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There are a number of 3D graphics accelerator architectures on the market
today. One of the largest issues concerning the design of a 3D accelerator is that
of affordability for the home user while still delivering good performance. Three
such architectures were analyzed: the Heresy architecture defined by Chiueh [2],
the Talisman architecture defined by Torborg [7], and the Tayra architecture's
specification by White [9]. Portions of these three architectures were used to
create a new architecture taking advantage of as many of their features as possible.
The advantage of chunking will be analyzed, along with the advantages of a single
cycle z-buffering algorithm. It was found that Fast Phong Shading is not suitable
for implementation in this pipeline, and that the clipping algorithm should be
eliminated in favor of a scissoring algorithm.
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Glossary
Affine Transformation pages 2, 6
A transformation that maintains the angles between lines.
Mip-Map pages 3, 18, 28, 61
Multum in parvo. A method of prefiltering textures, so that textures of the
appropriate size can be selected for a given primitive.
Texel page 28
A texture element. A color value that is stored in a texture map specifically
used in adding detail to the surface of primitives.
TREC page 29
Texture and Rendering Engine Compression. A Microsoft developed tex
ture compression format, specifically for use in high speed rendering appli
cations.
View Volume page 43
The volume that defines what will be seen in a given rendered image, and
what must be removed. It also defines the point of view that the scene will
be viewed from.
VPN page 43
View Plane Normal. A vector that is normal to the viewing plane, defining
the plane's orientation. A part of the definition of the View Volume.
VRP page 43
View Reference Point. A point that defines the location of the origin of
the View Reference coordinate system. Also, the anchor point for the View
Plane Normal. Part of the definition of the View Volume.
VUP page 43
View Up. A vector that defines the up direction of the View Reference
coordinate system. It is anchored at the VRP It is also a part of the
definition of the View Volume.
w page 16, 37, 50
The homogeneous coordinate. Used when mapping three dimensional space
to the homogeneous coordinate system for certain mathematical advan




This chapter gives a brief overview of each of the analyzed 3D architectures. The
generic reference architecture that is used throughout the thesis is from Foley
and van Dam [4].
The generic reference architecture is shown in Figure 1.1. This architecture
exemplifies many aspects of a traditional 3D accelerator pipeline, including the
use of conventional primitives: lines and polygons, and the use of conventional
shading methods: constant, Gouraud, or Phong.
1.1 Heresy Architecture
The design goals of the Heresy architecture are cost effectiveness, balance, and
modularity. The architecture itself utilizes three architectural concepts to achieve
these goals. It effectively divides the screen into different pieces so that parallel
concepts can be used to render the image [2].
For efficiency purposes Heresy takes advantage of a number of architectural
improvements, these are the lazy shading algorithm, single cycle depth buffer
access, and a highly efficient trilinear filtering module.
Lazy Shading is a shading technique that requires the rasterizer to wait until
the primitive responsible for a particular pixel is known before shading. This
implies that the depth check for each pixel must be performed up front, which



















Figure 1.1: Standard Graphics Pipeline
The single cycle z-buffering allows the architecture to very efficiently deter
mine the depth value of a particular pixel. This significantly improves the typical
four cycle comparison time of most other architectures. Unfortunately, this im
plementation also requires the use of two z-buffering memories, doubling the
memory requirement.
The highly efficient trilinear filtering module enhances the time requirements
of texture mapping. This specific implementation uses a number of linear filters.
and a lookup table to improve the time and memory required to quickly filter the
texture elements (texels) [2].
1.2 Talisman Architecture
The Talisman architecture supplies an architectural specification geared toward
creating a high end raster graphics processor at a mass market price. The ar
chitects propose several solutions to this dichotomy. There are a number of
important issues that must be addressed to successfully create a real time ren
dering architecture. The first obstacle to create a fully rendered 3D frames in
real time is memory bandwidth. Most of the current architectures on the market
have problems supplying the processing elements with the texture maps and 3D
data that is necessary for real time quality images. The Talisman architecture





Each of these are a specific method of increasing the quality of the images
with the least cost involved.
1.2.1 Composited Image Layers
The Talisman architecture uses an image compositing scheme. This allows the
user to design several image layers that can be individually updated by Talisman.
The layers can also be prioritized by the user to make sure that the important
image layers are updated as often as possible. Talisman also has the capability to
perform full affine transformations on any of the image layers, allowing the user
to adjust many of the angles without having to re-render the entire frame. This
minimizes the amount of data that must be rendered in real time.
The image layers can be any complexity, an entire layer containing only one
primitive is just as valid as a layer of 400 polygons.
1.2.2 Image Compression
Talisman uses image compression to attain the best results from the available
memory bandwidth. The bandwidth requirements for texture mapping, the most
memory intensive portion of the rendering pipeline, can be drastically reduced
through the use of data compression. This changes the bottleneck to the the
compression and decompression algorithms used in the Talisman architecture.
The compression method that Talisman uses is called TREC. similar to JPEG.
but the claimed compression rate achieved is close to 10:1. Another advantage
of this particular method of texture compression is that a full 32-bit color com
pression is achievable on all systems.
1.2.3 Chunking
Talisman uses a special rendering method called chunking. Each image layer is
broken up into 32 by 32 pixel chunks. Although this allows all the necessary
calculations for rendering to be performed on just a 32 by 32 pixel chunk, the
ability to render the entire image in random order is lost.
The main concept behind chunking is that during the rendering process, ad
jacent pixels are likely to require the same data. Also, the values of all the colors
and their depth values will have to be stored to determine the various color values
of the pixels. The chunking process allows the memory required to be cut down
to only what is required for a 32 by 32 chunk. Due to the reduced memory sizes
it is extremely easy to put the memory directly on the chip.
1.2.4 Multi-pass Rendering
Talisman also implements a multi-pass rendering pipeline. This allows the tex
ture data and the image layer data to be virtually passed through the pipeline
twice, allowing for various visual features, including shadows from multiple light
sources, environment mapped reflective objects, spot lights, fog, ground fog, lens
flare, underwater simulation, waves, clouds, etc.
1.3 Tayra Architecture
The Tayra raster graphics engine is a conglomerate project that was funded by
companies throughout Europe. The end result is a combination of a number of
ASICs that, when put together, combine to create a full 3D rendering engine.
The architecture supports the full OpenGL specification including the scan
conversion of lines, spans, triangles, and rectangles. It also supports perspective
corrected texture mapping, with mip-map level of detail selection, and many
other texture modes. It also performs alpha blending.
Tayra can achieve advanced stenciling, multi-pass antialiasing, and other al
































Figure 1.2: Heresy Architecture Overview
1.4 Hardware Specific Stuff
1.4.1 Heresy Architecture
The architecture called Heresy, is based on the Foley and van Dam, virtual
image-
space rasterization architecture [4]. The main precept of this architecture is that
a given image that is to be rasterized can be split up into pieces, either scan
lines or blocks. Each one of these blocks can then be rasterized appropriately
by a separate rasterization processor. The architecture is called virtual because
it uses only one graphics raster engine, saving a large amount of cost in chip
production [2],
As shown in Figure 1.2, the Heresy architecture breaks the pipeline into several
main stages.
1.4.2 Talisman Architecture
The Talisman architecture divides its process into several pieces as shown in
Figure 1.3. The rendering pipeline is broken into, an off the shelf Media DSP to
handle all the modeling and lighting transformations, a Polygon Object Processor
to handle all the primitive based calculations, and the Image Layer Compositor
which handles the combination of the image layers to achieve a completed frame
image. Most of the other portions are not specific to this pipeline and only add
value for the end user, including the audio chip and the DVD decoder chip.
1.4.3 Tayra Architecture
The Tayra architecture was designed as a fast 3D graphics raster engine, that
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Figure 1.4: Tayra Architecture Overview
ure 1.4, it has three main logical units that do the processing, a complete pro
grammable interface to each unit, and a broadcast bus to interface all the available
memory controllers. Tayra also uses the broadcast bus to relay information to
the video display mechanism.
1.5 Display Traversal
The first pipeline stage of the generic architecture is the display traversal module.
This stage is used to determine which objects, either in the display model or in
the database, need to be updated. There are two different ways that the display
information can be traversed: through immediate mode, or through retained
mode.
Immediate mode modifies the frame buffer memory directly, without retaining
any of the display commands.
Retained mode keeps a record of all the transactions that occurred. Traversing
the display then becomes a task in traversing the database that was used to store
the data. This can be more efficient than immediate mode, because the database
traversal algorithms can be optimized. On the other hand, this method is not as
flexible as immediate mode, in that there is a specific structure that needs to be
executed in order to get the desired output.
Either way the traversal is necessary to determine the appropriate data el
ements that need modification so they can be passed to the next stage in the
pipeline [4].
1.5.1 Heresy Architecture
The host processor of the system is responsible for the determination of which
primitives intersect a given scan line. After this determination is made, the data
is passed on to Heresy for further processing.
The key to this algorithm, is that the objects are presorted in the original
object coordinate system. Also, the matrix that reverses all the model and view
transformations must be pre-calculated.
After the pre-sorting has been completed, the rest of the algorithm involves
the host processor back projecting the first scan line, and then passing a list
of encountered primitives to the geometric processing unit. After that point,
the other scan lines can be calculated by a simple translation transformation
that can be easily performed by the host machine assuming that the viewing
paradigm used is a simple parallel projection.
The purpose of the rasterization ordered display traversal is to eliminate any
explicit sorting that needs to occur between the geometric transformation stages
and the rasterization stage. With this computation eliminated by using a pre
sorting routine, no expensive sorting algorithm needs to be implemented.
1.5.2 Talisman Architecture
The host processor is responsible for display traversal in the Talisman architec
ture. Not only is the software responsible for breaking the overall scene into
image layers, for rendering, but it's also responsible for breaking the scene into
the 32 by 32 pixel blocks for easy computation by the Talisman hardware.
Due to the error generated from affine transforms, the image layers must be
maintained in a priority order for updating. This allows for reuse of the already
rendered image layers, allowing a much faster possible display rate.
The 32 x 32 pixel regions are also sorted for the Talisman architecture's use.
Overall this allows for a much smaller memory footprint, and the ability to fullv
integrate more of the overall memory system directly onto the main graphics
processor chip.
1.5.3 Tayra Architecture
All the Display Traversal is handled by the host processor, where all the various
visible lines are discovered by the Scan Conversion Module.
1.5.4 Comparison
All three architectures have valid approaches to the issue of display traversal.
The common solution is for the host processor to take care of all the database
updates, passing the necessary primitives to the rendering engine as required.
1.6 Modeling Transformation
This stage of the pipeline transforms object-coordinates to world-coordinates.
This is accomplished by executing a matrix transformation on each vertex in each
polygon. There may also be a transformation on one or more surface normals.
Gouraud and Phong shading require the world-coordinate normal for each vertex.
This is accomplished by multiplying each vertex normal by the transpose inverse
transformation matrix [4].
1.6.1 Heresy Architecture
The Heresy architecture offloads the Modeling Transformations in the Geometric
Transformation pipeline stage of the architecture.
1.6.2 Talisman Architecture
The Modeling Transformations for the Talisman architecture are handled by the
off the shelf Media DSP
1.6.3 Tayra Architecture
The Modeling Transformations for the Tayra architecture are handled by the
Host Processor.
1.6.4 Comparison
The architectures allow a full floating point capable engine to handle the trans
formations. The exact algorithm is not specified but it is assumed that the
architectures use the standard transformation method of performing matrix mul
tiplication on each vertex.
1.7 Trivial Accept/Reject Classification
Now that the primitives have been mapped into the world-coordinates they are
tested to see if they lie wholly inside or outside the view volume. By making the
determination that a primitive lies outside the viewing volume early, the primitive
can be removed from any future calculations for this frame. This can save a lot of
computation in the future. Non-trivial clipping issues, those that are not wholly
outside the viewing volume, will be clipped properly in the clipping stage [4].
1.7.1 Heresy Architecture
The Heresy architecture offloads the Trivial Accept/Reject calculations in the
Geometric Transformation pipeline stage of the architecture.
1.7.2 Talisman Architecture
The Trivial Accept/Reject for the Talisman architecture are handled by the off
the shelf Media DSP.
1.7.3 Tayra Architecture
The Trivial Accept/Reject for the Tayra architecture are handled by the Host
Processor.
1.7.4 Comparison
It is assumed that the architectures perform a simple comparison calculation to
perform this stage of the transformations.
1.8 Lighting
The activity at this stage of the pipeline depends on the shading algorithm that
is being used. Constant shading requires that the color be determined for each
polygon, using the surface normal. For Gouraud shading, the color of each vertex
must be calculated at this stage of the pipeline. Phong shading would require the
calculation of the normal for every pixel on the object, but this shading algorithm
would be implemented in the rasterization phase of the pipeline [4] .
1.8.1 Phong Lighting
Phong Bui-Tong's lighting model applies to imperfect reflectors. This lighting
model uses a few different components to represent each aspect of lighting ef
fects. The various components are ambient light, diffuse reflection, and specular
reflection.
Ambient Light
Ambient Light exists as if each object in a scene is lit equally from all sides
by an imaginary light source. Although this is not the case in reality, it is a
good approximation light reflecting off of walls and off of objects in the scene.
It's based on empirical data, rather than real physical properties. Equation 1.1
shows how to determine the light intensity, 7, of an object, assuming that Ia is
the ambient light intensity and ka is the ambient-reflection coefficient [4].
I = Iaka (1-1)
Diffuse Reflection
Ambient reflection is a good model if all the surfaces in your world are lit uni
formly. Most surfaces do show what is referred to as Lambertian properties.
This is represented by a point light source, e.g. a light source that distributes
light uniformly into the environment. The effect that this kind of light source
has on objects, can be seen on chalk, for example, where the chalk itself uniformly
reflects light. According to Lambert's law, the intensity of the light reflected is
directly proportional to the angle between the light ray, and the normal of the
surface. In Equation 1.2, Ip is the point light source's intensity, kd is the
diffuse-
reflection coefficient of the surface, and 8 is the angle between the surface normal.
and the vector pointing to the light source.
I = Ipkdcos8 (1.2)
To make sure that the value from the cos 6 is always a value greater than zero,
the equation can be written as
I = IpkdN-L. (1.3)
If the point light source is placed at an infinite distance the direction of L is the
same for all primitives in the scene. So the actual lighting is only dependent on
the direction of N for each surface. When rendering in this fashion, the surfaces
turn out to be particularly harsh, so an ambient lighting term is added to yield
I = Iaka + Ipkd(N-L). (1.4)
In the current lighting model, if there are two surfaces that overlap, no matter
how far apart, there's no way to tell where one surface ends and the other begins.
To handle this, a lighting attenuation factor is added to the lighting scheme. The
most obvious one, would be the attenuation factor straight out of physics
fatt -pi (1-5)
where di is the distance the light travels from the source to the surface. However,
with this equation, fatt doesn't vary much. It produces a large amount of change
when the object is close, but when the object gets farther away, it approaches zero
very quickly. This attenuation factor is also expected to help take atmospheric
attenuation into account. An empirical attenuation factor that is described in
Foley [4] is
fatt =min( , 1 ) , (1.6)
\ci + c2dL + czd{ J
'
where ci, C2, and c3 are user defined constants associated with the light source.
Figure 1.5: Specular Reflection
For the implementation of colored lights, the basic equation is broken up into
pieces for each light component. The red component would be written as
Ir = hRkaOdR + fatJPRkdOdR{N L). (1.7)
This equation can be rewritten generically with the red component substi
tuted with A, to create an equation that can be used for each color as shown in
equation 1.8.
h = hxkaOdx + fatJpxkdOdX (N L) (1.8)
Specular Reflection
Specular Reflection is visible on shiny surfaces, like an apple. As one can see, a
light source will create a bright spot on the apple, which quickly falls off into the
color of the apple itself. As shown in Figure 1.5, on a perfectly reflective surface,
light is only reflected in the direction, R. Here, B is the angle of incidence from
the light source, and the angle of reflection across the normal to the surface, a is
the angle to the viewer. The intensity of the light is based directly on the angle
between the reflected light and the viewer, \ '.
The Phong Illumination model uses all of the components discussed, to create
as complete a model as possible. It takes advantage of the ambient light, the
diffuse reflection and the specular reflection to create a realistic lighting model.
Phong modeling equation is
h = hxkaOdx + fattIPx[kdOdx cos B + W(6)
cos"
a], (1.9)
where W(6) is the fraction of specularly reflected light, which can be experimen
tally set to a constant, ks, the specular-reflection coefficient.
After rewriting the equation in terms of normalized vectors, and allowing
for different specular-reflection coefficients throughout the surface for different
colors, Equation 1.9 looks like
h = hxkaOdx + fattIPx[kdOdx(N I) + ksOsX{R V)n}. (1.10)
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1.8.2 Cook and Torrance Lighting Model
The Cook and Torrance Model is derived from a surface model originally created
by Torrance and Sparrow (1967), that was adapted to computer graphics by
Blinn (1977). It's based on the idea that a surface is actually multifaceted, and
in fact carries many miniature surfaces with it, that all individually reflect light
in different directions. It is also based on the consideration of incident energy
instead of intensity and it bases color change within highlights on Fresnel's law
and the characteristics of the material [8] .
The main purpose of the Cook and Torrance lighting model was to correct
some of the accuracy problems in the Phong Lighting algorithm. The Phong
Lighting algorithm handles specular highlighting well, but all the surfaces that
are lit by the model appear to be plastics. The Cook and Torrance model was
created to be able to model metallic surfaces properly. An example of this is
the way that the properties of specular highlighting change when the angle of
incidence of the light is very shallow. This causes the intensity of the highlight
to vary from the simple model that is provided by Phong's Lighting method [8] .
The specular component, which takes into account the various surface prop





where D represents the distribution function of the microfacets, G is the geomet
rical attenuation factor, which accounts for the shadowing and masking effects
of the microfacets on each other, and F\ is the Fresnel term calculated from
Fresnel's equation [4].
Cook and Torrance used Beckman's distribution function for rough surfaces to




where /? is the angle between N, the normal to the surface, and H, the direction
of the halfway vector between R and L, and m is the root-mean-square slope of
the microfacets.
The lighting model takes into account the possibility that one microfacet
can shadow another. There are three different situational representations of the
shadows that are possible. The case where there is no interference from adjacent
facets, the case where the facets partially intercept reflected light, and the case
where the facets intercept incident light. As a result the geometric attenuation
factor is represented as
.
f 2(N-H)(N-V) 2(N-H)(N-L)\
G =min<l, _ _
,
-,





The last term that needs to be defined for the Cook and Torrance model is














where 0* is the angle of incidence relative to H, and Bt is the angle of refraction [4].
1.8.3 BAGS Lighting Model
The Brown Animation Generation System (BAGS) was designed because the
Phong Lighting model was not realistic enough for the desired results, and the
Cook and Torrance model required too many physical parameters. The BAGS
lighting model is based on a few simple physical parameters that specify the
desired illumination conditions [6].
Included within the model are three types of light sources, a point source.
which radiates from a specified 3D point, a directional source, which illuminates
parallel rays in a given direction, and an ambient source, which illuminates a
source evenly.
For all of these sources the intensity of the source, / must be specified. The
directional source requires L, the direction of illumination, and the view direction,
V must also be specified. The point that is being illuminated is stated as P.
There are five values that describe the surface of materials. There are C,
the chromatic color of the material: s, the smoothness of the material, ranging
from perfectly specular to perfectly diffuse; m, differentiating between metallic
and non-metallic surfaces; t, the transparency of the surface; and n, the index of
refraction.
For the directional and point light sources, the intensity of the light reflected
is
Ir=I(Qd + Qs), (1-15)
where I is the intensity of the light source, Qd is the diffuse contribution and Qs
is the specular component.
The diffuse component is
Qd = (N L)drdC, (1.16)
where N is the normal to the surface; L is the direction of the light source; d is
the attenuation factor for diffuse reflection of metallic surfaces, specified by
d=(l-ms); (1.17)




Qs = rsCs, (1.19)
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where rs, the specular reflectivity, can be written as
rs = [-(H-V}^rj, (1.20)
where
r,- is the adjusted reflectivity based on the normal incidence reflection





= min[l, rn + (rn + kj)j]. (1.22)
The reflectivity adjustment factor, j, is used to account for off-specular peaks,
by approximating Fresnel reflection and geometric attenuation. The constant, kj,
provides a very rough surface approximation for small off-specular peaks.
The value of j is dependent on the angle of incidence, a, and the viewing
angle, 7. When these angles get close to 7r/2 the geometric attenuation fac
tor counteracts the increase. As a result j is calculated by the approximation
equation,
j = F(a)G(a)G(j), (1.23)
where F and G are one-parameter functions used to simulate the desired Fresnel
reflection and geometric attenuation factors. The values that are used by the





G(x) = {1~k9)l {x~^ (1.25)
(l-fc9)2 *2
1.8.4 Heresy Architecture
The Heresy architecture offloads the Lighting Transformations in the Geometric
Transformation pipeline stage of the architecture.
The lighting calculations that are performed are purely Gouraud vector cal
culations at each vertex of each primitive.
1.8.5 Talisman Architecture
The Lighting Transformations for the Talisman architecture are handled by the
off the shelf Media DSP.
1.8.6 Tayra Architecture




The lighting calculations performed by each of the architectures is unknown. The
algorithms that have been evaluated give a good idea of what needs to go into
calculating the lighting effects. The Phong Lighting model seems to be the best
suited for a real time 3D graphics engine because of the relatively small number
of calculations, as compared to the Cook and Torrance model, as well as the
BAGS lighting algorithm. Due to the increase in speed the loss in accuracy is
acceptable.
1.9 Viewing Transformation
At this stage in the pipeline, primitives are transformed from the world-coordinate
system, to normalized projection coordinates. This is a coordinate system that
the implementor of the pipeline can specify, giving a variety of effects [4] .
1.9.1 Heresy Architecture
The Heresy architecture offloads the Viewing Transformations to the Geometric
Transformation pipeline stage of the architecture.
1.9.2 Talisman Architecture
The Viewing Transformations for the Talisman architecture are handled by the
off the shelf Media DSP.
1.9.3 Tayra Architecture
The Viewing Transformations for the Tayra architecture are handled by the Host
Processor.
1.9.4 Comparison
There is no specific information from any of the architectures about the viewing
transformations that are performed. It is assumed that a typical matrix trans
formation calculation is performed on all remaining vectors.
1.10 Clipping
At this stage of the pipeline the non-trivial primitives are partially removed from
the the view scene. This stage of the pipeline helps prevent underflow or overflow
errors by removing items that are behind the users eye, or placed at an infinite
distance.
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Figure 1.6: Sutherland Hodgman Clipping Rules
Clipping can change the geometric nature of the object. Pipelines that deal
only with triangles can also have clipping problems, because some of the
post-
clipped triangles can end up having more than three vertices.
Another approach to this problem is called scissoring. This fully renders
primitives that cross the clipping boundary, and requires the rasterization stage
to eliminate any extraneous pixels displayed. In conjunction with a trivial/accpet
reject algorithm, scissoring can be a powerful tool. In the worst case scenario,
a clipping algorithm will return six new points, that need to be tesselated into
new triangles, adding vertices to the overall calculations. If the rendering engine
handles clipping, through scissoring, no additional memory is required. This does
waste processor time, however, because pixels that are not going to be displayed
are in fact rendered [4].
1.10.1 Sutherland Hodgman Polygon Clipping
This algorithm is the typical 2D polygon clipping algorithm. It can be easily
modified to handle 3D clipping. It also handles all the cases that are needed to
have a full polygon clipping algorithm.
The Sutherland Hodgman Polygon Clipping algorithm solves a very simple
clipping problem. It clips polygons to one infinite clipping edge at a time, and
then proceeds to clip to the other clipping edges in succession. A requirement of
this process is that the clipping area must be convex.
There are four rules that the algorithm uses to accomplish its clipping. Fig
ure 1.6 shows all of the required clipping rules.
Essentially the algorithm is run as follows. A list of polygons is passed to
the clipping algorithm, along with the clipping edge. Each polygon is traversed
counter-clockwise, and each edge is evaluated against the clipping edge. After all
the new edges are returned to the main function, the new list of edges is passed
to the clipping algorithm again, only this time with a different clipping edge.
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To modify the algorithm for 3D, clipping planes must be substituted for the
clipping edges, and the full clipping algorithm must be run for the eight faces of
the clipping volume. The sides of the clipping volume are defined by the corners
of the Viewing Window, the Projection Reference Point, and the Front and Back
clipping planes. All of the values can be modified by the user of the rendering
engine.
1.10.2 Heresy Architecture
The Heresy architecture offloads the Clipping Transformations in the Geometric
Transformation pipeline stage of the architecture.
1.10.3 Talisman Architecture
The Clipping Transformations for the Talisman architecture are handled by the
off the shelf Media DSP.
1.10.4 Tayra Architecture
The Clipping Transformations for the Tayra architecture are handled by Host
Processor.
1.10.5 Comparison
The architectures do not specify a particular clipping algorithm, so a modified
Sutherland Hodgman clipping algorithm should be used.
1.11 Division by w and Mapping to 3D View
port
To simplify the clipping procedure, all of the 3D coordinates are transformed and
warped to fit into a canonical viewing volume. This way the volume's sides all
have a predetermined location. To perform this procedure the points must be
transformed into homogeneous, or a four dimensional coordinate system. During
this transformation the point acquires a non-unit w value.
The simple method for transforming all the points to 2D space, is by dividing
by the w value. Because of the way that the original transformation is performed,
all the points, when divided by w end with a z value of zero. The division then
actually maps the coordinates to the viewport [4].
1.11.1 Heresy Architecture
The Heresy architecture offloads the Division by w and Mapping to 3D Viewport
in the Geometric Transformation pipeline stage of the architecture.
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1.11.2 Talisman Architecture
The Division by w and Mapping to 3D Viewport for the Talisman architecture
are handled bv the off the shelf Media DSP.
1.11.3 Tayra Architecture
The Division by w and Mapping to 3D Viewport for the Tayra architecture are
handled by the Host Processor.
1.11.4 Comparison
The architectures do not specify a particular mapping algorithm, as a result it is
assumed that the mapping is a perspective projection.
1.12 Rasterization
The rasterization stage of the pipeline takes the transformed primitives, and turns
them into pixel data to be displayed. There are a number of different methods
of rasterizing data but it is described as having three stages: scan conversion,
visible-surface determination, and shading. Rasterization also determines the
contribution of each primitive to each pixel that is going to be displayed [4].
Generally, rasterization can be performed in two orders, either, pixel by pixel,
or primitive by primitive.
1.12.1 Heresy Architecture
During the rasterization pipeline stage of the Heresy architecture, all the im
proved shading techniques, texture mapping techniques, and z-buffering tech
niques are used. As shown from Figure 1.2, this portion is broken into several
sections the Active Polygon/Span Lister, the Depth Check, and the Gouraud
Shading and Texture Mapping modules.
The added feature of the rasterization stage, is that the shaded pixel values
are not determined until the appropriate primitive contributing to the pixel is
determined through the depth checking algorithm. This is also known as lazy
shading, it eliminates the extra calculations involved with the constant recalcu
lation of colors. The architectural layout of the algorithm is shown in Figure 1.7.
1.12.2 Talisman Architecture
The focus of the description of the Talisman architecture is the rasterization
portion of the pipeline. This stage has been broken up into two major pieces,
the Polygon Object Processor and the Image Layer Compositor. Neither of these
stages fit cleanly into the generic pipeline breakdown, especially since they both
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Figure 1.7: Heresy Lazy Shading Algorithm Data Flow
the architecture. The analysis will continue to be in the various blocks, but the
contribution to each portion will be specified for each functional block. The block
diagrams for the Polygon Object Processor and the Image Layer Compositor are
shown in Figure 1.8 and Figure 1.9, respectively.
1.12.3 Tayra Architecture
The rasterization portion of the Tayra architecture is split into several logical
units. Each one of the units logically handles a different portion of the rasteriza
tion pipeline stages. The Scan Conversion unit handles all of the scan conversion
calculations for the pipeline, as well as the hidden-surface determination, and
the shading. While the Texture mapping unit handles all of the texture map
ping requirements of the architecture, the blending operation handles the alpha
blending of the architecture.
The Scan Conversion logical unit has the following functionality:
1. Primitive traversal using linear edge functions
2. Incremental interpolation of all parameters
3. Antialiasing using coverage masks
4. Floating point texture interpolation
5. Floating point perspective correction
6. Integer color and depth interpolation
7. Depth test integrated with depth memory controller
8. Texture mip-map level of detail calculation











































































































Z Test in Depth Memory Controller
Figure 1.10: Tayra Scan Conversion Module
1.13 Scan Conversion
Scan conversion is involved with the process of taking the 3D viewport coordi
nates and determining which primitives contribute to which pixels. The typical
algorithm that is used for line scan conversion is the midpoint line algorithm, as
described in Foley [4].
1.13.1 Heresy Architecture
The Active Polygon/Span Lister takes the geometrically transformed, vertex col
ored primitives and determines which of the primitives are active during the
rasterization of a particular scan line. This is achieved through edge walking in
the y direction.
1.13.2 Talisman Architecture
The Scan conversion portion of the Talisman architecture is handled by the Poly
gon Object Processor's Initial Evaluation logical block. Because each portion of
each frame is broken into the 32 by 32 pixel chunks, it's not guaranteed that the
block will end on a triangle vertex. The color values at the virtual vertices must
be determined before the color of each pixel can be calculated. The Initial Eval
uation module traverses each primitive to discover what color is at the border of
each chunk.
1.13.3 Tayra Architecture
The scan conversion functionality can be found in the primitive traversal module
inside the scan conversion module of the Tayra architecture. Each primitive in
the Tayra architecture has been given an ID code which specifies what kind of
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primitive it is, and whether or not some of the coordinates need to be swapped
dependent on the octant the primitive is in.
In general there are four traversal algorithms that are used to trace the lines
of the various primitives, one for lines, spans, triangles, and rectangles.
1.13.4 Comparison
Each of the architecture incorporates a specific scan conversion functionality. All
of the architectures have different ways of dealing with the different problems
that have been presented to them. Unfortunately, there is no correct answer to
the issue of how to deal with scan converting polygons, or the process that must
be followed. The solutions that each of the architectures present are completely
dependent on the various architectural decisions that were made in the design of
the architecture.
Scan conversion is more of a necessary result to the other architectural deci
sions, instead of the deciding factor.
1.14 VisibleSurface Determination
Visible-surface determination is the process of seeing which of the 3D primitives
will be visible after rendering. Currently, the typical hardware Tenderer will use
a z-buffering algorithm to handle the visible surfaces [4].
1.14.1 ZJ-buffer
Z-buffering is a very memory intensive hidden surface removal technique. The
algorithm itself requires another memory buffer, the size of the screen. When
each pixel's depth is being evaluated, the value that is closest to the screen is
stored in the z-buffer, and the color value of that closest pixel is written to the
frame buffer. This method guarantees that the closest primitive is the one that
is being displayed [4].
There are a number of enhancements to the algorithm itself. The z-buffer
can be performed on a scanline-by-scanline basis, so that the amount ofmemory
required is only the memory required for a particular scanline.
For speed purposes, the z-buffer test can also be integrated with the shading
algorithm. This means that as the color is being determined, the depth can also
be determined, to decide if the color needs to be written to the frame buffer. This
technique can drastically improve the performance of the rendering engine.




Figure 1.11: Heresy Speculative z-buffer Cell
1.14.2 Heresy Architecture
The Z-buffering algorithm of the Heresy architecture presents a very specific
speculative z-buffering algorithm. The basic idea behind this algorithm is that
because only one scan line needs to be in the z-buffer memory at a time, the
necessary memory to store the z-buffer can be implemented on the same chip
as the z-buffer comparison logic. This allows for the implementation of a one or
two cycle z-buffer comparison algorithm.
To accomplish this, Heresy implements two z-buffer memories for each scan
line. The current value of the z-buffer is stored in one of the memories and is
controlled by a valid bit. This bit also controls which memory is getting written
and which memory is getting read. While the z-value of the current primitive is
within the comparison algorithm, the valid bit is checked and the possibly new
z-buffer value is written to the shadow location; the current z-buffer value is
then read from the actual storage memory. Therefore the memory cycle is used
by both the read and write, doubling the effectiveness of the necessary memory
access.
Heresy also implements a super fast comparator, attempting to get the entire
z-buffer comparison down to a single cycle event. The generic design of the
z-buffering logic is shown in Figure 1.11.
1.14.3 Talisman Architecture
The Polygon Object Processor contains an on-chip 32 x 32 pixel depth buffer
for all the depth information calculated by the Rasterizer. This stores the 26 bit
values used to represent the depth of the closest primitive to the eye at each pixel
location. There are 20 to 24 bits used depth values, while the other 2 to 6 bits
are used for priority or stencil values.
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1.14.4 Tayra Architecture
The Visible Surface determination is also handled by the Scan Conversion module
of the Tayra architecture. All of the depth calculations are integrated into the
functionality of the depth memory controller. It handles all of the standard
OpenGL depth testing operations: GLJ^EVER, GL_EQUAL, GL.GREATER.
GL_GEQUAL, GLjVLWAYS, GL.NOTEQUAL, GL_LESS, GLXEQUAL.
All of the depth calculations are performed very early in the rasterization
process to make sure that any unnecessary rendering can be eliminated.
1.14.5 Comparison
All of the architectures use a z-buffering hidden surface elimination algorithm.
The various improvements on the algorithm reduce the amount of memory that
must be dedicated the z-buffer. Heresy uses a z-buffer that is the size of a
scanline; Talisman has a similar size reduction in that each z-buffer is reduced to
a 32 by 32 pixel block; and Tayra uses full size memory block for the z-buffering.
Overall, the best option would be to use as little extra memory as possible, so
that the additional local memory can be used for other purposes. Both Heresy
and Talisman make this improvement over the base algorithm.
1.15 Shading
Shading is the process of determining the color of the various triangles throughout
the model. The color for a constant shaded primitive was determined when the
initial normals were determined during the lighting pipeline stage. This is the
stage where the color for a Gouraud shaded primitive is bilinearly interpolated
using the normals that were determined during the lighting stage. For Phong
Shading, the normal of each pixel must be determined leading to a large number
of floating point calculations [4].
1.15.1 Gouraud Shading
Gouraud Shading takes the predetermined color values at each vertex of each
polygon, and linearly interpolates the values for each interior pixel. Each poly
gon is linearly interpolated along each edge, and then each pixel of the polygon
is determined by interpolating between edges. This algorithm can easily be inte
grated with a scanline-by-scanline visible-surface determination algorithm, for
increased efficiency [4].
A typical problem with Gouraud shading is that instead of seeing a smoothly
shaded surface, visible bands of color, called Mach bands, can be produced. Also,
Gouraud shading does not support specular highlights if they do not occur on a
primitive vertex. If there is a very narrow spotlight, it could be missed entirely,




Phong Shading is another popular shading method that approximates the color
of each pixel. Like Gouraud Shading, Phong Shading requires the normals of each
vertex for its calculations. It then proceeds to linearly interpolate the normals for
the surface, starting with the edges, and then interpolating the middle, scanline
by scanline. The interpolated values are then passed through the lighting section
of the pipeline. Notice, if this is the shading algorithm, lighting should be delayed
until the interpolation of vectors is accomplished.
This adds a great deal of computation since the lighting equation must now
be calculated for each pixel [4].
1.15.3 Fast Phong Shading
The principle behind the Fast Phong Shading algorithm is that the reflection
equation and lighting computation can be simplified by combining them into one
equation [1]. In the given example a simpler diffuse lighting model is shown,
Idiffuse(x,y) = unjjr (L26)
where L is the vector for the direction of the light source, and N is the vector
depicting the normal to the surface being lit.
It can be shown that there is a significant speedup of the Phong lighting model
by incorporating the lighting equation with the shading equation. The end result
of this process yields,
r < \ -
Z ^x + By + C
Idiffuse(x, V) - i^r
m-Ax + By + Cy
(1"27)
where A, B, and C are the vectors required to calculate the normal to the surface
at each individual point. After multiplying the equation out, and substituting,
the following equation results.
ax


















d = A -A,
e = 2A-B,
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Using a technique called forward differences, this series of equations can be
evaluated by using only 3 additions, 1 division and 1 square root per pixel [1].
Because the lighting model evaluation is only an approximation, it is a rea
sonable assumption that further approximation will not affect the quality of the
image a great deal. So, the next step is to use a Taylor Series expansion of the
combined lighting equation to get the desired speedup.
The two variable Taylor Series expansion is
f(a + h,b + k) = f(a,b)+ (hfa+kf) f(a,b) +
---
*)"/(.,) +
If the triangle is shifted so that (0, 0) lies at its center, the second degree
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With the forward differences method of evaluation, this equation can calculate
the full diffuse lighting model, with Phong shading using only 2 additions per
pixel [1].
Overall, the method can be expanded to handle Phong's specular reflection
model as well as the diffuse component. The ambient component of the model
can be rolled into the diffuse Taylor series expansion, allowing the whole Phong
lighting and reflection model to be evaluated using only 5 additions, and one
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table lookup. The table lookup is a table stored for the exponentiation of the
Phong reflective model,
IsPecular = (N-H)n- (1-30)
1.15.4 Heresy Architecture
The shading algorithm used in the Heresy architecture is a typical Gouraud
shading algorithm. It involves the bilinear interpolation of the pixel values from
the vertex color values of the primitives.
1.15.5 Talisman Architecture
The Rasterizer determines the color and translucency values for each pixel and
passes the various information to the pixel engine for final color determination
based on the values in the texture map.
1.15.6 Tayra Architecture
The Tayra Architecture determines the shading of the pixels in the Scan Con
version module. This module implements many of the rasterization features that
Tayra provides. The Tayra Architecture does not specify which shading mech
anism is used, but it is believed that it uses Gouraud shading based on the
performance portion of the article.
1.15.7 Comparison
All of the architectures appear to perform Gouraud shading on the primitive in
the image. This is the current rasterization standard for real time hardware accel
erators. The Fast Phong shading algorithm presents an interesting compromise,
where it becomes possible to get Phong shading detail levels in real time.
1.16 Texture Mapping
An additional realism feature, that is typically added during the rasterization
phase of the pipeline, is texture mapping. This is an extremely memory intensive
process because the 2D textures that are mapped onto the 3D models must be
read and appropriately interpolated to determine the color of the pixel [4] .
1.16.1 Mapping
The first step in texture mapping is transforming the appropriate coordinates,
usually specified using (u,v) into object space. From this position the object
space is then transformed and mapped to screen space, usually represented with
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(x, y) coordinates. Usually the transformation is simplified such that the transfor
mation only has to be performed from texture space, to screen space, by-passing
the 3D image space entirely. This simplification shows texture mapping's close
relationship to image warping [5].
Generally speaking there are three approaches to mapping textures to screen
space. Either the screen is scanned, and the texture values are calculated for each
(x, y) value, the texture is scanned and the (x, y) is calculated for each texture
value, or, in the two pass method, the texture is first traversed, and the value is
stored in a temporary array then the screen is traversed, storing the texture data
values. Screen Order traversal is the most common technique, where the screen
is traversed initially, while the access to the texture is random.
The next step in the process of mapping a texture to the screen is called
parameterization. This step is responsible for mapping the texture coordinates.
to the object's coordinates. The most accurate and simplest form of this mapping
is called perspective mapping which looks something like
[ X0W0 2/o^o z0w0 w0] [u V 1]
.4 D G J
'
B E H K
C F I L
(1.31)
where the values A. . . L are the values in the transformation matrix in the ap
propriate positions for the transformation. Using this equation the value w0 is a
correction factor to account for the non-linear warping that can occur from the
transformations.
The next step is projecting the texture maps to screen space. This trans
formation process can be accomplished using orthographic (parallel) projection,
or perspective projection. The typical projection mechanism is perspective pro
jection because of its ability to model the real world more accurately. This is
a process that cannot be performed by linear interpolation, like Gouraud and
Phong shading because the aliasing effects are too great. The image will ap
pear squashed onto the polygon, instead of properly mapped. The perspective
transform can be represented using homogeneous matrix notation [5]:





This mapping is equivalent to the more familiar 3D transformation 4x4
matrices. The inverse of the matrix can be written as:
[uq vq q] = [ x y 1 ]







AI -CG BG- AH




The composite matrix of two perspective transformations is also a perspective
mapping. Consequently, for screen scanning u and v can be calculated from x
and y as
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1.16.2 Texture Filtering
After the completion of the mapping process, the next step is to sample the
texture in screen space. This is known as texture filtering. There are a number
of filtering techniques, some are performed on the fly during rendering, and some
are performed before rendering, known as pre-filtering methods [5].
The simplest form of filtering is point sampling, where the texel closest to the
pixel is taken, this method works well for textures that have not been warped
or scaled, but if the texture has been altered, you can get very large block-like
formations.
There is also an aliasing effect created from textures that have a very high
frequency that can't be reproduced. There are two major ways to solve the
problem of very high frequency textures, point sample the texture more often,
or pass the texture through a low pass filter. The point sampling addresses the
symptom of the problem, instead of the cause. Therefore the low-pass
pre-
filtering of the textures beforehand is the preferred solution.
1.16.3 Mip-Mapping
Mip-Mapping, where Mip stands for multum in parvo is a pre-filtering technique,
where the data is sampled at many different resolutions before the actual ren
dering. As a result, the texture levels that are created are much better suited to
work with a particular polygon in the image [10].
This type of mapping is also coupled with a trilinear filtering algorithm, to
determine the best color for the given pixel. The color of the pixel is determined
in two adjacent MIP mapped textures, by bilinearly filtering the adjacent texels.
The values are then linearly interpolated, to determine the final color value.
1.16.4 Heresy Architecture
The Texture Mapping portion of the Heresy architecture uses a very interesting
fundamental simplification. The idea is to make the filtering of the texture data
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where Px is the data value most closely associated with the values at (a. b. c). This
is a method of weighting the values appropriately, dependent on the location of
the texture value.
Using this method involves 13 multiplications and 20 additions. A very large
number of calculations to be performed on every pixel in every frame. To solve
the problem of the additional multiplications and additions Heresy is looking for
a table lookup solution, where the values can be stored to drastically reduce the
calculations needed. With the number of values that can exist in a 3 x 3 matrix,
with possible values from 0 to 7 for each variable there is a possible
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values that
need to be stored in the table. As an implementation improvement over the tri
linear filtering mechanism, Heresy improves the requirements by implementing a
bilinear filtering equation, which reduces the table size to 64 KBytes, and a linear
interpolation. The disadvantage to this is that there are an additional 2 multi
plications produced from the new algorithm, that the trilinear filtering algorithm
didn't have. This is a small price for the reduction in memory requirements [2].
1.16.5 Talisman Architecture
Texture data for the Talisman architecture is stored in TREC compressed format.
This allows for a much larger virtual storage space for the actual textures. To
help eliminate any latency that occurs from the memory fetches of the texture
data and the decompression of the data, Talisman uses a Pre-Rasterizer portion
of their architecture to determine which portion of the texture data is needed, so
that it can be ready when needed.
The actual texture mapping process uses anisotropic filtering which gives a
clearer image when the object to be rendered is at an angled view to the camera.
Talisman also allows trilinear filtering at full rendering rates.
1.16.6 Tayra Architecture
The texture mapping process is split into several different portions. The first step
in the process is handled in the Scan Conversion module. This texture mapping
function provides perspective corrected texture map coordinates for the texture
mapping module later in the pipeline.
The texture mapping module uses a combination filtering technique, similar
to Heresy. It provides both linear, bilinear, and trilinear filtering. It can provide
this by giving one bilinear filtering module, and a linear filtering module, so for
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the trilinear filtering, the Tayra architecture just needs to run the data through
both of the modules.
1.16.7 Comparison
Texture Mapping is the most memory intensive and time consuming portion
of a hardware graphics accelerator. The design improvements and speedups of
texture mapping are vital to overall design. All of the architectures support
MIP mapping with trilinear filtering, which is the standard in today's real time
rendering engines.
1.17 Antialiasing
Antialiasing is the process of eliminating any jagged edges that may be displayed
due to the square coordinate grid of pixels. This process is extremely time con
suming, but it makes the lines look straighter, and much less jagged. The process
overall is extremely valuable in making things look realistic.
Antialiasing must also handle the situation where an edge of a polygon, which
doesn't completely cover the entire pixel, is on top of another polygon. That other
polygon's color must somehow be incorporated into the pixel's color to help make
all the pixels look as realistic as possible, instead of the polygons in the scene
appearing disjoint.
1.17.1 Averaging
The Averaging technique of antialiasing involves the combination of the current
pixel's color with the surrounding
pixels'
color values. This ends up showing a
blurring effect along all the lines of a primitive, creating a situation where detail
may be lost due to the algorithm.
To control the averaging of the various pixel parameters, weighting values can
be used to determine how much of the color is determined by the current pixel's
value, and how much is determined by the surrounding
pixels'
color values. The
overall effect is that the image can look fuzzier, and the actual color may be
inaccurate when compared to the desired value.
1.17.2 A-buffer
The A-buffer algorithm takes a polygon that partially covers a given pixel, and
calculates a pixel mask based on the coverage by that polygon. It also stores the
color associated with that pixel. This is usually accomplished by breaking the
pixel into a 4x4 matrix and having a coverage mask represent which sub-pixels
the polygon covers. After all of these fragments are created, the antialiasing
evaluator can determine a coverage percentage. It will then compute a new color
based on the coverage mask that was generated for each pixel [4].
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Overall, this algorithm can be very expensive, but the results of the antialias
ing are good.
1.17.3 Modified A-buffer
In the Modified A-buffer algorithm, the coverage masks are evaluated as normal,
but instead of the coverage mask containing all of the possible combinations of
the sub-pixel mask, the coverage mask will essentially approximate the coverage
by just representing every other sub-pixel location in the final storage mask. This
allows a 4x4 mask to be implemented, while only using half the storage normally
required for a mask of that size [11].
Overall, the quality of the 4x4 mask with only every other sub-pixel being
sensitive, is a more realistic looking algorithm than a 3x3 sub-pixel masking
algorithm.
1.17.4 Heresy Architecture
The Heresy architecture specification does not explicitly state that it supports
antialiasing.
1.17.5 Talisman Architecture
Antialiasing in the Talisman architecture is handled by using a modified a-buffer
algorithm. Each fragmented pixel that is not completely opaque is represented
by a 4 by 4 sub-pixel mask. The mask that best represents the coverage for
that pixel fragment is then determined and stored in a linked list. Because
these calculations are performed on a chunk-by-chunk basis, the actual memory
required to determine the various values is fairly small.
The values actually displayed are determined by traversing the fragments
front-to-back for each pixel until a fully opaque pixel is assembled. After the
fragments are used, the storage space is recycled for use with the next chunk.
1.17.6 Tayra Architecture
The Tayra architecture implies that it uses a coverage mask antialiasing algo
rithm, but doesn't go into further detail.
1.17.7 Comparison
Antialiasing is an important quality factor. The antialiasing calculations improve
the quality for each scene by eliminating jagged lines, and making the scene
appear smoother overall. Although not all the architectures support antialiasing,
the best tradeoff is the modified a-buffer algorithm. This allows for a higher
quality antialiasing effect, with less memory requirements.
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1.18 Alpha Blending
Alpha Blending is the process of taking transparent polygons, and combining
their color values with the color values of the polygons behind them. This allows
for transparent glasses, or glass surfaces to be modeled realistically. This is also
a very time consuming process, and can only be performed after all of the colors
of all the pixels have been determined. Therefore this stage is limited to happen
after the texture mapping, lighting, and shading stages of the pipeline.
1.18.1 Heresy Architecture
The Heresy architecture does not explicitly state that it supports Alpha Blending.
1.18.2 Talisman Architecture
The Talisman architecture uses a front to back composition algorithm that com
bines all of the fragments with the transparency calculation. The essence of the
alpha blending algorithm is that it takes all the fragments for a particular (x. y)
position and combines the values together to determine the final color value. As
the fragments are evaluated a total coverage variable is kept, so that when the
total coverage value reaches unity, the current color can be placed in the frame
buffer and the evaluation of that pixel is complete [7] .
1.18.3 Tayra Architecture
The Tayra architecture also has a Blending operation logical block. This module
handles the calculations for the alpha blending of the colors to provide support
for transparent objects. Equation 1.37 shows the calculation that is used for
alpha blending. To eliminate some of the hazard caused by rounding, the texture
filtering equation is not sufficient for alpha blending, so a correction factor must
be added to allow the full range of alpha values.
colresuit = col0 + frac(coli colo) (1-37)
1.18.4 Comparison
Again, all the architectures do not support alpha blending. The Talisman and
Tayra architectures perform standard alpha blending evaluations to determine
the final colors of the pixels.
The major deciding factor is an architectural decision as to how the alpha
blending will be performed.
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1.19 Additional Information
Any additional information about the architectures is found in this section.
Specifically where particular pieces didn't fit into the stage by stage analysis
of the generic architecture.
1.19.1 Talisman Architecture
The Talisman architecture also takes advantage of a compression technique, that
allows their architecture to store more texture data on chip, and to transmit more
data across the main bus. This can be a major advantage over other architectures
because it can effectively enhance the bandwidth of the architectures memory.
The unfortunate disadvantage is that this requires that time be set aside for
texture decompression, a lengthy process. As a result in the middle of Talisman's
architecture there is a large portion of memory dedicated to holding data that
has been processed, but is still waiting for the textures to be decompressed before
further calculations are possible.
Talisman also adds the hardware accelerated option of shadows. This is an
entirely new and different section of the pipeline, that would require another
stage. It requires the determination of which visible objects have shadows cast
on them, with the appropriate darkening effects.
In addition to the previous stages of the pipeline, the Talisman architecture
must composite the various image layers into one complete frame. This is ac
complished through the addition of another logical rasterizer at the end of the
pipeline that takes all of the rendered image layer information and combines
them into one complete frame. This portion of the pipeline, the Image Layer
Compositor, is claimed to run at eight times the speed and throughput of the
Polygon Object Processor to achieve the real time rendering capabilities that the
Talisman architecture requires [7].
1.20 Conclusions
All of the architectures are valid solutions to the problem that has been presented:
The creation of a real time rendering pipeline. There are a number of features
from each of the architectures that could be combined to create a different, and
possibly better architecture.
The Tayra architecture represents a major architectural achievement. It is a
highly optimized traditional rendering engine, with many algorithms performed
in parallel for the highest possible throughput. Unfortunately, this leaves little
room for growth overall, since the architecture itself is limited by the speed of
the bus by which it is connected to the main host processor.
The Heresy architecture presents interesting alternatives to the various stan
dard algorithms. It takes advantage of scanline by scanline rendering, allowing
it to have a reduced z-buffer size, as well as reduced sizes for other memories on
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the main rendering chip. Unfortunately, Heresy leaves out some of the refined
image processing features, namely alpha blending and anti-aliasing.
The Talisman architecture presents a completely different solution to the ren
dering problem. By breaking the display screen into 32 by 32 pixel chunks, it also
allows for a fixed size memory on chip to handle the z-buffer and other require
ments. This is a radically different design from the traditional rendering pipeline.
performing many of the calculations in a different order from the pipeline as well.
Overall the most promising features of the architectures above, that would
greatly enhance a completely new architecture would be the 32 by 32 pixel chunks.
the fast Phong shading, the single cycle z-buffer, the enhanced texture filtering
unit, and the modified a-buffer anti-aliasing algorithm.
The 32 by 32 pixel chunks allow a fixed size memory, while still allowing for an
infinitely variable screen size. It also allows for highly parallel design, where the
chunks can be given to several rasterization processors to complete the evaluation
of the frame.
The fast Phong shading algorithm could prove useful from a quality perspec
tive, providing Phong shaded quality in real time.
If at all possible, the single cycle z-buffer evaluation should be taken advan
tage of, drastically speeding up the depth checking process.
The modified A-buffer antialiasing algorithm provides an accurate solution
without the added cost of storing a 4x4 coverage mask. This enhances image
quality, while using the same memory requirements as a 3x3 A-buffer antialiasing
algorithm.
The Composited Image Layer feature of the Talisman architecture is an inter
esting proposition, but it does present the problem of area lost to an additional
rendering engine.
By combining all of these attributes, a single architecture will be created.
This architecture will have the same quality and speed improvement attributes




The 3D Graphics pipeline that was developed as a result of the research in the
previous chapter is shown in Figure 2.1. Each stage of the pipeline is described in
terms of both functionality and implementation. For organization purposes the
pipeline itself is described in two parts, one detailing the geometric transformation
stages of the pipeline, and the second gives the specifics of the rasterization
portion of the pipeline.
Each object consists of a set of vertices that are grouped into known sets of
triangles. The basic unit of data throughout the design of the architecture is a
triangle.
After the software model of the pipeline was completed, an analysis of the pro
posed algorithms was performed to get an idea of the complexity of the pipeline
and the possible performance of the pipeline. This chapter also contains the
complexity results and analysis for each stage of the pipeline.
To accurately analyze the software model, more detail must be given to the
basic definitions of objects within the model. Each object is composed of a list of
vertices, a list of colors, a list of normals, a list of texture coordinates, and a list
of polygons. The idea is that vertices within an object will typically be shared
by more than one polygon. Therefore all the transformations must be performed

















The Geometric Transforms section of the pipeline encompasses all transforms
required to light, clip and transform the objects from object space to screen
coordinates.
The first step in acquiring the data that is required for the stages of the
pipeline is the data model traversal. This stage of any pipeline will traverse the
data elements, whatever their storage scheme, and pass the data in the appropri
ate format to the later stages of the pipeline.
All the other stages involved with the geometric transforms stages of the
pipeline are shown in Figure 3.1. Overall, the Geometric Transform stages of the
pipeline encompass a large amount ofmatrix manipulation and multiplication to


















Figure 3.1: Geometric Transforms Pipeline Stages
3.1 Modeling Transformation
The Modeling Transformation stage of the pipeline is responsible for taking the
object data and transforming it into the world coordinates of the system. This will
allow all of the objects in the scene to interact with each other in the appropriate
proportions, and in the correct locations.
The transformations can take the form of a number of translations, rotations,
and scales. The matrix for each object is calculated separately to allow for the
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greatest degree of freedom. The user of the pipeline will decide the various trans
formations that must occur for each object to be placed in the correct position








Figure 3.2: Modeling Transformation Stage
3.1.1 Matrix Transformations
To simplify the calculations, a composite matrix is developed which contains
all the transformations for a particular object. There are a number of different
matrices for each of the three transformations.
In all the following equations the w factor refers to the homogeneous four
dimensional coordinate system. All of the three dimensional values lie on the
w = 1 plane. So, for all normal calculations the w value will remain 1. The
addition of a fourth dimension also allows for translations to be incorporated
into the same matrix as the rest of the transformations.
Translation
The translation transformation simply shifts the data along each of the directions
















1 0 0 tx
0 1 0 ty
0 0 1 tz





In the actual application, the translation matrix is applied to a composite
matrix, so that only the composite matrix is applied to all the object's vertices.
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Scale













sx 0 0 o X
0 by 0 0 y
0 0 5, 0 z
0 0 0 1 w
where the matrix will be multiplied across a composite matrix before being ap
plied to the vertices in the system.
Rotation About X





y cos B z sin B
ysinB + z cos B
w.
















where 9 is the counter-clockwise rotation about the x-axis facing the origin from
the positive x-axis.
Rotation About Y
The equations describing rotation about the y-axis are
x'





-x sin B + z cos B
w.
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cos0 0 sin# 0
'
X
0 1 0 0 y
-sin0 0 COS0 0 z
0 0 0 1 w
where 9 is the counter-clockwise rotation about the y-axis looking from the
positive y-axis towards the origin.
Rotation About Z










= x cos 9 y sin 9
= x sin 9 + y cos 9
z
w.
above equations is writte
cos<9 -sin B 0 0
'
X
sin0 cos0 0 0 y
0 0 10 z
0 0 0 1 w
where B is the counter-clockwise rotation about the z-axis looking from the pos
itive z-axis towards the origin.
Applying the Composite Matrix
After the composite matrix is formed using input defined rotations, translations,

















where C is the composite matrix.
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3.1.2 Complexity
The Modeling Transformation stage of the pipeline simply involves a matrix mul
tiplication at each vertex. Because the matrix is set up beforehand, the overall
complexity is much less than it would be if the transformation was performed on
each vertex individually. Each object requires a certain amount of setup
compu-
ation to prepare the matrix, but after the setup computation, each vertex only
requires 9 additions and 9 multiplications. With the normals, the total count
goes to 18 additions and 18 multiplications per vertex.
Because each vertex is only visited once in this algorithm, the algorithm is
O(vertices).
3.2 Trivial Accept /Reject
The Trivial Accept/Reject stage of the architecture takes the list of objects and
determines which triangles are wholly inside or outside the view volume. Any
triangles that are wholly inside the view volume are accepted, and do not need
to be clipped later. Those triangles that are rejected, will not have any further
computation performed. The objects that are not trivially accepted or rejected
must be processed completely and clipped during the clipping pipeline stage.
This stage's purpose is to eliminate as much unnecessary calculation as possible.
3.2.1 Complexity
The Trivial Accept/Reject pipeline stage is more complicated than the previous
stage. This stage of the pipeline must perform 2 additions and a multiplication
to determine which vertices are inside the view volume, and which are outside
it. With this determination any triangles that lie completely outside the view
volume can be eliminated from future computations.
All of the computations that are performed in this regard are performed on
all three vertices of the triangle. Each vertex must be outside the view volume
for the triangle to be eliminated from future computation. This algorithm is
O(vertices).
3.3 Lighting
The Lighting stage of the pipeline will light the various vertices that are received
from the Trivial Accept/Reject pipeline stage.
If the object is going to be shaded using Phong shading, the Lighting stage
does not need to light the various vertices. The Phong Shading pipeline stage
will light and shade all the points simultaneously. Although this is a very costly
algorithm to implement, the use of the Fast Phong shading algorithm greatly
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Figure 3.3: Lighting Stage
If the Lighting stage of the pipeline is going to light the vertices, it takes in
the data as shown in Figure 3.3.
The Lighting portion of the architecture knows about two forms of light
sources, ambient and point light sources. The ambient light source is lighting
that is applied to all of the vertices equally throughout the scene. The point
light source is applied to the vertices throughout the scene in the form of diffuse
lighting and Phong highlighting. This calculation also includes an attenuation
factor based on the distance from the light source.
3.3.1 Lighting Equations
The new color that is assigned to each vertex is determined using the appropriate
equations. The attenuation factor is determined from the input constants ci, c2,
and c3 as shown in Equation 3.1. The derivation of Equation 3.1 is described in
Section 1.8.1.
fau = min I ---, 1 (3.1)
\ci +c2dL + c3di J
After the attenuation factor is determined, the current color values, either
from the last iteration, or the original color values are used to determine the new
value for the current vertex. Each light source is applied to the original color of
the object and then added to effects of all the other light sources. Each color
is determined using Equation 3.2, where all the constants are determined by the
user when defining the object. The derivation of Equation 3.2 is described in
Section 1.8.1.
h = IaxKOdx + fattIPx[kdOdX cos B + W (9)
cos"
a], (3.2)
where W(9) is the fraction of specularly reflected light, which can be experimen
tally set to a constant, ks, the specular-reflection coefficient. The values A and B
are shown in Figure 1.5.
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3.3.2 Applying the Lighting Equations
For Each Object
For Each Vert;ex
For Each Light Source
Ir == IaRka0dR + f
Ig == IaGka0dG + f












IpG[kdOdG cos 9 + ks
cos11
a]
Ipb [kd0dB cos B + ks
cos11
a]
In the above equations, ka, kd, and ks are user defined constants for each
object. These describe the ambient reflection constant, the diffuse reflection
constant and the specular reflection constant, respectively. Ia\, Id\, and Ip\ are
the intensities of the ambient light sources, the diffuse light sources, and the point
light sources, respectively. They are used to describe the lighting scheme. The
last variables, Od\, represents the color component of that vertex.
3.3.3 Complexity
The Lighting portion of the architecture performs lighting calculations on each
vertex in the current scene. The lighting intensity is based on the distance from
the light source to each vertex and a number of constants. Overall, along with the
renormalization of vectors and the discovery of angles between vectors, a single
round for each vertex consists of 11 additions, 6 multiplications, 1 square root, 4
divisions, a cosine, and one
cosine11
These calculations must be performed on each vertex for each light source to
determine the full lighting effect; therefore the algorithm is O(vertices).
3.4 Viewing Transformation
The Viewing Transformation pipeline stage alters all the points to the view ref
erence coordinate system. As shown in Figure 3.4, the stage itself requires the











Figure 3.5: View Reference Coordinate System Reference Points
3.4.1 Performing the Viewing Transformation
The view volume consists of the view reference point (VRP), the view up vector
(VUP), the view plane normal vector (VPN), and the view window. Using this
information, defined in the world coordinate system, the view reference coordinate
system is defined. The view reference coordinate system, and view volume units
are shown in Figure 3.5.
The transformations that need to be performed are as follow. A translation
must be performed so that the VRP is at the origin of the world coordinate
system. Then the VPN must be brought into alignment with the z-axis of the
world coordinate system, this requires two rotations. Finally, VUP must be
brought into the y-z plane.
Translation to Origin





Alignment of the VPN with the z-axis
There are two translations that must occur for the VPN to be aligned with the
z-axis. These rotations are calculated based on the angles between the normals














In this case <j> is the angle for counter-clockwise rotation about the y-axis,
and p is the angle of counter-clockwise rotation about the z-axis, when looking
down the positive axis toward the origin.
Aligning VUP with the y-axis
At this point in the calculation process, the rotations about the x and y axis
must be applied to VUP. After it is applied, the calculation is relatively simple




(3 is the counter-clockwise rotation about the z-axis and where VUP'X and
VUP'y are the values of the view up vector after the alignment with the z-axis
has occurred.
3.4.2 Applying the Viewing Transformation Matrix
This portion of the architecture's algorithm is very similar to the object map
ping algorithm, only the main viewing area must be transformed to the system
described by the view volume. The matrix to perform the transformation is cal















The Viewing Transformation is very similar to the Modeling Transformation in
performance requirements. After the initial setup of the matrix, there's just
the matter of applying it to each vertex in the model. The only difference is
that after the lighting has been performed, the normals that are a piece of the
model are no longer required. If Phong Shading is to be implemented, then there
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will have to be parameter calculation or the normals will need to be propagated
through the pipeline. Each vertex then requires a maximum of 9 additions and
9 multiplications.
In terms of the number of vertices processed, this algorithm is O(vertices).
3.5 Clipping
Once the viewing transformation is complete, all the primitives must be clipped
to the view volume. The information from the view volume that is required for
this stage is the perspective projection point, the view window, and the front and
rear clipping planes. All of this information determines exactly what polygons









Figure 3.6: Clipping Pipeline Stage
All the points that lie outside the view volume must be removed from the
object list. The approach that is taken to perform this calculation is the use of
the Sutherland-Hodgman clipping algorithm, which is described in Section 1.10.1.
Before this algorithm is used, there are a number of mathematical manipulations
that are performed on the points that need to be clipped.
The view volume can be represented as shown in Figure 3.7 The orientation
of the view volume in the figure is arbitrary, it can be oriented in any fashion.
The figure is looking at the cross section of the view volume from the side,
to show all the planes. It is difficult to clip to this view volume; there are
many calculations required to determine the equations of the planes and the
comparisons are relatively complex. The solution to this problem is to tranform





Figure 3.7: View Volume
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3.5.1 Transforming the View Volume
The first step in transforming the view volume into a canonical view volume is
performing a translation on the coordinates by the PRP location as shown in the






Figure 3.8: View Volume After PRP Translation
The next step in the process is to align the center of the view window with
the z-axis. This stage of the process requires an x-y shear. A shear manipulates
the x and y coordinates, without affecting the z values. The matrix for a shear










where CW is the Center ofWindow, and PRP is the perspective projection point.
The results of the shear are shown in Figure 3.9.
Shear (shx, shy) =
1 0 shx 0
0 1 shy 0
0 0 10
0 0 0 1
The next step to a canonical view volume is a scale, such that the view volume,
fits inside unit values. The rear clipping plane will lie on the z 1 plane and
46
be bounded by the 1 < x < 1 and the 1 < y < 1 planes [4]. Scale itself is
shown in Equation 3.3 where Sper refers to the perspective scale factor. vrp'z is
the intersection of the z-axis and the Center ofWindow point, and B is the rear
clipping plane value. The results of the scale are shown in Figure 3.10 [4].
s ^s( 2^ 2vr
-1 \
peT
V (WindowWidth) (vrp'z + B)
'




The final stage of the transformation to a canonical view volume, will warp
the current view volume, to homogeneous coordinates, such that the PRP ends
up at oo. The matrix that performs this transformation is shown in Equation 3.4,
where zmin is defined in Equation 3.5, and F is the z value of the front clipping

















3.5.2 Performing the Clipping Operation
After the View Volume is transformed, the clipping procedure itself is relatively
simple. Because the coordintes are now homogeneus all the coordinates must be
clipped to their respective w values. The advantage of this is that, after clipping
is completed, the mapping stage of the pipeline is very simple.


































This is performed using the Sutherland-Hodgman clipping algorithm de
scribed in Section 1.10.1. The algorithm itself involves the testing of each point
against each of the view volume planes and then interpolating the intersection if
the point is outside the plane. The implementation is shown below.
For Each Object
For Each Triangle
NewVertices = SutherlandHodgman (CurrVertices, X=-WPlane)
CurrVertices = NewVertices
NewVertices = SutherlandHodgman (CurrVertices, X=WPlane)
CurrVertices = NewVertices
NewVertices = SutherlandHodgman (CurrVertices, Y=-WPlane)
CurrVertices = NewVertices
NewVertices = SutherlandHodgman (CurrVertices, Y=WPlane)
CurrVertices = NewVertices
NewVertices = SutherlandHodgman (CurrVertices, Z=-WPlane)
CurrVertices = NewVertices




After the Clipping is complete, there may be more than three vertices in
the list of vertices. These need to be broken out into multiple triangles for the
rasterization phase of the pipeline.
3.5.3 Complexity
The Clipping stage of the pipeline performs a number of transformations on the
list of vertices, which consists of 9 additions, and 9 multipications per vertex. It
then performs the clipping routine, which is a comparison, and 18 additions and
9 multiplications to find the new values for each line in each polygon that needs
to be clipped.
Overall, in terms of each vertex, assuming that every polygon needs to be
clipped, this algorithm is 0(vertices), where every triangle has three vertices.
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3.6 3D to 2D Transformations and Division by w
After the Clipping stage of the architecture, the objects currently in the view
volume must be mapped to the 2D viewport. Since the objects are currently in
homogenous coordinates inside the canonical view volume, mapping them to 2D
is simply accomplished by dividing by w. w is the extra homogenous coordinate.




from 2D to 3D
List of Transformed
Objects
Figure 3.12: 3D to 2D Transformation Pipeline Stage
After the division, all that is required is a simple scale and translation to the
coordinates of the final viewport. This is described below.
3.6.1 Division by w













3.6.2 Mapping to Viewport
The mapping to the viewport portion of this pipeline stage involves a simple
translation and a scale. The results of the division by w is shown in Figure 3.13.












Figure 3.13: View Volume after Divide by w
The final step to map all the coordinates to the 2D viewport is the scale of the




The value Sz is set to 1, so that the depth values are not lost in the scale.
All the points will actually reside at a z value of 0, but for the purposes of depth
checking later on in the pipeline, these values are stored.
3.6.3 Complexity
This stage is a little more complicated than the other transformation stages,
because it requires both a transformation and a division per vertex to map all
the values to the screen. So, each vertex requires 9 additions, 9 multiplications,




The Rasterization stages of the architecture are responsible for all the drawing
that occurs in the frame buffer. All of the calculations occur in two dimensions.
For parallelization purposes, the frame buffer is divided into 32 by 32 pixel chunks
where each stage of the pipeline deals specifically with one of these chunks. Over
all, overhead is added due to the addition of the chunks, involving the division
of the objects, and the rebuilding of the frame buffer at the end of the pipeline,
but parallelizing the process becomes relatively easy as a result of the chunking
process.
4.1 Active Primitive Determination
The Active Primitive Determination pipeline stage, as shown in Figure 4.1, re
ceives the final list of objects from the previous portion of the architecture and







Figure 4.1: Active Primitive Determination Pipeline Stage
The first step in this process involves this stage transforming all the objects
into primitives. Up to this point the triangle data has been independent of the
vertex, color, and texel data. The primitives that are formed specifically group
the vertex, color, and texel data into the particular primitive that they describe.
Copies of this primitive are made into lists, each list belonging to a particular







Figure 4.2: Chunking of Primitives
4.1.1 Chunking
The following describes the algorithm that is used to determine the chunk that
are affected by each primitive.
For Each Object
For Each Triangle
Map Triangle to Primitive
Sort Points in Y direction in descending order
Traverse Sides starting at topmost point
in 32 pixel increments
If a Chunk horizontal edge is encountered
Then Add Primitive to All Chunks between




The Active Primitive Determination stage of the pipeline converts all of the vertex
data into primitives, based on the object's polygon data. From this point forward
all the calculations are performed on primitives, which contain three vertices.
Active Primitive Determination itself walks down the edges of the primitives
in 32 pixel steps to determine which primitives contribute to which chunks. The
number of calculations is highly dependent on the size of the primitive.
The actual calculations performed determine the first chunk that is affected
by a given primitive based on the highest point of that primitive. The slope is
then used to determine the exit point to that chunk, and the entrance to the
next chunk. Effectively some of the chunks are determined twice, but the cost
was necessary to ensure accurate coverage amongst the chunks.
There are 3 divisions performed for each primitive, as well as a number of
additions based on the size of the primitive. Each chunk level that the primitive
affects takes 4 additions and 1 multiplication to determine. The horizontal de
termination is purely an addition for each chunk affected. This algorithm visits
every primitive once, so it is O (primitives).
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4.2 Depth Check
The Depth Check pipeline stage is responsible for determining which primitives
are visible in the currently rendered scene. This is accomplished by interpolat
ing the z values along all the primitives and comparing them to the primitive
that is currently responsible for that pixel. As shown in Figure 4.3, the Depth
Check stage is also responsible for breaking the primitive list into opaque and







Figure 4.3: Depth Check Pipeline Stage
The depth chunk that is produced contains the primitive IDs that correspond
to the closest opaque contributing primitive. This information is used in most of
the later stages of the pipeline. After completing the processing of the opaque
primitives, the depth check stage determines all the z values for all the pixels
effected by the transparent primitives. Those pixels behind the opaque primitives
are discarded, while those in front are stored in a transparent chunk, which
contains sorted lists of transparent pixels, that are used for future calculations.
The information is also used to eliminate any primitives that are fully blocked
by closer primitives.
4.2.1 Creating the Depth Chunk
This algorithm interpolates along the edges of the triangle, and then interpolates
between those edges to determine the z values of all the pixels within the prim
itive. The first calculation that is performed, makes sure that the interpolation
only occurs within the current chunk.
For Each Chunk
For Each Primitive
Starting at Top Point
Calculate first point inside current chunk
Interpolate Edges
Interpolate z values between edges
If z value is closer than current depth chunk value





The Depth Check pipeline stage performs the calculations necessary to determine
the depth for each pixel in each primitive, and the primitives that are visible at
any given point. To improve the efficiency, this algorithm was implemented using
two z-buffers to optimize memory bandwidth usage.
The slope of the edges of each primitive must be determined and interpolated
along the y-axis, involving 3 divisions and 6 additions. After the initial setup, the
number of calculations that must be performed, depends directly on the number
of lines that the primitive occupies in the current chunk. Each line requires 5
additions for the edges and 3 divisions to determine the z-slope that is being
interpolated along the scan line. The reason that 3 slopes are determined for
each scan line is due to the anti-aliasing algorithm. The slope from the last scan
line effects the depth and slope of the depth relative to the change in x. Therefore
the partially covered pixels must be dealt with separately from the opaque pixels
in the center of the primitive. Each pixel in between the edges requires 1 addition.
After the primitives that affect the chunk are determined, and the transparent
primitives are processed, all the primitives must be checked to determine whether
they affect the current chunk. This involves a second run through the primitives.
The transparent primitives are maintained in a list sorted by depth. So
every transparent primitive and partially covered pixel that is evaluated must
be inserted properly into this list. Therefore this portion of the pipeline is
O (primitives2) while transparency and anti-aliasing are enabled, and O (primitives)
with only opaque primtives.
4.3 Texture Level Determination
The Texture Level Determination pipeline stage is responsible for determinining
the best mip-map level for each polygon that can be seen. At this time, if the
texture is not in memory, the texture needed will be fetched so that it can be
used in the later texture mapping pipeline stage. The interface to the Texture
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Figure 4.4: Texture Level Determination Pipeline Stage
The texture level and fraction determination is an integral part of mip-
mapping. As shown in Figure 4.5, mip-mapping is method of prefiltering tex
tures, with each subsequent texture level having 1/2 the dimensions of the previ
ous level. During the rasterization process, it must be determined which mip-map
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Figure 4.5: MIP-Mapping Level Sizes
The texture level and fraction determination is also performed on all the trans
parent primitives that are passed into the pipeline stage. There is no difference
in the algorithm for the transparent primitives.
4.3.1 Finding the Level and Fraction
The level and fraction values are found on a per primitive basis, using a ratio of
the areas of texture and the primitive [3] . The area is determined by calculating
the cross product of two sides of the triangle, and then multiplying the result by
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Figure 4.6: Texture and Primitive Triangles
The BoundingRectangleArea is found by multiplying the maximum y differ





















Finding the minification ratio is relatively straightforward from this step; this






After the minification factor is found, the level can be determined by the
lowest integer factor to which two is raised that is still less than the minification
factor. The level that is determined is an integer, so the I value is the largest
integer smaller than the result.
2 = log2j











The Texture Level Determination pipeline stage determines the texture level
and the fraction that would best be applied to each primitive. It performs this
operation on a primitive by primitive basis.
For each primitive the area of the primitive and the area of the texture used
to color the primitive are determined. Overall, each primitive that affects the
current chunk has 6 multiplications, 11 additions, 1 square root, and 2 divisions.
Each primitive is visited once, so the algorithm is O (primitives).
4.4 Gouraud Shading
The Gouraud Shading pipeline stage is responsible for finding the color of the
object due to lighting for each pixel location. It interpolates the colors for all
the opaque primitives placing them in the final chunk, and it also interpolates
the colors for all the transparent primitives, storing them in lists of fragments
for each pixel location. The interface to the Gouraud Shading unit is shown in
Figure 4.7.
4.4.1 Gouraud Shading a Chunk
This algorithm interpolates along the edges of the triangle, and then interpolates
between those edges to determine the r, g, b, and a values of all the pixels
within the primitive. The first calculation that is performed, makes sure that the
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Figure 4.(: Gouraud Shading Pipeline Stage
The transparent portion of the calculation performs the same task, only in
stead of storing the color value into the chunk, it stores the value in the sorted
list corresponding to the current pixel in the transparent chunk.
For Each Chunk
For Each Primitive
Starting at Top Point
Calculate first point inside current chunk
Interpolate Edges
Interpolate r, g, b, and alpha values between edges
If primitive ID equals depth chunk primitive ID




Gouraud Shading is very similar to Depth Check in its complexity. The interpo
lation is virtually identical, except instead of interpolating one value, Gouraud
Shading interpolates 4 values. These values are red, green, blue, and alpha. So
each primitive requires 12 divisions and 24 additions for slope determination.
Each scan line requires 24 additions and 12 divisions for the individual scan line
slope determination. Each pixel requires 4 additions.
Like depth check, each time a transparent or partially covered pixel is accessed
a list must be searched, so this algorithm is O (primitives2).
4.5 Fast Phong Shading
The algorithm used in the Fast Phong Shading pipeline stage is almost the same
as the Gouraud Shading portion of the architecture. Like the previous portion,
the linear interpolation is the same, as is the interface to the stage shown in
Figure 4.8, but the calculation itself is very different. Instead of interpolating
colors, Fast Phong Shading interpolates normals and then lights each pixel indi-
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Figure 4.8: Fast Phong Shading Pipeline Stage
4.5.1 Shading with Fast Phong
For Each Chunk
For Each Primitive
Starting at Top Point
Calculate first point inside current chunk
Interpolate Normals along Edges
Interpolate normals between edges
If primitive ID equals depth chunk primitive ID
Then Calculate Color based on Light Sources




Fast Phong Shading was not implmented in the software model of the pipeline.
After analysis, there are a number of reasons that the algorithm itself did not find
a place in this pipeline. First there is the large overhead involved in calculating
the constants for the forward difference equations. Second, there is the increase
in data that must be forwarded to this pipeline stage that is not required in anv
other rasterization pipeline stages. Finally, the calculations required per pixel
are too time consuming.
The overhead involved in calculating the constants required for Fast Phong
Shading is relatively significant. It is stated that the break even point for the
overhead calculations and the value gained back, is 10 pixel triangles. This is
not an obvious result, for each primitive that is placed through the Fast Phong
Shading unit, there would be three divisions, nine dot products, one square root,
and a large number of multiplications and additions. This is only the overhead
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for the diffuse lighting portion of the calculation. The specular highlights would
increase this by an even greater amount.
The normals that are typically left at the Lighting stage of the pipeline, would
have to be propagated through the rest of the pipeline. This effectively doubles
the size of a primitive. Another option for this calculation is to have the lighting
portion of the architecture calculate the needed constants from the normals, and
pass those throughout the architecture. This is also responsible for drastically
increasing the size of the primitive.
Finally there is the issue of the forward difference calculations per cycle re
ducing to five additions to determine the color for each pixel. This five addition
calculation is just to find the intensity of the light source at the given point. This
value must still be blended with the true color of the object, which involves three
multiplications per pixel, one for ambient light, one for diffuse light, and one
for the specular highlight calculation and two additions to combine the resulting
colors. None of the other stages of the pipeline add three multiplications per
pixel.
Overall, the concept of the Fast Phong Shading algorithm is very good. Due to
efficiency issues, it was omitted from the software implementation of this pipeline.
4.6 Anti-Aliasing
The Anti-Aliasing pipeline stage takes the list of primitives, and the transparent
chunk, and proceeds to determine the coverage mask for all the pixels that are




Transparent Chunk with Coverage Masks
Transparent Chunk
-^
Figure 4.9: Anti-Aliasing Pipeline Stage
To perform this function, the unit will walk the edges of all the primitives and
calculate the coverage mask for each edge pixel. This data will then be placed in
the fragment in the transparent chunk, reserved for that particular location and
primitive.
4.6.1 Coverage Mask
The coverage mask data is shown in Figure 4.10. The areas that are covered by
the primitive are set to 1, and the quality of using half of a 4x4 coverage mask is
close to the quality received from using the entire mask [11].
The calculation for determining whether a sub-pixel is covered uses the slope
of the edge entering the pixel and the entrance and exit points of that edge in
regards to the current pixel. The y-values at each sub-pixel division line can
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then be determined. With the ^/-values at each x, the actual coverage mask is
fairly simple to encode.
For Each Primitive
For Each Edge Pixel
Determine intersection with pixel




Anti-Aliasing only performs the primitive edge tracing algorithm. It performs 2
additions and a division per partially covered pixel. A partially covered pixel is
any pixel that a line goes through. Each partially covered pixel is then broken
up into 16 sub-pixels. The entrance and exit points of the pixel are used to
interpolate which of these sub-pixels is covered by the primitive. At most 8
additions and 4 divisions per sub-pixel.
Like the other algorithms, a list must be searched for each transparent or
partially covered pixel so the algorithm is O (primitives2).
4.7 Texture Mapping
The Texture Mapping unit is responsible for applying color to the objects in
the scene according to the texture that is being mapped to those objects. The
interface to the Texture Mapping unit is shown in Figure 4.11. The texture
mapping unit supports a number of different modes that can be used to map the
textures to the primitive in the scene. Both the filtering method and mapping
method can be changed. The filter modes are linear, bilinear, and trilinear. The
color mapping modes are textures off, replace and blend.
All of the filtering modes use mip-mapping. Mip-mapping is the prefiltering
of the textures, so that each new level has half the dimensions of the previous
level. It helps prevent extra calculation during execution. Linear filtering simply
takes the closest point directly mapped to the mip-map level. Bilinear filtering
takes the four closest points to the point mapped into the texture and averages





Figure 4.10: Coverage Mask
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mip-maps, and linearly interpolates them based on the fraction determined in
the Texture Level Determination pipeline stage.
When the texture mapping mode is set to textures off, no texture color is
placed in the scene. The texture color map mode replace, replaces any color with
the texture map results. Texture color map mode blend averages the texture
mapping color with the shaded color to give the impression of lighting.
The Texture Mapping unit also performs all of the calulations on any trans
parent primitives that are passed into it, appropriately mapping the color into
the transparent chunk.
4.7.1 Mapping a Texture
All of the texture values that are mapped onto the appropriate primitive are
predefined by the user at the time of object creation. The location determination




Starting at Top Point
Calculate first point inside current chunk
Interpolate Edges
If primitive ID equals depth chunk primitive ID
Then Determine texture color with appropriate filtering




Texture Mapping has a very similar algorithm to Depth Check and Gouraud
Shading. Instead of interpolating depth or color, the texture coordinates for the
current pixel are determined. This requires the interpolation of two variables
requiring 6 divisions and 12 additions for each primitive. Where each scan line







Transparent Chunk with Texturing
Chunk with Texturing
Figure 4.11: Texture Mapping Pipeline Stage
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After the texel coordinates are determined, the texture mapping unit is then
responsible for the filtering and combining the texel with the pixel. The various
blending techniques all require different amounts of calculation.
Linear Filtering requires 2 multiplications. Bilinear Filtering requires 6 multi
plications, and 12 additions. Trilinear Filtering requires 2 Bilinear Filters. 1 more
addition, and 2 extra multiplications to combine the 2 bilinear filtering results.
The Blending options are much simpler. When Texture Color Mapping is set
to off or replace modes, no extra computation is required. The other texture
option, texture blend, requires 3 multiplications and 3 shifts to the right by 8. In
the event of a texture blend the alpha value of the primitive is maintained, and
is not modified by the texture mapping unit.
Similar to the previous algorithms if there are transparent primitives or par
tially covered pixels, the algorithm is O(primitives2). Without anti-aliasing and
transparency, the algorithm is O (primitives).
4.8 Alpha Blending
The Alpha Blending unit is responsible for determining the final color for the
scene. It combines all the transparent pixel information with the opaque pixel
information to form the color that will be shown. The interface to the Alpha







Figure 4.12: Alpha Blending Pipeline Stage
4.8.1 Adding Transparent Values
The Alpha Blending unit takes the transparent chunk, and combines all the colors,
based on their alpha values. It keeps a sum of the current total opacity, so that
when it reaches one, it stops calculating. The 1 a will always be > 0 because
0< a< 1.
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For Each Pixel in transparency chunk
For Each fragment at current pixel
Starting at closest pixel
If total alpha plus alpha greater than 1
Then multiply color by 1 minus alpha
Set alpha equal to 1
Add color to total color
Else multiply pixel by transparency value
Add color to current color




The Alpha Blending unit goes through each of the pixels in the Transparent
Chunk and evaluates them from the closest to the farthest to determine the final
color of the pixel. Each fragment requires 3 multiplications and 5 additions to
evaluate. The number of fragments that are evaluated is completely dependent
on how quickly they bring the pixel to full opacity. The number of fragments can
be arbitralily large.
Each pixel is visited once, but many calculations can occur at each pixel, so
the complexity can be written as O (primitives).
4.9 Frame Buffer
The Frame Buffer is a storage location for all the final chunks. The chunks are
simply written to this area in memory, and are later displayed by a Digital to




The data that is being compared in this section results from a the current pipeline
design (shown on the left), and a design that was created at IBM (shown on
the right). The results from the two pipelines are based on the output from
the Geometric Transformations portion of this pipeline. The comparison itself
compares the Rasterization portions of the two architectures.
The two images shown in Figure 5.1 are almost exactly identical. The only
difference is in the stone face, where the image out of this pipeline is marred
slightly on the division line between the two triangles making up the face. The
slight discontinuity is created by an interpolation error that needs to be fixed
with the next iteration of the software model.
Figure 5.1: Example 1
In Figure 5.2, the errors are in the right hand side of the cone. These errors
are caused by a slight anti-aliasing alignment issue.
Figure 5.3 again shows the error in the stone faced surface. Aside from that,
it shows the transparency capability of the two architectures. The blending is
successfully completed and both image geometries are the same.
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Figure 5.2: Example 2
Figure 5.4 shows a number of errors in the pipeline, and a possible error in
the comparison pipeline. The errors in the pipeline include misaligned textures
in the red ring at the top of the cube, and some visual horizontal lines that are
created by the architecture. The horizontal line effects are caused by an error
involving the anti-aliasing and the proper coloring of those lines. The comparison
pipeline requires that the transparent polygons be presented from back to front
to be properly blended with the cube. The current pipeline does not require
pre-sorting the polygons for full transparency support. The effects shown in the
comparison architecture are resultant of the lack of sorting.
The contribution that this architecture presents is the analysis of the value
and capabilities of chunking. Within this realm, chunking allows for easy
par-
allelization of the architecture; the architecture can have several rasterization
pipelines to process alternating chunks. Chunking also allows for fixed mem
ory sizes within units, allowing support for a scaleable frame buffer size without
memory waste. A scanline based algorithm has the limitation that the memory
size that is used in the interal units, limits the possible screen sizes. The textures
within a particular chunk will tend to be similar. Allowing each chunk to possibly
carry a smaller number of textures.
The one cycle -buffer algorithm appears to be worth the extra space that it
occupies. With this algorithm requiring multiple runs through the data, the more
efficiently that it processes each primitive the better the pipeline will perform
overall.
Another option that was implemented for this project is called scissoring.
Scissoring was implemented instead of a full clipping algorithm because of the
complexity reduction that occurs from that substitution.
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Figure 5.3: Example 3
Figure 5.4: Example 4
Chapter 6
Future Work
The pipeline process is far from complete, there are a number of steps that need
to be taken to enable the architecture for hardware. Some of the interpolation
methods that are used in the Depth Check, Gouraud Shading, and Texture Map
ping units are inefficient. These algorithms should be optimized to take better
advantage of the planer properties of a triangle. In regards to the Texture Map
ping unit, perspective corrected texture mapping also needs to be implemented.
After the optimization of some of the units is complete, a fixed point software
implementation should be implemented to be sure that the algorithms imple
mented in hardware work properly under all conditions.
Finally, the processor itself needs to be fully simulated in YHDL or Verilog
before being implemented in hardware.
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