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ABSTRACT
The term packing refers to the arrangement of multiple geometrical structures or
shapes such as circles, squares, triangles, or polygons into a fixed and finite set of points.
The geometric structures to be packed can also be trees and paths. Packing is also possible
in a 3-dimensional space with geometric structures such as spheres, cylinders, and cubes.
The concept of packing was introduced more than half a century ago. Since then,
many researchers have studied the packing strategies of different geometric structures in
different configurations of point-set. Packing strategies help to construct and arrange
multiple geometric structures in a predetermined bounded space; hence, it can be classified
as an optimization problem, as we are trying to allocate the optimal space for resources in
a finite bounded space. The better the efficiency of the algorithm, the greater number of
items that can be packed. Packing geometrical structures have applications in the storage,
transportation, and transmission of objects in fields like automobile, aerospace, and naval
industries.
Since, in real life scenarios, resources are finite, and space is limited; thus it raises
the question, how to efficiently use a limited space for accommodating multiple resources.
However, packing multiple geometric structures can raise some design considerations. In
our research, we have studied the packing of non-self-crossing, edge-disjoint plane
spanning paths and have obtained some promising results. We further address some design
considerations and provide a different approach on packing at least two non-self-crossing,
edge-disjoint plane spanning paths into a point-set.

Keywords: Packing, Non-Crossing, Edge-Disjoint, Spanning Tree, Plane Spanning Path,
Hamiltonian Path
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CHAPTER 1

Introduction
Packing can be defined as the arrangement of multiple geometrical structures into
a set of points such that none of the structures overlaps with each other. Geometric
structures can be packed either in a 2-dimensional (2D) or a 3-dimensional (3D) space.
Hence, packing can be done with 2D shapes such as circles, squares, and triangles, as well
as 3D shapes such as cubes, cylinders, and spheres. Packing can also be done in a 2D space
using geometric trees and paths. Packing techniques have applications in fields such as
robot motion planning, VLSI design and data transmission. Figure 1 illustrates the
examples of packing.

1a: Circle Packing

1b: Square Packing

1c: Triangle Packing

Figure 1: Example of Circle, Square, and Triangle Packing

1.1

Common Terminologies
A point set P in the plane is said to be in general position if no three points in P are

collinear (i.e., lies on a straight-line). A geometric graph G is a graph whose vertex set (𝑉)
is a set of points in the plane and, its edge set (𝐸) consists of straight-line segments between
any points. A complete geometric graph is a graph where there exists an edge between
every pair of vertices. A connected graph is a graph with a path between any pair of
vertices. See Figure 2 for illustration.
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2a: Complete Geometric Graph

2b: Connected Graph

Figure 2: Example of a Complete Geometric Graph and a Connected Graph

A tree is an acyclic (i.e., does not form a cycle) connected graph. A sub-graph F of
G is said to be spanning if F contains all the vertices of G. A spanning tree of G is a tree
that contains all the vertices of G, see Figure 3a. A path is a tree where the degree of each
vertex is at most 2. A spanning path in G is a path that contains all the vertices of G. A
spanning path is alternatively known as a Hamiltonian path; see Figure 3b. A matching M
is a subgraph of G, such that each vertex of G is incident on at most one edge of M. A
perfect matching in G is a matching that contains all the vertices of G, see Figure 3c.

3a : Spanning Tree

3b: Spanning Path

3c: Perfect Matching

Figure 3: Example of a Spanning Tree, a Spanning Path, and a Perfect Matching
2

1.2

Problem Statement
In our research, the main topic of interest is packing spanning paths into any given

point set P. The spanning paths to be packed should be non-self-crossing and edge-disjoint.
A path is called non-self-crossing if no two edges of the path cross. Two paths are edgedisjoint if they do not share an edge. Our goal is to pack two non-self-crossing and edgedisjoint spanning paths into P, such that all the edges of each path cross some line in the
plane. A more formal definition of the problem statement is as follows:
Input: A finite point set P in the plane in general position, where |P| = 4k, for some integer
k ≥ 2.
Output: Two non-self-crossing edge-disjoint spanning paths in P such that all edges of the
first path cross some line say ℓ1 and all edges of the second path cross some other line say
ℓ2 .
See Figure 4 for illustration.

4a: Input

4b: Output

Figure 4: Representation of the Problem Statement: a) Represents an initial configuration, and
b)Represents the desired output consisting of two non-self-crossing and edge-disjoint spanning
paths in point set P
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1.3

Our Results
In this thesis, we propose an approach on how to pack two non-self-crossing and

edge-disjoint spanning paths into a point set such that the edges of each spanning path cross
some line in the plane. However, packing multiple non-self-crossing edge-disjoint
spanning paths into a point set can raise some design considerations. Thus, we also provide
a solution to solve such design limitations of packing plane spanning paths into a point set.
Although a similar result of packing two plane spanning paths in a point set was proposed
by Aichholzer et al. [1], their approach does not require the spanning paths to cross any
line. Our solution can be considered as an alternative approach to the problem. It may even
be possible to further increase the number of spanning paths to be packed from two to three
while keeping the constraints using the algorithm we propose in this thesis. However, that
is beyond the scope of this paper. The rest of the thesis is organized as follows:
i.

Chapter 2 describes some preliminaries, important terms and concepts required
for our algorithm.

ii.

In Chapter 3, we discuss some previous work. All sections in this chapter are
organized and grouped by the specific study of packing involved. All the
results discussed here are unique in some way and provides a different outlook
on packing.

iii.

Chapter 4 consists of our proposed algorithm for packing plane spanning paths
and the results.

iv.

Chapter 5 contains the conclusion and the future scope.

v.

The final part of the thesis contains references.

4

CHAPTER 2

Preliminaries
Let P be a point set in the plane. Consider two points p and q in P. We denote by
𝑝𝑞, a line that passes through the points p and q. We denote by (p, q), a line segment
between p and q. We denote by 𝑝𝑞
⃗⃗⃗⃗ , a ray that emanates from p and passes through q. The
convex hull of P denoted by CH(P) is the smallest polygon that encompasses all the vertices
in P. P is said to be in convex position if none of the line segments joining two vertices in
P extend outside the CH(P), see Figure 5 for illustration.

5a : Edge remains inside the convex hull

5b : Edge extends outside the convex hull

Figure 5: Representation of a a) Convex and b) Concave Point Set

A point set, P is said to be finite if it contains finite number of vertices. A vertex in
P is said to be an exterior point if it lies on the CH(P). A geometric graph is said to have a
crossing if there are edges in the graph that cross each other. A geometric graph is said to
be non-crossing or plane if all the edges intersect only at the vertices. Two points sets P
and Q are linearly separable if there exists a straight line in the plane that separates P from
Q. A bipartition of a point set, P is defined as partitioning it into two disjoint sub-sets P1
and P2, such that, P1 ∪ P2 = P. A bipartite embedding of a spanning path in P refers to the
packing of a spanning path in such a way that the spanning path alternatively traverses all
the vertices in P1 and P2. A tangent is a line-segment that is incident on a vertex on the
CH(P). A common outer tangent a.k.a. common tangent is a tangent that is incident on a
vertex each on the CH(P) and CH(Q), such that all the points in P and Q lie on the same
5

side of the tangent. A common separating tagent is a tangent that is incident on a vertex
each on the CH(P) and CH(Q), such that all the point in P lie on one side of the tangent and
all the points in Q lie on the other side of the tangent, see Figure 6 for illustration.

Figure 6: Representation of Common Outer Tangents (red edges) and Common Separating
Tangents (blue edges)

Let P be a set of n = 4k points in the plane, for some integer k ≥ 2. We say that P is
4-partitioned (from Lemma 4) by two crossing lines ℓ1 and ℓ2 such that each quadrant
contains k points. Let the intersection of ℓ1 and ℓ2 be denoted by O. Let P be a 4-partitoined
point set defined by ℓ1 and ℓ2. Let ℓ1 and ℓ2 divide P into four quadrants Q1, Q2, Q3, Q4 in
a clockwise order around O. Let Pi be the point set in Qi, for any positive integer 𝑖, where
𝑖 ≤ 4. Let ki be the points in Pi, i.e., |Pi| = ki and P = P1 ∪ P2 ∪ P3 ∪ P4. We refer to a bridge
as the common tangent, that crosses either ℓ1 or ℓ2 in P and lies closest to O. A bridge is
denoted by br(P1, P2) if it spans across P1 and P2. P contains at most four bridges as there
exists a pair of common tangents intersecting a vertex each on the CH(Qi) and CH(Qj), for
any positive integer 𝑗, where 𝑗 ≤ 4 and 𝑖 ≠ 𝑗, and only one of the common tangents from
each pair lies closer to O. Let the bridges that cross ℓ1 be referred to as the blue-bridges
and the bridges that cross ℓ2 be referred to as the red-bridges. Let two bridges of the same
color be referred to as a bridge-pair, such as the red bridge-pair and the blue bridge-pair,
see Figure 7 for illustration.
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Figure 7: Representation of red and blue bridge pairs

Let us construct two rays ⃗⃗⃗⃗⃗⃗⃗⃗
𝑝4 𝑝1 and ⃗⃗⃗⃗⃗⃗⃗⃗⃗
𝑝4 𝑝3 in P. Let the region sandwiched between
𝑝4 𝑝1 & ⃗⃗⃗⃗⃗⃗⃗⃗⃗
⃗⃗⃗⃗⃗⃗⃗⃗
𝑝4 𝑝3 be referred to as a cone, denoted by 𝐶(p4, p1, p3), see Figure 8a. Let the region
bounded by the red and blue bridge-pairs be defined as a kite, denoted by 𝐾. Notice a K
does not contain any input points, see Figure 8b & Figure 8c. Let a region, 𝒲 = (𝐶 ∩ Q2)
\ 𝐾. Let a line 𝑝4 𝑝2 bipartition 𝒲 into two subsets, 𝒲 L and 𝒲 R, such that 𝒲 = 𝒲 L ∪
𝒲R, see Figure 8d. We say a region, e.g., 𝒲 is empty, i.e., 𝒲 = ∅ if there are no points in
𝒲.

8a : Cone

8b : Kite with concave bridge-pairs
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8d : Region 𝒲 = 𝒲L ∪ 𝒲R

8c : Kite with convex bridge-pairs

Figure 8: Representation of (a) cone, (b), (c) kite and (d) the region, 𝒲

Let us join the red bridge pairs together with an edge, in such a way, that the edge
lies in the interior of 𝐾. Let this edge be denoted by e1. Similarly, we connect the blue
bridge-pairs and denote it by e2. We call the edges, e1 and e2, connecting edges, see Figure
8c. If e1 = e2, then we call it a blocking edge and simply denote it by eb. If 𝐾 contains eb,
then it means that there is only one connecting edge that connects both the red and bluebridge pairs together, see Figure 8b. Such a situation only occurs when the bridge-pairs are
in concave position. It is quite evident that, if a bridge-pair is in concave position, then one
of the vertices of that bridge-pair will not lie on the convex hull of the vertices of that
bridge-pair. We refer to this vertex as a concave vertex, (p2 in Figure 9b). We refer to the
bridge that contains the concave vertex, as a concave bridge (p1p2 in Figure 9b). We refer
to the bridge that does not contain the concave vertex as a convex bridge, (p4p3 in Figure
9b). Conversely, if a bridge-pair is in convex position, then all the vertices of that bridgepair will lie on the convex hull of the vertices of that bridge-pair, see Figure 9a.

9a : Convex Bridge-Pair

9b : Concave Bridge-Pair

Figure 9: Representation of (a) Convex and (b) Concave Bridge-Pairs
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CHAPTER 3

Related Work
The first notable research on packing was done by Tutte [15] and Nash-Williams
[16] where they independently discovered the sufficient conditions to pack k spanning trees
into a graph. Kundu [10] showed that at least ⌈(𝑘 − 1)/2⌉ spanning trees can be packed
into any k-edge-connected graph. Bernhart & Kainen [9] proved that it is possible to pack
⌊𝑛/2⌋ plane spanning trees in a complete geometric graph, which was improved to ⌊𝑛/3⌋
by Biniaz & García [4] using the concept of center-point described in Jadhav &
Mukhopadhyay [7]. Abellanas et al. [2] and Dumitrescu & Toth [3] independently proved
the existence of a spanning path in a linearly separable bipartition of a graph. Aichholzer
et al. [1] showed that there exist at least 2 edge-disjoint spanning paths in a complete
geometric graph. Biniaz et al. [5] proved that at least ⌈log 2 𝑛⌉ − 2 plane perfect matchings
can be packed into any point set P. In this chapter we will discuss the most important papers
that have contributed to the packing problem in the last few decades, with a greater
emphasis on the papers that are directly related to our research of packing plane spanning
paths into a point set.
In section 3.1. we briefly discuss the methodology for packing a spanning path in a
bipartition provided by Abellanas et al. [2], followed by an alternative approach mentioned
in Dumitrescu & Toth [3]. The construction of [3] has some extra properties which will be
discussed in section 3.1.1. Then we discuss the algorithm provided by Aichholzer et al. [1]
for packing two edge-disjoint non-self-crossing spanning paths in a point set. In section 3.2
we discuss the packing of edge-disjoint plane spanning trees and summarize the algorithm
and results obtained by Aichholzer et al. [1] and Biniaz & García [4] respectively. In
section 3.3 we briefly discuss the algorithm and the results obtained by Biniaz et al. [5] for
packing plane perfect-matchings in a point set. Lastly, in section 3.4 we summarize the
results of the papers mentioned above.
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3.1

Packing Spanning Paths
In this section we review different algorithms for packing spanning paths starting

with the algorithm in Abellanas et al. [2], followed by Dumitrescu & Toth [3] and
Aichholzer et al. [1].

3.1.1 Abellanas et al.’s Algorithm for Packing Spanning Path
In Abellanas et al. [2], the authors pack a zig-zag non-self-crossing spanning path,
across a bipartite partition of a point set P, such that, all the points in the path alternatively
connect the bicolored points (red and blue) on both sides of the partition. Let us say P is
linearly partitioned into two sets P1 and P2 by a straight line ℓ such that P1 ∪ P2 = P. Let all
the points in P1 be colored red and the points in P2 be colored blue. The authors start
constructing the spanning path say Sp starting from an exterior point say p in P. This
exterior point must be an endpoint either on the top or bottom bridge of P. Let p be an end
point of the top bridge. If the last vertex added to the path is red, then the next vertex added
to the path should be blue and vice-versa. At every step the authors recompute CH(P) \ Sp
and append a vertex to Sp that lies on the CH(P) \ Sp, crosses ℓ, and lies closest to Sp. These
new edges that are being added at every step are separated from the CH(P) \ Sp and hence,
they cannot cross each other. The resulting path is a zig zag non-self-crossing spanning
path. All the edges of Sp cross ℓ. See Figure 10 for illustration.

Figure 10: A spanning path where an endpoint of the path is not on the CH(P)
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3.1.2 Dumitrescu & Toth’s Algorithm for Packing Spanning Path
In Dumitrescu & Toth [3], the authors use an alternate approach to pack a non-selfcrossing edge-disjoint spanning path in P. In [2], the end points of the spanning path may
not always lie on the CH(P). The authors in [3] proposed a modification to the approach in
[2] such that both the end points of the path lie on the CH(P). The algorithm works as
follows.
We have two sub-spanning-paths, S1 and S2, each extending from an endpoint on
the top and bottom bridge (say p and q) of P, respectively. The authors in [3] construct S1
and S2 using the method in Abellanas et al. [2] and then joins them in the middle. Thus, S1
and S2 are two zig-zag non-self-crossing spanning paths. The new edges added to each subpath S1 and S2 cannot cross each other or the previous edges of the path as they are
separated from the CH(P) \ S1 and CH(P) \ S2 respectively. All the edges of the path cross
a straight line, ℓ. This approach guarantees that the endpoints of the spanning path lie on
two distinct edges on the CH(P). See Figure 11 for illustration.

Figure 11: A spanning path where the endpoints of the path are on CH(P)

11

3.1.3 Aichholzer et al.’s Algorithm for Packing Two Spanning Paths
In Aichholzer et al. [1] the authors propose an algorithm to construct two non-selfcrossing and edge-disjoint spanning paths in a point set. The algorithm is as follows:
Let P be the input point set. The authors partition P into two point-sets P1 and P2 by
a vertical line ℓ such that either |P1| = |P2| or |P1| = |P2| - 1. Let p be a point on ℓ, that lies on
the exterior of the point set P. Let all the points in P \ p be ordered in clockwise orientation
around p. Let the two spanning paths be S1 and S2. They construct S1 using Abellanas et
al. [2] algorithm starting from p. Now, to construct S2, the authors split it into two subpaths S2’ and S2’’. To construct S2’, the authors start from p and connects all the points in
P1 in clockwise order around p. To construct S2’’, the authors again start from p and connect
the points in P2 in either clockwise or anti-clockwise order around p depending on whether
there exists an edge of S1 between p and the first vertex in P2 in clockwise order around p.
S2’ and S2’’are joined at p. The resulting paths S1 and S2 are edge-disjoint as none of the
edges of S2 cross ℓ. See Figure 12 for illustration.

Figure 12: Representation of Aichholzer’s Algorithm for constructing spanning paths [1]

3.2

Packing Spanning Trees
In this section we review a couple of algorithms for packing spanning tress. We

first discuss the algorithm in Aichholzer et al. [1] and then explain the algorithm by the
authors in Biniaz & García [4].
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3.2.1 Aichholzer et al.’s Algorithm for Packing Two Spanning Trees
In Aichholzer et al. [1], the authors show how to pack Ω(√𝑛) edge-disjoint
spanning trees into a set P of n points in the plane. The main idea of their algorithms is as
follows:
From Erdös [18], we know that there exist a √𝑛 pairwise crossing edges in P. Let
F be such set of edges where each edge connects to a pair of points in P. The authors use F
to construct √𝑛 trees in P. Let pq be an edge in F and assume that p is to the left of q. They
connect p to all the points to the right of pq and q to all points to the left of pq. Thus, we
obtain a tree Te in P. We repeat the same process for all the other edges in F to obtain √𝑛
edge-disjoint plane spanning trees. See Figure 13 for illustration.

Figure 13: Representation of Aichholzer’s Algorithm for constructing spanning trees

3.2.2 Biniaz & García’s Algorithm for Packing Spanning Trees
𝑛

In Biniaz & García [4], the authors show that at least ⌊ 3⌋ plane spanning tress can
be packed into a complete geometric graph Gk(P) having a point set P. This is achieved by
using the concept of a center-point, c, mentioned in Jadhav & Mukhopadhyay [7] where
the authors prove that there exists a center-point in any point set in the plane which can be
computed in linear time. The main idea of the algorithm is as follows:
First the plane is partitioned into 3 convex cones by straight lines cpi, cpi +k , cpi+2k,
where for every integer i ∈.{1,…,k} and k ≥ 1. To obtain the tree T1 in P, connect pi to all
the points in its left cone. Similarly, connect cpi+k & cpi+2k all the points in their left cones
13

respectively. To obtain the second tree T2, partition P into 3 new convex cones by straight
lines cpi+1, cpi+1+k , cpi+1+2k. Similarly, we connect cpi+1, cpi+1+k , cpi+1+2k to all the points in
its left cone, respectively. Figure 14 illustrates the two tree T1 and T2.

Figure 14: Two Edge-disjoint Directed Spanning Trees, T1 (left) & T2 (right) [4]

3.3

Packing Perfect Matchings
In this section we discuss only one paper by the authors in Biniaz et al. [5] for

packing perfect matchings in a point set where the authors pack ⌈log 2 𝑛⌉ plane perfect
matchings in a point set.

3.3.1 Biniaz et al.’s Algorithm for Packing Perfect Matching
Let P be the input point set and points in P be in general position. The main idea of
the algorithm is as follows:
The algorithm starts with a binary tree T in P. Each node, u in T has a value
represented by m, where m = 2k for some positive integer k. Let the depth of T be denoted
by S1, S2,…,Sn. T is constructed in a way such that m is n/2 for each node in S1, n/4 in S2,
n/4 in S3 and so on until we are left with only the leaf nodes of T. Points in P are sorted in
an increasing order of x-coordinate such no two points have the exact same x-coordinate.
The first two points from the sorted points are assigned to the leftmost leaf and the next
two points to the second leftmost leaf and so on. Let ℓ(u0) be a straight line partitioning the
left and right sub-trees in S(0). Similarly, ℓ(u1), ℓ(u2), ℓ(u3) are straight lines partitioning
the left and right sub-trees in S(1), S(2), S(3) and so on. Finally, the matchings, Mu, are
drawn between ℓ(u0), ℓ(u1), ℓ(u2), and so on until we have a plane perfect matching in P.
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The plane matchings are edge-disjoint as no two edges from different depths of T cross the
same line segments. See Figure 15 for illustration.

Figure 15: M1 contains all the red edges crossing ℓ(u0), M2 contains all the blue edges crossing
ℓ(u1), ℓ(u2), and M3 contains all the green edges crossing ℓ(u3), ℓ(u4), ℓ(u5), and ℓ(u6) [5]

3.4

Summary of Results
In Abellanas et al. [2], the authors proved that there exists a non-self-crossing

spanning path in a bipartition of a point set in the plane. In Dumitrescu & Toth [3], the
authors proposed a different approach to [1] such that the endpoints of the spanning path
are always incident on the convex hull of the point set. Aichholzer et al. [1] proposed an
algorithm to pack 2 non-self-crossing edge-disjoint spanning paths in a point set in the
plane. In Aichholzer et al. [1] the authors also showed how to pack Ω(√𝑛) edge-disjoint
spanning trees into a point set P of n points in the plane. Biniaz & García [4] proved that
𝑛

at least ⌊ 3⌋ plane spanning tress can be packed into a complete geometric graph. Finally, in
Biniaz et al. [5], the authors proposed an algorithm to pack ⌈log 2 𝑛⌉ plane perfect
matchings in a point set.
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CHAPTER 4

Algorithm
In this chapter, we present our algorithm to pack two spanning paths in a point set
in the plane. In section 4.1, we first construct two non-self-crossing spanning paths in a
point set where the two paths share at most one edge. Then we address the cause for the
paths being non-edge-disjoint. In section 4.2 we provide another algorithm to eliminate the
shared edge and construct two non-self-crossing and edge-disjoint spanning paths using
our algorithm.

4.1

Two Spanning Paths Sharing at most One Edge
Let P be a point set in the plane that is 4-partitioned by two straight lines ℓ1 and ℓ2

(from Lemma 4). Let O be the intersection of ℓ1 and ℓ2. Let P1, P2, P3, P4 be the point sets
in the four quadrants in clockwise order around O. Consider a bridge-pair br(P1, P4) and
br(P2, P3). Assume this pair is colored red. We connect the red bridge-pair with a
connecting edge, say e1. Let the endpoints of e1 be p, q. We want to construct a non-selfcrossing spanning path R in P such that all its edges intersect ℓ2. To do so we compute two
spanning paths, R1 and R2 such that R1 ∪ R2 ∪ e1 = R. We construct R1 from p and R2 from
q using the algorithm of Abellanas et al. [2]. We construct another non-self-crossing
spanning path B1 ∪ B2 ∪ e2 = B (e2 being the connecting edge of blue bridge-pair br(P1, P2)
& br(P3, P4)) using the same method as the construction of R. Thus, we have R and B in P.
See Figure 16 for illustration.
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16a: Construction of R

16b: Construction of B

Figure 16: Construction of the Two Non-self-crossing Spanning Path

4.1.1 Properties of R and B
The two spanning paths we obtained have some properties. For example, all the
edges of R intersect ℓ2 whereas all the edges of B intersect ℓ1. The two spanning paths are
also non-self-crossing. If the red bridge-pair is in convex position, then we can use the
connecting edge other than e1 to connect R1 and R2. This way e1 is different from e2. We
can assume that the red bridge-pair is in concave position. Similarly, we can assume that
the blue bridge-pair is in concave position. If both the red and blue bridge-pair is in concave
position, then the bridge-pairs may share the same connecting edges, that is, e1 = e2. Recall
that if the red and blue bridge-pairs share the same connecting edge then we refer to it as a
blocking edge denoted by eb. Thus, we can say the existence of a blocking edge eb raises a
situation where the spanning paths are non-edge-disjoint, see Figure 17. When we
encounter such a situation, we refer to it as a blocked configuration problem or simply a
blocking problem. We discuss the blocked configuration problem in detail in section 4.2.
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Figure 17: Two Non-edge-disjoint Spanning Paths since, e1 = e2

4.2

Two Non-self-crossing Edge-Disjoint Spanning Paths
In the previous section, we mentioned the existence of a blocked configuration in

P which can lead to two spanning paths being non-edge-disjoint. In this section, we explain
the blocked configuration in detail and propose an algorithm to get rid of the blocking edge
which in turn resolves the blocking problem.

4.2.1 Blocked Configuration
A blocked configuration emerges when there exists a blocking edge eb in P.
Therefore, a blocked configuration is resolved if we get rid of the eb. But that leads us to
the question, how do we remove eb? In this section we discuss the blocked configuration
in detail, and show how to resolve this configuration i.e., to obtain two paths that do not
share any edges.
Consider the same 4-partitioned point set P, partitioned by two straight lines ℓ1 and
ℓ2. Consider the red and the blue bridge-pairs in P. Recall that both bridge-pairs are in
concave position. In Figure 18, for the red path to be non-self-crossing, the connecting edge
must be in polygon p1, p’, q1, q’. For the blue path to be non-self-crossing the connecting
edge must be in polygon p2, p’, q2, q’. Sometimes, to maintain this non-self-crossing
property, the red and blue connecting edges must be the same that is e1 = e2, which is a
blocking edge denoted by eb. See Figure 18 for illustration.
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Figure 18: Origin of a Blocked Configuration where e1 = e2, p1= q1 and p2 = q2

We call a configuration that contains a blocking edge eb as a blocked configuration.
A blocked configuration consists of the vertices of red and blue bridge-pairs. We say that
a blocked configuration having n vertices have a degree of ‘n’. Recall that K is a kite and
defined by the red and blue bridge-pairs. Notice that 𝐾 could be either convex or concave.
Based on this we classify a blocked configuration into two categories:
i.

concave blocked configuration, and

ii.

convex blocked configuration

The following figures represents a concave and a convex blocked configuration:

19a : Concave Blocked Configuration

19b : Convex Blocked Configuration

Figure 19: Representation of a) Concave and b) Convex Blocked Configuration
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During our research, we have observed that, constructing two non-self-crossing
edge-disjoint spanning paths in P by removing the blocking edge eb in 𝐾 is more
complicated than it seems. Depending upon the construction of the bridge-pairs in P, 𝐾 can
either be concave or convex shaped. If 𝐾 is concave and there is eb in 𝐾, then there will
exist a concave vertex in 𝐾. This concave vertex will also be one of the end points of eb.
We refer to this concave vertex as the blocking vertex denoted by 𝑏, see Figure 19a. If 𝐾
is convex and there exists eb in 𝐾, then there exist two concave vertices, each for the red
and blue-bridge-pairs, respectively. In such cases, we call the end points of eb, a blocking
pair denoted by 𝑏1 and 𝑏2, see Figure 19b.
Lemma 1: A blocked configuration contains at least 4 and at most 6 points.
Proof: Recall that a blocked configuration consists of two bridge-pairs, that is, it contains
4 edges. Since each edge consists of a pair of vertices, therefore a blocked configuration
will always contain at least four points in it. If a configuration contains more than six points,
then that would imply one of the bridges from a bridge-pair is completely disjoint from the
other bridges i.e., there must exist a bridge that does not share any vertices with the other
bridges. This further implies that e1 ≠ e2. Hence, a blocked configuration can contain at
most six points. Thus, we can say any configuration that contains less than four or greater
than six points cannot be a blocked configuration.

□

Lemma 2: A blocked configuration that contains at most 4 points must be a concave
blocked configuration. A blocked configuration that contains more than 4 points may be
either concave or convex blocked configuration.
Proof: It is evident that the vertices of a 4-point blocked configuration lies on the hull of
𝐾. If a 4-point blocked configuration is convex i.e., 𝐾 is convex, then is suggests that the
bridge-pairs are also in convex position. However, if a bridge-pair is in convex position
then the configuration cannot be blocked configuration. Hence, a 4-point blocked
configuration will always be concave. In case of a 5 or 6-point blocked configuration, there
exists at least one quadrant that contains separate end points of two bridges. In such cases
the blocked configuration can be convex, i.e., 𝐾 can be convex, but the bridge-pairs can
still be in a concave position, as separate endpoints do not lie on the hull of 𝐾 unlike a 420

point blocked configuration. Therefore, a 5/6-point blocked configuration can have bridges
□

that are concave irrespective of whether 𝐾 is concave or not.

According to Lemma 1 and Lemma 2, a blocked configuration must consist of at
least four vertices and at most six vertices and a blocked configuration having at most 4
vertices must be a concave blocked configuration. Thus, considering the classifications of
a blocked configuration being either concave or convex and the number of points it
contains, there can exist at most five different possibilities of a blocked configuration in P
as follows:
i.

concave 4-point blocked configuration (see Figure 20a)

ii.

concave 5-point blocked configuration (see Figure 20b)

iii.

concave 6-point blocked configuration (see Figure 20c)

iv.

convex 5-point blocked configuration (see Figure 20d)

v.

convex 6-point blocked configuration (see Figure 20e)

Table 1 summarizes the properties of concave and convex blocked configuration. Figure
20 represents all the different variations of a blocked configuration.
Convex blocked configuration

Concave blocked configuration

Concave bridge of the red bridge-pair is

Concave bridge of the red bridge-pair

always connected to the convex bridge of

may be connected to the convex bridge of

the blue bridge-pair and vice-versa

the blue bridge-pair and vice-versa

Convex bridges of the red and blue

Convex bridges of the red and blue

bridge-pairs never intersect each other at

bridge-pairs always intersect each other at

a vertex

a vertex

Concave bridges of the red and blue

Concave bridges of the red and blue

bridge-pairs may intersect each other at a

bridge-pairs always intersect each other at

vertex

a vertex

Table 1: Difference between a Convex and Concave Blocked Configuration
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20a: Concave 4-point Blocked Configuration

20b: Concave 5-point Blocked Configuration

20c: Concave 6-point Blocked Configuration

20d: Convex 5-point Blocked Configuration

20e: Convex 6-point Blocked Configuration

Figure 20: All Variations of a Blocked Configuration
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4.2.2 Tangent-Switch
Now we introduce an approach to exchange vertices incident on separate convex
hulls of two different point sets. Later in section 4.6 we use this approach to eliminate the
blocking edge eb which in turn resolves the blocked configuration. Let us consider two
linearly separable point sets X and Y, each containing n points where n = 4k, for an integer
k ≥ 2. Let the points in X be p1, p2,…,pn and the points in Y be q1, q2,…,qn. Recall that
there exists two common separating tangents between CH(X) and CH(Y). Let us consider
one of the common separating tangents. Let us refer to this tangent as ℓ. Let ℓ intersect a
point say p1 on the CH(X) and q1 on the CH(Y). Let X lie to the left of ℓ. We rotate ℓ
slightly in an anti-clockwise direction to have p1 on the right of ℓ and q1 on the left of ℓ.
We rotate ℓ in a clockwise order if the opposite is true. We do so without ℓ being incident
on any other points. Once ℓ has been slightly rotated, we recompute and redraw CH(X)
and CH(Y). Now X and Y individually has the same number of points as before the rotation
of ℓ, however X now contains q1 and Y now contains p1 such that X = (X \{p1}) ∪ {q1}
and Y = (Y \{q1}) ∪ {p1}. Thus, we switched (rather exchanged) a pair of vertices between
two point-sets. We call this approach of rotating a common separating tangent (either
clockwise or anticlockwise), between the convex hulls of two linearly separable points sets
such that, a vertex from each point set is exchanged with the other, without affecting any
other points, a tangent-switch. The following figure represents the illustration of a tangentswitch.

21a: Before the tangent-switch

21b: After the tangent-switch

Figure 21: Representation of a tangent-switch: (a) before and (b) after the switch
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In section 4.2.6 we explain our main algorithms and explain how we use multiple
tangent-switches to convert a blocked configuration to a non-blocked configuration. Then
in section 4.2.7 we further explain of how to construct two non-self-crossing edge-disjoint
spanning paths in P such that every edge of each path intersects some crossing lines in the
plane.

4.2.3 General Lemmas
We refer to vertices as open or unused if no edges are incident on it.
Lemma 3: A blocked configuration contains equal number of open vertices in the quadrants
containing the endpoints of eb.
Proof: We know that for a blocked configuration to exist, there must exist eb in 𝐾. The edge
eb contains two endpoints in two non-adjacent quadrants. Let us say these quadrants are Qi
and Qi+2, for a positive integer i = 1, 2. Consider that before connecting the bridge-pairs
with connecting edges, the number of open vertices in Qi and Qi+2 are j and k, respectively.
If eb exists, then after connecting the bridge-pairs, Qi and Qi+2 should now contain j’ = j –
1 and k’ = k - 1 vertices respectively. If j’ = k’, then it suffices to say that the bridges have
single endpoint in Qi and Qi+2. Thus, eb exists. However, if j’ ≠ k’, then it implies the end
point of the bridges in either Qi or Qi+2 is separate, which in turn would suggest that we
have separate connecting edges e1 and e2 for the bridge-pairs. Hence, in such a situation a
□

blocked configuration cannot exist.

Lemma 4: Any point set P in general position containing n = 4k points in the plane, for any
integer k ≥ 1, can be divided by two crossing lines into four disjoint subsets, each containing
k points.
Proof: Consider a point set P of n points in the plane, where n = 4k, for an integer k ≥ 2.
Let us partition P by a vertical line ℓ1 such that there are 𝑛/2 points on each side of ℓ1.
Imagine the points on the left of ℓ1 are colored red and the points on the right of ℓ1 are
colored blue. We apply the ham-sandwich theorem mentioned in Lo, Matousek & Steiger.
[11] on the red and blue points to obtain another line ℓ2. By this theorem, each side of ℓ2
contains half of the red points and half of the blue points. Thus, we have four disjoint point
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sets in P, separated by the crossing lines ℓ1 and ℓ2, each with k points in it. Each disjoint
point set Pi lies in quadrant Qi for any positive integer i ≤ 4.

□

Notice that P is 4-paritioned by ℓ1 and ℓ2. See Figure 22 for illustration.

22a: n/2 points on each side of ℓ1

22b: Using ham-sandwich theorem to obtain ℓ2

Figure 22: Representation of a 4-paritioned point set

Lemma 5: We can obtain a common separating tangent in a 4-partitioned point set P such
that if P contains a concave bridge-pair then the common separating tangent passes
through the concave vertex of the bridge-pair.
Proof: Let P be a set of n points, where n = 4k for a positive integer k ≥ 2. Let P be 4partitioned by ℓ1 and ℓ2 into P1, P2, P3 and P4, such that each Pi contains ki points, for a
positive integer i. Let br(P1, P4) and br(P2, P3) be the bridge-pair in P. Assume that br(P2,
P3) is the concave bridge and p2 is the concave vertex. Recall that the intersection of ℓ1 and
ℓ2 is O. Consider 𝑝2 𝑝3 in Figure 23a. It is evident the 𝑝2 𝑝3 passes though the CH(P1 ∪ P4)
and intersects br(P1, P4) as br(P2, P3) is the concave bridge. Let this point of intersection
between br(P1, P4) and 𝑝2 𝑝3 be denoted by p’. We rotate 𝑝2 𝑝3 in clockwise direction with
p2 as the pivot if the concave bridge to the right of ℓ1, see Figure 23b. We rotate 𝑝2 𝑝3 in
counter-clockwise direction with p2 as the pivot if the opposite is true. We keep rotating
𝑝2 𝑝3 with p2 as the pivot until it is tangent on a vertex say p in Q1 on the CH(P1 ∪ P4). Since
br(P2, P3) is the concave bridge pair, the rotated 𝑝2 𝑝3 will be tangent on a vertex in Q1 on
CH(P1 ∪ P4) before it touches any vertex in Q4 on CH(P1 ∪ P4), see Figure 23c. Thus, we
25

have a polygon X defined by p, p2, p’, p1. Now consider a common separating tangent ℓ
between CH(P1 ∪ P4) and CH(P2 ∪ P3). If X = ∅, i.e., there are no vertices in the interior
of X, then ℓ will be incident on the vertex p on the CH(P1 ∪ P4) and the concave vertex p2
on the CH(P2 ∪ P3), since the rotated 𝑝2 𝑝3 is tangent on p and p2. Assume X ≠ ∅, and the
vertices in the interior of X be q1,…,qa arranged in a clockwise order around p2¸ where for
any positive integer a < 𝑘. In such case, ℓ will be incident on q1 before being incident on
p2 or any other vertices in X. However, until ℓ is incident on p2, the bridge br(P2, P3) would
remain the concave bridge. Once, ℓ is incident on q1, we apply tangent-switch to switch it
q1 to the adjacent quadrant, Q1 such that P1P4 = (P1P4 \ {p}) ∪ {q1} and P2P4 = (P2P3 \ {q1})
∪ {p}. We recompute and redraw the convex hulls, the bridge-pair and either ℓ1 or ℓ2,
depending on the one affected, see Figure 23e. For the sake of argument let us consider ℓ1
was affected. We rotate ℓ1 counter-clockwise if the concave bridge is to the right of ℓ1 or
in clockwise direction if the opposite is true, such that ℓ 1 is not incident on any other
vertices. We redraw ℓ between CH(P1 ∪ P4) and CH(P2 ∪ P3) and repeat the process until
all the concave vertices in X are switched and ℓ is incident on p2. The common separating
tangent ℓ will eventually be incident on p2 as by definition p2 is the concave vertex closest
to O and hence will be the last concave vertex to be tangent-switched, see Figure 23f. If
we apply one more tangent-switch, after ℓ is incident on the p2, it will be switched to the
□

adjacent quadrant.

23a: 𝑝2 𝑝3 intersects br(P1, P4) at p’

23b: The vertex q1 lies in the polygon X
defined by p, p2, p’, p1
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23c: Rotating ℓ1 counter-clockwise

23d: Applying tangent-switch on p and q1

23e:Recomputing bridge-pairs, convex hulls and ℓ

23f: ℓ is finally incident on p2

Figure 23: Common Separating Tangent passing through a concave vertex of a concave bridge-pair

Combining our tangent-switch approach and Lemma 5: , we can state the following lemma:
Lemma 6: Consider a 4-paritioned point set P. Assume each Qi contains ki points where ki
≥ 1. Assume br(P1, P2) and br(P3, P4) are in concave position such that the blocked vertex
b is in Q2. We can rotate ℓ1 such that b lies in P3 and each Pi still has ki points.
From Lemma 6 we can further claim that in case of a blocked configuration, a tangentswitch only affects the point sets of the adjacent quadrants that contains the switched
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vertices. For example, in Figure 23 since the switched vertices lie in the point sets P1 and
P2, there is no change in the point sets P4 and P3. Thus, the bridge br(P4, P3) would be
unchanged after the tangent-switch.
Now consider a bridge-pair, br(P1, P4) and br(P2, P3) on each side of ℓ1. Let br(P1, P4) be
the concave bridge and br(P2, P3) be the convex bridge, see Figure 24a. We say that the
orientation of the bridge-pair is flipped if after some tangent-switches br(P2, P3) becomes
the new concave bridge and br(P1, P4) becomes the new convex bridge. The resulting figure
of the flipped bridge-pair would be the same as having a mirror-image of the bridge-pair
parallel to ℓ1, see Figure 24b.

24a: Input

24b: Flipped Bridge-pair

Figure 24: Representation of a Flipped Orientation of a Bridge-pair

Lemma 7: A tangent-switch operation that switches the concave vertex of the bridge-pair
always flips the orientation of concave bridge-pairs in a convex blocked configuration,
assuming that the resulting configuration is blocked.
Proof: Consider a convex blocked configuration. Let br(P1, P4) and br(P2, P3) be the bridgepair on both side of ℓ1. Let this pair be colored red. Assume that br(P1, P4) is the concave
bridge. Let the concave vertex of the bridge-pair (p5 in Figure 25b) be in Q4. Recall that
the intersection of ℓ1 and ℓ2 is O. We apply tangent-switch to switch p5 from Q4 to Q3 using
Lemma 6. We recompute the bridge-pair. The concave vertex p5, lies inside the convex hull
defined by the end points of the red bridge-pair. We can now claim that all the vertices in
Q3 except p5 lies below 𝑝2 𝑝4 , see Figure 25c. Thus, we can always claim that the
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recomputed br(P2, P3) will contain p5 after the tangent-switch. Considering the resulting
red bridge-pair is still in concave position, we can say the orientation of the red bridge-pair
has flipped as br(P2, P3) is the new concave bridge. Recall that from the property of a
convex blocked configuration, the concave bridge of the red bridge-pair is always
connected to the convex bridge of the blue bridge-pair and vice versa. Thus, the switch of
p5 from Q4 to Q3 has also affected the blue bridge-pair as p5 was the connecting vertex of
the concave bridge of the red bridge-pair and convex bridge of the blue bridge-pair, see
Figure 25c. Since there were no changes in the CH(Q1 ∪ Q2), the bridge br(P1, P2) remains
unaltered. Thus, we recompute br(P4, P3). We can claim that all the vertices in Q3 lies below
𝑝5 𝑝3, see Figure 25a. Since, after the tangent-switch, p5 is in Q3, br(P4, P3) will always
contain p5 and connect to some other vertex in Q4. Considering the resulting blue bridgepair is in concave position, we can claim that br(P4, P3) is the new concave bridge as p5 lies
inside the convex hull defined by the end points of the blue bridge-pair and is also closest
to O. Thus, we can claim that the blue bridge-pair has also flipped in orientation.

□

Lemma 8: If a tangent switch operation switches a blocking vertex of a convex blocked
configuration then the resulting configuration, assuming that it is blocked, is always a
concave blocked configuration.
Proof: Consider we apply a tangent-switch on the blocking vertex of a convex blocked
configuration and switch it to an adjacent quadrant. From Lemma 7 we know that after the
tangent-switch, the orientation of the bridge-pairs will flip. Recall that from the property
of a convex blocked configuration, the convex bridges of the red and blue bridge-pairs
cannot share a vertex, see Figure 25a in which the convex bridges p2p4 and p3p5 do not
share a vertex. After applying tangent-switch, br(P1, P2) which was the concave blue
bridge, becomes the convex blue bridge, and br(P1, P4) which was the concave red bridge
now becomes the convex red bridge (from Lemma 7). Now in this situation the bridges p1p2
and p1p4 (in Figure 25c) both are convex bridges and shares the vertex p1. Thus, the
resulting configuration, considering it is still blocked, is a concave blocked configuration.
If the convex bridges p1p2 and p1p4 do not share a vertex, then the resulting configuration
cannot be blocked as we will have distinct connecting edges for the red and blue bridgepairs, i.e., e1 ≠ e2. Thus, we can claim that applying a tangent switch on the blocking vertex
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of a convex blocked configuration changes the configuration to a concave blocked
□

configuration assuming it is still blocked.

25a: Input

25b: Before tangent-switch

25c: After tangent-switch bridge-pairs are flipped

25d: Before tangent-switch

25e: After tangent-switch bridge-pairs are flipped

Figure 25: Converting a Convex Blocked Configuration to a Concave Blocked Configuration
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4.2.4 Characteristics of a Blocked Configuration
Thus, from the lemmas discussed above, we can say that a blocked configuration
has the following characteristics:
i.

A concave blocked configuration has a 𝐾 that is concave shaped, and a convex
blocked configuration has a 𝐾 that is convex shaped.

ii.

A blocked configuration contains at least four and at most six vertices.

iii.

A blocked configuration cannot contain a bridge that is disjoint from the others,
i.e., a blocked configuration cannot have a bridge that does not share a vertex
with the other bridges.

iv.

A blocked configuration cannot contain a convex bridge pair.

v.

A blocked configuration that contains at most four points must be a concave
blocked configuration.

vi.

A blocked configuration that contains more than four points may be either
concave or convex.

vii.

A blocked configuration cannot contain unequal number of open vertices in the
quadrants containing the endpoints of ℯ b.

viii.

A concave blocked configuration always contains a blocking vertex b, whereas
a convex blocked configuration always contains a blocking pair, b1 and b2.

ix.

A blocked configuration must always contain a kite K. However, the existence
of K does not guarantee the existence of a blocked configuration.

x.

A point set may contain more than one possible blocked configuration.

xi.

The occurrence of blocked configuration to an extent depends on the method of
construction of ℓ1 and ℓ2.

xii.

There always exists at least one such configuration in P that is not a blocked
configuration.

xiii.

It is possible to transform a lower degree blocked configuration (containing 4
vertices) to a higher one (containing 5 or 6 vertices) and vice-versa.
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4.2.5 Characteristics of Tangent-Switch
From the lemmas discussed above, we can say that the tangent-switch method has
the following characteristics:
i.

In case of a blocked configuration, a tangent-switch only affects the two
adjacent quadrants that contained the exchanged vertices in a 4-partitioned
point set.

ii.

A tangent-switch is always incident on the concave vertex of a concave bridgepair.

iii.

A blocked vertex can be always switched by a tangent-switch.

iv.

The orientation of the bridge-pairs in a convex blocked configuration gets
flipped after a tangent-switch.

4.2.6 Resolving a Blocked Configuration
Using the lemmas stated in section 4.2.3, we show how to resolve a blocked
configuration. This is stated in Theorem 1.
Theorem 1: A blocked configuration can always be converted to a non-blocked
configuration.
Proof: Recall that a blocked configuration can have different variations and certain
characteristics. We use some of those characteristics to our advantage to prove that,
irrespective of the variation, a configuration cannot be a blocked if at least one of those
characteristics is not met. First, we proceed by proving the case for concave blocked
configurations, i.e., concave 4-point, 5-point & 6-point blocked configuration. Then we
address the case for convex blocked configurations, i.e., convex 5-point & 6-point blocked
configuration. The algorithm is as follows:
Consider a point set P of n points in the plane, where n = 4k, for an integer k ≥ 2.
Let P be 4-partitioned by ℓ1 and ℓ2. Let all the points in P be in general position. Consider
𝑝4 𝑝1 , ⃗⃗⃗⃗⃗⃗⃗⃗⃗
⃗⃗⃗⃗⃗⃗⃗⃗
𝑝4 𝑝3 and 𝑝4 𝑝2 , see Figure 26a. Now we have the kite 𝐾, cone C and the region 𝒲.
Let us construct the red and blue bridge-pairs in P. Let the resulting configuration be a
blocked configuration.
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Case 1: Concave blocked configuration: Let the endpoints of the eb be p2 and p4. Let p2 =
b, the blocking vertex and p2 be in Q2. Based on arrangement of points in Q2, there can be
three subcases for a concave blocked configuration:
Case 1A: If 𝒲 ≠ Ø and Q2 \ 𝒲 = Ø: We join p2 to a vertex that forms an edge either on the
CH(Q1 ∪ Q2) or CH(Q2 ∪ Q3). Let this vertex be pe, see Figure 26a. We apply tangentswitch to move p2 to the adjacent right quadrant if pe lies in 𝒲L or to adjacent left quadrant
if pe lies in 𝒲R. If vertices lie in both 𝒲L and 𝒲R that forms an edge on CH(Q1 ∪ Q2) and
CH(Q2 ∪ Q3), then we tangent-switch p2 (from Lemma 6) to either of the adjacent
quadrants, see Figure 26b. We recompute the bridge-pairs and re-adjust either ℓ1 or ℓ2
based on the one that was affected (for sake of the argument let us consider ℓ1 was affected
in the tangent-switch), see Figure 26c. It is evident that p2 now joins the vertex in 𝒲 to
form a new bridge on one side of ℓ2. This newly computed bridge will now be in convex
position to the bridge on the other side of ℓ2 as pe (p2’ in Figure 26d) lies in 𝒲 and by
definition 𝒲 is the region sandwiched by ⃗⃗⃗⃗⃗⃗⃗⃗
𝑝4 𝑝1 and ⃗⃗⃗⃗⃗⃗⃗⃗⃗
𝑝4 𝑝3 . Since a tangent-switch only
affects the two adjacent quadrants that contained the exchanged vertices, therefore, the
bridge in the other side of ℓ2 will be unaltered. Thus, the blue bridge-pair is now in convex
position, therefore, the configuration cannot be a blocked configuration. See the following
figure for illustration.

26a: pe lies in 𝒲

26b: Before tangent-switch
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26d:Recomputed bridge-pairs, e1 ≠ e2

26c: After tangent-switch

Figure 26: Converting a 4-point blocked configuration to a non-blocked configuration

Note (for 5 and/or 6-point blocked configuration exclusively): In case of pe lying in the
region (𝒲L or 𝒲R) that lies adjacent to the quadrant containing separate end points of
bridges, one of the bridge-pairs may not always be in convex position after the tangentswitch of the blocking vertex, b = p2, (blue bridge-pair in Figure 27d). This happens when
there exist vertices in the interior of the region defined by Q2 ∩ S, where S is the region
sandwiched by 𝑝2 𝑝4 and 𝑝2 𝑝3. However, if the blue bridge-pair is not in convex position
then the red bridge-pair will always be in convex position, as the previous bridge of the red
bridge-pair becomes the new connecting edge (p2p4 in Figure 27d). This is so as p2’ (a.k.a.
pe) will always be above 𝑝2 𝑝4 as it lies in 𝒲R, see Figure 27b. The concave vertex p2 will
always be an endpoint of br(P1, P4) as it will always be the only vertex in Q1 that lies below
𝑝1 𝑝5, see Figure 27c. Also, p4 will always be an endpoint of br(P2, P3) since there cannot
be any vertex in Q3 that lies below 𝑝2 𝑝4 , see Figure 27c. Hence e1 ≠ e2. Thus, the blocking
edge eb would still not exist in such scenario.
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27a: pe lies in 𝒲

27b: Before tangent-switch

27c:After tangent-switch

27d: Recomputed Bridge-pair, e1 ≠ e2

Figure 27: Converting a 5-point blocked configuration to a non-blocked configuration

Case 1B: If 𝒲 = Ø and Q2 \ 𝒲 ≠ Ø: We again join p2 with the vertex, pe in Q2 \ 𝒲 that
forms an edge on either the CH(Q1 ∪ Q2) or the CH(Q2 ∪ Q3). If p2 forms edges with
vertices both on the CH(Q1 ∪ Q2) and CH(Q2 ∪ Q3) in Q2 \ 𝒲, then preference is always
given to the vertex in Q2 \ 𝒲 that lies adjacent to a quadrant with single endpoint of the
bridges. However, if there are no quadrants adjacent to pe having single endpoint, then we
choose either or. For sake of the argument let us consider p2 forms an edge with pe in Q2 \
𝒲 on the CH(Q2 ∪ Q3) and pe is in Q2 \ 𝒲L (the region adjacent to the quadrant with single
endpoint of the bridges), see Figure 28a. Let the edge p2pe be on one side of ℓ1. The edge
p2pe will be in a concave position with the bridge on the other side of ℓ1 since pe lies outside
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the cone, C. Thus, we can apply tangent-switch to switch the concave vertex, p1 from Q1
to Q2 (according to Lemma 6). After applying tangent-switch we recompute and redraw the
bridges. Recall that the bridge br(P4, P3) on one side of ℓ2 will be unaltered. Since, only the
bridges that were incident on p1 are altered, we can claim that one of the bridges br(P2, P4)
on one half ℓ1 will also be unaltered as it was not incident on p1. Thus, two out of the four
bridges will be unaltered and the rest two will be recomputed and redrawn. The resulting
configuration will not be a blocked configuration as it does not contain a kite 𝐾, see Figure
28d. This is so since, p1 was switched to Q2 and ℓ1 no longer passes through p1p2. This
leaves the configuration unbounded by the bridge-pairs. Thus, if a configuration does not
contain 𝐾, it cannot be a blocked configuration.

28a: pe lies in Q2 \ 𝒲

28b: Before tangent-switch

28d: Recomputed Bridge-pair, e1 ≠ e2

28c: After tangent-switch

Figure 28: Converting a 5-point blocked configuration to a non-blocked configuration
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Note (for 5 and/or 6-point blocked configuration exclusively): If pe lies in Q2 \ 𝒲R (the
region adjacent to the quadrant with separate endpoints of the bridges), then we connect p2
to pe. Let p2pe be on one side of ℓ2. It is evident that p2pe is in concave position to the bridge
on the other side of ℓ2, see Figure 29a. Since, Q3 has separate endpoints, applying tangentswitch to switch p3 from Q3 to Q2 may not get rid of the blocking edge, see Figure 29d.
Thus, here we take one additional step: once p3 has been switched to Q2 we can now say
that p3 lies within 𝒲 (according to Lemma 6). Thus, we follow Case 1A to eliminate the
blocking edge. See Figure 29 for illustration.

29a: pe lies in Q2 \ 𝒲

29b: Before tangent-switch

29d: p3 now lies within 𝒲

29c: After tangent-switch

Figure 29: Converting a 6-point blocked configuration to a non-blocked configuration
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Case 1C: If 𝒲 ≠ Ø and Q2 \ 𝒲 ≠ Ø: We join p2 to a vertex pe that forms an edge on the
CH(Q1 ∪ Q2) or CH(Q2 ∪ Q3). If that pe is in 𝒲, we follow case 1A, otherwise we follow
Case 1B. In case of Case 1B, preference to choose pe is always given to the vertex that lies
in the region (𝒲L or 𝒲R) that lies adjacent to the quadrant containing single end point of
the bridges, to avoid an additional step.
Case 2: Convex blocked configuration: To solve a convex blocked configuration we first
convert it to a concave blocked configuration and then apply the method mentioned in Case
1 to eliminate the blocking edge eb.
From Lemma 7, we know that a tangent-switch always flips the orientation of the bridgepairs. Thus, in a convex blocked configuration, after tangent-switching either b1 or b2, the
bridge-pairs always flip in a way such that the resulting configuration is always a concave
blocked configuration as mentioned in Lemma 8. Hence, we can apply Case 1 to convert
the concave blocked configuration to a non-blocked configuration.
□

This concludes the proof for Theorem 1.

4.2.7 Constructing the Two Edge-disjoint Spanning Paths
Theorem 2: Consider a finite point set P in the plane in general position, where |P| = 4k,
for some integer k ≥ 2. There always exist two non-self-crossing edge-disjoint spanning
paths in P such that all edges of the first path cross some line say ℓ1 and all edges of the
second path cross some other line say ℓ2.
Proof: Let P be 4-partitioned by ℓ1 and ℓ2. Consider the red and blue bridge-pairs in P. We
connect the red and the blue bridge-pairs with connecting edges e1 and e2 respectively. If
e1 = e2, then there exists eb in P. If eb exists in P, then P contains a blocked configuration.
In such case we convert the blocked configuration to a non-blocked configuration by
eliminating eb using Theorem 1. Once we convert a blocked configuration to a non-blocked
configuration, we will have distinct connecting edges e1 and e2, for the red and blue bridgepairs respectively. Now we construct the two non-self-crossing edge-disjoint spanning
paths, R and B in P, where R1 ∪ R2 ∪ e1 = R and B1 ∪ B2 ∪ e2 = B. To do so we follow the
procedure mentioned in section 4.1, where we use Abellanas et al. [2] algorithm to
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construct the two spanning paths R and B. First, we construct R1 and R2 from each of the
end point of e1, and then we construct B1 and B2, from each of the endpoint of e2. The
resulting two spanning paths are non-self-crossing and edge-disjoint, see Figure 30. This
□

concludes the proof.

30a: Input: Point Set, P

30b: Existence of a blocked configuration in P

30c: Resolved Blocked Configuration,

30d: Output: Two Non-self-crossing

e1 ≠ e 2

Edge-disjoint Spanning paths, R and B in P

Figure 30: Construction of Two Non-self-crossing Edge-disjoint Spanning Paths

4.3

Results
We have obtained two non-self-crossing edge-disjoint plane spanning paths in P,

where every edge of the first and second path cross the interesting lines ℓ 1 and ℓ 2
respectively. No edges of the first path cross ℓ2 except e1 and no edges of the second path
cross ℓ1 except e2. We have done so by eliminating the blocked edge eb using tangentswitches, thus by resolving the blocked configuration problem.
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CHAPTER 5

Conclusion and Future Work
The algorithm we discussed in Chapter 4 of this paper, to construct the two nonself-crossing edge-disjoint spanning paths, utilizes the combined approach of Abellanas et
al. [2] and Dumitrescu & Toth. [3]. However, one key difference from [3] is that, instead
of the sub-paths merging in the middle, they originate from the middle, that is, from the
endpoints of the connecting edges and extend towards the exterior of the point set. Our
algorithm only works when the number of points in the point set, n = 4k, k being any
positive integer. The reason being, if n is not a multiple of four, then the construction of ℓ1
may create unequal points on both sides of ℓ1. Thus, all the quadrants in the 4-partitioned
point set will not have k points in it i.e., at least one of the quadrants will contain one
additional or fewer point. Consider we have k point in Q1 and k-1 points in Q2. Assume
that Q1 and Q2 are separated by ℓ1. If the endpoint of a connecting edge lies in Q2, then the
construction of the zig-zag sub-spanning path between Q1 and Q2, by applying [2] on the
endpoint of the connecting edge will lead to one of the edges of the spanning path to be
non-intersecting with the line ℓ1. Thus, the point set must be strictly in the order of n = 4k.
Our algorithm can also be considered as an alternative approach to the one mentioned in
Aichholzer et al. [1]. However, unlike the construction of the spanning paths in [1] where
the edges of the paths do not require to cross any lines, our algorithm makes sure that the
edges of each spanning path cross some intersecting lines. Notice that, after packing the
two non-self-crossing spanning paths into the point set, all the edges in each quadrant i.e.,
Q1, Q2, Q3 and Q4 are available to be used in a third path. One may find a path in each of
these quadrants. Although, as of writing this paper, we do not know how to connect the
four paths together. Thus, using our method, it might be further possible to extend the
number of spanning paths to three or more. However, such theories need to be examined
before making any claims.
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5.1

Future Scope
An open question still exists: Is it possible to extend the number of non-self-

crossing edge-disjoint spanning paths that can be packed in a point set consisting of points
in general position in the plane to three or more? Furthermore, instead of having multiple
cases for each variation of a blocked configuration, a much more generic approach to the
problem might also exist.
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