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Diffusion, a ubiquitous phenomenon in nature, is a consequence of particle number conservation
and locality, in systems with sufficient damping. In this paper we consider diffusive processes in
the bulk of Weyl semimetals, which are exotic quantum materials, recently of considerable inter-
est. In order to do this, we first explicitly implement the analytical scheme by which disorder with
anisotropic scattering amplitude is incorporated into the diagrammatic response-function formal-
ism for calculating the ‘diffuson’. The result thus obtained is consistent with transport coefficients
evaluated from the Boltzmann transport equation or the renormalized uniform current vertex cal-
culation, as it should be. We thus demonstrate that the computation of the diffusion coefficient
should involve the transport lifetime, and not the quasiparticle lifetime. Using this method, we
then calculate the density response function in Weyl semimetals and discover an unconventional
diffusion process that is significantly slower than conventional diffusion. This gives rise to relax-
ation processes that exhibit stretched exponential decay, instead of the usual exponential diffusive
relaxation. This result is then explained using a model of thermally excited quasiparticles diffusing
with diffusion coefficients which are strongly dependent on their energies. We elucidate the roles
of the various energy and time scales involved in this novel process and propose an experiment by
which this process may be observed.
PACS numbers: 00.00
I. INTRODUCTION
The last decade has witnessed an enormous surge of
interest in 2D semimetals, materials with a node in the
electronic density of states (DOS) where the valence and
conduction bands touch. Stoichiometrically, this band-
touching point is also the position of the chemical poten-
tial in the undoped state. This undoped state is challeng-
ing to implement experimentally because of the two di-
mensional nature of these materials, which leads to over-
size effects due to the environment (e.g, the substrate).
Spectacular examples of such 2D semimetals are provided
by graphene1 and the surface states of strong topologi-
cal insulators (STI)2, where the quasiparticles obey the
(2+1) dimensional 2-component Dirac equation, thus ex-
hibiting linear dispersion. Since the Dirac equation can
have two opposite chiralities and the full lattice band
structure should contain quasiparticles with the net chi-
rality of all branches equal to zero, these quasiparticles
are required to always come in pairs3. In the cases of
graphene and STIs these pairs are well-separated, in mo-
mentum space and real space respectively. Thus, under
appropriate circumstances, their behavior may be un-
derstood as arising from the behavior of independent
copies of (2 + 1)-D 2-component Dirac fermions. An
additional characteristic of these (2 + 1)-D quasiparti-
cles is that there is a relatively easy route for converting
them into massive gapped bands and so destroying the
critical scale-free nature of the massless theory. This is
accomplished by breaking, spontaneously or explicitly,
the symmetry that protects the massless character. In
graphene this is a combination of time reversal and in-
version symmetries4,5; it is the time reversal symmetry
in STIs6,7.
In recent years there have been exciting analo-
gous proposals for observing similar phenomena in 3D
semimetals8,9. In this case the two component the-
ory near the touching point of the conduction and va-
lence bands is that of Weyl fermions. The theory of
these fermions may be obtained by setting the mass
term for the relativistic 4-component Dirac equation to
zero, and then using one of the pair of decoupled two-
component fermions with opposite chiralities that form
the 4-component Dirac spinor. After appropriate rota-
tions and rescalings, the Hamiltonian of the theory can
always be recast asHW = ±vσ·k, where v is the velocity,
σ ·k = σxkx +σyky +σzkz (σx,y,z are the Pauli spin ma-
trices), k is the deviation from the band touching point in
momentum space, and the ± sign denotes the two possi-
ble chiralities allowed. In this case, since the Hamiltonian
is a Hermitian 2 × 2 matrix parametrized by three real
numbers (apart from an irrelevant shift in the zero en-
ergy), the three components of the momentum quench all
degrees of freedom and the spectrum cannot be gapped
continuously at a single Weyl point. Also, since the Weyl
nodes occur in the bulk of a 3D material, they may be
less susceptible to being doped by the environment, un-
like the 2D Dirac case where such undesired occurrence of
(inhomogeneous) doping needs to be actively eliminated
by challenging methods like the isolation of the material
from its environment (e.g., suspended graphene) or by
sensitive chemical control (e.g., in STIs). However, Weyl
points must come in pairs of opposite handed-ness and
scattering between different Weyl points can destroy the
Weyl points, which can happen because of atomic scale
disorder. In the absence of such atomic scale disorder,
a Weyl point is stable and may be more accessible in
the laboratory than a 2D gapless Dirac theory if an ap-
propriate material is found. Another reason why these
materials have garnered much interest is that they are
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2expected to have topologically protected gapless surface
states which are novel because they have discontinuous
Fermi surfaces (Fermi ‘arcs’)8. These are related to the
fact that depending on chirality, the node of the theory
acts like a source or sink for the Berry curvature flux10.
This leads the fermions to exhibit exotic behaviors like
the chiral anomaly because of which in the presence of
parallel electric and magnetic fields particles are lost or
created for Weyl fermions of opposite chiralities11.
As in the case of the 2D undoped Dirac theory, the
gapless critical nature of the Weyl theory and the chiral
nature of the quasiparticles give rise to unconventional
features in their transport characteristics and this, in
particular, has drawn much research interest12–14. One
aspect has been the effects due to the marginal nature
of Coulomb interaction in these theories15. Another as-
pect that attracted much attention in the context of 2D
Dirac materials was the possible absence of the Ander-
son localization transition16 and the nature of associated
phenomena, like weak localization effects17. This dis-
cussion originated a couple of decades ago18,19, when the
effects of quenched disorder in undoped 2D Dirac and 3D
Weyl theories were investigated for the cases where the
symmetries protecting gaplessness were not broken. The
effective coupling induced between the fermions in the
replica picture was shown to be marginal in 2D but irrel-
evant in 3D, in the sense of the Renormalization Group.
Thus, the two theories (2D and 3D) are affected very dif-
ferently by disorder. In the 2D case the presence of a
small amount of disorder generates, in a nonperturbative
way, a finite DOS at the Dirac node; consequently, the
material becomes metallic. In the 3D Weyl case, however,
the nodal nature of the Weyl point is preserved unless the
disorder strength is larger than a critical value, and so
the semimetal phase is stable.
In this paper we investigate the existence and idiosyn-
crasies of diffusive processes in the Weyl semimetal, in
the ‘quantum critical’ regime, where the chemical poten-
tial is much smaller than the temperature. We do this for
weak disorder, assumed to be of the ‘potential’ type and
slowly varying, so that there is no scattering between dif-
ferent Weyl nodes which may gap the spectrum. Choos-
ing uncorrelated ‘vector’ disorder (i.e terms proportional
to the Pauli matrices in the Hamiltonian) is found to not
change the underlying physics. Its effect on diffusion in
the isotropic random case will be shown to be a modifi-
cation of the ratio of the transport to the quasiparticle
lifetimes. Unlike the case of the 2D Dirac fermions, for
which the effect of disorder on the nodal states is nonper-
turbative, in the case of the 3D Weyl semimetal disorder
is irrelevant and thus well-known perturbative techniques
may be used20–22. However, there are a handful of nu-
anced differences from the use of these methods for a
conventional Fermi gas.
First, the scattering from potential disorder is highly
anisotropic here and is characterized by a complete sup-
pression of exact backscattering23,24. This is dramat-
ically different from the textbook example of a simple
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FIG. 1. Illustration of the energy and timescales involved in
Weyl diffusion. The vertical/horizontal axes are energy/time
scales, plotted on a log scale. Quasiparticle (QP) states with
energies || < T play a negligible role in diffusion. QPs with
energy  diffuse on timescales much larger than the state life-
time τ() ∝ −2 and their participation is given roughly by
the shading (more accurately by the function plotted in Fig-
ure 5). Thus, diffusion occurs on timescales larger than the
lifetime τ(T ) of the lowest energy QPs involved. Also, the
process, for a given length scale q−1, involves a range of dif-
fusing timescales (v2q2D()) ∝ 2 attributed to the diffusing
QPs at the various energies. Diffusion processes with this
wide range of timescales superpose to give an unconventional
slow diffusion process shown in Figures 7 and 6.
Fermi gas and is known from the Boltzmann approach, or
the calculation of the renormalized uniform current ver-
tex, to result in the transport lifetime replacing the state
lifetime in the Drude expression of the conductivity25,26.
However, this result has not been explicitly derived be-
fore for the density response function in the diagram-
matic approach, which is used to calculate quantum ef-
fects beyond the Boltzmann approach (e.g., weak lo-
calization). We shall reconcile these two approaches,
demonstrating how to calculate the charge vertex renor-
malization in the ‘conserving approximation’20 for disor-
der (the ‘diffuson’), with an arbitrary anisotropic scatter-
ing amplitude. We thus show that the result obtained is
consistent with the Boltzmann picture. We find that for
disorder with a potential character, the transport time
is 3/2 times the state lifetime (Equation (48)). The in-
clusion of isotropic vector disorder reduces this ratio to
a number between 3/2 and 9/10 (Equation (88)).
The second characteristic of the diffusion process in
Weyl semimetals is that there is a node in the density of
states (DOS) at zero energy and the DOS increases lin-
early with the energy. Due to the node in the DOS, the
quasiparticle lifetime becomes infinite at the Fermi level
3(zero energy) and one expects that at zero temperature
transport will be ballistic (however, we can naively ex-
pect it to be zero since the DOS is zero at the node). The
situation is quite different at a finite temperature T for
a sufficiently large sample. We argue that when the dis-
order is weak, the transport process may be modeled as
diffusion by particle-hole pairs with an energy-dependent
diffusion coefficient, which becomes smaller at higher en-
ergies. The contribution of these pairs to transport is,
however, not uniform but proportional to the product of
the DOS and the slope of the Fermi distribution func-
tion, which is greatly suppressed at energies less that T
(see Figure 5). As a result, the contribution of the ballis-
tic zero energy modes may be neglected self-consistently.
The bulk of diffusive transport occurs via modes with ex-
citation energies that are of the order of or greater than
T . Since the quasiparticle lifetime is a decreasing func-
tion of energy, this means that the diffusive process kicks
in for timescales larger than the state lifetime for quasi-
particles at energy T . Also, since higher energy quasi-
particles have a smaller diffusion coefficient and diffuse
slowly, this combined diffusive process is shown to result
in diffusive relaxation of particle density, which is qualita-
tively different from and slower than what we obtain for a
diffusive process with a single diffusion coefficient. While
the latter (conventional) process exhibits relaxation that
exponentially decays in the time t, in a Weyl semimetal
the relaxation process is exponential in t1/3 – a stretched
exponential in t. Hence it is much slower (Equations (68)
and (73); Figures 7 and 6). A process such as this is de-
scribed by diffusion with a memory function27 which de-
cays slowly. There does not exist a well-defined timescale
beyond which it may be neglected. The energy and time
scales involved in Weyl diffusion are summarized in Fig-
ure 1.
A consequence of the finite temperature diffusion is
that the Weyl semimetal has a finite DC conductance,
which at zero temperature may naively be expected to
be zero, since the DOS is zero at the Fermi point. This
finite temperature DC conductance, obtained when only
impurity scattering is present, has been derived previ-
ously, except for the crucial substitution of the transport
lifetime by the quasiparticle lifetime. This requires the
gauge invariance abiding current vertex renormalization,
which was ignored in those works.
The remainder of this paper is organized as follows. We
first introduce the phenomenon of diffusion in the pres-
ence of a general memory function, in section II. We then
explain our technique for treating the case of quenched
disorder with anisotropic scattering when calculating the
density vertex renormalization in the diffuson approxi-
mation, in section III. Proceeding to the case of Weyl
semimetals in section IV, we first calculate the electron
self energy in the self consistent Born approximation
(SCBA) and show that it predicts a semimetal to metal
phase transition, as disorder strength is increased18,19.
We subsequently only consider the case of weak disorder
when the Born approximation is sufficient. The density
response function is then calculated using the techniques
from the previous section, following which we elaborate
on the idiosyncrasies arising from the nodal nature and
the strong variation of the DOS with energy. We con-
clude this section with a phenomenological model of dif-
fusion where independently diffusing thermally excited
quasiparticles with an energy-dependent diffusion coeffi-
cient and show that it is equivalent to the results obtained
for the Weyl semimetal, thus clarifying the physical pic-
ture that is presented in this paper. In section V we
comment on the DC conductivity in Weyl semimetals and
the roles of vector disorder and Coulomb interactions. In
conclusion, we propose an experiment (see Figure 8) us-
ing currently available techniques to observe this novel
slow diffusive relaxation when a Weyl semimetal is found
or fabricated in the laboratory.
II. DIFFUSION AND THE DENSITY
RESPONSE FUNCTION
Diffusion is a consequence of particle number conser-
vation. The rate of change of the number density is, to
the first approximation, related linearly to its history via
a diffusion memory function27 M (assuming space and
time translation invariance on the average; we shall al-
ways work in the reciprocal q-space):
∂tnq(t) +
∫ ∞
0
dt′Mq(t′)nq(t− t′) = 0 (1)
The local nature of the underlying microscopic theory,
in combination with the conserved nature of particle
number, ensures that Mˆq(Ω) → 0 as q → 0. For
long enough timescales when all low frequency ‘reactive’
modes are damped out and the system enters the ‘dif-
fusive’ regime, Mˆq(Ω) ∝ q2 as q → 0. The generalized
Laplace transform28 (denoted by a tilde over the function
name) providing the t > 0 evolution of this generalized
diffusion equation (thus Im(z) > 0 below and throughout
this paper) in terms of the initial density nq(0) at t = 0
is given by:
n˜q(z) =
nq(0)
z − M˜q(z)
, Im(z) > 0 (2)
If there is a timescale τM , decided by microscopic pro-
cesses, beyond which M is negligible as the system
loses its memory, then on timescales much longer than
τM Equations (1) and above reduces to the well-known
‘Markovian’ diffusion equation
(∂t +Dq
2)nq(t) = 0 (3)
and so
n˜q(z) =
nq(0)
z + iDq2
, |z|τM  1 (4a)
⇒ nq(t) = nq(0)e−Dq2t, t τM (4b)
4The diffusion coefficient D is defined through
D =
∫ ≈τM
0
dt′
Mq(t
′)
q2
' iM˜q(z)
q2
∣∣∣∣∣
Im(z)>0,|z|τM1
(5)
However, in the absence of such a well-defined timescale
τM , as will be the case with Weyl quasiparticles below,
we need to use the general form Equation (1) or (2).
Given this linear relation between n˜q(z) and nq(0), we
can deduce the low frequency behavior of the density
linear response function χ˜q(z). This response function
χq quantifies the density response to a chemical potential
wave µq(t) according to:
nq(t) = −i
∫ t
−∞
dt′ χq(t− t′)µq(t′)
⇒ nˆq(Ω) = χ˜q(Ω + i0)µˆq(Ω) (6)
where fˆ denotes the usual temporal Fourier transform
of f(t). At low frequencies z with Im(z) > 0, we can
show that the frequency dependence of χ˜q(z) is com-
pletely determined by the memory function M˜q(z) via
the relation27
χ˜q(z) =
(
−M˜q(z)
z − M˜q(z)
)
χ˜q(i0+) (7)
≈
(
iDq2
z + iDq2
)
χ˜q(i0+), |z|τM  1
III. ELECTRON DIFFUSION WHEN THE
IMPURITY SCATTERING AMPLITUDE IS
ANISOTROPIC
Before embarking on finding the diffusion mechanism
in Weyl semimetals, we shall take a detour and calcu-
late the charge density response in an electron gas in the
presence of random potential disorder, when the scat-
tering amplitude is anisotropic, i.e, varies with the an-
gle between incoming and outgoing momenta. It is well
known from the Boltzmann transport equation approach
or a diagrammatic calculation of the renormalized uni-
form current vertex that this changes the appropriate
microscopic timescale entering the diffusion process from
the quantum state lifetime τ to the transport lifetime
τ tr, both of which are defined in Equations (10) and (18)
below. Since the diagrammatic method is used for de-
riving quantum corrections to the Boltzmann result (like
weak localization) it is useful to be able to treat the case
of anisotropic scattering in this framework also. Even
though this seems to be fundamental enough to have
been derived before, we found the research literature to
be lacking in this respect and shall derive the procedure
in this section.
A. Electron self energy Σ
We first recount the well-known procedure to ob-
tain the single particle Green’s function in the presence
of a static disorder potential U , which has zero mean
(〈U(r)〉 = 0) and satisfies the ‘white noise’ criterion at
long enough length scales:
〈U(r)U(r′)〉 = ζ δ(r − r′) (8)
Here 〈•〉 denotes averaging over different realizations of
disorder. As an example, if we consider a density nimp
of random short range potential wells V with 〈V (r)〉 = 0
and
〈(∫
V (r)ddr
)2〉
= U20 , where d is the spatial di-
mension, then we can show that ζ = nimpU
2
0 . We shall
assume that the electron wave functions are labelled by
their momentum k and that the dispersion is isotropic
(for convenience of calculation) and is given by εk ≡ εk,
and that the scattering amplitude 〈k |U | q〉 ≡ Ukq is al-
lowed to depend sensitively on the angle θkq between the
incoming and outgoing momenta. This is true, for ex-
ample, in the cases of Dirac or Weyl fermions, the latter
of which we shall consider in the next section. In that
case we can assume the following general form for the
disorder-averaged squared magnitude of the scattering
amplitude involving states at similar energies29:
1
V
〈
|Ukq|2
〉
= U(, θkq),  = εk ≈ εq (9)
where V is the total volume30. We shall assume for our
purposes that the dependence on  is mild (defined by a
relation analogous to (22)) and the above form will be
substituted in place of the impurity-correlation potential
denoted by the starred vertex dashed line in Feynman
diagrams.
k,ω k,ωp,ω
FIG. 2. The self energy Σ(ω,k) in the Born approximation.
The disorder-averaged retarded/advanced electronic
self energy ΣR/A(ω,k) is calculated, in the Born approx-
imation, by the Feynman diagram shown in Figure 2.
This yields the effective state lifetime τ(ω) to be, for
ω ≈ εk,
Im(ΣR/A(ω,k)) = Im
[∫
ddp
(2pi)d
V −1
〈|Ukp|2〉
ω − εp ± i0
]
= ∓pig(ω) 〈U(ω, θkp)〉pˆ ≡ ∓
1
2τ(ω)
(10)
5Here, g() is the electronic density of states (DOS) at
energy  and 〈•〉pˆ averages the enclosed expression over
directions of p. For example,
〈U(ω, θkp)〉pˆ
d=2
=
∫ 2pi
0
dθkp
2pi
U(ω, θkp)
d=3
=
∫ pi
0
sin θkp dθkp
2
U(ω, θkp) (11)
The real part of Σ renormalize the spectrum and quasi-
particle weight, both of which are not going to affect the
following discussion and will be neglected in this paper.
The ‘quasiparticle’ peak of the single particle Green’s
function is thus going to be given by
GR/A(ω,k) ' 1
ω − εk ± i2τ(ω)
(12)
B. The density vertex correction
k,ω k,ω
k+q,ω+Ω
p,ω
p+q,ω+Ω k+q,ω+Ω
= +
 (k,!|k + q,! + ⌦)  (p,!|p+ q,! + ⌦)
FIG. 3. Bethe-Salpeter equation for the vertex ρˆq(Ω).
The diffusion pole that is expected to arise in the
density response function Eq. (7) is obtained by cor-
rectly calculating the density vertex, maintaining num-
ber conservation20. For this, we need to solve the Bethe-
Salpeter equations for the density vertex22,26,31,32 corre-
sponding to ρˆq(Ω) (as is schematically sketched in Fig-
ure 3):
Γ(k, ω|k + q, ω + Ω) = 1 +
∫
ddp
(2pi)d
〈
|Ukp|2
〉
V
Γ(p, ω|p+ q, ω + Ω)GA(ω,p)GR(ω + Ω,p+ q) (13)
There are also contributions corresponding to the prod-
ucts GRGR and GAGA which we shall neglect in this
paper as they do not influence the low frequency diffu-
sive contribution to transport25 and only serve to cancel
out unphysical contributions from the high energy states.
We shall also only be interested in values of ω ≈ εk,
which tells us that the values of p that contribute sub-
stantially to the integral on the right are those for which
εp ≈ ω ≈ εk (‘classical’ ballistic transport in between
collisions). Thus the k-dependence of Γ is reduced to
those through εk and the dependence on the orienta-
tion of k w.r.t q, i.e via the angle θkq. In the follow-
ing, we shall thus write the vertex renormalization as
Γ(εk, θkq, q,Ω) ≡ Γ(k, ω|k + q, ω + Ω) when ω ≈ εk.
Equation (13) then becomes
Γ(εk, θkq, q,Ω) = 1 +
∫
ddp
(2pi)d
U(εk, θkp)Γ(εp, θpq, q,Ω)GA(εk,p)GR(εk + Ω,p+ q) (14)
As far as we can tell, this explicit dependence on θkq
has been neglected in previous published research. This
is justified only when the impurity scattering is indepen-
dent of the angle between the incoming and outgoing mo-
menta. Because of this, past calculations involving the
vertex renormalization have failed to distinguish between
the transport lifetime and state lifetime, and cannot be
applied to the cases of Dirac and Weyl fermions without
invoking the Boltzmann transport equation.
In order to solve Equation (14), we decompose the an-
gular functions into a complete basis of angular modes for
θkq, the specifics of which depend on the dimension. For
d = 2, these would be the cosines cos(nθ) while in d = 3,
which we shall concentrate on, we shall use the Legendre
polynomials P`(cos θ) which are the m = 0 components
of the spherical harmonics Y`m(θ, φ) and are independent
of the azimuthal angle φ. Thus we define
Γ(εk, θkq, q,Ω) =
∞∑
n=0
γn(εk, q,Ω)Pn(cos θkq) (15)
6and also the angular averages
〈U(, θ)Pn(cos θ)〉ang =
αn
2pig()τ()
(16)
In particular, using Equation (10) we see that
α0 = 1 (17)
Also, we can define the transport lifetime via
1
τ tr(εk)
= 2pi
∫
ddp
(2pi)d
U(εk, θkp)(1− cos θkp)δ(εp − εk)
=
1− α1
τ(εk)
(18)
Using the shorthand notations θa ≡ θak for any vector
a, εk = , τ ≡ τ(εk), ∆ =  − εp + i2τ and δ = vp · q −
Ω = vq cos θpq−Ω, we can manipulate the Bethe-Salpeter
equation (14) as follows:
Γ(θq, q,Ω)− 1
=
∫
ddp
(2pi)d
U(, θp)Γ(, θqp, q,Ω)GA(,p)GR(+ Ω,p+ q)
=
∫
ddp
(2pi)d
Γ(, θqp, q,Ω)
U(, θp)
∆∗(∆− δ)
=
∫
dεpg(εp)
〈
Γ(, θqp, q,Ω)
U(, θp)
|∆|2
×
(
1 +
∆∗δ
|∆|2 +
δ2(∆∗)2
|∆|4 + . . .
)〉
pˆ
≡ T1 +T2 +T3 + . . . (19)
This expansion is justified when |δ|  |∆|, i.e.
|Ω|, vq  1
τ(εp)
≈ 1
τ
(20)
We have expanded till the third term to obtain the lowest
order contributions from both Ω and q, as will be shown
below. These terms are evaluated below.
1. Evaluating T1
Using the decomposition in Equation (15) and sup-
pressing the arguments of γn, we obtain
T1 =
∑
n
γn
∫
dεp
g(εp)
|∆|2 〈U(, θpk)Pn(cos θqp)〉pˆ (21)
Here, we shall make the assumption that the DOS g()
and U are slow functions of  over the scale of τ−1
1
τ()
g′()
g()
 1 (22)
which allows us to also replace g(εp) → g() in the en-
ergy integral in Equation (21) and perform the remaining
Lorentzian integral ∫
dεp
|∆|2 = 2piτ() (23)
to obtain
T1 = 2pig()τ()
∑
n
γn 〈U(, θpk)Pn(cos θqp)〉pˆ (24)
Now, we can show33 that angular averaging 〈•〉p⊥k over
the azimuthal angle of p, when k provides the zenith
direction, yields
〈Pn(cos θqp)〉p⊥k = Pn(cos θq)Pn(cos θp) (25)
which helps us simplify further and use Equation (16) to
obtain the result
T1 =
∑
n
γnαnPn(cos θq) (26)
2. Evaluating T2
Using the decomposition in Equation (15) we obtain
T2 =
∑
n
γn
∫
dεp
g(εp)∆
∗
|∆|4 ×
〈U(, θpk)Pn(cos θqp) (vq cos θqp − Ω)〉pˆ (27)
As before, the DOS may be replaced by g() and the
energy integral evaluates to∫
dεp
∆∗
|∆|4 = −2ipiτ
2 (28)
In order to evaluate the angular integral, we need to use
the relation
xPn(x) =
(n+ 1)Pn+1(x) + nPn−1(x)
2n+ 1
≡ dnPn+1 + fnPn−1 (29)
and the angular averaging property Equation (25) to ob-
tain
T2 = −iτ
∑
n
γn
[
ΩPn(θq)αn
− vq(dnPn+1(θq)αn+1 + fnPn−1(θq)αn−1)
]
(30)
3. Evaluating T3
Using the decomposition in Equation (15) we obtain
T3 =
∑
n
γn
∫
dεp
g(εp)(∆
∗)2
|∆|6 ×〈
U(, θpk)Pn(cos θqp) (vq cos θqp − Ω)2
〉
pˆ
(31)
7Extracting the DOS from the energy integral, the remain-
ing energy integral reduces to∫
dεp
(∆∗)2
|∆|6 = −2piτ
3 (32)
In order to evaluate the angular integral in this case, we
need to use the relation
x2Pn = anPn+2 + bnPn + cnPn−2 (33)
where
an =
(n+ 1)(n+ 2)
(2n+ 1)(2n+ 3)
(34a)
bn =
4n3 + 6n2 − 1
(2n+ 3)(2n+ 1)(2n− 1) (34b)
cn =
n(n− 1)
(2n+ 1)(2n− 1) (34c)
Using these, Equation (29) and the angular averaging
property Equation (25) in Equation (31), we find
T3 = −τ2
∑
n
γn
[
Ω2Pn(θq)αn+
v2q2 (anPn+2(θq)αn+2 + bnPn(θq)αn + cnPn−2(θq)αn−2)
− 2Ωvq(dnPn+1(θq)αn+1 + fnPn−1(θq)αn−1)
]
(35)
4. Recursion relations for γn
Substituting Equations (26), (30) and (35) in Equa-
tion (19), using the decomposition (15) and comparing
the coefficients of Pn(θq) on either side, we obtain a set
of recursion relations:
γn − δn0 = αn
[
γn
(
1 + iτΩ− τ2 (bnv2q2 + Ω2))
− τ2v2q2(γn−2an−2 + γn+2cn+2)
+
(−iτvq + 2Ωvqτ2) (γn+1fn+1 + γn−1dn−1) ] (36)
This tells us that if αn = 0 for n ≥ m, then γn≥m = 0.
Let us note that Ωτ and vqτ are the small parameters
(see Equation (20)) by which we can perturbatively solve
these recursion relations. Expressing the mth recursion
relation as
2∑
n=−2
Cm,nγm+n = δm,0 (37)
we find that Cm,n is, in general, of the |n|th order in
smallness. The only exception is C00, which is of the sec-
ond order in smallness because α0 = 1 leads to an exact
cancellation, a consequence of particle number conser-
vation/gauge invariance. Because of this, to the lowest
order, we find
γ0 =
C11
C00C11 − C1,−1C01 , (38a)
γ1 =
−C1,−1
C00C11 − C1,−1C01 , etc. (38b)
In general, all γn are going to have the quantity C00C11−
C1,−1C01 in their denominators, which, we shall show
now, yields the diffusive pole for the density vertex. In-
deed,
C00C11 − C1,−1C01
≈ (−iτΩ + b0v2q2τ2)(1− α1)− (−iτvq)2d0f1α1
= (1− α1)
(
−iτΩ + v
2q2τ2
3(1− α1)
)
(39)
whose zero at Ω ≡ −iD()q2 yields the diffusion coeffi-
cient
D() =
v2τ()
3(1− α1) =
v2τ tr()
3
(40)
in terms of the transport lifetime τ tr (Equation (18)),
consistent with the Boltzmann approach.
To complete the current discussion, we shall write
down the density vertex up to the Legendre function
of order 1, which is the relevant case for Dirac/Weyl
fermions:
Γ(εk, θkq, q,Ω) =
i
τ(εk)
+ α11−α1 vq cos θkq
Ω + iD(εk)q2
(41)
IV. DIFFUSION IN WEYL SEMIMETALS
Semimetals have band structures where the valence
and conduction bands touch at isolated point(s) in mo-
mentum space. Near these touching points the effective
band theory in terms of k, the deviation in momentum
space from the touching point, is most generally given by
a ‘Weyl’ theory
HW = vσ · k (42)
In general the velocities in different directions are differ-
ent but we can always use appropriate anisotropic scal-
ing transformations to obtain the ‘isotropic’ form Equa-
tion (42). A slowly varying background disorder poten-
tial in this theory has the form
Vˆ = U(r)1 (43)
The conduction(+)/valence(−) bands of the Weyl the-
ory Equation (42), with dispersions ε±,k = ±vk, possess
respectively the following wavefunctions:
ψk,+ =
1√
2
(
e−iφk cos θk2
sin θk2
)
(44a)
ψk,− =
1√
2
(
e−iφk sin θk2
− cos θk2
)
(44b)
8where (θk, φk) are the colatitude and azimuthal angles
for k in polar coordinates. Using this we can show that
|〈k′, s′|k, s〉|2 = 1 + ss
′ cos θkk′
2
(45)
and hence, the disorder potential (43) satisfying the
‘white noise’ criterion (8) has the property
1
V
〈
|Usk,s′q|2
〉
=
ζ
2
(1 + ss′ cos θkq) (46)
When q ≈ k and s = s′ in the above, it is also equal
to U(s,k, θkq) by definition (Equation (16)) and so we
obtain
α1 = 1/3, αn>1 = 0 (47)
which implies, using (18),
τ tr() =
3
2
τ() (48)
A. Self-Energy in the SCBA
While our derivation of the diffusion law in Weyl
semimetals will involve the self energy evaluated in
the Born approximation (valid for very weak disorder
ζ → 0), it will be instructive to evaluate it in the self-
consistent Born approximation (SCBA) to expose inter-
esting physics suggested previously18,19. In the SCBA,
the self energy is again given by the diagram Figure 2,
where we interpret the electron propagator as also includ-
ing the self energy correction. The self-consistent equa-
tion then becomes, with the momentum-independence of
the self energy matrix Σ leading to the simple diagonal
form Σ ∝ Σ1 ,
ΣR/A(ω,k) = ζ
4pi
8pi3
∫ Λ
0
ω − ΣR/A
(ω − ΣR/A)2 − v2p2 p
2 dp
=
ζ
2pi2v3
(ω − ΣR/A)
[
−vΛ + (ω − ΣR/A) tanh−1 vΛ
ω − ΣR/A
]
' ζ
2pi2v3
(ω − ΣR/A)
[
−vΛ∓ i(ω − ΣR/A)pi
2
]
+O
(ω
Λ
)
(49)
For ω  Λ and ζΛ < 2pi2v2, the above equations can be
solved to yield
ΣR/A(ω,k) =
ζ
2pi2v3
(
− ω
1− ζΛ2pi2v2
∓ ipi
2
(
ω
1− ζΛ2pi2v2
)2)
+O
(ω
Λ
)
(50)
This tells us that the disorder introduces a field renormal-
ization Z = 1− ζΛ2pi2v2 as well as renormalizes the fermionic
velocity v → vZ. The latter is consistent with a QPT
at ζ ≈ v2/Λ, when v → 0 (the bandwidth collapses) and
the DOS at zero energy becomes nonzero18,19. Taken lit-
erally, however, since Z → 0+ as one approaches this
transition, the quasiparticles are destroyed both because
of the loss of quasiparticle weight and a divergence of the
quasiparticle damping (since |Im(Σ)| ∝ Z−2) and it is
clear that better approximation schemes are necessary to
calculate the quasiparticle behavior near the transition.
In this paper, we shall be interested in the limit of
weak disorder when the Born approximation is valid. In-
troducing a new energy scale defined using the disorder
strength
E = 4piv
3
ζ
(51)
the Born approximation is valid when
E  Λ ω (52)
In this approximation, the fermion propagator assumes
the simple form
GR/A(ω,k) =
(
ω − vσ · k ± i
2τ(ω)
)−1
(53)
with
τ(ω) =
2E
ω2
(54)
Upon ‘rotation’ to the conduction/valence band basis
(s = ±), we recover the diagonal form (12) of the Green’s
function
G
R/A
s=±(ω,k) =
1
ω − εs,k ± i2τ(ω)
, εs,k = svk (55)
B. The density vertex correction
We can now use results from section III if condi-
tion (22) is satisfied. Indeed, for the Weyl semimetal,
the DOS is
g(ω) =
ω2
2pi2v3
(56)
and condition (22) becomes equivalent to
ω  E (57)
which is already included in the condition (52). Thus,
we can use Equation (41) and obtain
Γ(εs,k, θkq, q,Ω) =
i
τ(εs,k)
+ vq2 cos θkq
Ω + iD(εs,k)q2
(58)
The diffusion coefficient given by (using Equation (40))
D(ω) =
v2E
ω2
(59)
9and is a very sensitive function of energy, in contrast to
cases where the Fermi surface is not at/close to a node
in the DOS. Following the inequality (20), we find that
the last two expressions are valid for
|Ω|, vq  ω
2
E (60)
C. The density response function
k,ω
k+q,ω+Ω
 ("k, ✓kq, q,⌦)
FIG. 4. The charge response function in the ladder approxi-
mation. The renormalized vertex (shaded region) satisfies the
Bethe Salpeter equation in Figure 3.
The density response function (6) is given by25
χ˜q(Ω + i0) =
∑
s=±
∫
dω
2pii
(nF (ω + Ω)− nF (ω))×∫
d3k
(2pi)3
Γ(εs,k, θkq, q,Ω)G
A
s (ω,k)G
R
s (ω + Ω,k + q)
− (value at q = 0) (61)
The subtraction at q = 0 is required because the bare
density operator used is not ‘normal-ordered’ while we
are finding the response function for the change in the
density, which is a ‘normal-ordered’ quantity. When con-
dition (60) is satisfied for a given ω, using Equations (58)
and (23) the product of the Green’s functions above can
be evaluated as follows∑
s
∫
d3k
(2pi)3
Γ(εs,k, θkq, q,Ω)G
A
s (ω,k)G
R
s (ω + Ω,k + q)
'
i
τ(ω)
Ω + iD(ω)q2
∫ ∞
−∞
d
g()∣∣∣ω − + i2τ(ω) ∣∣∣2
' 2piig(ω)
Ω + iD(ω)q2
(62)
which in combination with (61) yields,
χ˜q(Ω + i0) =
∫ ∞
−∞
dω
(
∂nF (ω)
∂ω
)
g(ω)
Ω
Ω + iD(ω)q2
− (value at q = 0) (63)
Of course, this evaluation required the condition (60) to
be satisfied for all ω in the above integral, which would
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FIG. 5. The contribution of particle-hole pairs at various
energies to the diffusion process. The shaded region shows the
negligible ∼ 4% contribution from pairs with energies |ω| < T .
naively require Ω→ 0. This is because the states close to
the Weyl/Dirac point have lifetimes τ(ω → 0)→∞ and
hence exhibit ballistic transport. However, these states
contribute negligibly to the full charge response since the
weighing function |g(ω)∂nF (ω)/∂ω| in the ω integral is
peaked around ω ' ±2.4T and has negligible weight (∼
4%) for |ω| < T , as is shown in Figure 5. Thus the
condition for observing diffusive transport is actually
|Ω|, vq  1
τ(T )
∼ T
2
E (64)
Thus, to conclude, for Ω, vq  T 2/E  T ,
χ˜q(Ω + i0) =
∫
Ωτ(ω)<1
dω
(
−∂nF (ω)
∂ω
)
g(ω)
iD(ω)q2
Ω + iD(ω)q2
(65)
The lower limit in the ω-integral is decided by the condi-
tion for deriving the diffusive form of the density vertex,
which translates to the condition ω >
√
ΩE . The charge
response is diffusive but with a continuum of diffusive
poles D(ω)q2 ranging from D(ω →∞)q2 = 0 till approx-
imately D(T )q2. Thus, in the time domain, the charge
response should be much slower than the usual exponen-
tial decay with a single timescale (Dq2)−1 that is present
for usual diffusion with a fixed diffusion coefficient D:
χq(t) ∼ e−Dq2t. Indeed, transforming Equation (65) to
the time domain and using Equations (59) and (56), we
find
χq(t) ≈ Θ(t)q2
∫
|ω|>T
dω
(
−∂nF (ω)
∂ω
)
g(ω)D(ω)e−D(ω)q
2t
= Θ(t)
Eq2
2pi2v
∫ ∞
1
dx
ex
(ex + 1)2
e−D(T )q
2t/x2
(
x =

T
)
(66)
This is not clear from the form of the integrand above,
but this integral can be approximately calculated us-
ing the saddle point approximation34, for large times
10
D(T )q2t  1. The saddle point of the exponent of the
integrand occurs at:
xs ≈ (2D(T )q2t)1/3 +O(e−(D(T )q2t)1/3) (67)
Utilizing the usual saddle point evaluation technique, we
obtain the large time behavior of the density response
function:
χq(t) ≈ Θ(t) Eq
2
v
√
3pi3
(
D(T )q2t
4
)1/6
e
−3
(
D(T )q2t
4
)1/3
for D(T )q2t 1 (68)
Figure 5 shows that this analytical long time expression
matches the solution from (66) very well. This ‘stretched
exponential’ time dependence, a new physical result, is
qualitatively different and slower than the usual exponen-
tial in time decay mentioned previously. This behavior
is also insensitive to how the cutoff near |ω| = T is han-
dled. This is because the long time behavior arises from
the contribution of quasiparticle states at higher energies
that have smaller diffusion coefficients and hence slower
diffusion timescales. Another point to note is that the in-
tegral expression in Equation (66) is valid for timescales
t longer than τ(T ) (τ(ω) is a decreasing function of ω)
t τ(T ) = 2E
T 2
⇒ D(T )q2t (vqτ(T ))2 (69)
Since vqτ(T )  1, we can trust the answer from the
aforementioned integral for almost the full range of
D(T )q2t > 0. This is plotted in Figure 6, in the form
of χq(t)/χq(0), and compared to the exponential decays
e−Dq
2t that would have resulted if all particles diffused
with a diffusion coefficients D = D(T ) or D = D(2.4T ),
where 2.4T as the typical energy of the Weyl quasiparti-
cles taking part in diffusion (see Figure 5 and the associ-
ated discussion).
D. The diffusion memory function
for Weyl fermions
We are now in a position to figure out the diffusion
equation obeyed by the Weyl fermions. Comparing Equa-
tions (7) and (65), we can solve for the memory function
M˜(z):
−M˜q(Ω + i0)
Ω− M˜q(Ω + i0)
=
χ˜q(Ω + i0)
χ˜q(i0+)
=
∫
dωP(ω) iD(ω)q
2
Ω + iD(ω)q2
where the normalized weighing function is
P(ω) ∝ Θ (Ωτ(ω)− 1)
(
−∂nF (ω)
∂ω
)
g(ω),
∫
dωP(ω) = 1
(70)
The Heaviside step function Θ explicitly removes the
non-diffusive contribution from energies with Ωτ(ω) < 1.
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FIG. 6. Comparing the slow diffusive decay of χq(t) in Weyl
semimetals with that of particles diffusing with diffusion co-
efficients D = D(T ) or D = D(2.4T ), where 2.4T is the typi-
cal energy of the quasiparticles taking part in diffusion. The
plots are log-linear so exponential decays in the quantity on
the horizontal axis (∝ t in (a) and ∝ t1/3 in (b)) show up as
straight lines. The analytical approximation (‘fit’) for large
times, as derived in Equation (68), is also shown on these
plots for comparison.
Manipulating the previous equations, we find
M˜q(Ω + i0) = −iq2
∫
dω P(ω)D(ω)Ω+iD(ω)q2∫
dω P(ω)Ω+iD(ω)q2
(71)
Since D(ω) decreases without bound as ω →∞, there is
no small timescale beyond which this memory function
can take on the simple form in Equation (5) and so there
is no (band cutoff-independent) timescale beyond which
the Weyl fermions will follow a simple diffusion equation.
This physical statement can be visualized by following
the time evolution of a particle density wave nq(t). For
particles that satisfy a diffusion equation with diffusion
coefficient D, Equation (3) tells us that nq(t)/nq(0) ∼
e−Dq
2t. However, for the Weyl case, using Equations (2)
11
and (7), we find
n˜q(Ω + i0)
nq(0)
=
1
Ω
(
1− χ˜q(Ω + i0)
χ˜q(i0+)
)
∝
∫
dω
(
−∂nF (ω)
∂ω
)
g(ω)
Ω + iD(ω)q2
(72)
This means that for long times t τ(T )
nq(t)
nq(0)
∝
∫
dω
(
−∂nF (ω)
∂ω
)
g(ω)e−D(ω)q
2t
∝
∫ ∞
0
dxx2
ex
(ex + 1)2
e−D(T )q
2t/x2
(
x =

T
)
≈ 4
√
pi
3
(
D(T )q2t
4
)1/6
e
−3
(
D(T )q2t
4
)1/3
for D(T )q2t 1 (73)
This stretched exponential decay, found using a saddle
point analysis, is similar to that for the density response
function (Figure 6). The numerically evaluated integral
is compared against the exponential decays (4) of a den-
sity perturbation for conventional particles diffusing with
a diffusion coefficients D(T ) or D(2.4T ) in Figure 7.35
E. A phenomenological picture of Weyl diffusion
Equations (65) will now be derived from a simple
phenomenological model of Weyl fermion quasiparti-
cles, with particles at different energies diffusing inde-
pendently with an energy-dependent diffusion coefficient
D(). This clarifies the physical picture of the uncon-
ventional behavior uncovered in the past few subsections.
Denoting the density of particles at energy  by the quan-
tity nq(t|), we should have
nq(t) =
∫
d nq(t|) (74)
At t = 0, we shall assume thermal equilibrium in the
presence of a frozen fluctuation µq in the chemical po-
tential. In that case
nq(t = 0) =
∫
d g()
(
−∂nF ()
∂
)
µq
⇒ nq(t = 0|) = g()
(
−∂nF ()
∂
)
µq (75)
and also
χ˜q(i0+) =
nq(t = 0)
µq
=
∫
d g()
(
−∂nF ()
∂
)
(76)
Following the discussion surrounding Figure 5, we see
that nq(t = 0|) is negligible for  < T and thus we should
disregard them in the discussion below. Now, we shall
relax the chemical potential to the constant equilibrium
value and calculate the diffusive process by which the
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FIG. 7. Comparing the slow diffusive decay of a density per-
turbation nq(t) in Weyl semimetals with that of conventional
particles diffusing with diffusion coefficients D = D(T ) or
D = D(2.4T ) according to Equation (4), where 2.4T is the
typical energy of the quasiparticles taking part in diffusion.
The plots are log-linear so exponential decays in the quantity
on the horizontal axis (∝ t in (a) and ∝ t1/3 in (b)) show up
as straight lines.
numbers relax to their equilibrium (zero) values. Using
Equation (3),
n˜q(z|) = nq(t = 0|)
z + iD()q2
, |z|τ() 1
=
(
−∂nF ()
∂
)
g()
z + iD()q2
µq (77)
Thus, using Equation (74), the total density response is
n˜q(z) =
∫
|z|τ()<1
d
(
−∂nF ()
∂
)
g()
z + iD()q2
µq
≡ nq(0)
z − M˜q(z)
(using (2)) (78)
and so
χ˜q(i0+)
z − M˜q(z)
=
∫
|z|τ()<1
d
(
−∂nF ()
∂
)
g()
z + iD()q2
(79)
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Finally, using Equations (7) and (76),
χ˜q(z) =
(
1− z
z − M˜q(z)
)
χ˜q(i0+)
=
∫
Ωτ(ω)<1
d
(
−∂nF ()
∂
)
g()
iD()q2
z + iD()q2
(80)
which is identical to Equation (65) and proves the appli-
cability of this simple picture to the previous results of
this section.
V. DIFFUSIVE CONDUCTIVITY, VECTOR
DISORDER AND COULOMB INTERACTIONS
We conclude the main body of this paper with
comments about the conductivity of disordered Weyl
semimetals at finite temperature and the effects of includ-
ing isotropic ‘vector’ disorder, i.e, disorder terms propor-
tional to the Pauli matrices in (42), assuming rotational
isotropy.
A. Conductivity
Using the continuity equation −e∂tρ+∇ · J = 0, the
(longitudinal) conductivity σ = σxx = σyy = σzz may be
related to the density response function χ:
σq(Ω) = −ie2 Ω
q2
χq(Ω) (81)
In the diffusing limit Ω, vq  T 2/E  T , we can use (65)
to obtain
σq(Ω) '
∫
Ωτ(ω)<1
dω
(
−∂nF (ω)
∂ω
)
g(ω)
e2ΩD(ω)
Ω + iD(ω)q2
(82)
Taking the limit q → 0 and then Ω→ 0, we arrive at the
DC conductivity
σDC ' e2
∫
dω
(
−∂nF (ω)
∂ω
)
g(ω)D(ω)
=
e2E
2pi2v
≡ 4e
2v2
ζh
(83)
where the Planck’s constant h has been restored and the
result is re-expressed in terms of ζ defined in (8). This
answer is equivalent to earlier results13,14, but with the
correct numerical factors13 and the renormalization of
the current vertex25, equal to the ratio τ tr/τ = 3/2.
In addition, for small Ω the diffusive component of the
conductivity decreases from its DC value by a term pro-
portional to
√
Ω, as has been obtained previously14 (but
without using the conserving approximation or taking
into account the diffusive-ballistic crossover). This arises
due to the ∼ √ΩE behavior of the lower limit of the ω
integral in (82), below which ballistic transport occurs.
However, in this energy range the calculations need to in-
corporate the diffusive-ballistic transition accurately, as
well as inter-band scattering processes in order to cor-
rectly obtain the coefficient of this
√
Ω term.
B. Vector disorder
In addition to the usual ‘potential’ disorder term
U(r)1, we can also include ‘vector’ disorder in the Weyl
theory (42)
HV = V (r) · σ (84)
We assume ‘white’ noise disorder with rotational symme-
try restored on the average, which means that
〈Va(r)Vb(r′)〉 = δab ζV δ(r − r′) (85)
and also that this ‘vector’ disorder is uncorrelated with
the ‘potential’ disorder on the average 〈VaU〉 = 0. With
these assumptions, we can show that the net effect is
to change the effective interaction induced by disorder,
Equation (86), to the form〈∣∣∣U totalkq ∣∣∣2〉
V
=
ζ
2
(1 + ss′ cos θkq) +
3ζV
2
(
1− ss
′
3
cos θkq
)
(86)
This means that depending on the relative strengths of
the two kinds of disorder, we have
−1
9
≤ α1 ≤ 1
3
(87)
and so
9
10
≤ τ
tr
τ
≤ 3
2
(88)
Apart from this modification the rest of the physics is
the same as when only ‘potential’ disorder is present.
C. Coulomb interactions
Unlike short range quenched disorder which is an ir-
relevant perturbation to the Weyl theory, long range in-
stantaneous Coulomb interaction is a marginal pertur-
bation and results in strong electron-electron scattering
(including inelastic processes) as the temperature is de-
creased. This phenomenon can be approximately treated
using the Quantum Boltzmann Equation and shows that
the conductivity goes to zero as T → 012,13. Thus,
in the presence of Coulomb interactions, our results for
quenched disorder limited transport hold only for high
enough temperatures, when the Coulomb scattering may
be neglected in comparison to that due to quenched dis-
order.
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VI. DISCUSSION
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FIG. 8. Experimental setup for measuring charge diffusion
in a Weyl semimetal. The back gate arrangement induces a
charge density modulation in the Weyl semimetal with a char-
acteristic wavelength λ = 2pi/q that is equal to the distance
between two successive gates with the same polarity. At t = 0,
the gates are switched off and the charge modulation relaxes
to the equilibrium uniform value and this decay is tracked
using, say, an SET-based charge-sensitive probe36. We pre-
dict that the charge decay will follow the form predicted in
Figure 7.
In this paper, we have initially introduced the for-
malism required to compute correctly the renormalized
charge vertex, in the diffuson approximation, in the pres-
ence of disorder with an anisotropic scattering amplitude.
We have then used this to study the case of Weyl fermions
in the presence of quenched disorder in the quantum crit-
ical regime when the chemical potential is small com-
pared to the temperature. These quasiparticles exhibit
anisotropic scattering and their DOS varies sharply with
energy near the Fermi point. The anisotropic scatter-
ing results in the transport timescale being the relevant
quantity in the diffusion parameter, the quantum criti-
cal nature of the problem results in temperature being
the only low energy scale in the theory and the sharp
linear increase of the DOS leads to a very slow uncon-
ventional diffusion process characterized by a memory
function which does not have a sharp upper limit on the
timescales involved.
When a Weyl semimetal is found in the laboratory,
this novel slow diffusive relaxation may be observed as
a test of our theory. The experimental setup would in-
volve preparing a sample of the Weyl semimetal with a
frozen long-wavelength excess charge modulation at t = 0
induced by, say, a backgate arrangement that is electri-
cally insulated from the sample, as shown schematically
in Figure 8. The backgate is then grounded and the
induced charge is allowed to relax to the steady state
uniform distribution. The amount of charge present at
a given time may be sensed using, say, a sensitive SET
charge probe36. The relaxation of charge is then pre-
dicted to follow the slow process shown in Figure 7, with
the value of q being provided by the inverse wavelength
of the induced charge modulation, which may be tuned
by changing the separation between the backgates. The
initial decay may, however, turn out to be much faster in
the experiment, due to charge diffusion along the surface
Fermi ‘arcs’.
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