Abstract. A fundamental issue in P2P networks is that of distributing workload in a balanced way to optimize performance. Unfortunately, optimal load balance is difficult to realize, although it is easy to compute, because participants of P2P networks are usually self-interested and seek to maximize their individual utility without considering system-wide utility. In this paper, we study the influence of selfish behaviors on the load balance in P2P networks, and propose a priority based load balancing scheme to help a P2P network achieve better performance. The scheme is simple and effective, and can be easily used in a P2P environment. Besides presenting the theoretical foundation of our scheme, we also address its major implementation issues and conduct extensive experiments to verify its effectiveness and practicality.
Introduction
A peer-to-peer network is a network that relies on the collaboration of its participants, who pool their resources to benefit everyone. A fundamental issue in a P2P network is that of distributing workload in a balanced way to optimize its performance. In particular, given a number of peers who are offering the same services, the network needs to find an assignment of jobs to these peers such that the expected response time to these jobs is minimized. While a balanced workload distribution can always be found in principle, it is difficult to be realized in a P2P network where each participant is self-interested and rational, and seeks to minimize the response time to its own jobs without considering the efficiency of the whole network.
An example of the load balancing problem in a self-interested P2P network is illustrated in figure 1 . Suppose peers A and B are providing the same service in a P2P network, and a number of peers wish to send n jobs to A or B to be processed. Suppose the response time for A to finish a job is always one minute, no matter how many jobs are arriving at A simultaneously. This can be represented by a function of response time, i.e. R(x) = 1, where x denotes the job arrival rate to A. In contrast, the response time for B to finish a job increases linearly with its job arrival rate, and its function of response time is R(x) = x n . If the other peers are selfish and rational, they will choose to send their jobs to B, as it should minimize the response time to their own jobs. In the end, all n jobs are jammed at B, and the average response time to these jobs ends up at one minute. From the system-wide perspective, this is surely not the optimal solution: if n 2 jobs are submitted to A and the other n 2 jobs are submitted to B, the average response time could be as small as 3 4 minute. Unfortunately, no peer is willing to sacrifice by sending his jobs to A. In economics, this phenomenon is known as "social dilemma", which describes the situation where all participants seek to maximize their individual utilities, but as a result get utilities which are worse than what they could achieve by cooperation.
Selfish behavior in large-scale computer networks has been extensively studied in recent years. Investigated areas include network routing [1] [2] [3] , resource allocation [4] , quality of service [5] and others [6] . Most of this work reveals that the cost of selfish behavior is usually not ignorable. Therefore, a number of strategies, such as pricing [7] and Stackelberg routing [8] , have been proposed to cope with selfish behavior and help a network achieve better performance. However, none of these strategies can be directly applied to a P2P network, where centralized control is very difficult to establish. The investigation on uncoordinated load balancing by Subhash Suri et al [9, 10] is the only work addressing the influence of selfish behavior on load balance in P2P networks. In their work they theoretically analyze the influence of selfish behaviors on load balance and give a worst-case bound to the performance loss caused by selfish behavior. However, no proposal is given for controlling selfish behavior to help a P2P network achieve better load balance.
In this paper, we introduce a priority based load balancing scheme for a self-interested P2P network. In this scheme, each peer divides its jobs into two classes, and assigns one class a higher priority than the other. By adjusting the proportion between the two classes of jobs, the network can optimize its workload distribution. The scheme is simple, effective, and suitable for P2P environments. We theoretically prove that this scheme can help a P2P network achieve optimal load balance. We also address the various issues of implementing this scheme to a real P2P network, and conduct extensive experiments to demonstrate its effectiveness.
The remainder of this paper is organized as follows. Section 2 defines the problem of load balancing in a self-interested P2P network, and discuss the possible solutions. Section 3 introduces our priority based load balancing scheme, and addresses the issues of implementing the scheme in real P2P networks. Section 4 experimentally evaluates the effectiveness and practicality of our scheme. Finally, we conclude this paper in section 5.
We will use the term "uncoordinated load balancing" from [9] to describe the problem of balancing workload among selfish peers. This section presents a model of uncoordinated load balancing and discusses the possible approaches to achieve load balance in a self-interested P2P network.
The Model
Consider a P2P network, where n peers are providing the same kind of service, and the other peers periodically request and receive services from the n peers. We call these n peers servers, and denote them by S 0 , S 1 , ..., S n−1 . We call all the other peers in the network clients. Each server S i would display different efficiency in processing its received jobs. This efficiency can be expressed by a load-dependent function of response time, which is denoted by R i (x), where x is the job arrival rate (load) on the server. In this paper, we assume that R i (x) is always nondecreasing and convex, as it is regarded true in common real-world systems [3] . Suppose the total job arrival rate to the n servers is λ. Then, the triple (n, R, λ) forms an instance of the uncoordinated load balancing problem. A solution to this problem is an assignment of the total job arrival rate (load) over the n servers, which is denoted by a = (λ 0 , λ 1 , ..., λ n−1 ), where λ i is the job arrival rate to S i and λ 0 + λ 1 + ... + λ n−1 = λ. The cost C(a) of a solution a is the total response time of processing the λ jobs. That is,
When the clients in the P2P network are all selfish, they seek to minimize the response time to their own jobs, without regard to the overall cost of the network. As a result, each job will be sent to the peer that would incur the shortest response time. In the end, the assignment of the job arrival rate λ will end in a Nash equilibrium, where no job can improve its response time by switching to a different server. In this Nash equilibrium, the servers that are assigned a positive workload will display equal response time. This can be formally presented as follows.
Lemma 1 A load assignment a = (λ 0 , λ 1 , ..., λ n−1 ) for instance (n, R, λ) is at Nash equilibrium if and only if for every
According to Roughgarden's results on selfish routing [3] , if R i (.) is nondecreasing, there is a unique Nash equilibrium of load assignment for every instance (n, R, λ).
The solution at the Nash equilibrium is not necessarily the optimal solution that has the minimal cost C(a). The optimal solution is indeed the solution to the following nonlinear program (NLP) [11] .
It can be deduced (see [3] ) that, given an instance (n, R, λ), where R(.) is convex, the optimal solution should satisfy the following conditions.
is optimal if and only if for every
In other words, C(a) reaches its minimum when the marginal benefit (R * i (λ i )) of decreasing the load on server S i is at most the marginal cost (R * j (λ j )) of increasing the load on any other peer S j .
We can apply the model to the example in figure 1 . (Suppose n denotes the total job arrival rate instead of the number of arriving jobs.) Through Lemma 1, we find that the load assignment on Servers A and B at the Nash equilibrium is (λ A = 0, λ B = n), and the resulting cost is C(a) = n. Through Lemma 2, we find that the optimal load assignment is (λ A = n 2 , λ B = n 2 ), and its cost is C(a) = 3 4 n. The maximal ratio between the cost of Nash equilibrium solution and the cost of the optimal solution is called the price of anarchy. Some earlier work [3] has shown that selfish behavior can have significant influence on the system-wide performance.
If we consider the optimal load assignment as the balanced one, then the load assignment at the Nash equilibrium would be unbalanced. The objective of our research is to design a mechanism for the P2P network that could affect the clients' selfish behaviors, so that the resulting load assignment will be more balanced.
Possible Solutions
To achieve load balance in a P2P network, obviously we cannot count on the selfish clients to collaboratively distribute their workload in a balanced way. However, we can resort to the cooperativeness of servers. First, the servers have no incentive to disturb the workload distribution, as they benefit nothing from it. Second, as users of a P2P network, they can have improved utility if the network works more efficiently. Therefore, we regard that the servers of a P2P network are usually benign and willing to take action to balance the workload.
Under this assumption, a possible approach to load balance is to calculate the proportion of workload on each server in the optimal load assignment, and restrict each server from taking more workload than that proportion. However, as the workload in a P2P network is changing frequently, it is impractical to estimate the optimal load assignment in real time. If the workload is overestimated, the approach will not work. If it is underestimated, some jobs would be starved severely. Therefore, this approach is not an appropriate solution.
In this paper, we propose a priority based load balancing approach, which achieves optimal load balance by assigning priorities to workload.
Priority Based Load Balancing
Section 3.1 introduces the priority based load balancing scheme. Sections 3.2 and 3.3 give its theoretical foundation. Section 3.4 presents implementation issues.
The Scheme
In our scheme, each server divides the received jobs into two classes -1st class and 2nd class. The jobs in the 1st class have strictly higher priority than the jobs in the 2nd class, in the sense that a server will always first process the 1st class jobs prior to 2nd class jobs. To differentiate between the two classes of jobs, a server selects a number of clients in the network and assigns each of them a 1st class quota, which specifies the number of 1st class jobs it can submit to the server per time unit. Later on, the jobs arriving from these clients within their 1st class quotas will be regarded by the server as the 1st class jobs, and the other jobs will fall into the 2nd class.
Applying this priority based approach to our model, the job arrival rate λ i on each server S i becomes the sum of the arrival rates of the two classes of jobs, which can be represented by λ i = λ i denotes the arrival rate of the 2nd class jobs. As we will show subsequently, by setting appropriate 1st class quotas on each server, we can guarantee that, for all the servers, the response time of any 1st class jobs is always shorter than that of 2nd class jobs. Therefore, whenever a client is issuing jobs, it will first use up its 1st class quota, so as to minimize the response time. Hence, λ 1 i is directly determined by the amount of the 1st class quota S i assigns to its clients. At the same time, each client will also seek to minimize the response time to its 2nd class jobs. As a result, the assignment of λ 2 i will end in a Nash equilibrium, where no 2nd class job can improve its response time by switching to a different server. In this scheme, the final load assignment λ
on each server can be adjusted by adjusting the 1st class quotas. The basic idea of our priority based load balancing is to appropriately set the 1st class quotas on each server to optimize the load distribution. In the next section, we prove that we can achieve the optimal load balance through this scheme.
Finding Optimal Solution
Suppose the original function of response time on server S i is R i (λ i ), where λ i is the job arrival rate to the server, i.e. λ i = λ 1 i + λ 2 i . As the 1st class jobs have strictly higher priority than the 2nd class jobs, the response time for the 1st class jobs will not be affected by the 2nd class jobs present. Therefore, the response time for the 1st class jobs on server S i will be R i (λ 
Solving this equation, we get the response time function for the 2nd class jobs as
As we have stated earlier, the arrival rates of the 1st class jobs (λ 
The optimal load assignment is the assignment that incurs the smallest over-
. Following the spirit of Lemma 2, the criterion of the optimal solution is:
The objective of our scheme is to find a assignment of the 1st class jobs (λ that satisfy 1. 
. ∠a j is the slope angle of the line connecting that satisfy 1.
To solve this problem, we proceed as follows: As function R i (x) is nondecreasing and convex, function R i (x)x must be nondecreasing and convex too. Then, we can prove that the above three steps can always find a solution to Problem (2), as well as Problem (1) . With the resulting λ n−1 , so that the P2P network can achieve optimal load balance.
In addition, step 2 guarantees that if λ
That is to say, if a server receives 1st class jobs, it will certainly also receive 2nd class jobs. As all the 2nd class jobs have the same response time at the Nash equilibrium, we can guarantee that the response time of any 1st class job is shorter than that of the 2nd class jobs. This justifies our previous assumption that a client would always first use up its 1st class quota in order to minimize the received response time.
Tuning Method
While we have theoretically proved that our scheme can achieve optimal load balance, it is still difficult to realize the scheme in a practical P2P system. On the one hand, it is infeasible to accurately estimate the workload in a P2P network in real time. On the other hand, it is very costly to obtain the response time functions of all peers. Both make it difficult to compute the optimal load assignment. Thus, a more practical strategy of load balancing can be composed of two steps. First, when a P2P network starts or when a new server joins the network, the server contacts some other servers to initialize its 1st class quota. Second, at running time each server continually observes the network and tunes its workload, to draw the system-wide load assignment closer to the optimal one.
During the tuning step, each peer can increase or decrease its workload by decreasing or increasing the 1st class quota assigned to its clients. This is illustrated in figure 3 , which plots the curve of function R i (x)x, where R i (x) is the response time function of S i . (R i (x)x is always nondecreasing and convex.) The two points (λ Such tuning is limited by an upper bound and a lower bound. Namely, when λ 1 i = 0, the server will receive the maximum workload; when λ 1 i = λ i , the server will receive the minimum workload. In practice, a server can probe the status of some other peers in the network to assess whether itself is overloaded or under-loaded, and tune its workload accordingly. Figure 4 shows the architecture of a server in a P2P network. When a job is sent to the server, a router decides whether the job is in the 1st class or in the 2nd class, and routes the job to the corresponding queue. The processor always first processes the jobs in the 1st class queue. Only when the 1st class queue is empty, it turns to process the jobs in the 2nd class queue. To prevent starvation, some 2nd class jobs will be upgraded to the 1st class if their waiting time exceed a certain threshold. However, the system should ensure that the efficiency of processing the 1st class of jobs is least affected by the 2nd class jobs.
Implementation Issues
The load manager is the key component responsible for monitoring and adjusting the workload of the server. It continuously collects statistic information to learn the workload distribution in the network, and correspondingly adjusts the workload of its host server to help improve the load balance of the network. Meanwhile, it also monitors the status of its host server, and reports the information to the network.
In order to achieve load balance, a server needs to assign a proper amount of 1st class quota to its clients. During the quota assignment, the server issues quota certificates to some randomly selected clients. Each quota certificate contains the identity of the target client, the time of expiration, and the quota indicating the number of 1st class jobs the client can submit in a unit time. To protect its integrity, each certificate is signed by the server's private key. When a client submits a 1st class job to the server, it attaches the quota certificate to the job, so that the router can classify it into the 1st class. If the 1st class jobs from a client exceed its quota, the extra jobs will be classified into the 2nd class.
Initializing 1st Class Quota: When a P2P network is started or when a new server joins the network, the server needs to correctly initialize its 1st class quota, so as to attract an appropriate amount of workload. As it is infeasible to accurately compute the optimal load assignment of a P2P network, the initial 1st class quota is estimated through sampling, which can performed through the following steps:
1. Choose a set of sample servers, and compute the optimal load assignment over the sample servers through the process introduced in Section 3.2. 2. Estimate the optimal workload on the new server based on the load assignment over the sample servers. 3. The initial 1st class quota of the new server can be estimated through its optimal workload and the load distribution over the sample servers.
Starting from this initial quota, the server can later tune its workload to further improve the load balance of the network.
Load Assignment Tuning: In load assignment tuning, a server probes the status of other servers to learn whether itself is overloaded or under-loaded, and increases or decreases its 1st class quota correspondingly. The information obtained in each probe will include the response time function and the current workload of each visited server. A server can conduct tuning through the following steps.
1. Calculate the local optimal load assignment over the group of servers that comprise all the probed servers and itself. 2. Compare its current workload against the optimal one obtained in step 1. 3. Tune its 1st class quota through the method introduced in section 3.3, such that its workload reaches the optimal workload. Intuitively, when each server keeps tuning their 1st class quotas, the load assignment in the P2P network will gradually converge to the optimal solution. This will be experimentally verified in the next section.
Experimental Evaluation
We evaluate the proposed load balancing scheme through simulation. We simulate a P2P network that is composed by millions of participants, in which 1000 participants are offering the same service and are considered as servers. The other participants can select any server to submit their jobs. The response time function on each server follows that of M/M/1 queueing system. Namely, it is in the form 1 µ−λ , where µ denotes the service rate of a server and λ denotes the job arrival rate to the server. The distribution of the service rates µ on the 1000 servers follows the Pareto distribution [12] . Due to limited space, only a part of the experiment results are reported.
Initial Load Assignment
The goal of the first set of experiments is to study how much the initial load assignment of our load balancing scheme could improve the performance of the selfish P2P network. The process of initialization follows that in section 3.4.
In the first experiment, we fix the sample size at 20 servers. We vary the workload on the whole network from 20% to 80%, and measure the average response time resulted by the initial load assignment. We also compare this response time against that of the selfish network without using our scheme and that of the cooperative network where optimal load assignment is achieved. The results are shown in figure 5 (a) . As expected, the initial load assignment by our load balancing scheme could remarkably improve the performance of the selfish P2P network (by 10% to 30%).
In the second experiment, we fix the workload of the network at 50%, and vary the sample size from 5 servers to 160 servers. Then we measure the average response time resulting from the initial load assignment. Figure 5 (b) shows the results. As expected, a larger sample could enable the servers to obtain a more complete overview of the P2P network, so that the servers could estimate their 1st class quotas more accurately and achieve better load balance. When the sample increases to 100 servers, the initial load assignment almost reaches the optimal load assignment. 
Load Assignment Tuning
This set of experiments is intended to study how the load assignment tuning of our scheme could improve the load balance of the simulated P2P network. When conducting tuning, a server periodically probes some other servers to assess whether itself is overloaded or under-loaded, and tunes its 1st class quota correspondingly.
In the first experiment, we do not use the initial load assignment, but set all the 1st class quotas to 0. Then, we conduct load assignment tuning on each server by repeating the process in section 3.4. The tuning is performed round after round. In each round, each server tunes its workload once. After each round, we set the load assignment to the Nash equilibrium defined by Lemma 3, and measure the average response time to accomplish a job. The probe size of the tuning varies from 2 servers to 8 servers. Figure 6 (a) plots the varying of average response time when the tuning proceeds. We can see that the load assignment obviously converges to the optimal one as the tuning going on. In addition, a larger probe size amplifies the effects of tuning -with the probe size of 8 servers, the convergence could be twice as fast as with probe size of 2 servers.
In the second experiment, we study the effects of combining initial load assignment and tuning. We fix the probe size of tuning at 2 servers, and vary the sample size of the initial load assignment from 5 servers to 100 servers. Then, we measure the average response time after each round of tuning. The results are shown in figure 6 (b) . As expected, when the initial load assignment is used, the load assignment could converge much faster to the optimal load assignment. The improvement could be further magnified by using a larger sample size for initial load assignment.
Conclusion
In this paper, we proposed a priority based load balancing scheme for a selfinterested P2P network, in which each participant is selfish and seeks to minimize its individual response time without considering the system-wide performance. We theoretically proved the correctness of our scheme, and conducted experiments to show that our scheme helps P2P networks to achieve better load balance in an efficient way.
