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Abstract. This is the first paper in a series of three dealing with HS theories in flat
spacetime. It is divided in three parts. The first part is an elaboration on the method of
effective action, initiated in a previous paper. We study the properties of correlators of currents
in the free fermion coupled to external higher spin (HS) potentials, and develop techniques
for their explicit calculation. In particular we show how they can be calculated via ordinary
Feynman diagram techniques. We also introduce the concept of curved L∞ algebra and show
how it can be realized in the context of the fermion model. In part II we compare the results
of the scalar model and those of the fermion model (coupled to HS fields). We show that the
HS field formulation coming from the scalar model is the ‘square’ of the one ensuing from the
fermion model. Finally, in part III, we analyze the possible obstructions that one may meet in
constructing the effective action: these are the analogs of anomalies in ordinary gauge theories.
We provide explicit and compact formulas of the latter.
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1 Introduction
This paper and the following ones are devoted to the construction and analysis of massless
field models with infinite many fields of increasing spins in flat spacetime. The construction of
interacting relativistic quantum field theories with fundamental fields/particles of spin higher
then two (higher spin, or HS, for short) in a flat background is a longstanding problem of
theoretical physics. On the one hand there are theoretical motivations for searching such theories.
On the wake of (super)string theories, it has been known that infinite towers of higher spin fields
can soften the UV behavior in a drastic way. The AdS/CFT correspondence offers another
example in which the description of an ordinary conformal field theory can be improved by the
use of a dual string theory. There are also arguments suggesting that when gravity is involved
an infinite number of fields with increasing spin is necessary in order to avoid conflicts with
causality, [1].
On the other hand, there are some dissuasive elements in the story. Even if we ignore
the experimental evidence against the existence of elementary HS particles, there seem to be
theoretical obstructions: there are in the literature several no-go theorems prohibiting, under
some rather standard assumptions, the existence of massless HS particles in a flat spacetime. It
is not strange then that the only HS theories in d ≥ 4 dimensions constructed so far are in the
(A)dS background, through the Vasiliev program [2]. Studies of the massless HS theories in flat
spacetime clearly suggest that such theories must violate some of the usual QFT assumptions,
which are assumed in no-go theorems: either locality (see, in particular [3]), or minimal coupling
to gravity, or finiteness of the number of particles with the mass below any finite energy scale
(infinite tower of HS fields are necessary, see [4]).
We know that in the case of free HS theories,[5], the constructions using Wigner and
Bargmann-Wigner methods goes the same way as for lower spin fields/particles, and that free
field theories contain infinite towers of conserved currents of all spins. These two properties are
normally starting points in constructing theories with local symmetries and their interactions
with matter fields, well known examples being Maxwell/Yang-Mills gauge field theories and GR.
Understandably this is the reason why most attempts to construct HS theories have moved along
these same lines. Here, though, we would like to pursue another interesting avenue for exploring
HS theories, opened by papers [6, 7, 8]. In [6, 7] it was shown that the Klein-Gordon field (the
matter field) linearly coupled to the infinite tower of HS background potentials represented by
symmetric tensor fields (metric-like formalism) hµ1...µs(s) (x)
S[ϕ, h] = S0[ϕ] +
∞∑
s=0
∫
ddx
1
s!
J (s)µ1...µs(x)h
µ1...µs
(s) (x) (1)
where S0[ϕ] is the action for the free (massive) KG field and J
(s)
µ1...µs is the spin-s current which
is conserved in the free KG theory, is symmetric under local HS transformations. If one chooses
for the currents the so-called simple form
J (s)µ1...µs(x) =
is−2
2s
ϕ(x)∗
↔
∂ µ1 · · ·
↔
∂ µs ϕ(x) (2)
then the HS symmetry has also a particularly simple form when the HS potentials are repre-
sented in a 2d dimensional phase space (x, u)1 . In this case the HS gauge transformation of the
1Throughout the paper the position in the phase space are denoted by couples of letters
2
HS master field potential2 is
δηh(x, u) = (u·∂x)η(x, u) − i
2
[h(x, u) ⋆, η(x, u)] (3)
where ⋆ is the Moyal product and [ ⋆, ] is the commutator defined by the Moyal product. The
HS master field potential h(x, u) is defined by the Taylor expansion around u = 0
h(x, u) =
∞∑
s=0
1
s!
hµ1···µs(s) (x)uµ1 · · · uµs (4)
and η(x, u) is an arbitrary phase space parameter regular around u = 0
η(x, u) =
∞∑
s=1
1
(s − 1)! η
µ1···µs−1(x)uµ1 · · · uµs−1 (5)
where ηµ1···µs−1(x) are arbitrary spacetime tensor fields parametrizing local HS transformations.
By using (4) and (5) in (3) one gets that HS transformations of spacetime HS fields are of the
form
δη(x,u)h
µ1···µs
(s) (x) = s ∂
(µ1ηµ2···µs)(x) + (non-linear terms) (6)
The linear part has the standard form of linearized unrestricted HS transformations for s ≥ 1.
As was observed in [6, 7] the HS gauge transformation (3) obeys Lie-algebra type commuta-
tor3
[δη1 , δη2 ] = δi[η1⋆,η2] (7)
While there is simplicity and elegance in the relations (3) and (7) and obvious similarity with
the analogous Yang-Mills transformations, there are also some annoying aspects. First of all, we
know already from electrodynamics (pure spin-1 example) that coupling of KG field to spin-1
gauge field contains also quadratic (seagull) terms in the action, which are not present in (1). For
this reason it was assumed in [6] that (1) is just a linearization, and that a consistently coupled
theory contains also non-linear couplings. If so, this could in principle change the expression
for HS transformations and the Lie-structure formula (7). Moreover, the necessity of a spin-0
field in the tower of HS fields, which couples to the mass term ϕ∗ϕ (not a conserved current in
the standard sense), at first sight may look strange. However, it was noted in [7], that the form
of the HS transformations suggests that the spin-0 HS field should be treated as a composite
field, which means that it should provide non-linear couplings of HS fields with spin s ≥ 1 with
matter. Anyway, this compositeness drastically complicates the HS structure.
(x, u), (y, v), (z, t), (w, r), the first letter refers to the space-time coordinate and the second the worldline particle
momentum. The letters k, p, q will be reserved to the momenta of the (Fourier-transformed) physical amplitudes.
2In order to distinguish them from ordinary spacetime fields, at times we will refer to fields like h(x, u) and
J(x, u), and ha(x, u) and Ja(x, u) below, as master fields.
3Using different forms for the conserved currents is equivalent to field redefinitions, which would change the
form of HS transformation (3). Still, the Lie-algebra structure (7) would of course be the same.
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Recently, in [8] it was shown that the symmetries observed in [6, 7] extend to other matter
fields, in particular to the Dirac field ψ linearly coupled to the infinite tower of HS background
fields h
aµ1...µs−1
(s) (x)
S[ψ, h] = S0[ψ] +
∞∑
s=1
∫
ddxJ (s)aµ1...µs−1(x)h
aµ1 ...µs−1
(s) (x) (8)
where S0[ψ] is the action for the free Dirac field, and J
(s)
aµ1...µs−1(x) is the spin-s current which
is conserved for the free Dirac field. If we take a simple form for the matter currents
J (s)aµ1...µs−1(x) =
(−i)s−1
2s−1(s− 1)! ψ¯(x)γa
↔
∂ µ1 · · ·
↔
∂ µs−1ψ(x) (9)
then the action (8) is invariant under the HS gauge transformations defined by the variations
δεha(x, u) = ∂
x
aε(x, u) − i[ha(x, u) ⋆, ε(x, u)] (10)
where now
ha(x, u) =
∞∑
s=1
1
(s− 1)!h
(s)aµ1 ···µs−1
a (x)uµ1 · · · uµs−1 (11)
The HS transformations of spacetime HS potential fields has the form
δεh
(s)µ1···µs−1
a (x) = ∂aε
µ1···µs−1
(s) (x) + (non-linear terms) (12)
Several things deserve to be emphasized: (1) The HS field is different from the one coupled
to the KG field (because HS transformations are different). (2) The form of the HS variation
(10) suggests that the coupled spacetime HS fields are symmetric only in (s − 1) indices, one
index (denoted by latin letter) standing out. It is usual to call such representations for HS fields
frame-like. (3) There is no spin-0 field present, which implies that the coupling is purely linear.
(4) The HS transformation (10) respects (7), with η(x, u) substituted with ε(x, u).
Our idea here is to take the universality of the HS structure as a sign that the HS symmetries
obtained by linearly coupling HS fields to matter may be exact. This assumption is supported
by an observation from [8] that actions for HS fields invariant under HS transformation (10)
have an L∞ symmetry
4, a property shared by many consistent theories. In the following we will
take (10) as an exact HS gauge transformation, and the frame-like approach as a starting point
of our construction. We will show that (3) is related to a metric-like formulation, the latter is
a composite version of the frame-like one, thus clarifying the question of the multiplicity of HS
field representations.
For the sake of practicality we split our exposition in three papers. The first, this paper,
is tied to the idea of effective action. We improve the analysis initiated in [8], by studying
the properties of correlators of currents in the fermion model and develop techniques for their
explicit calculation. In particular we show how they can be calculated via Feynman diagram
techniques. We also introduce the concept of curved L∞ algebra and show how it can be realized
in the context of the fermion model. Then we tackle the problem of the relation between the
4For L∞ see [9, 10, 11, 12, 13, 15, 14, 17].
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outputs of the scalar model and those of the fermion model, and show that it can be easily
clarified with the idea of compositeness: the HS field formulation coming from the scalar model
is the ‘square’ of the one ensuing from the fermion model, much as the metric is the square of
the vielbein. Finally we analyse the possible obstructions that one may meet in constructing the
effective action: these are the analogs of anomalies in ordinary gauge theories. The frame-like
formalism allows us to provide explicit and compact formulas of the latter.
The effective action method is based on the early work of Sakharov, [18], revisited recently
by [19, 20, 21]. The approach we use is based on the worldline quantization method, see [22, 23,
24, 25, 26] and others. As mentioned above here we follow in particular the line of [6, 7] and
[8].
The results in this paper are general, they are obtained abstracting from the idea of a
locality: an effective field action is mostly nonlocal. In the follow-up of the present paper,
denoted II, [27], we will grow bolder. We will abandon small scale cabotage around the idea
of effective action and launch ourselves in a new enterprise: instead of trying to derive explicit
actions by integrating out (scalar or fermion) matter fields, we will use the wisdom (formulas and
constructs) acquired in this and previous papers to integrate L∞, that is to determine classical
(perturbatively) local theories which automatically satisfy the L∞ relations and in particular
enjoy the HS gauge invariance/covariance. In II we will exhibit explicit examples of HS Chern-
Simons and HS Yang-Mills theories, both Abelian and non-Abelian. As HS YM-like theories
contain spin-2 field, they may pretend to be descriptions of gravity. In the third paper (III) we
shall develop a HS geometry-like formalism, which is more suitable for a background independent
framework, and use it to analyze the spin-2 sector.
Part I. Functional Equations and Methods
In this first part of the paper we resume the analysis started in [8] and develop it in various
directions. We first summarize facts about the fermionic matter model and the relevant effective
action. We then complete the analysis of the L∞ structure of the latter by considering the case
of the curved L∞ algebra. We then proceed to some sample calculations of 1- and 2-point
correlator and then show the connection of the perturbative method outlined in [8] with the
more traditional perturbative approach based on Feynman diagrams.
2 The method of effective action
The fermionic matter model is
Smatter =
∫
ddxψ(iγ ·∂ −m)ψ +
∞∑
s=1
∫
ddxJ (s)aµ1...µs−1(x)h
aµ1 ...µs−1
(s) (x) (13)
= S0 + Sint
5
The interaction part Sint can be written in various ways
Sint = 〈〈Ja, ha〉〉 =
∫
ddx
ddu
(2π)d
Ja(x, u)h
a(x, u) (14)
The (external) gauge fields are collectively represented by
ha(x, u) =
∞∑
s=1
1
(s− 1)! h
aµ1...µs−1
(s) (x)uµ1 . . . uµs−1 , (15)
and
Ja(x, u) =
δSint
δha(x, u)
=
∫
ddz eiz·uψ
(
x+
z
2
)
γaψ
(
x− z
2
)
(16)
=
∞∑
n,m=0
(−i)nim
2n+mn!m!
∂nψ(x)γa∂
mψ(x)
∂n+m
∂un+m
δ(u)
=
∞∑
s=1
(−1)s−1J (s)aµ1...µs−1(x)
∂s−1
∂uµ1 . . . ∂uµs−1
δ(u)
which is obtained by expanding eiu·z. In order to extract J
(s)
aν1...us−1(x) from Ja(x, u) one must
multiply it by uν1 . . . uνs−1 , integrate over u and divide by (s− 1)!. Also
J (s)aµ1...µs−1(x) =
is−1
(s− 1)!
∂
∂z(µ1
. . .
∂
∂zµs−1)
ψ
(
x+
z
2
)
γaψ
(
x− z
2
) ∣∣∣
z=0
. (17)
The gauge transformation of ha is
5
δεha(x, u) = ∂
x
aε(x, u) − i[ha(x, u) ∗, ε(x, u)] ≡ D∗xa ε(x, u), (18)
where we have introduced the covariant derivative
D∗xa = ∂xa − i[ha(x, u) ∗, ].
The effective action is denoted W[h] and takes the form
W[h] = W[0]+
∞∑
n=1
1
n!
∫ n∏
i=1
ddxi
ddui
(2π)d
W
(n)
a1...an(x1, u1, . . . , xn, un)h
a1(x1, u1) . . . h
an(xn, un)(19)
= W[0] +
∞∑
n=1
in−1
n!
∫ n∏
i=1
ddxi
ddui
(2π)d
〈Ja1(x1, u1) . . . Jan(xn, un)〉ha1(x1, u1) . . . han(xn, un)
where
W
(n)
a1...an(x1, u1, . . . , xn, un) = i
n−1〈Ja1(x1, u1) . . . Jan(xn, un)〉 (20)
=
 ∞∑
s1=1
∂
∂u
1a
(1)
1
. . .
∂
∂u
1a
(1)
s1−1
δ(u1)
 . . .
 ∞∑
sn=1
∂
∂u
na
(n)
1
. . .
∂
∂u
na
(n)
sn−1
δ(un)

×〈J (s1)
a1a
(1)
1 ...a
(1)
s1−1
. . . J
(sn)
ana
(n)
1 (x1)...a
(n)
sn−1
(xn)〉
5We use the notation ha instead of hµ as in [8] to anticipate and stress the frame-like interpretation of the
master field. See further on.
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In the sequel we will assume W[0] = 0, see Appendix B.1 for a justification.
The statement of invariance under (18) is the global Ward identity (WI)
δεW[h] = 0 (21)
Taking the variation with respect to ε(x, u) this becomes
∞∑
n=1
1
n!
∫ n∏
i=1
ddxi
ddui
(2π)d
D∗ax W(n+1)aa1...,an(x, u, x1, u1 . . . , xn, un)ha1(x1, u1) . . . han(xn, un) = 0 (22)
This must be true order by order in h, i.e.
0 =
∫ n∏
i=1
ddxi
ddui
(2π)d
∂axW
(n+1)
aa1...an(x, u, x1, u1 . . . , xn, un)h
a1(x1, u1) . . . h
an(xn, un) (23)
−i n
∫ n−1∏
i=1
ddxi
ddui
(2π)d
[
ha(x, u) ∗, W(n)aa1...an−1(x, u, x1, u1 . . . , xn−1, un−1)
]
×ha1(x1, u1) . . . han−1(xn−1, un−1)
Assuming W
(1)
µ = 0, by functionally differentiating wrt hb(y, v) and setting h = 0, for n = 1 this
becomes
0 = ∂axW
(2)
ab (x, u; y, v). (24)
Functionally differentiating also w.r.t. hc(z, t) (and setting h = 0) we get
0 =
1
(2π)d
(
∂czW
(3)
abc(x, u; y, v; z, t) + ∂
c
zW
(3)
bac(y, v;x, u; z, t)
)
−2i
[
δ(z − x)δ(t − u) ∗, W(2)ab (z, t; y, v)
]
− 2i
[
δ(z − y)δ(t− v) ∗, W(2)ba (z, t;x, u)
]
. (25)
and so on. In (25) W
(2)
ab (x, u; y, v) = W
(2)
ba (y, v;x, u), due to the cyclic symmetry.
Eq.(21) guarantees the gauge invariance of the effective action. The problem now is how
to compute the amplitudes W(n). Here we will not follow the method introduced in [8], but
mostly the more familiar Feynman diagram method, therefore it is more convenient to pass to
the Fourier transforms. To start with we recall that, due to translational invariance,
W
(n)
a1...an(x1, u1, . . . , xn, un) = W
(n)
a1...,an(x1 − xn, u1, . . . , 0, un)
≡ W(n)a1...an(x1 − xn . . . , xn−1 − xn;u1, . . . , un)
= in−1〈Ja1(x1, u1) . . . Jan(xn, un)〉 = in−1〈Ja1(x1 − xn, u1) . . . Jan(0, un)〉 (26)
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The Fourier transform of this amplitude is∫
ddx1 e
ik1·x1 . . .
∫
ddxn−1e
ikn−1·xn−1
∫
ddxne
−iq·xn W
(n)
a1...an(x1, u1, . . . , xn, un) (27)
=
∫
ddx1 e
ik1·x1 . . .
∫
ddxn−1e
ikn−1·xn−1
∫
ddxne
−iq·xn
×W(n)a1...an(x1−xn, . . . , xn−1−xn;u1, . . . , un)
= δ
(
q −
n−1∑
i=1
ki
)∫
ddx′1 e
ik1·x′1 . . . ,
∫
ddx′n−1e
ikn−1·x′n−1 W
(n)
a1...an(x
′
1 . . . , x
′
n−1;u1, . . . , un)
= δ
(
q −
n−1∑
i=1
ki
)
W˜
(n)
a1...an(k1 . . . , kn−1;u1, . . . , un)
= in−1δ
(
q −
n−1∑
i=1
ki
)〈
J˜a1(k1, u1) . . . J˜an−1(kn−1, un−1)J˜an(−q, un)
〉
In particular, for later reference,∫
ddx eik·x
∫
ddy e−iq·y W
(2)
ab (x, u; y, v) = δ(q − k)W˜(2)ab (k;u, v) = iδ(q − k)〈J˜a(k, u)J˜b(−k, v)〉(28)
and∫
ddx eik1·x
∫
ddy eik2·y
∫
ddz e−iq·z W
(3)
abc(x, u; y, v; z, t) = δ(q − k1 − k2)W˜(3)abc(k1, k2;u, v, t)
= i2δ(q − k1 − k2)
〈
J˜a(k1, u)J˜b(k2, v)J˜c(−q, t)
〉
(29)
The WI (24) gets transformed into
kaW˜
(2)
ab (k;u, v) = ik
a
〈
J˜a(k, u)J˜b(−k, v)
〉
= 0 (30)
while (25) becomes (dropping iδ(q − k1 − k2)):
0 = iqc
〈
J˜a(k1, u)J˜b(k2, v)J˜c(−q, t)
〉
+ iqc
〈
J˜b(k2, v)J˜a(k1, u)J˜c(−q, t)
〉
(31)
−2
[
δ
(
t− v + k1
2
)〈
J˜a(k1, u)J˜b
(
−k1, t− k2
2
)〉
−δ
(
t− v − k1
2
)〈
J˜a(k1, u)J˜b
(
−k1, t+ k2
2
)〉
+δ
(
t− u+ k2
2
)〈
J˜b(k2, v)J˜a
(
−k2, t− k1
2
)〉
−δ
(
t− u− k2
2
)〈
J˜b(k2, v)J˜a
(
−k2, t+ k1
2
)〉]
Using (28) and (29) one can write this as
0 = qc
(
W˜
(3)
abc(k1, k2;u, v, t) + W˜
(3)
bac(k2, k1; v, u, t)
)
(32)
−2
[
δ
(
t− v + k1
2
)
W˜
(2)
ab
(
k1;u, t− k2
2
)
− δ
(
t− v − k1
2
)
W˜
(2)
ab
(
k1;u, t+
k2
2
)
+δ
(
t− u+ k2
2
)
W˜
(2)
ba
(
k2; v, t− k1
2
)
− δ
(
t− u− k2
2
)
W˜
(2)
ba
(
k2; , v, t +
k1
2
)]
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To extract the WI in components one must multiply by a suitable expression ∂
j
∂uj
δ(u) and
integrate over u. Similarly for v and t.
For a derivation of (31) and (32), see Appendix A.
3 The case W
(1)
a 6= 0
3.1 A curved L∞ algebra
It was shown in [8] that, underlying the effective action obtained by integrating out a fermion
field coupled to external sources, there is an algebraic structure, which is unveiled once we
consider the relevant equations of motion. The basic relations in this game are the eom’s
Fa(x, u) = 0 (33)
where
Fa(x, u) ≡
∞∑
n=0
1
n!
∫ n∏
i=1
ddxi
ddui
(2π)d
W
(n+1)
aa1...an(x, u, x1, u1, . . . , xn, un)
×ha1(x1, u1) . . . han(xn, un)
and the covariance relation
δεFa(x, u) = i[ε(x, u) ∗, Fa(x, u)] (34)
which can also be rewritten as follows
i[ε ∗, 〈〈W(n+1)a , h⊗n〉〉] =
1
n+ 1
n+1∑
i=1
〈〈W(n+2)aa1...µi...an+1 , ha1 . . . ∂aix ε . . . han+1〉〉 (35)
−i
n∑
i=1
〈〈W(n+1)aa1...ai...µn , ha1 . . . [hai ∗, ε] . . . han〉〉
It was shown in section 3 of [8], that this allows us to define multilinear maps (products) Lj ,
j = 1, . . . ,∞ of degree dj = j−2 among vector spaces Xi of degree i, defined by the assignments
ε ∈ X0, ha ∈ X−1 and Fa ∈ X−2, which satisfy the relations∑
i+j=n+1
(−1)i(j−1)
∑
σ
(−1)σǫ(σ;x)Lj(Li(xσ(1), . . . , xσ(i)), xσ(i+1), . . . , xσ(n)) = 0 (36)
In this formula σ denotes a permutation of the entries so that σ(1) < . . . σ(i) and σ(i + 1) <
. . . σ(n), and ǫ(σ;x) is the Koszul sign. Nonvanishing examples of such products are
L1(ε)
a = ∂axε(x, u) (37)
L2(ε, h)
a = −i[ha(x, u) ∗, ε(x, u)] = −L2(h, ε)a (38)
L2(ε1, ε2) = i [ε1 ∗, ε2] (39)
together with
L1(h) = 〈〈W(2)a , h〉〉 =
∫
ddxi
ddui
(2π)d
W
(2)
aa1(x, u, x1, p1)h
a1(x1, u1) (40)
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and Ln(h1, . . . , hn), see the definition in [8]. Assuming the one-point correlator W
(1)
a = 0, in [8]
it was proved that the relation (36) are satisfied.
In many cases, however W
(1)
a 6= 0. When this happens we have to introduce an additional
‘product’ L0, besides the Ln of [8], [16]. The algebra in this case is called curved L∞
6. L0 is
defined simply by setting
L0 = W
(1)
a (41)
Both sides of this equation have degree -2, coherently with the fact that the degree of Ln is
n − 2. In this case L1 is not nilpotent and the defining property L21 = 0 of the L∞ algebra is
modified as follows
L1 (L1(v)) + L2 (L0, v) = 0 (42)
where v ∈ X = X0 ⊕ X−1 ⊕ X−2. Due to the degree counting, this relation is only nontrivial
when v ∈ X0, i.e. when v is ε. Now using eq.(3.21) of [8], i.e.
L2(ε,E) = i[ε ∗, E] (43)
where E represents Fa or any of its homogeneous pieces, and recalling that L1(ε)
a(x, u) =
∂axε(x, u) and L1(h)a = 〈〈W(2)a , h〉〉, this equation becomes
i[W(1)a , ε] + 〈〈W(2)ab hb〉〉 = 0 (44)
This is precisely the case n = 0 of (35). All the other L∞ defining relations remain unchanged,
because, for instance, the relation
L3L0 − L2L1 + L1L2 = 0 (45)
is not a priori excluded by the degree counting, but in [8] we have proved that L3(E, ∗, ∗) = 0
is consistent for E of degree -2. And so on.
L0 is called the curvature of the curved L∞ algebra.
In this case (30) in momentum space becomes
kaW˜
(2)
ab (k;u, v) + δ(u− v)
(
W
(1)
b
(
0, u +
k
2
)
−W(1)b
(
0, u− k
2
))
= 0 (46)
In this formula W
(1)
b (0, u) ≡W
(1)
b (x = 0, u).
3.2 WI for 2-pt functions
The method introduced in [8] to calculate the current amplitudes is less manageable then the
more familiar method based on Feynman diagrams. It is however more compact and may turn
out to be useful in some instances. Here we would like to show in a simple example, the WI for
2-pt correlators, that it leads to the expected results.
For n = 1 and assuming W
(1)
a 6= 0, (24) becomes
0 =
1
(2π)d
∂axW
(2)
ab (x, u; y, u
′)− i
[
δ(x− y)δ(u − u′) ∗, W(1)b (x, u)
]
(47)
6The notion of curved L∞ algebra has been suggested to us by Jim Stasheff.
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where
W
(n)
a1,...,an(x1, u1, . . . , xn, un) = −N
n!
n
∫ ∞
ǫ
dt
∫ n∏
i=1
ddqi
∫ ∞
−∞
dω
2π
eiωt
× tr
[
γa1
1
/q1 +m
′
γa2 . . . γan−1
1
/qn−1 +m
′
γan
1
/qn +m
′
]
×
n∏
j=1
eiqj ·(xj−xj+1) δ
(
u1 − q1 + qn
2
)
. . . δ
(
un − qn−1 + qn
2
)
(48)
and we introduced m′ = m− i(ω − iε). In particular, for n = 1 (48) becomes
W
(1)
b (x, u) = −N
∫ ∞
ǫ
dt
∫
ddq
∫ ∞
−∞
dω
2π
eiωt tr
[
γb
1
/q +m′
]
δ(u− q)
= −2⌊ d2 ⌋ iN
∫ ∞
−∞
dω
2π
eiωǫ
ω
ub
p2 −m′2 (49)
Note that the above equation does not depend on x. We can write W
(1)
ν (x, u) = W
(1)
ν (u). Forr
n = 2
W
(2)
ab (x, u, y, u
′) = −N
∫ ∞
ǫ
dt
∫
ddq1d
dq2
∫ ∞
−∞
dω
2π
eiωttr
[
γa
1
/q1 +m
′
γb
1
/q2 +m
′
]
× ei(q1−q2)·(x−y) δ
(
u− q1 + q2
2
)
δ
(
u′ − q1 + q2
2
)
(50)
We can introduce new variables q1 − q2 = k and q1 = q. Then, (52) reads
W
(2)
ab (x, u, y, u
′) = −N
∫ ∞
ǫ
dt
∫
ddqddk
∫ ∞
−∞
dω
2π
eiωttr
[
γa
1
/q +m′
γb
1
/q − /k +m′
]
× eik·(x−y) δ
(
u− 2q − k
2
)
δ
(
u′ − 2q − k
2
)
(51)
After the evaluation of the trace and the integration over t and q we obtain
W
(2)
ab (x, u, y, u
′) = −2⌊ d2 ⌋ iN
∫
ddk
∫ ∞
−∞
dω
2π
eiωǫ
ω
1((
u+ k2
)2 −m′2)((u− k2)2 −m′2)
×
[
2uaub − kakb
2
−
(
u2 − k
2
4
−m′2
)
ηab
]
eik·(x−y) δ
(
u− u′) (52)
Let us now focus on the first term in (47)
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1(2π)d
∂axW
(2)
ab (x, u; y, u
′) = −2⌊ d2 ⌋ iN
∫
ddk
(2π)d
∫ ∞
−∞
dω
2π
eiωǫ
ω
1((
u+ k2
)2 −m′2)((u− k2)2 −m′2)
×
[
2uaub − kakb
2
−
(
u2 − k
2
4
−m′2
)
ηab
]
∂axe
ik·(x−y) δ
(
u− u′)
= 2⌊
d
2
⌋N
∫
ddk
(2π)d
∫ ∞
−∞
dω
2π
eiωǫ
ω
eik·(x−y) δ
(
u− u′)
×
[
2(u · k) pb +
(
m′2 − u2 − k24
)
kb
]
((
u+ k2
)2 −m′2)((u− k2)2 −m′2) (53)
On the other hand, the second term in (47) is
−i
[
δ(x − y)δ(u− u′) ∗, W(1)b (x, u)
]
= δ(x− y)δ(u − u′)
∞∑
n=0
1
(2n + 1)!
(
i
2
)2n (←
∂ x ·
→
∂ u
)2n+1
W
(1)
b (u)
= 2⌊
d
2
⌋N
∫
ddk
(2π)d
∫ ∞
−∞
dω
2π
eiωǫ
ω
eik·(x−y)δ
(
u− u′)
×
∞∑
n=0
1
22n(2n + 1)!
(
k· →∂ u
)2n+1( ub
u2 −m′2
)
(54)
Taking the derivatives w.r.t. u gives
−i
[
δ(x− y)δ(u − u′) ∗, W(1)b (x, u)
]
= 2⌊
d
2
⌋N
∫
ddk
(2π)d
∫ ∞
−∞
dω
2π
eiωǫ
ω
eik·(x−y)δ
(
u− u′)
×
∞∑
n=0
n∑
j=0
(
−4j−n(k · u)2jk2(n−j)(m′2 − u2)−2−n−j
)
×
((
n+ j
2j
)
(m′2 − u2)kb + 2
(
n+ j + 1
2j + 1
)
(k · u)ub
)
(55)
This can be resummed into
−i
[
δ(x− y)δ(u − u′) ∗, W(1)b (x, u)
]
= −2⌊ d2 ⌋N
∫
ddk
(2π)d
∫ ∞
−∞
dω
2π
eiωǫ
ω
eik·(x−y) δ
(
u− u′)
×
[
2(u · k) pb +
(
m′2 − u2 − k24
)
kb
]
((
u+ k2
)2 −m′2)((u− k2)2 −m′2) (56)
Now, this term has exactly the opposite sign w.r.t. (53) and we see that (47) is indeed valid for
2-pt functions.
4 Explicit Calculations
After studying the general properties of the current amplitudes in the previous sections, the next
step involves the methods to explicitly compute such amplitudes. In fact in [8] rather explicit
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formulas were presented. Using such formulas in Appendix B we have calculated the 0- and 1-pt
current correlators. However, to compute more complicated correlators we find it more practical
to resort to the usual Feynman rules.
4.1 Feynman rules
The free part of the action (13) gives rise to the usual fermion propagator
i
/p+m
(57)
The interaction part Sint is given by (14), Ja(x, u) is given by (16) and J
(s)
aµ1...µs−1(x) is defined
by (17). Therefore
Sint =
∫
ddx
∞∑
n,m=0
in(−i)m
2n+mn!m!
∂nψ(x)γa∂
mψ(x)haµ1 ...µnµn+1...µn+m(x) (58)
=
∫
ddx
∞∑
s=1
s−1∑
n=0
(−1)n(−i)s−1
2s−1n!(s− n− 1)! ∂µ1 . . . ∂µnψ(x)γa∂µn+1 . . . ∂µs−1ψ(x) h
aµ1...µs−1(x)
By replacing the fields with plane waves while keeping the tensor structure we can determine
the Vffh vertex:
Vffh :
i
2s−1(s− 1)! , γµ
s−1∑
n=0
k′(µ1 . . . k
′
µnkµn+1 . . . kµs−1) (59)
where k is an incoming fermion momentum, while k′ is an outgoing one. The momentum
conservation (δ(q + k − k′) , q incoming) at the vertex is understood. The vertex (59) can
be easily derived from (14) and the first line of (16), by replacing ψ
(
x+ z2
)
with e−ik
′·(x+ z2),
ψ
(
x− z2
)
with eik·(x−
z
2) and ha(x, u) with ha(u)eiq·x. Performing the integrals one gets
iδ(q + k − k′)
∫
ddz
ddp
(2π)d
e
i
(
p− k+k
′
2
)
·z
γah
a(p) = iδ(q + k − k′)γaha
(
k + k′
2
)
= iδ(q + k − k′)γa
∞∑
n=0
1
2nn!
haµ1...µn(k + k′)µ1 . . . (k + k
′)µn (60)
where haµ1...µn is a constant tensor completely symmetric in µ1, . . . , µn. So one can write the
vertex also as
Vffh : V
(s)
aµ1...µs−1(k + k
′) =
i
2s−1(s− 1)!γa(k + k
′)(µ1 . . . (k + k
′)µs−1) (61)
or, introducing two polarization vectors ma, nν ,
Vffh : V
(s)(m,n; k + k′) =
i
2s−1((s − 1)!)2 /m
(
n·(k + k′))s−1 (62)
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We can also introduce the global vertex
V(m,n; k + k′) =
∞∑
s=1
V (s)(m,n; k + k′) = i
∞∑
s=1
1
2s−1((s− 1)!)2 /m
(
n·(k + k′))s−1
= i /m I0
(
2n·(k + k′)) (63)
where I0(z) is the modified Bessel function of second kind.
Next, in order to derive the Feynman rules, we couple the fermions to external currents j, j¯
via an action term
∫ (
j¯ψ + ψ¯j
)
and define
Z[h; j¯, j] =
∫
Dψ¯Dψ ei(S0+
∫
(j¯ψ+ψ¯j))eiSint = e
iSint
(
ψ¯=i δ
δj
,ψ=−i δ
δj¯
)
e
∫
j¯P j (64)
where P is the propagator. Then we define the generator of connected Green functions
W [h; j, j¯] = −i logZ[h; j¯ , j], W [h] =W [h; j, j¯]
∣∣∣
j=j¯=0
(65)
Now, the connected Green functions of currents are given by
in−1〈J (s1)
µ
(1)
1 ...µ
(1)
s1
(x1) . . . J
(sn)
µ
(n)
1 ...µ
(n)
sn
(xn)〉 = δ
δhµ
(1)
1 ...µ
(1)
s1 (x1)
. . .
δ
δhµ
(n)
1 ...µ
(n)
sn (xn)
W [h]
∣∣∣
h=0
(66)
=
in−1
n!n!
δ
δhµ
(1)
1 ...µ
(1)
s1 (x1)
. . .
δ
δhµ
(n)
1 ...µ
(n)
sn (xn)
(
Sint
(
i
δ
δj
,−i δ
δj¯
;h
)n(∫
j¯P j
)n)
c
∣∣∣∣∣
h,j,j¯=0
where the subscript c means that only the connected graphs are retained.
The first contribution is the tadpole or one-point function〈
ns−1 ·m·J (s)(0)
〉
= −
∫
ddp
(2π)d
tr
(
1
/p+m
V (s)(m,n; 2p)
)
(67)
where ns ·m·J˜ (s)(k) is the Fourier transform of nν1 . . . nνsmaJ (s)aν1...νs−1(x)
The two-point function is〈
ns11 ·m1 ·J˜ (s1)(k) ns ·m·J˜ (s)(−k)
〉
= −
∫
ddp
(2π)d
tr
(
1
/p+m
V (s)(m1, n1; 2p− k) 1
/p − /k +mV
(s1)(m,n; 2p − k)
)
(68)
The three-point function is (q = k1 + k2)〈
ns11 ·m1 ·J˜ (s1)(k1) ns22 ·m2 ·J˜ (s2)(k2) ns ·m·J˜ (s)(q)
〉
(69)
= −
∫
ddp
(2π)d
tr
(
1
/p+m
V (s1)(n1; 2p − k1) 1
/p − /k1 +m
V (s2)(n2; 2p − 2k1 − k2) 1
/p− /q +mV
(s)(n; 2p − q)
)
The divergences of these amplitudes can be evaluated by acting with k· ∂∂n in the case of (68)
and with q · ∂∂n in the case of (69).
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4.2 A master field derivation of Feynman rules
It is interesting to observe that one can get Feynman rules not only for the component currents,
but for the master current Jµ(x, u) itself. One proceeds as follows. The free action can be
written
S0 =
∫
ddxψ(x)(iγ ·∂ −m)ψ(x) (70)
=
∫
ddx ddz
ddu
(2π)d
eiz·u ψ
(
x+
z
2
)
(iγ ·∂ −m)ψ
(
x− z
2
)
while the interaction part is
Sint = 〈〈Ja, ha〉〉 =
∫
ddx
ddu
(2π)d
Ja(x, u)h
a(x, u) (71)
=
∫
ddx ddz
ddu
(2π)d
eiz·u ψ
(
x+
z
2
)
γaψ
(
x− z
2
)
ha(x, u)
As before we define the Z function
Z[h; j¯, j] =
∫
Dψ¯Dψ ei(S0+
∫
(j¯ψ+ψ¯j))eiSint , (72)
where, however, now∫ (
j¯ψ + ψ¯j
)
=
∫
ddx ddz
ddu
(2π)d
eiz·u
(
j
(
x+
z
2
)
ψ
(
x− z
2
)
+ ψ
(
x+
z
2
)
j
(
x− z
2
))
(73)
The factor eiz·u enters the definition of the integration measure over x, u and z. Next, as usual,
one completes the square and integrates over ψ and ψ. As a result, apart from an overall
constant, we get
Z[h; j¯, j] = e
iSint
(
ψ¯=i δ
δj
,ψ=−i δ
δj¯
)
e
∫
j¯P j (74)
where ∫
jPj =
∫
ddx1d
dx2d
dz
ddu
(2π)d
eiz·u j
(
x1 − z
2
)
P
(
x1 − z
2
, x2 +
z
2
)
j
(
x2 +
z
2
)
(75)
and P is the propagator:
P (x, y) = i
∫
ddk
(2π)d
eik·(x−y)
/k +m
(76)
The generator of connected Green functions is defined as above
W [h; j, j¯] = −i logZ[h; j¯ , j], W [h] =W [h; j, j¯]
∣∣∣
j=j¯=0
(77)
The correlators of the master current Ja(x, u) are obtained by differentiating W with respect
to ha(x, u). The Feynman rules have the same combinatorics as in an ordinary field theory, but
the propagators and vertices are different.
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4.2.1 1-point function
〈Ja(x, u)〉 =
∫
ddz eiz·u〈ψ
(
x+
z
2
)
γaψ
(
x− z
2
)
〉 =
∫
ddz eiz·u
δ
δj
(
x+ z2
)γa δ
δj
(
x− z2
)
×
∫
ddy1d
dy2
ddv
(2π)d
ddt eiv·t j
(
y1 − t
2
)
P
(
y1 − t
2
, y2 +
t
2
)
j
(
y2 +
t
2
)
(78)
= −
∫
ddz eiz·u
∫
ddy1d
dy2
ddv
(2π)d
ddt eiv·t tr
(
γaP
(
y1 − t
2
, y2 +
t
2
))
× δ
(
x− y1 − z − t
2
)
δ
(
x− y2 + z − t
2
)
Replacing (76) and simplifying
〈Ja(x, u)〉 = −
∫
ddk
(2π)d
ddz ei(u−k)·z tr
(
γa
i
/k +m
)
= −tr
(
γa
i
/u+m
)
= − 2⌊ d2 ⌋i ua
u2 −m2 (79)
Now, inverting (16), one gets the one-point correlators for component currents
〈J (s)aµ1...µs−1(x)〉 =
1
(s− 1)!
∫
ddu
(2π)d
〈Ja(x, u)〉uµ1 . . . uµs−1
=
1
(s− 1)!
∫
ddu
(2π)d
2⌊
d
2
⌋ua
u2 −m2 uµ1 . . . uµs−1 (80)
The Fourier transform of this amplitude corresponds to (67).
4.2.2 2-point function
The connected 2-pt function for master currents is
〈Ja(x, u)Jb(y, v)〉 =
∫
ddz eiz·u
δ
δj
(
x+ z2
)γa δ
δj
(
x− z2
) ∫ ddt eit·v δ
δj
(
y + t2
)γb δ
δj
(
y − t2
)
×1
4
∫
ddu1
(2π)d
ddz1 e
iz1·u1
∫
dx1dx2 j
(
x1 − z1
2
)
P1,2 j
(
x2 +
z1
2
)
×
∫
ddu2
(2π)d
ddz2 e
iz2·u2
∫
dx3dx4 j
(
x3 − z2
2
)
P3,4 j
(
x4 +
z2
2
)
(81)
where
P1,2 = i
∫
ddk1
(2πi)d
eik1·(x1−x2−z1)
/k1 +m
, P3,4 = i
∫
ddk2
(2πi)d
eik2·(x3−x4−z2)
/k2 +m
(82)
After integrating the delta functions coming from the j, j differentiations, one gets
〈Ja(x, u)Jb(y, v)〉 = −
∫
ddz ddt
ddu1
(2π)d
ddu2
(2π)d
ddz1 d
dz2 e
i(z·u+t·v) ei(z1·u1+z2·u2) (83)
×
∫
ddk1
(2π)d
ddk2
(2π)d
e(k1−k2)·(x−y)e−i(k1+k2)
t+z
2 tr
(
γa
i
/k1 +m
γb
i
/k2 +m
)
= −
∫
ddz ddt
∫
ddk1
(2π)d
ddk2
(2π)d
e(k1−k2)·(x−y)e
iz
(
u−
k1+k2
2
)
e
it
(
v−
k1+k2
2
)
tr
(
γa
i
/k1 +m
γb
i
/k2 +m
)
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setting k1 = p, k2 = p− k. Integrating out the delta functions
〈Ja(x, u)Jb(y, v)〉 = −
∫
ddk
(2π)d
eik·(x−y)
∫
ddp
(2π)d
δ
(
u− 2p − k
2
)
δ
(
v − 2p − k
2
)
×tr
(
γa
i
/p+m
γb
i
/p− /k +m
)
(84)
In components
〈J (s)aµ1...µs−1(x)J
(r)
bν1...νr−1
(y)〉
= − 1
(s− 1)!(r − 1)!
∫
ddu
(2π)d
ddv
(2π)d
〈Ja(x, u)Jb(y, v)〉uµ1 . . . uµs−1vν1 . . . vνr−1 (85)
= − 1
2s+r−2(s− 1)!(r − 1)!
∫
ddp
(2π)d
∫
ddk
(2π)d
eik·(x−y)(2p − k)µ1 . . . (2p− k)µs−1
×(2p− k)ν1 . . . (2p− k)νr−1 tr
(
γa
i
/p+m
γb
i
/p− /k +m
)
Fourier transforming the above amplitude gives (68).
4.2.3 3-point function
The connected 3-pt function for master currents is
〈Ja1(x1, u1)Ja2(x2, u2)Ja3(x3, u3)〉 =
1
3!
∫
ddz1 e
iz1·u1 δ
δj
(
x1 +
z1
2
)γa1 δδj (x1 − z12 ) (86)
×
∫
ddz2 e
iz2·u2 δ
δj
(
x2 +
z2
2
)γa2 δδj (x2 − z22 )
∫
ddz3 e
iz3·u3 δ
δj
(
x3 +
z3
2
)γa3 δδj (x3 − z32 )
×
∫
ddy1d
dy¯1
∫
ddy2d
dy¯2
∫
ddy3d
dy¯3
∫
ddv1
(2π)d
ddv2
(2π)d
ddv3
(2π)d
ddt1d
dt2d
dt3e
it1·v1eit2·v2eit3·v3
×j
(
y1 − t1
2
)
P1,1¯ j
(
y¯1 +
t1
2
)
j
(
y2 − t2
2
)
P2,2¯ j
(
y¯2 +
t2
2
)
j
(
y3 − t3
2
)
P3,3¯ j
(
y¯3 +
t3
2
)
where
Pi,¯i = i
∫
ddki
(2π)d
eiki·(yi−y¯i−ti)
/ki +m
, i = 1, 2, 3 (87)
Proceeding as before one finds
〈Ja1(x1, u1)Ja2(x2, u2)Ja3(x3, u3)〉 = i
∫
ddz1 d
dz2 d
dz3 e
i(z1·u1+z2·u2+z3·u3) (88)
×
∫ 3∏
i=1
ddki
(2π)d
e
ik1·
(
x1−x2−
z1+z2
2
)
e
ik2·
(
x2−x3−
z2+z3
2
)
e
ik3·
(
x3−x1−
z3+z1
2
)
×tr
(
γa1
1
/k1 +m
γa2
1
/k2 +m
γa3
1
/k3 +m
)
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Rearranging the terms and defining
k1 = p, k1 − k2 = q1, k2 − k3 = q2
q1, q2 are the momenta of two external outgoing legs. The third has ingoing momentum q1+ q2.
Finally one gets
〈Ja1(x1, u1)Ja2(x2, u2)Ja3(x3, u3)〉 = i
∫
ddq1
(2π)d
ddq2
(2π)d
ei(q1+q2)·x1e−iq1·x2e−iq2·x3 (89)
× δ
(
u1 − 2p − q1 − q2
2
)
δ
(
u2 − 2p − q1
2
)
δ
(
u3 − 2p − 2q1 − q2
2
)
×
∫
ddp
(2π)d
tr
(
γa1
1
/p+m
γa2
1
/p− /q1 +m
γa3
1
/p− /q1 − /q2 +m
)
To this one must add the cross term. The Fourier transform of this amplitude corresponds to
(69).
4.2.4 n-point function
Guess for the n-point function for master currents:
〈Ja1(x1, u1) . . . Jan(xn, un)〉
= −in
∫
ddp
(2π)d
∫ n−1∏
i=1
ddqi
(2π)d
ei(q1+...+qn−1)·x1e−iq1·x2 . . . e−iqn−1·xn
×δ
(
u1 − 2p− q1 − . . .− qn−1
2
)
δ
(
u2 − 2p − q1
2
)
. . . δ
(
un
2p− 2q1 − . . .− qn−1
2
)
×tr
(
γa1
1
/p+m
γa2
1
/p− /q1 +m
. . . γan
1
/p− /q1 − . . . − /qn−1 +m
)
(90)
q1, . . . , qn−1 are outgoing external leg momenta, the n-th leg has momentum q1+ . . .+ qn−1. To
(90) one must add the contributions with permutation of q1, . . . , qn−1.
Before closing this section let us remark that the integrals (85) are of the type already en-
countered and explicitly computed in [20, 21]. They can be easily analyzed with the dimensional
regularization. It is likely that also the three-point functions can be successfully dealt with with
analogous techniques, [30].
Part II. Relation between the Scalar and Fermion Model
In the second part of he paper we compare objects and properties of the matter fermion
model with those of the scalar model. The relation between the two amounts to a quadratic
relation between the sources of the former and the latter.
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5 About HS gauge symmetries
We compare first the symmetry transformations in the scalar and in the fermion model.
5.1 The gauge transformation in the scalar model
In the scalar model the action is S(0) + Sint, where
S0 =
∫
ddx ∂µϕ
∗∂µϕ, (91)
and
Sint[J, h] =
∞∑
s=0
∫
ddx
1
s!
J (s)µ1...µs(x)h
(s)µ1 ...µs(x) (92)
with the currents being chosen in the simple form
J (s)µ1...µs(x) = (−)s
is−2
2s
s∑
n=0
(−1)n
(
s
n
)
∂(µ1 . . . ∂µnϕ
∗∂µn+1 . . . ∂µs)ϕ , (93)
The h field is defined by
h(x, u) =
∞∑
s=0
h(s)(x, u) =
∞∑
s=0
1
s!
hµ1...µs(s) (x)uµ1 . . . uµs (94)
and its transformation is
δǫh(x, u) = (u·∂x)ǫ(x, u) − i
2
[h(x, u) ∗, ǫ(x, u)] , (95)
where the ∗-product is defined by
α(x, u) ∗ β(x, u) = α(x, u)e i2 (
←−
∂ x·
−→
∂ u−
−→
∂ x·
←−
∂ u)β(x, u) . (96)
More explicitly, representing
h(x, u) = Φ(x) + aµ(x)uµ +
1
2
hµν(x)uµuν +
1
6
bµνλ(x)uµuνuλ +
1
4!
dµνλρ(x)uµuνuλuρ + . . . (97)
and
η(x, u) = ǫ(x) + ξµ(x)uµ +
1
2
Λµν(x)uµuν +
1
3!
Σµνλ(x)uµuνuλ +
1
4!
Pµνλρ(x)uµuνuλuρ + . . . (98)
we get the transformations
δ(0)Φ = 0 (99)
δ(0)aµ = ∂µǫ
δ(0)hµν = ∂µξν + ∂νξµ
δ(0)bµνλ = ∂µΛνλ + ∂νΛµλ + ∂λΛµν (100)
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where ∂µ = ηµν∂ν , which comes from the first term in the RHS of (95), and
δ(1)Φ =
1
2
ξ ·∂Φ− 1
2
a·∂ǫ+ 1
48
bν1ν2ν3∂ν1∂ν2∂ν3ǫ−
1
48
Σν1ν2ν3∂ν1∂ν2∂ν3Φ (101)
− 1
16
∂ν1h
ν2ν3∂ν2∂ν3ξ
ν1 +
1
16
∂ν1∂ν2a
ν3∂ν3Λ
ν1ν2
− 1
384
∂ν1∂ν2b
ν3ν4ν5∂ν3∂ν4∂ν5Λ
ν1ν2 +
1
384
∂ν1∂ν2Σ
ν3ν4ν5∂ν3∂ν4∂ν5h
ν1ν2
δ(1)aµ =
1
2
ξ ·∂aµ + 1
2
∂ρΦΛ
µρ−1
2
∂ρǫ h
µρ − 1
2
a·∂ξµ
+
1
48
bν1ν2ν3∂ν1∂ν2∂ν3ξ
µ − 1
48
Σν1ν2ν3∂ν1∂ν2∂ν3a
µ
− 1
16
∂ν1b
ν2ν3µ∂ν2∂ν3ξ
ν1 +
1
16
∂ν1Σ
ν2ν3µ∂ν2∂ν3a
ν1
− 1
16
∂ν1h
ν2ν3∂ν2∂ν3Λ
ν1µ +
1
16
∂ν1∂ν2h
ν3µ∂ν3Λ
ν1ν2
− 1
384
∂ν1∂ν2∂ν3Σ
ν4ν5µ∂ν4∂ν5b
ν1ν2ν3 +
1
384
∂ν1∂ν2∂ν3b
ν4ν5µ∂ν4∂ν5Σ
ν1ν2ν3
δ(1)hµν =
1
2
ξ ·∂hµν − ∂ρξ(µhν)ρ + ∂ρa(µΛν)ρ − 1
2
a·∂Λµν−1
2
∂λǫ b
λµν +
1
2
Σµνρ∂ρΦ
+
1
48
bν1ν2ν3∂ν1∂ν2∂ν3Λ
µν − 1
96
Σν1ν2ν3∂ν1∂ν2∂ν3h
µν
−1
8
∂ν1b
ν2ν3(µ ∂ν2∂ν3Λ
ν)ν1 +
1
8
∂ν1Σ
ν2ν3(µ ∂ν2∂ν3h
ν)ν1
+
1
16
∂ν1∂ν2b
ν3µν∂ν3Λ
ν1ν2 − 1
16
∂ν1∂ν2Σ
ν3µν∂ν3h
ν1ν2
δ(1)bµνλ =
1
2
ξ ·∂bµνλ − 3
2
∂ρξ
(µbνλ)ρ +
3
2
∂ρh
(µνΛλ)ρ − 3
2
hρ(µ∂ρΛ
νλ)
−1
2
aρ∂ρΣ
µνλ +
3
2
Σρ(µν∂ρa
λ)
− 1
96
Σν1ν2ν3∂ν1∂ν2∂ν3b
µνλ +
1
96
bν1ν2ν3∂ν1∂ν2∂ν3Σ
µνλ
− 3
16
∂ν1b
ν2ν3(µ∂ν2∂ν3Σ
νλ)ν1 +
3
16
∂ν1Σ
ν2ν3(µ∂ν2∂ν3b
νλ)ν1
which is the full contribution for the gauge transformations of spin 1, 2 and 3, under the
assumption that all fields of spin higher than 3 are disregarded.
These transformations suggest that the fields Φ, aµ, hµν do not coincide with the standard
scalar vector and metric fields Φ˜, A˜µ, g˜µν . In fact restricting to U(1) gauge and diff transfor-
mations, they transform as (99) and
δ(1)Φ =
1
2
ξ ·∂Φ− 1
2
a·∂ǫ− 1
16
∂µh
νρ ∂ν∂ρξ
µ (102)
δ(1)aµ =
1
2
ξ ·∂aµ−1
2
∂ρǫ h
µρ − 1
2
a·∂ξµ (103)
δ(1)hµν =
1
2
ξ ·∂hµν − 1
2
∂ρξ
µhρν − 1
2
∂ρξ
νhρµ (104)
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The standard fields instead transform as
δ(1)Φ˜ = ζ ·∂Φ˜ (105)
δ(1)a˜µ = ζ ·∂a˜µ − ∂λζµa˜λ (106)
δ(1)g˜µν = ζ ·∂g˜µν − ∂λζµg˜λν − ∂λζν g˜µλ (107)
We can reproduce the above transformations if we identify the fields as follows
Φ = −1
4
a˜µa˜
µ − 1
32
(
∂µh˜νρ∂
ν h˜µρ − 1
2
∂µh˜νρ∂
µh˜νρ
)
+ . . . (108)
aµ = g˜µν a˜ν = a˜
µ − 1
2
h˜µν a˜ν (109)
gµν ≡ ηµν − 1
2
hµν = ηµν − 1
2
h˜µν (110)
together with ξµ = 2 ζµ. In (108) ellipses stand for terms of order 3 and higher in h˜. For the
second term in the RHS reproduces the third term in the RHS of (102) up to terms quadratic
in the field h˜. In fact a series in h˜ is required to reproduce (102) exactly. In Sec.5.4 we shall
show that a unique term can replace this series, but for this it will be necessary to introduce
the vielbein.
Due to the above transformation properties it is natural to refer to the master field h as
a metric-like field and to the HS geometry resulting from integrating out scalar matter, as
metric-like geometry.
5.2 The HS gauge transformation in the fermion model
Let us come now to the HS gauge transformation from the fermion model. It comes from the
invariance of the fermion action written in the operator form
S = 〈ψ| − γ ·(P̂ − Ĥ)−m|ψ〉 (111)
where P̂µ is the momentum operator whose symbol is the classical momentum uµ and Ĥ is an
operator whose symbol is h(x, u). For (111) is trivially invariant under the operation
S = 〈ψ|ÔÔ−1ĜÔÔ−1|ψ〉 (112)
where Ĝ = −γ ·(P̂ − Ĥ)−m. So it is invariant under
Ĝ −→ Ô−1ĜÔ, |ψ〉 −→ Ô−1|ψ〉 (113)
Writing Ô = e−iÊ we find the infinitesimal version.
δ|ψ〉 = iÊ|ψ〉, δ〈ψ| = −i〈ψ|Ê, (114)
Passing from operators to symbols, the transformation of hµ(x, u) is made of two pieces,
Symb
(
[γ ·P̂ , Ê]) = [γ ·u ∗, ε(x, u)] = −iγ ·∂xε(x, u) (115)
and
Symb
(
[γ ·Ĥ, Ê]) = [γ ·h(x, u) ∗, ε(x, u)] (116)
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In these equations γ·Ĥ = γaĤa, where a will be understood as a flat index. Of course, since the
background is flat, writing γaHa or γ
µHµ is the same, but the first writing leads to the correct
interpretation. So, from now on, we will use ha(x, u). In the sequel the index a will play a
special role. In terms of symbols, we thus rewrite (18) as
δεha(x, u) = ∂
x
aε(x, u)− i[ha(x, u) ∗, ε(x, u)] ≡ Dx∗a ε(x, u) (117)
Next, it is helpful to see all the above formulas in components. To avoid a proliferation of
indices, let us write the expansion of ha(x, u) as
ha(x, u) = Aa(x) + χ
µ
a(x)uµ +
1
2
bµνa uµuν +
1
6
cµνλa uµuνuλ +
1
4!
dµνλρa uµuνuλuρ
+
1
5!
fµνλρσa uµuνuλuρuσ + . . . (118)
Notice that in the expansion (15) the indices µ1, . . . , µn are upper (contravariant), as it should
be, because in the Weyl quantization procedure the momentum has lower index, since it must
satisfy [xµ, pν ] = i δ
µ
ν . Of course when the background metric is flat the indices a and µi are on
the same footing, but it is useful to keep them distinct.
Similarly we write
ε(x, u) = ǫ(x) + ξµuµ +
1
2
Λµνuµuν +
1
3!
Σµνλuµuνuλ +
1
4!
Pµνλρuµuνuλuρ +
1
5!
Ω·u5 + . . . (119)
To avoid a proliferation of symbols we use for the component of ε(x, u) the same symbols as
for the expansion of η(x, u) in the scalar model. As we shall see they are not the same (in fact
η = 2ε). We invite the reader to remember the distinction.
The transformation (117) reads. to lowest order,
δ(0)Aa = ∂aǫ
δ(0)χνa = ∂aξ
ν
δ(0)ba
νλ = ∂aΛ
νλ (120)
To first order we have
δ(1)Aa = ξ ·∂Aa − ∂ρǫ χρa (121)
δ(1)χνa = ξ ·∂χνa − ∂ρξνχρa + ∂ρAaΛρν − ∂λǫ baλν
δ(1)bνλa = ξ ·∂baνλ − ∂ρξνbaρλ − ∂ρξλbaρν + ∂ρχνaΛρλ + ∂ρχλaΛρν − χρa∂ρΛνλ
The next nontrivial order contains terms with three derivatives, and so on.
Let us denote now by A˜a the standard U(1) gauge field and by e˜
µ
a = δ
µ
a − χ˜µa the standard
inverse vielbein, and let us restrict to gauge and diff transformations alone, we have
δA˜a ≡ δ
(
e˜µaA˜µ
)
≡ δ
(
(δµa − χ˜µa)A˜µ
)
(122)
=
(
−ξ ·∂χ˜µa + ∂λξµχ˜λa
)
A˜µ + (δ
µ
a − χ˜µa)
(
∂µǫ+ ξ ·A˜µ
)
≈ ∂aǫ+ ξ ·A˜a − χ˜µa∂µǫ
and
δe˜µa ≡ δ(δµa − χ˜µa) = ξ ·∂e˜µa − ∂λξµe˜λa = −ξ ·χ˜µa − ∂aξµ + ∂λξµχ˜λa (123)
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so that
δχ˜µa = ξ ·∂χ˜µa + ∂aξµ − ∂λξµχ˜λa (124)
where we have retained only the terms at most linear in the fields. From the above we see that
we can make the identifications
Aa = A˜a, χ
µ
a = χ˜
µ
a (125)
The transformations (120), (121) are consistent with Riemannian geometry. Concerning the
HS theory, it contains more than symmetric tensors: beside the completely symmetric haµ1...µn
it contains also a Lorentz representation in which the index a and one of the other indices are
antisymmetric.
This point deserves a further comment. The interpretation of a in ha
µ1...µn as a flat index
almost calls for local Lorentz invariance in the effective action (in this regard see for instance
[28]). This question is discussed in detail in II, [27]. It is shown there that the action (13) does
admit a local Lorentz invariant extension. As a consequence it is expected that the relevant
Ward identities, barring anomalies, are obeyed, leading to Lorentz invariant effective actions.
In II explicit examples are constructed. One of the consequences of this symmetry is that
the antisymmetric part of χµa can be identified with local Lorentz gauge parameters and thus
eliminated by gauge fixing. As for the HS components of ha
µ1...µn the problem is open. For
instance in II it is shown that, in the YM-like models, in order to guarantee the existence of
the relevant propagators, haµ1...µn must be traceless in the µi indices. In general, however, this
problem needs to be further investigated.
5.3 Analogy with gauge transformations in gauge theories
Notice first that, in eq.(117) and (120), the derivative ∂a means
∂a = δ
µ
a∂µ, (126)
not
∂a = e
µ
a∂µ = (e
µ
a − χµa + . . .) ∂µ, (127)
for the linear correction −χµa∂µ is contained in the term −i[ha(x, u) ∗, ε(x, u)], see for instance
the second term in the RHS of the first equation (121). Therefore the transformation (117) looks
similar to an ordinary gauge transformation of a non-Abelian gauge field
δλAa = ∂aλ+ [Aa, λ] (128)
where Aa = A
α
aT
α, λ = λαTα, Tα being the Lie algebra generators.
In gauge theories it is useful to represent the gauge potential as a connection one form
A = Aadx
a, so that (128) becomes
δλA = dλ+ [A, λ] (129)
We can do the same for (117)
δεh(x, u) = dε(x, u) − i[h(x, u) ∗, ε(x, u)] ≡ D∗ε(x, u) (130)
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where d = ∂a dx
a,h = hadx
a and xa are coordinates in the tangent spacetime, and it is under-
stood that
[h(x, u) ∗, ε(x, u)] = [ha(x, u) ∗, ε(x, u)]dx
a
Like in gauge theories it is straightforward to introduce the curvature
Gab = ∂ahb − ∂bha − i[ha ∗, hb] (131)
whose transformation rule is
δεGab = −i[Gab ∗, ε], (132)
as well as the curvature two-form
G = dh− i
2
[h ∗, h], (133)
with the transformation property
δεG = −i[G ∗, ε] (134)
In part III of this paper this formalism will be applied to the construction of anomalies and in
paper II to the construction of Yang-Mills and Chern-Simons-like theories.
The YM-like interpretation presented so far for ha and relevant constructs, using the analogy
with gauge theories, is not the only possible one. There is another, which we have already dubbed
geometry-like, which will be developed in the paper III.
5.4 Connection between metric-like and frame-like master fields
It is expected that there is a common set of higher spin fields, which couples both to the fermionic
and bosonic matter, so it is important to find the connection between frame-like and metric like
fields. One can show that if one defines the composite master field7
h(x, u) = 2uah
a(x, u) − ha(x, u) ∗ ha(x, u) (135)
and calculates its HS transformation by using (117), one gets
δεh(x, u) = 2 (u · ∂x) ε(x, u) − i [h(x, u) ∗, ε(x, u)] (136)
We see that it becomes identical to (95) if we make the identifications
η(x, u) = 2 ε(x, u) (137)
The expression (135) defines the simplest metric-like master field constructed from the frame-
like master field which satisfies the transformation law (95), and so can be used to “linearly”
couple HS fields to bosonic matter. It is now obvious that coupling to bosonic matter is at least
quadratic in powers of (fundamental) HS fields.
7In the forthcoming paper III we shall show that expression (135) naturally follows from the geometry-like
formalism we develop there.
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By using (135) we can now express metric-like spacetime fields in terms of frame-like space-
time fields by Taylor expanding both sides of the equation around u = 0. For example, the
scalar component is given by
Φ(x) = −ha(x, u) ⋆ ha(x, u)
∣∣∣
u=0
= −Aa(x)Aa(x)−1
2
∂µχa
ν∂νχ
aµ + . . . (138)
where ellipses denote terms containing fields of spin s ≥ 3. For spin 1 and 2 components one
gets
aµ(x) = 2 ea
µ(x)Aa(x) + . . . (139)
hµν(x) = 2
(
δµaχ
aν(x) + δνaχ
aµ(x)− χaµ(x)χaν(x)
)
+ . . . (140)
where
ea
µ(x) ≡ δµa − χaµ(x) (141)
The relations (139) and (140) are natural once we recognize ea
µ(x) as vielbein and
gµν(x) = ηµν − 1
2
hµν(x) (142)
as metric. The relation (140) then becomes
gµν(x) = ηabea
µ(x) eb
ν(x) (143)
which is the standard relation between (inverse) metric and vielbein.
As for (138), while the first term produces the standard “seagull” term in the Klein-Gordon
coupling to the U(1) gauge field, the second term is of more mysterious nature. Superficially it
does not look locally Lorentz invariant, however, as we noticed in our comment after eq.(110) it
is likely to reproduce an infinite series in hµν , and so to be local Lorentz invariant. Incidentally
this tells us that the question of local Lorentz invariance in this formalism is rather subtle, see
II. It also suggests that the coupling of Klein-Gordon field to HS fields apparently cannot be
described in terms of Riemannian geometry. We shall say more on this in the paper III.
Part III. Chern-Simons terms and Anomalies
The HS gauge transformation (18) suggests in an obvious way an analogy with gauge trans-
formations in ordinary (non-Abelian) gauge theories. In both cases they are realized via Ward
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identities on the physical amplitudes. But as an effect of quantization the Ward identities in
a second quantized theory may be violated, or anomalous. It is to be expected that a similar
possibility exists also in the matter theories coupled to external HS sources introduced in this
paper. In the third part we analyse the form of the possible obstructions that may appear in
the Ward identities in such context.
6 Obstructions
In theory we can compute W(n) by means of formula (2.52) of [8] or by means of Feynman
diagrams. In practice we may find obstacles.
The first is the possibility that the one-point function does not vanish: W(1) 6= 0. In this
case (24) is modified and the natural setting is a curved L∞.
The second is that the results one obtains may not satisfy the WI’s. If it is so, however, we
are helped by the consistency conditions. For, if
δεW[h] = A[ε, h] 6= 0, (144)
as a consequence of
(δε2δε1 − δε1δε2)hµ(x, u) = i (∂x[ε1 ∗, ε2](x, u)− i[hµ(x, u) ∗, [ε1 ∗, ε2](x, u)]])
= iD∗µx [ε1 ∗, ε2](x, u), (145)
we must have
δε2A[ε1, h] − δε1A[ε2, h] = A[[ε1 ∗, ε2], h] (146)
The simplest possibility we may encounter is that A[ε, h] is trivial, i.e.
A[ε, h] = δεC[h], (147)
where C[h] is an integrated local counterterm. In such a case we can recover invariance in the
form
δε (W[h]− C[h]) = 0 (148)
If however (147) is not true for any local choice of C[h], then we are faced with a true anomaly,
which breaks the covariance of the effective action.
The case of trivial anomalies is what often occurs in Feynman diagram calculations when
tadpoles or seagull diagrams are disregarded: the WI is violated, but invariance can be restored
by suitable subtractions of local terms.
When, instead, (147) is not true for any local choice of C[h], it means that there is a true
obstruction to building a gauge covariant theory. The true anomalies, i.e. the non-trivial cocycles
(144), are the mathematical objects that classify such obstructions.
We can apply the frame-like formalism to the construction of CS actions and anomalies.
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6.1 HS CS terms
The idea in this subsection is to mimic standard constructions of ordinary field theories in the
framework of HS. For instance, beside (133) we can introduce the standard (ordinary gauge
theories) definitions
Gt = dht − i
2
[ht ∗, ht], ht = th (149)
Let us quote some formulas that will be useful later
d
dt
Gt = dh− it[h ∗, h] = dth, dt = d− i[ht ∗, ] (150)
dGt = i[ht ∗, Gt], δGt = dδht − i[ht ∗, δht] = dtδht (151)
The difference in the HS case is that, unlike in ordinary gauge theories, we cannot use graded
commutativity. There is also another difficulty: in the HS case we don’t have a trace at our
disposal. The only object with trace properties we can define is
〈〈f ∗ g〉〉 =
∫
ddx
∫
ddu
(2π)d
f(x, u) ∗ g(x, u) =
∫
ddx
∫
ddu
(2π)d
f(x, u)g(x, u) = 〈〈g ∗ f〉〉 (152)
From this, plus associativity, it follows that
〈〈f1 ∗ f2 ∗ . . . ∗ fn〉〉 = 〈〈f1 ∗ (f2 ∗ . . . ∗ fn)〉〉
= (−1)ǫ1(ǫ2+...+ǫn)〈〈(f2 ∗ . . . ∗ fn) ∗ f1〉〉 = (−1)ǫ1(ǫ2+...+ǫn)〈〈f2 ∗ . . . ∗ fn ∗ f1〉〉 (153)
where ǫi is the Grassmann degree of fi. In particular
〈〈[f1 ∗, f2 ∗ . . . ∗ fn}〉〉 = 0 (154)
where [ ∗, } is the ∗-commutator or anti-commutator, as appropriate.
But in order to exploit this property we have to integrate over the full phase space. Therefore
it is impossible to reproduce the unintegrated descent equations like in the ordinary gauge
theories. The best we can do is to try to reproduce each equation separately in integrated form.
So let us start from the phase space integral with n G entries
〈〈G ∗G ∗ . . . ∗G〉〉 (155)
Here 〈〈 〉〉 means integration over a phase space of dimension 4n. Then consider the expression
with n− 1 Gt entries∫ 1
0
dt〈〈d (h ∗Gt ∗ . . . ∗Gt)〉〉 =
∫ 1
0
dt〈〈dh ∗Gt ∗ . . . ∗Gt〉〉 (156)
−
∫ 1
0
dt〈〈h ∗ dGt ∗ . . . ∗Gt〉〉 − . . . −
∫ 1
0
dt〈〈h ∗Gt ∗ . . . ∗ dGt〉〉
=
∫ 1
0
dt
(
〈〈dh ∗Gt ∗ . . . ∗Gt〉〉 − i〈〈h ∗ [ht ∗, Gt] ∗ . . . ∗Gt〉〉 − . . .
. . . − i〈〈h ∗Gt ∗ . . . ∗ [ht ∗, Gt]
)
〉〉 (157)
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using the first of (151). Then using the first of (150) together with (153) (or (154)) one gets∫ 1
0
dt〈〈d (h ∗Gt ∗ . . . ∗Gt)〉〉 =
∫ 1
0
dt〈〈(dh− i[ht ∗, h]) ∗Gt ∗ . . . ∗Gt〉〉 (158)
=
∫ 1
0
dt〈〈( d
dt
Gt ∗Gt ∗ . . . ∗Gt〉〉 = 1
n
∫ 1
0
dt
d
dt
〈〈Gt ∗Gt ∗ . . . ∗Gt〉〉
=
1
n
〈〈G ∗G ∗ . . . ∗G〉〉
Since they are integrated over a spacetime of dimension d = 2n these expressions vanish (unless
the spacetime is topologically nontrivial), but this is the way we identify the primitive functional
action for HS CS terms in dimension d = 2n − 1:
CS(h) = n
∫ 1
0
dt〈〈h ∗Gt ∗ . . . ∗Gt〉〉 (159)
where 〈〈 〉〉 means now integration over a phase space of dimension 4n−2. The important thing
is to prove that CS(h) is invariant under the HS gauge transformation (130):
δεCS(h) = n
∫ 1
0
dt
(
〈〈Dε ∗Gt ∗ . . . ∗Gt〉〉+ t〈〈h ∗ dtDε ∗ . . . ∗Gt〉〉+ . . . (160)
· · ·+ t〈〈h ∗Gt ∗ . . . ∗ dtDε〉〉
)
Since dtGt = 0 we can collect the symbol dt and integrate by parts in space to obtain
δεCS(h) = n
∫ 1
0
dt
{(
〈〈Dε ∗Gt ∗ . . . ∗Gt〉〉+ t d
dt
〈〈Dε ∗Gt ∗ . . . ∗Gt〉〉
)
(161)
−t〈〈d
(
h ∗Dε ∗Gt ∗ . . . ∗Gt + h ∗Gt ∗Dε ∗ . . . ∗Gt + . . .
. . .+ h ∗Gt ∗ . . . ∗Gt ∗Dε
)
〉〉
}
For a proof see Appendix D. Upon integrating by parts ddt , the RHS of the first line becomes
n〈〈Dε ∗G ∗ . . . ∗G〉〉 = n〈〈D (ε ∗G ∗ . . . ∗G)〉〉 = n〈〈d (ε ∗G ∗ . . . ∗G)〉〉 (162)
using the Bianchi identity and (154). As a consequence
δεCS(h) = n〈〈d
(
ε ∗G ∗ . . . ∗G−
∫ 1
0
dt t
(
h ∗Dε ∗Gt ∗ . . . ∗Gt + h ∗Gt ∗Dε ∗ . . . ∗Gt +
. . . . . .+ h ∗Gt ∗ . . . ∗Gt ∗Dε
))
〉〉 = 0 (163)
This proves the HS gauge invariance of CS(h) in a space of odd dimension d = 2n− 1.
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6.2 HS consistent anomalies
Eq.(163) gives us the form of the primitive generating functional for consistent anomaly in
d = 2n− 2 dimension:
A(h, ε) = n〈〈ε ∗G ∗ . . . ∗G−
∫ 1
0
dt t
(
h ∗Dε ∗Gt ∗ . . . ∗Gt + h ∗Gt ∗Dε ∗ . . . ∗Gt +
. . . . . .+ h ∗Gt ∗ . . . ∗Gt ∗Dε
)
〉〉 (164)
One can write this in a more compact form (see Appendix B):
A(h, ε) = n
∫ 1
0
dt (1− t)〈〈h ∗ dε ∗Gt ∗ . . . ∗Gt + h ∗Gt ∗ dε ∗ . . . ∗Gt +
. . . . . .+ h ∗Gt ∗ . . . ∗Gt ∗ dε〉〉 (165)
where the integrals are over a 4n− 4 dimensional phase space.
Of course we have to prove that the A is consistent. The shortest way is to promote ε to
anticommuting parameter (denoting it with the same symbol). So
sh = dε− i[h ∗, ε], sε = i
2
[ε ∗, ε] = i ε ∗ ε, etc. (166)
Using these BRST transform one can prove (see Appendix C) that
sA(h, ε) = 0 (167)
With the familiar manipulations one can rewrite (165) as follows
A(h, ε) = n
∫ 1
0
dt〈〈ε ∗Gt ∗ . . . ∗Gt + i(1 − t)ε ∗ [ht ∗, h ∗Gt ∗ . . . ∗Gt +Gt ∗ h ∗ . . . ∗Gt +
. . . . . .+Gt ∗ . . . ∗Gt ∗ h]〉〉 (168)
The (unintegrated) anomaly is obtained by differentiating with respect to ε:
A(h) = n
∫ 1
0
dt
(
Gt ∗ . . . ∗Gt + i(1 − t)[ht ∗, h ∗Gt ∗ . . . ∗Gt +Gt ∗ h ∗ . . . ∗Gt +
. . . . . .+Gt ∗ . . . ∗Gt ∗ h]〉〉 (169)
which is a 2n− 2 = d form.
This should be understood as the violation the off shell conservation D∗µx Jµ(x, u) = 0, i.e.
D∗µx Jµ(x, u) ∼
∫ 1
0
dt ⋆
(
Gt ∗ . . . ∗Gt + i(1− t)[ht ∗, h ∗Gt ∗ . . . ∗Gt +Gt ∗ h ∗ . . . ∗Gt +
. . . . . .+Gt ∗ . . . ∗Gt ∗ h]
)
(170)
where ⋆ denotes the Hodge dual.
Of course the next problem is to understand if and when these anomalies appear. This is not
difficult. If the matter fermion model of section 2 is constructed with massless chiral fermions
(instead of massive Dirac fermions) it may be anomalous and with the same anomaly coefficient
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as in the ordinary case. In fact the lowest order term O(u0) starts with exactly the same term,
but consistency requires an infinite tail of anomalous terms. Moreover (170) implies that there
are infinite many conservation laws that are violated, each one with its infinite long anomaly.
Another question is: do these anomalies exhaust the set of possible anomalies in HS theories.
We do not know the answer to this question. We know that in ordinary gauge theories the
analogous anomalies are the only consistent ones. But the analogy does not seem to be enough
to exclude other possible consistent anomalies in HS theories.
7 Conclusions
In this paper we have obtained a series of results on HS effective actions derived by integrating
out simple (scalar and fermion) matter fields coupled to external HS sources. In particular we
have developed methods to compute current correlators, which are the building blocks of the
effective action. We have shown how to compute the latter in different ways, either by using
the perturbative formalism introduced in [8] or by means of the more traditional Feynman dia-
grams. The second part of the paper has dealt with interpretations of HS objects, their relations
and further developments based on the HS symmetry. In particular we have found a precise
relation between the master field ha(x, u) and h(x, u) which couple linearly to fermionic and
bosonic matter, respectively. The ha(x, u) potential, with its gauge transformations, lends itself
to a simple interpretation as HS gauge field (although the transform contains not only ordi-
nary gauge transformations but also diffeomorphisms, beside other transformations involving all
spins). In the third part of the paper we have used this analogy to compute possible obstructions
in constructing (even dimensional) HS theories. Such obstructions are the analog of consistent
anomalies in ordinary gauge theories, but, beside the analogy, there are also significant differ-
ences. In particular we have seen that, whenever one such an obstruction appears, there are
infinite many anomalous currents, and each anomaly consists of an infinite expressions in the
local fields. In passing we have shown that one can construct odd dimensional CS actions.
The double nature of ha(x, u) will be at the root of the next two papers, II and III. As a
gauge-like object it will be used in paper II to construct HS YM-like theories. As a geometry-like
object it will allow us in paper III to interpret the HS geometry within a scheme analogous to
teleparallelism.
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Appendices
A Derivation of (31) and (32)
The Fourier transform of the first line of (25) is elementary. Let us see next[
δ(z − y)δ(t− v) ∗, W(2)νµ (y, v;x, u)
]
(171)
= i
∫
ddr
(2π)d
∫
ddw
(
e−ir·(z−y)eiw·(t−v)e
i
2
(
←
∂y·
→
∂v−
→
∂y ·
←
∂v
)〈
Jν(y, v)Jµ(x, u)
〉
−〈Jν(y, v)Jµ(x, u)〉e i2
(
←
∂y·
→
∂v−
→
∂y ·
←
∂v
)
e−ir·(z−y)eiw·(t−v)
)
= i
ddr
(2π)d
∫
ddw e−ir·(z−y)eiw·(t−v)
(
e
− 1
2
(
r·
→
∂v+w·
→
∂y
)〈
Jν(y, v)Jµ(x, u)
〉
−〈Jν(y, v)Jµ(x, u)〉e 12
(
r·
←
∂v+w·
←
∂y
))
= i
ddr
(2π)d
∫
ddw e−ir·(z−y)eiw·(t−v)
(〈
Jν
(
y − w
2
, v − r
2
)
Jµ(x, u)
〉
−〈Jν (y + w
2
, v +
r
2
)
Jµ(x, u)
〉)
The Fourier transform of this is∫
ddx eik1·x
∫
dy eik2·y
∫
ddz e−iq·z
[
δ(z − y)δ(t − v) ∗, W(2)νµ (y, v;x, u)
]
(172)
= i
∫
ddx eik1·x
∫
dy eik2·y
∫
ddz e−iq·z
∫
ddr
∫
ddw e−ir·(z−y)eiw·(t−v)
×
(〈
Jν
(
y − w
2
, v − r
2
)
Jµ(x, u)
〉− 〈Jν (y + w
2
, v +
r
2
)
Jµ(x, u)
〉)
Integrating over z we find δ(q + r), and over w we find δ
(
t− v − k12
)
for the first piece and
δ
(
t− v + k12
)
for the second. Next, performing the Fourier transform, one finds∫
ddx eik1·x
∫
dy eik2·y
∫
ddz e−iq·z
[
δ(z − y)δ(t − v) ∗, W(2)νµ (y, v;x, u)
]
(173)
= iδ
(
t− v − k1
2
)〈
J˜µ(k1, u)J˜ν
(
−k1, v + q
2
) 〉
−iδ
(
t− v + k1
2
)〈
J˜µ(k1, u)J˜ν
(
−k1, v − q
2
) 〉
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B Explicit calculation of 0- and 1-point function
B.1 The first term of (19)
Let us calculate the vacuum energy for fermions. First, the determinant of the inverse propagator
can be written as
det(− /̂P −m) = det(−P̂ 2 +m2)1/2 (174)
The W(0)[h] part of the effective action is
W
(0)[h] =
N
2
ln[det(−P̂ 2 +m2)]
=
N
2
Tr[ln(−P̂ 2 +m2)]
=
N
2
∫
ddu
(2π)d
tr
(
〈u|ln(−P̂ 2 +m2)|u〉
)
=
N
2
∫
ddu
(2π)d
ln(−u2 +m2)tr (〈u|u〉)
= 2⌊
d
2
⌋−1N
∫
ddu
(2π)d
ln(−u2 +m2)
∫
ddx (175)
where we have assumed the symbol of P̂ is u. To calculate the integral we make a Wick rotation
u0 → iu0E :
W
(0)[h] = 2⌊
d
2
⌋−1N i
∫
dduE
(2π)d
ln(u2E +m
2)
∫
ddx
= −2⌊ d2 ⌋−1−dN imdπ−d/2Γ
(
−d
2
)∫
ddx (176)
This is infinite. Since we are not interested in this paper in cosmological constant problems, we
will set it to zero.
B.2 The second term of (19)
Let us now focus on the tadpole contribution. The W(1)[h] part of the effective action is
W
(1)[h] =
∫
ddx
∫
ddu
(2π)d
W
(1)
a (x, u)h
a(x, u) (177)
where W
(1)
a (x, u) is given by (49) and ha(x, u) is defined with (15). Note that the integrals in
W
(1)[h] over the odd number of u’s vanish. We are left with:
W
(1)[h] = −2⌊ d2 ⌋N i
∫
ddx
∫
ddu
(2π)d
∫ ∞
−∞
dω
2π
eiωǫ
ω
∞∑
n=0
1
(2n + 1)!
h
aa1...a2n+1
(2n+2) (x)
uaua1 . . . ua2n+1
u2 −m2 (178)
The integral over the u momenta is∫
ddu
(2π)d
uaua1 . . . ua2n+1
u2 −m′2 =
(2n + 1)!!∏n
i=0(d+ 2i)
η(aa1 . . . ηµ2na2n+1)
∫
ddu
(2π)d
u2n+2
u2 −m2 (179)
= i
(−1)n(2n+ 1)!!
2d+n+1
π−d/2m′2n+dΓ
(
−n− d
2
)
η(aa1 . . . ηµ2na2n+1)
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Contracting η’s with h
µµ1...µ2n+1
(2n+2) gives the (n + 1)st trace of the spin (2n + 2) field, which we
will denote by h
[n+1]
(2n+2). Altogether we have
W
(1)[h] = 2⌊
d
2
⌋−d−1N π−d/2
∫
ddx
∫ ∞
−∞
dω
2π
eiωǫ
ω
∞∑
n=0
(−1)n(2n+ 1)!!
2n(2n+ 1)!
Γ
(
−n− d
2
)
× (m− iω − ε)2n+dh[n+1](2n+2)(x)
= 2⌊
d
2
⌋−d−2 iN π−d/2
∫
ddx
∞∑
n=0
(−1)n(2n + 1)!!
2n(2n + 1)!
Γ
(
−n− d
2
)
m2n+dh
[n+1]
(2n+2)(x)(180)
Finally, the effective action up to first order in h is
W[h] ≈ −2⌊ d2 ⌋−1−dN imdπ−d/2Γ
(
−d
2
)∫
ddx
(
1− 1
2
h
[1]
(2)(x)
)
+ 2⌊
d
2
⌋−d−2 iN π−d/2
∫
ddx
∞∑
n=1
(−1)n(2n+ 1)!!Γ (−n− d2)
2n(2n+ 1)!
m2n+dh
[n+1]
(2n+2)(x) + . . .(181)
One would expect that the first line in (181) corresponds to the cosmological constant term
which is of the form
Λ
∫
ddx
√
g ∼ Λ
∫
ddx
(
1 +
1
2
h
[1]
(2)(x) + . . .
)
(182)
We notice that there is a minus sign next to h
[1]
(2)(x) term in the first line of (181), instead of
plus. On the other hand this result is infinite for even d, and therefore scheme dependent. Since
in this paper we are interested in flat spacetime we will assume that the first line of (181) can
be renormalized to 0.
C Gauge transformations in the bosonic model
In this appendix we present the general form of the gauge transformations in the bosonic model.
In order to keep the formulae as simple as possible, for the time being we define the ∗-product
as
α(x, u) ∗ β(x, u) = α(x, u)ei(
←−
∂ x·
−→
∂ u−
−→
∂ x·
←−
∂ u)β(x, u) . (183)
We consider first the general case
h (x, u) =
s′∑
p=0
1
p!
(p)
h
µ1...µp
uµ1 . . . uµp
η(x, u) =
1
(s− 1)!
(s−1)
ǫ
µ1...µs−1
uµ1 . . . uµs−1 .
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δ(1)ǫ h (x, u) = −
i
2
[h (x, u) ∗, ǫ (x, u)]
= h (x, u) sin
(←−
∂ x · −→∂ u −−→∂ x · ←−∂ u
)
ǫ (x, u)
=
[
s+s′−2
2
]∑
r=0
(−)r
(2r + 1)!
h (x, u)
(←−
∂ x · −→∂ u −−→∂ x · ←−∂ u
)2r+1
ǫ (x, u)
=
[
s+s′−2
2
]∑
r=0
2r+1∑
k=0
(−)r−k+1
(2r + 1)!
(
2r + 1
k
)
h (x, u)
(←−
∂ x · −→∂ u
)k (−→
∂ x · ←−∂ u
)2r+1−k
ǫ (x, u)
=
[
s′−1
2
]∑
r=0
(−)r+1
(2r + 1)!
h (x, u)
(−→
∂ x · ←−∂ u
)2r+1
ǫ (x, u)
+
s−1∑
k=1
[
k−1+s′
2
]∑
r=[k2 ]
(−)r−k+1
(2r + 1)!
(
2r + 1
k
)
h (x, u)
(←−
∂ x · −→∂ u
)k (−→
∂ x · ←−∂ u
)2r+1−k
ǫ (x, u)
=
s−1∑
k=0
[
k−1+s′
2
]∑
r=[k2 ]
(−)r−k+1
(2r + 1)!
(
2r + 1
k
)
h (x, u)
(←−
∂ x · −→∂ u
)k (−→
∂ x · ←−∂ u
)2r+1−k
ǫ (x, u) ,
The condition 0 ≤ r ≤
[
s′−1
2
]
for the first term comes from the requirement k = 0 and
2r + 1 ≤ s′. The bounds on k in the second term come from k ≤ s− 1 . The bounds on r come
from the condition k ≤ 2r + 1, i.e. r ≥ [k2 ] and 2r + 1− k ≤ s′,i.e. r ≤ [k−1+s′2 ] .
∂
∂uµ1
. . .
∂
∂uµt
s−1∑
k=0
[
k−1+s′
2
]∑
r=[k2 ]
(−)r−k+1
(2r + 1)!
(
2r + 1
k
)
h (x, u)
(←−
∂ x · −→∂ u
)k (−→
∂ x · ←−∂ u
)2r+1−k
ǫ (x, u)
∣∣∣∣∣∣∣∣
u=0
=
=
s−1∑
k=0
[
k−1+s′
2
]∑
r=[k2 ]
(−)r−k+1
(2r + 1)!
(
2r + 1
k
) t∑
i=0
(
t
t− i
)
∂
∂u(µi+1
. . .
∂
∂uµt
h (x, u)
(←−
∂ x · −→∂ u
)k (−→
∂ x · ←−∂ u
)2r+1−k ∂
∂uµ1
. . .
∂
∂uµi)
ǫ (x, u)
∣∣∣∣
u=0
=
s−1∑
k=0
[
k−1+s′
2
]∑
r=[k2 ]
(−)r−k+1
(2r + 1)!
(
2r + 1
k
) t∑
i=0
(
t
t− i
)
∂ν1 . . . ∂νk
(t+2r+1−k−i)
h
νk+1...ν2r+1(µi+1...µt
(x) ∂νk+1 . . . ∂ν2r+1
(k+i)
ǫ
|ν1...νk|µ1...µi)
(x)
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This implies the constraints i+ k = s− 1 and t+2r+1− k− i ≤ s′, implying t ≤ s+ s′− 2.
Therefore 0 ≤ i = s− k− 1 ≤ t which means s− t− 1 ≤ k ≤ s− 1. If t ≤ s− 2 , this is the most
restrictive condition; if s − 1 ≤ t ≤ s + s′ − 2 then 0 ≤ k ≤ s − 1. On the other hand we have
2r+1 ≥ k ≥ s− t− 1,i.e. r ≥ [k2 ] and t+2r+1− k− i ≤ s,i.e. 2r+1 ≤ s+ s′− t− 1 ≤ s′+ k.
So, for t ≤ s− 2 ,
s−1∑
k=s−t−1
[
s+s′−t−2
2
]∑
r=[k2 ]
(−)r−k+1
(2r + 1)!
(
2r + 1
k
)(
t
s− k − 1
)
∂ν1 . . . ∂νk
(t−s+1+2r+1)
h
νk+1...ν2r+1(µs...µt+k
(x) ∂νk+1 . . . ∂ν2r+1
(s−1)
ǫ
|ν1...νk|µk+1...µs−1)
(x)
For s− 1 ≤ t ≤ s+ s′ − 2,
s−1∑
k=0
[
s+s′−t−2
2
]∑
r=[k2 ]
(−)r−k+1
(2r + 1)!
(
2r + 1
k
)(
t
s− k − 1
)
∂ν1 . . . ∂νk
(t−s+1+2r+1)
h
νk+1...ν2r+1(µs...µt+k
(x) ∂νk+1 . . . ∂ν2r+1
(s−1)
ǫ
|ν1...νk|µk+1...µs−1)
(x)
All δ
(t)
h
µ1...µt
with t ≥ s+ s′ − 1 are vanishing.
C.1 Truncated transformations
Let us work out some examples explicitly. For s = 1 and s′ = 3 we get
δ
(0)
h = δ(1)
(0)
h
= −
(1)
h
ν1
∂ν1ǫ+
1
6
(3)
h
ν1ν2ν3
∂ν1∂ν2∂ν3ǫ
δ
(1)
h
µ1
= δ(0)
(1)
h
µ1
+ δ(1)
(1)
h
µ1
= ∂µ1ǫ−
(2)
h
ν1µ1
∂ν1ǫ
δ
(2)
h
µ1µ2
= δ(1)
(1)
h
µ1µ2
= −
(3)
h
ν1µ1µ2
∂ν1ǫ
δ
(3)
h
µ1µ2µ3
= 0
...
...
...
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For s = 2 and s′ = 3 we get
δ
(0)
h = δ(1)
(0)
h
= ǫν1∂ν1
(0)
h − 1
2
∂ν1
(2)
h
ν2ν3
∂ν2∂ν3ǫ
ν1
δ
(1)
h
µ1
= δ(1)
(1)
h
µ1
= ǫν1∂ν1
(1)
h
µ1
−
(1)
h
ν1
∂ν1ǫ
µ1
+
1
6
(3)
h
ν1ν2ν3
∂ν1∂ν2∂ν3ǫ
µ1 − 1
2
∂ν1
(3)
h
ν2ν3µ1
∂ν2∂ν3ǫ
ν1
δ
(2)
h
µ1µ2
= δ(0)
(2)
h
µ1µ2
+ δ(1)
(2)
h
µ1µ2
= 2∂(µ1|ǫµ2)
+ǫν1∂ν1
(2)
h
µ1µ2
− 2
(2)
h
ν1(µ1
∂ν1ǫ
µ2)
δ
(3)
h
µ1µ2µ3
= ǫν1∂ν1
(3)
h
µ1µ2µ3
− 3
(3)
h
ν1(µ1µ2
∂ν1ǫ
µ3)
δ
(4)
h
µ1µ2µ3µ4
= 0
...
...
...
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For s = 3 and s′ = 3 we get
δ
(0)
h = δ(1)
(0)
h
=
1
2
∂ν1∂ν2
(1)
h
ν3
∂ν3ǫ
ν1ν2
− 1
12
∂ν1∂ν2
(3)
h
ν3ν4ν5
∂ν3∂ν4∂5ǫ
ν1ν2
δ
(1)
h
µ1
= δ(1)
(1)
h
µ1
= ǫν1µ1∂ν1
(0)
h
−1
2
∂ν1
(2)
h
ν2ν3
∂ν2∂ν3ǫ
ν1µ1
+
1
2
∂ν1∂ν2
(2)
h
ν3µ1
∂ν3ǫ
ν1ν2
δ
(2)
h
µ1µ2
= δ(1)
(2)
h
µ1µ2
= 2ǫν1(µ1 ∂ν1
(1)
h
µ2)
−
(1)
h
ν1
∂ν1ǫ
µ1µ2
+
1
6
(3)
h
ν1ν2ν3
∂ν1∂ν2∂ν3ǫ
µ1µ2
−∂ν1
(3)
h
ν2ν3(µ1
∂ν2∂ν3ǫ
|ν1|µ2)
+
1
2
∂ν1∂ν2
(3)
h
ν3µ1µ2
∂ν3ǫ
ν1ν2
δ
(3)
h
µ1µ2µ3
= δ(0)
(3)
h
µ1µ2µ3
+ δ(1)
(3)
h
µ1µ2µ3
= 3∂(µ1 ǫµ2µ3)
+3ǫν1(µ1 ∂ν1
(2)
h
µ2µ3)
− 3
(2)
h
ν1(µ1
∂ν1ǫ
µ2µ3)
δ
(4)
h
µ1µ2µ3µ4
= δ(1)
(4)
h
µ1µ2µ3µ4
= 4ǫν1(µ1 ∂ν1
(3)
h
µ1µ2µ3)
− 6
(3)
h
ν1(µ1µ2
∂ν1ǫ
µ3µ4)
δ
(5)
h
µ1µ2µ3µ4µ5
= 0
...
...
...
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D Some proofs
D.1 Proof of eq.(161)
δεCS(h) = n
∫ 1
0
dt
(
〈〈Dε ∗Gt ∗ . . . ∗Gt〉〉+t〈〈h ∗ dtDε ∗ . . . ∗Gt〉〉+ . . . (184)
. . .+t〈〈h ∗Gt ∗ . . . ∗ dtDε〉〉
)
= n
∫ 1
0
dt
(
〈〈Dε ∗Gt ∗ . . . ∗Gt〉〉+t〈〈h ∗ dt(Dε ∗ . . . ∗Gt)〉〉+ . . .
. . .+t〈〈h ∗ dt(Gt ∗ . . . ∗Dε)〉〉
)
= n
∫ 1
0
dt
(
〈〈Dε ∗Gt ∗ . . . ∗Gt〉〉+t〈〈dGt
dt
∗Dε ∗ . . . ∗Gt〉〉+ . . .
. . .+t〈〈dGt
dt
∗Gt ∗ . . . ∗Dε〉〉
)
−t〈〈d
(
h ∗Dε ∗Gt ∗ . . . ∗Gt + h ∗Gt ∗Dε ∗ . . . ∗Gt + . . .
. . .+ h ∗Gt ∗ . . . ∗Gt ∗Dε
)
〉〉
= n
∫ 1
0
dt
{(
〈〈Dε ∗Gt ∗ . . . ∗Gt〉〉+ t d
dt
〈〈Dε ∗Gt ∗ . . . ∗Gt〉〉
)
−t〈〈d
(
h ∗Dε ∗Gt ∗ . . . ∗Gt + h ∗Gt ∗Dε ∗ . . . ∗Gt + . . .
. . .+ h ∗Gt ∗ . . . ∗Gt ∗Dε
)
〉〉
}
E From eq.(164) to eq.(165)
The starting point is
A(h, ε) = n〈〈ε ∗G ∗ . . . ∗G−
∫ 1
0
dt t
(
h ∗Dε ∗Gt ∗ . . . ∗Gt + h ∗Gt ∗Dε ∗ . . . ∗Gt +
. . . . . .+ h ∗Gt ∗ . . . ∗Gt ∗Dε
)
〉〉 (185)
Let us consider the term in round bracket and decompose Dε = dε− i[h ∗, ε]. We consider first
the second term, i.e.
−it 〈〈h ∗ [h ∗, ε] ∗Gt ∗ . . . ∗Gt + h ∗Gt ∗ [h ∗, ε] ∗ . . . ∗Gt + . . . . . . + h ∗Gt ∗ . . . ∗Gt ∗ [h ∗, ε]
)
〉〉
Using (154) this becomes
−i〈〈[h ∗, ht] ∗ ε ∗Gt ∗ . . . ∗Gt + h ∗ ε ∗ [Gt ∗, ht] ∗ . . . ∗Gt + . . . . . .+ h ∗ ε ∗ . . . ∗Gt ∗ [Gt ∗, ht]
)
〉〉 (186)
−i〈〈[h ∗, ht] ∗Gt ∗ ε . . . ∗Gt + h ∗ [Gt ∗, ht] ∗ ε ∗ . . . ∗Gt + . . . . . .+ h ∗Gt ∗ ε ∗ . . . ∗Gt ∗ [Gt ∗, ht]
)
〉〉
. . . . . .
−i〈〈[h ∗, ht] ∗Gt ∗ . . . ∗Gt ∗ ε+ h ∗ [Gt ∗, ht] ∗ ∗ . . . ∗Gt ∗ ε+ . . . . . .+ h ∗Gt ∗ . . . ∗Gt ∗ [Gt ∗, ht] ∗ ε
)
〉〉
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Now we use −i[ht ∗, h] = dGtdt − dh and [ht ∗, Gt] = −idGt and (185) becomes
〈〈
dGt
dt
∗
(
ε ∗Gt ∗ . . . ∗Gt +Gt ∗ ε . . . ∗Gt + . . . . . .+Gt ∗ . . . ∗Gt ∗ ε
)
〉〉 (187)
−〈〈dh ∗
(
ε ∗Gt ∗ . . . ∗Gt +Gt ∗ ε . . . ∗Gt + . . . . . .+Gt ∗ . . . ∗Gt ∗ ε
)
〉〉
+〈〈h ∗ ε ∗ d
(
Gt ∗ . . . ∗Gt
)
+ h ∗ d
(
Gt ∗ εˇ ∗ . . . ∗Gt
)
+ . . . . . .+ h ∗ d
(
Gt ∗ . . . ∗Gt
)
∗ ε〉〉
whereˇover ε means that d does not act on it. This is
d
dt
〈〈ε ∗Gt ∗ . . . ∗Gt〉〉 (188)
−〈〈h ∗ dε ∗Gt ∗ . . . ∗Gt + h ∗Gt ∗ dε ∗ . . . ∗Gt + . . . . . .+ h ∗Gt . . . ∗Gt ∗ dε〉〉
−〈〈d
(
h ∗ ε ∗Gt ∗ . . . ∗Gt + h ∗Gt ∗ ε ∗ . . . ∗Gt + . . . . . .+ h ∗Gt . . . ∗Gt ∗ ε
)
〉〉
The last line vanishes. Disregarding it and adding the first two lines (under − ∫ 10 dt) to the
remaining piece in (185), i.e.
〈〈ε ∗G ∗ . . . ∗G−
∫ 1
0
dt t
(
h ∗ dε ∗Gt ∗ . . . ∗Gt + h ∗Gt ∗ dε ∗ . . . ∗Gt +
. . . . . .+ h ∗Gt ∗ . . . ∗Gt ∗ dε
)
〉〉 (189)
and integrating by parts in t the first line of (188), we get
A(h, ε) = n
∫ 1
0
dt(1− t)〈〈h ∗ dε ∗Gt ∗ . . . ∗Gt + h ∗Gt ∗ dε ∗ . . . ∗Gt (190)
+ . . . . . .+ h ∗Gt ∗ . . . ∗Gt ∗ dε〉〉
F Proof of eq.(167)
We prove eq.(167) for the case n = 3. In that case
A(h, ε) = 3
∫ 1
0
dt(1− t)〈〈h ∗ dε ∗Gt + h ∗Gt ∗ dε〉〉 (191)
= +
1
2
〈〈dε ∗ (dh ∗ h+ h ∗ dh)〉〉− i
2
〈〈dε ∗ h ∗ h ∗ h〉〉
Applying the BRST operator s
sA(h, ε) = + i
2
〈〈d(ε ∗ ε) ∗ (dh ∗ h+ h ∗ dh) + dε ∗ ([dh ∗, ε]− [h ∗, dε]) ∗ h (192)
+dε ∗ h ∗ ([dh ∗, ε]− [h ∗, dε])〉〉−1
2
〈〈dε ∗ dh ∗ (dε− i[h ∗, ε])
+dε ∗ (dε− i[h ∗, ε]) ∗ dh〉〉+1
2
〈〈d(ε ∗ ε) ∗ h ∗ h ∗ h〉〉
+
i
2
〈〈dε ∗ (dε− i[h ∗, ε]) ∗ h ∗ h+ dε ∗ h ∗ (dε− i[h ∗, ε]) ∗ h+ dε ∗ h ∗ h ∗ (dε− i[h ∗, ε])〉〉
Expanding the RHS one can see each term cancels a similar term with opposite sign, except
〈〈dε ∗ dε ∗ dh〉〉 = 〈〈d(ε ∗ dε ∗ dh)〉〉 = 0 (193)
39
which vanishes by integration, and
〈〈dε ∗ h ∗ dε ∗ h〉〉 = −〈〈dε ∗ h ∗ dε ∗ h〉〉 (194)
which vanishes by symmetry.
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