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Preface 
The Second Conference for PhD Students in Computer Science (CSCS) was 
organized by the Department of Computer Science of the University of Szeged 
(SZTE) and held in Szeged, Hungary from July 20 to 23, 2000. The members 
of the Scientific Committee were the following representants of the Hungarian 
doctoral schools in computer science: Mátyás Arató (KLTE), András Benczúr 
(ELTE), Miklós Bartha (SZTE), Tibor Csendes (SZTE), János Csirik (SZTE), 
János Demetrovics (SZTAKI), Sarolta Dibuz (Ericsson), József Dombi (SZTE), 
Zoltán Ésik (SZTE), Ferenc Friedler (VE), Zoltán Fülöp (SZTE), Ferenc Gécseg 
(chair, SZTE), Balázs Imreh (SZTE), János Kormos (KLTE), László Kozma 
(ELTE), Attila Kuba (SZTE), Eörs Máté (SZTE), Gyula Pap (KLTE), András 
Recski (BME), Endre Selényi (BME), Katalin Tarnay (NOKIA), György Túrán 
(JATE), and László Varga (ELTE). The members of the Organizing Committee 
were Tibor Csendes, Eva Gombás, Mihály Csaba Markot, László Martonossy, 
Lajos Schrettner, and Mariann Sebő. 
There were more than 80 participants and 60 talks in several fields of computer 
science and its applications. Beyond the Hungarian PhD schools in computer 
science, mainly the universities of Almeria, Spain and of Nis, Yugoslavia were 
represented. The talks were going in two parallel sections in artificial intelli-
gence, automata and formal languages, computer networks, database theory, 
discrete mathematics, formal languages, fuzzy decision support systems, infor-
mation systems, optimization, picture processing, and software engineering. The 
talks of the students were completed by 4 plenary talks of leading scientists. 
Three scientific journals, viz. Periodica Polytechnica (Budapest), Publicationes 
Mathematicae (Debrecen) and Acta Cybernetica (Szeged) offered students to 
publish the paper version of their presentations after a selection and review 
process. Altogether 38 papers were submitted for publication. The present 
special issue of Acta Cybernetica contains 14 such papers, and 4 further will be 
published in a later regular issue. 
The full program of the conference, the collection of the abstracts and further 
information can be found at http : / /www . inf .u -szeged .hu /~cscs. 
On the basis of our positive experiences, the conference will be organized in the 
future, too, hopefully with more foreign participants. According to the present 
plans, the next meeting will be held in July 2002 in Szeged. 
Tibor Csendes and Zoltán Fülöp 
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Sets of integers in different number systems and the 
Chomsky hierarchy 
István Katsányi * 
Abstract 
The classes of the Chomsky hierarchy are characterized in respect of con-
verting between canonical number systems. We show that the relations of 
the bases of the original and converted number systems fall into four distinct 
categories, and we examine the four Chomsky classes in each of the four cases. 
We also prove that all of the Chomsky classes are closed under constant ad-
dition and multiplication. The classes TZ£ and CS are closed under every 
examined operation. The regular languages axe closed under addition, but 
not under multiplication. 
K e y words: formal languages, Chomsky hierarchy, canonical number systems, 
number theory, converting. 
1 Introduction 
It is a thoroughly studied subject within the discipline of formal languages and au-
tomata theory, that under which conditions will a set of integers in m-ary notation 
be regular for a given m > 1. Cobham has solved the bases of this problem in [1]. 
His results were extended and generalized by many authors in many ways for exam-
ple in the papers [2], [3], [4], [5], [6], [7]. Luca and Restivo suggested in their paper 
([3]) to study the open problem of the context-free case. In this work, we examine 
the context-free, the context sensitive and the recursively enumerable classes in ad-
dition to the regular languages, hence the examination of the Chomsky-hierarchy 
in this regard becomes complete. 
We also investigate, that under what conditions do certain arithmetical oper-
ations alter the Chomsky-class of a language. We prove some closure properties 
and generalize a theorem related to ranges of polynomials. 
2 Preliminaries 
When not stated otherwise, we will use the standard notations used in the theory 
of formal languages (see for example [8]). The set of nonnegative integers will 
'Eötvös Loránd University, Department of General Computer Science, 1117 Budapest, 
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be denoted by J\f, and the classes of regular, context-free, context sensitive and 
recursively enumerable languages by 7ZEQ, CT, CS, 7ZE, respectively. The length 
of a word u will be denoted by |u|. The notation of the empty word is A. The 
mirror image of a word u will be denoted by u~l. We use the same notation for 
the mirror images of languages: for a language L let L~l = { u - 1 | u € L}. 
We call a word u a proper base-a integer (a > 1), if a = 1 and u consists of 
some 1 digits, or a > 2, u consists of digits 0 , . . . , a — 1, and u = 0, or the first 
digit of u is nonzero. The value of a proper base-a integer u will be denoted by 
vala(u). (The value of a proper base-1 integer u is the length of u.) We denote 
by La(A) the language of proper base-a integers, whose values constitutes the 
set A, where A is a set of nonnegative integers, and a is a positive integer. For 
example, if A = { 2 " | n > 0}, then L2{A) = {1 ,10 ,100 , . . . } can be expressed by 
the regular expression 10*, but according to Biichi ([9]) L\o{A) = { 1 , 2 , 4 , 8 , 1 6 , . . . } 
and L\(A) = {1 ,11 ,1111, . . . } are nonregular languages. 
We call two integers a, b > 2 multiplicatively dependent, if there exist integers 
n, TO > 1, such that an = bm. Otherwise, they are called multiplicatively indepen-
dent. 
We will also use the well-known structure of generalized sequential machines, 
and a pumping lemma concerning regular languages ([10],[11], [12]): 
Definition 1 ^ generalized sequential machine is a 6-tuple (Q, £ , A, <r, s, F), 
where Q is the finite set of states, £ is the input alphabet, A is the output al-
phabet, a is the transition-and-output function from Q x E to finite subsets of 
Q x A*, s € Q is the starting state, and F C.Q is the set of final states. For a gsm 
G, the set of all output words in response to an input word u € E* is denoted by 
G(u). For a language L C E* we define G{L) = UugL^W-
Proposition 1 Let L be a regular set. Then there is a constant n, such that if z 
is any word in L, and \z\ > n, we may write z = uvw in such a way that |ui>| < n, 
> 1, and for all i > 0, uvlw is in L. 
3 Converting between canonical number systems 
One of the main results of our paper is the next theorem: 
Theorem 1 
a = 1,6 > 2 a > 2 , 6 = 1 
a, 6 > 2, 
3n,m > 1 : 
a n = 6m 
a, 6 > 2, 
^n, m > 1 : 
a" = bm 
neg 1l£Q CS nsg CS* 
CT USQ CS CT CS* 
cs US* CS CS CS 
•re •R£ 7U TIE 7IE 
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For each of the 16 inner cells of the table the following holds: If a and b are integers 
that satisfy the condition shown in the heading of the column of the cell, and A is 
a set of integers such that La(A) belongs to the class shown in the heading of the 
row of the cell, then the language Lb(A) belongs to the class shown in the cell. For 
each cell that is not marked with a *, there exists integers a, b and sets A, such 
that they satisfy the appropriate conditions, and Lb(A) is not the element of any 
smaller Chomsky class, than the one shown in the cell. 
The theorem can be proved by a series of lemmas. Let us prove a part of the 
context-sensitive case first. 
Lemma 1 Let a > 2 be an integer, and let A be a set of nonnegative integers, 
such that the language La(A) is context-sensitive. Then for all b > 1 integers, the 
language Lt(A) is also context-sensitive. 
Proof. We will construct a grammar G' = (N',T',S',P'), such that L(G') = 
Lb(A) and then we will prove, that there is a constant c such that there exists a 
derivation in G' of every nonempty word u € L{G'), which uses a workspace of size 
c\u\ or less. For the proof, that this property is sufficient for the generated language 
to be context sensitive, see e.g. [8], Theorem 10.1. 
Let G = (N, T, S, P) be a length-increasing grammar generating the language 
La(A). We may assume, that T = { 0 , 1 , . . . , a - 1 } , and the left-side of each produc-
tion of G contains only nonterminals, and even the right-sides of the productions 
contain only terminals in productions of the form Xi —> i (Xi € iV, 0 < i < a — 1), 
and these Xi nonterminals do not appear on the left side of other productions. G' 
works roughly as follows: it generate words according to the rules of G, enclose it be-
tween some markers, and creates a separate block, where the base-6 representation 
of the generated number will evolve. This block first consists of the representation 
of 0, and then the rules of G' one by one decrease the generated base-a number, 
and increase the base-6 number in the separate block. 
Let us suppose first, that b > 2. Then G' will be the following: 
N1 = NU{S',B,M,E,C,D,F,H,Y0,Y1,... ,Yb^}, 
T' = {0,1,... ,b - 1}, 
P' = PUP", 
where the newly added nonterminals do not appear in N, and P" consists of the 
following rules: 
Beginning: 
S' -> BSCMYQE (1) 
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Subtracting 1 from the left side: 
XiXjC XiXj-iD 0 < i < a — 1 l < j < a - l (2) 
XiX0C XiCXa_i 0 < i < a - 1 (3) 
BXiC -4 BX^D 2 < i < a -1 (4) 
S X i C BD (5) 
D goes to the right: 
DXj XiD 0 < i < a - 1 (6) 
DM -4 MD (7) 
DYi^YiD 0 < i < b - 1 (8) 
Adding 1 to the right side: 
DE F S (9) 
YiF -»• HYi+\ 0 < i < b - 2 (10) 
r 6 _ i F (11) 
MF MHYi (12) 
H goes to the left: 
YiH - » HYi 0 < i < b - 1 (13) 
MB -> CM (14) 
If the left side is empty, we have finished: 
BXqCM BCM (15) 
BCM A (16) 
E -4 A (17) 
F i - M 0 < i < 6 - 1 (18) 
In order to prove that Lb{A) = L(G') first we prove, that L\,(A) C L{G'). 
Let us prove two claims first, which shows that the encoded numbers between the 
symbols B and M ( M and E) can be decreased (increased) by one, under certain 
conditions. Using these two claims the proof of the inclusion will be easy. 
Claim 1 Let u be a word of the form 
u = BXh ... XhCMu0E, 
where k > 1, ji ...jk is a proper base-a integer of a positive value, and uq £ 
{Fo , - . . Then 
u u' = BXj; . . .Xj> DMuqE, 
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such that either k = 1, X\ — 1 and k' = 0, or j[.. .j'k, is a proper base-a integer, 
and vala(ji ...jk)= vala(j[ ...j'k,) + l. 
Proof. Using rules of type (3) the symbol C steps over all Xo nonterminals, and 
replace each of them by Xa-i. (We cannot decrease the digit zero any more, we 
must replace it by the maximal digit and try to decrease the preceding digit.) 
k—m 
, s 
u =>*G, Hi = BXh ... XjmCXa-1... Xa-i Mu0E, 
where 1 <m<k and jm > 1-If m is at least two, we may „subtract one" form X j m using a rule of type (2): 
k—m 
f " N 
ui = BXj1 ... Xjm-iD Xa-\... Xa-i MUQE, 
If m is one, but j\ > 2, we can still „decrease" Xj1 using a rule of type (4): 
k-1 
/ 
ui "3 = BXh_iDXa-i • ..Xa-i MUQE, 
Finally, if both m and j\ equal to one, we erase Xj using rule (5): 
fc-i 
Ui =>G' "4 = BD ... Xa-1 MUQE, 
FVom each of « 2 , U3 and u4 we can derive u' by using rules of type (6). It follows 
from the construction, that the condition given for u' holds. 
Claim 2 Let u be a word of the form 
u = Bu0DMYtl ...Yi,E, 
where uo € {-^0, • • • , Xa-i}*, s > 1 and h ... ls is a proper base-b integer. Then 
u =3-*G, u' = Bu0CMYVi ... Y^E, 
where s' > 1, ... l's, is a proper base-b integer and 
valt,(li... ls) + 1 = valb(l[ • • • l's>). 
Proof. By rules of type (7), (8) and (9) we derive ui: 
u Ul = Bu0MYh ... YLFE. 
Then by the rule (11) F steps over all Y(,_i, which cannot be increased any more, 
so these are replaced by Y0-s: 
s—m 
«1 =>g- u2 = Bu0MYh...YlmFYo^YoE, 
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where either m = O o r l < m < s and 0 < lm < b — 2. If m is at least 1, then we 
may apply a rule of type (10), and increase the rightmost non-maximal digit: 
s—m 
U2 =>G- "3 = Bu0MYh . ..Ylm_,HYlm+1Yo^YoE. 
If m is zero, we use rule (12) and introduce a new digit: 
s 
U2 Ui = BuqMHYI Y0...Y0E. 
From both U3 and U4 we can derive it' by using rules of type (13) and (14). It 
follows from the construction, that the condition given for u' holds. 
Now let us prove, that for every v £ Lb{A) there exists a derivation 
S' v. 
By definition, there must be a word u € L(G), such that vala{u) = valb(v). Let us 
denote the digits of u by • • • ,i|u|- Hence u = ¿ii2 .. .i\u\ (0 < ¿ i , i 2 , . . . ,i|u| < 
a - 1), and the following derivations are valid: 
S =>q XijXi2... XiM, 
S' BXHXI2 ... XIMCMY0E. 
If u = 0, then we continue the derivation by the rules (15), (16), (17), and 
Yq —̂  0. We derived 0, which is the base-6 representation of u. If u 0, then we 
may use Claim 1 and Claim 2 consecutively vala{u) times. By that 
S' BCMYh...YjtE, 
such that valb{ji... js) — vala{u). Using rules of type (16), (17), and (18) we 
obtain, that 
5" =>*G, ji ...js = v, 
which is exactly what we wanted to show. 
Now let us prove, that L(G') C Lb{A). Let u be an arbitrary word in L(G'), 
and let its derivation be the following: 
S' BSCMYoE =>*G, u £ T'* 
We must not use rules of type Xi i (0 < i < a - 1) during the derivation, or 
else the nonterminals B and M cannot be erased because of the terminal i between 
them. As no Xi (0 < i < a — 1) nonterminals exist on the left side of a production 
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of another type in P', the steps of this derivation can be interchanged in such a 
way, that we get the following derivation: 




= > G ' 3 i - - - j k = u (23) 
At each step of the derivation (20), there can be used only one rule. For that, 
and for the arguments mentioned before vala(ii... in) = valb(ji .. .jk). On the 
other hand obviously S ==>*G H .. .in, so vala(i\.. . i„) £ A, which means, that 
u e Lb(A). 
Finally, let us prove, that L(G') S CS. We will show, that for an appropriately 
chosen constant c every derivation of every word u G L(G') uses a workspace of 
size c\u\ or less. This condition is obviously stronger than required for L(G') being 
context-sensitive. 
Let us consider an arbitrary derivation V : S' =>g' u °f a n arbitrary word 
u € L(G'). It is obvious, that every derivation of the word u = 0 uses a workspace 
of size 6 = 6 |u|. Otherwise, we can split the derivation into two parts: 
V : 5 ' BCMu' =^*G, u. 
We call the first part of the derivation V the steps, where the derived word contains 
the nonterminals B and M , and there are at least one symbol between them, not 
counting the symbols C and D. We will refer the rest of the derivation as the 
second part. 
If we denote by v the base-o representation of valt,(u), then the number of the 
letters between the nonterminals B and M is at most |v| + 1 , because the grammar 
G is length-increasing. The one extra symbol could be C or fl. 
During the first part of the derivation there cannot be more than |u| + 1 symbols 
between the letters M and E, and during the second part, each derived word is not 
longer than |u| + 5. Now the extra symbols are B,C,M,E, and one of the letters 
D, F and H. We obtained, that during the derivation V the length of the longest 
derived word is at most |u| + |i;| + 6. 
Since it can be shown, that < (1 + J ^ ) |u|, there must be a constant c, such 
that every derived word during the derivation D is shorter, than c |u|. This proves, 
that the language L(G')1s context-sensitive. 
The case of b = 1 is similar, we only have to make some minor modification in 
the definition of the grammar and in the proofs. The main difference is in the rule 
sets (9)-(12), but the modification should cause the reader no trouble. • 
The following lemma is a consequence of Church's thesis, but we will give a 
direct proof, too. 
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Lemma 2 Let a > 1 be an integer, and let A be a set of nonnegative integers, such 
that the language La(A) is recursively enumerable. Then for all b > 1 integers, the 
language Lb(A) is also recursively enumerable. 
Proof. For the case of a > 2 we use the very same construction as the one used 
in Lemma 1, but this time we can not suppose the original grammar to be length-
increasing, hence the resulting grammar may generate languages, which are not 
context-sensitive. For the unary case we also use the same ideas, but we change 
the rules (2)-(5) to the following one: X\C —> D. Using the same thoughts, we may 
prove, that the language generated by the constructed grammar equals to Lb(A).• 
The following lemma is an immediate consequence of Lemma 2. 
Lemma 3 Let A be a set of nonnegative integers, such that the language Li(A) 
is context-sensitive. Then for all b > 2 integers, the language Lb{A) is recursively 
enumerable. 
There are no known examples of sets, that have context-sensitive representation 
in the unary number system, and a non-context-sensitive representation in an other 
number system, so we cannot be sure, that the recursively enumerable class is the 
smallest one, which contains this type of languages. In contrast to this, we have 
nice results concerning multiplicatively dependent bases. 
Lemma 4 Let a, b > 2 be two multiplicatively dependent integers, and let A be a 
set of nonnegative integers. Then La(A) £ T holds iff Lb{A) £ T is true, where T 
is one of the classes 7Z£, CT, 1Z£Q. 
Proof. We will construct a generalized sequential machine G, such that when the 
input of G is the mirror image of an integer expressed in the base-a number system, 
then the output of G is the mirror image of the same integer expressed in the base-6 
number system. This completes the proof, because the classes in question are all 
closed under gsm-mappings and mirror images. 
Let n and m be two positive integers, such that a" = bm. (These numbers must 
exists, because a and b are multiplicatively dependent integers.) The constructed 
gsm is the following one: 
G = ( { / } U {Si>i | 0 < i < an - 1,0 < j < n - l},Ta,Tb,a,s0fi,{f })> 
where Ta = { 0 , 1 , . . . ,a - 1}, Tj, = { 0 , 1 , . . . ,b - 1}, and o is defined by the 
following. If n is at least two, then for all integers i, j and letter x £ Ta, such that 
0 < i < an~2 - 1, and 0 < j < n - 2 we have 
v(sij,x) = {(si+xaij+i,X),(f,u)}, 
where u is a word, such that u~1 is a proper base-6 integer, and valb(u-1) = i + xa^. 
Moreover (for any values of n), we have 
a (sitn-ltx) = { ( s o , o , u O m - H ) , ( / , u ) } , 
Sets of integers in different number systems and the Chomsky hierarchy 129 
where 0 < i < a n 1 — 1, x E Ta, and u is a word, such that u 1 is a proper base-6 
integer, and valb(u-1) = i + xan~1. 
The work of the gsm G is based upon the fact, that we can divide the number 
to be converted to distinct n-digit blocks, and we can make the conversion in each 
block independently of the other blocks. Each n-digit block will be converted to 
an m-digit block in the base-6 number system. The gsm reads n consecutive digits 
from its input, keeping the value of the read (reversed) number in its internal state. 
The read number must be less, then an, so the number of internal states will not 
be infinite. After reading n digits, G outputs m digits: the reverse of the base-
b representation of the read number, using leading zeroes, if necessary, and then 
it resets its counter, and begins a new cycle. At any moment, G may stop its 
operation by writing the mirror image of the base-6 representation of the stored 
number to the output. This time we omit leading zeroes. After that step, G goes 
to the unique final state, which has no following state, so this step can only be used 
with success at the end of the input. The details of the proof, that for every proper 
base-a integer u, G ( u _ 1 ) consists of exactly one word, and that v = G ( i t - 1 ) - 1 is a 
proper base-fe integer, such that vala(u) = valb(v) are left to the reader. • 
The following lemma is an immediate consequence of Lemma 1: 
Lemma 5 Let a, b > 2 be two multiplicatively independent integers, and let AC J^f 
be a set, such that La(A) E U£Q, or La(A) E CT. Then Lb(A) E CS. 
By the work of Biichi ([9]) we know, that if a,b > 2 are two multiplicatively 
independent integers and A C J\f is a set, such that La(A) E 7Z£Q, then Lb(A) 
may be nonregular. However, it is not known, that the language Lb(A) can be 
non-context-free, too. Our conjunction is, that it can. 
The following lemma is another consequence of Lemma 1. It follows from Biichi's 
Theorem, that this lemma cannot be further strengthened. 
Lemma 6 Let a > 2 be an integer and let AC N be a set, such that La(A) E ~R£Q, 
or La(A) E CT. Then Li(A) £ CS. 
Using the fact, that every context-free language over a one-letter alphabet is 
also regular (see for example [8], Theorem 7.3), we get the following consequence 
of Cobham's Theorem ([1]): 
Lemma 7 Let b>2 be an integer and let AC. J\[ be a set, such that L\(A) 6 7Z£Q, 
or Li(A) e CT. Then Lb(A) e 7l£Q. 
At the end of this section we repeat the table of Theorem 1, indicating in each 
cell the number of the lemma, which proves the part of the theorem that belongs 
to the cell. 
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a = 1,6 > 2 a > 2,6 = 1 
a, 6 > 2, 
3n,m > 1 : 
an = bm 
a, 6 > 2, 
> 1 : 
a" = 6m 
7UQ TISG (7.) CS (6.) Tl£Q (4.) CS* (5.) 
CT K£g (7.) CS (6.) CT (4.) CS* (5.) 
CS nS* (3.) CS (1.) (1.) CS (1.) 
1Z£ K£ (2.) 7IS (2.) TIE (2.) 118 (2.) 
4 Arithmetic operations on languages 
This section deals with the second main part of the paper: language properties of 
arithmetic operations on sets. 
First we define some operations over sets of integers: 
Definition 2 Let A,BCJ\f be two sets of integers, and let c > 0 be an integer. 
Let us define 
A + B - {a + b\ a £ A,b £ B], c + A = A + c = {c} + A, 
A - B - {ab \ a £ A,b £ B}, c • A = A • c = { c } • A, 
AB = {a6 \ a £ A,b £ B}, Ac = A<c>. 
Theorem 2 
c + A c-A A + B A-B AB 
nsg nsg nsg nsg CS* CS* 
CT CT CT CS* CS* CS* 
CS CS CS CS CS CS 
118 ns H£ IIS ns ns 
Let a > 1 be an integer. Then each inner cell of the table shows the Chomsky-class 
of the language La(C), where c > 0, A,B C J\f such that La(A) (and La(B), if 
appropriate) belongs to the class shown in the heading of the row of the cell, and 
C is the result of the operation written in the heading of the column of the cell. 
With the exception of the elements marked with a *, the presented classes are the 
smallest ones in the Chomsky-hierarchy with this property. 
Again, we prove this theorem by a series of lemmas. One of the key lemmas is 
the following: 
Lemma 8 Let a > 1 be an integer, and let A, B C J\f be two sets, such that the 
languages La(A) and La(B) are context-sensitive. Then the languages La(A + B), 
La(A • B) and La(AB) are also context-sensitive. 
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Proof sketch. We can use the same technique as the one used in the proof of 
Lemma 1. We start with two length-increasing grammar, that generate La(A) 
and La(B), respectively, and construct a grammar, that generates the resulting 
language. 
For the language La(A + B) we construct a grammar, that first generates words, 
which contain two encoded representation of words from La(A) and La(B), sepa-
rated by some markers. Then the grammar decreases the value of the first word and 
increases the value of the second word one by one. Finally, the grammar erases the 
markers, and generate a terminal word. More formally, every terminal derivation 
fits to the following derivation scheme: 
BS1CMS2E =»* 
* BXi1 ... XikCMXj^ ... XjtE =$•* 
' BXV ...Xv CMXr ... Xr E =•* 'l Jl Jl' 
=>* BCMXf . ..X^ E =±?* j 1 Jin 
, * „•/ •// =>• Ji •••h", 
where 
vala(i1.. .ik) + vala(ji • •. ji) = vala(i[...i'k,)+ vala{j[ • ••ji>) = vala(j" . ..j"„). 
The case of La(A • B) is a little bit more complex. Again, we construct a 
grammar, that first generates words, which contain two encoded representation of 
words from La(A) and La(B), separated by some marker. The multiplication can 
be done by repeated addition. We repeatedly decrease the value of the first word by 
one, and add the value of the second word to a third block of the generated word, 
which represents the result. When the value of the first word becomes zero, we 
erase the special markers, the second operand, the temporary storage and generate 
a terminal word. The operation of the grammar can be illustrated by the following 
derivation scheme: 
S =» BSiCMIS2M2X0MZX0E 
==•* BXh ...Xik CMiXfr ... Xj, M2X0M3X0E =>* 
BXVl ... Xi,ki MxXi{ ... Xj{i DM2Xei ... XeoM3BXfl ... XfpE =>* 
==>* BCMiXh ... XfrMiXoMsBXft ... Xr E =>* 
/1 • • • /p<> 
where 
vala(ii ...ik)- valaijx. ..ji) = vala(i'i • • -i'v) • vala(j 1 • • •ji) + 
+ vala(j'i •••Ji')+ vala{f1 ...fp) = 
= valatf'x •••f'pi), and 
valatii • • •ji) = vala(j[ • • -j'v) + vala(e 1 . . . e0). 
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The addition itself is more complex than it was in the grammar for the language 
La(A + B), because we must somehow preserve the original operand. For that after 
each decrementation we increment the value of two blocks: one block will denote the 
final result, the other one is used to maintain information on the original operand. 
When the block of the operand becomes empty, we have the original value of it 
in another block. Then we do some tricks with the markers and zero out the 
temporary storage. 
The case of La(AB) requires an additional step: we do the raising to the power 
by repeated multiplication, the multiplication by repeated addition and the addition 
by repeated incrementation. The solution uses 6 blocks. In the first block there is 
the first operand. In the second, there is the second operand in the beginning, but 
it gets decremented one by one during the derivation. In the remaining 4 blocks 
the grammar performs a multiplication, as described before. The details are rather 
long and needs no new techniques, therefore it is omitted here. 
For all three of the constructed grammars, because the original grammars are 
length-increasing, the generated word is at least as long as any of the operands, and 
we always use a bounded number of special symbols, the constructed grammars have 
a workspace which size is at most a linear function of the length of the generated 
word, hence the generated languages are context-sensitive. • 
The same constructions also work, when the representations of the operands are 
recursively enumerable. Now the grammars of the operands may not be length-
increasing, and for that the constructed grammars may generate non-context-
sensitive languages. This can be formulated as the next lemma: 
Lemma 9 Let a > 1 be an integer, and let A,B C J\f be two sets, such that 
the languages La(A) and La(B) are recursively enumerable. Then the languages 
I/0(A + B), La{A- B) and La(AB) are also recursively enumerable. 
The following lemma states, that all of the Chomsky classes are closed under 
constant addition and multiplication. 
Lemma 10 Let a > 1 be an integer, and let AC yV be a set, such that La(A) 6 T, 
where T is one of the classes TZE, CS, CT, 7ZEQ. Then for all c > 0 integer 
La(c + A),La(c- A) 6 T. 
Proof sketch. The cases of T = CS and T = TIE hold, because they are conse-
quences of Lemmas 8 and 9, since L a ( { c } ) is obviously regular. We can prove the 
remaining cases as follows: 
It is known, that the classes CT and 7ZEQ are closed under gsm-mappings and 
mirror images. We can easily construct two generalized sequential machines: Gi 
and (?2, such that they depend on only a and c, and for all u £ La(A)~l 
vala{G\(u)_1) = c + vala{u~l), 
and 
vala{G2{u)~1) = c • vala{u~l). 
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Gi works exactly like humans do when add two numbers using paper and pencil. 
The constant c is coded in the internal structure of Gi , and the (mirror image) 
of the second operand is read from the input tape. The machine operates from 
right to left, digit by digit, handling the carry when necessary. The operation of 
G2 differs a little from the way humans multiply: it also operates from right to left, 
but it multiplies one digit of the input by c and handles the carry. In this style the 
carry may be more than the base of the number system, but it is always less than 
c. 
We get, that 
La(c + A) = G1(La(A)~1r1, 
La(c-A) = G2(La(A)-1)-1, 
from which the theorem follows, because of the closure properties mentioned before. • 
The following lemma deals with addition and multiplication of regularly repre-
sentable sets: 
Lemma 11 Let a > 1 be an integer, and A,B C J\f be two sets, such that the 
languages La(A) and La(B) are regular. Then the language La(A + B) is also 
regular. However, for all a > 2 bases there exist sets A,B C J\f, such that the 
languages La(A) and La(B) are regular, but the language La(A • B) is nonregular. 
Proof. We prove the first part of the lemma first. The case of a = 1 follows from 
the fact, that the class of regular languages are closed under concatenation. To 
prove the case of a > 2 we construct a nondeterministic finite automaton, which 
accepts the language (La(A + B))-1. From this, the case follows, because the class 
of regular languages are closed under mirror images. 
Let A\ = (T,Qi ,¿1 ,s i ,Fx) be a deterministic finite automaton accepting 
La(A)~1, and let A2 = {T,Q2,52,s2,F2) be a DFA accepting La{B)~l, where 
T = { 0 , 1 , . . . ,n — 1}. The constructed NFA will be the following ( / and e are new 
symbols): 
A3 = (T,Q3,S3,(sus2,0),F3), 
where 
Q3 = { / } U (Qi U {e } ) x (Q2 U {e } ) x {0 ,1 } , 
F3 = { / } U (Fi U {e } ) x (F2 U {e} ) x {0 } , 
and ¿3 is determined by the following formulas (qi,q[ € Q1, q2,q2 £ Qz> i G T, 
c € {0 ,1} ) : 
S3((qi,q2,c),t) 3 (?i,Q2.c') 3n,m>0: 
6i(qi,n)=q[ A S2(q2,m) = q'2 A 
A ((t = n + m + cAc' = 0)V(a + t = n + m + cA c' = 1)) 
S3((qi,q2,c),X) 3 ({e},q2,c) qx € Fi 
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¿3((9i,92,C),A) 9 ( g i , { e } , c ) q2 E F2 
¿3 ( ( 9 i , { e } , c ) , í ) 9 ( 9 Í , { e } , c ' ) & 3n > 0 : Si(qi,n) = q[ A 
A ( ( í = n + c A c' = 0) V (a + t = n + c A c' = 1)) 
¿ 3 ( ( { e } , g 2 , c ) , t ) 9 ( { e } , 9 2 , c ' ) <S> 3 m > 0 : S2(q2,m) = q'2 A 
A ( ( í = m + c A c ' = 0 ) V ( a + í = m + c A c' = 1)) 
¿ 3 ( ( g i , g a » l ) , l ) 9 / ft G F i A gs € F 2 
The constructed automaton simulate both of the original ones. It tries to guess 
step by step the two operands of the addition, that result in the read number. 
Apart from state / , its states have three components: they contain the states of 
the original automata, and that whether there arose a carry bit in the last addition. 
When one of the enclosed automata stops, then the symbol e will be included in 
the state, instead of the internal state of the simulated automaton. 
When the automaton is in a state (qi,q2 ,c), it has the following options: 
• It reads a symbol t, and guess two numbers, n and TO, such that the started 
addition can be continued by these numbers. It feeds the two simulated 
automaton with n and m, respectively. The new state will consist of the new 
states of the included automata, and the new carry bit. 
• If one of the included automata is in a final state, it can decide, that the 
operand belonging to that automaton has ended. Afterwards, only the other 
internal automaton takes part in the addition. 
• If there is a carry (c = 1), the read symbol is 1, and both of the included 
automata are in a final state, A3 can decide, that both of the operands have 
ended. The new state will be / . This state has no following states. With this 
transition we can handle the case, when there is a carry in the final addition. 
The automaton accepts a word, if after reading the whole number one of the 
following conditions is satisfied: 
• the automaton is in state / , or 
• both of the included automata are in a final state, and the carry bit is 0, or 
• one of the included automata is in a final state, the other one has stopped 
before, and the carry bit is 0. 
The details of the proof, that A3 accepts exactly (La(A + B ) ) - 1 are left to the 
reader. 
To prove the second part of the lemma, let us consider the following example: 
B ~ {a* + l|fc > 1}. 
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La(A) and La(B) can be expressed by the regular expressions 1* and 10*1, re-
spectively, hence they are obviously regular. Let us suppose, that the language 
L = La(A • B) is regular. Then we can apply to L the pumping lemma con-
cerning regular languages (Proposition 1). Let n be the constant appearing in 
the lemma. Let us consider the word u = l n 01 n . (The word u is in L, because 
l n 01" = 1" • 10" 1.) By the pumping lemma, we can iterate somewhere in the 
subword of the first n symbol of u, and for some I > 1, u' = l n + i 0 1 n € L. But 
this is a contradiction, because u' cannot be a base-a representation of a product 
of proper operands. • 
By this lemma, we have finished the proof of Theorem 2. Like we did for Theo-
rem 1, we repeat the table of Theorem 2, showing the lemmas, which belongs to the 
cells. The assertions that belongs to cells marked with a * are trivial consequences 
of lemma 8. 
c + A c • A A + B A-B AB 
7ieg 7zeg (ío.) iug (io.) :Rsg ( i l . ) CS* CS* 
CT CT (10.) CT (10.) CS* CS* CS* 
CS CS (10.) CS (10.) CS (8.) CS (8.) CS (8.) 
TIS TIS (10.) •RS (10.) R£ (9.) •RS (9.) •RS (9.) 
As a corollary of Theorem 2 we get results, which in some sense extend the 
Theorem of Horváth about the ranges of polynomials published in [13]: 
Theorem 3 Let a > 1 be a positive integer, Aq,A\ C J\[ finite sets, X C J\f a 
set for which La(X) 6 T, where T is one of the classes 1Z£,CS,CJ-,1Z£G. Then 
La(Ai •X + A0)eF. 
Proof. It follows from the definitions, that 
Ax • X + A0 - [J ax-X + a0. 
ai£Ai,ao£Ao 
By Theorem 10, we know that ax • X + ao € T for all ax,a0 > 0. From that 
the theorem follows, because all of the mentioned classes are closed under (finite) 
union. • 
For higher „dimensions" we get weaker results, again as a direct consequence 
of Theorem 10. 
Theorem 4 Let a > 1 be a positive integer, Ao, Ax,. • .An C J\f finite sets, X C 
N a set for which La(X) £ T, where T is one of the classes H£,CS. Then 
La{AnXn + --- + Ax-X + A0)eF. 
5 Conclusions 
In this paper we have examined two aspects of the connection of formal languages 
and number theory. We got results for the problem of converting between canonical 
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number systems and performing arithmetic operations on sets, but there are many 
other open problems in this domain, we mentioned some in the text. We believe, 
that further research of this area can be fruitful for both fields. 
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Parallel implementation for large and sparse 
eigenproblems* 
E. M. Garzonf and I. Garcia t 
Abstract 
This paper analyses and evaluates the computational aspects of an efficient 
parallel implementation for the eigenproblem. This parallel implementation 
allows to solve the eigenproblem of symmetric, sparse and very large matrices. 
Mathematically, the algorithm is supported by the Lanczos and Divide and 
Conquer methods. The Lanczos method transforms the eigenproblem of a 
symmetric matrix into an eigenproblem of a tridiagonal matrix which is easier 
to be solved. The Divide and Conquer method provides the solution for the 
eigenproblem of a large tridiagonal matrix by decomposing it in a set of 
smaller subproblems. The method has been implemented for a distributed 
memory multiprocessor system with the PVM parallel interface. A Cray T3E 
system with up to 32 nodes has been used to evaluate the performance of our 
parallel implementation. Due to the super-lineal speed-up values obtained 
for all the studied matrices, a detailed analysis of the experimental results is 
carried out. It will be shown that the management of the memory hierarchy 
plays an important role in the performance of the parallel implementation. 
1 Introduction 
Eigenproblems arise in a large number of disciplines of sciences and engineering. 
For example, they are used in: designing buildings, bridges and turbines; modeling 
queuing networks; analyzing stability of electrical networks; studying the fluid flow 
and so on. The matrices of these problems have a high dimension, a very low 
percentage of non-zero elements and, in general, they are non-symmetric. However, 
the symmetric eigenproblem constitutes the key in a lot of strategies to solve non-
symmetric eigenproblems. 
The computational cost and the memory requirements of the algorithms which 
provide a solution for the symmetric eigenproblem are very high when the matrix 
has a high dimension. In this context, the development of parallel algorithms and 
'This work has been supported by the Ministry of Education of Spain (CICYT TIC99-0361). 
^Department of Computer Architecture, University of Almeria, 04120-Almeria, Spain, e-mail: 
ester9ace .ual .es . 
^Department of Computer Architecture, University of Almeria, 04120-Almeria, Spain, e-mail: 
innaSace.ual.es. 
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their efficient implementations on large scale supercomputer system are the only 
strategies which allow to solve this computationally expensive problem. 
This paper deals with the parallel implementation of a strategy which provides 
a solution to the symmetric eigenproblem on a distributed memory multicomputer 
system. This strategy belongs to the so called direct methods and includes a divide 
and conquer technique. 
The solution of the eigenproblem of a symmetric, large and sparse matrix A £ 
Rnxn can be obtained by the following transformations: 
A = QTQT = QMDMTQT = GDGT (1) 
where D is a diagonal matrix whose non-zero elements represent the eigenvalues of 
A and T, and the columns of G and M are the eigenvectors of A and T, respectively. 
The eigenproblem is solved by the following consecutive stages: 
1. Structuring the input matrix A. This stage generates the tridiagonal matrix 
T and the orthonormal matrix Q, such that A = QTQT. 
The Lanczos Method with complete reorthogonalization is used at this stage. 
The complete reorthogonalization stage ensures the orthogonality of Q so that 
the spectrum of T is also the spectrum of A. 
2. Solving the eigenproblem ofT. At this.stage the diagonal D and the orthogo-
nal M matrices that give T — MDMT are the results of applying the Divide 
and Conquer method (DC). A divide-and-conquer method, developed by 
Cuppen [4], has been implemented at this stage. This method is decomposed 
in the following process: 
(a) Decomposing the eigenproblem of T in a set of Spo — 2Nv subproblems 
(TUT2,... ,TsPo) of small dimension by rank-one transformations of T. 
Nv is the number of reconstruction levels. 
(b) Applying the QR method to every subproblem Tj. The corresponding 
eigenvalues and eigenvectors D{ and M{, respectively, are obtained. 
(c) Reconstruction: From the set of matrices Di and Ml (i = 1 , 2 , . . . , Spo), 
this procedure obtains the eigenvalue matrix D and the eigenvector ma-
trix M . The reconstruction stage consists of a binary tree-structure of 
Nv levels. 
3; Computing the eigenvectors of A. Let G be the orthonormal matrix whose 
columns gi are the eigenvectors of A; i.e. A = GDGT. This stage is solved 
by a matrix-matrix product, G = QM. 
From the above algorithmic description, it can be seen that the parallel imple-
mentation of the eigenproblem consists of three consecutive parallel stages. Each 
stage manages a different kind of data structure. The first stage (Lanczos method) 
deals with an irregular sparse matrix; the second stage involves computations on a 
set of tridiagonal sub-matrices (structured data) and a set of dense matrices; the 
third stage is simply a product of dense matrices. 
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The parallel implementation of the first stage (Lanczos) is based on a decom-
position in domains of the input sparse matrix which includes a computationally 
inexpensive pre-processing stage, namely Pivoting-Block [9]. This preprocessing 
stage guarantees that the input data partitions and its associated computations 
are balanced. 
The parallel implementation of the Divide and Conquer method is based on 
a decomposition in domains of the input and output data [13]. The binary tree 
of tasks is distributed among Processing Element (PE) so that the same number 
of branches of the tree is allocated to each PE. When the number of PEs of the 
multiprocessor system P verifies that P < Spo, each PE starts the reconstruction 
process independently until the number of sub-problems is equal to P. When 
P > Spo, a set of PEs collaborates for the solution of a pair of subproblems. As 
the reconstruction stages evolve, the dimension of the subproblems are greater and 
the number of PEs collaborating for the same pair of subproblems increases. 
The parallel product of matrices (G — QM) is carried out starting with a 
partition of Q and M by rows among PEs. We have implemented a strategy which 
reduces the memory requirements. 
The main contributions of this paper consists of: (a) providing a parallel imple-
mentation for large sparse eigenproblems by linking the above described stages; (b) 
evaluating the proposed parallel implementation using a wide variety of problems 
and (c) doing a computational analysis to determine which factors are responsible 
for the super-lineal speed up values obtained from our experimental results. 
This paper is organized as follows. In Section 2, the mathematical foundations of 
the applied method are briefly introduced. In Section 3, parallel implementations 
of every stage is described. Finally, in Section 4, new and non-standard perfor-
mance indicators for evaluating parallel implementations are defined. Moreover, 
experimental results of the performance evaluation of our parallel implementation 
are shown and discussed. Performance evaluations were carried out by a multicom-
puter (Cray T3E) using no more than 32 processing elements. 
2 Describing the Applied Methods 
The eigenproblem of large and sparse matrices is solved by a direct method which 
allows to determine the matrix decompositions described by (1). 
The Lanczos method, briefly described in Subsection 2.1, is applied to obtain T 
and Q (tridiagonal and orthogonal matrices, respectively). The eigenproblem of T 
is solved by the Divide and Conquer method [11] (Subsection 2.2), which obtains 
matrices D and M from T, where D is a diagonal matrix whose elements are the 
eigenvalues of T and A, and columns of G — QM are the eigenvectors of A. 
2.1 Structuring Sparse Matrix 
The Lanczos Method with Complete Reorthogonalization has been used for finding 
a structured matrix with the same spectrum as the input sparse matrix. The 
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Lanczos method is considered an effective method for obtaining, from a symmetric 
matrix A, a symmetric tridiagonal matrix T and a set of orthonormal vectors, 
Qj (0 < j < n). Given a symmetric matrix A € Rnxn and a vector qi with unit 
norm, the Lanczos method generates the orthonormal matrix Q and the tridiagonal 
matrix T, in n iterative steps. This method is discussed in [1, 3, 12, 14]. The outer 
loop of the Lanczos algorithm is an iterative procedure (index j) which at the j-th 
iterative step computes the ctj and /?_,• coefficients of the tridiagonal matrix T and 
the vector qj+1, where ctj and /?_, denote the elements of the main and secondary 
diagonals of T, respectively. This loop includes a sparse matrix-vector product 
and a reorthogonalization process. The reorthogonalization procedure used in this 
work is the so called complete reorthogonalization (CR). C R is computationally 
expensive but it allows to ensure that the eigenvalues of A and T are the same. 
The Lanczos algorithm is particularly appropriate for structuring sparse matrices 
of high dimension. 
2.2 Solving the eigenproblem of T 
A solution for the eigenproblem of a tridiagonal matrix based on the Divide and 
Conquer method (DC) was proposed by Golub [11] and, lately, developed by Bunch, 
Nielsen and Sorensen [2] and Cuppen [4]. 
The key of this method consists of dividing the input matrix of high dimension 
into several sub-matrices of lower dimension and solving the eigenproblem of high 
dimension from the solutions of eigenproblems of lower dimension. This strategy 
is very useful to solve the eigenproblem of very high dimensions. The DC method 
can be described as in Algorithm 1. 
Algorithm 1 Divide and Conquer Algorithm: £>C(T)-> D, M 
1 do i = 1,..., Sp0; i + 1 
2 Div (i) T{ # SubDivision # 
3 QR(Ti) D{,Mi # Solving Small Eigenproblems # 
4 Sp = Sp0-, 
5 do k = 1,..., Nv, k + 1 # Reconstruction Levels # 
6 do i = 1,..., Sp — 1] i+ 2 # Reconstructing Couples of SubMatrices # 
7 Reconstruction —> Di/2, Mi/2 
8 First Deflation 
9 Second Deflation 
10 Solve Secular Equation Di / 2 >V 
11 Mi j 2 = ^ ^ ^ V # Intermediate matrix-matrix Product# 
12 Sp = Sp/2 
The subdivision process by rank one modifications of T is associated with line 
2. This process generates the set of sub-matrices (Ti). Then, the eigenproblem of 
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every Tj is solved by the QR method [12] which generates the (eigenvalues) and 
Mi (eigenvectors) matrices. (Spo denotes the number of initial subproblems). 
The loop with index k is associated with the reconstruction process (lines 5-12), 
where k denotes the level of reconstruction. The total number of levels of recon-
struction is given by Nv = log2(Spo). The level of reconstruction k includes Sp/2 
reconstruction processes for a couple of sub-matrices (Tj, Tj+i) whose eigenvalues 
and eigenvectors are known (£>j, Mi and i, Mi + i ) . The outputs of this pro-
cess are Di/2,Mi/2- These matrices are the solution of the eigenproblem for the 
sub-matrix which is the result of the association of a couple of tridiagonal sub-
matrices (Ti, Tj-t-i). Details about the reconstruction process are described in [4]. 
This process may include deflations which reduce the computational cost of the 
secular equation solution and the dimensions of the matrices which are included in 
the so called Intermediate matrix-matrix Product (line 11). The number of sub-
problems at level k is denoted by Sp. When Sp=2 the eigenproblem of T is solved 
(Di/2 = D,Mi/2 = M). 
2.3 Computing the eigenvectors of A 
The matrix-matrix product G — QM is computed in order to obtain the eigen-
vectors of the input matrix A. This last stage, which completes the solution of 
the eigenproblem of A, is computationally very expensive and needs large memory 
requirements. However, if the goal were only to compute the spectrum of the input 
matrix, this stage could be omitted. 
3 Parallel Implementation 
The method for solving the eigenproblem of a symmetric sparse matrix, discussed 
in Section 2, has an extremely high computational cost. Furthermore, this method 
demands large memory requirements. Consequently, its implementation on a dis-
tributed memory multiprocessor is necessary, specially, when the input matrix A is 
of high dimension. 
The parallel implementation of the method has been carried out using a SPMD 
programming model and the PVM standard library. The whole solution of the 
eigenproblem (LDC ) has been divided into a set of procedures: Lanczos, DC and 
Final Product matrix-matrix. These procedures link their executions in a sequential 
way because the data dependences prevent several procedures from simultaneous 
execution. Thus, every procedure must be independently parallelized. 
3.1 The Lanczos Method 
In the solution of the eigenproblem, the Lanczos method is the only procedure 
which manages irregular data structures; i.e. a sparse input matrix A. Since 
the Lanczos algorithm works on mixed computations (dense-sparse), special care 
must be taken in the data distribution among processors in order to optimize the 
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work load balance for computations on both dense and sparse data structures. A 
data distribution called Pivoting Block [9] is used to balance the computational 
load of this procedure. Pivoting Block estimates a permutation of the rows of 
A obtaining an homogeneous density of the non-zero elements. Thus, the classical 
block partition applied to the permuted matrix is able to obtain a similar number of 
non-zero elements for the sparse sub-matrix allocated at every PE. Consequently, 
computations linked to dense and sparse structures are balanced. Details about 
parallel implementation of Lanczos algorithm can be found in [7, 8]. The outputs 
of this parallel algorithm are: the tridiagonal matrix T and the orthonormal matrix 
Q. The tridiagonal matrix T is stored at the local memory of every Processing 
Element (PE). When the parallel Lanczos procedure finishes, every PE stores 
rows of Q at its local memory, where P is the number of PEs in the multiprocessor 
system. 
3.2 The DC Method 
An efficient parallel implementation of DC method on share memory multiproces-
sors has been proposed by Dongarra and Sorensen [5]. Moreover, parallel imple-
mentations on a distributed memory multicomputer have been described by Ipsen 
and Jessup [13] and Tisseur and Dongarra [15]. In our implementation we have 
used most of the ideas described in [13]. 
The structure of the DC algorithm suggests a natural way to split and dis-
tribute the computational work among the set of PEs. The DC method can be 
represented by a binary tree of tasks which can be decomposed into P sets of tasks 
and distributed among PEs. 
As an illustration, the example in Figure 1 starts with T subdivided into SPo = 
16 sub-matrices and a multiprocessor system with P = 4 is considered. As it can 
be seen in Figure 1, for a problem which is subdivided into 16 subproblems, the 
DC method consists of 4 reconstruction levels. The reconstructions at levels k = 1 
and 2 are carried out by every isolated PE. When k = 3, two groups of two PEs 
are defined. Thus, every group of PEs cooperates in the reconstruction of a couple 
of sub-matrices. At the final level (k = 4), the four PEs cooperate in the last 
reconstruction. 
At the end of this stage, the non-zero elements of D and the rows of M are 
distributed among the set of PEs. 
3.3 The Final matrix-matrix product 
In order to complete the solution of the eigenproblem of the input matrix A, the 
matrix G is computed by the matrix-matrix product G = QM. The parallel im-
plementation of this matrix-matrix product is more difficult than the standard one 
because every processor allocates only a subset of rows of Q and M. However, 
the communication time and the memory requirements have been optimized by 
re-using data structures defined and used at previous stages. 
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Figure 1: Binary tree of tasks for the DC method, and task distribution among 
PEs for a multiprocessor system with P — 4. 
4 Evaluation 
The evaluation of the parallel implementation for the solution of the eigenproblem 
has been carried out on a multiprocessor system Cray T3E using a set of n dimen-
sional input matrices. Some of the matrices belong to the Harwell-Boeing collection 
of test matrices [6]. Moreover, a subset of the test matrices has been designed to 
analyze the parallel implementation of the DC method. These test matrices are 
obtained by permutating a set of tridiagonal matrices denoted by [l,£t,l] or [l,fc,l] 
[13], where ak — kfi or ak = k, respectively, and /3k — 1 (k = l . . . n ) . These 
matrices are denoted by " in" , where n is the dimension of the input matrix. The 
selection of the initial Lanczos vector (qi) allows us to control the number of de-
flations the DC method produces. Consequently, it is possible to generate test 
problems with a high or a low computational cost for the DC method.. 
In Table 1, three matrices of the set of test matrices used in the evaluation of 
our parallel implementation are characterized by parameters like the dimension of 
the matrix (n) and the percentage of non-zero elements ( 7 ) . The last two columns 
of Table 1 provide numerical results which specify the accuracy of the applied 
methods. Specifically, numerical results for the parameters ¿offio y and logwOrt 
are given; where R is the norm of the residual related to the eigenproblem solution 
(R =|| AG - GD ||F) and Ort =|| GTG — I ||F provides a measurement of the 
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orthogonality of the eigenvectors (|| . ||F denotes the Frobenius matrix norm). 
Table 1: Numerical results of the accuracy of LDC method for several test matrices. 
Matrix n 7 IUIIF logioOrt 
BFW782B 782 0.9 % -15 -12 
tl024 1024 0 .3% -14 -13 
t2048 2048 0.1 % -14 -12 
The parallel performance evaluation was carried out executing the algorithm 
with P = 1,2,4,8,16 and 32 PEs and subdividing the tridiagonal matrix T into P 
sub-matrices; i.e. Sp0 = P for the DC method. However, executions using only 
one or a few PEs were only possible for some of the test matrices (the smaller ones) 
because of the fact that the computer ran out of memory for large matrices; for ex-
ample for the matrix £7168 the multiprocessor system ran out of memory when less 
than 16 PEs were used, so execution times were only obtained for P = 16 and 32 
PEs. Under these circumstances it was not possible to compute the standard values 
of the speed-up for evaluating the performance of the parallel implementation. As 
an alternative to the speed-up, we have defined a new parallel performance estima-
tor called Incremental Speed-up (IncSpUp) which provides information about how 
much the computing time diminishes when the number of PEs increases. IncSpUp 
is defined as follows: 
T/p = o®-1") . 
IncSpUp(T) = ^ { p = 2 i ) , (2) 
where T(P) is the run time of the execution with P PEs. For ideal parallel imple-
mentations, the value of the Incremental Speed-up should be equal to IncSpUp — 2, 
which corresponds to a lineal speed-up [10]. 
The experimental values for the Incremental Speed-up obtained from executions 
of our parallel implementation have been plotted in Figure 2. A set of eight matrices 
whose dimension n ranges between 782 and 7168 was used as test matrices; two of 
the matrices belong to the Harwell-Boeing collection (BFW728B and BCSSTK27), 
the remaining test matrices belong to the above described kind of matrices (tn). For 
every tn matrix the parallel algorithm was run twice; one of them producing many 
deflations and the other few deflations. As it was previously described, many or 
few deflations may appear depending on the value of the initial Lanczos vector (qi). 
In Figure 2, tn and tn* graphs correspond to the same matrix but for execution 
with few and many deflations, respectively. 
From Figure 2 performance of the parallel implementation can be analyzed for 
every value of the number of PEs, P. For every tested matrix such that n > 2048, 
the values of the IncSpUp estimator were greater than 2 when 2 < P < 16 but for 
P — 32 only the largest matrices (£5120 and £7168) gave IncSpUp > 2. From the 
definition of the IncSpUp it is easy to see that from the values of the IncSpUp for 
2 , 4 , . . . , P PEs, it is possible to obtain the value of the Speed-up for P PEs because 
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Figure 2: Incremental Speed-up of the parallel execution of LDC against the num-
ber of processors (P) for several input matrices. 
SpUp{P) = IncSpUp(P) x IncSpUp(P/2) x ... x IncSpUp(2). The values of 
IncSpUp estimator obtained in our experimental results are equivalent to efficiency 
values higher than 1, it means that our implementation exhibits a super-lineal 
behavior. 
Notice that, as the number of PEs increases, the computational work load of 
every processor diminishes but the interprocessor communications and delays for 
synchronizing tasks do not decrease but even may increase. Values of the IncSpUp 
less than 2 can have been produced as a consequence of long delays for synchro-
nization, which are mainly due to work load unbalances among processors, or long 
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interprocessor communications. 
In an attempt to determine the causes for both the super-lineal Speed-up be-
havior as well as the decreasing of the IncSpUp when the number of PEs increases, 
a detailed analysis of the performance was carried out. This analysis was made 
through a pair of additional parameters: the number of cache faults and the exe-
cution profiles. Execution profiles provide measurements of the percentage of the 
computational work related to every procedure involved in the parallel algorithm. 
Experimental results will show that the management of the memory hierarchy plays 
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Figure 3: Cache faults versus the number of PEs for several dimensions of input 
matrices. (*) means many deflations. 
Figure 3 shows a log plot of the number of cache faults against P. It can be 
seen that the number of cache faults diminishes considerably as P increases and this 
fact is more relevant for small values of P. This is mainly due to the fact that the 
percentage of the total data that can be allocated at the cache memory is greater 
when more PEs are used. This means that the time spent on accessing to data 
memory decreases as the number of PEs increases. This justifies that super-lineal 
Speedrup values (IncSpUp > 2) have been obtained in our experimental results. 
Experimental results for execution profiles are shown in the Table 2. The proce-
dures included in the LCD algorithm that have stronger computational work load 
are:. Lanczos (Ic), QR method (QR), intermediate product of matrices (IP, line 11 
of DC) and final product of matrices (FP). The characters in brackets are referred 
to the notation of the column head in Table 2. Moreover, this table has two addi-
tional columns which specify the percentages of the run time related to the waiting 
time for synchronization (wt) and the interprocessor communication process (c). 
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Table 2: Execution profile of LDC for several test matrices, le, FP, IP, QR, wt and 
c denote the percentage of the work load associated to the Lanczos method, the 
Final Product of matrices, the Intermediate Product of matrices, the QR method, 
the wait for messages time and the interprocessor communications, respectively. 
Many Deflati ons Few Deflations 
p le FP QR wt c le FP IP QR wt c 
t2048 
2 39 55 2 3 - 24 33 25 2 14 -
4 30 66 - 1 - 32 25 33 - 6 -
8 46 45 - 4 1 33 32 21 - 9 -
16 42 42 - 2 10 33 33 18 - 4 6 
32 28 27 - 5 31 23 23 11 - 6 26 
t3072 
2 47 48 - 3 - 32 32 25 1 7 -
4 55 42 - 1 - 23 27 30 - 17 -
8 46 47 - 3 - 32 32 23 - 9 -
16 45 44 - 1 6 34 33 19 - 4 4 
32 33 33 - 4 14 27 27 14 - 5 18 
t5120 
8 49 47 - 1 - 28 26 36 - 6 -
16 47 46 - - 3 33 31 21 - 9 2 
32 38 38 - 3 15 30 30 17 - 5 11 
t7168 
16 50 45 - - 2 30 29 28 - 9 -
32 42 41 - 2 10 32 31 18 - 6 8 
On the left side of Table 2, the results are associated with executions of the 
DC procedure that include many deflations, so the reconstruction process and the 
intermediate products (IP) are not very hard from a computational point of view. 
On the right hand side, we can see the results associated with the DC procedure 
that includes few deflations. So, the intermediate products represent a relatively 
large percentage of the total computational work. 
From data in Table 2, it can be seen that the communication processes are 
computationally irrelevant except for execution with P = 16 and P = 32, but their 
importance decreases when n increases. 
Notice that the values of the wt parameter are also estimations of the work 
load balance among processors since a synchronization stage always precedes every 
communication among processors. For all the analyzed cases the value of wt is 
extremely small. Thus, the parallel implementation has a good work load balance. 
In [13], from the point of view of parallel implementation, deflations have been 
described as a serious drawback, as they can produce load unbalance. Nevertheless, 
the values of wt obtained in our experimental results show that deflations do not 
produce a relevant work load unbalance. 
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5 Conclusions 
In this paper a parallel implementation of the eigenproblem of symmetric sparse and 
large matrices is proposed and evaluated. The solution is based on a direct method 
which mainly consists of three consecutive stages. Parallel implementations of every 
isolated stage have been described in the bibliography [7, 8, 13, 15]. However, a 
parallel implementation for the whole eigenproblem solution which includes these 
methods has not been reported anywhere. Our proposal is able to provide a solution 
for very large matrices which can not be solved with a uniprocessor system due to 
both the high computational complexity and the large memory requirements. We 
have solved all the problems associated to the work load unbalance which frequently 
appear when sparse matrices are involved in parallel computations. 
A detailed analysis of the parallel implementation has been carried out through 
the experimental values of the Incremental Speed-up, the number of cache faults and 
the execution profiles. It has been proved that the designed parallel implementation 
is very efficient since it includes specific devices which allow: (a) distributing the 
computational work load associated with all the procedures in a balanced way; (b) 
establishing interprocessor communications that do not increase considerably the 
run time, and what is more, (c) improving the mamory data access time, especially 
for irregular data. 
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Parallelization of an algorithm for the automatic 
detection of deformable objects* 
J.M. González-Linares1', N. Guilt, Zapata} 
P.M. Ortigosa*, and I. Garcia* 
Abstract 
This work presents the parallelization of an algorithm for the detection 
of deformable objects in digital images. The parallelization has been imple-
mented with the message passing paradigm, using a master-slave model. Two 
versions have been developed, with synchronous and asynchronous communi-
cations. 
1 Introduction 
Numerous real life applications of image analysis need to detect the presence and 
localization of certain objects, which suffer deformations due to several factors, 
like sampling errors or the own flexibility of the material. Diverse methods that 
allow to recover these objects exist, like free-form models based on "snakes" [1] or 
the parametric models [2], [3]. Free-form models have the disadvantage that they 
cannot be used reliably in an automatic environment, and parametric models need 
an initial segmentation of the images. 
In this work an algorithm has been selected that combines the Generalized 
Hough Transform (GHT, [4], [5]) with a deformation model [6], to form an objective 
function that is minimized by a stochastic global optimizer. The GHT provides an 
automatic mechanism and is highly immune to occlusions, noise and cluttering, 
thus solving the problems associated with other methods. The whole method can 
be represented by the Bayesian rule, where the prior information is formed by a 
template of the object to be detected and a group of deformations that are applied 
on the template. The likelihood is obtained from the likeness measure that pro-
vides the GHT, while the a posteriori information is given by the application of the 
Bayes rule. The inference on this bayesian model is carried out by a maximum a 
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posteriori estimator (MAP), therefore an optimization algorithm named UEGO (Uni-
versal Global Evolutionary Optimizer, [7]) have been selected. This optimization 
algorithm allows to calculate the global maximum in an efficient way. 
Figure 1: Outline of the method for the automatic detection of deformable objects 
The computational complexity of this method is very high, since the evalua-
tion of the GHT requires a lot of computation. The GHT allows to calculate the 
parameters that define the similarity Euclidean transformations (rotation, scale 
and displacement), but these parameters are not necessary to be computed when 
a good enough solution, below a given threshold, is found. To reduce the com-
putational requirements two objective functions are used; the first one evaluates 
the GHT while the second not, so its computational complexity is much smaller. 
This second objective function can be applied when the global minimum found is 
below a threshold. The outline of operation of the method can be seen in Figure 1. 
Even with this simplification, the computational complexity remains quite high, 
therefore its parallelization is very interesting to obtain reasonable computational 
times. 
Figure 2 shows one of the test images used in the evaluation of the algorithm. 
The top-left image presents a complex scene where the guitar is to be detected. 
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Figure 2: Test image and contour edges 
The top-right image corresponds to the template used in the detection and the two 
bottom images are the contour edges obtained with the Canny detector [8]. The 
deformation model is applied over the template contour to obtain a deformed tem-
plate T .̂ Then, the GHT obtains the rotation, scale and displacement parameters 
of JQ in the image. After applying these parameters over the deformed template, a 
likeness measure can be computed: 
^ - ^ ( l + S f o f f J I c o s M * , » ) ) ! ) i 1 ) 
nx — 
where 
$(*, y) = - exp (-Py[{8¡T^j) , (2) 
and nj is the number of edge points in the template, Sx, 6y is the distance between 
the contour points of the deformed template and image, (3(x,y) is the difference 
between their gradient angles, and p is a parameter to control the smoothness of 
the function. The value of £ is normalized between 0 and 1, with 0 corresponding 
to a perfect match. 
The energy value provided by (1) is used as an objective function that is min-
imized by UEGO. Experimental results show that near a minimum the similarity 
transformation parameters remain equal, thus the GHT can be skipped to speed 
up the process. Several intermediate results along with the final result obtained 
are presented in Figure 3. In the bottom-right image the final result can be seen, 
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Figure 3: Example of the results obtained with the algorithm 
where the contour of the deformed, rotated, scaled and displaced template has been 
superimposed on the original image. 
2 UEGO 
UEGO is a stochastic optimization algorithm that looks for groups of solutions to 
optimize them by means of a particular method. 
In the used implementation SASS (Single Agent Stochastic Search [9]) has been 
selected as local optimizer. This method presents the advantage that the objective 
function is not required to be continuous or differentiable. The operation consists 
in generating a sequence of random paths. These paths start from a search point 
that suffer a perturbation with a random variable. This random variable can have 
different probability distributions, being the Gaussian distribution the most efficient 
and the one that has been implemented. SASS is quite efficient to find local minima, 
but it presents the disadvantage of being trapped in local minima. The introduction 
of SASS inside an evolutionary algorithm as UEGO allows solving this problem. 
The basic concept in UEGO is the one of species that is defined as a region 
(window) in the search space. Its center and its radius determine this region, where 
the center is a solution or point in the search space, and the radius is a positive 
number that indicates the width of the region. This definition assumes that the 
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concept distance exists inside the search space. UEGO algorithm creates a list of 
species, and each species is optimized by means of a certain method (SASS). 
The role of this window is to 'localize' the optimizer that is called by a species 
and can 'see' only its window, so every new sample is taken from here. This means 
that the largest step made by the optimizer in a given species is not larger than 
the radius of the given species. If the value of a new solution is better than that of 
the old center, the new solution becomes the center and the window is moved. 
The radius of a species is not arbitrary; it is taken from a list of decreasing radii, 
the radius list. The radii decrease in a regular fashion in geometrical progression. 
The first element of this list is always the diameter of the search space (ri) , which 
will ensure that the largest species always contains the whole space independently 
of its center. The diameter is given by the largest distance between any two possible 
solutions according to the distance mentioned above, and it is an input parameter. 
If the radius of a species is the ith element of the list, then we say that the level of 
the species is i. 
During the optimization process, a list of species is kept by UEGO. The algo-
rithm is in fact a method for managing this species-list (i.e. creating, deleting and 
optimizing species). 
The creation of the list of species consists in, initially, to calculate a random 
point inside the search space. This point will be the center of a new species whose 
radius comes determined by the diameter of the search space r\. The list of species 
is finite and limited by the input parameter M that indicate the maximum number 
of species. This initial list of species is optimized by SASS. 
In the species list not only the species optimization is carried out, but also three 
additional types of processes ([10]). The first process is a mutation process (species 
creation mechanism), where a species can be divided in two or more species if more 
than one local minimum exists inside the species. 
The second process type is one of fusion. If the centers of two species are 
separated by a smaller distance than the radius associated with the actual level 
i, the two species combine into a single one. The center of the new species will 
correspond to the best (minimal) center of both species, and its radius will be the 
biggest one. 
The third process carried out is elimination. It has already been indicated that 
the maximum number of species is limited by a parameter. If the number of species, 
as a consequence of the previous processes, overcomes this parameter, the species 
that have been created more recently are eliminated. 
All these processes, together with the optimization of the species, are carried 
out in an iterative way like the one indicated in Figure 4. The number of iterations 
I (levels) is another input parameter. Two further input parameters exist: the 
allowed maximum number of objective function evaluations ( N ) and a threshold v 
that controls the maximum distance a species can travel in the level i. Although five 
input parameters exist, only four of them are necessary, since the fifth parameter 
will be obtained by means of the application of some principles. In [10], all these 
principles are described in detail. 









Figure 4: The UEGO code 
3 Parallelization of the method 
The high computational requirements of the optimization algorithms have raised 
the appearance of numerous parallelization strategies. One of the most common 
strategies consists of carrying out global parallelization following a master-slave 
model.. The master processor takes charge of making global decisions and dis-
tributing the populations of points that must be evaluated. On the other hand 
the slave processors evaluate the objective function in those populations of points. 
Another common strategy is the coarse grain parallelization, where the different 
processors execute the same algorithm of optimization on different subpopulations 
in an independent way. Though the executions are independent, intermediate re-
sults are sometimes exchanged. In the fine grain strategy the evaluations of the 
objective function are distributed among the processors. This strategy is quite 
common when working with massively parallel machines. 
In this work, two parallelization strategies of UEGO based on a master-slave 
model have been evaluated. The first one (PSUEGO, [11]) presents several synchro-
nism points so that the slaves processors send the evaluation of their lists of species 
to the master processor. The second version (PAUEGO) eliminates the synchronism 
points to avoid waiting times. 
3.1 Parallel synchronous implementation (PSUEGO) 
The slaves processors only need to receive the two own features of any species 
(i.e. its center and its radius), from the master processor, to be able to run the 
optimize and createspecies procedures, so the amount of information involved in 
the communication procedures is quite small. 
The optimize and createspecies procedures do not need any additional infor-
mation; each procedure only depends on a species and does not depend on another 
parameters or species. For this reason, these procedures can be run independently 
in several slaves processors at the same time. 
In the initialization phase, the master processor forms the initial species list 
containing not a single point, but NP random points, where NP is the number 
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of slave processors. These NP points will be the centers of the first NP species. 
Then it distributes the species among the slave processors so all species can be 
optimized simultaneously. When they finish, they send the results to the master 
processor so that it forms the list of species that will be used in the following 
level. Then an iterative process (Z levels) is carried out whose operation outline 
for this synchronous version can be observed in Figure 5. The oval boxes represent 
instructions that are executed in the master processor and the hexagonal boxes in 
the slave processors. The vertical dotted lines indicate synchronism points and the 
continuous lines indicate communications where the arrow shows the direction of 
the communication. 
Initially, the master processor distributes the list of species among the slave 
processors. The slave processors pick up the species and evaluate them, trying to 
create new species. Meanwhile, the master processor stays in a wait state until all 
the slave processors finish creating species. Once the master processor has received 
all the new species, it applies the fusion and elimination processes to them in order 
to complete the final species list at this level. Later, it distributes this list among 
the slave processors, which take charge of optimizing each of their assigned species. 
When all species have been optimized, they are sent to the master processor that 
applies a fusion process and forms the species list that will be used in the following 
iteration. 
When evaluating the objective function, the algorithm decides what objective 
function type must be used depending on the value of the reached minimum. If 
the slave processors act independently, there will be processors that evaluate more 
often the objective function with GHT than others, which will evaluate the objective 
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function without GHT a bigger amount of times. To avoid this computational unbal-
ance, the slave processors send the rotation, scale and displacement parameters to 
the master processor, computed for their best minimum, every time they communi-
cate with the master processor. The master processor will select the best minimum 
so far and, if it is below the threshold, it will communicate to all slave processors 
the parameters that should evaluate the objective function without GHT. Using 
this technique all the slave processors approximately evaluate the same number of 
times the objective functions with and without GHT. 
Anyway, the distribution of the computational load is not well balanced. The 
evaluation of the objective function is carried out in the species creation and op-
timization processes, which are only executed in the slave processors. Therefore, 
the master processor is most of the time waiting results from the slave processors. 
Due to the fact that the performance of this synchronous version is very low, the 
elimination of some synchronism points is necessary. In this way the master pro-
cessor can also work in the creation and optimization processes and the processors 
can distribute the computational load in a more dynamic way. 
3.2 Parallel asynchronous implementation (PAUEGO) 
The second parallel strategy (PAUEGO) is intended to solve some of the previous 
problems. In this new implementation the load has been balanced forcing the mas-
ter processor to optimize and create species while the slave processors are working. 
Another change consists of the reduction of several points of synchronization. Now 
the master processor can start to carry out the synchronous operations over the 
species before it has received all the information, so the idle time can be reduced 
considerably. 
The first modification that has been carried out with regard to the synchronous 
version is located in the initialization phase. Now every slave processor has a 
species initialization procedure; in particular, every slave processor chooses two or 
more points as centers of new species and later on, it optimizes them. Once the 
species is optimized, the slave processor creates and sends a new sublist of species 
for each of the optimized species to the master processor. On the other hand, the 
master processor only initializes a single species (not NP species like in the case 
of PSUEGO), and later it optimizes the species and creates new species from the 
optimized one. Once this new sublist has been created, the master processor is 
prepared to receive any information (sublists of species) from any slave processor. 
If at some time the master processor does not receive any sublist, then it begins 
to fuse the lists of species. This fusion process stops when the master processor 
receives any sublist from any slave processor, and goes on when no more reception 
of information from any slave processor is produced at that time. 
Once the master processor has received all the sublists created by the slave 
processors and the fuse procedure has been applied, it starts the iterative loop. 
Figure 6 shows how the work is distributed among the processors. The meaning of 
the used symbols is the same as in Figure 5. 
The iterative part of PAUEGO for the slave processors does not have any modifi-
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cation with respect to the iterative part of PSUEGO, but there are some changes for 
the master processor. In this version, the master processor always checks the arrival 
of information (a new created sublist of species or an optimized species) from the 
slave processors and if any information has arrived it sends a new species. Oth-
erwise the master processor contributes to the optimization process in such a way 
that when the algorithm is in the species creation stage, the master processor fuses 
the received species, and when the algorithm is in the optimization phase, then 
the master processor optimizes a species. These species must be species that have 
not been sent to any slave processor in this optimization phase. These processes 
executed by the master processor are always interrupted when new information 
arrives to the master processor, and later they are resumed. 
As in the previous version, all the processors communicate the rotation, scale 
and displacement parameters, obtained for the best minimum, so that all processors 
do a similar number of evaluations of the GHT. 
4 Results 
The two versions of the algorithm have been tested on a SGI/CRAY T3E machine, 
with 32 DEC 21164 (Alpha EV-5) processors at 300 MHz and 128 MB of RAM 
memory each. The implementation has been carried out using the PVM message 
passing library [12]. To obtain the speedup, both versions have been executed 20 
times on a group of five different images, being carried out a total of 100 executions. 
Each of these tests has been made for 2, 4, 8 and 16 processors. In addition, the 
sequential algorithm has been executed on the same machine to be able to compare 
it with the results obtained by the parallel versions. The DEC 21164 processors 
have two cache levels. The first level has a cache of 8 KB for the data and another 
of 8 KB for the instructions, and the second level has a cache of 96 KB for data 
and instructions. This relatively small size of the cache penalizes the performance 
of the algorithm in comparison with a processor like the Pentium II whose second 
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level cache has a size of 512 KB. The spatial locality of the data takes advantage 
of the cache of 512 KB. For this reason, the sequential algorithm executed on the 
Pentium II can be up to three or four times quicker than on the Alpha 21164. 
The selected group of images presents different characteristics, in the sense that 
there axe images where the objective function with GHT is applied few times and 
in others the opposite happens. This is because for some images a good optimum 
better than the threshold is reached very quickly and in others it is not possible 
to reach it. Due to these differences, the computation times are very disparate, 
varying from few seconds to several minutes. Nevertheless, the obtained speedup 
remains approximately constant independent of the computational complexity. 
12 
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Figure 7: Speedup for PSUEGO and PAUEGO 
In Figure 7 the average results obtained for both parallelizations are presented. 
The results with one processor correspond to the sequential version. From these 
results the following considerations are made: 
• The distribution of the computational load is made at the species level, then 
it is convenient that the number of species is a multiple of the number of 
processors to obtain a good balance. Although the concrete number of species 
depends on the input data (the image and the template), the parameter M 
can be used to limit the number of species. 
• The objective functions for this concrete application present numerous local 
optima [13], therefore the number of evaluations of the objective function for 
each species has a high variation. Typically, the total number of function 
evaluations is between 2000 and 3000. Then, although the distribution of 
species is well balanced, the computational load for each processor is not 
necessarily such. 
- • • PSUEGO 
• • PAUEGO 
p . 
/ /• 
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• The selection of the objective function type that is evaluated depends on 
the best approximate global optimum. If several species are evaluated in 
parallel, it is possible to find global optima that are better than the given 
threshold before the sequential version. For this reason the average number 
of evaluations of the objective function with GHT in the parallel versions can 
be smaller to that of the sequential version. 
The results obtained for PSUEGO show a low speedup because the master pro-
cessor does not collaborate in the evaluation of the objective function. In addition, 
the distribution of the load is not well balanced, so the processors are waiting to 
each other most of the time (30%—40% of the total time). With PAUEGO the results 
improve because of the dynamic distribution of the load and because the master 
processor also works in the species creation and optimization processes. Although 
the distribution of the species is well balanced, the processors spend a 10% — 20% 
of the total time in waits and communications. The reason for this unbalance 
is that the evaluation of different species can have quite different computational 
complexities. 
5 Conclusions 
The parallelization of an algorithm for the automatic detection of deformable ob-
jects has been presented. A master-slave model has been selected and two versions, 
a synchronous one and an asynchronous one, have been implemented. The asyn-
chronous version obtains a better speedup thanks to the dynamic distribution of 
the load and the participation of the master processor in the tasks with more com-
putational complexity. The obtained speedup does not come closer to .the ideal 
one due to the granularity of the problem. A distribution of the computational 
load with a finer grain would imply that the granularity is at thè level of function 
evaluations instead of species. It would allow a better computational balance, but 
the number of communications would be much higher and the speedup would not 
improve. • ,' , 
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An online scheduling algorithm for a two-layer 
multiprocessor architecture * 
Cs. Imreh* 
Abstract 
In this paper we give online algorithms and competitive ratio bounds for a 
scheduling problem on the following two-layer architecture. The architecture 
consists of two sets of processors; within each set the processors are identical 
while both the processors themselves and their numbers may differ between 
the sets. The scheduler has to make an online assigment of jobs to one of 
the two processor sets. Jobs, assigned to a processor set, are then sceduled in 
an optimal offline preemptive way within the processor set considered. The 
scheduler's task is to minimize the maximum of the two makespans of the 
processor sets. 
1 Introduction 
In the most fundamental parallel machine scheduling model, we have a sequence 
of jobs, each of them has a processing time, and we have to process them on the 
available uniform machines. A schedule specifies for each job a machine and a time 
interval on the machine when the job is processed on it. The length of the time 
interval must be the processing time, the starting and ending points of the time 
interval are called the starting and finishing time of the job. A schedule is feasible if 
for each machine the time intervals do not overlap. Our goal usually is to minimize 
the maximal finishing time. Sometimes it is allowed to preempt the jobs. In this 
case, we have to specify for each job a sequence of machines with not overlapping 
time intervals (one machine can have more time intervals), and the total length 
of the time intervals must be the processing time. For more details on scheduling 
problems we refer to [6]. 
The most fundamental example of an online machine scheduling problem is the 
online problem of jobs arriving one by one. In this problem we have a fixed number 
m of identical machines. The jobs and their processing times are revealed to the 
online algorithm one by one. When a job is revealed, the online algorithm must 
irrevocably assign the job to a machine, without any information about the further 
"This work has been supported by the Grant O T K A T030074 
t Department of Informatics, University of Szeged, Árpád tér 2, H-6720 Szeged, Hungary e-mail: 
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jobs. The starting time of the job is the finishing time of the previous job assigned 
to the machine considered. By the load of a machine, we mean the sum of the 
processing times of all jobs assigned to the machine. Then, the maximal completion 
time is the maximum load, thus the objective is to minimize the maximum load, 
often called the makespan. The first result for this online scheduling model is due 
to Graham [4], the best algorithm which is known for this problem can be found in 
[1], but the best possible competitive ratio is still unknown for m > 3. For details 
and results on other online scheduling problems we refer to the survey [8]. 
In this paper we consider a scheduling problem where the machines form a two-
layer multiprocessor architecture. In this problem we have two sets V and S of 
identical machines containing k and m machines with k <m. The jobs arrive one 
by one. Each job j has two different processing times Pj and sj, one for each set 
of machines. We assign the jobs online to one of the two machine sets. Finally, 
when the stream of jobs has come to an end, we schedule the jobs assigned to V 
(respectively, the jobs assigned to S) on the machines of V (respectively, S) in an 
offline way so as to minimize the preemptive makespan. Let Cp (respectively, Cs) 
denote this optimal makespan. The cost of the schedule, which we want to minimize, 
is the maximum of the makespans, max{Cp,Cs} - We denote this problem by 
LS(k,m) (Layered Scheduling). The general problem without fixing the numbers 
k and m is denoted by LS. It is worth noting that the LS(l, 1) problem is the 
online two-machine scheduling problem with unrelated machines which problem is 
investigated in [2]. 
A similar problem called classification with preemptive scheduling (or CPS for 
short) is studied in [5]. Just as in the LS problem, in CPS an online scheduling to 
one of two sets of identical processors is followed by an offline preemptive scheduling 
within the processor sets. However in CPS the objective to be minimized is the 
sum of the two makespans instead of their maximum. For the CPS problem two 
algorithms are developed the first one is a greedy algorithm. The competitive ratio 
of this greedy algorithm is linear in m/k, therefore this algorithm can be effective 
only in the cases when m/k is small. A more difficult algorithm with constant 
competitive ratio is also presented. 
In this paper we study the algorithms which are presented in [5], and we de-
termine their competitive ratios for the LS problem. Moreover, we prove a general 
lower bound, namely, we show that no online algorithm can have smaller competi-
tive ratio than 1.781. 
The paper is organized as follows. In the following section we introduce some 
basic notation for the LS problem. Then, in Section 3, we present two algorithms 
for solving the problem and determine the competitive ratios of these algorithms. In 
Section 4 we present two lower bounds for LS. First, we construct input sequences 
for each fixed pair of values (k, m) to show that no online algorithm for the fixed 
(k,m) can be better than (1 + \/5)/2-competitive. Then we construct a single 
input sequence to show that for all online algorithms there exists a pair (k, m) such 
that the algorithm cannot be better than (3 + \/l7)/4-competitive. Finally, we 
summarize the results and present some open questions regarding the problem in 
Section 5. 
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2 Notation and preliminaries 
In the problem considered we have two sets of machines, V is the set of k identical 
machines and S is the set of m identical machines. In what follows we assume 
that k < m. Furthermore, each job j has two processing times, pj if we schedule 
it on the machines of V and Sj if we schedule it on the machines of S. Here we 
allow oo processing time, which means that it is not possible to process the job 
on the machines in the set. The vector (Pj,Sj) is called the size of the job. The 
algorithm has to decide in an online fashion on the arrival of each job where to 
assign it. When the sequence of jobs is finished, we schedule the jobs assigned to 
V respectively S on the machines of V respectively <S, in the way that we minimize 
the makespan preemptively in an offline way. 
With preemption a job may be scheduled on multiple machines. In preemptive 
scheduling we have to assign time intervals to each job on one or more machines. 
The total length of the intervals must be the processing time of the job, and if time 
intervals • • •, [Qi,U) are assigned to a job, then tj < qj+i must be valid for 
j = 1, ... ,i — 1. Furthermore, no two jobs may have overlapping intervals on the 
same machine. It is well-known and one can easily see that for any set of jobs, the 
preemptive makespan of the optimal scheduling is the maximum of the maximal 
processing time and the load of the jobs. By the load of a set of jobs we mean 
the value obtained by dividing the sum of the processing times by the number of 
machines. 
For any subset I of the jobs, we use the following notation 
Si = ^ Sj, Pi — ̂ p j , Smax/ = max j e /Sj , Pmaxj = maXj^ipj. 
jei jei 
Using these notation, the cost of a schedule SC can be written in the form 
w(SC) = m a x { ^ , Pmaxfl, — , Smax^}, K TTl 
where R and Q are the sets of jobs assigned to V and 5, respectively. 
The optimal cost on a list L of jobs is denoted by OPT(L). This is the minimum 
of the costs of the schedules which assign the jobs of L to the sets. We measure 
the performance of the presented algorithms by the competitive analysis. For this 
reason let A be an arbitrary online algorithm and let A(L) denote the cost of the 
schedule produced by A on a list L of jobs. An algorithm A is called c-competitive if 
for every list L of jobs A(L) is at most c times greater than OPT(L). The competitive 
ratio of an algorithm on a problem is c if the algorithm is c-competitive and it is 
not c-competitive for any c < c. 
3 Upper bounds 
There is a simple online algorithm for LS. The basic idea is to assign each job to 
the set of machines where the job has a smaller load. This algorithm is called load 
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greedy, (in short LG) and it is presented in [5] for the problem CPS. It has a similar 
analysis in our case. Formally, the algorithm is given as follows: 
Algorithm LG: When a job j arrives, then it is assigned to V if ^ < 
otherwise, it is assigned to S. 
We can prove the following statement. 
Theorem 1 Algorithm LG has the competitive ratio max{2 ,m/k} on problem 
LS(k,m). 
Proof. Consider an arbitrary list L of jobs, and denote by a and b the makespans 
obtained by LG on V and S, respectively. Suppose that a > b. If the makespan 
is defined on V by the maximal completion time, then denote the job with this 
maximal processing time by j. Then pj — a, and since our algorithm assigns this 
job to V, we get that, Sj > Hence, the optimal cost is at least a, and this yields 
that we have an optimal solution. Now, suppose that the makespan is defined by 
the load of the jobs. Let P denote the set of the jobs assigned by LG to V, and 
let R and Q denote the sets of the jobs from P which are assigned to V and S in 
an optimal solution, respectively. Then, the optimal cost is at least m a x { ^ , 
Furthermore, by the definition of LG, we get that < This yields that the 
cost of the optimal solution is at least m a x j ^ - , > a/2, and our statement 
follows. 
Let us assume that a < b. Now, consider two cases depending on the makespan 
on <S. If the makespan is the load, then in the same way as above, we obtain that 
the optimal cost is at least b/2, which yields that the algorithm is 2-competitive. 
Suppose that the makespan is defined by a maximal processing time. Denote the 
job with this maximal processing time by j. Then, sj = b and since our algorithm 
assigns this job to <S, we obtain that pj > ^b. Hence, the optimal cost is at least 
z~b, and our statement follows. 
m 3 
To prove that the above analysis is tight, consider one job of size (1, y — e). 
Algorithm LG assigns this job to S with cost ^ — e, hence, since the optimal cost is 
1, by choosing a sufficiently small e, the competitive ratio on this job is arbitrarily 
close to y- To prove that the bound 2 is tight, we have to consider a sequence of 
jobs where the load of each job is the same in the two sets. 
• 
Algorithm LG works well only in the cases when m / k is small. Here we study 
an algorithm which is also efficient when m/k is large. This algorithm is defined 
in [5] and can be considered as a generalization of the reject total penalty type 
algorithms which are presented in [3] and [7]. The algorithm has two parameters 
0 < a < 1 and 0 < 7 < 1. 
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Algorithm A(a, 7 ) 
• 1. Initialization. Let R := 0. 
• 2. When job j arrives: 
— (i) If ^f < ^ • Sj, then assign j toV. 
— (ii) Let r be the cost of the optimal offline preemptive scheduling of the p 
set RU{j} on V. Formally, r = max{ , PmaxH U { j } } . If r < a-Sj, 
then 
* (a) Assign j to V, 
* (b) Set R = RU{j}. 
— (iii) Otherwise, assign j to S. 
Theorem 2 The competitive ratio of algorithm A(a, 7 ) is c on problem LS, where 
c = maxi l + 1 + a + 7 , 1 + - } . 
a 7 
Proof. We prove this statement in two parts. First, we show that the algorithm is 
c-competitive, and later we prove that it is not better than c-competitive. Let us 
consider an arbitrary sequence of jobs, and denote the list of the jobs by L. Fix an 
optimal schedule of the jobs. Denote by Popt the set of jobs assigned to V in the 
optimal schedule. Let P0 be the set of jobs with ^ < ^ • Sj, and P be the set of 
jobs assigned to V by our algorithm. Let us observe that, by the definition of the 
algorithm, we have Po C P. Define the following sets 
X = L \ (Popt U P), Y = Popt\P, 
Z = Poptn(P\P0), U = Popt fl Po; 
V = P0\Popt, W = (P\Po)\P0pt-
Then, the algorithm gives the following cost on L: 
A(T\ fPZ + Pu + Pv + Pw p p, A(L) = max{ , Pmaxz, Pmaxj/, 
k 
Pmaxy, Pmaxvv, , Smaxx, Smaxy}. 
m 
Furthermore, the optimal cost is 
OPT(L) = max{ ^ , Pmaxy Pmaxz, 
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Pmaxc/, ^ W , Smax*, Smaxy, Smaxw}. 
m 
To prove the first part of the theorem, we have to show that A(L) < c-OPT(L). 
In the proof we will use the following lemma which is proved in [5]. For the reader's 
convenience, we recall here this result and also sketch the proof of the statement. 
Lemma 3 ([5]) The following inequalities are valid: 
(1) —^ < a • Smaxjv, 
(2) Pmaxw < Q • Smaxw, 
(3) a • Smaxy < m a x { ^ > Pmaxzuwuv}-
k 
Proof. We first prove (1). Let j be the last job from W. At the time when it was 
assigned to V by the algorithm, we had r < a • Sj. On the other hand, j is the last 
job in W, thus < r. Furthermore, obviously Sj < Smaxvy, and the validity of 
(1) follows. We can prove (2) in the same way as (1). Indeed, let j be a job from 
W with Pj = Pmaxw. When it was assigned to V, we had pj < r < a • Sj. This 
inequality yields (2). 
There exists a job j € Y with Sj = Smaxy. At the time when it was assigned 
to <S, we had r > asj. On the other hand, R U { j } C Z U W U Y was valid for 
the considered set R, thus r < max{Pz+p^+PY, Pmax^uwuy} was also valid by 
definition. Therefore, the required inequality holds. 
• 
Using this lemma, we can prove the desired upper bound. For this reason 
consider the following cases. 
Case 1: Suppose that A(L) - max{ Pmax^, Pmaxc/, Smax^}. In this case 
A(L) < OPT(L), and thus, the algorithm results in an optimal solution. 
Case 2: Suppose that A(L) = pz+Pv+Py+Pw . i n this case the definition of the 
set V yields that 7OPT(L). On the other hand < OPT(L). 
Furthermore, by Lemma 3, we have that Pw/k < a Smaxw < aOPT(L). There-
fore, A(L) < (1 + a + j)OPT(L). 
Case 3: Suppose that A(L) — Pmaxv. Then, by the definition of the set V, 
P m a xy /k < 7 Smaxy /m. Since k < m, this yields that Pmaxy < 7 Smaxy < 
7OPT(L). This is possible only when 7 = 1 , and in this case the algorithm results 
in an optimal solution. 
Case 4: Suppose A(L) - Pmaxvy. Then by Lemma 3, Pmaxw < a Smaxw < 
a • OPT(L), therefore, this case is possible only if a = 1, and the algorithm gives 
an optimal solution. 
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Case 5: Suppose that A(L) = Sx^Sr • In this case, by the definition of the 
set Y we have that ^ < ^ < OPT(L)/7. Hence, we obtain that A(L) < 
(1 + lh)OPT{L). 
Case 6: Suppose that A(L) — Smaxy. By Lemma 3 this yields that 
< — m a x { P z + ^ + P y , Pmax Z u ivuy} -a k 
Consider now three subcases. If A(L) < Pz+f^Py , then since ^f- < Smaxw < 
OPT(L) (by Lemma 3), we get that A(L) < (1 + 1 /a)OPT(L). If A(L) < 
1 /a Pmax^ur, then we obtain immediately that A(L) < OPT(L)/a. Finally, 
if A(L) < 1 / a Pmaxn/, then by Case 4, we have that A(L) < OPT(L). 
Since we considered all the possible cases, we proved that the algorithm is c-
competitive. We can prove that the bound c is tight by the following examples. 
First, assume that k = 1 and m > 7 • (1 + a)/a. Consider the following 
sequence of two jobs. The first job has size (a • M,M), the second job has size 
( M + e , M ( l + a)/a) for some large M and small e. By the definition of m, we 
have that aM > 7 M / m , and thus, the first job is assigned to V in Step (ii). The 
second job is assigned to S. Therefore, the cost of the algorithm is M ( 1 + a)/a 
on this sequence. The optimal cost is M + s, we assign the first job to S and the 
second to V. As M tends to 00 the ratio of these costs tends to 1 + 1 /a , hence we 
proved that the first bound is tight. 
To prove the tightness of the second bound, fix the value of k and let m be much 
greater than k. Consider the following sequence of jobs. First consider M(m — k) 
jobs of size ( 7 • k/m, 1). The second part of the sequence contains k jobs of size 
(M, 00), finally, the third part contains k jobs of size (a • M, M) . Then the first 
and second parts are assigned to V in Step (i), the third part is also assigned to V 
in Step (i) or in Step (ii). Therefore, the cost of the algorithm is 
M(m - k)jk/m + Mk + aMk 
k ' 
The optimal solution assigns the first and the third parts to S, and the second part 
to V and its cost is M. Asm tends to 00, the ratio of these costs tends to l + a + 7, 
hence, we proved that the second bound is tight. 
To prove that the third bound is tight, consider such k and m that satisfy 
the inequality a/k > 7 / m and the following sequence of jobs. The first part of 
the sequence is one job of size (a(m/(-yk) -I- 2e), (771/(7/0) + 2e)). The second part 
contains Mk jobs of size (1, m/(7A;) + e ) , and the third part contains m jobs of size 
(00, M). Then the algorithm assigns the first job to V in Step (ii), and assigns the 
other jobs to S. Therefore, its cost is 
Mk(m/(jk) + e) + rnM 
m 
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There is a feasible schedule which assigns the second part of the jobs to V and the 
third part to S, therefore, the optimal cost is no more than M + m/(jk) + 2e. As 
M tends to oo and e tends to 0, the ratio of these costs tends to 1 + 1 / 7 , hence, 
we proved that the third bound is tight. 
• 
To find the best values of a, 7 , we have to choose a = 7 = l /\/2. By substituting 
these values into Theorem 2, we obtain the following result. 
Corollary 4 Algorithm A(l/\/2, l /\/2) is 1 + \/2-competitive on LS. 
4 Lower bounds 
In this section we present the following lower bounds. 
Theorem 5 Let (k,m) be an arbitrary pair of positive integers. If an online algo-
rithm is c-competitive for the LS(k,m) problem, then c> (1 + \/5)/2 ~ 1.618. 
Proof. We prove this statement by contradiction. Suppose there is a pair (k, m) 
and an algorithm A which is c < (1 -I- y/B)/2-competitive for the problem LS(k, m). 
Consider the following list L of jobs. The first part contains k jobs of size ((\/5 — 
l ) /2 ,1 ) , and the next part contains k jobs of size ( l ,oo ) . In this case, the optimal 
offline algorithm assigns the first k jobs to S, and the next k jobs to V, hence 
OPT(L) = 1. On the other hand, since A is c-competitive it must assign the 
first k jobs to V, otherwise, we omit the next k jobs, and the offline optimum is 
(\/5 — l ) /2 , while the cost of the algorithm is 1. Therefore, the online algorithm 
must assign all jobs to V, and thus, it has a makespan (1 -I- y/E)/2. This yields that 
A(L)/OPT(L) = (1 + y/5)/2, which is a contradiction. 
• 
We can obtain a sharper, general lower bound as follows. 
Theorem 6 Let k be a fixed constant. If an online algorithm is c-competitive for 
every m on the problem LS(k,m), then c > (3 4- \/ l7) /4 « 1.781 
Proof. We prove this statement by contradiction. Suppose that there exist such 
k and an online algorithm A, that A is c-competitive for every m on the problem 
LS(m, k), where c < (3 + -v/17)/4. For the sake of simplicity, in the rest of the proof 
we denote the number (3 + \/l7)/4 by b. Let to be greater than 5k and consider 
the following sequence of jobs. The first part contains k jobs of size (1/6,1), and 
the following to — k jobs have size ( ^ ¿ , 1 ) . Finally, depending on the decisions 
made by A, we finish the sequence with k jobs of size (1,00), this is list L\, or we 
finish the list with m — k jobs of size (00,1), this is list 
Consider first the offline optimum. In the first case we can assign the first m 
jobs to S and the last k jobs to V, this schedule has cost 1. In the second case, 
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we can assign the first k jobs and the last m — k jobs to <S, and the other m — k 
jobs to V, and thus, we can obtain a makespan of 1. Therefore, OPT(Li) < 1, and 
OPT(L2) <1. 
Consider the algorithm A. Since A is an online algorithm, it cannot see any 
difference between L\ and L2 before it gets the m + 1-th job, and thus, it has 
the same behaviour in both cases. Furthermore, A is c-competitive with c < b, 
therefore it must assign the first k jobs to V, otherwise we get a contradiction in 
the same way as in the proof of Theorem 5. From the next m — k jobs A can 
assign x to V and m — k — x to S. Therefore, in the case of list L\ we .have that 
A(Li) > \ + ^ + 1 and in the case of list L2 we get that A(L2) > . The 
algorithm can choose x to be any integer between 1 and m — k, and we can choose 
the list which yields the greater makespan. Therefore, since the offline optimum is 
at most 1 for both lists and A is c-competitive, we have that 
, 1 x . , 2m — 2k — x. 
c > mm m a x { - H + 1, } . 
l <x<m-k b m — k m 
Here we omitted the condition that x is an integer. This does not cause any 
problem since it decreases the right side of the inequality. It can easily be seen that 
the function of x, which is on the right side of the inequality, is minimal for 
_m(m — k),m — 2k 
2m — k . m 6 
If we substitute this value into the bound for c, we obtain that 
1 3m — 3 k m 
c> r + 2m-k (2m-k)b' 
Since this inequality is valid for arbitrary m, it is also valid if we let m to tend to 
infinity. Therefore, 
3 1 
C 2 2b' 




In this paper we investigated a particular scheduling problem on a two-layer mul-
tiprocessor architecture. We showed that the greedy approach works well only in 
the cases where the layers contain around the same number of machines. We also 
presented a better algorithm for the general case, which has a constant competitive 
ratio for arbitrary number of machines. It was also proved that there exists no 
online algorithm with smaller competitive ratio than 1.781. 
In relation with the problem considered, some further questions arise. 
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Concerning the LS problem there is a gap between our lower and upper bounds. 
It would be nice to decrease this gap by finding more efficient algorithms or better 
lower bounds. 
In the problem considered the objective is the maximum of the two makespans, 
which function is the norm of the vector constructed from the makespans. In [5] 
the h norm is investigated. It would be also interesting to study other lp norms. 
We considered the problem with two sets of machines. A straightforward gen-
eralization is to consider a problem with more sets of machines. 
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Parallel Simulation of Spiral Waves in Reacting and 
Diffusing Media 
E. M. Ortigosa*, L. F. Romero* and J. I. Ramos* 
Abstract 
The propagation of the spiral waves in excitable media is governed by the 
non-linear reaction-diffusion equations. In order to solve these equations in 
the three-dimensional space, two methods have been implemented and para-
llelized on both shared- and distributed- memory computers. These implicit 
methods linearize the equations in time, following alternate directions in the 
first case (ADI), and using the Crank-Nicolson discretization in the second 
case. A linear system of algebraic equations has been obtained and it has 
been solved using direct methods in the ADI technique, while in the second 
case has been used the conjugated gradient (CG) method. An optimized ver-
sion of the CG algorithm is presented here, in which the largest efficiency has 
been obtained. 
1 Introduction 
Reaction-diffusion equations are ubiquitous in biology, combustion, ecology, etc., 
because of their relevance in pattern formation, ignition and extinction phenomena, 
etc. [1-3]. Many studies of these equations are related with equations for activators 
and inhibitors in one or two spatial dimensions, e.g. the Belousov-Zhabotinskii, 
Brusselator and Oregonator models, with and without extinction [3]. Of special in-
terest to the study presented in this paper are the analytical and numerical analyses 
of the propagation of spiral waves in two-dimensional domains, where it has been 
observed that these waves have a periodic pattern in the absence of heterogeneities. 
They may exhibit breathing motions in the presence of obstacles or may simply be 
extinguished by means of the activation of a control parameter in a sufficiently large 
region of the computational domain. In non-homogeneous media, spiral waves are 
characterized by steep gradients in space and relaxation-type oscillations whose 
accurate simulation demands small spatial and temporal steps. 
In three dimensions, there have been very few analytical and numerical studies 
of spiral waves, presumably because of both the large difficulties in examining wave 
propagation in three-dimensional space and the cost of such simulations [4]. As a 
* Departamento de Arquitectura de Computadores, Campus de Teatinos, Universidad de 
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consequence, filament models based on Frechet formulae and differential geometry 
have been developed; these models are analogous to those of vortex filaments in 
theoretical fluid mechanics. 
In this work, three-dimensional simulations of the propagation of spiral waves 
in a cubic volume, without obstacles, and in the presence and absence of extinction 
sources are presented. These numerical simulations have been carried out by means 
of both time linearized and non-linearized techniques with and without operator 
splitting, i.e., with and without approximate factorization of the three-dimensional 
operator into one-dimensional ones. The numerical methods employed in the dis-
cretization of the governing partial differential equations have been implemented 
in a parallel fashion in both shared- and distributed-memory computers, and their 
performance is reported in this paper. 
2 Governing equations 
Consider the following system of reaction-diffusion equations (Belousov-
Zhabotinskii model): 
where D is a diagonal diffusivity tensor, U = (u, v)T, t is time, x, y and z denote 
spatial coordinates, S is a non-linear term, 
T denotes transpose, f , q and e axe constants,, and <t> is a control parameter which 
can be a function of the space and/or time. The equation (1) has been solved in a 
cube of side equal to 15 non-dimensional units. Unless otherwise stated, / = 1.4, q 
= 0.002, e = 0.01, (j) = 0 and the diagonal terms of the diffusivity tensor are du = 1 
and dv = 0.6. 
Discretizing the time variable in equation (1) by means of a Crank-Nicolson 
method, one can obtain a non-linear elliptic equation, which can be solved at each 
time step. The second-order spatial derivatives were discretized by means of three-
point, second order accurate finite difference methods that provide a large system of 
algebraic equations at each time step. The Newton-Raphson method was employed 
to solve the resulting non-linear system of algebraic equations. If a single iteration 
of Newton-Raphson method is used, this method is known as Time-Linearization 
method. 
In addition to these techniques, an approximate factorization of the three-
dimensional operator into a sequence of one-dimensional ones (here referred to 
as ADI) was also used. This technique reduces the solution of the linear elliptic 
equation in three dimensions to the solution of one-dimensional, linear, two-point 
boundary value problems in each spatial dimension, but introduces second-order 
( 1 ) 
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(in time) approximate factorization errors which can be eliminated in an iterative 
way. On the other hand, the approximate factorization errors are of the same order 
of magnitude as those introduced by the time discretization but may be large where 
the norm of the Jacobian matrix of the source terms is large, i.e., at the edges of 
the spiral wave. 
In the next section some details about these methods are presented. 
2.1 ADI method 
The discrete operators corresponding to equation (1) can be written as 
+ + <3> 
where the approximate factorization errors have been neglected, k is the time step, 
Ax is the spatial step size in the x direction, 0 < in < 1, i = 1,2,3, +/X2+M3 = 1, 
the superscript n denotes the n-th time level, J denotes the Jacobian matrix of the 
mapping U S(U), 6%Vi = vi+1 - 2Vi + Uj-i, and A U = U n + 1 - U n . 
2.2 Crank-Nicolson methods 
If the system of equations (1) is solved by means of a Crank-Nicolson method and 
a time linearization, one linear system of algebraic equations is obtained. 
( 4 ) 
A comparison between the numerical results obtained with equations (3) and 
(4), will indicate the magnitude of the approximate factorization errors of the ADI 
method. The (iterative) conjugate gradient method have been used for the resolu-
tion of the system (4), because of the magnitude and dispersion of the system. 
The choice of a good preconditioner for the coefficients matrix is the most im-
portant factor that influence on the speed of convergence of the CG. We have tested 
the Jacobi (J), block Jacobi (BJ), incomplete Cholesky (IC) and incomplete-block 
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Cholesky (IBC) preconditioners in our studies. In the first and third preconditio-
ners, two dependent variables per node have been used to form 2x2 blocks; calcula-
tions have also been performed without any preconditioner (NP), but the number 
of iterations of the CG method becomes extremely large and can be more expensive 
than a direct method. In Table 1, the average number of iterations required by each 
method to converge is presented as a function of the grid size; the values shown in 
this table correspond to k = 0.0004 and 20 time steps (n.a.: not available). 
Table 1: Average number of iterations of CG for convergence. 
Grid NP J BJ IC IBC 
51
a 
5.95 2.25 2.25 2.3 2.20 
101
3 
6.00 3.1 3.20 3.2 3.1 
201
3 
n.a. 5.05 5.15 5.2 n.a. 
The above table shows that the incomplete-block Cholesky factorization is the 
most efficient preconditioner; however, the cost associated with this incomplete 
factorization is larger than the associated with the decrease in the number of it-
erations1. For these reasons, a Jacobi preconditioner has been used in all the 
simulations presented below. 
Another main issue when solving linear systems of algebraic equations is the or-
dering of the equations. There are two criteria for ordering: the original differential 
order equation and the grid point where the discretization takes place. Depending 
on the approach selected, two different orderings are obtained, named blocking of 
the equations and blocking of the variables respectively. Blocking of the equations 
results in a small number (2 in our problem) of very large blocks, while blocking 
of the variables per node results in more small blocks (2x2). Here, we have tested 
both types of blocking and found that blocking of the variables results in faster 
simulations due mainly to a 3% and 5% reduction in primary and secondary cache 
misses respectively. 
3 Parallel implementation 
3.1 Parallelization of ADI 
This technique has been implemented on an Origin 2000, using a shared memory 
model (openMP libraries). The dynamic block cartesian decomposition (DBCD) 
has been used for parallel implementation. In this technique, each processor has 
a contiguous grid block, but the decomposition changes as the one-dimensional 
1 In order to decrease the factorization cost, calculations have been performed using a frozen 
preconditioner for several time steps. Results showed that the number of iterations of the CG 
method increase substantially due to the large relational speeds of the spiral wavers considered in 
this paper. 
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Figure 1: Efficiency of the ADI method as a function of the number of processors 
(NPES) and the grid size. 
operator is changed, i.e., it changes according to the spatial direction. As stated in 
[5], the optimal solution is reached when the data is partitioned in the ^-direction 
while solving the algebraic equations in the x- and ¿/-directions, whereas a partition 
in the x- or ¿/-directions may be employed when solving the algebraic equations in 
the z-direction. The main drawback of this technique is that a lot of accesses are 
required to remote data before the solution in the z direction is obtained. This 
produces a high number of cache misses. 
A possible alternative is the Bruno-Capello algorithm [5] that partitions the 
domain in blocks of yjn x y/n x ^fn in such a manner that there is no more than 
one block per processor in each plane coordinate; however, this algorithm imposes 
some limitations to the parallel system because of its requirements for a number of 
processors equal to the square of a natural number. 
Results in Figure 1 indicate that the parallel efficiency of DBCD is quite close 
to 1, even with a high number of processors. This ideal behavior is owed in great 
measure to the regularity of the data, and the consequent efficiency of the compiler 
in the inclusion of directives for the premature search of cache blocks (prefetching). 
Moreover, as will be illustrated bellow, the main drawback of the ADI method is 
its sequential execution time compared with that of the Crank-Nicolson method. 
3.2 Parallelization of Crank-Nicolson 
First, the implementation of Crank-Nicolson method combined with the CG (CN-
CG) method has been performed using a shared-memory model. In each time step 
it is necessary to generate the coefficients matrix and the independent term vector 
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Figure 2: Efficiency of the ADI and CG methods as a function of the number of 
processors and the grid size. 
(rhs), and to solve the system. In all these stages we have used a data-parallel model 
based on a grid partition along the z axis that coincides with a block partition of 
both the matrix and the vector rhs. 
The parallelization of the CG method is very simple since every vector operation 
of this algorithm can be parallelized separately, i.e., each processor executes scalar 
operations on a subset of the components of a vector, and a block partition of the 
vectors is sufficient to obtain a good performance. 
The CG method contains two inner products, three ax + y operations and one 
matrix vector product whose computations require at least three synchronization 
points, and a communication step in order to obtain the final result. It is not 
possible to merge messages and those operations imposes severe limitations to the 
parallel efficiency of the CG algorithm. However, an optimized rearrangement of 
CG for parallel computations can be found in [6]. Unfortunately, this optimized 
method is only useful when an incomplete factorization is employed as a precondi-
tioner. As it have been shown above, this kind of preconditioner does not result in 
any acceleration in the convergence of the problem considered here. 
On the other hand, another methods based on the CG not requiring the use of 
incomplete preconditioner have been described. In particular we have considered 
a model (Aykanat, Ozgiiner, F. and Scott, D.S. [7], also Chronopoulos and Gear 
[8]) that reduces the number of synchronization points and reduction messages to 
one per iteration, performing 2n additional floating operations. In this method we 
have introduced automatic prefetching, in order to reduce the cost produced by 
the accesses to remote memory. Experiments with this modified CG method have 
shown that there is only a small increase in the sequential computational time but 
its parallel performance is excellent. 
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Figure 2 shows the efficiency of ADI and CG as a function of both the number of 
processors and the grid size using a shared-memory model, and indicates that the 
efficiency of ADI is smaller than that of CG, although the differences decrease, as 
the grid is refined. However, the fact that the computational time for the sequential 
version is smaller for the CG method, has been critical in the decision to continue 
our work with the Crank-Nicolson-CG model. 
• MP / private • snared 
NPFS 
Figure 3: Efficiency of the CG methods as a function of the number of processors 
with shared-memory and message-passing models with private memory. 
4 Optimization of Crank-Nicolson method 
One of the main aims of this work is to perform a comparison between access-
ing in advance to cache blocks using prefetching and using asynchronous messa-
ges in the message-passing model (overlapped with computations) on shared- and 
distributed-memory computers. Therefore, we have implemented the conjugated 
gradient method on an 0rigin2000 computer, using both private memory and the 
shmem libraries for communications. 
In Figure 3 we compare the efficiency for the two parallel implementations of 
the CG, being better for the message passing model. In the best case, an efficiency 
of 130% was obtained using 16 processors in a 51 point grid. 
This result can be justified by the fact that the communication of large blocks 
of data is more efficient than having many cache misses in a shared memory model. 
This difference becomes noticeable in thick grids where the access to 
remote memories is more frequent, since the relationship communications 
(O(n2))/computations (0 (n 3 ) ) is higher. Figure 3 also shows that the efficiency 
of both implementations of the CG, for the 101 point'grid, in a shared memory 
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computer (0rigin2000) is degraded as the grid size increases, because in these cases 
the capacity of the cache memory is insufficient for all the data. 
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Figure 4: CPU times per processor for the non ordering and ordering codes. 
An important performance loss can be observed for the 101 x 101 x 101 grid 
when the number of processors is very high. Although this loss can be justified 
by the high cost of the remote accesses in proportion to the computations that 
each processors performs, we consider very important for our problem to obtain 
good performance under such conditions (very fine grids and higher number of 
processors). A detailed analysis (of the origin of this performance loss) shows 
that, for example, with a 101 point grid and 16 processors, almost the 30% of 
the execution time in message-passing the processors are waiting for the data. 
Therefore, the sending of asynchronous messages does not produce the expected 
results, because, in the most of cases, the sent data are required immediately in 
the following operation, and there are no intermediate computations that hide the 
latency of these messages. 
The conjugate gradient algorithm of Gear et al., has been modified based on a 
reordering heuristic of the computations and communications [9]. We have moved 
several calculations to those places where the latencies of the messages can be 
hidden and the delays have been almost eliminated. This algorithm is based mainly 
on delaying the calculation of the solution, A U (equation 4), from each iteration to 
the following one. When the convergence is reached, an update of A U (to obtain 
the solution of the system) is required. This update is performed directly on the 
solution U. After the conjugate gradient, a message with the bound values of U is 
sent to the neighbor processors and is overlapped with the update of AU. Figure 4 
shows the execution time for each processor for each conjugated gradient routines 
(non ordered and ordered codes), as well as the latency time (dotted area). The 
bottom part of the graphic corresponds to the initialization part of the iterative 
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Figure 5: Efficiency comparison between the non-ordering and ordering codes. 
algorithm, and the upper part corresponds to the inner loop (therefore it has to be 
repeated according to the number of iterations). In Figure 5 it can be seen how the 
reordering allows to reduce significantly the latency time, decreasing about a 15% 
the CPU time and increasing in an equivalent way the efficiency. This improvement 
is higher for a 101 point grid, where the communications cost is very important 
when the number of processors increases. 
5 Physical Results 
Calculations have been performed 1) without extinction, i.e., <f> = 0, 2) with an 
extinction barrier, i.e., <j> = 0.2 for —0.3 < y < 0.3 and <j) = 0 otherwise, and 3) 
with a localized extinction zone which is a cube with center located at (0,0,0) and 
length equal to 1.65 where (¡> = 0.2. In all cases, homogeneous Neumann boundary 
conditions were employed at the faces of the computational domain, k = 0.0004, 
and the calculations were performed until t = 60, starting from initial conditions 
corresponding to a wedge for u. In all the calculations considered in this paper, 
it has been observed that the solution became periodic at about t = 25,30, and 
28 for the first, second and third cases, respectively. In the first case, i.e., without 
extinction, it has been shown that the spiral wave rotates around an axis parallel 
to the 2-direction which passes through the center of the computational domain 
and remains anchored there, the u solution is symmetric "about the z = 0 plane, 
and the rotational speed of the spiral wave decreases as it approaches the planes 
z = - 7 . 5 and 2 = 7.5. Some sample results illustrating the u solution at t = 41.6 
are presented in Figure 6 which indicates that, at this time, the spiral wave is 
nearly absent near the bottom and top planes, whereas the influence of the initial 
conditions can still be observed near these planes. The u-solution also shows that at 
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Figure 6: u-solution for a 101x101x101 grid at t = 41.6. From left to right: a) 
top: k=100, 84, 68, 51, 34, 18, 2, b) middle: j=100,84, 68, 51, 34, 18, 2, c) bottom: 
i=100, 84, 68, 51, 34, 18, 2. 
t = 41.6, near to the top and bottom planar boundaries, the spiral wave is thicker 
and much shorter than that near z = 0. 
In the second case, the extinction barrier is a slab parallel to the x — z plane 
where the value of (¡> is different from zero; therefore, the source term for u decreases 
exponentially whenever u > q by an amount that is proportional to 4>, i.e., the spiral 
wave may be extinguished as indicated in Figure 7. The u- solution in x = constant 
planes indicates that almost planar fronts propagate initially from the left to the 
right boundaries but, on encountering the extinction barrier, they decelerate and 
emerge from this barrier until they reach the right boundary. 
In the third case, the results are similar to those of the first one except for the 
fact that the tip of the spiral wave rotates around the extinction source, and the 
wave is shorter and has a thicker tip. In the first case, the tip is anchored on the 
vertical axis passing through the center of the cube, while, in the third one, the 
anchoring point describes a trajectory which corresponds to the projection of the 
extinction cube into the x — y plane. 
6 Conclusions 
Two numerical methods (ADI and Crank-Nicolson) for the numerical solution of 
three-dimensional reaction-diffusion equations corresponding to spiral wave propa-
gation in excitable media have been parallelized in shared- and distributed-memory 
computer. The parallelization of the approximate factorization technique has been 
carried out with a dynamic block cartesian decomposition (DBCD) and its efficiency 
is quite close to one, even with a high number of processors. The parallelization 
of the Crank-Nicolson method has been performed by means of an optimization 
of the conjugate gradient method where the latency times have been almost elimi-
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Figure 7: u-solution for a 101x101x101 grid at t = 41.6. From left to right: a) 
top: k=100, 84, 68, 51, 34, 18, 2, b) middle: j = 100, 84, 68, 51, 34, 18, 2, c) bottom: 
i—100, 84, 68, 51, 34, 18, 2. 
nated in a message-passing programming model. As a result, we obtain efficiencies 
close to the ideal, even with a higher number of processors. The scalability of our 
model should allow maintenance of the efficiency with proportional increments of 
the problem size and the number of processors. 
This work has its natural continuation in the implementation of the mentioned 
optimization in a shared-memory environment, where the cost of remote accesses 
will decrease using the manual inclusion of prefetching directives. The objectives 
of a future work will be a comparison of both models and a extrapolation to the 
ADI method of these ideas. 
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Generation and Reconstruction of hv-convex 
8-connected Discrete Sets 
Emese Balogh* 
Abstract 
An algorithm is given to generate 2-dimensional hv-convex 8-connected dis-
crete sets uniformly. This algorithm is based on an extension of a theory 
previously used for a more special class of hv-convex discrete sets. The sec-
ond part of the paper deals with the reconstruction of hv-convex 8-connected 
discrete sets. The main idea of this algorithm is to rewrite the whole re-
construction problem as a 2SAT problem. Using some a priori knowledge 
we reduced the number of iterations and the number of clauses in the 2SAT 
expression which results in reduction of execution time. 
Keywords: Discrete tomography; Reconstruction from projections; Convex 
discrete set; Generation at random; 
1 Introduction 
One of the most important problems of Discrete Tomography is the reconstruction 
of 2-dimensional discrete sets from their two orthogonal projections. Often the 
reconstructed object should fulfil some additional properties including connectivity 
or convexity. In certain classes, the reconstruction is NP-hard [8, 19], therefore, 
the most frequently studied classes are those, where the reconstruction can be 
performed in polynomial time, like the hv-convex polyominoes and hv-convex 8-
connected discrete sets. In this paper we present an algorithm for the reconstruction 
in the class of hv-convex 8-connected discrete sets. 
Chrobak and Diirr [5] showed that the reconstruction of an hv-convex polyomino 
is equivalent to the evaluation of a suitable constructed 2SAT expression. This 
method was extended by Kuba [16] for the class of hv-convex 8-connected discrete 
sets. In this paper we give the description of a modified algorithm following the 
same idea as Chrobak and Diirr and Kuba for the class of hv-convex 8-connected 
discrete sets. We reduced the number of cases and modified the 2SAT expression 
introducing some preliminary information concerning the object which are obtained 
from the two orthogonal projections. The class of 8-connected discrete sets includes 
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the class of convex polyominoes. It. has applications in image processing, biplane 
angiography, electron microscopy, and others. 
In Section 2 we introduce some basic definitions and notations. To test the 
reconstruction algorithm we need to generate such sets with uniform distribution. 
In [14] Hochstattler, Loebl, and Moll presented an algorithm for the class of to-
convex polyominoes. In Section 3 we extend the more general class of hv-convex 
8-connected discrete sets. Finally, in Section 4 we present the reconstruction algo-
rithm. 
2 Definitions and Notations 
Let Z 2 denote the 2-dimensional integer lattice, its elements can be represented by 
unit squares called cells. The finite subsets of Z 2 are called discrete sets. Let S be 
a discrete set. Then there is a discrete rectangle Q of size mxn where m and n are 
positive integers, Q = { 1 , . . . , m } x { 1 , . . . ,n} , such that Q is the smallest discrete 
rectangle containing 5. The number of cells of S is called the area of S. The 
perimeter of S is the number of pairs of cells sharing a common side, where one cell 
is an element of S and the other one is not. Note that if Q = { 1 , . . . , m } x { 1 , . . . , n } 
is the smallest discrete rectangle containing S then the perimeter of S is 2m 4- 2n. 
The discrete set can be represented as a binary matrix (si j )mxn, Sij £ {0 ,1 } , 
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Figure 1: An hv-convex 8-connected discrete set S, its elements are marked by dark 
grey squares. H and V are the row and column sum vectors of 5. The cumulated 
sums of H and V are denoted by H and V (their first elements, ho and vo are not 
indicated in the figure). 
Let N denote the set of positive integers. For any discrete set S we define 
its projections by the operations % and V as follows. H : S —> Nm , 7i(S) = 
H = (hi,... ,hm) where hi = 12^= i = 1, • • • and V : S —• N", V(S) = 
V = (vi,... ,vn) where Vj = Y^iLi sij)J — 1, The vectors H and V are 
Generation and Reconstruction of hv-convex 8-connected Discrete Sets 187 
called the projections or row and column sum vectors of S, respectively (see Fig 1). 
The cumulated vectors of H and V are denoted by H = (ho, hi,..., hm) and 
V = (v0,vi, ...,v„), that is, h0 = 0, hi = /¡¡_i -I- hi, i = 1 , . . . ,m, and v0 = 
0, vj - Vj-i +vj, j = 1,... ,n (see Fig. 1). Let T = YT=i hi = Sj=i vi- Let S 
and S' be discrete sets. 
We say that 5 and S1 are tomographically equivalent (w.r.t. the row and column 
sum vectors) if H(S) = U(S') and V(S) = V(S'). 
The 4-neighbours of a cell (i, j) € Z 2 are (i - 1 ,j), (i,j - 1), (i,j + 1), (i + 1, j ) 
and the cell (i, j) itself. The 8-neighbours of a cell (i,j) € Z 2 are the 4-neighbours 
and ( i - l , j - l , ( i - l , . 7 + l ) , (i + l,j — 1), (i + l , j + l ) . The sequence of distinct cells 
(i0, jo), • • •, (ik,jk) is a 4-path/8-path from cell (io,jo) to cell (ik,jk) in a discrete set. 
S if each cell of the sequence is in S and (ii, ji) is 4-adjacent/8-adjacent, respectively, 
to (¿ ¡_ i , j j_ i ) for each I = 1 , . . . , k. Two points are 4-connected/8-connected in the 
discrete set S if there is a 4-path/8-path, respectively, in S between them. A 
discrete set S is 4-connected/8-connected if any two points in S are 4-connected/8-
connected, respectively. The 4-connected set is also called polyomino. From the 
definitions it follows that the class of 4-connected sets is a subset of the class of 
8-connected sets (see Fig. 2). 
The discrete set S is horizontally convex (or shortly, h-convex) if its rows are 
4-connected. Similarly, a discrete set S is vertically convex (or, shortly, v-convex) 
if its columns are 4-connected. If a discrete set is both /i-convex and ^-convex then 





Figure 2: (a) P is a 4-connected hv-convex discrete set. (b) S is an 8-connected 
but not 4-connected hv-convex discrete set. 
3 Generation of hv-convex 8-connected Discrete 
Sets at Random 
Hochstattler, Loebl, and Moll [14] gave an algorithm for the generation of hv-convex 
polyominoes. In this paper, we extend this algorithm to the more general class 
of hv-convex 8-connected sets. First we describe the algorithm for calculating the 
number of hv-convex 8-connected discrete sets with fixed perimeter which is greater 
than the number of hv-convex 4-connected discrete sets with the same perimeter. 
Then using the same method as presented in [14] we construct a bijection between a 
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set of hv-convex 8-connected discrete sets of a given perimeter and a finite interval 
of natural numbers will be given. This bijection allows us to generate such sets 
at random with uniform distribution in polynomial time. We use almost the same 
notation as in [14]. 
3.1 Definitions 
A strip is a discrete rectangle of height 1. Let L(s) and R(s) denote the leftmost 
and rightmost cell of a strip s. The length of the strip s is R(s) — L(s) + 1. Each 
hv-convex 8-connected set can be considered as a sequence of strips ( s i , . . . , Sk), 
k > l , where si is the topmost strip and sk is the downmost strip of the set. 
Definition 1 Let S = (si,... ,Sk) be an hv-convex 8-connected set, si the down-
most strip with L(si) minimal and sr the downmost strip with R(sr) maximal. We 
partition the set ( s i , . . . , sk) as follows (see Fig. 3): 
• the top ( s i , . . . , s m i n ( i ] r ) ) , 
• the interior (smin(i,r) + 1 , . . . , s m a i ( i i r ) ) , 
• the bottom (smai(z,r) + 1,•••,s*)• 




Figure 3: An hv-convex 8-connected discrete set with non-empty bottom. In this 
case I = 8 and r = 4. 
The following four different types of hv-convex sets can arise (see Fig. 4): 
• type t : hv-convex 8-connected sets with empty interior and empty bottom, 
• type iw: hv-convex 8-connected sets with empty bottom and western interior, 
• type ie: hv-convex 8-connected sets with empty bottom and eastern interior, 
• type b : hv-convex 8-connected sets with non-empty bottom. 
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(a) 
• • • • -i ^ • • • —'1——. • • • • _J • • • • • • • 
(b) 
to fdl 
Figure 4: Four different types of hv-convex 8-connected sets: (a) type t; (b) type 
iw\ (c) type ie ; (d) type b . 
3.2 The Number of hv-convex 8-connected Discrete Sets 
In order to count the hv-convex 8-connected discrete sets with fixed perimeter we 
construct them strip by strip starting from the top. Given a partially constructed 
set, we calculate its all possible extensions of this set to an hv-convex 8-connected 
discrete set. 
Lemma 1 Let S(si,..., Sj) be an hv-convex 8-connected set. Then the set of all 
extensions (sj+i,...,sk) of S to an hv-convex set S = (si,...,sk) is determined 
by the type of S and the last strip sj. 
Proof. It is similar to the proof of Lemma 1 in [14]. 
The number of all possible extensions of an hv-convex 8-connected set S of 
perimeter n to an hv-convex 8-connected set S of perimeter n depends on 
• the type of S, 
• m, the length of the downmost strip, and 
• the remaining length I = n — h + TO. 
The cases ie and iw are symmetric so let denote by N{(rh,I) the number of 
possible extensions of hv-convex 8-connected discrete sets of interior type. Let 
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Nb{m,l) and Nt(rh,l) be the number of possible extensions in the remaining two 
cases. 
If 1 = m then the only extension is the empty set. If I < rh then we cannot 
extend S to an /iv-convex 8-connected discrete sets S of perimeter n. This means, 
that 
Nb(m, ¡) = Ni(m, I) = Nt(rh,I) = ( J' 'll \= 
U, it i < m. 
Now we count the number of extensions of S of different types with bottom 
length TO and perimeter n to hv-convex 8-connected sets with perimeter n (n = 
n — TO-+ I for a given remaining length /). Note that I -I- TO is always even. 
• hv-convex 8-connected sets of type b (see Fig 5): 
m 




Figure 5: A possible extension of an to-convex 8-connected set of type b to an 
hv-convex 8-connected set of type b. 
• /in-convex 8-connected sets of type i (see Fig 6): 
where 
Ni(m, Í) = Ni(rh, I) + TV,?(TO, I) 
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Figure 6: A possible extension of an hv-convex 8-connected set of type iw to type 
b (a) and to type iw (b). Notation: a = R(sj) — R(sj+1), b = L(sj) - L(sj+1). 
hv-convex 8-connected sets of type t (see Fig 7): 
Nt(rh, I) = Nbt{m, f) + Ni(m, I) + N^m, 1) 
where 
rh—2 
N*(Th,l) = l)Nb(mJ - 2 - m + m), 
m=l 
m 1 
Ni(m,I) = 2^2 Ni(m,I + rh - 2a - 2 - m), 
a = l r7i=77i—a 
Nl(rh,l)= Nt(m,i-2-m + m). 
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(a) (b) fc) 
Figure 7: A possible extension of an hv-convex 8-connected set of type t to type b 
(a), to type iw (b), and to type t (c). 
Theorem 2 The total number of hv-convex 8-connected sets of perimeter n is 
Sn= Nt(mj). 
m+2+l=n 
Remark 1 A discrete set of type t is always 4-connected (see Fig 4-a). Extending 
an hv-convex 4-connected discrete set of type i into type i the result is 4-connected, 
if a = R(sj) — R(sj+1) < m and it is 8-connected, if a = rh (see Fig 6.b). Extending 
an hv-convex 4-connected discrete set of type t into type i the result is 4-connected, 
if a < rh and it is 8-connected, if a = rh (see Fig 7.b). In any other cases the 
connectedness of the set determines the connectedness of the extended set. 
3.3 An Algorithm for Generating hv-convex 8-connected 
Discrete Sets 
According to the presented way of constructing hv-convex 8-connected discrete 
sets we can construct a tree. The nodes are hv-convex 8-connected sets, an edge 
between nodes A and B means that the set represented by node A can be extended 
to the set represented by node B by the inclusion of a new last strip, the leaves are 
the hv-convex 8-connected sets of a given perimeter, interior nodes axe partially 
constructed hv-convex 8-connected sets and the root is the empty set, which can 
also be considered as a trivial hv-convex 8-connected discrete set. In order to 
construct an embedding of such a tree into a finite interval of natural numbers we 
can use the same technique described in [14] and so we obtain the bijection between 
the set of hv-convex 8-connected sets of perimeter n and the interval [1, Sn]. 
We fix an ordering of the summands in the presented equations which gives a 
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numbering of the sets. This means that for any node the set of numbers of the 
leaves in its subtree is an interval. 
To construct a bijection between the set of hv-convex 8-connected sets of perime-
ter n and the interval [1, Pn] we have to do the following: 
1. Using the formulas in Subsection 3.2 compute Sn, the number of hv-convex 
8-connected sets of perimeter n, Ni)(rh,l), Ni(rh,l), and Nt(rh,l) for m + / 
even and rh + l < n — 2, which give for each interior node the number of leaves 
of the corresponding subtrees. 
2. Given an hv-convex 8-connected set s = (si , s2, • ••, Sk), compute I\, the parti-
tion of this discrete sets of perimeter n induced by Si. Taking into considera-
tion the type of the partially constructed part of the set, apply this procedure 
recursively until reaching the leaf of the tree with interval \j,j\. 
3. Given a number j in [l ,Pn] , compute the partition of the interval [1,Pn], fix 
the corresponding strip si and proceed recursively. 
Using this bijection we can generate hv-convex 8-connected sets with fixed 
perimeter with uniform probability: 
1. Compute Sn, Nb(m,l), Ni(rh, I), and Nt(rh, I) for rh+l even and rh+l < n — 2. 
2. Compute a random number j in [ l ,5n ] . 
3. Apply the above presented procedure. 
Remark 2 Instead of working with perimeters we can extend the sets taking ac-
count of their area. This yields to an algorithm for calculating the number of hv-
convex 8-connected discrete sets with fixed area. Working with perimeters and ar-
eas we can calculate the number of hv-convex 8-connected discrete sets with fixed 
perimeter and fixed area. Then with the same method as presented in this section 
we construct a bijection between this set and the corresponding finite interval of 
natural numbers. This means that we can generate hv-convex 8-connected discrete 
sets with fixed area or even with fixed area and fixed perimeter at random with 
uniform distribution. 
4 Reconstruction of hv-convex 8-connected Dis-
crete Sets from Two Orthogonal Projections 
In the reconstruction problem we are given two vectors H £ N7™ and V £ N™. The 
task is to construct an hv-convex 8-connected discrete set S such that H(S) = H 
and V(S) = V. The same notation is used as in [16]. 
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4.1 Definitions 
Definition 2 An (H, V) pair of vectors is said to be compatible if there exist pos-
itive integers m, n, and A such that 
(i) HeW1 and V € 
(ii) hi < n, for 1 <i <m, and vj < m, for 1 < j < n; 
(Hi) j hi - vj = A, l'-e-> the two sectors have the same total sum A. 
Definition 3 The north foot of an hv-convex 8-connected set S denoted by Pjv is 
the set of columns of S that have elements in the first row of the rectangle Q. The 
column indices of P^ determine a set of consecutive integers: {n/,nf + 1,... , n/}. 
Similar definition can be given for the south foot, Ps, taking the columns of S, 
{sf,sf + 1 , . . . ,si}, which have an element in the last row of Q (see Fig. 8). The east 
and west feet, PB and Pw, respectively, and their column indices, { e / , e/ + 1 , . . . , e;} 
and {wf,iuf + 1,... ,wi}, can be defined analogously. 
t 
sf = sl 
fa) fb) 
Figure 8: (a) The north and south feet of an hv-convex discrete set marked by o 
and *, respectively, (b) The east and west feet of the same discrete set marked by 
o and *, respectively. 
Let S be an to-convex 8-connected set with projections (H,V). Let I = 
max{l < j < n | vp < vq for all 1 < p < q}, the index of the last element 
of the first nondecreasing subsequence of V and r — min{l < j < n \ vp > 
vq for all 1 < p < q < j}, the index of the first element of the last non-increasing 
subsequence of V. Let, furthermore, l\ = min{l < j < I \ vj = vi} and, 
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ri = max{r < j < n \ Vj = vT}, IN = min{Zi + h\ — 1, / } , Is = min{Zi 4- hm — 1,I}, 
rw = max{ri — hi + l , r } , and rs = max{ri — hm + l , r } . 
Then the following two propositions are true. 
Proposition 1 [3] If there is an hv-convex 8-connected set S that satisfies (H, V) 
with Vj < m for all j = 1 , . . . ,n, then 
1. if PN is to the left of Ps then ni < IN and sj > rs, 
2. if -P/v is to the right of Ps then si < Is and n / > rjv- . . 
Proof. See [3]. 
Proposition 2 [3] If there is an hv-convex 8-connected set S that satisfies (H, V) 
with Vj = m for some j = 1 , . . . , n then the following four cases are possible. 
1. If hi > I — r + 1 and hm > I — r + 1 then (i) nj = I - hi + 1, ni = I, Sf = r, 
and si = r + hm — 1, or (ii) nf = r, ni = r + hi - 1, Sf = I — hm + 1, and 
si =1. 
2. If hi = l—r+1 and hm > l—r+1 thennf = r, ni = I, Sf > max{l , l — hm 4-1}, 
and si < min{r + hm — 1 ,n}. 
3. If hi > I — r + 1 and hm = I — r + 1 then nf > max{l, I — hi + 1}-, ni < 
min{r 4- hi — l,n}, Sf = r, and si = I. 
4- If hi = hm = I — r 4-1 then nf = Sf = r, ni = s; = I. 
Proof. See [3]. 
Certain elements in the middle of an hv-convex 8-connected set can be recog-
nized easily from the row and column sums by the following 
Definition 4 The spine of an hv-convex 8-connected set with row and column sums 
(H,V) is the set of positions (i,j) in T where one of the following conditions are 
satisfied: 
• i.nf < j < si wf < i < ei) and Vj > hi-i, hi > Vj-i, 
• ( s / < i < or e/ < i < w{) and hi>T — Vj, T — Vj-i > hi-i-
The spine of S will be denoted by Sp. 
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Figure 9: The spine of an hv-convex 8-connected discrete set marked by stars. 
Definition 5 Let S be an hv-convex 8-connected set. We say that the discrete 
set A is an upper-left corner region in the discrete rectangle Q containing S if 
(i + 1, j) € A or (i,j + 1) £ A implies (i,j) £ A. 
The upper-right, lower-left and lower-right regions, B, C, and D, respectively, can 
be defined analogously (see Fig 10). Let S denote the complement of S (in Q). 
Lemma 3 [5] S is an hv-convex 8-connected discrete set if and only if S = AUBU 
CUD, where A, B, C, and D are disjoint corner regions (upper-left, upper-right, 
lower-left and lower-right, respectively). 
Proof. See [5]. 
Remark 3 aij = 1 if (i,j) £ A, and aij = 0 otherwise, for every i = 1, ...,m and 
j = 1, ...,n. The elements of corner regions B, C, and D have a similar meaning. 
Figure 10: An hv-convex 8-connected discrete set with the four corner regions. 
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4.2 The Reconstruction Algorithm 
The main idea of this algorithm is to rewrite the whole reconstruction problem 
as a 2-Satisfiability (2SAT) problem which can be solved in polynomial time. A 
2SAT expression is a boolean expression in conjunctive normal form with at most 
two literals in each clause. The 2SAT problem is the following: given a 2SAT 
expression is there a value (true or false) for each literal that makes the expression 
true? 
First we determine the limitations of the possible positions of the feet. Proposi-
tions 1 and 2 can be used to determine two intervals containing the possible column 
indices of the north and the south feet. Analogous propositions are used to deter-
mine the two intervals for the possible row indices of the east and west feet [3]. 
Choosing two opposite feet we can determine the spine. Without loss of generality 
let us suppose that we choose the west and east feet. According to the. definition 
of the feet and the spine in this case we have found already at least one element in 
each column. Let Pw = {w/ , tu/+i , ...,wi) and PE = { e / , e / + 1 , . . . , e i } . 
Then we construct a 2SAT expression FWftef(H,V) such that FW/te/(H,V) is 
satisfiable if and only if there is an to-convex 8-connected discrete set S whose west 
and east feet are Pw and PE- Let construct Fw/te/ (H, 1/) in the following way: 
where Cor, Dis, FSp, LBC', and UBR! are sets of clauses describing the properties 
of "Corners", "Disjointness", "Feet and Spine", "Lower Bound on Column sums", 
and " Upper Bound on Row sums", respectively, in the following way. 
Fk,i(H, V) = Cor A Dis A FSp A LBC' A UBR', 
Cor 
Dis = /\{xij =t>y-j\ioT symbols X, Y € {A, B, C, D}, X ^ Y), 
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LBC' = f\(aij => ci+V] j A üij => di+Vjtj) A 
=> Ci+vitj A bij => d i+^ j ) , 
ÍJ 
UBR1 = A ( a i j bi,i+hi) A A ) A 
A A (cí,i ^ ^ . j + f t i ) A A fej => 
l < t < m i n { t « / , e / } e j <i<wi 
Then the reconstruction algorithm can be given as 
Algorithm 1 Reconstructing hv-convex 8-connected sets 
Input: Two compatible vectors H € N™ and V € N™. 
1. Compute the cumulated sums of hl and Vj for i = 1, ...,m and j = 1, ...,n. 
2. Compute the feet limitations. 
3. For all possible configuration of Pw and PE 
3.1. Compute the spine. 
3.2. liFW/tef (H, V) is satisfiable then Output 5 = AUBUCUD and halt. 
Output: Print "No solution". 
Theorem 4 FWfie/(H,V) is satisfiable if and only if there is an hv-convex 8-
connected discrete set F having projections H and V and west and east feet 
Pw = {wf,Wf+i, ...,u>i} and Pe = {ef, e / + i , . . . , e / } ; respectively. 
Proof. Using the concepts of feet and spine, the proof is similar to the proof of 
Theorem 2 in [5]. 
In this algorithm we reduced the number of clauses in the 2SAT expression 
by introducing some apriori knowledge. The spine of an hv-convex 8-connected set 
guarantee the connectedness of the reconstructed object. We can define the possible 
feet positions from the row and column projections which reduce the number of 
iterations in the algorithm. The spine and two opposite feet are described by the 
clauses notated by FSp. The west and east feet together with the spine determine 
at least one cell in each column belonging to the object. This allows to reduce the 
number of clauses in LBC'. Using the concept of the feet we redefined the clauses 
which describe the upper bound on row sums (UBR1). 
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The number of possible feet positions is smaller than m2n2. The complexity 
of the algorithm for constructing the spine for a given feet position is 0(mn), the 
2SAT expression can be solved in 0(mn) time. Therefore the complexity of the 
algorithm for reconstruction of to-convex 8-connected sets in the worst case is 
0(mn • min{m2 , n 2 } ) . 
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A 3D Parallel Shrinking Algorithm 
Kálmán Palágyi* 
A b s t r a c t 
Shrinking is a frequently used preprocessing step in image processing. This 
paper presents an efficient 3D parallel shrinking algorithm for transforming 
a binary object into its topological kernel. The applied strategy is called di-
rectional: each iteration step is composed of six subiterations each of which 
can be executed in parallel. The algorithm makes easy implementation pos-
sible, since deletable points are given by 3 x 3 x 3 matching templates. The 
topological correctness of the algorithm is proved for (26, 6) binary pictures. 
1 Introduction 
A 3D binary picture [6] is a mapping that assigns the value of 0 or 1 to each point 
with integer coordinates in the 3D digital space denoted by 2Z3. Points having the 
value of 1 are called black points and form the objects in the picture, while 0's 
are called white points and form the background, the cavities, and the holes in the 
picture. 
Shrinking of binary pictures into similarly connected representations that have 
smaller foregrounds (i.e., fewer l's) has found application as a fundamental pre-
processing step in image processing [3]. Two forms of such shrinking have been 
emerged: 
1. The picture is transformed into its topological kernel, where the shrunk pic-
ture is topologically equivalent to the original one. 
2. Each object (connected components of l 's) in the picture is shrunk into an 
isolated point (i.e., single-point residue which may then be deleted). Obvi-
ously, this kind of shrinking alters the topology of the original picture, since 
holes and cavities are eliminated. 
As far as we know, the only 3D topology preserving shrinking algorithm has 
been proposed by Bertrand and Aktouf [2]. Their thinning algorithm can extract 
the topological kernel of an object if no end-point condition is applied. The strategy 
which is used for deleting l 's in parallel without altering the topology of the picture 
is based upon subfields: the cubic grid 2Z3 is divided into 8 subfields which are 
'Department of Applied Informatics, University of Szeged, H-6701 Szeged P.O.Box 652, Hun-
gary, E-mail: palagyi8inf .u-szeged.hu 
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successively activated in each iteration step. The parallel algorithm examines the 
3 x 3 x 3 neighbourhood of the object points. 
Two 3D shrinking algorithms belonging to the second type are known: Arcelli 
and Levialdi [1] proposed a parallel algorithm capable of transforming any finite 
object to an isolated 1 in a finite number of iteration step. Only the 2 x 2 x 2 
neighbourhood of l 's are investigated and the object to be shrunk never leaves its 
circumscribing box. Hall and Kiigiik [4] developed the other algorithm which uses 
2 subfields and examines the 3 x 3 x 3 neighbourhood of the object points. 
In this work, a new 3D parallel shrinking algorithm is proposed for extracting the 
topological kernel of a binary picture. Our strategy used to preserve the topology is 
called directional or border sequential: Iteration steps are divided into 6 successive 
parallel subiterations, where only border l 's of a certain kind can be deleted in each 
subiteration. The algorithm examines the 3 x 3 x 3 neighbourhood of l 's and it is 
topology preserving for any (26,6) pictures. 
2 Basic Notions and Results 
Let p be a point in the 3D digital space 71?. Let us denote Nj(p) (for j = 6,18,26) 
the set of points j-adjacent to a point p (see Fig. 1). 
W— 
tN-
Figure 1: Frequently used adjacencies in 2Z3. The set N6(p) contains the central 
point p and points marked U, N, E, S, W , and D. The set of points Ari8(p) contains 
the set Neip) and points marked "*" . The set of points N26(p) contains the set 
N18(p) and points marked "O". 
The sequence of distinct points (XQ,X\, ..., xn) is a j-path of length n from 
point xo to point xn in a non-empty set of points X if each point of the sequence 
belongs to X and Xi is ^-adjacent to Xj_ 1 for each 1 < i < n. Note that a single 
point is a j -path of length 0. Two points are j-connected in the set X if there is a 
j -path in X between them. A set of points X is j-connected in the set of points 
Y D X if any two points in X are j-connected in Y. 
The 3D binary (m,n) digital picture V is a quadruple V = (71?, m, n, B) [6]. 
Each element of Z 3 is called a point of V. Each point in B Ç Z 3 is called a black 
point and value 1 is assigned to it. Each point in 77?\B is called a white point 
and value 0 is assigned to it. Adjacency m corresponds to the black points and 
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adjacency n corresponds to the white points. A black component or an object is a 
maximal m-connected set of points in B. A singleton black component is called 
isolated point. A white component is a maximal n-connected set of points in 
We are dealing with (26,6) pictures. It is assumed that any picture contains 
finitely many black points. In a finite picture, there is a unique infinite white 
component, which is called the background. A finite white component (surrounded 
by an object) is called a cavity. 
A black point p is called a border point if the set NQ(P) contains at least one 
white point. A border point p is called a U-border point if the point marked by 
U in Fig. 1 is white. We can define N - , E - , S - , W - , and D-border points in the 
same way. 
Our shrinking algorithm can be regarded as a reduction operation that changes 
some black points to white ones but does not alter white points. 
A reduction operation does not preserve topology if 
• any object in the input picture is split (into two or more parts) or completely 
deleted (i.e., each point belonging to the object is deleted), 
• any cavity in the input picture is merged with the background or with another 
cavity, or 
• a cavity is created where there was no cavity in the input picture. 
There is an additional concept called hole or tunnel in 3D pictures. A hole (that 
a doughnut has) is formed by white points, but it is not a cavity [6]. Topology 
preservation implies that eliminating or creating holes is not allowed. 
A black point is called a simple point if its deletion does not alter the topology 
of the picture [10]. We make use of the following result for (26,6) pictures: 
Criterion 1. [9, 13] 
Black point p is simple in picture (223,26,6, B) if and only if all of the following 
conditions hold: 
1. the set (B\{p}) fl N2e(p) contains exactly one 26-component; and 
2. the set [~Z?\B) n N6(p) is not empty and it is 6-connected in the set 
(:Z3\B)NN18(P). 
The topological kernel of an object is topologically equivalent to the original 
object and there is no simple point in it. (In other words, the topological kernel 
can be get by the sequential deletion of simple points.) 
Parallel reduction operations delete a set of black points and not only a single 
simple point (and each white point remains the same). We need to consider what 
is meant by topology preservation when a number of black points are deleted si-
multaneously. Some sufficient (but not necessary) conditions have been stated for 
parallel reduction operations [5, 7, 8]. We make use of the following result for (26,6) 
pictures: 
T h e o r e m 2. [11, 12] 
Let T be a parallel reduction operation. Let p be any black point in any picture 
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V = (Z 3 ,26 ,6 , B) so that p is deleted by T. Let Q C (iV18(p)\{p}) n B be any set 
of black points in picture V. Operation T is topology preserving for (26,6) pictures 
if all of the following conditions hold: 
1. p is simple in the picture (Z 3 ,26 ,6 ,B\Q); and 
2. no black component contained entirely in a unit lattice cube (i.e., a 2x2x2 
configuration in S?) can be deleted completely by operation T (i.e., at least 
one point in such an object must be preserved). 
3 The New Shrinking Algorithm 
The proposed directional 6-subiteration shrinking algorithm can be sketched by 
the following program: 
Input: picture V = (Z 3 , 26 ,6 ,B) ; 
Output: picture V = (Z 3 ,26 ,6 ,B ' ) . 
6_subiteration_shrinking_algorithm(jB ,B') 
begin 
B' = B] 
repeat 
B' = deletionJrom.U(B'); 
B' = delet ion_from_D(B'); 
B' = delet ion jfrom_N(B'); 
B' = delet ion jfrom-S(B'); 
B' = delet ion Jrom_E(£'); 
B' = delet ionJrom_W(£'); 
until no points are deleted; 
end. 
The first subiteration (deletion_fromJJ) corresponding to the deletion direc-
tion U can delete certain U-border points; the second subiteration associated with 
the deletion direction D attempts to delete D-border points, and so on. 
Our algorithm terminates when there are no more black points to be deleted. 
Since all considered input pictures are finite, the shrinking algorithm will terminate. 
Deletable points in a subiteration are given by a set of 3 x 3 x 3 matching 
templates. Templates are described by three kinds of elements, "black", "white", 
and "don't care". Each template defines a predicate: a black point p satisfies the 
predicate if the given template matches N^eip), where each black template element 
coincides with a black point, each white template element coincides with a white 
point, and a "don't care" element in the template coincides with either a white 
point or a black point. Note that no reflection or rotation is allowed in matching a 
template to / ^ ( p ) . A black point is deletable if at least one template in the given 
set of templates matches it. 
The set of templates assigned to the first subiteration is given by Fig. 2. Note 
that Fig. 2 shows only the five base templates T1 -T5 . Additionally, all their 
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rotations around the vertical axis belong to Tu, where the rotation angles are 90°, 
180°, and 270°. The deletable points of the other five subiterations can be obtained 
by proper rotations and/or reflections of the templates in 7u-
T1 
p^ o 










Figure 2: Base templates T 1 - T 5 and their rotations around the vertical axis form 
the set of templates 7u assigned to the first subiteration of the proposed algorithm. 
These templates can delete certain U-border points. Notations: each position 
marked "c", "•" , "•" , and " * " matches a black point; each position marked " o " 
matches a white point; every "•" ("don't care") matches either a black or a white 
point. (Note that using four different symbols for black template positions helps 
us to prove the topological correctness of the algorithm.) 
Note that choosing another order of the deletion directions yields another algo-
rithm, but it does not alter the topological correctness. 
The templates of our algorithm can be regarded as a "careful" characteriza-
tion of simple points. This Boolean characterization makes easy implementation 
possible. 
4 Discussion 
The proposed algorithm has been tested on objects of different shapes. Here we 
present only three examples (see Fig. 3). 
An object is simply-connected, if it has no holes^nor cavities [6]. (In other 
words, a simply-connected object is topologically equivalent to a solid sphere.) 
The proposed algorithm is capable of transforming each simply-connected object 
to an isolated point. Each multiply-connected object (i.e., object having either holes 
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Figure 3: Three synthetic pictures (left) and their topological kernels produced by 
the proposed shrinking algorithm (right). 
or cavities; e.g., a coffee cup or a cheese) is transformed into a closed "thin" curve 
or into a closed "thin" surface. 
The proposed 6-subiteration shrinking algorithm is topology preserving for 
(26,6) pictures. It is sufficient to prove that reduction operation given by the 
set of templates 7u is topology preserving. If the first subiteration of the algo-
rithm is topology preserving, then the others are topology preserving, too, since 
the reflections and rotations of the deletion templates do not alter their topolog-
ical properties. Therefore, the entire algorithm is topology preserving, since it is 
composed of topology preserving reductions. 
In order to prove both conditions of Theorem 2, we classify the elements of 
templates and state some properties of the set of templates 7u • The element in the 
very centre of a template is called central (marked by "c" in Fig. 2). A noncentral 
template element is called black if it is always black (marked by "•" , "•" , and 
in Fig. 2). A noncentral template element is called white if it is always white 
A 3D Parallel Shrinking Algorithm 207 
(marked by " o " in Fig. 2). Any other noncentral template element which is not 
white and not black, is called potentially black (marked by "•" in Fig. 2). A black or 
a potentially black non-central template element is called nonwhite. A black point 
p is deletable if it can be deleted by at least one template in 7u; P is nondeletable 
otherwise. 
Observation 3. Let us examine the configurations illustrated in Fig. 4-
1. If black point p in the configuration (a) is deletable then point q is white. 
2. If both points p and q in the configuration (a) are black and point q is deletable 
then point p is nondeletable. 
3. If black point p in the configuration (b) is deletable then at least one point 
marked q is black. 




Figure 4: Configurations assigned to Observation 3. 
The topological correctness of the first subiteration of the proposed algorithm 
is stated by the following theorem: 
Theorem 4. 
Reduction operation given by the set of templates 7u w topology preserving for 
(26,6) pictures. 
Proof. 
It is to be proved that both conditions of Theorem 2 are satisfied. 
It is easy to see that each template in 7u deletes only simple points of (26,6) 
pictures. 
The first point is to verify that there exists a 26-path between any two nonwhite 
positions (condition 1 of Criterion 1). It is sufficient to show that any potentially 
black position is 26-adjacent to a black position and any black position is 26-
adjacent to another black position. It is obvious by careful examination of the 
templates in 7u-
To prove that condition 2 of Criterion 1 holds, it is sufficient to show for each 
template in 7u that: 
1. there exists a white position 6-adjacent to the central position, 
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2. for any two white positions 6-adjacent to the central position p are 6 -
connected in the set of white positions 18-adjacent to p, 
3. and for any potentially black position 6-adjacent to the central position p, 
there exists a 6-adjacent white 18-neighbour which is 6-adjacent to a white 
position 6-adjacent to p. 
The first point holds by Observation 3/1. The remaining two points are obvious 
by a careful examination of the templates in 7u • 
We know that each deletable point p is simple. It can be stated that the value 
of any point coinciding with a potentially black template position does not alter 
the simplicity of p. We can state that the simplicity of a point p does not depend 
on the points that coincide with a template position marked u-k" (see Fig. 2). 
In addition, black points that coincide with template positions marked "•" axe 
nondeletable (by Observation 3/2). Therefore, it is sufficient to deal with deletable 
points that coincide with template positions marked "•" . Note that base templates 
T 1 and T 5 (and their rotated versions) do not contain any positions marked "•" . 
Therefore, only base templates T2 , T3 , and T 4 (and their rotated versions) are to 
be investigated. 
Let us consider a black point p which can be deleted by template T2 , T 3 , or 
T 4 (or their rotated versions) and let Q С (Ni8(p)\{p}) П В be a nonempty set 
of deletable points. (If Q = 0 then p remains simple after the deletion of Q, since 
each deletable point is simple.) Two cases are to be distinguished: 
1. A black point q £ Q does not coincide with the only element marked "•" of 
the template that may delete p. 
In this case, each point in Q must coincide with a potentially black position, 
therefore, the simplicity of p is not altered by the deletion of the set Q. 
2. A black point q £ Q coincides with the only element marked "•" of the 
template that may delete p. 
(a) Suppose that p is deleted by template T 2 (or one of its rotated versions) 
and let us consider the configurations in Fig. 5. We can state that 
point q may be deleted only by a rotated version of template T4 . In 
this case, point r must be black and nondeletable (see 5/b) , therefore, 
point p can be deleted by template T 1 (see 5/a) after the deletion of Q. 
Consequently, point p remains simple. 
(b) Suppose that p is deleted by template T 3 (or one of its rotated versions) 
and let us consider the configurations in Fig. 6. We can state that 
point q may be deleted only by a rotated version of template T5 . In 
this case, point r must be black and nondeletable (see 6/b) , therefore, 
point p can be deleted by template T 1 (see 6/a) after the deletion of Q. 
Consequently, point p remains simple. 
(c) Suppose that p is deleted by template T 4 (or one of its rotated versions) 
and let us consider the configurations in Fig. 7. 
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i. If point q may be deleted by one of the templates T l , T2, T3, 
T5 (or by one of their rotated versions), or two rotated versions of 
template T 4 (where rotation angles are 0° and 180°) then all points 
r, s, and t are white (see 7/b), therefore, point p can be deleted by 
template T l (see 7/a) after the deletion of Q. Consequently, point 
p remains simple. 
ii. If point q may be deleted by the rotated version of template T4 
(where the rotation angle is 90°) then r = s — 0 and v = 1 (see 
7/b). If t = 0 then p can be deleted by template T l . If t = 1 then 
p can be deleted by template T5 (and v is nondeletable, therefore, 
v £ Q). Consequently, point p remains simple after the deletion of 
Q-
iii. If point q may be deleted by the rotated version of template T4 
(where the rotation angle is 270°) then s = t = 0 and w = 1 (see 
7/b). If r = 0 then p can be deleted by template T l . If r = 1 
then p can be deleted by a rotated version of template T 5 (and w 
is nondeletable, therefore, w Q). Consequently, point p remains 
simple after the deletion of Q. 
Therefore, condition 1 of Theorem 2 is satisfied. 
Condition 2 of Theorem 2 can be seen with the help of Observation 3, too. 
Let us consider a unit lattice cube containing an upper set of four points U = 
{ui,it2,u3,u4} and a lower set of four points L = {li,h,h>U} ( s e e Fig. 8). Let 
C C U U L be a black component contained entirely in the unit lattice cube. If 
C H U contains a deletable point then C n L 0 by Observation 3/3. It is easy to 
see, that any point in C fl L is nondeletable by Observation 3/3. Therefore, black 




Figure 5: The 3 x 3 x 3 configuration if point p is deleted by template T2 (a) and 
the only configuration if point q is deletable (b). 
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5 Conclusions 
Shrinking is fundamental operation in image processing. For example, shrinking can 
be used as a preprocessing step for counting distinct objects in a binary picture or to 
perform object labeling. An efficient 3D parallel shrinking algorithm for reducing a 
binary object to its topological kernel is presented. The applied directional strategy 
allows isotropic erosion, therefore, the residue is in the "middle" of an object. The 
topological correctness of the proposed algorithm is proved. 
:0-
CM 
0 •0- o -
/ 
(a) (b) 
Figure 6: The 3 x 3 x 3 configuration if point p is deleted by template T 3 (a) and 







Figure 7: The 3 x 3 x 3 configuration if point p is deleted by template T 4 (a) and 
the corresponding configuration of N2$ q (b). 
Figure 8: A unit lattice cube divided into two sets of four points U = {ui , U2,113, U4} 
and L = {h,l2,hM}-
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Learning Decision Trees in Continuous Space 
J. Dombi* and Á. Zsiros* 
Abstract 
Two problems of the ID3 and C4.5 decision tree building methods will be 
mentioned and solutions will be suggested on them. First, in both methods 
a Gain-type criteria is used to compare the applicability of possible tests, 
which derives from the entropy function. We Eire going to propose a new 
measure instead of the entropy function, which comes from the measure of 
fuzziness using a monotone fuzzy operator. It is more natural and much 
simpler to compute in case of concept learning (when elements belong to only 
two classes: positive and negative). 
Second, the well-known extension of the ID3 method for handling con-
tinuous attributes (C4.5) is based on discretization of attribute values and 
in it the decision space is separated with axis-parallel hyperplanes. In our 
proposed new method (CDT) continuous attributes are handled without dis-
cretization, and arbitrary geometric figures are used for separation of decision 
space, like hyperplanes in general position, spheres and ellipsoids. The power 
of our new method is going to be demonstrated oh a few examples. 
1 Introduction 
A lot of applications on the area of artificial intelligence and data mining lead 
to a similar task: constructing a classification model based on our knowledge. 
Classification models help us to understand the underlying structure of a given 
problem and later they can be used to predict classes of unseen elements. 
Classification models could be grouped by the way of construction: they are 
made by human experts or obtained from a set of examples, inductively. The built 
up model may be a non-hierarchical one (like a instance-based classifier, or a model 
obtained from a neural network, a genetic algorithm and a statistical method) or 
a hierarchical one like a decision tree (for a short overview and further references 
see [1]). We will deal with hierarchical classifiers built up inductively. 
Throughout this article T denotes the given set of elements with their class 
information (training set) from which we would like to build up a decision tree: 
T = { ( x , c ( x ) ) | x e X } , 
* Department of Applied Informatics, University of Szeged, Árpád tér 2, H-6720 Szeged, Hun-
gary, e-mail: dombi8inf.u-szeged.hu 
^Department of Applied Informatics, University of Szeged, Árpád tér 2, H-6720 Szeged, Hun-
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where x is an element of X , described by a sequence of attribute values: x = 
( o i , . . . , a n ) , aj is the value of the ith attribute, n is the number of attributes, and 
c(x) gives the class of element x. Finally denote C\,..., Ck the possible classes of 
elements of T. 
Usually two different types of attributes are distinguished: an attribute is dis-
crete (categorical), if its value comes from a predefined finite set; and continuous 
(numerical), if it may be any element of a (real) interval. 
Now, we are ready to give the definition of decision tree: 
Definit ion 1 Decision tree is a special rooted tree, in which a class identifier is 
associated to each leaf node (that determinates the class of elements reached that 
node), and each internal (or decision) node specifies some test, with one branch 
and subtree for each outcome of the test. 
Decision tree building methods might be grouped by the variety of tests used 
in their inner nodes. In some methods only single attribute selection is allowed 
as a test, for example in Quinlan's ID3 and in its extension to handle continuous 
attributes C4.5[l]. In other methods some mixture of attributes are also possible 
as tests, for instance in Cios's CID3[5] and in our new CDT method. 
Thus, the final task is to make a decision tree from a given training set, where 
elements are described by some (discrete or continuous) attributes. Of course it 
is trivial to build up a tree consistent with the training set[4] (imagine a decision 
tree in which all leaf nodes contain only one element of the training set). But 
this tree does not tell us anything about the structure of the original problem. As 
Occam's razor tells us, we should look for one of the smallest decision trees. This 
philosopher idea says that a simple decision tree might perform better on unseen 
elements than a more complex one (see [10, 11]). Unfortunately, the problem of 
finding the smallest decision tree consistent with a training set is NP-Complete[3] 
as Hyafil and Rivest have already shown that. 
To cope with this computational problem, a greedy, divide-and-conquer algo-
rithm is used to build up a decision tree consistent with the training set (which, 
of course, usually leads not the smallest one). First, the one-node decision tree 
is taken (containing all elements of the training set). Later, in each step a test 
is selected and applied on the examples reached the current node. Then the test 
is assigned to the node and branches are made according to the outcomes of the 
selected test. Finally, the same method is applied on these newly created branches. 
It may be seen, that the critical point of this algorithm is the test selection criteria. 
The following methods (ID3, C4.5, CDT) differ only at this point. 
In our CDT method a new function is used to measure the homogeneity of 
examples instead of the entropy function (which is used in ID3 and C4.5). It 
is similar to the entropy function in case of concept learning (which means that 
examples belong to only two classes). Unfortunately CDT can handle only such 
problems. On the other hand the decision space, described by a set of continuous 
attributes, is partitioned by arbitrary geometric figures in the CDT method, while 
in C4.5 only axis-parallel hyperplanes are used. These tests finally lead to a binary 
decision tree that correctly classifies all elements of the training set. 
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In the next section the test selection criteria of the ID3 and the C4.5 methods 
are introduced. Section 3 mentions some results from fuzzy theory that will be 
used later to introduce the new test selection criteria in section 4. Its work is 
demonstrated on an example. Finally the new decision tree building method is 
described in section 5 and its power is demonstrated on a few examples in section 6 
followed by conclusions in section 7. 
2 The ID3 and the C4.5 methods 
In this section we are going to give a short description of the ID3 method, of its 
extension to handle continuous attributes (C4.5) and we are going to demonstrate 
their work through an example. 
As it has been mentioned earlier, the crucial points of the tree-building algorithm 
are the variety of possible tests and the test selection criteria. In the ID3 and C4.5 
methods tests are based on single attribute selection, so the possible tests are about 
the possible attributes. 
The idea of test selection is to examine training examples and to find the at-
tribute that separates the examples most perfectly considering their class mem-
bership (as the greedy approach suggests it). The ID3 algorithm uses a function 
coming from the field of information theory to measure the entropy in the origi-
nal training set and in the subsets after partitioning. Formally the criteria is the 




Gain{A) = I(T) - E(A,T) 
f"-(ff) 
is the entropy function and 
m
 IT-1 
is the weighted sum of the entropies of subsets. It is important to remark, that 
the application of entropy function and the Gain criteria, which is just the simple 
difference of I(T) and E(A, T), has no theoretical background, it is just a heuristic! 
Unfortunately, the Gain criteria is biased towards discrete attributes with more 
outcomes, thus it has a modification, the Gain ratio test selection criteria (see [1]) 
which reduces the value of Gain in case of many valued discrete attributes. 
The ID3 method can be used only on problems described by discrete attributes. 
Although it has an extension to handle continuous attributes (C4.5), in this method 
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Figure 1: Decision tree built up from the training set on table 1 
outlook Temp(F) Humidity(%) Windy? Class 
sunny 75 70 true Play 
sunny 80 90 true Don't Play 
sunny 85 85 false Don't Play 
sunny 72 95 false Don't Play 
sunny 69 70 false Play 
overcast 72 90 true Play 
overcast 83 78 false Play 
overcast 64 65 true Play 
overcast 81 75 false Play 
rain 71 80 true Don't Play 
rain 65 70 true Don't Play 
rain 75 80 false Play 
rain 68 80 false Play 
rain 70 96 false Play 
Table 1: The training set 
the attributes are discretizated, handled like discrete ones with two outcomes. Dif-
ferent values of the candidate continuous attribute are ordered: v\ <v2 < ... <vn 
and all "i+2i~1"11 i — 1 , . . . ,n — 1 midpoints are checked as possible thresholds to 
divide the training set into two partition. 
The test selection criteria in C4.5 is biased towards continuous attributes with 
numerous distinct values. Its examination and a modified criteria are found in [2]. 
There is a decision tree, built up from a 12 element training set on figure 1. 
This example is well-known from the literature [1, 11] and shows when to play a 
specific game. The test selection criteria is maximization of Gain, so first we choose 
attribute 'outlook'. Then the algorithm is called recursively to the first and third 
branches of the tree. Finally, we get a decision tree which classifies all training 
elements correctly. 
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Figure 2: Membership functions with different sharpness 
3 Measure of fuzziness 
In this section a few basic results are mentioned about the general class of fuzzy 
operators and the measure of fuzziness. 
There are two main classes of associative, subidempotence conjunction op-
erators in the fuzzy theory: the class of strictly monotone and the class of 
nilpotens operators[6]. Monotone conjunction operators may be written in form 
c(x,y) = / _ 1 ( / ( ® ) + f(v)) w h e r e / (®) : (0,1] lim,_K) = oo., / ( 1 ) = 0 and 
f(x) is a strictly decreasing function; and nilpotens operators in form c(x,y) = 
/-1([/(x) + f(y)}) where [a;] is the cut function 
{ 0 if x < 0 
X if 0 < £ < 1 
1 otherwise 
and f(x) : [0,1] - » [0,1], / ( 0 ) = 1, / (1 ) = 0 is a strictly decreasing function. These 
general forms give us a lot of fuzzy conjunction operators: one for each suitable 
generator function f(x). Disjunction operators could be characterized in the same 
manner with a bit different assumptions for generator function f(x). 
By the help of conjunction operators we are able to derive a function that 
measures the fuzziness of a (membership) function. For example in figure 2 some 
different membership functions are shown. The first one makes a very sharp switch 
from 0 to 1, so it is not fuzzy, on the second picture the dotted one is a less fuzzy 
while the other one is a more fuzzy function. On the third picture a total fuzzy 
function is shown. This property is measured with the following formula (in discrete 
case) [6]: 
¿=i 
where c(x, y) is a conjunction operator (as above) and 
F(x) = ¡I in c{x,l-x). 
C
 V 2 > 2 / 
This function will be useful in the next section to measure how separated the 
elements of the training set are.. It is also interesting to note that the entropy 
function, used in the ID3 method, may be obtained from this measure of fuzziness 
in a special case. 
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Figure 3: Geometric interpretation of classification 
4 The new test selection criteria 
Throughout the following sections we assume that elements of the training set 
belong to only two classes: ' + ' and '—'! 
First, we will mention the geometric interpretation of classification. Consider a 
set of elements described by two continuous attributes as shown in figure 3. In the 
C4.5 method the training set is separated at a threshold of a continuous attribute. 
The effect of such a decision might be interpreted as an axis-parallel line in Sft2 
(see figure 3). Quite a lot of C4.5-type decisions are needed for correct separation 
of all training elements, although one line in general position would be enough as 
well. Our goal is to allow arbitrary figures like hyperplane, sphere and ellipsoid to 
separate elements of the training set. 
In our new method the starting point is the pliant operator, which is a monotone 
weighted fuzzy operator from Dombi[6]: 
It is derived from the generalized form of mean values [7], which is closely related 
to the general form of fuzzy operators: 
1 
The above mentioned operator is obtained from this general form when 
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Figure 4: Entropy function for two classes and the new 4x(l — x) measure 
We use the pliant operator when u = v = | and A = 1. In this special case it is 
easy to get the following measure of fuzziness: 
I*(x) = /\ \\ ' c(x,n(x)) = 4x(l — x). 
C \ 2 ' 2 ) 
This formula is much simpler than the entropy function and it behaves very sim-
ilarly. The graph of the original and the new measure is shown on figure 4. It is 
easy to prove, that these two functions lead to the same result (in case of concept 
learning), since on interval [0,1] both functions have maxima at minima at 0 and 
1, they are strictly monotone on [0, and on 1] and they never intersect each 
other. We are going to demonstrate their work on the following example, where the 
value of entropy function and the value of this new measure is calculated parallel. 
This example, where the 14 elements of the training set is described by four 
attributes (two discrete and two continuous ones) and the examples belong to two 
classes, is taken from [1] (see table 1). First we have to calculate the entropy of the 
whole training set, that is 
7 ( 5 ) = - n l o g n - A l o s n = 0 - 9 4 0 3 -
With the new I* (x) measure we get 
r ( S ) = 4 ' S " i r 0 - 9 1 8 4 -
Then we try to separate the training set using the attribute 'outlook', so 
first we have to calculate the entropy of the three subsets (sunny, overcast, 
rain) I(Ssunny) = - f l o g | - | log f = 0.9709, I(Sovercast) = - f l o g f - 0 = 
0, I(Srain) = — | log | — | log | = 0.9709 then the weighted sum of these values 
E(outlook, S) = j^O.9709 + + n 0 9 7 0 9 = 0.6935. Therefore Gain(autlook) = 
0.9403-0.6935 = 0.2468. It says that we gain 0.2468 if we select attribute 'outlook' 
as a test. 
If we apply the new measure we get the following: J*(S s u n n y ) = 4 • | • | = 
0.96, I* (S0VeTca.st) = 4 • \ • \ = 0, I*(Srain) = 4 • § • f = 0.96 and the weighted 
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Figure 5: Test selection criteria 
sum of these values is E*(outlook, S) = ^0.96 + ^ 0 + ^0.96 = 0.6857. Therefore 
Gain* {outlook) = 0.9184 - 0.6857 = 0.2327. It is close to the previous result. 
Now, we have to calculate the gain of discrete attribute 'windy' and the gain of 
continuous attributes 'temp' and 'humidity'. The selection criteria is maximization 
of gain, so finally we choose attribute 'outlook'. It is fairly a good choice, because 
nearly third of the training set is classified correctly. If we continue the algorithm 
on the first and third branch of the tree, we get the decision tree shown in figure 1. 
5 The CDT method 
In the previous section we introduced a hew I*(x) measure instead of information 
entropy on the special case, if elements of training set belong to only two classes. 
Using this measure we are able to build up formulas similar to the ones in the ID3 
method to compare the gain of possible tests. The result of our calculations for 
E*(t,S) is shown in figure 5. This works only for tests with two outcomes but 
decisions with geometric figures behave in this manner. 
Our next problem is to describe the required geometric figures such as hyper-
plane, sphere and ellipsoid with bounded parameters. The geometric interpretation 
of classification shows that, if the training examples are described by n continuous 
attributes, the elements might be represented by points in the 3?" space. So we can 
calculate the bounding box of training examples as shown in figure 6. Denote Rmax 
the distance of the farthest points of this bounding box from the center of it. Each 
point P in the sphere (with origin O and radius Rmax) determines a hyperplane, 
with normal vector oP and one point P, that separates points of the training set: 
/ s (p,o ,x) = n(x - p) = T  ~ — ( x - p) = 0 
HP - °llis 
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A 
Figure 6: Description of hyperplane 
where pi € (Oi — Rmax, 0{ + Rmax)- Other geometric figures may be described 
similarly. 
Our last task is to count examples on one side of a geometric figure. Instead of 
taking strict bounds we use the well-known sigmoid function: 
where / ( x , a) = 0 describes the geometric figure (hyperplane, sphere or ellipsoid), 
vector a contains the parameters of the figure and A gives the sharpness of the 
bound. This o\ (x, a) function helps us counting examples belong to class C in one 
side of function / ( x , a): 
Now, we are ready to separate elements of the continuous space with arbitrary 
geometric figures, counting elements of the training set continuously (using the 
sigmoid function) and compare figures with different parameters (and compare 
different figures) using the Gain-type decision criteria. Finally, we should note 
that the parameters of the searched figures are found by global maximization of 
the Gain function, using stochastic global optimization technique with a specific 
local optimization method. 





In this section we consider some two-dimensional examples to demonstrate the work 
of our new method introduced in the previous section. First, take the training set 
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Figure 7: The extended triangle problem 
shown in figure 7. This is the triangle problem extended with a few extra points. 
In this example we use only lines to separate elements of training set. The most 
interesting part of this example is the separation of the triangle. It is solved by 
three lines correctly, while in the C4.5 method (where only axis-parallel lines are 
allowed) about ten decisions are needed. (This example is also examined in [5]). 
Another well-known hard task is the problem of two spirals on figure 8. The 
decision tree on the right side of the figure shows only the first few steps of the 
tree building method because this problem gives a large decision tree. As it can 
be seen, the elements of the training set have been quite well separated and the 
structure of the problem has already been realized in these very first steps. It is 
easy to imagine that the C4.5 method gives a very complex decision tree to solve 
this problem. 
A further example could be a training set where most of the points are class 
' + ' and only a few points are class '—' in a small group. Then the ' - ' elements 
are taken out by a circle decision in our CDT method, while in C4.5 minimum four 
decisions are required to solve this problem. 
7 Conclusions 
Our new method is the generalization of the C4.5 algorithm in the following sense: 
In C4.5 the continuous decision space is separated only with hypercubes whose 
edges are parallel with the coordinate axes, while in our new method arbitrary 
geometric figures like hyperplane, sphere and ellipsoid are allowed. The advantage 
of this improvement has been demonstrated on the previous examples. Of course 
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Figure 8: The problem of two spirals 
it increases the computational complexity of the algorithm, but it also enlarges the 
variety of possible tests. 
The entropy function is replaced with a simpler fuzzy measure (coming from a 
monotone fuzzy operator) and the test selection criteria is derived from this simpler 
measure. This simplification reduces the running time of the algorithm. 
In our new method the elements of the training set are counted continuously, 
which means that the elements close to the bound of the figure belong to both 
regions (with different weights). Therefore, the decision criteria is a continuous 
function of the parameters of figure. This property makes the global optimization 
problem (finding parameters of geometric figure) simpler. 
There are some restrictions in the current version of our new method: first, 
we use only continuous attributes. It is also possible to handle ordered discrete 
attributes but obviously it is impossible to handle unordered ones in this way. 
Second, we assumed, that all elements of the training set belong to two classes, so 
only concept learning is examined. Third, all the tests we use separate the training 
set into two smaller groups. Multivalued tests are impossible. 
Finally, a few more improvements are going to be mentioned. First, it is worth 
to replace the general purpose global optimizer used in this method with a problem 
specific one, because it will enlarge the efficiency of the algorithm. Second, the 
running time on large datasets might be rather long, so in this case a sample of the 
training examples should be used to build up a tree. Our experiments shows that 
the algorithm is quite quick on a few hundred or thousand examples, but rather 
slow on larger (more hundred thousand elements) dataset. Third, sometimes the 
built up decision trees are too complex, so it is worth to apply some pre- or post-
pruning[8, 9] method to simplify the result tree. 
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Motion Planning Algorithms for Stratified 
Kinematic Systems with Application to the 
Hexapod Robot* 
István Harmati* a n d Bálint Kiss* 
Abstract 
The paper addresses the motion planning problem of legged robots. 
Kinematic models of these robots are stratified, i.e. the equations of motion 
differ on different strata. An improved version of the motion planning 
algorithm proposed in the literature is compared with two alternative 
solutions via the example of the six-legged (hexapod) robot. The first 
alternative solution uses explicit integration of the vector fields while the 
second one exploits the flatness of a restricted subsystem. 
1 Introduction 
This paper addresses the motion planning problem (MPP) of kinematic systems 
with stratified configuration spaces [5]. 
Kinematic systems arise in the presence of non-holonomic constraints [8, 11]. A 
stratum is a submanifold of the configuration space. Strata may intersect each other 
leading possibly to a new stratum. We call the bottom stratum the submanifold 
with the lowest dimension (highest number of constraints). For stratified systems, 
the equations of motion differ for each submanifold and change discontinuously. 
The problem arising in the control of such systems is that the bottom stra-
tum is not controllable (in the sense that the Lie Algebra Rank Condition (LARC) 
[12, p. 367] is not satisfied). Therefore, one has to switch to other (higher dimen-
sional) strata to find feasible trajectory between two points of the bottom stratum. 
Successive or cyclic switching between strata is called gaiting. 
Since conventional motion planning algorithms (MPA) suppose smooth config-
uration spaces, they must be modified to work on stratified systems. 
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A general MPA, proposed by Lafferriere et al. [9] is adapted in [5, 6, 7] to solve 
the MPP for stratified systems. This algorithm uses piecewise constant inputs but 
is imprecise if the Lie algebra generated by the vector fields of the system fails to 
be nilpotent. 
Motion planning can be easily solved for a restricted class of smooth kinematic 
systems which are differentially flat [3, 4, 10]. For such systems, the MPP is reduced 
to a simple interpolation problem in the space of the flat output since there is a one-
to-one correspondence between .sufficiently smooth trajectories of the flat output 
and feasible trajectories of the system. 
Legged robotic structures are typical examples of stratified systems where the 
possible leg contact combinations define strata in the configuration space. The 
MPAs presented in the paper will be illustrated using the six-legged robot example 
where gaiting appears naturally during walking. The first algorithm is an improved 
version of the method of Lafferriere and Goodwine, the second one is a similar 
method but allows exact reaching of the final point and easy geometric management 
of the shape of the trajectory. The third algorithm uses the notion of flatness. The 
first algorithm is generally applicable while the second and third ones exploit the 
specific properties of the model and give better results. 
The remaining part of the paper is organized as follows. The next section reviews 
some definitions used in the sequel. Section 3 presents the six-legged robot example 
in details. Generic methods known from the literature are briefly recalled and 
illustrated on the hexapod robot example in Section 4. We propose two alternative 
solutions for the MPP problem related to our example system in Section 5. Some 
concluding remarks close the paper. Simulation results illustrate all methods. 
2 Definitions 
The terminology of the differential geometry is used, the reader may refer to [1, 
2, 13]. See [3, 4, 10] concerning the notion of differential flatness. We denote by 
^ the flow [1, p. 238] along the vector field g and by TM the tangent bundle [1, 
p. 159] of the manifold M. 
Definition 1 (kinematic or driftless system). A kinematic (or driftless) sys-
tem is a dynamical system of the form: 
where i £ l n and gi (i = 1 , . . . , m) are real analytic vector fields on Kn . 
Let C denote the Lie algebra generated by the vector fields gi,... , gm. The 
system given by (1) is nilpotent with order k if £ is nilpotent with the same order, 
i.e. [wi,[t>2,... ,[ufc_i,tufc,wife+i]]...]] vanish for Wj £ { g i , . . . ,gm}, i = 1,... ,k +1. 
Definition 2 (point to point MPP) . Consider the system given by (1). 
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t ->(ui(t),... ,um(t)) that steers (1) from a given initial state xj to a desired 
final state XF-
A MPA is a systematic procedure that provides an input trajectory (if it exists) 
solving the MPP for any given pair ( x i , xp ) € K™ x ffin. 
Definition 3 (regularly stratified set). A set N C Rn defined by the union of 
smooth submanifolds ofRn (i.e. strata) is said to be a regularly stratified set. 
A stratum Si is called lower (resp. higher) w.r.t. the stratum Sj if its dimension 
is lower (resp. higher). The stratum with the lowest dimension is the bottom 
stratum. 
Definition 4 (moving on and moving off vector fields). Let N be a regularly 
stratified set. Let Sj and Si be two strata of N such that Si is a submanifold of Sj. 
Let g £ TSj, a vector field on Sj. If g\Si £ TSi then g is a moving on vector field 
of Si, otherwise g is a moving off vector field of Si. 
Switching between strata is possible due to the existence of moving off vector 
fields. A moving on vector field is in general a moving off vector field for lower 
dimensional substrata. 
Definition 5 (stratified kinematic system). Let N = U!=i SI> ^ C W1 be a 
regularly stratified set where Si are smooth submanifolds of Rn. A stratified kine-
matic system with N as configuration space is given by a set of equations of motion, 
different on each stratum: 
x £ Si =>• x = rjTgij(x)uj Ii C { 1 , . . . , m} i = l , . . . s , (2) 
j€Ii 
where Ii is the set of the active inputs on the stratum Si and such that the following 
are satisfied 
i. gij are moving on vector fields of Si, i.e. gtj C TSi 
9i,j > 9k,j £ TSi P| TSk for all x £ Sif)Sk and all j £ hf] h 
Hi. If the system is on the strata Si (i.e. x £ Si) at time t and j ^ Jt then Uj(t) = 0. 
This means that the inputs remain always compatible with the stratification of the 
configuration space. 
More than one set of equations of motion are defined for any point x of the con-
figuration space belonging to several strata. In this case the equation of motion is 
determined by the highest dimensional stratum whose tangent space contains the 
corresponding x and has moving off vector field w.r.t. to all lower dimensional 
substrata. 
Definition 6 (flatness). The system (1) is differentially flat if one can find a set 
of variables (flat output) 
y = h(x,u,ii,u,... y£ Rm 
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with r finite integer, such that 
x = a(y,y,y,... , y ( ? ) ) Ui = 0i{y,y,y,... ,yiq+l)) i = l , . . . , m 
with q a finite integer, and such that the system equations 
da. 
dt (V, y,y,---, y
(9+1)) = E 9j Wy, y,y,-.., y(?))) • 0j{y, y, y, • • • , 2/(,+1)) 
j=i 
are identically satisfied. 
3 The hexapod robot example 
Legged robots axe stratified systems since their kinematics change discontinuously 
when a leg makes or brakes contact with the ground. The discussed motion planning 
methods are illustrated on the example of the hexapod robot (introduced in [5]), 
depicted in Figure 1 (left). The position and orientation of the body is given by 
Figure 1: The hexapod robot (left); A tripod gait in the stratified configuration 
space of the hexapod robot (right) 
the variables x, y and 6. The legs {1 ,3 ,5 } and the legs {2 ,4 ,6 } have the same leg 
angles (4>i and <fc) and move (touch the ground and brake contact) simultaneously. 
The hexapod robot is assumed to be in stable position if the leg angles do not leave 
an admissible range given by [<t>min, <t>max]• The distance of the two set of legs from 
the ground is given by hi and h2 , respectively. Thus the configuration space is a 
regularly stratified set K i n M = l 2 x § 3 x K 2 , where § is the unit circle. The state 
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vector is given by £ = (x, y, 6, <t>\, <̂ 2, , hi)T• We have the following strata: 
51 = {£ € M : hi = 0} , h = {1 ,2 ,4 } ,u 3 = 0, legs {1 ,3 ,5 } on the ground 
5 2 = {£ <E M : h2 = 0 } , I 2 = {1,2,3} ,U4 = 0, legs {2 ,4 ,6 } on the ground 
Si2 = {£ G M : /ii = h2 = 0}, /12 = {1 ,2 } ,u 3 = it4 = 0, all legs on the ground 
The robot is able to perform different kind of motions: 
1. If only one of the set of legs {1 ,3 ,5 } (resp. {2 ,4 ,6 } ) touches the ground (active 
legs) while the other set of legs remains in the air (inactive legs) then the body 
may move by changing the angles <j> 1 (resp. (f>2). In this case, only the active legs 
have influence on the planar motion of the robot, but the inactive legs may also 
change their leg angles. The successive commutation of the active and inactive 
legs (called gaiting) makes the walking possible. 
2. If all legs touch the ground at the same time then all legs are active. The angles 
<f>i and 4>2 may change. This motion will be referred to as the paddling motion. 
These motions are possible along the vector fields: 
0 0 ) T 
512,1 (0 -- ( cos 6 sin t I 1 0 0 
512,2(0 = (cos 9 sin# -I 0 1 
51,1 (0 = 5l2,l(0 
51,2(0 = (0 0 0 0 1 0 of 
51,4(0 = (0 0 0 0 0 0 
52,1 (0 = (0 0 0 1 0 0 Of 
52,2(0 = 512,2(0 
52,3(0 = (0 0 0 0 0 1 Of 
(3) 
where I denotes the length of the legs (I = 0.1m is used for simulations). The 
equations of motion in the different strata read: 
£ E Si £ = S i , i ( £ K + 0 i , 2 ( O « 2 + 5 i , 4 ( 0 " 4 ( 4 a ) 
ZeS2=> £ = g2,i(Oui + sa,2(0«a + 52,s(0«3 (4b) 
£ € ¿ 1 2 i = 512,1 ( 0 ^ 1 + 5 1 2 , 2 ( C ) u 2 ( 4 c ) 
Thus the moving on vector fields of the (bottom) stratum S12 are <712,1 and 512,2-
Since Si2 = Si pi S2, the moving on vector fields gi^ and <72,3 of Si and S2, respec-
tively, are moving off vector fields of S12 (lift legs {1 ,3 ,5} or legs {2 ,4 ,6 } ) . 
Remark 1. Since the leg heights hi and h2 do not change along the integral curves 
of the vector fields gii2 and g2,i (the last two components of these vector fields 
vanish) we have that 51,2(0 G TSi2 and 52,1 ( 0 £ TSi2 for all £ € S12, although 
<7i)2 and <72,1 are defined on Si and S2, respectively. 
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Definition 7 (tripod gait). A flow sequence of the form 
fp = d>ts o (h'n7 o d,1' o (b1* o 6un o (bi3 o (h'z o (£,), (5) 
S12+—52 on S? on Si S24—S12 Si2<—5i on Si on S i 
such that € S12 is called a tripod gait. 
The stratification of the configuration space of the hexapod robot with the flow 
during a tripod gait is illustrated in Figure 1 (right). 
The MPP related to the hexapod robot consists of finding control inputs 
t —» Ui(t), i = 1 , . . . ,4 such that the generated trajectory connects the points 
p and q in the bottom stratum S12 with p = {xi,yi,Bi,<j)ij,4>2,i)T to q — 
(XF, VF, 9F, f , 4>2,F)T• 
4 Generic methods 
4.1 An MPA for smooth kinematic systems 
Based on the paper of Lafferriere and Sussmann [9] we present first a motion plan-
ning algorithm for the smooth kinematic system (1) which will be extended for 
stratified systems in the following subsection using [5]. We assume that (1) is 
completely controllable [12, p. 367]. Suppose that we want to find a trajectory 
connecting p to q. The algorithm proposed in [9] is the following. 
Algorithm 1: 
Step I. Extend the system (1) to 
x = vxgiix) + ... + vmgm(x) + vm+1gm+i(x) + ... + vrgr(x) (6) 
where the vector fields gm+i, • • • ,gr ir > n) are defined by higher order Lie 
brackets of gi, i = 1 , . . . ,m, selected such that span{pi(a;),. . . ,gr(x)} = Kn 
(This is always possible due to the controllability assumption.) 
Step II. Find a control v that steers the extended system (6) from p to q. Since 
the vector fields {<71(0;),... ,gr(x)} span K n , one can choose a straight line 
segment between p and q. The corresponding input v of (6) is obtained by 
matrix inversion. 
Step III. We compute a control u for the original system (1) that substitutes the 
control v of the extended system (6). The substitution means that the trajectory 
of (1) obtained by applying u connects the same initial and final points p and 
q, as the straight line trajectory of the extended system (6) under the action of 
v. This is done using the following steps: 
Step 1. We calculate the order of nilpotency of the Lie algebra £ associated 
to system (1). If the order of nilpotency is not finite, then we use a /cth 
order finite approximation of the Lie algebra C by replacing the brackets 
[ui,[u2 , . . . ,[vk-i,[u*,v*+i ]]•••]] by zero for Vi e {gi,... ,gm},i = 1 , . . . + 
1. 
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Step 2. We determine the Philip Hall basis of £ [9, § 6], [11, p. 704]. The 
elements of this basis are symbolic Lie brackets of the vector fields gi,... , gm-
Step 3. We solve the formal differential equation [12] 
S(t) = S(t) 5(0) = 1, (7) 
where the solution S(t) is an element of a special nilpotent Lie group [9, § 7] 
and has the form 
S(t) = gfcxiOBi . . . e f c . - i ( t ) B . _ l e f c . ( t ) B . ( ( 8 ) 
where are the elements of the P. Hall basis and hi(t) are the forward P. 
Hall coordinates. The symbolic expression of S(t) gives a sequence of flows 
along the vector fields of the P. Hall basis of C. 
Step 4. Let q = 5(1) • p. Introduce hi — h(l) for (i = 1 , . . . , r). Then we get 
. . . e h, - iB , - l e h,B . _ p (9) 
where we have equality if no nilpotent approximation is needed. 
Step 5. Due to the nilpotency of C (or to its nilpotent approximation, see 
Step 1), the Campbell-Baker-Hausdorff formula [13, p. 114] allows to replace 
the flows along basis elements obtained by Lie brackets with a sequence of 
flows along the vector fields gi,... , gm. This gives 
Xi € { f t , . . . ,gm} (10) 
where Xi a r e constant. 
Step 6. Using (10), the piecewise constant input of the original system in the 
time interval i — 1 < t < i, i — 1 , . . . , I) is given by 
U iK= 0 i J=1 m. (ii) 
Uj(t)=Xi if J V ' 
Note that the trajectories along which the original system (1) and the extended 
system (6) arrive to q are, in general, different. 
R e m a r k 2. The motion planning algorithm gives trajectories such that only one 
of the inputs is nonzero at the same time. The exact shape of the trajectory can 
not be planned explicitly. 
R e m a r k 3. In practice, if the order of nilpotency is too high for numeric calcula-
tions, then one may use again a lower order approximation forcing the high order 
brackets to vanish similarly to the case of non-nilpotent systems. 
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4.2 Application to stratified systems 
By Definition 5, different strata give different equations of the type (1). Since 
the controllability on a given stratum is not guaranteed, Algorithm 1 can not be 
directly applied. To overcome this difficulty, vector fields from higher strata are 
also considered. 
Detailed presentation can be found in [5, 6, 7]. Let us directly turn our attention 
to the hexapod robot example. Note that the system is not controllable on S12 
because the Lie algebra generated by the moving on vector fields (512,1 and 312,2) 
of the bottom stratum does not satisfy the LARC. 
L e m m a 1. For any sequence of flows along the vector fields <712,1, 912,2, 92,1, and 
<71,2 in the bottom stratum S12, connecting p to q, there exists a sequence of tripod 
gaits connecting p to q. 
Proof. Without loss of generality, consider the following flow sequence in the bot-
tom stratum: 
ZF=ti\2 ,2°<P%,1°rtl2°4> t g\2 .1(Zi) (12) 
Using (3), replace 2 by and <^121 by ^ : 
^ = <,(£/)• (13) 
Insert the flows sequences <f>t^g2 3 o ^ 3 = / and 4>tlgi i ° ,„ = I-
PF = d>t5„ o tf* odfc odft o № o (bt\l odfc ( f , ) . (14) T—g2i3 fg2,3 '92,2 ^92,1 ^91,2 ^91,1 ^ — 91,4 ^91,4 VS-W v / 
Since [91,4,91,1] = 0, [91,4,91,2] = 0, [92,3,92,1] = 0 and [92,3,92,2] = 0, the flows 
along these pairs of vector fields commute. This allows to rearrange the terms to 
obtain: 
f F = <i>U ° 4>U od>i3 o f t* o d>tfin o t f ? o dft o A1* (£[), (15) 
^ ^ — 9 2,3 ^ 9 2 , 2 ^ 9 2 , 1
 T
9 2,3 ™ —fl1,4 ^ 9 1 , 2 ™ S l , l \ 
which is a tripod gait by Definition 7. • 
Based on the previous lemma and Algorithm 1, the following algorithm is proposed 
to solve the MPP of the hexapod robot being a stratified kinematic system [5, 6]. 
A lgor i thm 2: 
Step I. Construct a smooth kinematic system on S12 from the vector fields 912,1, 
912,2, 91,2 and 92,1 referred to as the bottom stratified system: 
i = gi2,l(0wl + 012,2 ( 0 ^ 2 +ffl,2(0w3 + 0 2 , 1 ( 0 ^ 4 £ e S l 2 , ( 16 ) 
where wi,... , W4 is the input vector. Note that this system is controllable 
in S12. 
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Step II. Use Algorithm 1 on the bottom stratified system (16), to obtain the 
piecewise constant input sequence which makes possible to connect p to q. Since 
the Lie algebra associated to (16) fails to be nilpotent, a nilpotent approximation 
has to be used. The solution, which reaches a point q close to q, gives a sequence 
of flows along the vector fields <712,1, 912,2, 91,2 and 92,1: 
q ~ q = <Px\0 0 • •' 4>x\(P) X { e {912,1,912,2,91,2,92,1}- (17) 
Step III . Using Lemma 1, one can find a gaiting sequence by inserting flows of 
moving off vector fields of the strata Si2 where the successive flows are in dif-
ferent strata: 
q « q - <t>x, ° • ••<t>x1{p) xi e {fl2,1,912,2,91,1,91,2,91,4,92,1,92,2,92,3}, (18) 
with I > s due to the insertions. 
Step I V . Let T be the desired travelling time between p and q. Introduce Ts = 
Y!l=l Xi- In order to arrive to q at time T, the inputs and the switching time 
are obtained from (18) as 
ui (t) = 
u2(t) = < 
rXi if X i G { 9 1 2 , 1 , 9 1 , 1 , 9 2 , 1 } 
0 otherwise 
T 
- ^ X i if X i G { 9 1 2 , 2 , 9 1 , 2 , 9 2 , 2 } 
0 otherwise 
u3(t) = < 
u4(t) = 
r X i i f X i = 92 ,3 
0 otherwise . . 
Ts ' ^ 
Y X i i f X i = 9 1 , 4 
, 0 otherwise, 
for the time interval (i — < t < iy-, i = 1,... ,1. 
If the bottom stratified system is not nilpotent, then the approximation error 
can be decreased by inserting intermediate reference points between p and q. The 
section between two neighboring intermediate reference points is called a subseg-
ment. Then the above algorithm can be applied successively for the subsegments. 
The major problem of the method is the choice of the length of the subsegments 
along the trajectory. There exists a critical distance under which the algorithm 
converges (see [9]), however its estimation is a hard question without theoretical 
answer. The proposal of [6, 7] can be used modifying iteratively the appropriate 
length during the computation. 
4.3 Software implementation and simulation 
Let us illustrate the preceding stratified MPA (Algorithm 2) with a simulation 
software1 written using the improvements of [6, 7], which can be also exploited for 
more complex problems (e.g. dextrous manipulation with robotic hands). The sim-
ulation results for the hexapod robot with two different prescribed orientations are 
1 All simulation programs are written using Matlab and the Symbolic Math Toolbox. 
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given in Figure 2 (left: constant orientation, right: tangent orientation). Figure 2 
shows the reference points and the developed path of the hexapod robot, the orien-
tation is not illustrated. The x, y coordinate axes are scaled in m. The trajectories 
are specified using the same sequence of reference points in the x, y plane but the 
orientations at the reference points are different. It can be seen that in spite of the 
Figure 2: Stratified motion planning for hexapod robot: i) constant orientation, 
0 = ^radian (left); ii) tangent orientation; "o": reference points, "+ " : reached 
points (right) 
fact that the Lie algebra C of the vector fields of (3) fails to be nilpotent, the solu-
tion based on a nilpotent approximation of order 1 gives satisfactory accuracy for 
both cases. If the desired orientation is close to the tangent of the curve connecting 
the reference points, then the algorithm has less difficulty to provide more precise 
solution. 
5 Two alternative MPP solutions 
5.1 Exact reaching along circle arcs with piecewise constant 
inputs 
Assume again, as proposed in [9], that the inputs are piecewise constant and all 
but one input vanish at the same time. 
First, observe that the flows along the vector fields <712,1 (resp. 912,2) are circles 
in the x, y plane. (Recall that in S\ (resp. in S2) the input u3 (resp. u4) vanish.) To 
see this, integrate 912,1 with the initial conditions 0(0) = 60, x(0) = XQ, y(0) = yo 
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and with ui(t) — ±uo (with uo > 0 and constant). We obtain 
0{t) = ±lu0t + 0O 
y(t) — - y cos(±Zu0i + d0) + y cos 0O + 2/0 
x(t) = y sin(±ÎUoÎ + 0o) - 7 sin 00 + Xo, 
1 
1 
which leads to 
giving a circle. Integrating <712,2 with constant input u2(i) = ±uo gives similar 
result. Consequently, if we restrict ourselves to trajectories along the flows <712,1 
and <712,2 with constant velocities, the robot may follow arcs of radius j . Given a 
position and an orientation (x, y, 0) of the hexapod robot in the plane, an integral 
curve of the vector field <712,1 passing through (x,y,8) is referred to as an arc of 
type 1 and an integral curve of the vector field <712,2 as an arc of type 2. 
Definition 8 (Admissible trajectory). A sequence of arcs in the plane is said 
to be an admissible trajectory for the hexapod robot if each two subsequent arcs, a,i 
and ai+i have a unique common point where the tangent directions to both arcs 
coincide and, additionally, ai and aj+1 are of different type. 
A simple trajectory planning method that constructs an admissible trajectory 
between two points p = {xi,yi,6i,4>i,i,<f>2,i)T and q = (XF,2/.F,0F,</>i,.F,02,F)T is 
based on the construction of tangent circles. 
Algorithm 3: 
Step I. Determine the flows (circles in the x, y plane) of type 1 and 2 passing 
through the point x i , y i and choose the one with the origin closer to xp,yF-
If the distances of the origins of the two circles from the point xp,yF are the 
same, chose the circle of type one. Denote this circle by C/ . 
Step II. Determine the flows (circles in the x, y plane) of type 1 and 2 passing 
through the point XF,2 /F and choose the one with the origin closer to the that 
of Cj . If the distances of the origins of the two circles from that of CJ are the 
same, chose the circle of type one. Denote this circle by CF-
Step III. Calculate the unit vector 
and let C = { C / } a list of circles with unique element Cj. 
Step IV. Get the last circle from list C and denote its origin by (xc ,yc) and its 
type by h S {1,2}. Append to the list C a circle of radius j with origin 
1 XP — XI 
y/(XF - Xiy + (yF - yi)2 [VF - VF. 
Xc 
yc 
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and let the type of this circle be different of h. Repeat this step until both of 
the following conditions are fulfilled: 
• the distance of the origin of the newly appended circle from the origin of CF 
is less or equal to f , 
• the type of the newly appended circle is the same than that oi CF-
Step V. Construct a circle which is tangent to the last circle of the list C and to 
CF and let its type be different from that of CF- Append this circle to the list 
C. Append CF to the list C. 
Step VI. The reference trajectory is given by the sequence of arcs of the tangent 
circles of the list C. 
Step VII. The contact points between the tangent circles allow to calculate the 
change of orientation (the evolution of 6) along each arc. 
Step VIII. Since the input is constant along each arc the travelling time belonging 
to every arc can be obtained from the equation 9{t) = lu\{t) — iu2(i). The 
travelling time Tl along the ¿th circle arc can be expressed from 
9i ~ J = lUl(t) - lu2{t). (20) 
•L i 
Step IX. The travelling time along the arcs allow to calculate the variation of the 
leg angles (pi, i = 1,2, and thus the moments where (pi leaves its admissible 
range [<t>min,<t>max]- These moments specify the gaits when the corresponding 
legs are needed to be lift off and rotated back by insertion of moving off vector 
fields (<71,4 and <72,3 to lift off and put down the legs). 
Note that the recurrence defined in Step IV always terminates after a finite 
number of iterations if the distance of the initial and the final point is finite. Note 
also that the construction of the circle in Step V is always possible since the 
distance of the origins of the last circle of C and CF is less than f. 
The algorithm guarantees the exact reach of the final point. The shape of the 
trajectory is in direct control (because it consists of simple curve pieces, i.e. arcs) 
and this makes possible to extend the algorithm with obstacle avoidance. 
The path constructed by the algorithm is optimal neither in length nor in num-
ber of gaits. In fact, by appending shorter sections of arcs, the straight line tra-
jectory, optimal in length, can be more closely approximated. Moreover, since the 
legs have to be rotated back periodically anyway, gaits at those moments are not 
prohibitive and could allow shorter arcs than half-circles inserted by our algorithm. 
The deeper analysis of the questions of finding paths which are optimal in terms of 
gaits or length is beyond the scope of the present paper. 
Figure 3 gives the trajectory connecting p = ( - 5 0 , - 1 0 , 0 , 0 , 0 ) and q = 
(5, - 5 , - ^ , 0 , 0 ) . The velocity along the flows 912,1 and 912,2 is Ui = ±ito = ±5 , 
¿ = 1,2. 
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q=(5,-5,-3n/4) 
Figure 3: Trajectory along arcs of circles 
5.2 Exact reaching along sufficiently smooth curve in the x, y 
plane using paddling motion 
Propos i t i on 1. The kinematics of the bottom stratum (4c), restricted to the tan-
gent space of (x,y,6), and given by the equations 
x = cos0(ui 4- u2) (21a) 
y = sin0(ui + u2) (21b) 
¿ = l{ui-u2), (21c) 
is differentially flat. A flat output is the position of the robot: (x,y). 
Proof. From the first two equations one calculates the trajectory of 8 using x, y: 
0 = arctan2 (y,x), (22) 
where arctan2 is the inverse function of tan which gets its value in the interval 
(—7r,7r]. Then, using (21a) or (21b) together with (21c), one calculates iti and u2 
as function of x, y, 9,9. But 9 is in turn function of x, y. Consequently, all variables 
are functions of x,x,y,y, the successive time derivatives of x and y which proves 
that the system is flat with the flat output (x, y) as claimed. • 
Flatness implies that the (sufficiently smooth) trajectory of the position deter-
mines completely the trajectory of the remaining variables of the restricted model 
(9, iti, and u2). In the case of the hexapod robot, the desired trajectory in the x, y 
plane must be continuously differentiate. 
The variables fa and fa are not included in the restricted model (21). However, 
their trajectory and the gait moments can be obtained by integration of u\ and u2 
using the relations fa = u\, fa = u2. Their desired final values (fa,F,fa,F) can be 
reached by lifting off and rotating the corresponding legs which leaves unchanged 
the position and orientation of the hexapod robot. This gives the following MPA: 
A lgor i thm 4: 
Step I. Let the reach time be fixed to T. Construct at least third order polyno-
mials for x(t) and y(t) whose coefficients are determined using the constraints 
x(0) = xi x{T) = xF y( 0) = yi y{T) = yF 
¿(0) = cos!?/ x(T) = cos 8 p y(0) = sin<9/ y{T) = sin 9F. 
H¥ p=(-50,-10,0) 
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Step II. Calculate the trajectory of 9, u\, and u2 as a function of x(t),y(t) and 
their time derivatives. This is possible since the corresponding subsystem is flat. 
Step III. Integrate numerically m (i = 1,2) to obtain Each time when <f>i goes 
out of range insert a gait which lifts off and rotates back the corresponding legs. 
When the desired position and orientation is reached, lift off the legs and rotate 
them until the desired final leg angles are reached. 
Remark 4. Choosing T too small results large U{. If there are limitations on m, 
they can be respected by re-scaling the time along the trajectory (control of the clock), 
and/or by increasing T. 









Figure 5: Trajectory of the orientation and the inputs using paddling motion. 
A trajectory connecting p = (10,0,7r/4) and q = (0 , -10 , —7r/4) is illustrated 
in Figure 4. The evolution of the orientation angle 9 and the input trajectory are 
given in Figure 5. 
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6 Conclusion 
The kinematics of walking robots give rise to stratified systems. We presented three 
algorithms solving the steering MPP of the hexapod robot. It turns out that the 
generic methods can be improved if the particular geometry of the given system 
is exploited which is the case of the last two MPAs. However, these alternative 
methods (Algorithms 3 and 4) use the specific properties of the robot model, thus 
they cannot be widely generalized. 
The first alternative method presented in Subsection 5.1 using simple geometric 
manipulation is well adapted to real-time trajectory generation since it involves 
neither numerical integration nor optimization. 
Both proposed alternative methods are able to reach exactly the desired fi-
nal point. This is not possible (without the use of feedback techniques) for non-
nilpotent systems (e.g. the hexapod robot, considered in the paper) using the 
generic methods. The additional advantages are that the alternative algorithms 
work precisely without the insertion of additional reference points between the 
starting and final points. 
The motion planning problem discussed in this paper works on a kinematic 
model of the hexapod robot. The extension to a model incorporating friction effects' 
at the leg contacts, more complicated leg kinematics, the dynamics of the legs 
and that of the robot itself needs to extend existing MPAs from driftless systems 
to a more general class of nonlinear control mechanical systems. The problem 
remains tractable if the extended model remains flat, but is a difficult one for 
general stratified mechanical systems and is still an open research area. 
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SmallSteps: An Adaptive Distance-based 
Clustering Algorithm 
Gy. Koch* and J. Dombi* 
Abstract 
In this article we propose a new distance-based clustering algorithm. 
Distance-based clustering methods operate on data sets that are in similarity 
space, where the similarities/dissimilarities between the objects are given by 
a matrix. These algorithms have at least 0(n2) time complexity, where n is 
the number of objects. One of the latest distance-based method is Chameleon 
which, according to experiences, works well only on larger data sets and fails 
on relatively smaller ones. This contraditcs the fact that the 0(n2) time com-
plexity makes the distance-based algorithms unsuitable for huge data sets. • 
Thus we developed a new distance-based method (SmallSteps), which can 
handle relatively small amount of objects too. In our solution we are looking 
for connected graphs which have edges with a maximum weight computed on 
the environments of the objects. The method is capable to detect clusters 
with different shapes, sizes or densities, it is able to automatically determine , 
the number of clusters and has a special ability to divide clusters into sub- ' 
clusters. 
1 Introduction 
Clustering is one of the most commonly used statistical methods. It caii be seen 
as an unsupervised machine learning process where the algorithm has to divide a 
set of objects (X = {xi,... ,xn}) into different classes (C = {CV,...., Ck}) such a 
way that similar objects should be in the same class while dissimilars should be in' 
different classes. These classes are called clusters. Clustering algorithms are used 
to determine the underlying structure of the object set. Often it is useful not to 
create statistical measures or perform tasks on the whole set of objects, but after 
a cluster analysing, doing it to the different clusters having similar objects which 
gives more accurate results. For example one can discover more proper connections 
between the features of cars if he/she first clusters the data and examines the cars 
with low top speed and low consumption (city cars) and cars with moderate top 
speed and very high consumption (luxury cars) separately, rather than handles all 
sorts of cars together. 
'University of Szeged, Hungary e-mail: [koch, dombi]@inf.u-szeged.hu 
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This aim of clustering is usually described as maximizing the function [10] 
Q°(X,C) = Qs(X,C) + QD(X,C) 
where Qs(X,C) means the similarity between objects in the same cluster and 
QD(X, C) the dissimilarity between the objects in different clusters. There are no 
exact mathematical formulas for Qs(X,C) or QD(X,C) that could be acceptable 
for most of the cluster analysing tasks. 
Dividing objects into two groups by minimizing the maximum distance in the 
clusters, can be done by bicoloring a maximum spanning tree in 0(n2) steps. On 
the other hand dividing the objects into more than two clusters is an NP hard 
problem [1]. Although segmenting into more than two partitions can be done by 
sequentially dividing clusters into two, it often does not give optimal solutions and 
fails on very simple examples, for instance when we want to partition these objects 
into 3 groups (see Figure 1). 
Detecting the number of clusters is also a very difficult problem, most of the 
clustering algorithms can only divide the objects into a number of clusters given by 
the user. Even there are special cases when appropriate clustering does not exist or 
the only good clustering is to order all of the objects into one cluster (e.g. integer 
coordinate pairs of the 2-dimensional space). 
These are the main reasons why heuristical approaches are so popular among 
clustering techniques. 
1.1 Two Main Types of Clustering Methods 
Considering practical use there are two well-separable kinds of cluster analysing 
methods depending on the type of problems they have to solve. 
• In the first group there are the faster algorithms having 0(n) complexity. 
These methods usually take the objects as points in the (¿-dimensional space 
(if the objects have d attributes) so we will refer to this group as coordinate-
based methods. These methods can handle huge datasets with hundreds of 
thousands or even millions of records (e.g. calls of a telephone company, web 
log of an on-line store, shopping transactions of a supermarket, transfers of a 
bank,.. .etc.). Due to their quickness (note that clustering with these meth-
ods is faster than sorting the objects or finding the two closest/most similar 
objects) these algorithms give a rough segmentation and mostly recognize 
only spherical clusters. Using this group of clustering algorithms the user 
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usually has to give the number of clusters a priori. Most known represen-
tatives of this group are the Fuzzy C-Means [2], [11], [12] and the Kohonen 
Clustering Network [2]. 
• Methods in the second group have much lower speed, they have at least 0(n2) 
complexity. These algorithms work on the distances/dissimilarities between 
the objects, which explains their time complexity. Since they are much slower 
than the coordinate-based ones, they are only good for smaller tables and 
most of these algorithms have to store the distance matrix, so their memory 
consumption can be quite large. The advantage of these methods is that they 
produce much better results. They may detect clusters with arbitrary shapes 
or sizes and determine the exact number of clusters. These algorithms are 
very closely related to shape recognition. For example they can recognize the 
arcs of a detached double spiral. The first distance-based methods were the 
agglomerative and divisive methods [1], [4] and one of the latest is HCS [5] 
which is also a graph theoretic approach but instead of using weighted edges 
HCS concentrates on edge-connectivity. One of the best algorithms in this 
group of methods is Chameleon, which was published in 1999 [7]. Chameleon 
has a very powerful recognizing capabilities, it detects clusters with arbitrary 
shapes and determines the number of clusters needed, still it has some serious 
drawbacks in practical use. 
To emphasize the gap between the algorithms belonging to the two different 
groups let us show some calculations. Consider that a clustering algorithm segments 
1000 objects in the 10-dimensional space in one second. If this algorithm belongs to 
the first group of methods, clustering 1 million objects takes approximately 17 min-
utes and with single precision real number representation it requires approximately 
38 megabytes of memory while if the algorithm belongs to the distance-based group 
clustering 1 million records takes more than 1.5 weeks and the size of the distance 
matrix is 1.8 terabytes. 
In this paper we will propose a new cluster analysing algorithm for the sec-
ond group of methods. SmallSteps is a distance-based method and overcomes the 
difficulties of Chameleon while it keeps all the good features of it. 
2 The Way Chameleon Works 
Chameleon is one of the latest developed distance-based clustering method, which 
was published in 1999 by Karypis et al. [7]. It takes the objects as vertices of 
a graph with the weighted edges according to the k nearest neighbour graph on 
similarities between the objects. The weights of the edges are the similarity values. 
Chameleon has two main phases. In the first phase it creates small sub-clusters 
and merges them together into clusters in the second phase. 
The sub-cluster creating part is done by a hypergraph-partitioning algorithm. 
Since partitioning a graph into a large number of equally sized subgraphs is an 
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Figure 2: Situation when the hypergraph-partitioning phase in Chameleon fails. 
NP hard problem, Chameleon uses a heuristic technique called multilevel graph 
partitioning ;[8], [9]. 
To merge these sub-clusters Chameleon calculates special measures. The rela-
tive closeness .is responsible to merge only ¡clusters that have uniform density among 
the objects in the same.cluster and relative inter-connectivity is for maintaining the 
similar inter-connectivity in the clusters. 
Chameleon ¡can work .according to two different schemes. 
. •• In the first scheme Chameleon introduces two technical parameters as thresh-
olds. One for the relative closeness and one for the relative inter-connectivity. 
Pairs of clusters, whose calculated measures are above these thresholds, will be 
merged. Chameleon may terminate if there are no pairs of clusters whose rel-
ative closeness and relative inter-connectivity is above the thresholds or these 
parameters may be relaxed during the merging phase allowing Chameleon to 
create only one t ig cluster. 
• According to the second .scheme Chameleon uses a function to combine the 
relative ¡closeness and relative inter-connectivity. This function is usually has 
the form 
fiCi.Cj) = RT(Ci,Cj) * RC(Ci,Cj)a 
where RI(Ci,,Cj) and RC(Ci,Cj) are the relative inter-connectivity and rel-
ative closeness between clusters Ci ,Cj and a is a user specified parameter 
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to increase the importance of one of the two measures. After computing 
the goodness ( / ) of merging of all pairs of clusters, Chameleon combines 
the clusters with the best goodness value. Then the algorithm updates the 
RI(Ci, Cj) and RC(Ci,Cj) values and continues with the cluster pair selec-
tion. The result of this scheme is that we get one big cluster and the order 
of the mergings. 
o o 
Figure 3: The result of Chameleon starting from wrong division, like on Figure 2. 
The Chameleon method can handle nearly arbitrary shape of clusters and can 
detect quasi-automatically the number of clusters. 
Experiments show that if the number of records is low, Chameleon works not 
well. The problem is that, with the heuristical graph partitioning algorithm, 
Chameleon at first divides the objects into a large number of relatively small sub-
clusters which still have to be big enough to correctly compute their internal mea-
sures (e.g. the internal inter-connectivities which are used to compute the relative 
inter-connectivity between two clusters). If there are only small numbers of ele-
ments (i.e. less than 1000), very often one or more sub-clusters have intersections 
with more than one real cluster (see Figure 2). Since it has no error correction, 
this means that these clusters will be connected and the algorithm cannot separate 
them later (see Figure 3). Remember that methods in the distance-based group 
are best for relatively small tables. 
On Figure 2 two sub-clusters (marked with 1 and 2) have common part with two 
genuine cluster. Cluster marked with 3 consists of objects of two separate groups 
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which indicates that the random part of the hypergraph-partitioning phase tried 
only wrong partitions. This last one occurs rather rarely, but plays major role in 
getting the wrong clustering of Figure 3. 
Another problem with Chameleon is that it needs two technical parameters to 
detect the number of clusters, which axe very hard to interpret by the user and in 
practical use it is a serious disadvantage. 
Chameleon's graph partitioning algorithm is a non-deterministic procedure, 
which implies that the whole method is also non-deterministic. 
Mainly these problems above inspired us to develop a new distance-based clus-
tering method which is able to overcome these difficulties and gives a result of the 
same high quality as Chameleon does. 
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Figure 4: The result of SmallSteps on the object set of Figure 2 and Figure 3. 
The developed SmallSteps 
1. can be used for datasets of different size: from small to relatively large ones 
with up to 10000 records; 
2. it needs no parameters, still it automatically detects the number of clusters 
and can recognize clusters with any shape and; 
3. always gives the same result for a given set of objects. 
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3 SmallSteps: The New Procedure 
3.1 The Algorithm of SmallSteps 
The solution of SmallSteps, similarly to Chameleon's, comes from graph theory. 
The objects are considered as vertices of a graph and the distances between the 
objects are the weighted edges of the graph. The clusters are special connected 
graphs having edges with weights less than a cluster depended threshold called S. 
These thresholds are recalculated in every iteration (see below) and unique to every 
cluster. 
I (1) order all elements into one cluster and calculate its S 
(2) iterate t — 1 , . . . ? ¿MAX 
first phase < (3) sort the clusters according to their 5 
(4) form the new clusters with the <5's 
. ( 5 ) calculate the new <5's 
second phase { (6) check whether merging clusters is possible 
' ( 7 ) iteratively process the oulier elements according to 
the selected strategy 
third phase < (8) check whether a new cluster can be form with the 
current outlier element 
, ( 9 ) if not, order it to one of the existing clusters 
Table 1: The algorithm of SmallSteps. 
In the following part denote the number of clusters in the tih iteration step by 
|CO|. Denote the kth cluster in the tih iteration step by C ^ and denote its 6 
parameter by where 1 < k < Finally denote the number of objects in 
cluster C(kf) by |Cf}|. 
SmallSteps has three main phases. 
• The first phase is the initial cluster-forming phase. At the beginning of this 
phase (t = 0) all the elements belong to one cluster (C^\k = 1) and the 
initial 5 ( 6 ^ ) is calculated. Then in an iterative process the algorithm begins 
to search for special connected graphs with edge weights less than and 
the thresholds of the newly created clusters are recalculated. We repeat this 
process until a previously given number of iteration steps is reached (see 
Figure 5, Figure 6 and Figure 7). The <5's are responsible for creating clusters 
of upwardly bounded, nearly uniform densities, so it is very important to 
start every iteration with clusters having smaller <5's otherwise neighbouring 
clusters with smaller densities (higher <5's) would incorporate the denser ones. 
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The ¿j^ for the kth cluster in the tth iteration step is calculated based upon 
the average distance between the objects of the cluster C ^ and their closest 
neighbours from the same cluster. 
where X j ^ is the Ith closest element to Xj and d(x j ,x j^) ) is the dis-
tance/dissimilarity between Xj and Xj^y Here r is the degree of <5, i.e. the 
number of neighbours involved in the calculation and / is a monotone function 
which determines the way the average distance is taken into consideration. 
In Figure 4, 5, and 6 / was the same linear transformation. 
Figure 5: The clusters found after the 1st iteration step in the first phase. 
The degree of the ¿'s (r) controls the way SmallSteps works. If only one or a 
few neighbours are considered then the result of SmallSteps is very close to 
the result of a shape recognition algorithm. 
Clusters are not always segmented into sub-clusters during this first phase, 
but merging is also possible still it is done very rarely. 
The time complexity of this phase is 0(n2tmax), where n is the number of 
objects, tmax is the number of cluster forming iterations and it is independent 
of the number of objects. 
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Figure 6: The clusters found after the 2nd iteration step in the first phase. 
• The second phase is a merging phase. It makes decisions on merging some 
of the initially formed clusters based on their 6, size and distance- Although 
the first phase of SmallSteps is so powerful that usually there is no need 
to merge clusters in the second phase, our experiments showed that these 
merging calculations are worth to do. 
Merging objects has 0(|C^max+1)|2) time complexity, where |C,(i™<**+1)| is 
the number of clusters created during the first phase. 
• The handling of outlier or noisy objects is done in the third phase (see Fig-
ure 8). Often datasets have outlier or noisy objects, which does not belong 
essentially to any clusters and could be left uncategorized, but in most cases 
the user wants to order all of the objects into clusters. If the user accepts 
outlier objects then this third phase should be skipped. 
Depending on the structure of outlier elements, in SmallSteps the following 
two operations can be done with them: 
— Let them form new clusters. 
If there is a group of outlier objects that are far enough from the existing 
clusters and have enough elements which are close to each other to form 
a new connected subgraph with edge weights less than their special S 
then these objects are allowed to create a new cluster. 
— Order them to existing clusters. 
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The order of outlier objects influence the result so we have developed different 
strategies: 
- The simplest is to choose always those outlier objects that are the nearest 
to an existing cluster. 
- We may follow a postponing strategy and choose those objects first 
whose classification are the easiest, i.e. which are close to a cluster 
but far from the other clusters. 
- According to the BestFit method those outlier objects are always classi-
fied first whose distance to a cluster best fit to the <5 of the cluster. This 
method tries to maintain the uniform density of the clusters. 
The time complexity of the last phase is O (noutiier * max{noutiier, "classified}), 
where noutiier and «classified 3 X 6 the numbers of outlier and classified elements 
at the beginning of the third phase, respectively. 
The overall time complexity of SmallSteps is 
O (n2tmax + |C ,(i'""+1)|2 + noutHer * maxjraoutlier, "classified}) = 0(jl2). 
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Figure 8: The clusters found after the outlier handling phase. 
3.2 Handling Bounding Objects 
If two clusters are in touch by only a few objects then by searching for connected 
graphs the algorithm will find that these clusters could form one cluster since 
there is a path between the elements of the two clusters with edges less than the 
S's of the clusters. To avoid such aggregation it is useful , to find the boundary 
objects of the clusters and if two clusters are connected with only bounding objects 
then the algorithm should not merge these clusters. The algorithm can recognize 
the bounding objects by counting their intra-cluster neighbourhood which is the 
number of objects from the given cluster that are closer to the object than the 5 of 
the cluster. The bounding objects have fewer neighbouring objects than the inner 
ones. 
3.3 Inner Analysis of a Cluster 
SmallSteps provides a useful additional feature. If the user wants to analyse a 
cluster in more detail, he/she can specialize this cluster by segmenting it into sub-
clusters. The segmentation is done by iteratively decreasing the original <5 of the 
cluster and searching for connected graphs with edge weights less than its new 
S. The specializing procedure terminates when the algorithm is able to segment 
the cluster into sub-clusters of acceptable size or when it turns out that such a 
segmentation is not possible (see Figure 9). 
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Figure 9: Segmenting a cluster into sub-clusters. 
4 Example 
On Figure 5, Figure 6, Figure 7 and Figure 8 the different stages of SmallSteps is 
shown during clustering. 
Figure 5 shows the situation after the first iteration step of the first phase. The 
beginning one big cluster fell into 3 sub-clusters framed with thin lines. The objects 
marked with " + " signs are considered as outlier objects in this step. Note that one 
of the sub-clusters, having objects marked with " - " signs, still contains two genuine 
cluster. 
After the second iteration step of the first phase (see Figure 6) the wrongly 
merged clusters broke up and the final clusters began to take form. 
The following iteration steps in the first phase only refine the borders of clusters 
found in the second step. In this example after the 8th step these refinements stop 
and no change is made in the subsequent iteration steps. On Figure 7 the division 
after the 5th iteration step is shown. 
The core of four of the five genuine cluster is detected in the first phase and 
there is no need to merge clusters in the second phase. 
The detection of the last cluster is done in the third phase during the outlier 
handling process (see Figure 8). In this phase the algorithm detected the possibility 
of forming a new cluster from the outlier objects and the objects not involved in 
this cluster were incorporated into one of the existing cluster. 
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5 Results 
We tested SmallSteps on numerous sample databases, four of them can be seen on 
Figure 8, Figure 10, Figure 11 and Figure 4. 
The test shown on Figure 8 was performed on 1000 objects from 5 clusters taken 
from 5 normal distribution. The clusters have different densities with 100 to 300 
objects. 
The test of Figure 10 contained 1024 objects in 6 clusters of highly different 
densities. The two clusters on the bottom of Figure 10 are dense clusters connected 
with a rarer zone, but this zone is still denser than the other clusters. 
On Figure 11 the result of a test on 2000 objects is shown. The nearly all of 
the clusters are only vertical lines with outlier objects on the endings. The objects 
were taken from the abalone database from the Repository of Machine Learning 
Databases and Domain Theories maintained by the University of California at 
Irvine. 
The sample database of Figure 4 contained 600 objects taken from 3 normal 
distribution, all of them having 200 objects. It is a very difficult problem because 
of the high noise and the elliptical clusters. We also tested 3 coordinate based 
methods on the sample sets and none of them could solve this problem adequately. 
In Table 2 the running times on the different tests are shown. The values are 
in milliseconds and measured on a 550MHz Intel Pentium III machine with 128MB 
RAM. Each test was performed 20 times. 
In the first column the measured time of the full SmallSteps algorithm are 
shown while in the second column we skipped the outlier handling phase. We 
implemented Chameleon and the running times of the implementation is shown 
in the third column. Testing Chameleon is done by creating 30 sub-clusters with 
the hypergraph-partitioning algorithm and merging them into the given number of 
clusters according to the second scheme. 
Test SmallSteps SmallSteps without 3rd phase Chameleon 
Figure 4 (avg) 152.023 142.467 422.554 
Figure 4 (a) 1.682 5.532 9.530 
Figure 8 (avg) 416.872 367.205 984.818 
Figure 8 (er) 0.985 4.772 16.762 
Figure 10 (avg) 356.773 338.504 1050.196 
Figure 10 (a) 1.619 0.941 27.605 
Table 2: Test results of SmallSteps and Chameleon. 
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6 Summary 
In SmallSteps, the number of clusters evolves automatically during the three phases 
(mainly during the first phase) hence no user interaction is needed for giving this 
number. Instead of relative inter-connectivity and relative closeness, SmallSteps 
calculates <5's to perform cluster forming. These <5's can be computed from only a 
few objects, which means that SmallSteps works well on smaller tables too. 
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Figure 10: Detecting elliptical clusters with different densities and sizes. 
SmallSteps can recognize clusters with different densities (see Figure 10) because 
every cluster has its own 5 and since SmallSteps searches for connected graphs it 
can recognize clusters with arbitrary shapes or sizes (see Figure 11). 
The algorithm of SmallSteps is deterministic so it will give always the same 
output for a given set of objects. 
Since the outlier or noisy objects are handled in the last phase and till then 
they axe eliminated from the processing by the first few iteration steps of the first 
phase SmallSteps is not too sensible to this kind of objects (see Figure 4). 
While Chameleon is a kind of greedy, agglomerative clustering procedure and 
never corrects the errors made during its merging process, SmallSteps rather re-
sembles to a divisive clustering method, but it has merging steps too and it has 
some error-correcting feature in all the three phases. Practical experiments showed 
that, among hierarchical algorithms without error correction, the divisive meth-
ods usually outperformed the agglomerative ones because divisive methods needed 
fewer steps to create the segmentation [4]. 
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Figure 11: SmallSteps is very close to shape detection. 
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The Debug Slicing of Logic Programs* 
Gyöngyi Szilágyi*, László Harmath* and Tibor Gyimóthy* 
Abstract 
This paper extends the scope and optimality of previous algorithmic de-
bugging techniques of Prolog programs using slicing techniques. We provide 
a dynamic slicing algorithm (called Debug slice) which augments the data 
flow analysis with control-flow dependences in order to identify the source of 
a bug included in a program. 
We developed a tool for debugging Prolog programs which also handles the 
specific programming techniques (cut, if-then, OR). This approach combines 
the Debug slice with Shapiro's algorithmic debugging technique. 
1 Introduction 
Slicing methods are widely used for the debugging [25], testing [2] and maintenance 
of imperative programs [1, 12]. Intuitively, a slice should contain all those parts of a 
program that may affect the variables in a set V at a program point p [26]. Slicing 
algorithms can be classified according to whether they only use statically available 
information (static slicing), or compute those program points which influence the 
value of a variable occurence for a specific program input (dynamic slice). Dynamic 
slicing methods are more appropriate for debugging than static ones as during 
debugging we generally investigate the program behaviour under a specific test 
case. The main advantage of using a dynamic slice during debugging is that many 
statements can be ignored in the process of bug localization. 
Different dynamic slicing methods have been introduced for debugging impera-
tive programs [23]. Most of these methods are based on a dependence graph which 
contains the explicit control dependences and data dependences of the program. In 
[9, 14] a slicing method was introduced for logic programs, and this method being 
used to improve the efficiency of the Shapiro's algorithmic debugging algorithm 
[19]. The slice presented in [9] contains those parts of a program that actually have 
an influence on the value of an argument of a predicate. This type of slice (called 
data flow slice) is safe if the structure of the proof tree for a goal is not changed 
[22]. 
•This work was supported by the grants O T K A T52721, and IKTA8/99. 
^Research Group on Artificial Intelligence Hungarian Academy of Sciences Address: 6720 
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However, during debugging to find a source of a bug (i.e. a bug instance) we 
also need to identify those predicates that actually did not affect an argument in 
a predicate but could have affected it had they been evaluated differently (had 
their boolean outcome been different). We can say that these predicates are in 
the Potentially Dependent Predicate Set. Note that a different evaluation of the 
predicates in this set could change the success branch of the SLD-tree (where the 
bug was manifested). 
Consider the following example. 
Example 1 The buggy program is: 
1. p(A,X) :- q(A,X). 
2. q(A,X) :- A > 0, X is 2. 
3. q(A,X) :- X is 3. 
The correct program should be: 
1. p(A,X) .- q(A,X). 
2. q(A,X) :- A = 0, X is 2. 
3. q(A,X) .- X is 3. 
Executing this program for the goal p(0, X) the given solution is X = 3, while 
we expect X = 2. So a bug must be included in the program somewhere. 
Creating the dynamic data flow slice for an instance of X , it does not contain the 
buggy predicate A > 0 because X does not exactly depend on the predicates of 
clause 2, there being only control dependences between them. This means that if 
A > 0 had been evaluated differently it could have affected the solution of X. Our 
new slicing approach contains the buggy predicate A > 0 (see Section 4.2). 
In this paper we introduce a new type of slicing called Debug slicing for Prolog 
programs without side effects. A Debug slice of an Augmented SLD-tree includes 
those predicates that may affect the value of an argument in any success branch's 
predicate. So this slice is very suitable for debugging. The Debug slice is the set 
of predicates which contains the Potentially Dependent Predicates and their data 
dependences. 
This slicing method has been integrated into an interactive algorithmic debug-
ging tool to reduce the number of questions to the user during a debugging session 
[14]. The size of the debug slice is larger than the size of the data flow slice, but the 
data flow slice is not safe for debugging. On the other hand the Debug slice con-
tains all parts of the program that may be responsible for the incorrect behaviour 
at some selected argument position. 
In the next section the basic concepts of logic programming, algorithmic de-
bugging and slicing are presented. Section 3 then provides a detailed description 
of the construction of those structures needed in an outline of the Debug slice 
algorithm (Augmented SLD tree, Skeleton(n), (Directed) Proof Tree Dependence 
Graph, General Data Flow Slice). The computation of the Debug slice on the basis 
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of these structures is described in Section 4. The first results of a prototype imple-
mentation of Debug slice algorithm are discussed in Section 5. Finally, in Section 
6 we summarize related work and outline further studies. 
2 Preliminaries 
In this section we present some basic concepts (logic programming, algorithmic 
debugging, slicing) needed to outline the Debug slicing algorithm. 
2.1 Logic Programming 
A first order alphabet consist of variables, predicate symbols and function sym-
bols (which include constants) [24]. 
A variable is represented by an upper case letter followed by a string of lower 
case letters and/or digits. 
A function symbol is a lower case letter followed by a string of lower case 
letters and/or digits. 
The constants include integers and atoms, a constant is a function symbol of 
arity 0. The symbol for an atom can be any sequence of characters. 
A variable is a term, and a function symbol followed by bracketed n-tuple of 
terms is a (compound) term. Thus J(g(X),head) is a term when / , g and head 
are function symbols and X is a variable. 
A predicate symbol immediately followed by a bracketed n-tuple of terms is 
called an atomic formula, or atom. 
Let h, ai, • • •, am be atomic formulae for some m > 0 and let X\, • • •, Xi be all 
variables occurring in these formulae. 
Then the formula VXi • • • VX;(/i -f- ai, • • • ,am) is called a definite clause. If 
m = 0 the formula is called a fact. The atomic formula h is called the head of the 
clause, while ai, • • •, am is called its body. A goal is a definite clause with empty 
head. Since all variables of a definite clause are universally quantified we can omit 
the quantifiers. 
A clause or an atom is ground if it has no variable. 
A normal program is a set of program clauses. 
A substitution is a finite set (possible empty) of pairs of the form X —t, 
where X is a variable and t is a term and all the variables X are distinct. For any 
substitution o — {Xi —> ¿i, • • •, Xn —> tn} and term s, the term sa denotes the 
result of replacing each occurrence of the variable Xi by U (i = 1, • • •, n). The term 
so is called an instance of s. 
A substitution a is called a unifier for two terms Si and s2 if s\o = s2a. Such 
a substitution is called the most general unifier of si and s2 if for any other 
unifier (Tj of si and s2, sicri is an instance of sicr. If two terms are unifiable then 
they have uniquie most general unifier. 
A computation of a logic program P [19] can be described informally as 
follows. The computation starts from some initial goal g and can have two results: 
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success or failure. If a computation succeeds, then the final values of the variables 
in g are considered of as the output of the computation. A given goal can have 
several successful computations, each resulting in a different output. 
The computation progresses via nondeterministic goal reduction, at each step 
we have some current goal G = gi, • • • ,gn. A clause C = a bi, • • • ,bk in P is 
then chosen nondeterministically; the head of the clause a is then unified with gi, 
say, with substitution a, and the reduced goal is G' = (b\, • • •, bk, g2, • • •, gn)&- The 
computation terminates when the current goal is empty. Then G' is said to be 
derived, from G and C. 
Let P be a logic program and G a goal. A derivation of G from P is a possible 
infinite sequence of triples < Gi,Ci,Oi >, i = 0,1, • • • such that Gi is a goal, Cj is 
a clause in P with new variable symbols not occuring previously in the derivation, 
<Tj is a substitution, Go — G, and Gj+i is derived from Gi and Cl with substitution 
(Tj, for i > 0. If there is a derivation of G from P such that G; = <> (the empty 
goal) for some I > 0 we say that P succeeds on G. We assume by convention that 
in such a case Ci = 0 and at = { } . 
2.2 Algorithmic Debugging of Logic Programs 
Algorithmic debugging is a process where the user and a debugging system inter-
actively try to locate the source of an externally visible bug in the program [19]. 
There are a number of features of Prolog program which distinguish it from other 
programming languages. A Prolog program can have both a declarative and a 
procedural reading, and may or may not be multi-directional and even it can be 
nondeterminate. The computation model of Prolog is based on goal invocation as 
well as goal success and failure. Thus errors in Prolog programs occur when, for 
example, they finitely fail on goals that should succeed, or succeed on goals that 
should fail. 
A bug manifestation is undesired program behaviour, i.e. an undesired sequence of 
solutions computed by the program for a goal. A bug instance, which is a predicate 
instance, is a cause for a top goal bug manifestation. Our algorithm identifies a set 
of predicates of a program which can cause the bug mainfestation (i.e. an undesired 
solution with respect to a variable of the top goal). 
Shapiro's algorithm [19] traverses the proof tree of a program in different ways and 
asks the user about the expected behaviour of each resolved goal. The bottom-up 
method traverses the proof tree in postorder manner and asks the oracle about the 
correctness of the computed values of the nodes. If the result at a node is incorrect 
and all sons of this node are evaluated correctly the algorithm identifies the clause 
applied to this node as a buggy one. The query complexity of this method is linear 
in the size of the tree. 
The second method investigates the nodes in a top-down manner. If the result 
computed at a node is evaluated correctly by the oracle then the algorithm does 
not visit the nodes inside the sub-tree. Using this approach the query complexity 
can be reduced to a linear dependence in the depth of the proof tree. 
The most efficient technique is the divide-and-query startegy which requires a num-
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ber of queries logarithmic in the size of the proof tree. The divide-and-query algo-
rithm splits the proof tree into two approximately equal parts, and makes a query 
for the node at the splitting point. If this node gives an incorrect evaluation the 
algorithm goes on recursively to the sub-tree associated with this node. If the 
node's answer is correct its sub-tree is removed from the tree and a new mid-point 
is computed. 
A Prolog program may use a number of programming techniques specific to 
Prolog (cut, if-then, OR). We developed a tool for debugging Prolog programs 
incorporating these specific programming techniques as well for finding the source 
of a bug, i.e. for identifing a bug instance. 
2.3 Slicing 
Slicing is a program analysis technique originally developed for imperative lan-
guages [26]. Later improvements are presented in [23, 21, 15, 13]. 
Intuitively a program slice with respect to a specific variable V at some program 
point p (which can be a variable or an argument position of a predicate) contains all 
those program points that may affect the value of the variable or may be affected 
by the value of the variable. The tuple < V, p > is called a slicing criterion and a 
slice is computed with respect to one. 
Slicing techniques can also be classified into static and dynamic ones. 
Static slicing is based on an analysis of the program without executing it so it 
may be imprecise if it contains data flow which is actually not manifested during a 
particular execution. 
Dynamic slicing is based on the program's execution and hence extracts the precise 
data flow. A dynamic slice may be different for each execution and so shall always 
be produced separately whenever the program run. 
In addition, slicing can be classified into forward and backward types. Suppose our 
slicing criterion is < V, p > . Forward slicing with respect to < V,p > contains 
all those program points that may have its value modified if < V,p > is modified. 
Backward slicing contains all those program points which, if modified, might change 
the value of V. 
In the case of imperative languages a possible program representation for the pro-
gram's dependences is the Program Dependence Graph [7, 16, 11]. 
The problem of slicing logic programs is more complicated than for the impera-
tive case. Before a slice over a logic program can be produced, its implicit data flow 
has to be approximated. To approximate the data flow the implicit input/output 
data dependences have to be extracted from the program. 
Program slicing has been widely studied for imperative programs [23], but research 
on slicing logic programs is just beginning. To our knowledge, only a few papers 
deal with the problem of slicing logic programs [9, 20, 27, 22]. 
The main contribution of this article was to furnish a dynamic slicing algorithm 
which augments the data flow analysis with control-flow dependences so as to make 
the slicing algorithm better suited for debugging. 
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3 Basic structures and theorems for constructing 
the Debug Slice 
Our slicing is based on a dependence based approach. In [9] a Dependence Graph 
was constructed for a proof tree i.e. for a success branch of the SLD-tree. We 
would also like to extend this definition to the failure branches of the SLD tree. 
This is why this section provides a detailed description of the necessary structures 
needed to outline this extension: the Augmented SLD-tree, Skeleton(n) (a modified 
derivation tree), (Directed) Proof Tree Dependence Graph (PTDG) and General 
data flow slice. The computation of the Debug slice on the basis of these structures 
is described in the next section. 
The Augmenetd SLD-tree shows the execution order of the statements for a 
given input. 
Skeleton(n) is always built for one branch of the Augmented SLD-tree, and 
its nodes represent the data flow information needed for preparing the Proof Tree 
Dependence Graph. 
A General slice of a logic program with respect to a variable V is constructed us-
ing the Proof Tree Dependence Graph, which contains those predicates of a deriva-
tion that may affect the value of V. 
3.1 The Augmented SLD-tree of Logic Programs 
The derivation of a goal from a program P can be represented by a tree called 
SLD-tree. Each branch of the SLD-tree [17] is a derivation of a program for a goal. 
Branches corresponding to successful derivations are called success branches, while 
branches of the infinite derivations are called infinite branches-, those corresponding 
to failed derivations are called failure branches. The Prolog interpreter searches the 
SLD-tree to find success branches. The Prolog system always selects the leftmost 
atom in a goal along with a depth-first search rule. The program clauses are then 
tested in their original order in the program. 
An SLD-tree may have many failed branches and very few or just one success 
branch. Control information supplied by the user may prevent the interpreter from 
construction of failed branches. To control the search the concept of cut(!) is 
introduced in Prolog. The atom "!" is handled as an ordinary atom in the body of 
a clause. When a cut is selected for resolution it succeeds immediately (with the 
empty substitution) [18]. The node where cut is selected will be called the cut node. 
A cut node may be reached again during backtracking. In this case the normal order 
of tree traversal is altered - by definition of cut the backtracking continues above the 
node origin (!). (If cut occurs in the initial goal, the execution simply terminates). 
So cut has the following effect: after success of " !" no backtracking to the literals 
in the left-hand part is possible. However, in the right-hand part execution goes 
on as usual. 
We add these pieces of information to the SLD-tree, identify each node with 
an unique mark, and use a list (pred.defjrefQ) in order to know which program 
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clauses (corresponding to the selected predicate) are used at a node to execute the 
next step. We also deal with the pruning effect of cuts. The following definition 
provides a formal description of the modified SLD-tree. The node label contains 
the whole list of goals ((£?', R) — (01,02, • • • ,an))- The actual goal (G ' ) is the first 
in this list (ai in our case). A node has a child for every program clause whose 
head (hm ) could be unified with the actual goal. The list of these clauses for every 
node is given in pred.def.ref() (Definition 1.1). If the actual goal were cut(!), the 
corresponding branches of the tree would be pruned (Definition 1.2 and 1.3). 
Definition 1 Let P be a Prolog program and G a goal. An augmented SLD-tree 
for P U {G} is a tree which satisfies the following: 
• Each node label is triple < Mark, (G' ,R),pred.de f jref{G') > , where Mark 
is a unique identification of the node, (G',R ) is a (possibly empty) conjunction 
of goals (resolvent). G' is the leftmost goal in the resolvent (called selected 
goal) and pr ed.de f .re f(G') is a reference list for the predicate definitions 
corresponding to the leftmost goal G'. We assign the empty resolvents with 
a true value. 
• The root node is < Mark, (G, true),pred.def -ref(G) >. 
• Let < M,(ai,a2, - • •, ak), pred.de f .re f (ii, • • • ,ii) > be a node in the tree (so 
ai is the selected atom), where i m ( m = 1, • • • ,1) is the identity number of 
input clauses hm <— bmi, • • •, bmq such that ai and hm are unifiable with 
most general unifier a. 
1. Then this node has a child 
< Mim,(bmi,bm2, - •• ,bmq,a2,-- • ,ak)o,pred.def.ref(bmi) > for each 
im(m = 1, • • •,/). The edges immediately below a node and also the 
pred.def.ref() list are ordered from left to right, according to the pro-
gram clause order. 
2. If hm bmi, • • •, bmq has cuts the child is 
< Mim, (b'mi ,b'jn2,---,b'mq,a2,---,ak)o, pred.de f .ref(b'mi) >, 
where b'mi, • • •, are obtained from bmi, • • •, bmq, replacing all cuts 
with one same unique annotation such as "cut(M)", where M is the 
node's identification mark. 
3. If the following selected atom ( 6'mi or a2) were cut(M), we use the 
pruning rule below, and the next element of the list that follows cut(M) 
will be the selected goal. 
The pruning rule: If "Mark" is the argument of cut(), consider the path 
W from the actual node up to the node marked Mark. All descendants 
of this node to the right of W are removed. 
• Nodes with an empty R list in resolvent have no children. 
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We will refer to the Augmented SLD-tree simple as SLD-tree. During the ex-
ecution of a program for a goal to find the first success branch of the SLD-tree, 
only a part of it is walked by the Prolog interpreter. We will call this part of the 
SLD-tree the Trace-tree because we can build the Trace-tree from the trace of a 
program for a goal given by the interpreter. Figure 1 shows the Trace-tree of the 
program in Example 2 for the goal a(Y). 
Example 2 We now illustrate our definition of the Trace-tree in a simple example: 
. 1. a(Y):-b(X), c(Y), d(X). 






•) 1. (a(Y),| true), p rd ( l )> 
•Í2(b(X )J c(Y), d(X)), prd(3,4)> 
<3 , ( c (Y ) , d ( l ) ) , p rd (2 )> -¡9, ( c ( y | , d(2)), prd(2)> 
/ \ 
< K ( b ( Y ) | e (Y) ,d( l ) ) ,p rd(3 ,4 ,5)> - j lO, ( b Q o | e(Y)), d(2), prd(3,4,5)> 
4s, (e(l),| d ( l ) ) , p rd (N ILL )> < 7 , ( e ( 3 ) , d ( l ) ) , p r d ( 7 ) > 
<(6.(e(2)J d ( l ) , p rd (NILL)> <|n,(e(l),| d(2). p rd(NILL)> 
•fc, (d(l)| true), p rd (NILL)> 
•Jl2, ( e f f l . I d(2)), p rd (NILL)> 
• j l 4 . (d (2X 
d(2)), prd(7)> 
true), prd(6)> 
Figure 1: The Trace-tree for the goal a(Y) and the Debug slice in frames (see 
Section 4.2). 
Example 3 Figure 2 shows the pruning effect of the cuts in the following example 
for the goal a(X). 
1.a(X) :- b(X), c(X). 
2. a(X) :- g(X). 
3. b(X) :- c(X), !, d(X). 
4- b(X) :- e(X), h(X). 
5. c(l). 






The removed part of the Trace-tree is depicted by a broken line (the pruning 
effect of the cut). 
<5, (e(X), h(X)), prd(9)> 
<6, (h(l), true), prd(9)> 
Figure 2: The pruning effect of the cut in Example 3 for the goal a(X). 
<4, (d(l), true), prd(NILL)> 
3.2 Skeleton(n) 
The SLD-tree representation is unsuitable for representing the data flow infor-
mation of a logic program (for a given goal). The structure Skeleton(n) [24] is 
used to represent this information, where n identifies a leaf node of the SLD-tree. 
Skeleton(n) is basically a derivation tree defined for one branch of the SLD-tree 
(from the root to the node marked by n). To improve the approximation of the 
implicit data flow Skeleton(n) contains directionality information as well. 
We will use the notion of clause instance (ca) which means that a substitution 
a is applied for every predicate of c. 
We extended the definition of the derivation tree used in [24] to our case. 
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Definition 2 Proof Tree 
For a program P a proof tree is any labeled, ordered tree T such that 
1. Every node is labeled by an instance name of a clause of P. 
2. Let n be a node labeled by an instance name < c,a >, where c is the clause 
h ai, • • •, am (m> 0) and o is a substitution. Then n has m children, for 
i = 1 ,••• ,m, the i-th child of n being labeled < c\, o[ >, where c[ is a clause 
with head h\ such that aio = h'^. 
The reasoning behind this definition is that every tree is obtained by combin-
ing appropriate instances of program clauses. The precise meaning of " appropiate 
instances" is expressed in condition 2. A logic program defines a set of derivation 
trees. This may be viewed as a semantic of definite programs, and can be related 
to the concepts of proof defined in symbolic logic. 
A derivation tree represents one branch of the SLD-tree (one derivation), but in a 
more suitable format for representing the data flow. 
Let us modify this definition to suit our present needs. 
We need not know exact the substitution itself, it is enough to know which vari-
ables are ground at call of a predicate and which are ground at success. Basically 
having to investigate directionality information of the tree using some groundness 
annotation. 
Let us suppose that we can identify each argument position of the clauses of a 
derivation tree with a tuple (the formal definition of the argument position is given 
at the end of this subsection). 
Groundness information associated with a derivation tree will be expressed as 
an annotation of its argument positions. The annotation classifies the argument 
positions of a derivation tree. The positions are classified as inherited (marked 
with J,), synthesized ( f ) and dual An annotation is partial if some positions are 
dual. Formally speaking, an annotation is a mapping v from the positions in the 
set [6]-
The intended meaning of the annotation is the following. An inherited argu-
ment position is a position in which every variable is ground at time of calling, 
that is when the equation involving this position is first created during the con-
struction of the derivation tree. A synthesized argument position is a position 
in which none of the variables are ground at time of calling, and every variable is 
ground at success, that is when the subtree having the position in its root label is 
completed in the computation process. The dual argument positions of a proof 
are those which are neither inherited nor synthesized. The annotations are collected 
during the execution of a program for a given goal. We notice that the argument 
positions are annotated at the present version of our tool. But the annotation of 
the variable positions would provide more precise dependences so we are planning 
to extend the annotation to variable positions. 
We now introduce the following auxiliary terminology relevant to the annotated 
positions of a LP program. The inherited positions of the head atoms and the 
synthesized positions of the body atoms are called input positions. Similarly, the 
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synthesized positions of the head atoms and inherited positions of the body atoms 
are called output positions. The others are dual. Note that dual positions are 
not strictly classified as input or output ones. Alternatively, if we say that a posi-
tion is annotated as an output we mean that it is annotated as inherited provided 
it is a position in a body atom, or annotated as synthesized if it is a position of the 
head of a clause. 
Now we are ready to define Skeleton(n). 
Definition 3 Skeleton(n) 
LetT be a SLD-tree, < n,(G',R), pred.defjref(G') >£ nodes(T) a leaf node iden-
tified by n. Consider the path W in T from the root to n, which identifies a deriva-
tion for the root goal. 
Then, Skeleton(n) is a labeled ordered tree such that 
1. Every node is labeled by a double < Mark,v{c) >, where Mark is an unique 
identification, and i/(c) is the annotated clause instance. 
2. The root node is labeled by < 1 ,v(c) >, where the root goal was unified with 
c during the given derivation. 
3. Let k be a node labeled by 
< Mark,p([Xu v{Xi)}, • • •, [Xk0, "№»])) : -
([n MYl)],---, [nt, v{Ykl )]),•••, am([Vi, 1/(^)1, •••,[Vkm, u(Vk J)) >. 
Then k has m children, for i = 1, •••,m, the i-th child of k being labeled 
< MarkfU^) >, where c[ is a clause whose head was unified with aj during 
the given derivation. 
Figure 3 shows Skeleton(5) of Example 2. The variable Y of a(Y) in node 1 
is annotated as output, since it would be ground at success of a(Y), and a(Y) is 
a head atom. For the same reason X in node 2, Y in node 3 and in node 4 are 
annotated as output. The variable Y in node 5 is ground at call, so it is annotated 
as input. 
< 1 , a([Y, O ] ) b ( [ X , I ] ) , c « Y , I ] ) , d( [X, D ] ) > 
< 2 , b ( [ X , 0 ] ) . > < 3 . c « Y , 0 ] ) : - b ( [ Y , I ] ) , e( [Y.O]) .> 
<4 , b([Y, 0 ] ) .> <5 ,e ( [Y , I ] ) . > 
I : Input , O : Output, D: Dual 
Figure 3: Skeleton(5) for Example 2. 
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We can refer to the k-th argument position in each node of the skeleton by 
the tuple (Mark,i, k, V) , where Mark is the identity number of the node, i is the 
number of the predicate in the clause (from 0 to m), k is the argument position 
of aj and V is the set of variables at this position. If V also contains Input and 
Output variables it is annotated as Dual. 
Denote Pos(S) the set of argument positions of the Skeleton(n) S. 
As can be seen from the definition of the Augmented SLD-tree and Skeleton(n), 
there is an one to one correspondence between the nodes belonging to one branch 
of the SLD-tree (identified by n) and the nodes of the corresponding Skeleton(n). 
This correspondence is based on the fact that both structures describe the same 
derivation for a goal step by step. In our formalism the Mark of a node highlights 
this correspondence. 
Let T be an SLD-tree for the goal g, n € nodes(T) a leaf of T, and S the 
Skeleton(n). Then, there is a map from the nodes of 5 to the nodes of T such 
that: 
<f>: nodes (S) -¥ nodes(T) 
< Mark, v(p : —ai, • • • ,am) >—• < Mark, (p, R), pred.def .ref(p) >. 
If S' C nodes(S) then denote 4>(S') the corresponding subset of nodes(T) such that 
0(S') = {0(n)|n G S ' } . 
For n G nodes(T) let (j> 1 (n) = m £ Pos(S), such that <fi(m) = n. 
Now we are ready to define the Proof Tree Dependence Graph. 
3.3 Proof Tree Dependence Graph 
We would like to represent the data flow of a derivation tree. In a logic program 
data can be transferred in two ways: firstly from one clause to another via unifi-
cation, and secondly within a clause multiple occurrence of variables result in data 
dependences [3, 4]. The following definition reflects these conditions. 
Definition 4 Proof Tree Dependence Graph (PTDG: T9>n = (Pos(S), ~ T ) ) 
Let T be an SLD-tree for the goal g, n £ nodes(T) a leaf of T and S the 
Skeleton(n), /3,5 e Pos(S). 
• The nodes of PTDG are the elements of Pos(S). 
• ¡3 S iff one of the following conditions holds: 
1. 18 and S have common variable in their variable set V (local edge,) 
2. the predicate of 5 was unified with the predicate of ¡3, and /3 and 6 are 
both the k-th argument position of their predicate ^transition edge). 
It follows directly from the definition that the dependence graph is constructed 
only for one branch of the SLD-Tree (identified by n), for Skeleton(n). But of 
course we can construct a PTDG for every Skeleton(n) (n is a leaf node of T) , that 
is for every branch of the SLD-tree T. Figure 4 shows the PTDG for Skeleton(5). 
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<1 , a([Y, 01) b([X, I ] ) , c([Y, I ] ) , d([X, DJ)> 
1 I 1 I 1 
<2 , b( [X, 0 ] ) .> 1 
<3 , c([Y. 0 ] ) : - b ( [ Y , I | ) , e ( [Y ,01 )> 
<4 , b([Y, 0 ] ) .> <5 , e([Y, !]).> 
I : Input , 0 : Output, D: Dual 
Figure 4: The Proof Tree Dependence Graph for Skeleton(5) 
3.4 Directed Proof Tree Dependence Graph 
As mentioned earlier we would like to better approximate the implicit data flow 
by introducing directionality using an annotation technique. The annotations can 
be collected during the execution of the program. Based on this annotation the 
Proof Tree Dependence Graph can be directed because the data flows from an 
Input position to an Output one via a local edge, and from an Output position to 
an Input one via an transition edge. This can be expressed more precisely in the 
following definition. 
Definition 5 Directed Proof Tree Dependence Graph 
Let Tg = (Pos(S), ~T) be a proof tree dependnece graph, A,P € Pos(S). Then the 
directed proof tree dependence graph is Tg>n = (POS(S),^T), where 
1. a —¥t (3 if a ~ r (3, ~T is a local edge and one of the following conditions 
holds: 
• a is an Input position and ¡3 is an Output position 
• a is a Dual position and (3 is an Output position 
• a is an Input and ¡3 is a Dual position 
• a is a Dual and ¡3 is a Dual position (in this case a ->T ¡3 and 0 —>T OL) 
2. a —>y ¡3 if a ~r ¡3, the positions being connected by a transition edge and 
satisfying one of the following conditions: 
• a is an Output position and (3 is an Input position 
• a is a Dual and 0 is a Dual position (in this case a —>T P and /3 —>T &) 
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It is quite easy to check the validity of these rules. It is possible to define more 
precise conditions to direct the edges (referring to the textual occurrences of the 
positions), but it would be too complicated to present them here. Our experience 
shows that the use of these rules (which permit in some cases non realisable data 
flow) gives good results. Our slicing algorithm applies to this Directed Proof Tree 
Dependence Graph. The Directed Proof Tree Dependence Graph for Skeleton(5) 
is depicted in Figure 5. 
f ] 
<1 . a([Y, O]) b([X. I ] ) . c((Y, ID , d( [X, D l ) > 
<2 , b([X. OJ).> 1 . 
< 3 . c ( l Y . 0 1 ) : - | b ( [ Y , I ] ) | | e ( [ Y . O | ) . t 
J 1 
~ e ( [ Y . I l ) > I < 4 , b([Y, 0 ] ) > 
I : Input, O : Output, D: Dual 
Figure 5: The Directed Proof Tree Dependence Graph and the data flow slice (see 
Section 3.5) with respect to (5,0,1, { Y } ) 
3.5 General Data Flow Slice 
In this section a general slice definition is given, which shows that a given argument 
position of Skeleton(n) which other argument positions depends on (from the aspect 
of data flow). 
Definition 6 Slice(T9,n, a) 
Let P be a logic program, T a SLD-tree for the goal g, n £ nodes(T) a leaf of 
T, S Skeleton(n) and Tg<n = (Pos(S), ->T) the corresponding Directed Proof Tree 
Dependence Graph. Let a € Pos(S). 
A slice (Tgtn,a) over Ts,n with respect to a 
• is a subgraph of Tg n 
• a node € Pos(S) is in the slice iff /? a 
This is a general data flow slice definition that is valid for one derivation path 
of the SLD-tree which may be a failed branch. 
Figure 5 shows slice(Ta^ 5,(5,0,l, {Y})). The argument of e(Y) in node 5 
((5,0,1, { V } ) ) is an Input position, the slice being constructed with respect to this 
position. The set of all positions from which there is a directed path to this argu-
ment position (this is the slice with respect to (5,0,1, { Y } ) ) contains the argument 
position of e(Y) and b(Y) in node 3, and b(Y) in node 4. 
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The data flow slice given in [9] is a special case of this slice definition, which is 
defined only for the success branch of the SLD-tree. 
4 Debug Slice of Logic Programs 
As mentioned before our aim is to combine our slicing technique with an algorithmic 
debugging tool [14] in order to locate the source of a bug with fewer user interactions 
by avoiding posing unnecessary questions. In [9] a data flow slice was defined 
for the success branch of the SLD-tree (Trace-tree). We extended the data flow 
slice definition to the full SLD-tree (Trace-tree), based on the Directed Proof Tree 
Dependence Graph. 
To take care of the control flow mentioned in Subsection 4.1 we specify the 
Potentially Dependent Predicates Set (PDPS) which contains the predicates that 
actually did not affect the selected argument, but could have done so had they been 
evaluated differently (i.e. had they succeeded or failed). 
Lastly in Subsection 4.2 the Debug slice is defined on the Augmented SLD-tree 
(Trace tree) which includes the Potentially Dependent Predicates, their associated 
data dependences and the predicates affected by some cut. 
4.1 Potentially Dependent Predicates 
Sometimes we cannot find the source of a bug just by analyzing the data flow for 
the success branch of the Trace-tree. So we have to examine which predicates might 
cause a branch of the Trace-tree to fail, or what would have happened if a predicate 
had succeeded but actually failed, or if it should have failed but actually succeeded. 
We concentrated on the leftmost (goal) predicate of an SLD node so the slice is 
defined for these predicates. The following definition covers these cases. 
Definition 7 Potentially Dependent Predicate (PDPS) 
Let P be a logic program, T the Trace-tree for the goal g. A leftmost (selected) pred-
icate in a node of T is in the Potentially Dependent Predicate Set (PDPS) 
if it actually did not affect the value of an argument of a predicate in the success 
branch of T, but could have affected it had its boolean outcome been different. 
In the following we try to identify those predicates which satisfy this condition. 
Lemma 1 Let P be a logic program, T the Trace-tree for the goal g. Then 
PDPS= { The predicates of the success branch ofT} U { The predicates of the failed 
leaves ofT}. 
Proof To prove the validity of this Lemma we have to demonstrate that these 
predicates really satisfy the condition of Definition 7 while the other predicates of 
T do not. To achieve this, we classify the predicates of T in such a way that the 
categories cover all predicates belonging to T. Notice that we use "the selected 
variable" expression but it could have been any variables of the program whose 
values do not satisify our expectations (i.e. where a bug was manifested). The 
272 Gyöngyi Szilágyi, László Harmath and Tibor Gyimóthy 
PDPS is the same for every selected variable, so it is created for a Trace tree built 
up for a given goal. 
• If a predicate should have failed but actually succeeded 
1. If this predicate (selected goal) belongs to the success branch of the 
Trace-tree, then its boolean outcome could have affected the value of 
the selected variable (argument), so it could have been the source of 
the bug. We notice that this situation caused the modification of the 
structure of the Trace-tree. 
2. If this predicate belongs to a failure branch of the Trace-tree, then its 
boolean outcome could not have affected the value of the selected vari-
able because if had it failed it would then have caused the pruning of 
the subtree below this predicate. But this would have not modified the 
structure of the other parts of the Trace-tree. 
• If a predicate should have succeeded but it failed 
Then this predicate is a leaf of a failed branch of the Trace-tree (because these 
are the only failed predicates). Its boolean outcome could have affected the 
value of the selected variable because it might have modified the structure of 
the Trace-tree. 
To extend this lemma we notice that if the user had found a bug in a success 
branch of the SLD-tree which was not the first one, then the predicates of the 
previous success branches did not belong to the PDPS because if they had failed it 
would not have affected the structure of the later branches of the SLD-tree. 
Example 4 The PDPS of the Trace-tree in Figure 1 is the following (The nodes 
are identified with their marks): 
PDPS={ 1,2,5,6,8,9,10,11,12,13,14}. 
4.2 Debug Slice 
In this section our main result the Debug slice is specified based on the definitions 
and Lemma of the previous sections. The Potentially Dependent Predicate Set 
of a Trace-tree (for a logic program P and goal g) includes all those predicates 
whose boolean outcome may affect the value of an argument in a success branch's 
predicate. The Debug slice deals with control dependences as well. The Debug slice 
is a set of predicates which contains the Potentially Dependent Predicates [Section 
4.1], their data dependences [Section 3.5] and the predicates affected by some cut. 
Since the Debug slice contains all predicates of the success branch of T, the Debug 
slice is the same with respect to every selected argument. Hence the Debug slice is 
defined for a logic program P and goal g. 
An interesting question is the effect of cuts. If there is a node in the Trace-tree 
whose leftmost goal is cut(Mark) we remove all descendants of this node to the 
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right of the path W up to the node marked Mark. We denote this kind of path by 
cut(W). 
An informal definition for the Debug slice is the following. 
Let P be a logic program, T be the Trace-tree for the goal g. 
The Debug slice of T consists of the following predicates: 
1. The predicates of the Potentially Dependent Predicate Set (PDPS) 
2. The predicates specified by the data flow of the predicates of PDPS 
3. The predicates that belong to some cut(W) of T 
1. The predicates of the Potentially Dependent Predicate Set (PDPS) 
The Potentially Dependent Predicate Set of an Trace-tree includes all predicates 
whose boolean outcome may affect the value of an argument in a success branch's 
predicate. So these predicates affect the control dependences. Lemma 1 describes 
those predicates which belong to the PDPS. 
We would like to extend this set. But then we must first see how is it possible to 
describe the new predicates that are introduced by the data flow and then see why 
cut(W) belongs to the Debug slice too. 
2. The predicates specified by the data flow of the predicates of PDPS 
Since PDPS consists of two subsets, the first point is dealt with by examining 
two cases in turn. 
1. The predicates that belong to the success branch of T 
Here the data flow does not introduce new predicates into the Debug slice as 
the data flow slice is valid for one given branch of the Trace-tree (T), and all 
predicates of the success branch of T are in the Debug slice. 
2. The predicates of the failed leaves of T 
Let n G PDPS such that n is a leaf node of a failed branch of T, S the 
Skeleton(n), T9,n the corresponding directed Proof Tree Dependence Graph 
(see Section 3.4), and (f>~l{n) the corresponding node of S (see Section 3.2). 
Suppose that </>_1(n) is labeled by <n,p : —a\, • • •, am >. 
Next, construct s/ice(Ts,n, a) for every a £ Pos(S) such that a is an argument 
position belonging to the head predicate p. 
Let H = Un,a{k € nodes(S) | k has at least one head argument position in 
slice(Tgin,a), a is an argument position of p, n is a failed leaf of T}. 
Afterwards, map H back to the Trace tree (<f>(H)). So <j>{H) contains those 
predicates which are specified by the data flow of the failed leaves of T. 
Let the set of these predicates be denoted by S\. 
For example, one can see in Figure 5 that n = 5 is a failed leaf of the Trace 
tree (Figure 1), then <£-1(5) is < 5, (e(Y,I) >. As the clause contained in this 
node is a fact, the head predicate is e(Y), which has one argument position 
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Y. Constructing the slice with respect to this argument position it contains 
head argument position from node 4 and 5. So 4>(Sl) in this case contains 
nodes 4 and 5 of the Trace tree in Figure 1. 
Now we will address the second point. 
3. The predicates that belong to some cut(W) of T 
If there is a node in the Trace-tree whose leftmost goal is cut (Mark) we 
remove all descendants of this node to the right of the path W up to the node 
marked Mark. So a cut may effect the control dependences and those nodes that 
belong to W have to be added to the Debug slice. The removed part of the Trace-
tree might have the right solution. 
Let the set of these predicates be denoted by S2 • 
Example 5 In Example 3 if we had not had cut in clause 3, we would have got 
X = 1, so < 5,e(X) > and < 6,h(X) > would have affected the value of the 
variable X in a(X), but this would not have shown up in data flow analysis. 
Definition 8 The Debug slice of an Augmented Proof Tree for a goal g is the 
following set: 
Debug slice= PDPS U Sx U S2. 
Example 6 In Example 1 the PDPS contains the buggy predicate A > 0, so A > 0) 
is in the Debug slice, but the data flow slice does not have it because this predicate 
belongs to a failed branch of the SLD-tree for the goal p(0, X). 
Example 7 We will now go on with Example 2. 
In order to construct the Debug slice we furnish the sets PDPS, Si, S2. 
1. We know (see Section 4.1) that PDPS = {1 ,2 ,5,6,8,9,10,11,12,13,14} for 
the Augmented SLD-tree in Figure 1. 
2. To get Si we have to construct a Skeleton(n) for every n £ {1 ,2 ,5 ,6 ,8 ,9 ,10, 
11,12,13,14} and the corresponding Proof Tree Dependence Graphs. We also 
have to specify a slice{Tg<n, a) for every a argument position of n in the Proof 
Tree Dependence Graph and to state every node of T that belongs to these 
slices. Figure 5 shows the Proof Tree Dependence Graph for Skeleton(5) and 
slice(Tgtn, (5,0,1, {Y})). We urge the reader to construct all the slices for 
each argument position of {1,2,5,6,8,9,10,11,12,13,14}. In our case the 
only node in T specified by these slices is node 4. So Si = {4} . 
3. We had no cut in this example, so S2 is empty. 
Then, Debug slice= { {1 ,2,5,6,8,9,10,11,12,13,14} U {4 } U { } } = 
{1,2,4,5,6,8,9,10,11,12,13,14} 
In this example the only nodes that are not in the Debug slice are 3 and 7. 
The Debug slice of the Trace-tree built for Example 2 is emphasised and framed 
on Figure 1. 
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5 Prototype Implementation 
We have developed a prototype in Sicstus Prolog using the complete framework 
described for slicing Prolog programs. The implementation handles specific pro-
gramming techniques (cut, if-then, OR). The Trace-tree is constructed from the 
call ports of the trace given by the Interpreter. The slice with respect to a node of 
the Trace-tree is created. The slicing technique, if desired, can be combined with 
Shapiro's debugging method [14, 19]. To first approximation the slice is built up 
for the success branch of the Trace-tree. The slice is then constructed with respect 
to the given argument position, and during a debugging session the system asks 
for the validity of just those nodes that are in the slice. If it is unsuccessful in 
locating the source of the bug, the Debug slice is constructed and the user can 
then request data flow information as well for any leaf node predicate of the Debug 
slice. A graphical interface draws the Trace-tree and highlights those nodes that 
are included in the data flow slice and in the Debug slice [10]. 
We tested our Debug Slice algorithm on several small Prolog programs. These 
programs can produce big fail branches for some inputs. The test results are shown 
in the Table below. We examined the number of nodes and arguments in the whole 
Trace tree, in the success and failed branch of the Trace tree, and lastly in the 
Debug slice. 
Complete Tree Success Branch Failed Branch Debug Slice 
Nodes Arg. Nodes Arg. Nodes Arg. Nodes Arg. 
1. 14 14 6 6 8 8 13 13 
2. 15 26 6 9 9 17 7 10 
3. 19 39 7 11 12 28 11 20 
4. 34 64 15 15 19 49 23 39 
5. 267 618 11 13 256 605 16 - 23 
6. 316 769 15 15 301 754 23 39 
7. 520 1393 24 49 496 1344 181 423 
8. 622 1240 6 9 616 1231 7 10 
9. 1142 2687 5 9 1137 2678 7 13 
The test results demonstrate that if the number of the failed branch's nodes is 
high and the data flow slices for the failed branch's leaf predicates do not contain 
too many predicates, then the Debug slice is significantly smaller than the whole 
Trace tree. The test results of course depend on the size and type of input, as well. 
The Debug slice method handles types of bugs which the conventional data-flow 
slice technique misses. Certain types of bugs were found during testing which were 
missed by the data-flow slice but were identified using the Debug slice method, as 
they appeared in the failure branches of the SLD-tree. These types include cases, 
when: 
• a cut is mis-placed. 
• a failed predicate is mis-printed (its name or arity) or a condition ( < , > , = ) 
is failed. 
276 Gyöngyi Szilágyi, László Harmath and Tibor Gyimóthy 
• a wrong data value has reached the failed node; so in the data-flow from the 
root to the failed node, a wrong constant value, a mis-printed predicate or a 
failed condition has appeared. 
We notice that the system finds only those mis-printed predicates of the failure 
branches of the SLD-tree which occur in the data-flow of a failed predicate, or are 
affected by a cut. 
6 Related Work and Discussion 
While program slicing has been widely studied for imperative programs [23], rela-
tively few papers have dealt with the problem of slicing logic programs [9, 20, 22, 27]. 
Gyimothy and Paaki present in [9] a specific slicing algorithm for sequential 
logic programs in order to reduce the number of user queries of an algorithmic 
debugger. But they only analyzed the data dependences for the success branch of 
the SLD-Tree (Trace-tree). Sometimes it is insufficient to locate the source of a 
wrong solution because the cause of the erroneous result may also be an invalid the 
proof tree structure. We solved this problem by dealing with control dependences, 
as well. So the data flow slice given in [9] is a special case of our approach. 
Schoening and Ducase have proposed a backward slicing algorithm for Prolog 
which produces executable slices [20]. An executable slice is usually less precise 
than a general slice [23], and their algorithm is only applicable to a limited subset 
of Prolog programs. Our aim was to develop a tool for debugging Prolog programs 
that also handles specific programming techniques. 
In [27] Zhao at al. presented a new program representation called the argument 
dependence net for concurrent logic programs in order to produce static slices at the 
argument level. Dynamic slicing usually produces more precise slices than static 
ones because it only considers a particular execution of a program. We chose the 
dynamic version because our application focuses on debugging . 
In [17] Pereira and Calejo examined the wrong solution suspect set (WSS) and 
the missing solution suspect set (MSS). It is possible to refine WSS using our general 
slice definition. 
In [22] a dynamic slicing method was presented for constraint logic programs 
based on variable sharing and groundness analysis. In the paper the declarative 
formulation of the slicing problem for constraint logic programs was also described. 
The Debug slicing method for Prolog programs was introduced in this paper. 
This slicing technique is very appropiate for debugging because it deals with con-
trol dependences as well. This slicing method will be integrated into the IDTS 
interactive algorithmic debugging tool [14]. This tool employs an improved version 
of Shapiro's debugging method [19] for identifying a buggy clause. By using slicer 
modules the number of user interactions can be reduced during the debugging pro-
cess. The data flow slice is usually much smaller than the Debug slice, so in the first 
step we can try to locate the bug in the data flow slice. However it may happen that 
the data flow slice does not contain the buggy clause. In this case the debugging 
process has to be extended to the nodes of Debug slice. We tested our slicing tool 
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on small Prolog programs [10]. Now we plan to improve the implementation of the 
tool so that it will be able to analyze real-sized Prolog programs. We also would 
like to compare the size of different slices of big SLD-trees. 
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Using Decision Trees to Infer Semantic Functions 
of Attribute Grammars * 
Szilvia Zvada* and Tibor Gyimóthyt 
Abstract 
In this paper we present a learning method called LAG (Learning of Attribute 
Grammar) which infers semantic functions for simple classes of attribute 
grammars by means of examples and background knowledge. This method 
is an improvement on the AGLEARN approach as it generates the training 
examples on its own via the effective use of background knowledge. The 
background knowledge is given in the form of attribute grammars. In 
addition, the LAG method employs the decision tree learner C4.5 during 
the learning process. Treating the specification of an attribute grammar as a 
learning task gives rise to the application of attribute grammars to new sorts 
of problems such as the Part-of-Speech (PoS) tagging of Hungarian sentences. 
Here we inferred context rules for selecting the correct annotations for 
ambiguous words with the help of a background attribute grammar. This 
attribute grammar detects structural correspondences of the sentences. The 
rules induced this way were found to be more precise than those rules learned 
without this information. 
1 Introduction 
Attribute grammars were introduced in [11] as a formalism for the specification 
of the semantics of program languages (see [1, 4]). They can be considered as an 
extension of context-free grammars in the sense that attributes and their semantic 
functions are related to the symbols of the grammar. An attribute is a named 
property with given values and a semantic function computes its value based on 
the values of other attributes. A semantic functions may be complex, therefore the 
specification of an attribute grammar may be a laborious task. Hence a tool which 
is able to complete a partially given attribute grammar by means of examples 
would be very useful. The term "partially given" here means that some of the 
attributes might lack semantic function. The task is to define these unknown 
semantic functions. 
Based on the correspondence of the nonterminals of attribute grammars and the 
predicates of logic programs (see [5, 6, 17]), we can apply many of techniques to 
*This work was supported by the grants O T K A T52721 and IKTA 8/99. 
^Research Group on Artificial Intelligence, University of Szeged, H-6720 Szeged, 
Aradi vértanúk tere 1, Hungary, e-mail: {zvada,gyimi}®sol. inf .u-szeged.hu 
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attribute grammars, which techniques were originally developed for logic programs. 
For instance, viewing the specification of an attribute grammar as a learning task, 
learning methods presented in the framework of inductive logic programming (ILP, 
see [12, 14]) can be used to solve this task. 
ILP is an active research area of machine learning that studies the definitions of 
logic programs from examples and the presence of background knowledge. Since 
examples and background knowledge are expressed in first-order logic, ILP methods 
can be employed to learn relational and recursive definitions. This last property 
makes ILP methods very promising for the attribute grammars, because recursive 
rules often emerge in attribute grammars as well. 
This fact suggested the use of a similar learning approach in the AGLEARN 
method ([8]) to that one employed in the ILP learning system called LINUS ([12]), 
but in a different representational framework. That is, the learning task and 
background knowledge is represented in the form of attribute grammars instead 
of logic programs. The task of AGLEARN is to complete the specifications of an 
S-attributed or an L-attributed grammar based on positive and negative examples. 
These examples contain strings derived from the target nonterminal, the attributes 
of this target nonterminal being evaluated in these strings. The main idea behind 
AGLEARN is converting the learning task into a propositional form then inferring 
the unknown semantic function with the help of a propositional learner. 
In this paper we introduce the LAG approach which is based on the AGLEARN 
method, but it uses the given background knowledge more effectively and employs 
the C4.5 decision tree learner (see [19]) instead of a propositional learner. Doing this 
allows treating the learning task as a classification problem with multiple classes. 
The robustness of the C4.5 for classification problems has already been 
demonstrated. Another important difference between the AGLEARN and LAG 
methods can be seen in the handling of the training examples. In the case of the 
former, the user has to explicitly define each training example in advance. With 
the latter, the input of the LAG system consists of strings taken from the language 
generated by the partially given attribute grammar. The LAG system builds the 
decorated decision trees of these strings and evaluates the attribute instances during 
the tree traversals. Whenever an attribute instance with no semantic function is 
computed its value is defined by the user ("oracle"). Hence even a few strings can 
produce a large number of training examples. 
The LAG method is applied to the Part-of-Speech tagging of Hungarian sentences. 
The task here is to distinguish the different morphologic classes of a word, as in 
the case of "múlt"1, which might be annotated by a verbal, noun or adjectival tag. 
The tagging of Hungarian texts is very difficult due to the rich morphology of the 
language. Our method has been applied in order to infer the rules for selecting 
the contextually correct tags. The input data set, a corpus with about 100000 
pre-tagged words ([7, 16]), is employed for training and testing. The background 
attribute grammar determines some structural information of the parts of sentences 
'mull (verb) -passed 
múlt (noun) - past 
múlt (adjective) - past, last 
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like subject phrase and predicate phrase. Based on the latter the training data sets 
for the C4.5 system are generated. By using the training sets decision rules are 
inferred for ambiguous words. The experimental results show (see also [2, 9]) that 
the use of even simple attribute grammars as background knowledge yields more 
effective rules than a method which lacks this structural information. 
In Section 2 the key definitions relating to the learning of attribute grammars are 
introduced, while in Section 3 the LAG method itself is discussed. Afterwards, 
in Section 4 a brief overview of the PoS tagging problem and the application of 
the LAG method is presented. The accuracy of the C4.5 and LAG approaches 
is compared in Section 5. In the final section, the conclusions are drawn and 
suggestions for future research are offered. 
2 Preliminaries 
In this section we introduce the terminology and notations used in this paper. 
2.1 Attribute grammars 
Attribute grammars were introduced in [11] as an extension of context-
free grammars (cfg onwards) for specifying static semantics of programming 
languages, such as type-checking and name-analysis during syntax-directed parsing. 
This is achieved by attaching attributes (named properties with given .values) 
to the symbols of the grammar. During the parsing a derivation tree based on 
the underlying cfg is constructed. In this tree nodes and leaves are labeled by 
nonterminals and terminals of the cfg, respectively. The instances of the attributes 
appear in this tree along with the grammar symbols which they are related to. This 
tree is called decorated derivation tree or simply ddt. 
The value of an attribute instance is defined by its semantic function during the 
traversal of the ddt. The value of an attribute is determinable iff the values of all the 
attributes in the argument of the semantic function have already been computed. In 
this way the semantic functions define dependency relations among the attributes. 
The attributes transmit information within the ddt in two directions: from the root 
to the leaves, where they are named inherited attributes, or backwards, where 
they are called synthesized attributes. 
Before we formally define the learning task for attribute grammars, let us first 
consider the definitions and notations of attribute grammars (cf. [1]). 
An attribute grammar (briefly ag) is a four tuple AG = (G,SD,AD,R) which 
consists of the following components: 
• an underlying cfg G = (V/v, VT, P, S) 
• a semantic domain SD = (T, !F) consisting of a set T of the domains of 
attributes and a set T of functions over the attributes: type\ x • • • x typem —>• 
typeo for typei 6 T (0 < i < m). 
(If type o = {true, false} then we talk about relations.) 
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• an attribute description is a triple AD = (Inh, Syn, r ) where Inh and Syn are 
finite, disjoint sets of inherited and synthesized attributes, respectively. 
Attr — Inh U Syn is the set of all attributes of AG. Let X.a denote an 
attribute a £ Attr attached to the grammar symbol X 6 V/v U Vr- The set 
Inh(X) and set Syn(X) consist of the inherited and synthesized attributes of 
the symbol X, respectively, r is a function mapping attributes to their types 
(domains) such that r : Attr —> T . 
• a set R = {R{p) \ p £ P} consisting of finite sets R(p) of semantic 
functions which are associated with the production p : Xo —> Xi... Xmp. 
An occurrence of an attribute Xk-a in the production p is denoted by X^.a. 
The set 
DO(p) = {Xq.S £ Syn(X0)} U {XPk.i £ Inh(Xk) with 1 < k < mp} and 
UO{p) = {Xo A € Inh(Xo)} U {XPk.s £ Syn(Xk) with 1 < k < mp} 
of defined attribute occurrences and used attribute occurrences of p, 
respectively, are assigned to every production p £ P. For every Xk.a £ DO(p) 
there is exactly one semantic function given in Rip) 
XPk.a = f (XPki.au...XPki.as) 
with ( / : r (ai ) x • • • x r(as) ->• r(a)) £ T and Xk..ai € UO(p) for 1 < i < s. 
Then we say that Xk.a depends on Xk..a,i, for 1 < i < s. (Note that if s = 0 
the function is a constant c £ T(O) . ) 
In several applications it is useful to attach a special, synthesized, boolean attribute 
accept to the start symbol S of the underlying cfg. Using the attribute accept we 
can define the language generated by an attribute grammar like so: 
Lang(AG) = {w | w € Lang(G) and S.accept = true in the ddt of w } . 
Let AG = (G,SD,AD,R) be an ag with an underlying cfg G = (VN,VT,P,S), a 
semantic domain SD = (T, T) and an attribute description AD = (Inh, Syn, r ) . 
Furthermore, let t be a ddt and no be a node of t, which is labelled by X 0 € V^ U Vr. 
The set Inh(no) = {no-i\Xo-i £ Inh(Xo)} of inherited attribute instances and 
the set Syn(no) = {no.s|Xo.s £ Syn(Xo)} of synthesized attribute instances 
are associated with the node no. Thus Inst(no) = Inh(no) U Syn(no)- (Note that 
T(no-i) = r(Xo-i) — r(i) holds for any no-i £ Inst(no).) 
Further, let the production p : X0 X\... Xmp be applied at node no- Then 
Xi,..., Xmp label the successors n\,..., nmp of no, from left to right, respectively. 
Let 
DI(no,p) = {nk.a | Xk.a £ DO(p) with 0 < k < mp} and 
UI(n0,p) — {nk.a | XPk.a £ UO(p) with 0 < k < m p } 
be the set of defined attribute instances and used attribute instances of 
no, respectively. Then an instance n,.a of the defined attribute occurrence XP.a is 
determined by f(nkl.a\,... ,nkm.am), where nkla\.. .njtmam £ UI(no,p) are the 
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instances of the attribute occurrences X*k .a\,... ,Xkm.am G UO(p) and / is the 
interpretation of the semantic function 
X'-a = f (xFki .ai,... XPkm .aro) . 
An attribute instance rik0.a depends on the attribute instances nk¡ -a¿, for 
1 < i < m. It is clear that an attribute instance n, .a can be computed if all attribute 
instances on which it depends have already been evaluated. 
An ag is circular if it has a ddt such that there is a circular dependency among the 
attribute instances. Otherwise an ag is non-circular. Here we consider two subsets 
of the non-circular ags, namely the L-attributed and S-attributed grammars. 
An ag is L-attr ibuted if all attribute instances of an arbitrary ddt of this ag can 
be evaluated in one left-to-right tree traversal. The left-to-right traversal and the 
attribute evaluation are described by the following procedure: 
proc tree_ traversal(node : no); 
begin 
for i := 1 to mp do 
begin 
eval (Inh(ni)); 




One can formulate conditions for the L-attributed property. Let Xj .a be a defined 
attribute occurrence of the production p and Xt .a = f (Xk .a\,... Xk ,as). Then 
the ag is L-attributed if the following conditions hold for each defined attribute 
occurrence (see Figure 2.1): 
- if X¡.a is an inherited attribute occurrence then Xk..ai € Inh(Xq) or 
Xk..ai € Syn(XTk.), with 1 < i < s and 1 < ki < I. This means that an 
inherited attribute occurrence X¡.a may depend on the synthesized attribute 
occurrences of the rhs symbols Xk., that have been defined before than X, . 
It may also depend on the inherited attribute occurrences of the lhs symbol 
Xq as shown in Figure 1. Here an inherited attribute occurrence is visualized 
by a white circle above the respective symbol, whereas a synthesized attribute 
occurrence is depicted as a black dot below it. 
p:Xo — Xi j . Xi ... 
Figure 1: L-attributed dependencies of X" .a 
- if Xq .a is a synthesized attribute occurrence then Xk..ai 6 /n / i (Xo) or 
Xk..ai 6 Syn(Xk ), with 1 < i < s and 1 < ki < mp . Namely, this 
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means that an lhs synthesized attribute occurrence Xq .a of a rule may depend 
on synthesized attribute occurrences of rhs symbols and inherited attribute 
occurrences of the lhs symbol, itself. Figure 2 presents these relations. 
( P -XO —» XI . . . XMP a • • v,\ 
Figure 2: L-attributed dependencies of XQ.OL 
Let the set UOL-attr(X¡ .a) denote the used attribute occurrences of p which fulfill 
these two conditions with respect to the attribute occurrence X* .a. 
The other subset of non-circular ags investigated in this paper is the S-attributed 
grammar. An ag is S-attributed if solely synthesized attributes are related to 
the symbols of the grammar. It is clear that the set of S-attributed grammars is a 
subset of L-attributed grammars. 
To help to make these definitions clearer, let us illustrate their use with a concrete 
example. 
Example 1 The S-attributed ag AGtVP — (GtyP,SDtyP,ADtyp,Rtyp) defined 
below determines whether the type of an arithmetical expression is real or integer, 
nonterminals and terminals Vjv = {Expr,Term, Factor, AddOp, MulOp,} 
VT = {Integer,Real, =, —, *, / , A} 
the semantic domain SDtvp T = {typemode,typeop} , where 
typemode = {int,real}, and 
typeop = {add, sub, mul, div} 
F — { / l : typemode X typemode ~> typCmode, 
h • typemode X typeop X typemode typemode} 
where fi(x, y) = if (x = int) A (y = int) 
then int 
else real 
/2(1, y, z) = if (x = int) A (y = mul) A (z = int) 
then int 
else real 
the attribute descriptions ADtyp Inh = 0 
Syn ' {mode, op) 
Syn(Expr) = Syn(Term) = Syn(Factor) = {mode} 
Syn(AddOp) = Syn(MulOp) = {op} 
r(mode) = {int, real} 
r(op) = {add, sub, mul, div} 
the underlying cfg Gtyp and the set Rtvv of semantic functions: 
1, Expro —> Expr 1 AddOp Term 
il(l) = { Expro-mode := f 1 (Exprmode, Term.mode)} 
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2, Expr —Term 
R(2) - { Expr.mode := Term.mode} 
3, Termo Term\ MulOp Factor 
R(3) = {Termo.mode := fo(Termi.mode, MulOp.op, Factor.mode)} 
4, Term —y Factor 
R(4) = {Term.mode := Factor.mode} 
5, Factor —> Integer 
R(5) = { Factor.mode := int} 
Factor —» Real 
R(6) = { Factor.mode := real} 
7, Factor —> (Expr) 
R(7) = { Factor.mode := Expr.mode} 
S, AddOp + 
ii(8) = { AddOp.op add} 
9, AddOp -
R(9) - { AddOp.op := sub} 
10, MulOp -t x 
R( 10) = { MulOp.op := mul} 
11, MulOp -¥ / 
i i ( l l ) = { MulOp.op := diu} 
some o/ the defined and used attribute occurrences: 
DO( 1) = {Expro.mode} 
DO(2) = {Expr.mode} 
DO( 3) = {Termo.mode} 
f / 0 ( l ) = {Expri.mode, AddOp.op,Term.mode} 
UO(2) = {Term.mode} 
(70(3) = {Termi .mode, MulOp.op, Factor.mode} 
It is immediately apparent that for S-attributed grammars, all the used attribute 
occurrences satisfy the L-attributed property. 
Nevertheless, the specification of semantic functions is not trivial even in the case of 
L-attributed and S-attributed grammars. The current paper introduces a method 
which learns the semantic functions of ags like these. 
2.2 Inductive learning 
The idea of using inductive learning methods to define semantic functions of 
an attribute grammar was motivated by the parallelism found between the 
nonterminals of attribute grammars and the predicates of logic programs (see 
[5, 6, 17]). 
In general, an inductive learning method studies a set of positive and negative 
training examples and background knowledge in order to infer a hypothesis which 
approximates the target concept. The inferred hypothesis explains the training 
examples together with the background knowledge such that all positive examples 
can be 'proved' by it and no negative example can be 'derived' from it. Many 
inductive learning approaches use an attribute-value language to represent the 
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examples, background knowledge and the concept to be induced. The most popular 
of these attribute-value learners are decision tree learners used widely in solving 
classification problems ([13, 19]). 
These methods construct decision trees for modelling the target hypotheses from 
the training examples expressed as attribute-value vectors. In a decision tree, every 
interior node is labelled with a test over an attribute which is expected to most 
efficiently classify the current subset of training examples. The possible outcomes of 
these attribute tests assign a name to the branches descending from the nodes. The 
leaves show a "class" to which the examples of the current training set belong. The 
decision trees can be also represented by a set of decision rules (see Example 2). 
The LAG method makes the use of the decision rules during the learning process. 
The decision trees can be constructed by a heuristically guided, hill climbing 
algorithm called ID3 ([12]). Its heuristic is based on an information-theoretic 
measure called entropy, which measures the length of the encoding of the current 
training set in bits. The most popular decision tree learner algorithm is the C4.5 
system ([19]) which is widely used in academic and industrial spheres. There axe 
many good textbooks available on decision tree learner methods ([12, 13, 19]). In 
the following, we represent a decision tree constructed for a learning task. 
Example 2 (A modified version of an example in [12].) The task is to find a concept 
•which describes whether a robot is friendly or not, based on the properties Smiling, Holding, 
Has_ tie, Head_ Shape, Body_ Shape, and an initial set of training examples. 
Smiling Holding Has tie Head_ Shape Body Shape Class 
yes balloon yes square square friendly 
yes flag yes octagon octagon friendly 
yes balloon no round round friendly 
yes flag no octagon octagon friendly 
yes flag no octagon octagon friendly 
yes balloon no square square friendly 
yes sword yes round octagon unfriendly 
yes sword no square octagon unfriendly 
no sword no octagon round unfriendly 
no flag no round square un friendly 
Rule\: Holding = balloon —> class friendly 
Rule2: Smiling = yes A Holding = flag 
—> class friendly 
Rule3: Smiling — no class unfriendly 
RUICA : Holding = sword —> class unfriendly 
Default class: friendly 
Figure 3: The decision tree and decision rules constructed by the C4.5 
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These learning methods which generally yield robust, reliable results are even able 
to handle noisy input data and continuous attributes. However, they have some 
drawbacks as well. In the attribute-value-based representation, variables cannot be 
used, hence these learning methods cannot deal with complex relations. Another 
disadvantage is the inability of use of background knowledge. 
The above problem was bridged by the introduction of inductive logic programming 
(ILP, [12, 14]). The learning methods developed in the ILP framework 
employ first-order logic to represent the learning task, the training examples and 
background knowledge. The latter is used intensively in the learning process. 
The ILP learning system called LINUS ([12]) combines the advantages of attribute-
value learners and first-order-logic-based representation. The learning approach of 
the LINUS system can be summarized in three steps: 
- It transforms the learning task into a propositional form. 
- The transformed learning task is solved by using an appropriate propositional 
learner. 
- The results of this propositional learner are converted back into a first-order 
logic form. 
A similar learning method (see Figure 4) is used in the AGLEARN algorithm for 
inducing attribute grammars. However, the AGLEARN describes the learning task 
and background knowledge used with the help of an attribute grammar instead of 
a logic program. 
LINUS system AGLEARN method 
Learning task Background knowledge Background knowledge Learning task 
completed Prolog program completed attribute grammar 
Figure 4: Similarities and differences between the LINUS system and the 
AGLEARN method 
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2.3 Description of the learning task 
In this section, we formulate the learning task of ags in the following way: 
The goal of the learning is to give a complete specification for the ag AG = 
(G,SD,AD,R) from a, partially given L-attributed ag AGinp = (G, SD, AD, RTNP) 
and a set W{n p of strings taken from the language generated by AGinp. 
The term "partially given" here means that Rinp C R, namely some of the semantic 
functions of AGinP are undefined. This AGinp not only describes the background 
knowledge and the learning task, but is used to generate the training examples 
from the strings of Wi„p . The background knowledge is given as a fully defined 
ag AGBG = ( G , S D B G , A D B G , R I N P ) , where SDBG C SD and ADBG Q AD. T h e 
learning task is specified by the following items: 
(1) The semantic domain SDTAR = (TTAR^TAR) which consists the types of the 
target attributes (Ttar) and initial functions (TTAR) over these attributes. 
SDTAR is defined in advance, such that SDTARU SDBQ = SD holds. The 
LAG method constructs the unknown semantic functions from the elements 
Of Ttar-
(2) The description ADtar = (Inhtar,Syntar,T) of the target attributes are 
related to the symbols of cfg G such that ADtar U ADBG = AD holds. 
(3) A set TO[p) of the target attribute occurrences is assigned to production 
p-.X0^X1...XmroiG. » 
A defined attribute occurrence Xf.a G TO(p) (0 < I < mp) if it has no 
semantic function in Rinp. In this case Xf.a is called target attribute 
occurrence. TO = |J TO(p) denotes the set of all target attribute 
occurrences. 
To be more exact, the learning method infers the unknown semantic functions of 
Rtar for the target attribute occurrences then completes the specification of AGinp 
such that Rtar U Rinp = R will hold. 
The training examples for the target attribute occurrences are generated during 
the derivation of the input strings of Winp. Based on the AGinp, a ddtw is built 
for each w € Winp string. Let no be a node of ddtw labelled by Xq and let 
p : X0 -¥ Xi.. Xmp be applied at this node. Moreover, let Xi,..., Xmp each 
label the successor n\,... ,nmp of no, respectively. Then, during the traversal 
and evaluation of ddt^ for each instance n;.a of Xi.a £ TO(p), (0 < I < mp), an 
example 
e = (w, (ui,vi),...(uk,vk),(ni.a,v0)) 
is added to the training set £Xf.a- The vi,... ,vk denote the values of the instances 
of the used attribute occurrences ult... ,uk 6 UOL-ATTR{Xf .a) that have already 
been computed. With a knowledge of these values, the value VQ of the target 
attribute instance n/.a is defined by the user. 
Example 3 We show what these definitions look like with the help of the type-checking 
example AGtyP (see Example 1). Let us suppose that the semantic functions in the 
production 1 and 3 are unknown: iZ(l) = iZ(3) = 0. 
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input strings Winp = { ( ( 3 * 2 + 6) — 7 ) / ( 3 * 1.5 — 2.5/5) , 
(3 /2 - 1) * 3 + (0.7 * (0.1 + l ) ) / ( 6 * 2 + 4 .3) } 
background knowledge AGBG — (GTYP, S D t y p , ADTYP, RBG), where RBG Q RtyP 
learning task SDtar TtaT = {{true, false}} 
Ftar = {=2}, where =2 is the identity relation 
ADtar Syn = {mode} 
Syn(Expr) = Syn(Term) = {mode} 
r(mode) = {int, rCal} 
target attribute occurrences TO = {Exprl.mode, Term^.mode} 
3 Learning of L-attributed grammars 
In this section we introduce the LAG system which infers semantic functions for 
L-attributed grammars. It takes a partially given ag AGINP and a set Wi„p of 
strings of the language generated by AGinp as input. The term 'partially given' 
here means that AGinp has some attribute occurrences which have no semantic 
function. During the learning process the LAG method infers these unknown 
semantic functions and adds them to AGin p to complete its specification. 
AGinp describes the learning tasks and the background ag AGBG• In addition, it 
is used to generate the training examples from the strings of Win p . For each string 
a ddt is constructed by AGINP, which also consists of instances of target attribute 
occurrences. During the evaluation of the ddt the values of these target instances 
are determined by the user with the knowledge of the values of other attribute 
instances. The latter have been computed automatically based on AGinp. This 
is an important advantage of this system compared to other learning methods 
where a whole set of training examples have to be given in advance. After 
generating the training examples for the target attribute occurrences, the LAG 
system transforms the learning task and background knowledge into2 an attribute-
value representation.3 
The learning tasks represented this way are solved by the decision tree learner, C4.5 
([19]). Finally, the hypotheses produced by the C4.5 in the form of decision rules 
are transformed back into "if-then" semantic functions (see Example 1). 
The basic steps of the LAG method can be summarized as follows: 
• Generation of the training examples from the input strings. 
• Transformation into attribute-value tuples: a training table consisting of 
attribute-value tuples is constructed for each target attribute occurrence. 
• Decision tree learning-, solving the transformed learning tasks using the C4.5 
system: the decision rules are built based on the training tables. 
• Formulating semantic functions: The rules inferred by C4.5 are transformed 
back into the form of semantic functions. 
2described by an attribute grammar 
'expressed as attribute-value vectors 
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3.1 Generation of training examples 
Using the input ag AGinp we build a ddtw for each input string w in Wi„p . In 
these ddts the target attribute occurrences may have arbitrarily many instances. 
Let no be a node of ddt„, where the production p : Xo Xi... Xmp is applied 
and let ni.a, (0 < I < mP) be the instance of the target attribute occurrence 
Xf.a £ TO(p). Further, let UlL-attr(ni,a) denote the set of used attribute 
instances n ^ . u i , . . . ,rik,-us € UI(no,p), which fulfill the L-attributed conditions 
(see p. 283): they were computed before the evaluation of target attribute instance 
ni.a. 
During the evaluation of the ddtm, the user is asked about the values of the 
target attribute instances by substituting the unknown semantic functions with 
a question IQ: 
proc IQ (set : UlL-attr, inst : target); 
begin write ('The used attribute instances have the following values: 0 ; 
VTite (UlL-attr, p ) ; 
read (.target); 
end; 
In addition, replacing using the procedure new_eval() instead of the procedure 
evalQ in the tree_traversal() (see p. 283) process yields examples which are 
added to the training set SxP A for each instance of the target attribute occurrence 
X*.a. 
proc new_eval (set : DI, node : n); 
begin for each a € DI do 
if a£TO then eval(n.a); 
else begin 
a :— IQ(UIi,-attr{n, a), a) ; 
add_ example(w, UlL-attr(n, a), a) ; 
end; 
end; 
During the evaluation, one example is generated for each instance of each target 
attribute occurrence in the ddt№. Hence examples can be produced for different 
training example sets. Since the training set Exp a may contain an example more 
than once, even a small number of input strings can induce numerous training 
examples: |Wmp| < | |J £x*,a\ • 
TO 
Example 4 (Continuing from Example 3) The training example set SExpTi mode is 
generated for the target attribute occurrence Expro.mode of production 1. (A similar 
training set can be constructed for the target attribute occurrence TermQ.mode as well.) 
Let tui = ( (3 * 2 + 6) - 7 ) / ( 3 * 1.5 - 2 .5 /5 ) and 
w2 = ( 3 / 2 - 1) * 3 + (0.7 * (0.1 + l ) ) / ( 6 * 2 + 4.3) 
denote the two input strings. The production 1 is applied three times in ddtwi, hence 
three examples are generated for Expro.mode during the traversal ofddtWl. Similarly, 
the traversal of ddtW2 produces four examples. It is easy to check that ^^xpr1 .mode is the 
following after the evaluation of ddtWl and ddtv,2: 
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UOh-uttT 
w e winp Expri.mode Addop.op Term.mode Expro-mode 
W\ int add int INT 
W\ int sub int INT 
w 1 real sub real REAL 
W2 real sub int REAL 
W2 real add int REAL 
W2 int add real REAL 
W2 real add real REAL 
3.2 Transformation into attribute-value tuples 
Upon generating the training example set, the LAG method transforms the learning 
task into attribute-value tuples. One training table is generated for each target 
attribute occurrence (i.e. in the type-checking example two training tables are 
constructed: one for Expr\.mode and one for Term^.mode). 
There are two ways of formulating the training tables depending on the type of 
target attribute occurrences: 
(1) Enumerated case: when the domain of the target attribute occurrence X^ .a 
is defined by a finite list. In this case our aim is to infer a classification-like semantic 
function for it, where the classes are made up of the c\ , . . . , ck elements of the 
domain. The training table Tx* a consists of columns 
{string} U UOL-attr U IZu U {dass } , 
where columns string, class and UOL-attr are constructed from the training 
example set £xv a . The column class contains the value of Xf.a computed during 
the evaluation of ddtw , where w € {string}. The set 7Zu consists of the satisfiable 
interpretations of each relation r : r(x i) x ••• x r ( z m ) —> {true, false} given 
in SDinp. An interpretation r(ui,..., um) is satisfiable iff U{ € UOL-attr and 
r(tti) = r(xi) , for all i = 1 . . .m. 
Example 5 (Continuing from Example 4) Since we have only one relation — ' in SDinp, 
the set IZu only consists of the column n : (Expri.mode = Term.mode). The training 
table TExpri mode generated is: 
string UOL-attr Tlu class 
w e Winp Expri.mode Addop.op Term.mode r\ Expro.mode 
w l int add int true INT 
Wl int sub int true INT 
W\ real sub real true REAL 
W2 real sub int false REAL 
W2 real add int false REAL 
W2 int add real false REAL 
W2 real add real true REAL 
Based on the training tables constructed in this way the semantic functions are 
produced in the following form: 
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X* .a = if Testis A ••• A Testis then c^ 
else if Test2,i A • • • A Testis then c<2 
otherwise Cis 
where c^,... ,Ci3 e t(X* .a), and Testk,j{k = 1 . . .s,j = i\ .. ,is) is given in the 
form (Columnkj — Vj) with ColumnkJ £ U0L — attr U7Zu and Vj 6 T(Columnk,j). 
(2) Non-enumerated case: if the domain of a target attribute occurrence X* .a 
is non-enumerated then the LAG system is going to infer a semantic function for it 
by employing the elements of Ttar- If so, a slightly extended training table TxP A 
is produced: 
{string, target} U UOL-attr U TZu UTZjr u {c/ass}. 
The columns of the string, UOL-attr, and 7Zu are the same as those of the 
enumerated-typed target attribute occurrences. The main differences between the 
two cases surface in the columns of TZjr, target and class. 
The elements of the set IZ? are defined as a relation (X{ .a = q), where q might be 
an attribute occurrence uk £ UOL-attr or a satisfiable interpretation f(u\,... ,um) 
of / : r (x i ) x • • • x r ( x m ) -4 t(Xp .a). The values of X* .a computed during the 
parsing of the input strings make up the elements of the column target. 
In addition, the elements of the column class = { + , — } denote positive and 
negative examples. The positive examples of the training table will be elements 
of the set £XP A. The negative examples are generated from the positive ones by 
changing the elements of the column target with some randomly selected values of 
T(X;.a). 
Example 6 Let us consider an S-attributed ag AGab, which counts the number of letters 
in a string of the language a*b'. 
1 , 5 -*AB So.n = A\.n + B2-n 2,A->aA A0.n — inc(A\.n) 
3, ¿0-71 = 0 4, B -¥bB Bo.n = inc(Bi .n) 
5, B —>A B0.n = 0 
Let us suppose that all of the semantic functions are unknown. The learning task will then 
defined as follows: 
S ID tar •• Ttar = {N} 
Ttar = {inc1, dec1,+2,—2}, where 
inc: N N + : N x N - > N 
dec : N —)• N - : N x N - + N 
ADtar : Syn = (n) 
Syn(S) = Syn(A) = Syn(B) = {n} 
r(n) = N • 
Win? = {ab, aab, abb} 
TO = {Sin, A20.n, Aln, B^.n, Bin} 
The training table TA2 n for the target attribute occurrence A^.n consists of the following 
columns: 
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7ZT 
W 6 Winp Ao-n Aln r 1 r-2 r3 class 
UOL-attr = {Aln} ab 1 0 false true false + £ II aab 1 0 false true false + 
aab 2 1 false true false + 
n : ( A g . n = Aln) abb 1 0 false true false + 
r2 : (Aln = inc(Af.n)) ab 2 0 false false false • -
r 3 : (AQ.II = dec(Aln)) aab 0 0 true false false -
aab 0 1 false false true -
abb 3 0 false false false -
Similar training tables are generated for the target attribute occurrences So-n, Aq.TI, Bq.TI, 
Bg.n as well. 
Using the training tables structured in this way, the LAG system infers semantic 
functions which have the following form: 
X[.a= if Testis A • • • A Testis then q 
else if Test2,i A • • • A Test2,i2 then qi2 
then qin 
where Testkj denotes the test (Columnkj = vj) with vj 6 T(Columnkj) and 
Columnkj £ UOi-attr U TZu. Here, qik might be a function / € TtaT or a used 
attribute occurrence u £ UOL-attr-
3.3 Learning with the C4.5 system 
The C4.5 system views the learning task described by the training table as a 
classification problem. The possible values of the target attribute occurrence make 
up the set of possible classes. The system constructs a classification model in the 
form of a decision tree or a set of decision rules. The LAG system formulates the 
semantic functions based on the decision rules. 
The decision rules produced by the C4.5 system are represented as follows: 
RulesxP a = < 
Rulei : Columni,i = vi 
Columnni = uni 
class c 1 
Columni,i e UOL-attr U7Zu 
Columnni 6 UOL-attr U 7Zu 
ci 6 r(Xi .a) 
Rule2 : 
Default class: Cdefault | Cdefault £ 
Example 7 Based on the training table rno^e given in the Example 5, the C4-5 
system infers the following decision rules: 
Rules Bxpr^.mode 
Rulei : Expr\.mode = real —> class REAL 
Rul&2 : Expri.mode = mi A 
Term.mode = int —> class INT 
Default class: REAL 
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Similar decision rules are inferred from the training table TA2 „ of the non-enumerated 
target attribute occurrence: 
true —t class + 
RulesA2 n = ^ Rule2 : (Ao.n = inc(A\.n)) = false —» class -( Rule 1 : (Aa.n = inc(A\.n)) = ¡  : .   i. ))  Default class:+ 
3.4 Formulating semantic functions 
First we simplify the set of rules learned by the C4.5 system then transform them 
into semantic functions. 
(1) Enumerated case: The set of rules is reduced as follows: 
Simplified_Rulesxr a = {r E Rules xPa \ ci ̂  Cdefauit}-
This set is transformed to a semantic function of the form: 
X?.a = if (Column\t\ =Vit) A - A (Column\tni =Di,ni) 
then c\ 
else if (Column2,i = «2,1) A ... 
Otherwise Cde fault 
where (Columnij = Vij) occurs in the tests of Simplified_RulesXp a. 
Example 8 The semantic function formulated for the target attribute occurrence 
ExprQ.mode is the following: 
Expro-mode = if (Expri.mode = int) A (Term.mode = int) 
then INT 
else REAL 
(2) Non-enumerated case: here, the rules inferred by C4.5 classify the examples 
into one of two classes: + , —. A rule is accepted iff it tests exactly one column of 
The set Simplified_RulesXP A is constructed in the following way: 
Simplified_RulesXp a = < r¡ 6 RulesxP 
(d = +), and for exactly one k : 
Columrii= (Xt .0 = Qi) 6 7Zt 
with (Columni,/t = true) 
This set is transformed to a semantic function in the form: 
Xi .a = if (Columniri = v^) A. . . (Column\,ni =t>iini) 
then qi 
else if (Column2,i = V2,i) A . . . 
then qn 
otherwise WARNING 
where Columnij are the tests of Simplified_RulesXPa> such 
Columriij 6 UOL-attr U TZy, while qi is a function and (Xf.a = qi) is 
that 
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among the tests of Simplified_RulesXp a. (Note: if during the execution of 
the generated ag for a given input none of the conditions in the above semantic 
function are fulfilled, a warning message is induced for the user. This message 
indicates that the inferred semantic function is not applicable for that input. If 
the Simplified_RulesXP A = 0, then it then means that the LAG system was not 
able to learn semantic function for Xf.a.) 
Example 9 The decision rules for the target attribute occurrence A$.n are simplified in 
the following way: 
Simplified_RulesA2 n = {Rule\ : (Ao-n = inc(A\.n)) = true —• class +} 
Since the simplified set of rules consists of a single rule not containing any tests over the 
elements of columns in UOL-attr UlZu and the test of this rule is an element of 71f, the 
generated semantic function of A%.n is 
Ao-n = inc(Ai.n) 
which is the correct solution. 
Within the non-enumerated learning there is a special case where a constant value 
should be assigned to the target attribute occurrence. In this case a semantic 
function 
Xf.a = c, where c G r(Xf.a) 
is generated automatically based on a preliminary check of positive examples. 
4 Application of the LAG method in NLP 
4.1 Part-of-Speech Tagging Problem 
Research into both text and spoken language understanding is significantly helped 
by investigating those phenomena that occur in actual language use. 
The first stage of the investigation is to assign part of speech (PoS) tags to every 
word representing its syntactic category and morphological properties based on 
large corpora. The corpus is an archive of annotated words including their 
morphological properties as codes called tag. Annotating a given text is a far 
from trivial task since the words often belong to several syntactic categories or 
morphological classes in different contexts (e.g. the Hungarian word "múlt"4 might 
be annotated by a verbal, noun or adjectival tag). 
The task of a PoS tagger (morphological disambiguater) is to automatically select 
the appropriate PoS annotation in a given context where possible. In principle 
there are two main approach for automatic part-of-speech tagging: 
- the probabilistic one which normally uses Hidden Markov Models and 
- the rule-based one which normally uses linguistic rules. 
4múlt (verb) - passed (Perfect 'pass') 
múlt (noun) - past 
múlt (adjective) - past, last 
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In this section we infer rules for a rule-based tagger with the aid of the LAG method. 
We specify an ag which detects correspondences among the parts of the sentences 
such as predicate phrase and subject phrase. Using this structural information 
during the learning process, the LAG system produces disambiguater rules for each 
ambiguous class. 
4.2 The initial data set 
Our Hungarian corpus is the morphologically annotated translation of George 
Orwell's novel 1984• The first tagged version of this corpus was produced by the 
MULTEXT-East project ([7]). The corpus includes approximately 100 000 words 
including punctuation characters. The novel consists of four chapters where the 
first two served as training data for the learning process while chapters 3 and 4 
were used as test data. 
The most widely used encoding is the Morpho-Syntactical Description (MSD, [7]). 
Unfortunately it associates too many different classes with the Hungarian language. 
E.g. based on its stems, a noun could be annotated with 1324 different MSD codes. 
In order to reduce the number of MSD classes the CTAG encoding scheme (Corpus 
Tagging,[16]) was employed, which has just 120 word tags, 4 punctuation tags and 
1 tag for unknown words. Table 2 lists the distribution of the ambiguous classes 
whose instances occur over 100 times in the training and test data. 
Table 2: The most frequently ambiguous classes and their cardinalities 
Occurrence Occurrence 
Classes Training Test Classes Training Test 
data data data data 
asn,vmis3s 490 182 nsn,rgn,rp 112 46 
cp.rg 880 294 psn,rp 142 57 
cp,rg,vmip3s 247 125 psn,t 1867 620 
cp,rp 334 149 pso,rg 217 85 
cp,vmis3s 113 38 rg.rp 150 59 
ms,t 751 222 rg,st 285 100 
nsn,psn 111 52 
For instance, a word which belongs to the ambiguous class [asn, vmisSs] could 
be annotated as a nominative, singular adjective or as a verb in past tense, 3rd 
person singular. In another ambiguous case, the [psn, t] stands for the word 'az', 
which could be annotated as a singular pronoun, nominative case5 or as an article6. 
(A brief description of the corpus tags is given in the Appendix B.) 
Besides the tags there is an identifier associated with every sentence which shows the 
location of a sentence in the original text, namely Orwell, Hungarian translation, 
1st chapter, 2nd section, 1st paragraph, 1st sentence is 
5 ,az' - the 
6 'az ' - that 
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'Ohu. 1.2.1.1' "Derült, hideg áprilisi nap volt, 
az orak eppen tizenhármát ütöttek." 
This sentence is annotated as follows: 
'Ohu. 1.2.1.1',(asn, [asn, wms3s]), wpunct, asn, asn, nsn, vmis3s, wpunct, 
(í, [psn, i]), npn, rg, msa, vmis3p, spunct 
In the sequence of corpus tags an ambiguous case is denoted by a pair given in round 
brackets. The second component is the set of possible tags of the word, while the 
first component shows its correct tag in the given sentence. Using the sequences of 
corpus tags during the learning process we can infer context rules which describe 
general regularities among the morpho-syntactical categories of the language. 
Each ambiguous class is dealt with as an independent learning task so we generate 
an initial input set for each one, based on sequences of the corpus tags. Each 
element of these input sets is structured as follows: 
Sentence.ID, beforei, ..., before7, afteri, ..., after7, correct_ctag 
where correct_ ctag denotes the observed morpho-syntactical category of the word 
in the given sentence. In addition, we consider 7 corpus tags before and after the 
ambiguous case. (Here: we denote the blanks with xxx when this 7-sized window 
extends over the beginning and the end of a sentence). 
Continuing our example, the following tuples 
are added to the input set yVasnyvmis3s 
and WpSn,t of the ambiguous class [asn,vmis3s] and \psn,t], respectively: 
'Ohu. 1.2.1.1', xxx, xxx, xxx, xxx, xxx, xxx, xxx, 
wpunct, asn, asn, nsn, vmis3s, wpunct, t, asn 
'Ohu.1.2.1.1', wpunct, vmis3s, nsn, asn, asn, wpunct, asn, 
npn, rg, msa, vmis3p, spunct , xxx, xxx, t 
Using these sets of sequences the C4.5 system can infer disambiguater rules for each 
ambiguous class, i.e. produce a set of decision rules for the class [asn, vmisSs] such 
that: 
Rulel: beforei = t —• class asn 
Rule 2: afteri = npn —> class asn 
Rule 36: afteri = spunct —» class vmis3s 
Rule 37: beforei = nsa —> class vmis3s 
Default class: vmis3s 
In order to generate more effective rules the LAG method has been designed to 
recognize structural coherences in the sentences via an ag and extend the input of 
C4.5 with them. 
4.3 Description of the learning task 
The ag AGctag introduced here, detects parts of sentences and phrases in ambiguous 
cases. 
The parts of sentences can be derived from the corpus tags, which refer to the 
suffixes of the words as well. The suffix determines the role of a word in a sentence. 
7 It was a bright, cold day in April and the clocks were striking thirteen. 
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We separate the corpus tags into groups based on the role they play in a sentence 
such as predicate, subject, object, attribute, dative adverb, other adverb. The rest 
of the sentence elements are denoted with the value other. Furthermore, the value 
none is generated for the case of xxx tags. 
The phrases, called syntagmas, describe relations among the parts of sentences 
like the predicate syntagma, where the predicate and subject are related, or the 
accusative syntagma, where the predicate and object are related. It is clear that 
the identification of a syntagma depends on the attribute group. 
Furthermore, our experiments show that in most cases the choice of the correct 
corpus tag of a word is influenced only by its neighboring tags. Hence, we use a 
simplified ag AGctag as background knowledge which deals only with tags next to 
the ambiguous case ( size of window = 1 ) and it detects a syntagma among the 
tags after it. (A part of the ag can be found in the Appendix C.) 
Sentence —> 
Sentence_ID " , " BeforeCtags " , " AfterCtags Ctag_Sentence 
Sentence —> A 
' CTAG = {asn, asnx, ..., wmis3s, spunct, wpunct... } 
GROUP = {Pred, Subj, Acc, AdvDat, AdvOth, Att, Other, None} 
SYNTAGMA = {PredSynt, SubjSynt, AccSynt, AdvDatSynt, 
AdvOthSynt, AttSynt, OtherSynt, NoneSynt} 
= 2 } where, = is the identity relation 
Gctag 1 : Ctag_ 
2 : Ctag_ 
SDctag Tctag — ' 
ctag ~ 
ADctag Inh = 0 
Syn = {ctagi, groupi, syntagma} 
Syn(BeforeCtags) = {ctagi, groups} 
Syn(AfterCtags) = {ctagi, groupx, syntagma} 
r(ctag\) — CTAG 
r(groupi) — GROUP 
T(syntagma) = SYNTAGMA 
In order to choose the contextually correct tag in an ambiguous case, a synthesized 
attribute correct^ctag is associated with the start symbol Ctag_Sentence. Its 
semantic function is unknown, so the learning task is described as follows: 
the semantic domain SDtar Ttar = {CTAG} 
Ttar = 0 
the attribute description ADtar Syn = {correct_ctag} 
Syn(Ctag _Sentence) = {correct _ctag} 
r(correct _ctag) = CTAG 
Rtar R(l) = 0 
target attribute occurrence T O ( l ) = {Ctag_Sentence\.correct_ctag} 
input StringS i.e. W;„p = Wo5„,vm.i33 
The learning concept is inferred by the LAG method introduced in the Section 3. 
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4.4 Generation of the training examples 
We build the ddts for every given sequence s of corpus tags for an ambiguous 
class. Recalling that the values of the target attribute occurrence correct_ctag are 
defined in advance in the training corpus, the question IQ is not used during the 
tree traversals. 
For instance, in the case of the ambiguous class (asn, vmis3s) given the set of input 
sequences of V\>asn,vmisZs'-
Ohu .1.2.1.1, xxx, xxx, xxx, xxx, xxx, xxx, xxx 
wpunct, asn, asn, nsn, vmis3s, wpunct, t, asn 
Ohu.1.2.5.5, t, cp, wpunct, vmn, vmis3s, rg, i, nso 
rg, vmip3p, rq, t, nsa, spunct, asn 
Ohu.2.11.40.5, rg, rg, spunct, rp, vmcp3s, nsax, cp 
pso, ms, nsa, spunct, xxx, xxx, xxx, vmis3s 
Ohu.2.11.40.5, nsa, asn, asn, xxx, xxx, xxx, xxx 
nso, wpunct, cp, nsax, vmcp3s, rp, spunct, vmis3s 




U3 U4 Us 
class 
Ohu.1.2.1.1 xxx none wpunct 0th AttSynt asn 
Ohu.1.2.5.5 t 0th nso AdvOth AdvOthSynt asn 
Ohu.2.11.40.5 rg 0th pso AdvOth noneSynt vmis3s 
Ohu.2.11.40.5 nsa Acc nso AdvOth AdvOthSynt vmisZs 
: BeforeCtags.ctagi U2 : AfterCtags.ctagi 
ti3 : BeforeCtags.groupi U4 : AfterCtags.groupi 
us : AfterCtags.syntagma 
class : Ctag_Sentences.correct_tag . 
4.5 Preparation of the training tables 
Since the target attribute occurrence Ctag_Sentences.correct_tag is enumerated-
typed, the training table consists of the columns 
{Sentence_ID} U UOL-attr U IZu U {correct_ctag} 
where 7Zu contains the relations 
ri : (BeforeCtags.ctagi = AfterCtags.ctagi) 
r2 : (BeforeCtags.groupi = AfterCtags.groupi) 
Hence, the training table Tasn,wmis3s is constructed as follows: 
Sentence_ID UOL-attr TZu class 
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4.6 Inferred context rules 





BeforeCtags.groupi = Acc 
AfterCtags .groupi = Oth 
AfterCtags.ctagi = pso 





Rule42 : BeforeCtags.ctagi — wpunct 
A fterCtags.syntagma = AttSynt 
Default class: vmis3s 
class asn 
class asn 
The rule sets are reduced and converted to the form of semantic functions. Let us 
take for instance the case of the ambiguous class asn, vmis3s: 
Ctags_ Sentences, correct _tag = if (BeforeCtags.ctagi = wpunct) and 
(AfterCtags.syntagma = AttSynt) 
then asn 
else if (AfterCtags.ctagi = pso) and 
(AfterCtags. syntagma = AttSynt) 
then 
else vmis3s 
Since disambiguater rules for any ambiguity can be inferred this way the above 
method is a useful tool for a PoS tagger system. 
5 Comparison of the results of C4.5 and LAG 
In the following table we compare the accuracy of the disambiguater rules achieved 
by C4.5 and LAG based on the corpus of Orwell's novel. The accuracy of the rules 
is tested using the chapters 3 and 4 of the novel, these chapters not being used 
during training process. 
Table 3 shows the error numbers and error percentages of the decision rule sets 
generated for the most frequent ambiguous classes. The rules inferred by the 
C4.5 system are based on the sequences of corpus tags (see p. 297). The LAG 
system, however, creates its results by the means of the training sequences which 
axe augmented with structural information detected by the ag given in Section 4.3 
In the column Mark, the sign 
" + " denotes those classes where the use of LAG yields only minor 
improvements, and 
" + + " means significant improvements produced by employing the LAG 
method compared to C4.5. 
The results show the accuracy of the inferred rules is improved if an ag as 
background knowledge is utilised during the learning process. 
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Table 3: The comparison of the C4-5 and LAG system 
Ambiguity 
classes 
Results by C4.5 Results by LAG 
Mark 
training data test data training data test data 
#err err % #err err % #err err % #err err % 
asn-vmis3s 39 8.0 % 15 8.2 % 34 6.9 % 11 6.0 % + 
cp-rg 142 16.1 % 72 24.5% 136 15.5 % 69 23.5% + 
cp-rg-vmip3s 14 5.7 % 31 24.8% 11 4.5 % 23 18.4% + 
cp-rp 41 12.3 % 16 10.7% 10 3.0 % 11 7.4 % ++ 
cp-vmis3s 2 1.8 % 0 0.0 % 0 0.0 % 0 0.0 % + 
nsn-psn 24 21.6% 16 30.8% 4 3.6 % 6 11.5% + + 
psn-rp 9 6.3 % 3 5.3 % 6 4.2 % 3 5.3 % + 
psn-t 28 1.5 % 17 2.7 % 25 1.3 % 15 2.4 % + 
pso-rg 73 33.6 % 34 40.0% 25 11.5% 11 12.9% ++ 
rg-rp 57 38.0 % 15 25.4% 31 20.7 % 8 13.6% ++ 
rg-st 104 36.5 % 44 44.0% 62 21.8 % 35 35.0% ++ 
6 Summary 
In this paper we investigated the specification of ags from the viewpoint of inductive 
learning. We described a learning task for inferring semantic functions of a partially 
defined ag and introduced an inductive learning method for solving this task. In 
the learning approach of the LAG system a number of similarities exist between it 
and ILP methods. These similarities arise from the close connection between logic 
programs and ags. The LAG method infers semantic functions for enumerated and 
non-enumerated attribute occurrences of an L-attributed or S-attributed grammar. 
During the learning process it derives the training examples from input strings with 
the help of background knowledge. The background knowledge given as an ag is 
employed in the preparation the training tables for the target attribute occurrences. 
Using the training tables the C4.5 system produces decision rules which are then 
converted to the form of semantic functions. 
We plan to increase the efficiency of the LAG method by reducing the restrictions 
related to background knowledge, i.e. extend the the algorithm to more complex ags 
than the S-attributed and L-attributed ones. Moreover, we would like to develop a 
more precise algorithm for the non-enumerated cases. 
As regards to the PoS tagging application we would also like improve the 
background attribute grammar to better describe the features of the Hungarian 
language. 
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A Appendix 
The corpus tags used in the Hungarian translation of the Orwell novel ' 1984 ' : 
ASN, ASNX, ASNY, ASA, ASAX, ASAY, ASD, ASDX, ASDY, ASO, ASOX, ASOY, APN, 
APNX, APNY, APA, APAX, APAY, APD, APDX, APDY, APO, APOX, APOY, MP, MPX, MPY, 
MS, MSX, MSY, MD, I, CP, NSN, NSNX, NSNY, NSA, NSAX, NSAY, NSD, NSDX, NSDY, 
NSO, NSOX, NSOY, NPN, NPNX, NPNY, NPA, NPAX, NPAY, NPD, NPDX, NPDY, NPO, 
NPOX, NPOY, PSN, PSNX, PSNY, PSA, PSAX, PSAY, PSD, PSDX, PSDY, PSO, PSOX, 
PSOY, PN, PPNX,PPNY, PPA, PPAX, PPAY, PPD, PPDX, PPDY, PPO, PPOX, PPOY, RG, 
R0, RP,RQ, RV, ST, T, VA, VMCP1S, VMCP1P, VMCP2, VMCP2S, VMCP2P, VMCP3S, 
VMCP3P, VMIP1S, VMIP1P, VMIP2, VMIP2P, VMIP2S, VMIP3S, VMIP3P, VMIS1S, 
VMIS1P, VMIS2, VMIS2P, VMIS2S, VMIS3S, VMIS3P, VMMP1S, VMMP1P, VMMP2, 
VMMP2P,VMMP2S, VMMP3S, VMMP3P, VMN, CPUNCT, SPUNCT, WPUNCT, UNKNOWN, X,Y 
B Appendix 
Here we briefly describe the above mentioned corpus tags. The first letter of each 
ctag stands for the category of the related words: 
Ctag Category Ctag Category 
A Adjective R Adverb 
CP Conjuntion ST Postposition 
I Interjection T Article 
M Numeral V Verb 
N Noun X Residual 
P Pronoun Y Abbreviation 
SPUNCT sent, punct. CPUNCT closing punct. 
WPUNCT wordpunct. 
Then the tags are constructed in the following way: 
After A , N, M and P : The second letter after A, N, M and P denotes the 
cardinality while the third one is related to the cases, and the fourth letter 
refers to the possessive cases: 
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Position 2 Position 3 Position 4 
N nominative 
S Singulair A accusative X / M . X 
P plural D dative Y / M . Y 
0 other 
After V : in the case of verbs the situation is the following: 
Position 2 Position 3 Position 4 Position 5 Position 6 
modes tenses person 
I indicative i 
M main M imperative P present i 9 S single 
A auxiliary C conditional S past •3 P prural 
N infinitive o 
Other combination : MD numeral digit 
RG general adverb 
RP verbal participle 
RV present paxtiple 
RQ interrogative clitic 
C Appendix 
A part of the background ag AGctag defined for PoS tagging problem is: 
BeforeCtags "," AfterCtags Sentences Ctags_Sentences 
Ctags_Sentenees 
Sentence.ID " " 
X 
AfterCtags —¥ Acc.Group Synt.Acc 





syntagma = Synt.Acc.syntagma 
ctag = Acc.Group. ctag 
group = Acc 
syntagma = Synt.Pred.syntagma 
ctag = Pred.Group.ctag 




NonPred.Group "," Synt.AdvDat syntagma- Synt.AdvDat.syntagma 
Pred.Group "," Ctags 
NonPred.Group "," Synt.Acc 
Pred.Group "," Ctags 
Synt.Subj -»• Pred.Group "," Ctags 
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A Fuzzy Approach for Mining Quantitative 
Association Rules 
Attila Gyenesei * 
Abstract 
During the last ten years, data mining, also known as knowledge discov-
ery in databases, has established its position as a prominent and important 
research area. Mining association rules is one of the important research prob-
lems in data mining. Many algorithms have been proposed to find association 
rules in databases with quantitative attributes. The algorithms usually dis-
cretize the attribute domains into sharp intervals, and then apply simpler 
algorithms developed for boolean attributes. An example of a quantitative 
association rule might be "10% of married people between age 50 and 70 have 
at least 2 cars". Recently, fuzzy sets were suggested to represent intervals with 
non-sharp boundaries. Using the fuzzy concept, the above example could be 
rephrased e.g. "10% of married old people have several cars". However, if the 
fuzzy sets are not well chosen, anomalies may occur. In this paper we tackle 
this problem by introducing an additional fuzzy normalization process. Then 
we present the definition of quantitative association rules based on fuzzy set 
theory and propose a new algorithm for mining fuzzy association rules. The 
algorithm uses generalized definitions for interest measures. Experimental 
results show the efficiency of the algorithm for large databases. 
1 Introduction 
The goal of data mining is to extract higher-level information from an abundance 
of raw data. Mining association rules is one of the important research problems 
in data mining [11]. The problem of mining boolean association rules over basket 
data was introduced in [1]. Given a set of transactions where each transaction is 
a set of items, an association rule is an expression of the form X Y, where X 
and Y are sets of items. An example of an association rule is: "40% of transactions 
that contain beer and potato chips also contain diapers; 5% of all transactions 
contain all of these items". Here 40% is called the confidence of the rule, and 5% 
the support of the rule. The problem is to find all association rules that satisfy 
user-specified minimum support and minimum confidence constraints. There are 
many known algorithms for mining boolean association rules (see [2], [4], [5], [10] 
and [13] for just a few examples). 
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In practice the information in many, if not most, databases is not limited to 
categorical attributes (e.g. zip code, make of car), but also contains much quan-
titative data (e.g. age, income). The problem of mining quantitative association 
rules was introduced and an algorithm proposed in [12]. The algorithm involves 
discretizing the domains of quantitative attributes into intervals in order to reduce 
each domain into a categorical one. An example of such an association might be 
"10% of married people between 50 and 70 have at least 2 cars". 
Without a priori knowledge, however, determining the right intervals can be a 
tricky and difficult task due to the "catch-22" situation, as called in [12], because 
of the effects of small support and small confidence. Moreover, these intervals may 
not be concise and meaningful enough for human experts to easily obtain nontrivial 
knowledge from those rules discovered. 
Instead of using sharp intervals, fuzzy sets were suggested in [9] to represent 
intervals with non-sharp boundaries. The obtained rules are called fuzzy associ-
ation rules. If meaningful linguistic terms are assigned to fuzzy sets, the fuzzy 
association rule is more understandable. The above example could be rephrased 
e.g. "10% of married old people have several cars". An algorithm for mining fuzzy 
association rules was proposed in [8], but the problem is that an expert must pro-
vide the required fuzzy sets of the quantitative attributes and their corresponding 
membership functions. It is unrealistic to assume that experts can always provide 
the best fuzzy sets for fuzzy association rule mining. Moreover, if the fuzzy sets are 
not well chosen, anomalies may occur. In this paper we will tackle this problem by 
introducing an additional fuzzy normalization process. 
The rest of this paper is organized as follows. In the next section, we present a 
brief description of how existing algorithms can be used for the mining of quantita-
tive association rules and how fuzzy techniques can be applied to the data mining 
process. Then we will introduce a fuzzy normalization process in Section 3. In 
the same section, we give the definitions of fuzzy association rules and interest 
measures. In Section 4 we propose a new algorithm for fuzzy quantitative associa-
tion rules. In Section 5 the experimental results are reported, followed by a brief 
conclusion in Section 6. 
2 Problem Description 
Several efficient algorithms for mining boolean association rules have been pre-
sented. Boolean attributes can be considered a special case of categorical attributes 
[4] and it is relatively straightforward to generalize the boolean algorithms for cat-
egorical attributes. For quantitative attributes, however, the situation is not so 
simple. We either have to somehow transform the quantitative association rules 
problem into boolean one or to find new algorithms. Here we shall, in fact, apply 
both alternatives. 
A Fuzzy Approach for Mining Quantitative Association Rules 307 
2.1 Mapping Quantitative Attributes to Boolean Ones 
If the quantitative association rules problem can be mapped to the boolean associa-
tion rules problem, any algorithm for finding boolean association rules can be used 
to find quantitative association rules. This mapping can be performed as follows 
[12]. Suppose that we have a database shown in Table 1. 
RID Age Income Status RID Age Income Status 
1 19 1400 Unmarried 11 26 2000 Married 
2 22 1600 Unmarried 12 31 2400 Married 
3 31 2400 Unmarried 13 19 1400 Unmarried 
4 18 1400 Married 14 27 2200 Married 
5 23 1600 Married 15 31 2600 Married 
6 30 2800 Married 16 15 1000 Unmarried 
7 17 1200 Unmarried 17 24 1800 Unmarried 
8 25 2000 Married 18 38 2600 Married 
9 31 2200 Married 19 17 1200 Unmarried 
10 19 1400 Unmarried 20 39 2400 Married 
Table 1: An example database 
Let the relational table contain a boolean field for each attribute value/interval 
for each quantitative attribute. Then the value of any such boolean field, which 
corresponds to (attribute, v), would be "1" if the attribute had v in the original 
record, and "0" otherwise. Table 2 shows this mapping for the example database 
given in Table 1. Age is partitioned into three intervals: 11..20, 21..30 and 31..40. 
For income, two intervals have been defined. The categorical attribute, Status, is 















































Table 2: Mapping to boolean association rules problem 
For example, Record 5, which had (Age : 23) now has uAge : 11..20" equal to 
"0", "Age : 21..30" equal to "1", and Age : 31. .40" equal to "0", etc. 
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2.2 Mapping Problems 
Unfortunately, the mapping approach leads to two problems [12]: 
• Small support: if an interval is too small, a rule containing this interval may 
not have the minimum support; either very few rules are generated or rules 
are nearly as specific as the data itself. 
• Small confidence: if an interval is too large, a rule containing this interval in 
the antecedent may not have the minimum confidence; many rules with little 
information are generated. 
An example of the problem of small support (also called "sharp boundary prob-
lem" in [9]) is shown in Figure 1, suppose [11,20], [21,30] and [31,40] are three 
intervals created on the quantitative attribute Age, with 35%, 35% and 30% sup-
ports. If the minimum support threshold is a bit greater than 35%, then none of 
the intervals has sufficient support. However, there are high frequencies at 19 and 
31, so a small extension of the interval [21,30] would make it frequent. 








Figure 1: Example of small support problem 
Of course, there is no restriction that the intervals should be disjoint. By letting 






15 20 25 
Age 
30 35 40 
Figure 2: Overlapping adjacent intervals 
Combining/overlapping adjacent intervals avoids the small support problem, 
and the number of intervals may be increased to avoid the small confidence problem. 
Unfortunately, this approach introduces a new problem [12]: 
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• Many rules: Consider an interval satisfying the minimum support. Then any 
range containing this interval will also satisfy the minimum support. Thus, 
the number of rules increases, and not all of them are interesting. 
2.3 Fuzzy Approach 
Instead of using sharp intervals, fuzzy sets were suggested in ([3], [9]) to represent 
intervals with non-sharp boundaries, as shown in Figure 3. Using fuzzy sets, an 
element can belong to a set with set membership value in [0,1]. The lower histogram 
in Figure 3 shows membership values chosen for the middle fuzzy set. 
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Figure 3: Fuzzy set 
However, if the fuzzy sets are not well chosen, some anomalies occur. In Figure 
1, the three intervals will be replaced by three fuzzy sets. Suppose the value 30 
has membership degree of 0.9 in the second set and 0.3 in the third set. Then it 
will contribute 0.9 to the support of the second fuzzy set and 0.3 to the third one. 
However, this means that the value 30 will be more important than other values 
since the sum of its contributions to different fuzzy sets has become greater than 
1. In the following section we will tackle this problem by introducing an additional 
fuzzy normalization process. 
3 Inclusion of Fuzzyness in Associaton Rules 
Our starting point is that the fuzzy sets and their membership functions are given. 
In [6] we gave a clustering algorithm for their automatic generation, but here we do 
not make any assumptions of the source of fuzzy sets. In this section we will first 
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introduce a fuzzy normalization process, to derive unbiased membership functions 
for the given fuzzy sets. Then we will give the generalized definition of a fuzzy 
association rule and related interest measures. 
3.1 Fuzzy Normalization Process 
Let I = {¿i, ¿2, • • •, in~} be the complete set of items where each ij (1 < j < n) 
denotes a categorical or quantitative (fuzzy) attribute. Further denote by F(ij) = 
{(ij, I) | I = 1 , . . . , N(ij)} the set of fuzzy sets (or non-fuzzy categories), related to 
item ij, where N(ij) represents the number of fuzzy sets (or number of categories). 
The membership function of (ij,l) is denoted by If ij is categorical, 
ij,i)(v) = 0 or » 7 i ( t , - , i ) = 1- If is fuzzy! 0 < m(ijti)(y) < 1. Thus, categories 
are special fuzzy sets, and can be handled similarly. 
Let t = {t.i\,t.i2, • • • ,t.in} be a transaction, where t.ij, (1 < j < n) represents 
the value of the jth item. Value t.ij can be mapped to 
{(l,m{ijil)(t.ij)) | for all i, 1 < I < N(ij)}. 
We define that F(ij) is a 'fuzzy partition' if m(ij,i)(v) = 1 f ° r each v 
in domain ij where ij is fuzzy. This is a natural generalization to the non-fuzzy 
partitioning of a set into disjoint intervals covering the whole range. In practice, 
the sum may not always be equal to 1. We therefore define a normalization process 
as follows: 
u • \ m(iiti)(t-ij) 
= ^NUT) 777-
Example. Suppose I = {status, age} where status is a categorical attribute with 
the domain of {married, unmarried} and age is a quantitative attribute with three 
fuzzy sets {young, middle, old}. Note that it is possible to define other fuzzy set 
groups for this attribute, t — {unmarried, 25} will be mapped to {{(married, 
0),(unmarried, 1)}, {(young, 0.2), (middle, 0.9), (old, 0.1)}} . 
(Status, married) (Status, unmarried) (Age, young) (Age, middle) (Age, old) 
0 1 0.2 0.9 0.1 
Table 3: Without fuzzy normalization 
Without normalization (Table 3), transaction t would increase the support 
of itemset {Status = unmarried, Age = young} by 0.2, the support of item-
set {Status = unmarried, Age = middle} by 0.9, and the support of itemset 
{Status = unmarried, Age = old} by 0.1. That is to say, this transaction will be 
counted 0.2 + 0.9 + 0.1 = 1.2 times for the item Age. However, it is unreasonable 
for one transaction to contribute more than others, if the corresponding discrete 
sets are disjoint. 
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(Status, married) (Status, unmarried) {Age, young) {Age, middle) {Age, old) 
0 1 0.167 0.75 0.083 
Table 4: After fuzzy normalization 
In contrast (Table 4), the normalization process will further transform the 
transaction t into {{(married, 0),(unmarried, 1)}, {(young, 0.167), (middle, 0.75), 
(old, 0.083)}}, for a total contribution of 1.0 for the item Age: 
It should be noticed that normalization is not always order-preserving, with 
respect to the values of membership functions. It might even produce functions 
which are not concave. For example, suppose that we have a quatitative attribute 
age and three transactions t\ = {25}, t2 = {26} and t3 = {27}. Table 5 shows the 
original and normalized mappings of the transactions into membership values. 
Transaction Age Original memberships 
{young, middle, old} 
Normalized memberships 
{young, middle, old} 
h 25 {0.20, 0.90, 0.10} {0.167, 0.750, 0.083} 
t2 26 {0.20, 0.91, 0.11} {0.164, 0.746, 0.090} 
h 27 {0.18, 0.92, 0.12} {0.148, 0.754, 0.098} 
Table 5: Example of normalization anomaly 
Notice the anomaly for the 'middle' fuzzy set: normalization changes the order 
of membership values. A sufficient (but not necessary) condition for concavity 
is that m(ij,i)(v) is constant for all v in domain ij. In [6] we tackled this 
problem and showed how to create a fuzzy partition directly, without normalization. 
3.2 Fuzzy Association Rule 
After having obtained the fuzzy partitions and their corresponding membership 
functions for each fuzzy set of every quantitative attribute, a new transformed 
(fuzzy) database DT is generated from the original database. Given a database 
DT = {t j, t2, • • •, tn} with attributes I and the fuzzy sets F(ij) associated with 
attributes i j in I, we use the following form for a fuzzy association rule [9]: 
If X = {x\,x2,... ,xp} is A = {ai,a2,... , a p } 
then Y = {yi,y2,...,yq} is B = {bub2,... ,bq}, 
where a* € F(xi), i = l , . . . , p , and bj € F(yj), j = l,...,q. X and Y are 
ordered subsets of I and they are disjoint i.e. they share no common attributes. 
A and B contain the fuzzy sets associated with the corresponding attributes in 
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X and Y. As in the binary association rule, "X is A" is called the antecedent 
of the rule while "Y is B" is called the consequent of the rule. We also denote 
z = X U Y = {zu ..., zp+q} and C = A U B = { c i , . . . , Cp+,}. 
3.3 Fuzzy Itemset Measures - Support and Confidence 
Let DT = { i i , ¿2, - - •, in} be a database, where n denotes the total number of 
records ('transactions'). Let (Z, C) be an attribute-fuzzy set pair, where Z is an 
ordered set of attributes Zj and C is a corresponding set of fuzzy sets Cj. (From 
now on, we prefer to use the word "itemset" instead of "attribute-fuzzy set pair" 
for (Z ,C ) elements). If a fuzzy association rule ( X , A) —» (Y, B) is interesting, 
it should have enough fuzzy support FS(z,c) a n d a high fuzzy confidence value 
FC((X,A),(Y,B)), where Z = X U Y, C = A U B. 
The fuzzy support value is calculated by multiplying the membership grade of 
each (zj,Cj), summing them, then dividing the sum by the number of records [9]. 
We prefer the product operator as the fuzzy AND, instead of the normal minimum, 
because it better distinguishes high- and low-support transactions. 
FS, (Z,C) = 
E i U n j M i f r 4 [(«¿.cj)]) 
where m is the number of items in itemset (Z, C). 




Both of the above formulas are direct generalizations of the corresponding for-
mulas for the non-fuzzy case [1]. 













Table 6: Part of a database containing fuzzy membership values 
The following example illustrates the calculation of the fuzzy support and fuzzy 
confidence values. Let Z — {Age, Income}, C — {middle, low} and a part of 
database shown in Table 6. The fuzzy support and confidence of (Z, C) are given 
by: 
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FS(z,c) 
FCUX,A),(Y,B)) 
0.35 + 0.06 + 0.1 + 0.12 + 0.12 + 0.32 
6 
0.35 + 0.06 + 0.1 + 0.12 + 0.12 + 0.32 
0.7 + 0.2 + 0.5 + 0.3 + 0.6 + 0.8 
= 0.178 
= 0.345 
3.4 Fuzzy Covariance and Correlation Values 
Covariance is one of the simplest measures of dependence, based on the co-
occurrence of the antecedent (X , A) and consequent (Y, B). If they co-occur clearly 
more often than what can be expected in an independent case, then the rule 
(X, A) (Y, B) is potentially interesting. Piatetsky-Shapiro called this measure a 
rule-interest function [11]. We extend it to the fuzzy case, and define the covariance 
measure as: 
Covariance has generally the drawback that it does not take distributions into 
consideration. Therefore, in statistics, it is more common to use so called correlation 
measure, where this drawback has been eliminated. Again, we have to generalize 
the non-fuzzy formula to the fuzzy case, and obtain: 
similarly for (Y,B). 
These definitions are extensions of the basic formulas of variance and covariance. 
The value of the fuzzy correlation ranges from -1 to 1. Only a positive value tells 
that the antecedent and consequent are related. The higher the value is, the more 
related they are. 
We use the information in Table 6 to illustrate the calculation of the fuzzy 
correlation value of a rule. Given the rule, "If Age is middle then Salary is low", 
the fuzzy covariance and correlation values of the rule are as follows: 
FCOV((X,A),(Y,B)) = FS(Z,C) - FS(X,A) • FS(Y,B)-
FCorr(ix,A),(Y,B)) 
FCOV((X,A),{Y,B)) 




0.178-0.516 0.333 = 0.006 
V0.045 • 0.012 
= 0.258. 
314 Attila Gyenesei 
We defined the fuzzy extension of correlation measure, because it is an alter-
native to confidence, when measuring the dependence between the antecedent and 
consequent of a rule. We defined some other alternative measures of interestingness 
in [7]. In Section 5, we shall show results for both confidence and correlation. 
4 Algorithm for Mining Fuzzy Quantitative Asso-
ciation Rules 
An efficient algorithm for mining quantitative association rules has been proposed in 
[12]. However, a new algorithm is needed to solve the mining of fuzzy quantitative 
association rules. The problem of discovering all fuzzy quantitative association 
rules can be decomposed into two subproblems: 
1. Find all itemsets that have fuzzy support ( F S ( X , A ) ) above the user speci-
fied minimum support (see Section 3.3). These itemsets are called frequent 
itemsets. 
2. Use the frequent itemsets to generate the desired rules. The general idea is 
that if, say, X, Y, and X U Y are frequent itemsets, then we can determine 
if the rule X Y holds by computing FC^X,A),(Y,B)) (see Section 3.3). If 
this value is larger than the user specified minimum confidence value, then 
the rule will be interesting. We can also use the fuzzy correlation value 
(FCorr((x,A),(Y,B))) f ° r this problem (see Section 3.4). 
An algorithm for mining quantitative association rules has the following inputs 
an outputs. 
Inputs: A database D, three threshold values minsup, minconf and mincorr. 
Output: A list of interesting rules. 
Notations: 
D the database 
DT the transformed database 
Fk set of frequent k-itemsets (have k items) 
c
k 
set of candidate k-itemsets (have k items) 
I complete item set 
minsup support threshold 
minconf confidence threshold 
mincorr correlation threshold 
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Algorithm: 
Main Algorithm (minsup, minconf, mincorr, D) 
1 F = 0; 
2 I = Search(D); 
3 (C\,DT) = Transform (D, I); 
4 k = 1; 
5 Fk = Checking(Cfc, DT, minsup)-, 
6 while (|Cfc| + 0) do 
7 begin 
8 k = k-\-\\ 
9 if k == 2 then 
10 Ck = Joinl (Fk-i) 
11 else Ck = Join2(F fc_i); 
12 Ck =Prun e(Ck)-, 
13 Fk = Checking (Ck,DT, minsup)-, 
14 F = FUFk-, 
15 end 
16 Rules(F,minconf,mincorr)-, 
The subroutines are outlined as follows: 
1. Search(D): The subroutine accepts the database, finds out and re-
turns the complete item set I = {¿i, ¿ 2 , . . . , in}- For example, 
I — {Age, Income, Status} for the database given in Table 1. 
2. Transform(£), I) : This step generates a new transformed (fuzzy) database 
DT from the original database by user specified fuzzy sets. At the same 
time, the candidate 1-itemsets C\ will be generated from the transformed 
database. (C, is a set of sets of {item, fuzzy set) pairs.) For example, C\ = 
{{(Age, young)}, {(Age, middle)}, {(Age, old)}, {(Income, low)}, {(Income, 
medium,)}, {(Income, high,)}, {(Status, unmarried)}, {(Status, married)}} 
is the complete set of candidate 1-itemsets. 
3. Checking(Cfc, DT, minsup): In this subroutine, the transformed (fuzzy) 
database is scanned and the fuzzy support (F S (X ,A ) ) °f each candidate in 
Ck is calculated. A k-itemset in Ck is deleted if its fuzzy support is less than 
minsup. The remaining candidate itemsets will be kept in Ck- At the same 
time, the frequent itemsets Fk will be generated from Ck-
4. Joinl(Ffc_i): This Join step generates C2 from Fi as follows: 
insert into C2 
select {(X, A), (Y, B)} 
from (X,A), (Y,B) in Fx 
where X ^ Y 
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For example, after this Join step C2 will be C2 = {{(Age, young), (Income, 
high)}, {(Age, middle), {Income, low)}, •• •}, but C2 ^ {•••, {(Age, young), 
(Age,middle)}, - • •}. 
5. Join2(Ffc_i): This Join step generates Ck from 1 as in [1]. For example, 
if we have {{(Age, young), (Income, low)}, {(Age, young), (Balance, low)}} 
in Fk~i, {{(Age,young), (Income,low), (Balance,low)}} will be generated 
in Ck. 
6. Prune(Cjfc): During the prune step, an itemset S in Ck will be pruned if a 
subset of S does not exist in Ck-i-
7. Rules (F): Find the rules from the frequent itemsets F. 
For example, if (Age, young) and (Income, low) are frequent itemsets, then 
we get the (Age, young) => (Income, low) rule, if its fuzzy confidence value 
(and fuzzy correlation value) is larger than the user specified minimum value. 
5 Experimental Results 
In this section, we will examine the accuracy and efficiency of our approach by 
experimenting with a real-life dataset. We applied our approach to a database called 
FAM95. This database contains data for the 63756 families that were interviewed 
in the March 1995 Current Population Survey (CPS), conducted by the Bureau 
of the Census for the Bureau of Labor Statistics. The data had 23 attributes: 7 
quantitative and 16 categorical. 
5.1 Interest Measures 
In this experiment, we use six quantitative attributes to illustrate how the fuzzy 
concept gives more interesting rules than the discrete. The quantitative attributes 
were age of head in years ("head" is the reference person in a family), number of 
persons, children in family, education level of head, head's personal income and 
family income. Each quantitative attribute has three intervals/fuzzy sets. We 
choose the intervals by applying the well-known quantile-based partitioning, so 
that each interval gets the same number of attribute values. 
Figure 4 shows the number of frequent itemsets for different minimum support. 
As expected, the number of frequent itemsets decreases as the minimum support 
increases from 10% to 45%. Fuzzyl denotes the fuzzy method without normaliza-
tion and Fuzzy2 denotes the fuzzy method with normalization. We can see that 
the fuzzy method with,normalization gives fewer frequent itemsets than the fuzzy 
method without normalization. This method and the discrete interval method give 
similar numbers of frequent itemsets. 
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Minimum Support 
Figure 4: Number of frequent itemsets 
Figures 5 and 6 show the number of interesting rules for different minimum 
confidence and correlation values. In both cases the minimum support was set to 
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Figure 5: Effect of minimum confidence 
We can see that the fuzzy method without normalization using confidence to 
calculate interest measure gives the highest number of expected interesting rules. 
However, in the correlation case the fuzzy method with normalization gives more 
rules than the others if the minimum correlation value was 0.6. 
In the following we show some interesting rules. The minimum support was set 
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Figure 6: Effect of minimum correlation 
to 20%, minimum confidence to 50%, and minimum correlation to 0.5. 
IF IncHead is low THEN IncFam is low 
IF IncHead is medium THEN IncFam is medium 
IF FamPers is low AND IncHead is low THEN IncFam is low 
IF NumKids is low AND IncHead is low THEN IncFam is low 
IF FamPers is low AND NumKids is low AND IncHead is low THEN IncFam is low 
5.2 Scale-Up Experiment 
In this experiment, we will give the results on the performance of the algorithm 
using the confidence and correlation interest measures. The running time for the 
algorithm can be split into two parts: 
• Candidate generation. The time for this is independent of the number of 
• Counting support, confidence and correlation. The time for this is directly 
proportional to the number of records. When the number of records is large, 
this time will dominate the total time. 
Thus we would expect the algorithm to have near-linear scaleup. This is con-
firmed by Figure 7, which shows the execution time as we increase the number of 
input records from 10000 to 64000. Note that we use five quantitative attributes in 
the database and each attribute has three fuzzy sets. We have set the user specified 
parameters such that both methods will give the same number of rules. The graph 
shows that the methods scale quite linearly for this dataset. 
records. 
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Number of Records ( x 10000) 
Figure 7: Scale-up: number of records 
6 Conclusion 
In this paper, we showed a new algorithm for mining fuzzy association rules, which 
were introduced in earlier papers. We assign each attribute with several fuzzy sets 
which characterize the quantitative attribute. Fuzzy sets provide a smooth transi-
tion between member and non-member of a set. We gave three different definitions 
for interest measure: fuzzy support, fuzzy confidence, and fuzzy correlation. 
We showed two different methods of mining fuzzy quantitative association rules: 
without normalization, and with normalization. The unnormalized method gives 
the highest number of interesting rules. The normalized fuzzy method gives about 
the same number of rules as the discrete. However, either result set might not be 
included in the other. 
We proposed a new algorithm for mining such quantitative association rules. 
Our experiments on a real-life dataset indicate that the algorithm scales linearly 
with the number of records. They also showed that the confidence interest measure 
gives better performance than the correlation interest measure. 
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