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INTRODUCTION 
Characterizing images as redundant waveforms is not a new 
concept and neither is modeling autocorrelated signals by 
linear prediction [1,2]. By encoding image waveforms as 
prediction error sampIes, it is possible to obtain better 
signal reconstructions for a given coding rate than by encoding 
the original waveforms. Similarly, it is possible to reduce 
the coding rate for a given level of SNR [3]. 
A linear predictive coder is made up of two components, a 
predictor and a source encoder orquantizer. In general, the 
source encoder or quantizer input of a linear predictive coder 
is a difference signal 
where f(i) accented by nAn is an estimate for f(i). A variety 
of estimation techniques have been presented in compression 
literature with linear prediction being one of the most highly 
developed and efficient. Therefore, the discussion here will 
center on the following linear prediction equation [1,2]: 
N L h j f(i - j) + a(i) (2) 
j=l 
where the hj's are the prediction coefficients, the f(i - j) 's 
are the pearest neighbors to f(i) along the same scan line, the 
a(i) 's are a zero mean white noise sequence, and N is the 
number of values used to form the prediction called the 
predictor order. 
Although two-dimensional linear prediction methods have 
appeared in the literature [3,4,5], one-dimensional linear 
prediction of the scan lines of images will be presented. This 
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will simplify the discussion and implementation without 
significantly sacrificing detail and efficiency. 
DIFFERENTIAL PULSE CODE MODULATION 
An important example of linear predictive co ding is 
differential pulse code modulation (DPCM) which is based on the 
notion of quantizing a prediction error signal [3,4,6,7]. 
Note, in Figure 1, the predictions are based on previously 
quantized gray-levels and not on the original unquantized 
gray-levels. This is to eliminate any drift in the decoded 
signal caused by quantization errors during the encoding of the 
image waveform. Thus, the prediction equation changes to 
N L h j f(i - j) 
j=l 
where the f(i - j) 's accented by "-" are the previously 
quantized gray-levels. Assuming no errors occur between the 
encoder and the decoder, the previously quantized gray-levels 
are identical to the decoded gray-levels. Thus: 
N 
f(i) = L h j gei - j) 
j=l 
N L h j [f(i - j) + e(i - j)] 
j=l 
where e(i - j) is the quantization error associated with the 
prediction of the previously encoded gray-level f(i - j). 
If there are a sufficient number of quantization levels: 
k ~ 4 for nonadaptive prediction or k ~ 2 for adaptive 
prediction; the effect of the quantization errors in Equation 
(4) is negligible [3] and Equation (3) can be approximated as 
d(i) u (i) f (i) g(i) 
Quantizer 
A A 
f(i) f(i) 
Predictor Predictor 
a.) Encoder b.) Decoder 
Figure 1. Block diagram of a DPCM system. 
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N L h j f(i - j) (5) 
j=l 
The prediction coefficients hj can be determined using this 
approximation without any knowledge of the quantization errors. 
In the following three sections the input waveform is assumed 
to be a random sequence f(i), with mean ~f = 0, variance 
af2 = Rff(O), covariance Rff(x), and normalized autocovariances 
Px = Rff(x)/af2 for x = 1,2, ... Although the normalized 
autocovariances do not completely describe the input waveform, 
they will be adequate for the determination of the prediction 
coefficients for a subclass of optimal predictors based on 
Equation (5). 
Linear Predictors of Order N = 1 
Given the input waveform assumptions for ~f' af2, and Px 
as outlined above, consider the first-order predictor, h1 f(i -
1). The prediction error is the difference signal 
and its variance is 
(7) 
The optimum first-order predictor, corresponding to the minimum 
prediction error variance min{ad2 } is found by setting dad2/dhl 
= ° and solving for the optimum h1' The optimum prediction 
coefficient hl,opt for the first-order predictor is equal to 
the first normalized autocovariance value: 
(8) 
By substituting hl,opt = PI back into Equation (7), the 
expression for the minimum prediction error variance can be 
expressed as (1 - P1 2 ) af2. Note, as the acf coefficient PI 
approaches unity the prediction error variance approaches zero 
and the prediction equation reduces to the difference between 
adjacent samples. 
Linear Predictors of Order N = 2 
Now, consider the second-order linear predictor hl f(i -
1) + h2 f(i - 2), with prediction error and prediction error 
variance: 
and 
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respectively. The optimum second-order predictor, like the 
optimum first-order predictor, corresponds to the minimum 
(10) 
prediction error variance and is found by setting acrd2/ah1 = 0 
and acrd2/ah2 = 0: 
acr~ 
h 1 + h 2Pl 0 = - Pl = 
ah1 
acr2 d 
h 2 + h1Pl - P2 0 = = 
ah2 
and solving for hl,opt and h2,opt simultaneously. The 
simultaneous solution for hl,opt and h2,opt is 
Pl(l - P2) 
h1,opt = 
p2 1 
- 1 
2 
P2 - Pl 
h 2 ,opt = 
- p~ 1 
(ll) 
(12) 
In practice Pl and P2 are usually estimated from the normalized 
autocovariance function. 
Linear Predictors of Order N 
The low order predictors of the previous two sections are 
relatively simple to determine. In this section, higher order 
predictors N ~ 3 are discussed and general express ions of the 
optimum predictors for these cases are presented. These 
express ions still hold for the previously defined low order 
cases, however, it was not difficult to develop their 
expressions directly. Generally, the improvement obtained, in 
terms of reduced prediction error variance, by using higher 
order predictors may not be worth the extra computation 
involved. When applied to NDE x-ray radiographs, it was found 
that the adaptive DPCM technique using a first-order predictor 
and 2-bit quantizer for the prediction error signal produced 
image reconstructions with negligible image distortions in most 
cases. Results using higher order predictors did not show any 
noticeable visual improvement in most cases and only slight 
visual improvement in others, but they did result in 
consistently lower mean square errors when compared to the 
first-order case. 
The one-step-ahead prediction of the form 
N 
f(i) = L h j f(i - j) (l3) 
j=l 
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is a weighted sum of N previous sampIes. As mentioned earlier, 
these predictions are based on previously quantized sampIes 
rather than on actual input sampIes. However, it was also 
mentioned that with a sufficient number of quantizer intervals 
for the quantization of the prediction error values, the 
difference between them is negligible. 
In a manner similar to the previous derivat ions, the 
prediction is optimized to produce the minimum of the 
prediction error variance 
The minimum of the prediction error variance is a function of 
all the prediction coefficients hi and 
(15) 
is a necessary condition for the minimum mean square prediction 
error. One method of solving for the optimum prediction 
coefficients is to expand the square in Equation (14) 
explicitly, similar to the first- and second-order cases 
presented earlier. The solution to this system of equations is 
given by the Yule-Walker equations [2,3] 
N 
Rff(X) = L hj,opt Rff(lx - jl); x = 1, ... ,N 
j=1 
or in matrix form, 
[rff(1)] [Rff(O) Rff(l) 
rff(2) _ Rff(l) Rff(O) 
r,;(N) Rff(~-l) R,/N-2) 
In matrix notation, 
rff = R ff h oPt 
h oPt 
-1 
= R ff rff 
where rTff 
1,2, ... ,N. 
{Rff(i)}, Rff 
Rff(N-llr' 0" 1 ,/N-2) h 2 ,opt 
· . 
· . 
· . 
Rff(O) hN,oPt 
{Rff(li-jl)}, and i,j 
(l7) 
(18) 
Although the prediction error variance decreases as N 
increases (for small N), it is not necessarily best to use the 
largest N possible for any given application, which was 
discussed at the beginning of this section. 
Nonuniform Ouantization 
The conversion of a continuous amplitude signal to a 
discrete amplitude signal is easily accomplished through 
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uniform quantization, however, uniform quantization is not 
necessarily the most efficient. In general, a quantizer can be 
designed that results in a lower quantization error variance 
than uniform quantization. This is accomplished through the 
judicious placement of decision levels. By producing smaller 
decision intervals where the relative probability of occurrence 
of the quantizer input signal is high and larger decision 
intervals otherwise (nonuniform quantization) the quantization 
error variance is reduced over the use of uniformly spaced 
thresholds (uniform quantization). A result of this, however, 
is that the quantization error variance depends on the 
probability density function (pdf) of the quantizer input 
signal. 
Nonuniform quantizers can be optimized to yield the 
minimum mean-square error (mmse) [3,8,9] or the minimum mean-
absolute error (mmae) [10]. A minimum mean square, pdf-
optimized, nonuniform quantizer can be determined in one of two 
ways: by an exact, iterative solution or by an approximate, 
analytical solution [11]. 
The iterative solution for a pdf-optimized nonuniform 
quantizer is based on the following equations 
for j = 2,3, ... ,K, f1,opt -~, and fK+l,opt ~, and 
Uj,opt = 
for j = 1,2, ... ,K [3,9]. 
(19) 
(20) 
Note, the first of these equations shows that the optimum 
decision levels dj,opt are halfway between neighboring 
reconstruction levels Uj,opt, and the second equation shows 
that a reconstruction level should be the centroid of the pdf 
within the appropriate interval [3]. Max [9] solved these 
equations for various density functions and levels of 
quantization 2k , where k is a positive integer. Table 1 
summarizes the results derived by Max for a Gaussian pdf, l-
and 2-bit quantization, and the assumption that the quantizer 
input signal variance crd2 is unity. To apply the levels in 
Table 1 one must scale them by the quantizer input signal 
variance (if it is other than unity) . 
In summary one must be concerned about the method of 
quantization and the errors it produces. In compressing an 
image the gray-levels may be transformed to another form in 
which it may not be possible to obtain an efficient digital 
code. Thus, these values must be quantized rather than encoded 
by, for example, Huffman coding [12]. 
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Table 1. PDF-Optimized Quantization Levels (Gaussian Source) 
k I-bit 2-bit 
j dj,opt Uj,opt dj,opt Uj,oPt 
1 -00 -0.798 -00 -1. 510 
2 0.000 0.798 -0.982 -0.453 
3 00 0.000 0.453 
4 0.982 1. 510 
5 00 
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