Past research on augmented systems has been predominately concerned with measuring and classifying an operator's functional states. Only recently has the field begun researching mitigation strategies. The purpose of this paper is to add further conceptual understanding to mitigation strategies. Based upon the decision making literature, we pose three issues that mitigation strategies need to resolve: the types of decision strategies an operator uses, the structure of the information that an operator processes, and finally, the cue or pattern of cues that the operator relies on in making decisions. These issues are important to ensure that mitigation strategies are congruent to operator's decision-making behaviors.
I. INTRODUCTION
Traditional approaches in human-computer interaction (HCI) to alleviate human cognitive limitations have focused primarily on design and training [1] . For example, memory aids such as checklists or mnemonics are embedded within the design process and plant procedures to circumvent human memory limitations. Repetitive training and rotelearning are performed to improve performance under stressful conditions. And finally, task analyses are conducted during the design process to determine shared resources among operators to reduce workload. The major limitation to these approaches besides high costs and time is that they are ineffective in generalizing to unexpected events [1] . For instance, during an unanticipated event, automated control may be shifted to operator's manual control. This shift in control abruptly places high workload upon the operator. Under these situations, it is advantageous to have a system (similar to Figure 1 ) that can monitor, assess, and be sensitive to these human conditions. For these reasons, developing a human augmented system (akin to physical system monitoring) that can actively monitor and assess an operator's level of workload and stress is essential to reduce plant risk (See Figure 1 ). The diagram in Figure 1 begins with a command (e.g., an event induces the control to be switch to manual) influencing the task. The sensors (e.g., physiological or behavioral gauges such as eyetracking and EEGs; see Reference [3] for a more detail discussion on different types of augmented system sensors) detect activities from the user, environment, and task, and produce models that reflect the current state of the user, environment, and task. The resulting models are integrated and interpreted by an augmentation manager that assesses and determines an appropriate strategy to mitigate the information system bottle-necks [2] . Hence, with an augmented cognition system, an operator's ongoing experience of heavy taskload, stress, or fatigue can be assessed by the system. The system can then re-configure and decrease the flowrate of information to heavy-tasked operator, guide the operator's attention to relevant information in the display by highlighting, blinking, or zooming in to the pertinent information [2] , or the system can switch more of the workload activity away from the operator. Thus, the purpose of mitigation strategies is to reestablish optimal performance through manipulation of the work environment [4] . An analogy is an air conditioning system that is triggered, when the thermostat senses the room temperature is high, to reestablish the ideal room temperature. The assumption of an augmented system is that human informationprocessing bottlenecks (e.g., amount of information that can be attended and processed within a certain time) can be circumvented or overcome through use of effective mitigation strategies [5] . Research has demonstrated that effective use of mitigation strategies can improve operator performance, enhance situation awareness, and reduce performance errors [4] .
One common mitigation strategy is task sequences, determining the appropriate scheduling, ordering, or prioritizing of information presented to the operator [4, 5] . For example, when the augmented system detects a high level of workload from the operator, the augmented system could reduce information load by presenting fewer and higher priority information while keeping low priority information on hold until the augmented system determines that the high workload has been resolved. A limitation of task sequences is that the operator does not have access to all information [4] . Because of this, a task sequence mitigation strategy needs to be designed within the theories of human decision making to avoid operator's losing control his/her environment. This paper will address the following key issues relating to task sequence mitigation strategy:
Decision Strategies -Accidentally altering an operator's decision strategies as when the task sequence invoking a more intuitive or heuristic processing when the situation calls for more elaborate problem-solving behaviors. Information Complexity -Consider information complexity in addition to scheduling and prioritizing of information such as when the situation calls for a quick sense-and-respond behavior but the information is too complex to support such behavior. Information Search Strategies -Disruption of the operator's information search strategy such as when the low priority information is a key element in a pattern-matching search strategy.
II. Decision Strategies
A number of theoretical models [6, 7, 8,] have suggested that operators use different decision making strategies to cope with the complexity of a dynamic environment-intuitive and analytical. Table 1 presents characteristics of intuition and analytical processes [9] .
For instance, Hammond's [6] Cognitive Continuum Theory (CCT) places the decision processes in a continuum with one end of the continuum representing a fast, effortless, associative intuitive processing where the environmental cues are simply sensed and automatically responded. On the other end of the continuum is a slower serial and effortful analytical reasoning processing where environmental cues are integrated, interpreted, and evaluated. Finally, between the extreme ends in the continuum is the quasi-rational processing which represents a compromise between intuition and analytical processes. Quasi-rational processing occurs when full analysis of the situation is not possible and full intuition would not be acceptable [10] .
This concept of dual-processes of decision making has recently been extended to encompassed experts' decision making performances. According to Klein's [7] Recognition-Primed Decision Making (RPD), experts have a wealth of knowledge (experiences) in their domain of expertise. Thus, experts can simply recognize a pattern of cues (i.e., pattern matching) or identify an important cue (i.e., pattern discrimination) to retrieve the relevant course of action(s) from memory. This pattern-matching behavior is believed to correspond to Hammond's notion of intuition processing, because it's fast and effortless. On the other hand, if a situation arises for which the expert is unsure of the proper course of action, experts would assess and evaluate the situation through "mental simulations" in which the expert answers the question, "If I do this, what is likely to happen?" [11] . Mental simulation is believed to correspond to Hammond's notion of analytical processing, because mental simulation takes time and effort, and is controlled. A critical assumption in the dual-process decisionmaking framework is that optimal performances depend on successful mapping between the operator's decisionmaking strategies and the environment demand. An example would be quickly deciding on a good-enough solution based upon one's previous experience under high time pressure. On the other hand, sub-optimal performance occurs when the operator's decision strategies are ill-mapped in relation to the environment demand, for instance, evaluating a situation through mental simulations when the situation calls for an immediate response.
Because of this, it is argued here that mitigation strategies should be designed within the decisionmaking framework to ensure that the mitigation strategy is not inappropriately matched with the operator's decision strategies. For instance, during normal conditions in a nuclear power plant control room, an operator is occupied with monitoring behaviors. The operator's monitoring behavior during nominal conditions is complex, knowledge-driven, cognitively demanding, and can be characterized as a more problem-solving and planning activity than a passive vigilance activity [12] . To successfully assess system state and develop plans for anticipated future events, the operator requires assessing and evaluating a broad range of information to analytically simulate "what-if scenarios" as well as anticipatory plans if the plant state changes to off-normal. Thus, normal operating conditions require that the operator uses analytical processes. Augmented systems that are insensitive to this need can accidentally disrupt the operator's decision making processes. For example, the augmented manager monitors and concludes that the operator is fatigued and initiates the task sequence mitigation strategy. The task sequence strategy shows only high priority information, thus disrupting the operator's ability to fully analyze the system state and anticipate future events. Furthermore, by presenting only partial information, task sequences may steer the operator to a more intuitively pattern-matching decision process (response based upon recognized cues) than an analytical mental simulation process of forecasting future plant states.
III. INFORMATION COMPLEXITY
Mitigation strategies also need to be sensitive to the appropriate level of information complexity that is best suited for different decision making processes. For this, a description of Rasmussen's [13] Skills-, Rules-, and Knowledge-Based (SRK) framework is needed.
Rasmussen labeled the different levels of cognitive control as skill-based (SB), rule-based (RB), and knowledge-based (KB). The skill-based (SB) level represents a highly experienced operator whose response tends to be automatic in that he or she doesn't need to interpret and integrate information but, rather, respond based upon relevant environmental cue(s) or "signals" to guide the action. The rule-based (RB) level represents a familiar operator who understands different rules (e.g., procedures) to use under different environmental conditions. Thus, the operator needs to interpret the environmental context or "signs" to apply the appropriate rules of action. Finally, at the knowledge-based (KB) level, the operator is not knowledgeable of the situation and, thus, relevant environmental cues (i.e., signals) as well as familiar context (i.e., signs) is absent. Because of this, the operator would need to integrate and interpret the environmental context or "symbols" more fully to select an appropriate action [11] . The SRK framework shares many similar features with the RPD and CCT frameworks and has since been attempted to be integrated in the literature (See Table 2 ; See Reference [10] for details).
An implication of the SRK framework is one that provides insights about the type of information that would be most suitable under different decision processes, "signals" in SB, to guide actions; "signs" in RB to trigger appropriate procedures and rules, and "symbols" in KB for information integration, interpretation, and evaluation. Because of this, it is argued here that mitigation strategies be designed to foster this mapping of information complexity to appropriate levels of decision-making processes. For example, during normal plant condition, the operator may want to process information complexity in the form of "symbols" to integrate and evaluate current and future plant conditions. When an off-normal event occurs, the operator may shift his or her attention to more of a rule-based or pattern discrimination decisionmaking processes in identifying the correct procedures or rules to follow to bring the plant back to a normal condition. During this time, the augmented system detects high arousal or workload and triggers task sequence mitigation strategies to limit the amount of information processing or highlights critical information sources. A mismatch between information complexity and decision-making processes occurs if the presented or highlighted information is still structured as "symbols," calling for higher decision-making strategies (i.e., knowledge-based) than what the operator is currently processing (i.e., rule-based). This mismatch would prevent operators from using rule-based processing and require them to shift to a higher knowledge-based processing that can put the system at risk if time is a factor.
IV. INFORMATION SEARCH
Several theories of expert performance [14, 15, 16] have discussed superior performance in terms of expert ability to identify relevant or meaningful subtle cues (or patterns of cues) in the environment to which they can exploit their rich and elaborative domain knowledge. This though is in line with Brunswik's [17] "Lens Model" (presented in Figure 2 ) in which information about the environment is represented by cues or patterns of cues (represented as proximal information in Figure  2 ). Superior expert performance emerges when experts can recognize these meaningful cues via their cognitive (information) search strategies to drive their decision making processes. As described by Vicente and Wang [14] :
Figure 2. Diagram of Brunswick's Len Model
"There can be expertise effects [in memory recall] when there are goal-relevant constraints (i.e., relationships pertinent to the domain) that experts can exploit to structure the stimuli. The more constraint available, the greater the expertise advantage can be. Fully random stimuli have no constraints, so no expertise advantage would be expected. To realize these potential advantages, experts must be attuned (i.e., they must attend) to the goal-relevant constraints in question. If they do not pick up on this information, then no expertise advantage is expected." (p. 36)
Because of this, it is argued here that the mitigation strategy is sensitive to what operators perceive in the environment as relevant or meaningful cues as well as ensuring that such cues are not blocked or patterns of cues are not distorted during the mitigation (e.g., task sequence). This is especially critical if the operator relies on such cues or patterns of cues to assist in deriving the correct procedure action or developing an elaborative understanding of the plant state. Thus, it is suggested that a clear understanding of what cue or pattern of cues the operator tends to use to diagnose and take action should be identified (via task analysis or abstraction hierarchy) during the design of mitigation strategies.
V. CONCLUSION For a system akin to Figure 2 to be effective, it must be accurate in measuring the operator's functional state (i.e., workload), it must be accurate in classifying the operator's functional state (i.e., high vs low workload), and it must be capable of triggering appropriate mitigation strategies. Prior research on augmented systems has been predominately concerned with measuring and classifying the operator's functional states. Only recently has the field begun researching mitigation strategies and successfully discussed mitigation strategies in terms of how information should be presented (priority, highlighting, information flow), when should mitigation strategies be implemented without interrupting operator's primary task, and which modality (i.e., tactile, visual, auditory) the information should be presented based upon the working memory literature. The purpose of this paper was to add further conceptual understanding to mitigation strategies. Based on the decision making literature, we pose three issues that mitigation strategies would need to resolve: the types of decision strategies an operator use, the structure of the information that an operator processes, and finally, the cue or pattern of cues that the operator relies on in making decisions. These issues are important to ensure that mitigation strategies are congruent to operator's decision-making behaviors.
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