Caracterização das probabilidades como derivadas no sentido de Schwartz de funções de distribuição by Santos, Ivan Barros
U N I V E R S I D A D E  F E D E R A L  de S A N T A  CATARINA
C A R A C T E R I Z A Ç A O  das P R O B A B I L I D A D E S  como 
D E R IV A D A S  no SENTIDO de SCHWARTZ  de 
F U N Ç Õ E S  de D I S T R I  BUICÃO^
por
Ivan Barros  Santos
FLor ianópol i s 
outubro de 1982
Esta Tese foi julgada adequada para a obtenção de título de
"WESTRE EW CIÊNCIAS"
Especialidade era Matemática, e aprovada em sua forma final pelo 
Curso de Pós-Graduação em Matemática da Universidade Federal de 
Santa Catarina.
BANCA EXAMINADORA;
Prof. Almir doaoyim de Sousa, Ph.D.
Prof. Inder jeet Taneja, Ph.D
iii
Agradec imentos
Sinto-me na obrigação de registrar os meiis a 
gradecimentos a todos os colegas, funcionários e professores que 
direta ou indiretamente, concorreram para a efetivação deste tra 
"balho.
X Tarcísio Praciano Pereira, também coopera- 
dor deste êxito como orientador, o meu mais profundo reconheci­
mento.
X minha esposa:
Olimpia
Ao meu pai:
Josaphat
Abst rac t
We show in the chapter 2 subjects that
adjust an additional preparation to a wide revision of the themes
that will be boarded in the following chapters. We begin with
some basic concepts of vectorial spaces of fxmctions, throij^
which we try to delineate a logical fundaraentation of linear
functional (continuous), classifying them as finite mesurement
of the dual C (R). In the chapter 3, we show a derivativec
process in the sense of Schwartz that generalize the common 
derivative. At last, we have in the chapter 4, the conclusion 
of the results obteined in the previous chapters, by the theorem 
of measiire probabilities, as derivatives of their distributing 
functions.
Resumo
Pocalizamos no capítulo 2, assimtos que in­
cluem uma preparação suplementar, proporcionando uma revisão am­
pla dos temas a serem tratados nos capíttilos seguintes. Começa­
mos com alguns conceitos básicos de espaços vetoriais de f\xn- 
ções, pelos quais procuramos delinear uma fundamentação lógica 
de funcionais lineares (contínuos), conceituando-os como medi­
das finitas do dual de C (R). No capítulo 3» mostramos um pro-c
cesso de derivação no sentido de Schwartz que generaliza a de­
rivada usual do cálculo. Pinalmente, deparamo-nos com o capítulo 
4, que vem encerrar os resultados obtidos nos capítulos anterio­
res, através do teorema que trata de medida de probabilidades, 
como derivadas de funções de distribuição.
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Capítulo 1
INTRODUÇÃO
Os tópicos abordados no presente trabalho ini 
ciam-se com enimciados claros das definições, princípios e propo 
sições a ele pertinentes, acompanhados de material ilustrativo e 
descritivo. Consequentemente, para a sua melhor assimilação, di­
vidimo-lo em três capítulos que consideramos essenciais.
0 capítulo 2, encerra a esquematização bási­
ca da teoria que será desenvolvida, motivo pelo qual considera­
mos sua leitura indispensável, mesmo àqueles experientes em aná­
lise e com conceitos topológicos. Sob o títiilo "Dualidade em Es­
paços de Punções”, dividimo-lo em cinco parágrafos, sendo o pri­
meiro deles reservado aos espaços vetoriais, especificamente a- 
queles que são do nosso real interesse, ou sejam, os espaços ve­
toriais de funções; nos dois parágrafos subsequentes, conceitua­
mos "Dual Algébrico" e "Dual Topológico". No parágrafo 4, que 
trata de "Espaço Vetorial Topológico", identifica-se uma certa 
deficiência, uma vez que não garantimos a continuidade dos no£ 
sos funcionais. Contudo, no último parágrafo, tentamos suprir e£ 
sa lacuna, atrvés da construção da topologia compacto-aberta que 
é a adequada para integrais como funcionais lineares. Enfim, con 
centram-se no capítulo em referência, os pre-requisitos básicos 
para a leitura dos capítulos subsequentes.
Dando continuidade apresentamos o capítulo 3 
("Derivação no Sentido de Schwartz"), onde justificamos nosso
/ 1 ' trabalho temporário com o espaço C^ (R), ao invés de ® '
também enfatizamos a extensão do processo de derivação que gene­
raliza a derivada usual do cálculo, cujo método consiste no pro­
cesso de derivação no sentido de Schwartz, nascido nos primei­
ros trabalhos envolvendo o conceito de funções generalizadas que 
finalmente "Laurent Schwartz" conseguiu englobar em sua teoria 
das distribuições. Enriquecemos o cap-6ulo com um importante exem 
pio que levou os físicos a cometerem, na década passada, um gra­
ve erro do qual decoireu uma nova teoria matemática, a "Teoria 
das Distribuições".
Reservamos para o ultimo capítulo, o tema 
principal que defendemos, qual seja, a "Caracterização das Pro­
babilidades como Derivadas no Sentido de Schwartz de Funções de 
Distribuição". Esse capítulo vem encerrar o trabalho e ao mesmo 
tempo justificar a elaboração de toda uma teoria que serviu como 
suporte para chegarmos a uma conclusão final. Apresentamos,, ini­
cialmente, as definições de medida de probabilidade e função de 
distribuição e em seguida, enunciamos uma proposição a qual nos 
garante que a cada medida de probabilidade determina -uma função 
de distribuição, destacando sua necessidade como base para a in­
trodução do teorema que trata de medida de probabilidade como d£ 
rivadas de suas fimções de distribuição.
Concluímos o trabalho, ressaltando que toda a 
teoria esboçada no capítulo final, desenrola-se em torno do r^ 
ferido teorema.
Capítulo 2
DUALIDADE EM ESPAÇOS DE PDITgOES
§ 1. Espaços Vetoriais de ÍMngÕes
Se considerarmos o conjunto de todas as fun­
ções reais definidas num intervalo ou mesmo nun conjunto, tere­
mos um espaço vetorial, como se verifica de imodiato.
Estudaremos aq.ui o conjunto de todas as fun­
ções contínuas em R à suporte compacto o qua] denotaremos por
Observe que G (R) é um esj^ a-ço vetorial e i^ 
c
to e devido a dois fatos, ou sejam:
(i) o supp(f+g) está contido na uniao do 
supp(f) e do supp(g), e a união finita de 
conjuntos compactos é compaota;
(ii) a soma de duas funções contínuas ainda e 
contínua como o é a multiplicação escalar de 
funções contínuas.
A segiiir, daremos alguns exemplos q.ue mostram
que o espaço C (R) é não-vazio.
c
(1.1) EXEfÆPLO; Seja f uma função definida por
X + 1, -1 <x <0 
-X + 1, 0 <x < 1 
0 , X < -1 ou X > 1
onde /f(x) dx = 1 (integral à Riemann).
(1.2) EXEÜÆPLO: Seja f uma ftmção definida por
(x + 2)^ , -2 <x <-l
f(x) = <
N
-X + 2 , -1 <x < 1 
(x - 2)^ , l<x < 2 
0 , x<-2 ou x>2
a área sob a curva acima será
J f { y i ) dx = 4 (integral à Riemann)
Porem, se multiplicarmos a fxinçao f pela
constante -, teremos
í* e assim
J s M dx = 1 (integral à Riemann).
Com isto obtemos uma função g 6 C (R), cujoc
suporte é —2 ,2 e a área é igual a 1. Ta 
is funções recebem o nome de impulso.
Elucidaremos a nossa teoria com mais um exeía- 
plo de espaço vetorial de funçÕes.
(1.3) EXEMPLO: Considere o espaço formado por todas
as funções contínuas em R denotado por C(R). 
É fácil ver que C(R) é um espaço vetorial 
de funções, pois se tomarmos duas funções 
quaisquer em C(R) e um escalar em R a so­
ma e a miiltiplicação escalar são fechadas em 
C(R).
§ 2. Dual Algébrico - Funcionais Lineares
Neste parágrafo, trataremos de fxmcionais li­
neares num contexto puramente abstrato para depois atingir o no£ 
so objetivo, ou seja, construir toda xima teoria sobre o espaço
dual de C (R). A seguir, conceituaremos medidas finitas como e- c
lementos do dual de C (R).c
(2.1) DEFINIÇÃO: Um funcional linear é uma transfer
mação linear de um espaço vetorial sobre o 
corpo.
(2.2) DEFINIÇÃO; 0 conjunto de todos os funcionais
lineares definidos num espaço vetorial será 
denominado espaço dual.
A partir de agora iremos chamar os elementos
pertencentes a C (R) de funções teste, portanto C (R) é umC c
espaço de fiinçoes teste. 0 motivo pelo qual necessitamos de
f s c (R) é para explicitar o funcional  ^ que deve ser aplica 
0
do em algimia função teste.
Usaremos também a notação <(j) , f > em vez de
J t  (j) dx,
pois nem sempre um funcional pode ser representado por integral 
.(1.8) cap. 3 pag.3lj*
Agora, considere o espaço dual de C (R) oc
* * 
qual vamos denotar por C (R). Observe que os elementos de C (R)c c
sao fimoionais lineares. Com efeito, seja
c (R) ---^ Rc
<(P » f>
a notação acima é um funcional linear sobre o espaço C (R).0
(2.3) EXEIvTPLO; Sejam f G C (R) e p -uma medida' c
então a aplicação
C^(R) S E jí--L>r
f — > < , f > = / f dp
(integral à Lebesgue)
define -um fvincional linear em C (R).c
Similarmente, dada iima fimção integrável g, 
vê-se também que
0 (R) > i>R
C
f -— í> <g d|i , f > = ^  fg dp
(integral à Lebesgue-Stieltjes)
define um funcional linear em C (R).c
Agora, considere o exemplo (1.3)» ou seja;
(i) C(R) é um espaço vetorial, onde defini-
remos
C(R) ---------- t>R
f ~ >  < 6 , , f > = f dx
Ja
(integral à Riemann)
é um funcional linear dados "a" e "b" fi­
xos ;
(ii) Por outro lado, se a = -oo e b = oq en 
tão
define -um funcional linear em C (R).c
Similarmente, dada uma função integrável g, 
vê-se também que
C (R) 
c
f , f > = X-R fs dfx
(integral à Lebesgue-Stieltjes)
define um funcional linear em C (R).c
Agora, considere o exemplo (1.3)> ou seja;
(i) C(H) é um espaço vetorial, onde defini­
remos
^ ^ a  b » >C(R) ---- ^ ------~-^R
f é , , f > = a,b
,b
f dx
(integral à Riemann)
é um funcional linear dados "a" e "b" fi­
xos ;
(ii) Por outro lado, se a = -cd e b = oc^ en 
tão
<(|) , í’> = /  f  -00,00 » dx
-00
(integral Gauchy-Riemann)
é ainda um funcional linear, porem existe 
f e C (R) tal queO
Logo, esse funcional não será contínuo.
OBSERVAÇÃO; Sendo o espaço de funções teste
C (R), essa anomalia não se poderia observar, c
(2.4) TEOREfJA de RIESZ: Seja (}) um funcional line­
ar positivo contínuo em C (R), então existec
uma única medida positiva finita p. que re­
presenta ({) tal que
-
<({) , f> = f d|i, para todo f  G C (R).
DEfÆONSTRAÇÃO: ([2] pag. 42).
§ 3. Dual Topológico-Puncionais Lineares Con-- 
tinuos
No parágrafo 2, fizemos "um estudo sobre fun­
cionais lineares sem no entanto esclarecer o que aconteceria se 
esses funcionais lineares fossem contínuos. Na verdade a única 
coisa a acrescentar, era que teríamos um espaço vetorial topoló­
gico.
(3 .1 ) DEFINIÇÃO; Chamaremos de dual topológico ao
conjunto dos f\incionais lineares contínuos, 
isto é;
(i) <(j) , cf^ + f^> = c «j) y f^> + <(j) , f ^ >
para todo fTtf^ S C (R) e c 8 R;.X. c
(ii) ({) é contínuo na origem;
(iii) ({) é sequencialmente contínuo na ori­
gem, ou seja.
0 <({) , f > ---> 0
como. consequência de (ii).
(3.2) OBSERVAÇÃO; 0 conjimto de todos os funcionais
lineares contínuos definidos no espaço vetori
al C (R) será denotado por C'(R).O c
§ 4. Espaço Vetorial Topológico
(4.1) DEFINIÇÃO: Suponha que % é uma topologia no
espaço vetorial G (R) tal quec
(i) cada ponto de C (R) é um conjunto fechaO
do;
(ii)as operações de espaço vetorial são con­
tínuas com respeito a ü.
Sob estas condições, 'J, é dita a ser uma to­
pologia vetorial em C (R), e 0 (R) é um e£
G C
paço vetorial topológico.
(4.2) DEFINIÇÃO: (C (R),T:) e um espaço de Haus-
0
dorff, e T; é uma topologia de Hausdorff, se
pontos distintos de C (R) tem vizinhançasc
disjimtas.
(4.3) T50RMA; Todo espaço vetorial topológico é -um; 
espaço de Hausdorff.
DMONS TRAÇÃO: ([4] pag. 10).
0 espaço vetorial topológico (C (R),'X) é com-c
patível com a estrutura de espaço vetorial definida abaixo
(4.4)
<
C (R) X C (R) c c C (R) c
(4.5)
<
C (R) X R ---- > C (R)c c
(c f) -— H> c f
Note q.ue as aplicações acima são contínuas,
(4.6) DE7INIÇÃ0: Um funcional () é dito ser sequen 
cialmente contínuo se
Aqiii não estaremos interessado em definir uma
topologia em C (R) e sim mostrar q.ue alguns funcionais linea- ' 0
res em C (R) definidos porc
<((), f>
de C (R) em R são sequencialmente contínuos, c
Deixaremos bem claro que a teoria que será es 
boçada se tomará bastante fraca, pois não estaremos garantindo 
a continuidade dos fimcionais em questão, porque sequencialmente 
contínuo não implica em continuidade. Todavia, no parágrafo 5 
supriremos essa deficiência.
(4.7) PROPOSIÇÃO: Hq funcional (j) é sequencialmente
contínuo em -um ponto "a" qualquer do espaço 
se, e somente se, for sequencialmente contí­
nuo na origem.
DEMONSTRAÇÃO:
(4.7.1) LERIA: Se (j) é contínuo, então (j) é sequenci
almente contínuo.
demonstração: ([4] pag. 370).
(4.7.2) LSIíA: Se (j) é linear, então as duas seguin
tes propriedades de (|) são implicações verda­
deiras.
(i) (|) é contínuo se, e somente se, for contí 
nuo na origem;
(ii) (j) é limitado.
demonstração: ([4] pag. 2 3).
Com o auxílio dos lemas acima, fica demonstra 
do a proposição.
Agora, conceituaremos continuidade através de
convergencia.
Considere uma sucessão de funções ^^^^n 
tecente a C (R), diremos que (f ) converge para zero emC . XI jtX
C (R) se satisfizer as seguintes condições:O
(4 .8 ) f^ --- ^ 0 uniformemente;
(4.9) V n, supp(f^)CI K, onde K é um conjunto
compacto que independe de n.
A condição (4*9) sobre o suporte contido em 
um conjunto compacto é necessária no conceito de convergência em 
virtude do contra-exemplo:
(4.10)' CONTRA-EXHCPLO: Seja f como definida no exem­
plo (1.2) e considere a sucessão
f (x) = --  fn (x) , para -2n<x<2nn n i
corn
n~lj2,.».
onde = f(x) oomo definida em (1.2).
A figura abaixo e uma ilustração grafica da
sucessão (f ) .n n
Observamos que quando n .— > oo a sucessao
f ----^ 0 , mas para todo nn
f f  = ±J n
daí concluímos que
(integral à Riemann)
</,f^> — 7 ^ 0  , pois </, f^> = 1.
0 contra-exemplo que acabamos de ilustrar de^
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xa claro o absurdo que chegamos, pois a integral no sentido de 
Riemann é descontínua. Porém, ao introduzirmos a condição (4-9) 
eliminamos exemplos do tipo anterior! Com a condição (4.9) já
Com a referida condição e graças a proposição
(5.2) teremos necessariamente
§ 5. Construção de xjma Topologia em G (R)c
Topologia Compacto-Aberta
No parágrafo 4, mostramos que alguns funcio­
nais lineares em C'(R) eram sequencialmente contínuos, no en-c
tanto a teoria desenvolvida tornou-se fraca, pois não garantimos 
a continuidade desses f\mcionais. Entretanto, salientamos que o 
processo utilizado naquele parágrafo, até certo ponto é válido, 
porque não sequencialmente contínuo implica em não continuidade. 
0 objetivo desse parágrafo é justamente a construção da topolo­
gia compacto-aberta em C (R) para cobrirmos a lacxuaa deixadac
anteriormente.
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Construção da Topologia Compacto-Aberta
(5.1) OBSERVAÇÃO: Designaremos por C(K) o conjun­
to de todas as funções contínuas no espaço 
compacto K e definimos
00
= sup f(x) , f S C(K).
x€K
(5.2) PROPOSIÇÃO: Se f e C(K), então
f cLvil< ^  Ifl ,íCK) . l|f II00
= ]i(K) . sup lf(x) 
xCK
DEIáONS TRAÇÃO: ([2] pag. 27).
Paremos a construção da nossa topologia toma^ 
do como base (4.4) e (4.5), pois é ali que se diz que a topo­
logia está totalmente descrita pelas vizinlianças da origem.
Seja a vizinhança na origem, isto e, a
função nula.
18
Defina
v^(K,e) =<
f; supp(f) d  K, f e K
f(x)I<  e
onde K e •um conjimto compacto e e e um numero inteiro maior 
que zero.
A razão de impormos que o suporte de f est^ 
ja contido num conjunto compacto, decorre do contra - exemplo
(4.10).
A seguir, daremos uma serie de ilustrações 
gráficas para que o leitor possa compreender melhor a construção 
da nossa topologia.
19
(5.3)
(5.4)
v^(K,e) é o tubo de centro f no compacto K
e raio e.
20
Na figura (5.3) temos um tubo de diâmetro e 
em torno da função f. Por outro lado, analisando (5*4) obser- 
Aramos q,ue existe líma vizinhança de f definida por
v^(K,g ) = <
g; supp(g) d  supp(f) d  K
lf(x) - g(x)I< e
e tal q.ue
v^(K,e) = v^(E,e) + f.
Agora, temos que
||í II „ = s^P |f(x)| < e
x6K
jfj dp< ]l(K) sup |f(x) 
xeic
Portanto, pela proposição (5.2) obtemos
I <? » 1 = 1 í dpi ^ y.{K) , e,
isto e, integrais de funções pequenas são tambem pequenas,
Consequentemente, o funcional definido por u-
ma medida p.
C (R) R
c
21
é contínuo. Logo,
V e > 0 ,  3 Ô > 0  tal que
f e |<1A , f>| < e
(continuidade na origem).
Vemos assim, que esta é a topologia adequada 
para lidar com integrais, uma vez que elas se tornam funcionais 
contínuos. Note que os funcionais lineares sequencialmente cont£ 
nuos do parágrafo 4 são sequencialmente contínuos com respeito a 
esta topologia.
22
Capítulo 3
DERIVAÇÃO NO SENTIDO DE SCHWARTZ
§ 1. Uma Extensão do Processo de Derivação
No capítulo 2, desenvolvemos toda uma teoria 
sobre o espaço de funções teste C (R), porém neste capítulo ne-O
cessitamos de funções teste melhores, pois iremos trabalhar com
uma extensão do processo de derivação e para isto precisaremos
de funções teste uma vez deriváveis e com derivadas contínuas. A
este espaço de funções teste, denotaremos por C^(R). A seguir,c
mostraremos um conceito de derivação que generaliza a derivada u 
suai do cálculo, assim estaremos desenvolvendo um trabalho cujo 
método consiste do processo de derivação no sentido de Schwartz 
que surgiu nos primeiros trabalhos envolvendo funções generaliza 
das que depois de álgum tempo foi englobada na "Teoria das Dis­
tribuições". [3.
(1.1 )
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PROPOSIÇÃO: Como C^(R) C  C (R), então
C;^ (R) 3  C'(R). o o
DMíONSTRAÇÃO: Considere () C C (R)O
C (R) -JL-í> E 
c
Considere agora a inclusão
cJ(R) -- ---> C^(R)c c
E
Vemos assim q.ue
(boi e c^' (R).  c
Pela inclusão (|)oi = (j), então
(t) e c^'(R),
isto é,
ò e C’(R) ==4> ({) e c^'(R)
C'(R) c= (R). 
c c
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(1.2) TEORMA: C^'(R) = C'(R).------  c c
DMONS TRAÇÃO:
(1.2.1) LEMA: C^(R) é denso em C (R) segiondo a to
C c
pologia construída no § 5* do capítulo 2.
demonstração: Seja f 6 C (R), então Y v G v
C o
existe g e C^(R) tal queO '
f  -  g e V.
É 0 caso com g = f  * f  , onde f é uma unin n —
dade aproximada, o que mostra além do mais
que é denso em C (R).c c
(1.2.2) LEÜÎA: X = Y , então X' = Y'.
demonstração: Pela demonstração de (1.1) t^ 
mos
X' 3  Y'.
Agora, dado (j) G X', poderemos extende-lo a 
Y por continuidade. Logo,
X ’ CZ Y'.
Portanto, pelos lemas (1.2.1) e (1.2.2) o t£ 
orema está demonstrado.
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0 teorema (1.2) juBtifica a razão de traba­
lharmos temporariamente com o espaço C^(R) em vez de C (R).O 0
Agora, considere a fórmula abaixo que podere­
mos obter através de integração por partes
/ OO 00 M  00
f dg = fg - / g df 
-00 -OO -00
As funções que aparecem na fórmula acima são
diferenciáveis e ambas as integrais são finitas se f,g € C'(R).c
Porém, precisamos garantir a validade da fórmi^ la (1.3) e para 
isto procuraremos definir um espaço de funções, onde os elemen­
tos de (1.3) pertençam ao referido espaço. 0 espaço que iremos
considerar será C^(R), isto é, o espaço das funções contínuas,c
uma vez deriváveis e com derivadas contínuas.
(1.4) PROPOSIÇÃO: Sejam f e C^(R) e g uma funçãoc
diferenciável, então o termo
oo
-00
eni (1.3) será. nulo.
DEMONSTRAÇÃO:
0^0 /-n
J  f  ãg = Lim J  f(x) g'(x) dx
-QD n— 5> 00 -n
26
,00
J  f dg = lim f(x) g(x)
-00 n— i»’ CD
n
- I,
I = y  g df.onde
' -n
Seja (|)(x) = f(x) g(x), oomo f € C'(R) en-
0
tão 3 n^ tal q.ue n > n^ e f(x) = 0.
Portanto, (j)(x) h 0. 
logo,
Lim f(x) g(x) 
n— 00
n
= 0.
-n
Observe que em (1.4) não é necessário a con 
dição de diferenciabilidade para g.
Assim, pela proposição (1.4) a fórmula (1.3) 
poderá ser escrita como
,00
(1.5) / f dg = - / g df (integral à Riemann)
-0 0 -0 0
Observamos que o segundo membro de (1.5) não 
exige a condição de diferenciabilidade para g. Basta apenas que 
g seja integrável e assim estaremos definindo dg para um gran 
de número de funções, ou sejam, aa funções localmente integráve­
is no sentido de Riemann. Por outro lado, o primeiro membro de
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(1.5) não poderá ser escrito na forma de integral, pois agora g 
é apenas integrável, portanto iremos reform\alar a nossa fórmula 
da seguinte maneira
,0D
(1.6) <dg , f> = - y g df.
-CO
Aqui, dg representa um funcional linear de­
finido no espaço das funções teste C^(R), isto é,c
C^(R) ^  Rc
/C D
(dg , f) - - - <dg , f> = - / g df
-00
= -y g(x) f’(x) dx 
- 0 0
(integral à Riemann-Stieltjes).
Lembramos que toda teoria que foi desenvolvi­
da neste parágrafo com relação a m a  extensão do processo de de­
rivação é de fato a derivação no sentido de Schvvartz que assim 
fica ..definida em (1.6).
Portanto, temos uma extensão do processo de 
derivação, i;mia vez que também é válida no sentido usual do cálcu 
lo para g diferenciável. Com efeitò,
se s  for diferenciável, então
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GO
<dg , f> = - / g df 
-00
= -gf
00 ,00 
+
-oo -00
y f dg
fCD
f dg (integral à Riemann),
-00
(1.7) EXÉrgPlO: Considere a fiinção de ’’Heaviside"
H„(x) =<;
0, para x< 0
1, para x>0
ú
y .
V
1
X
Dado f e C (R) e por (1.6), obtemos: 
0
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<dH^ , f> = -j f'(x) dx
= f'(x) dx’’ o
= - [f(0D ) - f(0)] = f(0) 
= < 6 , f >
dH = 6o O
0 exemplo que acabamos de ilustrar nos levam 
a descrever uma interessante teoria matemática.
No exemplo [(1.2) cap. 2 pag. 4] definimos 
uma função que tinha o seguinte aspecto;
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A partir deste exemplo poderemos construir u-
ma sucessão de funções (f ) definida porn n
f^(x) = n g(-jp), com n = 1,2,...
onde f^(x) = g(x) como em (1.2) capítulo 2.
Observe q.ue.
yf^(x) dx = yg(x) dx = 1 (int. à Riemann),
0 grafico dessa sucessão se comporta da se­
guinte maneira
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Note que a sucessão de funções tende
para uma "função" que seja 0 para todo x / 0 e que seja oo 
em zero, e cuja área é igual a 1. Evidentemente, isto não é u 
ma função! Errco este que os físicos cometeram, contribuindo as­
sim para a criação de m a  importante teoria na matemática, ou s£ 
ja, a "Teoria das Distribuições".
É bom lembrar ainda que os físicos definiram 
essa "função" como sendo o delta de Dirac, isto é,
6 = 0  fora de zero; Ô (0) = ooo o
P o  = ^
Concluímos assim, que a equação de Dirac na
origem, isto e,
define um funcional linear em C^(R)c
(1.8) OBSERVAÇÃO: é -um exemplo de f-uncional 1^
near tal que ^ão pode ser representa­
do por integral no sentido de Lebesgue,
Agora, enunciaremos algumas proposições para 
complementar a nossa teoria sobre dg.
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(1.9) PROPOSIÇÃO ; C*(R) é •um espaço vetorial.
O
(1.10) PROPOSIÇÃO: 0 funcional dg definido em (1.6)
é uma fiinção linear, então
dg e [C^(R)] ' = C^'(R).C O
(1.11) PROPOSIÇÃO: C(R) Cl (R), isto é, o conjun-
O
to de todas as funções contínuas é -um subespa
1 *ço vetorial de C (R), de tal maneira que sec
g for uma função contínua, representamos 
<g , f> por
/ f(x) g(x) dx (integral à Riemann).
—CO
(1.12) PROPOSIÇÃO: As funções contíniias são derivav£
2. '
is, sendo suas derivadas elementos de C (R).c
DmONSTRAÇÃO: Dados g G 0(R) e f S C^(R) .,c
então
(1.12.1) <dg , f> = - Jg(x) f'(x) dx.
Note que a integral à direita existe (no sen­
tido de Riemann), pois g é contínua assim 
como f, sendo esta última à suporte compac­
to, logo (1.12.1) define um funcional linear
contínuo, em C^(R).c
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CARACTERIZAÇÃO DAS PROBABIIIDADES COMO DE 
RIVADAS NO SENTIDO DE SCHWARTZ DE FüH~ 
ÇÕES DE DISTRIBOIÇÃO
Nesta secção vamos determinar uma relação e- 
xistente entre "medida de probabilidade" e "função de distri­
buição". Portanto, o nosso objetivo primordial é o teorema (1.4), 
antes porém introduziremos algumas definições básicas.
(1.1) DEFINIÇÃO: Seja X um espaço e M uma a-ál
gebra de subconjuntos de X. Uma medida de 
probabilidade p em M é uma função de con­
juntos com valor nixmérico cujo domínio é M, 
satisfazendo os seguintes axiomas:
(i) V A e M, p(A) > 0;
(ii) Se A for "uma coleção contável de con- n
jimtos disjuntos em M, então
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PÍU A ) = I  p(A ):
n n
(iii) ]i(X) = 1.
(1.2) DEFINIÇÃO: Uma função de distribuição é uma
função monótona crescente limitada tal que
P(-oo ) = 0 e P(oo ) = 1.
(1.3) PROPOSIÇÃO: Cada medida de probabilidade em
M determina uma função de distribuição F a 
través da correspondência
}i( (-00 , x] ) = F(x), V X G X.
DEMONSTRAÇÃO: ([l] pag. 28 e 29)
(1.4) TEORE!JA: Sejam ]x uma medida de probabilida­
de e F^ a siia função de distribuição, en­
tão
isto é, medida de probabilidades são deriva­
das no sentido de Schwartz de suas funções 
de distribuição.
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DMONSTRAÇÃO: Antes de iniciarmos a'prova do 
teorema, enunciaremos alguns lemas q.ue nos sje 
rão úteis.
(1.4.1) LEMA: Se p e v forem medidas de probabilida
de tais q.ue
Yx, p((-oo, x]) = v((-oo, x] ) , então
p = V.
demonstração: ([5] pág. 21)
(1.4.2) LEMA: 0 funcional dP é \ima medida q_ue coin
F
eide com a probabilidade sobre os interva 
los da forma (-oo , x] .
demonstração: ([5] pág. 26)
(1 .4.3 ) LERIA.: (Convergência Monótona de Lebesgue)
Seja sucessão de funções mensurá­
veis em X, e suponha que
(i) 0<f^< f^< .. .< 00 para cada xSX;
(ii) f^(x)-- > f(x) quando n — >00, Vx C X
Então, f é mensurável e
/ f dp.---> / f dp quando n— >00.
•^ X ^ X
demonstração; ([2] pág. 22)
36
(1.4.4) LEMA:. Seja X -uma função onde A = (-00, x]],
então existe uma sucessão de funções 
pertecentes ao espaço C^(R) tais que
(i) f^---^ X^ , pontualmente;
(ii) f < f , n n+1
isto é, existe uma sucessão (f ) ' satisfa-n n
zendo o lema anterior, cujo limite pontual é 
A^-
DETíONSTRAÇlO: A construção da sucessão (^ ^^ )^  
é obtida através de parábolas, retas e raiz 
n-ésimas assíntota à reta x = a - c com con 
tato de ordem maior ou igual a 1. Para garan­
tir a condição de que a sucessão de funções
(f ) é crescente, basta fazer a conexão do n n
ponto "a" com o auxílio de funções do tipo 
2íic (x - a) , onde c atua sobre as curvatu- n n
ras e (x - a)^^ garante que a derivada dè 
primeira ordem é nula.
A ilustração gráfica abaixo, ajuda­
rá o leitor a compreender melhor o esboço da 
demonstração.
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Agora, por (1.4.3) e (1.4.4) obte­
mos:
11 dP - n p /- 0 0 1 dP
= dF^((-oo ,x] ).
Por outro lado, dP^ e por definição um fun­
cional linear, portanto temos:
<dP , f > =  - / P f • dx - / 
F 7v(-n) ^ A (
P f' dx
t \ V- ^(a) ^
Observe que as f^ são identicamen­
te nulas na reta inteira exceto numa vizinhan 
ça de -n e numa vizinhança de a que é um 
ponto fixo da reta.
Se fizermos uma análise do gráfico 
de f^ poderemos obter informações úteis, ou 
seja.
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0 gráfico acima nos mostra q.ue as á- 
reas das vizinhanças v(-n) e v(a) são res­
pectivamente 1 e -1. Tomando-se as áreas, v_e 
mos que as integrais sobre cada uma dessas v i  
zinhanças nos dará o valor médio de com
relação as respectivas vizinhanças. Portanto, 
temos:
< dP , f > = -Valor Médio F  + Valor Médio Fn em
Agora, frente ao valor de dF^ aplicado em
f observamos que n ^
(i) 0 valor médio de F^ em iima vizinhança 
de -n quando n -- 5>-oo , tende a zero;
(ii) o valor médio de F em uma vizinhançap.
de a tenderá ao valor de F (a) na medida
em que a área sob à curva f  se concentren
em volta do ponto a, isto é, dada qualquer 
que seja a vizinhança de a existe n^ tal 
que f^ é identicamente nula fora da vizi­
nhança de a pára (Teorema de Lebes­
gue ).
Sm vista dos resultados obtidos te­
mos que
</f dP----5>P (a)J  n |i ]x\
j f  dP--- ^ dP ((-00, al )J  n ]x ]x  ^ » -*
Cons equent emente,
P^(a) = dP^((-oo, a]).
Por (1.3)
40
dP = u
A unioidade de dP^ é garantida pe­
lo lema (1.4.1).
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