We investigate cohomological support varieties for finite-dimensional Lie superalgebras defined over fields of odd characteristic. Verifying a conjecture from our previous work, we show the support variety of a finite-dimensional supermodule can be realized as an explicit subset of the odd nullcone of the underlying Lie superalgebra. We also show the support variety of a finitedimensional supermodule is zero if and only if the supermodule is of finite projective dimension. As a consequence, we obtain a positive characteristic version of a theorem of Bøgvad, showing that if a finite-dimensional Lie superalgebra over a field of odd characteristic is absolutely torsion free, then its enveloping algebra is of finite global dimension.
1. Introduction 1.1. Overview. For more than three decades, the theory of cohomological support varieties has played an important role in non-semisimple representation theory. The foundations of the subject go back to the work of Quillen on the spectrum of the cohomology ring of a finite group [28] , with the first fully-formed examples of the theory appearing a decade later through the work of Carlson and others in the context of finite groups [12] , and through the work of Friedlander and Parshall in the context of finite-dimensional restricted Lie algebras [21] . In these prototypical situations, the cohomology ring H • (G, k) of a group or restricted Lie algebra defines, via its maximal ideal spectrum, an affine algebraic variety |G|. Then for each finite-dimensional G-module M , the support of the H • (G, k)-module Ext • G (M, M ) defines a closed subvariety |G| M of |G|, called the support variety of M . In these prototypical cases, one can describe |G| M in terms of local representationtheoretic data ('rank varieties'), and it is thus possible to play the geometric structure of |G| M and the representation-theoretic structure of M off of each other, revealing new insights into both.
Betting on these successes it is perhaps natural to ask whether the technology of support varieties can be fruitfully applied to arbitrary Lie algebras. But here the theory stumbles out of the gate: the cohomology ring of a finite-dimensional Lie algebra is a finite-dimensional graded algebra, and hence its spectrum is trivial. In contrast, finite-dimensional Lie super algebras do admit interesting support variety theories. For example, Boe, Nakano, and the second author introduced support varieties for classical Lie superalgebras over the field of complex numbers, and showed these varieties encode representation-theoretic information, including the atypicality and complexity of modules, and the thick tensor ideals of the module category [6] [7] [8] [9] . Their varieties were based not on the 'ordinary' cohomology ring H • (g, C), but on the relative cohomology ring H • (g, g 0 ; C). In independent work, The proof of (1.2.1) relies on some results of Avramov and Iyengar, which the authors have kindly included here in Appendix A. Using the equality X ′ g (M ) = X g (M ), (1.2.1) can be rephrased as:
projdim U (g) (M ) < ∞ if and only if x ∈ g 1 : [x, x] = 0 and M | x is not free = ∅.
Thus, the finitude of projective dimension can be detected in terms of local representation-theoretic data. In contrast to the situations for finite groups or restricted Lie algebras (or more generally, for finite-dimensional self-injective algebras), for Lie superalgebras it is possible for a supermodule to have a finite but nonzero projective dimension. For example, if N is a g 0 -module, then the induced supermodule U (g) ⊗ U (g 0 ) N has finite projective dimension but is rarely projective. Using (1.2.1), we deduce in Corollary 3.4.3 that a finite-dimensional Lie superalgebra over a field odd characteristic has finite global dimension if and only if its odd nullcone is zero. This result was proved previously for finite-dimensional solvable (positively graded) Lie superalgebras by Bøgvad [10] and for arbitrary finite-dimensional Lie superalgebras in characteristic zero by Musson [27] . Musson also makes use of the Clifford filtration and Lie superalgebra cohomology, but our approach is different from his.
1.3. Further questions. The rank variety X ′ g (M ), which is equal to the cohomological support variety X g (M ) by Corollary 3.3.2, is equivalent in definition to the associated variety defined by Duflo and Serganova for Lie superalgebras in characteristic zero. Moreover, the fact that X g (M ) detects when a supermodule is of finite projective dimension parallels the projectivity detection result of [18, Theorem 3.11] . These facts are quite striking given that, to our knowledge, there is no known cohomological realization for Duflo and Serganova's associated varieties in characteristic zero. The similarities between the two theories warrant further investigation. It would also be interesting to use the rank variety description to compute support varieties for interesting families of supermodules such as Kac supermodules, simple supermodules, and so on.
Another standard question in support variety theory is that of realization, namely, given a closed conical subvariety W of the cohomological spectrum X g (k), is there a finite-dimensional g-supermodule M such that W = X g (M )? Since the projectives for the enveloping algebra U (g) are infinite-dimensional, one cannot simply imitate the standard argument involving Carlson's L ζ -modules (e.g., as presented in [20, §2] ). But if one is willing to consider finitely-generated U (g)supermodules, then, for example, we expect the approach of Avramov and Iyengar [1] would adapt to this setting.
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1.5. Conventions. We generally follow the conventions of our previous work [16, 17] , to which we refer the reader for any unexplained terminology or notation. Throughout, k will denote a field of characteristic p ≥ 3 (assumed to be algebraically closed beginning in Section 3), all vector spaces will be k-vector spaces, all algebras will be k-algebras, and all unadorned tensor products will be tensor products over k. Given a k-vector space V , let V * = Hom k (V, k) be its k-linear dual, and let V (1) = V ⊗ ϕ k be its Frobenius twist, i.e., the k-vector space obtained via base change along the Frobenius morphism ϕ : (1) . More generally, if X is an affine k-scheme (resp. algebraic variety) with coordinate algebra k[X], we write X (1) for the scheme (resp. variety) with coordinate algebra k[X (1) ] = k[X] (1) . If Y = X (1) , then we will find it convenient to write X = Y (−1) . Set Z 2 = Z/2Z = 0, 1 . Following the literature, we use the prefix 'super' to indicate that an object is Z 2 -graded. We frequently leave the prefix "super" implicit when the Z 2 -grading is clear from context. We denote the decomposition of a vector superspace into its Z 2 -homogeneous components by V = V 0 ⊕ V 1 , calling V 0 and V 1 the even and odd subspaces of V , respectively, and writing v ∈ Z 2 to denote the superdegree of a homogeneous element v ∈ V . Whenever we state a formula in which homogeneous degrees are specified, we mean that the formula is true as written for homogeneous elements and that it extends linearly to non-homogeneous elements. We use the symbol ∼ = to denote even (i.e., degree-preserving) isomorphisms of superspaces, and use ≃ for odd (i.e., degree-reversing) isomorphisms. In the context of algebraic varieties, we use ∼ = to denote an isomorphism of varieties, and use ≃ to denote a homeomorphism of topological spaces.
We use the adjective graded to indicate that an object admits an additional Z-grading that is compatible with its underlying structure. Thus a graded superspace is a (Z × Z 2 )-graded vector space, a graded superalgebra is a (Z × Z 2 )-graded algebra, etc. Given a graded superspace V and a homogeneous element v ∈ V of bidegree (s, t) ∈ Z × Z 2 , we write deg(v) = s and v = t for the Z-degree and the Z 2 -degree of v, respectively. Then if A is a graded superalgebra, we say that A is graded commutative provided that for all homogeneous elements a, b ∈ A, one has
More generally, we use the sign convention indicated in (1.5.1) whenever homogeneous bigraded symbols pass each other. So for example, if A and B are graded superalgebras, then A ⊗ B is also a graded superalgebra, with product defined by
. .} be the set of non-negative integers.
Preliminaries
We begin in Section 2.1 by recalling some basic facts concerning the calculation of Lie superalgebra cohomology. In Sections 2.2 and 2.3 we recall the definition of the Clifford filtration on a Lie superalgebra, and establish some preliminary results concerning a spectral sequence that arises from the Clifford filtration. Then in Section 2.4 we collect some results that will allow us to apply Theorem A.1.2 to the enveloping superalgebra of a finite-dimensional Lie superalgebra over k.
Throughout this section, let g = g 0 ⊕ g 1 be a finite-dimensional Lie superalgebra over k.
2.1. Lie superalgebra cohomology. Let Y (g) = U (g)#Y (g) be the Koszul resolution of g as described in [14, §3.1] . As a graded superalgebra, it is a smash product of the enveloping algebra U (g), considered as a graded superalgebra concentrated in Z-degree 0, and the graded superalgebra Y (g) = Λ(g 0 )⊗ Γ(g 1 ). Here Γ(g 1 ) denotes the ordinary divided power algebra on the k-vector space g 1 , and the component of Z-degree n in Y (g) is given by Y n (g) = i+j=n Λ i (g 0 ) ⊗ Γ j (g 1 ). The coproducts on U (g), Λ(g 0 ), and Γ(g 1 ) induce on Y (g) the structure of a graded superbialgebra. Then the differential on Y (g) makes Y (g) into a differential graded superbialgebra and into a U (g)free resolution of the trivial module k. Denoting a monomial in Y (g) = U (g)# (Λ(g 0 ) ⊗ Γ(g 1 )) by u x i 1 . . . x i b γ a 1 (y 1 ) · · · γ at (y t ) as in [14] , the differential d : Y (g) → Y (g) is defined on algebra generators by the formulas For any pair of g-modules M and N , one gets that Y (g) ⊗ M is a U (g)-projective resolution of M , and the cohomology group Ext • g (M, N ) can be computed as the cohomology of
In particular, the cohomology ring H • (g, k) = Ext • g (k, k) can be computed as the cohomology of the cochain complex C
The coalgebra structure of Y (g) induces an algebra structure on C • (g, k), and C • (g, k) is then isomorphic as a graded superalgebra to Λ s (g * ), the superexterior algebra on g * [14, Lemma 3.2.1]. As a graded superalgebra, Λ s (g * ) = Λ(g * 0 ) ⊗ S(g * 1 ), with g * = g * 0 ⊕ g * 1 concentrated in Z-degree 1. The differential ∂ on C • (g, k) makes Λ s (g * ) into a differential graded superalgebra, and the map ∂ :
] * then identifies with the transpose of the Lie bracket. In particular, the product on Λ s (g * ) descends to the cup product in the cohomology ring H • (g, k). More generally, let ∆ : Y (g) → Y (g) ⊗ Y (g) be the coproduct on Y (g), which is a map of chain complexes, and let ∆ i,j :
If f and g are cocycles representing classes α ∈ Ext i g (k, k) and β ∈ Ext j g (M, N ), respectively, then f ⊙ g is a cocycle representative for the cup product α ∪ β ∈ Ext i+j g (M, N ). Write g * 1 [p] for g * 1 considered as a graded superspace concentrated in Z-degree p. The map z (1) → z p extends to an algebra map S(g * 1 [p]) (1) → S(g * 1 ), and composing with the inclusion S(g * 1 ) ֒→ Λ s (g * ), this produces an injective homomorphism of graded superalgebras
Since Λ s (g * ) is a graded-commutative superalgebra, and since the differential ∂ on Λ s (g * ) acts by derivations, it follows that the image of ϕ consists of cocycles, and hence that ϕ induces a graded superalgebra homomorphism 2.2. Clifford filtration. The Clifford filtration on g is the increasing Lie superalgebra filtration 0 = F 0 g ⊆ F 1 g ⊆ F 2 g = g defined by F 1 g = g 1 . The associated graded Lie superalgebra,
identifies with g as a vector superspace, with g 1 now in Z-degree 1 and g 0 in Z-degree 2. Under this identification, the Lie bracket on g 1 identifies with the original Lie bracket on g 1 , and g 2 is central in g. The Clifford filtration on g induces an increasing nonnegative filtration F • U (g) on U (g) such that F 0 U (g) = k; we call this the Clifford filtration on U (g). Then gr U (g) = U ( g).
Let N be a g-module, and let S ⊆ N be a U (g)-module generating set for N . Then N admits an increasing nonnegative filtration F • N , which we call the standard filtration associated to S, defined by
Thus for all i, j ∈ N, one has (F i U (g)).(F j N ) ⊆ F i+j N . We denote by N = gr(N ) the associated graded module of N . Evidently, if S is a finite generating set for N , then N is a finitely-generated g-module, generated by any basis for N 0 .
2.3.
A spectral sequence. In this section let M be a finite-dimensional g-module, and let N be a finitely-generated g-module. We consider g as filtered by the Clifford filtration, and we assume that M and N are equipped with standard filtrations F • M and F • N as in (2.2.1), associated to some fixed choices of finite generating sets. Let g be the associated graded Lie superalgebra of g, and let M and N be the associated graded g-modules.
In the special case of the trivial g-module k, we have F 0 k = k, so that k is concentrated in Z-degree 0. The Clifford filtration on g induces an increasing filtration F • Y (g) on the Koszul complex Y (g), which is preserved by the differential in the sense that
and from this it follows that the filtration on C n (g, M, N ) is also given by
If f ∈ F i C m (g, k) and g ∈ F j C n (g, M, N ), then f ⊙ g ∈ F i+j C m+n (g, M, N ), so the cup product of cochains makes C • (g, k) into a filtered differential graded algebra, and makes C • (g, M, N ) into a filtered differential graded module over C • (g, k). For fixed i, one gets
Let n ∈ N and let f ∈ C n (g, M, N ). Since P n and hence also f (P n ) are finite-dimensional, it follows that there exist integers s(n) and t(f, n) such that F s(n) P n = P n and f
so f = 0 and hence F s(n)+1 C n (g, M, N ) = 0. Thus for each fixed n, the filtration on C n (g, M, N ) is bounded above. Then by [24, Theorem 3.2] and (2.3.1), there exists a spectral sequence
where the subscript −i denotes the component of internal Z-degree −i. Since the filtrations on C • (g, k) and C • (g, M, N ) are compatible with the cup products of cochains, it follows that E(k, k) is a spectral sequence of algebras, and E(M, N ) is a spectral sequence of over E(k, k).
. Then one gets an algebra homomorphism
which is defined in cohomological degree n by the composition
where the unlabeled arrows are the canonical maps. Now π fits in the commutative diagram
in which the left-hand vertical arrow is induced by the canonical identification g 1 ∼ = g 1 . To check the commutativity of (2.3.3), it suffices to check commutativity on the subspace g * 1 [p] (1) , and this can be verified at the level of cochains by verifying the commutativity of the diagram
in which the right-hand vertical arrow is (2.3.1). The commutativity of (2.3.3) implies that the image of ϕ g :
consists of permanent cycles in the row j = 0 of E 1 (k, k). In the next lemma we show that Ext • g ( M , N ) is finite under the cup product action of H • ( g, k). When N is finite-dimensional this follows already from [14, Theorem 3.2.4] and the isomorphism Ext N ) ), so the content of the lemma is in the case when N is finitelygenerated but not finite-dimensional. Lemma 2.3.1. Retain the notation and assumptions from the first paragraph of this section. Then N ) ), and since M is finitedimensional one has Hom k ( M , N ) ∼ = N ⊗ M * as U ( g)-modules. By assumption, N 0 generates N and is finite-dimensional. Then it follows that N ⊗ M * is generated as a U ( g)-module by the finitedimensional subspace N 0 ⊗ M * , and hence N ⊗ M * is finitely-generated. Thus for the remainder of the proof we may assume that M = k.
First consider the case g = g 2 . Then g is abelian, and U ( g) is isomorphic to a polynomial ring over k in dim k ( g) variables. In particular, U ( g) is a commutative noetherian ring. The Koszul resolution Y • ( g) is a resolution of k by finitely-generated free U ( g)-modules;
can be computed as the cohomology of the cochain complex Hom U ( g) (k, Q • ) = (Q • ) U ( g) . Computing this way, we see that the U ( g)-action on each cohomology group is trivial. Thus each H i ( g, N ) is a finitely-generated trivial U ( g)-module, hence a finite-dimensional k-vector space. Finally, since a polynomial ring over k in n variables has global dimension n, we get that H i ( g, N ) = 0 for i > n. Thus H • ( g, N ) is finite-dimensional, so in particular is finite under the cup product action of H • ( g, k).
Now for the case of general g, observe that since U ( g) is finite over the subalgebra U ( g 2 ), the module N is finitely-generated over U ( g 2 ). The algebra U ( g 2 ) is a central Hopf subalgebra of U ( g), and the Hopf superalgebra quotient U ( g)/ /U ( g 2 ) is isomorphic to the exterior algebra Λ( g 1 ), which in turn identifies with the enveloping algebra of a purely odd abelian Lie superalgebra. The extension of Hopf superalgebras U ( g 2 ) ֒→ U ( g) ։ Λ( g 1 ) gives rise to the LHS spectral sequence
. By the purely even case of the previous paragraph, H • (U ( g 2 ), N ) is finite-dimensional. Then by the purely odd case of [14, Theorem 3.2.4], the E 2 -page of (2.3.5) is a finite module over the algebra
Proposition 2.3.2. Let g be a finite-dimensional Lie superalgebra over k. Let M be a finite-dimensional g-module, and let N be a finitely-generated g-module, considered as filtered via the standard filtrations associated to some fixed choices of finite generating sets. Then:
(1) The spectral sequence E(M, N ) is concentrated in only finitely many rows, and hence stops after finitely many pages. Proof. By Lemma 2.3.1, we get that E 1 (M, N ) = Ext • g ( M , N ) is finite under the cup product action of E 1 (k, k) = H • ( g, k), which in turn is finite over the image of ϕ g :
. We may choose a homogeneous finite generating set for E 1 (M, N ) , which will then be concentrated in only finitely many rows. Since im(ϕ g ) is contained in the row j = 0 of E 1 (k, k), this implies that E 1 (M, N ) is concentrated in the same finitely many rows as the generating set. Then there exists an integer L(M, N ) ∈ N such that E i,j 1 (M, N ) = 0 for |j| > L(M, N ), and hence (2.3.6) N ) ) is noetherian over gr(im(ϕ g )) ⊆ gr(H • (g, k) ). Since the filtration on each Ext n g (M, N ) is bounded above, this implies by [19, Lemma 7.4 .5] that Ext • g (M, N ) is noetherian over im(ϕ g ), hence finitelygenerated under the cup product action of H • (g, k).
In the last lemma of this section we specialize to the case M = N . (1) be a homogeneous polynomial, considered also as a polynomial in
Proof. The homomorphism π • ϕ g :
into a spectral sequence of modules over the algebra S(g * 1 [p]) (1) . 
2.4.
Homological dimensions for enveloping superalgebras. In this section we collect some results that will enable us to apply Theorem A.1.2 to the enveloping algebra of a finite-dimensional Lie superalgebra.
Lemma 2.4.1. Let g be a finite-dimensional Lie superalgebra over a field k of characteristic p ≥ 3. There exists a purely even central subalgebra O ⊆ U (g) such that O is isomorphic to a polynomial ring in dim k (g 0 ) variables and U (g) is a free O-module of finite rank.
Proof. It follows from the PBW theorem for Lie superalgebras (see Theorem 3.2.2 and Remark 3.2.3 of [3] ) that the enveloping algebra U (g) is free of finite rank over the subalgebra U (g 0 ), so it suffices to exhibit a polynomial subalgebra O ⊆ U (g 0 ) such that O is central in U (g) and U (g 0 ) is free of finite rank over O. For this one can follow the proof of [29, Theorem 5.1.2], considering ad(e) for e ∈ g 0 as an endomorphism of the finite-dimensional k-vector space g.
Given a k-superalgebra A, one can form the smash product algebra A#kZ 2 . As a vector space, A#kZ 2 is equal to A ⊗ k kZ 2 , the tensor product of A and the group ring kZ 2 . Multiplication in A#kZ 2 is induced by the products in A and kZ 2 and by the relation (1 ⊗ 1)(a ⊗ 0) = (−1) a a ⊗ 1. If A is a Hopf superalgebra, then A#kZ 2 becomes an ordinary Hopf algebra; cf. [26, §10.6].
Lemma 2.4.2. Let g be a finite-dimensional Lie superalgebra over a field k of characteristic p ≥ 3, and let O ⊆ U (g) be a central subalgebra as in 2.4.1. Then U (g)#kZ 2 is a Noether O-algebra in the sense of Definition A.1.1. In particular, U (g)#kZ 2 is a noetherian PI Hopf algebra.
Proof. Since the algebra O of Lemma 2.4.1 is purely even, its image in U (g)#kZ 2 remains central, and U (g)#kZ 2 is then a free O-module of finite rank, so U (g)#kZ 2 is a Noether O-algebra. Then U (g)#kZ 2 is a noetherian PI Hopf algebra by [ Recall that an algebra A is Gorenstein if it has finite injective dimension as a left or right module over itself.
Lemma 2.4.3. Let g be a finite-dimensional Lie superalgebra over a field k of characteristic p ≥ 3. Then U (g) is a noetherian Gorenstein algebra, and for each finite U (g)-supermodule M one has
Proof. We apply the results of Wu and Zhang [30] and the discussion preceding the lemma to the noetherian PI Hopf algebra U (g)#kZ 2 . Each irreducible U (g)#kZ 2 -module is finite-dimensional over k by [ 
Support varieties
In Section 3.1 we recall the definition of cohomological support varieties and some basic results about support varieties for restricted and non-restricted Lie superalgebras. Then in Sections 3.2 and 3.3 we prove a rank variety description for the support varieties of finite-dimensional supermodules, first in the context of certain graded Lie superalgebras, and then for arbitrary finite-dimensional Lie superalgebras over k. In Section 3.4 we present our main applications, including a characterization of when a finite-dimensional g-supermodule has finite projective dimension.
From now on we assume that k is an algebraically closed field of characteristic p ≥ 3.
3.1.
Preliminaries on support varieties. Given a graded superalgebra R = n∈Z R n that is graded-commutative in the sense of (1.5.1), set
Then R is a graded ring that is commutative in the non-graded sense, and [17, Corollary 2.2.5] implies that the inclusion R ֒→ R induces an isomorphism R/ Nil(R) ∼ = R/ Nil(R). We then define the maximal ideal spectrum of R,
to be the set of maximal ideals of the ring R/ Nil(R), considered as a topological space via the Zariski topology. If R is a finitely-generated k-algebra (as will be the case in all of our particular situations of interest), then Max(R) is an affine algebraic variety. Now let g be a finite-dimensional Lie superalgebra over k, and let ϕ :
be the graded superalgebra homomorphism of (2.1.3). Given a g-module M , set I g (M ) = I U (g) (M ), and let J g (M ) = ϕ −1 (I g (M )). One has I g (k) = {0}, so ker(ϕ) = J g (k) ⊆ J g (M ). We now define X g (M ) to be the closed subvariety of X g (k) := Max(S(g * 1 [p]) (1) /J g (k)) defined by J g (M ),
.
1 ) * ), X g (M ) identifies with a subset of g 
is injective modulo nilpotents and is surjective onto p-th powers, and thus induces a homeomorphism ϕ * M : |U (g)| M ≃ X g (M ). The variety X g (k) is isomorphic to the Frobenius twist of the odd nullcone of g, i.e.,
From now one we may make the identification in (3.1.2) without further comment. Then given x ∈ X g (k) (−1) and a g-module M , let M | x denote the restriction of M to the k-subalgebra Λ(x) of U (g) generated by x. If x = 0, then Λ(x) is an exterior algebra generated by x, while if x = 0, then Λ(x) = k. We say that M | x is free if M is free as a Λ(x)-module, and we let X ′ g (M ) be the subvariety of X g (k) defined by
Given m ∈ N, let k m|m denote the natural representation of gl(m|m). N, then (3.1.4) is an equality. Now suppose that g is a finite-dimensional restricted Lie superalgebra, with restricted enveloping algebra V (g) = U (g)/ x p − x [p] : x ∈ g 0 . By [14, Remark 4.4.4] , there exists a height-one infinitesimal supergroup scheme G such that kG := k[G] * = V (g). The module categories for V (g) and G are equivalent, so henceforth we make the identifications H Fix a closed embedding ι : G ֒→ GL m|n(1) of G into the first Frobenius kernel of the general linear supergroup GL m|n , for some m, n ∈ N. By abuse of notation, we also write ι : g → gl(m|n) for the induced embedding of restricted Lie superalgebras. Then by [17, Proposition 5.2.5], there exists a commutative diagram of graded superalgebra homomorphisms
Here φ is the map denoted φ GL m|n (1) gl(m|n) (1) 
A point ν of the variety V 1;s (G) is a homomorphism of k-supergroup schemes ν : M 1;s → G, or equivalently a Hopf superalgebra homomorphism ν : kM 1;s → kG = V (g). Such a ν is specified by the even primitive element ν(u) ∈ V (g) and the odd primitive element ν(v) ∈ V (g). Then ν(u) ∈ g 0 and ν(v) ∈ g 1 by [3, Theorem 3.2.11] 3 , so one gets an identification of varieties and similarly for V 1;s (GL m|n (1) ). Then by [16, Theorem 6.2.3], the composite morphism φ * • ψ * 1;s : V 1;s (GL m|n(1) ) → GL m|n(1) → gl(m|n) (1) identifies with the composition of the inclusion V 1;s (GL m|n(1) ) ⊆ gl(m|n) and the map gl(m|n) → gl(m|n) (1) defined by z → z (1) . 4 This implies by commutativity of (3.1.7) that the morphism φ * G • ψ * 1;s : V 1;s (G) → g (1) identifies with the composition of the inclusion V 1;s (G) ⊆ g and the map g → g (1) , z → z (1) . gl(m|n) (1) 
3.2. Support varieties in the graded case. In this section we assume that g = g 1 ⊕ g 2 is a finite-dimensional Z-graded Lie superalgebra such that g 2 is central in g, and we let M = i∈Z M i be a finite-dimensional Z-graded g-module. Since M is finite-dimensional, it is concentrated in only finitely many integer degrees, say, M i = 0 only if |i| < m. One has x.M i ⊆ M i+2 for each x ∈ g 2 , so this implies that the action of the enveloping algebra U (g) on M factors through the quotient U (g)/ x p m : x ∈ g 2 . Let g be the restricted Lie superalgebra generated by the image of g in U (g)/ x p m : x ∈ g 2 . Then g is a Z-graded Lie superalgebra, and one has
There is a natural identification gl(m|n) (1) → gl(m|n), defined by sending α (1) = α ⊗ϕ k to the matrix obtained by raising each individual matrix entry of α to the p-th power; see [16, Remark 5.1.6] . Making this identification, the morphism φ * • ψ * 1;s : V1;s(GL m|n(1) ) → gl(m|n) then matches the exact description given in [16, Theorem 6.2.3] .
where g 1 = g 1 , and g 2p i is the subspace of U (g)/ x p m : x ∈ g 2 spanned by the monomials of the form x p i for x ∈ g 2 . In particular, g = g 1 ⊕ g 2 as nonrestricted Lie superalgebras, and m−1 i=1 g 2p i is a central ideal in g. By the definition of g, the g-module structure on M lifts to g. Lemma 3.2.1. Retain the assumptions and notation of the first paragraph of this section. Then
. Proof. Let V ( g) be the restricted enveloping algebra of g. By [14, Remark 4.4.3] , there exists a height-one infinitesimal supergroup G such that kG := k[G] * = V ( g). Then we can consider M as a rational G-module, and cohomology for V ( g) identifies with cohomology for G. Since the p-map on g is nilpotent, it follows that G is unipotent. As in Section 3.1, fix a choice of closed embedding ι : G ֒→ GL m|n (1) , for some m, n ∈ N.
Let π = π g : U ( g)
be the quotient homomorphism from the universal enveloping algebra of g to the restricted enveloping algebra of g. Then one gets the following cube of algebra homomorphisms:
The back face of the cube commutes by (3.1.5), and the front face commutes by the naturality of (2.1.3). The left face evidently commutes, and the right face commutes because the supergroup homomorphism ι : G ֒→ GL m|n (1) differentiates to a map of restricted Lie superalgebras. The top face commutes by the left-hand square of [17, (5.4.4) ], and then a diagram chase using the surjectivity of the indicated maps implies that the bottom face commutes as well. Now commutativity of the bottom face implies that the following diagram of varieties also commutes:
The bottom left arrow of (3.2.2) is a homeomorphism by Theorem 3.1.1. Then Lemma 3.2.2. Retain the assumptions and notation of the first paragraph of this section. In particular, make the identification g 1 = g 1 . Then
Proof. Naturality of (2.1.3) implies commutativity of the diagram
which in turn implies that X g (M ) ⊆ X g (M ). Then by (3.1.4) and Lemma 3.2.1, we get
3.3. Support varieties in the general case. Our goal in this section is to show that the inclusion X ′ g (M ) ⊆ X g (M ) of Proposition 3.1.2 is an equality. Figure 1 . Then {x r,s : r + s ≤ m} is a set of G 0 -orbit representatives in X g (k) (−1) , and the orbit closure relations are given by G 0 · x r ′ ,s ′ ⊆ G 0 · x r,s if and only if r ′ ≤ r and s ′ ≤ s. In particular, the maximal orbits are of the form G 0 · x r,m−r for 0 ≤ r ≤ m. By inspection, X ′ g (M ) consists of the non-maximal orbits in X g (k). Then to show that X ′ g (M ) = X g (M ), it suffices to show for each 0 ≤ r ≤ m that x r,m−r / ∈ X g (M ) (−1) . Equivalently in the notation of Section 2.1, it suffices to show that there exists a polynomial f ∈ S(g * 1 [p]) such that ϕ(f (1) ) ∈ I g (M ) but f (x r,m−r ) = 0.
The matrix x r,s , whose first r diagonal entries in the upper-right m × m block are equal to 1, whose last s diagonal entries in the lower-left m × m block are equal to 1, and whose remaining entries are 0.
Corollary 3.4.3. Let g be a finite-dimensional Lie superalgebra over a field k of characteristic p ≥ 3. Let K = k be the algebraic closure of k, and suppose that g K := g ⊗ k K is torsion free, i.e., if x ∈ (g K ) 1 = (g 1 ) K and [x, x] = 0, then x = 0. Then U (g) has finite global dimension.
Proof. Evidently, U (g K ) ∼ = U (g) ⊗ k K. Let {e i : i ∈ I} be an k-basis for K containing the identity element 1 k = 1 K . Then U (g K ) = i∈I U (g) ⊗ k e i is a U (g)-bimodule decomposition of U (g K ). In particular, U (g) is bimodule direct summand of U (g K ), and U (g K ) is free over U (g). Then gldim(U (g)) ≤ gldim(U (g K )) by [25, Theorem 7.2.8], so it suffices to assume that k = K. Now the hypothesis implies that X g (k) = {0}, meaning that projdim U (g) (k) < ∞ by Theorem 3.4.2. Then gldim(U (g)) < ∞ by [ Definition A.1.1 (Noether algebra). A Noether R-algebra A is an associative ring that is finite (that is to say, finitely-generated) as a module over a noetherian ring R lying in the center of A. If no central subring is identified, we simply say that A is a Noether algebra.
Noether algebras are left-and right-noetherian rings. The case of an artinian central subring yields the widely used concept of Artin algebra.
The following theorem is a special case, with a different proof, of a result in [2] . Only the last condition explicitly invokes the ring R: If p is a prime ideal of R, then localization with respect to the (central) multiplicatively closed set R\p turns A p into an R p -algebra and M p into an A p -module.
Theorem A.1.2. Let A be a Noether R-algebra and M a finite A-module. The following conditions are equivalent:
(2) Ext i A (M, N ) = 0 for all finite A-modules N and i ≫ 0. Once again, the implication (1)⇒(2) reflects the exactness of the localization functor. The converse is due to Bass and Murthy; see [5, Lemma 4.5] or [4, Corollary III.6.6] .
In the proofs we use the canonical action of R on Ext: Multiplication by r ∈ R on Ext i A (M, N ) is the map induced by the A-linear (because R is central) endomorphism of N , given by n → rn.
For convenience, we include a variation of a standard result on flat base change.
Lemma A.1.4. Let A be a Noether R-algebra, R → R ′ a homomorphism of commutative rings, and (−) ′ the functor R ′ ⊗ R −. If R ′ is flat as an R-module and if M is a finite A-module, then for each A-module N there are natural isomorphisms
Proof. Let P • be a projective resolution of M with P i = A ⊕b i , b i ∈ N, for each i. The map h • : Hom A (P • , N ) → Hom A ′ (P ′ • , N ′ ), which takes a homomorphism of complexes P • → N to the induced map P ′ • → N ′ , is a morphism of complexes over R. Its target is a complex of R ′ -modules, so h • factors uniquely through a morphism h • : Hom A (P • , N ) ′ → Hom A ′ (P ′ • , N ′ ) of such complexes, and h i is the canonical isomorphism Hom A (A ⊕b i , N ) ′ ∼ = Hom A ′ ((A ⊕b i ) ′ , N ′ ). Since P ′ • is a projective resolution of M ′ over A ′ , the maps H i ( h) yield the desired isomorphisms.
Recall that an associative ring is said to be semilocal if the residue ring modulo its Jacobson radical is semisimple; in the commutative case, this defines the rings with finitely many maximal ideals; see [23, Proposition 20.2] . Semilocal rings have finitely many simple modules.
We say that a Noether R-algebra A is semilocal if the ring R has this property; it is well-known (for reasons recalled in the next proof) that such algebras are semilocal rings. Proof. Let m denote the Jacobson ideal of R, and set k := R/m and A := k ⊗ R A. The Jacobson radical J of the ring A satisfies J ⊇ mA ⊇ J n for some n ≥ 1, because A is finite as an R-module; see [23, Proposition 20.6] . It follows that A is a semilocal ring, with the same simple modules as A.
Let R be the m-adic completion of R; recall that R is a noetherian semilocal ring with Jacobson radical m R, and the completion map R → R is a faithfully flat ring homomorphism that induces an isomorphism of R/m and R/m R. Set A := R ⊗ R A, and N := R ⊗ R N for each R-module N . The induced ring homomorphism R → A is injective; it turns A into a Noether R-algebra and M into a finite A-module. Furthermore, the induced homomorphism of k-algebras A = k ⊗ R A → k ⊗ R A is bijective and so are the induced equivariant maps L i = k ⊗ R L i → k ⊗ R L i . It follows that the ring A is semilocal, with simple modules L 1 , . . . , L r . Lemma A.1.4 provides isomorphism
As the functor R ⊗ R − is faithful, and projdim A (M ) equals sup N {i ∈ N | Ext i A (M, N ) = 0} when N ranges over finitely generated A-modules (see [13, Proposition VI.2.5]), the isomorphisms yield
The upshot of the preceding discussion is that it suffices to prove that p A (M ) equals projdim A (M ) under the additional hypothesis that R is m-adically complete. The benefit is that then the ring A is semiperfect; see [23, Example 23.3] . As it is also noetherian, the finite module M has a projective resolution P • in which every module P i is finite projective and every differential ∂ i : P i → P i−1 satisfies ∂ i (P i ) ⊆ JP i−1 ; see [23, Proposition 24.12] . Such a minimal resolution yields isomorphisms Hom A (P i , L j ) ∼ = Ext i A (M, L j ) for 1 ≤ j ≤ r and i ∈ Z. As Hom A (P i , L j ) = 0 for 1 ≤ j ≤ r implies P i = 0, we get projdim A (M ) = p A (M ), as desired. 
Proof of Theorem

