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Целому ряду процессов экономи-ческого и экологического харак-
тера присуща гармоническая состав-
ляющая с некратными частотами, ко-
торая моделируется выражением:
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где t  - такты отсчета времени, 
N,...,3,2,1t = ; 0A , jA , jB  - параметры 
гармонического ряда (1); 
j1jj ωD+ω=ω −  - некратные часто-
ты, ,...3,2,1j =
Для оценки параметров ряда (1) 
необходимо выполнение условия [1] 
1m3N +≥ . Идентификация пара-
метров модели (1) происходит в не-
сколько этапов [2]. Первый этап - вы-
числение балансовых коэффициентов 
pa  из условия минимизации невязки
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реализации процесса в моменты вре-
мени, симметрично размещены отно-
сительно произвольной точки i .
Итак, будем решать задачу
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где ( )T1m10 ,...,, −aaa=a
- вектор весовых коэффици-
ентов; ( ) ( )migmigz m,i −++= ; 
( ) ( )pigpigg p,i −++= ; T - символ 
транспонирования матриц.
Задачу (3) запишем в матрично-
векторной форме 
( ) ( ) ( )a−a−=a
a mm
T
mm FzFzJ:min ,(4)
Где; .
Минимизация выражения (4) при-
водит к нормальному уравнению Га-
усса
m
T
mm
T
m zFFF =a .           (5)
Из последнего уравнения можно 
найти
( ) mTm1mTm zFFF −=a .          (6)
Использовать формулу (6) можно 
лишь тогда, когда размерность вектора 
a  невелика и матрица mTm FF  является 
хорошо обусловленной. Если это усло-
вие не выполняется, то для нахождения 
a  следует решать уравнения (5) одним 
из численных методов [3].
На втором этапе составляется 
уравнение
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для произвольной частоты ω , которое 
с помощью рекуррентного соотношения 
[1] ( ) ( )( ) ( )( )ω−−ωω−=ω 2pcoscos1pcos2pcos  
( ) ( )( ) ( )( )ω−−ωω−=ω 2pcoscos1pcos2pcos , m,2p =  приводится к 
алгебраическому уравнению m -той сте-
пени относительно ω= cosz  
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Суть третьего этапа заключается в 
оптимальном синтезе гармонического 
ряда (1). 
Предложен подход построения ма-
тематических моделей, основанный 
на идеях генетических алгоритмов. 
Вся реализация исходной величины 
процесса или явления N  разбива-
ется на три части в такой пропорции 
[2]: N7.0NR = , N2.0NQ =  и 
N1.0NR = . Для множества данных 
QR NN +  определяются весовые ко-
эффициенты pa  из уравнения (4) 
по методу исключения Гаусса с вы-
бором главного элемента [3]. Решение 
уравнения (7) дает возможность найти 
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частоты jω , m,1j = . Тогда, на мно-
жестве точек QR NN +  необходимо 
найти параметры модели (1) 0A , jA , 
jB  [7]. Создадим хромосому длиной 
m, в которой на i-том месте будет сто-
ять ноль или единица в зависимости 
от того частота jω  изъята из выбран-
ного полного ряда m или оставлена. 
Набор хромосом образует популяцию. 
В задачи синтеза моделей колебатель-
ных процессов функцией приспосо-
бленности, которая позволяет выбрать 
наиболее приспособленные особы из 
популяции, выступает комбинирован-
ный критерий селекции [5]
22
d Bn +=ρ              (8)
где 
2
dn - критерий смещения, кото-
рый вычисляется по формуле:
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где B   - функция невязки (2); 
( )Rgi , ( )Sgi  - величины, вычислены 
на множестве точек N  по формуле 
(1), а коэффициенты модели (1) най-
дены на множествах QR NN +  и SN .
Генетический алгоритм состоит из 
следующих шагов [4].
Ш1. Случайным образом форми-
руется популяция с I  особей, каждая 
из которых является хромосомой дли-
ной m .
Ш2. Для каждой хромосомы вы-
числяется критерий селекции (8). 
В соответствии с моделью (1) фор-
мируется матрица 
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В хромосоме удваиваем единицы 
и нули потому, что каждой частоте 
jω  соответствует пара коэффици-
ентов jA , jB . В модели (1) всегда 
присутствует коэффициент 0A , то 
в хромосому на первую позицию до-
бавляем единичный ген. C матрицы 
F  формируют новую матрицу newF  
путем изъятия тех столбцов с матри-
цы F , что отвечают нулям хромосо-
мы 0dCh . Матрицу RF  образуют 
первые QR NN +  столбцы матрицы 
newF , а вторую – последние SN . На 
множествах точек QR NN +  и SN  
вычисляются ненулевые коэффициен-
ты 0A , jA , jB  модели (1) путем ре-
шения нормального уравнения Гаусса
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+
, ( ) ( ) ( )( )TSN21S g,...,g,gg =  - 
векторы экспериментальных данных 
на множестве точек QR NN +  и SN .
По известной совокупностью ко-
эффициентов RA  и SA  модели (1) 
на множестве точек N  вычисляют 
( ) RnewAFRg = , ( ) SnewAFSg = . 
Значение критерия селекции находят 
для каждой хромосомы по формуле 
(9) и в результате получают множе-
ство значений iρ .
Ш3. Определяют
iMimin
minρ=ρ
∈
.           (12)
Если минимальное значение (12) 
критерия селекции (9) не превосходит 
некоторого положительного значения 
ε , то происходит остановка алгоритма. 
Остановка алгоритма также может про-
изойти в случае, когда его выполнение 
не приводит к улучшению функции 
приспособления или в том случае, ког-
да алгоритмом уже выполнено заданное 
число итераций. После выполнения 
одной из трех условий из популяции 
выбирается хромосома *Ch , для ко-
торой выполняется условие (12). После 
операции удвоения и присоединения 
единичного гена получаем - *0dCh . Эта 
хромосома задает структуру модели оп-
тимальной сложности и формирует ма-
трицу *F . Перерасчет параметров мо-
дели (1) осуществляется на множестве 
всех точек исходного массива данных.
Ш4. В данном алгоритме исполь-
зован метод турнирной селекции. Все 
хромосомы разбиваются на подгруп-
пы, чаще всего по 2 - 3 особи в каж-
дой, с последующим выбором из каж-
дой образованной подгруппы хромо-
сомы с лучшей приспособленностью.
Ш5. Оператор мутации с вероят-
ностью mP  изменяет 
значение гена в хро-
мосоме на противо-
положное, то есть с 1 
на 0 или с 0 на 1. Опе-
ратор скрещивания со-
стоит из двух этапов. На первом этапе 
выбирается лучшая хромосома из под-
группы особей по критерию селекции. 
В результате получаем новую популя-
цию хромосом, в которой применяют 
оператор скрещивания. После выпол-
нения оператора скрещивания проис-
ходит переход к Ш2.
Анализ изменения уровня воды в 
р. Днестр показывает, что со време-
нем имеет место тренд ( )th , который 
носит линейный характер, и суще-
ствует гармоническая составляющая 
( )tG  обусловлена сезонным измене-
нием метеорологических условий 
[6], т.е.
( ) )t(htGHH~ tt ++= .    (13)
Из зависимости (13) был выделен 
линейный тренд
( ) tth 10 θ+θ= ,          (14)
где 0θ , 1θ  - параметры линейно-
го тренда, найденные по методу наи-
меньших квадратов.
На рис. 1 показан результат работы 
программы, написанной с использова-
нием разработанного метода в среде 
MatLab, где знаком «о» отмечены экс-
периментальные данные, а «+» - ре-
зультат расчета по формуле (1). По-
сле выделения из экспериментальных 
данных гармонического тренда полу-
чили остаток - ( ) )t(htG(H~H tt +−= . 
Величина tH  является функцией 
параметров, определяющих погодные 
условия, т.е.
)p,,f,f,f,f,T(H tt3t2t1tttt νµ= −−− ,(15)
где tT - среднесуточная температу-
22
ра воздуха, ◦С; tf - количество осад-
ков, мм/сутки; tν  - среднесуточная 
скорость ветра, м/с; tp - среднесу-
точное барометрическое давление, 
мм. рт. ст., t  - текущее дискретное 
время, 3,2,1k =  - смещение во вре-
мени.
Соотношение (15) будем искать в 
виде полинома 
( )( )∑ ∏−
= =
=
1M
0i
k
1j
jist
jit xay , 
N,1t = .                     (16)
где ( )
!n!m
!nmM +=  - количество 
членов полинома (16) [7]; ia  - коэф-
фициенты полинома; ∑
=
≤
n
1j
ji ms  - сте-
пени аргументов, ( )ijx  - входные вели-
чины в каждом наблюдении t  ( t1 Tx = , 
tfx =2 , 1t3 fx −= , 2t4 fx −= , 
3t5 fx −= , t6x ν= , t7 px = ).
Систему уравнений (16) удобно 
представить в матрично-векторной 
форме
aFy = ,                (19) 
где ( )TN21 y,...,y,yy =  - вы-
численное значение выхода модели 
(16) в каждой точке наблюдений; F  
- матрица размером MN × , элементы ко-
торой произведения аргументов при па-
раметрах ia ; ( )T1M10 a,...,a,aa −=  - 
вектор параметров модели (16).
Зная tY  и ty , N,1i = , можно вы-
числить критерий аппроксимации 
( ) ( )∑
=
−=
N
1t
2
tt yYaJ . Минимизация 
критерия аппроксимации приводит к 
соотношению YFaFF TT = , кото-
рое называют нормальным уравнени-
ем метода наименьших квадратов. Из 
этого соотношения можно найти
( ) YFFFa T1T −= .        (22)
Использовать формулу (22) можно 
лишь тогда, когда размерность векто-
ра параметров a  невелика и матрица 
FF T  является хорошо обусловлен-
ной [8]. Если это условие не выполня-
ется, то для решения уравнения (22) 
следует использовать один из числен-
ных методов, например, метод Гаусса 
с выбором главного элемента [3]. 
Как правило, структура модели 
(16) неизвестна, что приводит к не-
обходимости произвольного выбора 
как числа функций, так и вида самих 
функций в модели (16). Поэтому был 
предложен индуктивный метод само-
организации моделей [1], идейную 
сторону которого определяет теорема 
Геделя.
Для выбора структуры модели ис-
пользуют критерии регулярности
( )
( )
∑
∑
=
=
−
=D
QN
1i
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i
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1i
2
ii
2
Y
yY
Q             (23)
и минимума смещения
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( ) ( )( )
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∑
=
=
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=D N
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2
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2
ii
2
Y
QyRy
Q,R .  (24)
Если выбран критерий регуляр-
ности (23), то данные эксперимен-
та распределяют [2]: N7.0NR =  и 
N3.0NQ = , а при выборе критерия 
(24) - N5.0NR =  і N5.0NQ = .
Реализация индуктивного метода 
самоорганизации моделей осущест-
вляется поэтапно: первый этап - гене-
рация моделей-претендентов (в опре-
деленном порядке повышения слож-
ности), второй этап - отбор лучшей 
модели по критерию селекции (23) 
или (24).
Рис. 1. Гармонический тренд колеблющегося процесса (р. Днестр)
Рис. 2. Зависимость уровня воды в р. Днестр от погодных условий
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Создадим хромосому длиной M , в 
которой на i -том месте будет стоять 
единица или нуль в зависимости от 
того, параметр ia , 1M,0i −=  моде-
ли (16) отличный от нуля или нулевой. 
С начальной популяции хромосом 
путем эволюционного отбора нужно 
выбрать такую, хромосому, которая 
обеспечивает минимальное значение 
критерия селекции (23) или (24). Ал-
горитм решения поставленной задачи 
аналогичен ранее разработанному с 
той лишь разницей, что не осущест-
вляется операция удвоение генов в 
хромосомах.
Найденные зависимости ( )h t , 
( )tG  и ty  дают возможность найти
( ) tt y)t(htGHˆ ++=  .       (25)
На рис. 2 «+» обозначены вычисле-
ние значения по формуле (25), а значком 
«о» - экспериментальные значения уров-
ня воды в р.Днестр. Адекватность модели 
проверялась с помощью коэффициента 
корреляции 98746,0KYy = , что свиде-
тельствует о высокой степень корреляции 
между величинами iY  и 
( )iy .
Таким образом, применение идей 
генетических алгоритмов к построению 
сложных математических моделей дает 
возможность выбрать оптимальную по 
структуре адекватную модель и значи-
тельно уменьшить объем вычислений.
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