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Minimax problems have attracted increased interest largely due to ad-
vances in machine learning, in particular generative adversarial networks.
These are trained using variants of stochastic gradient descent for the two
players. Although convex-concave problems are well understood with many
efficient solution methods to choose from, theoretical guarantees in the non-
convex setting are sometimes lacking even for the simplest algorithms. To
partially close this gap we prove the first global convergence rate for stochas-
tic alternating gradient descent ascent in a setting which is not convex-
concave.
1 Introduction
We investigate the alternating gradient descent ascent (GDA) method for weakly convex-
(strongly) concave saddle point problems, given by
min
x∈Rd
max
y∈Rn
{
Ψ(x, y) := f(x) + Φ(x, y)− h(y)
}
(1)
for a weakly convex-concave coupling function Φ : Rd×Rn → R and proper, convex and
lower semicontinuous regularizers h : Rn → R ∪ {+∞} and f : Rd → R ∪ {+∞}, see
Assumption 3.1, 3.2, 3.4 and 4.1 for details.
Nonconvex-concave saddle point problems have received a great deal of attention in
the recently due to their application in adversarial learning [36], learning with nonde-
composable losses [12, 40], and learning with uncertain data [6]. Additionally, albeit
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typically resulting in intricate nonconvex-nonconcave objectives, the large interest in
generative adversarial networks (GANs) [1, 16] has led to the studying of saddle point
problems under different simplifying assumptions [2, 4, 7, 13,24].
In the nonconvex-concave setting inner loop methods have received much of the at-
tention [21, 24, 30, 34, 37] with them obtaining the best complexity results in this class,
see Table 1. Despite superior theoretical performance these methods have not been as
popular in practice, especially in the training of GANs where single loop methods are
still state-of-the-art [2, 7, 13, 14, 16, 20, 25]. The simplest approach is given by simulta-
neous GDA, which, for a smooth coupling function Φ and stepsizes ηx, ηy > 0, reads
as:
(simultaneous)
⌊
x+ = x− ηx∇xΦ(x, y)
y+ = y + ηy∇yΦ(x, y).
After the first step of this method, however, more information is already available, which
can be used in the update of the second variable, resulting in
(alternating)
⌊
x+ = x− ηx∇xΦ(x, y)
y+ = y + ηy∇yΦ(x
+, y).
It has been widely known that the alternating version of GDA has many favorable
convergence properties of the simultaneous one [2,14,39]. We are naturally interested in
— and will give an affirmative answer to the question:
Does stochastic alternating GDA have nonasymptotic convergence
guarantees for nonconvex minimax problems?
This might seem surprising as it has been sufficiently demonstrated [4, 13, 15, 29] that
either version of GDA fails to converge if equal stepsizes are used. We therefore want
to point out the importance of the two-time-scale approach which was also emphasized
in [19,24].
Optimality. For convex-concave minimax problems, the notion of solution is simple. We
aim to find a so-called saddle point (x∗, y∗) ∈ Rd×Rn satisfying for all (x, y) ∈ Rd×Rn
Ψ(x∗, y) ≤ Ψ(x∗, y∗) ≤ Ψ(x, y∗).
For convex-concave problems this notion is equivalent to the first order optimality con-
dition ˆ
0
0
˙
∈
ˆ
∇xΦ(x
∗, y∗)
−∇yΦ(x
∗, y∗)
˙
+
ˆ
∂f(x∗)
∂h(y∗)
˙
. (2)
Similarly to the nonconvex single objective optimization where one cannot expect to
find global minima, if the minimax problem is not convex-concave the notion of saddle
point is too strong. So one natural approach is to focus on conditions such as (1), as
done in [26,33,39]. However, treating the two components in such a symmetric fashion
might not seem fitting since in contrast to the convex-concave problem minxmaxy 6=
2
Table 1: The gradient complexity of algorithms for nonconvex-(strongly) concave min-
imax problems and their convergence rates for (near) stationarity of the max
function. ǫ is the tolerance and κ > 0 is the condition number. The notation
O˜ hides logarithmic terms.
Nonconvex-Strongly Concave Nonconvex-Concave single
Deterministic Stochastic Deterministic Stochastic loop
[35] O˜(κ2ǫ−2) O˜(κ3ǫ−4) O˜(ǫ−6) O˜(ǫ−6) ✗
[37, 41] – – O˜(ǫ−3) – ✗
[23, 34] O˜(
?
κǫ−2) – O˜(ǫ−3) – ✗
[24] O(κ2ǫ−2) O(κ3ǫ−4) O(ǫ−6) O(ǫ−8) X
this work O(κ2ǫ−2) O(κ3ǫ−4) O(ǫ−6) O(ǫ−8) X
maxyminx. Instead we will focus, in the spirit of [24,35,37], on the stationarity of what
we will refer to as the max function (see Assumption 3.2 for well definedness) given by
ϕ(x) := max
y∈Rn
Φ(x, y)− h(y), where ϕ : Rd → R. (3)
This makes sense from the point of view of many practical applications. Problems
arising from adversarial learning can be formulated as minimax, but typically only x,
which corresponds to the classifier is relevant as y is adversarial noise. Similarly, for
GANs, one is typically only interested in the generator and not the discriminator. See
Table 1 for a comparison of other methods using the same notion of optimality. Note
that it is possible to move from one notion of optimality to the other [24], but as both
directions are typically associated with additional computational effort a comparison is
not trivial and out of scope of this work.
Contributions. We prove novel convergence rates for alternating gradient descent as-
cent for nonconvex-(strongly) concave minimax problems in a deterministic and stochas-
tic setting. For deterministic problems, [39] has proved convergence rates for alternating
GDA in terms of the criticality of Φ while we use the max function ϕ, see (1), instead.
Our results are also more general than e.g. [23,24,41] in the sense that they require Φ to
be smooth in the first component wheres we only require weak convexity, similar to [35].
Furthermore, we allow for our method to include possibly nonsmooth regularizers, sim-
ilar to [35,41], which captures and extends the common constraint setting.
1.1 Related Literature
For the purpose of this paper we separate the nonasymptotic study of minimax problems
into the following domains.
Convex-concave. For convex-concave problems historically the extra-gradient and the
forward-backward-forward method have been known to converge. For the former even
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a rate of O(ǫ−1) has been proven in [31] under the name of mirror-prox. Both of these
methods suffer from the drawback of requiring two gradient evaluations per iteration.
So methods have come up such as optimistic GDA [7, 8] or [4, 13, 18, 27] which use
past gradients to reduce the need of gradient evaluations to one per iteration. In all
of these cases, however, convergence guarantees typically do not go beyond the convex-
concave setting. Nevertheless, these methods have been employed successfully in the
GAN setting [4, 7, 13].
Nonconvex-concave with inner loops. Approximating the max function by running
multiple iterations of a solver on the second component or convexifying the problem by
adding a quadratic term and then solving the convex-concave problem constitute natural
approaches [23,33,35,37,41]. Such methods achieve the best known rates [23,34,37,41]
in this class. However, they are usually quite involved and have for the most part not
been used in deep learning applications.
Nonconvex-concave with single loop. While these methods have received some atten-
tion in the training of GANs [4, 7, 13] most of the theoretical statement are for convex-
concave problems. In the nonconvex setting only two methods have been studied. Previ-
ous research, see [24,26], has focused on the simultaneous version of the gradient descent
ascent algorithm where both components are updated at the same time. The only other
work which focuses on alternating GDA is [39]. Their results are in terms of stationarity
of Φ and they do not treat the stochastic case. Note that our work is most similar to [24]
where the same notion of optimality is used and similar rates to our are obtained for
simultaneous GDA.
Others. Clearly the above categories do not cover the entire field. However, other set-
tings have not received as much attention. Only [39] treats (strongly) convex-nonconcave
problems and proves convergence rates similar to the nonconvex-(strongly) concave set-
ting. In [38] a special stochastic nonconvex-linear problem with regularizers is solved
via a variance reduced single loop method with a significantly improved rate over the
general nonconvex-concave problem.
The most general setting out of all the aforementioned ones is discussed in [22, 25,
28], namely the weakly convex-weakly concave setting. They use however, a weaker
notion of optimality related to the Minty variational inequality formulation. We also
only mentioned (sub)gradient methods, but under the restrictive assumption that the
proximal operator of a component can be evaluated strong rates can be shown [21].
2 Preliminaries
As mentioned in the earlier we will consider optimality in terms of the max function for
any x ∈ Rd given by ϕ(x) := maxy∈Rn ψ(x, y), for ψ(x, y) := Φ(x, y)− h(y) as mapping
from Rd × Rn to R ∪ {−∞}. Similarly, we also need the regularized max function
g := ϕ+ f, where g : Rd → R ∪ {+∞}.
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In the remainder of the section we will focus on the necessary preliminaries connected to
the weak convexity of the max function in the nonconvex-concave setting, see Section 3.
2.1 Weak Convexity
In the nonconvex-concave setting of Section 3 the max function ϕ will in general be non-
smooth, which makes it nonobvious how to define near stationarity. The max function
ϕ will, however, turn out to be weakly convex, see Proposition 3.6. For some ρ ≥ 0, we
say that
g : Rd → R ∪ {+∞} is ρ-weakly convex if g + (ρ/2)‖·‖2 is convex.
An example of a weakly convex function is one which is differentiable and the gradient
is uniformly Lipschitz continuous with constant L (we call such a function L-smooth).
In this case, the weak convexity parameter ρ is given by the Lipschitz constant.
Following [5, 9, 11, 37], we make use of a smooth approximation of g known as the
Moreau envelope gλ, parametrized by a positive scalar λ. For a proper, ρ-weakly convex
and lower semicontinuous function g : Rd → R ∪ {+∞}, the Moreau envelope of g with
the parameter λ ∈ (0, ρ−1) is the function from Rd to R defined by
gλ(x) := inf
z∈Rd
{
g(z) +
1
2λ
‖z − x‖2
}
.
The proximal operator of the function λg is the argmin of the right-hand side in this
definition, that is,
proxλg pxq := argmin
z∈Rd
{
g(z) +
1
2λ
‖z − x‖2
}
. (4)
Note that proxλg pxq is uniquely defined by (2.1) because the function being minimized
is proper, lower semicontinuous and strongly convex.
For a function g : Rd → R ∪ {+∞} and a point x¯ such that g(x¯) is finite, the Fre´chet
subdifferential of g at x¯, denoted by ∂g(x¯), is the set of all vectors v ∈ Rd such that
g(x) ≥ g(x¯) + 〈v, x− x¯〉+ o(‖x− x¯‖) as x→ x¯.
For weakly convex function the Fre´chet subdifferential simply corresponds to the convex
subdifferential of the convex function g + (ρ/2)‖·‖2.
Lemma 2.1 (see [10, Lemma 2.2]). Let g : Rd → R∪{+∞} be a proper, ρ-weakly convex,
and lower semicontinuous function, and let λ ∈ (0, ρ−1). Then the Moreau envelope gλ
is continuously differentiable on Rd with gradient
∇gλ(x) =
1
λ
`
x− proxλg pxq
˘
for all x ∈ Rd,
and this gradient is Lipschitz continuous.
In particular, a gradient step with respect to the Moreau envelope corresponds to a
proximal step, that is,
x− λ∇gλ(x) = proxλg pxq for all x ∈ Rd. (5)
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Stationarity. The Moreau envelope allows us to naturally define a notion of near sta-
tionarity even for nonsmooth and ρ-weakly convex functions. We say that for an ǫ > 0
and a λ ∈ (0, ρ−1)
a point x is ǫ-stationary for g if ‖∇gλ(x)‖≤ ǫ. (6)
Canonically, we call a point stationary if the above holds for ǫ = 0. This notion of near
stationarity can also be expressed in terms the original function g.
Lemma 2.2. Let x be ǫ-stationary for the proper ρ-weakly convex and lower semicon-
tinuous function g, i.e. ‖∇gλ(x)‖≤ ǫ with λ ∈ (0, ρ
−1). Then there exist a point xˆ such
that ‖x− xˆ‖≤ ǫλ and dist(0, ∂g(xˆ)) ≤ ǫ.
Proof. From the definition of the Moreau envelope, we have that
0 ∈ ∂g(proxλg pxq) +
1
λ
(proxλg pxq− x),
from which
∇gλ(x) ∈ ∂g(proxλg pxq)
follows by using (2.1). Evidently, xˆ = proxλg pxq fulfills the required conditions.
2.2 About the Stochastic Setting
We discuss the stochastic version of problem (1) where the coupling function Φ is actually
given as an expectation, i.e.
Φ(x, y) = Eξ∼D rΦ(x, y; ξ)s ∀(x, y) ∈ Rd × Rn
and we can only access independent samples of the gradient ∇xΦ(x, y; ξ) (or subgradient)
and ∇yΦ(x, y; ζ), where ξ and ζ are drawn from the (in general unknown) distribution
D.
We require the following standard assumption with respect to these stochastic gradient
estimators.
Assumption 2.3 (unbiased). The stochastic estimator of the gradient is unbiased, i.e.
for all (x, y) ∈ Rd × Rn
Er∇Φ(x, y; ξ)s = ∇Φ(x, y),
or in the case of subgradients
E
”
gξ
ı
∈ ∂[Φ(·, y)](x), where gξ ∈ ∂[Φ(·, y; ξ)](x).
Assumption 2.4 (bounded variance). The variance of the estimator is uniformly bounded,
i.e. for all (x, y) ∈ Rd × Rn
E
“
‖∇xΦ(x, y; ξ)−∇xΦ(x, y)‖
2
‰
≤ σ2 and E
“
‖∇yΦ(x, y; ξ)−∇yΦ(x, y)‖
2
‰
≤ σ2,
(7)
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for a variance σ2 ≥ 0. In the setting of Section 3 where Φ is not necessarily smooth in
the first component, we make the analogous assumption for subgradients, i.e.
E
„∥∥∥gξ − E”gξı∥∥∥2 ≤ σ2 (8)
for a stochastic subgradient gξ ∈ ∂[Φ(·, y; ξ)](x).
2.3 The Algorithm
Since we cover different settings such as smooth or not, deterministic and stochastic we
try to formulate a unifying scheme.
Algorithm 2.5 (proximal alternating GDA). Let (x0, y0) ∈ R
d × Rn and stepsizes
ηx, ηy > 0. Consider the following iterative scheme
(∀k ≥ 0)
⌊
xk+1 = proxηxf pxk − ηxGx(xk, yk)q
yk+1 = proxηyh pyk + ηyGy(xk+1, yk)q ,
where Gx and Gy will be replaced by the appropriate (sub)gradient and its estimator in
the deterministic and stochastic setting, respectively.
3 Nonconvex-Concave Objective
In this section we treat the case where the objective function is weakly convex in x,
but not necessarely smooth, and concave and smooth in y. This will result in a weakly
convex max function whose Moreau envelope we will study for criticality, see (2.1).
3.1 Assumptions
While the first assumption concerns general setting of this section, i.e. weakly convex-
concave, the latter assumptions are more of a technical nature.
Assumption 3.1. The coupling function Φ is
(i) concave and L∇Φ-smooth in the second component uniformly in the first one, i.e.
‖∇yΦ(x, y)−∇yΦ(x, y
′)‖≤ L∇Φ‖y − y
′‖ ∀x ∈ Rd ∀y, y′ ∈ Rn.
(ii) ρ-weakly convex in the first component uniformly in the second one, i.e.
Φ(·, y) +
ρ
2
‖·‖2 is convex for all y ∈ Rn.
Assumption 3.1 is fulfilled if e.g. Φ is L∇Φ-smooth jointly in both components, i.e.
‖∇Φ(x, y)−∇Φ(x′, y′)‖≤ L∇Φ‖(x, y)− (x
′, y′)‖ ∀x, x′ ∈ Rd ∀y, y′ ∈ Rn,
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in which case (ii) holds with ρ = L∇Φ.
Due to the fact that the maximization of the second component is not taken over a
compact set, the existence of a maximizer has to be guaranteed. We do this by one
requiring coercivity.
Assumption 3.2. The function y 7→ Φ(x, y)− h(y) is coercive for all x ∈ Rd, meaning
that the set {y ∈ Rn : Φ(x, y)− h(y) ≥ γ} is bounded for every γ ∈ R.
The next assumption is a classical technical assumption nonconvex optimization.
Assumption 3.3. The function g is lower bounded, i.e. we have that infx∈Rd g(x) >
−∞.
In Section 3 we will actually need to bound the Moreau envelope gλ, but these two
conditions are in fact equivalent as for all x ∈ Rd and any λ ∈ (0, ρ−1)
gλ(x) = inf
u∈R
{
g(u) +
1
2λ
‖x− u‖2
}
≥ inf
u∈R
g(u)
and conversely
gλ(x) = inf
u∈R
{
g(u) +
1
2λ
‖x− u‖2
} u=x
≤ g(x).
We also want to point out that this assumption is typically weaker than the lower
boundedness of Ψ, which is usually required if stationary points of the type (1) are used.
Assumption 3.4. Φ is L-Lipschitz in the first component uniformly in the second one,
i.e.
‖Φ(x, y)− Φ(x′, y)‖≤ L‖x− x′‖ ∀x, x′ ∈ Rd ∀y ∈ Rn.
Assumption 3.5. The regularizers f and h are proper, convex and lower semicontinu-
ous.
(i) Additionally, f is either Lf -Lipschitz continuous or the indicator of a convex and
closed set. Either of those assumptions guarantees that
‖proxλf pxq− x‖≤ λLf (9)
for all x ∈ dom f (in the case of the indicator the statement is trivially true).
(ii) Furthermore, h has bounded domain domh such that the diameter of domh is
bounded by Ch.
Note that if h is the indicator of a convex and compact set then Assumption 3.2 and
Assumption 3.5 (i) are both fulfilled.
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3.2 Properties of the Max Function
Previous research, when concluding the weak convexity of the max function, has relied
on the compactness of the domain over which to maximize. This is done so that the
classical Danskin Theorem can be applied. This assumption is e.g. fulfilled in the context
ofWasserstein GANs [1] with weight clipping, but not in other formulations such as [17].
We provide an extension of the classical Danskin Theorem, which only relies on the
coercivity of the objective in the second component, see Assumption 3.2. This assumed
coercivity of Φ(x, ·)− h implies that for every x ∈ Rd the set
Y (x) :=
{
y∗ ∈ Rn : ϕ(x) = Φ(x, y∗)− h(y∗) = max
y∈Rn
{Φ(x, y) − h(y)}
}
(10)
is nonempty. For brevity we will denote arbitrary elements of Y (xk) by y
∗
k for all k ≥ 0.
Proposition 3.6. Let Assumption 3.1 and 3.2 hold true. Then, the function ϕ, see (1),
fulfills for all x ∈ Rd
∂[Φ(·, y∗)](x) ⊆ ∂ϕ(x) ∀y∗ ∈ Y (x).
In particular, ϕ is ρ-weakly convex.
Proof. From the ρ-weak convexity of Φ(·, y), we have that Φ(·, y) + ρ2‖·‖
2 is convex for
all y ∈ Rn. We define Φ˜(x, y) = Φ(x, y) + ρ2‖x‖
2 and ψ˜(x, y) = ψ(x, y) + ρ2‖x‖
2 for
(x, y) ∈ Rd × Rn as well as
ϕ˜(x) = max
y∈Rn
ψ˜(x, y) = ϕ(x) +
ρ
2
‖x‖2.
Notice that ψ˜(x, ·) is concave for any x ∈ Rd and ψ˜(·, y) is convex for any y ∈ Rn. Thus,
the function ϕ˜ is convex and dom ϕ˜ = domϕ = Rd. Therefore ϕ is continuous, which
implies that ∂ϕ(x) 6= ∅ for any x ∈ Rd. Let x ∈ Rd, y ∈ Y (x) and v ∈ Rd. For any
α > 0 it holds
ϕ˜(x+ αv) − ϕ˜(x)
α
≥
ψ˜(x+ αv, y)− ψ˜(x, y)
α
=
Φ˜(x+ αv, y)− Φ˜(x, y)
α
,
thus
ϕ˜′(x; v) = inf
α>0
ϕ˜(x+ αv)− ϕ˜(x)
α
≥ inf
α>0
Φ˜(x+ αv, y) − Φ˜(x, y)
α
= [Φ˜(·, y)]′(x; v),
where [Φ(·, y)]′(x; v) denotes the directional derivative of Φ in the first component at x
in the direction v. In conclusion,
ϕ˜′(x; v) ≥ sup
y∈Y (x)
[Φ˜(·, y)]′(x; v) ∀v ∈ Rd (11)
and for y ∈ Y (x) we therefore conclude
∂[Φ˜(·, y)](x) ⊆ ∂ϕ˜(x).
The first statement is obtained by subtracting ρx on both sides of the inclusion.
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Lemma 3.7. The Lipschitz continuity of Φ in its first component implies that ϕ is
Lipschitz as well with the same constant.
Proof. Let x, x′ ∈ Rd and y∗ ∈ Y (x). On the one hand
ϕ(x) − ϕ(x′) = Φ(x, y∗)− h(y∗)− ϕ(x′)
≤ Φ(x, y∗)− h(y∗)− Φ(x′, y∗) + h(y∗)
≤ L‖x− x′‖.
The reverse direction ϕ(x′)− ϕ(x) ≤ L‖x− x′‖ follows analogously.
3.3 Deterministic Setting
For initial values (x0, y0) ∈ dom f × domh the stochastic version of alternating GDA
reads as
(∀k ≥ 0)
⌊
xk+1 = proxηxf pxk − ηxgkq
yk+1 = proxηyh pyk + ηy∇yΦ(xk+1, yk)q ,
(12)
for gk ∈ ∂[Φ(·, yk)](xk).
Theorem 3.8. Let Assumption 3.1, 3.2, 3.3, 3.4 and 3.5 hold true. The iterates gen-
erated by (3.3) with the stepsizes ηx = O(ǫ
4) < 1/2ρ, ηy = 1/L∇Φ and λ = 1/2ρ fulfill
min
0≤j≤K−1
‖∇gλ(xj)‖
2
≤ 2ǫ−4
∆∗
K
+ 4ρǫ2
`
L(L+ Lf ) + L∇ΦC
2
h
˘
+ 4ρ
ϕ(x0)− ψ(x0, y0)
K
+ 8ǫ4ρL2,
for K ≥ 1, where ∆∗ := g(x0)− infx∈Rd g(x). Therefore, in order to drive the right-hand
side to O(ǫ2) and thus to ensure that we visit an ǫ-stationary point, at most K = O(ǫ−6)
iterations are required.
Similarly to the proofs in [9,24] and others, the main descent statement makes use of
the quantity proxλg pxkq for a λ > 0. This is somewhat surprising as this point does not
appear in the algorithm and can in general not be computed.
But first, we need to establish the fact that xˆk := proxλg pxkq can also be written as
the proximal operator of f evaluated at an auxiliary point.
Lemma 3.9. For any λ ∈ (0, ρ−1) and all k ≥ 0 the point xˆk := proxλg pxkq can also be
written as
xˆk = proxηxf
`
ηxλ
−1xk − ηxvk + (1− ηxλ
−1)xˆk
˘
for some vk ∈ ∂ϕ(xˆk).
Proof. Let k ≥ 0 be arbitrary but fixed and recall that g = f + ϕ. By the definition of
xˆk we have that
0 ∈ ∂g(xˆk) +
1
λ
(xˆk − xk) = ∂(ϕ+ f)(xˆk) +
1
λ
(xˆk − xk).
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We can be estimate through the continuity of ϕ and subdifferential calculus
1
λ
(xk − xˆk) ∈ ∂(ϕ + f)(xˆk) ⊆ ∂ϕ(xˆk) + ∂f(xˆk).
Thus, there exists vk ∈ ∂ϕ(xˆk) such that
1
λ
(xk − xˆk) ∈ vk + ∂f(xˆk).
Also,
ηx
1
λ
(xk − xˆk) ∈ ηx∂f(xˆk) + ηxvk ⇔ ηxλ
−1xk − ηxvk + (1− ηxλ
−1)xˆk ∈ xˆk + ηx∂f(xˆk)
⇔ xˆk = proxηxf
`
ηxλ
−1xk − ηxvk + (1− ηxλ
−1)xˆk
˘
.
With the previous lemma in place we can now turn our attention to the first step of
the actual convergence proof.
Lemma 3.10. With λ = 1/2ρ and ηx ∈ [0, λ] we have for all k ≥ 0 that
gλ(xk+1) ≤ gλ(xk) + 2ρηx∆k −
1
2
ηx‖∇gλ(xk)‖
2+4ρη2xL
2,
where ∆k := ϕ(xk)− ψ(xk, yk) ≥ 0.
Proof. Let k ≥ 0 be fixed. As in the previous lemma we denote xˆk := proxλg pxkq. From
the definition of the Moreau envelope we have that
gλ(xk+1) = min
x∈Rd
{
g(x) +
1
2λ
‖x− xk+1‖
2
}
≤ g(xˆk) +
1
2λ
‖xˆk − xk+1‖
2. (13)
Let now vk ∈ ∂ϕ(xˆk) as in Lemma 3.9. We successively deduce
‖xˆk − xk+1‖
2
= ‖proxηxf
`
ηxλ
−1xk − ηxvk + (1− ηxλ
−1)xˆk
˘
− proxηxf pxk − ηxgkq ‖2 (14)
≤ ‖(1− ηxλ
−1)(xˆk − xk) + ηx(gk − vk)‖
2 (15)
= (1− ηxλ
−1)
2
‖xˆk − xk‖
2+2ηx(1− ηxλ
−1)〈gk − vk, xˆk − xk〉+ η
2
x‖gk − vk‖
2
≤ (1− ηxλ
−1)
2
‖xˆk − xk‖
2+2ηx(1− ηxλ
−1)〈gk − vk, xˆk − xk〉+ 4η
2
xL
2 (16)
where (3.3) uses Lemma 3.9 and the definition of xk+1, inequality (3.3) holds because
of the nonexpansiveness of the proximal operator, and (3.3) follows from the Lipschitz
continuity of Φ and ϕ (see Lemma 3.7) and the fact that Lipschitz continuity implies
bounded subgradients. We are left with estimating the inner product in the above
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inequality and we do so by splitting it into two: first of all, from the weak convexity of
Φ in x we have that
〈gk, xˆk − xk〉 ≤ Φ(xˆk, yk)− Φ(xk, yk) +
ρ
2
‖xˆk − xk‖
2
= Φ(xˆk, yk)− h(yk)− (Φ(xk, yk)− h(yk)) +
ρ
2
‖xˆk − xk‖
2
≤ ϕ(xˆk)− ψ(xk, yk) +
ρ
2
‖xˆk − xk‖
2.
Secondly, by the ρ-weak convexity of ϕ
−〈vk, xˆk − xk〉 ≤ ϕ(xk)− ϕ(xˆk) +
ρ
2
‖xˆk − xk‖
2.
Combining the last two inequalities we get that
〈gk − vk, xˆk − xk〉 ≤ ϕ(xk)− ψ(xk, yk) + ρ‖xˆk − xk‖
2. (17)
Plugging (3.3) into (3.3) we deduce
‖xˆk − xk+1‖
2
≤ [(1 − ηxλ
−1)
2
+ 2ηx(1− ηxλ
−1)ρ]looooooooooooooooooooomooooooooooooooooooooon
=(∗)
‖xˆk − xk‖
2+2ηx∆k + 4η
2
xL
2. (18)
Now note that
(∗) = 1− 2ηxλ
−1 + η2xλ
−2 + 2ηxρ− 2η
2
xλ
−1ρ
= 1− 4ηxρ+ 4η
2
xρ
2 + 2ηxρ− 4η
2
xρ
2
= 1− 2ηxρ.
(19)
Combining (3.3), (3.3) and (3.3) we deduce,
gλ(xk+1) ≤ g(xˆk) +
1
2λ
`
‖xˆk − xk‖
2+2ηx∆k − 2ηxρ‖xˆk − xk‖
2+4η2xL
2
˘
= gλ(xk) + 2ρηx∆k −
1
2
ηx‖∇gλ(xk)‖
2+4ρη2xL
2,
where we used that λ = 1/2ρ.
Naturally, we want to telescope the inequality established by the previous lemma. We
are left with estimating ∆k, preferably even in a summable way. But first we need the
following technical, yet standard lemma, estimating the amount of increase obtained by
a single iteration of gradient ascent.
Lemma 3.11. It holds for all y ∈ Rn and k ≥ 0 that
ψ(xk+1, y)− ψ(xk+1, yk+1) ≤
1
2ηy
´
‖y − yk‖
2−‖y − yk+1‖
2
¯
. (20)
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Proof. By the definition of yk+1 we have that
yk+1 = argmin
y∈Rn
{
h(y) + Φ(xk+1, yk)− 〈∇yΦ(xk+1, yk), y − yk〉+
1
2ηy
‖y − yk‖
2
}
.
Let now y ∈ Rn be arbitrary but fixed. Since yk+1 minimizes a 1/ηy-strongly convex
function,
h(yk+1) + Φ(xk+1, yk)− 〈∇yΦ(xk+1, yk), yk+1 − yk〉+
1
2ηy
‖yk+1 − yk‖
2+
1
2ηy
‖y − yk+1‖
2
≤ h(y) + Φ(xk+1, yk)− 〈∇yΦ(xk+1, yk), y − yk〉+
1
2ηy
‖y − yk‖
2.
(21)
From the descent lemma (in ascent form) and the fact that 1/ηy = L∇Φ we have that
Φ(xk+1, yk) + 〈∇yΦ(xk+1, yk), yk+1 − yk〉 −
1
2ηy
‖yk+1 − yk‖
2≤ Φ(xk+1, yk+1). (22)
From the concavity of Φ in its second component we get that
Φ(xk+1, y) ≤ Φ(xk+1, yk) + 〈∇yΦ(xk+1, yk), y − yk〉. (23)
By plugging (3.3) and (3.3) into (3.3) we deduce
Φ(xk+1, y)− h(y) +
1
2ηy
‖y − yk+1‖
2≤ Φ(xk+1, yk+1)− h(yk+1) +
1
2ηy
‖y − yk‖
2.
The statement of the lemma is obtained by rearranging the above inequality.
We can now use the previous lemma to estimate ∆k. Recall also that y
∗
k denotes a
maximizer of ψ(xk, ·) for all k ≥ 0.
Lemma 3.12. We have that for all 1 ≤ m ≤ k,
∆k ≤ 2ηxL(L+ Lf )(k −m) +
1
2ηy
´
‖yk−1 − y
∗
m‖
2−‖yk − y
∗
m‖
2
¯
. (24)
Proof. Let 1 ≤ m ≤ k be fixed. Plugging y = y∗m into (3.11) we deduce that
0 ≤ ψ(xk, yk)− ψ(xk, y
∗
m) +
1
2ηy
´
‖y∗m − yk−1‖
2−‖y∗m − yk‖
2
¯
. (25)
Starting from the definition of ∆k, we add (3.3) to obtain
∆k = ψ(xk, y
∗
k)− ψ(xk, yk)
≤ ψ(xk, y
∗
k)− ψ(xk, y
∗
m) +
1
2ηy
´
‖y∗m − yk−1‖
2−‖y∗m − yk‖
2
¯
.
(26)
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Due to the Lipschitz continuity of Φ, terms which only differ in their first argument will
be easy to estimate. Therefore, we insert and subtract ±Φ(xm, y
∗
k+1) to deduce
ψ(xk, y
∗
k)− ψ(xk, y
∗
m)
= Φ(xk, y
∗
k)− h(y
∗
k)− Φ(xk, y
∗
m) + h(y
∗
m)
= Φ(xk, y
∗
k)− Φ(xm, y
∗
k) + Φ(xm, y
∗
k)− h(y
∗
k)− Φ(xk, y
∗
m) + h(y
∗
m)
≤ Φ(xk, y
∗
k)− Φ(xm, y
∗
k) + Φ(xm, y
∗
m)− h(y
∗
m)− Φ(xk, y
∗
m) + h(y
∗
m)
= Φ(xk, y
∗
k)− Φ(xm, y
∗
k) + Φ(xm, y
∗
m)−Φ(xk, y
∗
m).
(27)
We estimate the above expression for k > m by making use of the Lipschitz continuity
of Φ(·, y) and (3.5) deducing
Φ(xk, y
∗
k)− Φ(xm, y
∗
k)
≤ L‖xk − xm‖≤ L
k−1∑
l=m
‖xl+1 − xl‖
≤ L
k−1∑
l=m
´
‖proxηxf pxl − ηxglq− proxηxf pxlq ‖+‖proxηxf pxlq− xl‖
¯
≤ ηxL(L+ Lf )(k −m).
(28)
For k = m the inequality follows trivially. Analogously, we deduce
Φ(xm, y
∗
m)− Φ(xk, y
∗
m) ≤ ηxL(L+ Lf )(k −m). (29)
Plugging (3.3), (3.3) and (3.3) into (3.3) gives the statement of the lemma.
In order to estimate the summation of ∆k we will use a trick to sum over it in blocks,
where the size B of these blocks will depend on the total number of iterations K. Note
that w.l.o.g. we assume that the block size B ≤ K divides K without remainder.
Lemma 3.13. It holds that for all K ≥ 1
1
K
K−1∑
k=0
∆k ≤ ηxL(L+ Lf )B +
L∇ΦC
2
h
2B
+
∆0
K
. (30)
Proof. By splitting the summation into blocks we get that
K−1∑
k=0
∆k =
K/B−1∑
j=0
(j+1)B−1∑
k=jB
∆k. (31)
By using (3.12) from Lemma 3.12 with m = 1 and the fact that
∑B−1
k=1 k ≤ B
2/2 we get
that
B−1∑
k=0
∆k ≤ ∆0 + ηxL(L+ Lf )B
2 +
1
2ηy
‖y0 − y
∗
1‖
2
≤ ∆0 + ηxL(L+ Lf )B
2 +
1
2ηy
C2h,
(32)
14
where Ch was defined in Assumption 3.5 and denotes the diameter of domh. Analo-
gously, for j > 0 and m = jB we have that
(j+1)B−1∑
k=jB
∆k ≤ ηxL(L+ Lf )B
2 +
1
2ηy
‖yjB−1 − y
∗
jB‖
2
≤ ηxL(L+ Lf )B
2 +
1
2ηy
C2h.
(33)
Plugging (3.3) and (3.3) into (3.3) gives
1
K
K−1∑
k=0
∆k ≤ ηxL(L+ Lf )B +
1
2ηyB
C2h +
∆0
K
.
The desired statement is obtained by using the stepsize ηy = 1/L∇Φ.
Proof of Theorem 3.8. From Lemma 3.10 we deduce by summing up
gλ(xK) ≤ gλ(x0) + 2ηxρ
K−1∑
k=0
∆k −
1
2
ηx
K−1∑
k=0
‖∇gλ(xk)‖
2+4Kρη2xL
2.
Next, we divide by K and obtain that
1
K
K−1∑
k=0
‖∇gλ(xk)‖
2≤ 2
∆∗
ηxK
+
4ρ
K
K−1∑
k=0
∆k + 8ρηxL
2.
Now, we plug in (3.13) to deduce that
1
K
K−1∑
k=0
‖∇gλ(xk)‖
2≤ 2
∆∗
ηxK
+ 4ρ
´
ηxL(L+ Lf )B +
L∇ΦC
2
h
2B
¯
+
4ρ∆0
K
+ 8ηxρL
2.
With B = 1/?ηx, we have that
1
K
K−1∑
k=0
‖∇gλ(xk)‖
2≤ 2
∆∗
ηxK
+ ρ
?
ηx
´
4L(L+ Lf ) + 2L∇ΦC
2
h
¯
+
4ρ∆0
K
+ 8ηxρL
2.
We obtain the statement of the theorem by plugging in ηx = O(ǫ
4).
3.4 Stochastic Setting
For initial values (x0, y0) ∈ dom f × domh the stochastic version of alternating GDA is
given by
(∀k ≥ 0)
 xk+1 = proxηxf
´
xk − ηxg
ξ
k
¯
yk+1 = proxηyh pyk + ηy∇yΦ(xk+1, yk; ζk)q ,
(34)
for gξk ∈ ∂[Φ(·, yk; ξk)](xk) for ξk, ζk ∼ D independent from all previous iterates.
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Theorem 3.14. Let in addition to the assumptions of Theorem 3.8 also Assumption 2.3
and 2.4 hold true. The iterates generated by (3.4) with ηy = O(ǫ
2) ≤ 1/2L∇Φ, ηx =
O(ǫ6) < 1/2ρ and λ = 1/2ρ fulfill
min
0≤j≤K−1
E
“
‖∇gλ(xk)‖
2
‰
≤
2∆∗
K
ǫ−6 + 4ρǫ2(L(L+ Lf + σ) + C
2
h + σ
2) + 4ρ
ϕ(x0)− ψ(x0, y0)
K
+ 8ǫ6ρ(L2 + σ2),
for K ≥ 1, where ∆∗ = g(x0)−minx∈Rd g(x). Therefore, in order to drive the right hand
side to O(ǫ2) and thus to ensure that we visit an ǫ-stationary point, at most K = O(ǫ−8)
iterations are required.
The proof proceeds along the same lines of the deterministic case. Similarly we show
an adapted version of Lemma 3.10.
Lemma 3.15. With λ = 1/2ρ we have for all k ≥ 0 that
Ergλ(xk+1)s ≤ Ergλ(xk)s + 2ρηx∆ˆk − ηx
2
E
“
‖∇gλ(xk)‖
2
‰
+ 4ρη2x(L
2 + σ2)
where ∆ˆk := Erϕ(xk)− ψ(xk, yk)s.
Proof. Let k ≥ 0 be arbitrary but fixed. Note that it follows easily from (2.4) that
E
”
‖gξk‖
2
ı
≤ E
“
‖gk‖
2
‰
+ σ2 ≤ L2 + σ2, (35)
where E
”
gξk
ı
= gk ∈ ∂xΦ(xk, yk). From the definition of the Moreau envelope we deduce
that
Ergλ(xk+1)s ≤ Erg(xˆk)s + 1
2λ
E
“
‖xˆk − xk+1‖
2
‰
. (36)
Similarly to Lemma 3.10 we deduce that for vk ∈ ∂ϕ(xˆk) (as given in Lemma 3.9)
‖xˆk − xk+1‖
2
= ‖proxηxf
`
ηxλ
−1xk − ηxvk + (1− ηxλ
−1)xˆk
˘
− proxηxf
´
xk − ηxg
ξ
k
¯
‖2
≤ ‖(1− ηxλ
−1)(xˆk − xk) + ηx(g
ξ
k − vk)‖
2
= (1− ηxλ
−1)
2
‖xˆk − xk‖
2+2ηx(1− ηxλ
−1)〈gξk − vk, xˆk − xk〉+ η
2
x‖g
ξ
k − vk‖
2.
By applying the conditional expectation Er· | xk, yks, then the unconditional one and
using (3.4), we get that
E
“
‖xˆk − xk+1‖
2
‰
≤ E
“
‖xˆk − xk‖
2
‰
+ 2ηx(1− ηxλ
−1)Er〈gk − vk, xˆk − xk〉s + 4η2x(L2 + σ2).
where gk = E
”
gξk
ı
. Lastly, we combine the above inequality with (3.4) and the estimate
for the inner product (3.3) as in Lemma 3.10 to deduce the statement of the lemma.
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Next, we discuss the stochastic version of Lemma 3.11. It is clear that we cannot
expect the same amount of function value increase by a single iteration of gradient
ascent if we do not use the exact gradient.
Lemma 3.16. With ηy ≤ 1/2L∇Φ we have for all k ≥ 0 and all y ∈ R
n
Erψ(xk+1, y)− ψ(xk+1, yk+1)s ≤ 1
2ηy
´
E
“
‖y − yk‖
2
‰
− E
“
‖y − yk+1‖
2
‰¯
+ ηyσ
2. (37)
Proof. Let k ≥ 0 and y ∈ Rn be arbitrary but fixed. By the definition of yk+1 we have
that
yk+1 = argmin
y∈Rn
{
h(y)− 〈∇yΦ(xk+1, yk; ζk), y − yk〉+
1
2ηy
‖y − yk‖
2
}
.
Therefore, as in Lemma 3.11, we deduce that
h(yk+1)− 〈∇yΦ(xk+1, yk; ζk), yk+1 − yk〉+
1
2ηy
‖yk+1 − yk‖
2+
1
2ηy
‖y − yk+1‖
2
≤ h(y)− 〈∇yΦ(xk+1, yk; ζk), y − yk〉+
1
2ηy
‖y − yk‖
2.
The term 〈∇yΦ(xk+1, yk; ζk), yk+1 − yk〉 is problematic, because the right hand side of
the inner product is not measurable with respect to the sigma algebra generated by
(xk+1, yk), so we insert and subtract ∇yΦ(xk+1, yk) to deduce
h(yk+1) + 〈∇yΦ(xk+1, yk; ζk), y − yk〉+
1
2ηy
‖yk+1 − yk‖
2+
1
2ηy
‖y − yk+1‖
2
≤ h(y) + 〈∇yΦ(xk+1, yk), yk+1 − yk〉
+ 〈∇yΦ(xk+1, yk; ζk)−∇yΦ(xk+1, yk), yk+1 − yk〉+
1
2ηy
‖y − yk‖
2.
Now, using Young’s inequality we get that
〈∇yΦ(xk+1, yk; ζk)−∇yΦ(xk+1, yk), yk+1 − yk〉
≤ ηy‖∇yΦ(xk+1, yk; ζk)−∇yΦ(xk+1, yk)‖
2+
1
4ηy
‖yk+1 − yk‖
2.
Combining the above two inequalities and taking the conditional expectation gives
〈∇yΦ(xk+1, yk), y − yk〉+ E
„
h(yk+1) +
1
2ηy
‖y − yk+1‖
2
∣∣∣∣xk+1, yk

≤ h(y) + E
„
〈∇yΦ(xk+1, yk), yk+1 − yk〉 −
1
4ηy
‖yk+1 − yk‖
2
∣∣∣∣xk+1, yk

+ ηyE
“
‖∇yΦ(xk+1, yk; ζk)−∇yΦ(xk+1, yk)‖
2
∣∣ xk+1, yk‰+ 1
2ηy
‖y − yk‖
2.
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And now the unconditional expectation together with the bounded variance assump-
tion (2.4)
Erh(yk+1) + 〈∇yΦ(xk+1, yk), y − yk〉s + 1
2ηy
E
“
‖y − yk+1‖
2
‰
≤ Erh(y) + 〈∇yΦ(xk+1, yk), yk+1 − yk〉s− 1
4ηy
E
“
‖yk+1 − yk‖
2
‰
+
1
2ηy
E
“
‖y − yk‖
2
‰
+ ηyσ
2.
(38)
From the descent lemma (in ascent form) and the fact that ηy ≤ 1/2L∇Φ we have that
Φ(xk+1, yk) + 〈yk+1 − yk,∇yΦ(xk+1, yk)〉 −
1
4ηy
‖yk+1 − yk‖
2≤ Φ(xk+1, yk+1).
We plug the above inequality into (3.4) and also make use of the concavity as in (3.3)
to deduce the statement of the lemma.
We can now use the previous lemma to estimate ∆ˆk.
Lemma 3.17. For all 1 ≤ m ≤ k, we have that
∆ˆk ≤ 2ηxL(Lf + L+ σ)(k −m) +
1
2ηy
´
E
“
‖yk−1 − y
∗
m‖
2
‰
− E
“
‖yk − y
∗
m‖
2
‰¯
+ ηyσ
2.
(39)
Proof. Let the numbers 1 ≤ m ≤ k be fixed. Plugging in y = y∗m into (3.16) we deduce
that
0 ≤ Erψ(xk, yk)− ψ(xk, y∗m)s +
1
2ηy
´
E
“
‖y∗m − yk−1‖
2
‰
− E
“
‖y∗m − yk‖
2
‰¯
+ ηyσ
2.
(40)
Starting from the definition of ∆ˆk, we add (3.4) to obtain
∆ˆk = Erψ(xk, y∗k)− ψ(xk, yk)s
≤ Erψ(xk, y∗k)− ψ(xk, y∗m)s +
1
2ηy
´
E
“
‖y∗m − yk−1‖
2
‰
− E
“
‖y∗m − yk‖
2
‰¯
+ ηyσ
2.
(41)
As in (3.3) we deduce that
ψ(xk, y
∗
k)− ψ(xk, y
∗
m) ≤ Φ(xk, y
∗
k)− Φ(xm, y
∗
k) + Φ(xm, y
∗
m)−Φ(xk, y
∗
m).
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Together with the L-Lipschitz continuity of Φ(·, y) and (3.5) we estimate for k > m that
ErΦ(xk, y∗k)− Φ(xm, y∗k)s
≤ LEr‖xk − xm‖s ≤ L
k−1∑
l=m
Er‖xl+1 − xl‖s
≤ L
k−1∑
l=m
´
E
”
‖proxηxf
´
xl − ηxg
ξ
l
¯
− proxηxf pxlq ‖
ı
+ E
“
‖proxηxf pxlq − xl‖
‰¯
≤ ηxL
´
Lf +
a
L2 + σ2
¯
(k −m).
For k = m the statement follows trivially. Analogously,
ErΦ(xm, y∗m)− Φ(xk, y∗m)s ≤ LEr‖xk − xm‖s ≤ ηxL
´
Lf +
a
L2 + σ2
¯
(k −m).
Plugging all of these into (3.4) gives the statement of the lemma.
In order to estimate the summation of ∆ˆk we will use the same trick as in the deter-
ministic setting and sum over it in blocks, where the size B of these blocks will divide
the total number of iterations K.
Lemma 3.18. We have that for all K ≥ 1
1
K
K−1∑
k=0
∆ˆk ≤ ηxL(L+ Lf + σ)B +
C2h
2ηyB
+ ηyσ
2 +
∆0
K
. (42)
Proof. By using (3.17) from Lemma 3.17 with m = 1 and the fact that
∑B−1
k=1 k ≤ B
2/2
we get that
B−1∑
k=0
∆ˆk ≤ ∆0 + ηxL(L+ Lf + σ)B
2 +
1
2ηy
E
“
‖y0 − y
∗
1‖
2
‰
+Bηyσ
2
≤ ∆0 + ηxL(L+ Lf + σ)B
2 +
1
2ηy
C2h +Bηyσ
2,
(43)
where Ch denotes the diameter of domh, see Assumption 3.5. Analogously, for j > 0
and m = jB we have that
(j+1)B−1∑
k=jB
∆ˆk ≤ ηxL(L+ Lf + σ)B
2 +
1
2ηy
E
“
‖yjB−1 − y
∗
jB‖
2
‰
+Bηyσ
2
≤ ηxL(L+ Lf + σ)B
2 +
1
2ηy
C2h +Bηyσ
2,
(44)
Plugging (3.4) and (3.4) into (3.3) gives the statement of the lemma.
Now we can prove the convergence result for the stochastic algorithm.
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Proof of Theorem 3.14. We sum up the inequality of Lemma 3.15 to deduce that
Ergλ(xK)s ≤ Ergλ(x0)s + 2ηxρ
K−1∑
k=0
∆ˆk −
ηx
2
K−1∑
k=0
E
“
‖∇gλ(xk)‖
2
‰
+ 4Kρη2x(L
2 + σ2).
Thus, by dividing by K and ηx yields
1
K
K−1∑
k=0
E
“
‖∇gλ(xk)‖
2
‰
≤
2∆∗
ηxK
+
4ρ
K
K−1∑
k=0
∆ˆk + 8ρηx(L
2 + σ2).
Now we plug in (3.18) to obtain
1
K
K∑
k=1
E
“
‖∇gλ(xk)‖
2
‰
≤
2∆∗
ηxK
+ 4ρ
´
ηxL(L+ Lf + σ)B +
C2h
2ηyB
+ ηyσ
2
¯
+ 4ρ
∆0
K
+ 8ρηx(L
2 + σ2).
With the stepsize ηy = ǫ
2, ηx = ǫ
6 and B = ǫ−4 we have that
1
K
K−1∑
k=0
‖∇gλ(xk)‖
2≤
2∆∗
ǫ6K
+ 2ρǫ2(2L(L+ Lf + σ) + C
2
h + 2σ
2) + 4ρ
∆0
K
+ 8ρǫ6(L2 + σ2),
which finishes the proof.
4 Nonconvex-Strongly Concave Objective
Instead of the assumptions in Section 3 we require only the following ones.
Assumption 4.1. Let either Φ be µ-strongly concave in the second component, uni-
formly in the first one, or let −h be µ-strongly concave. Furthermore, Φ is L∇Φ-smooth
uniformly in both components.
Assumption 4.2. Let g = ϕ+ f be lower bounded, i.e. infx∈Rd g(x) > −∞.
Notation. In Proposition 4.4 we will show that under the above assumptions ϕ =
maxy∈Rn{Φ(·, y) − h(y)} is L∇ϕ-smooth, with L∇ϕ = (1 + κ)L∇Φ, where κ := L∇Φ/µ
denotes the condition number. Additionally, the solution set Y (x) defined in (3.2) con-
sists only of a single element which we will denote by y∗(x). We denote the quantity
δk := ‖yk − y
∗
k‖
2, measuring the distance between the current strategy of the second
player and her best response according to the current strategy of the first player.
20
4.1 Properties of the Max Function
Not only will we show that the max function ϕ is smooth. Also the solution map fulfills
a strong Lipschitz property.
Lemma 4.3. The solution map y∗ : Rd → Rn which fulfills ψ(x, y∗(x)) = maxy∈Rn ψ(x, y)
is κ-Lipschitz where κ = L∇Φ/µ.
Proof. Let x, x′ ∈ Rd be fixed. From the optimality condition we deduce that
0 ∈ ∂h(y∗(x))−∇yΦ(x, y
∗(x))
and
∇yΦ(x
′, y∗(x′))−∇yΦ(x, y
∗(x′)) ∈ ∂h(y∗(x′))−∇yΦ(x, y
∗(x′)).
Thus by the strong monotonicity of ∂h−∇yΦ(x, ·) we obtain
µ‖y∗(x)− y∗(x′)‖2 ≤ 〈y∗(x)− y∗(x′),∇yΦ(x, y
∗(x′))−∇yΦ(x
′), y∗(x′)〉
≤ ‖y∗(x)− y∗(x′)‖‖∇yΦ(x, y
∗(x))−∇yΦ(x
′, y∗(x))‖
≤ ‖y∗(x)− y∗(x′)‖L∇Φ‖x− x
′‖.
The statement of the lemma follows.
Proposition 4.4. Let Assumption 4.1 hold true. Then, ϕ is smooth and its gradient is
given by
∇ϕ(x) = ∇xΦ(x, y
∗(x))
and is therefore L∇Φ(1 + κ)-Lipschitz.
Proof. Following the notation of Proposition 3.6, we denote ϕ˜ = ϕ+ (L∇Φ/2)‖·‖
2, Φ˜ =
Φ+ (L∇Φ/2)‖·‖
2 and ψ = ψ+ (L∇Φ/2)‖·‖
2. Let x, v ∈ Rd, αk ↓ 0 and x
k := x+αkv for
any k ≥ 0. Further, let be yk = y∗(xk) for any k ≥ 0. Then, by the Lipschitz continuity
of y∗(·), see Lemma 4.3, limk≥0 y
k = y∗(x). In addition, for any v ∈ Rd and all k ≥ 0,
ϕ˜′(x; v) ≤
ϕ˜(x+ αkv)− ϕ˜(x)
αk
≤
ψ˜(x+ αkv, y
k)− ψ˜(x, yk)
αk
=
Φ˜(x+ αkv, y
k)− Φ˜(x, yk)
αk
≤ −Φ˜′(x+ αkv, y
k;−v) ≤ Φ˜′(x+ αkv, y
k; v).
In other words, for any v ∈ Rd,
ϕ˜′(x; v) ≤ 〈∇xΦ˜(x
k, yk), v〉 ∀k ≥ 0.
Since the gradient of Φ˜ is continuous, this implies by letting k → +∞ that
ϕ˜′(x; v) ≤ 〈∇xΦ˜(x, y
∗(x)), v〉, ∀v ∈ Rd,
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which, together with (3.2), yields
ϕ˜′(x; v) = 〈∇xΦ(x, y
∗(x)), v〉 ∀v ∈ Rd.
The fact that the gradient of ϕ is Lipschitz continuous follows from
‖∇ϕ(x)−∇ϕ(x′)‖
≤ ‖∇xΦ(x, y
∗(x))−∇xΦ(x
′, y∗(x))‖+‖∇xΦ(x
′, y∗(x)) −∇xΦ(x
′, y∗(x′))‖
≤ L∇Φ‖x− x
′‖+L∇Φ‖y
∗(x)− y∗(x′)‖≤ (L∇Φ + L∇Φκ)‖x− x
′‖,
together with the claimed constant.
4.2 Deterministic Setting
For the purpose of this section Algorithm 2.5 reads as
(∀k ≥ 0)
⌊
xk+1 = proxηxf pxk − ηx∇xΦ(xk, yk)q
yk+1 = proxηyh pyk + ηy∇yΦ(xk+1, yk)q ,
(45)
We start with the main convergence result of this section.
Theorem 4.5. Let Assumption 4.1 and 4.2 hold. The iterates generated by Algo-
rithm 2.5 with stepsize ηy = 1/L∇Φ and ηx = 1/(3(κ+1)2L∇Φ) fulfill
min
1≤k≤K
dist
´
−∇ϕ(xk), ∂f(xk)
¯2
≤ 6(κ+ 1)2L∇Φ
∆∗
K
+ 4
L2∇Φκ‖y
∗(x0)− y0‖
2
K
.
for ∆∗ = g(x0) − infx∈Rd g(x). This means that an ǫ-stationary point is visited in at
most O(κ2ǫ−2) iterations.
Let us start with the first lemma.
Lemma 4.6. There exists a sequence of points (wk)k≥1 such that wk ∈ (∂f +∇ϕ)(xk)
and its norm can be bounded by
1
2
ηx‖wk+1‖
2≤ g(xk)− g(xk+1) +
1
2
´
L∇ϕ + 2L
2
∇ϕηx −
1
ηx
¯
‖xk − xk+1‖
2+ηxL
2
∇Φδk
for all k ≥ 0.
Proof. Let k ≥ 0 be arbitrary but fixed. From the definition of the proximal operator
we deduce that
0 ∈ ∂f(xk+1) +∇xΦ(xk, yk) +
1
ηx
(xk+1 − xk)
Thus,
wk+1 :=
1
ηx
(xk − xk+1) +∇ϕ(xk+1)−∇xΦ(xk, yk) ∈ ∂f(xk+1) +∇ϕ(xk+1),
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as claimed. In order to prove the bound on ‖wk+1‖ we proceed as follows:
‖wk+1‖
2 = 〈wk+1, wk+1〉
= η−2x ‖xk − xk+1‖
2+2η−1x 〈xk − xk+1,∇ϕ(xk+1)−∇Φ(xk, yk)〉
+ ‖∇ϕ(xk+1)−∇Φ(xk, yk)‖
2.
(46)
The smoothness of ϕ implies via the descent lemma that
ϕ(xk+1) + 〈∇ϕ(xk+1), xk − xk+1〉 −
L∇ϕ
2
‖xk+1 − xk‖
2≤ ϕ(xk). (47)
Since the proximal operator minimizes a 1/ηx-strongly convex function we have that
f(xk+1) + 〈∇xΦ(xk, yk), xk+1 − xk〉+
1
2ηx
‖xk+1 − xk‖
2+
1
2ηx
‖xk+1 − x‖
2
≤ f(x) + 〈∇xΦ(xk, yk), x− xk〉+
1
2ηx
‖x− xk‖
2
for all x ∈ Rd. Adding this inequality at x = xk to (4.2) we deduce that
〈∇ϕ(xk+1)−∇xΦ(xk, yk), xk − xk+1〉 ≤ g(xk)− g(xk+1) +
1
2
ˆ
L∇ϕ −
2
ηx
˙
‖xk+1− xk‖
2.
(48)
Lastly, by the Young inequality
‖∇ϕ(xk+1)−∇Φ(xk, yk)‖
2 = ‖∇ϕ(xk+1)−∇ϕ(xk) +∇ϕ(xk)−∇xΦ(xk, yk)‖
2
≤ 2L2∇ϕ‖xk+1 − xk‖
2+2L2∇Φδk.
Plugging (4.2) and (4.2) into (4.2) yields the desired statement.
In the next lemma it remains to bound δk.
Lemma 4.7. We have that for all k ≥ 0, then
δk+1 ≤
ˆ
1−
1
2κ
˙
δk + κ
3‖xk+1 − xk‖
2.
Proof. Let k ≥ 0 be fixed. From the definition of yk+1, see (4.2), we deduce that
δk+1 = ‖y
∗
k+1 − yk+1‖
2
= ‖proxηyh
`
y∗k+1 − ηy∇yΦ(xk+1, y
∗
k+1)
˘
− proxηyh pyk − ηy∇yΦ(xk+1, yk)q ‖2.
If Φ is strongly concave in its second component we can use the nonexpansiveness of the
proximal operator and [32, Theorem 2.1.11], which states
〈∇yΦ(xk+1, y
∗
k+1)−∇yΦ(xk+1, yk), y
∗
k+1 − yk〉
≤ −
µL∇Φ
µ+ L∇Φ
‖y∗k+1 − yk‖
2−
1
µ+ L∇Φ
‖∇yΦ(xk+1, y
∗
k+1)−∇yΦ(xk+1, yk)‖
2
(49)
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to deduce that
δk+1 ≤ ‖y
∗
k+1 + ηy∇yΦ(xk+1, y
∗
k+1)− yk − ηy∇yΦ(xk+1, yk)‖
2
= ‖y∗k+1 − yk‖
2+2ηy〈y
∗
k+1 − yk,∇yΦ(xk+1, y
∗
k+1)−∇yΦ(xk+1, yk)〉
+ η2y‖∇yΦ(xk+1, y
∗
k+1)−∇yΦ(xk+1, yk)‖
2
(4.2)
≤
ˆ
κ− 1
κ+ 1
˙
‖y∗k+1 − yk‖
2≤ q‖y∗k+1 − yk‖
2
with q :=
´
κ
κ+1
¯2
, where we used that ηy = 1/L∇Φ. If on the other hand −h is strongly
concave we can use the fact that the proximal operator (of h) is even a contraction,
see [3, Proposition 25.9 (i)], to deduce that
δk+1 ≤ q‖y
∗
k+1 − yk‖
2.
Therefore, in either case δk+1 ≤ q‖y
∗
k+1 − yk‖
2. Using this, the triangle inequality and
Young’s inequality, we have
δk+1 ≤ q‖y
∗
k+1 − yk‖
2
≤ q
´
‖y∗k+1 − y
∗
k‖+‖y
∗
k − yk‖
¯2
≤ q
ˆ
1 +
3κ2 − 1
2κ3
˙
‖y∗k − yk‖
2looooomooooon
=δk
+q
ˆ
1 +
2κ3
3κ2 − 1
˙
‖y∗k+1 − y
∗
k‖
2
≤
ˆ
1−
1
2κ
˙
δk + κ‖y
∗
k+1 − y
∗
k‖
2. (50)
Due to the κ-Lipschitz continuity of y∗(·) we have that ‖y∗k+1 − y
∗
k‖≤ κ‖xk+1 − xk‖,
which finishes the proof.
Now we can bound the sum of δk.
Lemma 4.8. We have that, for all K ≥ 1
K−1∑
k=0
δk ≤ 2κδ0 + 2κ
4
K−1∑
k=0
‖xk+1 − xk‖
2.
Proof. By recursively applying the previous lemma we obtain for k ≥ 1
δk ≤
ˆ
1−
1
2κ
˙k
δ0 + κ
3
k−1∑
j=0
ˆ
1− κ
1
2κ
˙k−j−1
‖xj+1 − xj‖
2.
Now we sum this inequality from k = 1 to K − 1 and add δ0 on both sides to deduce
that
K−1∑
k=0
δk ≤ 2κδ0 + 2κ
4
K−1∑
k=0
‖xk+1 − xk‖
2,
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where we used that
K−1∑
k=1
k−1∑
j=0
ˆ
1−
1
2κ
˙k−1−j
‖xj+1 − xj‖
2≤
¨
˝K−1∑
j=0
ˆ
1−
1
2κ
˙j˛‚˜K−1∑
k=0
‖xk+1 − xk‖
2
¸
, (51)
and
∑∞
j=0 (1− (2κ)
−1)
j
= 2κ.
We can now put the pieces together.
Proof of Theorem 4.5. Summing up the inequality of Lemma 4.6 from k = 0 to K − 1
and applying Lemma 4.12 we deduce that
1
2
ηx
K∑
k=1
‖wk‖
2 ≤ g(x0)− g(xK)
+
1
2
´
L∇ϕ + 2L
2
∇ϕηx −
1
ηx
+ 2κ4L2∇Φηx
¯K−1∑
k=0
‖xk+1 − xk‖
2+2L2∇Φηxκδ0.
With the stepsize ηx = 1/(3(κ + 1)
2L∇Φ) it follows that
L∇ϕ + 2L
2
∇ϕηx −
1
ηx
+ 2κ4L2∇Φηx = (κ+ 1)L∇Φ +
2L∇Φ
3
− 3(κ + 1)2L∇Φ +
2κ4L∇Φ
3(κ+ 1)2
≤ −
2
3
(κ+ 1)2L∇Φ ≤ 0,
which concludes the proof.
4.3 Stochastic Setting
For the purpose of this section Algorithm 2.5 reads as
(∀k ≥ 0)
⌊
xk+1 = proxηxf pxk − ηxGxq
yk+1 = proxηyh pyk + ηyGyq ,
(52)
where we denote Gx =
1
M
∑M
i=1∇xΦ(xk, yk; ξ
i
k) and Gy =
1
M
∑M
i=1∇yΦ(xk+1, yk; ζ
i
k).
Theorem 4.9. Let in addition to the assumptions of Theorem 4.5 also the two properties
of the gradient estimator Assumption 2.3 and 2.4 hold true. The iterates generated
by (4.3) with stepsize ηy = 1/L∇Φ and ηx = 1/(4(1+κ)2L∇Φ) and batch size M = O(κǫ
−2)
fulfill
min
1≤k≤K
E
„
dist
´
−∇ϕ(xk), ∂f(xk)
¯2
≤ 2
∆∗
ηxK
+ 4
L2∇Φκ‖y
∗(x0)− y0‖
2
K
+ 4ǫ2(κ+ 1)σ2,
where ∆∗ = g(x0) − infx∈Rd g(x). This means that a ǫ-stationary point is visited in at
most O(κ2ǫ−2) iterations resulting in O(κ3ǫ−4) stochastic gradient evaluations.
Let us start with the first lemma.
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Lemma 4.10. There exists a sequence of points (wk)k≥1 such that wk ∈ (∂f +∇ϕ)(xk)
and its norm can be bounded by
1
2
ηxE
“
‖wk+1‖
2
‰
≤ Erg(xk)− g(xk+1)s + 1
2
´
L∇ϕ + 3L
2
∇ϕηx −
1
ηx
¯
E
“
‖xk − xk+1‖
2
‰
+ ηxL
2
∇ΦErδks + ηx
σ2
M
for all k ≥ 0.
Proof. Let k ≥ 0. From the definition of the proximal operator we deduce that
0 ∈ ∂f(xk+1) +Gx +
1
ηx
(xk+1 − xk).
Thus,
wk+1 :=
1
ηx
(xk − xk+1) +∇ϕ(xk+1)−Gx ∈ ∂f(xk+1) +∇ϕ(xk+1).
In order to bound wk+1 we consider
‖wk+1‖
2
= η−2x ‖xk − xk+1‖
2+2η−1x 〈xk − xk+1,∇ϕ(xk+1)−Gx〉+ ‖∇ϕ(xk+1)−Gx‖
2.
(53)
Analogously to (4.2) we have that
〈xk − xk+1,∇ϕ(xk)−Gx〉 ≤ g(xk)− g(xk+1) +
1
2
´
L∇ϕ −
2
ηx
¯
‖xk+1 − xk‖
2. (54)
Using (4.3) and
E
“
‖∇ϕ(xk+1)−Gx‖
2
‰
= E
“
‖∇ϕ(xk+1)−∇ϕ(xk) +∇ϕ(xk)−∇xΦ(xk, yk) +∇xΦ(xk, yk)−Gx‖
2
‰
= E
“
‖∇ϕ(xk+1)−∇ϕ(xk)‖
2+2〈∇ϕ(xk+1)−∇ϕ(xk),∇ϕ(xk)−∇xΦ(xk, yk)〉
‰
+ 2Er〈∇ϕ(xk+1)−∇ϕ(xk),∇xΦ(xk, yk)−Gx〉s
+ 2Er〈∇ϕ(xk)−∇xΦ(xk, yk),∇xΦ(xk, yk)−Gx〉slooooooooooooooooooooooooooooooomooooooooooooooooooooooooooooooon
=0
+ E
“
‖∇ϕ(xk)−∇xΦ(xk, yk)‖
2
‰
+ E
“
‖∇xΦ(xk, yk)−Gx‖
2
‰
≤ 3L2∇ϕE
“
‖xk+1 − xk‖
2
‰
+ 2L2∇ΦErδks + 2
σ2
M
in (4.3) yields the desired statement.
In the next lemma it remains to bound δk.
Lemma 4.11. We have that for all k ≥ 0
δk+1 ≤
ˆ
1−
1
2κ
˙
δk + κ
3‖xk+1 − xk‖
2+
σ2
L2
∇Φ
.
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Proof. Let k ≥ 0 be fixed. We first consider the case where Φ is strongly concave in its
second component from the definition of yk+1 (see (4.3)) we deduce that
δk+1 = ‖y
∗
k+1 − yk+1‖
2
= ‖proxηyh
`
y∗k+1 + ηy∇yΦ(xk+1, y
∗
k+1)
˘
− proxηyh pyk + ηyGyq ‖2
≤ ‖y∗k+1 + ηy∇yΦ(xk+1, y
∗
k+1)− yk − ηyGy‖
2
and
‖y∗k+1 + ηy∇yΦ(xk+1, y
∗
k+1)− yk − ηyGy‖
2
= ‖y∗k+1 − yk‖
2+2ηy〈y
∗
k+1 − yk,∇yΦ(xk+1, y
∗
k+1)−∇yΦ(xk+1, yk)〉
+ 2ηy 〈y
∗
k+1 − yk,∇yΦ(xk+1, yk)−Gy〉loooooooooooooooooooomoooooooooooooooooooon
(˝)
+ η2y‖∇yΦ(xk+1, y
∗
k+1)−∇yΦ(xk+1, yk)‖
2+η2y‖∇yΦ(xk+1, yk)−Gy‖
2
+ η2y 〈∇yΦ(xk+1, y
∗
k+1)−∇yΦ(xk+1, yk),∇yΦ(xk+1, yk)−Gy〉loooooooooooooooooooooooooooooooooooooomoooooooooooooooooooooooooooooooooooooon
(∗)
.
(55)
Some of the terms vanish after taking the expectation such as Er(∗)s = ErEr(∗) | yk, xk+1ss =
Er0s = 0 and Er(˝)s = ErEr(˝) | yk, xk+1ss = 0. Using furthermore [32, Theorem 2.1.11]
which states that
〈∇yΦ(xk+1, y
∗
k+1)−∇yΦ(xk+1, yk), y
∗
k+1 − yk〉
≤ −
µL∇Φ
µ+ L∇Φ
‖y∗k+1 − yk‖
2−
1
µ+ L∇Φ
‖∇yΦ(xk+1, y
∗
k+1)−∇yΦ(xk+1, yk)‖
2
(56)
results in
Erδk+1s ≤
ˆ
κ− 1
κ+ 1
˙
E
“
‖y∗k+1 − yk‖
2
‰
+
σ2
ML2∇Φ
≤ qE
“
‖y∗k+1 − yk‖
2
‰
+
σ2
ML2∇Φ
, (57)
with q =
´
κ
κ+1
¯2
, where we used that ηy = 1/L∇Φ. If h is strongly concave then we use
the fact that the proximal operator is a contraction, see [3, Proposition 23.11], to deduce
that
Erδk+1s = E
“
‖y∗k+1 − yk+1‖
2
‰
= E
”
‖proxηyh
`
y∗k+1 + ηy∇yΦ(xk+1, y
∗
k+1)
˘
− proxηyh pyk + ηyGyq ‖2
ı
= qE
“
‖y∗k+1 − yk + ηy∇yΦ(xk+1, y
∗
k+1)− ηyGy‖
2
‰
(4.3)
= qE
“
‖y∗k+1 − yk‖
2
‰
+ 2qηyE
“
〈y∗k+1 − yk,∇yΦ(xk+1, y
∗
k+1)−∇yΦ(xk+1, yk)〉
‰
+ η2yE
“
‖∇yΦ(xk+1, y
∗
k+1)−∇yΦ(xk+1, yk)‖
2+‖∇yΦ(xk+1, yk)−Gy‖
2
‰
Using now (4.3) with µ = 0, i.e. the cocoercivity of the gradient, we deduce that
Erδk+1s = E
“
‖y∗k+1 − yk+1‖
2
‰
≤ q‖y∗k+1 − yk‖
2+q
σ2
ML2
∇Φ
,
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meaning that we concluded (4.3) in both cases. Next, using (4.3) and the considerations
made in (4.2) we deduce that
Erδk+1s ≤
ˆ
1−
1
2κ
˙
Erδks + κE
“
‖y∗k+1 − y
∗
k‖
2
‰
+
σ2
ML2∇Φ
.
Again, due to the κ-Lipschitz continuity of y∗(·) we have that ‖y∗k+1−y
∗
k‖≤ κ‖xk+1−xk‖,
which finishes the proof.
Now we can bound the sum of δk.
Lemma 4.12. We have that, for all K ≥ 1
K−1∑
k=0
Erδks ≤ 2κδ0 + 2κ4
K−1∑
k=0
E
“
‖xk+1 − xk‖
2
‰
+ κ
σ2
ML2∇Φ
.
Proof. By recursively applying the previous lemma we obtain for k ≥ 1
Erδks ≤
ˆ
1−
1
2κ
˙k
δ0 +
k−1∑
j=0
ˆ
1−
1
2κ
˙k−j−1ˆ
κ3E
“
‖xj+1 − xj‖
2
‰
+
σ2
L2
∇Φ
˙
.
Now we sum this inequality from k = 1 to K − 1 and add δ0 on both sides to deduce
that
K−1∑
k=0
Erδks ≤ 2κδ0 + 2K κσ
2
ML2∇Φ
+ 2κ4
K−1∑
k=0
E
“
‖xk+1 − xk‖
2
‰
using the considerations made in (4.2).
We can now put the pieces together.
Proof of Theorem 4.9. We sum up the inequality of Lemma 4.10 from k = 0 to K − 1
and applying Lemma 4.12 we deduce that
1
2
ηx
K∑
k=1
‖wk‖
2 ≤ Erg(x0)− g(xK)s + 2ηxκL2∇Φδ0 + 2ηxκK
σ2
M
+ ηxK
σ2
M
+
1
2
´
L∇ϕ + 3L
2
∇ϕηx −
1
ηx
+ 2κ4L2∇Φηx
¯K−1∑
k=0
E
“
‖xk+1 − xk‖
2
‰
.
Applying the stepsize ηx = 1/(3(1+κ)2L∇Φ) it follows that
L∇ϕ + 3L
2
∇ϕηx −
1
ηx
+ 2κ4L2∇Φηx ≤ 2(κ + 1)L∇Φ − 3(κ+ 1)
2L∇Φ +
2κ2L∇Φ
3
≤ −
1
3
(κ+ 1)2L∇Φ ≤ 0
which concludes the proof.
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