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This paper is devoted to the study of the existence and comparison results for
nonlinear difference φ-Laplacian problems with mixed, Dirichlet, Neumann, and
periodic boundary value conditions. We deduce existence of extremal solutions of
periodic and Neumann boundary value problems lying between a pair of lower and
upper solutions given in reverse order. We prove the optimality of some assumptions
in φ.  2002 Elsevier Science (USA)
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1. INTRODUCTION
The study of nonlinear difference second-order boundary value problems
has been developed recently in many papers. An important tool to conclude
existence results for this type of equation is given by the well-known method
of lower and upper solutions; see, for instance, [1, 12] for Dirichlet condi-
tions, [6] for Neumann ones, [8] in which ﬁrst-order equations with non-
linear boundary conditions are considered, and [2, 5, 7], where nth order
difference equations are studied.
Some of these results for second-order equations have been generalized
in [3] for the centered φ-Laplacian problem
− φuk = f k uk+ 1 k ∈ 	0 1    N − 1
 (1.1)
with different boundary value conditions that include the separated and
periodic conditions. There, existence results in the usual case (i.e., the
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lower solution is under the upper solution) are obtained. This type of equa-
tion arises in the theory of radial solutions for the p-Laplacian equation
(φx = x p−2 x) on an annular domain (see [11], and references therein)
and has been exhaustively studied recently for differential equations (see,
for instance, [4, 9, 10]).
However, as we can see in [5, 6] for periodic and Neumann conditions
with φ the identity, if the lower solution is over the upper solution, we
must impose stronger conditions in function f to assure that there exists
a solution lying between the two mentioned functions. In those references
the existence results for the nonlinear problem
−2uk = f k uk+ 1 k ∈ 	0 1    N − 1

with suitable boundary conditions, are derived in this situation from the
study of maximum principles related with the linear operator −2uk +
Muk+ 1 for some M < 0.
If we refer to Eq. (1.1), supposing this unusual situation in which the
lower solution is over the upper solution, we must study comparison results
for the operator −φuk +Muk + 1. We give, in Section 2, esti-
mates on M ∈  for which these comparison results hold. Before we
develop in Section 3 the iterative technique that warrants the existence
of extremal solutions to the treated problem, which will be given as the
limit of two monotone sequences that start at the lower and upper solu-
tions, respectively, we must prove existence and uniqueness results for an
equation type −φuk +Muk+ 1 = σk with the boundary con-
ditions considered in each case. This study is made in Section 2.
In this paper we suppose that φ−1 is a Lipschitz function when com-
parison results are studied and locally Lipschitz if existence is treated. As
we can see in [3], these conditions are not imposed when the lower solu-
tion is under the upper solution. In Section 4 we prove that these types of
conditions in φ−1 are optimal.
The considered problem and the obtained results are in the spirit of [4]
for differential equations; however, the techniques used here differ sub-
stantially from those given in [4].
Now, we list the following conditions in φ and φ−1 that will be used to
derive comparison results and to develop the monotone approximation.
H1 φ  →  is a strictly increasing homeomorphism and φ−1 is a
H-Lipschitzian function on ; i.e.,
φ−1x −φ−1y ≤ Hx− y for all x y ∈ 
H∗1  φ  →  is a strictly increasing homeomorphism and φ−1 is a
locally Lipschitzian function on ; i.e., for every compact interval h1 h2
there exists H > 0 such that for all x y ∈ h1 h2
φ−1x −φ−1y ≤ Hx− y
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Throughout this paper, for each p ≥ 0 given, if x = 	x0     xp
 and y =
	y0     yp
 ∈ p+1 are such that xk ≤ yk xk ≥ yk for all k ∈ 	0     p
,
we shall denote x ≤ y x ≥ y on 	0     p
 and
x y = {z = 	z0     zp
 ∈ p+1  xk ≤ zk ≤ yk k ∈ 	0     p
}
Furthermore, we shall denote I = 	0    N − 1
 P = 	0    N
 J =
	0    N + 1
 and ∑Ns=N+1φ−1vs = 0.
Finally, for all x ≡ 	x0     xp
 ∈ p+1 we denote by x =
∑p
k=0  xk 
the usual 1 – norm in p+1.
2. UNIQUENESS AND COMPARISON RESULTS
This section is devoted to the study of operator −φuk +
Muk+ 1 with M < 0. For each different boundary value condition
that we consider we obtain ﬁrst existence and uniqueness results for the
equation −φuk +Muk + 1 = σk and second a comparison
result.
Thus, we give a chain of results in which each result depends directly on
the previous results exposed in this section.
In the ﬁrst step we prove an existence and uniqueness result for a mixed
problem.
Theorem 2.1. Assume condition H1. If M ∈
( −2
HNN+1  0
)
then the
problem
PM1
{−φuk +Muk+ 1 = σk k ∈ I
u0 = N0 uN + 1 = N1
has a unique solution for each σ ∈ N and all N0N1 ∈ .
Proof. First, it is not difﬁcult to verify that u ∈ N+2 is the solution to
problem PM1 if and only if
uk = N1 −
N∑
s=k
φ−1vs for all k ∈ J
where v ∈ N+1 is the only ﬁxed point of
Tvk = φN0 −
k−1∑
l=0
(
σl −MN1 +M
N∑
s=l+1
φ−1vs
)
 k ∈ P
As a consequence, it sufﬁces to prove that operator T  N+1 → N+1 is
contractive for the above-stated values ofM . To see this, take v1, v2 ∈ N+1;
we have that
Tv1k − Tv2k = −M
k−1∑
l=0
N∑
s=l+1
(
φ−1v1s −φ−1v2s
)
 k ∈ P
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Now, since M < 0, for all k ∈ P it is satisﬁed that
Tv1k − Tv2k ≤ −M
k−1∑
l=0
N∑
s=l+1
φ−1v1s −φ−1v2s
≤ −MH
k−1∑
l=0
N∑
s=l+1
v1s − v2s
≤ −MHkv1 − v2
hence
Tv1 − Tv2 ≤ −MHv1 − v2
N∑
l=0
k = −MHNN + 1
2
v1 − v2
and the results hold.
For the mixed problem a generalized form of a maximum principle is
satisﬁed.
Theorem 2.2. Assume condition H1. If M ∈
( −2
HNN+1  0
)
and if u v ∈
N+2 are such that
− φuk +Muk+ 1 ≥ −φvk +Mvk+ 1 k ∈ I
u0 ≤ v0 uN + 1 ≥ vN + 1
then u ≥ v on J and u ≤ v on P .
Proof. Let σ1 σ2 ∈ N be deﬁned as
−φuk +Muk+ 1 = σ1k ≥ σ2k
= −φvk +Mvk+ 1 k ∈ I
and consider T1 N+1 → N+1
T1zk = φN0 −
k−1∑
l=0
(
σ1l −MN1 +M
N∑
s=l+1
φ−1zs
)
 k ∈ P
and T2 N+1 → N+1
T2zk = φN0 −
k−1∑
l=0
(
σ2l −MN1 +M
N∑
s=l+1
φ−1zs
)
 k ∈ P
where N0 = u0 ≤ v0 = N0 and N1 = uN + 1 ≥ vN + 1 = N1.
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From Theorem 2.1, we know that operator T1 is contractive for the
above-stated values of M , and its unique ﬁxed point is the limit of the
following sequence
α0k = −
k−1∑
l=0
σ1l k ∈ P
αnk = T1αn−1k k ∈ P n ≥ 1
moreover, if α is the ﬁxed point of T1 then α = φu on P , where u is
the unique solution to the problem
− φuk +Muk+ 1 = σ1k k ∈ I
u0 = N0 uN + 1 = N1
Analogously, the sequence
β0k = −
k−1∑
l=0
σ2l k ∈ P
βnk = T2βn−1k k ∈ P n ≥ 1
converges in N+1 to β, the unique ﬁxed point of T2, and if v is the unique
solution to
− φvk +Mvk+ 1 = σ2k k ∈ I
v0 = N0 vN + 1 = N1
then β = φv on P .
Obviously, α0 ≤ β0 on P . Suppose that αn−1 ≤ βn−1 on P , then for all
l ∈ P ,
−MN1 +M
N∑
s=l+1
φ−1αn−1s ≥ −MN1 +M
N∑
s=l+1
φ−1βn−1s
hence, for every k ∈ P ,
αnk = φN0 −
k−1∑
l=0
(
σ1l −MN1 +M
N∑
s=l+1
φ−1αn−1s
)
≤ φN0 −
k−1∑
l=0
(
σ2l −MN1 +M
N∑
s=l+1
φ−1βn−1s
)
= βnk
Thus, passing to the limit, we conclude α ≤ β on P; i.e., u ≤ v on P and
hence
uk = N1 −
N∑
s=k
φ−1αs ≥ N1 −
N∑
s=k
φ−1βs = vk k ∈ J
We conclude the proof.
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One can prove the next two theorems by similar arguments.
Theorem 2.3. Assume condition H1. If M ∈
( −2
HNN+1  0
)
then the
problem
PM2
{−φuk +Muk+ 1 = σk k ∈ I
u0 = N0 uN = N1
has a unique solution for each σ ∈ N and all N0N1 ∈ .
Theorem 2.4. Assume condition H1. If M ∈  −2HNN+1  0 and if u v ∈
N+2 are such that
− φuk +Muk+ 1 ≥ −φvk +Mvk+ 1 k ∈ I
u0 ≥ v0 uN ≥ vN
then u ≥ v on J and u ≥ v on P .
Neumann boundary conditions will be studied in same way, and we shall
obtain the corresponding generalized antimaximum principle.
Theorem 2.5. Assume condition H1. If M ∈  −3HN2−1  0 then problem
PN
{−φuk +Muk+ 1 = σk k ∈ I
u0 = N0 uN = N1
has a unique solution for each σ ∈ N and all N0N1 ∈ .
Proof. In this case we deﬁne the following operator T  N+1 → N+1
where, for any k ∈ P ,
Tvk = φN0 −
k−1∑
l=0
(
σl −MCv +M
N∑
s=l+1
φ−1vs
)

with
Cv =
1
MN
(
φN1 −φN0 +
N−1∑
l=0
(
σl +M
N∑
s=l+1
φ−1vs
))

It is not difﬁcult to verify that v ∈ N+1 is the only ﬁxed point of T if
and only if
uk = Cv −
N∑
s=k
φ−1vs for all k ∈ J
is the unique solution to PN.
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Given v1 v2 ∈ N+1, we have that for all k ∈ P ,
Tv1k − Tv2k =M
k−N
N
k−1∑
l=0
N∑
s=l+1
(
φ−1v1s −φ−1v2s
)
+M k
N
N−1∑
l=k
N∑
s=l+1
(
φ−1v1s −φ−1v2s
)

Thus, by condition H1, this last expression is less than or equal to that
M
k−N
N
k−1∑
l=0
N∑
s=l+1
Hv1s − v2s −M
k
N
N−1∑
l=k
N∑
s=l+1
Hv1s − v2s
≤Mk−N
N
k−1∑
l=0
Hv1 − v2 −M
k
N
N−1∑
l=k
Hv1 − v2
= 2MH k
N
k−Nv1 − v2
Analogously, we can see that
Tv1k − Tv2k ≥ −2MH
k
N
k−Nv1 − v2 k ∈ P
As a consequence, we conclude that
Tv1 − Tv2 ≤ −MH
N2 − 1
3
v1 − v2
Now, we are situated to prove the following comparison result for prob-
lem PN. In this case, the technique used in Theorem 2.2 does not hold
because function u − v is not monotone in J; in consequence, we derive
comparison results in this case from the results obtained for the mixed
cases.
Theorem 2.6. Assume condition H1. If M ∈  −2HNN+1  0 and u v ∈
N+2 are such that
− φuk +Muk+ 1 ≥ −φvk +Mvk+ 1 k ∈ I
u0 ≤ v0 uN ≥ vN
then u ≤ v on J.
Proof. Assume that u = v and u ≥ v on J. We have that
φvN −φuN +φu0 −φv0
=
N∑
k=0
(
φvk − φuk) ≥M N∑
k=0
(
vk − uk) > 0
in contradiction with the boundary conditions.
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Suppose there exists k0 ∈ J such that uk0 ≥ vk0. Now, since( −2
HNN + 1  0
)
⊂
( −2
Hk0k0 − 1
 0
)

for all k0 ∈ 	2    N
, Theorem 2.2 holds in the interval 	0     k0
.
Likewise, ( −2
HNN + 1  0
)
⊂
( −2
HN − k0N − k0 + 1
 0
)

for all k0 ∈ 	0    N − 1
, and Theorem 2.4 is also valid in 	k0    
N + 1
.
Thus, if k0 ∈ 	2    N − 1
, Theorems 2.2 and 2.4 assure that u ≥ v in
the intervals 	0     k0
 and 	k0    N + 1
. Hence u ≥ v on J, which is
not possible, as we have proved earlier.
In the other cases
(
i.e., k0 ∈ J\	2    N − 1

)
the result holds using
analogous arguments.
In consequence, we have proved that u = v or u < v on J.
In this case, the estimate given for M is not the best possible. One can
see in [6] that when φ is the identity, the previous comparison result holds
if and only if M ∈ −2 0 and
arctan
√−M4+M
2 +M ≤
1
N + 1
(
arctan
(
−
√
−4+M
M
)
+ π
)

The next theorem assures the existence and uniqueness of solution for
the Dirichlet problem. Before we prove it, we deﬁne
AN =

− 4
3N2 + 4N + 1  if N odd,
− 4
3N2 + 4N  if N even.
(2.1)
Theorem 2.7. Assume condition H1 and let M ∈
(
AN/H 0)AN
deﬁned in (2.1)) then problem
PD
{−φuk +Muk+ 1 = σk k ∈ I
u0 = N0 uN + 1 = N1
has a unique solution for each σ ∈ N and all N0N1 ∈ .
Proof. Deﬁne operator T  N+1 → N+1 as
Tvk = Cv +
N−1∑
l=k
(
σl −MN0 −M
l∑
s=0
φ−1vs
)
(2.2)
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for all k ∈ P , where Cv is the unique solution to
N1 −N0 =
N∑
k=0
φ−1
(
Cv +
N−1∑
l=k
(
σl −MN0 −M
l∑
s=0
φ−1vs
))
 (2.3)
First, we see that operator T is well deﬁned.
For each v ∈ N+1 we consider gv →  such that
gvx =
N∑
k=0
φ−1
(
x+
N−1∑
l=k
(
σl −MN0 −M
l∑
s=0
φ−1vs
))

Clearly, for all v ﬁxed, gv is a continuous and strictly increasing function
in . Since φ−1 is strictly increasing, we have, for each x ∈ , that there
exists L > 0 such that
g−x = N + 1φ−1x− L ≤ gvx ≤ N + 1φ−1x+ L = g+x
Functions g± are continuous, strictly increasing, and, since φ−1 =
 g± = . By the previous inequalities, we have that gv =  for all
v ∈ N+1, and then for each v ∈ N+1 there exists a unique Cv satisfying
gvCv = N1 −N0.
One can easily prove that v is a ﬁxed point for T if and only if
uk = N0 +
k−1∑
s=0
φ−1vs (2.4)
is a solution to PD.
Let us see that T is a contractive operator for the mentioned values ofM .
We have for each k ∈ P
Tv1k − Tv2k = C1 − C2 −M
N−1∑
l=k
l∑
s=0
(
φ−1v1s −φ−1v2s
)

where
N∑
k=0
φ−1
(
C1 +
N−1∑
l=k
(
σl −MN0 −M
l∑
s=0
φ−1v1s
))
=
N∑
k=0
φ−1
(
C2 +
N−1∑
l=k
(
σl −MN0 −M
l∑
s=0
φ−1v2s
))

Hence there exist k0 k1 ∈ P such that
φ−1
(
C1 +
N−1∑
l=k0
(
σl −MN0 −M
l∑
s=0
φ−1v1s
))
≤ φ−1
(
C2 +
N−1∑
l=k0
(
σl −MN0 −M
l∑
s=0
φ−1v2s
))
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and
φ−1
(
C1 +
N−1∑
l=k1
(
σl −MN0 −M
l∑
s=0
φ−1v1s
))
≥ φ−1
(
C2 +
N−1∑
l=k1
(
σl −MN0 −M
l∑
s=0
φ−1v2s
))

from which we deduce
−M
N−1∑
l=k1
l∑
s=0
(
φ−1v2s −φ−1v1s
) ≤ C1 − C2
≤ −M
N−1∑
l=k0
l∑
s=0
(
φ−1v2s −φ−1v1s
)

Now, suppose that k < k0, then
Tv1k − Tv2k ≤ −M
N−1∑
l=k0
l∑
s=0
(
φ−1v2s −φ−1v1s
)
−M
N−1∑
l=k
l∑
s=0
(
φ−1v1s −φ−1v2s
)
= −M
k0−1∑
l=k
l∑
s=0
(
φ−1v1s −φ−1v2s
)

Analogously, when k > k0 we conclude that
Tv1k − Tv2k ≤ −M
k−1∑
l=k0
l∑
s=0
(
φ−1v2s −φ−1v1s
)

Now, using condition H1, we have
Tv1k − Tv2k ≤ −MHv1 − v2k− k0 for all k ∈ P
and, on the other hand,
Tv1k − Tv2k ≥MHv1 − v2k− k1 for all k ∈ P
Hence
Tv1k − Tv2k ≤ −MHmax	kN − k
v1 − v2 for all k ∈ P
As a consequence, we deduce that
Tv1 − Tv2 ≤ −MHANv1 − v2
and the result holds.
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For this problem we obtain a comparison result for a larger range of
values of M than those obtained in the previous theorem for existence and
uniqueness of solutions. It is due to the fact that the comparison result
is deduced from the results given by the mixed cases. The result is the
following.
Theorem 2.8. Assume condition H1. If M ∈  −2HN N+1  0 and if
u v ∈ N+2 are such that
− φuk +Muk+ 1 ≥ −φvk +Mvk+ 1 k ∈ I
u0 ≥ v0 uN + 1 ≥ vN + 1
then u ≥ v on J.
Proof. Assume there exists k0 ∈ 	0    N
 such that uk0 + 1 <
vk0 + 1 and uk0 ≥ vk0.
We have uk0 < vk0 and uN + 1 ≥ vN + 1; hence, by
Theorem 2.2, we conclude u ≥ v on 	k0    N + 1
, which is not
possible.
As a consequence of this theorem, we deduce the following corollary.
Corollary 2.1. Assume condition H1. If M ∈  −2HNN+1  0 then prob-
lem PD admits at most one solution for each σ ∈ N and all N0N1 ∈ .
Now we shall demonstrate an existence and uniqueness result for the
periodic boundary value problem.
Theorem 2.9. Assume condition H1. If M ∈ AN/H 0 (AN
deﬁned in (2.1)) then problem
PP
{−φuk +Muk+ 1 = σk k ∈ I
u0 − uN = C0 u0 − uN = C1
has a unique solution for each σ ∈ N and all C0 C1 ∈ .
Proof. First, note that the following inequality holds,
−2
NN + 1 < AN for all N ≥ 0 (2.5)
Let N0N1 ∈  be such that N0 −N1 = C0. Denote by uN0 the solution
deﬁned on P , whose existence and uniqueness are assured by Theorem 2.7,
to the problem
− φuk +Muk+ 1 = σk k ∈ 	0    N − 2

u0 = N0 uN = N1 (2.6)
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and
uN0N + 1 = φ−1φuN0N − 1 +MuN0N − σN − 1 + uN0N
(2.7)
Let N0 < N0 and N1 = N0 − C0. Using Theorem 2.8, we know that
uN0 ≤ uN0 in P .
If uN00 ≥ uN00, in virtue of Theorem 2.2 and (2.5), we have that
uN0 ≥ uN0 on I; hence uN0 − uN0 is increasing. Provided that uN00 −
uN00 = uN0N − uN0N together with the fact that both functions sat-
isfy −φuk +Muk+ 1 = σk, we have uN0 = uN0 , which is not
possible.
In the same manner, if uN0N − 1 ≤ uN0N − 1, we have, by
Theorem 2.4 and (2.5), that uN0 = uN0 .
Thus, uN00 < uN00 and uN0N − 1 > uN0N − 1. Now,
from (2.7) we have that uN0N > uN0N and, in particular, we have
proved that function g → , deﬁned by gN0 = uN00 − uN0N is
strictly increasing.
Now, if we show that g is continuous and one-to-one, we can afﬁrm
that there exists a unique N0 ∈  such that uN0 satisﬁes uN00−
uN0N = C1, and the proof will be ﬁnished.
Step 1: g is a continuous function in .
Suppose 	Nn
 → N0 in . If v ∈ N is ﬁxed, let Tnv and Cnv correspond-
ing to Nn by (2.2) and (2.3) and Tv Cv associated to N0 (with N1 n −Nn =
N1 −N0 = −C0 and in the interval I); let us see that Cnv → Cv.
Let p q be in , since
N−1∑
k=0
φ−1
(
Cpv +
N−2∑
l=k
(
σl −MNp −M
l∑
s=0
φ−1vs
))
= −C0 =
N−1∑
k=0
φ−1
(
Cqv +
N−2∑
l=k
(
σl −MNq −M
l∑
s=0
φ−1vs
))

with reasoning as in the proof of Theorem 2.7; we conclude that there exist
k0 k1 ∈ I such that
−MN − k1 − 1Nq −Np ≤ Cpv − Cqv ≤ −MN − k0 − 1Nq −Np
and thus 	Cnv
 is a sequence converging to a real number Cv. Thus, from
the continuity of φ−1, we have
lim
n→∞
{
N−1∑
k=0
φ−1
(
Cnv +
N−2∑
l=k
(
σl −MNn −M
l∑
s=0
φ−1vs
))}
=
N−1∑
k=0
φ−1
(
Cv +
N−2∑
l=k
(
σl −MN0 −M
l∑
s=0
φ−1vs
))
= −C0
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Now, from the uniqueness of the solution to Eq. (2.3), we deduce that
Cv = Cv.
On the other hand, for k ∈ I, we have that
lim
n→∞Tnvk = limn→∞
{
Cnv +
N−2∑
l=k
(
σl −MNn −M
l∑
s=0
φ−1vs
)}
= Cv +
N−2∑
l=k
(
σl −MN0 −M
l∑
s=0
φ−1vs
)
= Tvk
From the proof of Theorem 2.7, we know that there exists L ∈ 0 1
such that operator Tn is an L-Lipschitz operator, and this constant L is
independent of the choice of Nn ∈ . Let vNn and vN0 in N be the only
ﬁxed points of Tn and T , respectively.
vNn − vN0 = TnvNn − TvN0 ≤ TnvNn − TnvN0 + TnvN0 − TvN0
≤ LvNn − vN0 + TnvN0 − TvN0
In consequence
vNn − vN0 ≤
1
1− LTnvN0 − TvN0
hence 	vNn
 converge in N to vN0 .
Now, from (2.4), we know that every solution to (2.6) satisﬁes
lim
n→∞uNnk = limn→∞
{
Nn +
k−1∑
s=0
φ−1vNns
}
= N0 +
k−1∑
s=0
φ−1vN0s
for all k ∈ P , and, from (2.7),
lim
n→∞uNnN + 1= limn→∞	φ
−1φuNnN − 1 +MuNnN
−σN − 1 + uNnN
 = uN0N + 1
In consequence, we conclude that
lim
n→∞ gNn = gN0
Step 2: g = .
Assume there exists K > 0 such that
φuN00 −φuN0N ≤ K for all N0 ∈  (2.8)
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Fix an arbitrary N0 ∈ , then for all N0 ≥ N0 we have
K ≥ φuN00 −φuN0N
= φuN00 −φuN00 −
N−1∑
k=0
φuN0k
= −
N−1∑
k=0
M uN0k+ 1 +
N−1∑
k=0
σk
Now, from the fact that
K = φuN00 −φuN0N ≤ φuN00 −φuN0N
we conclude that there exist A1 A2 ∈  such that
A1 ≤
N∑
k=1
uN0k ≤ A2 (2.9)
On the other hand, for k ∈ I, we know that
φuN0k= φuN0N −φuN0N
+φuN0k −M
N∑
s=k+1
uN0s − uN0s
Since N0 is ﬁxed, we know that φuN0k ≥ K1 for some K1 ∈  and
all k ∈ I. From Theorem 2.8 and inequality (2.5) we deduce that uN0 ≥ uN0
in P; in consequence this last expression is greater than or equal to
K1 +φuN0N − φuN0N
≥ K1 +φuN00 −K −φuN0N
≥ K1 −K +φuN00 −φuN0N ≡ C
Taking this into account, we have that
uN0k = uN00 +
k−1∑
s=0
uN0s ≥ N0 + kφ−1C k ∈ J
and
N∑
k=1
uN0k ≥ N0N +φ−1C
NN + 1
2

which contradicts the boundedness obtained in (2.9).
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Analogously, one can prove that φuN00 −φuN0N is not lower
bounded in . Obviously, if uN00 and uN0N are not bounded in ,
then g is not bounded in  either.
Suppose now there exists B > 0 such that uN00 ≤ B for all N0 ∈ .
Then
φuN00 −φuN0N ≤ φB −φuN0N
Since N0 → ∞ implies that φuN00 − φuN0N → ∞, we
conclude that uN0N → −∞. As a consequence we obtain that
limN0→∞ gN0 = ∞.
For the cases uN00 ≥ B, uN0N ≤ B, and uN0N ≥ B we can
conclude, in an analogous way, that g is not bounded in .
Now we obtain comparison results for the periodic case. These compari-
son results hold from the analogous results obtained for the Neumann case.
It is for this reason that we give an interval in M larger than that in the
existence and uniqueness case.
Theorem 2.10. Assume condition H1. If M ∈  −8HNN+2  0 and if
u v ∈ N+2 are such that
− φuk +Muk+ 1 ≥ −φvk +Mvk+ 1 k ∈ I
u0 − uN = v0 − vN
u0 − uN = v0 − vN
then u ≤ v on J.
Proof. First, we extend the interval of the deﬁnition of function
u and v to the interval 	0     2N + 1
, by the natural deﬁnition of
uk = uk−N, vk = vk − N, k ∈ 	N + 2     2N + 1
. Clearly, u
and v satisfy the inequality
−φuk +Muk ≥ −φvk +Mvk k ∈ 	0     2N − 1

Let k0 k1 ∈ P such that u− vk0 = max	u− vk k ∈ J
 and u− v
k1 = min	u− vk k ∈ J
. Suppose that k0 < k1 (the other cases are
analogous); then
u− vk0 ≤ 0 ≤ u− vk1
and
u− vk1 − 1 ≤ 0 ≤ u− vN + k0 − 1
Thus if k1 − k0 ≤ N/2 we apply Theorem 2.6 and obtain that u ≤ v in
	k0     k1 + 1
, which, by the choice of k0 implies that u ≤ v in J.
When k1 − k0 ≥ N/2 we have that N + k0 − k1 ≤ N/2. Now, from
Theorem 2.6 again, we have that u ≤ v in 	k1 − 1    N + k0
 and, in
consequence, in J.
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As a consequence of this result we have the following uniqueness result.
Corollary 2.2. Assume condition H1. If M ∈  −8HNN+2  0 then prob-
lem PP has at most one solution for each σ ∈ N and all N0N1 ∈ .
In this case, the periodic extension of functions u and v enables us to
improve the estimate for M . This extension is valid because we suppose the
equalities in both boundary conditions. When M > 0, the reverse compari-
son result remains valid if the inequality u0 − uN ≤ v0 − vN
is allowed (see [3]). In this new situation the extension argument does not
hold except if the function φ is the identity. But, in this particular case, the
optimal estimate has been obtained in [5], the result is
Lemma 2.1. The property,
−2uk +Muk+ 1 ≥ 0 in I implies that u ≥ 0 in J
is true for all u ∈ N+2 such that u0 = uN and u0 ≤ uN if and
only if M1 ∈ −M1 0, with M1 = min 	21− cos πN  M˜1
 and M˜1 the ﬁrst
positive zero of the expression
2 sin
(
N + 1 arctan
√
4M1 −M21
2 −M1
)
=
√
4M1 −M21 
Despite this, if we refer to a function φ different from the identity, anal-
ogously to the proof of Theorem 2.10, we can prove a comparison result
when inequalities are allowed in the second boundary condition, but in this
case for a more restrictive interval of M .
Theorem 2.11. Assume condition H1. If M ∈  −2HNN+1  0 and if
u v ∈ N+2 are such that
−φuk +Muk ≥ −φvk +Mvk k ∈ I
u0 − uN = v0 − vN
u0 − uN ≤ v0 − vN
then u ≤ v on J.
3. THE MONOTONE METHOD
We shall say α ∈ N+2 is a lower solution to (1.1) if
−φαk ≤ f k αk+ 1 k ∈ I
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An upper solution is deﬁned by reversing inequalities in the previous
deﬁnition.
Let α and β ∈ N+2 be such that βk ≤ αk on J. Clearly, every
solution to (1.1) lying in the sector βα satisﬁes that
max
k∈J
 uk ≤ max
k∈J
	αk
 −min
k∈J
	βk
 ≡ R (3.1)
Before we prove an existence result of extremal solutions for the
Neumann and periodic problems, we introduce the following one-sided
Lipschitz condition in f .
H3 There exists M < 0 for which
f k x − f k y ≤My − x
for all k ∈ I and βk ≤ y ≤ x ≤ αk
Theorem 3.1. Let φ satisfying H∗1  and let f be a continuous function.
Suppose that there exist α ≥ β lower and upper solutions to problem (1.1)
satisfying α0 ≥ N0 ≥ β0 and αN ≤ N1 ≤ βN. Let H > 0 be
the constant given in H∗1  for the interval φ−R φR (R given in (3.1)).
Assume further that f satisﬁes condition H3 for some M ∈  −2HNN+1  0.
Then there exist two monotone sequences in N+2, 	αn
, and 	βn
 with
α0 = α and β0 = β, which converge pointwise to the extremal solutions in
βα to problem
N
{−φuk = f k uk+ 1 k ∈ I
u0 = N0 uN = N1
Proof. Let ( → , deﬁned as
(x =

φR + 1
H
x− R if x > R,
φx if  x ≤ R,
φ−R − 1
H
x+ R if x < −R.
Clearly, this function ( satisﬁes condition H1 for the constant H > 0.
For each η ∈ βα, we consider the problem
Pη
{−(uk +Muk+ 1 = f kηk +Mηk+ 1 k ∈ I
u0 = N0 uN = N1
Let u be a solution to Pη, which exists and is unique, as stated in
Theorem 2.5. Condition H3, the deﬁnition of the lower solution and the
fact that  α ≤ R, imply that
−(uk +Muk+ 1 ≥ −(αk +Mαk+ 1 k ∈ I
u0 ≤ α0 uN ≥ αN
so that using Theorem 2.6, we deduce u ≤ α on J.
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Similarly we prove that u ≥ β on J.
Now, let ui, i = 1 2, be the unique solutions to problem Pηi, with
β ≤ η1 ≤ η2 ≤ α on J. Since
−(u1k +Mu1k+ 1 = f kη1k +Mη1k+ 1
≥ f kη2k +M η2k+ 1
= −(u2k +Mu2k+ 1 k ∈ I
and
u10 = u20 u1N = u2N
we have u1 ≤ u2 on J.
The sequences 	αn
 and 	βn
 are obtained by recurrence: α0 = α, β0 =
β, and αn and βn are given as the unique solutions to Pαn−1 and Pβn−1,
respectively.
Obviously, 	αnk
 and 	βnk
 are two monotone and bounded
sequences for each k ∈ J; as a consequence there exist
ϕk = lim
n→∞αnk ψk = limn→∞βnk k ∈ J
Since every solution to problem N satisﬁes (3.1), from the deﬁnition of
(, following standard arguments we conclude that ϕ and ψ are extremal
solutions to N in βα.
In the same way, we can deduce the following existence result for the
periodic boundary problem.
Theorem 3.2. Let φ satisfy H∗1  and let f be a continuous function.
Suppose that there exist α ≥ β lower and upper solutions to problem (1.1)
satisfying α0 − αN = C0 = β0 − βN, αN − α0 = C1 =
βN − β0. Let H > 0 be the constant given in H∗1  for the interval
φ−R φR (R given in (3.1)). Assume further that f satisﬁes condition
H3 for some M ∈ AN/H 0 (AN deﬁned in (2.1)).
Then there exist two monotone sequences in N+2, 	αn
 and 	βn
 with
α0 = α and β0 = β, which converge pointwise to the extremal solutions in
βα to problem.
P
{−φuk = f k uk+ 1 k ∈ I
u0 − uN = C0 u0 − uN = C1
Corollary 3.1. If p ∈ 1 2 then Theorems 3.1 and 3.2 hold for the
p-Laplacian operator φpx = x  x p−2.
difference φ-laplacian problems 519
4. FINAL REMARKS
It is important to note that we have studied in this paper the centered
problem (1.1). It is easy to verify that for the noncentered problems
−φuk = f k uk k ∈ I
and
−φuk = f k uk+ 2 k ∈ I
the results exposed in the two previous sections hold in the same way as in
this case.
In any case the estimates in M that we obtain here are not the best
possible for the φ identity (see [5, 6]). However, the conditions H1 and
H∗1  that we impose here to function φ−1, which are not necessary in the
usual case (antimaximum principles and α ≤ β, see [3]), are optimal in the
sense that if φ does not satisfy condition H1 the comparison results do
not hold even if M < 0 is small. In the same way, when H∗1  does not hold,
we prove that Theorems 3.1 and 3.2 do not hold too.
Consider φpx = x  x p−2, the p-Laplacian operator, p > 1; let N > 1,
and M < 0 be ﬁxed. Let vλ be the unique solution to the initial problem
−φpvλk +Mvλk+ 1 = 0 k ∈ I vλ0 = vλ1 = λ
Since, φpλx = λp−1φpx, we have that wλ = vλ/λ is the unique solution
to
−φpwλk +
M
λp−2
wλk+ 1 = 0 k ∈ I wλ0 = wλ1 = 1
Now, take p = 2 ﬁxed, N = 3, and
λ0M =
1
3
(
−M
3
)1/p−2
 (4.1)
It is immediate to verify that wλ0 ≡ 	1 1−2 1 1
. Thus, comparing func-
tion vλ0 with the zero constant, we obtain counterexamples of the compar-
ison Theorems 2.2, 2.4, 2.6, 2.8, and 2.10 for any M < 0.
As we have seen in Section 3, suppose f is a continuous function satisfy-
ing condition H3 for convenient values ofM and φ−1 is a locally Lipschitz
function; the existence of a lower solution over the upper solution implies
the existence of solutions lying between both functions. As we have noted
in Corollary 3.1, this last property holds for φpx = x  x p−2, p ∈ 1 2.
However, if p > 2, function φ−1p is not a locally Lipschitz function. In next
example, we prove that Theorems 3.1 and 3.2 are not true when φ does
not satisfy condition H∗1 .
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Let M < 0 be ﬁxed, consider the following equation
− φpuk = −Muk+ 1 ≡ f k uk+ 1 k ∈ 	0 1 2
 (4.2)
and the following boundary conditions
u0 = u1 u3 = u4 (4.3)
and
u0 = u3 u1 = u4 (4.4)
Clearly, f is a continuous function that satisﬁes H3 for all M1 ≤M .
From the previous comments of this section, we have that for λ0 given
in (4.1) the unique solution vλ0 to the initial problem
−φpvλ0k +Mvλ0k+ 1 = 0 k ∈ I vλ00 = vλ01 = λ0
is given by the expression
vλ0 ≡ 	λ0 λ0−2λ0 λ0 λ0

Now, deﬁne α ≡ λ0/2 and β ≡ vλ0 − λ0/2. It is clear that α ≥ β in 	0 1 2

and that they are a pair of lower and upper solutions to problems (4.2)–(4.3)
and (4.2)–(4.4).
Since every solution in βα of these problems must satisfy u0 = u1 =
u3 = u4 = λ0/2, we know that a necessary condition to assure that u sat-
isﬁes Eq. (4.2) for k = 0 1 is that u2 = −λ0. But, in this case function u
must satisfy that φp−3λ0/2 =Mλ0/2, which is true if and only if p = 2.
Thus, we know that Theorems 3.1 and 3.2 do not hold when φ−1 is not
locally Lipschitz and, in particular, for the p-Laplacian operator φp, with
p > 2.
It is important to note that for p ∈ 1 2 one can easily verify that
M < −2/HNN + 1 (<AN/H), and, as consequence, there is no con-
tradiction with the mentioned results.
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