Abstract
Introduction
This Paper is the second one of a series dedicated to the Problem of fast matrix-vector multiplication for some classes of structured matrices based on matrix representations. In [15] we discussed Toeplitz and Toeplitz-plus-Hanke1
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' This work was supported by research project SM-161, Kuwait University. matrices; here we consider inverses of them. Note that the approach for inverses is quite different to those ones for the original matrices in [15] .
It is well known that the inverses of Toeplitz matrices [ti-i] or Toeplitz-plusHanke1 matrices [ti-i + si+i] are not Toeplitz or Toeplitz-plus-Hanke1 again but possess a nice structure. The celebrated Gohberg-Semencul formula [9] representing inverse Toeplitz matrices as product sum of triangular Toeplitz matrices is an expression for this structure. It was remarked in [19] that behind this formula is the fact that inverses of Toeplitz matrices are Bezoutians. The concept of a Bezoutian was introduced by Hermite in Order to solve root localization Problems for polynomials (See [lS] ). Analogous results for Toeplitzplus-Hanke1 matrices were obtained in [13] .
Besides the beauty the formulas for inverses of Toeplitz and Toeplitz-plusHanke1 matrices are important for computation. The reason for this is that with their help matrix-vector multiplication tan be carried out with FFT and, therefore, with O(n log n) complexity. Fast matrix-vector multiplication by inverse matrices is important if one has to solve many linear Systems with one and the Same coefficient matrix, but it is also important for iteration methods. Multiplication by Toeplitz and Toeplitz-plus-Hanke1 matrices tan be carried out with FFT (See [ 151). Thus, if an approximate inverse is known which is a Bezoutian and it is used as a preconditioner, then an iteration Step tan be carried out fast with O(n log n) rather than O(n2) complexity.
Different formulas may require a different number of DFT's to be carried out for one matrix-vector multiplication. It is desirable to make this number as small as possible. Since the complexity of a DFT is O(n log n), all operations with complexity O(n) tan be neglected, provided that the coefficient of n is not too large, which is the case in our Situation (See Section 7). Concerning the tost of a DFT of length n, note that the factor of n log n depends heavily on n. It is small if n is a product of small primes. In particular it is? if n is a power of 2 (See [23] ). In our considerations we tan always guarantee that this is the case.
Using the Gohberg-Semencul formula one tan multiply an n x II inverse Toeplitz matrix by a vector with the help of 12 DFT's of length n plus eight DFT's for preprocessing, since multiplication by a triangular Toeplitz matrix tan be carried out with two DFT's of length 2n which equals approximately four DFT's of length n. It was first noticed in [1] that this tan be reduced to six DFT's plus 4 for preprocessing if one uses representations involving circulants since multiplication by a circulant tan be carried out with the help of only two DFT's of length n (plus one DFT for preprocessing). Note that a formula involving circulants are already contained in [20] . More formulas with this complexity were obtained in [8, 21, 10, 17, 4] .
A formula for the inverse of a Toeplitz-plus-Hanke1 matrix involving triangular Toeplitz matrices was first presented in [ 141. The application of this formula requires 20 DFT's of length n plus 16 for preprocessing. From the results in [2] a method emerges to carry out the multiplication with 12 DFT's and 15 for preprocessing. The formtdas in [4, 7] allow such a multiplication with 10 DFT's plus 8 for preprocessing. This seemed to be the minimum. But surprisingly in [3] this could be reduced further to 7 DFT's plus 10 for preprocessing. Note that the results in [4, 7, 3] are based on the analysis of matrix algebras generated by Hessenberg matrices and the derivation of them is rather complicated.
The main result of this Paper Claims that matrix-vector multiplication by inVerse Toeplitz-plus-Hanke1 matrices tan be carried out with six DFT's plus 8 for preprocessing. Our approach is quite elementary. It is based, firstly, on the fact that inverses of Toeplitz-plus-Hanke1 matrices are "Toeplitz-plusHanke1 Bezoutians". Secondly, we utilize the fact that Toeplitz-plus-Hanke1 Bezoutians tan be transformed into Cauchy-like matrices multiplying them from the right and the left by DFT's. Then it remains to represent these Cauchy-like matrices with the help of DFT's. For this we present two Versions. The first one is based on the fact that the Cauchy-like matrices emerging from Toeplitz-plus-Hanke1 Bezoutians tan be represented as the sum of a (generalized) Cauchy matrix and a (generalized) Pick matrix which both tan easily be represented with DFT's. In that way formulas with 10 DFT's (plus 8 for preprocessing) are obtained. The second Version is based on the fact that these Cauchy-like are also Cauchy matrices in the usual sense but for different nodes. In representing these matrices we take advantage of an idea from [3] .
Note that in the present Paper we consider matrices with complex entries and all Operation count concerns complex arithmetics. Of course, it is reasonable to ask to which extend real arithmetics tan be used if the original matrices are real. We plan to discuss this topic in a forthcoming Paper.
The Paper is built as follows. In Section 2 we introduce Bezoutians and Cauchy matrices and mention some of their properties, and in Section 3 we show how Bezoutians tan be transformed into Cauchy matrices with the help of Vandermonde matrices, in particular DFT's. These transformations are also important in Order to find optimal (in the Frobenius norm) circulant preconditioners for Bezoutians, i.e. a circulant matrix Z such that, for a given Bezoutian A, the Frobenius norm (IA -Zl(, becomes minimal. We will shortly discuss this application.
For methodical reason we included Section 4 about DFT representations of Toeplitz and Hanke1 matrix inverses. The formulas there are reforrnulations of known results, but they provide the building blocks of our first approach for Toeplitz-plus-Hanke1 matrix inverses and more general Toeplitz-plus-Hanke1 Bezoutians which will be discussed in Section 5. In Section 6 the second approach for Topeplitz-plus-Hanke1 Bezoutians will be presented, which contains the main result of this Paper. Finally, in Section 7 some aspects concerning complexity and stability will be discussed.
To end this introduction, let us agree about some notations used throughout the Paper. If c = (ci); is an n-tuple of complex numbers then D(c) will denote the diagonal matrix
Furthermore, J, and JA will denote the following reversion matrices
Finally, we set 1 = [l 1 . . llT.
Bezoutians and Cauchy matrices
For any A E @, let u(n) denote the column (?)i-'. The generating function of a column vector x E @" is, by definition, the polynomial x(n) = u(A)~x, and of an n x n matrix A it is the polynomial in two variables A (4 PL) = WTWP).
We introduce matrix transformations Vr, VH and V~+H by The first part was proved in [19] (the "only if '-Part, in principle, in [9] ), the second part in [13] . Note that the coefficient vectors of the polynomials gk(L) and hk(p) are given by the solutions of certain "fundamental equations" Sxk = fk and y:S = ZE, where S is the Toeplitz, Hanke1 or Toeplitz-plus-Hanke1 matrix, respectively. These solutions tan be computed recursively (see [12] ). Furthermore, let us mention that in the Hanke1 case one has hl = g2 and h2 = -gl whereas in the Toeplitz case hl = J,,+,g2 and h2 = -J,+,gl. In the Toeplitz-plus-Hanke1 case there are also relations between the gk and hk but they are not as simple as in the other cases, with the exception of centrosymmetric matrices.
Note that Toeplitz matrices are Toeplitz 4-Bezoutians, Hanke1 matrices Hanke1 4-Bezoutians, and Toeplitz-plus-Hanke1 matrices are Toeplitz-plusHanke1 8-Bezoutians.
Besides Bezoutians we consider (generalized) Cauchy matrices which are defined as follows. For given n-tuples of complex numbers c = (ci); and d = (di); and a matrix C = [aii]y we set In Order to avoid unimportant marginal cases we assume throughout the paper that ci # 0 and di # 0 for i, j = 1,. . . , n. The corresponding classes of n x n r-Cauchy matrices will be denoted by WX(c, d), where X = T, H, T + H. H-Cauchy matrices are generalized Cauchy matrices in the usual sense; T-Cauchy matrices are often called Pick matrices.
From the elementary algebraic relation
it follows that any T + H-Cauchy matrix tan be represented as the sum of a T-Cauchy matrix and a H-Cauchy matrix, provided that ci # -1 and dj # 1. More precisely, the following tan easily be checked. Our first approach for representing T + H matrix inverses will be based on this proposition.
The second, more efficient approach is based on the Observation that T + HCauchy matrices are also H-Cauchy matrices with the same Cauchy rank but different nodes. This follows from the elementary algebraic relation
More precisely, the following is true. 
d. + d:

Transformation of Bezoutians into Cauchy matrices
Obviously, there is a close relationship between Bezoutians and Cauchy matrices via Vandermonde matrices. We define the Vandermonde matrix corresponding to the n-tuple c = (ci)y by
Note that the rows of V(c) are a(ci)' and
The following is obvious. Note that the converse is not true. The Cauchy rank of 2 may be less than the rank of V,@). For example, Toeplitz matrices T tan be transformed into matrices from %$(c, d) using special Vandermonde matrices and Toeplitz-plusHanke1 matrices T + H into matrices from @r+,(c, d), despite generically rank Vr(T) = 4 and rank VT+H(T + H) = 8 (see [ll] ).
A Problem occurs if one has cidj = 1 (in the Toeplitz and Toeplitz-plusHanke1 case) or ci = dj (in the Hanke1 and Toeplitz-plus-Hanke1 case) for some i and j, since then VX(c, d) is not invertible and not all entries of the matrix A = [aij] tan be reproduced from the displacement Vx(c, d)j. However, these entries tan be recovered from V*(A). We are going to show this.
Consider first the Toeplitz case. Stippose that ci = d,-' = t. Then 1'Hospital's rule gives a;, = -t&$(t)h#). The corresponding result for the Hanke1 case is analogous. We now consider the Toeplitz-plus-Hanke1 case. Suppose that ci = dj = t. Then
By 1'Hospital's rule we obtain
&&=&(t)hk(t),
tffl, -;~;=kg"(thc(t) +gk(t)%(t))> t=*l.
Ifc;'=dj=t,then äij = --&&(t-')hk(').
k=l (3.1)
Collecting these relations we arrive at the following. This relation also Shows that all transformations F(c) tan be carried out with approximately the same amount, which is Sn log, n provided that n is a power of 2 (see [23] )
. In all what follows we assume that r and q are two fixed nonzero complex numbers. We have always special cases in mind in which 5 and q have absolute value 1 but this assumption is not necessary. The nth roots of 5 will be denoted byci (i= l,... ,n)andthoseofv]bydjG=l,...,
Assume that an m x m T-, H-or T + H-Bezoutian A is given. If m is not a power of 2 or even not a product of small primes then it is convenient to border this matrix by zero rows and columns to get a matrix with a more convenient size n > m. There is a reason to choose always n > m + 1 in the Toeplitz and Hanke1 cases and n > m + 2 in the Toeplitz-plus-Hanke1 case, because the matrix Vx(A) is (m+l)x(m+l) for X=T,H and (m+2)x(m+2) for X = T + H. Then the computation of (gk(ci))y=, or (hk(di))T=, means nothing else than the evaluation of a DFT of length n. As a consequence of Theorem 3 let us mention the following. If 5 = y or 4s = 1 then r more transformations are required, namely the transformation of the coefficient vectors of the derivatives. This seems to indicate that these cases are less important from the computational Point of view. However, if the matrix A is symmetric or hermitian and one has, for a reason, to preserve this property after transformation, then transformations with 5 = 9 occur. On the other hand, in the symmetric or hermitian cases one tan guarantee that the gk coincide with the hk or their conjugate complexes up to Order and scalar factors. In this way one ends up also with 2r DFT's. The case t = 9 = 1 is also advantageous if one wants to compute not products Ax but moments x*Ax.
If a Toeplitz-plus-Hanke1 matrix is centrosymmetric, i.e. if it commutes with J,, then it follows from the results in [13] 
Hanke1 matrix, then the data of the T + H-Cauchy matrix 9A9(-I)T tan be computed with the help of two DFT's of length n.
Let us mention that Theorems 3.2 and 3.3 tan be used to find the optimal Frobenius norm approximation of Bezoutians by circulant matrices. This is important to design preconditioners for the solutions of the corresponding linear Systems. It was proposed in [22] to use circulants as preconditioners for Toeplitz Systems, and it was suggested in [6] to take the optimal Frobenius norm approximation. It turned out that this approach works also for other classes of matrices (see [5] and references therein). Since circulants Z tan be diagonalized by DFT, i.e. represented in the form Z = 9-'D9, and the Frobenius norm is unitary equivalent, it remains to find the optimal Frobenius norm approximation of 9A9-' = YA9JA by a diagonal matrix. In the case of a Toeplitz Bezoutian one obtains according to Theorem 3.1 the diagonal
For Toeplitz-plus-Hanke1 Bezoutians the result is similar. This tan be generalized to optimal approximations by [-circulants. In the case of Toeplitz-plusHanke1 Bezoutians it seems to be advantageous to consider more general preconditioners of the form 9-l (0, + DzJ,$F. Also for this kind of preconditioners Theorem 3.2 provides the optimal Frobenius norm approximation. One has only to take out the diagonal and the antidiagonal.
DFT representation of Toeplitz and Hanke1 Bezoutians
We introduce special 
Furthermore, A admits the representation A = fF(l)-l x ~o($)yF(~)K"~(5-1)T~~~(~k)+~~ k=l where & = (gk(c&, h, = (h&-l));=, and n pcig;(q)hk(cJ')
. k=l i=l
DFT representations of T -I-H Bezoutians -first Version
In Order to obtain DFT representations of T + H-Bezoutians one has only to combine Propositions 2.4,4.1, and Theorem 3.2. In this way we arrive at the following.
Theorem 5.1. Assume that < and y are nonzero complex numbers satisfying 5 # (-l)", ? # 1, 51 # 1, and < # v]. If VT+H(A) = Ei=1 gkhk then A admits a representation where
Let us note that there are also representations for the cases 5 = q and 5~ = 1 that are based on the corresponding relations for Cr-( 5, q) and CH (5, q) in Proposition 4.1. The condition 5 # (-1) ' is necessary to make sure that all ci are different from -1, because this is needed to apply Proposition 2.4.
For the "Standard" choice t = 1, q = -1 this assumption is fulfilled only if n is odd, since for even n we have c, = -1 if m = 3 (n + 2). But we prefer even 12, especially powers of 2. We show now that with a slight modification the situation tan be saved also in this case.
We represent the Cauchy matrix C = 9(<)A9(~)~ in the form C = Co + e,,,qm, where qm denotes the mth row of C. Then the mth row of C0 is Zero. Now the matrix C0 has a representation (5.1) without the DFT's on the right and the left, where (1 + ci)-' has to be replaced by zero if ci = -1. Now the multiplication of C by a vector tan be carried out by multiplying C0 by the vector and by multiplying qi by this vector. The latter requires only O(n) operations.
Using the representation (5.1) T + H-Bezoutians A E 9$r+H tan be multiplied by a vector with 2r + 2 DFT's, in particular Toeplitz-plus-Hanke1 matrix inverses with 10 DFT's. A more efficient way will be presented in Section 6.
DFT representations of T + H Bezoutians -second version
In this section we consider only the transformations 9 = 9( 1) and 9_ = F-(-l), i.e., we assume that <, y~ = fl. Throughout the section, let ci denote the nth roots of 1 and dj those of -1. Furthermore, we denote pi = 2 Re ci and aj = 2 Im dj, p = (p,);, o = (gj);. Moreover, we assume that n is always even, which is no restriction of generality, since the matrices under consideration tan be bordered by zero rows and columns.
The first Observation which leads to the representations discussed in this section is that T + H-Cauchy matrices with respect to (c, d) are, according to Proposition 2.5, also N-Cauchy matrices with respect to (p, o), i.e. g;+,(c, d) = U~;(P, 0). Th e second Observation is that H-Cauchy matrices with respect to (p, o) tan be represented in an efficient way with the help of DFT's. We are going to show this.
We consider matrices of the form
where a, a', b, b' E C", and Cr( 1, -1) was introduced in Section 4. Recall that Cr(1, -1) = n/299:, which means that multiplication by R tan be carried out with two DFT's of length n.
First we show that any matrix of the form (6.1) belongs to %'i(p, cr). For this we need the relations
and On+l-j = Oj (i=2 )...) 12,j= l,... , n), which tan be written in the matrix form as 
Zn purticular, R E %'i(p, CJ). h2 = -(D(u') + D(b')J,)q.
Proof. We have, in view of Eqs. Next we Show that any matrix in %?$(p, c) tan be represented in the form (6.1) provided that n is even. For this we need the following lemma. Proof. Clearly, M admits a representation (6.6). We only have to guarantee that Eq. (6.7) is satisfied. We introduce the matrix
Assume first that r is nonsingular. In this case we replace G by the matrix GT-' 0, where
For this matrix Eq. (6.7) is satisfied. It remains to replace HT by WITHT which means H by $ HTTP. If r has rank one then we take instead of r-' a matrix r+ the second column u of which is nonzero and satisfies TU = 0 and the first column is linearly independent on it. Now we replace G by GT+@ and H by H(PPTO, and Eq. (6.7) is satisfied.
For r = 0 the condition is already fulfilled. 0 fori=2 ,..., nandj=l,... , n and, in addition, al + bl = gll = gzl. Since the latter equality is fulfilled by assumption, al and bl tan be found. The Systems (6.8) have a unique Solution if c, # c,+~_~ and dj # dn+l_j. The second condition is always satisfied since n is assumed to be even. The first condition is satisfied for all i with the exception of i = m = i (n + 2). That means a solution exists if gl, = -gu, which was assumed to be true.
??
Taking now Proposition 2.5 and Proposition 4.1 into account we obtain the following. Combining this with Theorem 3.2 we arrive at our main theorem. We discuss another Version of matrix representations which has the advantage that the conditions (6.9) are not necessary. However, the formulas are more complicated. Therefore, we refrain from presenting the details.
Instead of matrices of the form (6.1) we consider matrices of the form (6.10) where D is a diagonal matrix. The following tan be proved similarly to Proposition 6.1 and 6.3. Note that something like Lemma 6.2 is not needed, in view of the fact that dj # dn+l_j for all j, provided that n is even. Taking Theorem 3.2 into account we obtain the following. Summing up, let us repeat the main conclusion of this Paper. 
Discussion
In this section we discuss briefly some practical aspects of the results of this Paper. We restritt ourselves to inverses of Toeplitz-plus-Hanke1 matrices. The discussion for inverses of Toeplitz and Hanke1 matrices and more general Toeplitz, Hanke1 and Toeplitz-plus-Hanke1 Bezoutians is similar.
7.1. Let S be a nonsingular m x m Toeplitz-plus-Hanke1 matrix. Then, according to Theorem 2.2, S-' is a Toeplitz-plus-Hanke1 4-Bezoutian, i.e. there are polynomials gk(A) and hk(A) (k = 1,2,3,4) with degree less than or equal to m + 1 such that (1 -@L>(A -P)S-'(2, PL) = -j&(h)hk(P).
k=l (7.1)
The Problem how to compute these polynomials is beyond the scope of this paper. Let us only mention that they tan be computed recursively with O(m2) operations. Concerning details we refer to [12] .
In [l l] it is suggested to solve Toeplitz-plus-Hanke1 Systems after transforming them into Systems with a Cauchy coefficient matrix. In doing so, the step described below in 7.2 is not necessary.
7.2. We discuss the transformation of S-' into a Cauchy matrix, which is the first part of the preconditioning procedure. Assume that S-l is given by (7.1). We choose an even integer n > m + 2. It is convenient to take n as a power of 2. Let A denote the IZ x 12 matrix obtained from S-' by adding n -m zero columns to the right and n -m zero rows to the bottom. However, it might be easier to take the first and the i(n + 2)th rows off the Cauchy matrix 2 and replace them by zero rows. Then the conditions of Lemma 6.2 are automatically satisfied. As the result, Ä is represented as the sum of a matrix involving only DFT's, diagonal matrices and permutations and a matrix with only two nonzero rows. To compute these two rows 8n flops are necessary. The approach just explained seems to be also advantageous from the viewpoint of stability (see 7.5).
The Solution of the Systems (6.8) requires 8n flops. Since this has to be done twice, so we end up with 16n flops. Alltogether we need eight DFT's of length n and 32n flops to obtain a representation of Ä that is convenient for fast matrixvector multiplication.
7.4. Once a representation of 2 in the form of Theorem 6.5 is given, matrixvector multiplication tan be carried out with six DFT's of length n plus 8n flops for the multiplication by the diagonal matrices. If two rows of 2 are treated separately, then 2n extra flops are needed.
7.5 We discuss now the issue of stability for the second Version. First let us recall that the Standard FFT algorithms, like the Cooley-Tukey algorithm, are both forward and backward stable (see [16] ). Thus, in the application of the formulas derived above stability Problems tan occur if the magnitude of the entries of the diagonal matrices in the formulas is too large. In this case a small relative error in the computation of the diagonal matrices could Cause a big rel-ative error in the res&. As mentioned above, the generators of A are moderate in size if S is well-conditioned. Since the DFT's 9 and 8_ are unitary, the generators of the Cauchy matrix 2 will be of the same size. The vectors &, bk, UL and b; in the representation of Corollary 6.4 are computed via Systems (6.8). The coefficient matrices of these Systems have condition numbers of Order O(n). That means, this computation is stable.
The only bottleneck might be the application of Lemma 6.2. In case the matrix r is ill-conditioned; the new generators tan be large in magnitude. There are several possible manipulations to save the Situation in this case. The simplest one seems to be to apply the approach described in 7.3, that means, to take the first and i (n + 2)th rows off the matrix 2, so that the conditions of Lemma 6.2 are automatically fulfilled.
Summing up, we tan Claim that the decompositions derived above lead to stable algorithms for fast matrix-vector multiplication.
7.6. As was mentioned in Section 1, the representations for T + H-Bezoutians tan be used for iteration methods. Assume that an approximation A of S-' is known which is a T + H-Bezoutian. Then the System Sx = y tan be solved by applying an iteration method to ASx = Ay. For this matrix-vector multiplication by AS is required. To multiply a vector by S four DFT's are needed (see [15] ), to multiply a vector by A six DFT's, altogether 10 DFT's. But one tan easily check that nine DFT's are sufficient. The question is now: 1s a further reduction of the amount possible?
