Abstract. The study of the matching of stationary and axisymmetric spacetimes with Friedmann-Lemaître-Robertson-Walker spacetimes preserving the axial symmetry is presented. We show, in particular, that any orthogonally transitive stationary and axisymmetric region in FLRW must be static, irrespective of the matter content. Therefore, previous results on static regions in FLRW cosmologies apply. As a result, the only stationary and axisymmetric vacuum region that can be matched to a (nonstatic) FLRW spacetime is a spherically symmetric region of Schwarzschild. This constitutes another uniqueness result for the Einstein-Straus model (as well as its Oppenheimer-Snyder counterpart), and hence another indication of its unsuitability as an answer to the influence of the cosmic expansion on local physics.
Introduction and summary
In dealing with isolated systems in general relativity, one usually assumes that the system is resident in an asymptotically flat space-time. This is an idealisation, as the universe at large is clearly not asymptotically flat. Recognising this fact, one is then confronted with the issue of the impact of cosmology on local physics. Ellis has written widely on this topic; see for example the recent review [1] . Here and elsewhere he makes the point that the perspective that cosmology can influence local physics inverts the usual logical sequence: cosmology to a great degree entails the generalisation of local physical laws to the scale of the entire universe. Consider this example from black hole physics. It has long been recognised [2] that a perturbation of compact supportcreated perhaps by the collapsing object that forms the black hole -impinging upon the inner (Cauchy) horizon of a charged spherical black hole undergoes infinite blue-shift and ultimately converts the Cauchy horizon to a scalar curvature singularity (see [3] for a review). However such a black hole would be irradiated by the cosmic microwave background radiation -a perturbation of non-compact support. It was only recently that Burko [4] checked that this perturbation of cosmic origin has the same effect as a perturbation of local origin: the creation of a scalar curvature singularity at the Cauchy horizon.
Asymptotically flat systems in general relativity can be studied via the introduction of idealised structures (surfaces) representing space-like and null infinity. These surfaces are infinitely far away from the local system (e.g. star, binary system) that one is studying. A central idea of Ellis' programme for the study of the influence of cosmology on local physics is that these surfaces should be replaced by surfaces at a finite distance from the local system, representing what he refers to as 'finite infinity', and beyond which a cosmological model provides the appropriate description of space-time. This surface should have certain characteristics. For example, the gravitational field encountered must be sufficiently small in some quantifiable way and there should be limits on the radiation and matter content of the surface guaranteeing that the system interior to the surface is indeed isolated to a sufficiently high degree of approximation. The point of view of the present paper is that a natural candidate for the construction of finite infinity is a matching hypersurface conjoining portions of two different space-times, one (the interior) corresponding to the local system and the other (the exterior) corresponding to a cosmological model. This is not a new idea, nor is the idea that the cosmological background may influence local systems. For example, soon after it was discovered that the universe is expanding, McVittie addressed the question of whether or not this expansion would influence planetary orbits [5] . His approach to this problem involved determining an exact solution of Einstein's field equations that represents the Schwarzschild solution embedded in a Friedmann-Lemaître-Robertson-Walker (FLRW) background, and then studying the geodesic equations of this space-time. However, it is not clear that the interpretation of this solution as representing a point mass embedded in a Robertson-Walker background is entirely accurate, as the resulting space-time has troubling global pathologies [6] . Furthermore, McVittie's analysis relies on a flawed interpretation of a non-invariantly defined coordinate radius as the radius of the planetary orbit (see Section 3.3 of [7] ). The first self-consistent and formally correct study of this problem was given by Einstein and Straus [8] . Here, they showed that the Schwarzschild solution can be matched across a co-moving time-like boundary of a dust-filled FLRW universe. The resulting structure is referred to as the Einstein-Straus (ES) vacuole. An arbitrary number of such vacuoles can be seeded in the cosmological background, giving rise to the so-called Swiss Cheese model. As regards planetary orbits, the conclusion is that there is no influence from the cosmic background, as the planets move in the familiar spherical vacuum.
However, there are many drawbacks associated with this model. Principal among these are the following. First, exact spherical symmetry of the vacuole is required. Second, the mass parameter of the Schwarzschild vacuum region is directly related to the radius of the vacuole and to the density of the FLRW background. This means that the model is highly inflexible. See [9] . Thirdly, the model is unstable against radial perturbations [7] . Therefore, it is highly desirable to have at hand generalisations of the ES model. Regarding the mass relation, a direct generalisation exists by using a (radiative) Vaidya interior [10] . Nevertheless, spherical symmetry still plays a fundamental role.
Unfortunately, the ES model has shown itself to be remarkably reluctant to admit non-spherical generalisations. Attempts so far have emphasised the equilibrium nature of the interior region, while moving away from the constraint of spherical symmetry. Thus Senovilla and Vera considered the matching of a static cylindrically symmetric region with a FLRW universe and found that this matching is impossible [11] . Similarly, Mars considered first static axially symmetric configurations [12] and then all static configurations [13] for a possible interior. The results of these studies play a central role in the present paper and so are quoted in detail in Section 5. These results can be summarised as follows: at each instant of cosmic time, the static region has a spherically symmetric boundary. However, the centre of these spheres moves, and their radius change, and so the overall configuration is not spherically symmetric in general. In fact, the whole configuration is axially symmetric. Furthermore, imposing a structure on the matter distribution of the interior region (including the cases of vacuum and perfect fluid) implies that full spherical symmetry is obtained. In particular, the only static vacuole that may be embedded in a FLRW universe is the spherically symmetric ES vacuole.
Given that, for reasons outlined above, one would like to be able to embed into a FLRW background the vacuum gravitational field of a non-spherical isolated system, and in particular, a non-spherical isolated system in equilibrium, one must look for a get-out clause to release us from the no-go results quoted above. Our attempt to do this involves studying stationary rather than static configurations. Thus rotation is allowed, but no gravitational radiation. We study the standard model of a rotating isolated system in equilibrium, the class of stationary axially symmetric gravitational fields. We can express our results briefly and prosaically as follows: it doesn't work. More precisely, we find that the stationary region must in fact be static, and so Mars' results apply. In particular we can conclude that the only stationary axially symmetric vacuum region that can be matched with a FLRW universe must be spherically symmetric and is therefore an ES vacuole. The restrictions and instabilities mentioned above then also apply.
The structure of this paper is as follows. In the next section, we review the theory of matching two space-times across a general (i.e. possibly character-changing) hypersurface [14] . We use the separation from the full set of matching conditions of the constraint matching conditions introduced by Mars [12] . In Section 3, we describe in detail the setting of the problem and give the required mathematical definitions. In Section 4 we study the constraint matching conditions and reproduce a result found by Mars in the static case, that the matching hypersurface at each instant of time is a metric 2-sphere. In Section 5 the remaining matching conditions are imposed and we prove our main result, that the stationary Killing vector field must in fact be a static Killing vector field. Thus the present case being studied becomes a case covered by the results of Mars in [13] , and so we quote in full the principal results of this work. We use the notation and conventions of [15] .
Summary on junction of spacetimes
The formalism for matching two C 2 spacetimes ‡ (W ± , g ± ) with respective boundaries Σ ± of arbitrary, and even changing, causal character was presented in [14] . The starting point for a further development of the matching conditions by subdividing them into constraint and evolution equations by using a 2+1 decomposition was introduced in [12] (see also [13] ). For completeness, let us devote this section for a summary of the formalisms, and we refer to [14, 12, 13] for further details.
Gluing
across their boundaries consists of constructing a manifold V = W + ∪ W − and identifying both the points and the tangent spaces of Σ + and Σ − . This is equivalent to introducing an abstract three-dimensional C 3 manifold σ and two
The identification of points on Σ + and Σ − is performed by the diffeomorphism Ψ − • Ψ −1 + , and we denote by Σ(⊂ V) ≡ Σ + = Σ − the identified hypersurfaces, i.e. the matching hypersurface in V. The conditions that ensure the existence of a continuous metric g in V, such that g = g + in V ∩ W + and g = g − in V∩W − are the so-called preliminary junction conditions and require first the equivalence ‡ A C m spacetime is a Hausdorff, connected C m+1 manifold with a C m Lorentzian metric (convention {−1, 1, 1, 1}).
of the induced metrics on Σ ± , i.e.
where Ψ * denotes the pull-back of Ψ. Secondly, one requires the existence of two C 2 vector fields ℓ ± defined over Σ ± , transverse everywhere (i.e. nowhere tangent) to Σ ± , with different relative orientation (by convention, ℓ + points W + inwards whereas ℓ − points W − outwards) and satisfying
where ℓ ± = g ± ( ℓ ± , ·). The existence of these so-called rigging vector fields is not ensured when the boundaries have null points in some situations [16] . Now, the Riemann tensor in (V, g) can be defined in a distributional form [14] . In order to avoid singular terms in the Riemann tensor on Σ, a second set of conditions must be imposed. This second set demands the equality of the so-called generalized second fundamental forms with respect of the rigging one-forms, and can be expressed as
where ∇ ± stands for the Levi-Civita covariant derivative in (W ± , g ± ). If conditions (3) are satisfied for one choice of pair of riggings, then they do not depend on the choice of riggings [14] . It must also be stressed that although the so-called generalised second fundamental forms H ± ab ≡ Ψ * ± (∇ ± ℓ ± ) ab , where a, b . . . = 1, 2, 3, are not symmetric in general, the equations (3), also denoted sometimes as H + ab = H − ab , are indeed symmetric [14] .
Once the whole set of matching conditions hold, the finite one-side limits of the Riemann tensor of (V, g) on Σ, and in any C 1 coordinate system covering Σ (or part thereof), satisfy the following relation
where R ± αβµν are the Riemann tensors of (W ± , g ± ), respectively, n is the normal one-form to Σ, and B αβ is a symmetric tensor which is defined up to the transformation
for arbitrary one-form X.
Following [12, 13] , the 2+1 splitting of the matching conditions starts by foliating (σ, Ψ * − (g − )) with a set of spacelike C 3 two-surfaces σ τ where τ ∈ IR. Let i τ : σ τ → σ be the inclusion map of σ τ into σ. The compositions Ψ τ,± ≡ Ψ ± • i τ define embeddings of σ τ into (W ± , g ± ), and the images S The matching conditions impose restrictions on S τ for each value of τ . These are called the constraint matching conditions and consist of two parts. First, the restriction of the preliminary junction conditions on S τ imposes the isometry of S
Secondly, and in order to ensure the identification of the tangent spaces in Σ ± , for every p ∈ S τ there must exist a linear and isometric map
with the following property, inherited from (3): the second fundamental form of S + τ with respect to any section m :
, and the corresponding image through f τ , i.e. the normal one-form field f τ (m) to S − τ , will have to coincide, i.e.
For further details and more explicit form of the above expressions we refer to [12] .
Definitions and setting of the problem
Regarding the FLRW spacetime, and since we will follow the procedures used in [13] , let us review first some notation and conventions. For completeness, we also use this section to review the definitions and some assumptions involved in stationary and axisymmetric spacetimes. 
Remark 1.1
The energy "condition" ρ ≥ 0 is automatically satisfied whenever the constant curvature of g M is non-negative, and it is used only in Proposition 1 with the effect of excluding some spatially non-compact boundaries for the stationary and axisymmetric region. Thus, this condition could be replaced by spatial compactness of Σ. Requiring ρ ≥ 0 is preferable as it holds for most physically reasonable FLRW spacetimes.
Remark 1.2
The conditionȧ = 0 is made for simplicity and is not a fundamental restriction. The results presented here apply to the expanding or contracting disjoint regions of any non-static FLRW spacetime.
We will denote by π the canonical projection from V RW into M and by M t the hypersurfaces {t = const.} in V RW . To start with, no specific matter content in the stationary and axisymmetric region will be assumed, although the corresponding G 2 on T 2 (necessarily) Abelian group [17] (see below) of isometries will be assumed to act orthogonally transitively (OT). 
where U, A, W and g M N are functions of x M , the axial Killing vector field is given by η = ∂ Φ , and a timelike (future-pointing) Killing vector field is given by ξ = ∂ T .
Remark 2.1
The intrinsic definition of stationary and axisymmetric spacetime consists of demanding (i) that the spacetime admits a two-dimensional group of isometries G 2 acting simply-transitively on timelike surfaces T 2 and containing a (spacelike) cyclic subgroup, so that G 2 = IR × S 1 , and (ii) that the set of fixed points of the cyclic group is not empty. Consequences of the definition are that G 2 group has to be Abelian [17] , and that the set of fixed points must form a timelike two-surface [18] , this is the axis. The axial Killing η is then intrinsically defined by normalising it demanding ∂ α η 2 ∂ α η 2 /4 η 2 → 1 at the axis. See also [15] and [19] .
Remark 2.2
The assumption of orthogonal transitivity on the group of isometries is also known as the circularity condition, and it turns out to be not an assumption, but a consequence of the Einstein equations in most of the cases we will be interested in eventually. Indeed, the G 2 on T 2 group must act orthogonally transitively in a region that intersects the axis of symmetry whenever the Ricci tensor has an invariant 2-plane spanned by the tangents to the orbits of the G 2 on T 2 group [20] . By the Einstein equations, this includes Λ-term type matter (cosmological constant), in particular vacuum, perfect fluids without convective motions, and also stationary and axisymmetric electrovacuum [15] .
Allowed coordinate changes {x α } → {x α } keeping the form (8) with the axial Killing vector field reading η = ∂Φ are given bỹ
where the α's are constants. Special attention is given to the one-form
where we have defined
and its corresponding vector field ζ,
which is orthogonal to the hypersurfaces of constant T as well as orthogonal to η by construction. In fact, ζ is intrinsically defined as the future-pointing timelike vector field tangent to the orbits of the G 2 group, orthogonal to the axial Killing vector field [21] (see [15] ), and whose modulus is given by g SX ( ζ, ζ) = −D 2 , with the above intrinsically defined function D. Note that ζ is hypersurface orthogonal, although it is not a Killing vector field in general. The explicit expression of the norm of η in terms of metric functions is g
It must be stressed here that, first, D is indeed a real function, since the orbits of the G 2 group are timelike. Secondly, the ratio g SX ( η, ξ)/g SX ( η, η) must be finite on V SX (see [19] ). And thirdly, that D, being then well defined all over V SX (its value at the axis being
, does not vanish anywhere. We will denote by { E M } any two linearly independent vector fields spanning the surfaces orthogonal to the orbits of the G 2 group, so that the set { ζ, η, E M } constitute a basis of the tangent spaces at every point in (V SX , g SX ) outside the axis. In the coordinate system used in (8) one can simply take the choice
The aim is to study the matching of a FLRW region to a (OT) stationary and axisymmetric region across a common boundary. In practice, the procedure consists of studying . Therefore, a priori, four different possible scenarios arise from the combinations of matchings of the W halves, although only two of them are actually inequivalent, this is, if one matching is possible, then its equivalent "dual" is also possible and both are solved at the same time [10] . The choice between the two halves that are going to be matched, simply denoted by W SX and W RW , is determined by the choice of the rigging vectors, which will point outwards from W SX and inwards to W RW by convention. The two spacetimes we want to match are then (W SX , g SX ) and (W RW , g RW ), to form a matched spacetime (V, g), where V = W SX ∪ W RW , the matching hypersurface is Σ(⊂ V) ≡ Σ SX = Σ RW and the metric g is g SX in W SX and g RW in W RW . Regarding the matching hypersurface Σ, the only assumptions that will be made are, on the one hand, that it preserves the axial symmetry [22] , present in (W SX , g SX ) and, obviously, also in (W RW , g RW ). This in short implies that Σ is arranged so that it is tangent to the trajectories defined by the axial Killing vector field η on the Σ SX side, and to any axial Killing vector in FLRW, say η RW , on the Σ RW side. On the other hand, and following [13] , we will restrict ourselves to the case in which Σ is generic, this is, such that the cosmological time on Σ RW has no local maximum or minimum. Non-generic hypersurfaces could be included in the results, but at a high notational cost. For completeness, let us include here the definitions involved as were presented in [13] .
(W RW , g RW ) admits a privileged, future-pointing, timelike unit vector field u = ∂ t describing the velocity of the cosmological flow. It is intrinsically defined as the normalised timelike eigenvector of the Ricci tensor (pointing to the future) whenever ρ+ p = 0. One defines now a map χ : Σ RW → IR which assigns to each x ∈ Σ RW the value of the cosmic time t at x. Since Σ RW and W RW are C 3 , it follows that χ is a C 3 map. The Morse-Sard theorem implies then that the set of critical values of χ has measure zero on IR. If the range of χ is itself of measure zero, and because Σ RW has no boundary, then Σ RW is a collection of hypersurfaces of constant time. That case is of not interest for us, because it does not describe a region inside (or outside) a FLRW spacetime. As mentioned in [13] , this case is not difficult to study, but to include it in the following treatment would make the notation cumbersome. To avoid this situation and similar cases, we will use the following definition [13] : Remark 3.1 Geometrically, this means that for any point p of a generic hypersurface and for any neighborhood U of that point, a portion of U is in the future of p and another portion is in the past of p. Let us note that, as in [13] , we restrict ourselves to generic hypersurfaces for the sake of simplicity in the notation, and that the general case can be covered with little more effort from the results found for generic hypersurfaces. It must be stressed that a timelike or null hypersurface is automatically generic.
Remark 3.2 In many interesting cases, the matching conditions imply that Σ must necessarily be generic. In particular, if the region matching FLRW is assumed to be vacuum, it is well known that Σ must be tangent to u, and therefore timelike everywhere.
For a generic hypersurface χ(Σ RW ) is open in I. Let us denote by J the set of regular (i.e. non-critical) values of χ. By the implicit function theorem, the pre-image
The constraint matching conditions
We start by imposing the constraint matching conditions on the foliation {S The first step to solving the matching problem is given by the following Proposition regarding the matching from the FLRW side, the final result of which is analogous to that found in [13] in the study of static regions inside FLRW. For completeness, we also include the remarks made by Mars in [13] . (V, g) To complete the basis of T q V for every q ∈ U we take the restriction of the fluid velocity vector on U, u| U , and the vector field s, defined on U as mentioned above. By construction, see above, u| U § and s § Not to overwhelm the notation, vectors v (and functions) defined only on U will appear as either v or the redundant expression v| U in the following expressions.
Proposition 1 Let
are mutually orthogonal, and orthogonal to e A . The set of vectors { u, s, e A } constitute then a basis of T V on U. Since s is transverse to Σ RW o , we have n( s) = 0, where n is normal to Σ RW . By the identification of Σ SX and Σ RW in Σ ⊂ V, the vector field ζ at any q ∈ U can be expressed in the basis { u, s, e A } as
where α, β, c A are C 2 scalar functions on U and c A satisfy
Because of the preservation of the axial symmetry [22] , the restriction of η to Σ is tangent to Σ, as well as the restriction of an axial Killing vector field in (W RW , g RW ), say η RW . Furthermore, by their intrinsic (global) characterisations, η and η RW must be identified on Σ so that V admits a (continuous) axial symmetry. Since η RW | Σ is necessarily also tangent to the foliation {S RW τ }, all this means
for some functions η A defined on U. Mutual orthogonality of ζ and η demands that
It can be easily checked that the following two vector fields defined on U,
are tangent to Σ and orthogonal to ζ. Computing
shows that the vector
on U, apart from being tangent to Σ and orthogonal to ζ by construction, is also orthogonal to η by virtue of (14) . Therefore, there exist two functions (8)). The Riemann tensor in FLRW reads
Due to the orthogonal transitivity in the stationary and axisymmetric region, it is straightforward to show that the following identities hold
As a result, the contraction of (4) with ζ α , η β , η µ and v ν on U reads 0 = −(1/2)(̺ + p) g( u, ζ) g( u, v A )c A g( η, η)| U , which by virtue of (15) and (11) can be expressed as
Axially symmetric equilibrium regions of Friedmann-Lemaître-Robertson-Walker universes.12
Using ̺ + p = 0, the fact that h AB is positive definite and that η only vanishes at points in the axis, one has that c A must vanish on a dense subset of U, and thus c A = 0 on U by continuity. Therefore, by making use of (12), expression (11) becomes
As a result, the slicing on U defined by S τ , and conclusion (a) follows. Expression (19) tells us that ζ| q ∈ N q S SX τ for every q ∈ U, and it can be reexpressed in the language of (6), using g RW to lower the indices of u and s, as
for every q ∈ U. It is also convenient to introduce the vector λ, defined as being tangent to the foliation {S τ }, orthogonal to η| Σ and with its same modulus, and oriented so that on U has the form
where
Since it is also orthogonal to ξ by construction, then it will have the form λ = λ M E M | Σ as seen from Σ SX . The contractions of the second fundamental form of S 
for every p ∈ S SX τ 0
. On the other hand, on the FLRW side, one has
and thence the second fundamental form of S RW τ 0 with respect to u at any p ∈ S
Regarding s, the crucial point here is that, because of the preservation of one isometry across Σ, which is an axial isometry in FLRW, the second fundamental form K
is diagonal in the basis { λ, η}. Indeed, since { λ, η} span the surfaces S τ (except at the axis, where they vanish), which are orthogonal to s, we have g
On the other hand, since η RW is an axial Killing vector field of FLRW, it is hypersurface orthogonal, and thus η RW ∧ dη RW = 0, which means dη RW = µ ∧ η RW for some one-form µ. As a result, the following chain of equalities hold:
for every p ∈ S RW τ 0 . We are now ready to apply the constraint matching equations (7) to ζ| S SX τ 0 using (20) . In other words, we are going to equate the second fundamental vector form of S τ with respect to ζ as computed from the S SX τ side to that computed from the S RW τ side:
Due to (24), the non-diagonal part of (25), i.e. the contraction of (25) with η A , λ B , leads to the vanishing of (21) for every p ∈ S sx τ 0 , which implies
Summing up, so far the constraint matching conditions have lead us to (see (21))
By virtue of (27) and (20) At this point, the rest of the proof follows strictly the proof of Proposition 1 in [13] . Nevertheless, and for completeness regarding point (2), let us include here the expression of the Riemann tensor of the induced metric h of S RW τ 0 (and thus of S τ 0 ), which is obtained from (28) by using the Gauss' equation (see e.g. [14] ):
Using ρ ≥ 0, it follows that S RW τ 0 has positive constant curvature, and hence it is locally isometric to a two-sphere (with the standard metric). In particular, because S RW τ 0 is umbilical in the maximally symmetric space M τ 0 , by using the Codazzi equation it is straightforward to show that β is constant along each connected component of S RW τ 0 . This proves conclusion (b). As mentioned, the reader is referred to [13] for the proof of conclusion (c).
From Proposition 1, so far we have that the matching hypersurface Σ o is formed by a collection of two-spheres moving on space with arbitrarily changing radius. The assumption that Σ RW , and hence Σ, be generic, together with the differentiability assumed (C 3 ) also prevents these spheres from merging. Indeed, if two spheres merge by touching each other in one point first, then Σ would cease to be C 3 . Alternatively, if two spheres merge at all points simultaneously, then χ should present a maximum (or a minimum) there, in contradiction with having a generic embedded Σ.
Let us consider now any connected component of Σ \ Σ o , and denote it by S c . Following the same argument as above, since Σ is C 3 and Σ o is foliated by two-spheres, the only possibility left for any S c is to be a two-sphere itself. This is, the level surfaces corresponding to the critical values of χ, i.e. the critical levels S c , are also two-spheres. One can therefore extend the definition of the vector field s to all Σ RW at the critical level surfaces S c by continuity. Then, clearly, equations (19) and (28) are valid for all τ ∈ I.
This is summarised as follows: In particular, when Σ is connected, then each element of the foliation {S τ } is connected as well.
It must be stressed that the analogous Corollary in [13] presents the erroneous further statement that no critical points of χ can exist. Nevertheless, that has no consequences for the final results, as the features we are interested in on Σ o extend to Σ by continuity. Also, although the final equations describing the matching hypersurface in FLRW and the form of the static metric as presented in [13] are valid only on Σ o and its neighbourhoods, they can be found to apply as well on S c by taking a limit. As with the study of non-generic hypersurfaces, the critical points of χ in the generic hypersurface Σ could be incorporated to the results, but at the expense of introducing some more notation. Since our aim is to find qualitative features for the stationary region, and these are found to be necessary around a dense subset of Σ, they will have to hold all over Σ and its neigbourhood and thus the more explicit behaviour of (V SX , g SX ) at the critical values is irrelevant.
The rest of the matching conditions
So far we have only used the constraint matching conditions, a subset of the matching conditions, and we have found Proposition 1 as a result. We are now ready to apply the full set of matching conditions. As mentioned, for simplicity in the presentation, we will not consider the critical points of Σ, and thus we will analyse the matching conditions on Σ o .
In order to analyse the remaining conditions we need first to construct a basis for T Σ and then an explicit expression for a rigging vector to be used in the equations (3). We start by taking two vectors { e A } spanning S τ locally, as in the proof of Proposition 1. To complete the basis for T Σ we choose now a third vector tangent to Σ and orthogonal to { e A }. At points on Σ o , we will denote that vector as m, and since g( u, m) = 0, we choose it such that g( m, u)| Σo = −1 for convenience. By definition, m can be explicitly decomposed (as seen from Σ RW ) as
where µ is a C 2 function defined on Σ o . Since we have n( s) = 0 in Σ o , we can choose a normal one-formn defined on Σ o so thatn( s) = 1 there, and thus it decomposes aŝ n ≡ µu + s| Σo (30) in the { u, s, e A } basis. Note thatn is not unit, and that we will keep denoting by n any normal to Σ. In order to find the expression for m in the Σ SX side we still need to define a basis of T V on U in relation to the Σ SX side, to compare with the orthogonal basis { u, s, e A } previously constructed in relation to the Σ RW side. For that we simply need a vector w orthogonal to λ, η and ζ, and with norm D 2 , to complete an orthogonal set { ζ, η, λ, w} at points on Σ, constituting a basis of T V outside the axis. By construction and by virtue of (19), we have that w (up to a sign) decomposes as
for some two C 2 functions defined on Σ, w M , which have to satisfy
In this basis, m can be expressed as
In considering a rigging vector for the computation of the remaining matching conditions, the following fundamental result will simplify things. In the following, we indicate with a prime the sets to which points of the axis have been removed, this is A ′ ≡ {x ∈ A; η(x) = 0}.
Lemma 1
The vector ζ is nowhere tangent to Σ ′ (and neither is w). Consequently, the stationary Killing vector field ξ is nowhere tangent to Σ ′ .
Proof: Computing the contraction of the identity (4) with ζ α , η β , η µ , w ν , recalling that w = w M E M | Σ , and using the geometrical identities (17) that hold on W SX , we obtain
Note that this equation is valid all over Σ. The tensor B αβ is at least continuous on Σ, β is nowhere zero on Σ (from Proposition 1, and its corollary). We must thus have n( ζ) = 0 (and n( w) = 0) everywhere in Σ except, possibly, where η = 0. The first statements of the Lemma follow. The last statement trivially follows by construction; (10) ⇒ n( ζ) = n( ξ).
This Lemma states, in other words, that the matching hypersurface must be locally non-stationary nearly everywhere. This fact will be fundamental in order to determine the geometry of the stationary and axisymmetric region by extending the constraints implied by the matching conditions on Σ ′ into W ′SX , and thereby arrive at the final result. In fact, although Lemma 1 leaves out of consideration the points at the axis, the final result will eventually lead to the fact that ζ must be indeed transverse to the whole of Σ.
Let us study then the equations (3) by taking ℓ = ζ| Σ . The fact that ζ may fail to be transverse to Σ at points on the axis will not be of relevance. Taking into account (11), conditions (3) read now Ψ * } for a, b, . . . = 1, 2, 3 a basis of T Σ on Σ, these equations read
(34) The antisymmetric part of these equations must be satisfied once the preliminary junction conditions (1)- (2) hold [14] , although depending on the procedure followed in the matching, these might still give us information about implicit consequences of (1)- (2). The second set of matching conditions consist then on the symmetric part in (a, b) of (34), and thereby provide six, in priciple independent, conditions. Following the above construction, we can simply take { e a } = { m, e A } on a neigbourhood V ⊂ Σ (small enough to ensure that { e A } are linearly independent there). Notice that the (A, B) components of (34) correspond to the constraint matching conditions (25), which have been already used. The remaining matching conditions in (3) correspond then to the ( m, e A ) and ( m, m) components of (34).
To compute those components of (34) we need the expressions of the covariant derivatives of u and s on Σ in the basis { u, s, e A }. The first has been already given in (22) , and the second was given in Lemma 2 in [13] . For completeness, we include it here with a little more detail. But first, let us note that in order to have defined a covariant derivative of s, as it is, one has to define an extension of s off Σ, and that ∇ α s β depends on that extension, in principle. Despite that, we will be eventually only interested on e a α e b β ∇ RW α s β (for (34)), which is independent of the extension. In fact, no extension of s is needed for its calculation, but for the sake of simplicity, we prefer to present the covariant derivate for a particular extension. Without loss of generality we can assume then, as far as the following lemma is concerned, that s (and thus also n) is extended off Σ being unit and orthogonal to u and a family of spheres concentric to S RW τ .
Lemma 2 The covariant derivative of s at points on
Proof: Take p ∈ Σ o and a neighbourhood U ⊂ V ∩Σ o (this is U as defined in Proposition 1). Since s is unit, orthogonal to u and (28) holds, then the covariant derivative of s decomposes as
where X αβ = g αβ + u α u β − s α s β is the projector orthogonal to { u, s}, and the vectors v and b are tangent to {S RW τ }. Given any Killing vector field κ we have κ, s) ). Therefore, for any Killing vector field κ orhogonal to s, we have s α κ β ∇ RW α s β = 0, which in view of (35), translates onto g RW ( κ, b) = 0. Since this has to hold for any Killing vector κ generator of the SO(3) isometry group which S RW τ and a family of concentric spheres indeed admit, we thus have b = 0. On V we can clearly write X αβ = h AB e Aα e Bβ . To determine v we use the fact that the normal one-form n (in fact, its extension) is integrable, so that, in particular at points on Σ o , n ∧ dn = 0. Using (30), (35) and du = 0 this equation becomes s ∧ u ∧ (dµ − v) = 0 at points in U. This implies dµ = v + r 1 u + r 2 s for some scalar functions r 1 and r 2 , and hence v A ≡ v( e A ) = e A (µ). Recalling that v is tangent to S RW τ , v decomposes as v α = v A h AB e Bα and hence v α = h AB e A (µ)e Bα .
We are ready to compute the ( m, e A ) and ( m, m) components in (34). Nevertheless, and and as we have been doing previously, we replace the basis { e A } of T S τ for the orthogonal pair { λ, η}. The symmetrised contractions of (34) using ( m, λ), ( m, η) and ( m, m) can be computed now on Σ o using (29) to obtain
where we have used the fact that for scalar functions f invariant under { ξ, η}, we have ζ(f ) = 0, and thusn( ζ) w(f ) = −D 2 m(f ) by (31). At this point we recall the fact that Σ, and hence Σ RW , preserves the axial symmetry, which ensures that
This can be shown to follow from the invariance of g( m, m)| Σo = −1 + µ 2 . However for the sake of clarity and to keep the analysis self-contained, we present a proof using the previous construction. 
This Lemma is used in [13] to completely and explicitly compute the form of Σ RW o in some explicit coordinates, which will be presented below.
Up to this point, we have shown that the embedding of OT stationary and axisymmetric regions in FLRW spacetimes and the embedding of static regions in FLRW spacetimes are equivalent as far as the FLRW side is concerned. We obtain a stronger result when analysing the implications on the W SX side. In short, the stationary and axisymmetric region will necessarily be static, and thus this case will come under the scope of the results found in [13] .
The stationary and axisymmetric region must be static
We concentrate now on the consequences of the matching conditions on the OT stationary and axisymmetric side. The only conditions from (3) which we have not analysed yet are those involving quantities on the W SX side. These are (26), which is part of the constraint matching conditions and holds everywhere on Σ o outside the axis, and (37) taking (39) into account. In short, and extending by continuity at critical points of χ, we have
which, together with the fact that η is a Killing vector, imply that Ω ≡ g SX ( η, ξ)/g SX ( η, η) is constant on Σ ′SX , and therefore everywhere on Σ SX by continuity. This result allows us first to extend Lemma 1 to all Σ.
Proposition 2
The vector ζ is nowhere tangent to Σ. Consequently, the stationary Killing vector field ξ is nowhere tangent to Σ.
Proof:
Recalling that m(Ω)| Σ = 0 ⇐⇒ w(Ω)| Σ = 0, from the above discussion we have λ(Ω)| Σ = w(Ω)| Σ = 0. Furthermore, since λ is tangent to Σ, then we also have λ( λ(Ω))| Σ = λ( w(Ω))| Σ = 0. Using these four equations on Σ, a straightforward calculation shows that
Taking into account the decomposition of λ and η in the basis { e A } on V ⊂ Σ defined around any point p ∈ Σ, the four previous equations read ζ α e A β e B µ w ν R SX αβµν | q = 0 at any q ∈ V ′ . By continuity, that extends to any q ∈ V , and thus
Computing now the contraction of the identity (4) with ζ α , e A β , e B µ , w ν on V , and using (41) we finally obtain
By the same argument as in Lemma 1 we must thus have n( ζ)| V = 0, and hence
This means that the stationary Killing vector ξ in (V SX , g SX ) is transverse to the hypersurface Σ SX everywhere. Using Lie-transport, this allows us to determine the geometry of the (V SX , g SX ) spacetime at least in a neighbourhood of Σ SX . Although the main result, namely that the values of Ω| Σ SX extend on V SX is quite intuitive and immediate, for the sake of rigorousness and to present Mars' results, let us introduce here all the machinery needed for the extension and the notation used in [13] .
Let us define by Ξ the space of the orbits of ξ, this is, the quotient space V SX /(orbits of ξ), so that V SX = I 1 × Ξ and ξ is tangent to the I 1 ⊂ IR factor. Basically, one can choose Ξ ≡ {T = const.}. Define Π : V SX → Ξ as the canonical projection along the orbits of ξ. Since ξ is everywhere transverse to Σ SX , the restriction of Π on Σ SX is a diffeomorphism between Σ SX and Π(Σ SX ) ⊂ Ξ. In particular, any orthonormal basis at p ∈ Σ SX can be uniquely extended to an orthonormal tetrad on U ≡ I 1 × Π(Σ SX ) by Lie transport along ξ. Following the same construction we have used all throughout the paper, we take { e A } to be a pair of orthonormal vector fields tangent to each S SX τ , which are defined everywhere except for a pair of antipodal points. As usual, in order to cover those points we would need two patches, but this is standard and we do not discuss it further. The orthonormal tetrad for every point in Σ SX can be now completed by using e 0 = D −1 ζ, e 1 = D −1 w and e A . Its dual frame will be denoted by {θ α }. This tetrad can be extended to U ⊂ V SX by Lie transport along ξ. Having this in mind, we can finally prove the main result: Proof: We have seen that the matching conditions (3) imply that Ω ≡ g SX ( η, ξ)/g SX ( η, η) is constant on the hypersurface Σ SX (i.e. Ω| Σ SX = const.), to which ξ is transverse, by Proposition 2. Let us consider the neighborhood U of Σ SX previously defined. Since ξ is a Killing vector we have L ξ Ω = ξ(Ω) = 0; that is, Ω is invariant under the action of ξ and thus is constant along the trajectories of ξ. Therefore Ω| U = Ω| Σ = const. As a result, the vector ζ = ξ − Ω η, (see (10) ), which is hypersurface orthogonal by construction, is also a (timelike) Killing vector field on U, that is, a static Killing vector field.
In a neighbourhood of the matching hypersurface, the OT stationary axisymmetric spacetime (V SX , g SX ) now becomes a static axisymmetric spacetime (V ST , g ST ) and the results of Mars [13] apply, which we inculde here for completeness. Without loss of generality, the metric g ST can be taken to be the metric (8) with A ≡ 0. It must be stressed, though, that the results in [13] , as presented, apply only on Σ o , in principle, since the existence of critical points of χ cannot be ruled out. Nevertheless, only an isolated critical levels S c (if any) would remain to be treated. In fact, the only point that would need a special treatment corresponds to the equation (40), and still, most of the results can be obtained by considering the relations below at a convenient limit µ → ∞.
The following result concerns the FLRW side, and determines the most general form of Σ RW o . Lemma 4 [Mars [13] ] There exists a coordinate system {t, r, θ, φ} in the FLRW spacetime in which the hypersurface Σ o is given by r = r 0 (t), where r 0 is C 3 and nonnegative, while the line element for g RW can be written as ds 2 = − dt 2 + a 2 (t) (dr + f (t) cos θdt) 2 +(Σ(r, ǫ)dθ − f (t)Σ ,r (r, ǫ) sin θdt) 2 + Σ 2 (r, ǫ) sin 2 θdφ 2 , is represented then by spheres whose centers (at r = 0) move parallel to the axis of symmetry defined by cos θ = 0 (see [13] ). The curve σ(t) describing that movement satisfiesσ(t) = f (t).
Regarding the geometry of the static region, the first result concerns the Einstein tensor there, and the second, the explicit geometry of the static region, which is the main theorem in [13] .
Proposition 3 [Mars [13] where Σ(r, ǫ), f (t), β(t) and ∆(t) are as defined in Lemma 4 and µ ≡ ǫ 1 a(ṙ 0 + f (t) cos θ).
(iii) The boundary Σ ST is defined in the {T, t, θ, φ} coordinate system by the embedding {t, θ, φ} → {T = T (t), t, θ, φ} where T (t) satisfiesṪ (t) = ∆(t).
Of course, imposing conditions on the matter content on the (OT) stationary and axisymmetric (and hence static) region, the use of Proposition 3 restricts the possibilities for the different functions that determine the matching hypersurface and the static geometry. Indeed, let us consider a vacuum stationary and axisymmetric region (V SX , g SX ) matched to FLRW preserving the axial symmetry. As mentioned in the second remark in Definition 2, orthogonal transitivity is not an assumption in this case. Therefore Theorem 1 implies that the vacuum region must be static. Then, Proposition 3 applies, and, by imposing ρ ST = p ST r = p ST t = 0, a straightforward calculation [12] gives µ = p = 0 and f = 0, in particular. The second remark in Definition 3 comes clear in this case, since µ = 0 on Σ o and so it has to be all over Σ by continuity, and therefore Σ = Σ o . The vanishing of f implies that the whole of the static region (not just its boundary) has to be spherically symmetric, and hence Schwarzschild, by using Theorem 2. The Einstein-Strauss model is thus recovered if the Schwarzschild region is inside FLRW and the Oppenheimer-Snyder model [23] if it is outside. This is summarised as follows: In fact, for most reasonable energy-momentum tensors in the stationary and axisymmetric region (see second remark of Definition 2), Theorem 1 together with Proposition 3 will force the stationary and axisymmetric metric and its boundary to be static and spherically symmetric. The reader is referred to [12] for a detailed discussion regarding the consequences of Proposition 3.
