Let m, e be positive integers, p a prime number, F p m be a finite field of p m elements and R = F p m [u]/ u e which is a finite chain ring. For any ω ∈ R × and positive integers k, n satisfying gcd( p, n) = 1, we prove that any (1+ωu)-constacyclic code of length p k n over R is monomially equivalent to a matrix-product code of a nested sequence of p k cyclic codes with length n over R and a p k × p k matrix A p k over F p . Using the matrix-product structures, we give an iterative construction of every (1 + ωu)-constacyclic code by (1 + ωu)-constacyclic codes of shorter lengths over R.
Let Γ be a commutative finite chain ring with identity 1 = 0, and Γ × be the multiplicative group of invertible elements of Γ . For any a ∈ Γ , we denote by a Γ , or a for simplicity, the ideal of Γ generated by a, i.e. a Γ = aΓ = {ab | b ∈ Γ }. For any ideal I of Γ , we will identify the element a + I of the residue class ring Γ /I with a (mod I ) for any a ∈ Γ .
A code of length N over Γ is a nonempty subset C of Γ N = {(a 0 , a 1 , . . ., a N −1 ) | a j ∈ Γ, j = 0, 1, . . . , N − 1}. Each element of C is called a codeword and the number of codewords in C is denoted by |C|. The code C is said to be linear if C is a Γ -submodule of Γ N . For any codeword c = (c 0 , c 1 , . . . , c N −1 ) ∈ C, the Hamming weight of c is defined by w H (c) = |{ j | c j = 0, 0 ≤ j ≤ N − 1}|. Then the minimum Hamming distance of a linear code C is equal to d H (C) = min{w H (c) | c = 0, c ∈ C}. If M = |C| and d = d H (C), C is called an (N , M, d)-code over Γ . All codes in this paper are assumed to be linear.
Let γ ∈ Γ × . A linear code C of length N over Γ is called a γ -constacyclic code if (γ c N −1 , c 0 , c 1 , . . . , c N −2 ) ∈ C for all (c 0 , c 1 , . . . , c N −1 ) ∈ C. Particularly, C is called a negacyclic code if γ = −1, and C is called a cyclic code if γ = 1.
For any a = (a 0 , a 1 , . . . , a N −1 ) ∈ Γ N , let a(x) = a 0 + a 1 x + · · · + a N −1 x N −1 ∈ Γ [x]/ x N − γ . We will identify a with a(x) in this paper. It is well known that C is a γ -constacyclic code of length N over Γ if and only if C is an ideal of the residue class ring Γ [x]/ x N − γ . Let p be the characteristic of the residue class field of Γ . If gcd( p, N ) = 1, C is called a simple-root constacyclic code while when p | N it is called a repeated-root constacyclic code.
For any positive integer N , we denote [N ) = {0, 1, . . . , N − 1} in this paper. Let C 1 and C 2 be codes of length N over Γ . Recall that C 1 and C 2 are said to be monomially equivalent if there exists a permutation on the set [N ) and fixed elements r 0 , r 1 , . . . , r N −1 ∈ Γ × such that C 2 = {(r 0 c (0) , r 1 c (1) , . . . , r N −1 c (N −1) ) | (c 0 , c 1 , . . . , c N −1 ) ∈ C 1 } (cf. Huffman and Pless [13, Page 24] ). Especially, C 1 and C 2 are said to be permutation equivalent when r 0 = r 1 = · · · = r N −1 = 1 (cf. [13, Page 20] ). Recall that a monomial matrix over Γ is a square matrix with exactly one invertible entry in each row and column. Hence C 1 and C 2 are monomially equivalent if and only if there is an N × N monomial matrix Q over Γ such that Q · C 1 = {Qξ | ξ ∈ C 1 } = C 2 in which we regard each ξ ∈ C 1 as an N × 1 column vector over Γ .
From now on, let m and e be positive integers, p a prime number, F p m be a finite field of p m elements and denote R = F p m [u] / u e = F p m + uF p m + · · · + u e−1 F p m (u e = 0).
It is known that R is a finite chain ring with subfield F p m , u R is the unique maximal ideal and e is the nilpotency index of u. All invertible elements of R are given by a 0 + a 1 u + · · · + a e−1 u e−1 , a 0 = 0, a 0 , a 1 , . . . , a e−1 ∈ F p m .
There are many research results on constacyclic codes over R, see [1] , [5] [6] [7] [8] [9] [10] and [14] for examples. Let ω ∈ R × , k and n be positive integers satisfying gcd( p, n) = 1. In this paper, we concentrate on (1 + ωu)-constacyclic codes of length p k n over R, i.e. ideals of the residue class ring R[x]/ x p k n − (1 + ωu) . Specifically, the algebraic structures and properties of (1 + wγ )-constacyclic codes of arbitrary length over an arbitrary finite chain ring Γ were given in [4] , where w is a unit in Γ and γ generates the unique maximal ideal of Γ .
Blackford [2] classified all negacyclic codes over the finite chain ring Z 4 of even length using a Discrete Fourier Transform approach. Using the concatenated structure given by [2, Theorem 3] , we know that each negacyclic code of length 2 k n, where n is odd, is monomially equivalent to a sequence of 2 k cyclic codes of length n over Z 4 .
As −1 = 1 + 2 ∈ Z 4 , negacyclic codes of even length over Z 4 is a special subclass of the class of (1 + wγ )-constacyclic codes with arbitrary length over an arbitrary finite chain ring Γ . Now, we try to give a matrix-product structure for any (1 + ωu)constacyclic code of length p k n over R by us of the theory of finite chain rings. In this paper, we denote 
(iv) All p k e + 1 distinct ideals of R k are given by
Moreover, the number of elements in
We will construct a precise isomorphism of rings from R[x]/ x p k n − (1 + ωu) onto R k [x]/ x n − 1 , which induces a one-to-one correspondence between the set of (1 + ωu)-constacyclic codes of length p k n over R onto the set of cyclic codes of length n over R k . By the theory of simple-root cyclic codes over finite chain rings (cf. Norton et al. [15] ), any cyclic code of length n over R k can be determined uniquely by a tower of p k e cyclic codes with length n over the finite field F p m
where g 0 (x), g 1 (x), . . . , g p k e−1 (x) are monic divisors of x n − 1 in F p m [x] satisfying g p k e−1 (x) | · · · | g 1 (x) | g 0 (x) | (x n − 1). Then we give a direct description of a monomially equivalence between a (1 + ωu)-constacyclic code of length p k n over R and a matrix-product code of a sequence of p k cyclic codes over R determined by g s (x), s = 0, 1, . . . , p k e − 1.
In Sect. 2, we sketch the concept of matrix-product codes and structures of simpleroot cyclic codes over the finite chain ring R k . In Sect. 3, we prove that any (1 + ωu)-constacyclic code of length p k n over R is monomially equivalent to a matrixproduct code of a nested sequence of p k cyclic codes with length n over R. Using this matrix-product structure, we give an iterative construction of every (1 + ωu)constacyclic code by use of (1 + ωu)-constacyclic codes of shorter lengths over R in Sect. 4. In Sect. 5, we consider how to get the matrix-product structures of (1 + u)constacyclic codes of length 90 over R = F 3 + uF 3 (u 2 = 0).
Preliminaries
In this section, we sketch the concept of matrix-product codes and structures of simpleroot cyclic codes over the finite chain ring R k .
Let R = F p m [u]/ u e . We follow the notation in [3, Definition 2.1] for definition of matrix-product codes. Let A = [a i j ] be an α × β matrix with entries in R and let
where c i ∈ C i is an n × 1 column vector for 1 ≤ i ≤ α. Any codeword [c 1 , . . . , c α ]· A is an n × β matrix over R and we regard it as a codeword of length nβ by reading the entries of the matrix in column-major order. A code C over R is a matrix-product code if C = [C 1 , . . . , C α ] · A for some codes C 1 , . . . , C α and a matrix A.
In the rest of this paper, we assume that A = [a i j ] is an α × β matrix over F p m , i.e. a i j ∈ F p m for all i, j. If the rows of A are linearly independent over F p m , A is called a full-row-rank (FRR) matrix. Let A t be the matrix consisting of the first t rows of A.
As a natural generalization of [12, Theorem 1] and results in [16] , by [11, Theorem 3.1] we have the following properties of matrix-product codes. 
where δ i is the minimum distance of the linear code with length β over F p m generated by the first i rows of the matrix A.
Moreover, when the matrix A is NSC, it holds that δ i = β − i + 1. Furthermore, if we assume that the codes C i form a nested sequence C 1 ⊇ C 2 ⊇ · · · ⊇ C α , then d = δ.
Then we consider cyclic codes of length n over the finite chain ring 
In this paper, we define τ :
Then τ is a surjective homomorphism of rings from R k onto F p m . As
It is clear that τ can be extended to a surjective homomorphism of polynomial rings
We still use τ to denote this homomorphism. Then τ induces a surjective homomorphism of rings from
Now, let C be a cyclic code of length n over R k . For any integer s, 0 ≤ s ≤ p k e − 1, define
Denote
Then Tor s (C) is an ideal of the ring F p m [x]/ x n − 1 , i.e. a cyclic code of length n over F p m , which is called the sth torsion code of C. Hence there is a unique monic
where g s (x) is the generator polynomial of the cyclic code Tor s (C). Hence |Tor s (C)| = p m(n−deg(g s (x))) .
As
This implies (v − 1) s Tor s (C) ⊆ C for all s = 0, 1, . . . , p k e − 1. Moreover, by Eq. (2) we have a tower of cyclic codes over F p m :
As stated above, we have
By mathematical induction on s, we conclude the following theorem. Theorem 2.2 Using the notations above, we have the following conclusions.
Hence |C| =
cyclic code of length n over R k if and only if there exists uniquely a tower of p k e cyclic codes with length n over
If the latter conditions are satisfied, then
being the generator polynomial of the cyclic code C s for all s = 0, 1, . . . , p k e − 1.
Remark For a complete description of simple-root cyclic codes over arbitrary commutative finite chain rings, readers can refer to [15, Theorem 3.5] .
. Then from Lemma 1.1, Theorem 2.2 and Eq. (1), we deduce the following corollary which will be used in the following sections. 
Hence
cyclic code of length n over R if and only if there exists uniquely a tower of e cyclic codes with length n over
If the latter conditions are satisfied, then C = e−1 s=0 u s C s and |C| = e−1 i=0 |C i |. Furthermore, we have
being the generator polynomial of the cyclic code C s for all s = 0, 1, . . . , e − 1. Proof We only need to prove (iii).
3 Matrix-product structure of (1 + ωu)-constacyclic codes over R
. . , p k n − 1} can be uniquely expressed as
In this paper, we adopt the following notations.
Notation 3.1 Let l be the smallest positive integer such that p l ≥ e. Since gcd( p, n) = 1, there exists a unique integer n , 1 ≤ n ≤ p k+l − 1, such that n n ≡ 1 (mod p k+l ).
We write n = qp k + n , where 0 ≤ q ≤ p l − 1 and 1 ≤ n ≤ p k − 1 satisfying gcd( p, n ) = 1. Then we define a transformation on the set [ p k n) by
and denote
which is a diagonal matrix of order n with 1,
. . , Λ] · P p k n . Then P p k n is a permutation matrix and M p k (n, ω) is a monomial matrix over R of order p k n.
(iii) Define a transformation Θ on the R-module R p k n by
Then Θ is an R-module automorphism on R p k n . Let C be an R-submodule of R p k n and denote Θ(
Then Θ(C) and C are monomially equivalent linear codes of length p k n over R.
is a a permutation on the set [ p k n). (ii) follows from (i) and Notation 3.1, and (iii) follows from (ii).
First, we establish an explicit relationship between the set of all (1 + ωu)constacyclic codes of length p k n over the finite chain ring R = F p m [u]/ u e and the set of all cyclic codes of length n over the finite chain ring R k .
Let a(x) ∈ R[x]/ x p k n − (1 + ωu) . By Eq. (4), a(x) can be uniquely expressed as a(x) = n−1 j=0 p k −1 t=0 a j+tn x j+tn , where a 0 , a 1 , . . . , a p k n−1 ∈ R. We will identify a(x) with the column vector [a 0 , a 1 , . . . , a p k n−1 ] tr ∈ R p k n in this paper. By x j+tn = x j (x n ) t , we can write a(x) as a product of matrices
where X = [1, x n , x 2n , . . . , x ( p k −1)n ] tr is the transpose of the 1 × p k matrix
Set v = x n in Eq. (6) . We obtain
x n − v as residue class rings, we deduce the following conclusion.
Lemma 3.3 The map ϕ is an isomorphism of rings from R[x]/ x p k n
By Notation 3.1, we have p l ≥ e. From this, by v p k = x p k n = 1 + ωu and u e = 0 in R k we deduce that
Then by Eq. (5), it follows that (v n ) n = v n n = v. Now, we define an automorphism of the polynomial ring
We will still use ψ to denote this ring isomorphism. Hence ψ(α(x)) = α(v n x) for all α(x) ∈ R k [x]/ x n − v . Then by Lemma 3.3, we conclude the following conclusion. Lemma 3.4 Using the notations above, the map ψϕ define by 
Proof (i) By Theorem 2.2, C s is a cyclic code of length n over F p m , 0 ≤ s ≤ p k e − 1, and satisfies
This implies C ρ ⊆ C p k +ρ ⊆ · · · ⊆ C (e−1) p k +ρ . From this and by Corollary 2.3(ii), we deduce that C ρ = e−1 i=0 u i C i p k +ρ is a cyclic code of length n over R, i.e. an ideal of the ring R[x]/ x n − 1 , satisfying |C ρ | = e−1 i=0 |C i p k +ρ |.
Let 0 ≤ ρ < ρ ≤ e − 1. Then C i p k +ρ ⊆ C i p k +ρ for all i = 0, 1, . . . , e − 1. From this and by Corollary 2.3(iii), we deduce that C ρ ⊆ C ρ .
(ii) As ω ∈ R × , for each integer i, 0 ≤ i ≤ e − 1, (ωu) i = ω i u i can be uniquely expressed as (ωu) i = e−1 j=i λ i, j u j for some λ i, j ∈ F p m where λ i,i = 0, ∀ j = i, i + 1, . . . , e − 1. Then we can write ⎡
where 
Let a(x) = n−1 j=0 p k −1 t=0 a j+tn x j+tn ∈ C where a j+tn ∈ R, and assume c(x) = ψϕ(a(x)) ∈ C. Then for each integer s, 0 ≤ s ≤ p k e − 1, there exists a unique
by Equation (7). Let 0 ≤ ρ ≤ p k − 1. We denote the cartesian product of the e cyclic codes C ρ , C p k +ρ , . . . , C p k (e−1)+ρ with length n over F p m by S ρ , i.e. for all j = 0, 1, . . . , e − 1. By C ρ ⊆ C p k +ρ ⊆ C 2 p k +ρ ⊆ · · · ⊆ C j p k +ρ , it follows that
and hence [c ρ (x), c p k +ρ (x), . . . , c p k (e−1)+ρ (x)] ∈ S ρ . From this and by the invertibility of the matrix T , we deduce that the map defined by
is a bijection on S ρ . This implies S ρ = {ξ · T | ξ ∈ S ρ }. Using the notations above, we have (x) . From this, by Eq. (8) and
for all i = 1, 2, . . . , p k , we deduce that
where ξ ρ is the unique n × 1 column vector over R satisfying
From now on, we will identify ξ ρ (x) with ξ ρ as a codeword in the cyclic code C ρ over R of length n. By replacing v with x n in Eq. (9) we obtain
where X = [1, x n , . . . , x ( p k −1)n ] tr .
On the other hand, by Lemma 3.4 we have
Replacing v with x n , we obtain
a j+tn x j+(t+ jn )n .
By Notation 3.1, we have n = qp k + n , where 0 ≤ q ≤ p l − 1 and 1 ≤ n ≤ p k − 1. By x p k n = 1 + ωu in the ring R[x]/ x p k n − (1 + ωu) it follows that a j+tn x j+(t+ jn )n = x jq· p k n a j+tn x j+(t+ jn )n = (1 + ωu) jq a j+tn x j+(t+ jn )n .
We denote λ = t + jn (mod p k ). Then λ ∈ [p k ) and t = λ − jn (mod p k ). 
Now, from Eqs. (10) and (11) we deduces that
In this paper, we regard Λ · M a(x) and [ξ p k −1 , . . . , ξ 1 , ξ 0 ]A p k as a column vector of dimension p k n by reading the entries of the matrix in column-major order respectively. According to this view, by Lemma 3.2 it follows that As stated above, we conclude that Θ(C) = [C p k −1 , C p k −2 , . . . , C 1 , C 0 ] · A p k . By Lemma 3.2(iii), C and the matrix-product code [C p k −1 , . . . , C 1 , C 0 ] · A p k are monomially equivalent codes over the finite chain ring R.
From Lemma 3.2 and the proof of Theorem 3.5, we deduce the following corollary which will be used in the next section. Then C is a (1 + ωu) -constacyclic code of length p k n over R if and only if there is a sequence of cyclic codes C p k −1 ⊇ · · · ⊇ C 1 ⊇ C 0 over R of length n such that
where we regard each c ∈ C as a p k n × 1 column vector over R and each codeword
as a p k n × 1 column vector over R by reading the entries of the matrix ξ in column-major order, respectively.
As gcd( p, n) = 1, there are pairwise coprime monic irreducible polynomials 
where 0 ≤ i 1 , i 2 , . . . , i r ≤ p k e. Furthermore, the number of codewords in C (i 1 ,i 2 ,...,i r ) is equal to |C (i 1 ,i 2 ,...,i r ) | = p m( r t=1 ( p k e−i t )deg( f t (x))) .
Finally, we determine the nested sequences of p k cyclic codes C p k −1 ⊇ · · · ⊇ C 1 ⊇ C 0 with length n over R in the matrix-product structure of a (1 + ωu)-constacyclic code C (i 1 ,i 2 ,...,i r ) over R with length p k n.
Theorem 3.8 Using the notations above, let C
Then C is monomially equivalent to [C p k −1 , . . . , C 1 , C 0 ] · A p k , where A p k is given by Theorem 3.5 and for each integer ρ, 0 ≤ ρ ≤ p k − 1, C ρ is a cyclic code of length n over R given by C ρ = g ρ (x), ug p k +ρ (x), u 2 g 2 p k +ρ (x), . . . , u e−1 g (e−1) p k +ρ (x) = g ρ (x) + ug p k +ρ (x) + u 2 g 2 p k +ρ (x) + · · · + u e−1 g (e−1) p k +ρ (x) .
. By Theorem 3.5, it is suffices to prove that C s = g s (x) for all s = 0, 1, . . . , p k e −1. Let 0 ≤ s ≤ p k e −1. We first verify that
In the following, we denote
and set
By
. Then by Eq. (12) and
Replacing x n with v, by the definition of ϕ we obtain
Then we replace x with v n x, by the definition of ψ we have ψ(ϕ(C) ).
From this and by
. From this and by Eq. (13), we deduce that C s = g s (x) , i.e. g s (x) is the generator polynomial of C s for all s. Finally, let 0 ≤ ρ ≤ p k − 1. By Corollary 2.3(ii), it follows that C ρ = e−1 i=0 u i C i p k +ρ = g ρ (x) + ug p k +ρ (x) + u 2 g 2 p k +ρ (x) + · · · + u e−1 g p k (e−1)+ρ (x) as ideals of R[x]/ x n − 1 .
Remark As C p k −1 ⊇ · · · ⊇ C 1 ⊇ C 0 , by Theorem 2.1 the minimum Hamming distance of the (1 + ωu)-constacyclic code C of length p k n over R is equal to d = min{δ i+1 d i | i = 0, 1, . . . , p k − 1}, where d i is the minimum Hamming distance of the cyclic code C i of length n over R and δ i+1 is the minimum distance of the linear code L i+1 with length p k over F p m generated by the first i + 1 rows of the matrix A p k , for all i = 0, 1, . . . , p k − 1. For each integer 1 ≤ j ≤ p k , it can be easily seen that L j is exactly the cyclic code of length p k over F p m generated by (
is a ring isomorphism and a Hamming distance-preserving map from F p m [x]/ x p k − 1 onto F p m [x]/ x p k + 1 , δ j is equal to the minimum Hamming distance of the negacyclic code of length p k over F p m generated by (x + 1) p k − j . From this and by Dinh [9] Theorem 4.11, we deduce that Using the notation in Theorem 3.5, we know that
As p is prime, by induction on j it follows that −1) , . . . , C (1) , C (0) of length p k−1 n over R satisfying C ( p−1) ⊇ · · · ⊇ C (1) ⊇ C (0) such that C is monomially equivalent to the following matrix-product code over R
for all j = 0, 1, . . . , p − 1. Furthermore, the minimum Hamming distance of C is equal to min{ pd ( p−1) , (p − 1)d ( p−2) , . . . , 2d (1) , d (0) } where d ( j) is the minimum Hamming distance of C ( j) for all j = 0, 1, . . . , p − 1.
Proof Let C be a (1 + ωu)-constacyclic code of length p k n over R. By Theorem 3.5 and Lemma 4.1(ii), there are p k cyclic codes D p k −1 , · · · , D 1 , D 0 of length n over R satisfying D p k −1 ⊇ · · · ⊇ D 1 ⊇ D 0 such that C is monomially equivalent to the following matrix-product code
is monomially equivalent to a (1 + ωu)constacyclic code C ( j) of length p k−1 n over R for all j = 0, 1, . . . , p − 1. Then by Corollary 3.6 and Notation 3.1, there is a fixed p k−1 n × p k−1 n monomial matrix −1) , . . . , C (1) , C (0) ] · A p as a p k n × 1 column vector over R by reading the entries of the matrix in column-major order, and I p is the identity matrix of order p. Since
is a p k n × p k n monomial matrix over R, [D ( p−1) , . . . , D (1) , D (0) ] · A p is monomially equivalent to [C ( p−1) , . . . , C (1) , C (0) ] · A p . Moreover, by
is monomially equivalent to the (1 + ωu)-constacyclic code C ( j) of length p k−1 n over R generated by the following polynomial
Finally, the conclusion for minimum Hamming distance of C follows from Theorem 2.1 and Lemma 4.1(i) immediately.
Remark Let k = 0. As gcd( p, n) = 1 and (1 + ωu) p l = 1 by p l ≥ e and u e = 0 in R, there is uniquely η ∈ R × such that η n = 1 + ωu. This implies (ηx) n = (1 + ωu)x n . Hence the map τ : − (1 + ωu) . Therefore, C is a (1 + ωu)constacyclic code of length n over R if and only if there is a unique cyclic code D of length n over R such that τ (D) = C. Obviously, D and τ (D) are monomially equivalent codes over R.
An example
In this section, we explain the main results of the paper by considering (1 + u)constacyclic codes of length 90 over R = F 3 + uF 3 (u 2 = 0). In this case, we have p = 3, m = 1, e = 2, k = 2, ω = 1 ∈ R × and n = 10.
Using Notation 3.1, by 3 1 > e we have l = 1, p k+l = 3 2+1 = 27, and n = 19 satisfying 1 ≤ n ≤ 26 and n n = 190 ≡ 1 (mod 27). Obviously, n = qp k +n where p k = 9, q = 2 and n = 1. Hence the permutation on the set [90) = {0, 1, . . . , 89} is defined by defines an R-module automorphism on R 90 . By Corollary 3.6, we know that C is a (1 + u)-constacyclic code of length 90 over R if and only if there is a sequence C 8 ⊇ · · · ⊇ C 1 ⊇ C 0 of cyclic codes of length 10 over R such that
Obviously, we have that
x +2, f 3 (x) = x 4 +x 3 +x 2 +x +1 and f 4 (x) = x 4 +2x 3 +x 2 +2x +1 being irreducible polynomials in F 3 [x]. By Lemma 3.7, the number of (1 + u)-constacyclic codes with length 90 over R is (3 2 · 2 + 1) 4 = 130321 and all these codes are given by:
where 0 ≤ i 1 , i 2 , i 3 , i 4 ≤ 18. The number of codewords in C (i 1 ,i 2 ,i 3 ,i 4 ) is equal to |C (i 1 ,i 2 ,i 3 ,i 4 ) | = 3 (18−i 1 )+(18−i 2 )+4(18−i 3 )+4(18−i 4 ) = 3 180−(i 1 +i 2 +4i 3 +4i 4 ) . Now, we consider C = C (7, 2, 18, 15) = f 1 (x) 7 f 2 (x) 2 f 3 (x) 18 f 4 (x) 15 . In this case, (i 1 , i 2 , i 3 , i 4 ) = (7, 2, 18, 15) , and hence |C| = 3 180−(7+2+4·18+4·15) = 3 39 .
Using the notations of Theorem 3.8, we have g s (x) = i t >s,1≤t≤4 f t (x) ∈ F 3 [x] for all s = 0, 1, . . . , 17. Specifically, we have g 0 (x) = g 1 (x) = f 1 (x) f 2 (x) f 3 (x) f 4 (x) = x 10 − 1, g 2 (x) = g 3 (x) = g 4 (x) = g 5 (x) = g 6 (x) = f 1 (x) f 3 (x) f 4 (x) = x 9 + x 8 + x 7 + x 6 + x 5 + x 4 + x 3 + x 2 + x + 1, g 7 (x) = g 8 (x) = g 9 (x) = g 10 (x) = g 11 (x) = g 12 (x) = g 13 (x) = g 14 
• By Theorem 3.5, we have that Θ(C) = [C 8 , C 7 , C 6 , C 5 , C 4 , C 3 , C 2 , C 1 , C 0 ]· A 9 and C is monomially equivalent to the matrix-product code [C 8 , . . . , C 1 , C 0 ] · A 9 , where each C ρ is a cyclic code of length 10 over R given by • By Theorem 4.2, C is monomially equivalent to the matrix-product code [C (2) , C (1) , C (0) ] · A 3 where C ( j) = G ( j) (x) is a (1 + u)-constacyclic code of length 30 over R, i.e. an ideal of the ring R[x]/ x 30 − (1 + u) , generated by the polynomial G ( j) (x) = λ=0,1
Conclusion
For any positive integers m, e and a prime number p, denote R = F p m [u]/ u e which is a finite chain ring. Let ω ∈ R × , k and n be positive integers satisfying gcd( p, n) = 1. We prove that any (1 + ωu)-constacyclic code of length p k n over R is monomially equivalent to a matrix-product code of a nested sequence of p k cyclic codes with length n over R and a p k × p k matrix A p k over F p . Then we give an iterative construction of every (1 + ωu)-constacyclic code by (1 + ωu)-constacyclic codes of shorter lengths over R. The next work is to rediscover new properties for minimum distance of the codes by use of their matrix-product structures.
