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Abstract. For recognizing speakers in video streams, significant research
studies have been made to obtain a rich machine learning model by ex-
tracting high-level speaker’s features such as facial expression, emotion,
and gender. However, generating such a model is not feasible by using
only single modality feature extractors that exploit either audio signals or
image frames, extracted from video streams. In this paper, we address this
problem from a different perspective and propose an unprecedented mul-
timodality data fusion framework called DeepMSRF, Deep Multimodal
Speaker Recognition with Feature selection. We execute DeepMSRF by
feeding features of the two modalities, namely speakers’ audios and face
images. DeepMSRF uses a two-stream VGGNET to train on both modal-
ities to reach a comprehensive model capable of accurately recognizing
the speaker’s identity. We apply DeepMSRF on a subset of VoxCeleb2
dataset with its metadata merged with VGGFace2 dataset. The goal of
DeepMSRF is to identify the gender of the speaker first, and further to
recognize his or her name for any given video stream. The experimental
results illustrate that DeepMSRF outperforms single modality speaker
recognition methods with at least 3 percent accuracy.
Keywords: Video Classification, Object Detection, Video Analysis, Con-
volutional Neural Networks(CNNs), Deep Learning, Representation Learn-
ing, Speaker Recognition.
1 INTRODUCTION
Artificial Intelligence (AI) has impacted almost all research fields in the
last decades. There exist countless number of applications of AI algorithms
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in various areas such as medicine [1][2], robotics [3][4][5], multi-agent systems
[6][7][8], and security and privacy [9]. Deep learning is, with no doubt, the leading
AI methodology that revolutionized almost all computer science sub-categories
such as IoT [10], Computer Vision, Robotics, and Data Science [11]. The field
of Computer Vision has been looking to identify human beings, animals and
other objects in single photo or video streams for at least two decades. Computer
vision provides variety of techniques such as image/video recognition [12][13],
image/video analysis, image/video segmentation [14], image/video captioning,
expert’s state or action recognition [15], and object detection within image/video
[16][17]. Object detection plays a pivotal role to help researchers find the most
matching object with respect to the ground truth. The greatest challenge of
object recognition task is the effective usage of noisy and imperfect datasets,
especially video streams. In this paper, we aim to address this issue and propose
a new framework to detect speakers.
1.1 Problem Statement
Copious amount of research has been done to leverage single modality which is
either using audio or image frames. However, very little attention has been given
to multimodality based frameworks. The main problem is speaker recognition
where the number of speakers are around 40. In fact, when the number of classes
(speakers) proliferate to a big number and the dimension of extracted features
becomes too high, traditional machine learning approaches may not be able to
yield high performance due to the problem of curse of dimensionality [18][19]. To
explore the possibility of using multimodality, we feed the video streams to the
proposed network and extract two modalities including audio and image frames.
We aim to use feature selection techniques in two different phases in the proposed
method.
Now this approach may prompt some questions: Why do we need multimodal-
ity if just single modality would give us a high enough accuracy? Is it always
better to add more modalities or would an additional modality actually bring
down the performance? If so, by how much? Bolstered by our experimental results,
these are some questions we are going to delve into and answer in this paper.
Let’s start by looking at the potential impediments we could run into while using
a single modality. Let’s say, for instance, we just use audio-based recognition
systems; in this case, we often face a bottleneck called SNR(Signal-to-Noise-Ratio)
degradation, as mentioned in [20]. In short, when SNR is low in the input dataset,
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we observe our model efficiency plummets. On the other hand, image-based data
is not unfettered by such predicaments as well. Images face problems like pose and
illumination variation, occlusion, and poor image quality [21][22][23][24]. Thus,
we hypothesize that combining the two modalities and assigning appropriate
weights to each of the input streams would bring down the error rate.
1.2 Feature Selection
Feature selection is arguably one of the important steps in pre-processing
before applying any machine learning algorithms. Feature selection or dimension
reduction works based on two categories, including (i) filter-based and (ii) wrapper-
based feature selection. Filter-based feature selection algorithms evaluate each
feature independent of other features and only relies on the relation of that feature
with target value or class label. This type of feature selection is cheap, as it
does not apply any machine learning algorithms to examine the features. On the
contrary, wrapper-based feature selection algorithms choose subsets of features
and evaluate them using machine learning algorithms. That is the main reason
why wrapper-based feature selection algorithms are more expensive. Mohammadi
and Abadeh [25,26] applied wrapper-based algorithms for binary feature selections
using artificial bee colony. In this study, we apply wrapper based feature selection,
as it yields a high performance on supervised datasets.
1.3 Contribution
Most of the speaker recognition systems currently deployed are based on
modelling a speaker, based on single modality information, i.e., either audio or
visual features. The main contributions of this paper are as following:
– Integration of audio and image input streams extracted from a video stream,
forming a multimodality deep architecture to perform speaker recognition.
– Effectively identifying the key features and the extent of contribution of each
input stream.
– Creating a unique architecture that allows segregation and seamless end-to-
end processing by overcoming dimensionality bottlenecks.
The rest of the paper is arranged as follows: First, we touch base with the
related work that has been done in this field, then we explain the overview
working methodology of CNNs, followed by how we handle the data effectively.
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Fig. 1. DeepMSRF architecture. Step 1: A unimodal VGGNET takes the speaker’s
image as an input and detects the speaker’s gender. Step 2: Based on the gender, the
image and voice of the speaker is passed to the corresponding parallel multimodal
VGGNETs to extract each modality’s dense features. Step 3: Feature selection on each
modality will be applied first; then, the resultant feature vectors are concatenated,
and feature selection is performed again after concatenation. Eventually, a classifier is
trained to recognize the speaker’s identity.
We also compare and contrast other classifiers that could be used instead of
the built-in neural network of VGGNET. Then, we explain the experiments
performed, compare the results with some baseline performance and conclude
with discussion, future work and varied applications of the model developed in
this paper.
2 RELATED WORK
As explained before, most of the work done so far on speaker recognition is
based on unimodal strategies. However, with the advancement of machine learning
and deep learning in the past few years, it has been proven that multimodal
architectures can easily surpass unimodal designs. [20][27][28] were some of the
very first attempts to tackle the task of person identity verification or speaker
recognition while leveraging multiple streams to combine data collected from
different sources such as clips recorded via regular or thermal cameras, and the
varieties of corresponding features extracted from them via different external
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speech recognition systems, optical flow modules and much more. After the
features were extracted and fused, some basic machine learning models such as
Hidden Markov Model (HMM), Latent Dirichlet Allocation (LDA), and Principal
Component Analysis (PCA) were trained over them to act as the final classifier.
As impressive as these look, they can never beat the accuracy that one can
achieve with deep learning models. Almost all of the architectures that are at
the cutting edge in the modern tasks, make use of two or more streams. Video
action recognition is one example. [29] and [30] both employ two parallel streams,
one for capturing spatial data and the other for extracting temporal information
from videos to classify the actions. Similarly, [31] uses two separate streams for
RGB frame and sequence of different flows, whereas [32] brings four modalities
into play and makes use of 2D and 3D CNNs and their flows simultaneously.
Another excellent work [15] that deals with multimodal inputs, suggests a unique
framework for recognizing robots’ state-action pairs which uses two streams of
RGB and Depth data in parallel. More creatively, [33] utilizes one slow and one
fast stream, proving that the former is good to understand spatial semantics,
and the latter, which is a lighter pathway, can be beneficial in finding out the
temporal motion features. Also, [34] builds on top of this and adds one more
stream to engage audios as well.
Tracking objects in videos, finding tampered images, and testing audio-visual
correspondence (AVC) are some other tasks that parallel streams have been used
for them to achieve the state of the art performance. [35] leverages two streams
to jointly learn how to detect and track objects in the videos at the same time.
[36] uses two parallel Siamese networks to do real-time object tracking and [37]
employs face classification and patch triplet streams to investigate the possible
alterations to the face images. Also, [38] and [39] both use parallel streams to
enable their models to identify whether the input audio corresponds to a given
video or not.
It can be perceived that an extensive amount of research has been done in the field
of multimodal deep architectures. Nevertheless, to the best of our knowledge, [40]
is the most related work that has been done for the task of speaker recognition
and it only uses multimodality in the process of feature extraction. Additionally,
it only uses audio data and tests on two datasets with 22 and 26 speakers,
respectively. On the contrary, in this paper, we design our architecture to make
use of video frames along with the audios in separate streams. On top of that,
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we create our custom dataset with 40 unique speakers and extend the scale of
previous works.
3 Proposed Method
In this section, we propose a late-fusion framework using a dual-modality
speaker recognition architecture using audios and frames extracted from videos.
Firstly, we discuss challenges in speaker classification and recognition, then we
talk about the bottlenecks of the architecture, and finally we present our model’s
architectural details.
3.1 Challenges
As the number of images and videos proliferate, the process of image/video
classification becomes more challenging; so the task of real world computer vision
and data analysis becomes crucial when the number of classes exceeds 10. The
more the classes, the more time and computational power is required to do the
task of classification. To learn a model to classify the speakers, we are required
to have a proper dataset and a structured framework to do that. In this paper,
the greatest challenge was to recognize 40 unique speakers. More so than that,
since no standard dataset is available for our hypothesis, we had to create ours by
subsampling from a combination of two other datasets. During the last ten years,
researchers have proposed different frameworks for deep learning using complex
combination of neural networks such as ResNet [41] and GoogleNet [42] for image
classification. These only focus on singular modality, either image or voice of
the video, to do speaker recognition. In this paper, we address this problem
and propose a new architecture leveraging VGGNET (VGG-16) [43] for speaker
recognition task using multimodality to overcome all these limitations. The simple
VGGNET, like other frameworks, suffers from having insufficient performance
on speaker recognition. We provide three main steps consisting of combining two
networks of VGGNET followed by feature selection and performing late-fusion
on top of them.
Another common conundrum is on how to interpret the audio signals into a
format which is suitable for VGGNET to work with. In general, in order to deal
with audio streams, we have three options to choose from. One is to map the
input audios to waveform images and feed the resultant diagrams to VGGNET
as input. Another choice is to apply feature extraction to obtain a meaningful
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representation of the audio streams which is now a feature vector. The last but
not the least, we can perform one more step on top of feature extraction by
visualizing them as a two-dimensional image. Later in this paper we will see that
the third choice has the best performance and is utilized in our final model.
3.2 Video Speaker Recognition
We present a base speaker recognition architecture that leverages two VGG16
networks in parallel; One for speakers’ images and another for speakers’ audio
frames. We discuss generating speaker audio frames in the next subsection. Figure
1 illustrates the base speaker recognition architecture. VGGNET produces a 1-D
vector of 4,096 features for each input frame that could be used as an input to
all common classification methodologies. Fusing these feature vectors yields to
high dimensionality problem called curse of dimensionality (COD) [18][19]. To
reduce the problem’s complexity, we apply feature selection as discussed earlier
in section 1.2.
Data Preparation We prepare a standard dataset of speaker images, along
with speaker audios trimmed to four seconds, about which we discuss further in
the dataset subsection under the experiment section. The dataset of the speakers’
face images can be created quite easily; Nevertheless, as previously mentioned, we
should convert speaker voices into proper formats as well. To tackle this issue, we
have tried various available methods to generate meaningful features out of input
audio signals. There are a couple of choices which we have briefly mentioned
previously and will investigate more in this section.
The first approach is to directly convert the audio files into wave form diagrams.
To create such images, the main hurdle that we face is the frequency variation of
the speakers’ voices. To solve this issue, we plot them with the same y-axis range
to have an identical axes for all the plots. Obviously, the y-axis length must be
such that all wave form charts fall within its range. The generated images can
directly be fed into VGGNET; Nonetheless, later we will see that this approach
is not really useful because of lacking sufficiently descriptive features.
Another approach is to extract meaningful and descriptive features of the audio
streams instead of just drawing their waveform diagrams. Here, we have multiple
options to examine; Mel-frequency cepstral coefficients (MFCCs), Differential
Mel-frequency cepstral coefficients DMFCCs, and Filter Banks (F-Banks) are the
algorithms reported to be effective for audio streams. MFCCs and DMFCCs can
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each extract a vector of 5,200 features from the input audio file, while F-Banks
can extract 10,400 features. Now we have the option of either using these feature
vectors directly and concatenating them with the extracted feature vectors of the
face images coming from VGGNET Fully-Connected Layer 7 (so-called FC7 layer)
or mapping them first to images and then, feeding them into the VGGNET. In
the latter, we first need to fetch the flattened FC7 layer feature vector; afterwards,
we have to perform the concatenation of the resultant vector with the previously
learned face features. Spectrograms are another meaningful set of features we
use in this paper. A spectrogram is a visual representation of the spectrum of
frequencies of a signal (audio signal here) as it varies with time. We feed such
images into VGGNET directly and extract the features from the FC7 layer. Later,
we will see how beneficial each of the aforementioned approaches is to predict
the speakers’ identity.
Feature selection The more features we have, the higher is the probability of
occurring overfitting problems which is also known as Curse of Dimensionality.
This can be resolved to some extent by making use of feature selection (FS)
algorithms. Feature selection approaches carefully select the most relevant and
important subset of features with respect to the classes ( speakers’ identities). We
choose a wrapper-based feature selection by exploiting lib-SVM kernel to evaluate
the subsets of features. After applying feature selection, the dimensionality of
the dataset decreases significantly. In our work, we apply FS two times in the
model; once for each of the modals separately, and one again after concatenating
them together (before feeding the resultant integrated feature vector to the SVM
classifier.
3.3 Extended video Speaker Recognition
To do the task of video speaker recognition we have divided our architecture
into three main steps as presented in fig. 1. The following sections explain each
step in a closer scrutiny.
Step One Inevitably, learning to differentiate between genders is notably more
straightforward for the network compared to distinguishing between the identities.
The former is a binary classification problem while the latter is a multi-label
classification problem with 40 labels (in our dataset). On the other hand, facial
expressions and audio frequencies of the two genders differ remarkably in some
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aspects. For instance, a woman usually has longer haircuts, a smaller skull,
jewelries, and makeup. Men, on the contrary, occasionally have a mustache
and/or beard, colored ties, and tattoos. Other than facial characteristics, males
mostly have deep, low pitched voices while females have high, flute-like vocals.
Such differences triggered the notion of designing the first step of our framework
to distinguish the speakers’ genders.
Basically, the objective of this step is to classify the input into Male and Female
labels. This will greatly assist in training specialized and accurate models for
each class. Since the gender classification is an easy task for the VGGNET, we
just use the facial features in this step. In fact, we pass the speakers’ images to
the VGGNET and based on the resultant identified gender class extracted from
the model, we decide whether to use the network for Male speakers or Female
ones. In our dataset, such a binary classification yields 100 % accuracy on the
test set. Later we will see the effect of this filtering step on our results.
Step Two In this step, we take the separated datasets of men and women
as inputs to the networks. For each category, we apply two VGGNETs, one
for speaker images and another for their voices. Thus, in total, we have five
VGGNETs in the first and second steps. Indeed, we had one singular modality
VGGNET for filtering out the speakers’ genders in the first step, and we have two
VGGNETs for each gender (four VGGNETs in total) in the second step. Note
that the pipeline always uses the VGGNET specified for the gender recognition
in the first step; Afterwards, based on the output gender, it chooses whether to
use the parallel VGGNET model for women or men, but not both simultaneously.
In the given dataset, we have 20 unique females and 20 unique males. Fol-
lowing this, we train the images and audios of males and females separately on
two parallel VGGNETs and extract the result of each network’s FC7 layer. Each
extracted feature vector consists of 4,096 features which is passed to the next step.
The second step may change a little if we use the non-visualized vocal features
of either MFCCs, DMFCCs, or F-Bank approach. In this case, we only need
VGGNET for the speakers’ face images to extract the dense features; Following
this, we concatenate the resultant feature vector with the one we already have
from vocal feature extractors to generate the final unified dataset for each gender.
10 Ehsan Asali et al.
Step Three After receiving the feature vectors for each modality of each gender,
we apply a classifier to recognize the speaker. Since the built-in neural network
of VGGNET is not powerful enough for identity detection, we try a couple of
classifiers on the resultant feature vector of the previous step to find the best
classifier for our architecture. Nonetheless, before we feed the data into the
classifiers, we need to ensure the amount of contribution each modality makes to
the final result. As the contribution of each modality on the final result can vary
according to the density and descriptivity of its features, we need to filter out the
unnecessary features from each modality. To do so, we apply feature selection
on each modality separately to allocate appropriate number of features for each
of them. Afterwards, we concatenate them together as a unified 1-D vector. We
apply feature selection again on the unified vector and use the final selected
features as input to the classifiers. The specific number of data samples, the
number of epochs for each stage and the results at each checkpoint are discussed
in the Experiments section (section 4).
4 Experiments
4.1 Dataset
We have used VoxCeleb2 dataset proposed in [44] which originally has more
than 7,000 speakers, 2,000 hours of videos, and more than one million utterances.
We use an unbiased sub-sample [45] of that with 20,000 video samples in total,
with almost 10,000 sample speakers per gender. The metadata of VoxCeleb2
dataset has gender and id labels; the id label is connected to the VGGFace2
dataset. The first step we have to go through is to bind the two metadata sets
together and segregate the labels correctly. The way their dataset is arranged is
that a celeb id is assigned to multiple video clips extracted from several YouTube
videos which is almost unusable. Hence, we unfolded this design and assigned a
unique id to each video to make them meet our needs.
As mentioned earlier, we selected 40 random speakers from the dataset which
included 20 male and 20 female speakers. Thereupon, one frame per video was
extracted where the speaker’s face was clearly noticeable. The voice was also
extracted from a 4-second clip of the video. Finally, the image-voice pairs shuffled
to create training, validation, and test sets of 14,000, 3,000 and 3,000 samples
respectively for the whole dataset, i.e. both genders together.
Title Suppressed Due to Excessive Length 11
4.2 Classifiers
Random Forests Random forests [46] or random decision forests are an ensem-
ble learning method for classification, regression and other tasks that operates
by constructing a multitude of decision trees at training time and outputting the
class that is the mode of the classes (classification) or mean prediction (regression)
of the individual trees. Random decision forests prevent the overfitting which is
common in regular decision tree models.
Gaussian Naive Bayes Naïve Bayes [47] was first introduced in 1960s (though
not under that name) and it is still a popular (baseline) method for classification
problems. With appropriate pre-processing, it is competitive in the domain of text
categorization with more advanced methods including support vector machines.
It could also be used in automatic medical diagnosis and many other applications.
Logistic Regression Logistic regression is a powerful statistical model that
basically utilizes a logistic function to model a binary dependent variable, while
much more complicated versions exist. In regression analysis, logistic regression
[48] (or logit regression) is estimating the parameters of a logistic model. Math-
ematically, a binary logistic model has a dependent variable with two possible
values, such as pass/fail which is represented by an indicator variable, where
the two values are labeled "0" and "1". In the logistic model, the log-odds (the
logarithm of the odds) for the value labeled "1" is a linear combination of one or
more independent variables ("predictors"); the independent variables can each
be a binary variable (two classes, coded by an indicator variable) or a continuous
variable (any real value). The corresponding probability of the value labeled "1"
can vary between 0 (certainly the value "0") and 1 (certainly the value "1"), hence
the labeling; the function that converts log-odds to probability is the logistic
function, hence the name. The unit of measurement for the log-odds scale is
called a logit, from logistic unit, hence the alternative names. Some applications
of logits are presented in [49][50][51].
Support Vector Machine A Support Vector Machine [52] is an efficient tool
that helps to create a clear boundary among data clusters in order to aid with the
classification. The way this is done is by adding an additional dimension in cases
of overlapping data points to obtain a clear distinction and then projecting them
back to the original dimensions to break them into clusters. These transformations
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are called kernels. SVMs have a wide range of applications from finance and
business to medicine[53] and robotics [54][55]. An example of its applications can
be found in [56][57][58] where they detect the opponent team’s formation in a
Soccer 2D Simulation environment using various approaches including SVM. We
use linear kernel in our experiments and we have Linear-SVM as a part of our
proposed pipeline.
4.3 VGGNET Architecture
This section briefly explains the layers of our VGGNET architecture. Among
the available VGGNET architectures, we have chosen the one containing the total
of 13 convolutional and 3 Dense layers, famed as VGG-16 [59]. The architecture
includes an input layer of size 224 × 224 × 3 equal to a 2-D image with 224
pixels width and the same height including RGB channels. The input layer is
followed by two convolutional layers with 64 filters each and a max pooling
layer with a window of size 2 × 2 and the stride of 2. Then another pair of
convolutional layers of size 112 × 112 with 128 filters each and a max pooling
layer are implemented. Afterwards, in the next three stages, the architecture uses
three convolutional layers and one pooling layer at the end of each stage. The
dimension of the convolutional layers for these steps are 56×56×256, 28×28×512,
and 14×14×512, respectively. Finally, it has three dense layers of size 1×1×4096
followed by a softmax layer. Since the output of the softmax layer specifies the
output label (e.g. the speaker’s name), its size must be equal to the number of
classes. Also, notice that all convolutional and dense layers are followed by a
ReLU function to protect the network from having negative values. Moreover,
the first Dense layer is usually referred as FC7 layer (Fully Connected layer 7)
that contains an extracted flattened feature vector of the input.
4.4 Implementation
In section 4.1, we explained how we create the dataset and now we elucidate
the steps taken to produce the results. In order to train the parallel VGGNET
for each gender, we divide the dataset into two parts; the samples of the 20 Male
speakers and the samples of the 20 Female speakers. Thereafter, each of the two
partitions is fed into a dual-channel VGGNET consisting the image and audio
streams. When the training process finishes, the architecture learns to extract
meaningful features from the input data. Now, we can generate a new dataset
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for each gender by passing the face and Spectrogram’s train, validation, and
test images through their corresponding VGGNETs and fetch their FC7 layers’
feature vectors.
Afterwards, using the linear SVM feature extractor library in Scikit learn -
Python, we are able to extract almost 1,053 number of features for Male images,
798 features for Male voices, 1,165 features for Female images and 792 features
for Female voices. Then, we concatenate the resultant feature vectors for each
gender and feed it again to the same feature extractor to summarize it once
more. The final size of the merged feature vectors for the Males is 1,262 and for
Females is 1,383. Note that the reported number of voice features are related
to the Spectrogram feature extractor which is the one we elected among the
available options that were discussed earlier in section 3.3. The last step is to
train the Linear SVM classifier and to get its result.
The very first baseline architecture that we are going to compare our results
with, does not segregate genders, uses only one modality (i.e. either the face
or the voice data), uses the plotted wave form of the voice data, and does not
use any feature selection approach. To compare the effect of any changes to the
baseline, we have accomplished an extremely dense ablation study process. The
ablation study results are discussed in the next section.
4.5 Ablation Study
To check the effect of each contribution, we perform ablation study by training
and testing the dataset in various conditions. The following sections briefly discuss
the impact of each contribution on the final result.
Feature Extraction and Selection Feature Extraction (FE) is highly crucial
in the learning process. The main contribution of deep learning pipelines over the
classical machine learning algorithms is their ability to extract rich meaningful
features out of a high dimensional input. Here, VGGNET plays this role for
the face images of the speakers and also for the visualized vocal features. On
the other hand, Feature Selection (FS) can prevent the model to be misled by
irrelevant features. As previously mentioned, we have used linear-SVM feature
selection in this work.
To evaluate the advantage of using FE and FS when dealing with audial data
and also to compare the performance of diverse FE algorithms, we apply each
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algorithm on Male, Female, and the whole dataset. Then, we apply FS on top of
it; then, we examine each algorithm with four different classification methods,
including Random Forests, Naive Bayes, Logistic Regression, and Support Vector
Machines. Finally, we compare the results for both cases of either using or not
using FS. Table 1 shows the result for all the situations. As the results represent,
the best test accuracy is achieved when we utilize Spectrogram feature extractor
combined with linear-SVM feature selection approach.
Table 1. The accuracy for single/multi modality with/without feature selection
hhhhhhhhFE Algorithm
classifier
RF NB LR SVM
Spectogram(M) (%) 45.4 19.06 54.33 50.53
Spectogram(M) + FS (%) 45.93 25.93 52.86 56.26
Spectogram(F)(%) 44.26 21.53 52.26 48.46
Spectogram(F) + FS (%) 42.66 29.4 51.2 53.3
Spectogram(all)(%) 37.16 14.96 48.4 43.6
Spectogram(all) + FS (%) 38.03 21.6 46.5 49.3
Waveform(M)(%) 30.53 16.6 32.26 29.26
Waveform(M)(%) +FS 30.46 17.2 29.93 32.13
Waveform(F)(%) 22.06 14.08 27.73 21.4
Waveform(F)(%) +FS 22 13.93 23.26 23.6
MFCC(M)(%) 11.93 25.33 5.46 9.46
MFCC(M)(%) +FS 11.46 24.2 5.33 9.2
MFCC(F)(%) 10.8 21.86 5.93 9.46
MFCC(F)(%) +FS 10.8 21.53 5.93 9.73
Filter bank(M)(%) 32.33 19.13 42.06 36.6
Filter bank(M)(%) +FS 33 24 42.26 40.46
Filter bank(F)(%) 33.66 18.06 43.2 38.06
Filter bank(F)(%) +FS 33 25.46 41.93 41.06
To analyze the efficacy of FS on the face frames, we train VGGNET and
extract the FC7 layer feature vector. We then apply FS and eventually, train on
four different classifiers. Table 2 represents the test accuracy for each classifier
with and without FS. As the results demonstrate, the highest accuracy for each
dataset is achieved for the case in which we have used FS on top of VGGNET
and for the SVM classifier.
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Table 2. The accuracy of the speakers’ face images for four different classifiers associated
with different feature extractors with/without Feature Selection (FS)
XXXXXFE
classifiers
RF NB LR SVM
VGG(M) (%) 91 49.66 93.6 91.66
VGG(M) + FS (%) 91.26 66.73 92.53 94.2
VGG(F)(%) 86.26 55.33 90.93 87.33
VGG(F) + FS (%) 85.66 62.2 88.13 91.26
VGG(total) (%) 88.03 50.1 91.53 88.7
VGG(total) + FS (%) 88.06 58.43 90.4 91.9
Gender Detection As discussed in section 3.3.1 in details, the first step of
our pipeline is to segregate speakers by their gender. Instead, we could train a
model with 40 classes consisting of all men and women speakers. To see how
the first step improves the overall performance of the model, we examined both
cases and compared their results. The test accuracy of Male speakers, Female
speakers, the average test accuracy of Male and Female speakers, and the test
accuracy of the whole dataset (containing both genders) are reported in the table
3. The results show that the average accuracy increases when we perform gender
segregation regardless of whether we use feature selection before and/or after
concatenating the face and audio modalities or not. Also, notice that according
to the table 3, we can achieve the highest accuracy when we perform feature
selection, specifically before the concatenation step. According to the table, the
average accuracy has been improved by almost 4 percent using our proposed
method (the last row) compared to the baseline approach (the first row).
Table 3. The accuracy of the whole dataset for SVM classifier associated with Spectro-
gram feature extractor combined with feature selection
XXXXXXXXXXapproach
samples Male Female Avg. Total(Genderless)
Simple concatenation 91.2 87.87 89.54 89.27
FS + concatenation 95.13 91.87 93.5 92.97
concatenation + FS 94.67 91.87 93.27 92.53
FS + concatenation + FS 95.07 91.93 93.5 93.03
16 Ehsan Asali et al.
Single modality Vs. Multimodality One of the greatest contributions of
DeepMSRF is taking advantage of more than one modality to recognize the
speaker efficiently. Each modality comprises of unique features that lead the model
to distinguish different individuals. To show how multimodality can overcome
the limitations of single modality, we carry out a comparison between the two,
reported in table 4. According to the results, using both visual and auditory
inputs together can improve the accuracy of the task of speaker recognition.
Table 4. The Accuracy for single/multi modality with/out feature selection
XXXXXXXXXXResult
Modality Face Frames Audio (Spectrogram) Multimodality
Total (%) 88.7 43.6 89
Total + FS (%) 91.9 49.3 93.03
4.6 Time Complexity
In section 4.5, we saw the benefit of utilizing feature selection on the model’s
accuracy. Additionally, there exist one more criteria to consider which is the
training time. Although the training process is being performed offline and in
the worst case, training the SVM classifier over our dataset finishes in almost 20
minutes (for the whole dataset), it is noteworthy to see how feature selection can
influence the training time. Figure 2 depicts the training time required for the
SVM in the last step (step3) of our pipeline for the experiments shown in table 3.
According to fig. 2, the required training time for each gender is approximately
one third of the corresponding time required to train the whole dataset.
Nextly, the time required to accomplish the step 3 of DeepMSRF, including
the time needed for feature selection and the training time, is reported in table
5. The results can be discussed from two different points of view: (i) Among
the examined methodologies, the least training duration is for the case in which
we apply Feature Selection (FS) after the concatenation of the two modalities’
feature vectors. On the contrary, the worst time performance is for the situation of
applying FS before and after concatenation. (ii) The time is significantly shorter
when we segregate the genders. Each gender’s dataset needs less than one third
of the required time for the whole dataset. In fact, training two separate models
(one per gender), together, requires lesser time than training a general model
which contains both genders.
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Fig. 2. Training time Comparison (Male Vs. Female) for DeepMSRF with SVM classifier
Table 5. The accuracy of the whole dataset for SVM classifier associated with Spectro-
gram feature extractor combined with feature selection
XXXXXXXXXXapproach
samples Male Female Total(Genderless)
Simple concatenation 265.37 290.94 919.46
FS + concatenation 209.91 195.49 883.23
concatenation + FS 179.61 197.27 729.6
FS + concatenation + FS 296.93 291.56 1,208.52
5 Future work
The future work entails using multiple datasets to test the robustness of the
system and adding more functionalities to the model such as recognizing the facial
features of each individual person and predicting the extent of overlap between
different people. Moreover, some aspects of the model can be investigated more.
For instance, here we have used VGGNET; there remain a myriad of object
detection pipelines to be tested. Another example of possible future probes is to
try disparate approaches of feature selection. Altogether, this architecture has
numerous applications beyond speaker recognition and are to be explored in the
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upcoming works.
6 Conclusion
This paper takes a trip down the novelty lane by adding multimodality to
improve robustness of the recognition and overcomes the limitations of single
modality performance. From the results of the experiments above, we can infer
that the hypothesis made about the multimodality improving over the single
modality results for person recognition using deep neural networks was nearly
conclusive. Among other challenges, this paper also solves the dimensionality
challenge arising from using multimodality input streams. Exploiting feature
extraction has provided a deep insight into how significant features to train the
network are to be extracted to obtain a well-trained model. We can see that
although the images provide a high accuracy over speaker recognition, audio
stream input reinforces the performance and provides an additional layer of
robustness to the model. In conclusion, we state that the unique framework used
in this paper, DeepMSRF, provides an efficient solution to the problem of speaker
recognition from video streams. At last, DeepMSRF is a highly recommended
framework for those researchers who deal with video analysis.
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