Noen sammenhenger mellom grafer, matroider, lineære koder og trelliser by Kvale, Einar
Noen sammenhenger mellomgrafer, matroider, lineære koder ogtrelliserEinar KvaleMasteroppgave ialgebra
Matematisk InstituttUniversitetet i BergenNorge11. april 2008
Fremfor alt må jeg få rette en stor takk til min veileder Trygve Johnsen for hans fagligeog personlig motiverende veiledning gjennom oppgaveskrivingen. Han presenterte temaeneoppgaven omhandler på en veldig oversiktlig måte og hans råd var helt avgjørende for hvilkeretninger oppgaven tok.
InnledningDenne masteroppgaven består i å nne sammenhenger mellom lineære koder, matroiderog grafer. Gjennomgående for oppgaven er at vi presenterer kodeteoretiske konsept for såå formulere analogene til disse for matroider og deretter for grafer. Da en matroide, førstintrodusert av Whitney i 1935, er en abstrakt generalisering av en matrise, kan vi danneen matroide av en generatormatrise til en lineær kode. En matroide kan også ses på somen generalisering av en graf. Gitt en graf kan vi alltid danne en matroide. Matroider utgjørderfor det naturlige midtpunktet for lineære koder, matroider og grafer.For linære koder i (Fq)n er det tre parametre som har vært av interesse for kodeteoretikere,kodelengden, n, dimensjonen k(antall informasjonsymboler i et kodeord) og minimumsdis-tansen, d. Gitt at vi ønsker å sende en informasjonsstreng på k biter over en usikker kanal,koder vi denne strengen ved at vi tilfører den n− k biter, slik at eventuelle feil som oppstårunder sending kan detekteres og/eller korrigeres. Minimumsavstanden er av interesse dadenne angir hvor mange feil, t, en kode kan korrigere(t = ⌊d − 1/2⌋). I [Wei℄ generaliseresminimumsavatanden til en følge med k elementer, d1, ..., dk , kalt de høyere vektene til ko-den. Det er ikke så intuitivt opplagt hva de høyere vektene, foruten d1 som svarer til dentradisjonelle minimumsavstanden, representerer. Men de har fortolkninger i visse kryptolo-giske skjemaer, som vi ser på i kapittel 3. I tillegg viser det seg at de høyere vektene er avbetydning ved å studere kompleksiteten ved trellisdekoding, som vi ser på i kapittel 6.En lineær kode har en underliggende struktur som en matroide. Ved å la indeksmengdenfor kolonnene til generatormatrisen utgjøre grunnmengden til matroiden og de uavhengigemengdene av kolonner svare til de uavhengige mengdene til matroiden har vi en matroide-struktur. Alternativt kunne vi også danne en matroidestruktur ved å benytte en paritets-sjekkmatrise til koden(en paritetssjekkmatrise og en generatormatrise gir gjensidig opphavtil hverandre). Vi kan da denere alle parameterne (n, k, d1, ...dk) via matroidestrukturen, ogkan videre denere dem for matroider generelt. Som tidligere nevnt består mye av oppgaveni å formulere kjente egenskaper for koder i matroidespråk. Men alle egenskaper ved koderer ikke bestemt ved matroidestrukturen, og eksempler på dette er relativ dimensjon/lengdeprol som vi ser på i kapittel 5. Heller ikke trellisdekoding som vi ser på i kapittel 6 erbestemt av matroidestrukturen.Videre ser vi på hvordan de i utgangspunktet kodeteoretiske parameterne (n, k, d1, ..., dk)kan fortolkes når de via matroidestruktur settes inn i en helt annen sammenheng, somfor grafer. Vi ser da at minimusmavstanden svarer til den minste sykelen til en graf(sykelsvarer til en minimal avhengig mengde). Videre vil de høyere vektene dj svare til minstemulige antall kanter i en undergraf som inneholder j sykler. Antall sykler totalt svarer tildimensjonen k.Vi begynner oppgaven med å presentere grunnleggende teori for lineære koder, matroiderog grafer som vi bruker senere i oppgaven. Kapittel 1 utgjør denne delen.I Kapittel 2 denerer vi vekthierarkiet til matroider og grafer. Vekthierarkiet ligger egentligi grunn da vi senere introduserer ekvivokasjon og dimensjon/lengde prol i henholdsvisKapittel 3 og 4. Deretter denerer vi MDS-egenskapen for matroider og grafer og formulererog beviser noen resultat for MDS-grafer ii
I Kapittel 3 ser vi på en kryptologisk situasjon. I artikkelen til Lou, Mitprant, Vink ogChen ser de på ekvivokasjonen(minimum usikkerhet) ved at to sendere sender to kryptertevektorer med informasjon til mottaker. Vi begrenser denne situasjonen ved at vi kun tarfor oss en sender. Deretter ser vi på sammenhengen mellom ekvivokasjonen og de høyerevektene. Vi skal se at disse er bestemt av hverandre. Videre ser vi på ekvivokasjonen tilMDS, nær-MDS og nesten-MDS koder for så å denere MDS-defekten, som er et mål forhvor langt en lineær kode er fra å være MDS(og derfor ha maksimal ekvivokasjon). Vi serogså på hvordan ekvivokasjon henger sammen med h-MDS og singletondefekten til en lineærkode. Til slutt i kapittel 3 generaliserer vi den kryptologiske situasjonen vi introduserte ibegynnelsen av kapittelet til å gjelde for to sendere(matrise i to deler) som beskrevet iartikkelen til [LMVC℄.I Kapittel 4 ser vi først på projeksjoner og underkoder, før vi innfører dimensjon/lengdeprol, DLP, for en lineær kode. Deretter denerer vi DLP for matroider og formulererresultatene som gjaldt for koder i matroidespråk. Deretter ser vi på sammenhengen mellomekvivokasjon og DLP. Til slutt fortolker vi ekvivokasjon og DLP for en graf.I Kapittel 5 utvider vi begrepet DLP til relativ dimensjon/lengde prol(RDLP). Videreforsøker vi å denere en relativ rangfunksjon, da rangfunksjonen ikke er oppfylt i det relativetilfellet. Vi denerer så en kvasimatroide ved å bruke den relative rangfunksjonen og ved dendenere en dual relativ rangfunksjon. Deretter formulerer vi deler av teorien for matroideri kvasimatroidespråk. Dette vil generalisere mye av teorien for matroider.I Kapittel 6 tar oppgaven en ny vending, da vi introduserer trelliser. Vi beskriver først hvaen trellis er og hvordan vi kan konstruere en minimal trellis. Videre ser vi på hvordan DLPkan brukes for å optimere størrelsen på trellisen. For å motivere bruken av trelliser ser vitil slutt på trellisedekoding.
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Kapittel 1Bakgrunnsmateriale1.1 GrafteoriVi begynner med grunnleggende grafteori.En graf G består av en ikke-tom mengde V (G) med hjørner og en multimengde E(G) medkanter, der hver kant er et uordnet par av hjørner. La e ∈ E(G) og e = {u,v} , der u,v ∈V(G). Vi sier at u og v er nabohjørner og at e er insident med u og v. Hvis e = {u,u} siervi at e er en løkke. Hvis e1 = e2 = {u,v} er to kanter insidente til samme par av hjørnersier vi at e1 og e2 er multiple(paralelle) kanter. En graf er enkel dersom den ikke inneholdernoen løkker eller multiple kanter.To grafer G og G‘ er isomorfe hvis det eksisterer en en-til-en korrespondanse mellomhjørnene i G og i G‘ slik at alle par av hjørner er nabohjørner i G hvis og bare hvis detkorresponderende par av hjørner er nabohjørner i G‘En sti i en graf G er en følge v0e1v1e2· · ·vk−1ekvk der v0,v1,...,vk er distinkte hjørner i
G og følgelig e0,e1,...,ek er distinkte kanter. En krets(sykel) er en lukket sti, dvs v0 = vr og
er = vr−1vr ∈ E(G).En kantmengde F ⊆ E(G) er uavhengig hvis F ikke inneholder noen kretser.En graf H er en delgraf til en graf G hvis V (H) ⊆ V (G) og E(H) ⊆ E(G). En graf ersammenhengende hvis alle par av hjørner er forbundet av sti. En maksimal sammenhengendedelgraf av en graf G kalles en komponent til G.En sammenhengende graf sies å være et tre dersom den ikke inneholder noen sykler. Etutspennende tre til en graf G er en delgraf T av G slik at T er et tre og V (T ) = V (G). Etutspennende tre til en graf inneholder |V (G)| − 1 kanter. En skog er en graf,G, der hverkomponent til G er et tre. Så et tre er en sammenhengende skog.La G være en graf og la F ⊆ E(G). Grafen vi får ved å fjerne kantmengden F betegnesved G\F . Hvis antall komponenter økes ved å fjerne F kalles F en separerende kantmengdetil G. En minimal separerende kantmengde kalles en kokrets. En kokrets bestående av enkant kalles en bro.En viktig klasse av grafer er de komplette grafene, Kn. I en komplett graf er alle muligepar av hjørner forbundet med en kant. 1
En planar graf er en graf som kan tegnes i planet uten at noen kanter skjærer hverandre.En planar graf deler planet inn i et endelig antall regioner. La H være en plan tegning aven graf G. Den geometriske dualen H∗ til H kan konstrueres på følgende måte:1.For hver region R i H sett inn et hjørne vR ∈ V (H∗)2.La mengden av kanter som avgrenser regionene R og R` være {e1,e2,...,ek} Vi forbinder
vF og vF ‘ ved k kanter e`1,e`2,...,e`k, der e`i krysser ei men ingen andre kanter i G. Hvis vihar en kant e som ikke avgrenser to regioner, adderer vi en løkke e` som krysser e og ingenandre kanter i G eller G*.En digraf er en graf der kantene er ordnede par av hjørner. Hvis D = (V (D),E(D)) er endigraf sier vi at G = (V (G),E(G), der V (G) = V (D) og E(G) er de uordnede elementenetil E(D), er den underliggende grafen til D. Vi kaller D for en orientering av G.1.2 MatroiderVi begynner med å denere en matroide.Denisjon 1.2.1. En matroide, M , er et par (E, I) der E er en endelig mengde og I eren familie av delmengder til E som oppfyller følgende egenskaper:i) ∅ ∈ Iii) Hvis X ∈ I og Y ⊆ X, da vil Y ∈ Iiii) Hvis X,Y ∈ I og |X| < |Y |, så eksisterer det e ∈ Y − X slik at X ∪ e ∈ IVi sier at E er grunnmengden til matroiden. Mengdene i I kalles uavhengige mengder.Komplementmengdene til mengdene i I med hensyn på E kalles de avhengige mengdene tilmatroidene.En maksimal uavhengig mengde kalles en basis. Det er lett å vise at alle basismengdene harlik kardinalitet. Det er tilstrekkelig å denere en matroide ved å angi mengden av basiser,noe som følgende Teorem bekrefter:Teorem 1.2.2. La E være en mengde. En ikke-tom familie av delmengder β av E utgjørmengden av basiser til en matroide på E hvis og bare hvis β tilfredstiller følgende egenskap:Hvis B1 og B2 ∈ β og x ∈ B1 − B2, så eksisterer y ∈ B2 − B1 slik at (B1 ∪ {y}) − {x} ∈ βBevis. Se [Wel℄En minimal avhengig mengde kalles en krets. En matroide er entydig bestemt ved å angidens kretser. Dette gir opphav til en alternativ Denisjon av en matroide:2
Teorem 1.2.3. En matroide er et par (E,C), der E er grunnmengden og C er en familieav kretser slik at :i) ∅ ∈ Cii) Hvis C1,C2 ∈ C og C1 ⊆ C2, så er C1 = C2iii) Hvis C1, C2 ∈ C og e ∈ C1 ∩ C2, så eksisterer det C3 ∈ C slik at C3 ⊆ (C1 ∪ C2) -
{e}Bevis. i) og ii) er trivielle. For bevis av iii) se [O℄.Det nnes en måte å denere en matroide på som bruker rangfunksjonen til en matroide.Først denerer vi rangfunksjonen.Denisjon 1.2.4. La M = (E, I) være en matroide. La T ⊆ E. Rangfunksjonen på M erfunksjonen r : 2E −→ N ∪ {0} denert ved:
r(T ) = max{|X| |X ⊆ T og X ∈ I}Vi kaller r(T ) rangen til T .Rangen til matroiden M er da kardinaliteten til en maksimal uavhengig mengde.Proposisjon 1.2.5. La M = (E, I) være en matroide. La T ⊆ E. Da har vi:i) T er uavhengig hvis og bare hvis |T | = r(T )ii) T er en base hvis og bare hvis |T | = r(T ) = r(M)Bevis. Se [O℄.Teorem 1.2.6. En matroide består av en grunnmengde E og en funksjon r: 2E −→ N ∪
{0} slik at:i) 0 ≤ r(X) ≤ X, for alle X ⊆ Eii) Hvis X ⊆ Y ⊆ E, så er r(X) ≤ r(Y )iii) Hvis X,Y ⊆ E, så er r(X ∪ Y ) + r(X ∩ Y ) ≤ r(X) + r(Y )Bevis. Se [Wil℄
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Gitt at vi starter med en grunnmengde, E, og en rangfunksjon, r, vil de uavhengige meng-dene i matroiden svare til de delmengder, T av E som oppfyller |T| = r(T ). Det er derforlett å se at rangaksiomene er ekvivalente med aksiomene gitt i Denisjon 1.2.1Vi gir så et alternativt sett med aksiomer som er ekvivalente med aksiomene gitt i Teorem1.2.6.Teorem 1.2.7. Gitt en grunnmengde E. En funksjon r : 2E −→ N∪{0} er en rangfunksjonpå E hvis og bare hvis følgende aksiomer er oppfylt for alle X ⊆ E, x, y ∈ E:i)' r(∅) = 0ii)' r(X) ≤ r(X ∪ {x}) ≤ r(X) + 1iii)' Hvis r(X ∪ {x}) = r(X ∪ {y}) = r(X), så vil r(X ∪ {x} ∪ {y}) = r(X)Bevis. Se [Wel℄Eksempel 1.2.8. Kanskje de enkleste eksemplene på matroider er de uniforme matroi-dene, Uk,n. Grunnmengden består av en n-mengde og mengden av basiser består av allek-delmengder. Rangen til Uk,n er k.En annen viktig klasse av matroider er de vektorielle matroidene. Følgende resultat viserhvordan vi kan konstruere en vektormatroide gitt en matrise.Proposisjon 1.2.9. La mengden E svare til kolonneindeksene til en m × n matrise Aover en kropp K. La I være familien av delmengder X av E slik at de korresponderendemultimengder av kolonneindekser i X er lineært uavhegig i vektorrommet Km. Da er paret
(E, I) en matroide, som kalles vektormatroiden til A og betegnes M [A].Bevis. Se [O℄En stor del av matroideteorien omhandler dualitet av matroider. Gitt en matroide kan vialltid konstruere dens duale ved følgende resultat:Teorem 1.2.10. La M være en matroide og la β(M) være mengden av basiselementer til M .Da vil β∗(M) = {E(M)−β|B ∈ β(M)} være mengden av basiser til M∗ på grunnmengden
E(M).Vi kaller M∗ den duale matroiden til M .En viktig bemerkning er at i motsetning til en graf, som kan ha ere ulike dualiseringer, haren matroide en unik dual. Ved å dualisere den duale matroiden er det lett å se at (M∗)∗ =
M . Vi sier at en basis i M∗ er en kobasis i M . Tilsvarende er en krets i M∗ en kokrets i M4
Eksempel 1.2.11. Den duale til den uniforme matroiden Uk,n er gitt ved: U∗k,n = Un−k,n.Det er lett å se at dersom r∗ betegner rangfunksjonen til M∗ så har vi: r∗(M) +
r(M) = |E(M)|. Vi gjengir følgende resultat fra [O℄ som viser sammenhengen mellomrangfunksjonen til M og den duale rangfunksjonen til M(dvs rangfunksjonen til M∗).Proposisjon 1.2.12. La M være en matroide på grunnmengden E. La X ⊆ E. Da vil:
r∗(X) = |X| + r(E − X) − r(E)Bevis. Se [O℄Vi denerer nå to matroideoperasjoner kalt sletting og kontraksjon:Denisjon 1.2.13. La M = (E, I) være en matroide. La T ⊆ E.i) Matroiden M \ T = (E − T, I(M \ T )), der I(M \ T ) = {X ⊆ E − T |X ∈ I(M)} kallesslettingen av T fra E.ii) Matroiden M/T = (M∗ \ T )∗ på grunnmengden E − T kalles kontraksjonen av T fra MDenisjon 1.2.14. La M1 = (E1, I1) og M2 = (E2, I2) være to matroider. Vi sier at M1og M2 er isomorfe, betegnet ved M1 ∼= M2, hvis det eksisterer en bijeksjon ϕ : E1 −→ E2slik at X ∈ I1 hvis og bare hvis ϕ(X) ∈ I2, for alle X ⊆ E1Vi kunne også denert matroideisomor ved at det må eksistere en kretsbevarende ellerrangbevarende bijeksjon mellom E1 og E2.Gitt en graf G = (V ,E). Vi kan konstruere en matroide, M , fra grafen G ved å la kant-mengden E(G) svare til grunnmengden i M og syklene i G svare til kretsene i M . Vi kallermatroiden M(G) = (E(G),C) kretsmatroiden til G. Vi har her brukt den alternative De-nisjonen fra Teorem 1.2.3 istedenfor Denisjon 1.2.1Eksempel 1.2.15. Kretsmatroiden til K3 er isomorf med den uniforme matroiden U2,3
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1.3 KodeteoriVi betegner vektorrommet av dimensjon n over F q som (F q)nDenisjon 1.3.1. En blokk-kode, C, er en undermengde av (Fq)nDenisjon 1.3.2. En kode C er en lineær kode hvis C er et underrom av (Fq)nDersom C er et k-dimensjonalt underrom av (F q)n sier vi at C er en lineær [n,k℄-kode.Lengden til kodeordene er n. Av disse vil k av elementene være informasjonssymboler. Det erdisse som utgjør informasjonen i kodeordene. De siste n−k elementene kalles sjekksymbolerog har som funksjon å detektere og/eller korrigere feil ved sending over usikre kanaler. Vikaller r = n−k redundansen til koden.Denisjon 1.3.3. La x og y være to kodeord(vektorer) i C. Hammingavstanden dH(x, y)er lik antall posisjoner der x og y er forskjellige. Dvs:
dH(x, y) = |{i|xi 6= yi, i = 1, ..., n}|Denisjon 1.3.4. Minimumsavstanden, d, til C er den minste Hammingavstanden mellomalle mulige par av kodeord. Dvs:
d = minH{(x, y)|x, y ∈ C, x 6= y}Denisjon 1.3.5. Hammingvekten w(x) til en kode C er antall koordinater forskjellig franull:
w(x) = |{i|xi 6= 0, i = 1, ..., n}| = d(x, 0)Denisjon 1.3.6. Mininumsvekten w(C) til en kode C er den minste vekten forskjellig franull:
w(C) = min{w(c)|c ∈ C−{0}}Det er vanlig å betegne en blokk-kode C for en (n,M, d)-kode, der n er lengden, M erantall kodeord og d er minimumsavstanden. En lineær kode betegnes som en [n, k, d]-kode,der k er dimensjonen til koden. Antall kodeord er qk.Teorem 1.3.7. La C være en lineær kode. Da vil minimumsvekten til C være lik mini-mumsavstanden til C:
d(C) = w(C)Bevis. Se [H℄Teorem 1.3.8. (Singletonbegrensningen): For en (n,M, d)-kode har vi at:
M ≤ qn−k+1Bevis. Se [H℄ 6
For en lineær kode er det vanlig å angi Singletonbegrensningen som en øvre begrensning av
d: d ≤ n−k+1.Da en lineær kode er et underrom er det nok å spesisere C ved en basis. For en [n, k]-kode
C danner vi en k × n matrise, G, der radene i matrisen utgjør en basis til C. En slik G kallesen generatormatrise til C. Alle kodeordene i C kan uttrykkes som en lineærkombinasjon avradene i G.Vi denerer nå ekvivalens for koder, og formulerer deretter et viktig resultat som viserhvordan vi kan omforme en generatormatrise på noe som kalles standard form.Denisjon 1.3.9. Vi sier at to linære koder C1 og C2 er ekvivalente dersom den enekoden kan fås fra den andre ved å permutere koordinatene til koden(dvs ved å permuterekolonneindeksene til generatormatrisen) og/eller ved å multiplisere koordinatene(kolonnene)med skalarer forskjellig fra null.Teorem 1.3.10. La G være en generatormatrise for en [n, k]-kode C. Ved å utføre elemen-tære rad og kolonneoperasjoner kan vi omforme G på standard form [Ik B], der Ik er k × kidentitetsmatrise og B er en (n − k) × k matrise.Bevis. Se [H℄En (n− k) × n matrise, H, med rang n− k som oppfyller GHT = [0] kalles en paritets-sjekkmatrise til C. En vektor c er et kodeord hvis og bare hvis cHT = 0.Teorem 1.3.11. La C være en [n, k]-kode. La G = [Ik B] være generatormatrisen påstanard form. Da er en paritetssjekkmatrise, H, gitt ved H = [−BT In−k].Bevis. Se [H℄Denisjon 1.3.12. Dualkoden til C er gitt ved mengden av vektorer som er ortogonale medalle kodeordene i C:
C⊥ = {x ∈ (Fq)
n|xc = 0,∀c ∈ C}Teorem 1.3.13. La G = [Ik B] være generatormatrisen til en [n, k]-kode C. Da er C⊥ en
[n, n − k]-kode med en generatormatrise H = [−BT In−k], og G er en paritetssjekkmatrisetil C⊥.Bevis. Se [H℄Vi har denert minimumsavstanden, d, til en kode. Vi skal nå denere en generaliseringav denne. Først denerer vi støtten og støttevekten til en kodeDenisjon 1.3.14. La C være en [n, k]-kode og D en underkode. Støtten χ(D) er mengdenav alle posisjoner der ikke alle vektorer er null:
χ(C) = {i : (x1, x2, ..., xn) ∈ C, xi 6= 0)}7
Denisjon 1.3.15. Støttevekten er kardinaliteten til χ(C)Denisjon 1.3.16. Den r-te generaliserte Hammingvekten til C, dr(C), er den minstestøttevekten til en r-dimensjonal underkode:
dr(C) = min{|χ(D)| | D er en underkode av rang r}Vi kaller d1(C), ..., dk(C) de høyere vektene til C. Vi har at d1(C) er den tradisjonelleminimumsavstanden til C.Denisjon 1.3.17. Vekthierarkiet til C er gitt ved:
{dr(C)|1 ≤ r ≤ k}De høyere vektene oppfyller en streng monotoniegenskap som neste resultat viser.Teorem 1.3.18. For en [n, k]-kode C har vi:
1 ≤ d1(C) < d2(C) < · · · < dk(C) ≤ nBevis. Se [Wei℄Singletonbegrensningen for lineære koder sier at d ≤ n−k+1. Neste resultat generaliserersingletonbegrensningen.Korollar 1.3.19. For en [n, k]-kode har vi:
dr(C) ≤ n − k + rTeorem 1.3.20. La H være en paritetssjekkmatrise for en kode C. La <H i|i ∈ I> værekolonnerommet utspent av kolonnevektorne H i. Da har vi:
dr(C) = min{|X| : |X| − rang(< Hi|i ∈ I >) ≥ r}Bevis. Se [Wei℄Den generaliserte Hammingvekten dr(C) er lik d hvis og bare hvis det eksisterer kolonneri H slik at rommet som utspennes har rang høyst d−h, og det ikke eksisterer d−1−h kolonnersom spenner ut et rom av dimensjon ≤ d−1−h. For en kode C vil minimumsavstanden d(C)være lik d hvis og bare hvis det eksisterer d kolonner i H slik at rangen til kolonnerommeter d−1, og det ikke eksisterer d−1 kolonner slik at rommet som utspennes er av dimensjon
≤ d − 2.Det er en sterk sammenheng mellom de høyere vektene til C og C⊥.Teorem 1.3.21. La C være en [n, k]-kode. Da vil:
{dr(C)|1 ≤ r ≤ k} ∪ {n + 1 − dr(C
⊥)|1 ≤ r ≤ n − k} = {1, 2, ..., n}Bevis. Se [Wei℄ 8
Vi har tidligere denert singletonbegrensningen for lineære koder. Vi denerer nå koder somoppfyller denne begrensningen med likhet.Denisjon 1.3.22. En [n, k, d]-kode er en MDS kode hvis d = n − k + 1Denisjon 1.3.23. La C være [n, k, d]-kode. Singletondefekten til C er gitt ved:
S(C) = n − k + 1 − dMerk at C er en MDS kode hvis og bare hvis S(C) = 0. Vi denerer så lineære kodersom ikke oppfyller singletonbegrensningen men som nesten gjør det.Denisjon 1.3.24. C er nesten-MDS hvis S(C) = 1Denisjon 1.3.25. C er nær-MDS hvis S(C) = S(C⊥) = 1Raddum ser på i [R℄ hvordan vi kan beskrive MDS, nesten-MDS og nær-MDS ved de høyerevektene for en kode C. La C være MDS. Vi har at d1 = n−k+1. Derfor vil ingen av tallene
n + 1− dr(C
⊥) stå blant tallene d1(C), ..., dk(C), da vi hadde fått d1 < n− k + 1. Setter viopp tallene {dr(C)|1 ≤ r ≤ k} ∪ {n + 1 − dr(C⊥)|1 ≤ r ≤ n − k} = {1, 2, ..., n} i stigenderekkefølge får vi sekvensen:
n + 1 − dn−k(C
⊥), ..., n + 1 − d1(C
⊥), d1(C), ..., dk(C)Dersom C er nesten-MDS vil d1 = n − k. Da vil et av tallene n + 1 − d⊥i stå blant
d1(C), ..., dk(C). Setter vi opp tallene r(C)|1 ≤ r ≤ k} ∪ {n + 1− dr(C⊥)|1 ≤ r ≤ n− k} =
{1, 2, ..., n} i stigende rekkefølge vil sekvensen bli:
n + 1 − dn−k(C
⊥), ..., n + 1 − d2(C
⊥), d1(C), ..., di(C), ..., n + 1 − d
⊥
1 (C), di+1, ..., dkDersom C er nær-MDS vil d1(C) = n − k og d1(C⊥) = n − (n − k) = k. Da vil
n + 1 − d1(C⊥) = n − k + 1. Så n + 1 − d1(C⊥) vil stå på plassen etter d1(C) = n − k.Sekvensen blir derfor:
n + 1 − dn−k(C
⊥), ..., n + 1 − d2(C
⊥), d1(C), n + 1 − d1(C
⊥), d2(C), ..., dk(C)Denisjon 1.3.26. En h-MDS kode er en kode der h er det minste tallet slik at dh = n−k+hFor h = 1 svarer dette til den tradisjonelle minimumsavstanden, så en MDS-kode er1-MDS. Dersom dh = n − k + h så vil di = n − k + i for h < i ≤ kVi har følgende resultat: 9
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
Av Teorem 1.3.13 er H en generatormatrise til dualkoden til CVed å liste opp alle kodeordene til C⊥ er det lett å se at den minste vekten til et ikke-nullkodeord er 4. Av Teorem 1.3.8 vil da d(C⊥) = 4. Singletondefekten til C og C⊥ er gitt vedhenholdsvis: S(C) = n − k − d + 1 = 7 − 4 − 3 + 1 = 1, S(C⊥) = 7 − 3 − 4 + 1 = 1. Da
S(C) = S(C⊥) = 1 vil C være nær-MDS. (Av Proposisjon 1.3.27 har vi også at C og C⊥er 2-MDS). Da C er nær-MDS og d1(C) = 3 vil de høyere vektene være gitt ved:
d1(C) = 3, d2(C) = 5, d3(C) = 6, d4(C) = 7De høyere vektene til C⊥ er gitt ved:
d1(C
⊥) = 4, d2(C⊥) = 6, d3(C⊥) = 7Svaret er i overenstemmelse med at:
{dh(C)|1 ≤ dh(C) ≤ 4} ∪ {n + 1 − dh(C
⊥)|1 ≤ dh(C
⊥) ≤ 3} = {1, 2, 3, 4, 5, 6, 7}10
Kapittel 2Noen sammenhenger mellommatroider, grafer og koder2.1 Vekthierarkiet til matroider og graferGitt en [n, k]-kode C kan vi konstruere vektorielle matroider svarende til generatormatrisen
G og paritetssjekkmatrisen H.Denisjon 2.1.1. La C være en [n, k]-kode med generatormatrise G. La M [G] være envektormatroide av rang k på indeksmengden {1, 2, ..., n} for kolonnene til G. Da sier vi at
M [G] er vektormatroiden til C.Vi sier at M[G℄ er matroiden som korresponderer til C. Vi kan også betegne dennematroiden som MC .Vi vet at hvis C er en [n, k]-kode med paritetssjekkmatrise, H, vil H være generatormatri-sen til C⊥. Følgende resultat viser hvordan vi kan konstruere vektormatroiden M [H] somkorresponderer til C⊥.Proposisjon 2.1.2. La M være matroiden som korresponderer til [n, k]-koden C. Da vil
M∗ korrespondere til C⊥.Denisjon 2.1.3. La M være en matroide på grunnmengden E. La T ⊆ E. Den h-tehøyere vekten til M er denert ved:
dh(M) = min{|T | |r(T ) = |T | − h}Denisjon 2.1.4. Vekthierarkiet til M er denert ved:
{dh(M)|1 ≤ h ≤ n − r},der r er rangen til matroidenVi formulerer så matroideanalogen til Teorem 1.3.21:11
Proposisjon 2.1.5. La M være en matroide med rang r. Da vil:
{dh(M)|1 ≤ h ≤ n − r} ∪ {n + 1 − dh(M
⊥)|1 ≤ h ≤ r} = {1, 2, ..., n}Bemerkning 2.1.6. Dette resultatet med lignende bevis ble gitt som Proposisjon 5.8 i [L℄Bevis. La F (T ) og F ∗(T ) være to funksjoner gitt ved:
F (T ) = |T | − r(T ), F ∗(T ) = |T | − r∗(T )La videre h(x) og h∗(x) være gitt ved:
h(x) = max{F (T ) | |T | = x}, h∗(x) = max{F ∗(T ) | |T | = x}Ved å bruke Proposisjon 1.2.11 har vi at:
F ∗(T ) = |T | − r∗(T ) = |T | − |T | − r(E − T ) + r(T ) = r − r(E − T )
= r − |E − T | + |E − T | − r(E − T ) = r − |E − T | + F (E − T )Da vil:
max{F ∗(T ) | |T | = x} = r − n + x + max{F (T )| |T | = n − x}som gir:
h∗(x) = r − n + x + h(n − x)eller:
h∗(x) = h(x) + r − xDe høyere vektene er nå gitt ved:
d1(M) = min{|T | | |T | − r(T ) = 1} = min{x|h(x) = 1}
d2(M) = min{|T | | |T | − r(T ) = 2} = min{x|h(x) = 2}...
dn−r(M) = min{|T | | |T | − r(T ) = n − r} = min{x|h(x) = n − r}Vi har da at di-ene er lik {x|h(x) − h(x − 1) = 1}. Vi ser at di-ene gjør et sprang forhver i. For h∗ har vi at:
h(x) − h(x − 1) = h∗(n − x) − r + x − h∗(n − x + 1) + r − x + 1
= h∗(n − x) − h∗((n + 1) − x) + 1 = 1 − (h∗((n + 1) − x) − h∗(n − x)Vi har da at: 12
h(x) − h(x − 1) = 1, hvis di-ene gjør et sprang. Og 0 ellers.Derfor vil:
h(x) − h(x − 1) = 0 ⇐⇒ (h∗((n + 1) − x) − h∗(n − x)) = 1Men da vil:
x = di, for passe i ⇐⇒ (n + 1) − x ikke er en dualvekt, d∗j , for noen j.Bemerkning 2.1.7. Hvis C er en kode med vekthierarki h(C)|1 ≤ h ≤ n − r}, og vektor-matroidene M [G] og M [H] svarer til generatormatrisen og paritetssjekkmatrisen til C, vil
{dh(C)|1 ≤ h ≤ n − r} svare til de høyere vektene til M [H].Tilsvarende denerer vi de h-te høyere vektene for en graf G.Denisjon 2.1.8. La G = (V,E) være en en graf. La T ⊆ E. Den h-te høyere vekten til Ger denert ved:
dh(G) = min{|T ||r(T ) = |T | − h}I densjonen ovenfor er r(T ) denert via rangfunksjonen til matroiden M [G].Denisjon 2.1.9. La n = |E| og la r være rangen til grafen G. Vekthierarkiet er denertved:
h(G)|1 ≤ h ≤ n − r}Vi har da at dh(G) svarer til den minste undergrafen som inneholder h sykler. Ved åfjerne h kanter(en kant fra hver sykel) får vi et utspennende tre til undergrafen.
Figur 2.1: Den komplette grafen med re hjørnerEksempel 2.1.10. Betrakt den komplette grafen K4. Den minste sykelen inneholder 3kanter. Derfor vil d1 = 3. Ved å legge til to kanter får vi den minste undergrafen sominneholder 2 sykler. Da vil d2 = 5. Videre vil d3 = 6. Vekthierarkiet er gitt ved {3, 5, 6}.13
2.2 MDS-grafer og nær-MDS-graferVi ser nå på MDS-egenskapen for grafer.Denisjon 2.2.1. En graf G = (V,E) er en MDS-graf hvis G er en skog eller d = n−k+1,der n er antall kanter, k er kardinaliteten til vekthierarkiet og d = d1 svarer til antall kantertil den minste sykelen.Merk at rangen til grafen er gitt ved r = n − k.Denisjon 2.2.2. En graf G er en triviell MDS-graf hvis k ∈ {0, 1, n − 1, n}Det er lett å vise at det eksisterer trivielle MDS-grafer. La k = n. Da vil G væregrafen med et hjørne og n løkker. Da vil d1 være lik 1. Singletondefekten blir S(G) =
n − k + 1 − d = n − n + 1 − 1 = 0. La k = n − 1. Da vil G være grafen med to hjørner og
n − 1 multiple kanter. Den minste sykelen i G vil inneholde 2 kanter. Dvs d1 = 2. Da vil
S(G) = n − (n − 1) + 1 − 2 = 0. La k = 1. Da vil d1 = n og S(G) = n − 1 + 1 − n = 0.La k = 0. Da er G et tre som per Denisjon er MDS. Figur 2.2 illustrerer strukturen til detrivielle MDS-grafene.
Figur 2.2: De trivielle MDS-grafeneTeorem 2.2.3. Det eksisterer ingen ikke-trivielle MDS-grafer for n ≥ 4.Bevis. Anta at G er en ikke-triviell MDS-graf for n ≥ 4. Da G er ikke-triviell vil k ∈
{2, .., n − 2}. Da vil d1 = n − k + 1 ≥ n − (n − 2) + 1 = 3. Siden k ≥ 2, vil G inneholde tosykler C1 og C2. La T være delgrafen bestemt av C1 og C2. Disse har eventuelt noen felleskanter, som kan ses på som en rett linje delt inn i a kanter. La C1 være sykelen som bestårav kantene i a og en kantmengde a1 slik at C1 = aa1. La C2 være sykelen bestående avkantene i a og en kantmengde a2 slik at C2 = aa2. Da vil også a1a2 være en sykel, dersom
a = 0. Vi har nå at d1 ≤ d2 − 2 (for en MDS-graf er de høyere vektene påfølgende) for enav syklene C1, C2 eller a1a2 ville ha fjernet minst to kanter fra T , siden minst to av stienemå lengde minst 2, da d1 ≥ 3.Korollar 2.2.4. En undergraf til en MDS-graf er MDSBevis. Ved å fjerne en kantmengde med k kanter fra grafen med et hjørne og n looper fårvi en graf med et hjørne og n − k kanter. Ved å fjerne k kanter fra grafen med to hjørner14
n− 1 multiple kanter får vi en graf med n− k− 1 multiple kanter. Ved å fjerne k kanter fraen sykel får vi en skog med k komponenter. Ved å fjerne k kanter fra et tre får vi en skogmed k + 1 komponeneter.Vi denerer så nær-MDS egenskapen for grafer på samme måte som for koder.Denisjon 2.2.5. G er en triviell nær-MDS-graf hvis k ∈ {0, 1, n− 1, n} og d1 = n− k for
G og G∗.Eksempel 2.2.6. Det er lett å vise at det eksisterer ikke-trivielle nær-MDS-grafer for n ≤ 6.Betrakt den komplette grafen K4. Av Eksempel 4.8 vet vi at vekthierarkiet er gitt ved {3, 5, 6}.Da vil n = 6, k = 3 og d1 = 3. Singletondefekten til K4 er da S(K4) = n − k − d1 + 1 = 1.
K4 er selvdual så S(K∗4 ) = 1Det kan vises at det ikke eksisterer ikke-trivielle nær-MDS grafer for n ≥ 7. Vi overlater dettil leseren å bevise dette.
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Kapittel 3Ekvivokasjon ved kanalavlytting3.1 Wire-tap kanalVi skal nå se på en kryptologisk situasjon. Vi beskriver først den kryptologiske problem-stillingen, før vi ser hvordan dette henger sammen med matroide og kodeteorien vi harbeskrevet tidligere i oppgaven.En sender har r informasjonsbits y = [y1, ..., yr]T han ønsker å sende til en mottaker. La Avære en r×n matrise. Da sender ønsker å skjule informasjonen y = [y1, ..., yr]T for avlytterevelger han en vektor x = [x1, ..., xn]T ∈ Fn slik at Ax = y. I kryptograske termer er xnøkkelen og matrisen A oentlig. A er derfor kjent for potensielle avlyttere. Da x sendesvil en tredjepart kunne avlytte xi1, ..., xis. La σ = {i1, ..., is}. La Zσ være begivenheten attredjeparten avlytter {xi|i ∈ σ}. Før vi går videre denerer vi entropi.Denisjon 3.1.1. Entropien til en variabel Y er gitt ved:
H(Y ) = −
∑
y∈(Fq)r
p(y)logqp(y)Her er (Fq)r utfallsrommet og p(y) sannsynligheten for at Y = y. Merk at fordi p(y) ≤ 1vil logqp(y) ≤ 0. Derfor vil H(Y ) ≥ 0. Entropien er et mål for usikkerheten i utfallet til Y.Dersom det ikke er noe usikkerhet i utfallet til Y vil H(Y ) = 0. Jo større H(Y ) er, destostørre usikkerhet vil det være.Denisjon 3.1.2. Vi denerer entropien til Y gitt at vi kjenner begivenheten Zσ ved:
H(Y |Zσ) = −
∑
y∈(Fq)r
p(Y = y|Zσ)logqp(Y = y|Z
σ)I vårt tilfelle vil H(Y |Zσ) være et mål for usikkerheten i Y gitt at en tredjepart kjenner
Zσ = {xi|i ∈ σ} 16
Denisjon 3.1.3. Minimum usikkerhet (også kalt ekvivokasjon) er denert ved:
△s = minH(Y |Z
σ), der σ varierer over alle valg av delmengder av {1, ..., n} medkardinalitet sProposisjon 3.1.4. La A = [H1,H2, ...,Hn]. Da vil △s = minrang < Hi|i /∈ σ >, der σvarierer over alle valg av delmengder av {1, ..., n} med kardinalitet sMerk at hvis s = 0 vil σ = ∅. Da vil ∆0 svare til rangen til matrisen A.Bevis. Da minH(Y |Zσ) og minrang < Hi|i /∈ σ > varierer over de samme delmengder erdet tilstrekkelig å vise at H(Y |Zσ) = rang < Hi|i /∈ σ >. Anta, uten tap av generalitet,at A = [B|C], der σ = {1, 2, ..., s} utgjør kolonneindeksene til B og S − σ = {s + 1, ..., n}utgjør kolonneindeksene til C. Dersom tredjeparten avlytter x1, ..., xs har vi at rang <
Hi|i /∈ σ >= rangC. Vi må derfor vise at H(Y |Zσ) = rangC. Heretter lar vi Λ betegne
rangC.La Γ være løsningsmengdene for (xs+1, ..., xn) av ligningen Ax = y, for fast y og x1, ..., xs.Dvs B[x1, ..., xs]T + C[xs+1,...,xn]T = y. Vi har at x1, ..., xs er kjent for avlytter, så dette eren ligning i n − s variabler. Vi kan omskrive dette til C[xs+1,...,xn]T = y− B[x1, ..., xs]T =
[z1, ..., zr ]. Hvis [z1, ..., zΛ] /∈ Col(C), får vi ingen løsning for (xs+1, ..., xn) så Γ = ∅ Hvis
[z1, ..., zr ] ∈ Col(C), vil antall løsninger for (xs+1, ..., xn) være gitt ved: |Γ| = qn−s−Λ.La p(Y = i|Zσ) være sannsynligheten at Y tar verdien i gitt at vi kjenner x1, ..., xs, dvs:
p(Y = i|Zσ) = p(Y = i|X1 = x1, ...,Xs = xs).Av Bayes Teorem kan dette uttrykkes ved:
p(X1 = x1, ...,Xs = xs|Y = i)p(Y = i)
p(X1 = x1, ...,Xs = xs)
1)Da utfallsrommet (Fq)r for Y har qr elementer vil sannsynligheten for at Y = i væregitt ved: 1
qr
. Sannsynligheten for at Xi = xi, der i = 1, ..., s er gitt ved 1q . Sannsynlighetenfor at Xi = xi, for i = 1, ..., s er gitt ved produktet av sannsynligetene dvs. 1qs . Vi kan nåuttrykke 1) som:
p(X1 = x1, ...,Xs = xs)|Y = i) 1qr
1
qs






) = qs−r−n+r+n−s−Λ = q−Λ17
La i være slik at (xs+1, ..., xn) ∈ Γ(i). Vi har nå at:
H(Y |Zσ) = −
∑
i






q−Λ(−Λ) = ΛDen siste likheten ovenfor følger av at summen av alle sannsynlighetene er 1.3.2 Sammenheng mellom ekvivokasjon og høyere vekterVi ser nå på hvordan ekvivokasjon har sammenheng med de høyere vektene til en kode. La
A være en paritetssjekkmatrise til en [n, n− r℄-kode C. La d1(C), ..., dk(C) være de høyerevektene til C. Av Teorem 1.3.20 vil dj(C) være bestemt av kolonnene til A ved:
dj(C) = min{t|∃t kolonner Hi,1, ...,Hj,t av A, slik at rang[Hi,1, ...,Hj,t] ≤ t − j}Følgende resultat viser hvordan ekvivokasjonen og de høyere vektene til en kode er bestemtav hverandre.Proposisjon 3.2.1. La ∆s for 0 ≤ s ≤ n være ekvivokasjonen til kanalen med matrise Asom beskrevet ovenfor. La C være en [n,k℄ kode med paritetssjekkmatrise A. Da vil: ∆o =
n − k(rangen til A). For 1 ≤ s ≤ n er ∆s gitt ved:
dn−s−∆s(C) ≤ n − s < dn−s−∆s+1(C),hvor vi per konvensjon setter d0 = 0Vi gjengir følgende bevis fra [Wei℄s artikkel med noen korreksjoner:Bevis. Av prop. 3.1.4 vet vi at det eksisterer I, slik at |I| = n − s og rang(< Hi : i ∈
I >) = ∆s. Vi har at dn−s−∆s(C) ≤ n − s. Anta at n − s ≥ dn−s−∆s+1(C). Ved å brukeTeorem 3.1.4 igjen har vi at det eksisterer I slik at |I| = dn−s−∆s+1(C) = n − s − ǫ, ǫ ≥ 0og rang(< Hi : i ∈ I >) = |I| − (n − s − ∆s + 1) = ∆s − ǫ − 1 ≤ ∆s − 1. Men da vil
∆s ≤ ∆s+ǫ ≤ ∆s − 1, som er en selvmotsigelse. Derfor vil n − s < dn−s−∆s+1(C).Vi illustrerer denne Proposisjonen med et Eksempel:Eksempel 3.2.2. Betrakt Hammingkoden C med parametre [15, 11]. Vekthierarkiet er gittved: {3, 5, 6, 7, 9, 10, 11, 12, 13, 14, 15}. Vi har at ∆0 = n − k = 15 − 11 = 4. Videre vil ∆sfor 1 ≤ s ≤ n være gitt ved:
d14−∆1 ≤ 14 < d15−∆1 =⇒ ∆1 = 4
d13−∆2 ≤ 13 < d14−∆2 =⇒ ∆2 = 4
d12−∆3 ≤ 12 < d13−∆3 =⇒ ∆3 = 418
d11−∆4 ≤ 11 < d12−∆4 =⇒ ∆4 = 4
d10−∆5 ≤ 10 < d11−∆5 =⇒ ∆5 = 4
d9−∆6 ≤ 9 < d10−∆6 =⇒ ∆6 = 4
d8−∆7 ≤ 8 < d9−∆7 =⇒ ∆7 = 4
d7−∆8 ≤ 7 < d8−∆8 =⇒ ∆8 = 3
d6−∆9 ≤ 6 < d7−∆9 =⇒ ∆9 = 3
d5−∆10 ≤ 5 < d6−∆10 =⇒ ∆10 = 3
d4−∆11 ≤ 4 < d5−∆11 =⇒ ∆11 = 3
d3−∆12 ≤ 3 < d4−∆12 =⇒ ∆12 = 2
d2−∆13 ≤ 2 < d3−∆13 =⇒ ∆13 = 2
d1−∆14 ≤ 1 < d2−∆14 =⇒ ∆14 = 1
d0−∆15 ≤ 0 < d1−∆15 =⇒ ∆15 = 0
X X X X X X
2 3 4 5
X X X














sFigur 3.1: Ekvivokasjonskurven til [15,11℄-HammingkodenBemerkning 3.2.3. Av Figur 3 ser vi at fallene til ekvivokasjonskurven korresponderer tilvekthierarkiet til C⊥: {8, 12, 14, 15}Av grafen ser vi at ∆s = 4, for 0 ≤ s ≤ 7. Det betyr at avlytter ikke får noe informasjon vedå avlytte de syv første bitene. Ved å få kjennskap til den åttende biten vil ekvivoksjonenavta. Deretter vil vil den avta ved avlytting av den 12-te,14-de og 15-de biten. Vi ser at
∆15 = 0, da det ikke vil være noen usikkerhet hvis avlytter kjenner alle bitene.19
I Eksempel 3.2.2 viste vi hvordan vi kan nne ∆s gitt at vi kjenner de høyere vektene til C.Ved å reversere prosedyren kan vi nne de høyere vektene gitt at vi kjenner ekvivokasjonen.Vi har at mengden {s|∆s = ∆s+1} korresponderer til dieransen mellom lengden og dehøyere vektene i motsatt rekkefølge, dvs d1(C) korresponderer til n − max{s|∆s = ∆s+1}og dk(C) korresponderer til n − min{s|∆s = ∆s+1}. Generelt vil de høyere vektene væregitt ved:
d1(C) = n− tall nr. k i {s|∆s = ∆s+1}
d2(C) = n− tall nr. k − 1 i {s|∆s = ∆s+1}...
dk(C) = n− tall nr. 1 i {s|∆s = ∆s+1}Av Bemerkning 3.2.3 ser vi at de duale vektene i det konkrete tilfellet med [15, 11]-hammingkodener gitt ved: {8, 12, 14, 15}. Generelt vil de høyere vektene til C⊥ følge ved å kombinere dua-litetsTeoremet for høyere vekter(se Teorem 3.20) og utrykkene for di(C) for i = 1, .., k:
d1(C
⊥) = tall nr. 1 i {s|∆s − 1 = ∆s+1}
d2(C
⊥) = tall nr. 2 i {s|∆s − 1 = ∆s+1}...
dk(C
⊥) = tall nr. n − k i {s|∆s − 1 = ∆s+1}3.3 Ekvivokasjonen til MDS, nær-MDS, nesten-MDS koderog h-MDS-koderVi har tidligere beskrevet MDS, nær-MDS og nesten-MDS koder ved de høyere vektene tilen kode. Vi ser nå hvordan vi kan beskrive disse kodene ved ekvivokasjonen.For en MDS-kode er de høyere vektene påfølgende. Vi har at ∆s = ∆s+1 for 1 ≤ s ≤ k − 1og ∆s = ∆s−1 − 1 for k + 1 ≤ s ≤ n. Grask er dette illustrert i gur 3.2:For en nær-MDS kode vil de høyere vektene være gitt ved: d1(C) = d, n+1−d1(C⊥) =
d + 1, d2(C) = d + 2, ..., dk(C) = k + d. Vi får da at ∆s−1 = ∆s for 1 ≤ s ≤ k − 1,
∆k = ∆k−1 − 1, ∆k = ∆k+1 og ∆s = ∆s+1 − 1 for k + 1 ≤ s ≤ n − 1, som vist i Figur 3.3.For en nesten-MDS-kode vil de høyere vektene være gitt ved: d1(C) = d, ... , di(C) =
d+i−1, n+1−d1(C⊥) = d+i, di+1(C) = d+i+1, ... , dk(C) = k+d. Ekvivokasjonskurvener vist i Figur 3.4. 20
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i+1i k+1Figur 3.4: Ekvivokasjonskurven til en nesten-MDS-kode21
















i (C))MDS-defekten angir hvor mange biter der ekvivokasjonskurven avviker fra ekvivoka-sjonskurven til koden om den ville vært MDS. Geometrisk kan vi si at def(C) er arealetmellom f(s) og fopt(s). MDS-defekten til en MDS-kode er 0, og for en nær-MDS-kode lik 1.Eksempel 3.3.2. Betrakt [15, 11]-hammingkoden(Se Figur 3). For 0 ≤ s ≤ 7 og 13 ≤ s ≤
15 vil fopt(s) − f(s) = 0. For 8 ≤ s ≤ 12 vil fopt(s) − f(s) = 1. MDS-defekten er da gittved: def(C) = 5Vi undersøker nå hvordan ekvivokasjonen henger sammen med singletondefekten og h-MDS.Vi husker at en kode er h-MDS hvis h er det minste tallet slik at dh = n−k+h. Hvis h = 1vil C være 1-MDS(dvs MDS). Ekvivokasjonskurven forholder seg da konstant til og med
k(se Figur 3.2). Hvis C er h-MDS vil ekvivokasjonskurven falle på plass h − 1 før k. Dvs:
C er h-MDS hvis h = k − t + 1, der t = min{s|∆s − 1 = ∆s+1}Vi husker at singletondefekten er gitt ved S(C) = n− k + 1− d. Hvis S(C) = 0 er C MDS.Ekvivokasjonskurven vil da forholde seg konstant til og med k for så å være en lineær linje i
n−k enhetssteg fra k til n(Se Figur 3.2). Singletondefekten er da lik dieransen mellom denminste s i mengden som korresponderer til ekvivokasjonskurven idet den avtar konstant ogdimensjonen k. Dvs:
S(C) = s0 − k, der s0 = min{s|∆i − 1 = ∆i+1, s ≤ i ≤ n}Eksempel 3.3.3. Av Figur 3.1 ser vi at [15, 11]-koden er singletondefekten gitt ved: S(C) =
13 − 11 = 2. Tilsvarende ser vi at h = 11 − 7 + 1 = 5. Dette er i overenstemmelse med at
S(C) = 15 − 11 + 1 − 3 = 2 og d5 = 15 − 11 + 5 = 9 mens d4 = 722
Vi ser at singletondefekten angir hvor mange fall(med et fall mener vi en sammenhen-gende punktmengde der ∆i = ∆i+1 − 1 for alle i inneholdt i punktmengden) ekvivokasjons-kurven har(S(C) + 1). Den angir også en øvre skranke for hvor mange fall kurven kan hafør k. Vi har at h-MDS angir når avlytter får ekvivokasjonen redusert for første gang.3.4 Wire-tap kanal med matrise i to delerVi ser nå på en situasjon hvor vi har to sendere som hver skal sende heholdsvis r1 og r2informasjonsbiter over samme kanal. Også her bruker vi en x = [x1, ..., xn] og er en (r×n)-matrise A, der Ax = y. Vi har at r = r1 + r2. Vi sender x = [x1, ..., xn]. La Y = (Y 1, Y 2)der Y 1 er bitene til første sender og Y 2 er bitene til andre sender. Anta at avlytter harkjennskap til Y 2. Ekvivokasjon til informasjonen inneholdt i Y er gitt ved:
∆1|2:s = minH(Y
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)]der σ = {l1, ..., ln−s} ⊆ {1, ..., n}Bevis. Se [LMVC℄
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Kapittel 4Dimensjon/Lengde prol4.1 Projeksjoner, underkoder og DLP[F℄ gir en beskrivelse av lengde/dimensjon prol (LDP) og dimensjon/lengde prol (DLP)for lineære koder C. Vi skal se at LDP til en kode C er det samme som de høyere vektenetil C. Før vi beskriver LDP og DLP denerer vi forkorting og punktering av en kode C.Denisjon 4.1.1. La C være en [n, k]-kode C og la J ⊆ {0, 1, ..., n} = I. Den forkortedekoden, CJ(også kalt underkode), er denert ved:
CJ{(c1, ..., cn) ∈ C : ct = 0, t /∈ J}Denisjon 4.1.2. La J og C være denert som ovenfor. Den punkterte koden, PJ (C)(ogsåkalt projeksjonen), er denert ved:
PJ(C) = {PJ (c) : c = (c1, ..., cn) ∈ C},der komponentene til c er gitt ved: ct hvis t ∈ J , og ct = 0 hvis t /∈ JLengden til CJ og PJ(C) er lik lengden til C. Det er lett å se at vi har følgende begrens-ning for støttevekten: χ(CJ) ≤ χ(PJ (C)) ≤ |J | og for dimensjonen: k(CJ) ≤ k(PJ (C)) ≤ k.Vi gjengir følgende resultat fra [F℄ som viser hvordan dimensjonene til CJ , PI−J(C), PJ(C⊥)og (C⊥)I−J er bestemt av hverandre:Teorem 4.1.3. La C være en [n, k]-kode og la C⊥ være en [n, n − k]-kode. La J ⊆ I. Davil:
dimPI−J (C) + dim(CJ ) = k, dimPJ(C⊥) = |J | − dim(CJ)
dim(C⊥)I−J = n − k − |J | + dim(CJ)24
Bevis. Se [F℄Eksempel 4.1.4. Betrakt [7, 4, 3]-hammingkoden. Se Eksempel 1.3.29 for en representasjonav en generatormatrise. La J = {3, 4}. Da vil I − J = {1, 2, 5, 6, 7}. Generatormatrisene til
CI−J og PJ(C) er gitt ved:
G(CI−J) =
(
1 0 0 0 0 1 1




0 0 1 0 0 0 0
0 0 0 1 0 0 0
)Vi har at dim(CI−J) = 2 og dim(PJ (C)) = 2, som er i overenstemmelse med at dim(CI−J)+
dim(PJ (C)) = 2 + 2 = 4 = dim(C)Vi denerer nå dimensjon/lengde prol(DLP):Denisjon 4.1.5. Dimensjon/lengde prol(DLP) til en kode C er gitt ved mengden:
k(C) = {ki(C), 0 ≤ i ≤ n},hvor komponentene ki(C) er den maksimale dimensjonen til en underkode med |J | = i:
ki(C) = maxJ{k(CJ ) : |J | = i}, 0 ≤ i ≤ nTilsvarende kan vi denere lengde/dimensjon prolen(LDP) til en kode.Denisjon 4.1.6. Lengde/dimensjon prol(LDP) til en kode C er gitt ved mengden:
m(C) = {mj(C), 0 ≤ j ≤ k},hvor komponentene mj(C) er den minimale støttevekten til en underkode CJ med dimensjon
j:
mj(C) = minJ{|J | : dim(CJ ) = j}, 0 ≤ j ≤ kVi gjengir følgende resultat som et korollar til Teorem 3.4.1. Resultatet viser at mj(C)korresponderer til de høyere vektene:Korollar 4.1.7. La C være en [n, k]-kode og C⊥ en [n, n − k]-kode. Da vil:25
mj(C) = minJ{|J | : k − dim[PI−J (C)] = j}
= minJ{|J | : |J | − dim[PJ (C
⊥)] = j}
= minJ{|J | : dim[(C
⊥)I−J ] − n + k + |J | = j}Vi har at dim[PJ (C⊥)] svarer til rangen til undermatrisen av generatormatrisen til C⊥(svarer til paritetssjekkmatrisen til H) som består av kolonnene til undermatrisen indeksertved J . Derfor vil det tredje uttrykket i Korollar 4.1.7 svare til Teorem 1.3.20. Da vil mj(C)svare til de høyere vektene, dj(C), og LDP vil svare til vekthierarkiet. Så fra nå av vil dj(C)og mj(C) være ensbetydende for lineære koder.Vi undersøker nå sammenhengen mellom mj(C) og kj(C). Vi har at mj(C) er det minstetallet i slik at ki(C) ≥ j og kj(C) er største j slik at mj(C) ≤ i. Vi har at ki(C), for 0 ≤ i ≤ ner ikke-avtagende og ki+1(C) − ki(C) ≤ 1(Dette følger av at dim(Cj) = k − k[PI−J(C)] ≥
k − |I − J |). Derfor vil DLP øke fra 0 til k i k enhetssteg. Hvis ki+1(C) − ki(C) = 1 vil
mj(C) = i + 1 for j = ki+1(C). Vi illustrerer denne sammenhengen med et Eksempel:Eksempel 4.1.8. La C være [15, 11]-hammingkoden. Av Eksempel 1.2.29 har vi at vekthie-rarkiet er gitt ved:
{0, 3, 5, 6, 7, 9, 10, 11, 12, 13, 14, 15}DLP er da gitt ved:
{0, 0, 0, 1, 1, 2, 3, 4, 4, 5, 6, 7, 8, 9, 10, 11}Vi denerer nå den inverse DLP.Denisjon 4.1.9. Den inverse DLP er gitt ved mengden:
k̃(C) = {k̃i(C), 0 ≤ i ≤ n},hvor komponentene k̃i(C) er gitt ved:
k̃i(C) = maxJ{dim(PJ (C)) : |J | = i}, 0 ≤ i ≤ nNeste resultat viser hvordan DLP og invers DLP er bestemt av hverandre:Teorem 4.1.10. Sammenhengen mellom DLP og invers DLP for en lineær kode er gitt ved:
ki(C) + k̃n−i(C) = k, 0 ≤ i ≤ nBevis. Se [F℄ 26
Neste resultat viser at også DLP til en lineær kode og den inverse DLP til dualkoden erbestemt av hverandre:Teorem 4.1.11. La C være en [n, k]-kode og la C⊥ være dualkoden. Da vil:
ki(C) + k̃i(C
⊥) = i, 0 ≤ i ≤ nVi illustrerer disse sammenhengene med et eksempel:Eksempel 4.1.12. Av Eksempel 4.1.8 har vi at DLP er gitt ved:
{0, 0, 0, 1, 1, 2, 3, 4, 4, 5, 6, 7, 8, 9, 10, 11}Av Teorem 4.1.10 får vi at den inverse DLP til C er gitt ved:
{0, 1, 2, 3, 4, 5, 6, 7, 7, 8, 9, 10, 10, 11, 11, 11}Av Bemerkning 3.2.3 har vi at DLP til C⊥ er gitt ved:
{0, 0, 0, 0, 0, 0, 0, 0, 1, 1, 1, 2, 2, 2, 3, 4}Av Teorem 4.1.11 har vi at invers DLP til C⊥ er gitt ved:
{0, 1, 2, 2, 3, 3, 3, 3, 4, 4, 4, 4, 4, 4, 4, 4}
4.2 DLP til matroiderVi ser nå på DLP til matroider og senere for grafer. Fra tidligere vet vi at {dh(M)|1 ≤ h ≤
n − r} er vekthierarkiet til matroiden M(svarer til de høyere vektene til vektormatroiden
M [H]).Vi denerer nå DLP og invers DLP for en matroide:Denisjon 4.2.1. La M være en matroide med rang r og høyere vekter dj(M), 1 ≤ j ≤
n − r. DLP til M er gitt ved:
k(M) = {ki(M)|0 ≤ i ≤ n}27
hvor komponentene ki(M) er gitt ved:
ki(M) = max{j|dj(M) ≤ i}Merk at dj(M) er den minste i slik at ki(M) ≥ jDenisjon 4.2.2. La M være en matroide. La M∗ være den duale matroiden med rang
n − r og med høyere vekter dj(M∗), 1 ≤ j ≤ r. Invers DLP til M er gitt ved:
k̃(M) = {k̃i(M)|0 ≤ i ≤ n}hvor komponentene k̃i(M) er gitt ved:
k̃i(M) = i − ki(M
∗)Vi ser at vi har denert DLP og invers DLP kun ved de høyere vektene til matroiden. Forå kunne formulere analogene til resultatene som inneholder forkortede og punkterte kodermå vi omforme disse operasjonene til matroidespråk. Vi husker fra Kapittel 1 Denisjonenav sletting og kontraksjon. Vi undersøker nå sammenhengen mellom matroideoperasjonenesletting/kontraksjon og kodeoperasjonene punktering/forkorting. Slettingen av E−J fra Mer gitt ved:
M \ (E − J) = (E − (E − J), I(M \ (E − J))) = (J, I(M E − J)), der
I(M \ (E − J)) = {X ⊆ E − (E − J)|X ∈ I(M)} = {X ⊆ J |X ∈ I(M)}Altså vil M \ (E − J) bestå av grunnmengden J og de uavhengige mengdene i J er demengdene som er inneholdt i J og som er uavhengige mengder til M(dvs inneholdt i I(M)).Dette svarer til det som skjer med matroiden til generatormatrisen, M [G], for en lineærkode C, når vi punkterer mengden J fra C. På grunnlag av dette denerer vi følgende:Denisjon 4.2.3. La M være en matroide på grunnmengden E. La J ⊆ E. Vi denererden punkterte matroiden, PJ (M), som:
PJ(M) = M \ (E − J).Tilsvarende vil kontraksjonen av (E − J) fra M være gitt ved:
M/(E − J) = (M∗ \ (E − J))∗Dette svarer til det som skjer med matroiden M [G] for en generatormatrise G for en lineærkode C, når vi forkorter mengden J fra koden C(Forkorting av koder får vi ved å punktere
J fra dualkoden og så dualisere. Da den duale til matroiden til en kode er matroiden til denduale koden blir dette riktig). Av dette denerer vi:28
Denisjon 4.2.4. La M være en matroide på grunnmengden E. La J ⊆ E. Vi denererden forkortede matroiden, MJ , som:
MJ = M/(E − J)Vi gjengir Teorem 4.1.3 i matroidespråk:Teorem 4.2.5. La M være en matroide på grunnmengden E. La J ⊆ E og la rangen værelik r(M). Da vil:1) r(PE−J(M)) + r(MJ) = r(M), 2) r(PJ(M∗)) = |J | − r(MJ)3) r(M∗)E−J = r(M∗) − |J | + r(MJ) = |E − J | − r(M) + r(MJ)Bevis. Vi begynner med å vise 1). Vi har at:
r(PE−J(M)) + r(MJ) = r(M \ J) + r((M
∗ \ (E − J))∗)
= rM (E − J) + |J | − rM∗(E \ (E − J)) = rM (E − J) + |J | − rM∗(J)
= rM (E − J) + |J | − (|J | + rM (E − J) − rM (E)) = rM (E) = r(M)Den fjerde likheten følger av Proposisjon 1.2.12. Den siste likheten følger av at rangen tilmatroiden er lik rangen til grunnmengden E. Med uttrykket rM (E) mener vi rangfunksjonentil M på mengden E.Viser så 2) ved:
r(M∗ \ (E − J)) = rM∗(E − (E − J)) = rM∗(J)
= |J | − (|J | − rM∗(J)) = |J | − r((M
∗ \ (E − J))∗) = |J | − r(MJ)Viser så 3). Ved å bruke 1) for M∗ istedenfor M og |E − J | istedenfor J får vi:
r(M∗E−J) = |E| − r(M) − r(PJ (M
∗)) = r(M∗) − r(PJ(M
∗))For å vise at dette er r(M∗) − |J | + r(MJ) må vi vise at:
−r(PJ(M
∗)) = −|J | + r(MJ)29
Men dette følger direkte av 2). Da er 3) bevist.Proposisjon 4.2.6. La M være en matroide på grunnmengden E og la J ⊆ E. La M∗være dualmatroiden. Da vil: i) ki(M) + k̃n−i(M) = r(M∗)ii) ki(M) = maxJ{r(M∗J )||J | = i}iii) k̃i(M) = minJ{r(PJ (M∗))||J | = i}Bevis. Vi begynner med å vise i). Av Denisjon 4.2.2 har vi at invers DLP er gitt ved:
k̃i = i − ki(M
∗)i) kan da uttrykkes ved:
ki(M) + (n − i) − kn−i(M
∗) = r(M∗)Dvs:
ki(M) − kn−i(M
∗) = r(M∗) − n + iLa i = 0. Da vil:
k0(M) = 0, kn−0(M∗) = kn(M∗) = n − r(M∗)som gir:
k0(M) − kn(M
∗) = 0 − (n − r(M∗)) = r(M∗) − nHar at i) holder for i = 0. Vi ser nå hva som skjer i spranget i →֒ i + 1. Vi har at:
ki+1(M) − ki(M) = 1, hvis i + 1 = dj(M∗), for 1 ≤ j ≤ r(M∗). Og 0 ellers.
kn−i(M
∗) − kn−(i+1)(M
∗) = 1, hvis n − i = dl(M), for 1 ≤ l ≤ r(M). Og 0 ellers.Dualitetsteoremet for høyere vekter til matroider(Se Proposisjon 2.1.5) sier at j, for 1 ≤
j ≤ n enten er en høyere vekt til M eller n + 1− j er en høyere vekt til M∗(Disse tilfellenevil gjensidig utelukke hverandre). Av dette får vi.30
i + 1 = dj(M), 1 ≤ j ≤ r(M) ⇐⇒
n + 1 − (i + 1) = n − i 6= dl(M
∗), 1 ≤ l ≤ r(M∗)Derfor vil:
ki+1(M) − ki(M) = 1 ⇐⇒
kn−i(M
∗) − kn−(i+1)(M
∗) = 0Vi har da at:
ki+1(M) − ki(M) + kn−i(M
∗) − kn−(i+1)(M
∗) = 1som gir
[ki+1(M) − kn−(i+1)(M
∗)] − [ki(M) − kn−i(M
∗)] = 1Vi har derfor at venstre side øker med 1 i spranget i →֒ i + 1, og likeledes for høyre side.Formel i) holder derfor for alle i, 0 ≤ i ≤ n.Viser ii). Av Denisjon 4.1.1 har vi at:
ki(M) = max{j|dj(M) ≤ i}Dette kan omformes til:
max{j|minJ{|J ||r(M
∗
J ) = j} ≤ i}Vi skal nå vise at dette er det samme som:
maxJ{r(M
∗
J )||J | = i}Anta at vi har har en funksjon f :
f : P (E) −→ Z,som tilfredstiller aksiomene i)' og ii)' for rangfunksjonen til en matroide. La:
dj(M) = min{|J ||f(J) = j}Da vil:
max{j|dj(M) ≤ i} = h(i)31
= maxJ{f(J)||J | = i} = g(i)At h(i) = g(i) kan vi vise ved at h(i) og g(i) øker med 1 i de samme sprangene.For i = 0 vil h(0) = g(0) = ∅. Vi ser at h(i) = j, når i ∈ [dj , dj+1 − 1]. I spranget i →֒ i + 1vil h(i) forholde seg konstant dersom både h(i) og h(i + 1) ligger mellom det samme paretav høyere vekter. Og h(i + 1) = h(i) + 1 dersom h(i + 1) har samme verdi som en høyerevekt.Viser nå at g(i) = j, når i ∈ [dj , dj+1 − 1]. La i ∈ [dj , dj+1 − 1]. Da nnes det en J med
|J | = dj slik at f(J) = j. La J ′ = J ∪ {e1, ..., ei−dj} slik at |J ′| = dj + (i − dj) = i Da vil
f(J ′) ≥ f(J) = j, som gir at g(i) ≥ j. Det gjenstår da å vise at g(i) ≤ j. Anta det motsatte.Da vil det eksistere J ′′ med |J ′′| = i slik at f(J ′′) = j′′ > j. Men dette vil gi at dj′′ ≤ i,som igjen gir dj′′ < dj+1. Dette betyr at j′′ < j + 1(Dette følger av monotomiegenskapenfor høyere vekter) som er en selvmotsigelse. Vi har derfor at g(i) = j, for i ∈ [dj , dj+1 − 1].På grunnlag av dette ser vi at g(i) forholder seg konstant i spranget i →֒ i + 1 hvis i og
i + 1 ligger mellom det samme paret av høyere vekter. Hvis i + 1 har samme verdi som enhøyere vekt vil g(i + 1) = g(i) + 1. Vi har da at:
g(i + 1) = g(i) ⇐⇒ h(i + 1) = h(i),og tilsvarende:
g(i + 1) = g(i) + 1 ⇐⇒ h(i + 1) = h(i) + 1Da følger beviset for del (ii) ved å bruke f(i) = maxJ{r(MJ)∗||J | = i}. Vi har at
f(i) = maxJ{r(MJ )
∗||J | = i} = maxJ{|J | − r(J)||J | = i}, tilfredsstiller aksiomene (i)' og(ii)' for rangfunksjoner fra Kap. 1. Vi merker oss at dette er samme funksjon som F (J) ibeviset for Prop. 2.1.5.Viser til slutt iii). Av Denisjon 4.2.2 har vi at:
k̃i(M) = i − ki(M
∗)Vi kan da omforme iii) til:
ki(M
∗) = i − minJ{r(PJ (M
∗))||J | = i}Dette vil igjen være ekvivalent med:
ki(M
∗) = maxJ{|J | − r(PJ(M
∗))||J | = i}Ved å bruke ligning 2) i Teorem 4.2.5 får vi:
ki(M
∗) = maxJ{r(MJ )||J | = i}Av Denisjon 4.2.1 har vi. 32
ki(M
∗) = max{j|dj(M
∗) ≤ i}At de siste to beskrivelsene er identiske følger av beviset for del ii), med M∗ for MVi denerer nå LDP for matroider.Denisjon 4.2.7. La M være en matroide på grunnmengden E og la J ⊆ E. LDP til Mer denert ved:
m(M) = {mj(M)|0 ≤ j ≤ n}der komponentene er gitt ved:
mj(M) = min{i|ki(M) ≥ j}Som for koder vil LDP svare til vekthierarkiet(Se bemerkningen under Denisjon 4.2.1).Vi tar med matroideversjonen til Korollar 4.1.7Korollar 4.2.8. La M være en matroide på grunnmengden E. La J ⊆ E og la M∗ væredualmatroiden. Da vil:
mj(M) = minJ{|J | : r(M
∗
J) = j} 1)
= minJ{|J | : r(M
∗) − r[PE−J(M
∗)] = j} 2)
= minJ{|J | : |J | − r[PJ(M)] = j} 3)
= minJ{|J | : r[(M)E−J ] − r(M) + |J | = j} 4)Bevis. Vi ser at 3) følger av tilsvarende sats for dj(M). Derfor er det nok å vise at formlene
1), 2), 3) og 4) er de samme. Ved å dualisere M i 1) og 2) vil likhet følge av 1) Teorem4.2.5.Betrakt mj(M) på grunnmengden E − J istedenfor J . Viser nå at 1) og 3) er like. Formel
1) kan uttrykkes ved:
minJ{|E − J ||r(M
∗)E−J = j}Ved 4.2.5 del 3) er dette:
minJ{|E − J ||r(MJ) − r(M) = j}Av 1) Teorem 4.2.5 vil:
r(MJ) − r(M) = −r(PE−J(M))33
Dermed omformes uttrykket til:
minJ{|E − J |||E − J | − r(PE−J(M)) = j}Men dette er det samme som:
minJ{|J |||J | − r(PJ(M)) = j},som svarer til 3) Teorem 4.2.5Tilsvarende vil 4) betraktet på grunnmengden |E − J | være gitt ved:
minJ{|E − J ||r(MJ ) − r(M) + |E − J | = j}At dette svarer til likhet 1) følger av Teorem 4.2.5 del 3).4.3 Sammenhengen mellom DLP og EkvivokasjonVi denerte DLP til en kode C i Denisjon 4.1.5. Da DLP og LDP er bestemt av hverandreog LDP svarer til vekthierkiet vil DLP og de høyere vektene være bestemt av hverandre. Vihar tidligere sett at de høyere vektene og ekvivokasjonen bestemmer hverandre. Vi ser nåpå hvordan vi kan nne ekvivokasjonen ved hjelp av DLP.Av Eksempel 4.1.8 har vi at DLP til [15, 11]-Hammingkoden er gitt ved:
{0, 0, 0, 1, 1, 2, 3, 4, 4, 5, 6, 7, 8, 9, 10, 11}De høyere vektene er gitt ved:
{0, 3, 5, 6, 7, 9, 10, 11, 12, 13, 14, 15}Av Eksempel 4.1.12 er ekvivokasjonen gitt ved:
{4, 4, 4, 4, 4, 4, 4, 4, 3, 3, 3, 3, 2, 2, 1, 0}Vi ser at ekvivokasjonen forholder seg konstant i det den omvendte følgen til DLP avtarmed 1 fra høyre. Ekvivokasjonen avtar med 1 i det den omvendte følgen DLP forholder segkonstant. I vårt tilfelle har vi da at: 34
△s = (n − s) − k̃n−s(C), 0 ≤ s ≤ nAv Eksempel 4.1.12 er Invers DLP gitt ved:
{0, 1, 2, 3, 4, 5, 6, 7, 7, 8, 9, 10, 10, 11, 11, 11}Ekvivokasjonen forholder seg konstant i det Invers DLP øker. Ekvivokasjonen avtar med
1 i det Invers DLP forholder seg konstant. I dette tilfelle ser vi at:
△s = (n − k) + ks(C) − s, 0 ≤ s ≤ nAlternativt kunne formelen vært innsett direkte ved å bruke at: ks(C) + k̃n−s(C) =
dim(C)Av Eksempel 4.1.12 har vi at Invers DLP til C⊥ er gitt ved:
{0, 1, 2, 2, 3, 3, 3, 3, 4, 4, 4, 4, 4, 4, 4, 4}Vi ser at dette er den omvendte ekvivokasjonen til [15, 11]-Hammingkoden. Dvs:
△s = k̃n−s(C
⊥), 0 ≤ s ≤ nDisse uttrykkene for △s lar seg lett generalisere. Vi overlater det til leseren å vise atdisse uttrykkene holder for koder generelt.4.4 DLP og ekvivokasjon til en grafVi har tidligere denert de høyere vektene til en graf. Da DLP er denert ved hjelp av dehøyere vektene kan vi denere DLP til en graf.De høyere vektene dh(G) til en graf G angir den minste undergrafen som inneholder h sykler.Da vil 0-ene i DLP vil da svare til antall kanter som utgjør den minste sykelen i grafen.Videre vil 1-erne svarer til den minste undergrafen som inneholder 2 sykler, osv. Da ki erdenert for 0 ≤ i ≤ n, vil antall komponenter i DLP være 1 større enn antall kanter til G.Det siste elementet i DLP har derfor ingen grafteoretisk fortolkning.Eksempel 4.4.1. Betrakt grafen K4(se Figur 2.1). Vekthierarkiet(LDP) er gitt ved: {0, 3, 5, 6}DLP er da gitt ved:
{0, 0, 0, 1, 1, 2, 3}
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Vi fortolker nå ekvivokasjonen for en graf. Vi vet at ekvivokasjonen til en kode svarer tilden omvendte inverse DLP til dualkoden. Fra grafteorien følger det av konstruksjonen avden duale til en graf G at en kantmengde er en sykel i G hvis og bare hvis den er en minimalseparerende kantmengde(dvs den minste undergrafen som ved å fjerne den fra grafen gjør atantall komponeneter øker med 1) i G⊥. Ekvivokasjonen til en graf vil forholde seg konstantdersom vi ved å fjerne en kant ikke kan danne en minimal separerende kantmengde, og avtardersom vi ved å fjerne en kant kan danne en minimal separerende kantmengde. På grunnlagav dette formulerer vi følgende resultat:Proposisjon 4.4.2. Gitt en sammenhengende graf G. Ekvivokasjonsfunksjonen △s er slikat △s = m, hvis det maksimale antall sammenhengende komponenter vi kan danne ved åfjerne s kanter er m + 1.Eksempel 4.4.3. Betrakt igjen K4. Vi har at K4 er selvdual, så DLP til K⊥4 er lik DLPtil K4. Invers DLP er da gitt ved:
{0, 1, 2, 2, 3, 3, 3}Ekvivokasjonen vil da være gitt ved den omvendte følgen. Vi har derfor at △0 = △1 = △2 =
3, △3 = △4 = 2, △5 = 1 og △6 = 0. Vi ser at vi ved å fjerne den tredje kanten får ekvi-vokasjonen redusert for første gang(Dette svarer til antall kanter i en minimal separerendekantmengde til K4). Ved å fjerne ytterligere to kanter vil ekvivokasjonen avta igjen.(Dettesvarer til antall kanter i en minimal separerende kantmengde til undergrafen vi kk ved åfjerne den første minimale separerende kantmengden fra K4). Videre vil ekvivokasjonen avtafra 1 til 0, da vi fjerner den siste kanten i K4.
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Kapittel 5Relativ dimensjon/lengde prol,relativ rangfunksjon ogkvasimatroider5.1 Relativ dimensjon/lengde prolVi har tidligere denert DLP, invers DLP og LDP for en lineær kode C. Vi utvider nå dissekonseptene til å gjelde for to-kode format. Dette har sammenheng med ekvivokasjonen tilen kode med matrise i to deler som beskrevet i Kapittel 3.4. Vi begynner med å denereanalogene til DLP og invers DLP for to-kode format.Denisjon 5.1.1. La C1 være en [n, k1]-kode og la C2 være en [n, k2]-underkode til C1.Den relative dimensjon/lengde prolen, RDLP, er denert ved:
K(C1, C2) = {Ki(C
1, C2)|0 ≤ i ≤ n}, der
Ki(C
1, C2) = max{dimC1J − dimC
2
J ||J | = i}Denisjon 5.1.2. La C1 og C2 være som beskrvet ovenfor. Den inverse relative dimen-sjon/lengde prolen, IRDLP, er denert ved:
K̃(C1, C2) = {K̃i(C
1, C2)|0 ≤ i ≤ n}, der
K̃i(C
1, C2) = min{dimPJ (C
1) − dimPJC(
2)||J | = i}Bemerkning 5.1.3. Setter vi k2 = 0 har vi de vanlige prolene.Vi gjengir følgende resultat som viser at RDLP og IRDLP er bestemt av hverandre.37
Teorem 5.1.4. La C1 og C2 være som beskrvet ovenfor. RDLP og IRDLP er relatert ved:
Ki(C
1, C2) = (k1 − k2) − K̃n−i(C
1, C2)Bevis. Se [LMVC℄Vi minner om situasjonen beskrevet i Kapittel 3.4. La A være paritetssjekkmatrisen tilkoden C1. Fra Kapittel 3.4 har vi at A = (A1, A2)T var en r×n matrise i to deler der A1 varen r1 × n matrise og A2 var en r2 × n matrise. A hadde som funksjon å skjule informasjoni y. Vi krypterte y ved Ax = y for så å sende x. Kombinerer vi Teorem 3.4.1 og Denisjon4.5.2 har vi følgende resultat som viser sammenhengen mellom IRDLP og ekvivokasjonentil en kode med matrise i to deler:Korollar 5.1.5. La C1 og C2 være som før. For 0 ≤ s ≤ n vil:
△1|2;s = K̃n−s(C
1, C2)Vi ser at K(C1, C2) er et mål for usikkerheten. Som for en kode med enkelt format vil
K(C1, C2) være ikke-avtagende. Følgende Proposisjon viser at RDLP og IRDLP på detmeste kan øke med 1 i spranget i →֒ i + 1.Proposisjon 5.1.6. La C1 og C2 være som før. For 0 ≤ i ≤ n − 1 vil:
0 ≤ Ki+1(C
1, C2) − Ki(C
1, C2) ≤ 1
0 ≤ K̃i+1(C
1, C2) − K̃i(C
1, C2) ≤ 1Vi har også at:
K0(C
1, C2) = K̃0(C
1, C2) = 0, og
Kn(C
1, C2) = K̃n(C
1, C2) = k1 − k2Bevis. Se [LMVC℄Tilsvarende denerer vi den relative lengde/dimensjon prolen som en generalisering avLDP som vi tidligere har denert.Denisjon 5.1.7. La C1 og C2 være som før. Den relative lengde/dimensjon prolen,RLDP, er denert ved: 38
M(C1, C2) = {Mj(C
1, C2)|0 ≤ j ≤ k1 − k2}, der
Mj(C
1, C2) = min{dimC1J − dimC
2
J ≥ j}Vi husker at LDP svarte til de høyere vektene til en kode C. Tilsvarende kan vi si atRLDP svarer til de relative høyere vektene til C. Neste resultat viser relasjonen mellomRDLP og RLDP:Teorem 5.1.8. La C1 og C2 være som før. Da vil:
Mj(C
1, C2) = min{i|Ki(C
1, C2) ≥ j}, og
Ki(C
1, C2) = max{j|Mj(C
1, C2) ≤ i}, der
0 ≤ j ≤ k1 − k2 og 0 ≤ i ≤ nBevis. Se [LMVC℄Kombinerer vi Teorem 5.1.4 og Teorem 5.1.8 ser vi at RDLP, IRDLP og RLDP erbestemt av hverandre.Vi vet at RDLP er en ikke-avtagende følge fra 0 til k1 − k2. Fra Teorem 5.1.8 har vi da at:
Mj(C
1, C2) = min{i|Ki(C
1, C2) ≥ j} = min{i|Ki(C
1, C2) = j}, der 0 ≤ j ≤ k1 − k2. Densiste likheten følger av at: {i|Ki(C1, C2) = j}∩{i|Ki(C1, C2) ≥ j +1} = ∅. Vi ser at RLDPer strengt økende(dette i samsvar med LDP som svarer til de høyere vektene). På grunnlagav dette formulerer vi følgende Proposisjon:Proposisjon 5.1.9. La C1 og C2 være som før. Da vil:
Mj(C
1, C2) = min{i|Ki(C
1, C2) ≥ j}
= min{|J ||dimC1J − dimC
2
J = j}, hvor
M0(C
1, C2) = 0, og 0 ≤ j ≤ k1 − k2Vi ser nå på en øvre begrensning, UP (K̃), av K̃s. Fra Korollar 5.1.5 vet vi at K̃n−s erekvivokasjonen til en kode. Vi kan da si at UP (K̃) angir en øvre begrensning for den rever-serte ekvivokasjonen. Vi husker at ekvivokasjonen er et mål for usikkerheten, så et par avkoder som oppfyller denne begrensningen med likhet vil være de mest robuste ved kanalav-lytting(Vi skal senere se at de parene av koder med denne egenskapen er en generaliseringav MDS-koder). Vi innfører også to andre begrensninger, LO(K) og UP (M)(som er engeneralisering av singletonbegrensningen). Først denerer øvre og nedre begrensning av tofølger med heltall. O 39
Denisjon 5.1.10. Gitt to heltallsfølger {π1, ..., πn} og {δ1, ..., δn}. Vi sier at {π1, ..., πn}er øvre begrenset av {δ1, ..., δn} hvis πi ≤ δi for 0 ≤ i ≤ n. Tilsvarende vil {π1, ..., πn} værenedre begrenset av {δ1, ..., δn} hvis πi ≥ δi for 0 ≤ i ≤ nNeste resultat angir begrensningene UP (K̃), LO(K) og UP (M) for et to-kode format.Teorem 5.1.11. La C1 og C2 være som før. Invers RDLP, K̃(C1, C2) er øvre begrenset av
UP (K̃) gitt ved:
{UP (K̃)i|0 ≤ i ≤ n} = {0, ..., 0, 1, 2, ..., k1 − k2, ..., k1 − k2},der max{i|UP (K̃)i = 0} = k2.RDLP, K(C1, C2) er nedre begrenset av LO(K) gitt ved:
{LO(K)i|0 ≤ i ≤ n} = {0, ..., 0, 1, 2, ..., k1 − k2, ..., k1 − k2},der max{i|LO(K)i = n − k1}.RLDP, M(C1, C2), er øvre begrenset av UP (M) gitt ved:
{UP (M)j |0 ≤ j ≤ k1 − k2} = {0, n − k1 + 1, n − k1 + 2, ..., n − k2}Bevis. Se [LMVC℄Bemerkning 5.1.12. Vi ser at UP (M) er en generalisering av singletonbegrensningen(RLDP svarer til de relative høyere vektene og da vil d1 ≤ n − k1 + 1)Neste resultat belyser sammenhengen mellom UP (K̃), LO(K) og UP (M).Proposisjon 5.1.13. Dersom en av begrensningene, UP (K̃), LO(K) og UP (M), er oppfyltmed likhet vil alle tre være oppfylt med likhet. Vi har at UP (K̃) er oppfylt med likhethvis og bare hvis K̃k1(C1, C2) = k1 − k2, LO(K) er oppfylt med likhet hvis og bare hvis
Kn−k1(C
1, C2) = 0 og UP (M) er oppfylt med likhet hvis og bare hvis M1(C1, C2) = n−k1+1Bevis. Se [LMVC℄Dersom k2 = 0(som gir at C2 = ∅) har vi M1(C1, C2) svarer til den tradisjonelle single-tonbegrensningen. Vi har da at C1 er MDS hvis og bare hvis M1(C1, ∅) = n−k1 +1(dvs omden oppfyller singletonbegrensningen med likhet) eller Kn−k1(C1, ∅) = max{dimC1J ||J | =
n − k1} = 0, der J ⊆ {1, ..., n}. Dersom C1 er MDS har vi da at for en vilkårlig underkode
C2 ⊆ C1 vil: Kn−k1(C1, C2) = max{dimC1J − dimC2J ||J | = n − k1}. Dette kommer av atvi får 0 for max{dimC1J ||J | = n − k1 + 1} da vi ikke har noen koderod av vekt n − k1 forMDS-koden C1. Da vil også fradragsleddet bli 0, som gir at Kn−k1(C1, C2) = 0. Så dersom
C1 er MDS vil (C1, C2) oppfylle UP (K̃), LO(K) og UP (M) med likhet.40
Vi undersøker nå om det nnes koder som ikke er MDS, men som oppfyller begrensningenei Proposisjon 5.1.13. La C1 være en [n, k, d]-kode som er nær MDS. Vi har da at:
Kn−k1(C
1) = max{dimC1J ||J | = n − k1} = 1,da det eksisterer kodeord av vekt n− k1, men det ikke eksisterer 2-dimensjonale underrommed støttevekt høyst lik n−k1 +1. La C2 være en underkode av C1. Dersom C2 inneholderkodeord av vekt n−k1 vil Kn−k1(C2) = 1. Og videre har vi at hvis C2 inneholder alle kodeordav vekt n − k1 i C1 vil Kn−k1(C1, C2) = 0. Dersom C2 ikke inneholder et kodeord av vekt
n−k1 vil Kn−k1(C2) = 0, som gir Kn−k1(C1, C2) = 1. Vi får også at M1(C1, C2) = 1(detteer en direkte konsekvens av at C er nær-MDS)Vi har tidligere denert ekvivokasjonen til en kanal med matrise i to deler. Denne er gitt ved:
∆1|2:s = minH(Y
1|Zσ, Y 2),Av Korollar 5.1.5 har vi at:
∆1|2:s ≤ K̃n−s(C
1, C2) = k1 − k2Vi har at k1 − k2 er den maksimale verdien i UP (K̃)). Vi observerer at dersom s ≤ k1vil k1 − k2 bare være en mulig verdi for ∆1|2:s(dette følger av at UP (K̃s) bare kan hadenne verdien for s ≥ n − k + 1). Antall 0-er i UP (K̃) vil være lik k2, deretter vil denøke(ikke nødvendigvis monotont) i k1 − k2 steg til maksimalverdien k1 − k2. Dersom vi har
s = n − k + 1(likhet i singletonbegrensningen) får vi at ∆1|2:s = k1 − k2 som gir maksimalekvivokasjon. (UP (K̃) vil da øke monotont fra k2 til k1 − k2). For k2 = 0 vil dette svare til
∆1|2:s = k for den vanlige prolen.Vi innfører nå et nytt begrep hentet fra kryptograen: Perfet serey. La:
H(Y 1|Zσ, Y 2) = H(S1) 1)betegne perfet serey med hensyn på ∆1|2:s. La s = 0 og A2 = 0 i Teorem 3.4.1.Dersom vi ser på den øverste delen av matrisen A1 med rang k1 − k2(dvs vi eksluderer de
k2 nederste radene) vil 1) svare til:
K̃(C1, C2) = k1 − k2(fordi H(S1) = k1 − k2)Dette svarer til maksimal ekvivokasjon. Dvs. tredjeparten kjenner alle yi-ene men ingenav xi-ene. Det at xi-verdiene blir holdt skjult for avlytter(dvs all informasjon som kan holdeshemmelig for en tredjepart holdes hemmelig) er det som ligger i begrepet perfet serey.41
Hvis C1 og C2 er gode koder vil denne tilstanden av maksimal ekvivokasjon vedvare lengstmulig(dvs i hele området s ∈ [o, ..., k1]). Dette er ekvivalent med at begrensningene UP (K̃),
LO(K) og UP (M) er oppfylt med likhet. I praksis vil dette bety at ved å avlytte k1 av
xi-ene, i tillegg til de k2 yi-ene vil avlytteren ikke få noe mer informasjon enn om han/hunbare hadde avlyttet yi-ene.5.2 Relativ rangfunksjon og kvasimatroiderVi undersøker nå om det lar seg gjøre å formulere teorien i forrige seksjon i matroidespråk.Den relative rangfunksjonen, R(J), vil være gitt ved:
R(J) = dimPJ (C
1) − dimPJ (C





)La C2 være underkoden med generatormatrise A2 = (1 1). La I = {1} og J = {2}. Davil I ∩ J = ∅ og I ∪ J = {1, 2}. Vi har at R(I ∩ J) = 0, R(I ∪ J) = 1 og R(I) = R(J) = 0.Vi ser at tredje aksiom ikke holder, da venstre side er 1 mens høyre side er 0.Av Eksempelet ser vi at vi ikke har noen rangfunksjon i det relative tilfellet, og vihar følgelig ingen matroidestruktur. Vi kan også se at vi ikke har noen rangfunksjon vedå bruke at en delmengde, T , er uavhengig dersom |T | = R(T ). Videre vil rangen, R(S),være den maksimale kardinaliteten til en uavhengig mengde gitt at vi har en matroidemed rangfunksjon R. Av Eksempelet ovenfor har vi at R({∅}) = R({1}) = R({2}), mens
R({1, 2}). Største delmengde av mengden {1, 2} som oppfyller at |T | = R(T ) er ∅, men vihar sett at R({S}) = 1.Vi har sett at R(S) ikke oppfyller aksiom 3). Vi viser nå at den oppfyller aksiom 1) og 2)og hvordan vi kan denere en kvasimatroide som ligger nærmest mulig denisjonen til enmatroide. 42
Det er lett å se at aksiom 1) holder. Gitt en delmengde T kan ikke rangen være større ennkardinaliteten. Ser på aksiom 2): Vi har at R(J) = dimPJ (C1) − dimPJ (C2), der J er enindeksmengde for kolonner til A. Fjern så kolonnene i A som ligger over indeksene i J , ogvi får en matrise AJ . Vi transpornerer så denne matrisen og betegner den (AJ)T . Radenei A som dannet A2 er nå en delmengde av kolonnerommet til (AJ)T . Det er k1 rader i Aog derfor også k1 kolonner (AJ)T . For de k2 kolonnene som utgjør A2 vil disse svare tilen indeksmengde S av kardinalitet k2 som er inneholdt i indeksmengden E = {1, 2, ..., k1}for kolonnene i (AJ)T . Derfor vil dimPJ(C2) svare til dimPS(D), der D er koden som har
(AJ )
T som generatormatrise. Videre vil dimPJ (C1) svare til dimD. Vi har da at:
R(J) = dimPJ (C
1) − dimPJ(C
2) = dimPS(D) − dimDAv Teorem 4.1.3 ser vi at det siste uttrykket er ekvivalent med dimDE−S . Vi har daat R(J) svarer til dimensjonen til vektorrommet som består av vektorene(kodeordene) iradrommet D til (AJ)T som er null i S(og derfor ikke null i E − S).La nå I ⊆ J . Ved å følge prosedyren ovenfor vil R(I) være lik dimenjonen til vektorrommetsom består av vektorene(kodeordene) i D til (AJ)T som er null i S. Men da I er en delmengdeav J vil de radene i (AJ)T som svarer til indeksene i J − I(disse er kolonneindekser tilden opprinnelige matrisen A) bli eksludert. Vi ser at de vektorene som oppfyller dette iradrommet D til (AJ)T også vil gjøre det i det mindre radrommet. Derfor vil R(I) ⊆ R(J).Vi minner om de alternative rangaksiomene (i)', (ii), (iii)' fra Teorem 1.2.7:i)' r(∅) = 0ii)' r(J) ≤ r(J ∪ {x}) ≤ r(J) + 1iii)' Hvis r(J ∪ {x}) = r(J ∪ {y}) = r(J), så vil r(J ∪ {x} ∪ {y}) = r(J)Da aksiom (i) impliserer (i)', og aksiom (i) holder for funksjonen J −→ R(J) , holder aksiom(i)'. Videre vil en minimal revisjon av de siste 5 linjene i beviset for at aksiom (ii) holderfor funksjonen R, gi at aksion (ii)' holder. Vi har da at aksiom (i)' og (ii)' holder for R, menikke (iii)' (for hadde (i)',(ii)',(iii)' holdt, ville det ekvivalente aksiomsettet (i),(ii), (iii) holdt,og (iii) holder ikke, så vi i Eksempel 5.2.1.). Vi vil nå gi et eget navn til slike funksjonersom tilfredsstiller (i)' og (ii)':Denisjon 5.2.2. La E = {1, 2, ..., n}. La R : P ({1, 2, ..., n}) −→ N∪{0} være en funksjonsom oppfyller rangaksiom i)' og ii)', men ikke nødvendigvis rangaksiom iii)'. Vi kaller paret
(E,R) for en kvasimatroide.Denisjon 5.2.3. La E og R være som ovenfor. La J ⊆ E. Vi kaller paret (E,R∗) denduale kvasimatroiden der rangfunksjonen R∗(J) er gitt ved:43
R∗(J) = |J | + R(E − J) − R(E)Vi kan se at R∗(J) er den duale rangfunksjonen ved å vise at (R∗)∗(J) = R(J). Vi harat:
(R∗)∗(J) = |J | + R∗(E − J) − R∗(E) =
|J | + (|E − J | + R(J) − R(E)) − (|E| + R(E − E) − R(E)) = R(J)Vi denerer så de høyere vektene, komponentene til DLP, komponentene til invers DLPog dualene til disse.:Denisjon 5.2.4. Gitt en kvasimatroide med grunnmengde E med rangfunksjon R(J) ogdual rangfunksjon R∗(J). De høyere vektene, di, er gitt ved:
di = min{|J ||R(J) = |J | − i}De høyere vektene, d∗i , er gitt ved:
d∗i = min{|J ||R
∗(J) = |J | − i}Denisjon 5.2.5. Komponentene til DLP, ki, er gitt ved:
ki = max{j|dj ≤ i}Komponentene til DLP til den duale kvasimatroiden, k∗i , er gitt ved:
k∗i = max{j|d
∗
j ≤ i}Denisjon 5.2.6. Komponentene til invers DLP, k̃i, er gitt ved:
k̃i = i − k
∗
iKomponentene til invers DLP til den duale kvasimatroiden, k̃∗i , er gitt ved:
k̃∗i = i − kiVi vil nå vise analogien til Proposisjon 4.2.6 for kvasimatroider. Den første av de trepåstandene derfra formulerer vi nå slik:




∗(E) − n + i 1)44
Vi vil først vise 1) for n = 0, det vil si: k0 = 0 og k∗n = n − R∗(E)Da di ≥ 1, for alle i ≥ 1 har vi at:
k0 = max{j|dj ≤ 0} = 0Videre har vi at
k∗i = max{j|d
∗
j ≤ n} = n − R
∗(E)Her har vi brukt at hvis A ⊆ B vil F ∗(A) ≤ F ∗(B), eller F (A) ≤ F (B). Dette følger avat |A|−R(A) ≤ |B|−R(B) =⇒ R(B)−R(A) ≤ |B|−|A|. Vi har da at B = A∪{x1, ..., xs},der s = |B| − |A|. Det at 1) holder for i medfører at den holder for i + 1, viser vi på sammemåte som i tilsvarende sats for matroider i Kapittel 4. En viktig ingrediens er i begge tilfelleraksiom (ii)' fra Teorem 1.2.7.Den andre påstanden i Proposisjon 4.2.6 omformulerer vi til:
ki = maxJ{|J | − R(J)||J | = i}Vi har at ki = max{j|dj ≤ i}. Men dette følger direkte av beviset for matroider.Den tredje påstanden i Proposisjon 4.2.6 omformulerer vi til:
k̃i = minJ(R ∗ (J)||J | = i
k∗i = minJ{R
∗(J)||J | = i}Vi ønsker å omforme dette til en ekvivalent påstand som vi vet er sann. Vi har at:
k̃i = i − k
∗
iDette kan omformes til:
k∗i = i − minJ{R
∗(J)||J | = i}som igjen er ekvivalent med:
maxJ{|J | − R
∗(J)||J | = i}men dette er det samme som:
maxJ{j|d
∗
j ≤ i}Dermed holder alle påstandene fra Proposisjon 4.2.6 også i kvasimatroidesammenheng.Videre kan vi vise analogien til dualitetsresultatet, Proposisjon 2.1.5, også for kvasimatroi-der, da beviset for denne satsen essensielt bare bruker aksiom (i)' og (ii)'.45
Kapittel 6Trelliser og trellisdekoding6.1 TrelliserVi denerer nå en type vektede digrafer kalt trelliser. Vi ser på hvordan disse trellisene kanbrukes til dekoding og sammenhengen mellom trelliser og DLP til koden.La F være et alfabet. En trellis er en digraf der hjørnene er i kolonner V0, V1, ..., Vn der Vi ermengden av tilstander(hjørner) i kolonne i. V0 består av et enkelthjørne som kalles kilden,
s, til trellisen. Kantmengden til trellisen er i kolonner Ei−1,i for i = 1, .., n der Ei−1,i harstarthjørne i Vi−1 og endehjørne i Vi. Hver av kantene er vektet og hver vekt er et elementi F . Alle stier fra s til t er av lengde n. En sti kan derfor betraktes som et kodeord til enkode av lengde n, der vektene danner kodeordet. Mengden, C, av alle kodeord representertav en sti i trellisen utgjør koden representert av trellisen. Gitt en villkårlig kode vil den-ne alltid være representert som en trellis, da vi kan la de |C| kodeordene utgjøre hver sinekant-disjunkte stier der vektene i hver sti danner et kodeord. To trelliser T og T ‘ er isomorfehvis det eksisterer en en-til-en korrespondanse f fra V til V ‘ slik at f(Vi) = V ‘i og gitt at αer en vekt til en kant i T fra v til v‘ hvis og bare hvis α er en vekt til en kant i T ‘ fra f(v)til f(v‘).Gitt en linær [n, k] kode C over Fq kan vi konstruere to forskjellige trelliser som representerer
C. Trellisen T̂ (C) er et tre der V̂i, mengden av alle tilstander i kolonne i, er mengden av alleforkortinger av lengde i av kodeordene i C. Dvs. Hvis (a1, ..., an) = c ∈ C, la ci = (a1, ..., ai)og la V̂i = {ci|c ∈ C}. Da vil V̂0 ha et element 0 som representerer nullkodeordet. De i+1-tekantene til T̂ (C) er på formen: (a1, ..., ai) −→ (a1, ..., ai+1). En sti av lengde n må ende i
V̂n som er lik C. Hvis c = cn er et slutthjørne er det kun kanten cn−1 som ender i C. Davil an være den siste koordinaten i kodeordet. Tilsvarende vil kun en kant ende i cn−1. Avinduksjon følger det at det eksisterer en unik sti fra 0 til c og denne stien utgjør kodeordet
c.Vi sier at T er en ekte trellis hvis V0 består av et starthjørnet 0, alle hjørnene i T er inne-holdt i en sti av lengde n og ingen stier av lengde i fra 0 korresponderer til samme tuple(somer ekvivalent med å si at ingen par av kanter har lik vekt og samme starthjørnet). T̂ (C) eret Eksempel på en ekte trellis. En trellis T til C sies å være minimal dersom for alle ekte46
trelliser T ‘ til C vil |Vi| ≤ |V ‘i |Vi ser nå på hvordan vi kan konstruere en minimal trellis. Vi begynner med å lage en ekviva-lensrelasjon∼ på V̂i slik: La t = (ai+1, ..., an) være en hale til ci hvis ci|t = (a1, ..., ai, ai+1, ..., an) ∈
C. Vi denerer ci ∼ c′i hvis halemengden til ci er den samme som til c′i(At ∼ oppfyller ak-siomene for en ekvivalensrelasjon er lett å se). La V̄ være mengden av alle V̄i, der V̄i ermengden av alle ekvivalensklasser i V̂i. La v̄i ∈ V̄i, og v̄i+1 ∈ V̄i+1. Da er det en kant fra
v̄i til v̄i+1, hvis og bare hvis det nnes hjørner v̂i ∈ V̂i og v̂i+1 ∈ V̂i+1, slik at det nnesen kant i T mellom v̂i og v̂i+1, og slik at v̂i er en representant for ekvivalensklassen V̄i og
v̂i+1 er en representant for V̄i+1. Videre vil vekten på denne kanten i T̄ være den sammesom på kanten mellom V̂i og V̂i+1. Dette vil være uavhengig av valg av representanter fraekvivalensklassene. Trellisen konstruert ovenfor betegner vi T̄ .Proposisjon 6.1.1. T̄ er en minimal ekte trellis og alle minimale ekte trelliser er isomorfetil T̄ .Bevis. Se [M℄Vi ser nå på hvordan vi kan konstruere minimal trellisen til den duale av [7, 4, 3]-Hammingkoden.Se Eksempel 3.28 for en representasjon til generatormatrisen. Ved å permutere 3 og 4 ko-lonne og 4 og 5 kolonne vil kodeordene være gitt ved:
(0, 0, 0, 0, 0, 0, 0), (1, 1, 1, 1, 0, 0, 0), (1, 0, 1, 0, 1, 1, 0), (0, 1, 1, 0, 1, 0, 1)



































Figur 6.1: Trellisen T̂ til den duale hammingkodenen trellis alltid er et nettverk). Men uavhengig av hvilken Denisjon vi bruker vil minimaltrellisen alltid ha denne egenskapen.Denisjon 6.1.2. La 0 ≤ i ≤ n. Den foregående underkoden til C er denert ved:
Pi = {c ∈ C|cj = 0 for alle j ≥ i + 1}Denisjon 6.1.3. La 0 ≤ i ≤ n. Den fremtidige underkoden til C er denert ved:
Fi = {c ∈ C|cj = 0 for alle j ≤ i}Per konvensjon setter vi Pn = F0 = C. Dersom vi former generatormatrisen, G, til Cpå trappetrinnform vil Fi utspennes av radene der de ledende 1-erne står til høyre.Vi gjengir følgende resultat som viser hvordan vi kan nne antall tilstander i en kolonne V̄iog antall kanter i en kolonne Ēi−1,i til en minimal trellis T̄ ved kjennskap til den foregåendeog fremtidige koden.Proposisjon 6.1.4. La si = logq|V̄i| og la k være dimensjonen til koden. La videre fi =
dim(Fi) og pi = dim(Pi). Da vil:
































Figur 6.2: Trellisen T̄ til den duale hammingkodenBevis. Vi viser først at ŝi = k − fi holder for en generell trellis ŝi. Vi har at ŝi = |PJ (C)|,der J = {1, ..., i}. La PJ være avbildningen:
PJ : C −→ PJ(C)denert ved:
(c1, ..., cn) −→ (c1, ..., ci)Kjernen til PJ vil da svare til alle tupleer av lengde n med 0 som koordinat på de i førsteplassene.
kerPJ = {c|(c1, ..., ci) = 0} = Fi(C)Av nullitet-rang Teoremet vil :
dimPJ (C) = dimC − dimFi(C)La dimPJ (C) = a. Da vil |PJ (C)| = qa. Vi har da at:
ŝi = logq|PJ (C)| = logqq
a = aDerfor vil:
ŝi = dimC − dimFi(C) = k − fi
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Vårt mål er å vise at s̄i = k − fi − piLa QJ være avbildningen:
QJ : C −→ F
n−i
qDenert ved:
(c1, ..., cn) −→ (ci+1, ..., cn)Vi har tidligere denert halemengde til et forkortet kodeord. Vi har tidligere vist at antallekvivalensklasser for en trellis T̂ er gitt ved qk−fi , for en gitt tilstand i. Ved å vise at antallelementer i ekvivalensklassene til (c1, ..., ci) er qpi vil dette bevise Proposisjon 6.1.4(Dettevil gi at antall ekvivalensklasser til en minimal trellis er gitt ved qk−fi/qpi = qk−fi−pi).De mengdene på formen (d1, ..., di) som har samme halemengde som (0, ..., 0)(av lengde i)svarer til PJ(kerQJ). Dette følger av at hvis (d1, ..., di) ∈ PJ(kerQJ), da er (d1, ..., di, 0..., 0)et kodeord, og dersom (d1, ..., di, di+1, ..., dn) er et kodeord da vil (0, ..., 0, di+1 , ..., dn) væreet kodeord. Dette kodeordet vil da være en hale for (0, ..., 0).La (0, ..., 0, ci+1 , ..., cn) være et kodeord(dvs en hale til (0, ..., 0)), og (d1, ..., di, 0, ..., 0) væreet kodeord. Da vil summen av disse kodeordene, d1, ..., di, ci+1, ..., cn, være en hale til
(d1, ..., di).Anta at (d1, ..., di) og (0, ..., 0)(av lengde i) har samme halemengde. Da vil summen av disse,
(d1, ..., di, 0..., 0), ha (0, ..., 0)(av lengde n − i) som hale, da (0, ..., 0)(av lengde i) har det.Dette gir at (d1, ..., di) ∈ PJ(kerQJ ).Vi har vist at 6.1.4 holder for ekvivalensklassen (0, ..., 0). Vi viser nå at den holder for engenerell ekvivalensklasse. Hvis (0, ..., 0) og (d1, ..., di) har samme halemengde vil (a1, ..., ai)og (a1 + d1, ..., ai + di) ha samme halemengde og omvendt.Dersom (0, ..., 0) og (d1, ..., di) har felles hale (hi+1, ..., hn) vil dieransen, (d1, ..., di, 0, ..., 0, ),være et kodeord.La (a1, ..., ai) ∈ PJ(C). Da vil (a1, ..., ai, hi+1, ..., hn) være et kodeord for passe (hi+1, ..., hn).Da vil (a1 + d1, ..., ai + di, hi+1, ..., hn) være et kodeord, slik at alle haler også er en hale for
(a1, ..., ai) og (a1 + d1, ..., ai + di). Dersom (hi+1, ..., hn) er en hale for (a1 + d1, ..., ai + di)vil det samme argumentet gi at den også er en hale for (a1, ..., ai).Hvis (a1, ..., ai) ∈ PJ(C) og (b1, ..., bi) har samme halemengde vil de ha felles hale (hi+1, ..., hn).Da vil (a1, ..., ai, hi+1, ..., hn) og (b1, ..., bi, hi+1, ..., hn) være to kodeord. Dieransen (a1 −
b1, ..., ai − bi, 0, ..., 0) vil da også vaere et kodeord. Dette gir at (a1 − b1, ..., ai − bi) ∈ PJ(C),som videre gir at (b1, ..., bi) = (a1, ..., ai) + (a1 − b1, ..., ai − bi) ∈ (a1, ..., ai) + PJ(kerQJ)La ϕ være funksjonen PJ avgrenset på kjernen til QJ . Dvs ϕ = PJ |kerQJ . Av nullitet-rangTeoremet har vi at: 50
dimϕ(kerQJ ) = dimkerQJ − dimkerϕMen da vil:
kerϕ = kerPJ |kerQJ = kerPJ ∩ kerQJ = {0}Derfor vil:






0 1 2 3 4 5 6 7
0 0 0 0 1 1
1 0 0 0 0 023
2 3
0 1 2 3 12 2 0Figur 6.3:Neste resultat generaliserer Proposisjon 6.1.4:Teorem 6.1.6. La T være en trellis som representerer en lineær kode C. Da vil:
|Vi| ≥ 2
k−pi−fi, for i = 1, ..., n 1)
|Ei−1,i| ≥ 2
k−pi−1−fi, for i = 1, ..., n 2)Dersom en av disse ulikhetene er oppfylt med likhet vil begge være oppfylt med likhet og Tvil være isomorf til minimal trellisen T̄Vi ser nå på hvordan dette har sammenheng med dimensjon/lengde prol. La Sn beteg-ne symmetrigruppen(dvs mengden av alle n-permutasjoner). La Cπ betegne koden C derkoordinatene er permutert i henhold til permutasjonen π. Vi har følgende resultat:Teorem 6.1.7. La ki(C) være DLP til C. La pi(Cπ) betegne dimensjonen til den foregåen-de permuterte koden med hensyn på π, og fn−i(Cπ) betegne dimensjonen til den fremtidigepermuterte koden med hensyn på π. Da vil: 51
ki(C) = maxπ∈Snpi(Cπ) = maxπ∈Snfn−i(Cπ), 1)Bevis. Av Denisjon 4.1.5 har vi at ki(C) er gitt ved:
ki(C) = maxJ{dimCJ ||J | = i}Underkoden CJ er gitt ved:
CJ = {c|ci = 0, når i /∈ J}Dette betyr at ki(C) er den maksimale dimensjonen til en underkode C ‘ av C som harstøtte(dvs koordinat ulik null) på i plasser. Hvis C ‘ har støtte på i plasser, kan vi lage
C ‘π slik at den permuterte underkoden har støtte på de i første plassene. Dvs pi(Cπ) =
maxπ∈Sndim(C
‘π)Tilsvarende vil C ‘π kunne ha støtte på de siste i plassene(og derfor ikke ha støtte på deførste n − i plassene). Derfor vil fn−i(Cπ) = maxπ∈Sndim(C ‘π).Vi har tidligere sett hvordan vi konstruerer en minimal trellis. Vi undersøker nå hvordan vikan konstruere en minimal trellis for en kode C, slik at trellisen er optimal(i den forstandat antall hjørner er minst mulig), sammenlignet med minimal trellisene for alle permutertekoder Cπ. Målet er å gjøre si minst mulig. Av Proposisjon 6.1.4 har vi at:
minπ∈Sn(si(Cπ)) = k − maxπ∈Sn(pi(Cπ) + fi(Cπ))Vi har at:
maxπ∈Sn(pi(Cπ) + fi(Cπ)) ≤ maxπ∈Snpi(Cπ) + maxπ∈Snfi(Cπ)Som gir:
minπ∈Sn(si(Cπ)) ≥ k − maxπ∈Snpi(Cπ) − maxπ∈Snfi(Cπ)Videre har vi da ved 1) at:
minπ∈Sn(si(Cπ)) ≥ k − ki − kn−i, 2)Dersom den siste ulikheten er oppfylt med likhet vil dette minimere si(dvs antall tilstanderi kolonnene til trellisen) og vil i så måte gi opphav til en optimal trellis.Betrakt en MDS-kode. La generatormatrisen være på formen k × n. Av Denisjonen tilen MDS-kode og av Teorem 1.3.20 følger det at alle valg av i kolonner er uavhengige hvis
i ≤ k. Tilsvarende vil alle valg av i kolonner være avhengige hvis i > k. Dersom vi permute-rer kolonnene til generatormatrisen til en MDS-kode vil den permuterte generatormatrisengenerere en MDS-kode. Derfor har vi at C er MDS =⇒ Cπ er MDS. Av nullitet-rangTeoremet har vi at:
dimC = dimPJ (C) + dimFi(C)52
Som gir:
dimFi(C) = dimC − dimPJ (C) = k − min{i, k}Vi har derfor at:
fi(Cπ) = k − min{i, k}Tilsvarende har vi at:
pi(Cπ) = k − min{n − i, k}Vi ser at minimal trellisen til en MDS-kode alltid også vil være en optimal trellis(i denforstand at 2) er oppfylt).Eksempel 6.1.8. Vi konstruerer nå en MDS-kode og viser at denne koden oppfyller 1) medlikhet. La C være en [4, 2, 3]-kode over F3(Denne koden er MDS da d = 3 = 4 − 2 + 1 =
n − k + 1). La G være generatormatrisen gitt ved:
G(C) =
(
1 1 1 0
0 1 2 1
)Da C er MDS vil DLP være gitt ved: {0, 0, 0, 1, 2}. Av 1) har vi at:
s0 ≥ k − k0 − k4 = 2 − 0 − 2 = 0
s1 ≥ k − k1 − k3 = 2 − 0 − 1 = 1
s2 ≥ k − k2 − k2 = 2 − 0 − 0 = 2
s3 ≥ k − k3 − k1 = 2 − 1 − 0 = 1
s4 ≥ k − k4 − k0 = 2 − 2 − 0 = 0Ved å liste opp alle kodeordene har vi:
(0, 0, 0, 0), (1, 1, 1, 0), (0, 1, 2, 1), (2, 2, 2, 0), (0, 2, 1, 2)

























































































































































































































































































































































































































































































































































































































































































Figur 6.4: Trellisen T̄ til [4, 2, 3]-koden
Vi har at trellisen består av fem kolonner som hver inneholder henholdsvis 1, 3, 9, 3 og 1tilstander. Vi ser at vi har klart å konstruere en trellis som oppfyller de nedre begrensningenemed likhet. Trellisen T̄ vil derfor være optimal trellisen til [4, 2, 3]-koden.Vi ser nå på et eksempel hvor ligning 2) ikke er oppfylt med likhet for alle si-ene.Eksempel 6.1.9. Betrakt dualkoden til [7, 4, 3]-hammingkoden. DLP er gitt ved: {0, 0, 0, 0, 1, 1, 2, 3}.Av ligning 1) har vi følgende begrensning på si.
s0 ≥ k − k0 − k7 = 3 − 0 − 3 = 0
s1 ≥ k − k1 − k6 = 3 − 0 − 2 = 1
s2 ≥ k − k2 − k5 = 3 − 0 − 1 = 2
s3 ≥ k − k3 − k4 = 3 − 0 − 1 = 254
s4 ≥ k − k4 − k3 = 3 − 1 − 0 = 2
s5 ≥ k − k5 − k2 = 3 − 1 − 0 = 2
s6 ≥ k − k6 − k1 = 3 − 2 − 0 = 1
s7 ≥ k − k7 − k0 = 3 − 3 − 0 = 0Av Figur 6.2 ser vi at antall tilstander i hver kolonne til minimal trellisen er gitt ved:
1, 2, 4, 8, 4, 4, 2, 1. Da vil si for 0 ≤ i ≤ 7 være gitt ved: 0, 1, 2, 3, 2, 2, 1, 0. Vi ser at s3 ikkeer oppfylt med likhet i ligning 2).Vi gir nå et eksempel på to ekvivalente koder som ikke har samme si-er(dvs ikke har sammeantall tilstander i de tilhørende kolonnene i de respektive trellisene).Eksempel 6.1.10. Betrakt den linære [4, 2, 2]-koden C1 med generatormatrise gitt ved:
G(C1) =
(
1 0 1 0
0 1 0 1
)
Det er lett å se at C1 er selvdual. Vi har da at S(C1) = S(C⊥1 ) = 4 − 2 − 2 + 1 = 1.Da C1 er nær-MDS vil DLP være gitt ved: {0, 0, 1, 1, 2}. Av ligning 1) har vi følgende nedrebegrensning på si for 0 ≤ i ≤ 4.
s0 ≥ k − k0 − k4 = 2 − 0 − 2 = 0
s1 ≥ k − k1 − k3 = 2 − 0 − 2 = 1
s2 ≥ k − k2 − k2 = 2 − 1 − 1 = 0
s3 ≥ k − k3 − k1 = 2 − 0 − 1 = 1













1 0Figur 6.5: Tabellverdiene til C1
G(C2) =
(
1 1 0 0
0 0 1 1
)



































1 1Figur 6.8: Trellisen til C26.2 TrellisdekodingFor å motivere bruken av trelliser ser vi nå på trellisdekoding. La y være en motatt vektor frasender. Denne vektoren trenger ikke være et kodeord da støy på kanalen kan ha forårsaket aten eller ere feil har oppstått under sending. Vi skal å se på en algoritme, Viterbialgoritmen,som nner stien(dvs kodeordet) med minst Hammingavstand fra det motatte kodeordet. Viformulerer Viterbialgoritmen i tre steg:1) For hver i og hvert hjørne i kolonne i nn Hammingavstanden mellom i-trunkeringen avdet motatte kodeordet og alle stiene fra kilden til hjørnet i kolonne i, rekursivt ved hjelp avnivå i − 1.2) For hvert hjørne, stryk stiene som ikke gir minimum Hamming avstand.3) Gjenta steg 1) og 2) for kolonne i + 1Vi illusterer algoritmen ved å gjennomgå stegene i et Eksempel.Eksempel 6.2.1. Betrakt minimal trellisen, T̄ , til [7, 3, 4]-Hammingkoden som vi tidligerehar konstruert. Denne koden er 1-feil korrigerende. Gitt at vi mottar vektoren y = 0111101.57
Vi dekoder nå y ved å følge stegene i Viterbialgoritmen. Vi kan bare stryke kanter dersomdet går ere kanter inn mot hjørnet. Derfor kan vi ikke stryke noen kanter i de tre førstekolonnene av kanter, heller ikke i kolonne 5. I kolonne 4,6 og 7 stryker vi de kantene somikke gir minimalverdi. Vi traverserer så baklengs i trellisen fra målet til kilden, og nnerda det kodeordet som er nærmest y. Stegene i algoritmen er illustrert i trellisen nedenfor.Vi markerer kantene som strykes med en stiplet linje. For hver tilstand i trellisen setter vien verdi Vi,j, der i betegner kolonnen med hjørner og j betegner hammingavstanden mellom








































































Figur 6.9: Illustrasjon av ViterbialgoritmenVi ser av Eksempelet at Viterbialgoritmen reduserer antall sammenligninger vi må gjørefor å dekode den motatte vektoren til det korrekte kodeordet. I informatiske termer kanvi si at kompleksiteten(et mål for hvor mye ressurser(tid og plass) som trengs for å løse etproblem algoritmisk) reduseres ved bruk av Viterbialgoritmen. Kompleksiteten samsvarermed antall tilstander i trellisen. Jo mindre trellisen er desto mindre er kompleksiteten. Ide ytterligående tilfellene, vil den trivielle trellisen(den vi får ved å la kodeordene værerepresentert av kant-disjunkte stier) svare til at vi nner Hammingavstanden mellom det58
motatte kodeordet og alle kodeordene i koden, og vil derfor ikke redusere kompleksiteten.Tilsvarende vil kompleksiteten være mest mulig redusert ved bruk av minimal trellis(minstmulig sammenligninger er nødvendig).
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