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Abstract
The ordering of communication channels was first introduced by Shannon. In this paper, we aim to find a
characterization of the Shannon ordering. We show that W ′ contains W if and only if W is the skew-composition
of W ′ with a convex-product channel. This fact is used to derive a characterization of the Shannon ordering that
is similar to the Blackwell-Sherman-Stein theorem. Two channels are said to be Shannon-equivalent if each one is
contained in the other. We investigate the topologies that can be constructed on the space of Shannon-equivalent
channels. We introduce the strong topology and the BRM metric on this space. Finally, we study the continuity of
a few channel parameters and operations under the strong topology.
I. INTRODUCTION
The ordering of communication channels was first introduced by Shannon in [1]. A channel W ′ is
said to contain another channel W if W can be simulated from W ′ by randomization at the input and
the output using a shared randomness between the transmitter and the receiver. Shannon showed that the
existence of an (n,M, ) code for W implies the existence of an (n,M, ) code for W ′.
Another ordering that has been well studied is the degradedness between channels. A channel W is
said to be degraded from another channel W ′ if W can be simulated from W ′ by randomization at the
output, or more precisely, if W can be obtained from W ′ by composing it with another channel. It is easy
to see that degradedness is a special case of Shannon’s ordering. One can trace the roots of the notion
of degradedness to the seminal work of Blackwell in the 1950’s about comparing statistical experiments
[2]. Note that in the Shannon ordering, the input and output alphabets need not be the same, whereas
in the degradedness definition, we have to assume that W and W ′ share the same input alphabet X
but they can have different output alphabets. A characterization of degradedness is given by the famous
Blackwell-Sherman-Stein (BSS) theorem [2], [3], [4].
In [5], we introduced the input-degradedness ordering of communication channels. A channel W is
said to be input-degraded from another channel W ′ if W can be simulated from W ′ by randomization
at the input. Note that W and W ′ must have the same output alphabet, but they can have different input
alphabets. In [5], we provided two characterizations of input-degradedness, one of which is similar to the
BSS theorem. The main purpose of this paper is to find a characterization of the Shannon ordering that
is similar to the BSS theorem.
In [6], Raginsky introduced the Shannon deficiency which compares a particular channel with the
Shannon-equivalence class of another channel. The Shannon deficiency is not a metric that compares two
Shannon-equivalence classes of channels.
In [7] and [8], we constructed topologies for the space of equivalent channels and studied the continuity
of various channel parameters and operations under these topologies. In this paper, we show that some
of the results in [7] and [8] can be replicated (with some variation) for the space of Shannon-equivalent
channels.
II. PRELIMINARIES
We assume that the reader is familiar with the basic concepts of general topology. The main concepts
and theorems that we need can be found in the preliminaries section of [7].
For every n ≥ 1, we denote the set {1, . . . , n} as [n].
1A. Measure theoretic notations
The set of probability measures on a measurable space (M,Σ) is denoted as P(M,Σ). For every
P1, P2 ∈ P(M,Σ), the total variation distance between P1 and P2 is defined as:
‖P1 − P2‖TV = sup
A∈Σ
|P1(A)− P2(A)|.
If X is a finite set, we denote the set of probability distributions on X as ∆X . We always endow ∆X
with the total variation distance and its induced topology.
B. Quotient topology
Let (T,U) be a topological space and let R be an equivalence relation on T . The quotient topology
on T/R is the finest topology that makes the projection mapping ProjR onto the equivalence classes
continuous. It is given by
U/R =
{
Uˆ ⊂ T/R : Proj−1R (Uˆ) ∈ U
}
.
Lemma 1. Let f : T → S be a continuous mapping from (T,U) to (S,V). If f(x) = f(x′) for every
x, x′ ∈ T satisfying xRx′, then we can define a transcendent mapping f : T/R→ S such that f(xˆ) = f(x′)
for any x′ ∈ xˆ. f is well defined on T/R . Moreover, f is a continuous mapping from (T/R,U/R) to
(S,V).
Let (T,U) and (S,V) be two topological spaces and let R be an equivalence relation on T . Consider
the equivalence relation R′ on T × S defined as (x1, y1)R′(x2, y2) if and only if x1Rx2 and y1 = y2.
A natural question to ask is whether the canonical bijection between
(
(T/R) × S, (U/R) ⊗ V) and(
(T × S)/R′, (U ⊗ V)/R′) is a homeomorphism. It turns out that this is not the case in general. The
following theorem, which is widely used in algebraic topology, provides a sufficient condition:
Theorem 1. [9] If (S,V) is locally compact and Hausdorff, then the canonical bijection between ((T/R)×
S, (U/R)⊗ V) and ((T × S)/R′, (U ⊗ V)/R′) is a homeomorphism.
Corollary 1. [8] Let (T,U) and (S,V) be two topological spaces, and let RT and RS be two equivalence
relations on T and S respectively. Define the equivalence relation R on T ×S as (x1, y1)R(x2, y2) if and
only if x1RTx2 and y1RSy2. If (S,V) and (T/RT ,U/RT ) are locally compact and Hausdorff, then the
canonical bijection between
(
(T/RT )× (S/RS), (U/RT )⊗ (V/RS)
)
and
(
(T × S)/R, (U ⊗ V)/R) is a
homeomorphism.
C. The space of channels from X to Y
Let DMCX ,Y be the set of all channels having X as input alphabet and Y as output alphabet. For every
W,W ′ ∈ DMCX ,Y , define the distance between W and W ′ as:
dX ,Y(W,W ′) =
1
2
max
x∈X
∑
y∈Y
|W ′(y|x)−W (y|x)|.
Throughout this paper, we always associate the space DMCX ,Y with the metric distance dX ,Y and the
metric topology TX ,Y induced by it. It is easy to see that TX ,Y is the same as the topology inherited from
the Euclidean topology of RX×Y by relativization. It is also easy to see that the metric space DMCX ,Y is
compact and path-connected (see [7]).
For every W ∈ DMCX ,Y and every V ∈ DMCY,Z , define the composition V ◦W ∈ DMCX ,Z as
(V ◦W )(z|x) =
∑
y∈Y
V (z|y)W (y|x), ∀x ∈ X , ∀z ∈ Z.
2For every mapping f : X → Y , define the deterministic channel Df ∈ DMCX ,Y as
Df (y|x) =
{
1 if y = f(x),
0 otherwise.
It is easy to see that if f : X → Y and g : Y → Z , then Dg ◦Df = Dg◦f .
D. Channel parameters
The capacity of a channel W ∈ DMCX ,Y is denoted as C(W ).
An (n,M)-encoder on the alphabet X is a mapping E : M → X n such that |M| = M . The set M
is the message set of E , n is the blocklength of E , M is the size of E , and 1
n
logM is the rate of E
(measured in nats). The error probability of the ML decoder for the encoder E when it is used for a
channel W ∈ DMCX ,Y is given by:
Pe,E(W ) = 1− 1
M
∑
yn1 ∈Yn
max
m∈M
{
n∏
i=1
W (yi|Ei(m))
}
,
where (E1(m), . . . , En(m)) = E(m).
The optimal error probability of (n,M)-encoders for a channel W is given by:
Pe,n,M(W ) = minE is an
(n,M)-encoder
Pe,E(W ).
E. Channel operations
For every W1 ∈ DMCX1,Y1 and W2 ∈ DMCX2,Y2 , define the channel sum W1⊕W2 ∈ DMCX1∐X2,Y1∐Y2
of W1 and W2 as:
(W1 ⊕W2)(y, i|x, j) =
{
Wi(y|x) if i = j,
0 otherwise,
where X1
∐X2 = (X1 × {1}) ∪ (X2 × {2}) is the disjoint union of X1 and X2. W1 ⊕W2 arises when
the transmitter has two channels W1 and W2 at his disposal and he can use exactly one of them at each
channel use.
We define the channel product W1 ⊗W2 ∈ DMCX1×X2,Y1×Y2 of W1 and W2 as:
(W1 ⊗W2)(y1, y2|x1, x2) = W1(y1|x1)W2(y2|x2).
W1 ⊗W2 arises when the transmitter has two channels W1 and W2 at his disposal and he uses both of
them at each channel use. Channel sums and products were first introduced by Shannon in [10].
III. SHANNON ORDERING AND SHANNON-EQUIVALENCE
Let X ,X ′,Y and Y ′ be three finite sets. Let W ∈ DMCX ,Y and W ′ ∈ DMCX ′,Y ′ . We say that W ′
contains W if there exist n pairs of channels (Ri, Ti)1≤i≤n and a probability distribution α ∈ ∆[n] such
that Ri ∈ DMCX ,X ′ and Ti ∈ DMCY ′,Y for every 1 ≤ i ≤ n, and W =
n∑
i=1
α(i)Ti ◦W ′ ◦Ri, i.e.,
W (y|x) =
n∑
i=1
α(i)
∑
x′∈X ′,
y′∈Y ′
Ti(y|y′)W ′(y′|x′)Ri(x′|x).
The channels W and W ′ are said to be Shannon-equivalent if each one contains the other.
3A channel V ∈ DMCX×Y ′,X ′×Y is said to be a convex-product channel if it is the convex combination
of the products of channels in DMCX ,X ′ with channels in DMCY ′,Y . More precisely, V ∈ DMCX×Y ′,X ′×Y
is a convex-product channel if there exist n pairs of channels (Ri, Ti)1≤i≤n and a probability distribution
α ∈ ∆[n] such that Ri ∈ DMCX ,X ′ and Ti ∈ DMCY ′,Y for every 1 ≤ i ≤ n, and
V (x′, y|x, y′) =
n∑
i=1
α(i)Ri(x
′|x)Ti(y|y′).
We denote the set of convex-product channels from X × Y ′ to X ′ × Y as CPCX×Y ′,X ′×Y .
Proposition 1. The space CPCX×Y ′,X ′×Y is a compact and convex subset of DMCX×Y ′,X ′×Y .
Proof: Define the set of product channels
PCX×Y ′,X ′×Y = {R⊗ T : R ∈ DMCX ,X ′ , T ∈ DMCY ′,Y}.
Clearly, CPCX×Y ′,X ′×Y is the convex hull of PCX×Y ′,X ′×Y and so CPCX×Y ′,X ′×Y is convex. Now since
PCX×Y ′,X ′×Y can be seen as a subset of RX×Y
′×X ′×Y , it follows from the Carathe´odory theorem that
every channel V in CPCX×Y ′,X ′×Y can be written as a convex combination of at most
n = |X × Y ′ ×X ′ × Y|+ 1
product channels in PCX×Y ′,X ′×Y . Define the mapping
f : ∆[n] × (DMCX ,X ′ ×DMCY ′,Y)n → DMCX×Y ′,X ′×Y
as
f
(
α, (Ri, Ti)1≤i≤n
)
=
n∑
i=1
α(i)Ri ⊗ Ti.
Since ∆[n], DMCX ,X ′ and DMCY ′,Y are compact, the space ∆[n] × (DMCX ,X ′ ×DMCY ′,Y)n is compact.
Moreover, since f is continuous, it follows that
CPCX×Y ′,X ′×Y = f
(
∆[n] × (DMCX ,X ′ ×DMCY ′,Y)n
)
is compact.
Let X ,X ′,X ′′,Y ,Y ′ and Y ′′ be finite sets. For every V ∈ CPCX×Y ′,X ′×Y and every V ′ ∈
DMCX ′×Y ′′,X ′′×Y ′ , define the skew-composition V ◦s V ′ of V ′ with V as follows:
(V ◦s V ′)(x′′, y|x, y′′) =
∑
x′∈X ′,
y′∈Y ′
V (x′, y|x, y′)V ′(x′′, y′|x′, y′′), (1)
for every x′′ ∈ X ′′, y ∈ Y , x ∈ X and y′′ ∈ Y ′′.
Let n ≥ 1, α ∈ ∆[n], (Ri, Ti)1≤i≤n be such that Ri ∈ DMCX ,X ′ and Ti ∈ DMCY ′,Y for every 1 ≤ i ≤ n,
and
V =
n∑
i=1
α(i)Ri ⊗ Ti.
4For every (x, y′′) ∈ X × Y ′′, we have∑
x′′∈X ′′,
y∈Y
(V ◦s V ′)(x′′, y|x, y′′) =
∑
x′′∈X ′′,
y∈Y
∑
x′∈X ′,
y′∈Y ′
V (x′, y|x, y′)V ′(x′′, y′|x′, y′′)
=
∑
x′′∈X ′′,
y∈Y
∑
x′∈X ′,
y′∈Y ′
n∑
i=1
α(i)Ri(x
′|x)Ti(y|y′)V ′(x′′, y′|x′, y′′)
=
n∑
i=1
α(i)
∑
x′′∈X ′′,
y∈Y
∑
x′∈X ′,
y′∈Y ′
Ri(x
′|x)Ti(y|y′)V ′(x′′, y′|x′, y′′)
=
n∑
i=1
α(i)
∑
x′′∈X ′′
∑
x′∈X ′,
y′∈Y ′
Ri(x
′|x)V ′(x′′, y′|x′, y′′)
=
n∑
i=1
α(i)
∑
x′∈X ′
Ri(x
′|x) =
n∑
i=1
α(i) = 1.
Therefore, V ◦s V ′ ∈ DMCX×Y ′′,X ′′×Y . Note that if V ∈ DMCX×Y ′,X ′×Y and V /∈ CPCX×Y ′,X ′×Y , then
the skew-composition of V ′ with V as defined in Equation (1) does not always yield a valid channel in
DMCX×Y ′′,X ′′×Y .
Lemma 2. If V ∈ CPCX×Y ′,X ′×Y and V ′ ∈ CPCX ′×Y ′′,X ′′×Y ′ , then V ◦s V ′ ∈ CPCX×Y ′′,X ′′×Y .
Proof: Let n ≥ 1, α ∈ ∆[n], (Ri, Ti)1≤i≤n be such that Ri ∈ DMCX ,X ′ and Ti ∈ DMCY ′,Y for every
1 ≤ i ≤ n, and
V =
n∑
i=1
α(i)Ri ⊗ Ti.
Let n′ ≥ 1, α′ ∈ ∆[n′], (R′j, T ′j)1≤j≤n′ be such that R′j ∈ DMCX ′,X ′′ and T ′j ∈ DMCY ′′,Y ′ for every
1 ≤ j ≤ n′, and
V ′ =
n′∑
j=1
α′(j)R′j ⊗ T ′j .
We have
(V ◦s V ′)(x′′, y|x, y′′) =
∑
x′∈X ′,
y′∈Y ′
V (x′, y|x, y′)V ′(x′′, y′|x′, y′′)
=
∑
x′∈X ′,
y′∈Y ′
n∑
i=1
α(i)Ri(x
′|x)Ti(y|y′)
n′∑
j=1
α′(j)R′j(x
′′|x′)T ′j(y′|y′′)
=
n∑
i=1
n′∑
j=1
α(i)α′(j)
∑
x′∈X ′,
y′∈Y ′
Ri(x
′|x)Ti(y|y′)R′j(x′′|x′)T ′j(y′|y′′)
=
n∑
i=1
n′∑
j=1
α(i)α′(j)
∑
x′∈X ′,
y′∈Y ′
(R′j ◦Ri)(x′′|x)(Ti ◦ T ′j)(y|y′′).
5Therefore, V ◦s V ′ ∈ CPCX×Y ′′,X ′′×Y .
For every W ′ ∈ DMCX ′,Y ′ and every V ∈ CPCX×Y ′,X ′×Y , we define the skew-composition V ◦sW ′ of
W ′ with V as follows:
(V ◦sW ′)(y|x) =
∑
x′∈X ′,
y′∈Y ′
V (x′, y|x, y′)W ′(y′|x′). (2)
It is easy to see that V ◦s W ′ ∈ DMCX ,Y . Note that Equation (2) can be seen as a particular case of
Equation (1) if we let X ′′ = Y ′′ = {0} (i.e., a singleton) and we identify DMCX ′,Y ′ with DMCX ′×Y ′′,X ′′×Y ′ .
The following lemma is trivial:
Lemma 3. Let W ∈ DMCX ,Y and W ′ ∈ DMCX ′,Y ′ . W ′ contains W if and only if there exists V ∈
CPCX×Y ′,X ′×Y such that W = V ◦sW ′.
IV. A CHARACTERIZATION OF THE SHANNON ORDERING
A blind randomized in the middle (BRM) game is a 6-tuple G = (U ,X ,Y ,V , l,W ) such that U ,X ,Y
and V are finite sets, l is a mapping from U × V to R, and W ∈ DMCX ,Y . The mapping l is called the
payoff function of the BRM game G, and the channel W is called the randomizer of G. The BRM game
consists of two players that we call Alice and Bob. The BRM game takes place in two stages:
• Alice chooses a symbol u ∈ U and writes her choice on a piece of paper. Bob chooses two functions
f : U → X and g : Y → V , and writes a description of f and g on a piece of paper. At this stage,
no player has knowledge of the choice of the other player.
• Alice and Bob simultaneously reveal their papers. They compute x = f(u) ∈ X and then randomly
generate a symbol y ∈ Y according to the conditional probability distribution W (y|x). Finally,
v = g(y) is computed and then Alice pays1 Bob an amount of money that is equal to l(u, v).
A strategy (for Bob) in the BRM game G is a 4-tuple S = (n, α, f ,g) satisfying:
• n ≥ 1 is a strictly positive integer.
• α ∈ ∆[n].
• f = (fi)1≤i≤n ∈ (X U)n, where X U is the set of functions from U to X .
• g = (gi)1≤i≤n ∈ (VY)n.
We denote n and α as nS and αS respectively. For every 1 ≤ i ≤ n = nS , we denote fi and gi as fi,S
and gi,S respectively. The set of strategies is denoted as SU ,X ,Y,V .
Bob implements the strategy S as follows: he randomly picks an index i ∈ {1, . . . , nS} according to
the distribution αS , and then commits to the choice (fi,S, gi,S).
For every u ∈ U , the payoff gained by the strategy S for u in the BRM game G is given by:
$(u, S,G) =
nS∑
i=1
αS(i)
∑
y∈Y
W (y|fi,S(u))l(u, gi,S(y)).
The payoff vector gained by the strategy S in the game G is given by:
~$(S,G) = ($(u, S,G))
u∈U ∈ RU .
The achievable payoff region for the game G is given by:
$ach(G) =
{
~$(S,G) : S ∈ SU ,X ,Y,V
}
⊂ RU .
The average payoff for the strategy S ∈ SU ,X ,Y,V in the game G is given by:
$ˆ(S,G) = 1|U|
∑
u∈U
$(u, S,G).
1If l(u, v) < 0, then Bob pays Alice an amount of money that is equal to −l(u, v).
6$ˆ(S,G) is the expected gain of Bob assuming that Alice chooses u ∈ U uniformly at random.
The optimal average payoff for the game G is given by
$opt(G) = sup
S∈SU,X ,Y,V
$ˆ(S,G).
For every S ∈ SU ,X ,Y,V , we associate the convex-product channel VS ∈ CPCU×Y,X×V defined as
VS =
nS∑
i=1
αS(i)Dfi,S ⊗Dgi,S .
For every u ∈ U , we have
$(u, S,G) =
nS∑
i=1
αS(i)
∑
y∈Y
W (y|fi,S(u))l(u, gi,S(y))
=
nS∑
i=1
αS(i)
∑
x∈X ,
y∈Y,
v∈V
Dfi,S(x|u)W (y|x)Dgi,S(v|y)l(u, v)
=
∑
x∈X ,
y∈Y,
v∈V
(
nS∑
i=1
αS(i)Dfi,S(x|u)Dgi,S(v|y)
)
W (y|x)l(u, v)
=
∑
x∈X ,
y∈Y,
v∈V
VS(x, v|u, y)W (y|x)l(u, v).
(3)
Lemma 4. For every V ∈ CPCU×Y,X×V , there exists S ∈ SU ,X ,Y,V such that V = VS .
Proof: Let n ≥ 1, α ∈ ∆[n], (Ri, Ti)1≤i≤n be such that Ri ∈ DMCU ,X and Ti ∈ DMCY,V for every
1 ≤ i ≤ n, and
V =
n∑
i=1
α(i)Ri ⊗ Ti. (4)
Since every channel can be written as a convex combination of deterministic channels [1], we can rewrite
(4) as a convex combination of products of deterministic channels. Therefore, there exists S ∈ SU ,X ,Y,V
such that V = VS .
Equation (3) and Lemma 4 imply that $ach(G) is the image of CPCU×Y,X×V by a linear function. Since
CPCU×Y,X×V is convex and compact (Proposition 1), $ach(G) is convex and compact as well.
Let U and V be two finite sets and let l : U ×V → R be a payoff function. We say that l is normalized
and positive if l(u, v) ≥ 0 for every u ∈ U and every v ∈ V , and∑
u∈U ,
v∈V
l(u, v) = 1.
In other words, l is normalized and positive if l ∈ ∆U×V .
The following theorem provides a characterization of the Shannon ordering of communication channels
that is similar to the BSS theorem.
Theorem 2. Let X ,X ′,Y and Y ′ be four finite sets. Let W ∈ DMCX ,Y and W ′ ∈ DMCX ′,Y ′ . The
following conditions are equivalent:
(a) W ′ contains W .
7(b) For every two finite sets U and V , and every payoff function l : U × V → R, we have
$ach(U ,X ,Y ,V , l,W ) ⊂ $ach(U ,X ′,Y ′,V , l,W ′).
(c) For every two finite sets U and V , and every payoff function l : U × V → R, we have
$opt(U ,X ,Y ,V , l,W ) ≤ $opt(U ,X ′,Y ′,V , l,W ′).
(d) For every two finite sets U and V , and every normalized and positive payoff function l ∈ ∆U×V , we
have
$ach(U ,X ,Y ,V , l,W ) ⊂ $ach(U ,X ′,Y ′,V , l,W ′).
(e) For every two finite sets U and V , and every normalized and positive payoff function l ∈ ∆U×V , we
have
$opt(U ,X ,Y ,V , l,W ) ≤ $opt(U ,X ′,Y ′,V , l,W ′).
Proof: Assume that (a) is true. Lemma 3 implies that there exists V ∈ CPCX×Y ′,X ′×Y such that
W = V ◦s W ′. Let U and V be two finite sets, and let l : U × V → R be a payoff function. Define
G = (U ,X ,Y ,V , l,W ) and G ′ = (U ,X ′,Y ′,V , l,W ′).
Fix ~v ∈ $ach(G). There exists S ∈ SU ,X ,Y,V such that ~v = ~$(S,G) =
(
$(u, S,G))
u∈U . From equation
(3) we have:
$(u, S,G) =
∑
x∈X ,
y∈Y,
v∈V
VS(x, v|u, y)W (y|x)l(u, v)
=
∑
x∈X ,
y∈Y,
v∈V
VS(x, v|u, y)
( ∑
x′∈X ′,
y′∈Y ′
V (x′, y|x, y′)W ′(y′|x′)
)
l(u, v)
=
∑
x′∈X ′,
y′∈Y ′,
v∈V
(∑
x∈X ,
y∈Y
VS(x, v|u, y)V (x′, y|x, y′)
)
W ′(y′|x′)l(u, v)
=
∑
x′∈X ′,
y′∈Y ′,
v∈V
(VS ◦s V )(x′, v|u, y′)W ′(y′|x′)l(u, v).
Lemma 2 implies that VS ◦s V ∈ CPCU×Y ′,X ′×V and Lemma 4 implies that there exists S ′ ∈ SU ,X ′,Y ′,V
such that VS′ = VS ◦s V . Therefore,
$(u, S,G) =
∑
x′∈X ′,
y′∈Y ′,
v∈V
VS′(x
′, v|u, y′)W ′(y′|x′)l(u, v) (a)= $(u, S ′,G ′),
where (a) follows from Equation (3). This shows that ~v =
(
$(u, S ′,G ′))
u∈U , hence $ach(G) ⊂ $ach(G ′).
Therefore, (a) implies (b).
Now assume that (b) is true. Let U and V be two finite sets, and let l : U×V → R be a payoff function.
Define G = (U ,X ,Y ,V , l,W ) and G ′ = (U ,X ′,Y ′,V , l,W ′). We have $ach(G) ⊂ $ach(G ′). Therefore,
$opt(G) = sup
(vu)u∈U∈$ach(G)
1
|U|
∑
u∈U
vu
(∗)
≤ sup
(v′u)u∈U∈$ach(G′)
1
|U|
∑
u∈U
v′u = $opt(G ′),
where (∗) follows from the fact that $ach(G) ⊂ $ach(G ′). This shows that (b) implies (c). We can show
similarly that (d) implies (e).
8Trivially, (b) implies (d) and (c) implies (e).
Now assume that (e) is true. For every normalized and positive payoff function l ∈ ∆X×Y , define the
BRM games G = (X ,X ,Y ,Y , l,W ) and G ′ = (X ,X ′,Y ′,Y , l,W ′). We have $opt(G) ≤ $opt(G ′).
Fix a strategy S ∈ SX ,X ,Y,Y satisfying nS = 1, f1,S(x) = x for all x ∈ X and g1,S(y) = y for all y ∈ Y .
Clearly αS(1) = 1, hence
$ˆ(S,G) = 1|X |
∑
x∈X
$(x, S,G) = 1|X |
∑
x∈X
∑
y∈Y
W (y|f1,S(x))l
(
x, g1,S(y)
)
=
1
|X |
∑
x∈X ,
y∈Y
W (y|x)l(x, y).
Therefore,
1
|X |
∑
x∈X ,
y∈Y
W (y|x)l(x, y) = $ˆ(S,G) ≤ $opt(G) ≤ $opt(G ′) = sup
S′∈SX ,X′,Y′,Y
$ˆ(S ′,G ′)
= sup
S′∈SX ,X′,Y′,Y
1
|X |
∑
x∈X
$(x, S ′,G ′)
= sup
S′∈SX ,X′,Y′,Y
1
|X |
∑
x∈X
∑
x′∈X ′,
y′∈Y ′,
y∈Y
VS′(x
′, y|x, y′)W ′(y′|x′)l(x, y)
= sup
S′∈SX ,X′,Y′,Y
1
|X |
∑
x∈X ,
y∈Y
(VS′ ◦sW ′)(y|x)l(x, y)
(b)
= sup
V ∈CPCX×Y′,X′×Y
1
|X |
∑
x∈X ,
y∈Y
(V ◦sW ′)(y|x)l(x, y),
where (b) follows from Lemma 4. Therefore,
inf
V ∈CPCX×Y′,X′×Y
1
|X |
∑
x∈X ,
y∈Y
(
W (y|x)− (V ◦sW ′)(y|x)
)
l(x, y) ≤ 0.
Since this is true for every l ∈ ∆X×Y , we have:
sup
l∈∆X×Y
inf
V ∈CPCX×Y′,X′×Y
∑
x∈X ,
y∈Y
(
W (y|x)− (V ◦sW ′)(y|x)
)
l(x, y) ≤ 0.
Moreover, since ∆X×Y and CPCX×Y ′,X ′×Y are compact (see Proposition 1), the sup and the inf are
attainable. Therefore, we can write:
max
l∈∆X×Y
min
V ∈CPCX×Y′,X′×Y
∑
x∈X ,
y∈Y
(
W (y|x)− (V ◦sW ′)(y|x)
)
l(x, y) ≤ 0. (5)
Since the function
∑
x∈X ,
y∈Y
(
W (y|x) − (V ◦s W ′)(y|x)
)
l(x, y) is affine in both l ∈ ∆X×Y and V ∈
CPCX×Y ′,X ′×Y , it is continuous, concave in l and convex in V . On the other hand, the sets ∆X×Y
and CPCX×Y ′,X ′×Y are compact and convex (see Proposition 1). Therefore, we can apply the minimax
theorem [11] to exchange the max and the min in Equation (5). We obtain:
min
V ∈CPCX×Y′,X′×Y
max
l∈∆X×Y
∑
x∈X ,
y∈Y
(
W (y|x)− (V ◦sW ′)(y|x)
)
l(x, y) ≤ 0.
9Therefore, there exists V ∈ CPCX×Y ′,X ′×Y such that
0 ≥ max
l∈∆X×Y
∑
x∈X ,
y∈Y
(
W (y|x)− (V ◦sW ′)(y|x)
)
l(x, y)
(c)
= max
x∈X ,
y∈Y
(
W (y|x)− (V ◦sW ′)(y|x)
)
,
where (c) follows from the fact that
∑
x∈X ,
y∈Y
(
W (y|x)− (V ◦sW ′)(y|x)
)
l(x, y) is maximized when we choose
l ∈ ∆X ,Y in such a way that l(x0, y0) = 1 for any (x0, y0) ∈ X × Y satisfying(
W (y0|x0)− (V ◦sW ′)(y0|x0)
)
= max
x∈X ,
y∈Y
(
W (y|x)− (V ◦sW ′)(y|x)
)
.
We conclude that for every (x, y) ∈ X × Y , we have
W (y|x) ≤ (V ◦sW ′)(y|x).
Now since
∑
y∈Y
W (y|x) =
∑
y∈Y
(V ◦s W ′)(y|x) for every x ∈ X , we must have W (y|x) = (V ◦s W ′)(y|x)
for every (x, y) ∈ X × Y . Therefore, W = V ◦s W ′. Lemma 3 now implies that W ′ contains W , hence
(e) implies (a). We conclude that the conditions (a), (b), (c), (d) and (e) are equivalent.
Let (U ,X ,Y ,V , l,W ) be a BRM game. Since U ,X ,Y and V are implicitly determined by l and W ,
we may simply write $opt(l,W ) to denote $opt(U ,X ,Y ,V , l,W ).
V. SPACE OF SHANNON-EQUIVALENT CHANNELS FROM X TO Y
A. The DMC(s)X ,Y space
Let X and Y be two finite sets. Define the equivalence relation R(s)X ,Y on DMCX ,Y as follows:
WR
(s)
X ,YW
′ ⇔ W is Shannon-equivalent to W ′.
Definition 1. The space of Shannon-equivalent channels with input alphabet X and output alphabet Y
is the quotient of the space of channels from X to Y by the Shannon-equivalence relation:
DMC
(s)
X ,Y = DMCX ,Y /R
(s)
X ,Y .
We define the topology T (s)X ,Y on DMC(s)X ,Y as the quotient topology TX ,Y/R(s)X ,Y .
Let W,W ′ ∈ DMCX ,Y . Theorem 2 shows that W ′ contains W if and only if $opt(l,W ) ≤ $opt(l,W ′)
for every l ∈ ∆U×V and every two finite sets U and V . Therefore, WR(s)X ,YW ′ if and only if $opt(l,W ) =
$opt(l,W
′) for every l ∈ ∆U×V and every two finite sets U and V . This shows that $opt(l,W ) only depends
on the R(s)X ,Y-equivalence class of W . Therefore, if Wˆ ∈ DMC(s)X ,Y , we can define $opt(l, Wˆ ) := $opt(l,W ′)
for any W ′ ∈ Wˆ .
Define the BRM metric d(s)X ,Y on DMC
(s)
X ,Y as follows:
d
(s)
X ,Y(Wˆ1, Wˆ2) = sup
n,m≥1,
l∈∆[n]×[m]
|$opt(l, Wˆ1)− $opt(l, Wˆ2)|.
Proposition 2. Let W1,W2 ∈ DMCX ,Y and let Wˆ1 and Wˆ2 be the R(s)X ,Y-equivalence classes of W1 and
W2 respectively. We have d
(s)
X ,Y(Wˆ1, Wˆ2) ≤ dX ,Y(W1,W2).
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Proof: See Appendix A.
Theorem 3. The topology induced by d(s)X ,Y on DMC
(s)
X ,Y is the same as the quotient topology T (s)X ,Y .
Moreover, (DMC(s)X ,Y , d
(s)
X ,Y) is compact and path-connected.
Proof: Since (DMCX ,Y , dX ,Y) is compact and path-connected, the quotient space (DMC
(s)
X ,Y , T (s)X ,Y)
is compact and path-connected.
Define the mapping Proj : DMCX ,Y → DMC(s)X ,Y as Proj(W ) = Wˆ , where Wˆ is the R(s)X ,Y-
equivalence class of W . Proposition 2 implies that Proj is a continuous mapping from (DMCX ,Y , dX ,Y) to
(DMC
(s)
X ,Y , d
(s)
X ,Y). Since Proj(W ) depends only on Wˆ , Lemma 1 implies that the transcendent mapping of
Proj defined on the quotient space (DMC(s)X ,Y , T (s)X ,Y) is continuous. But the transcendent mapping of Proj
is nothing but the identity on DMC(s)X ,Y . Therefore, the identity mapping id on DMC
(s)
X ,Y is a continuous
mapping from (DMC(s)X ,Y , T (s)X ,Y) to (DMC(s)X ,Y , d(s)X ,Y). For every subset U of DMC(s)X ,Y we have:
• If U is open in (DMC(s)X ,Y , d
(s)
X ,Y), then U = id
−1(U) is open in (DMC(s)X ,Y , T (s)X ,Y).
• If U is open in (DMC(s)X ,Y , T (s)X ,Y), then its complement U c is closed in (DMC(s)X ,Y , T (s)X ,Y) which is
compact, hence U c is compact in (DMC(s)X ,Y , T (s)X ,Y). This shows that U c = id(U c) is a compact subset
of (DMC(s)X ,Y , d
(s)
X ,Y). But (DMC
(s)
X ,Y , d
(s)
X ,Y) is a metric space, so U
c is closed in (DMC(s)X ,Y , d
(s)
X ,Y).
Therefore, U is open (DMC(s)X ,Y , d
(s)
X ,Y).
We conclude that (DMC(s)X ,Y , T (s)X ,Y) and (DMC(s)X ,Y , d(s)X ,Y) have the same open sets. Therefore, the topology
induced by d(s)X ,Y on DMC
(s)
X ,Y is the same as the quotient topology T (s)X ,Y . Now since (DMC(s)X ,Y , T (s)X ,Y) is
compact and path-connected, (DMC(s)X ,Y , d
(s)
X ,Y) is compact and path-connected as well.
Throughout this paper, we always associate DMC(s)X ,Y with the BRM metric d
(s)
X ,Y and the quotient
topology T (s)X ,Y .
B. Canonical embedding and canonical identification
Let X1,X2,Y1 and Y2 be four finite sets such that |X1| ≤ |X2| and |Y1| ≤ |Y2|. We will show that
there is a canonical embedding from DMC(s)X1,Y1 to DMC
(s)
X2,Y2 . In other words, there exists an explicitly
constructable compact subset A of DMC(s)X2,Y2 such that A is homeomorphic to DMC
(s)
X1,Y1 . A and the
homeomorphism depend only on X1,X2,Y1 and Y2 (this is why we say that they are canonical). Moreover,
we can show that A depends only on |X1|, |Y1|, X2 and Y2.
Lemma 5. For every W ∈ DMCX1,Y1 , every surjection f from X2 to X1, and every injection g from Y1
to Y2, the channel W is Shannon-equivalent to Dg ◦W ◦Df .
Proof: Clearly W contains Dg ◦ W ◦ Df . Now let f ′ be any mapping from X1 to X2 such that
f(f ′(x1)) = x1 for every x1 ∈ X1, and let g′ be any mapping from Y2 to Y1 such that g′(g(y1)) = y1 for
every y1 ∈ Y1. We have
W = (Dg′ ◦Dg) ◦W ◦ (Df ◦Df ′) = Dg′ ◦ (Dg ◦W ◦Df ) ◦Df ′ ,
and so Dg ◦W ◦Df also contains W . Therefore, W and Dg ◦W ◦Df are Shannon-equivalent.
Corollary 2. For every W,W ′ ∈ DMCX1,Y1 , every two surjections f, f ′ from X2 to X1, and every two
injections g, g′ from Y1 to Y2, we have:
WR
(s)
X1,Y1W
′ ⇔ (Dg ◦W ◦Df )R(s)X2,Y2(Dg′ ◦W ′ ◦Df ′).
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Proof: Since W is Shannon-equivalent to Dg◦W ◦Df and W ′ is Shannon-equivalent to Dg′◦W ′◦Df ′ ,
then W is Shannon-equivalent to W ′ if and only if Dg ◦W ◦Df is Shannon-equivalent to Dg′ ◦W ′ ◦Df ′ .
For every W ∈ DMCX1,Y1 , we denote the R(s)X1,Y1-equivalence class of W as Wˆ , and for every W ∈
DMCX2,Y2 , we denote the R
(s)
X2,Y2-equivalence class of W as W˜ .
Proposition 3. Let X1,X2,Y1 and Y2 be four finite sets such that |X1| ≤ |X2| and |Y1| ≤ |Y2|. Let
f : X2 → X1 be any fixed surjection from X2 to X1, and let g : Y1 → Y2 be any fixed injection from Y1 to
Y2. Define the mapping F : DMC(s)X1,Y1 → DMC
(s)
X2,Y2 as F (Wˆ ) = ˜Dg ◦W ′ ◦Df = Proj2(Dg ◦W ′ ◦Df ),
where W ′ ∈ Wˆ , ˜Dg ◦W ′ ◦Df is the R(s)X2,Y2-equivalence class of Dg◦W ′◦Df , and Proj2 is the projection
onto the R(s)X2,Y2-equivalence classes. We have:
• F is well defined, i.e., F (Wˆ ) does not depend on W ′ ∈ Wˆ .
• F is a homeomorphism between DMC(s)X1,Y1 and F
(
DMC
(s)
X1,Y1
) ⊂ DMC(s)X2,Y2 .
• F does not depend on the surjection f nor on the injection g. It depends only on X1, X2, Y1 and
Y2, hence it is canonical.
• F
(
DMC
(s)
X1,Y1
)
depends only on |X1|, |Y1|, X2 and Y2.
• For every W ′ ∈ Wˆ and every W ′′ ∈ F (Wˆ ), W ′ is Shannon-equivalent to W ′′.
Proof: See Appendix B.
Corollary 3. If |X1| = |X2| and |Y1| = |Y2|, there exists a canonical homeomorphism from DMC(s)X1,Y1 to
DMC
(s)
X2,Y2 depending only on X1,Y1,X2 and Y2.
Proof: Let f be a bijection from X2 to X1, and let g be a bijection from Y1 to Y2. Define the mapping
F : DMC
(s)
X1,Y1 → DMC
(s)
X2,Y2 as F (Wˆ ) = ˜Dg ◦W ′ ◦Df = Proj2(Dg ◦W ′ ◦ Df ), where W ′ ∈ Wˆ and
Proj2 : DMCX2,Y2 → DMC(s)X2,Y2 is the projection onto the R
(s)
X2,Y2-equivalence classes.
Also, define the mapping F ′ : DMC(s)X2,Y2 → DMC
(s)
X1,Y1 as
F ′(V˜ ) = ̂Dg−1 ◦ V ′ ◦Df−1 = Proj1(Dg−1 ◦ V ′ ◦Df−1),
where V ′ ∈ V˜ and Proj1 : DMCX1,Y1 → DMC(s)X1,Y1 is the projection onto the R
(s)
X1,Y1-equivalence classes.
Proposition 3 shows that F and F ′ are well defined.
For every W ∈ DMCX1,Y1 , we have:
F ′(F (Wˆ ))
(a)
= F ′( ˜Dg ◦W ◦Df ) (b)= Proj1(Dg−1 ◦ (Dg ◦W ◦Df ) ◦Df−1) = Wˆ ,
where (a) follows from the fact that W ∈ Wˆ and (b) follows from the fact that Dg◦W ◦Df ∈ ˜Dg ◦W ◦Df .
We can similarly show that F (F ′(V˜ )) = V˜ for every V˜ ∈ DMC(s)X2,Y2 . Therefore, both F and F ′ are
bijections. Proposition 3 now implies that F is a homeomorphism from DMC(s)X1,Y1 to F
(
DMC
(s)
X1,Y1
)
=
DMC
(s)
X2,Y2 . Moreover, F depends only on X1,Y1,X2 and Y2.
Corollary 3 allows us to identify DMC(s)X ,Y with DMC
(s)
[n],[m] through the canonical homeomorphism,
where n = |X |, m = |Y|, [n] = {1, . . . , n} and [m] = {1, . . . ,m}. Moreover, for every 1 ≤ n ≤ n′ and
1 ≤ m ≤ m′, Proposition 3 allows us to identify DMC(s)[n],[m] with the canonical subspace of DMC(s)[n′],[m′]
that is homeomorphic to DMC(s)[n],[m]. In the rest of this paper, we consider that DMC
(s)
[n],[m] is a compact
subspace of DMC(s)[n′],[m′].
Conjecture 1. For every 1 ≤ n < m, the interior of DMC(s)[n],[n] in DMC(s)[m],[m] is empty.
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VI. SPACE OF SHANNON-EQUIVALENT CHANNELS
The previous section showed that if we are interested in Shannon-equivalent channels, it is sufficient
to study the spaces DMC[n],[m] and DMC
(s)
[n],[m] for every n,m ≥ 1. Define the space
DMC∗,∗ =
∐
n≥1,
m≥1
DMC[n],[m],
where
∐
is the disjoint union symbol. The subscripts ∗ indicate that the input and output alphabets of
the considered channels are arbitrary but finite. We define the equivalence relation R(s)∗,∗ on DMC∗,∗ as
follows:
WR(s)∗,∗W
′ ⇔ W is Shannon-equivalent to W ′.
Definition 2. The space of Shannon-equivalent channels is the quotient of the space of channels by the
Shannon-equivalence relation:
DMC(s)∗,∗ = DMC∗,∗ /R
(s)
∗,∗.
Clearly, DMC[n],[m] /R
(s)
∗,∗ can be canonically identified with DMC[n],[m] /R
(s)
[n],[m] = DMC
(s)
[n],[m] for every
n,m ≥ 1. Therefore, we can write
DMC(s)∗,∗ =
⋃
n,m≥1
DMC
(s)
[n],[m]
(a)
=
⋃
n≥1
DMC
(s)
[n],[n] .
(a) follows from the fact that DMC(s)[n],[m] ⊂ DMC(s)[k],[k] (see Section V-B), where k = max{n,m}.
We define the Shannon-rank of Wˆ ∈ DMC(s)∗,∗ as:
srank(Wˆ ) = min{n ≥ 1 : Wˆ ∈ DMC(s)[n],[n]}.
Clearly,
DMC
(s)
[n],[n] = {Wˆ ∈ DMC(s)∗,∗ : srank(Wˆ ) ≤ n}.
A subset A of DMC(s)∗,∗ is said to be rank-bounded if there exists n ≥ 1 such that A ⊂ DMC(s)[n],[n].
A. Natural topologies on DMC(s)∗,∗
Since DMC(s)∗,∗ is the quotient of DMC∗,∗ and since DMC∗,∗ was not given any topology, there is no
“standard topology” on DMC(s)∗,∗. However, there are many properties that one may require from any
“reasonable” topology on DMC(s)∗,∗. In this paper, we focus on one particular requirement that we consider
the most basic property required from any “acceptable” topology on DMC(s)∗,∗:
Definition 3. A topology T on DMC(s)∗,∗ is said to be natural if it induces the quotient topology T (s)[n],[m] on
DMC
(s)
[n],[m] for every n,m ≥ 1.
The reason why we consider such topology as natural is because the quotient topology T (s)[n],[m] is the
“standard” and “most natural” topology on DMC(s)[n],[m]. Therefore, we do not want to induce any non-
standard topology on DMC(s)[n],[m] by relativization.
Proposition 4. Every natural topology is σ-compact, separable and path-connected.
Proof: Since DMC(s)∗,∗ is the countable union of compact and separable subspaces (namely
{DMC(s)[n],[n]}n≥1), DMC(s)∗,∗ is σ-compact and separable.
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On the other hand, since
⋂
n≥1
DMC
(s)
[n],[n] = DMC
(s)
[1],[1] 6= ø and since DMC(s)[n],[n] is path-connected for
every n ≥ 1, the union DMC(s)∗,∗ =
⋃
n≥1
DMC
(s)
[n],[n] is path-connected.
Remark 1. If Conjecture 1 is true, then for every natural topology T on DMC(s)∗,∗, we have:
• Every open set is rank-unbounded.
• For every n ≥ 1, the interior of DMC(s)[n],[n] in (DMC(s)∗,∗, T ) is empty.
• If T is Hausdorff, then
– (DMC(s)∗,∗, T ) is not a Baire space, hence no natural topology can be completely metrized.
– (DMC(s)∗,∗, T ) is not locally compact anywhere.
VII. STRONG TOPOLOGY ON DMC(s)∗,∗
Since the spaces {DMC[n],[m]}n,m≥1 are disjoint and since there is no a priori way to (topologically)
compare channels in DMC[n],[m] with channels in DMC[n′],[m′] for (n,m) 6= (n′,m′), the “most natural”
topology that we can define on DMC∗,∗ is the disjoint union topology Ts,∗,∗ :=
⊕
n,m≥1
T[n],[m]. Clearly, the
space (DMC∗,∗, Ts,∗,∗) is disconnected. Moreover, Ts,∗,∗ is metrizable because it is the disjoint union of
metrizable spaces. It is also σ-compact because it is the union of countably many compact spaces.
We added the subscript s to emphasize the fact that Ts,∗,∗ is a strong topology (remember that the
disjoint union topology is the finest topology that makes the canonical injections continuous).
Definition 4. We define the strong topology T (s)s,∗,∗ on DMC(s)∗,∗ as the quotient topology Ts,∗,∗/R(s)∗,∗.
We call open and closed sets in (DMC(s)∗,∗, T (s)s,∗,∗) as strongly open and strongly closed sets respectively.
Let Proj : DMC∗,∗ → DMC(s)∗,∗ be the projection onto the R(s)∗,∗-equivalence classes, and for every
n,m ≥ 1 let Projn,m : DMC[n],[m] → DMC(s)[n],[m] be the projection onto the R(s)[n],[m]-equivalence classes.
Due to the identifications that we made in Section VI, we have Proj(W ) = Projn,m(W ) for every
W ∈ DMC[n],[m]. Therefore, for every U ⊂ DMC(s)∗,∗, we have
Proj−1(U) =
∐
n,m≥1
Proj−1n,m(U ∩DMC(s)[n],[m]).
Hence,
U ∈ T (s)s,∗,∗ (a)⇔ Proj−1(U) ∈ Ts,∗,∗
(b)⇔ Proj−1(U) ∩DMC[n],[m] ∈ T[n],[m], ∀n,m ≥ 1
⇔
( ∐
n′,m′≥1
Proj−1n′,m′(U ∩DMC(s)[n′],[m′])
)
∩DMC[n],[m] ∈ T[n],[m], ∀n,m ≥ 1
⇔ Proj−1n,m(U ∩DMC(s)[n],[m]) ∈ T[n],[m], ∀n,m ≥ 1
(c)⇔ U ∩DMC(s)[n],[m] ∈ T (s)[n],[m], ∀n,m ≥ 1,
where (a) and (c) follow from the properties of the quotient topology, and (b) follows from the properties
of the disjoint union topology.
We conclude that U ⊂ DMC(s)∗,∗ is strongly open in DMC(s)∗,∗ if and only if U ∩ DMC(s)[n],[m] is open
in DMC(s)[n],[m] for every n,m ≥ 1. This shows that the topology on DMC(s)[n],[m] that is inherited from
(DMC(s)∗,∗, T (s)s,∗,∗) is exactly T (s)[n],[m]. Therefore, T (s)s,∗,∗ is a natural topology. On the other hand, if T is an
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arbitrary natural topology and U ∈ T , then U ∩DMC(s)[n],[m] is open in DMC(s)[n],[m] for every n,m ≥ 1, so
U ∈ T (s)s,∗,∗. We conclude that T (s)s,∗,∗ is the finest natural topology.
We can also characterize the strongly closed subsets of DMC(s)∗,∗ in terms of the closed sets of the
DMC
(s)
[n],[m] spaces:
F is strongly closed in DMC(s)∗,∗
⇔ DMC(s)∗,∗ \F is strongly open in DMC(s)∗,∗
⇔
(
DMC(s)∗,∗ \F
)
∩DMC(s)[n],[m] is open in DMC(s)[n],[m], ∀n,m ≥ 1
⇔ DMC(s)[n],[m] \
(
F ∩DMC(s)[n],[m]
)
is open in DMC(s)[n],[m], ∀n,m ≥ 1
⇔ F ∩DMC(s)[n],[m] is closed in DMC(s)[n],[m], ∀n,m ≥ 1.
Lemma 6. For every subset U of DMC(s)∗,∗, we have:
• U is strongly open if and only if U ∩DMC(s)[n],[n] is open in DMC(s)[n],[n] for every n ≥ 1.
• U is strongly closed if and only if U ∩DMC(s)[n],[n] is closed in DMC(s)[n],[n] for every n ≥ 1.
Proof: If U is strongly open then U ∩ DMC(s)[n],[m] is open in DMC(s)[n],[m] for every n,m ≥ 1. This
implies that U ∩DMC(s)[n],[n] is open in DMC(s)[n],[n] for every n ≥ 1.
Conversely, assume that U ∩ DMC(s)[n],[n] is open in DMC(s)[n],[n] for every n ≥ 1. Fix n,m ≥ 1 and let
k = max{n,m}. We have DMC(s)[n],[m] ⊂ DMC(s)[k],[k]. Since U ∩ DMC(s)[k],[k] is open in DMC(s)[k],[k], the set
U ∩DMC(s)[n],[m] = (U ∩DMC(s)[k],[k])∩DMC(s)[n],[m] is open in DMC(s)[n],[m]. Therefore, U ∩DMC(s)[n],[m] is open
in DMC(s)[n],[m] for every n,m ≥ 1, which implies that U is strongly open.
We can similarly show that U is strongly closed if and only if U ∩ DMC(s)[n],[n] is closed in DMC(s)[n],[n]
for every n ≥ 1.
Since DMC(s)[n],[n] is metrizable for every n ≥ 1, it is also normal. We can use this fact to prove that the
strong topology on DMC(s)∗,∗ is normal:
Lemma 7. (DMC(s)∗,∗, T (s)s,∗,∗) is normal.
Proof: See Appendix C.
The following theorem shows that the strong topology satisfies many desirable properties.
Theorem 4. (DMC(s)∗,∗, T (s)s,∗,∗) is a compactly generated, sequential and T4 space.
Proof: Since (DMC∗,∗, Ts,∗,∗) is metrizable, it is sequential. Therefore, (DMC(s)∗,∗, T (s)s,∗,∗), which is the
quotient of a sequential space, is sequential.
Let us now show that DMC(s)∗,∗ is T4. Fix Wˆ ∈ DMC(s)∗,∗. For every n ≥ 1, we have {Wˆ} ∩ DMC(s)[n],[n]
is either ø or {Wˆ} depending on whether Wˆ ∈ DMC(s)[n],[n] or not. Since DMC(s)[n],[n] is metrizable, it
is T1 and so singletons are closed in DMC
(s)
[n],[n]. We conclude that in all cases, {Wˆ} ∩ DMC(s)[n],[n] is
closed in DMC(s)[n],[n] for every n ≥ 1. Therefore, {Wˆ} is strongly closed in DMC(s)∗,∗. This shows that
(DMC(s)∗,∗, T (s)s,∗,∗) is T1. On the other hand, Lemma 7 shows that (DMC(s)∗,∗, T (s)s,∗,∗) is normal. This means
that (DMC(s)∗,∗, T (s)s,∗,∗) is T4, which implies that it is Hausdorff.
Now since (DMC∗,∗, Ts,∗,∗) is metrizable, it is compactly generated. On the other hand, the quotient
space (DMC(s)∗,∗, T (s)s,∗,∗) was shown to be Hausdorff. We conclude that (DMC(s)∗,∗, T (s)s,∗,∗) is compactly
generated.
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Remark 2. If Conjecture 1 is true, then we have:
• T (s)s,∗,∗ is not first-countable anywhere.
• A subset of DMC(s)∗,∗ is compact in Ts,∗,∗ if and only if it is rank-bounded and strongly closed.
VIII. THE BRM METRIC ON THE SPACE OF SHANNON-EQUIVALENT CHANNELS
We define the BRM metric on DMC(s)∗,∗ as follows:
d(s)∗,∗(Wˆ1, Wˆ2) = sup
n,m≥1,
l∈∆[n]×[m]
|$opt(l, Wˆ1)− $opt(l, Wˆ2)|.
Let T (s)∗,∗ be the metric topology on DMC(s)∗,∗ that is induced by d(s)∗,∗. We call T (s)∗,∗ the BRM topology on
DMC(s)∗,∗.
Clearly, T (s)∗,∗ is natural because the restriction of d(s)∗,∗ on DMC(s)[n],[m] is exactly d(s)[n],[m], and the topology
induced by d(s)[n],[m] is T (s)[n],[m] (Theorem 3).
IX. CONTINUITY OF CHANNEL PARAMETERS AND OPERATIONS IN THE STRONG TOPOLOGY
A. Channel parameters
For every W ∈ DMC∗,∗, C(W ) depends only on the Shannon-equivalence class of W [1]. Therefore,
for every Wˆ ∈ DMC(s)∗,∗, we can define C(Wˆ ) := C(W ′) for any W ′ ∈ Wˆ . We can define Pe,n,M(Wˆ )
similarly.
Proposition 5. Let X and Y be two finite sets. We have:
• C : DMC(s)X ,Y → R+ is continuous on (DMC(s)X ,Y , T (s)X ,Y).
• For every n ≥ 1 and every M ≥ 1, the mapping Pe,n,M : DMC(s)X ,Y → [0, 1] is continuous on
(DMC
(s)
X ,Y , T (s)X ,Y).
Proof: Since C : DMCX ,Y → R+ is continuous, and since C(W ) depends only on the R(s)X ,Y-
equivalence class of W , Lemma 1 implies that C : DMC(s)X ,Y → R+ is continuous on (DMC(s)X ,Y , T (s)X ,Y).
We can show the continuity of Pe,n,M on (DMC
(s)
X ,Y , T (s)X ,Y) similarly.
The following lemma provides a way to check whether a mapping defined on (DMC(s)∗,∗, T (s)s,∗,∗) is
continuous:
Lemma 8. Let (S,V) be an arbitrary topological space. A mapping f : DMC(s)∗,∗ → S is continuous on
(DMC(s)∗,∗, T (s)s,∗,∗) if and only if it is continuous on (DMC(s)[n],[n], T (s)[n],[n]) for every n ≥ 1.
Proof:
f is continuous on (DMC(s)∗,∗, T (s)s,∗,∗) ⇔ f−1(V ) ∈ T (s)s,∗,∗, ∀V ∈ V
⇔ f−1(V ) ∩DMC(s)[n],[n] ∈ T (s)[n],[n], ∀n ≥ 1, ∀V ∈ V
⇔ f is continuous on (DMC(s)[n],[n], T (s)[n],[n]), ∀n ≥ 1.
Proposition 6. We have:
• C : DMC(s)∗,∗ → R+ is continuous on (DMC(s)∗,∗, T (s)s,∗,∗).
• For every n ≥ 1 and every M ≥ 1, the mapping Pe,n,M : DMC(s)∗,∗ → [0, 1] is continuous on
(DMC(s)∗,∗, T (s)s,∗,∗).
Proof: The proposition follows from Proposition 5 and Lemma 8.
16
B. Channel operations
Channel sums and products can be “quotiented” by the Shannon-equivalence relation. We just need
to realize that the Shannon-equivalence class of the resulting channel depends only on the Shannon-
equivalence classes of the channels that were used in the operation [1].
Proposition 7. We have:
• The mapping (Wˆ1,W 2) → Wˆ1 ⊕ W 2 from DMC(s)X1,Y1 ×DMC
(s)
X2,Y2 to DMC
(s)
X1
∐X2,Y1∐Y2 is
continuous.
• The mapping (Wˆ1,W 2)→ Wˆ1⊗W 2 from DMC(s)X1,Y1 ×DMC
(s)
X2,Y2 to DMC
(s)
X1×X2,Y1×Y2 is continuous.
Proof: We only prove the continuity of the channel sum because the proof for the channel product
is similar.
Let Proj : DMCX1∐X2,Y1∐Y2 → DMC(s)X1∐X2,Y1∐Y2 be the projection onto the R(s)X1∐X2,Y1∐Y2-
equivalence classes. Define the mapping f : DMCX1,Y1 ×DMCX2,Y2 → DMC(s)X1∐X2,Y1∐Y2 as
f(W1,W2) = Proj(W1 ⊕W2). Clearly, f is continuous.
Now define the equivalence relation R on DMCX1,Y1 ×DMCX2,Y2 as:
(W1,W2)R(W
′
1,W
′
2) ⇔ W1R(s)X1,Y1W ′1 and W2R
(s)
X2,Y2W
′
2.
The discussion before the proposition shows that f(W1,W2) = Proj(W1 ⊕ W2) depends only on the
R-equivalence class of (W1,W2). Lemma 1 now shows that the transcendent map of f defined on
(DMCX1,Y1 ×DMCX2,Y2)/R is continuous.
Notice that (DMCX1,Y1 ×DMCX2,Y2)/R can be identified with DMC(s)X1,Y1 ×DMC
(s)
X2,Y2 . Therefore,
we can define f on DMC(s)X1,Y1 ×DMC
(s)
X2,Y2 through this identification. Moreover, since DMCX1,Y1 and
DMC
(s)
X2,Y2 are locally compact and Hausdorff, Corollary 1 implies that the canonical bijection between
(DMCX1,Y1 ×DMCX2,Y2)/R and DMC(s)X1,Y1 ×DMC
(s)
X2,Y2 is a homeomorphism.
Now since the mapping f on DMC(s)X1,Y1 ×DMC
(s)
X2,Y2 is just the channel sum, we conclude that the
mapping (Wˆ1,W 2)→ Wˆ1 ⊕W 2 from DMC(s)X1,Y1 ×DMC
(s)
X2,Y2 to DMC
(s)
X1
∐X2,Y1∐Y2 is continuous.
Proposition 8. Assume that the space DMC(s)∗,∗ is endowed with the strong topology. We have:
• The mapping (Wˆ1,W 2)→ Wˆ1 ⊕W 2 from DMC(s)∗,∗×DMC(s)X2,Y2 to DMC(s)∗,∗ is continuous.
• The mapping (Wˆ1,W 2)→ Wˆ1 ⊗W 2 from DMC(s)∗,∗×DMC(s)X2,Y2 to DMC(s)∗,∗ is continuous.
Proof: We only prove the continuity of the channel sum because the proof of the continuity of the
channel product is similar.
Due to the distributivity of the product with respect to disjoint unions, we have:
DMC∗,∗×DMCX2,Y2 =
∐
n,m≥1
(DMC[n],[m]×DMCX2,Y2),
and
Ts,∗,∗ ⊗ TX2,Y2 =
⊕
n,m≥1
(T[n],[m] ⊗ TX2,Y2) .
Therefore, the space DMC∗,∗×DMCX2,Y2 is the topological disjoint union of the spaces
(DMC[n],[m]×DMCX2,Y2)n,m≥1.
For every n,m ≥ 1, let Projn,m be the projection onto the R(s)[n]∐X2,[m]∐Y2-equivalence classes and let
in,m be the canonical injection from DMC
(s)
[n]
∐X2,[m]∐Y2 to DMC(s)∗,∗.
Define the mapping f : DMC∗,∗×DMCX2,Y2 → DMC(s)∗,∗ as
f(W1,W2) = in,m(Projn,m(W1 ⊕W2)) = Wˆ1 ⊕W 2,
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where n and m are the unique integers satisfying W1 ∈ DMC[n],[m]. Wˆ1 and W 2 are the R(s)[n],[m] and
R
(s)
X2,Y2-equivalence classes of W1 and W2 respectively.
Clearly, the mapping f is continuous on DMC[n],[m]×DMCX2,Y2 for every n,m ≥ 1. Therefore, f is
continuous on (DMC∗,∗×DMCX2,Y2 , Ts,∗,∗ ⊗ TX2,Y2).
Let R be the equivalence relation defined on DMC∗,∗×DMCX2,Y2 as follows: (W1,W2)R(W ′1,W ′2) if
and only if W1R
(s)
∗,∗W ′1 and W2R
(s)
X2,Y2W
′
2.
Since f(W1,W2) depends only on the R-equivalence class of (W1,W2), Lemma 1 implies that the
transcendent mapping of f is continuous on (DMC∗,∗×DMCX2,Y2)/R.
Since (DMC∗,∗, Ts,∗,∗) and DMC(s)X2,Y2 = DMCX2,Y2 /R
(s)
X2,Y2 are Hausdorff and locally compact,
Corollary 1 implies that the canonical bijection from DMC(s)∗,∗×DMC(s)X2,Y2 to (DMC∗,∗×DMCX2,Y2)/R
is a homeomorphism. We conclude that the channel sum is continuous on (DMC(s)∗,∗×DMC(s)X2,Y2 , T
(s)
s,∗,∗⊗
T (s)X2,Y2).
The reader might be wondering why the channel sum and the channel product were not shown to be
continuous on the whole space DMC(s)∗,∗×DMC(s)∗,∗ instead of the smaller space DMC(s)∗,∗×DMC(s)X2,Y2 . The
reason is because we cannot apply Corollary 1 to DMC∗,∗×DMC∗,∗ and DMC(s)∗,∗×DMC(s)∗,∗ since we do
not know that (DMC(s)∗,∗, T (s)s,∗,∗) is locally compact. Moreover, as we stated in Remark 1, if Conjecture 1
is true then (DMC(s)∗,∗, T (s)s,∗,∗) is not locally compact.
As in the case of the space of equivalent channels [8], one potential method to show the continuity of
the channel sum on (DMC(s)∗,∗×DMC(s)∗,∗, T (s)s,∗,∗ ⊗ T (s)s,∗,∗) is as follows: let R be the equivalence relation
on DMC∗,∗×DMC∗,∗ defined as (W1,W2)R(W ′1,W ′2) if and only if W1R(s)∗,∗W ′1 and W2R(s)∗,∗W ′2. We can
identify (DMC∗,∗×DMC∗,∗)/R with DMC(s)∗,∗×DMC(s)∗,∗ through the canonical bijection. Using Lemma 1,
it is easy to see that the mapping (Wˆ1,W 2)→ Wˆ1⊕W 2 is continuous from
(
DMC(s)∗,∗×DMC(s)∗,∗, (Ts,∗,∗⊗
Ts,∗,∗)/R
)
to (DMC(s)∗,∗, T (s)s,∗,∗).
It was shown in [12] that the topology (Ts,∗,∗ ⊗ Ts,∗,∗)/R is homeomorphic to κ(T (s)s,∗,∗ ⊗ T (s)s,∗,∗)
through the canonical bijection, where κ(T (s)s,∗,∗ ⊗ T (s)s,∗,∗) is the coarsest topology that is both compactly
generated and finer than T (s)s,∗,∗ ⊗ T (s)s,∗,∗. Therefore, the mapping (Wˆ1,W 2) → Wˆ1 ⊕ W 2 is continuous
on
(
DMC(s)∗,∗×DMC(s)∗,∗, κ(T (s)s,∗,∗ ⊗ T (s)s,∗,∗)
)
. This means that if T (s)s,∗,∗ ⊗ T (s)s,∗,∗ is compactly generated,
we will have T (s)s,∗,∗ ⊗ T (s)s,∗,∗ = κ(T (s)s,∗,∗ ⊗ T (s)s,∗,∗) and so the channel sum will be continuous on
(DMC(s)∗,∗×DMC(s)∗,∗, T (s)s,∗,∗ ⊗ T (s)s,∗,∗). Note that although T (s)s,∗,∗ and T (s)s,∗,∗ are compactly generated, their
product T (s)s,∗,∗ ⊗ T (s)s,∗,∗ might not be compactly generated.
X. DISCUSSION AND OPEN PROBLEMS
The following continuity-related problems remain open:
• The continuity of the channel parameters C and Pe,n,M in the BRM topology T (s)∗,∗ .
• The continuity of the channel sum and the channel product on the whole product space
(DMC(s)∗,∗×DMC(s)∗,∗, T (s)s,∗,∗ ⊗ T (s)s,∗,∗). As we explained in Section IX-B, it is sufficient to prove that
the product topology T (s)s,∗,∗ ⊗ T (s)s,∗,∗ is compactly generated.
• The continuity of the channel sum and the channel product in the BRM topology.
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APPENDIX A
PROOF OF PROPOSITION 2
Fix n,m ≥ 1 and let l ∈ ∆[n]×[m]. Define G1 = ([n],X ,Y , [m], l,W1) and G2 = ([n],X ,Y , [m], l,W2).
For every S ∈ S[n],X ,Y,[m], we have:
$ˆ(S,G1)
=
1
n
∑
u∈[n]
$ˆ(u, S,G1) = 1
n
∑
u∈[n]
nS∑
i=1
αS(i)
∑
y∈Y
W1
(
y
∣∣fi,S(u))l(u, gi,S(y))
=
 1
n
∑
u∈[n]
nS∑
i=1
αS(i)
∑
y∈Y
W2
(
y
∣∣fi,S(u))l(u, gi,S(y))

+
1
n
∑
u∈[n]
nS∑
i=1
αS(i)
∑
y∈Y
(
W1
(
y
∣∣fi,S(u))−W2(y∣∣fi,S(u)))l(u, gi,S(y))
≤ $ˆ(S,G2) +
nS∑
i=1
αS(i)
n
∑
u∈[n]
∑
y∈Y,
W1(y|fi,S(u))≥W2(y|fi,S(u))
(
W1
(
y
∣∣fi,S(u))−W2(y∣∣fi,S(u)))l(u, gi,S(y))
(a)
≤ $ˆ(S,G2) +
nS∑
i=1
αS(i)
n
∑
u∈[n]
∑
y∈Y,
W1(y|fi,S(u))≥W2(y|fi,S(u))
(
W1
(
y
∣∣fi,S(u))−W2(y∣∣fi,S(u)))
= $ˆ(S,G2) +
nS∑
i=1
αS(i)
n
∑
u∈[n]
1
2
∑
y∈Y
∣∣W1(y∣∣fi,S(u))−W2(y∣∣fi,S(u))∣∣
≤ $ˆ(S,G2) +
nS∑
i=1
αS(i)
n
∑
u∈[n]
max
x∈X
1
2
∑
y∈Y
|W1(y|x)−W2(y|x)|
= $ˆ(S,G2) +
nS∑
i=1
αS(i)
n
∑
u∈[n]
dX ,Y(W1,W2) = $ˆ(S,G2) + dX ,Y(W1,W2)
≤ dX ,Y(W1,W2) + sup
S′∈S[n],X ,Y,[m]
$ˆ(S ′,G2) = dX ,Y(W1,W2) + $opt(G2),
where (a) follows from the fact that l(u, gi,S(y)) ≤ 1 (because l ∈ ∆[n]×[m]). Therefore,
$opt(G1) = sup
S∈S[n],X ,Y,[m]
$ˆ(S,G1) ≤ $opt(G2) + dX ,Y(W1,W2),
hence
$opt(G1)− $opt(G2) ≤ dX ,Y(W1,W2).
We can show similarly that $opt(G2)− $opt(G2) ≤ dX ,Y(W1,W2). Therefore,
|$opt(l, Wˆ1)− $opt(l, Wˆ2)| = |$opt(l,W1)− $opt(l,W2)| = |$opt(G1)− $opt(G2)| ≤ dX ,Y(W1,W2).
We conclude that
d
(s)
X ,Y(Wˆ1, Wˆ2) = sup
n,m≥1,
l∈∆[n]×[m]
|$opt(l, Wˆ1)− $opt(l, Wˆ2)| ≤ dX ,Y(W1,W2).
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APPENDIX B
PROOF OF PROPOSITION 3
Corollary 2 implies that Proj2(Dg ◦ W ◦ Df ) = Proj2(Dg ◦ W ′ ◦ Df ) if and only if WR(s)X1,Y1W ′.
Therefore, Proj2(Dg ◦ W ′ ◦ Df ) does not depend on W ′ ∈ Wˆ , hence F is well defined. Corollary 2
also shows that Proj2(Dg ◦W ′ ◦Df ) does not depend on the particular choice of the surjection f or the
injection g, hence it is canonical (i.e., it depends only on X1,X2,Y1 and Y2).
On the other hand, the mapping W → Dg ◦ W ◦ Df is a continuous mapping from DMCX1,Y1 to
DMCX2,Y2 , and Proj2 is continuous. Therefore, the mapping W → Proj2(Dg ◦W ◦Df ) is a continuous
mapping from DMCX1,Y1 to DMC
(s)
X2,Y2 . Now since Proj2(Dg ◦W ◦ Df ) depends only on the R
(s)
X1,Y1-
equivalence class Wˆ of W , Lemma 1 implies that the transcendent mapping of W → Proj2(Dg ◦W ◦Df )
that is defined on DMC(s)X1,Y2 is continuous. Therefore, F is a continuous mapping from (DMC
(s)
X1,Y1 , T
(s)
X1,Y1)
to (DMC(s)X2,Y2 , T
(s)
X2,Y2). Moreover, we can see from Corollary 2 that F is an injection.
For every closed subset B of DMC(s)X1,Y1 , B is compact since DMC
(s)
X1,Y1 is compact, hence F (B) is
compact because F is continuous. This implies that F (B) is closed in DMC(s)X2,Y2 since DMC
(s)
X2,Y2 is
Hausdorff (as it is metrizable). Therefore, F is a closed mapping.
Now since F is an injection that is both continuous and closed, F is a homeomorphism between
DMC
(s)
X1,Y1 and F
(
DMC
(s)
X1,Y1
) ⊂ DMC(s)X2,Y2 .
We would like now to show that F
(
DMC
(s)
X1,Y1
)
depends only on |X1|, |Y1|, X2 and Y2. Let X ′1 and Y ′1
be two finite sets such that |X1| = |X ′1| and |Y1| = |Y ′1|. For every W ∈ DMCX ′1,Y ′1 , let W ∈ DMC
(s)
X ′1,Y ′1
be the R(s)X ′1,Y ′1-equivalence class of W .
Let f ′ : X1 → X ′1 be a fixed bijection from X1 to X ′1 and let f ′′ = f ′ ◦ f . Also, let g′ : Y ′1 →
Y1 be a fixed bijection from Y ′1 to Y1 and let g′′ = g ◦ g′. Define F ′ : DMC(s)X ′1,Y ′1 → DMC
(s)
X2,Y2 as
F ′(W ) = ˜Dg′′ ◦W ′ ◦Df ′′ = Proj2(Dg′′ ◦W ′ ◦Df ′′), where W ′ ∈ W . As above, F ′ is well defined, and
it is a homeomorphism from DMC(s)X ′1,Y ′1 to F
′(DMC(s)X ′1,Y ′1 ). We want to show that F ′(DMC(s)X ′1,Y ′1 ) =
F
(
DMC
(s)
X1,Y1
)
. For every W ∈ DMC(s)X ′1,Y ′1 , let W
′ ∈ W . We have
F ′(W ) = Proj2(Dg′′ ◦W ′ ◦Df ′′) = Proj2(Dg ◦ (Dg′ ◦W ′ ◦Df ′) ◦Df )
= F (Dg′ ◦W ′ ◦Df ′) ∈ F
(
DMC
(s)
X1,Y1
)
.
Since this is true for every W ∈ DMC(s)X ′1,Y ′1 , we deduce that F
′(DMC(s)X ′1,Y ′1 ) ⊂ F(DMC(s)X1,Y1 ). By
exchanging the roles of X1,Y1 and X ′1,Y ′1 and using the fact that f = f ′−1 ◦ f ′′ and g = g′′ ◦ g′−1, we get
F
(
DMC
(s)
X1,Y1
) ⊂ F ′(DMC(s)X ′1,Y ′1 ). We conclude that F(DMC(s)X1,Y1 ) = F ′(DMC(s)X ′1,Y ′1 ), which means
that F
(
DMC
(s)
X1,Y1
)
depends only on |X1|, |Y1|, X2 and Y2.
For every W ′ ∈ Wˆ and every W ′′ ∈ F (Wˆ ) = ˜Dg ◦W ′ ◦Df , W ′′ is Shannon-equivalent to Dg◦W ′◦Df
and Dg ◦W ′ ◦Df is Shannon-equivalent to W ′ (by Lemma 5), hence W ′′ is Shannon-equivalent to W ′.
APPENDIX C
PROOF OF LEMMA 7
Define DMC(s)[0],[0] = ø, which is strongly closed in DMC
(s)
∗,∗.
Let A and B be two disjoint strongly closed subsets of DMC(s)∗,∗. For every n ≥ 0, let An = A∩DMC(s)[n],[n]
and Bn = B ∩ DMC(s)[n],[n]. Since A and B are strongly closed in DMC(s)∗,∗, An and Bn are closed in
DMC
(s)
[n],[n]. Moreover, An ∩Bn ⊂ A ∩B = ø.
Construct the sequences (Un)n≥0, (U ′n)n≥0, (Kn)n≥0 and (K
′
n)n≥0 recursively as follows:
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U0 = U
′
0 = K0 = K
′
0 = ø ⊂ DMC(s)[0],[0]. Since A0 = B0 = ø, we have A0 ⊂ U0 ⊂ K0 and
B0 ⊂ U ′0 ⊂ K ′0. Moreover, U0 and U ′0 are open in DMC(s)[0],[0], K0 and K ′0 are closed in DMC(s)[0],[0], and
K0 ∩K ′0 = ø.
Now let n ≥ 1 and assume that we constructed (Uj)0≤j<n, (U ′j)0≤j<n, (Kj)0≤j<n and (K ′j)0≤j<n such
that for every 0 ≤ j < n, we have Aj ⊂ Uj ⊂ Kj ⊂ DMC(s)[j],[j], Bj ⊂ U ′j ⊂ K ′j ⊂ DMC(s)[j],[j], Uj and
U ′j are open in DMC
(s)
[j],[j], Kj and K
′
j are closed in DMC
(s)
[j],[j], and Kj ∩K ′j = ø. Moreover, assume that
Kj ⊂ Uj+1 and K ′j ⊂ U ′j+1 for every 0 ≤ j < n− 1.
Let Cn = An ∪Kn−1 and Dn = Bn ∪K ′n−1. Since Kn−1 and K ′n−1 are closed in DMC(s)[n−1],[n−1] and
since DMC(s)[n−1],[n−1] is closed in DMC
(s)
[n],[n], we can see that Kn−1 and K
′
n−1 are closed in DMC
(s)
[n],[n].
Therefore, Cn and Dn are closed in DMC
(s)
[n],[n]. Moreover, we have
Cn ∩Dn = (An ∪Kn−1) ∩ (Bn ∪K ′n−1)
= (An ∩Bn) ∪ (An ∩K ′n−1) ∪ (Kn−1 ∩Bn) ∪ (Kn−1 ∩K ′n−1)
(a)
=
(
An ∩K ′n−1 ∩DMC(s)[n−1],[n−1]
)
∪
(
Kn−1 ∩DMC(s)[n−1],[n−1] ∩Bn
)
= (An−1 ∩K ′n−1) ∪ (Kn−1 ∩Bn−1) ⊂ (Kn−1 ∩K ′n−1) ∪ (Kn−1 ∩K ′n−1) = ø,
where (a) follows from the fact that An∩Bn = Kn−1∩K ′n−1 = ø and the fact that Kn−1 ⊂ DMC(s)[n−1],[n−1]
and K ′n−1 ⊂ DMC(s)[n−1],[n−1].
Since DMC(s)[n],[n] is normal (because it is metrizable), and since Cn and Dn are closed disjoint subsets
of DMC(s)[n],[n], there exist two sets Un, U
′
n ⊂ DMC(s)[n],[n] that are open in DMC(s)[n],[n] and two sets Kn, K ′n ⊂
DMC
(s)
[n],[n] that are closed in DMC
(s)
[n],[n] such that Cn ⊂ Un ⊂ Kn, Dn ⊂ U ′n ⊂ K ′n and Kn ∩K ′n = ø.
Clearly, An ⊂ Un ⊂ Kn ⊂ DMC(s)[n],[n], Bn ⊂ U ′n ⊂ K ′n ⊂ DMC(s)[n],[n], Kn−1 ⊂ Un and K ′n−1 ⊂ U ′n. This
concludes the recursive construction.
Now define U =
⋃
n≥0
Un =
⋃
n≥1
Un and U ′ =
⋃
n≥0
U ′n =
⋃
n≥1
U ′n. Since An ⊂ Un for every n ≥ 1, we have
A = A ∩DMC(s)∗,∗ = A ∩
(⋃
n≥1
DMC
(s)
[n],[n]
)
=
⋃
n≥1
(
A ∩DMC(s)[n],[n]
)
=
⋃
n≥1
An ⊂
⋃
n≥1
Un = U.
Moreover, for every n ≥ 1 we have
U ∩DMC(s)[n],[n] =
(⋃
j≥1
Uj
)
∩DMC(s)[n],[n]
(a)
=
(⋃
j≥n
Uj
)
∩DMC(s)[n],[n] =
⋃
j≥n
(
Uj ∩DMC(s)[n],[n]
)
,
where (a) follows from the fact that Uj ⊂ Kj ⊂ Uj+1 for every j ≥ 0, which means that the sequence
(Uj)j≥1 is increasing.
For every j ≥ n, we have DMC(s)[n],[n] ⊂ DMC(s)[j],[j] and Uj is open in DMC(s)[j],[j], hence Uj ∩DMC(s)[n],[n]
is open in DMC(s)[n],[n]. Therefore, U ∩ DMC(s)[n],[n] =
⋃
j≥n
(
Uj ∩DMC(s)[n],[n]
)
is open in DMC(s)[n],[n]. Since
this is true for every n ≥ 1, we conclude that U is strongly open in DMC(s)∗,∗.
We can show similarly that B ⊂ U ′ and that U ′ is strongly open in DMC(s)∗,∗. Finally, we have
U ∩ U ′ =
(⋃
n≥1
Un
)
∩
(⋃
n′≥1
U ′n′
)
=
⋃
n≥1,n′≥1
(Un ∩ U ′n′)
(a)
=
⋃
n≥1
(Un ∩ U ′n) ⊂
⋃
n≥1
(Kn ∩K ′n) = ø,
where (a) follows from the fact that for every n ≥ 1 and every n′ ≥ 1, we have
Un ∩ U ′n′ ⊂ Umax{n,n′} ∩ U ′max{n,n′}
because (Un)n≥1 and (U ′n)n≥1 are increasing. We conclude that (DMC
(s)
∗,∗, T (s)s,∗,∗) is normal.
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