Soft Label Memorization-Generalization for Natural Language Inference by Lalor, John P. et al.
Soft Label Memorization-Generalization for Natural Language Inference
John P. Lalor1, Hao Wu2, Hong Yu1,3
1 University of Massachusetts, 2 Vanderbilt University, 3 Bedford VA
lalor@cs.umass.edu, hao.wu.1@vanderbilt.edu, hong.yu@umassmed.edu
Abstract
Often when multiple labels are obtained for a training exam-
ple it is assumed that there is an element of noise that must be
accounted for. It has been shown that this disagreement can
be considered signal instead of noise. In this work we investi-
gate using soft labels for training data to improve generaliza-
tion in machine learning models. However, using soft labels
for training Deep Neural Networks (DNNs) is not practical
due to the costs involved in obtaining multiple labels for large
data sets. We propose soft label memorization-generalization
(SLMG), a fine-tuning approach to using soft labels for train-
ing DNNs. We assume that differences in labels provided by
human annotators represent ambiguity about the true label
instead of noise. Experiments with SLMG demonstrate im-
proved generalization performance on the Natural Language
Inference (NLI) task. Our experiments show that by injecting
a small percentage of soft label training data (0.03% of train-
ing set size) we can improve generalization performance over
several baselines.
1 Introduction
In Machine Learning (ML) classification tasks a model is
trained on a set of labeled data and optimized based on
some loss function. The training data consists of some fea-
ture set Xtrain = xi, . . . , xN and associated labels Ytrain =
y1, . . . , yN , where Y is a vector of integers corresponding
to the classes of the problem. Typically we assume that each
training example is labeled correctly, and each is equally
appropriate for a single class. There is no way to quantify
the uncertainty of the examples, nor a way to exploit such
uncertainty during training. Particularly for NLP tasks with
sentence- or phrase-based classification such as Natural Lan-
guage Inference (NLI), it is not common to model ambiguity
in language in training data labels.
For example, consider the following two premise-
hypothesis pairs, both taken from the Stanford Natural Lan-
guage Inference (SNLI) corpus for NLI (Bowman et al.
2015):
1. Premise: Two men and a woman are inspecting the front
tire of a bicycle.
Hypothesis: There are a group of people near a bike.
2. Premise: A young boy in a beige jacket laughs as he
reaches for a teal balloon.
Hypothesis: The boy plays with the balloon.
In both cases the gold-standard label in the SNLI data
set is entailment, which is to say that if we assume that the
premise is true, one can infer that the hypothesis is also true.
However, looking at the two sentence pairs one could argue
that they do not both equally describe entailment. The first
example is a clear case: people inspecting a front tire of a
bike are almost certainly standing near it. However the sec-
ond example is less clear. Is the child laughing because he
is playing? Or is he laughing for some other reason, and is
simply grabbing for the balloon to hold it (or give it to some-
one else)? There is ambiguity associated with the two exam-
ples that is not captured in the data. To a machine learning
model trained on SNLI, both examples are to be classified as
entailment, and incorrect classifications should be penalized
equally during learning.
Previous work has shown that leveraging crowd disagree-
ments can improve the performance of named entity recog-
nition (NER) models by treating disagreement not as noise
but as signal (Inel and Aroyo 2017). We use the same as-
sumption here and encode crowd disagreements directly into
the model training data in the form of a distribution over la-
bels (“soft labels”). These soft labels model uncertainty in
training by representing human ambiguity in the class la-
bels. Ideally we would have soft labels for all of our training
data, however when training large deep learning models it is
prohibitively expensive to collect many annotations for all
data in the huge datasets required for training. In this work
we show that even a small amount of soft labeled data can
improve generalization. This is the first work to fine-tune a
deep neural network with soft labels from crowd annotations
for a natural language processing (NLP) task.
With this in mind we propose soft label memorization-
generalization (SLMG), a fine-tuning approach to training
that uses distributions over labels for a subset of data as
a supplemental training set for a learning model. Ideally a
model could be trained with soft labels for all training ex-
amples, but because of the costs involved, in this work we
explore using a small number of examples for fine-tuning
on top of a larger data set. We seek understand the effect of
including more informative labels as part of training.
Our hypothesis is that using labels that incorporate lan-
guage ambiguity can improve model generalization in terms
of test set accuracy, even for a small subset of the training
data. By using a distribution over labels we hope to reduce
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overfitting by not pushing probabilities to 1 for items where
the empirical distribution is more spread out. Our results
show that SLMG is a simple and effective way to improve
generalization without a lot of additional data for training.
We evaluate our approach on NLI (also known as Rec-
ognizing Textual Entailment or RTE) (Dagan, Glickman,
and Magnini 2006) using the SNLI data set (Bowman et
al. 2015). Prior work has shown that lexical phenomena
in the SNLI dataset can be exploited by classifiers with-
out learning the task, and performance on difficult examples
in the data set is still relatively poor, making NLI a still-
open problem (Gururangan et al. 2018; Poliak et al. 2018;
Lalor et al. 2018). For soft labeled data we use the IRT eval-
uation scales for NLI data (Lalor, Wu, and Yu 2016) where
each premise-hypothesis pair was labeled by 1000 AMT
workers. This way we are able to leverage an existing source
of soft labeled data without additional annotation costs. We
find that SLMG can improve generalization under certain
circumstances, even thought the amount of soft labeled data
used is tiny compared to the total training sets (0.03% of
the SNLI training data set). SLMG outperforms the obvious
but strong baseline of simply gathering more unseen data for
labeling and training. Our results suggest that there are di-
minishing returns for simply adding more data past a certain
point (Halevy, Norvig, and Pereira 2009), and indicate that
representing data uncertainty in the form of soft labels can
have a positive impact on model generalization.
Our contributions are as follows: (i) We propose the
SLMG framework for incorporating soft labels in machine
learning training, (ii) We use previously-collected human
annotated data to estimate soft label distributions for NLI
and show that replacing less than 0.1% of training data with
soft labeled data can improve generalization for three DNN
models, and (iii) We demonstrate for the first time that soft
labels can encode ambiguity in training data that can im-
prove model generalization in terms of test set accuracy.1
2 Soft Label Memorization-Generalization
2.1 Overview
In a traditional supervised learning single-label classifica-
tion problem, a model is trained on some data set Xtrain, and
tested on some test set Xtest. In this setting, learning is done
by minimizing some loss function L. We assume that the la-
bels associated with instances in Xtrain are correct. That is,
for each (xi, yi) ∈ Xtrain we assume that yi is the correct
class for the i-th example, where xi is some set of features
associated with the i-th training example and yi is the corre-
sponding class. However it is often the case, particularly in
NLP, that examples may vary in terms of difficulty, ambigu-
ity, and other characteristics that are often not captured by
the single correct class to which the example belongs. The
traditional single-label classification task does not take this
into account.
For example, a popular loss function for classification
tasks is Categorical Cross-Entropy (CCE). For a single
training example xi with class yi ∈ Y where Y is the
1We will release our code upon publication.
set of possible classes, CCE loss is defined as LCCEi =
−∑|Y |j=1 p(yij) log p(yˆij). In the single-class classification
case where a single class j has probability 1 CCE loss
is LCCE =
∑N
i − log p(yˆij), where each example loss is
summed over all of the training examples. With this loss
function a learning model is encouraged to update its param-
eters in order to maximize the probability of the correct class
for each training example. Without some stopping criteria,
parameter updates will continue for a given example until
p(yˆij) = 1. This may not always be ideal, since by pushing
the model output probability to 1, the learner is encouraged
to overfit on an example that may not be representative of
the particular class.
With SLMG we want to take advantage of the fact that
differences between examples in the same class can be use-
ful during training. Instead of treating each training example
as having a single correct class, SLMG uses a distribution
over labels for the gold standard. This way examples with
varying degrees of uncertainty are reflected during training.
We make a different assumption regarding noise in hu-
man generated labels than previous work (Dawid and Skene
1979; Bachrach et al. 2012). The presence of noise when
multiple labels are obtained is often attributed to labeler er-
ror, lack of expertise, adversarial actions, or other negative
causes. However, we believe that the noise in the labels can
be considered a signal (Inel et al. 2014; Aroyo and Welty
2015). Examples with less uncertainty about the label (in the
form of a label distribution with a single high peak) should
be associated with similarly high model confidence.
2.2 Training with SLMG
In our experiments we investigated two ways to incorpo-
rate the soft labeled data into model training, which we de-
fine below. Let Xtrain be the original training set, and let
Xtest be the test set. Let Xsoft be the soft labeled training
data with class probabilities. There are two ways to incor-
porate the Xsoft data into a learning task that we investigate:
(i) at each training epoch, training with Xtrain and Xsoft in-
terspersed (SLMG-I), and (ii) train a model on Xtrain for a
predefined number of epochs, followed by training on Xsoft
for a predefined number of epochs, repeated some number
of times (meta-epochs) in a sequential fashion (SLMG-S).
Algorithms 1 and 2 define the two training sequences, re-
spectively. In our experiments we tested two loss functions
for the SLMG data, CCE (§2.1) and Mean Squared Error
(MSE): LMSEi =
∑|Y |
j=1(pˆ(yij)− p(yij))2.
Interspersed Fine-Tuning The motivation for interspers-
ing fine-tuning with soft labels is to prevent overfitting as
the model learns. After each epoch in the training cycle, the
learning model will have made updates to the model weights
according to the outputs on the full training set. By inter-
spersing the fine-tuning after each epoch, our expectation is
that we can account for and correct overfitting earlier in the
process by making smaller updates to the model weights ac-
cording to the soft label distributions. This method encour-
ages generalization early in the process, before the model
can memorize the training data and possibly overfit.
Premise Hypothesis P (E) P (C) P (N)
A little boy is opening gifts surrounded by a
group of children and adults.
The boy is being punished 0.005 0.839 0.156
A man and woman walking away from a
crowded street fair.
There are a group of men walking together. 0.045 0.542 0.412
Two men and a woman are inspecting the front
tire of a bicycle.
There are a group of people near a bike. 0.861 0.032 0.108
A young boy in a beige jacket laughs as he
reaches for a teal balloon.
The boy plays with the balloon. 0.659 0.026 0.316
A man wearing a gray shirt waving in the mid-
dle of a plant nursery
The man does not have a way to get home. 0.011 0.174 0.815
A wielder works on wielding a beam into place
while other workers set beams.
The wielder is working on a building. 0.486 0.013 0.501
Table 1: Examples of premise-hypothesis pairs from the SNLI data set and the AMT-estimated probability that the correct label
is Entailment (E), Contradiction (C), or Neutral (N). The original gold-standard label from SNLI is bolded. In some cases, the
gold label provided originally has a low probability based on AMT-population estimates (i.e. less than 75%).
Algorithm 1 SLMG-I Algorithm
Input: Model m, NumEpochs e, Xtrain, Xsoft
for i = 1 to e do
Train m on XNtrain
Train m on Xsoft
end for
Algorithm 2 SLMG-S Algorithm
Input: Model m, NumMetaEpochs me, NumEpochs e,
Xtrain, Xsoft
for i = 1 tome do
for j = 1 to e do
Train m on XNtrain
end for
for j = 1 to e do
Train m on Xsoft
end for
end for
Sequential Fine-Tuning In contrast with the interspersed
fine-tuning, the motivation for sequential fine-tuning is to
adjust a well-trained model to improve generalization. After
a full training cycle of some number of epochs, the learn-
ing model is then fine-tuned using the soft-labeled data.
This way the fine-tuning takes place after the model has
learned a set of weights that perform well on the training
data. Fine-tuning here can improve generalization by updat-
ing the model weights to be less extreme when dealing with
examples that are more ambiguous than others. Since these
updates happen on a trained model, there is less risk of the
model performance drastically reducing. By repeating this
process over a number of meta-epochs, the learning model
can memorize, generalize, and repeat the cycle.
2.3 Collecting Soft Labeled Data
For our NLI soft labeled data, we use data collected
by (Lalor, Wu, and Yu 2016). 180 SNLI training exam-
ples split evenly between the three labels were randomly se-
lected and given to Amazon Mechanical Turk (AMT) work-
ers (Turkers) for additional labeling. For each example 1000
additional labels were collected. In order to estimate a distri-
bution over labels for these examples we calculate the prob-
ability of a certain label according to the proportion of hu-
mans that selected the label: P (Y = y) = NyN , where Ny is
the number of times y was selected by the crowd and N is
the total number of responses obtained.
Table 1 shows example premise-hypothesis pairs taken
from the SNLI data set for NLI (Bowman et al. 2015). Table
1 includes the premise and hypothesis sentences, the gold
standard class as included in the data set, as well as esti-
mated soft labels using human responses obtained by (Lalor,
Wu, and Yu 2016). There are premise-hypothesis pairs that
share a class label (e.g. the first two examples) yet are very
different in terms of how they are perceived by a crowd of
human labelers. In a traditional setup both examples would
have a single class label associated with contradiction (class
label 1 if 0 = entailment, 1 = contradiction, and 2 = neu-
tral). Certain training examples have much less uncertainty
associated with them, which is reflected in the high proba-
bility weight on the correct label. In other cases, there is a
more evenly spread distribution, which can be interpreted
as a higher degree of uncertainty. In a learning scenario,
one may want to treat these examples differently according
to their uncertainty, as opposed to the common practice of
weighing each equally.
Consider calculating the entropy, H(X), of
the first two training examples from Table 1:
H(X) = −∑y∈Y p(y) log p(y). If we assume that
the probability of the correct label (in this case, contra-
diction), is 1, and the probability of all other labels is
0, then entropy in both cases is 0.2 However if we use
the distributions from Table 1, then entropy is 0.464 and
0.837 respectively. There is much more uncertainty in the
second example than the first, which is not reflected if we
assume that both examples are labeled contradiction with
probability 1. This uncertainty may be important when
learning for classification.
2Where 0 log 0 = 0.
2.4 Learning from the Crowd
In this work we take advantage of the fact that we have a
distribution over labels provided by the human labelers. We
can train using CCE or MSE: as our loss function, where
we minimize the difference between the estimated probabil-
ities learned by the model and the empirical distributions ob-
tained from AMT over the training examples. With SLMG
we are attempting to move the model predictions closer to
the soft label distribution of responses. We are not necessar-
ily trying to push predicted probability values to 1, which
is a departure from the standard understanding of single la-
bel classification in ML. Here we hypothesize that updating
weights according to differences in the observed probability
distributions will improve the model by preventing it from
updating too much for more uncertain items (that is, exam-
ples where the empirical distribution is more evenly spread
across the three labels).
This scenario assumes that the crowdsourced distribution
of responses is a better measure of correctness than a single
gold-standard label. We hypothesize that the crowd distri-
bution over labels gives a fuller understanding of the items
being used for training. SLMG can update parameters to
move closer to this distribution without making large param-
eter updates under the assumption that a single correct label
should have probability 1.
If we assume that ML performance is not at the level
of an average human (which is reasonable in many cases),
then SLMG can help pull models towards average human
behavior when we use human annotations to generate the
soft labels. If the model updates parameters to minimize the
difference between predictions and the distribution of re-
sponses provided by AMT workers, then the model predic-
tions should look like that of the crowd. When ML model
performance is better than the average AMT user, there is
a risk that performance may suffer, if we assume that our
model would outperform a human population. The model
may have learned a set of parameters that better models the
data than the human population, and updating parameters to
reflect the human distribution could lead to a drop in perfor-
mance. However since we are only using SLMG as a fine-
tuning mechanism, the risk here is mitigated by the larger
training set that we use alongside the SLMG data.
3 Experiments
Our hypothesis is that soft labeled data, even in very small
amounts, can improve model generalization by capturing
ambiguity of language data in the form of distributions over
labels. In this section we describe our experiments to test
this hypothesis, as well as the data sets and models used in
the experiments.
3.1 Models
For our experiments we tested three deep learning models,
an LSTM RNN (Hochreiter and Schmidhuber 1997; Bow-
man et al. 2015) that was released with the original SNLI
data set, a memory-augmented LSTM network (Munkhdalai
and Yu 2017), and a recently released hierarchical network
with very strong performance on the SNLI task (Chen et al.
2017). Each model was trained according to the original pa-
rameters provided in the respective papers.3 Word embed-
dings for all models were initialized with GloVe 840B 300D
word embeddings (Pennington, Socher, and Manning 2014).
Our first model is a re-implementation of the 100D
LSTM model that was released with the original SNLI data
set (Bowman et al. 2015). For the NLI task, the premise
and hypothesis sentences were both passed through a 100D
LSTM sequence embedding (Hochreiter and Schmidhuber
1997). The output embeddings were concatenated and fed
through 3 200D tanh layers, followed by a final softmax
layer for classification. We implemented in DyNet (Neubig
et al. 2017).
Neural Semantic Encoder (NSE) (Munkhdalai and Yu
2017) is a memory augmented neural network. NSE uses
read, compute, and write operations to maintain and update
an external memory M during training and outputs an en-
coding h that is used for downstream classification tasks:
We used the publicly available version of the NSE model re-
leased by the authors4 and implemented in Chainer (Tokui et
al. 2015). We followed the original NSE training parameters
and hyperparameters (Munkhdalai and Yu 2017).
The Enhanced Sequential Inference Model (ESIM) (Chen
et al. 2017) consists of three stages: (i) input premise and hy-
pothesis encoding with BiLSTMs, (ii) local inference mod-
eling with attention, and (iii) inference composition with a
second BiLSTM encoding over the local inference informa-
tion. We used the publicly available ESIM model released by
the authors5 implemented in Theano (Theano Development
Team 2016) and kept all of the hyperparameters the same as
in the original paper.
3.2 Data
For NLI data we used the SNLI corpus (Bowman et al.
2015). SNLI is an order of magnitude larger than previ-
ously available NLI data sets (550k train/10k dev/10k test),
and consists entirely of human-generated P-H pairs. SNLI
is evenly split across three labels: entailment, contradiction,
and neutral. SNLI is large, well-studied, and often used as a
benchmark for new NLP models for NLI.
3.3 Baselines
We evaluate SLMG against three baselines: (i) B1, Tradi-
tional: We train the DNN models (§3.1) in a traditional su-
pervised learning setup, where the soft labeled training data
(Xsoft) is incorporated in the hard labeled training data
(Xtrain) with their original gold-standard labels, (ii) B2,
Comparable Label Effort (CLE): Because each of the 180
Xsoft examples have 1000 human annotations, our second
baseline is to add new single label training data to B1, to
evaluate against a comparable data labeling effort. To that
end, we randomly selected 180,000 additional training data
points from the Multi-NLI data set (Williams, Nangia, and
Bowman ) for additional training data, (iii) B3, AOC: The
3Due to space constraints, please refer to the original papers for
descriptions of the model architectures.
4https://bitbucket.org/tsendeemts/nse
5https://github.com/lukecq1231/nli
Premise Hypothesis Model P (E) P (C) P (N)
This church choir sings to the
masses as they sing joyous songs
from the book at a church.
The church is filled with song B1 0.191 0.021 0.788
SLMG-I-CCE 0.520 0.028 0.452
A land rover is being driven across
a river.
A sedan is stuck in the middle of a
river.
B1 0.014 0.561 0.435
SLMG-I-CCE 0.011 0.241 0.749
Table 2: Examples of premise-hypothesis pairs from the SNLI data set and output probabilities from the LSTM model. For both
examples the probabilities associated with the gold label are bolded.
Experiment Model
LSTM NSE ESIM
B1: Traditional 76.7 84.6 87.7
B2: CLE 76.9 84.8 87.1
B3: AOC 75.7 84.0 87.7
SLMG-S-MSE 76.5 84.1 87.7
SLMG-S-CCE 77.4 85.1 87.6
SLMG-I-MSE 76.9 84.3 87.8
SLMG-I-CCE 76.7 84.4 87.9
Table 3: Test accuracy results for incorporating SLMG for
NLI. Refer to §3.3 for descriptions of the baselines. Highest
accuracy result for each model is bolded (one per column).
third baseline is the All in one Classifier (AOC) approach
proposed by (Kajino, Tsuboi, and Kashima 2012), where for
each example in Xsoft, every label obtained from the crowd
is used as a unique example in the training data. This base-
line also has an addition 180,000 training data points as in
B2, but the additional pairs all come from Xsoft and have
varying labels depending on the crowd responses.
4 Results and Analysis
Table 3 reports results on the SNLI test set. For each model
on the NLI task, we are able to improve generalization per-
formance (i.e. test set accuracy) by injecting soft labeled
data at some point. Note that the best performance with
SLMG varies according to the model, but for each model
there is some configuration that does improve performance.
As with all model training, the effect of SLMG requires ex-
perimentation according to the use case. In all cases, using
CCE as the loss function performs better than using MSE.
We suspect that this is due to the fact that small differences
are penalized less with CCE than with MSE.
Table 2 shows example of two premise-hypothesis pairs
from the SNLI test set, and the model output probabilities
from the B1 baseline and the SLMG-I model trained with
CCE as the soft label loss function. In the first example, us-
ing SLMG results in flipping the output from incorrect (neu-
tral) to correct (entailment). However, this pair seems to be a
weak case of entailment, and could be argued to be neutral.
The SLMG model considers this and has a reasonably high
probability for the neutral class. In the second case, train-
ing with SLMG results in the wrong label, but again it could
be argued that this is a case where neutral is appropriate.
The “sedan” that is stuck may not be the Land Rover (Land
Rovers are SUVs), so neutral is a reasonable output here.
E C N
E 2739 191 438
Baseline C 333 2360 544
N 441 332 2446
E 2828 157 383
SLMG-S (CCE) C 375 2401 461
N 520 328 2371
E 2967 158 243
SLMG-S (MSE) C 466 2415 356
N 677 422 2120
Table 4: Confusion matrices for the LSTM model, trained
according to the baseline (first block), using SLMG-S with
CCE (second block), and using SLMG-S with MSE (third
block). Gold standard labels run down the left hand side,
while predicted labels are across the top in the matrix. The
highest count of True Positives for each label across the three
model-training setups are bolded.
4.1 Changes in Outputs from SLMG
To better understand the effects of SLMG on generaliza-
tion, we look at the changes in test set performance when
SLMG is used as compared to the baseline case. Table 4
shows 3 confusion matrices: the test-set output for the base-
line LSTM model on the NLI task, and the same model when
trained with SLMG-S and CCE as the loss function for the
soft labeled data, which improved test set performance and
SLMG-S with MSE as the loss function for the soft labeled
data, which did not. In both cases of training with SLMG,
the number of correctly classified entailment and contradic-
tion examples increased, while the number of neutral exam-
ples correctly classified decreased. However when MSE is
used as the soft label loss function, the increase in misclas-
sified neutral examples was enough to offset the gains in
correctly classified entailment and contradiction examples.
Depending on the use case, this result could be useful for
applications. Fewer false negatives for entailment and con-
tradiction examples may be more important than fewer true
positives for the neutral class.
If we consider SNLI as a binary classification task,
with two possible labels “entailment” and “not entailment”
(where we combine contradiction and neutral), and look at
Table 4 we see that SLMG outperforms the baseline in both
cases. In fact, the SLMG-MSE method outperforms SLMG-
CCE in the binary task (88.0% vs. 86.6%) due to the fact
that its performance on the entailment label is much higher.
Figure 1: Relative frequency histograms for the crowd-
estimated probability of the original gold-standard label.
4.2 Comparing the Crowd to the Gold Standard
We also looked at the soft labeled data itself to understand
how well the crowd label distributions align with the ac-
cepted gold-standard labels in the original data set. Figure
1 reports on how well the crowd distributions align with the
gold standard labels included in the original SNLI data set.
We see that there are quite a few examples where the gold
standard class label does not have a high degree of probabil-
ity weight as estimated from the crowd.
For NLI, there is a high percentage of examples where
the gold label has an estimated probability of less than 80%.
This may be due to the fact that individuals have different
understanding of what constitutes entailment. This uncer-
tainty among humans is useful for understanding outputs
from ML models. This is consistent with the inter-rater re-
liability (IRR) scores originally reported by (Lalor, Wu, and
Yu 2016) with the IRT data set. IRR scores (Fleiss’ κ) for the
data ranged from 0.37 to 0.63, which is considered moder-
ate agreement (Landis and Koch 1977). The moderate agree-
ment indicates that there is a general consensus about which
label is correct (which is consistent with Figure 1), but there
is enough disagreement among the annotators that the dis-
agreements should be incorporated into the training data,
and not discarded in favor of majority vote or another sin-
gle label selection criteria.
4.3 How Many Labels do we Need?
Of course, collecting 1000 labels per example to estimate
soft labels becomes prohibitively expensive very quickly.
However it may not be necessary to collect that many labels
in practice. To determine how many labels are needed to ar-
rive at a reasonable estimate of the soft label distributions,
we randomly sampled crowd workers from our dataset one at
a time. At each step, we used the sampled workers responses
to estimate the soft labels for each example and calculated
the Kullback Liebler divergence (KL-Divergence) between
Figure 2: Average KL-Divergence between sub-sampled
crowd distributions and the estimated soft label distribution
from the entire crowd data. By sampling 20 crowd workers
we achieve a good estimate of the label distributions without
the cost of using the full 1000 worker population.
the true soft label distributions and the sampled soft label
distributions:DKL(p||q) = −
∑
i P (i) log
P (i)
Q(i) , where P is
the true soft label distribution estimated from the full data set
and Q is the sampled soft label distribution. Figure 2 plots
the KL-Divergence averaged over the number of data set ex-
amples (180) as a function of the number of crowd workers
selected.6 We plot results for 5 runs of the random sampling
procedure. As the figure shows, the average KL-Divergence
approaches 0 well before all 1000 labels are necessary.
When sampling randomly, the average difference drops
very quickly, and is very low with as few as 15 or 20 la-
bels per example. Active learning techniques could reduce
this number further, either by selecting “good annotators” or
identifying examples for which more labels are needed. This
is left for future work.
To confirm the observation that significantly fewer labels
are necessary, we randomly sampled 20 annotators from the
dataset, used their responses to estimate the soft label distri-
butions, and re-trained the LSTM model with SLMG-I us-
ing CCE as the soft label loss function. We ran this training
10 times, where each time we sampled a new selection of
20 annotators for estimating the soft label distributions. The
average accuracy for these models was 76.9 and the stan-
dard deviation was 0.3. These models perform as well as the
model using the distributions learned from 1000 annotators,
with significantly less annotation cost.
5 Related Work
Other work on modeling uncertainty in labels is Knowledge
Distillation (Hinton, Vinyals, and Dean 2015). In Knowl-
edge Distillation, output probabilities of a complex expert
6We truncate the x-axis to focus on the lower values.
model are used as input to a simpler model so the simpler
model can learn to generalize based on the output weights
of the expert model. A key distinction between Knowledge
Distillation and our work is that the expert model that is dis-
tilling its knowledge was still trained with a single class label
as the gold standard, and the expert passes its uncertainty to
the simpler model. In our work we capture uncertainty at the
original training data, in order to induce generalization as
part of the original training.
This work is related to the idea of “crowd truth” and
collecting and using annotations from the crowd (Kajino,
Tsuboi, and Kashima 2012; Inel et al. 2014). We use the
CrowdTruth assumption that disagreement between annota-
tors provides signal about data ambiguity and should be used
in the learning process. In addition this work is closely re-
lated to the idea of Label Distribution Learning (LDL) from
Computer Vision (CV) (Geng 2016). For training and test-
ing, LDL assumes that y is a probability distribution over
labels. With LDL, the goal is to learn a distribution over la-
bels. However in our case we would still like to learn a clas-
sifier that outputs a single class, while using the distribution
over training labels as a measure of uncertainty in the data.
We use the distribution over labels to represent the uncer-
tainty associated with different examples in order to improve
model training.
There are several other areas of study regarding how
best to use training data that are related to this work. Re-
weighting or re-ordering training examples is a well-studied
and related area of supervised learning. Often examples are
re-weighted according to some notion of difficulty, or model
uncertainty (Bengio et al. 2009; Chang, Learned-Miller, and
McCallum 2017). In particular, the internal uncertainty of
the model is used as the basis for selecting how training ex-
amples are weighted. However, model uncertainty is depen-
dent upon the original training data the model was trained
on, while here we use an external human measure of un-
certainty. Curriculum learning (CL) is a training procedure
where models are trained to learn simple concepts before
more complex concepts are introduced (Bengio et al. 2009).
CL training for neural networks can improve generalization
and speed up convergence. They demonstrate the effective-
ness of curriculum learning on several tasks and draw a
comparison with boosting and active learning (Freund and
Schapire 1997). Our representation of uncertainty via soft
labels can be thought of as a measure of difficulty (i.e. more
uncertainty is associated with more difficult examples).
Finally, this work is related to transfer learning and do-
main adaptation (Caruana 1995; Bengio et al. 2011; Bengio
2012), but with an important distinction. Transfer learning
and domain adaptation repurpose representations learned for
a source domain to facilitate learning in a target domain. In
this paper we want to improve performance in the source
domain by fine-tuning with data from the source domain
with distributions over class labels. This work differs from
domain adaptation and transfer learning in that we are not
adding data from a different domain or applying a learned
model to a new task. Instead, we are augmenting a single
classification task by using a richer representation of where
the data lies within the class labels to inform training. The
goal is that by fine tuning with a distribution over labels, a
model will be less likely to overfit on a training set. To the
best of our knowledge this is the first work to use a subset
of soft labeled data for fine-tuning, whereas previous work
used an all-or-none approach (all hard or soft labels).
6 Discussion
In this paper we have introduced SLMG, a fine-tuning ap-
proach to training that can improve classification perfor-
mance by leveraging uncertainty in data. In the NLI task,
incorporating the more informative class distribution labels
leads to improved performance under certain training setups.
By introducing specialized supplemental data the model is
able to update its representations to boost performance. With
SLMG, a learning model can update parameters according
to a gold-standard that allows for uncertainty in predictions,
as opposed to the classic case where each training exam-
ple should be equally important during parameter updates.
Training examples with higher degrees of uncertainty within
a human population have less of an effect on gradient up-
dates than those examples where confidence in the label is
very high as measured by the crowd.
SLMG is an easy fix, but it is not a silver bullet for im-
proving generalization. In our experiments we found that
under different training settings SLMG can improve perfor-
mance for the different models. It is worthwhile to experi-
ment with SLMG to see if and how it can improve perfor-
mance on other NLP tasks. NLI is a particularly good use
case for SLMG because of the ambiguity inherent in lan-
guage and the potential disagreements that can arise from
different interpretations of text. In addition, further experi-
mentation with the way soft labels are generated can lead to
further generalization improvements.
There are limitations to this work. One bottleneck is the
requirement for having a large amount of human labels for
a small number of examples, which goes against the tradi-
tional strategy for crowdsourcing label-generation. However
one can probably estimate a reasonable distribution over la-
bels with significantly fewer labels than obtained here for
each example (Figure 2). Identifying a suitable number us-
ing active learning techniques is left for future work.
While SLMG requires soft labels, it does not necessarily
require human-annotated soft labels. Rather, SLMG only re-
quires some measure of uncertainty between training exam-
ples as part of the generalization step. This can come from
human annotators, an ensemble of machine learning models,
or some other pre-defined uncertainty metric. In our experi-
ments we demonstrate the validity of SLMG using an exist-
ing data set from which we can extract soft labels, and leave
experimentation with different soft label generation methods
to future work.
Future work includes investigation into data sets that can
be used with SLMG and why certain fine-tuning sets lead to
better performance in certain scenarios. Experiments with
different loss functions (e.g. KL-Divergence) and different
data can help to understand how SLMG affects the repre-
sentations learned by a model. Our results suggest that fu-
ture work training DNNs to learn a distribution over labels
can lead to further improvements.
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