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0
Abstract. Phase-eld systems as mathematical models for phase transitions have
drawn increasing attention in recent years. However, while capable of capturing many
of the experimentally observed phenomena, they are only of restricted value in mod-
elling hysteresis eects occurring during phase transition processes. To overcome this
shortcoming, a new approach has recently been proposed by the last two authors which
is based on the mathematical theory of hysteresis operators developed in the past f-
teen years. In this paper this approach is extended to cases where the material exhibits
an additional thermal memory, i.e., where the heat ux contains a time convolution of
the spatial gradient of temperature. It is shown that the corresponding system of eld
equations admits a unique strong solution that depends continuously on the data of the
system.
1. Introduction
This paper is devoted to the study of initial-boundary value problems for systems of
partial dierential equations of the form
w
t
+ f
1
[
w
]
+ f
2
[
w
]
# = 0 ; (1:1)
(#+ F
1
[
w
]
)
t
  
1
#  
2
(m  #) =  (x; t; #) ; (1:2)
in 
 (0; T ), where 
 is a bounded open subset of R
3
with Lipschitz boundary, T > 0
is some nal time,  > 0, 
1
> 0, 
2
 0 are physical constants, and, for functions a; b
of one variable t > 0, a  b denotes the time convolution which we dene by
(a  b)(t) =
Z
t
0
a(t  s) b(s) ds; t  0; (1:3)
whenever this is meaningful.
Systems of the form (1.1{2) arise as phase-eld equations from the mathematical
study of phase transitions and have been studied repeatedly in the literature when
f
1
; f
2
; F
1
;  are (possibly nonlinear) smooth functions of their respective variables; also
cases where (1.1) is replaced by an inclusion as in the so-called relaxed Stefan model (see,
for instance,
[
9
]
) have been under continuing study. We only refer to the monographs
[
3
]
and
[
20
]
for the case 
2
= 0 and to
[
2, 4{8
]
for the case 
2
> 0, respectively.
Models where f
1
; f
2
; F
1
;  are functions or graphs are of restricted value in cases
where, due to cycling loads, the phase transition may run in both directions. In such
a situation usually hysteresis eects { like undercooling or overheating in a solid-liquid
transition { occur. In a series of previous papers
[
15{17
]
, the last two authors have
proposed a new approach to incorporate the occurrence of hysteresis eects into the
model by assuming that f
1
; f
2
; F
1
are hysteresis operators (for the notion of hystere-
sis operators see the monographs
[
3, 13, 14, 19
]
) instead of functions. The possible
occurrence of hysteresis eects is not the only reason to consider hysteresis operators
in (1.1): in fact, it has been pointed out in
[
15{17
]
that already classical models like
the relaxed Stefan model (cf.
[
9
]
) can be brought into the form (1.1) with suitable
hysteresis operators f
1
; f
2
; F
1
; in this connection, the quantity w can be interpreted as
a sort of time-integrated memory that the system keeps with respect to changes of the
thermodynamic force acting on the system. For details, we refer the reader to
[
15{17
]
.
1
In this paper, we extend the results of
[
15
]
obtained for the case 
2
= 0 to the
case 
2
> 0. In physical terms, this means that the heat ux q is no longer assumed in
the Fourier form q =  
1
r#; instead it is assumed that q contains an additional term
that accounts for the thermal evolution during the past history, that is, we put
q(x; t) =  
1
r#(x; t)  
2
Z
t
 1
m(t  s)r#(x; s) ds ; (1:4)
with a given smooth function m. Assuming that # is known for t  0, we may rewrite
(1.4) as
q(x; t) =  r#(x; t)  
2
(m  r#)(x; t) + q
0
(x; t) ; (1:5)
where q
0
is a given function and m  r# is dened as in (1.3) by
(m  r#)(x; t) =
Z
t
0
m(t  s)r#(x; s) ds : (1:6)
Note that (1.4) is just the Gurtin-Pipkin law for the heat ux. Heat ux laws of this
and similar types have originally been introduced in order to explain the occurrence of
heat waves and to predict the nite speed of thermal disturbances. To give an idea of
the interest of this subject and of the number of involved material scientists, we refer to
the review papers
[
11
]
and
[
12
]
; for thermodynamic considerations, we refer to
[
10
]
.
In what follows, we aim to show that the phase-eld system (1.1{2) with hysteresis
operators f
1
; f
2
; F
1
instead of functions or graphs, complemented by suitable initial and
boundary conditions, admits a unique strong solution that depends continuously on the
data of the system. To simplify the notation, we shall always assume that 
1
= 
2
= 1;
this has no bearing on the mathematical analysis.
2. Statement of the problem
We consider in 
 (0; T ) the system of equations
w
t
+ f
1
[
w
]
+ f
2
[
w
]
# = 0 ; (2:1)
(#+ F
1
[
w
]
)
t
 (#+m  #) =  (x; t; #) ; (2:2)
coupled with the initial conditions
w(x; 0) = w
0
(x); #(x; 0) = #
0
(x); for (x; t) 2 
 ; (2:3)
and with the no-ux boundary condition
(r#+m  r#)  n = 0; on @
 (0; T ) ; (2:4)
where n denotes the unit outward normal vector eld to @
,  > 0 and T > 0 are given
numbers. Moreover, the memory kernel m, the function  , and the hysteresis operators
f
1
, f
2
, F
1
satisfy the precise assumptions specied below. Note that any hysteresis
operator is causal, i.e. for every w 2 C
[
0; T
]
and t 2 (0; T ), the value of the output
2
function at time t depends only on the restriction of the input to the interval
[
0; t
]
.
Finally, w
0
and #
0
are prescribed initial data.
Remark 2.1. Dierent boundary conditions could be considered, e.g., Dirichlet or
mixed boundary conditions, with some minor changes in the sequel. Moreover, we
could also deal with the 1D and 2D cases.
We now state our precise assumptions on the hysteresis operators f
1
; f
2
; F
1
, the
right-hand side  and the memory kernel m. For the sake of convenience, we use the
notation
Q
t
:= 
 (0; t) for 0 < t  T: (2:5)
The following hypotheses are natural in the context of hysteresis operators, see the
abovementioned monographs and the papers
[
15{17
]
.
Hypothesis 2.2. We assume that f
1
; f
2
map C
[
0; T
]
into itself and that there exists
a constant K
1
such that the inequalities
jf
i
[
w
1
]
(t)  f
i
[
w
2
]
(t)j  K
1
max
0st
jw
1
(s)  w
2
(s)j ; i = 1; 2 ; (2:6)
jf
2
[
w
]
(t)j  K
1
(2:7)
hold for every w
1
; w
2
; w 2 C
[
0; T
]
and t 2
[
0; T
]
.
Hypothesis 2.3. We assume that F
1
maps H
1
(0; T ) into itself and that there exist a
constant K
2
and a function ' : R
+
! R
+
such that




d
dt
F
1
[
w
]
(t)




 K
2




dw
dt
(t)




a.e. in (0; T ); 8w 2 H
1
(0; T ) ; (2:8)
jF
1
[
w
1
]
(t)  F
1
[
w
2
]
(t)j  '(R) kw
1
  w
2
k
H
1
(0;T )
(2:9)
for any R > 0 and w
1
; w
2
2 H
1
(0; T ) with kw
i
k
H
1
(0;T )
 R.
Moreover, we assume that  : Q
T
 R ! R satises
 
0
:=  (; ; 0) 2 L
2
(Q
T
) and j 
#
(x; t; #)j  K
2
a.e. in Q
T
 R : (2:10)
Hypothesis 2.4. We assume that
m 2W
1;1
(0; T ) ; (2:11)
and that there exists a constant 
0
> 0 such that
Z
t
0
(v +m  v)(s) v(s) ds  
0
Z
t
0
v
2
(s) ds 8 v 2 L
2
(0; t) 8 t 2
[
0; T
]
: (2:12)
Condition (2.12) can be illustrated by the example m(t) = a exp( "t) for some
a; "  0. Then the heat conduction law (1.4) for 
1
= 
2
= 1 can be formally written
in the form
q
t
+ "q =  r#
t
  (a+ ")r# :
3
It is easy to check that, in this case, condition (2.12) is fullled with 
0
= 1.
Remark 2.5. As done in
[
15
]
, we extend the meaning of f
i
[
w
]
and F
1
[
w
]
allowing
w to depend also on the space variable and setting for instance
F
1
[
w
]
(x; t) := F
1
[
w(x; )
]
(t):
We now state our existence and continuous dependence results. Uniqueness follows
obviously.
Theorem 2.6. Assume Hypotheses 2.2, 2.3, and 2.4. Then, for every w
0
2 L
1
(
)
and #
0
2 H
1
(
) \ L
1
(
), Problem (2.1{4) has a solution (w; #) such that
w; # 2 L
1
(Q
T
) ;
#
t
;# 2 L
2
(Q
T
); w
t
2 L
1
(Q
T
) ;
and (2.1{4) are satised almost everywhere.
Theorem 2.7. Assume Hypotheses 2.2, 2.3, and 2.4. Let w
0
i
2 L
1
(
), #
0
i
2 H
1
(
)\
L
1
(
), and  
i
: Q
T
 R ! R, i = 1; 2, be given functions. Let each of the functions
 =  
1
and  =  
2
satisfy (2.10), and let there exist a function d
 
2 L
2
(Q
T
) such that


 
1
(x; t; #
1
)   
2
(x; t; #
2
)


 d
 
(x; t) +K
2


#
1
  #
2


(2:13)
for a.e. (x; t; #
i
) 2 Q
T
 R, i = 1; 2. Let (w
i
; #
i
) be solutions to (2.1{4) corresponding
to the data w
0
i
, #
0
i
,  
i
, i = 1; 2. Then there exists a constant C > 0 such that, for all
t 2
[
0; T
]
,
ZZ
Q
t
j#
1
  #
2
j
2
(x; s) dx ds
 C

t

kw
0
1
  w
0
2
k
2
L
2
(
)
+ k#
0
1
  #
0
2
k
2
L
2
(
)

+
ZZ
Q
t
d
2
 
(x; s) dx ds

; (2:14)
Z


kw
1
  w
2
k
2
H
1
(0;T )
(x) dx
 C

kw
0
1
  w
0
2
k
2
L
2
(
)
+ k#
0
1
  #
0
2
k
2
L
2
(
)
+
ZZ
Q
T
d
2
 
(x; t) dx dt

: (2:15)
Theorems 2.6 and 2.7 will be proved in Section 4. The next section is devoted to
some preliminary remarks on an abstract integro{dierential equation. In the sequel,
we widely use the elementary inequality
ab  a
2
+
1
4
b
2
8 a; b 2 R 8 > 0
and the well{known Young inequality
ka  vk
L
2
(0;T ;X)
 kak
L
1
(0;T )
kvk
L
2
(0;T ;X)
8 a 2 L
1
(0; T ) 8 v 2 L
2
(0; T ;X) (2:16)
where X is a Banach space.
4
3. An integro{dierential equation
Let V and H be two Hilbert spaces and assume that V is a dense linear subspace of H.
Then we identify H with a dense subspace of V
0
in a usual way and write
V  H  V
0
:
In this framework, we consider the integro{dierential problem
u
0
+A(u+m  u) = f ; (3:1)
u(0) = u
0
; (3:2)
where A : V ! V
0
is a continuous linear operator.
Sucient conditions for the well{posedness of (3.1{2) are well{known. Indeed, one
can nd a very general theory, e.g., in
[
1
]
. Nevertheless, for the reader's convenience,
we sketch the proof of the simple result stated below. We introduce the notation
k  k := k  k
V
; j  j := k  k
H
; (  ;  ) := (  ;  )
H
; and


 ; 

:=
V
0


 ; 

V
(3:3)
and observe that


u; v

= (u; v) for every u 2 H and v 2 V .
Proposition 3.1. With the above notation, assume that A 2 L(V ;V
0
) is symmetric
and denote its norm by M . Assume moreover that
m 2 L
1
(0; T ) ; (3:4)
and that there exist constants ;  > 0 such that


Av; v

  kvk
2
   jvj
2
8 v 2 V; (3:5)
Z
t
0


A(v +m  v)(s); v(s)

ds  
Z
t
0
kv(s)k
2
ds  
Z
t
0
jv(s)j
2
ds (3:6)
8 v 2 L
2
(0; T ;V );
Z
t
0
 
(v +m  v)(s); v(s)

ds  
Z
t
0
jv(s)j
2
ds 8 v 2 L
2
(0; T ;H); (3:7)
for every t 2
[
0; T
]
. Then, for any f 2 L
2
(0; T ;H) and u
0
2 V , there exists a unique
solution u to (3.1{2) satisfying
u 2 C
0
(
[
0; T
]
;V ) \H
1
(0; T ;H) and Au 2 L
2
(0; T ;H): (3:8)
Moreover, the following estimate holds:
kuk
L
1
(0;T ;V )
+ ku
0
k
L
2
(0;T ;H)
+ kAuk
L
2
(0;T ;H)
 C
0

kfk
L
2
(0;T ;H)
+ ku
0
k

; (3:9)
where C
0
depends only on T , kmk
L
1
(0;T )
, , , and M .
Proof. Uniqueness is easy to prove. As far as existence is concerned, we just show the
a priori estimate (3.9) formally. A complete proof could rely, e.g., on a Galerkin method.
5
Moreover, note that the condition u 2 C
0
(
[
0; T
]
;V ) is a well{known consequence of
(3.5) and the other regularity requirements of (3.8). In the sequel, we use the same
symbol C
0
for dierent constants which have the properties specied in the statement.
Testing (3.1) with u, integrating over (0; t), and using (3.6), we obtain
1
2
ju(t)j
2
+ 
Z
t
0
ku(s)k
2
ds  
Z
t
0
ju(s)j
2
ds

1
2
ju
0
j
2
+
Z
t
0
 
f(s); u(s)

ds

1
2
ju
0
j
2
+
1
2
Z
t
0
ju(s)j
2
ds+
1
2
Z
T
0
jf(s)j
2
ds
which implies
kuk
L
1
(0;T ;H)
+ kuk
L
2
(0;T ;V )
 C
0

kfk
L
2
(0;T ;H)
+ ju
0
j

(3:10)
via Gronwall's lemma. Now, we test (3.1) with Au and use (3.5) and (3.7). We get

2
ku(t)k
2
 

2
ju(t)j
2
+ 
Z
t
0
jAu(s)j
2
ds

1
2


Au
0
; u
0

+
Z
t
0
 
f(s); Au(s)

ds

M
2
ku
0
k
2
+

2
Z
t
0
jAu(s)j
2
ds+
2

Z
T
0
jf(s)j
2
ds:
Using (3.10), we derive the second estimate
kuk
L
1
(0;T ;V )
+ kAuk
L
2
(0;T ;H)
 C
0

kfk
L
2
(0;T ;H)
+ ku
0
k

: (3:11)
Finally, we test (3.1) with u
0
. We have
Z
t
0
ju
0
(s)j
2
ds
=  
1
2


Au(t); u(t)

+
1
2


Au
0
; u
0

 
Z
t
0
 
(m Au)(s); u
0
(s)

ds+
Z
t
0
 
f(s); u
0
(s)

ds

1
2

ku(t)k
2
+ ku
0
k
2

+
Z
T
0
j(m Au)(s)j
2
ds+
1
2
Z
t
0
ju
0
(s)j
2
ds+
Z
T
0
jf(s)j
2
ds:
On the other hand, the Young inequality (2.16) yields
Z
T
0
j(m Au)(s)j
2
ds  kmk
2
L
1
(0;T )
kAuk
2
L
2
(0;T ;H)
:
Hence, using (3.11), we conclude
ku
0
k
L
2
(0;T ;H)
 C
0

kfk
L
2
(0;T ;H)
+ ku
0
k

: (3:12)
6
We now deal with the particular situation we are interested in, i.e., we choose V ,
H, and A according to the problem we want to solve. We set
V = H
1
(
) and H = L
2
(
) ; (3:13)


Au; v

=
Z


ru(x)  rv(x) dx 8u; v 2 V: (3:14)
Note that (3.5) holds and that (3.6{7) are fullled if m satises (2.12). Hence, Proposi-
tion 3.1 can be applied. In this case,  and  depend on the constant 
0
which appears
in (2.12), whence also C
0
does. We now prove the following boundedness property for
the solution
Proposition 3.2. Let the hypotheses of Proposition 3.1 hold and assume the no-
tation (3.13{14), where 
 is a bounded open subset of R
3
with Lipschitz boundary.
Assume moreover
m 2 L
2
(0; T ); f 2 L
1
(0; T ;H); and u
0
2 V \ L
1
(
) ; (3:15)
as well as condition (2.12) for m. Then the solution u to (3.1{2) belongs to L
1
(Q
T
)
and satises the estimate
kuk
L
1
(Q
T
)
 C
1

kfk
L
1
(0;T ;H)
+ ku
0
k+ ku
0
k
L
1
(
)

; (3:16)
where C
1
depends only on 
, T , 
0
, and kmk
L
2
(0;T )
.
Proof. Assume rst m = 0. Then it suces to apply
[
18, Th. 7.1, p. 181
]
with
n = 3, r = 1, and q = 2, with just one modication. Indeed, the argument of
[
18
]
deals with Dirichlet boundary conditions and uses inequality
[
18, (3.4) p. 75
]
to derive
the estimate. On the other hand, this inequality still holds even though the functions
involved do not vanish at the boundary, provided that 
 is bounded and Lipschitz and
we allow the constant to depend also on 
.
In the general case, we write (3.1) in the form
u
0
+ Au = f  m Au ;
and we can apply the rst part of the proof provided that we estimate the norm of the
convolution. To do that, we use the Cauchy inequality
km Auk
L
1
(0;T ;H)
 kmk
L
2
(0;T )
kAuk
L
2
(0;T ;H)
;
and owing to (3.9) we derive
km Auk
L
1
(0;T ;H)
 c

kfk
L
2
(0;T ;H)
+ ku
0
k

where c depends only on the quantities specied in the statement.
Remark 3.3. The choice (3.13{14) corresponds to the Neumann condition, of course.
However, we could deal with dierent boundary conditions, as we already observed in
Remark 2.1.
Remark 3.4. The same argument works if equation (3.1) is replaced with
u
0
+A(u+m  u) + u = f (3:17)
where  is a given positive number.
7
4. Existence and continuous dependence
This section is devoted to the proof of Theorems 2.6 and 2.7. We follow
[
15
]
and just
modify the argument when necessary. Moreover, we keep the notation used in Section 3,
in particular (3.3) and (3.13{14).
First of all, we solve (2.1) with respect to w for a given #. Under the Hypothesis 2.2,
by Lemmas 3.1 and 3.2 of
[
15
]
, to every # 2 L
1
(0; T ) and w
0
2 R we can associate a
unique solution w 2W
1;1
(0; T ) to the problem

dw
dt
+ f
1
[
w
]
+ f
2
[
w
]
# = 0 a.e. in (0; T ) and w(0) = w
0
: (4:1)
Moreover, the estimate




dw
dt
(t)




 c

1 + jw
0
j+ k#k
L
1
(0;t)
+ j#(t)j

(4:2)
holds for a.a. t 2 (0; T ) and a constant c independent of t, w
0
, and #. In particular,
w 2 H
1
(0; T ) whenever # 2 L
2
(0; T ) and, following
[
15
]
with p = 2, we dene the
causal operator
P : R  L
2
(0; T )! H
1
(0; T )
by means of
P
[
w
0
; #
]
= w ; (4:3)
where w is the corresponding solution to (4.1). We now allow both w
0
and # to depend
on x. Hence, we can dene the operator
V : D(V)! L
2
(
;H
1
(0; T ))
through the formulas
D(V) := L
2
(
) L
2
(Q
T
) (4:4)
V
[
w
0
; #
]
(x; t) := F
1
[P
[
w
0
(x); #(x; )
]
] (t) (4:5)
for a.a. x 2 
 and t 2
[
0; T
]
. Clearly, V is causal and can be seen as a family of
operators mapping L
2
(
) L
2
(Q
t
) into L
2
(
;H
1
(0; t)) for every t 2
[
0; T
]
. Arguing
as in
[
15
]
, we have the following result
Proposition 4.1. Let Hypotheses 2.2 and 2.3 hold. Then there exist a constant
C
3
> 0 and a function
e
 : R
+
! R
+
such that, for every R > 0, every t 2
[
0; T
]
, and
every (w
0
; #); (w
0
i
; #
i
) 2 D(V) satisfying kw
i
k
L
1
(
)
 R and k#
i
k
L
1
(Q
t
)
 R, i = 1; 2,
it holds
kV
[
w
0
; #
]
t
k
L
2
(Q
t
)
 C
3

1 + jw
0
j+ k#k
L
2
(Q
t
)
;

(4:6)
kV
[
#
]
t
k
L
1
(0;T ;H)
 C
3

1 + jw
0
j+ k#k
L
1
(0;T ;H)
;

(4:7)
kV
[
w
0
1
; #
1
]
  V
[
w
0
2
; #
2
]
k
L
2
(
;L
1
(0;t))
(4:8)

e
 (R)

jw
0
1
  w
0
2
j+ k#
1
  #
2
k
L
2
(Q
t
)

:
8
At this point, we can replace the system (2.1{2) and the rst Cauchy condition in
(2.3) with a single equation by means of the operator V. Therefore, (2.1{4) is formally
equivalent to the problem of nding # such that
(#+ V
[
w
0
; #
]
)
t
+ A(#+m  #) =  (#) ; (4:9)
#(0) = #
0
; (4:10)
where  (#) stands for the function (x; t) 7!  (x; t; #(x; t)). Note that (4.9) contains
both a partial dierential equation and a Neumann boundary condition. More precisely
(see
[
15, Th. 4.2
]
), Theorem 2.6 is equivalent to the following statement:
Theorem 4.2. Assume Hypotheses 2.2, 2.3, 2.4, and take w
0
2 L
1
(
) and #
0
2
H
1
(
) \ L
1
(
). Then there esists a unique # such that
# 2 L
1
(Q
T
); #
t
;# 2 L
2
(Q
T
) ; (4:11)
which satises (4.9{10).
Proof. We write V
[
#
]
in place of V
[
w
0
; #
]
, for the sake of simplicity. We follow the
argument used in the proof of
[
15, Th. 4.2
]
and modify it when necessary. We start
from #
0
and dene #
k
by induction through
#
k
t
+ A(#
k
+m  #
k
) + #
k
= 	
k
; (4:12)
#
k
(0) = #
0
; (4:13)
for k  1, where
	
k
:= #
k 1
+  (#
k 1
)  V
[
#
k 1
]
t
: (4:14)
We have to show that these equations actually dene the sequence f#
k
g. Indeed, by
(2.10) and (4.6{7), we have
k (#
k 1
)k
L
2
(Q
T
)
 j 
0
j+K
2
k#
k 1
k
L
2
(Q
T
)
; (4:15)
kV
[
#
k 1
]
t
k
L
2
(Q
T
)
 C
3

1 + jw
0
j+ k#
k 1
k
L
2
(Q
T
)
;

(4:16)
k (#
k 1
)k
L
1
(0;T ;H)
 j 
0
j+K
2
k#
k 1
k
L
1
(0;T ;H)
; (4:17)
kV
[
#
k 1
]
t
k
L
1
(0;T ;H)
 C
3

1 + jw
0
j+ k#
k 1
k
L
1
(0;T ;H)

: (4:18)
Hence, Propositions 3.1 and Remark 3.4 ensure that the sequence f#
k
g is well dened.
We now derive some a priori estimates. From (4.15{16) we deduce
k	
k
k
L
2
(0;T ;H)
 c

1 + k#
k 1
k
L
2
(0;T ;H)

for any k and some c independent of k. Hence, Proposition 3.1 and Remark 3.4 imply
k#
k
k
2
L
1
(0;T ;H)
 c

1 + k#
k 1
k
2
L
2
(0;T ;H)

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with a new c. Replacing T by t, we obtain
j#
k
(t)j
2
 c

1 +
Z
t
0
j#
k 1
(s)j
2
ds

8 t 2
[
0; T
]
8 k ;
and assuming also c  j#
0
j, we easily derive that
j#
k
(t)j
2
 c e
cT
8 t 2
[
0; T
]
8 k ;
i.e., the sequence f#
k
g is bounded in L
1
(0; T ;H). Therefore, taking (4.17{18) into
account, we see that Propositions 3.1, 3.2 and Remark 3.4 ensure that the estimate
k#
k
k
L
1
(0;T ;V )
+ k#
k
t
k
L
2
(0;T ;H)
+ k#
k
k
L
2
(0;T ;H)
+ k#
k
k
L
1
(Q
T
)
 C (4:19)
holds for any k and for some C independent of k. This estimate yields a convergent
subsequence, by well{known weak and weak* compactness results. However, we have
to show that the whole sequence f#
k
g converges in some topology. Hence, we prove
that f#
k
g is a Cauchy sequence in L
2
(Q
T
). In view of using (4.8), we choose a constant
R  kw
0
k
L
1
(
)
such that k#
k
k
L
1
(Q
T
)
 R for every k.
We integrate (4.12) with respect to t and subtract the resulting identities corre-
sponding to k + 1 and k. This yields
#(t) + A(t) + (t) = (1 	)(t) A(m )(t) (4:20)
where we have set
# := #
k+1
  #
k
;  := 1  #; and 	 := 	
k+1
 	
k
: (4:21)
Testing (4.20) with # = 
t
and integrating over (0; t), we obtain
Z
t
0
j#(s)j
2
ds+
1
2


A(t);(t)

+
1
2
j(t)j
2
(4:22)
=
Z
t
0
 
(1 	)(s); #(s)

ds 
Z
t
0


A(m )(s);
t
(s)

ds:
By (3.14), the left hand side is given by
Z
t
0
j#(s)j
2
ds+
1
2


A(t);(t)

+
1
2
j(t)j
2
= k#k
2
L
2
(Q
t
)
+
1
2
k(t)k
2
:
The rst term on the right hand side can be handled as follows:
Z
t
0
 
(1 	)(s); #(s)

ds 
1
4
k#k
2
L
2
(Q
t
)
+ k1 	k
2
L
2
(Q
t
)
(4:23)

1
4
k#k
2
L
2
(Q
t
)
+ 3 k1  (#
k
  #
k 1
)k
2
L
2
(Q
t
)
+ 3 k1  ( (#
k
)   (#
k 1
))k
2
L
2
(Q
t
)
+ 3 kV
[
#
k
]
  V
[
#
k 1
]
k
2
L
2
(Q
t
)
:
10
The second term on the right hand side can be treated using the Cauchy inequality,
while we can estimate the last two terms owing to (2.10) and (4.8). We have
k1  (#
k
  #
k 1
)k
2
L
2
(Q
t
)

Z
t
0

Z
s
0
j(#
k
  #
k 1
)()j d

2
ds ;
 T
Z
t
0
k#
k
  #
k 1
k
2
L
2
(Q
s
)
ds
k(1  ( (#
k
)   (#
k 1
))k
2
L
2
(Q
t
)
 K
2
2
T
Z
t
0
k#
k
  #
k 1
k
2
L
2
(Q
s
)
ds ;
kV
[
#
k
]
  V
[
#
k 1
]
k
2
L
2
(Q
t
)

Z
t
0
kV
[
#
k
]
  V
[
#
k 1
]
k
2
L
2
(
;L
1
(0;s))
ds
 (
e
 (R))
2
Z
t
0
k#
k
  #
k 1
k
2
L
2
(Q
s
)
ds:
Hence (4.23) yields that
Z
t
0
 
(1 	)(s); #(s)

ds 
1
4
k#k
2
L
2
(Q
t
)
+ c
Z
t
0
k#
k
  #
k 1
k
2
L
2
(Q
s
)
ds
for any t 2
[
0; T
]
and k  1 and for some constant c. Finally, we estimate the last
integral in (4.22) integrating by parts as follows:
 
Z
t
0


A(m )(s);
t
(s)

ds
=  


A(m )(t);(t)

+
Z
t
0


A(m )
0
(s);(s)

ds
 k(m )(t)k k(t)k+
Z
t
0
k(m  #)(s)k k(s)k ds

1
4
k(t)k
2
+ k(m )(t)k
2
+
1
2
Z
t
0
k(s)k
2
ds+
1
2
Z
t
0
k(m  #)(s)k
2
ds:
On the other hand, we observe that
k(m )(t)k
2
 kmk
2
L
2
(0;T )
Z
t
0
k(s)k
2
ds ;
and treat the last integral in the previous chain using (2.11) and (2.16) this way:
Z
t
0
k(m  #)(s)k
2
ds =
Z
t
0


 
(m(0) + 1 m
0
)  #

(s)


2
ds
=
Z
t
0
km(0)(s) + (m
0
)(s)k
2
ds
 2m
2
(0)
Z
t
0
k(s)k
2
ds+ 2
Z
t
0
k(m
0
)(s)k
2
ds
 2m
2
(0)
Z
t
0
k(s)k
2
ds+ 2 km
0
k
2
L
1
(0;T )
Z
t
0
k(s)k
2
ds:
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At this point, we collect (4.21{22) and all these inequalities and obtain
k#
k+1
  #
k
k
2
L
2
(Q
t
)
+ k(t)k
2
 c
Z
t
0
k#
k
  #
k 1
k
2
L
2
(Q
s
)
ds+ c
Z
t
0
k(s)k
2
ds
for any k  1 and t 2
[
0; T
]
and for some c independent of k and t. Applying the
Gronwall lemma, we get rid of the last integral and deduce the estimate
k#
k+1
  #
k
k
2
L
2
(Q
t
)
 c
Z
t
0
k#
k
  #
k 1
k
2
L
2
(Q
s
)
ds
with a new c, whence we easily conclude that f#
k
g is a Cauchy sequence in L
2
(Q
T
).
Recalling (4.19), we see that f#
k
g converges to a solution to problem (4.9{10) as in
[
15
]
.
This concludes the proof of Theorem 4.2, thus the proof of Theorem 2.6.
Proof of Theorem 2.7. We write (4.9{10) for both solutions and initial data, then we
take the dierence and integrate the resulting identity on (0; t). We obtain an equation
similar to (4.20), namely
#(t) +A(t) = (1 	)(t)  A(m )(t)
with the notation
# := #
1
  #
2
;  := 1  #; 	 := 	
1
 	
2
	
i
=  (#
i
)  V
[
w
0
i
; #
i
]
t
; i = 1; 2:
Then, we can argue as in the second part of the previous proof and get
k#k
2
L
2
(Q
t
)
+ k(t)k
2
 c
Z
t
0
k#k
2
L
2
(Q
s
)
ds+ c
Z
t
0
k(s)k
2
ds
+ c

t

jw
0
1
  w
0
2
j
2
+ j#
0
1
  #
0
2
j
2

+
ZZ
Q
t
d
2
 
(x; s) dx ds

for any t 2
[
0; T
]
and some constant c. Hence, noting that the term in braces is an
increasing function of t, we apply the Gronwall lemma and obtain (2.14), while (2.15)
follows as in
[
15
]
from the properties of the map P given by (4.3).
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