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Abstract: We study the spectrum of BPS particles on the Coulomb branch of five-
dimensional superconformal field theories (5d SCFTs) compactified on a circle. By
engineering these theories in M-theory on X×S1, for X an isolated Calabi-Yau threefold
singularity, we naturally identify the BPS category of the 5d theory on a circle with
the derived category of coherent sheaves on a resolution of X. It follows that the
BPS spectrum can be studied in terms of 5d BPS quivers, which are the fractional-
brane quivers for the singularity X. 5d BPS quivers generalize the well-studied 4d BPS
quivers for 4d N=2 gauge theories that can be obtained from X in so-called geometric
engineering limits. We study the interplay between 4d and 5d BPS quivers in detail.
We particularly focus on examples when X is a toric singularity, in which case the 5d
BPS quiver is given in terms of a brane tiling. For instance, the well-studied Y p,q brane
tiling gives a 5d BPS quiver for the SU(p)q 5d gauge theory. We present a conjecture
about the structure of the BPS spectra of a wide class of models, which we test in the
simple case of the 5d SU(2)0 theory (more precisely, the E1 SCFT). We also argue that
5d UV dualities can be realized in terms of mutation sequences on the BPS quivers,
which are in turn interpreted as autoequivalences of the BPS category.
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1 Introduction
The characterization of the Coulomb-branch BPS spectrum of 5d SCFTs is a challeng-
ing problem. Much of this challenge arises from the presence of BPS strings in five
dimensions. In this work, we address a closely related (and, in a sense, more general)
problem, by studying the BPS spectrum of 5d SCFTs compactified on a circle. In this
context, the 5d BPS strings have an image in terms of ordinary 4d BPS particles in
the 4d KK theory so obtained. The spectrum of BPS particles can be characterized
in terms of the N = 4 supersymmetric quantum mechanics (SQM) on their worldline.
Often, such families of SQMs have a quiver description in terms of a so-called 5d BPS
quiver. In this work, we exploit geometric engineering to derive such quivers and to
realize the BPS particles explicitly in terms of D-branes. We also use the quiver for-
malism to study the simplest examples of 5d RG flows, as well as 5d dualities, at the
level of the BPS Hilbert space, and we present a conjecture about the structure of the
full BPS spectrum for a large class of theories.
The superselection sector of the Hilbert space of the KK theory with zero string
number proves to be a useful tool for understanding the dynamics of these systems,
probing dualities, and unveiling the higher-dimensional origin of various phenomena
proper to genuinely 4d theories.
5d SCFTs and M-theory
Five-dimensional superconformal quantum field theories (5d SCFTs) arise naturally
within string theory. For instance, the 5d low-energy theory transverse to a canonical
threefold singularity in M-theory (upon decoupling gravity) defines such a 5d fixed
point [1–4]. Conjecturally, every 5d SCFT, TX, corresponds in this way to an isolated
Calabi-Yau (CY) threefold singularity, X:
X ←→ TX . (1.1)
See e.g. [5–21] for recent discussions. There is then an interesting correspondence
between the geometry of X and questions of 5d N = 1 supersymmetric quantum field
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theory. In particular, the extended Coulomb branch (VEVs and real masses) of TX
is identified with the extended Ka¨hler cone of X. A generic point on the extended
Coulomb branch is then identified with a complete resolution of the singularity, pi :
X̂ → X, with a particular choice of Ka¨hler moduli. The low-energy physics at that
point then captures the low-energy excitations of M-theory on the smooth local CY
threefold X̂. The low-energy BPS spectrum in 5d consists of both particles (wrapped
M2-branes) and strings (wrapped M5-branes).
Let us consider TX on a finite-size circle; this gives us a 4d N = 2 Kaluza-Klein
(KK) field theory, denoted by DS1TX. By the IIA string theory/M-theory duality,
this 4d N = 2 KK theory is precisely engineered by IIA string theory on X. In this
paper, we are interested in the spectrum of half-BPS particles on the Coulomb branch
of DS1TX, taking full advantage of the IIA string-theory embedding.
5d BPS quivers and BPS category for DS1TX
We will identify a family of quivers, called 5d BPS quivers and denoted by QX,
from which the full BPS spectrum of DS1TX can be recovered, in principle, by stan-
dard representation-theoretic methods. The 5d BPS quiver is generally known as the
fractional-brane quiver in the physics literature:
5d BPS quiver for DS1TX ←→ fractional-brane quiver for X . (1.2)
More generally, we identify the (triangulated) category of BPS states of DS1TX, denoted
by T BPSTX , with the derived category of coherent sheaves on X̂:
T BPSTX ←→ Db(X̂) . (1.3)
Indeed, the BPS particles correspond to D-branes wrapped over holomorphic cycles
inside X̂, which are famously described as objects in the derived category of X̂. Impor-
tantly, the triangulated category T BPSTX is independent of the Coulomb moduli and mass
parameters; in particular, it could be computed at the superconformal point. Physi-
cally, the 5d BPS quiver is the abstract quiver corresponding to the low-energy N = 4
supersymmetric quantum mechanics (SQM) on the worldline of D0-branes transverse
to X. Mathematically, the BPS category (1.3) can be recovered as the derived cat-
egory of quiver representations of QX. Of course, the interplay between quivers and
BPS categories has a rich history, see e.g. [22].
A particularly simple class of examples, which we will study in detail, are the toric
CY3 singularities. In that case, 5d BPS quivers can be derived systematically from the
toric data of X, using well-studied brane tilings techniques [23–25].
Whenever two 5d SCFTs can be related by an RG flow triggered by a mass defor-
mation, corresponding to a partial resolution of the singularity, their 5d BPS quivers
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are related as well, by some 1d RG flow in the N = 4 SQM triggered by taking the
appropriate Fayet-Iliopoulos (FI) parameters to be very large (and leading to a partic-
ular “Higgsing” of the 1d gauge group). For toric singularities, this RG flow can be
most easily understood in terms of the brane tiling [24].
In this paper, we take the first steps towards a systematic study of the BPS spec-
trum of DS1TX from their BPS quivers. In the simplest case of a free 5d hypermultiplet
(corresponding to the conifold singularity), our results agree with recent results [26] that
use distinct methods based on spectral network [27–29]. We also discuss the spectrum
of the rank-one E1 SCFT, and present a conjecture for the full spectrum in a so-called
tame chamber, in a large class of examples.
Gauge-theory phases, 4d N = 2 limits, subquivers and subcategories
Oftentimes, the low-energy description on the extended Coulomb branch of TX can be
written as the Coulomb-branch theory of a 5d N = 1 non-abelian gauge theory, with
the 5d inverse gauge couplings identified with massive-deformation parameters of the
5d SCFT—this we call a “gauge-theory phase” of TX. Any 5d N = 1 gauge theory
consists of a vector multiplet in the adjoint representation of a gauge group G, and of
hypermultiplets in representations R of G, together with a choice of 5d Chern-Simons
terms [1] and/or θ angles [3, 30], depending on the choice of gauge group. Such a theory
can be dimensionally reduced to a 4d N = 2 gauge theory with the same gauge group
and matter content.
Therefore, the 5d BPS quiver, describing the BPS states of the 5d theory on a
finite-size circle in a gauge-theory phase, must be closely related to the 4d BPS quiver
for the corresponding 4d N = 2 gauge theory [31–36]. Indeed, historically speaking,
some of the 4d BPS quivers studied e.g. in [36] were first derived by “decoupling some
nodes” from some fractional-brane quivers QX [31, 32], which is also how the BPS
quiver for the 4d N = 2 TN theory was derived in [36]. Building upon that idea, in
this work, we consider the full fractional-brane quiver QX directly as a 5d BPS quiver.
We would like to insist on this elementary point: type IIA string theory on X
does not engineer a strictly 4d N = 2 gauge theory, but instead it directly engineers
the 5d SCFT on a circle, DS1TX. This was already fully appreciated long ago [37] in
5d gauge-theory language. Incidentally, DS1TX does not always have a gauge-theory
interpretation. For instance, the BPS spectrum of D-branes at the resolved C3/Z3
singularity [38] corresponds to the BPS spectrum on the Coulomb branch of the rank-
one 5d SCFT E0 [2] compactified on a circle, which does not have any gauge-theory
phase.
By contrast to the 4dN = 2 BPS quivers, 5d BPS quivers have additional structure
corresponding to the richer charge lattice of the 5d theory. Consider a gauge-theory
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phase with gauge group G =
∏s
k=1Gk of total rank r =
∑
k rank(Gk), where each Gk is
a simple gauge group. The 5d SCFT has a flavor symmetry group of rank f = f4d + s,
where f4d would be the rank of the flavor group in 4d, and the additional s factors
in the maximal torus of the flavor symmetry group correspond to topological U(1)
symmetries in the gauge-theory phase, one for each factor Gk (the symmetry at the
fixed point could be further enhanced). While the charge lattice of the 4d N = 2
gauge theory has dimension D4d = 2r+ f4d, the charge lattice of DS1TX has dimension
D = 2r + f + 1, corresponding to the electric and magnetic charges, the 5d flavor
symmetry, and the KK momentum.
When a gauge-theory phase exists, the 4d N = 2 gauge theory is obtained in a so-
called geometric engineering limit [39], which is a scaling limit in Ka¨hler moduli space
that decouples both the KK towers and the instanton particles [37, 40]. At the level of
BPS quivers, the 4d N = 2 gauge-theory BPS quiver, with D4d nodes, is a subquiver
of the 5d BPS quiver QX with D nodes, which is simply obtained by removing the
appropriate s+ 1 nodes that carry the KK and instanton charges.
At the level of the BPS categories, the strict 4d N = 2 categories (see e.g. [40, 41])
are controlled subcategories [42] of the 5d BPS categoryT BPSTX . These 4d BPS categories
were studied from this same geometric point of view in [40].
More generally, 5d gauge-theory phases correspond to a choice of heart of the
triangulated category T BPSTX ; this correspond to a particular quiver QX, that contains
the corresponding 4d N = 2 quiver as a subquiver. There can be several distinct
such choices, for different gauge-theory phases. In that language, the statement of
“UV duality” between different 5d gauge theories [43, 44] is the statement that the
two categories of quiver representations are derived equivalent. In the examples we
studied, this is ensured by the fact that the two “UV dual” 5d BPS quivers are mutation
equivalent.
Finally, we will also introduce the concept of an electric category for DS1TX when
the latter possesses a gauge-theory phase, similarly to [41]. The electric category is a
subcategory of T BPSTX , which contains only mutually local objects and which essentially
encodes the BPS states coming from BPS particles in 5d (as opposed to magnetic BPS
strings).
Outlook and summary
This work initiates a systematic study of the BPS category T BPSTX of DS1TX, and of
its associated 5d BPS quivers. There remains many interesting directions for further
research. Here, let us just mention a few of them [45]:
• While this work is mostly focussed on the IIA engineering, much insight can be
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gained from considering the mirror CY geometry in IIB string theory, building
upon [46]. For instance, this allows us to discuss more systematically the uplift
of 4d N = 2 theories to 5d SCFTs through their BPS quivers [47].
• A much more systematic understanding of the 5d BPS spectrum would be desir-
able, and the 5d BPS quiver framework is a promising avenue to achieve this goal.
Relatedly, we can then proceed to study interesting invariants of the SCFTs from
the knowledge of the BPS spectrum at a convenient point, such as, for instance,
the S3 × T 2 partition function, along the lines of [48, 49].
• In this paper, we mostly discuss 5d field theories TX engineered by toric singu-
larities, but the 5d BPS quiver perspective is completely general, and can shed
much light onto the general classification of 5d SCFTs. Relatedly, it would be in-
teresting to derive the 5d BPS quiver directly from a IIB (p, q)-web [50, 51] along
the lines of [52, 53], since many interesting 5d SCFTs can be more conveniently
engineered in that way—see e.g. [54–64] .
• The M-theory geometric engineering picture is not a priori restricted to 5d
SCFTs. One could similarly study interesting 3d N = 2 field theories by con-
sidering M-theory at an isolated CY fourfold singularity. In that case, the BPS
particles have an N = 2 SQM on their worldline and the BPS quiver is a graded
quiver with potential of the type studied in [65–70].
This paper is organized as follows. In section 2, we discuss in full generality the BPS
category of the KK theory DS1TX and the associated 5d BPS quiver, and its relation
to genuine 4d BPS quivers. In section 3, we discuss 5d BPS quivers for 5d SCFTs
engineered at toric singularities, which are encoded in brane tilings. In section 4, we
illustrate our general methods with a study of the rank-one toric SCFTs and their
5d BPS quivers, the so-called toric del Pezzo quivers. In section 4, we study some
rank-two examples and comment on the phenomenon of UV duality at the level of the
BPS quivers. In section 6, we briefly discuss the BPS quivers associated to the 5d
SU(p)q gauge theory. In section 7, we initiate the systematic study of the spectrum of
DS1TX from the representation theory of the quiver. Some additional comments and
computations are collected in Appendix.
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2 5d SCFTs on a circle, BPS categories and BPS quivers
Let us consider five-dimensional SCFTs corresponding to isolated CY3 singularities,
denoted by X, via geometric engineering in M-theory:
M-theory on R1,4 ×X ←→ TX ∈ SCFT5 . (2.1)
To any complex codimension-three canonical Gorenstein threefold singularity X, one
thus assigns a 5d SCFT TX [2]. One can also consider any crepant (partial) resolution
of the singularity:
pi : X̂→ X , (2.2)
which should be a deformation away from the SCFT. The extended Ka¨hler cone of
the resolved singularity, K̂(X), consisting of all possible resolutions indexed by their
Ka¨hler parameters [71], is identified with the extended Coulomb branch of the SCFT
TX (including both Coulomb-branch VEVs and mass parameters for flavor symmetries).
Importantly, the theory TX is partly characterized by two non-negative integers r and
f , defined by:
r + f = dimHcpt2 (X̂,Z) , r = dimH
cpt
4 (X̂,Z) , (2.3)
for any complete crepant resolution X̂. Here, r is the number of exceptional four-cycles,
and r + f is the number of exceptional two-cycles. In terms of the SCFT TX:
• r is the rank of the SCFT TX—i.e. the dimension of its Coulomb branch.
• f is the rank of the flavor symmetry GF of TX.
Note that the 5d Coulomb branch is a real manifold, of real dimension r. The extended
Coulomb branch has dimension r+ f . Note also that the full global symmetry of TX is
GF ×SU(2)R, where the second factor is the R-symmetry. We refer to [14] for a recent
review of the M-theory construction of TX and of its 5d gauge-theory phases.
2.1 Four-dimensional KK theory and IIA string-theory embedding
In this work, we are interested in compactifying TX on a finite-size circle. The resulting
theory is a four-dimensional Kaluza-Klein (KK) theory, with 4d N = 2 supersymmetry,
which we denote by DS1TX. We then have a direct correspondence between the 4d KK-
theory and type-IIA string theory on X [37]:
DS1TX ←→ M-theory on S1 × R1,3 ×X
←→ IIA on R1,3 ×X (2.4)
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Therefore, on general grounds, the low-energy limit of type IIA on X gives us a 4d
N = 2 supersymmetric KK field theory. We have the usual expressions for the IIA
parameters:
R = `sgs ,
`3p
R
= `2s = α
′ , (2.5)
with R the M-theory circle radius and `p the 11d Planck length. To obtain genuine
4d N = 2 theories and decouple the tower of KK modes (and, generally, instanton
particles), one has to take an additional scaling limit in Ka¨hler moduli space as we
send R → 0. For 4d N = 2 gauge theories, this is generally called the geometric
engineering limit [39]; see [37, 40] for detailed accounts.
The KK theory DS1TX has a parameter space of complex dimension r + f , cor-
responding to a complexification of the extended Ka¨hler cone K̂(X). This parame-
ter space is identified with the extended Coulomb branch of DS1TX, and denoted by
MC . The proper Coulomb branch Br of the 4d KK theory, of complex dimension
r = rank(TX), is fibered over the mass-deformation parameters:
Br →MC → {m} . (2.6)
The low-energy physics on X̂ in the large volume limit can be extracted from IIA super-
gravity, while worldsheet instantons contribute non-trivial corrections to the Coulomb-
branch metric. The Seiberg-Witten (SW) geometry for the KK theory is captured by
the versal deformations of the IIB mirror singularity X∨, where the holomorphic top-
form plays the role of the SW differential. The mirror geometry is extremely useful in
order to study the Coulomb-branch low-energy physics, as it does not receive quantum
corrections.
Explicit examples can be easily obtained in the case when X (or X̂) is toric. Then, X is
defined in terms of a strictly convex (triangulated) toric diagram with r internal points
and f+3 external points. The Hori-Vafa (HV) mirror gives us an explicit description of
the mirror geometry as a fibration of C∗×Σr over a plane, with Σr a Riemann surface
of genus r [25, 72]. We have the key identification:
Seiberg-Witten curve of DS1TX ←→ curve Σr in HV mirror X∨ . (2.7)
This type of KK theory SW curves are well-known: the first examples were obtained by
Nekrasov, by uplifiting 4d N = 2 gauge theory results to 5d using the relation between
SW geometry and integrable systems [73]. Note that, in our discussion so far, we are
not referring to any particular gauge theory description. Instead, we are considering
the full extended Coulomb branch (2.6) of DS1TX, not only the chambers corresponding
to 5d gauge theory phases.
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2.2 BPS states in M-theory and type IIA
The BPS states on the real Coulomb branch of the five-dimensional theory arise from
wrapped M-branes inside X̂: M2-branes wrapped over a curve C give rise to BPS
particles, and M5-branes wrapped over a compact divisor E (an exceptional four-cycle)
give rise to BPS strings, with mass and tension:
M(M2 on C) = vol(C)
`p
3 , T (M5 on E) =
vol(E)
`p
6 , (2.8)
respectively. From (2.3), we see that there are r+ f distinct types of 5d BPS particles
and r distinct 5d BPS strings; the latter are magnetically charged under the r 5d abelian
dynamical gauge fields. We stress here that the M2- and M5-branes have to wrap
holomorphic cycles in the geometry, which are cycles calibrated by the Ka¨hler form, in
order to satisfy the half-BPS condition. Upon compactifications on a circle, they give
rise to BPS particles from wrapped D2 and D4-branes, respectively. More precisely, the
M2-brane can wrap the S1, which corresponds to the four-dimensional instantons of
DS1TX, or it can remain transverse and give us the D2-brane state. Similarly, the M5-
brane gives rise to both the D4-branes and to 4d BPS strings from wrapped NS5 branes.
In addition, KK momentum along the circle gives rise to D0-branes. Semi-classically,
therefore, we have the following scales:
• BPS particle masses:
M(D0 on pt) =
1
R
,
M(D2 on C) = vol(C)
Rα′
,
M(D4 on E) =
vol(E)
Rα′2
.
(2.9)
• BPS string tensions:
T (NS5 on E) =
vol(E)
(Rα′)2
. (2.10)
• Worldsheet instanton corrections:
τ0(F1 on C) = vol(C)
α′
. (2.11)
Here, τ0 denotes the worldsheet instanton tension—in particular, it can be identified
with a 4d inverse gauge coupling if C corresponds to the base curve of a ruling of the
exceptional locus of X̂. Note that, in equations (2.9), (2.10) and (2.11), the volumes
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vol(C) and vol(E) are understood to be of order α′ and (α′)2, respectively, but their pre-
cise form depends the extended Coulomb branch metric, which is quantum-corrected.
For this reason, it is useful to turn to the mirror geometry, where the periods of the
holomorphic top form compute the exact values of the D-brane central charges which
control the masses of the corresponding BPS particles.
2.3 The category of BPS states and 5d BPS quivers
Having set the stage, we are now ready to discuss the BPS particles of the 4dN = 2 KK
theory DS1TX. In the following, we introduce the notion of a category of BPS states for
DS1TX, denoted by T BPSTX . This is a very useful notion because it is purely algebraic.
The actual BPS states are obtained by quantizing the moduli spaces of stable objects
of T BPSTX , for any given stability condition corresponding to a point on MC .
2.3.1 5d BPS states and B-branes
The BPS particles on the four-dimensional Coulomb branch of DS1TX are precisely
the wrapped D0-, D2- and D4-brane states, which can form highly non-trivial bound
states when the volumes vol(C), vol(E) are small. In order to retain analytic control,
we consider the limit of vanshing string coupling, gs → 0. This is the limit in which
the D-branes wrapped over holomorphic cycles are accurately described as B-branes.
We take this limit while keeping the radius R finite. By (2.5), this corresponds to
taking α′ →∞. Fortunately, the B-branes are boundary conditions in the topological
B-model, which does not depend on the α′ corrections [74]. At any given point on the
extended Coulomb branch, u ∈ MC , the B-branes E are objects of the (bounded) de-
rived category of (compactly supported) coherent sheaves on the corresponding crepant
resolution, denoted by X̂u [75–77]:
1
E ∈ Db(X̂u) . (2.12)
This B-brane category gives us a standard notion of a category of Coulomb-branch BPS
states of DS1TX. We write this as:
T BPSTX
∼= Db(X̂u) . (2.13)
In particular, this tells us that the category of BPS states of DS1TX is a triangulated 3-
CY category [80, 81]. Note that, while we indicated an explicit dependence on u ∈MC
1We refer to [78, 79] for thorough reviews of B-branes.
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in (2.13), the category T BPSTX is independent of u, since D
b(X̂) is itself independent of
the Ka¨hler parameters; it is also independent of the Ka¨hler chamber of X̂.2
Once we have identified an appropriate category, T BPSTX , for describing the BPS states of
DS1TX, the problem of determining the BPS spectrum of the theory, at any given point
of its parameter space, can be translated into a problem of stability for the objects in the
category [84, 85]. (This holds abstractly for any category of BPS states, independently
of the particular geometric realization (2.13) studied here.) Let us summarize the
general procedure:
Charge lattice. First of all, the Grothendieck group of the BPS category is identified
with the charge lattice, Γ, of quantized conserved charges of the 4d N = 2 KK theory:
Γ ∼= K0T BPSTX ∼= ZD , (2.14)
where:
D = 2r + f + 1 . (2.15)
The D generators consist of r magnetic charges corresponding to the D4-brane charges,
r electric charges corresponding to the D2-brane charges associated to curves whose
Ka¨hler parameters give the Coulomb moduli of the 5d theory, f flavor charges corre-
sponding to the D2-brane charges associated to curves whose Ka¨hler parameters give
the deformations of the 5d theory, and the KK charge corresponding to the D0-brane
charge.
Stability conditions and central charge. The complex central charge Z of the 4d
N = 2 Poincare´ superalgebra gives rise to a family of stability conditions (in the sense
of [85]), that are parametrized by points in MC × R+, where R+ corresponds to the
radius of the circle:
Z :MC × R+ → Hom(Γ,C) : (u,R) 7→ Z(u,R ;−) . (2.16)
For any given values of the parameters, (u,R) ∈ MC × R+, the central charge assigns
a complex number to every element of the charge lattice:
Z(u,R ;−) : Γ→ C : γ 7→ Z(u,R ; γ) ≡ Zγ , (2.17)
where the dependence on the parameters is often kept implicit. Stability conditions
are, in particular, linear maps : Zγ+γ′ = Zγ + Zγ′ . For this reason, a generic stability
2 In string theory, once we identify the B-brane category with the derived category, this is a
consequence of the independence of the B-model on the Ka¨hler moduli [74]. That the derived category
of X̂ stays the same upon flops was discussed in [82, 83].
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physical central
charges
space of formal 
stability
conditions
Figure 1. Schematic representation of the quantum Schottcky problem: not all the possible
assignments of formal stability conditions are physically realized. Since the space of stability
conditions is divided into BPS chambers separated by walls of marginal stability, and since the
physical central charges are on a locus of positive codimension, assigning an arbitrary central
charge might lead to a formal BPS chamber which is not physically realized. Determining
such a space from first principles is an interesting open problem.
condition in Stab(T BPSTX ) is determined by D complex numbers, corresponding to the
values of the central charges for a basis of generators of the lattice Γ. Not all possible
stability conditions correspond to physically realized central charges. The latter sit at
a codimension r locus in the space of stability conditions, as depicted in Fig. 1; indeed,
we have:
D − 1− dimMC = r . (2.18)
The problem of discerning between physical and formal stability condition is the quan-
tum Schottcky problem.3 There is a deep analogy between this question and the
Schottcky problem in algebraic geometry (i.e. the problem of discerning which Abelian
varieties are Jacobian), rooted in special Ka¨hler geometry—the 4d N = 2 central
charges are indeed periods of principally polarized Abelian varieties [88].
BPS states and stable objects. For every fixed charge γ ∈ Γ, the corresponding
superselection sector of the Hilbert space of DS1TX is obtained by quantizing the mod-
uli spaces M(γ, Z) of the Z-stable objects O ∈ T BPSTX such that [O] = γ, where [O] is
the class of O in K0T BPSTX . The moduli spaces M(γ, Z) have a natural physical inter-
pretation: these coincide with the Higgs branch moduli spaces for the supersymmetric
quantum mechanics (SQM) with four supercharges (1d N = 4) which govern the world-
3For a description of this in terms of geometric engineering in IIB superstrings, see [86, 87]. The
theories that are not affected by this problem are the so-called 4d N = 2 complete SQFTs classified
in [35].
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line of the corresponding BPS state. In particular, these moduli spaces are Ka¨hler. The
quantization procedure gives rise to a representation Rγ of SU(2)spin ⊗ SU(2)R where
SU(2)spin is the little group of a particle in four-dimensions, and SU(2)R is the corre-
sponding R-symmetry. These quantum numbers can be read off as the Lefschetz spin
and the Hodge spin of the moduli spaces, respectively [89, 90]:
2Jspin = p+ q − dimM(γ, Z) , 2JR = p− q , (2.19)
where (p, q) refer to the corresponding degree in an appropriate Dolbeault cohomology,
Hp,q(M(γ, Z)), on the moduli space.4 Finally, the SU(2)spin ⊗ SU(2)R representation
so obtained has to be tensored with a 4d N = 2 half-hypermultiplet (1/2, 0)⊕ (0, 1/2),
which arises by quantizing the center-of-mass zero-modes of the brane stack [71].
As an example, if the moduli space M(γ, Zγ) is a point (i.e. the corresponding object
is rigid), Rγ = (0, 0) and we obtain a half hypermultiplet. If M(γ, Zγ) ' P1, then
Rγ = (1/2, 0) and:(
(1/2, 0)⊕ (0, 1/2))⊗ (1/2, 0) = (0, 0)⊕ (1, 0)⊕ (1/2, 1/2) , (2.20)
which is a 4d N = 2 vector multiplet.
Let us now proceed by reviewing the interplay between fractional branes and quivers.
2.3.2 5d BPS quivers as fractional brane quivers
In all the examples considered in this paper, the supersymmetric quiver quantum me-
chanics governing the worldline of BPS particles are Lagrangian quiver gauge theories
with gauge groups:
U(N1)× · · · × U(ND)
The corresponding quiver diagram (with superpotential) is a BPS quiver for the theory
DS1TX, which we call a 5d BPS quiver to contrast it with the purely 4d BPS quivers
studied e.g. in [36].
The 5d BPS quiver for TX, denoted by QX, can be immediately identified using the
B-brane technology, as the quiver with superpotential that describes D-branes at the
CY singularity X. Such quivers, generally known as fractional-brane quivers, have been
studied extensively in the literature, starting with the study of D-branes at orbifolds
[100] — see e.g. [24, 33, 38, 101–104] for a very partial list of reference.
4 The case in whichM(γ, Z) is a stack can be dealt with by replacing this cohomology theory with
an appropriate Poincare´ series (the so-called χy genus) that can be determined via localization [91, 92]
or via the MPS Coulomb-branch formula [93–99].
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In type-II string theory, it is expected that any B-brane can be obtained as a bound
state of a finite set of simple objects, Ei ∈ D(X̂). Their defining property is that:
Hom(Ei, Ej) ∼= δijC . (2.21)
These simple objects are the so-called fractional branes associated to the singularity.
Simple objects are rigid by construction: the corresponding moduli space is a point.
In addition, it is expected that the fractional branes are all approximately mutually
BPS, meaning that there are quiver points u∗ ∈ MC such that the central charges
Z(u∗, R, [E1]), · · · , Z(u∗, R, [ED]) are all almost aligned. The fractional branes corre-
sponding to a quiver point u∗ are also stable objects by construction. For the theories
at hand, it is expected that the fractional branes become mutually BPS D-branes on
the singular threefold, X—this corresponds to the “fractionation” of the D0-brane
(skyscraper sheaf), when placed at the singularity, into a marginal bound state [100].
Therefore, it is expected that 5d theories that can be constructed from X always admit
at least one quiver point. This is certainly the case for all the examples presented in
this paper.5
Quiver from fractional branes: Dirac pairing and Euler form. Given a collec-
tion of fractional branes, the quiver for the category is obtained as follows. The set of
nodes of the quiver is in one-to-one correspondence with the simple fractional branes
E1, E2, · · · , ED, and in between node j and node i we have the arrows determined by:
# arrows j → i ≡ dim Hom(Ei, Ej[1]) . (2.22)
Since the category is 3-CY, we have the Serre isomorphism Hom(O, O˜[3]) = DHom(O˜,O)
for any pair of objects O, O˜ ∈ T BPSTX . Here D = Hom(−,C) is the duality functor. For
this reason, the Euler form of the BPS category, defined as:
〈[O], [O˜]〉D ≡ χ(O, O˜) =
3∑
n=0
(−1)n dim Hom(O, O˜[n])
= dim Hom(O, O˜)− dim Hom(O, O˜[1])
+ dim Hom(O˜,O[1])− dim Hom(O˜,O) ,
(2.23)
is antisymmetric and corresponds to the Dirac pairing on the charge lattice:
〈−,−〉D : Γ× Γ→ Z . (2.24)
5We would like to mention, however, that it is possible to generalize this construction by introducing
fractional branes of different kinds, thus leading to more general quiver quantum mechanical models.
The corresponding theory is under development; a proposal for the structure of the corresponding
BPS categories has been discussed recently in the purely four-dimensional setting [105].
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In particular, by definition, we have that:
〈Ei, Ej〉D = Bij = #( arrows i→ j)−#( arrows j → i) , (2.25)
is the adjacency matrix of the underlying quiver. The quiver so obtained is denoted by
QX. Importantly, we also have quiver relations generated by a superpotential W , which
can be determined by studying the A∞ structure of the BPS category [106, 107].6 In
section 3, we will review some simpler technology to determine the quiver superpotential
in the toric case [108].
For any such quiver with superpotential, (QX,W ), one defines its Jacobian algebra:
J ≡ CQX/(∂W ) , (2.26)
consisting of the freely-generated path algebra of QX divided by the ideal generated by
the F-term relations. The category of J -modules, J -mod, is equivalent to the category
of quiver representations. One then obtains the relations:
T BPSTX
∼= Db(X̂) ∼= Db(J -mod) . (2.27)
The second relation, between Db(X̂) and the derived category of J -modules, has been
established in some generality; see e.g. [109, 110], [111], as well as [112] and references
therein. 7
The fractional brane quivers, (QX,W ), were mostly studied by physicists in the context
of D3-branes probing the CY3 singularity X: performing three T-dualities along the
worldvolume of the D3-branes, one obtains D0-branes in IIA. The underlying quiver the-
ory is, of course, the same. The Jacobian algebra J provides us with a non-commutative
crepant resolution (NCCR) of the CY3 singularity X, in the sense of Van den Bergh [83].
In particular, the coordinate ring of X appears as the center of J :
X ∼= SpecZ(J ) . (2.28)
In the literature on D3-branes at singularities, this construction is known as the “mesonic
moduli space” of the 4d N = 1 quiver gauge theory associated to (QX,W); see
e.g. [113].
6 See [67, 70] for a recent review with detailed computations, in a slightly more general context.
7A more precise version of this statement (and of the discussion below) would replace J with a
dg-algebra associated with the quiver with superpotential [81, 83]. We wilfully skip over this subtlety,
which does not really contain any new physics in the 3-CY case. (For a physics discussion in the n-CY
case, see [68, 70].)
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Hearts and BPS particles. The stable objects of a triangulated category, T , al-
ways belong to a heart for the corresponding t-structure [85, 114]. One of the features
of the hearts is that they are abelian categories, A, such that T ∼= DbA. In particular,
recall that an object O ∈ A is stable iff for all its proper subobjects 0 6= S ⊂ O we
have:
0 < argZ([S]) < argZ([O]) ≤ pi . (2.29)
In the examples we consider in this paper, each quiver point determines, via the
set of corresponding fractional branes, a canonical heart, namely the abelian category
of quiver representations J -mod ≡ Rep(QX,W ):
A ∼= J -mod . (2.30)
Conversely, the full BPS category is recovered as the derived category of J -modules,
as in (2.27). Whenever an object O is a bound state of N1 copies of E1, N2 copies of
E2, ..., and ND copies of ED, we have
[O] = N1[E1] +N2[E2] + · · ·ND[ED] (2.31)
and the resulting charge is
γO = [O] = (N1, N2, ..., ND) ∈ Γ (2.32)
which gets identified with the dimension vector of the corresponding quiver representa-
tion. All the Ni above are positive numbers by construction (by the BPS condition, we
have no bound states of fractional branes and anti-branes). The choice of such abelian
heart, A ⊂ T BPSTX , therefore corresponds to the choice of a splitting of the charge lattice
in between particles (corresponding to objects in A) and antiparticles (corresponding
to objects in A[1]). Indeed:
[O[1]] = −[O] = −γO , (2.33)
is the charge of the antiparticle corresponding to the object O. By CPT invariance,
it is enough to determine the stable objects in A and the corresponding moduli spaces
to completely determine the BPS spectrum. Each fractional brane, in particular, ends
up contributing a full hypermultiplet to the BPS spectrum—we have a half-hyper with
charge γi ≡ [Ei] and a half-hyper with charge −γi ≡ [ Ei[1] ].
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Relation to SQM. Consider an object O ∈ A with charge γO = [O] = (N1, ..., ND).
The corresponding quiver quantum mechanics has a gauge group whose degrees of
freedom correspond to strings stretched between the Ni fractional branes Ei:
U(N1)× U(N2)× · · · × U(ND) , (2.34)
and bifundamental matter corresponding to strings streched between the stacks of Ni
Ei branes and Nj Ej branes, which are counted by (2.22). Each U(Ni) group has a
corresponding FI term:
ξi ≡ Im
(
Z(Ei)
Z(O)
)
, (2.35)
and, by King’s theorem, the Higgs branch moduli space of this SQM is identified with
the moduli space of semi-stable representations of J with dimension vector γO. Note
the slight subtlety: the BPS particles correspond to stable objects in the abelian heart
A, and their quantum numbers are obtained by quantizing the corresponding semi-
stable moduli spaces.
Mutations and autoequivalences of T BPSTX . The description of the BPS category
in terms of quiver SQM, and the associated representation theory of quivers with po-
tentials, comes with an unnatural splitting of the BPS spectrum between particles and
antiparticles [115]. There is a canonical choice dictated by the quiver point associated
to the singularity, but a given model can admit several distinct quiver points.
This corresponds to the fact that the BPS category T BPSTX can have several different
inequivalent hearts, related by autoequivalences of T BPSTX . Often, such autoequivalences
factor via compositions of more elementary tilting functors, that correspond to elemen-
tary mutations of the underlying quivers.
Elementary mutations are interpreted at the level of the SQM as 1d Seiberg duali-
ties, which in particular leave the underlying moduli spaces invariant. For this reason,
even if the heart changes, the full BPS spectrum obtained by quantizing stable objects
corresponding to a given point u ∈MC is the same.
Nevertheless, it can happen that a given quiver description is not enough to capture
the structure of the spectrum over the full MC : to every path p : [0, 1] →MC corre-
spond an autoequivalence of T BPSTX that often can be described in terms of a mutation
sequence. This remark is relevant in the context of 5d dualities, to which we now turn.
2.3.3 Gauge-theory phases and 5d BPS quivers
Gauge subsectors and electric subcategories. At the level of the corresponding
triangulated BPS category T BPSTX , the fact that a given theory has a gauge subsector is
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understood in terms of a property of an Abelian heart—here we review some parts of
[41]. There is a collection of objects, (Wα)α∈∆+(G) ∈ A, labeled by ∆+(G), the positive
root lattice of the gauge group G, that are all simultaneously stable for some choice of
central charges and satisfy the following properties:
G1.) The dimension vectors δα ≡ dimWα satisfy δα+β = δα + δβ. In particular, we
define δi = δαi where αi are the simple roots in ∆
+(G);
G2.) All Wα have a moduli spaceM(δα) ' P1, and hence correspond to N = 2 vector
multiplets;
G3.) 〈δα, δβ〉D = 0 for all α, β ∈ ∆+(G), and moreover we have the following integrality
requirement (Dirac quantization): let us introduce the elementary electric charges
(the elementary weights for representations of G):
qi =
(
C(G)T
)−1
ij
δj ∈ Γ⊗Q (elementary electric charge) (2.36)
where C(G) is the Cartan matrix of the Lie group G. Then, the corresponding
magnetic charges have to be integer valued:
mi(O) ≡ 〈[O],qi〉D ∈ Z for all O ∈ T BPSTX . (2.37)
Often, these gauge-group subsectors are realized in terms of a full subquiver of the
appropriate kind for a quiver associated to the heart of the BPS category. These are
the quivers of the form A(1, 1)G for the pure supersymmetric Yang-Mills theories with
simply-laced simple gauge groups. For non-simply-laced groups, the relevant quivers
have been obtained in [116]. Having identified an abelian heart compatible with G1, G2
and G3, one can define the associated electric subcategory8 as the abelian subcategory
of the heart A controlled by the magnetic charges mi(−). We refer to Appendix A for
a review of controlled subcategories.
It is interesting to remark that the objects in the electric category are precisely the
ones that remain dynamical upon a weak-coupling deformation [41]:
Z(·) 7→ Z(·)− 1
g24d
m(·) , g4d → 0 , (2.38)
of the central charges. Since magnetic charges in five dimensions are carried by BPS
strings, we are lead to identify the purely magnetic states with BPS monopole strings
8Also known as the “light subcategory,” as these are precisely the states that remain light in the
corresponding weak coupling limit; for a definition, see [41].
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wrapped on S1. For this reason, the count of the degeneracies of the purely five-
dimensional BPS particles is encoded in the electric subcategory of the 5d BPS quiver.
Note that this is compatible with the above deformation because:
1
g24d
=
R
g25d
, (2.39)
and therefore, keeping g5d fixed, the limit (2.38) coincides with the limit R→∞.
5d dualities and autoequivalences of T BPSTX . Two distinct five-dimensional gauge
theories are “UV dual” provided that they both are gauge theory phases for the same
5d SCFT [14, 43, 44]. If that is the case, the theory has to admit inequivalent gauge
subsectors of the type characterized above, as well as representations corresponding to
the correct matter content. On the other hand, the electric subcategories, as obtained
by the above procedure for either gauge group, are expected to be equivalent. This
is true even if we start from two different hearts A and A′, essentially because there
can be no non-trivial wall-crossing amongst purely electric states (nor mutations of the
underlying electric quiver).
In the context of four-dimensional N = 2 gauge theories, a similar phenomenon
occurs in cases when we have an S-duality, which is suggestive of a possible five-
dimensional origin for it. In the four-dimensional case, it has been understood [117, 118]
(see also [119]) that such dualities are mapped to functorial autoequivalences of the
underlying triangulated category, which is a useful perspective to determine the corre-
sponding group structure for the S-duality group.
Here, we claim that this is the case for the five-dimensional UV dualities as well:
obviously, a necessary condition for two inequivalent five-dimensional gauge theories
to be dual is that there is one such equivalence at the level of the corresponding BPS
categories.9 In the cases studied in this paper, these functorial autoequivalences are
nothing but tiltings, generated by appropriate sequences of elementary mutations.
2.3.4 Relations between 5d and 4d BPS quivers
Interestingly, the radical of the Dirac pairing is a mutation invariant, and as such
it coincides with an intrinsic property of the SCFT. It is simply the lattice of flavor
charges:
ΓF ≡ rad 〈−,−〉D ≡ Ker B ⊆ Γ (2.40)
The charges in ΓF corresponds to D2-branes wrapping curves that do not intersect
any exceptional divisor. These brane states are sometimes known as “non-anomalous
9 Notice that we are not claiming that there is necessarily an explicit overlap at the level of the
corresponding BPS spectra.
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fractional branes” in the T-dual context of D3-brane at singularities—see e.g. [120–
122]—because Bv = 0, for a dimension vector v = (N1, · · · , ND), is the condition for
the vanishing of the 4d gauge anomalies.
It is convenient to organize ΓF as follows:
ΓF ≡ ZγKK ⊕
f⊕
j=1
Zγfj (2.41)
where γKK is the KK charge and γfj are the flavor charges for the 5d SCFT. When
TX has a gauge theory interpretation with a gauge group G =
∏s
k=1Gk with s simple
factors, we have a (topological) global symmetry
∏s
k=1 U(1)Tk , and among the flavor
charges γfj we could distinguish the topological charges γTk explicitly.
Considering the extended Coulomb branch of the KK theory DS1TX, we can often
find several inequivalent ways of taking the limit R → 0 which produce a consistent
genuinely four-dimensional theory.10 If the four-dimensional theories so-obtained have
a BPS quiver, the latter should correspond to a full subquiver for some element in
the mutation class of the 5d BPS quiver QX. More precisely, such full subquiver
corresponds to the quiver for a controlled subcategory (as reviewed in Appendix A).
Naively, the control function associated to that subcategory is given by a projection
onto states of vanishing KK charge:
λKK(γ) = PγKKγ . (2.42)
The objects in the resulting subcategory must indeed have zero KK charge, but more
interesting combinations can be considered. For instance, if the 5d theory has a gauge
theory phase with a simple gauge group G, then we can obtain the 4d BPS quiver for
the corresponding gauge theory by means of two control functions: the projector λKK
above, to decouple the KK tower, and:
λT (γ) = PγT γ , (2.43)
where PγT is a projector on the one-dimensional sublattice of Γ generated by the topo-
logical U(1)T flavor charge, which corresponds to the instanton number associated to
the gauge group G. Similarly, exploiting flavor symmetry Wilson lines on S1, we could
access more interesting controls corresponding to more general flavor charges.
Conversely, it is interesting to ask whether it is always possible to uplift a 4d BPS
quiver to a consistent 5d BPS quiver by enlarging the corresponding charge lattice.
This question will be addressed elsewhere [47].
10 This is analogous to what already observed in the context of six-dimensional theories on T 2: the
four-dimensional limits are analogous to Argyres-Douglas points along MC [123].
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(a) r=0, f=1. (b) r=1, f=3. (c) r=2, f=3. (d) r=3, f=1.
Figure 2. Some examples of toric diagrams.
3 Brane tilings and 5d BPS quivers
In this section, we study 5d BPS quivers for DS1TX when X is toric. Then, a so-called
toric quiver with superpotential (QX,W ) can be equivalently written in terms of a
periodic tiling on the torus, known as a brane tiling, which is closely related to the
mirror geometry [25]. See [124, 125] for comprehensive reviews. 11
3.1 A lightning review of brane tilings
Consider the toric diagram, ∆X ⊂ Z2, for X an isolated toric CY3 singularity. It is a
strictly convex polytope with r internal points and f + 3 external points, as shown in
some examples in Fig. 2. The corresponding quiver QX has D = 2r + f + 1 nodes.12
A brane tiling (a.k.a. dimer model) is a bipartite graph on the torus, with an even
number of nodes, nW , half of them black and the other half whites. The nodes are
connected by edges, which are the boundaries of faces. The brane tiling associated
to a toric diagram ∆X has D faces. Since the tiling is on a torus, the number of
tiling edges, nX , is given by Euler’s formula as nX = D + nW . The brane tiling
encodes a quiver QX and its superpotential W . Each face corresponds to a quiver
node, each edge corresponds to a quiver arrow, and each brane-tiling node corresponds
to a superpotential term. The arrow directions are determined by the following traffic
rule: circulation goes clockwise around white nodes, and counter-clockwise around
black nodes. This assigns a direction to each brane tiling-edge, denoted by α, and we
will write the corresponding quiver arrows as:
Xα = Xij : (i) −→ (j) . (3.1)
11Many of the brane-tiling computations for this work were algorithmized on Mathematica, building
on a code written for [126], which itself built on a package written by Jurgis Pasukonis for [127].
12We also have 2Area(∆X) = D: there are D simplices in any complete triangulation of ∆X.
– 20 –
Finally, we read off the superpotential terms from the brane-tiling nodes, as:
W =
∑
white nodes
∏
α
Xα −
∑
black nodes
	∏
α
Xα . (3.2)
Here, the products are ordered products over the edges connected to the node, in the
clockwise or anti-clockwise direction and with a ± sign for the white or black nodes,
respectively.
3.1.1 From QX to ∆X: perfect matching variables and GLSM
Given a brane tiling describing D0-branes at X, one can recover the toric diagram ∆X
using the “fast forward algorithm” [24]. A dimer is a distinguished edge in a brane
tiling, connecting a white and a black node. A perfect matching is a collection of dimers
such that every node of the tiling is included only once. Then, a dimer model is just
a brane tiling together with its perfect matchings, which are denoted by {pk}. The
perfect matching matrix, Pαk, is defined as:
Pαk =
{
1 if pk contains the edge Xα ,
0 otherwise.
(3.3)
The set of perfect matchings of given brane tiling can be derived using the Kasteleyn
matrix; see [24] and references therein:
Kmn(x, y) =
∑
β∈{m→n}
Xβ x
〈Xβ ,γx〉y〈Xβ ,γx〉 . (3.4)
Here, the indices m and n run over the white and black nodes, respectively, Xβ are
formal variables denoting the edges, and x and y are two more formal variables; γx
and γy denote a choice of (1, 0) and (0, 1)-cycles on the torus, and 〈Xβ, γx〉 denotes the
signed interesection number between the edge Xβ and the 1-cycle γ. Then, the perfect
matchings are obtained by computing the permanent of the Kasteleyn matrix:
perm K(x, y) =
∑
k
pk x
〈pk,γx〉y〈pk,γy〉 , (3.5)
where pk =
∏
αX
Pαk
α , formally. This procedure allows us to read off the toric diagram,
∆X, directly, since the expression (3.5) is the Newton polygon of ∆X.
13 This com-
putation also naturally assigns perfect matchings to each point in the toric diagram.
In a consistent brane tiling, each external point in ∆X corresponds to a single perfect
matching, while the r internal points can correspond to multiple perfect matchings.
13That is, the toric diagram consists of the points wk = (〈pk, γx〉, 〈pk, γy〉) ∈ Z2.
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Consider the N = 4 SQM associated to (QX,W ) with gauge group U(1)D, cor-
responding to the D0-brane representations of the quiver. This is a 1d gauged linear
σ-model (GLSM). The isolated toric singularity, X, arises as the supersymmetric mod-
uli space:
X ∼=
{
Xα
∣∣∣Fα = 0 , ∀α , Da = 0 , a = 1, · · ·D}/U(1)D−1 , (3.6)
with the F -terms given by Fα = ∂XαW , and the standard D-term conditions for each
U(1) node in the gauge-theory quiver. (The diagonal U(1) acts trivially.) The dis-
tinguishing feature of a toric quiver is that every quiver arrow Xα appears exactly
twice in W , with opposite signs. This ensures that the F -term relations are of the
form “monomial=monomial.” Given a dimer model, one assigns a complex variable,
also denoted by pk, to each perfect matching. Then, one can always solve the F -term
relations in terms of these auxiliary variables, according to:
Xα =
∏
k
pPαkk . (3.7)
The moduli-space computation (3.6) is then reduced to an ordinary Ka¨hler quotient:
X ∼= {pk , k = 1, · · · , c} //U(1)m+D−1 , (3.8)
with m = c − D − 2 ≥ 0 additional U(1)’s, corresponding to the redundancy in the
solution (3.7).
3.1.2 From ∆X to QX: the fast inverse algorithm
Given a toric singularity X described by a strictly convex toric diagram ∆X with r
internal points, one can work out the corresponding brane tiling using the so-called
“fast inverse algorithm” of Hanany and Vegh [128]. The algorithm starts from a larger
toric geometry for a non-isolated toric geometry, with a toric diagram ∆Xn,m which
is a square of size n × m inside Z2, such that ∆X is contained within ∆Xn,m.14 The
brane tiling for ∆Xn,m is well-known as an orbifold of the conifold. It consists of a
square tiling similar to Fig. 3(b), but with D = 2nm distinct faces. The brane tiling
for ∆X is the obtained by a systematic procedure that involves drawing the so-called
zig-zag paths; let us simply refer to [128] for details and references. All the examples
of quivers QX discussed below can be obtained using that algorithm, combined with
Higgsing/partial resolutions [24]. See also [127, 129, 130] for a systematic discussion of
large families of toric geometries.
It is important to note that the map from toric diagram to brane tiling is one-
to-many; this corresponds to several ambiguities in the implementation of the fast
14The toric diagram ∆Xn,m corresponds to the underlying square grids shown in Fig. 2, for instance.
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inverse algorithm. However, any two distinct brane tilings obtained in this way, and
the associated quivers with superpotential, are related by a series of quiver mutations.
In the N = 4 SQM language (after fixing a dimension vector for the quiver), a mutation
is nothing but a Seiberg duality of the 1d N = 4 supersymmetric gauge theory. Note
also that, while there generally are an infinite number of distinct quivers related to a
given (QX,W ) by mutations, it appears that there only exists a finite number of toric
quivers (i.e. arising from brane tilings) for a given X.
3.2 Resolutions and Beilinson quivers
Given a toric quiver (QX,W ), we consider the set of θ-stability conditions, correspond-
ing to the set of possible Fayet-Ilopolous (FI) parameters ξ = (ξa). Then, any crepant
resolution can be realized as the Ka¨hler quotient (3.8) with non-zero levels, with the
D-term conditions Da = µa − ξa = 0. This can also be formulated as a GIT quotient,
corresponding to the moduli space of θ-semistable representations with dimension vec-
tor dim(R) = (1, · · · , 1) ≡ αD0. We then have:
X̂ ∼= Cm+D+2//ξ U(1)m+D−1 ∼= Mθ(αD0) . (3.9)
From the point of view of the gauged N = 4 SQM, a choice of θ-stability is a choice
of discretized FI parameters. We have θ = −ξ ∈ ZD, with ∑a ξa = 0.15 Recall that a
quiver representation R is θ-stable (resp., semi-stable) if, for any proper subrepresen-
tation 0 6= S ⊂ R, we have (dimS).θ > 0 (resp., (dimS).θ ≥ 0). We refer to [131] for
further details and references.
Given a perfect matching pk, we define a quiver representation Rpk of dimension
αD0 such that Xα is given by xα ∈ C with:
xα =
{
0 if Xα ∈ p0 ,
1 if Xα /∈ p0 .
(3.10)
For a given stability θ, the perfect matching pk is called θ-stable if Rpk is θ-stable [131].
To every perfect matching in the dimer model, we also associate a Beilinson quiver,
denoted by QX((pk), which is the quiver obtained by removing the quiver arrows Xα
that appear in pk. Of particular interest to us will the Beilinson quivers associated to
perfect matchings for internal points in ∆X. They are quivers with relation (inherited
from W ) but without any closed loops [132]. The θ-stable representations, of dimension
αD0, of such “internal” Beilison quivers describe a D0-brane probing the exceptional
locus of some (partial) resolution X̂ of the toric singularity.
15The sign is necessary to match between the most common physics and math notations.
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3.3 Brane charges and tilting bundles
The fractional branes Ei gives us a convenient basis of the charge lattice:
[Ei] ∈ Γ . (3.11)
In this basis, the charge of any BPS object O is given by the dimension vector of the
corresponding quiver representation—i.e. the ranks Ni in the SQM description (2.34),
so that [O] = ∑iNi[Ei]. It is often useful, however, to also use the so-called brane
charge basis, in terms of K-theory charges of the D-branes, [O] = ∑i qi[Ci], for some
qi ∈ Z, in terms of the K-theory classes of D-branes wrapping compact cycles Ci on
the resolved singularity. For a given complete resolution X̂, we denote these classes by:(
[Ci]
)
=
(
[Ea] , [Ck] , [pt]
)
, a = 1, · · · , r , k = 1, · · · , r + f , (3.12)
for the compact 4-cycles, 2-cycles and 0-cycle, respectively. Let Q∨ be the SL(D,Z)
matrix that realizes this change of basis, namely:
[Ei] =
D∑
j=1
Q∨ij[Cj] . (3.13)
In the rest of this subsection, we explain how to determine Q∨ in the rank-one case
[126]; the general case is similar but slightly more subtle, and a complete discussion is
left for future work. Along the way, we introduce some auxiliary quantities implicitly
related to a choice of resolution X̂, which we will use extensively in later sections.
3.3.1 Tilting collections of line bundles
The fractional branes are often rather complicated objects in Db(X̂). It is often fruitful
to consider another set of objects, denoted by Li, which are simpler coherent sheaves;
see e.g. [133]. They are dual to the fractional brane with respect to the Euler pairing:
〈Li, Ej〉D = δij . (3.14)
Note that this is not antisymmetric, in apparent contradiction with (2.23). This is
because the sheaves Li are not compactly supported; nonetheless, the Euler pairing
can be extended to this case [40]. For X̂ toric, the sheaves Li are line bundles.
In the toric case, the equivalence between the derived category of quiver representa-
tions, D(J -mod), and the derived category of coherent sheaves on X̂ can be made com-
pletely explicit using the line bundles Li. There exists a tilting equivalence [131, 133]:
Ψ : D(J -mod)→ Db(coh X̂) , (3.15)
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with a tilting sheaf Ψ(J ) given by a direct sum of line bundles over X̂ [131]:
T = Ψ(J ) ∼= ⊕Di=1Li . (3.16)
The line bundles Li form a tilting collection, which means that they satisfy:
Extn
X̂
(Li, Lj) = 0 for n > 0 , ∀i, j , (3.17)
as coherent sheaves on X̂, and that they generate the full triangulated category Db(X̂).
Conversely, the quiver algebra J arises as the endomorphism algebra of the tilting
sheaf.
Given a dimer model of rank r > 0, one can build a tilting collection of line bundles as
follows [131, 132]. Let us first choose an internal perfect matching, p0, such that the
nodes of the Beilinson quiver QX(p0) are partially ordered, with a single “first node”
labelled by i = 1, and a single “last node” labelled by i = D, and with all the nodes
numbered such that any path in QX goes from node i to j with i < j.16
The Ψ-map assigns to every quiver arrow Xα the formal sum of all the perfect
matchings in which Xα appears, Ψ(Xα) =
∑
k Pαkpk. By linearity, it assigns a formal
linear combination of perfect matchings to every path. When considering a specific
stability condition, we also restrict the map to θ-stable perfect matchings.
Every perfect matching pk is associated to a toric divisor, corresponding to a node
in the toric diagram and given by Dk = {pk = 0} in the GLSM description (3.9). Then,
to every path:
p = Xα1Xα2 · · ·Xαn , Xαl : il → il+1 , (3.18)
the Ψ-map assigns a divisor over X̂ according to:
Ψθ(p) =
n∑
l=1
∑
k|pk θ-stab
PαlkDk . (3.19)
The tilting line bundles are then defined as follows. Given QX(p0) with the ordering
of node as above, we choose a path pi : 1 → i for every node i. The line bundles are
given by:
Li = O (Ψθ(pi)) , i = 1, · · · , D . (3.20)
16This first step is not necessary, but it gives us a very convenient setup for our purpose. See [131]
for the more general algorithm. In later sections, we will always label the first and last nodes of
QX(p0) as stated here, while we will sometimes pick some slightly different numbering of the other
nodes. The rank-zero case, r = 0, will be treated separately.
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3.3.2 Exceptional locus and Beilinson quiver
The choice of internal perfect matching p0 gives implicitly a choice of partial resolution
of X, corresponding to blowing up a single exceptional divisor associated to the internal
point. In the special case r = 1, the single exceptional divisor is a toric del Pezzo
surfaces S ∼= dPn. More generally, the exceptional locus S of the partially-resolved
singularity is a toric stack; see e.g. [134].
We expect that the Beilinson quiver algebra QX(p0) can be used to describe co-
herent sheaves on the exceptional locus S [134], generalizing the well-understood del
Pezzo case. Given the embedding i : S → X̂, we then view the tilting line bundles Li
as the pushforward of lines bundles Li on S:
Li = i∗Li . (3.21)
The line bundles Li should furnish an appropriate exceptional collections on S [134–
137], which generate the derived category Db(S) of the stacky surface S.
The matrix S−1. Let us define the pairing:
S−1ij = dim Hom(Li,Lj) = dimH
0(S,L∗i ⊗ Lj) . (3.22)
These dimensions can be computed in toric geometry, in principle, and they depend
on the choice of partial resolution X̂ that contains S. They are most easily computed
from the Beilinson quiver, as:
S−1ij = # of independent paths p : i→ j in QX(p0) . (3.23)
Here, the relations amongst paths in the Beilinson quiver are inherited from the rela-
tions in the full quiver. Since QX(p0) is partially ordered, the matrix S−1 is upper-
triangular.
Fractional branes on S and the matrix S. The fractional branes Ei should also
correspond to simple objects Ei in D
b(S):
Ei = i∗Ei . (3.24)
The fractional branes Ei of course correspond to the quiver nodes of the Beilinson
quiver QX(p0). Then, defining the Euler pairing on S as:
χS(E,F) = dim Hom(E,F)− dim Ext1(E,F) + dim Ext2(E,F) , (3.25)
for any pair E,F ∈ Db(S), we have:
χS(Li,Ej) = δij , S−1ij = χS(Li,Lj) . (3.26)
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The matrix S (the inverse of S−1) is defined as:
Sij = χS(Ej,Ei) . (3.27)
For compactly supported sheaves E ,F on X̂, with E = i∗E and F = i∗F, we have [138]:
Extn
X̂
(E ,F) = ExtnS(E,F)⊕ Ext3−nS (F,E) , (3.28)
and therefore:
〈E ,F〉D = χS(E ,F)− χS(F , E) . (3.29)
In particular, the signed adjacency matrix of the quiver QX, as defined in (2.25), can
be recovered from the matrix S in (3.27):
B = ST − S . (3.30)
Note that S depends on the choice of (partial) resolution implicit in the choice of
internal perfect matching p0, while B can be computed directly in D
b(X̂), and is thus
independent of the choice of resolution.
The monodromy matrix M . Another interesting quantity is the monodromy ma-
trix, defined as:
M = (S−1)TS . (3.31)
In the IIB mirror description, the fractional branes Ei map to D3-branes wrapped
over Lagrangian 3-cycles; in the Landau-Ginzburg (LG) description, they correspond
to solitons interpolating between different LG vacua. The matrix M then encodes
the monodromy amongst the vacua as we go once around the WLG-plane [139]. The
eigenvectors of M are the dimensions vectors of particularly interesting quiver repre-
sentations. In particular, the eigenvectors vF with eigenvalue 1 satisfy BvF = 0. These
are the D2-brane states that populate the flavor charge lattice (2.40).
3.3.3 Projective and simple objects, and their brane charges
Given the Beilinson quiver QX(p0) as we just defined it, let Jp0 ⊂ J be its Jacobian
algebra (with the quiver relations inherited from (QX,W )). The fractional brane Ei
correspond to simple Jp0-modules, consisting of a single node. The line bundles Li, on
the other hand, correspond to the projective Jp0-modules, Pi, associated to a single
node, generated by all the paths in Jp0 that ends at the node i [133].
In the derived category D(Jp0-mod) ⊂ D(J -mod), one can always find a projective
resolution of the simple objects in terms of the Pi’s. At the level of the K-theory charges
for the fractional branes, we then have:
[Ei] =
D∑
j=1
Sji [Lj] . ⇒ [Ei] =
D∑
j=1
Sji [Lj] . (3.32)
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(a) Conifold toric diagram.
2 2 2
1
2
1
2
1
2
1 1 1
(b) Conifold brane tiling.
1
2
(c) QX(hyper)
Figure 3. Conifold singularity, associated brane tiling and quiver. The brane tiling is a
double-periodic tiling on the plane or, equivalently, a tiling of the torus. The torus funda-
mental domain is shown is red.
Then, if we can assign a brane charge to each Li, we directly find the brane charge
for the fractional branes. Let us pick a K-theory basis [Ci] as in (3.12). Then, we
denote by Q and Q∨ the matrices of brane charges for the line bundles {Li} and for
the fractional branes Ei, respectively, in that basis:
[Li] =
D∑
j=1
Qij[Cj] , [Ei] =
D∑
j=1
Q∨ij[Cj] . (3.33)
We then have:
Q∨ = STQ . (3.34)
The non-trivial step, in this computation, is to write [Li] in a basis of compact cy-
cles. This is easy to do for rank-one singularities, since [Li] = [Li] and the latter is
readily understood as wrapping S once. More generally, one has to translate between
the stacky structure on S (for a given p0) and the completely resolved space with r
distinct four-cycles Ea. For some of the higher-rank examples to be discussed below,
we determined the brane charges by imposing various consistency conditions; we leave
a more systematic discussion for future work.
3.4 A first example: the free 5d N = 1 hypermultiplet and the conifold
As a simple (and somewhat degenerate) example, consider the brane tiling shown in
Fig. 3(b). This corresponds to the conifold singularity, C0, whose toric diagram is shown
in Fig. 3(a). The corresponding 5d SCFT has rank r = 0 and flavor rank f = 1. In
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fact, this is simply the free hypermultiplet.17 The 5d BPS quiver is the celebrated
Klebanov-Witten quiver [103] shown in Fig. 3(c), with its superpotential:
W = X112X
1
21X
2
12X
2
21 −X112X221X212X121 . (3.35)
The two superpotential terms correspond to the two nodes, one white and one black,
on the brane tiling of Fig. 3(b).
The 5d BPS quiver of Fig. 3(c) is interpreted as the 5d uplift of the trivial single-
node quiver for a free 4d N = 2 hypermultiplet. The second node of the 5d BPS quiver
carries the KK charge (indicated in red in Fig. 3(c)). While the free hypermultiplet is
a rank-zero theory, we still have a one-dimensional extended Coulomb branch (f = 1):
the resolved conifold geometry corresponds to a massive hypermultiplet. It is well
known, in that case, that the quiver representations of dimension vector αD0 = (1, 1)
correspond to the D0-brane probing the conifold. The massive hypermultiplet arises
as a D2-brane wrapped over the exceptional curve C inside the small resolution of the
conifold.
In this degenerate (r = 0) case, we need to choose two perfect matchings instead
of one to obtain a Beilinson quiver, which is simply the Kronecker quiver (two arrows
from node 1 to node 2 and no relations). 18 Using the Ψ-map, one finds the tilting
bundle [131]:
T = L1 ⊕ L2 , L1 ∼= O , L2 ∼= O(D1) . (3.36)
When restricted to the exceptional locus C ∼= P1, this gives us the exceptional collection
{L1,L1} = {O,O(1)} of line bundles on P1. We can then directly compute:
S−1 =
(
1 2
0 1
)
, S =
(
1 −2
0 1
)
, Q∨ =
(
1 0
−1 1
)
, (3.37)
with the brane charge Q∨ written in the K-theory basis ([C], [pt]). We have [pt] ∼=
[D0] ∼= [E1]⊕ [E2]. The two fractional branes, corresponding to the two simple objects
in the quiver algebra, carry the brane charges:
[E1] ∼= [C] , [E2] ∼= −[C] + [pt] . (3.38)
In Appendix B, we study in detail the structure of the BPS spectrum, via a direct
analysis of the representation theory of the Jacobian algebra of the conifold. We obtain
17Formally, this can also be seen as the “SU(1)0” gauge theory [14] .
18This corresponds to having a exceptional locus of codimension 2 instead of codimension 1 [131].
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the following spectrum of stable particles for a stability condition argZ1 > argZ2:
hypermultiplets:
[E1] + n[D0] , n ∈ Z≥0 ,
[E2] + (m− 1)[D0], m ∈ Z≥1 ,
vector multiplets:
k[D0] , k ∈ Z≥1 .
(3.39)
Naively, one might have expected a different result for the D0-brane object, since the
D0-brane moduli space is the whole resolved conifold, Ĉ0; similarly, for k D0-branes, we
might have expected to find a moduli space Symk(Ĉ0). Consider first the case k = 1:
we are quantizing a non-compact moduli space, and therefore we have to consider some
appropriate cohomology theory, and as a first approximation we consider cohomology
with compact support. 19 This is the reason why, when quantizing the resolved conifold
geometry, we only obtain the states corresponding to the exceptional P1 in Ĉ0, namely a
doublet of Lefshetz spin. Such a representation, tensored with the half-hypermultiplet,
gives a short 4d N = 2 vector multiplet. For k > 1, we argue in Appendix B that most
of the configurations in Symk(Ĉ0) are only marginally stable, and therefore cannot
be counted when considering stable BPS states: the only stable configurations have
a moduli space which equal just one copy of C0 and therefore, once quantized, only
contribute one vector multiplet each.
This BPS spectrum (and 5d BPS quiver) for the 5d free massive hypermultiplet
on a circle agrees with the one determined by [26] using spectral network methods. In
particular, the towers of hypermultiplet states in (3.39) describe 4d hypermultiplets
with n units of momentum along the KK circle.20
Reduction to 4d. In this case, the reduction to 4d is very simple. The 4d controlled
subcategory is obtained by exploiting as a control function λ(O) = PγKK [O]. This
correspond to projecting out all the representations of the quiver in Figure 3(c) that
are supported on the node associated to E2. The resulting quiver is the A1 quiver,
a quiver with a single node • and no arrows. This quiver in 4d has a unique stable
representation, corresponding to the simple object S ∼= C. The moduli space of said
representation is a point, and therefore we obtain a half-hypermultiplet. Together with
its CPT conjugate S[1] we obtain, not surprisingly, the degrees of freedom of a full 4d
N = 2 hypermultiplet.
19 A finer treatment would likely require to use an appropriate L2-type or intersection cohomology
as suggested by the results of [140].
20A possible explanation for the KK tower of vector multiplets we obtain may be in terms of the
dual description of the conifold– see footnote 17.
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(a) E0 (dP0) (b) E1 (F0) (c) Ê1 (dP1) (d) E2 (dP2) (e) E3 (dP3)
Figure 4. Toric diagrams for the toric del Pezzo singularities.
4 Rank-one examples: del Pezzo singularities
The rank-one 5d SCFTs, denoted by ENf+1, correspond to the blow-down of a del
Pezzo surface inside a Calabi-Yau manifold [2, 3]:
P2 ∼= dP0 , F0 ∼= P1 × P1 , dPn , n = 1, · · · , 8 , (4.1)
where dPn denotes P2 blown-up at n generic points. The resolved singularity:
X̂ = Tot(K → dPn) (4.2)
admits a gauge theory interpretation as a Coulomb branch chamber of a 5d SU(2)
gauge theory with Nf = n − 1 fundamental hypermultiplets. (For Nf = 0, we have
both F0 and dP1, corresponding to SU(2)0 and SU(2)pi, respectively.) Amongst these,
only the first five are toric—namely, P2,F0, dP1 ∼= F1, dP2 and dP3. The toric diagrams
of the corresponding CY3 singularities X are shown in Figure 4. The quivers QX are
well-known—see e.g. [135, 141–144]. We discuss them in some detail in what follows,
emphasizing the five-dimensional interpretation.
4.1 The 5d SU(2), Nf = 2 gauge theory: local dP3
We start by looking at the “largest” of the toric singularities, the complex cone over
dP3, whose toric diagram is shown in Figure 4(e). The possible brane tilings for the
dP3 singularity are well-known. Let us consider the one shown in Figure 4.1.
21 The
corresponding quiver is shown in Figure 6. The superpotential reads:
WdP3 = X
1
12X24X41 −X212X23X31 +X15X53X31 −X15X54X41
+X62X23X36 −X62X24X46 +X25X54X46X61X212 −X25X53X36X61X112 .
(4.3)
21That is sometimes called “phase b” of dP3, or “Model 10b” in the notation of [129].
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p1
p2 p3
p4
p5p6
p7 → p13
(a) dP3 toric diagram. (b) dP3 brane tiling.
Figure 5. Toric diagram and brane tiling for the dP3 geometry. The perfect matchings are
associated to toric divisors as indicated on the toric diagram. The brane tiling consists of 6
faces, 14 edges and 8 vertices (4 white and 4 black); the torus fundamental domain is shown
in red. The perfect matching p13 is shown in light blue.
Figure 6. The dP3 quiver, QX(dP3), gives the 5d BPS quiver of the SU(2) Nf = 2 gauge
theory. The 4d N = 2 BPS subquiver is indicated in blue (nodes 1, 2, 3, 4). The red node
(node 6) is the one that carries the KK charge.
The dP3 brane tiling of Fig. 4.1 has 13 perfect matchings, corresponding to 6 external
and 7 internal PMs, as indicated on the toric diagram in Fig. 5(a). To an external PM
pi, we associate a non-compact toric divisor Di. Note the linear equivalences:
D5 ∼ D1 +D2 −D4 , D6 ∼ −D1 +D3 +D4 . (4.4)
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E0
D1
D2 D3
D4
D5D6
C1
C2
C3
C4
C5C6
(a) Labelled toric diagram. (b) BQX(dP3)(p13).
Figure 7. Left: Toric diagram with the points and edges corresponding to divisors and
curves, as indicated. The blue edges correspond to curves that give rise to perturbative states
(hypermultiplets and W-bosons) in the 5d gauge theory, in the “vertical” S-duality frame.
Right: The Beilinson quiver associated with the perfect matching p13, with the partial order
as displayed along the vertical axis.
We will take {D1, D2, D3, D4} as a basis. We have the GLSM description:
p1 p2 p3 p4 p5 p6 p0
C1 −1 1 0 0 0 1 −1
C2 1 −1 1 0 0 0 −1
C3 0 1 −1 1 0 0 −1
C4 0 0 1 −1 1 0 −1
(4.5)
The homogenous coordinates and the U(1) actions are associated to divisors and curves,
respectively, as indicated. We denote by E0 the exceptional divisor of the resolved
singularity, and by Ci = Di · E0 the exceptional curves for a particular resolution, as
indicated on Figure 7(a).
Let us now consider the Beilinson quiver associated to the internal perfect matching
p0 = p13, with:
p13 = {X31, X41, X61, X62} . (4.6)
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The partially ordered Beilinson quiver BQX(p13) is displayed in Fig. 7(b). The perfect
matching (4.6) determines a tilting bundle T = ⊕6i=1Li on X̂, with:
L1 = O , L4 = O(D1 +D2 +D3) ,
L2 = O(D2 + 2D3 +D4) , L5 = O(D3 +D4 +D5) ,
L3 = O(D1 +D2 +D3 +D4) , L6 = O(D1 +D2 + 2D3 +D4) .
(4.7)
Note that, in the resolution shown in Fig. 7(a), the toric divisors on X̂ reduce to toric
divisors on the exceptional locus S = dP3. One can then compute:
(S−1ij ) = Hom(Li,Lj) =

1 2 4 4 3 5
0 1 2 2 1 3
0 0 1 0 0 1
0 0 0 1 0 1
0 0 1 1 1 2
0 0 0 0 0 1
 , S =

1 −2 1 1 −1 1
0 1 −1 −1 −1 1
0 0 1 0 0 −1
0 0 0 1 0 −1
0 0 −1 −1 1 0
0 0 0 0 0 1
 . (4.8)
Note that B = ST − S correctly reproduces the adjacency matrix of the full quiver,
QX(dP3). Let us also write down the monodromy matrix:
M = S−TS =

1 −2 1 1 −1 1
2 −3 1 1 −3 3
4 −6 2 1 −5 5
4 −6 1 2 −5 5
3 −5 1 1 −3 4
5 −7 1 1 −6 7
 , (4.9)
which has four Jordan blocks with eigenvalues {1, 1, 1, 1}, and the four eigenvectors:
vKK = (1, 1, 1, 1, 1, 1) , vF1 = (1, 1, 0, 2, 0, 0) ,
vI = (3, 1, 2, 2, 2, 0) , vF2 = (1, 1, 2, 0, 0, 0) .
(4.10)
The dimension vector vKK corresponds to the D0-brane, which is always stable and can
probe the full resolved singularity. The dimension vectors vI , vF1 , vF2 , on the other hand,
form a basis for the “non-anomalous fractional branes” as described after (2.40). The
quiver representations with these dimension vectors correspond to D-branes wrapping
exceptional curves dual to non-compact divisors.
We can compute the brane charges of all the fractional branes as explained in
section 3.3.3. In the K-theory basis:(
[Ci]
)
=
(
[E0] , [C1] , [C2] , [C3] , [C4] , [pt]
)
, (4.11)
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we find:
Q =

1 0 0 0 0 0
1 0 0 1 1 0
1 0 1 2 1 0
1 1 1 1 1 0
1 1 1 1 0 0
1 1 1 2 1 1
 , Q
∨ =

1 0 0 0 0 0
−1 0 0 1 1 0
0 −1 0 0 0 0
0 0 0 −1 0 0
−1 1 1 0 −1 0
1 0 −1 0 0 1
 . (4.12)
In other words, we have:
K[E1] ∼= [E0] , K[E4] ∼= −[C3] ,
K[E2] ∼= −[E0] + [C3] + [C4] , K[E5] ∼= −[E0] + [C1] + [C2]− [C4] ,
K[E3] ∼= −[C1] , K[E6] ∼= [E0]− [C2] + [pt] .
(4.13)
Geometric-engineering consistency check. Let us compare the brane charges
(4.13) to the Coulomb-branch gauge-theory description. For an SU(2) gauge theory
with Nf flavors, we expect BPS states associated to the monopole and the dyon, in
addition to Nf electrically-charged BPS particles which also carry flavor charges. In
addition, the 5d theory on R4×S1 contains BPS states charged under the KK symmetry,
U(1)KK, and the instanton symmetry, U(1)I . We know that the monopole correspond
to a D4-brane wrapping the exceptional divisor, E0; therefore we can identify the simple
object e1 (the first node in the quiver) with the monopole state. Moreover, in the S-
duality frame associated to the vertical direction of the toric diagram, the M2-branes
wrapping the curves give rise to the following five-dimensional particles [14]:
W : C3 + C4 , M(W ) = 2ϕ ,
H1,1 : C3 , M(H1,1) = ϕ−m1 ,
H2,1 : C4 , M(H2,1) = ϕ+m1 ,
H1,2 : C1 , M(H2,1) = ϕ−m2 ,
H2,2 : C6 , M(H2,2) = ϕ+m2 ,
I1 : C5 , M(I1) = h0 + ϕ−m1 −m2 ,
I2 : C2 , M(I2) = h0 + ϕ .
(4.14)
Here, W , H and I denote the W-boson, hypermultiplet and instanton particles, respec-
tively, and the five-dimensional real masses M are given in terms of the 5d Coulomb
branch VEV ϕ, the hypermultiplet masses m1,m2 and the inverse gauge coupling h0,
as reviewed in [14]. These wrapped M2-branes become D2-branes wrapped on the same
curves in type IIA on R4× X̂. Therefore, we see from (4.13) that the fractional branes
E1 and E2 can be identified with the monopole and with the dyon, respectively, and
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that the fractional branes E3 and E4 can be identified with hypermultiplet particles.
The four quiver nodes e1, e2, e3, e4 form a subquiver, shown in blue in Fig. 6, which is
precisely the BPS quiver of the 4d N = 2 SU(2) Nf = 2 gauge theory [36]—this include
the correct superpotential, corresponding to the first two terms in (4.3). In addition,
we have the fractional branes E5 and E6 which carry KK and instanton charge, and
which complete the 4d quiver into a consistent 5d BPS quiver with superpotential, as
determined by the brane tiling.
Note also that the eigenvectors (4.10) of the monodromy matrix correspond to the
following brane charges:
[vKK] ∼= [pt] ,
[vI ] ∼= 2[C2]− [C3]− [C4] , (M = 2h0) ,
[vF1 ]
∼= −[C3] + [C4] , (M = 2m1) ,
[vF2 ]
∼= −[C1] + [C6] , (M = 2m2) .
(4.15)
Here, we indicated the curves wrapped by the “non-anomalous fractional branes,” to-
gether with the (formal) mass of the corresponding 5d particle, in the 5d gauge-theory
notation.
Electric subcategory. For this dP3 quiver, the representation with dimension vec-
tor:
δ = [E1] + [E2] = (1, 1, 0, 0, 0, 0) (4.16)
has a moduli space M' P1, and it is stable whenever:
argZ(E2) < argZ(E1) . (4.17)
Therefore, in this case, we have a vector multiplet in the spectrum and the correspond-
ing elementary electric charge is q = 1
2
δ. This corresponds to the reduction of the 5d
W-boson we identified above. For a generic representation O with dimension vector
(N1, N2, ..., N6) the magnetic charge is
m(O) = 〈[O],q〉D = N1 −N2 +N6 −N5 , (4.18)
in perfect agreement with (4.13). The controlled subcategory with control function m
contains the quiver representations such that:
N1 +N6 = N2 +N5 . (4.19)
This category has several components, characterized by inequivalent effective quivers.
Studying the details of such subcategories is beyond the scope of the present paper.
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Here, we will simply comment on two interesting components. Consider first the case
N1 = N2 (which implies N5 = N6). In this case, by a standard argument (see e.g.
Appendix D of [41]), we expect that either X112 or X
2
12 is an isomorphism. In this case
we can exploit the isomorphism to identify the nodes 1 and 2. We therefore obtain an
effective quiver description for the electric subcategory of the E3 theory. For the patch
such that X112 is an isomorphism, we have an effective quiver description:?>=<89:;3
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+X261X13X36 −X261X14X46 +X215X54X46X161X11 −X215X53X36X161 .
(4.20)
Clearly, we can use the F-term relations X14 = X
1
15X54 and X41 = X46X
2
61 to integrate
out these two arrows, resulting in the quiver with superpotential:
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−X261X115X54X46 +X215X54X46X161X11 −X215X53X36X161 .
(4.21)
Similarly, for the patch such that X212 is an isomorphism, we have an effective quiver
description:
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(4.22)
We see that we can integrate out X13 = X
1
15X53 and X31 = X36X
2
61, to obtain:
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eff = X11X14X41 −X115X54X41 +X261X115X53X36
−X261X14X46 +X215X54X46X61 −X215X53X36X61X11 .
(4.23)
It is interesting to note that, on the nodes 1, 3, 4, we have the full quiver for the electric
category of the 4d N = 2 SU(2) Nf = 2 theory [41]. Indeed, the restricted induced
superpotential is such that for representations supported on 1, 3, 4 only we obtain two
copies of the following electric category, distinct only by the superpotentials:
?>=<89:;3 %% ?>=<89:;1ee 99 ?>=<89:;4yy
W
(1)
eff = X11X13X31 −X14X41 W (2)eff = X13X31 −X11X14X41
(4.24)
In the first case we integrate X14 and X41 out, and in the second X13 and X31. As a
result, the only stable objects with N5 = N6 = 0 in the electric category are indeed
given by the representations with dimension vectors
(N1 = N2, N3, N4) ∈ {(1, 0, 0), (0, 1, 0), (0, 0, 1), (1, 1, 0), (1, 0, 1)} (4.25)
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which, with the exception of (1, 0, 0) that gives rise to the W-boson, all correspond to
hypermultiplets. Combining this with (4.10), we have that:
(0, 1, 0) = [E3] = 1
2
vF2 −
1
2
δ
(0, 0, 1) = [E4] = 1
2
vF1 −
1
2
δ
(1, 1, 0) = [E1] + [E2] + [E3] = 1
2
vF2 +
1
2
δ
(1, 0, 1) = [E1] + [E2] + [E4] = 1
2
vF1 +
1
2
δ
(4.26)
These four objects, together with the corresponding CPT conjugates are precisely the
components of two full hypermultiplets transforming in the fundamental representation
of SU(2). These are the states we have labeledH•,• in equation (4.14). Exploiting these
relations, we have the further constraint:
[E1]+[E2]+[E3]+[E4]+[E5]+[E6] = vKK ⇒ [E5]+[E6] = vKK− 1
2
vF1−
1
2
vF2 , (4.27)
from which it follows that [E5] and [E6] must have equal and opposite U(1)I charges.
Another interesting component of the electric subcategory consists of the objects such
that N1 = N5 and N2 = N6. In these cases, for those objects such that the arrows
X15 and X61 are isomorphisms we obtain an effective quiver description consisting of a
preprojective version of the affine Â3 quiver.
4.2 The 5d SU(2), Nf = 1 gauge theory: local dP2
All the other “rank-one” toric singularities can be obtained by partial resolution of the
dP3 singularity discussed above. A partial resolution corresponds to removing points
in a toric diagram, and its effect on the brane tiling is well-understood [24, 130].
Consider the partial resolution of the dP3 singularity corresponding to removing
the point p6 in Fig. 5(a). This gives us the dP2 toric diagram shown in Fig. 8(a). It
corresponds to giving a VEV to the field X53 in the dP3 quiver. The effect is to “fuse”
the nodes e3 and e5 together, as indicated in Figure 9(b). The resulting quiver (upon
integrating out massive arrows, and with the nodes relabelled) is shown in Fig. 9(c).
Its superpotential is given by:
WdP2 = X
1
12X23X31 −X23X35X52 +X124X45X52 −X212X124X43X31
+X212X
2
24X43X35X51 −X112X224X45X51 .
(4.28)
This corresponds to the brane tiling of Figure 4.2.
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p1
p2 p3
p4
p5
p6 → p10
(a) dP2 toric diagram. (b) higgsed dP3 brane tiling. (c) dP2 brane tiling.
Figure 8. Left: Toric diagram of the dP2 singularity. Middle and right: dP2 brane tiling
obtained by higgsing the dP3 brane tiling (with the faces relabelled). The perfect matching
p10 is shown in light blue. The edge X41, shown in the middle figure, can be integrated out
together with X14, giving us the brane tiling on the right.
E0
D1
D2 D3
D4
D5
C1
C2
C3
C4
C5
(a) dP2, triangulated. (b) QX(dP3) higgsed. (c) QX(dP2).
Figure 9. Left: Triangulated toric diagram. Middle: higgsing of the dP3 quiver with
〈X53〉 6= 0 corresponds to “fusing” two nodes. The pair of fields between e1 and the new node
e3 = e5 are now massive and can be integrated out. Right: The resulting dP2 quiver (with
the nodes relabelled). The subquiver corresponding to the 4d N = 2 SU(2) Nf = 1 gauge
theory is indicated in blue.
The smaller dP2 singularity is obtained by first flopping the curve C6 in Fig. 7(a),
and then sending its volume to infinity. In the 5d SU(2) Nf = 2 gauge theory, this
correspond to turning on a large negative mass for the second hypermultiplet, m2 →
−∞, thus flowing to the SU(2) Nf = 1 gauge-theory description. The higgsing of
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the BPS quiver implies the existence of a new simple object at the partially resolved
singularity, which is the bound state E3 ⊕ E5 in the dP3 theory.
We now have a Beilinson quiver associated to the perfect matching:
p10 = {X31, X51, X52} (4.29)
of the dP2 quiver. Note that (4.29) descends from (4.6) on the dP3 brane tiling. The
corresponding tilting line bundles are:
L1 = O , L4 = O(D3 +D4 +D5) ,
L2 = O(D3 +D4) , L5 = O(2D3 + 2D4 +D5) .
L3 = O(D3 + 2D4 +D5) ,
(4.30)
Here, we pick the basis {D3, D4, D5} for the non-compact toric divisors, with the ex-
ceptional curves Ci ∼= Di · E0 in the resolution of Fig. 9(a). We then have:
S−1 =

1 2 5 4 6
0 1 3 2 4
0 0 1 0 1
0 0 1 1 2
0 0 0 0 1
 , M =

1 −2 1 0 1
2 −3 1 −2 3
5 −7 2 −5 6
4 −6 1 −3 5
6 −8 1 −6 8
 , Q∨ =

1 0 0 0 0
−1 1 1 0 0
0 −1 0 0 0
−1 −1 −1 1 0
1 1 0 −1 1
 , (4.31)
in the K-theory basis: (
[E0] , [C3] , [C4] , [C5] , [pt]
)
. (4.32)
In particular, the simple objects are now assigned the brane charges:
K[E1] ∼= [E0] , K[E4] ∼= −[E0]− [C3]− [C4] + [C5] ,
K[E2] ∼= −[E0] + [C3] + [C4] , K[E5] ∼= [E0] + [C3]− [C5] + [pt] .
K[E3] ∼= −[C3] ,
(4.33)
This perfectly matches the 5d gauge-theory description [14], similarly to the dP3 ex-
ample. The fractional branes E1, E2, E3 give rise to the 4d N = 2 BPS quiver for the
SU(2) Nf = 2 gauge theory, while the fractional branes E4 and E5 carry the instanton
and KK charge. We can also derive (4.33) directly from (4.13). Consider flopping the
curve C6 in the resolved dP3 singularity of Fig. 7(a). The new curves, denoted by C ′,
satisfy:
[C ′6] ∼= −[C6] , [C ′1] ∼= [C1] + [C6] , [C ′5] ∼= [C1] + [C6] , [C ′2,3,4] ∼= [C2,3,4] . (4.34)
Sending the size of C ′6 to infinity, we obtain the geometry of Fig. 9(a), with C ′ renamed
to C. From (4.13), we then see that:
K[E1,2]
∣∣
dP3
= K[E1,2]
∣∣
dP2
, K[E4]
∣∣
dP3
= K[E3]
∣∣
dP2
,
K[E3 ⊕ E5]
∣∣
dP3
= K[E4]
∣∣
dP2
, K[E6]
∣∣
dP3
= K[E5]
∣∣
dP2
,
(4.35)
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thus reproducing (4.33). In particular, the dependence on [C ′6] cancels out, as expected.
Higgsing as a control. At the level of the BPS categories, this Higgsing procedure
is realized by a subcategory as well: the BPS category of the E2 theory is obtained from
that of the E3 theory by imposing that the arrow X53 is an isomorphism. At the level
of the corresponding abelian heart this can be implemented by the control function:
λH(O) ≡ N3 −N5 . (4.36)
The RG flow from the E3 theory to the E2 theory is then realized by deforming the
central charge for the BPS category of the E3 theory by:
Z(·) 7→ Z(·) ≡ Z(·) + αλH(·) (4.37)
and sending α→∞. For this regime, whenever X53 is not an isomorphism, this induces
a destabilizing subrepresentation for the deformed stability condition in equation (4.37).
Indeed, consider a representation O for the 5d BPS quiver of the DS1E3 theory. Any
subrepresentation with support on O5 is destabilizing in this case: in the limit α→∞,
argZ5 → pi. The subrepresentations of O generated by ker X53 and by the complement
of coker X53 are indeed supported on X5 and therefore are destabilizing. As a result,
the stable objects in the controlled subcategory are effectively described exploiting the
quiver in Figure 9.
Electric subcategories and 5d duality. It is interesting to note that, since the
composition of two control functions is still a control, the Higgsing procedure is com-
patible with the process of taking the electric categories, and therefore our analysis of
the previous section can be exploited to study the electric subcategories for the BPS
category of the E2 SCFT as well. In particular, we have that the representation with
dimension vector:
δ = (1, 1, 0, 0, 0) (4.38)
gives the SU(2) W-boson. The associated magnetic charge of an object O with charge
γO = (N1, N2, N3, N4, N5) is:
m(O) = 〈[O],q〉D = N1 −N2 +N5 −N4 . (4.39)
An effective quiver for the associated electric category can be obtained by identifying
the nodes 1 and 2 exploiting the fact that either X112 or X
2
12 is an isomorphism, we
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obtain: ?>=<89:;1

55
(( ?>=<89:;3hh
?>=<89:;4 //
??                  ?>=<89:;5
[c>>>>>>>>>>>>>>>>>
(4.40)
which can be obtained from the electric category associated to the E3 SCFT in (4.20)
by removing node 3 and relabelling. Of course, the associated superpotentials are also
compatible. We stress that the control function also requires that N4 = N5. It is clear
that objects satisfying the above constraint are mutually local.
Let us remark that, for the quiver in Fig. 9(c), there is an inequivalent SU(2)
Nf = 1 4d BPS full subquiver with superpotential supported on the nodes 2,4,5. The
associated W-boson has charge:
δ̂ = (0, 1, 0, 1, 0) . (4.41)
Note also that:
〈δ, δ̂〉D = −4 , (4.42)
and therefore the two are not mutually local. This is an interesting example of a 5d
duality in action. The E2 SCFT has two inequivalent gauge theory phases which are
both characterized in terms of a 5d SU(2) Nf = 1 model. The two W-bosons we have
just obtained correspond to these dual phases, that are respectively associated to the
vertical and to the horizontal IIA reductions associated to the toric diagram in figure
9(a)—for a discussion, see [14].
There is an alternative electric category associated to the magnetic charge:
m̂(O) = 〈[O], q̂〉D = N1 +N2 −N3 −N4 (4.43)
whose effective quiver description can be obtained exploiting patches associated to
using X124 or X
2
24 as isomorphisms. The resulting effective quiver is:?>=<89:;1

?>=<89:;3oo
?>=<89:;455 ((
;C                  ?>=<89:;5hh
__>>>>>>>>>>>>>>>>>
(4.44)
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(a) dP2 quiver. (b) dP2 → F0. (c) dP2 → F1. (d) dP2 → F1, bis.
Figure 10. higgsing patterns from the dP2 quiver to the F0 and F1 ∼= dP1 quivers, respec-
tively.
Remarkably, this is the opposite quiver compared to the one in equation (4.40), and
the resulting categories are therefore derived equivalent, which is expected since the
electric category is associated to the genuinely 5d BPS states.
4.3 The 5d SU(2)0 or SU(2)pi gauge theory: local F0 or F1 ∼= dP1
We can perform a further partial resolution of the dP2 singularity to either the F0 or the
dP1 ∼= F1 singularity. This corresponds to removing the point p3 or p4, respectively, in
the toric diagram of Figure 8(a). By studying the perfect matchings of the dP2 tiling,
one finds that the two partial resolutions corresponds to the following simple Higgssing
pattern on the dP2 quiver:
remove p3 : dP2 −→ F0 ↔ 〈X43〉 6= 0 ,
remove p4 : dP2 −→ F1 ↔ 〈X35〉 6= 0 .
(4.45)
The corresponding fusions of nodes on the quiver are shown in Figure 10. This repro-
duces the well-known toric quivers for these singularities. From the point of view of
the 5d SU(2) Nf = 1 gauge theory, the partial resolutions (4.45) correspond to inte-
grating out the single flavor hypermultiplet with a large positive or negative real mass,
respectively. The m1→∞ limit gives rise to the parity-preserving SU(2)0 theory, while
the m1→−∞ limit gives rise to the parity-violating SU(2)pi.
Note that another way to obtain the dP1 singularity from dP2 is by removing the
point p2 in Fig. 8(a). This correspond to 〈X51〉 6= 0 in the quiver, as shown in Fig. 10(d),
giving rise to an equivalent dP1 quiver. From the point of view of the gauge-theory
description (in our “vertical” S-duality frame), this corresponds to integrating out an
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E0
D1
D2
D3
D4
C1
C2
C3
C4
(a) F0, triangulated. (b) QX(F0).
Figure 11. Triangulated toric diagram and BPS quiver for the F0 singularity.
instanton particle, and therefore looks non-perturbative from the 5d low-energy point of
view. 22 Incidentally, the two “perturbative” partial resolutions (4.45) are the only ones
that preserve the perfect matching p10 in (4.29), in the sense that p10 is mapped to a
perfect matching of the brane tiling of the higgsed theory; instead, we have X51 = p2p10
in terms of perfect matching variables, and therefore the higgsing of Fig. 10(d) removes
that perfect matching from the description.
The F0 BPS quiver. Let us first consider the resolved F0 singularity, with the toric
diagram shown in Fig. 11(a). The quiver is shown in Figure 11(b). It has superpotential:
WF0 = X
1
12X
1
23X
2
34X
2
41 −X112X223X234X141 +X212X223X134X141 −X212X123X134X241 . (4.46)
The toric geometry of Fig. 11(a) has the relations D1 ∼= D3 and D2 ∼= D4 amongst
the toric divisors, and we pick a basis {D1, D2}. The F0 brane tiling has 4 external and
4 internal perfect matchings. From the dP2 brane tiling, we inherit the internal perfect
matching:
p8 = {X141, X241} , (4.47)
of the F0 tiling. This gives us to the tilting line bundles:
L1 = O , L2 = O(D1) , L3 = O(D1 +D2) , L4 = O(2D1 +D2) . (4.48)
22Of course, this can also be seen as an ordinary “perturbative flow” in some S-dual description
(the 5d SU(2) Nf = 1 theory is “self-dual”, with the S-duality corresponding to rotating the dP2 toric
diagram by 90 degrees).
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One can then compute:
S−1 =

1 2 4 6
0 1 2 4
0 0 1 2
0 0 0 1
 , M =

1 −2 0 2
2 −3 −2 4
4 −6 −3 6
6 −8 −6 9
 , Q∨ =

1 0 0 0
−1 1 0 0
−1 −1 1 0
1 0 −1 1
 . (4.49)
We use the K-theory basis ([E0], [C1], [C2], [pt]) for the brane charge, so that:
K(E1) = [E0] , K(E3) = −[E0]− [C1] + [C2] ,
K(E2) = −[E0] + [C1] , K(E4) = [E0]− [C2] + [pt] .
(4.50)
Indeed, the M2-brane wrapped over the curve C1 gives rise to the W-boson in this
S-duality frame, and the curve C2 gives the instanton particle. The subquiver formed
by E1 and E2 is the 4d N = 2 BPS quiver for the pure SU(2) gauge theory.
The naive analysis of electric subcategory for this model is very similar to the one
done above for the E2 and the E3 theories. It is discussed in more detail in Appendix C.
The F1 BPS quiver. Let us next consider the resolved F1 ∼= dP1 singularity, with
the toric diagram shown in Fig. 12(a). The quiver is shown in Figure 12(b). It has
superpotential:
WdP1 = X
2
12X
2
23X31 −X212X123X31 +X123X234X42 −X223X134X42
+X212X
3
23X
1
34X41 −X112X323X234X41 .
(4.51)
For this singularity, we have the relations D1 ∼= D3 and D4 ∼= D1 +D2 amongst toric
divisors. We also have the linear equivalences:
C3 ∼= C1 , C4 ∼= C1 + C2 , (4.52)
amongst the curves in the resolution of Fig. 12(a). Now, the perfect matching inherited
from dP2 is:
p8 = {X42, X41, X31} , (4.53)
which gives us the line bundles:
L1 = O , L2 = O(D1) , L3 = O(2D1 +D2) , L4 = O(3D1 +D2) . (4.54)
One can then compute:
S−1 =

1 2 5 7
0 1 3 5
0 0 1 2
0 0 0 1
 , M =

1 −2 1 1
2 −3 −1 3
5 −7 −3 6
7 −9 −6 9
 , Q∨ =

1 0 0 0
−1 1 0 0
−1 −1 1 0
1 0 −1 1
 . (4.55)
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E0
D1
D2 D3
D4
C1
C2
C3
C4
(a) dP1, triangulated. (b) QX(dP1).
Figure 12. Triangulated toric diagram and BPS quiver for the F0 singularity.
Here, we picked the K-theory basis ([E0], [C1], [C2], [pt]), in which case the brane charges
of the fractional branes take exactly the same form as in (4.50). Note that the local
geometry F1 is the simplest non-trivial example of a ruled surface:
P1 ∼= C1 −→ F1 −→ C2 . (4.56)
It is well known that the degeneration of the fiber curve, C1, gives rise to an SU(2)
gauge group in 5d, while the M2-brane on the base curve gives us the instanton particle.
4.4 The E0 SCFT and local P2
To conclude this discussion of rank-one theories with 5d BPS quiver of toric type, we
should discuss the E0 singularity, corresponding to the collapse of a P2, whose corre-
sponding 5d SCFT has no gauge-theory phase [2]. The P2 ∼= dP0 geometry can be
obtained by partial resolution of the dP1 singularity, removing the point p2 in Fig-
ure 12(a). This correspond to higgsing the dP1 quiver of Fig. 12(b) with 〈X41〉 6= 0, as
shown in Fig. 13(a). This gives us the well-studied dP0 quiver of Fig. 13(c), with the
superpotential:
WdP0 = abcX
a
12X
b
23X
c
31 , (4.57)
with a, b, c ∈ {1, 2, 3}.
Note that we have X41 = p2p8 in the dP1 theory, so the present higgsing does not
preserve the prefect matching (4.53). Instead, to study the brane charge, we can pick,
for instance, the perfect matching:
p6 = {X131, X231, X331} . (4.58)
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E0
D2
D3
D1
C2
C3
C1
(a) dP0, triangulated. (b) dP1 → dP0. (c) QX(dP0).
Figure 13. Triangulated toric diagram and BPS quiver for the dP0 singularity.
The corresponding Beilinson quiver reassigns the KK charge to the third node, e3, by
convention. In this geometry, we have D1 ∼= D2 ∼= D3. The tilting line bundles are:
L1 = O , L2 = O(D1) , L2 = O(D2) , (4.59)
corresponding to the exceptional collection {O,O(1),O(2)} on P2. We then find:
S−1 =
1 3 60 1 3
0 0 1
 , M =
1 −3 33 −8 6
6 −15 10
 , Q∨ =
 1 0 0−2 1 0
1 −1 1
 , (4.60)
in the K-theory basis ([E0], [C1], [pt]). The K-theory charges are:
K(E1) = [E0] , K(E2) = −2[E0] + [C1] , K(E3) = [E0]− [C1] + [pt] . (4.61)
In this case, it is well known that the fractional branes at the (resolved) singularity can
be taken to be E1 ∼= i∗OP2 , E2 ∼= i∗ΩP2(1)[1] and E3 ∼= i∗Ω2P2(2)[2] [38, 79, 135]. 23
Electric category for DS1E0. Naively the E0 theory does not have an electric cat-
egory as defined above, since it does not admit gauge theory phases. Indeed the E0
theory is a close 5d analogue of the simplest 4d N = 2 AD theories. However, there
is still a notion of magnetic charge one the Coulomb branch, anda corresponding con-
trolled subcategory. We have seen above that the BPS category of the E0 theory is
obtained by higgsing from that of the SU(2)pi theory. The latter has a well-defined
magnetic charge given by:
m(O) = 1
2
〈[O], δ〉D = N1 −N2 −N3 +N4 . (4.62)
23See e.g. Appendix B of [67] for a recent review.
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Exploiting it as a control, we can easily describe the corresponding effective quivers for
the electric subcategory of DS1Ê1. Now, to obtain the electric category associated to
the E0 theory, we simply have to exploit the control:
λÊ1→E0 = N1 −N4 , (4.63)
which implements the higgsing RG flow Ê1 → E0, by imposing that the arrow X41 is
an isomorphism. The magnetic charge for the E0 theory is therefore:
mE0 ≡mÊ1
∣∣∣
λ
Ê1→E0=0
= 2N1 −N2 −N3 (4.64)
and the controlled subcategory with mE0 as a control function gives the genuine 5d
BPS particles. Taking into account the relabelling of the nodes from Fig. 13(b) to
Fig. 13(c), this agrees with the charge assignment (4.61).
5 Rank-two BPS quivers and UV duality
In this section, we consider some rank-two 5d SCFTs and their associated 5d BPS
quivers. There are only ten isolated rank-two toric singularities, out of which seven
have a 5d gauge-theory phase with an SU(3) gauge group, as summarized on Figure 14.
See [20] for a detailed discussion. Note that all these singularities can be obtained by
partial resolution from the first two, in Fig. 14(a) and Fig. 14(b), which correspond to
SU(3)k with two flavors and CS level k = 0 or k = 1, respectively. The 5d RG flows
correspond to integrating out flavors and/or instanton particles.
5.1 The 5d SU(3)0, Nf = 2 gauge theory and its BPS quiver
A particularly interesting rank-two 5d SCFT is obtained from the toric singularity of
Fig. 14(a). Its gauge-theory phases were recently discussed in detail in [14]. It has two
distinct 5d gauge-theory descriptions, either as an SU(3) gauge theory with Nf = 2
hypermultiplets in the fundamental representation, or as an SU(2) × SU(2) quiver
gauge theory [43]; this follows from the “vertical reduction” of the toric diagrams as
shown in Figure 15.
We can easily derive toric quivers which make these gauge-theory descriptions
manifests. The quivers are shown in Figure 16. They are simply related by a pair of
mutations, on node 5 and on node 6 (in either order, the mutations commute in this
case):
QX (SU(3)0, Nf = 2) 5,6←→ QX (SU(2)× SU(2)) (5.1)
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(a) SU(3)
Nf=2
0 (b) SU(3)
Nf=2
1 (c) SU(3)
Nf=1
1
2
(d) SU(3)
Nf=1
3
2
(e) SU(3)0
(f) SU(3)1 (g) SU(3)2 (h) NL
Nf=2 (i) NLNf=1 (j) NLNf=0
Figure 14. The 10 rank-two isolated toric singularities, labelled by their SU(3) gauge-
theory phases. The last three singularties are “non-Lagrangian”—they do not have any
weakly-coupled gauge-theory description.
Therefore, at least in this example, the 5d “UV duality” (that is, S-duality) is re-
alised at the level of the 5d BPS quiver by quiver mutations, which induces a tilting
autoequivalence for the BPS category T BPSTX .
Let us first look at the 5d SU(3) gauge theory coupled to Nf = 2 fundamental
hypermultiplets. The 5d BPS quiver is shown in Fig. 16(a). The superpotential reads:
W 5d N=1[SU(3)0,Nf=2] = X
1
12X25X51 +X
2
34X46X63 +X23X
1
34X41X
2
12 −X23X234X41X112
−X25X58X82 +X27X76X68X82 −X27X75X51X212
−X46X68X84 +X47X75X58X84 −X47X76X63X134 .
(5.2)
It contains the 4d N = 2 SU(3), Nf = 2 quiver as a subquiver, shown in Fig. 17, which
is obtained by deleting the nodes 7 and 8 in Fig. 16(a); in particular, the brane tiling
reproduces the correct quiver for the 4d BPS quiver [36]. Its superpotential is given by
the first line in (5.2), namely:
W 4d N=2[SU(3),Nf=2] = X
1
12X25X51 +X
2
34X46X63 +X23X
1
34X41X
2
12 −X23X234X41X112 . (5.3)
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p1
p2
p3
p4
p5
p6
p7 → p17
p18 → p28
(a) SU(3) Nf = 2
p1
p2
p3 p4
p5
p6
p7 → p15 p16 → p24
(b) SU(2)× SU(2)
Figure 15. Toric diagram for the beetle geometry, with the external and internal per-
fect matchings as indicated for either gauge theory phase, corresponding to “vertical reduc-
tions” [14].
(a) QX (SU(3)0, Nf = 2). (b) QX (SU(2)× SU(2)).
Figure 16. BPS quivers for the 5d SU(3), Nf = 2 and SU(2)×SU(2) gauge theories.
The toric quiver of Fig. 16(a) has two perfect matchings:
p17 = {X41, X51, X63, X62, X84} , p28 = {X23, X51, X63, X62, X84} . (5.4)
with Beilinson quivers shown in Fig. 18(a)-18(b), which make the gauge-theory phase
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Figure 17. BPS quiver for the 4d N = 2 SU(3), Nf = 2 gauge theory.
manifest. There is an obvious symmetry between the two choice, which corresponds to
taking either of the two compact divisors as the K-theory charge associated to the first
node of the partially-ordered Beilinson quiver.
We choose to work with p17. The corresponding matrices S
−1 and M are:
S−1 =

1 2 2 3 6 6 5 7
0 1 1 2 4 4 3 5
0 0 1 2 2 3 2 3
0 0 0 1 1 2 1 2
0 0 0 0 1 0 0 1
0 0 0 0 0 1 0 1
0 0 0 0 1 1 1 2
0 0 0 0 0 0 0 1

, M =

1 −2 0 1 1 0 0 0
2 −3 −1 2 1 0 −1 1
2 −3 0 0 1 1 −1 1
3 −4 0 0 1 1 −3 3
6 −8 −2 3 2 0 −4 4
6 −8 −1 2 1 1 −5 5
5 −7 −1 2 1 0 −3 4
7 −9 −2 3 1 0 −5 6

. (5.5)
The monodromy matrix has four eigenvectors with eigenvalue 1, which read:
vKK = (1, 1, 1, 1, 1, 1, 1, 1) , vF1 = (2, 2, 1, 1, 3, 0, 0, 0) ,
vI = (4, 1, 5, 2, 0, 3, 3, 0) , vF2 = (1, 1, 2, 2, 0, 3, 0, 0) ,
(5.6)
and one eigenvector with eigenvalue −1, given by:
vW = (1, 1,−1,−1, 1, 1, 1, 1) . (5.7)
Let us consider X̂ the partial resolution of the singularity of Fig 18(c), with the divisors
and curves as indicated. We have the linear relations:
D1 +D6 ∼ D3 +D4 , E1 ∼ −D1−2D2−D3 +D5 , E2 ∼ D2−D4−2D5−D6 , (5.8)
C1 ∼= C9 , C2 ∼= C8 , C2 + C4 ∼= C6 + C7 , C5 ∼= C3 + C7 + C9 , (5.9)
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(a) BQX(p17). (b) BQX(p28).
E1
E2
D1
D2
D3
D4
D5
D6
C1
C2
C3
C4
C5
C6
C7
C8
C9
(c) Triangulated toric diagram.
Figure 18. Left and middle: Two Beilinson quivers obtained from the brane tiling,
corresponding to the 5d SU(3) Nf = 2 brane-charge assignment. Right: Triangulated toric
diagrams with our conventions for the toric divisors and curves.
amongst divisors and curves, respectively. The tilting line bundles on X̂ are given by:
L1 = O , L5 = O(D2 + 2D3 + 2D4) ,
L2 = O(D3 +D4) , L6 = O(D1 +D2 + 2D3 +D4) .
L3 = O(D1 +D2 −D4 −D5) , L7 = O(D2 + 2D3 +D4) ,
L4 = O(D1 +D2 +D3 −D5) , L8 = O(D2 + 3D3 + 2D4) .
(5.10)
In the K-theory basis:
([E1] , [E1] , [C2] , [C3] , [C6] , [C7] , [C9] , [pt] ) , (5.11)
we claim that the brane charges of the simple objects are:
K(E1) = [E1] , K(E3) = [E2] , K(E5) = −[C2]− [C3] ,
K(E2) = −[E1] + [C2] , K(E4) = −[E2] + [C6] + [C7] , K(E6) = −[C6] ,
(5.12)
and:
K(E7) = −[E1]− [E2]− [C2] + [C3]− [C6]− [C7] + [C9] ,
K(E8) = [E1] + [E2] + [C2] + [C6]− [C9] + [pt] .
(5.13)
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This brane-charge assignment is fully consistent with the 5d analysis of [14]. 24 The
dimension vector vKK corresponds to the D0-brane charge, [pt], and the other 3 di-
mensions vectors in (5.6) correspond to the three curves in X̂ which have vanishing
inersection with E1 and E2—and thus correspond to electrically neutral objects:
[vI ] ∼= −2[C2] + 3[C3]− 4[C6]− [C7] + 3[C9] , (M = 3h0) ,
[vF1 ]
∼= −[C2]− 3[C3] + [C6] + [C7] , (M = −3m˜1) ,
[vF2 ]
∼= [C2]− [C6] + 2[C7] , (M = 3m˜2) .
(5.14)
Starting from this quiver, one can easily study its various decoupling limits to other 5d
SU(3) gauge theories, corresponding to integrating out hypermultiplets.
Consistency check. Consider the quiver in figure 16(a). We immediately recognize
the SU(3) W-bosons corresponding to the simple roots of SU(3). They correspond to
the representations with dimension vectors:
δ1 = [E1] + [E2] δ2 = [E3] + [E4] . (5.15)
The corresponding magnetic charges are:
m1(O) = 2
3
〈[O], δ1〉D + 1
3
〈[O], δ2〉D
= N1 −N2 −N7 +N8 ,
m2(O) = 1
3
〈[O], δ1〉D + 2
3
〈[O], δ2〉D
= N3 −N4 −N7 +N8 .
(5.16)
Note that this agrees with the assignments of charges in (5.12) and (5.13). The electric
category is the category controlled by m1 and m2. In this case, its structure is much
more complicated than in the rank-one examples considered in the previous section.
We plan to return to this topic in the future [45].
5.2 The 5d SU(2)× SU(2) gauge theory and its BPS quiver
Let us now look at the 5d N = 1 SU(2)× SU(2) gauge theory with a single bifunda-
mental hypermultiplet. The 5d BPS quiver is shown in Fig. 16(b). The superpotential
reads:
W 5d N=1[SU(2)×SU(2)] = X12X23X34X41 −X12X27X71 −X34X47X73
+X15X57X71 +X36X67X73 −X57X178X85 −X67X278X86
+X47X
1
78X86X64 +X27X
2
78X85X52 −X15X52X23X36X64X41 .
(5.17)
24Here, we follow the notation of section 6.2 of [14] for the gauge theory and for the geometry, with
our curves Ck corresponding to Cak there.
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(a) 4d N=2 subquiver. (b) Mutated quiver.
Figure 19. BPS quivers for the 4d N = 2 SU(2)× SU(2) gauge theory.
The 5d BPS quiver contains the 4d N = 2 quiver shown in Figure 19(a), with the
superpotential given by the first line in (5.17):
W 4d N=2[SU(2)×SU(2)] = X12X23X34X41 −X12X27X71 −X34X47X73 . (5.18)
This is mutation-equivalent (by performing a mutation on node 7) to the 4d N = 2
BPS quiver [36] shown in Fig. 19(b) with a sextic superpotential:
W 4d N=2[SU(2)×SU(2)]′ = X12X72X
1
23X37X74X
2
41 +X17X74X
1
41 +X37X72X
2
23 , (5.19)
in agreement with [115]. We could also perform a mutation on node 7 of the full 5d
BPS quiver of Fig. 16(b). The resulting 5d BPS quiver contains the 4d BPS quiver of
Fig 19(b) as a subquiver, but it is non-toric—it does not correspond to a brane tiling.
5.3 The SU(3)1, Nf = 2 gauge theory
Next, consider the toric geometry of Fig. 20(a). It has a single gauge-theory phase,
the 5d SU(3)1 gauge theory with Nf = 2. Note that this theory, unlike the one of
section 5.1, breaks parity due to the non-zero CS level. The toric quiver is shown in
Fig. 20(b). Its superpotential reads:
W 5d N=1[SU(3)1,Nf=2] = X
1
12X25X51 +X
2
34X46X63 +X23X
1
34X41X
2
12 −X23X234X41X112
−X17X75X51 +X17X76X68X81 −X25X58X81X212
−X46X68X84 +X47X75X58X84 −X47X76X63X134 .
(5.20)
Note that this similar to the superpotential (5.2) for the k = 0 theory; only the second
line in (5.20) is different from (5.2), corresponding to the fact that only the “left-hand-
side” of the quiver of Fig. 20(b) differs from the one of Fig. 16(b).
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p1
p2
p3
p4p5
p6
p7 → p15
p16 → p28
(a) Toric diagram.
1
2
3
4
5 6
7
8
(b) QX (SU(3)1, Nf=2).
Figure 20. Toric diagram and BPS quivers for the 5d SU(3)1 Nf=2 gauge theory.
5.4 The SU(3)k, Nf = 1 gauge theory (k =
1
2
, 3
2
)
Starting from the results of sections 5.1 and 5.3, we can derive 5d BPS quivers for
all the other singularities of Fig. 14, by partial resolution, just as for the rank-one
examples. If we remove a single point of the toric diagram, decreasing the rank of the
flavor symmetry from f = 3 to f = 2, we have:
SU(3)
Nf=2
0
〈X58〉−→ SU(3)Nf=11
2
, SU(3)
Nf=2
1
〈X75〉−→ SU(3)Nf=11
2
,
SU(3)
Nf=2
1
〈X23〉−→ NLNf=2 , SU(3)Nf=21
〈X58〉−→ SU(3)Nf=13
2
,
(5.21)
Here, we indicated which arrow of the right-hand-side quiver must be “Higgsed” to
flow to the new quiver. The first line give two distinct way to obtain the same 5d BPS
quiver for SU(3) 1
2
with a single flavor.
The BPS quivers for the two SU(3) Nf = 1 gauge theories are shown in Figure 21.
Their superpotentials are given by:
W 5d N=1[SU(3) 1
2
,Nf=1]
= X234X45X53 +X23X
1
34X41X
2
12 −X23X234X41X112
X26X65X57X71X
1
12 −X26X67X71X212
−X46X65X53X134 +X46X67X74 −X45X57X74 ,
(5.22)
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Figure 21. BPS quivers for the 5d SU(3)k Nf=1 gauge theories.
and:
W 5d N=1[SU(3) 3
2
,Nf=1]
= X234X45X53 +X23X
1
34X41X
2
12 −X23X234X41X112
+X16X65X57X
2
71 −X16X67X171 +X112X27X171 −X212X27X271
−X46X65X53X134 +X46X67X74 −X45X57X74 ,
(5.23)
respectively. One could similarly derive the quiver for the “non-Lagrangian theory”
NLNf=2.
5.5 The SU(3)k 5d Chern-Simons gauge theory (k = 0, 1, 2)
With an additional partial resolution, we reduce the flavor group rank to f = 1, thus
obtaining the 5d BPS quivers for the SU(3)k theories, with k = 0, 1 or 2, as well as
the non-Lagrangian theory NLNf=1. The corresponding Higgsing patterns are:
SU(3)
Nf=1
1
2
〈X57〉−→ SU(3)0 , SU(3)Nf=11
2
〈X65〉−→ SU(3)0 ,
SU(3)
Nf=1
3
2
〈X57〉−→ SU(3)1 , SU(3)Nf=13
2
〈X65〉−→ SU(3)2 ,
SU(3)
Nf=1
3
2
〈X23〉−→ NLNf=1 .
(5.24)
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(c) QX (SU(3)2).
Figure 22. BPS quivers for the 5d SU(3)k gauge theories.
The BPS quivers for the SU(3)k theories are shown in Figure 22. The superpotentials
take the form:
W 5d N=1[SU(3)0] = W
4d N=2
[SU(3)] + ∆W
5d N=1
[SU(3)0]
, (5.25)
with the 4d N = 2 BPS quiver superpotential for the pure SU(3) gauge theory given
by:
W 4d N=2[SU(3)] = αβX23X
α
34X41X
β
12 , (5.26)
and additional terms that read:
∆W 5d N=1[SU(3)0] =αβ
(
Xα34X45X
β
56X63 +X
α
56X61X
β
12X25
)
,
∆W 5d N=1[SU(3)1] = αβ
(
Xα34X45X
β
56X63 +X
α
56X
β
61X15 +X
α
61X
β
12X26
)
,
∆W 5d N=1[SU(3)2] = αβ
(
Xα34X
β
45X53 +X
α
45X
β
56X64 +X
α
56X
β
61X15 +X
α
61X
β
12X26
)
.
(5.27)
5.6 The rank-two E0 theory
There are three rank-two toric singularities which do not admit any gauge-theory phase,
and whose quivers are easily obtained by following the relevant RG flows. As a curiosity,
let us write down the BPS quiver for the simplest of such theories, NLNf=0, whose toric
singularity is shown in Fig. 23(a). It has trivial flavor symmetry, f = 0, and it can
be obtained by a non-perturbative RG flow from the SU(3)2 theory, corresponding to
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(a) Rank-two E0.
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4
56
(b) SU(3)2 → NLNf=0.
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(
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)
.
Figure 23. The rank-two E0 (f = 0) singularity and its 5d BPS quiver.
integrating out an instanton particle, exactly like the rank-one E0 theory discussed in
section 4.4. We have:
SU(3)2
〈X23〉−→ NLNf=0 . (5.28)
The Higgsing pattern is shown in Fig. 23(b), and the resulting 5d BPS quiver is drawn
in Fig. 23(c). Its superpotential reads:
W 5d N=1[NL,Nf=0] =
5∑
i=1
αβX
α
i,i+1X
β
i+1,i+2Xi+2,i , (5.29)
with cyclic subscripts. This naturally generalizes the dP0 quiver of the rank-one E0
theory.
6 Higher-rank example: Y p,q and the 5d SU(p)q gauge theory
One of the most studied infinite families of toric CY3 singularities is that of the real
cones over the Sasaki-Einstein five-manifolds Y p,q(P1), with p and q integers [145, 146]—
the Y p,q singularities, for short. Their fractional-brane quivers are well-known [24, 108,
147].
The Y p,q singularity is isolated if p > 0 and 0 ≤ q < p. The toric diagram has four
external points:
w1 = (−1, p− q) , w2 = (0, p) , w3 = (1, 0) , w4 = (0, 0) , (6.1)
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(a) Y 4,0 quiver.
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(b) Y 4,1 quiver.
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(c) Y 4,2 quiver.
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(d) Y 4,3 quiver.
Figure 24. The Y 4,q quivers.
and p− 1 internal points wIj = (0, j), j = 1, · · · , p− 1. We therefore have:
f = 1 , r = p− 1 , nG = 2p . (6.2)
Particular examples are the conifold (Y 1,0), the F0 and dP1 singularities (Y 2,0 and Y 2,1,
respectively), and the rank-two singularities realizing SU(3)k for k = 0, 1, 2 (Y
3,k). In
general, the 5d SCFT associated to the Y p,q singularity has a single gauge theory phase,
as an SU(p) gauge theory at CS level k = q:
Y p,q ←→ TY p,q −→ SU(p)q . (6.3)
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(d) QX (SU(4)3).
Figure 25. BPS quivers for the 5d SU(4)k gauge theories.
The relation of the Y p,q geometry to 5d physics has previously been discussed in [148].
In passing, let us note that the infinite family Xp,q of [148] similarly corresponds to 5d
SU(p) gauge theories with a single fundamental flavor.
As expected on general grounds, the 5d BPS quiver for SU(p)q consists of 2p nodes:
2p− 2 nodes for electric and magnetic charges (giving us the 4d N = 2 SU(p) quiver),
plus two nodes carrying the instanton and the KK charge. The Y p,q quiver contains
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(a) Y 5,0.
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(b) QX (SU(5)0).
Figure 26. Toric diagram for the Y 5,0 singularity and its 5d BPS quiver.
4p+ 2q arrows, which can be organised as follows [147]:
Uαi ≡ X2i−1,2i i = 1, · · · , p , α = 1, 2 ,
Zk ≡ X2k,2k+1 k = 1, · · · , p− q ,
V αm ≡ X2m,2m+1 m = p− q + 1, · · · , p , α = 1, 2 ,
Y˜2k+2 ≡ X2k+2,2k−1 k = 1, · · · , p− q ,
Y2m+1 ≡ X2m+1,2m−1 m = p− q + 1, · · · , p ,
Y2m+2 ≡ X2m+2,2m m = p− q + 1, · · · , p ,
(6.4)
Here, the subscripts in Xi,j are understood to be cyclic. It is useful to first consider
the case q = 0, since the 5d BPS quiver for the SU(p)0 theory only has arrows of type
Uαi , Zk and Y˜2k+1. One can then increase q step by step, with each step converting one
single arrow Zk to a pair of arrows V
α
m ; this is shown in Fig. 24 for the SU(4)q BPS
quivers. The Y p,q quiver superpotential reads:
W =
p−q∑
l=1
αβU
α
l ZlU
β
l+1Y˜2l+2 +
p∑
m=p−q+1
αβ
(
UαmV
β
mY2m+1 + V
α
mU
β
m+1Y2m+2
)
. (6.5)
One can find a brane charge assignment compatible with the SU(p) gauge-theory in-
terpretation. As an example, in Figure 25, the SU(4)q BPS quivers are displayed in a
way that makes the 4d N = 2 SU(4) subquivers manifests.
The general pattern is obvious. For any SU(p)0 theory, the 4d N = 2 subquiver
is the SU(p) BPS quiver studied in [32, 34, 36]; see Fig. 26 for another example. In
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general, for higher q, the 4d N = 2 BPS subquiver will be a mutation-equivalent quiver,
as for instance in the case of the quiver for SU(4)3 of Fig. 25(d). We can always mutate
the full 5d BPS quiver to obtain whatever form of the 4d N = 2 subquiver we want;
in general, the resulting 5d quiver may not correspond to a brane tiling, however.
7 BPS spectroscopy of 4d KK theories
In this section, we further comment on the BPS spectrum using the 5d BPS quivers.
In particular, for the rank-one E1 theory, we argue for the existence of a (formal) tame
chamber in which the spectrum takes an especially simple form.
7.1 Finite, tame and wild BPS chambers
The spectrum of stable BPS states of any four-dimensional N = 2 field theory is
organized in BPS chambers, separated by walls of marginal stability where wall-crossing
transitions occur. This is the case in particular for the 4d N = 2 KK theories we are
considering in this paper. It can happen that the charges of the BPS states in a
given chamber are organized according to the roots of a triangular algebra T ⊂ J :
these chambers are called triangular BPS chambers (see section 2.2 of [149] for a more
detailed definition). An important feature of triangular BPS chambers is that there
is an underlying quadratic Tits form qT(·) which controls the properties of the stable
representations: given O ∈ mod-T, we have that:
dimCM(O) = 1− qT(dimO) .
Since the dimension of a Ka¨hler manifold is also the value of its highest Lefschetz
spin, we have that, for triangular chambers, the spin of the coresponding BPS particle
is controlled by the Tits form. Recall that stable objects are always bricks for the
corresponding module category, i.e. End(O) ' C. A given triangular chamber is
called:
• Finite iff qT(O) = 1 for all bricks O ∈ mod T;
• Tame iff 0 ≤ qT(O) ≤ 1 for all bricks O ∈ mod T;
• Wild iff qT(O) ≤ 1, but unbounded below for all bricks O ∈ mod T.
In a wild triangular chamber, the spectrum of BPS states is still organized by the roots
of qT, which determines which states can be stable, but the degeneracies of states are
typically not under control: typically, BPS states are organized in Regge trajectories
with arbitrarily high spin [150–152].
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Figure 27. Creation of a tame BPS chamber by tuning. Left: a wild BPS spectrum at
a generic point of the extended Coulomb branch. We have a sequence of hypermultiplets
(black) which accumulate on the edge of the red region, where a vector multiplet is located.
Across that boundary the spectrum becomes dense within the red area. Right: By tuning
the moduli, all wild BPS states become semi-stable and decay: we can obtain a (finely tuned)
tame chamber. Provided the vectormultiplets corresponding to the blue arrows in the figure
are mutually local, this chamber is a genuine BPS chamber.
In the context of 4d BPS quivers, several examples of finite BPS chambers are known,
which prove particularly useful in computing wall-crossing invariants. In particular, for
genuine four-dimensional theories, a well-known conjecture relates a partition function
on S1×S3 with the trace of the Kontsevich-Soibelman quantum monodromy operator
[48, 49, 153–156]. Computing said trace becomes a simple exercise for models which
admit a finite BPS spectrum (up to subtleties related to regularization — see the
discussion in [154]). For 5d BPS quivers, finite BPS chambers seem to be rather more
complicated to obtain, which is related to the presence of the winding modes of the 5d
BPS strings on S1. However, the 4d KK theories arising from 5d SCFTs have tame
BPS chambers, where the spectrum is controlled by roots of (not necessarily simple)
affine Lie algebras.25 In this section, we discuss a tame BPS chamber for the DS1E1
theory, and we present a conjecture about the structure of tame BPS chambers for
gauge theories with gauge theory phases characterized by a simple gauge group.
We stress that the tame BPS chambers we obtain are extremely fine tuned, and it
25 In fact, we expect that extended affine Lie algebras will play a role in describing the tame BPS
chambers of five-dimensional theories.
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is possible that they belong to unphysical regions of the space of stability conditions.
Nevertheless, their importance stems from an application to determine wall-crossing
invariants. Exploiting tame BPS chambers it is a straightforward exercise to compute
the Kontsevich-Soibelman quantum monodromy operator for the 4d KK theories of
interest. Along the lines of [48, 49], we conjecture that the trace of said operator
correspond to a partition function for the 5d SCFTs on T 2 × S3, which we will study
in future work.
7.2 A tame BPS chamber for the DS1E1 theory
The main aim in this section is to exploit the mutation algorithm of [36] to compute
the BPS spectrum of the DS1E1 theory. For this type of chamber however the mutation
algorithm is not sufficient to fully constrain the spectrum, and on top of that a bit of
explicit representation theory is needed — we devote appendix D to the relevant proofs
of the claim presented here. The reason for this is that the mutation algorithm is very
effective for finite chambers. Since finite chambers are populated only by hypermul-
tiplets, one can factor the CPT functor (i.e. the shift functor, [1]) in a sequence of
elementary mutations/tilting equivalences. For chambers with higher spins, the mu-
tation method is effective to determine the spectrum of hypers up to the first BPS
particle with spin greater than 0. The generic situation (wild chamber) is depicted in
Figure 27 (left): the mutation algorithm cannot access the charges of the particles in
the red region, because tilting a vector multiplet leads necessarily to a heart of T BPSTX
that cannot have a quiver description. However, under favorable circumstances, it is
possible to fine-tune the stability conditions in such a way that the whole red region
of Figure 27 (left) becomes marginally stable and decays. If such a stability condition
can be found, the image of the BPS spectrum on the Z-plane becomes that in Figure
27 (right) and the chamber is tame. Let us proceed constructing one such example for
the 4d KK E1 theory.
The 5d BPS quiver of DS1E1 is given by:
B1 +3W2

W1
KS
B2ks
(7.1)
Let us argue for the existence of a tame chamber of the form:
∆A
(1)
1 ⊕∆A(1)1 ,
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exploiting the mutation algorithm. The above notation refers to the fact that this
chamber is also Coxeter factorized in the sense of [86]: the resulting spectrum is orga-
nized as two copies of the root lattice of the affine Lie algebra A
(1)
1 . It is easy to see
that the sequence of mutations:26
m = µW1µW2µB2µB1 (7.4)
maps this quiver back to itself and the corresponding charges to:
B1 + 2δu +3 −(B1 + δu)

−(B2 + δd)
KS
B2 + 2δdks
(7.5)
where we denote by:
δu = B1 +W2 δd = B2 +W1
the minimal imaginary roots of the two Kronecker quivers on the corresponding nodes.
These give the two A
(1)
1 factors of T. This corresponds to rotating out of the upper half
plane clockwise the charges:
B1, B2, B1 + δu, B2 + δd
The n-fold iteration of this mutation sequence corresponds to mapping the quiver to
itself with charges
B1 + 2nδu +3 −(B1 + (2n− 1)δu)

−(B2 + (2n− 1)δd)
KS
B2 + 2nδdks
(7.6)
26 In our conventions mutation arising from clockwise rotations of the upper half plane are given by
µi(γk) =
{
−γk if i = k
γk + [Bik]+γi otherwise
(7.2)
Mutation arising from counterclockwise rotations of the upper half plane are given by
µˆi(γk) =
{
−ek if i = k
eγ + [−Bik]+γi otherwise
(7.3)
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in correspondence with rotating out a tower of hypermultiplets:
· · · , B1 + (2n− 2)δu, B2 + (2n− 2)δd, B1 + (2n− 1)δu, B2 + (2n− 1)δd, · · · (7.7)
Note that all these hypers are pairwise mutually local because of linearity of the Dirac
pairing and the fact that 〈δu, δd〉D = 0. Similarly, iterating the sequence of left muta-
tions:
mˆ = µˆB1µˆB2µˆW2µˆW1 (7.8)
gives rise to the tower of hypers:
· · · ,W1+(2m−2)δd, W2+(2m−2)δu, W1+(2m−1)δd, W2+(2m−1)δu, · · · (7.9)
This suggests this theory has a tame chamber organized as two copies of the maximal
chamber of the Kronecker, i.e. two copies of the weak coupling chamber for pure
SU(2) SYM. Clearly the triangular algebra T is encoded in the following biquiver (the
numbering on the nodes refers to the ordering for the Tits S-matrix):27
1 +3 4

3
OO
2ks
(7.10)
has a quadratic form:
qT = (b1 − w2)2 + (b2 − w1)2 + 2(b1w1 + b2w2) . (7.11)
The roots satisfy qT ≤ 1. It is clear that:
qT(δu) = qT(δd) = 0
qT(B1 + kδu) = qT(W2 + kδu) = qT(B2 + kδd) = qT(W1 + kδd) = 1
(7.12)
are the only roots. This indeed coincides with two copies of the A
(1)
1 lattice, as claimed.
This chamber has two vector multiplets of charges δu and δv, on top of two towers of
hypers with charges as above (and their CPT conjugates). This gives precisely two
copies of the 4d N = 2 pure SU(2) SYM weakly coupled spectrum. This is also in
agreement with the known properties of the 5d SW curve [73]. In order to verify that
this is the case, we need to exhibit a (formal) set of central charges which is such that
the dashed arrows in the biquiver vanish. This is readily done: we can choose:
Z1 = Z3 Z2 = Z4 argZ1 = argZ3 > argZ2 = argZ4 . (7.13)
27 For the relevant definitions, see [149].
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Note that these are severely fine-tuned, but that no BPS particle is on a wall of marginal
stability: all the particles with aligned charges are mutually local. In Appendix D,
we complete the proof that the arrows A2, A4 as well as B2, B4 always vanish for a
representation to be stable in this chamber.
7.3 Tame chambers for the 4d KK G SYM theories
Exploiting mirror symmetry, one can show that the 5d BPS quivers for the pure SU(N)k
gauge theories have the form [45]:28
A(1, 1) A(p, q) , (7.14)
when N = p+ q and k = q− p. Moreover, for the pure 5d G gauge theory with simple
simply laced G the 5d BPS quiver takes the form:
A(1, 1) Ĝ . (7.15)
Along the lines of [34] we are lead to conjecture that these gauge theories all have at
least two (Coxeter factorized) tame chambers with spectrum encoded in the roots of
the affine Lie algebras:
∆G(1) ⊕∆G(1) , ∆A(1) ⊕∆A(1) ⊕ · · ·∆A(1)︸ ︷︷ ︸
rG+1 times
, (7.16)
respectively. More in general, for all the 5d BPS quivers of type Ĥ  Ĝ, we expect
to find Coxeter factorized tame chambers corresponding to rH + 1 copies of ∆G
(1), in
analogy with the spectrum found for the (G,G′) 4d SCFTs in [34].
Acknowledgements
We would like to thank Fabio Apruzzi, Antoine Bourget, Stefano Cremonesi, Richard
Eager, Marco Fazzi, Sebastian Franco, In˜aki Garc´ıa Etxebarria, Chris Herzog, Tyler
Kelly, Heeyeon Kim, Pietro Longhi, Jan Manschot, Sakura Scha¨fer-Nameki, and Mauri-
cio Romo for interesting discussions and correspondence. MDZ especially thanks Sergio
Cecotti and Cumrun Vafa for sharing their deep insights about the categorial approach
to N = 2 SQFTs and its relation to geometric engineering. CC is a Royal Society
University Research Fellow and a Research Fellow at St John’s College, Oxford.
28We refer to [157] for the construction of these quivers from a IIB geometric engineering perspective.
For the definition of the  operation our readers can consult [34].
– 68 –
A A brief review of controlled subcategories
Here we review the concept of controlled subcategory, as presented in [42]. Consider
an abelian category A. Take the Gro¨thendieck group K0A. A control is a map:
λ : K0A −→ Z , (A.1)
which is linear and additive with respect to exact sequences, meaning that for A,B,C ∈
A and A → B → C exact, λ(A) − λ(B) + λ(C) = 0. Here and in what follows, we
abuse notation and write λ(A) for λ([A]), where [A] is the class of A in K0A. Let Aλ
denote the full subcategory of A consisting of all objects that satisfy λ(A) = 0 and
λ(A′) ≤ λ(A) for all subobjects A′ ⊆ A.
Thus, Aλ is the subcategory of A controlled by λ: it is an exact subcategory, it is
closed under extensions, and it is abelian. To derive these properties, one can proceed
as follows. We need to show that the controlled subcategory is closed under kernels,
cokernels and extensions. Consider the exact sequence:
0→ Ker u→ A u−→ B , (A.2)
where A,B ∈ Aλ. By definition we have that λ(Ker u) ≤ 0. Moreover λ(im u) ≤ 0
because im u ⊆ B. However we have that, by exactness:
0→ Ker u→ A u−→ im u→ 0 ⇒ λ(Ker u)− λ(A)︸︷︷︸
=0
+λ(im u) = 0 , (A.3)
which implies that λ(im u) ≥ 0. Therefore λ(im u) = 0. By (A.3) then, λ(Ker u) = 0,
which shows that Aλ is closed under kernel. At this point, we can consider the exact
sequence:
0→ Ker u→ A u−→ B → coker u→ 0 ⇒ λ(coker u) = 0 , (A.4)
because all other objects are in Aλ, therefore Aλ is closed also under cokernel. Finally,
by definition, E is an extension of A and B if the sequence 0 → A → E → B → 0 is
exact, and therefore if A,B ∈ Aλ, then E ∈ Aλ also.
B BPS states for the conifold
The conifold quiver is:
•1
A1
B1 %•2
A2
B2
^f
W = B2B1A2A1 − A2B1B2A1 .
(B.1)
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Here and in the following Appendices, as opposed to what we do in the main text, we
are using the mathematicians’ conventions, where arrows are ordered according to the
composition of the corresponding maps. By symmetry of the problem the two BPS
chambers for this theory have identical structure. We therefore assume that
argZ1 > argZ2 , (B.2)
from now on.
The relations for this algebra are:
B2B1A2 = A2B1B2 , A1B2B1 = B1B2A1 ,
A2A1B2 = B2A1A2 , B1A2A1 = A1A2B1 .
(B.3)
It follows that any representation has the following endomorphisms:
Ξ1 ≡ (A2A1, A1A2) , Ξ2 = (B2B1, B1B2) ,
Ξ3 ≡ (B2A1, A1B2) , Ξ4 = (A2B1, B1A2) .
(B.4)
By the Schur lemma, Ξi = λiidX for every representation O. We have the following
cases:
• Case 1: λi = 0 for all i = 1, ..., 4. We claim that stability for this class of
representations implies that A2 = B2 = 0. Indeed, assume A2 6= 0. Consider a
vector 0 6= v1 = A2w1 for some w1 ∈ X2. Since λ1 = 0, we have that A1v1 = 0.
Since λ4 = 0, we have that B1v1 = 0 and therefore Cv1 ⊂ X1 is a destabilizing
subrepresentation. Similarly, assuming B2 6= 0, leads to a contradiction with
stability using λ2 = λ3 = 0.
Therefore this class of representations contributes to the BPS spectrum as the
representations of the Kronecker quiver with arrows A1 and B1. We obtain hy-
permultiplets with charges:
γ1 + nδ , γ2 + (n− 1)δ , n ∈ Z≥0 , (B.5)
and a vector multiplet with charge δ = γ1 + γ2. The states obtained in (B.5) are
the KK towers corresponding to the KK reduction of one 5d hypermultiplet on
a circle. The vector multiplet with charge δ also comes with a KK tower; the
corresponding states are obtained in Case 3 below.
• Case 2: At least one λi 6= 0 but not all. In this case we want to argue that there
is always a destabilizing subrepresentation.
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We consider here the case λ1 = 0 therefore A1A2 = A2A1 = 0. By symmetry the
other cases follows from a similar reasoning. Let 0 6= v1 = A2w1. In this case
A1v1 = 0 but B1v1 = w2 6= 0 (if zero we would have a destabilizing representation
as above). However notice that w2 = B1v1 = B1A2w1 = λ4w1. Consider now
B2w2 = B2B1v1 = λ2v1. On one hand now, A1B2w2 = λ3w2, on the other
A1B2w2 = λ2A1v1 = 0. This implies that λ3 = 0 and therefore A1B2 = B2A1 = 0.
If λ2 and/or λ4 are non-zero, this implies that dimX1 = dimX2 for every represen-
tation. Consider now wˆ ∈ X2 such that A2wˆ = vˆ and B2wˆ = vˆ′. A1vˆ = A1vˆ′ = 0,
while B1vˆ = λ4wˆ and B1vˆ
′ = λ2wˆ and therefore (Cvˆ + Cvˆ′,Cwˆ) ⊂ (X1, X2) is
always a subrepresentation of X which is always destabilizing.
• Case 3: All λi 6= 0. In this case we have that all arrows are isomorphisms and
there are no destabilizing subrepresentations. We have BPS states with charges
kδ , k ∈ Z≥1 . (B.6)
Let us argue that these states are all associated to vector multiplets. It is well
known that the Higgs branch moduli space for one D0-brane that probes the
conifold is the conifold itself. This is because in this case the F-term relations are
not constraining, and one can simply proceed by forming the gauge invariants
X = A1A2 , Y = B1B2 , U = A1B2 , V = A2B1 , (B.7)
and it is clear that these satisfy
XY = UV , (B.8)
which is the equation for the conifold. Turning on FI terms (and hence consider-
ing a non-zero central charge) corresponds geometrically to resolving the conifold,
physically to consider a smooth moduli space, which is always easier to quantize.
But how do we quantize a non-compact moduli space? A very natural proposal
is to consider compactly supported cohomology (as suggested by [140]). In the
case of the resolved conifold, we only have one exceptional P1 in the geometry,
and therefore the compactly supported cohomology in this case is just consist-
ing of two states, corresponding to the cohomology of P1. This is a doublet for
SU(2)spin and a singlet for SU(2)R: tensoring this representation with the half-
hypermultiplet we indeed do obtain a vector multiplet. Consider now the case of
k D0-branes. Naively, from string theory, one would expect to be able to choose
generic values for the eigenvalues of the gauge invariants in equation (B.7) so
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that to obtain a moduli space SymkĈ0. However, most of the configurations oc-
curring there would be only marginally-stable. This can be argued as follows.
The gauge invariants in (B.7) coincide with the endomorphisms in (B.4). By the
Schur lemma, representations such that these matrices have distinct eigenvalues
are necessarily reducible, and hence cannot be stable. The requirement of irre-
ducibility, then, reduces the moduli space to just one copy of Ĉ0 and, by the same
token, the compactly-supported cohomology contributes the same states as a P1.
C Comments on the electric subcategory of the E1 SCFT
Consider the E1 5d SCFT, which has a well known SU(2)0 gauge theory phase. The
5d BPS quiver for this theory is the so-called F0 quiver
•1 A1B1 +3 ◦2
A2B2
◦1
A4 B4
KS
•2A3
B3ks
W = A4A3A2A1 +B4B3B2B1 − A4B3A2B1 −B4A3B2A1 .
(C.1)
For any quiver SQM, the dimension of the moduli space associated to a given stable
representation can be estimated as:
dimM = # fields− (# independent F-terms + gauge group dimension) + 1 . (C.2)
The F0 quiver has four obvious electric subcategories, given by a choice of Kronecker
subquiver, that each corresponds to a 4d N = 2 SU(2) subsector.
Let us proceed by analyzing one of such electric subcategories in more detail.
Choose the subquiver:
◦1 +3 •1 (C.3)
The corresponding W-boson is given by the representation with dimension vector:
δ = (dimX◦1 , dimX•1 , dimX◦2 , dimX•2) = (1, 1, 0, 0) , (C.4)
which comes in a P1 moduli space and therefore corresponds to a vector multiplet. The
elementary electric charge is given by the vector:
q = 1
2
(1, 1, 0, 0) ∈ Γ⊗Q .
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The associated magnetic charge is:
m(X) = dimX•1 − dimX◦1 + dimX◦2 − dimX•2 = N2 −N1 +N3 −N4 , (C.5)
where we have set
(N1, N2, N3, N4) = (dimX◦1 , dimX•1 , dimX◦2 , dimX•2) ,
for ease of notation.
Consider the electric subcategory associated to the magnetic charge in (C.5): we
have to impose m(X) = 0. This can be achieved in several (equivalent) ways, forcing the
restriction of our representation to each pair of non-overlapping Kronecker subquivers
to have the same dimensions. Consider for instance the pair given by (C.3) and
◦2 +3 •2 (C.6)
At this point, by a standard argument (see e.g. Appendix D of [41]), we expect that
the corresponding Kronecker representations are forced to be direct sums of regulars.
A crucial property of regular modules is that at least one of the two arrows is always an
isomorphism, which we can use to identify the two nodes. As a result, this component
of the electric subcategory can be written as29
E '
∨
λ∈F0
Eλ (C.7)
where we are using that F0 ' P1 × P1 and the first P1 is parametrized by [A2 : B2],
while the second is given by [A4 : B4]. Some aspects of the detailed structure of the
factors are discussed below.
Moreover, by symmetry of the F0 quiver, all electric categories obtained by choosing
SU(2) W-bosons in terms of a Kronecker subquiver are equivalent. This is a manifes-
tation of the fact that the 5d SU(2)0 theory is self-dual at the level of the spectrum of
BPS states of the corresponding KK theory.
Consider first the case when B4 and B2 are isomorphisms. Then, we obtain the
quiver for the controlled electric subcategory:
∗1A4 &&
A1
B1 #+ ∗2
A3
B3ck
A2
xx
W = A4A3A2A1 +B3B1 − A4B3A2B1 − A3A1 .
(C.8)
29 Here we are using the Ringel notation A∨B to denote the category generated by all the direct
sums and extensions of the objects of A and B.
– 73 –
Note that the arrows A1 and B1 cannot be integrated away. The relations from this
effective potential are:
A3A2A1 = B2A2B1 , A1 = A2A1A4 , A1A3A4 = B1A4B3 ,
A3 = A4A3A2 , B1 = A4B1A2 , B3 = A2B3A4 .
Consider a stability condition for which argZ∗1 > argZ∗2 . Let us then remark that the
W -boson belongs to this category: it is given by the state with dimension vector (1, 0).
Another patch for the electric category is obtained by considering the case B4 and
A2 are isomorphism, in which case we have:
∗1A4 &&
A1
B1 #+ ∗2
A3
B3ck
B2
xx
W = A4A3A1 +B3B2B1 − A4B3B1 − A3B2A1
(C.9)
as the effective quiver description. All other patches are equivalent.
The objects of these electric categories have are all mutually local by construction: all
stability conditions compatible with the stability of the gauge subsector identified by
the conditions G1, G2 and G3 of section 2.3.3 lead to the same electric subcategory.
D Further comments on the tame chamber of the E1 theory
In this Appendix, we collect some further details on the computation of the tame
chamber of the rank-one E1 theory, as discussed in section 7.2. Consider the 5d BPS
quiver:
1
A1
B1
+3 2
A2B2

4
A4 B4
KS
3
A3
B3ks
(D.1)
Relabeling the arrows for notational convenience we have the superpotential:
W = A4A3A2A1 +B4B3B2B1 −B4A3B2A1 − A4B3A2B1 .
The structure of endomorphisms of quiver representations is very similar to the ones
of section B, which is related to the fact that the F0 geometry is a Z2 orbifold of the
conifold.
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The corresponding relations are (here and in the rest of this section j ∼ j + 4):
∂AjW = Aj+3Aj+2Aj+1 −Bj+3Aj+2Bj+1 = 0 ,
∂BjW = Bj+3Bj+2Bj+1 − Aj+3Bj+2Aj+1 = 0 .
(D.2)
Lemma. Any representation O of this quiver with superpotential has the following 9
endomorphisms:
Ψ
(0)
j = Aj+3Aj+2Aj+1Aj
Ψ
(k)
j =

Aj+3Bj+2Bj+1Aj j = k
Aj+3Aj+2Bj+1Bj j = k + 1
Bj+3Aj+2Aj+1Bj j = k + 2
Bj+3Bj+2Aj+1Aj j = k + 3
k = 1, 2, 3, 4
Φ
(k)
j =

Aj+3Aj+2Aj+1Bj j = k
Bj+3Aj+2Aj+1Aj j = k + 1
Aj+3Bj+2Aj+1Aj j = k + 2
Aj+3Aj+2Bj+1Aj j = k + 3
k = 1, 2, 3, 4
(D.3)
Proof. Let’s prove this for Ψ(0) first. We have:
AjΨ
(0)
j = AjAj+3Aj+2Aj+1Aj = Ψ
(0)
j+1Aj (D.4)
and, moreover, the relations from (D.2) give:
Ψ
(0)
j = Bj+3Aj+2Bj+1Aj = Aj+3Bj+2Aj+1Bj = Bj+3Bj+2Bj+1Bj , (D.5)
which implies:
BjΨ
(0)
j = BjBj+3Bj+2Bj+1Bj = Ψ
(0)
j+1Bj , (D.6)
and so Ψ(0) ∈ End O. Now, consider Ψ(k). The relevant commutation relations are
proved as follows, exploiting that k + 4 ∼ k:
AkΨ
(k)
k = AkAk+3Bk+2Bk+1Ak = Ψ
(k)
k+1Ak ,
BkΨ
(k)
k = BkAk+3Bk+2Bk+1Ak = AkAk+3Ak+2Bk+1Ak
= AkAk+3Bk+2Bk+1Bk = Ψ
(k)
k+1Bk ,
(D.7)
Ak+1Ψ
(k)
k+1 = Ak+1Ak+4Ak+3Bk+2Bk+1 = Bk+1Ak+4Bk+3Bk+2Bk+1
= Bk+1Ak+4Ak+3Bk+2Ak+1 = Ψ
(k)
k+2Ak+1 ,
Bk+1Ψ
(k)
k+1 = Bk+1Ak+4Ak+3Bk+2Bk+1 = Ψ
(k)
k+2Bk+1 ,
(D.8)
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Ak+2Ψ
(k)
k+2 = Ak+2Bk+1Ak+4Ak+3Bk+2 = Bk+2Bk+1Bk+4Ak+3Bk+2 ,
= Bk+2Bk+1Ak+4Ak+3Ak+2 = Ψ
(k)
k+3Ak+2 ,
Bk+2Ψ
(k)
k+2 = Bk+2Bk+1Ak+4Ak+3Bk+2 = Ψ
(k)
k+3Bk+2 ,
(D.9)
Ak+3Ψ
(k)
k+3 = Ak+3Bk+2Bk+1Ak+4Ak+3 = Ψ
(k)
k Ak+3 ,
Bk+3Ψ
(k)
k+3 = Bk+3Bk+2Bk+1Ak+4Ak+3 = Ak+3Bk+2Ak+1Ak+4Ak+3 ,
= Ak+3Bk+2Bk+1Ak+4Bk+3 = Ψ
(k)
k Bk+3 .
(D.10)
Now, consider Φ(k). The relevant commutation relations are proved as follows, exploit-
ing that k + 4 ∼ k:
AkΦ
(k)
k = AkAk+3Ak+2Ak+1Bk = BkAk+3Bk+2Ak+1Bk ,
= BkAk+3Ak+2Ak+1Ak = Φ
(k)
k+1Ak ,
BkΦ
(k)
k = BkAk+3Ak+2Ak+1Bk = Φ
(k)
k+1Bk ,
(D.11)
Ak+1Φ
(k)
k+1 = Ak+1BkAk+3Ak+2Ak+1 = Φ
(k)
k+2Ak+1 ,
Bk+1Φ
(k)
k+1 = Bk+1BkAk+3Ak+2Ak+1 = Bk+1BkBk+3Ak+2Bk+1 ,
= Ak+1BkAk+3Ak+2Bk+1 = Φ
(k)
k+2Bk+1 ,
(D.12)
Ak+2Φ
(k)
k+2 = Ak+2Ak+1BkAk+3Ak+2 = Φ
(k)
k+3Ak+2 ,
Bk+2Φ
(k)
k+2 = Bk+2Ak+1BkAk+3Ak+2 = Ak+2Ak+1AkAk+3Ak+2 ,
= Ak+2Ak+1BkAk+3Bk+2 = Φ
(k)
k+3Bk+2 ,
(D.13)
Ak+3Φ
(k)
k+3 = Ak+3Ak+2Ak+1BkAk+3 = Φ
(k)
k Ak+3 ,
Bk+3Φ
(k)
k+3 = Bk+3Ak+2Ak+1BkAk+3 = Bk+3Ak+2Bk+1BkBk+3 ,
= Ak+3Ak+2Ak+1BkBk+3 = Φ
(k)
k Bk+3 .
(D.14)
This concludes the proof of our lemma. 
In order to be stable, a representation must be a brick, therefore End(O) ' C, which
implies that:
Ψ(k) = λk idO , Φ(`) = µ` idO ,
for fixed λk, µ` ∈ C (Schur lemma).
A consequence of our lemma is that, for a representation to be a brick (which is a
necessary condition for stability), the composition of every four consecutive arrows in
this quiver is either proportional to the identity or zero. At this point, a crucial remark
is in order: since the Jacobian algebra is not finite dimensional, we need to focus on
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Figure 28. The generic subrepresentation of the form J z for z ∈ O2, imposing the Schur
lemma. We draw the arrows Ai in red and the arrows Bi in black. Below, we indicate
the vector space Oi. We see that, for generic values of λk and µ`, this representation has
dimension vector (6, 1, 2, 4). For nilpotent modules, λk = µ` = 0 and we see that this induces
a destabilizing subrepresentation, S1.
the nilpotent representations of J only, as pointed out in [118]. At the level of bricks,
this implies that each endomorphism must equal zero.
The mutation sequence we constructed in the main body of the text suggests to consider
the stability conditions:
argZ1 = argZ3 > argZ2 = argZ4 , (D.15)
argZ1 + Z2 = argZ3 + Z4 . (D.16)
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Our aim here is to show that with this choice of stability condition, O is stable only if:
A2 = B2 = A4 = B4 = 0 . (D.17)
Consider first the arrows A2 and B2. Suppose that at least A2 is non-zero. Then there
is at least one element z ∈ O2 such that 0 6= v1 = A2z ∈ O3. Because of the Schur
lemma combined with the endomorphism of each representation one can construct the
submodule generated by Cz ∈ O2, let us denote it by S. The structure of S is in shown
in Figure 28. It is clear that:
dimS ≤ (6, 1, 2, 4) , (D.18)
where the lower values can be obtained for less generic representations. Since we restrict
to nilpotent modules, we impose:
λk = µ` = 0 . (D.19)
If that is the case, then S1, the projection of S on node 1, is always a subrepresentation
by itself and it is destabilzing.
By symmetry, we can similarly argue that also B4 and A4 have to vanish. In this
case, we obtain a destabilizing subrepresentation supported on node 3. This completes
the proof alluded to in the main text.
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