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Abstract
Let P1; : : : ; Pr be r general points of the projective plane over an algebraically closed eld.
Consider the linear system L of plane curves of degree d passing through each point Pi with a
prescribed multiplicity mi. It is still an open problem to know whether or not L has the expected
dimension. Precise conditions for L to be regular (i.e. have the expected dimension) are given
by a conjecture of Harbourne and Hirschowitz. In this article we prove that this conjecture is
true, under the assumption that the prescribed multiplicities are at most 4. The proof is based
on the Horace dierential method of Alexander and Hirschowitz, and on a careful study of the
rational curves arising as base components of the system L when the points are specialised so
as to lie on a line. c© 2000 Elsevier Science B.V. All rights reserved.
MSC: 14H50; 14N15; 14Q05
0. Introduction
Soient r un entier positif, P1; : : : ; Pr; r points du plan projectif P2k (ou k est un
corps algebriquement clos de caracteristique quelconque) et d un entier positif. Nous
considerons les systemes lineaires des courbes planes de degre d passant par chaque
point Pi avec la multiplicite au moins mi. Si x designe le r-uplet (P1; : : : ; Pr), et d le
(r + 1)-uplet (d;m1; : : : ; mr), nous noterons Lx(d) ce systeme lineaire.
Le but de cet article est de montrer le theoreme suivant:
Theoreme 1. Soient x le point generique de (P2)r et d=(d;m1; : : : ; mr) un (r+1)-uplet
d’entiers positifs tel que m1      mr  0.
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Si mi  4 pour 1  i  r et d  m1 + m2 + m3; alors le systeme Lx(d) a la
dimension attendue: max(−1; (d(d+ 3)=2−Pri=1 mi(mi + 1)=2):
La condition d  m1 + m2 + m3 n’est pas extre^mement restrictive: l’utilisation (al-
gorithmique) de transformations quadratiques permet de ramener l’etude de n’importe
quel systeme a un systeme satisfaisant cette hypothese.
Le theoreme 1 s’insere dans la conjecture suivante:
Conjecture 1 (Harbourne [9] and Hirschowitz [10]). Soient x le point generique de
(P2)r et d=(d;m1; : : : ; mr) un (r+1)-uplet d’entiers positifs tel que m1      mr 
0. Si d  m1 + m2 + m3 alors le systeme Lx(d) a la dimension attendue.
Depuis le travail de Nagata ([13], 1960), on sait que la Conjecture 1 est vraie dans
le cas ou le nombre de points r est inferieur ou egal a 9.
Plus recemment, Xu [15], ainsi que Shustin et Tyomkin [14] ont etudie le cas des
systemes de dimension elevee. Xu montre que, si (d+ 3)2> (10=9)(
Pr
i=1 (mi + 1)
2),
le systeme a la dimension attendue. Un autre type de resultat asymptotique, obtenu
par Alexander et Hirschowitz en 1997 [1], arme que la conjecture est vraie des que
d max(mi). Cette fois, la dimension du systeme peut e^tre nulle.
Une autre approche consiste a borner les multiplicites. Dans cette voie, Ciliberto et
Miranda ont etudie les systemes homogenes (toutes les multiplicites sont identiques
et bornees par un entier m) ou quasi-homogenes (les multiplicites sont identiques et
bornee par m, sauf une qui peut-e^tre quelconque). Ils montrent que la conjecture est
vraie pour tout systeme homogene tel que m  12, et pour tout systeme quasi-homogene
tel que m  3 [4,5].
Signalons enn que cet article, ne traite pas la question naturelle de l’irreductibilite
et de la lissite des courbes generales des systemes Lx(d). Nous abordons ces questions
dans [12].
Demarche generale; le probleme des cas initiaux: La methode d’Horace dierentielle,
exposee dans [1], permet d’envisager une recurrence sur le degre de certains systemes
lineaires.
La diculte consiste a amorcer la recurrence. En eet, la methode d’Horace seule
ne sut pas pour traiter tous les systemes de bas degres; de plus, le nombre de
cas delicats ne permet pas d’envisager une etude \a la main", de chacun d’entre
eux (un tel travail reste envisageable tant que les multiplicites sont bornees
par 3).
Cet obstacle s’apparente a celui qui apparait dans [5]. Les auteurs y utilisent une
autre methode de recurrence mais se heurtent aussi au probleme des cas initiaux.
Nous proposons ici une methode pour traiter les cas de bas degres: l’elimination des
composantes rationnelles xes \apparentes". Cette technique est algorithmique, et nous
permet de traiter les cas initiaux a l’aide d’un programme.
Methode d’Horace dierentielle: Le principe de la methode d’Horace dierentielle
est le suivant:
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Ayant choisi une droite L du plan, nous specialisons quelques-uns des points generi-
ques Pi sur cette droite jusqu’a ce que L devienne une composante xe du systeme (si
celui-ci a des sections). Puisque L est une composante xe, nous pouvons la \soustraire"
au systeme en position speciale. On obtient un systeme, dit \residuel", de courbes de
degre d− 1.
Si la dimension attendue n’augmente pas lors de cette specialisation, et si l’on peut
prouver que la dimension du systeme residuel est la bonne, nous pouvons conclure par
semi-continuite. Dans le cas contraire, la methode d’Horace nous permet de modier
le systeme residuel en un systeme ayant la dimension attendue. En contrepartie, il faut
imposer aux courbes de nouveaux types de conditions, de nature innitesimale. Par
exemple, ces courbes seront contraintes d’avoir des branches tangentes ou cuspidales
dans la direction de L.
Systemes quatre-contraints: Ces nouvelles conditions innitesimales sont denies
par des schemas ponctuels appeles points residus. Les systemes de courbes assignees a
passer par des gros-points du plan, mais aussi par des gros-points ou des points residus
sur la droite L seront appeles systemes quatre-contraints sur la droite L (quatre est
la multiplicite maximale des gros-points). Les systemes quatre-contraints forment un
ensemble de systemes \stable" par la methode d’Horace dierentielle.
Criteres de regularite des systemes quatre-contraints: La preuve consiste donc en
une recurrence sur le degre des systemes quatre-contraints. L’hypothese de recurrence
ne peut malheureusement pas e^tre la condition d  m1 + m2 + m3 du theoreme 1.
En eet, la methode nous en fait sortir tres rapidement, et l’on ne peut plus, dans la
position speciale, y revenir par transformation quadratique.
Cette condition peut toutefois e^tre remplacee par le fait d’avoir une intersection
positive (sur le plan eclate aux r points) avec un ensemble ni de courbes rationnelles
(−1). C’est ce que nous rappelons dans la section 1.2, en enoncant le theoreme 2.
C’est cette condition que nous generalisons aux systemes quatre-contraints. La section
3 est consacree a l’etude des courbes rationnelles (−1) qui joueront le ro^le des courbes
(−1) du theoreme 1:2.
Ce critere nous permet de conclure la preuve du theoreme 1. Toutefois, on ne lui
accordera pas la me^me valeur que dans pour les systemes denis par des gros points
generiques dans le plan: nous avons mis a jour cinq systemes \exceptionnels" qui
ont une intersection positive avec la droite et les courbes tests, mais qui n’ont pas la
dimension attendue. Ainsi s’il existe une conjecture pour qu’un systeme lineaire deni
par des gros points ait la dimension attendue, nous ne sommes pas encore en mesure
de donner une conjecture similaire sur les systemes contraints.
La recurrence: La recurrence s’eectue sans diculte pour les systemes de degre
superieur ou egal a 17. En revanche, pour un degre inferieur a 16, la methode d’Horace
dierentielle produit souvent des systemes ne satisfaisant pas l’hypothese de recurrence.
Le programme que nous utilisons dresse une liste exhaustive de tous les systemes
quatre-contraints de degre inferieur a 17, satisfaisant les hypotheses de recurrence. En
appliquant la methode d’Horace, et en eliminant les composantes rationnelles apparentes
il tente de prouver que chacun de ces systemes a la dimension attendue.
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Pour dix-neuf cas (de degres six a dix) cet algorithme ne permet toujours pas de
decider si ces systemes ont, ou n’ont pas, la dimension attendue. Dans la derniere
section, nous montrons a la main que ces systemes sont eectivement reguliers, ce qui
achevera la preuve du theoreme 1.
1. Preliminaires
1.1. Eclatement du plan
Suivant la terminologie usuelle, nous appelerons gros point sur P2, de support P et
de multiplicite m, le schema ponctuel deni par l’ideal ImP , ou IP est l’ideal du point
P; nous noterons Pm un tel schema.
Soient x = (P1; : : : ; Pr) un r-uplet de points distincts de P2, et r entiers positifs,
m1; : : : ; mr . Posons Z = P
m1
1 [    [ Pmrr ; son ideal sera note IZ . Si d est un entier
positif, nous nous interessons a la dimension du systeme jIZ(d)j=P(H 0(P2;IZ(d))).
Soit maintenant  : Sx ! P2, l’eclatement du plan le long des r points Pi (1  i  r).
Le groupe de Picard de Sx est isomorphe a Zr+1. Nous choisissons comme base de
Pic Sx les classes:
[H ]; [− E1]; : : : ; [− Er];
ou H designe la transformee totale d’une droite de P2 et Ei est le diviseur exceptionnel
au dessus du point Pi. Ainsi, si C est un diviseur de S et si [C] = c[H ] + n1[− E1] +
   + nr[ − Er], nous designerons [C] par le multi-entier c = (c; n1; : : : ; nr), et nous
poserons OS(c) = OS(dH − n1E1 −    − nrEr).
On a la proposition suivante (voir, par exemple, [8]).
Proposition 1.1. Avec les notations precedentes; si
d = (d;m1; : : : ; mr) 2 Z r+1 alors H 0(Sx;O(d)) −! H 0(P2;IZ(d)):
Le systeme sur le plan s’interprete donc comme un systeme lineaire complet sur Sx.
Le diviseur canonique de Pic Sx vaut ! = (−3; (−1)r) (la notation (−1)r designe
l’entier (−1) repete r fois. Nous conserverons cette convention dans la suite). La forme
d’intersection de Pic Sx est donnee par:
(d;m1; : : : ; mr):(c; n1; : : : ; nr) = dc − m1n1 −    − mrnr:
Le theoreme de Riemann{Roch permet de calculer la caracteristique d’Euler{Poincare
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Si d  −2 la dualite de Serre assure que h2(S; d) = 0. Donc (d) = h0(d)− h1(d), et
la dimension attendue pour de tels systemes est:





(par convention, le systeme vide est aecte de la dimension −1). Cette dimension
peut aussi e^tre obtenue en considerant le nombre de conditions lineaires imposees aux
courbes de degre d: au point Pi on demande l’annulation des mi(mi + 1)=2 derivees
partielles, jusqu’a l’ordre mi − 1.
Un faisceau inversible O(d) sur Sx est dit non special ou regulier si: h0(Sx;O(d))=0
si (d)  0 et h1(Sx;O(d))= 0 si (d)  0. Ainsi un systeme Lx(d), tel que d  −2,
a la dimension attendue si et seulement si O(d) est non special.
Remarque. Les remarques ci-dessus valent a priori pour des r-uplets (P1; : : : ; Pr) de
points fermes. Elles sont toutefois toujours valables sur des points non fermes de
l’ouvert U (P2)r des r-uplets de points distincts. Il sut d’eectuer toutes les con-
structions en famille, ce que nous ne faisons pas ici par souci de simplication
(voir [12]).
1.2. Autre formulation du theoreme
On appelle classe exceptionnelle sur S la classe c d’une courbe exceptionnelle de
premiere espece; c’est a dire une courbe rationnelle et irreductible d’auto-intersection
(−1). Ces classes verient c:! =−1 et c2 =−1.
Les classes exceptionnelles orent -conjecturalement- un critere explicite pour verier
qu’un systeme lineaire (d;m1; : : : ; mr) quelconque est non special. Dans [10], A. Hir-
schowitz prouve en eet que la Conjecture 1 est equivalente a l’enonce suivant:
Conjecture 2. Soient x le point generique de (P2)r et d = (d;m1; : : : ; mr) un (r + 1)-
uplet d’entiers positifs tel que m1      mr  0.
Si; pour toute classe exceptionnelle c = (c; n1; : : : ; nr) telle que c  d=2 et ni 
mi=2; d :c  0; alors le systeme Lx(d) a la dimension attendue.
La preuve utilise les transformations de Cremona centrees en trois des r points
(P1; : : : ; Pr) (voir [10] ou [6]).
Lorsque toutes les multiplicites sont inferieures ou egales a 4, on s’interesse aux
classes exceptionnelles c = (c; n1; : : : ; nr) telles que c  d=2 et ni  4 (on suppose
aussi les ni decroissants). Les seules classes possibles sont les suivantes: (1; 12; 0r−2);
(2; 15; 0r−5), (3; 2; 16; 0r−7); (4; 23; 15; 0r−8); (5; 26; 12; 0r−8).
En eet, si l’on ecrit c = (c; 2a; 1b; 0r−a−b) avec (a; b  0). Les deux conditions
c2 = −1 et c:! = −1 nous donnent c2 − 4a − b = −1 et 3c − 2a − b = 1; donc
a= (c− 1)(c− 2)=2. Mais puisque b  0, on doit avoir 3c− (c− 1)(c− 2)  1 ce qui
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n’est vrai que pour 1  c  5. On sait par ailleurs que les sections globales des bres
correspondants sont toutes des courbes rationnelles lisses.
La suite de cet article est consacree a la demonstration du resultat suivant:
Theoreme 2. Soit x0 = (P1; : : : ; Pr); le point generique de X r . Soit d = (d;m1; : : : ; mr)
une classe de Pic Sx0 telle que 4  m1      mr  0. Quitte a ajouter des multi-
plicites nulles a d ; on suppose r  8. Alors si l’intersection de d avec les cinq classes
suivantes est positive ou nulle; O(d) est non special:
(1; 12; 0r−2); (2; 15; 0r−5); (3; 2; 16; 0r−7); (4; 23; 15; 0r−8); (5; 26; 12; 0r−8):
Ce theoreme implique naturellement le theoreme 1. En eet, si d = (d;m1; : : : ; mr)
verie m1      mr  0 et d  m1 + m2 + m3, son intersection avec chacune des
classes exceptionnelles de l’enonce est evidemment positive.
A l’inverse, le raisonnement utilise dans [10] pour prouver l’equivalence des con-
jectures, permettrait de montrer que le theoreme annonce en introduction, implique le
resultat ci-dessus.
Ces deux enonces sont donc equivalents. Il s’avere que le theoreme 2 est celui qui
se generalise le mieux au cas des systemes quatre-contraints presentes ci-apres.
2. Systemes quatre-contraints
Dans cette section, nous denissons les schemas et systemes quatre-contraints et
presentons la methode d’Horace dierentielle.
Nous denissons ensuite la surface d’inversion d’un systeme quatre-contraint, obtenue
en eclatant plusieurs fois le plan. Sur cette surface, il nous sera aise de decouvrir des
composantes rationnelles xes du systeme (voir la Section 3).
2.1. Points residus; schemas et systemes quatre-contraints
Les points residus apparaissent dans la methode d’Horace dierentielle. Ils ont ete
initialement introduits dans [1].
Denition 2.1 (Point residu). Soient S une surface lisse, C une courbe sur S et P un
point lisse de C. Soient p; q (q  p) deux entiers positifs ou nuls.
Nous appelons point residu de type (p; q) et de support P le long de C, le schema
R(p; q)P;C (note aussi R










Les points residus R(p; q) sont des schemas mono^miaux: Si (x; y) estun systeme de
coordonnees locales au point P, tel que y=0 est une equation de C, l’ideal IR(p; q) est
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localement engendre par les mono^mes:
fxp+1; xpy; : : : ; xp+2−qyq−1; xp−qyq; : : : ; ypg:
On represente souvent les ideaux mono^miaux a l’aide \d’escaliers". Par denition un
escalier est une partie E de N2 dont le complementaire cE verie cE +N2c E. Con-
tentons nous ici de decrire sommairement l’escalier d’un ideal mono^mial:
On trace deux axes (des x et des y) et on considere l’ensemble des points a co-
ordonnees entieres positives ou nulles. Pour chaque mono^me xsyt engendrant I , on
enleve tous les points de coordonnees entieres (s0; t0) telles que: si s = 0, t0>t; si
t = 0, s0>s; si s0t0 6= 0, s0>s et t0>t. L’escalier est l’ensemble des points de
coordonnees positives ou nulles restant apres cette operation.
La gure suivante represente les escaliers de tous les points residus dont nous aurons
besoin par la suite:
Nous appellerons parfois l’entier p hauteur ou multiplicite du point residu R(p; q).
Denition 2.2 (Schema quatre-contraint). Nous appelons schema quatre-contraint sur
une courbe lisse C du plan un schema Z de dimension zero:






Les points Pi sont generiques et independants dans P2 et mi  4;
Les points Qi sont generiques et independants sur C et ni  3;
Les points O3; O2; O1 sont generiques et independants sur la courbe C, 0  qi  pi
et pi  i.
Un tel schema sera note:













Denition 2.3 (Systeme quatre-contraint). Nous appelons systeme quatre-contraint
sur une courbe lisse C un systeme lineaire sur P2 de la forme jIZ(d)j ou d est un
entier positif, et Z un schema quatre-contraint sur C.
2.2. Methode d’Horace dierentielle
Rappelons quelques denitions usuelles en methode d’Horace:
Soient L, une droite du plan, et Z un schema de dimension zero sur P2. Nous
appelons trace de Z sur L le schema Z 00=Z \L. Le schema residuel de Z relativement
a L est le schema Z 0 dont l’ideal est le conducteur IZ0 = (IZ : IL). Si d est un entier
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positif, il existe une suite exacte courte naturelle, appelee suite exacte residuelle:
0! IZ0(d− 1) :L−!IZ(d)! IZ00 ;L(d)! 0:
La methode d’Horace dierentielle apparait en toute generalite dans [1]. Nous adap-
tons ici le corollaire 10:3 de [1] au cas d’une droite du plan:
Lemme 2.4 (Lemme d’Horace dierentiel). Soient L une droite et Y un schema de
dimension zero sur P2; Pm un gros point de multiplicite m generique dans le plan; Q
un point generique de L; et d un entier positif. On suppose que d  m− 1.
On note respectivement Y 0 et Y 00 le schema residuel et la trace de Y relativement
a L. Si
(1) d− deg(Y 00)− m=−a o u 1  a  m;
(2) H 0(P2;IY 0[Rm−1;a−1Q;L (d− 1)) = 0; alors H
0(P2;IY[Pm(d)) = 0.
Preuve. Specialisons le point P sur le point Q. Puisque d  m − 1, on sait que
H 1(P2;IQm(d− 1))= 0. Pour utiliser le corollaire 10:3 de [1], il sut de montrer que
H 0(L;IY 00[R00 ;L(d))=0, ou R00 est le schema curviligne sur L de support Q et longueur
(m+1−a) (dans [1], il est deni par l’ideal: IR00=(IQm : Im+1−aL )=(IQm : Im+2−aL )IL):
Mais, d’apres l’egalite (1), on sait que (IY 00[R00 ;L)  0. Puisque L est une courbe
rationnelle, on en conclut que H 0(L;IY 00[R00 ;L(d)) = 0.
La proposition suivante montre que les systemes quatre-contraints sont stables par
methode d’Horace:
Proposition 2.5. Soit Z un systeme quatre-contraint sur une droite L :
LIBRES: Pm11 ; : : : ; P
ms
s ; CONTRAINTS: Q
n1









Soient T1; : : : ; Tl (l  s); l points generiques sur L; et Y le schema obtenu en o^tant
Pmll et en specialisant respectivement P
m1




1 ; : : : ; T
ml−1
l−1 .
Si les conditions du lemme 2:4 sont veriees pour le schema Y [ Pmll ; alors le
schema residuel Y 0 [ Rp;qTl ; produit par la methode d’Horace dierentielle; est un
schema quatre-contraint.
Preuve. Il sut d’observer que les hauteurs des trois points residus R(p3 ;q3)O3 ;
R(p2 ;q2)O2 ; R
(p1 ;q1)
O1 diminuent de un (en particulier, R
(p1 ;q1)
O1 dispara^t). Il ne reste plus
que deux residus de hauteur 2 et 1. Le nouveau residu, Rp;qTl est de hauteur inferieure
a trois.
La situation est similaire pour les gros points Tm11 ; : : : ; T
ml−1
l−1 , dont la multiplicite
diminue de 1.
2.3. Surface d’inversion d’un systeme quatre-contraint
Les systemes lineaires du theoreme 1 s’interpretent, sur le plan eclate en les r points,
comme des systemes lineaires complets. Autrement dit, l’eclatement du plan rend le
faisceau IZ(d) inversible.
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Lorsque Z n’est plus une reunion de gros points, mais un schema quatre-contraint,
on peut encore rendre ce faisceau inversible en eclatant plusieurs points inniment
voisins. Cela conduit a la construction de la surface d’inversion, associee a un schema
quatre-contraint. Nous decrivons ici cette construction.
Soient S0 une surface lisse et R(p; q) un point residu de S0, de support P0 sur une
courbe lisse C. Nous allons denir une surface SR
(p; q)
par une succession de (q + 1)
eclatements du plan:
S0
0 − S1 1 −   q−1 − Sq q − Sq+1:
Sur chaque surface Si, on eclate un point Pi. Ces points sont denis ainsi:
Le point P0 est le support du residu. On note F le diviseur exceptionnel −10 (P0)
sur S1. Le point P1 est le point d’intersection ~C \ F ( ~C est la transformee stricte de
C par 0). Pour i  2, Pi = ~F \ (i−1)−1(Pi−1) ( ~F est la transformee stricte de F par
i−1      1).
La surface Sq est une surface rationnelle contenant q diviseurs exceptionnels E0P0 ; : : : ;
EqP0 ou E
i
P0 =(q q−1     i)−1(Pi): Chaque diviseur EiP0 est une union de q+1− i
composantes irreductibles, dont (q− i) ne sont pas reduites (voir la section 3.2).
Denition 2.6. Soit Z le schema quatre-contraint sur une droite L:
LIBRES: Pm11 ; : : : ; P
ms
s ; CONTRAINTS: Q
n1









ou R(pi;qi)Oi est un residu de hauteur au plus i.
Nous appelons surface d’inversion de Z , SZ , la surface obtenue en eclatant le
plan: une fois, en chacun des points P1; : : : ; Ps; Q1; : : : ; Qt ; deux fois, comme explique
ci-dessus, au point O1; trois fois, comme ci-dessus, au point O2 et quatre fois, comme
ci-dessus, au point O3.
Le groupe Pic SZ sera muni de la base
[H ]; [− EP1 ]; : : : ; [− EPs ]; [− EQ1 ]; : : : ; [− EQt ];
([− E0O3 ]; : : : ; [− E3O3 ]); ([− E0O2 ]; [− E1O2 ]; [− E2O2 ]); ([− E0O1 ]; [− E1O1 ]);
ou H est la transformee totale d’une droite du plan, EPi : EQi sont les diviseurs excep-
tionnels au dessus des points Pi et Qi, et E
j
Oi est le j-ieme diviseur exceptionnel dans
l’eclatement au dessus du support de residu Oi.
La proposition suivante est similaire a la Proposition 1.1 donnee en preliminaires:
Proposition 2.7. Soit Z un schema quatre-contraint et SZ −! P2 sa surface d’inversion.
On note Z et on denit la base de Pic SZ comme dans la denition precedente. Soient
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d un entier positif et d 2 Pic SZ la classe suivante:
d = (d;m1; : : : ; ms; n1; : : : ; nt ; (p1; 1q1 ; 01−q1 ); (p2; 1q2 ; 02−q2 ); (p3; 1q3 ; 03−q3 ));
alors; O(d)
−!IZ(d); en particulier; H 0(P2;IZ(d)) −!H 0(SZ ;O(d)):
Preuve. Le probleme est local sur P2, et est connu au dessus d’un gros point. Soit
donc S0=SpecA, un ouvert ane de P2 ne rencontrant Z qu’en un point residu. Posons
Z = R(p; q)P0 sur S0.
Il sut de montrer que O(−D)=IZ ou D=pE0 +E1 +   +Eq (nous reprenons
les notations de la construction de SZ , en omettant l’indice P0 de EiP0 ).
Soit (x; y) un systeme de coordonees locales en P0, tel que y = 0 est une equation
de la droite L. L’ideal IZ vaut:
hxp+1; xpy; : : : ; xp+2−qyq−1; xp−qyq; : : : ; ypi:
Cet ideal mono^mial est complet (pour une caracterisation des ideaux mono^miaux com-
plets, voir la remarque 2:7 de [2]). Le faisceau d’ideaux IZ verie donc, pour tout
morphisme propre et birationnel f : X ! S0, f(f−1IZ :OX ) = IZ ([11, proposition
6.2]). Il sut donc de prouver que, pour  : SZ ! S0, −1IZ :OSZ = OSZ (−D).
Nous procedons eclatement par eclatement, en commencant par 0. Sur S1, notons Z1
le schema curviligne le long du diviseur exceptionnel F , de longueur q et de support
P1. Montrons que −10 IZ :OS1 =I
p
FIZ1 :
Quitte a restreindre le voisinage, l’eclatement peut-e^tre deni par le morphisme
A
f−!B = A[u : v]=(vy − ux). Sur l’ouvert ane Du (u 6= 0) de S1 l’image de IZ
est:
hvp+1yp+1; vpyp+1; : : : ; vp+2−qyp+1; vp−qyp; : : : ; ypi= hyip:
Sur l’ouvert Dv (v 6= 0) l’image de IZ est:
hxp+1; xp+1u; : : : ; xp+1uq−1; xpuq; : : : ; xpupi= hxiphx; uqi:




Passons maintenant a l’eclatement 1. On note Z2 le schema curviligne de S2 de
longueur q − 1 sur la composante ~F . De la me^me maniere que precedemment, on
montre que −11 IZ1 :OS2 =I−11 (P1)IZ2 et donc que
(0  1)−1IZ :OS2 =Ip(01)−1(P0)I−11 (P1)IZ2 :
Apres (q+ 1) eclatements, on obtient le resultat annonce.
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3. Composantes rationnelles xes
Comme dans le theoreme 2, ce sont des courbes rationnelles qui vont nous donner
un critere pour qu’un systeme quatre-contraint soit regulier.
Ces courbes seront vues sur les surfaces d’inversion des systemes. Trois types de
courbes rationnelles sont prises en compte: la transformee stricte de la droite de con-
trainte, les composantes irreductibles des diviseurs exceptionnels | appelees ici com-
posantes exceptionnelles | et des courbes rationnelles de degre inferieur a 6, que
nous appelons courbes tests. Nous denissons ensuite les systemes sans composante
apparente, qui sont les systemes candidats pour e^tre reguliers.
La recherche des composantes xes sera basee sur la remarque suivante, que l’on
obtient en considerant la suite exacte longue associee a 0 ! OS(D − C) ! OS(D) !
OC(D)! 0.
Remarque 3.1. Soit S une surface; D un diviseur sur S et C une courbe rationnelle;
ireductible et lisse sur S.
Si D:C< 0 et jDj est non vide alors C est composante xe de jDj; et les systemes
jDj et jD − Cj ont me^me dimension.
3.1. La droite de contrainte
Soit Z le schema quatre-contraint sur une droite L:







Nous munissons SZ de la base usuelle
[H ]; [− EP1 ]; : : : ; [− EPs ]; [− EQ1 ]; : : : ; [− EQt ];
([− E0O3 ]; : : : ; [− E3O3 ]); ([− E0O2 ]; [− E1O2 ]; [− E2O2 ]); ([− E0O1 ]; [− E1O1 ]):
La classe de la droite ~L sur SZ est simplement
l = (1; 1s; 0r ; (1; 1; 02); (1; 1; 0); (1; 1)):
D’apres la remarque 3:1, si d 0 est une classe quelconque de Pic SZ , ~L est composante












3 ), (p02; 1
q02 ; 02−q
0
2 ); (p01; 1
q01 ; 01−q
0
1 )) la condition d 0:l< 0 s’ecrit:
d0 − m01 −    − m0s − p03 −min(q03; 1)− p02 −min(q02; 1)− p01 −min(q01; 1)< 0:
3.2. Les composantes exceptionnelles
Les diviseurs exceptionnels de la surface d’inversion au dessus d’un point residu ne
sont pas irreductibles mais union de composantes rationnelles, que nous decrivons ici.
Ce paragraphe se base sur [7,3].
Nous travaillerons au-dessus d’un unique point residu. Tous les resultats et denitions
enonces s’etendent de maniere evidente aux schemas quatre-contraints.
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Soit Z = R(p; q)O un point residu et S
Z sa surface d’inversion, construite par (q + 1)
eclatements successifs au dessus de O. Les (q+1) diviseurs exceptionnels de la surface
SZ seront notes E0; : : : ; Eq.
Si l’on suit pas a pas la construction presentee au paragraphe 2:3, on observera la
situation suivante:
Proposition 3.2. Il existe q + 1 composantes exceptionnelles Fq; : : : ; F0; rationnelles
et irreductibles sur S telles que la decomposition en composantes irreductibles des
diviseurs Ei soient:
Eq = Fq;
Ei = Fi [    [ Fq; pour 1  i  q− 1;
E0 = F0 [ F1 [ 2F2 [    [ qFq:
Dans la base [H ]; [− E0]; : : : ; [− Eq]; les classes de ces diviseurs sont:
[Fq] = (0; 0q;−1);
[Fi] = (0; 0i ;−1; 1; 0q−i−2); pour 1  i  q− 1;
[F0] = (0;−1; 1q):
Nous dirons qu’une classe d de Pic S satisfait les inegalites de proximite si elle a
une intersection positive avec toutes les courbes Fi. Plus explicitement:
Denition 3.3. Soit d = (d;m0; : : : ; mq) un element de Pic SZ muni de la base [H ];
[− E0]; : : : ; [− Eq]. Nous dirons que d satisfait les inegalites de proximite si:
mq  0 (ou d :[Fq]  0);
mi  mi+1pour 1  i  q− 1 (ou d :[Fi]  0):
m0  m1 +   + mq (ou d :[F0]  0):
Si un diviseur eectif D de classe d ne satisfait pas les inegalites de proximite,
l’un des diviseurs Fi a une intersection negative avec D. C’est donc une composante
de D, en peut considerer le diviseur eectif D − Fi, qui verie: H 0(SZ ;O(D)) =
H 0(SZ ;O(D−Fi)): En repetant l’operation autant de fois que necessaire, on est assure
d’obtenir, a terme, un diviseur satisfaisant les inegalites de proximite. C’est la propriete
de dechargement, decrite dans [7] ou [3]:
Proposition 3.4 (Dechargement). Soit D un diviseur sur SZ . Il existe un unique di-
viseur D0 satisfaisant les inegalites de proximite et tel que H 0(SZ ;O(D)) = H 0(SZ ;
O(D0)):
De plus; D = D0 + a0F0 +   + aqFq (a0; : : : ; ai  0):
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Si d = [D] est la classe d’un systeme quatre-contraint sur sa surface d’inversion, d
satisfait les inegalites de proximite. En revanche, la classe [D− ~L] par exemple, ne les
satisfait plus forcement. C’est dans ce type de cas seulement qu’il nous faudra utiliser
le dechargement. Nous appliquerons alors la propriete suivante:
Proposition 3.5. Soit d=(0;m; 1; : : : ; q) une classe sur S telle que les entiers i valent
tous 0 ou 1 (et m  0). Posons l= 1 +   + q.
Apres dechargement; la classe d 0 obtenue vaut:
 (0;m; 1l; 0q−l) si m  l.
 (0;m+ 1; 0q) si m<l.
Preuve. Si, pour 1  i  q− 1, i =0 et i+1 = 1, l’intersection avec la composante Fi
est negative. En enlevant Fi on trouve i = 1 et i+1 = 0.
En repetant l’operation plusieurs fois, on obtient la classe (0;m; 1l; 0q−l). Si m  l,
cette classe verie les inegalites de proximite. Sinon, l’intersection avec F0 est negative.
En o^tant F0, on obtient (0;m+ 1; 0l; (−1)q−l).
On constate alors que l’intersection avec Fq = E(q) vaut −1. En utilisant plusieurs
fois les courbes Fi pour i  l+ 1, il est possible de faire dispara^ tre tous les entiers
−1 en les \poussant" vers la droite.
3.3. Les courbes tests
Dans le theoreme 2, on teste si un systeme est regulier en calculant, sur le plan
eclate, son intersection avec des courbes rationnelles (−1), de degre inferieur ou egal
a cinq, et ayant, au plus des noeuds comme singularites.
Dans cette section, nous recherchons un critere equivalent pour les systemes quatre-
contraints. Les courbes rationnelles considerees sont (vues sur le plan) de degre inferieur
a cinq, et possedent des noeuds, des cusps ou des tacnodes comme seules singularites.
Denition 3.6 (Classe test). Soit Z un schema quatre-contraint sur L, et SZ sa surface
d’inversion, munie de la base habituelle. Soit ~L la transformee stricte de la droite L.
On notera l la classe de ~L.
On appelle classe test pour le schema Z une classe c 2 Pic SZ telle que:
La classe c est rationnelle, d’auto-intersection (−1),
Les multiplicites de c valent au plus deux,
La classe c satisfait les inegalites de proximite,
Le nombre d’intersections l :c est positif ou nul.
Proposition 3.7. Soit c une classe test pour un schema Z alors le systeme L(c) sur
SZ ne contient qu’une seule courbe; rationnelle; irreductible et lisse.
Cette courbe est la transformee stricte; sur SZ ; d’une courbe plane C; de degre c
tel que 1  c  5; et admettant comme seules singularites des noeuds; des cusps ou
des tacnodes (en direction de L).
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Preuve. Pour montrer que le degre est compris entre un et cinq, on reprend la demonstr-
ation du theoreme 2. Sachant cela, il est possible de dresser la liste des dierents cas qui
peuvent se produire. On sera particulierement attentif a la situation aux points residus.
Considerons la situation au dessus du point residu de hauteur trois, la base etant
[H ]; [− E(0)]; [− E(1)]; [− E(2)]; [− E(3)]. Les dierentes possibilites sont:
(c; 0; 03) qui n’impose aucune condition.
(c; 1; 03) qui impose (au moins) un point simple.
(c; 1; 1; 02) qui impose un point tangent a L.
(c; 2; 02) qui impose un point double.
(c; 2; 1; 0) qui impose un noeud ayant une branche tangente a L.
(c; 2; 12), qui impose un cusp dans la direction de L.
(c; 2; 2; 0) qui impose un tacnode dans la direction de L.
Il n’y a pas d’autre possibilite, vu la contrainte sur les inegalites de proximite.
Il est alors possible de dresser la liste des courbes planes auxquelles nous avons
aaire:
Si c = 1: C est une droite passant par deux points dont au plus un sur L.
Si c=2: C est une conique passant par cinq points simples dont deux, au plus, sont
sur L. Ces deux points peuvent e^tre inniment proches au support d’un point residu
de Z ; dans ce cas, la conique est tangente a L.
Si c = 3, il y a trois possibilites: Soit C est une cubique, ayant un noeud dans le
plan et six points simples, dont trois au plus sont sur L.
Soit C est une cubique, ayant un noeud sur L et six points simples, dont au plus
un sur L. S’il y a un point simple sur L, il peut e^tre inniment voisin du noeud (au
support d’un point residu de multiplicite au moins deux); l’une des branches du noeud
est alors tangente a L.
Soit C est une cubique, ayant un cusp sur L (au support d’un point residu) et quatre
points simples dans le plan.
Si c=4, il y a cinq possibilites: Soit C est une quartique, ayant trois points doubles
dans le plan et cinq points simples, dont au plus quatre sur L.
Soit C est une quartique, ayant un point double sur L, deux points doubles dans le
plan, et cinq points simples (dont au plus deux sur L).
Soit C est une quartique, ayant deux points doubles sur L, un point double dans le
plan, et cinq points simples dans le plan.
Soit C est une quartique, ayant un cusp sur L (au support d’un point residu de Z
de multiplicite deux ou trois), deux points doubles dans le plan, et trois points simples
dans le plan.
Soit C est une quartique, ayant un tacnode sur L (au support d’un point residu de
Z de multiplicite deux ou trois), un point double dans le plan, et cinq points simples
dans le plan.
Si c = 5, il y a six possibilites: Soit C est une quintique, ayant six points doubles
dans le plan et deux points simples, eventuellement sur L.
Soit C est une quintique, ayant un point double sur L, cinq points doubles dans le
plan, et deux points simples (eventuellement sur L).
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Soit C est une quintique, ayant deux points doubles sur L, quatre points doubles
dans le plan, et deux points simples (au plus un sur L).
Soit C est une quintique, ayant un cusp sur L (au support d’un point residu de Z
de multiplicite superieure a deux), et cinq points doubles, dont au plus un sur L.
Soit C est une quintique, ayant un tacnode sur L (au support d’un point residu de
Z de multiplicite deux ou trois), quatre points doubles dans le plan, et deux points
simples (au plus un sur L).
Tous ces systemes de courbes sont connus. En particulier, on sait qu’ils ont la
dimension attendue (zero), et la courbe qu’ils denissent est irreductible. Sur la surface
d’inversion, la transformee stricte de cette courbe est lisse.
3.4. Composantes apparentes et cas exceptionnels
Un systeme qui ne contient pas de maniere evidente l’une des courbes rationnelle
etudiee plus haut est un bon candidat pour e^tre regulier. Nous dirons qu’il est sans
composante apparente:
Denition 3.8 (Systeme sans composante apparente). Soit Z un schema quatre-con-
traint, ayant au moins 8 points libres dans le plan (quitte a ajouter des points de multi-
plicite zero, on peut toujours le suposer), et SZ sa surface d’inversion. Soit d la classe
de Pic SZ associee au systeme jIZ(d)j. Soit l , la classe de la transformee stricte de la
droite de contrainte.
Nous dirons que jIZ(d)j est sans composante apparente si:
(1) d :l  0;
(2) Pour toute classe test c, d :c  0.
En abordant ce travail, nous pensions que les systemes quatre-contraints, de dimen-
sion attendue −1, sans composante apparente, auraient la dimension attendue. Il n’en
est rien, comme le montrent les cinq cas exceptionnels suivants:
Proposition 3.9. Soit Z; l’un des cinq systemes quatre-contraints sui-vant:
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Z est sans composante apparente et de dimension attendue −1. Toutefois Z a une
dimension positive:
Le premier systeme contient la courbe union de la droite double 2L et de quatre
fois la conique passant par les cinq points P1; : : : ; P5.
Les quatre systemes de degre 9 contiennent la courbe union de la droite L; de deux
fois la conique P1 : : : P4P5 et de deux fois la conique P1 : : : P4P6.
Preuve. Il s’agit de verications evidentes.
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4. Demonstration du theoreme de regularite
Nous demontrons le theoreme 1 comme corollaire d’une proposition sur les systemes
quatre-contraints de dimension attendue (−1) (proposition 4.1).
La proposition sera demontree dans les trois dernieres sections. On procede par
recurrence sur le degre, en appliquant la methode d’Horace dierentielle sur la droite
de contrainte.
Pour les systemes de degre superieur ou egal a 17, la recurrence s’eectue sans
diculte (section 4.2). Pour les degres inferieurs, le systeme residuel obtenu apres
application de la methode d’Horace contient souvent des composantes apparentes. Il est
alors necessaire d’eliminer ces composantes, ce qui demande un traitement specique
a chaque systeme.
Nous eectuons ce travail a l’aide d’un programme dont l’algorithme est brievement
decrit en section 4.3. Cet algorithme ne permet pas de conclure pour dix-neuf cas.
Nous traitons ces cas a la main dans la derniere section.
4.1. Une proposition impliquant le theoreme
La proposition suivante sera demontree dans les sections 4.2 a 4.4 et:
Proposition 4.1. Soit jIZ(d)j un systeme quatre-contraint sur une droite L; tel que
(IZ(d)) = 0. Si
jIZ(d)j est sans-composante apparente;
jIZ(d)j n’est pas l’un des cinq cas exceptionnels de la propriete 3:9; alors jIZ(d)j
a la dimension attendue (il est vide).
Corollaire 4.2 (theoreme 1). Soit d; r deux entiers positifs et Z le schema Pm11 [  [
Pmrr ou 4  m1      mr  0 et ou les points Pi sont generiques et independants
dans le plan.
Si d  m1 + m2 + m3; le systeme jIZ(d)j a la dimension attendue max(−1;
(IZ(d))− 1).
Preuve. Si (IZ(d))  0, quitte a ajouter des points simples dans le plan, nous
pouvons supposer que (IZ(d)) = 0. Soit L une droite ne passant par aucun des
points. Puisque L ne contient aucun point, le systeme n’est pas un cas exceptionnel, et
puisque d  m1 + m2 + m3 le systeme est sans composante apparente. On applique la
proposition 4.1.
Si (IZ(d))=−1 nous considerons une droite L passant par P1 et aucun autre point.
Remplacons Pm11 par le residu R
m1−1;m1−1
P1 le long de L. Le schema quatre-contraint Z
0
ainsi obtenu verie (IZ0(d)) = 0. Puisqu’il n’y a que le point P1 sur L, ce n’est pas
un des cas exceptionnels. Puisque d  m1 +m2 +m3 il est sans composante apparente.
On applique encore la proposition 4.1.
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Si (IZ(d)) = −2: S’il y a un point simple, on l’elimine pour se ramener au cas
precedent. Sinon, on remplace Pm11 par le residu R
m1−1;m1−2. On conclut comme ci
dessus.
Si (IZ(d)) = −3: S’il y a un point simple ou un point double, on l’elimine pour
se ramener respectivement aux cas  = −2 ou  = 0. Sinon, on remplace Pm11 par le
residu Rm1−1;m1−3. On conclut comme ci dessus.
Si (IZ(d))  −4 on remplace n’importe quelle multiplicite mi par une multiplicite
mi − 1. La dimension attendue augmente, mais reste negative ou nulle. On conclut par
une recurrence ascendante.
4.2. La recurrence en degre superieur ou egal a 17
Nous montrons ici la proposition 4.1 pour les systemes de degre superieur a seize.
Nous procedons par recurrence sur le degre, en supposant que les systemes de degre
seize satisfont deja la propriete 4:1. Ceci sera justie dans les deux parties suivantes.
Soient d  17, et Z un schema quatre-contraint:
Z = Pm11 [    [ Pmss [ Qn11 [    [ Qntt [ A3 [ A2 [ A1
ou les points Pi sont libres dans le plan (mi  4), ou les points Qi sont contraints sur
la droite L (ni  3) et ou les schemas Ai sont des points residus de hauteur inferieure
ou egale a i et a support generique sur L.






i )< 0: Puisque
mi  4, on sait que mi  25 (mi(mi+1)=2)= 25 deg(Pmii ). De me^me pour Qnii . On verie
aussi que deg(A00i )  25 deg(Ai). Enn, on a suppose que (IZ(d))=0, c’est a dire que










( 2 deg(Z)=5< 0
, d− d(d+ 3)=5< 0
( d  3; ce qui est vrai:
Cette verication eectuee, on sait que l’on peut specialiser P1; : : : ; Pl−1 (l  s) en
des points T1; : : : ; Tl−1 generiques sur L en sorte que:






i ) =  ou 0    3.




deg(A00i )− ml =−a ou 1  a  ml  4.
On choisit aussi un point Tl, generique sur L. Nous appliquons le lemme 2:4 en
specialisant Pl en Tl. Posons
Y = Tm11 [    [ Tml−1l−1 [ Qn11 [    [ Qntt [ A3 [ A2 [ A1
et B = R(ml−1;ml+1−a)Tl;L le residu au point Tl qui apparait dans la condition 2. de 2:4.
Comme d’habitude, on note Y 0; A0i ; B
0 et Y 00; B00; A00i les residus et les traces sur L des
schemas consideres.
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La condition 1. de 2:4 est donnee par l’ Eq. (2). Il reste a montrer que
H 0(IY 0[B(d− 1))= 0. Le systeme residuel jIY 0[B(d− 1)j est quatre-contraint (Propo-
sition 2.5), il verie (IY 0[B(d−1))=0 et est de degre d−1. Par recurrence, il sut
de verier qu’il satisfait aux hypotheses de la Proposition 4.1.
Puisque d−1  16, le systeme ne peut-e^tre un des cinq cas exceptionnels et ne peut
avoir une courbe test comme composante apparente. Il nous sut donc de montrer que
la droite L n’est pas une composante apparente, c’est a dire que:
(d− 1)− deg(Y 0 \ L)− deg(B00)  0
, (d− 1)−Pl−1i=1 (mi − 1)−
Pt
i=1(ni − 1)
−P3i=1 deg(A0i \ L)− deg(B00)>− 1
, (d−Pmi −
P
ni) + (l− 1 + t)
−P deg(A0i \ L)− deg(B00)> 0
(1), + (l− 1 + t) +P(degA00i − deg(A0i \ L))− degB00> 0





(degA00i − deg(A0i \ L))− degB00> 0
, d4 + 34 +
P 3 deg A00i
4 − deg(A0i \ L)

− degB00> 0
(= d4 − 4> 0; ce qui est vrai pour d  17:
La derniere implication provient du fait que   0, deg(B00)  4 et que, pour 1  i  3,
3 degA00i =4− deg(A0i \ L)  0 (on le verie pour tous les residus possibles).
4.3. La recurrence en degre inferieur a 17: un algorithme
Nous decrivons ici l’algorithme du programme en langage C qui nous permet d’etudier
les systemes de degres inferieurs a 17. Nous illustrons cet algorithme par trois exemples
signicatifs.
Le lecteur interesse trouvera un algorithme plus detaille dans [12]. Le programme,
disponible aupres de l’auteur, peut e^tre utilise pour appliquer la methode d’Horace
dierentielle a n’importe quel systeme quatre-contraint.
4.3.1. Description sommaire de l’algorithme
En commencant par le degre un, jusqu’au degre seize, le programme fait la liste
de tous les systemes quatre-contraints satisfaisant les hypotheses du theoreme 4.1. Ces
systemes sont en nombre ni.
Pour chaque cas, il commence par verier si ce systeme peut e^tre specialise en un
autre, de me^me degre, satisfaisant aussi les hypotheses de recurrence. Si oui, il passe
au cas suivant sur la liste. Cela permet de gagner un temps precieux, vu le nombre de
cas a traiter.
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En presence d’un systeme non specialisable, le programme tente d’appliquer la
methode d’Horace dierentielle:
Il choisit tout d’abord les points qui vont e^tre specialises sur la droite, et calcule
le systeme residuel correspondant. Il elimine ensuite les composantes apparentes du
systeme. Trois situations peuvent se produire:
1. Il obtient un systeme sans composante apparente, qui n’est pas l’un des cinq cas
exceptionnels. On sait alors, par recurrence, que la dimension attendue pour ce systeme
est vide.
2. Il obtient un systeme de degre inferieur a zero ayant la dimension attendue (−1).
On sait alors que le systeme est vide sans avoir utilise l’hypothese de recurrence.
3. La dimension attendue a augmente, ou on obtient l’un des cinq cas exceptionnels.
Dans ces deux cas, cette specialisation a echoue et il faut appliquer la methode
d’Horace en specialisant d’autres points. Si toutes les possibilites de specialisation
echouent, c’est que l’algorithme ne permet pas de decider si le systeme a, ou n’a pas,
la dimension attendue. Cette situation ne se produit que pour dix-neuf systemes. Nous
traitons ces dix-neuf cas a la main dans la section suivante.
4.3.2. Trois exemples d’elimination des composantes apparentes
Les trois situations evoquees ci-dessus sont illustrees ici par trois exemples concrets.
Ces exemples sont issus des chiers eectivement produits par notre programme.
Dans chaque cas, il s’agit de montrer que le systeme est vide.
Situation 1: L’elimination conduit a un systeme satisfaisant les hypotheses de
recurrence











On specialise le point P2 sur la droite L et on applique le lemme 2.4. Apres
renumerotation des points, le residuel vaut:
DEG. 5, LIBRES: P31 ; P
1









On se place sur la surface d’inversion SZ
0
, en munissant Pic SZ
0
de la base
[H ]; [− EP1 ]; : : : ; [− EP5 ];
[− EQ1 ]; ([− E0O3 ]; : : : ; [− E3O3 ]); ([− E0O2 ]; [− E1O2 ]; [− E2O2 ]);
La classe du residuel est: d 0 = (5; 3; 17; 22; (1; 1; 0; 0)) et la classe de la transformee
stricte de la droite est: l = (1; 08; 12; (1; 1; 0; 0)): On constate que d 0:l =−1. La droite
est donc une composante apparente du systeme. On elimine cette droite pour obtenir
d 00=d−l=(4; 3; 17; 12; (0; 0; 0; 0)). Ce systeme n’a pas de composante apparente et n’est
pas l’un des cinq cas exceptionnels. Par l’hypothese de recurrence, il a la dimension
attendue.
Situation 2: L’elimination conduit a un systeme de degre 0















Essayons de specialiser P1 sur la droite L. Le lemme 2.4 conduit au systeme residuel
suivant:
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Soit C la conique passant par P1; : : : ; P4; O3. Sur la surface d’inversion, munie de la
base habituelle, les classes du systeme residuel et de la transformee stricte de C sont
respectivement: d 0=(4; 23; 1; (2; 1; 1; 0)) et c=(2; 14; (1; 03)): Elles verient d 0:c=−1,
et on peut eliminer C.
La classe d 0 − c vaut d 00 = (2; 13; 0; (1; 1; 1; 0)). Cette classe ne satisfait pas les
inegalites de proximite au residu de support O3. Apres le dechargement, on trouve la
classe d 000 = (2; 13; 0; (2; 03)):
Cette classe admet la me^me conique, de classe c = (2; 14; (1; 03)) comme com-
posante apparente. La classe obtenue apres elimination de cette conique est d (4) =
(0; 03;−1; (1; 03)) ; qui est de degre zero et de dimension attendue −1. Le systeme est
donc bien vide.
Situation 3: L’elimination conduit a un systeme non vide











Essayons de specialiser le point P1 sur la droite L. Le lemme 2.4 conduit au systeme
residuel suivant:
DEG. 4, LIBRES: P21 ; P
1









qui est de classe d 0 = (4; 2; 14; 1; (2; 1; 1; 0); (1; 1; 0)); sur sa surface d’inversion. La
classe de la transformee stricte de la droite est:
l = (1; 05; 1; (1; 1; 0; 0); (1; 1; 0)): On constate que d 0:l = −2. La droite est donc une
composante apparente du systeme.
On elimine la droite pour obtenir la classe d 00 = d 0 − l , soit
d 00=(3; 2; 14; 0; (1; 0; 1; 0); (0; 0; 0)). Mais (d 00)=1, ce systeme a donc des sections
globales, et la methode a echoue: il faudrait specialiser un autre point.
4.4. Dix-neuf cas non resolus par l’algorithme
L’algorithme presente dans la section precedente ne permet pas de conclure pour
dix-neufs des systemes quatre-contraints etudies (c’est la situation numero 3 de la
section precedente).
La proposition ci-dessous donne la liste des dix-neuf systemes non traites par l’algori-
thme. Nous montrons, cas par cas, que ces systemes ont bien la dimension attendue.
Proposition 4.3. Les dix-neufs systemes quatre-contraints suivants sont reguliers:
1. DEG. 6; LIBRES: P21 ; : : : ; P
2












































3 ; : : : ; P
2

































8. DEG. 10; LIBRES: P41 ; : : : ; P
4
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9. DEG. 10; LIBRES: P41 ; : : : ; P
4









10. DEG. 10; LIBRES: P41 ; : : : ; P
4









11. DEG. 10; LIBRES: P41 ; : : : ; P
4









12. DEG. 10; LIBRES: P41 ; : : : ; P
4









13. DEG. 10; LIBRES: P41 ; : : : ; P
4









14. DEG. 10; LIBRES: P41 ; : : : ; P
4







15. DEG. 10; LIBRES: P41 ; : : : ; P
4









16. DEG. 10; LIBRES: P41 ; : : : ; P
4







17. DEG. 10; LIBRES: P41 ; : : : ; P
4













6 ; CONTRAINTS: Q
2
1 ; : : : ; Q
2
5.











Preuve. Pour chacun de ces cas, on specialise plusieurs points sur une courbe ra-
tionnelle C, jusqu’a ce que cette courbe devienne composante xe du systeme lineaire.
On applique alors la remarque 3.1, qui nous permet de soustraire C au systeme et de
diminuer le degre. On dit alors que l’on exploite C. On recommence l’operation avec,
eventuellement, d’autres courbes rationnelles, jusqu’a ce qu’il soit possible de constater
que le systeme n’a pas de section.
Cas numero 1: On considere la cubique rationnelle et irreductible C ayant un point
double en P1, tangente a L en O1 et passant par O2; P2; P3 et P4. On specialise P5 et
P6 sur C que l’on exploite. Pour etudier le systeme residuel, il est possible d’exploiter
sans specialiser la droite L. On obtient un systeme de courbes de degre 2 assignees a
passer par les six points P2 [    [ P6 [ O2. On ne peut trouver quatre points alignes
parmi ces six: ce systeme est vide.
Cas numero 2: Soit L0 la droite passant par O1 et P1. On specialise P3 sur L0, que
l’on exploite. Il est alors possible d’exploiter sans specialiser la conique passant par les
cinq points P1; P2; P4; O1; O2, puis, successivement, les droites P2O2, L0 et P2O2. Le
systeme residuel contient des courbes de degre 0 assignees a passer par P4: il est vide.
Cas numero 3: Soit L0 la droite passant par O1 et P2. On specialise P3 sur L0
que l’on exploite. On exploite ensuite sans specialiser la droite P1O1, puis la conique
P1P2P4O1O2, la droite P1O2 et enn de nouveau L0. Il reste le systeme des courbes
de degre 1 assignees a passer par les trois points P1; P4; O2. Ce systeme est vide.
Cas numero 4: Soit L0 la droite passant par P1 et P2. On specialise Q1 (le long de
L) sur L0 que l’on exploite. On se ramene alors au cas numero 2 traite ci dessus.
Cas numero 5: Soit C la conique passant par P1; P2; P3 et tangente a L en O1. On
specialise P4 et P5 sur C que l’on exploite. On peut ensuite exploiter L sans specialiser,
suivie de la droite P1P2.
Le degre vaut alors 4 et il reste un point simple et un residu R(1;1)O2 sur L. On
specialise le point P6 sur L et on exploite cette droite. Sans specialiser, on exploite de
nouveau C, puis la droite P1P2 pour obtenir un systeme vide, de degre 0.
Cas numero 6: Soit L0 la droite P1O1. On specialise P3 sur L0 pour l’exploiter. Sans
specialiser, on exploite ensuite la cubique ayant un point double en P2 et passant par
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P1; P3; P4; Q1; O1 et O2, suivie des coniques P1P2P3P4O2 et P1P2P4O1O2. Le systeme
residuel est vide, de degre 0.
Cas numero 7: Soit C la conique passant par P1; P2; P3 et tangente a L en O1. On
specialise P4 sur cette conique que l’on exploite. On exploite ensuite la droite L sans
specialiser, suivie des droites P1P2; P2P3 et P1P3. Il reste le systeme des courbes de
degre 2 assignees a passer par les 4 points P1; P2; P3; P4 et par le residu R
(1;1)
O2 . Ce
systeme n’a pas de section.
Cas numeros 8 a 13: Soit C la conique passant par les cinq points P1 : : : P5. Pour
les six systemes, il est possible de specialiser sur C, le long de L, un residu de type
(1; 1) ou un point simple. On exploite cette conique.
Sans specialiser, on peut alors exploiter la droite L, suivie a nouveau de C. On obtient
un systeme de courbes de degre 5 passant par les cinq points doubles generiques dans
le plan P1; : : : ; P5 ainsi qu’un point double et 3 points simples de L (plusieurs de ces
points pouvant e^tre inniment proches). On peut alors exploiter une courbe rationnelle
de degre 5 ayant six points doubles et deux points simples pour obtenir un systeme de
courbes de degre zero assignees a passer par un point simple.
Cas numeros 14 a 17: On considere C, la conique passant par P1; : : : ; P4, et l’unique
point de hauteur 3 sur L. Pour les cas 14 a 17, on specialise respectivement Q1; Q1; O1;
Q2 en L \ C. On exploite cette C.
Posons maintenant G = O1 pour les cas 14; 15; 17, et G = O2 pour le cas numero
16. Le point G est le support d’un residu ayant une trace de longueur 3 sur L. Soit B
la cubique ayant un point double en P5, passant par P1; P2; P3; P4 et tangente a L en
G. Si G se situe en C \ L, on specialise un point de hauteur 2 en G \ L. Sinon, on
specialise un point de hauteur 2 situe a l’intersection C \ L en G \ L (la conique ne
degenere pas). On exploite B.
Pour le systeme 14, il est alors possible d’exploiter a nouveau B sans specialiser.
Pour le systeme 16, on exploite la conique C, puis B. Pour les deux autres systemes,
on peut exploiter sans specialiser une courbe de degre cinq ayant six points doubles et
deux points simples.
Cas numero 18: Soit C la quintique rationnelle ayant six points doubles en P1; : : : ; P5;
Q1 et passant par Q2 et Q3. On specialise P6 sur C, et Q4 au point d’intersection C\L
encore libre, et on exploite C. On peut alors exploiter sans specialiser la quintique
ayant six points doubles en P1; : : : ; P5 et Q5, et passant par les deux points Q2 et Q3.
Il reste le systeme des courbes de degre zero assignees a passer par le point Q4. Ce
systeme est vide.
Cas numero 19: Soit L0 la droite passant par P1 et P2. On specialise O1 sur L0. On
specialise ensuite P6 sur L0, que l’on exploite a l’aide du lemme d’Horace dierentiel.
On obtient un residu de type (1; 1) en P6 le long de L0. On peut ensuite exploiter L0
sans specialiser.
Toujours sans specialiser, on exploite 2 fois de suite la quartique rationnelle ayant
trois noeuds en P3; P4; P5 et passant par les 5 points P1; P2; Q1; O1; O2. On obtient un
systeme vide de degre 0.
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