ABSTRACT: Solution-processed organometallic perovskites have rapidly developed into a top candidate for the active layer of photovoltaic devices. Despite the remarkable progress associated with perovskite materials, many questions about the fundamental photophysical processes taking place in these devices, remain open. High on the list of unexplained phenomena are very modest mobilities despite low charge carrier effective masses. Moreover, experiments elucidate unique degradation of photocurrent affecting stable operation of perovskite solar cells. These puzzles suggest that, while ionic hybrid perovskite devices may have efficiencies on par with conventional Si and GaAs devices, they exhibit more complicated charge transport phenomena. Here we report the results from an in-depth computational study of small polaron formation, electronic structure, charge density, and reorganization energies using both periodic boundary conditions and isolated structures. Using the hybrid density functional theory, we found that volumetric strain in a CsPbI 3 cluster creates a polaron with binding energy of around 300 and 900 meV for holes and electrons, respectively. In the MAPbI 3 (MA = CH 3 NH 3 ) cluster, both volumetric strain and MA reorientation effects lead to larger binding energies at around 600 and 1300 meV for holes and electrons, respectively. Such large reorganization energies suggest appearance of small polarons in organometallic perovskite materials. The fact that both volumetric lattice strain and MA molecular rotational degrees of freedom can cooperate to create and stabilize polarons indicates that in order to mitigate this problem, formamidinium (FA = HC(NH 2 ) 2 ) and cesium (Cs) based crystals and alloys, are potentially better materials for solar cell and other optoelectronic applications. KEYWORDS: Organic−inorganic perovskite, polaron, photovoltaic, cation rotations H ybrid organometallic perovskite (HOP) based solar cells have recently emerged as one of the most promising thinfilm photovoltaic materials.
H ybrid organometallic perovskite (HOP) based solar cells have recently emerged as one of the most promising thinfilm photovoltaic materials. 1−3 For example, solar cells prepared using low-temperature solution-based methods with methylammonium (MA = CH 3 NH 3 ) lead iodide, MAPbI 3 , have achieved an increase in efficiency from 3.5% to over 20% in about 5 years of effort. 4−6 The major draw of HOP materials comes from a combination of their high efficiency, low processing cost, and composition from earth-abundant and readily available elements. The unprecedented progress of HOP cell efficiency is indebted to research accomplishments in our understanding of photophysics of other electronically functional nanostructured materials such as organic semiconductors, metalorganic complexes, quantum dots, etc.
Despite the rapid development of organic−inorganic perovskite solar cells, there remain many questions about the fundamental photophysical processes taking place in these devices. For instance, HOP materials are known to have very low effective masses for electrons and holes, at ∼0.15m 0 and 0.1m 0 , respectively (here m 0 is the mass of a free electron), 7−10 and very low electron−hole recombination rates, 11 but thin films exhibit modest charge carrier mobilities as compared to conventional semiconductors. 12, 13 In order to capitalize on perovskite materials innate advantageous properties, a comprehensive understanding of the occurring phenomena is required. Just as HOP materials combine the efficiency of conventional semiconductor solar cells with the affordability of organic devices, lessons learned from both inorganic and organic materials are going to have to be integrated into one narrative.
Formation of polaron quasiparticles could prove to be very important for describing the charge carrier behavior in ionic and highly polar crystals such as perovskites. Lately many authors have proposed that the motion of the organic cations, specifically the reorientation of the dipole associated with CH 3 NH 3 + , can stabilize and localize charge carriers in the HOP lattice across many unit cells.
14−19 Electrons self-trapped over several lattice sites in a polarizable medium can be modeled in the effective mass approximation and are known as large polarons. 20−22 Large polarons typically appear in ionic or highly polar crystals (such as many III−V, II−VI semiconductors, alkali halides, and others), 22−24 where the Coulomb interaction between a conduction electron and the lattice ions results in an enhanced electron−phonon coupling. These quasiparticles have effective sizes much larger than the bond-length and travel through a lattice as free electrons but with an enhanced effective mass, which can explain the observed low electron−hole recombination rates 15, 25 and modest mobility in perovskites 18 as compared to the values expected from the electron and hole effective mass. Polar fluctuations in HOPs can also support charge carrier separation, which would contribute to long carrier lifetimes. 26, 27 Additionally, large polarons have also been invoked to explain light induced changes to the HOP low-frequency dielectric response. 28 In contrast to the large polaron picture, when the binding energy is large, the effective mass approximation no longer works and the carriers are described as small polarons, which are spatially localized on a few lattice constants. 29 Small polarons play a very important role in organic semiconductors 30−32 and transition metal oxides 24, 33 by controlling charge carrier transport. They may also form in the HOP materials as indirectly evidenced by recent experimental observations of solar cell photodegradation dynamics. 34 In this case, small polarons would not contribute to the overall carrier mobilities but are expected to create regions of charge accumulation, which in turn cause performance degradation. Other than size, the most important difference between large and small polarons is in their charge transport: large polarons tend to have band-like transport, while small polarons usually undergo incoherent hopping transport. Band and hopping transport are described by different theories and, therefore, in order to properly model transport in perovskite materials under different operating conditions, detailed studies on both small and large polaronic effects are needed.
Here we report the results from an in-depth hybrid density functional theory (DFT) study of small polaron formation in HOPs. First, we invoke symmetry analysis in order to determine the lattices degrees of freedom coupled to the electronic system. Periodic boundary condition calculations were then performed to demonstrate how the energy levels and charge density of frontier orbitals were changed by polaron formation. Calculations of isolated clusters were used to explore charged state properties, localization of spin density, and to quantitatively evaluate the upper bounds of reorganization energies, which altogether bespeak characteristic small polaron features. To commensurate our computational findings, we finally summarize recent experiments that provide indirect evidence for small polaron formation in HOP solar devices. We find that upon full vibrational relaxation, small polarons are formed with sizes on the order of a lattice spacing and binding energy deep into the band gap.
Symmetry Considerations. The building blocks of the hybrid lead halide perovskite structure are the Pb halide octahedra, PbX 6 4− (X = halide), that are corner-shared to form a 3D crystalline lattice with a PbX 3 − stoichiometry. The cavities in the inorganic lattice are charge-balanced and filled with organic cations, such as MA = CH 3 NH 3 + . Thus, the crystalline structure of HOPs can be viewed as two alternating sublattices. The VBM (valence band maximum) is mainly the antibonding component of the hybridization between Pb s states and I p states, while the conduction band minimum (CBM) is dominated by the Pb p orbitals. Therefore, charge transport in HOPs occurs in the inorganic PbX 3 − sublattice, and the organic CH 3 NH 3 + sublattice acts as a medium that can modify the electrostatic landscape the charge carriers experience, leading to charge screening and localization. 18, 35 Electron−phonon coupling is first investigated in the weak coupling regime assuming independent particles allowing group theory analyses. For the reference Pm3̅ m cubic space group of HOP, the possible intravalley nonpolar deformation couplings of the VBM and CBM states only involve acoustic phonons, via a first order acoustic deformation potential (ADP) related to the strain tensor components. 36, 37 Moreover, due to spin−orbit coupling in the CB, only local volumetric strain is expected to couple to VBM and CBM states and influence the first order ADP. This short-range interaction is important and may yield in the strong coupling regime the so-called "acoustic polarons", which can trigger self-trapped electronic states. 24, 38 However, none of the three lattice optical phonons can interact with the VBM and the CBM states via a conventional zero order nonpolar optical deformation potential (ODP).
36, 37 Before examining in detail the additional coupling between the VBM and CBM states and the molecular degrees of freedom, let us consider polar coupling mechanisms for phonons. The polar Frolich long-range interaction between the delocalized CBM and VBM states and polar optical phonons (FOP) is an important carrier scattering process in hybrid perovskites as a result of dielectric increment between the high and medium frequency ranges related to longitudinal optical modes. In the strong coupling regime, it yields the so-called "Froḧlich polarons". The classical piezoelectric electron-acoustic phonon polar coupling (PZA) vanishes in Pm3̅ m crystal structures. Simultaneous vanishing ODP and PZA electron phonon coupling mechanisms is a unique feature, which shows that halide perovskites define a specific new class of semiconductors.
In the parent cubic phase, the MA ion lies at the center of the regular cube formed by eight Pb 2+ ions. This requires the MA ion to be disordered in a certain way. 39 Discrete pseudospin (PS) models A, B, and C, Figure 1a −c, correspond to the thermally activated molecular tumbling occurring between the 6, 8, and 12 equiv orientations from the center toward the faces ([100]), the edges ([110]), and the corners ([111]) of the cubic cell, respectively. PS are simplified pictures of a more general approach involving continuous rotator functions. 40, 41 Pseudospins and rotator functions allow describing molecular orientational fluctuations via nonpolar elastic and polar electric multipoles. Elastic multipoles span the same irreducible representations (IR) as the strain components, yielding a linear coupling with the lattice strain. 40, 41 In the strong coupling regime, the formation of polaronic states is thus expected through deformation potentials and short-range interactions, between local volumetric strain and local molecular arrangements once translational symmetry is lost, Figure 1d ,e. Static orientations of the cations correspond to a superposition of electric and elastic contributions. 41 Between knowledge of the charge density of band edge states and an understanding of symmetry allowed molecular arrangements lay the groundwork for our understanding of the atomistic formation of polarons. Periodic Boundary Condition (PBC) DFT Calculations. PBC DFT calculations were initially used to characterize the influence of local lattice deformations and eventual polaron formation. Early PBC calculations using DFT at the Generalized Gradient Approximation (GGA) level showed good agreement between theoretically determined band gaps and experimental measurements in the MAPbI 3 material. However, this agreement was due to the cancellation of errors between absence of spin orbit coupling (SOC) and many-body effects.
36, 42 When both phenomena are included (e.g., with computationally expensive GW and SOC frameworks), the good agreement returns. 7, 8 Hybrid functionals that include a fraction of the long-range exact exchange, such as HSE, 43 generally increase the band gap compared to standard GGA methods, thus improving agreement with experiment. Thus, hybrid DFT has been proved to be numerically efficient method resulting in a reasonable accuracy when modeling perovskite materials. 8 In this work, for calculations involving PBC, we use the HSE and PBE0 functionals including SOC effects as implemented in the Vienna Ab initio Simulation Package (VASP) 44, 45 (see Computational Details section in the SI).
Our modeling starts from the bulk structure for the low temperature orthorhombic phase of MAPbI 3 and optimizing until forces are below 0.02 eV/Å. 46 Based on the abovementioned symmetry analysis, suitable models can be constructed to illustrate the formation of polarons. To this end, to illustrate modification of frontier orbitals due to organic cation motions we consider a neutrally charged super cell of 192 atoms. Consistently with electrostatic interactions, the cationic MA's are rotated toward an electron residing at one of the Pb atoms mimicking the creation of a "heavy" charge carrier or small polaron. The nearest neighbor MA cations are first manually rotated so that the dipoles are facing toward the chosen Pb atom. The system is then allowed to optimize for several optimization steps to reduce strain while retaining the direction of the MA dipoles. Figure 2 shows the change in VBM and CBM states from the unperturbed system (a,b) and when the nearest 8 MA dipoles are rotated toward the Pb atom (c,d). In this case the charge density of the VBM remains highly delocalized away from the central Pb atom, while that of the CBM becomes localized on that Pb cation. This is indicative of the creation of a polaron for an excited electron in the CBM. The observed separation of charges is going to reduce radiative recombination between mobile and localized carriers. It should be noted that the charge densities remain unchanged with respect to cutoff energy, inclusion of SOC, van der Waal's interactions, and between functionals. In order to obtain a first estimate of the polaron stabilization energy, we calculated the change in band gap between the unperturbed system and the system where MA's have been rotated. Using both the HSE and PBE0 functional we got a band gap stabilization of about 160 meV in both cases.
Isolated Structure Calculations. PBC, however, do not allow treatment of charged states due to spurious interaction of the charged cell with its replicas. We subsequently conducted simulations of finite structures similar to what has been done in the case of organic semiconductors. 30−32 When simulating charged systems, long-range interactions are expected to play a significant role, requiring range-corrected functionals. For example, the hybrid exchange-correlation CAM-B3LYP functional (here fraction of the exact exchange varies from 20% to 65%) 47 in the presence of a polarizable solvent reproduces correctly the polaronic effects in the organic semiconductors. 30−32 In this work, all calculations of HOP isolated clusters were performed using the CAM-B3LYP functional combined with the LANL2dz (for Pb and I) and 6-31G* (for N, C, and H) basis sets using Gaussian 09 software package 48 (see Computational Details section in the SI). Additionally, we include a polar solvent (ε = 78) via the conductor-like polarizable continuum model. 49 For comparison between the periodic system and isolated clusters, the calculations were also performed using the HSE model, and these results are shown in the SI.
There were several considerations when designing the isolated HOP structures. We started with lattice parameters that were derived from variable temperature powder X-ray diffraction experiments, taking the low temperature structure of MAPbI 3 as refined in a cubic lattice. 46 In order to minimize dangling bonds, the cluster should be terminated on all sides with the MAI (CsI). There must also be charge balance. Equations 1 and 2 ensure that the system is overall neutral (1)
Here n Pb , n MA , and n I are the number of Pb, MA, and I atoms, respectively. I 1 corresponds to an atom on the surface that is only bonded to one Pb atom, while I 2 corresponds to an I atom that is bonded to two Pb atoms. The cluster must be large enough to include at least eight MA cations surrounding the central Pb atom. To fulfill all conditions, we end up with a cluster having the following stoichiometry: MA 54 Pb 27 I 108 (I 1 = I 2 = 54). A cube fully terminated by MA (Cs) and I would require 64 MA molecules. In order to achieve charge balance between the ions and maximize symmetry the eight corner MAs were removed as were two opposite MA molecules on opposite edges. Figure S1 in the SI shows the resulting structures for both MA 54 Pb 27 I 108 and Cs 54 Pb 27 I 108 isolated clusters before and after geometry optimization. Despite the change in stoichiometry because the clusters originate from the bulk 3D geometry we will still refer to them as MAPbI 3 and CsPbI 3 .
Performing calculations with both Cs and MA cations allows for separation between the effects of dipole rotation and volumetric strain. We will start by summarizing what takes place in the Cs-based system. The procedure for determining the polaron binding energy is to optimize the unperturbed neutral system. Once the geometry has been completely optimized, we add/remove an electron and perform a single point calculation to get the energy of the charged system in the neutral ground state geometry. We then compare this energy to a Cs-based system that has been geometrically optimized while charged. Figure 3 illustrates the spin density of electrons and holes in the optimized ground state and charged geometries. Of note is that even optimization of the ideal structure in the neutral states causes some charge localization in the charged state, emphasizing that by studying isolated clusters we are providing an upper bound for polaron binding energy. When the atomic coordinates are optimized in the respective charged states, holes show only a slight increase in their localization while electrons display a dramatic localization. Since an electron in the bottom of the conduction band is predominantly located on Pb atoms, and the cell we designed has Pb at the center, it is not surprising that the electron is the species that preferentially forms a polaron. It should be noted that a hole on a central halide would repel both the surrounding Pb and Cs/MA cations, reducing polaron binding energy. Using the HSE functional Figure S2 in the SI, both the electron and hole spin density in the ground state geometry are delocalized across the entire cluster. For the charged geometries, the hole remains delocalized, while the electron becomes noticeably localized.
In order to quantify the polaron binding energy we calculate the two relaxation energies, the sum of which is the reorganization energy as, for example, enters in a standard Marcus theory describing electron transfer, 50 as shown in Figure S3 in the SI. The internal reorganization energy essentially quantifies variation of electronic energy due to the geometry changes when an electron is added or removed from the cluster. 51 The intramolecular reorganization energy is the sum of two components (λ 1 and λ 2 ) defined as
where λ 1 represents the change in energy between the neutral species in the optimized geometry of charged state (E*) and the relaxed neutral species (E). The respective energy difference for the charged system at the neutral species geometry (E c *) and the relaxed charge geometry (E c ) is represented by λ 1. The polaron binding energy is given by λ 2 .
Using the CAM-B3LYP functional, we found that electrons have a binding energy of about 900 meV, which is much larger than the 270 meV binding energy for holes, Table 1 . The results for the HSE functional are given in Table S1 and Figure  S4 in the SI. As expected, binding energies for both holes and electrons decreased to 36 and 398 meV, respectively, owing to the lack of appropriate electronic exchange. Notably, semilocal models (e.g., GGA) and hybrid functionals with a small fraction of exact exchange (e.g., B3LYP, PBE0, HSE) are unable to describe polarons in other systems such as organic semiconductors. 30−32 As a reminder, all these numbers serve as an upper bound in polaron binding energy as the introduction of a finite system introduces quantum confinement effects.
Moving on to the MAPbI 3 system, the procedure for finding the binding energy changes slightly. Once the neutral geometry has been optimized and a single-point energy has been calculated for the charged versions, this energy is compared to a system where the MA molecules have been rotated (toward the central Pb atom for electrons and away for holes) and geometrically optimized in their charged state, as shown Figure 4 for the CAM-B3LYP functional. This ensures better starting structures for geometry relaxation of the charged states based on physical intuition. In the neutral geometry the hole electronic density is not in the center. This occurs because the geometry optimization spontaneously breaks the cluster symmetry and/or because the hole prefers to be centered on a halide, which is not going to be centrally located. However, in both cases the electron and the hole are significantly localized once the system is optimized in the charged state.
Electrons form a polaron binding energy of 1377 meV as given by the CAM-B3LYP model, Table 1 . The magnitude of the polaron binding energy is likely overestimated due to confinement effects, but it is clear that tighter polarons are formed when MA atoms are present. The binding energy for holes is 578 meV. It should be made clear that not all of the binding energy comes from contributions of MA rotations as the system is also able to undergo volumetric strain during the optimization process. When these calculations are performed using the HSE functional (Table S1 ) the binding energies for holes and electrons become 33 and 880 meV, respectively. The fact that both volumetric (Cs) and rotational strain (MA) can cooperate to small polaron formation indicates that the best way to reduce polaron formation would be to use a larger organic cation with a smaller dipole moment such as formamidinium (FA = HC(NH 2 ) 2 ). These theoretical and experimental insights could explain why the current top perovskite solar cells are made with alloys containing FA.
6,52−54 Recent reports on perovskite cells demonstrate Experimental Evidence. We recently demonstrated the reduction in photocurrent, and subsequently device efficiency, in crystalline large grain size MAPbI 3 perovskite solar cells under constant solar illumination. The efficiency rapidly recovers to its original value after less than 1 min in the dark. 34 Localized charged states strongly coupled to local structural lattice distortions and MA quasistatic configurations creating small polaron states offer a nice explanation for the experimental observation of very slow degradation and fast selfhealing on perovskite cell devices. In this picture, small polarons produced by light irradiation seed the formation of macroscopic charged domains preventing efficient charge extraction.
Conclusion. Polaron quasiparticles frequently determine the charge carrier behavior in ionic and highly polar crystals such as perovskites. In this letter our computational study suggests small polaron formation in HOPs. A thorough investigation shows that localized charged states strongly couple to local structural lattice distortions and MA quasistatic configurations. Through symmetry arguments and DFT calculations using hybrid functionals, it was shown that MA dipoles can align with a charge centered on a Pb atom. Periodic boundary condition calculations demonstrate that frontier orbitals become localized after MA reorientation and that the band gap shows a stabilization in the 100s of meV. Moving on to charged isolated clusters, we found that electrons have a polaron binding energy much larger than holes, and are therefore able to predict that electrons are more readily trapped. Using the CAM-B3LYP functional we found that volumetric strain in a CsPbI 3 cluster creates a polaron with binding energy of around 900 meV. In the MAPbI 3 cluster there is both volumetric strain and MA reorientation so binding energies are deeper at around 1300 meV. These computational insights allow rationalizing experimental studies showing that prolonged exposure to light leads to the accumulation of space charge, and yet, there is no physical degradation or change in stoichiometry of the sample. Additionally, there is an evidence of a slowdown in MA rotation and formation of light-activated metastable trap states that are localized more than 500 meV deep within the band gap, 34 in excellent agreement with our numerical results. Such comprehensive computational studies are necessary in order to fully understand the complex behavior of perovskite materials and maximize electronic properties of these interesting materials to their full potential. For example, the fact that both lattice volumetric strain and rotational degrees of freedom can cooperate to create polarons justifies superior performance of FAPbI 3 and Cs containing materials in solar cell applications. 6 
