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ABSTRACT
The path-integral measure of linearized gravity around a saddle-point back-
ground with the cosmological term is considered in order to study the conformal
rotation prescription proposed by Gibbons, Hawking and Perry. It is also argued
that the most generally used measure, i.e., the covariant path-integral measure,
does not give us a one-loop partition function which the only physical variables
contribute and that its path integral fails to keep the cancellation of contributions
between the Faddeev-Popov ghosts and the unphysical variables of the linearized
gravitational field, although it has a coordinate invariant measure. In de Sitter
spacetime, it is shown that the uncancellation factor can be understood as a non-
trivial (anomalous) Jacobian factor under the transformation of the path-integral
measure from covariant one to canonical one.
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1. Introduction
The truth that Euclidean path integrals are directly combined with classical
actions has made them most popular as attractive and powerful tools for investiga-
tion of field theories in curved spacetime and quantum gravity [1-5]. They enable
us to have suggestive discussions with respect to gauge symmetries of systems if the
classical actions have them, and also manifest coordinate invariance which matches
the spirit of general relativity. Under such circumstances, the issue of derivation of
the Euclidean gravitational path-integral formula from the canonical quantization
may be very important to obtain theoretical meanings of the conformal rotation
prescription proposed by Gibbons, Hawking and Perry [6]. Furthermore, if it is
done, objects given by the path integral of gravity may become more meaningful,
for example, with respect to whether the path integral has some information on
the ground state similarly to the case of any field theory with a positive-definite
hamiltonian in the flat spacetime [7].
However, it is very difficult in the Einstein gravity to derive the path integral
or to give the theoretical meanings to the conformal rotation. Because the Einstein
theory is a reparametrization one, in which the physical time is a dynamical vari-
able. Thus it is necessary to identify the physical time which plays a privileged role
in the canonical formalism, when quantizing it according to that formalism [8-10].
With the identification it might be possible to construct a path-integral formula
from the canonical approach. Unfortunately, the choice of the physical time is a
difficult problem and even if it is done it is not so trivial how the choice is reflected
in the path-integral formula, particularly in the covariant expression. Hence the
choice of the physical time may be an important issue in quantum gravity.
Also in linearized gravity, we have to take the contour of integration for a
variable associated with the conformal factor to be parallel to the imaginary axis
in order to make the Euclidean path integral converge, since the action of linearized
gravity is unbounded from below with respect to the variable. Here the time is
not a dynamical variable, so the theoretical foundation of the conformal rotation
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in linearized gravity may be different from that in the case of gravity, but can
be discussed from the standpoint as a gauge theory: indeed, as studied by many
authors in the flat spacetime [11-13], the variable needing the conformal rotation
is an unphysical one like A0 in the Abelian gauge theory, and it is found that one
has to rotate it to the imaginary axis, in addition to Wick rotating, in order to
obtain the well-defined covariant formulation of the Euclidean path integral.
Furthermore, in linearized gravity around a nontrivial background such as
de Sitter spacetime, it was shown by Griffin and Kosower [14] that the Euclidean
action of the physical part is positive definite, which means that the conformal
rotation is not necessary when taking a special gauge fixing condition so that re-
dundant variables all may vanish like the Coulomb gauge in the Abelian gauge
theory, although on this background the conformal rotation in covariant gauges is
more complicated as compared with that on the flat spacetime background. They
also pointed out in this de Sitter spacetime that the covariant path integral does not
give the one-loop correction which is contributed by the only physical variables,
in other words, that the covariant path integral is different from the canonical
path integral. The same thing also happens in the Abelian gauge theory in curved
spacetime [15-17]. This issue may be noticeable also from the point of view of
reexamination of the Faddeev-Popov conjecture [18,19] that path integrals in var-
ious gauge choices are all same, because now the difference of the path-integral
measures may emerge as differences of path integrals between various gauges [17].
The purpose of this paper is to study the relation between the covariant path
integral and the canonical approach to linearized gravity in curved spacetime and
the uncancellation of the one-loop contributions given from the unphysical vari-
ables and the Faddeev-Popov ghosts. It is shown that the uncancellation factor can
be also understood as a nontrivial (anomalous) Jacobian factor under the transfor-
mation of the path-integral measure from covariant one to canonical one, similarly
to the case of the Abelian gauge theory.
This paper is organized as follows: in section 2 it is pointed out that the
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covariant path integral of linearized gravity around a saddle-point background
with the cosmological term does not give us the one-loop partition function which
the only physical modes contribute and also that its path integral fails to keep the
cancellation of contributions from the Faddeev-Popov ghosts and the unphysical
modes of the linearized gravitational field. In section 3 we study how the modes
needing the conformal rotation prescription depend on the gauge fixing condition
with gauge parameters α and η. In section 4 it is shown that the uncancellation
factor can be understood as a nontrivial (anomalous) Jacobian factor under the
transformation of the path-integral measure from canonical one to covariant one.
Section 5 is devoted to conclusion, and eigenfunctions on SD are summarized in
Appendix A.
2. BRST Path Integral of Linearized Gravity
In this section, we formally calculate the one-loop correction by the use of
the BRST path-integral method with the covariant measure, and a probability is
then pointed out that the contribution of the Faddeev-Popov ghosts might not
generally cancel out with one from the unphysical degrees of freedom of linearized
gravitational field.
Our starting Euclidean path integral of linearized gravity in a D-dimensional
curved spacetime is
Z ≡
∫
Dhµν∆FP exp
[
− 1
h¯
(I + IGF)
]
, (2.1)
where I is the linearized gravity action in Euclidean spacetime [4];
I =
1
4
∫
dDx
√
g
(
1
2
gµνh− hµν
)
×
(
hµν +∇µ∇νh− 2∇ρ∇µhρν + 4Λ
D − 2hµν
)
, (2.2)
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which is obtained by expanding the Einstein-Hilbert action with the cosmological
term
IEH ≡ − 1
κ2
∫
dDx
√
g¯(R¯− 2Λ), (2.3)
around a classical background gµν which satisfies
Rµν − 1
2
Rgµν + Λgµν = 0, (2.4)
with g¯µν ≡ gµν + κhµν , and IGF is a gauge fixing term with gauge parameters α
and η;
IGF ≡ 1
2α
∫
dDx
√
g(∇ρhρµ − η∇µh)2, (2.5)
and then the Faddeev-Popov determinate, ∆FP, becomes
∆FP ≡
∣∣∣ det 1√
α
[
− δνµ −∇ν∇µ + 2η∇µ∇ν
]
(v)
∣∣∣, (2.6)
where v is any vector field.
Now, decompose hµν as
hµν =
1
D
gµνh + 2
(
∇µ∇ν −1 − 1
D
gµν
)
φ+∇µξdν +∇νξdµ + ht˜rdµν , (2.7)
where h and φ are scalar fields, ξdµ is a divergenceless vector field, and h
t˜rd
µν is a
traceless and divergenceless tensor field:
∇µξdµ = 0, gµνht˜rdµν = ∇ρht˜rdρµ = 0. (2.8)
Then, the actions I and IGF are separated into four independent parts of their
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variables:
I = I t˜rd + Iψ,
I t˜rd ≡ 1
4
∫
dDx
√
ght˜rdµν
[(
− + 4Λ
(D − 1)(D − 2)
)
gµρgνσ − 2Cµρνσ
]
ht˜rdρσ ,
Iψ ≡ 1
4
∫
dDx
√
gψ
(
(D − 1)(D − 2) + 2DΛ
)
ψ,
(2.9)
and
IGF = IGF
d
+ IGF
s
,
IGF
d ≡ 1
2α
∫
dDx
√
ggµνξdµ
(
+
2Λ
D − 2
)2
ξdν ,
IGF
s ≡ − 2
α
∫
dDx
√
gφ′ −1
(
(1− η) + 2Λ
D − 2
)2
φ′,
(2.10)
where Cµρνσ is the Weyl tensor and
ψ ≡ 1
D
(h− 2φ), φ′ ≡ φ− ηD − 1
2
(
(1− η) + 2Λ
D − 2
)
−1
ψ. (2.11)
Obviously, Iψ may be negative definite with respect to higher frequency modes
than the mass 2DΛ owing to opposite sign of the kinetic term to ordinary scalar
fields. Thus, in addition to Wick rotating, one has to always rotate the contour of
integration over these modes of ψ to the imaginary axis so as to make integrations
converge. But, it is not surprising because ψ is an unphysical degree of freedom of
linearized gravitational field, i.e., we can make the variable vanish as a consistency
condition for a suitable gauge fixing like the Coulomb gauge whenever that is
wanted, although it is a gauge invariant variable. Hence, if we start with the
operator formalism, the theoretical meaning of this rotation could be understood
similarly to the case in the flat spacetime [11-13]. On the other hand, only ht˜rdµν has
the physical degrees of freedom, which means that the path integral with respect
to the physical mode is well-defined within the positivity of I t˜rd, which may be
expected in any curved spacetime as well as the flat and de Sitter spacetimes.
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Next, in order to carry on calculation of (2.1) by the use of the covariant
measure [1], let us define the measure using the Polyakov measure for convenience
sake as
∫
Dhµν exp
[
− 1
4h¯
< h, h >
]
= 1, (2.12)
with
< h, h > ≡
∫
dDx
1
2
√
g(2hµνhµν + Ch
2), (2.13)
in which the constant C could be defined through derivation of the path-integral
formula from the canonical method, hence here we may take C = −1. Then
we must integrate h as an imaginary variable, but this imaginary like integration
does not always make the Euclidean path integral (2.1) completely converge. (See
section 3.)
Therefore (2.1) becomes
Z =
∣∣∣ det [− gµν( + 2Λ
D − 2
)]
(vd)
∣∣∣1/2Z t˜rd, (2.14)
where
Z t˜rd =
∣∣∣∣ det [(− + 4Λ(D − 1)(D − 2)
)
gµρgνσ − 2Cµρνσ
]
(tt˜rd)
∣∣∣∣−1/2. (2.15)
Here ht˜rdµν includes the physical and unphysical modes, hence, only if the unphysical
contributions in Z t˜rd cancel out with the Faddeev-Popov ghost contribution, i.e.,
∣∣∣ det [− gµν( + 2Λ
D − 2
)]
(vd)
∣∣∣1/2, (2.16)
Z gives just the physical contributions. But it does not generally hold in curved
spacetimes. Indeed, in de Sitter spacetime it happens, as suggested by Griffin and
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Kosower [14]. Such an uncancellation arises also in the Abelian gauge theory and
it is shown that the uncancellation can be regarded as the difference of measure
between the covariant and canonical path integrals [16,17]. We will study in section
4 the relation between the uncancellation factor of unphysical contributions in the
covariant one-loop correction and an anomalous Jacobian factor arising under the
change of variables in the Polyakov measure from covariant one to canonical one.
3. Conformal Rotation
In order to find out the modes needing the conformal rotation, let us study the
following eigenvalue equation;
2√
g
δ
δhµν
(
I + IGF
)
= λhµν , (3.1)
where λ is an eigenvalue and may be regarded as a constant. Then we might find
that the modes with a negative eigenvalue, whose contours of integration need to
be rotated to the imaginary axis in order to make integrations over them converge,
may change on values of positive α and real η, but that the difference of number
between the positive and negative modes is, of course, always unchanged, which is
obvious because of a simple reason that the negative and positive parts of Iψ in
(2.9) does not change and the gauge fixing term in (2.5) ((2.10)) is always positive
independently of the gauge fixing parameters.
Eq. (3.1) is separated into ht˜rdµν , ξ
d
µ and scalar (ψ and φ) parts by inserting
(2.7):
[(
− + 4Λ
(D − 1)(D − 2)
)
δρµδ
σ
ν − 2C ρ σµ ν
]
ht˜rdρσ = λh
t˜rd
µν , (3.2)
∇µ
[
− 1
α
(
+
2Λ
D − 2
)]
ξdν +∇ν
[
− 1
α
(
+
2Λ
D − 2
)]
ξdµ = λ(∇µξdν +∇νξdµ),(3.3)
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[
gµν −∇µ∇ν
(
+
2Λ
D − 2
)
−1]
T 1 + (ηgµν −∇µ∇ν −1)T 2
= λ(gµνψ + 2∇µ∇ν −1φ), (3.4)
where
T 1 ≡ (D − 2)
(
+
2Λ
D − 2
)
ψ,
T 2 ≡ − 2
α
[
(ηD − 1) ψ + 2
(
(η − 1) − 2Λ
D − 2
)
φ
]
.
(3.5)
Eq. (3.2) says that if all eigenvalues of the operator acting on traceless and
divergenceless tensor fields, i.e.,
[(
− + 4Λ
(D − 1)(D − 2)
)
δρµδ
σ
ν − 2C ρ σµ ν
]
, (3.6)
are positive, we have no trouble when integrating out ht˜rdµν , that might be plausible
as mentioned in section 3.
From (3.3), eigenvalues of a tensor part defined by ξdµ are the same as eigen-
values of the operator acting on divergence vector fields, i.e.,
− 1
α
(
+
2Λ
D − 2
)
δρµ. (3.7)
Here all eigenvalues of this operator are expected to be positive because of the
positivity of the gauge fixing action IGF, so the Gaussian integrations with respect
to this part also converge.
To discuss about other remaining parts, let us take, for simplicity,
α =
2(ηD − 1)
D − 2 ,
the trace part and the traceless part of hµν then are decoupled: Eq (3.4) is reduced
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to two eigenvalue equations
1
D
gµν
[
(D − 2)
(
(1− η) + 2Λ
D − 2
)]
h = λ
1
D
gµνh,(
∇µ∇ν −1 − 1
D
gµν
)[
− 2
α
(
(1− η) + 2Λ
D − 2
)]
φ = λ
(
∇µ∇ν −1 − 1
D
gµν
)
φ.
(3.8)
Thus eigenvalues of these tensor parts are the same as these of the operators acting
on scalar fields, such that
(D − 2)
(
(1− η) + 2Λ
D − 2
)
, − 2
α
(
(1− η) + 2Λ
D − 2
)
. (3.9)
The η dependence of these operators is very significant, since the negative modes
needing the conformal rotation depend on its value and particularly for η ≥ 1 the
variable which must be rotated to the imaginary axis is not the trace h but φ.
It may be also easily found from Eq. (3.9) that the difference of number between
the positive and negative modes of their operators is unchanged as mentioned
above, because the signs of their operators are opposite to each other always for
all eigenvalues, of course, although we must note here that φ does not have some
modes, for example, the zero modes of , even if h has the modes. Furthermore,
for the case of α = 2(D−1)/(D−2) and η = 1 we have an interesting gauge fixing
in which variables h and φ have no kinetic terms but only mass terms, contrary to
the case of the flat spacetime background.
Finally, we may note that Eq. (2.14) can be directly checked by Eqs. (3.2),
(3.3) and (3.8).
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4. Anomalous Jacobian Factor
In this section, we take the Euclidean de Sitter background and discuss a
relation between the uncanceled factor in the one-loop contributions given by the
covariant path integral of linearized gravity and the nontrivial Jacobian factor
under the transformation from the covariant measure to the canonical measure,
choosing coordinates so that the metric has the form
ds2 = dτ2 + a2(τ)dΩ 2D−1, dΩ
2
D−1 = g˜ijdx
idxj ,
xD = τ = rθ, a = r sin(τ/r), r−2 ≡ 2Λ
(D − 1)(D − 2) .
(4.1)
On this manifold, we have Cµνρσ = 0, so the uncancellation factor we have to study
becomes, from (2.14) together with formulae in Appendix A (or ref. [14]), as
∣∣∣ det [gµν(− − (D − 1)r−2)](vd)∣∣∣1/2∣∣∣ det [gµν(− + r−2)](v˜d)∣∣∣−1/2,(4.2)
where v˜T is any divergenceless vector field with no ℓ = 1 modes of the covariant
Laplacian ˜ on the unit SD−1.
4.1 Covariant and Canonical Path-Integral Measures
In this subsection, we construct the Polyakov measure for tensor fields on SD
by using two decompositions, i.e., the covariant and canonical decompositions.
The covariant decomposition in Eq. (2.7) may be rewritten as
hµν ≡ htrµν + ht˜rφµν + ht˜rξ
d
µν + h
t˜rd
µν , (4.3)
where components htrµν and h
t˜rφ
µν are defined by
htrµν ≡
1
D
gµνh ≡ 1√
D
gµν h¯, (4.4)
ht˜rφµν ≡ 2
(
∇µ∇ν −1 − 1
D
gµν
)
φ ≡
(
∇µ∇ν − 1
D
gµν
)
Osφφ¯, (4.5)
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Osφ ≡
(
D
(D − 1)(− )(− −Dr−2)
)1/2
, (4.6)
and ht˜rξ
d
µν is
ht˜rξ
d
µν ≡ ∇µξdν +∇νξdµ ≡ ∇µOvξd ξ¯dν +∇νOvξd ξ¯dµ, (4.7)
Ovξd ≡
(
2
(− − (D − 1)r−2))−1/2, (4.8)
which can be separated, according to whether ξdµ is a longitudinal vector ξ
L
µ or a
transverse vector ξTµ , into h
t˜rξL
µν and h
t˜rξT
µν :
ht˜rξ
d
µν ≡ ht˜rξ
L
µν + h
t˜rξT
µν , (4.9)
where
ξ¯dµ ≡ ξ¯Lµ + ξ¯Tµ , ξ¯TD = ∇˜ℓξ¯Tℓ = 0,
ξ¯LD ≡ a−1OsξL ξ¯, ξ¯Li ≡ −∇˜i˜−1a−(D−3)∂D(aD−1ξ¯LD),
OsξL ≡
[ −˜
− + (D − 2)r−2
]1/2
,
(4.10)
with the covariant derivative ∇˜i and the covariant Laplacian ˜ on the unit SD−1.
The last component ht˜rdµν in Eq. (4.3) is decomposed into three parts:
ht˜rdµν ≡ ht˜rdLµν + ht˜rdTµν + htTµν , (4.11)
where each part, in the coordinate system (4.1), is defined by
ht˜rdLDD ≡ ht˜rdDD ≡ a−2Ost˜rdLh¯
t˜rdL
DD ,
ht˜rdLiD ≡ ∇˜i˜−1∇˜ℓht˜rdℓD = −∇˜i˜−1a−(D−2)∂D(aDht˜rdLDD ),
ht˜rdLij ≡
D − 1
D − 2
(
∇˜i∇˜j ˜−1 − 1
D − 1 g˜ij
)
(˜ +D − 1)−1
×
[
a−(D−3)∂D
(
a∂D(a
Dht˜rdLDD )
)
+
a2
D − 1
˜ht˜rdLDD ]− a2D − 1 g˜ijht˜rdLDD ,
Os
t˜rdL
≡
[
(D − 2)(−˜)(− ˜ − (D − 1))
(D − 1)(− )(− + (D − 2)r−2)
]1/2
,
(4.12)
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ht˜rdTDD ≡ h¯t˜rdTDD ≡ 0, ht˜rdTiD ≡ a−1Ovt˜rdTh¯
t˜rdT
iD ≡ ht˜rdiD − ∇˜i˜−1∇˜ℓht˜rdℓD ,
ht˜rdTij ≡ −∇˜i(˜ +D − 2)−1a−(D−3)∂D(aD−1ht˜rdTjD )
− ∇˜j(˜ +D − 2)−1a−(D−3)∂D(aD−1ht˜rdTiD ),
Ov
t˜rdT
≡
[−˜ − (D − 2)
2(− + r−2)
]1/2
,
(4.13)
and
htTµD ≡ 0, g˜ijhtTij ≡ 0, ∇˜ℓhtTℓi ≡ 0. (4.14)
Then Eq. (2.13) becomes
< h, h′ > =< htr, h′tr > + < ht˜rφ, h′t˜rφ > + < ht˜rξ
L
, h′t˜rξ
L
> + < ht˜rξ
T
, h′t˜rξ
T
>
+ < ht˜rdL, h′t˜rdL > + < ht˜rdT, h′t˜rdT > + < htT, h′tT >, (4.15)
with
< htr, h′tr >=
∫
dDx
√
g
CD + 2
2
h¯h¯′, < ht˜rφ, h′t˜rφ >=
∫
dDx
√
gφ¯φ¯′,
< ht˜rξ
L
, h′t˜rξ
L
>=
∫
dDx
√
gξ¯ξ¯′, < ht˜rdL, h′t˜rdL >=
∫
dDx
√
gh¯t˜rdLDD h¯
′t˜rdL
DD ,
< ht˜rξ
T
, h′t˜rξ
T
>=
∫
dDx
√
ggµν ξ¯Tµ ξ¯
′T
ν ,
< ht˜rdT, h′t˜rdT >=
∫
dDx
√
ggµνh¯t˜rdTµD h¯
′t˜rdT
νD ,
< htT, h′tT >=
∫
dDx
√
ggµρgνσhtTµνh
′tT
ρσ .
(4.16)
Therefore, the Gaussian integral, i.e.,
∫ +∞
−∞
dxe−λx
2
=
√
π/λ, says that the Polyakov
measure (2.12) is represented in terms of h¯, φ¯, ξ¯, h¯tdLDD, ξ¯
T
µ , h¯
t˜rdT
µD and h
tT
µν as∫ Dh¯√
8πh¯/(CD + 2)
Dφ¯√
4πh¯
Dξ¯√
4πh¯
Dh¯tdLDD√
4πh¯
× Dξ¯
T
µ√
4πh¯
Dh¯t˜rdTµD√
4πh¯
DhtTµν√
4πh¯
exp
[
− 1
4h¯
< h, h >
]
= 1,
(4.17)
where integration variables may be concretely defined in terms of the expansion
coefficients of each variable in the basis of the eigenfunctions of , i.e., those of
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associated components of hµν in the basis of the tensor eigenfunctions of on S
D.
(As for eigenfunctions on SD see Appendix A.)
In the canonical decomposition, which is most suitable one for the case of a
special gauge in which all redundant variables vanish like the Coulomb gauge in
the Abelian gauge theory and also for a path integral in the phase space where the
time coordinate is separated from the other coordinates, any tensor field can be
expressed with
hµν ≡ htrµν + hh
t˜r
DD
µν + h
Φ
µν + h
ψ
µν + h
hT
µν + h
wT
µν + h
tT
µν , (4.18)
where
h
ht˜rDD
DD ≡ ht˜rDD, hh
t˜r
DD
iD ≡ 0, hh
t˜r
DD
ij ≡ −
1
D − 1 g˜ija
2ht˜rDD,
hΦiD ≡ ∇˜i˜−1Φ, hΦDD ≡ hΦij ≡ 0,
hψij ≡
D − 1
D − 2
(
∇˜i∇˜j ˜−1 − 1
D − 1 g˜ij
)
(˜ +D − 1)−1ψ, hψµD ≡ 0,
hh
T
iD ≡ hTiD, hh
T
DD ≡ hh
T
ij ≡ 0, ∇˜ℓhTℓD ≡ 0,
hw
T
ij ≡ ∇˜i(˜ +D − 2)−1wTj + ∇˜j(˜ +D − 2)−1wTi , hwTµD ≡ 0, ∇˜ℓwTℓ ≡ 0.
(4.19)
Then Eq. (2.13) is split into each part of them:
< h, h′ > =< htr, h′tr > + < hh
t˜r
DD , h′h
t˜r
DD > + < hΦ, h′Φ > + < hψ, h′ψ >
+ < hh
T
, h′h
T
> + < hw
T
, h′w
T
> + < htT, h′tT >, (4.20)
with
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< htr, h′tr > =
∫
dτ
CD + 2
2D
aD−1
∫
dD−1x
√
g˜hh′,
< hh
t˜r
DD , h′h
t˜r
DD > =
∫
dτ
D
D − 1a
D−1
∫
dD−1x
√
g˜ht˜rDDh
′t˜r
DD,
< hΦ, h′Φ > =
∫
dτ2aD−3
∫
dD−1x
√
g˜Φ(−˜−1)Φ′,
< hψ, h′ψ > =
∫
dτaD−5
∫
dD−1x
√
g˜
D − 1
D − 2ψ(
˜ +D − 1)−1˜−1ψ′,
< hh
T
, h′h
T
> =
∫
dτ2aD−3
∫
dD−1x
√
g˜g˜ijhTiDh
′T
jD,
< hw
T
, h′w
T
> =
∫
dτ2aD−5
∫
dD−1x
√
g˜g˜ijwTi
(− ˜ − (D − 2))−1w′Tj ,
< htT, h′tT > =
∫
dτaD−5
∫
dD−1x
√
g˜g˜img˜jnhtTij h
′tT
mn.
(4.21)
Therefore, the Gaussian integral says that the Polyakov measure (2.12) in the
canonical decomposition becomes
∫ ∏
τ
[(∆τ(CD + 2)aD−1(τ)
8πh¯D
)1/2
Dh(τ)
][(∆τDaD−1(τ)
4πh¯(D − 1)
)1/2
Dht˜rDD(τ)
]
×
[(∆τaD−3(τ)
2πh¯(−˜)
)1/2
DΦ(τ)
][( ∆τ(D − 1)aD−5(τ)
4πh¯(D − 2)(˜ +D − 1)˜
)1/2
Dψ(τ)
]
×
[(∆τaD−3(τ)
2πh¯
)1/2
DhTiD(τ)
][( ∆τaD−5(τ)
2πh¯
(− ˜ − (D − 2))
)1/2
DwTi (τ)
]
×
[(∆τaD−5(τ)
4πh¯
)1/2
DhtTij (τ)
]
exp
[
− 1
4h¯
< h, h >
]
= 1,
(4.22)
in which the time τ is specialized from the other coordinates, and its product
might be defined in the discrete time formulation with a finite distance and its
zero limitation after integrating out, and then the functional measure on each time
are defined in terms of the expansion coefficients of each variable of h, ht˜rDD, Φ, ψ,
hTiD, w
T
i and DhtTij in the basis of the eigenfunctions of ˜ on the unit SD−1.
Eqs. (4.17) and (4.22) mean that the Jacobian factor under the transformation
of measure from the covariant path integral to the canonical one would be naively
1, since both measures are defined with the Gaussian integral whose integration
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value is 1. However, as discussed in the following subsections, the Jacobian factor
is unfortunately not 1 and takes an anomalous value. Such a situation happens
also in the case of the gauge theory in Euclidean Robertson-Walker spacetimes
with K = +1 [16,17]. The Jacobian factor is discussed below, separating each one
of two decompositions into three parts, i.e., a traceless and transverse tensor part,
a tensor part defined by transverse vector fields ξ¯Ti , h¯
t˜rdT
iD , h
T
iD and w
T
i , and that
defined by scalar fields h¯, φ¯, ξ¯, h¯t˜rdLDD , h, h
t˜r
DD, Φ and ψ.
As for the physical variable, i.e., the traceless and transverse tensor ht˜rTµν , it is
easily found that we have no anomalous thing under the transformation between
the covariant and canonical measures:
∏
τ
[(∆τaD−5(τ)
4πh¯
)1/2
DhtTij (τ)
]
=
DhtTµν√
4πh¯
, (4.23)
where it is noted that the time τ product in the l.h.s. is changed, in the r.h.s.,
into the product with respect to modes along the time axis, by using the rela-
tion (A32) among the traceless and transverse tensor eigenfunctions on SD and
the traceless and divergenceless eigenfunctions on SD−1, and then the factors∏
τ
(
∆τaD−5(τ)
)1/2
cancel out with the determinants of a2fLℓ, since
| det fLℓ| =
∏
τ
(
∆τaD−1(τ)
)
−1/2
. (4.24)
(See Ref. 16.)
4.2 Anomalous Jacobian Factor in Transverse Vector Part
The relations among the transverse vector fields ξ¯Ti , h¯
t˜rdT
iD , h
T
iD and w
T
i used
in the covariant and canonical decompositions, i.e., (4.3) and (4.18), are
hTiD = a
2∂D
(
a−2Ovξd ξ¯
T
i
)
+ a−1Ov
t˜rdT
h¯t˜rdTiD , (4.25)
(˜ +D − 2)−1wTi = Ovξd ξ¯Ti − (˜ +D − 2)−1a−(D−3)∂D(aD−2Ovt˜rdTh¯t˜rdTiD ),(4.26)
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a2
(
+ (D − 1)r−2)Ovξd ξ¯Ti = a−(D−3)∂D(aD−1hTiD)+ wTi , (4.27)
a(˜ +D − 2)−1( − r−2)Ov
t˜rdT
h¯t˜rdTiD = h
T
iD − a2∂D
(
a−2(˜ +D − 2)−1wTi ),(4.28)
where the relation between the former two equations and the later two equations
is that of the inverse transformation. Now let us discuss an anomalous Jacobian
factor with respect to these variables, separating them into ℓ = 1 modes and ℓ 6= 1
modes of ˜ .
First, with respect to ℓ = 1 modes, noting that hTiD and ξ¯
T
i have their modes,
on the other hand, h¯t˜rdTiD and w
T
i are not able to have them, the following rela-
tions between hTiD and ξ¯
T
i are derived from Eqs. (4.25) and (4.27) (although both
Eqs. (4.26) and (4.28) are reduced to a trivial equation);
h
T(1˜)
iD = a
2∂D
(
a−2Ovξd ξ¯
T(1˜)
i
)
, (4.29)(
+ (D − 1)r−2)Ovξd ξ¯T(1˜)i = a−(D−1)∂D(aD−1hT(1˜)iD ), (4.30)
where the indices (1˜) means that the variables are of ℓ = 1 modes and these
equations have the inverse relationship to each other. From (4.29), a nontrivial
Jacobian factor is obtained:∣∣∣ det [a2∂Da−2](vT(1˜))∣∣∣∣∣∣ det [− gµν( + (D − 1)r−2)](vT(1˜))∣∣∣−1/2, (4.31)
or if Eq. (4.30) is used to change the variables, another Jacobian factor is
∣∣∣ det [a−(D−1)∂DaD−1](vT(1˜))∣∣∣−1∣∣∣ det [− gµν( + (D − 1)r−2)](vT(1˜))∣∣∣1/2,(4.32)
where vT(1˜) is any transverse vector field with ℓ = 1 modes of ˜ on the unit SD−1.
With respect to ℓ 6= 1 part, if Eqs. (4.27) and (4.25) are used under the changes
of variables,
(
hTiD, w
T
i
)→ (hTiD, ξ¯Tµ )→ (h¯t˜rdTµD , ξ¯Tµ ), then we have
∏
τ
[( ∆τaD−5(τ)
2πh¯
(− ˜ − (D − 2))
)1/2
DwTi (τ)
]
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=
∏
τ
(
a(τ)
)∣∣∣∣ det [gµν(− − (D − 1)r−2−˜ − (D − 2)
)]
(v˜T)
∣∣∣∣1/2 Dξ¯Tµ√4πh¯, (4.33)
and
∏
τ
[(∆τaD−3(τ)
2πh¯
)1/2
DhTiD(τ)
]
=
∏
τ
(
a−1(τ)
)∣∣∣∣ det [gµν(−˜ − (D − 2)− + r−2
)]
(v˜T)
∣∣∣∣1/2Dh¯t˜rdTµD√4πh¯ , (4.34)
where v˜T is any transverse vector field without ℓ = 1 modes. Therefore, Eqs. (4.33)
and (4.34) give
∏
τ
[(∆τaD−3(τ)
2πh¯
)1/2
DhTiD(τ)
][( ∆τaD−5(τ)
2πh¯
(− ˜ − (D − 2))
)1/2
DwTi (τ)
]
=
∣∣∣∣ det [gµν(− − (D − 1)r−2− + r−2
)]
(v˜T)
∣∣∣∣1/2Dh¯t˜rdTµD√4πh¯ Dξ¯
T
µ√
4πh¯
. (4.35)
Instead of Eqs. (4.27) and (4.25), if Eqs. (4.28) and (4.26) are used through
the following steps of the change of variables, i.e.,
(
hTiD, w
T
i
) → (h¯t˜rdTµD , wTi ) →(
h¯t˜rdTµD , ξ¯
T
µ
)
, the different result from Eq. (4.35) is derived:
∏
τ
[(∆τaD−3(τ)
2πh¯
)1/2
DhTiD(τ)
][( ∆τaD−5(τ)
2πh¯
(− ˜ − (D − 2))
)1/2
DwTi (τ)
]
=
∣∣∣∣ det [gµν(− − (D − 1)r−2− + r−2
)]
(v˜T)
∣∣∣∣−1/2Dh¯t˜rdTµD√4πh¯ Dξ¯
T
µ√
4πh¯
. (4.36)
From Eqs. (4.35) and (4.36), therefore, the factor
∣∣∣∣ det [gµν(− − (D − 1)r−2− + r−2
)]
(v˜T)
∣∣∣∣1/2 (4.37)
might be naively thought to take a trivial value 1 and both measures for tensor
fields defined in terms of transverse vector fields without ℓ 6= 1 modes of ˜ on the
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unit SD−1 would be concluded to be equal to each other. However, the factor is
obviously the same with the uncancellation factor (4.2) excluding the ℓ = 1 mode
part, and in order to actually calculate the factor (4.37) one need to regularize it
because the arguments of the determinates are infinite matrices. Unfortunately,
some regularization fail to make it 1 [14].
4.3 Anomalous Jacobian Factor of Scalar Part
The relations among scalar fields h¯, φ¯, ξ¯, h¯t˜rdLDD , h, h
t˜r
DD, Φ and ψ are
h =
√
Dh¯, (4.38)
ht˜rDD =
1
D
(
D∂D
2 − )Osφφ¯+ a−2Ost˜rdLh¯t˜rdLDD + 2a−1(∂D − a−1a˙)Ov¯sξdOsξL ξ¯, (4.39)˜−1Φ = (∂D − a−1a˙)Osφφ¯− ˜−1(∂D + (D − 2)a−1a˙)Ost˜rdLh¯t˜rdLDD
− ˜−1a( − 2a−1a˙∂D − 2(D − 2)a−2a˙2 − (D − 2)r−2 − 2a−2˜)Ov¯sξdOsξL ξ¯,(4.40)
D − 1
D − 2(
˜ +D − 1)−1ψ = ˜Osφφ¯+ D − 1D − 2(˜ +D − 1)−1a2[ + (D − 2)a−1a˙∂D
+ (D − 2)2a−2a˙2 − (D − 2)r−2 − D − 2
D − 1a
−2˜]Os
t˜rdL
h¯t˜rdLDD
− 2a(∂D + (D − 2)a−1a˙)Ov¯sξdOsξL ξ¯, (4.41)
where Ov¯sξd ≡
(
2
(− −Dr−2))−1/2.
With respect to the trace part, from the relation (4.38), we have the following
relationship of measures;
∏
τ
[(∆τ(CD + 2)aD−1(τ)
8πh¯D
)1/2
Dh(τ)
]
=
Dh¯√
8πh¯/(CD + 2)
, (4.42)
which means that no anomalous thing happens under the change of variables in
this part.
When turning our discussion to the change of variables of h¯t˜rdLDD , ξ¯, φ¯ and h
t˜r
DD,
Φ, ψ, it is important to note that ht˜rDD and φ¯ have both modes of ℓ = 0 and 1,
19
and the variables Φ, ξ¯ have only ℓ = 1 modes among them, on the other hand, ψ
and h¯t˜rdLDD have no one of these modes. In this paper, we study the Jacobian factor
with respect to only the part having no modes which are ℓ = 0 and 1 of ˜ on the
unit SD−1 in order to check the relation between it and the uncancellation factor
(4.2): first, from Eqs. (4.39), (4.40) and (4.41), we have
Φ− D − 1
D − 2(
˜ +D − 1)−1(∂D − a−1a˙)ψ
=
D − 1
D − 2(
˜ +D − 1)−1a2(∂D + (D − 1)a−1a˙)(− + (D − 2)r−2)Ost˜rdLh¯t˜rdLDD
− a(− + (D − 2)r−2)Ov¯sξdOsξL ξ¯, (4.43)
D˜ht˜rDD − D − 1D − 2(˜ +D − 1)−1(D∂D2 − )ψ
= −(D − 1)
2
D − 2 a
2(˜ +D − 1)−1(− + 2(D − 1)r−2 − 2a−1a˙∂D + 2a−2˜)
× (− + (D − 2)r−2)Os
t˜rdL
h¯t˜rdLDD
− 2(D − 1)a∂D
(− + (D − 2)r−2)Ov¯sξdOsξL ξ¯, (4.44)
and these equations give
2(D − 1)a∂Da−1Φ−D˜ht˜rDD − D − 1D − 2(˜ +D − 1)−1
×
[
(D − 2)∂D2 − 4(D − 1)a−1a˙∂D + 2(D − 1)(a−2a˙2 + a−2) +
]
ψ
=
(D − 1)2
D − 2 a
2(˜ +D − 1)−1 (− + (D − 2)r−2)Os
t˜rdL
h¯t˜rdLDD . (4.45)
Now let us change variables, using Eqs. (4.45), (4.43) and (4.41) through the fol-
lowing steps: (ht˜rDD,Φ, ψ)→ (h¯t˜rdLDD ,Φ, ψ)→ (h¯t˜rdLDD , ξ¯, ψ)→ (h¯t˜rdLDD , ξ¯, φ¯). Then, an
anomalous Jacobian factor is derived:
∏
τ
[(∆τDaD−1(τ)
4πh¯(D − 1)
)1/2
Dht˜rDD(τ)
][(∆τaD−3(τ)
2πh¯(−˜)
)1/2
DΦ(τ)
]
×
[( ∆τ(D − 1)aD−5(τ)
4πh¯(D − 2)(˜ +D − 1)˜
)1/2
Dψ(τ)
]
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=∣∣∣∣det [− + (D − 2)r−2− −Dr−2
]
(s¯)
∣∣∣∣Dh¯t˜rdLDD√4πh¯ Dξ¯√4πh¯ Dφ¯√4πh¯, (4.46)
where s¯ is any scalar fields without ℓ = 0 and 1 of ˜ . While, if the other steps
are used together with other equations instead of Eqs. (4.45), (4.43) and (4.41),
we may obtain another Jacobian factor which is inverse of the Jacobian factor in
(4.46), because, as mentioned in subsection 4.1, a naive Jacobian factor under the
change of variables between the covariant and canonical path-integral measures
would be suggested to be 1 according to the truth that both measures are defined
by the Gaussian integral. Thus the Jacobian factor in (4.46) may be regarded as
an anomalous one.
Furthermore, we may remember the following anomalous Jacobian factor in
path-integral measures for the Abelian gauge theory on de Sitter background;
∣∣∣∣ det [ −− + (D − 2)r−2
]
(s˜)
∣∣∣∣, (4.47)
where s˜ is a scalar field with no mode having ℓ = 0 of ˜ , thus the Jacobian factors
in Eqs. (4.46) and (4.47) give an anomalous factor:
∣∣∣∣ det [ −− −Dr−2
]
(s¯)
∣∣∣∣, (4.48)
which is equal to
∣∣∣∣ det [gµν(− − (D − 1)r−2− + r−2
)]
(v¯L)
∣∣∣∣, (4.49)
because the Jacobian factor can be separated into respectively independent parts
of modes of ˜ . The last equation (4.49) is nothing but the longitudinal part of the
uncancellation factor (4.2) excluding the ℓ = 1 modes.
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5. Conclusion
In this paper, the conformal rotation in the Euclidean path integral of linearized
gravity around a saddle-point background with the cosmological term was discussed
and that it in a nontrivial curved spacetime will be more complicated than the
flat spacetime because the sign of the mass term in the action Iψ (see Eq. (2.9))
is same with ordinary scalar fields, in spite of the opposite sign of the kinetic
term. But the action of physical variable might be positive definite so that the
path integral may converge. Furthermore, it was also argued that the covariant
path-integral measure does not give us the physical one-loop partition function
and particularly in de Sitter spacetime the uncancellation factor was shown to be
equal to an anomalous Jacobian factor under the change of variables between the
covariant and canonical path-integral measures.
Although in this paper we have discussed with respect to only tensor fields, the
Faddeev-Popov vector fields may be actually shown similarly to have an anomalous
Jacobian factor between the covariant and canonical measures. Furthermore, the
anomalous factor is the same with one in the case of ordinary vector fields.
Finally, we may note that the difference between the path-integral measures up
to the anomalous Jacobian factor, as discussed in Ref. 17, calls the reexamination
of the Faddeev-Popov conjecture to mind, since the covariant decomposition is
suitable one for the covariant gauge and the canonical decomposition is suitable
for a special gauge fixing condition so that redundant variables all may vanish, so
two path integrals defined in those gauge fixing conditions are different from each
other owing to the anomalous Jacobian factor.
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APPENDIX A
In this appendix we summarize the scalar, vector and symmetric tensor eigen-
functions of the covariant d’Alembertian (Laplacian) on spheres [16]. In particular,
eigenfunctions on SD of radius r are expressed in terms of eigenfunctions of ˜ on
the unit SD−1 and the Gegenbauer polynomials Cnm(x).
On SD of radius r, eigenvalues of acting on scalar functions are
− r−2λL(D, 0) ≡ −r−2L(L+D − 1), for L = 0, 1, 2, ... , (A.1)
with the degeneracy dL(D, 0) defined by
dL(D, 0) ≡
(
D + L
L
)
−
(
D + L− 2
L− 2
)
, (A.2)
and the associated eigenfunctions φLℓm can be expressed in terms of eigenfunctions
S˜ℓm on the unit SD−1 and the Gegenbauer polynomials Cnm(x) as
φLℓm ≡ fLℓ(τ/r)S˜ℓm, for L = 0, 1, 2, ... ,
ℓ = 0, 1, 2, ... , L, and m = 1, 2, 3, ... , dℓ(D − 1, 0),
(A.3)
where
fLℓ(θ) ≡ CLℓ(D, 0)(sin θ)ℓC(D−1)/2+ℓL−ℓ (cos θ),
CLℓ(D, 0) ≡ r−D/2
(
22ℓ+D−2(L+ D−12 )(L− ℓ)!
π(L+ ℓ+D − 2)!
)1/2
Γ
(
ℓ+
D − 1
2
)
,
(A.4)
and S˜ℓm are scalar eigenfunctions of ˜ with the eigenvalue −λℓ(D − 1, 0) and
the degeneracy dℓ(D − 1, 0). The indices ℓ and m of φLℓm denote the associated
degeneracy, hence we have a directly checkable relation such that
dL(D, 0) =
L∑
ℓ=0
dℓ(D − 1, 0). (A.5)
From (A.4), fLℓ are found to satisfy
a−(D−1)
d
dτ
(aD−1
d
dτ
fLℓ)− λℓ(D − 1, 0)a−2fLℓ = −r−2λL(D, 0)fLℓ, (A.6)
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which is an expression of eigenvalue equations obeyed by φLℓm in terms of fLℓ, and
they also satisfy
rπ∫
0
dτaD−1fLℓfL
′ℓ = δLL′ . (A.7)
From this and orthogonality of S˜ℓm on SD−1, the scalar eigenfunctions φLℓm form
the orthonormal basis of scalar fields on SD of radius r.
Any vector field on SD can be decomposed into the gradient of a scalar and
a divergenceless vector. Therefore the orthonormal basis of vector fields on SD is
made of these two parts: first, gradients of scalar eigenfunctions, i.e.,
T
(s)Lℓm
µ ≡
(
r−2λL(D, 0)
)
−1/2∇µφLℓm, for L = 1, 2, 3, ... ,
ℓ = 0, 1, 2, ... , L, and m = 1, 2, 3, ... , dℓ(D − 1, 0),
(A.8)
satisfy the eigenvalue equation
T
(s)Lℓm
µ = −r−2λL(D, 1s)T (s)Lℓmµ ,
λL(D, 1s) ≡ L(L+D − 1)− (D − 1),
(A.9)
and the orthogonality. Note here that there exists no T
(s)Lℓm
µ for L = 0 because it
trivially vanishes and also that the eigenvalues λL(D, 1s) are thus positive for L ≥
1. Degeneracies of acting on gradients of scalars on SD are dL(D, 1s) ≡ dL(D, 0)
for L 6= 0. Next, eigenvalues of acting on divergenceless vectors on SD of radius
r are
−r−2λL(D, 1d) ≡ −r−2
(
L(L+D − 1)− 1), for L = 1, 2, 3, ... ,(A.10)
with the degeneracy dL(D, 1d) defined by
dL(D, 1d) ≡ (D + 1)dL(D, 0)− dL−1(D, 0)− dL+1(D, 0). (A.11)
Furthermore, any divergence vector can be split into the longitudinal and transverse
parts, thus the divergenceless vector eigenfunctions T
(d)Lℓm
µ consist of their parts:
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the longitudinal vector eigenfunctions T
(L)Lℓm
µ are defined by scalar eigenfunctions
on SD;
T
(L)Lℓm
D ≡ CLℓ(D, 1L)a−1φLℓm,
T
(L)Lℓm
i ≡ −∇˜i˜−1a−(D−3)∂D(aD−1T (L)LℓmD ), for L = 1, 2, 3, ... ,
ℓ = 1, 2, 3, ... , L, and m = 1, 2, 3, ... , dℓ(D − 1, 0),
(A.12)
with the normalization constants
CLℓ(D, 1L) =
(
r2ℓ(ℓ+D − 2)[L(L+D − 1) +D − 2]−1
)1/2
, (A.13)
where we note that there exists no T
(L)Lℓm
µ for ℓ = 0 because the operator ˜−1 or
the coefficient CLℓ(D, 1L) does not permit it. This means that the degeneracy of
the longitudinal vector eigenfunctions becomes
dL(D, 1L) =
L∑
ℓ=1
dℓ(D − 1, 0) = dL(D, 0)− 1. (A.14)
As for the transverse vector eigenfunctions T
(T)Lℓm
µ , they are expressed in terms
of divergenceless vector eigenfunctions S˜
(d)ℓm
i of
˜ on the unit SD−1 with the
eigenvalue −λℓ(D − 1, 1d) and the degeneracy dℓ(D − 1, 1d), and fLℓ as
T
(T)Lℓm
D ≡ 0, T
(T)Lℓm
i ≡ afLℓS˜(d)ℓmi , for L = 1, 2, 3, ... ,
ℓ = 1, 2, 3, ... , L, and m = 1, 2, 3, ... , dℓ(D − 1, 1d),
(A.15)
where the indices ℓ and m of T
(T)Lℓm
µ stand for the degeneracy dL(D, 1T), which
becomes
dL(D, 1T) =
L∑
ℓ=1
dℓ(D − 1, 1d) = DdL(D, 0)− dL−1(D, 0)− dL+1(D, 0) + 1.(A 16)
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Both eigenfunctions T
(L)Lℓm
µ and T
(T)Lℓm
µ obey the eigenvalue equation that diver-
genceless vector eigenfunctions satisfy. One obtains the relation
dL(D, 1d) = dL(D, 1L) + dL(D, 1T). (A.17)
Any symmetric tensor field on SD can be covariantly decomposed by Eq. (4.3),
thus symmetric tensor eigenfunctions of can be constructed, by separating them
into their components, as follows: First, eigenfunctions forming the trace compo-
nent htrµν of tensor fields are defined by
T
(tr)Lℓm
µν ≡ CL(D, 2tr)gµνφLℓm, for L = 0, 1, 2, ... ,
ℓ = 0, 1, 2, ... , L, and m = 1, 2, 3, ... , dℓ(D − 1, 0),
with CL(D, 2tr) ≡ 1√
D
,
(A.18)
their eigenvalues and degeneracies for the d’Alembertian obviously become
−r−2λL(D, 2tr) ≡ −r−2L(L+D − 1), dL(D, 2tr) ≡ dL(D, 0). (A.19)
Secondly, the component ht˜rφµν defined in Eq. (4.5) gives the following eigenfunc-
tions;
T
(t˜rs)Lℓm
µν ≡ CL(D, 2t˜rs)
(
∇µ∇ν − 1
D
gµν
)
φLℓm, for L = 2, 3, 4, ... ,
ℓ = 0, 1, 2, ... , L, and m = 1, 2, 3, ... , dℓ(D − 1, 0),
with CL(D, 2t˜rs) ≡
(
r4D
(D − 1)L(L+D − 1)(L(L+D − 1)−D)
)1/2
,
(A.20)
and the eigenvalues and degeneracies, respectively, are
−r−2λL(D, 2t˜rs) ≡ −r−2
(
L(L+D − 1)− 2D), dL(D, 2t˜rs) ≡ dL(D, 0).
(A.21)
Thirdly, the eigenfunctions T
(t˜rvd)Lℓm
µν forming the component h
t˜rξd
µν of tensor fields
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obey the eigenvalue equation
T
(t˜rvd)Lℓm
µν = −r−2λL(D, 2t˜rvd)T (t˜rv
d)Lℓm
µν ,
−r−2λL(D, 2t˜rvd) ≡ −r−2
(
L(L+D − 1)− (D + 2)), (A.22)
with the degeneracy
dL(D, 2t˜rv
d) ≡ dL(D, 1d), for L = 2, 3, 4, ... , (A.23)
and they are given, from Eq. (4.7), by
T
(t˜rvd)Lℓm
µν ≡ CL(D, 2t˜rvd)
(
∇µT (d)Lℓmν +∇νT (d)Lℓmµ
)
,
with CL(D, 2t˜rv
d) ≡
(
2r−2
(
L(L+D − 1)−D))−1/2, (A.24)
which may be separated into two parts, as mentioned in Eq. (4.9);
T
(t˜rvd)Lℓm
µν ≡
(
T
(t˜rvL)Lℓm
µν , T
(t˜rvT)Lℓm
µν
)
, (A.25)
where each part corresponds to the case of that T
(d)Lℓm
µ in (A.24) is T
(L)Lℓm
µ or
T
(T)Lℓm
µ and their degeneracies, respectively, are dL(D, 2t˜rv
L) ≡ dL(D, 1L) and
dL(D, 2t˜rv
T) ≡ dL(D, 1T). Thus we have the same relation as (A.17);
dL(D, 2t˜rv
d) = dL(D, 2t˜rv
L) + dL(D, 2t˜rv
T). (A.26)
Lastly, the traceless and divergenceless symmetric tensor eigenfunctions T
(t˜rd)Lℓm
µν
corresponding to ht˜rdµν in Eq. (2.8) obey
T
(t˜rd)Lℓm
µν = −r−2λL(D, 2t˜rd)T (t˜rd)Lℓmµν ,
λL(D, 2t˜rd) ≡ L(L+D − 1)− 2,
(A.27)
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with the degeneracy
dL(D, 2t˜rd) =
(D + 1)(D + 2)
2
dL(D, 0)− dL−1(D, 1d)− dL+1(D, 1d)
− dL−2(D, 0)− 2dL(D, 0)− dL+2(D, 0), for L = 2, 3, 4, ... .
(A.28)
Furthermore, they can be composed of three parts according to Eqs. (4.11)∼(4.14):
T
(t˜rd)Lℓm
µν ≡
(
T
(t˜rdL)Lℓm
µν , T
(t˜rdT)Lℓm
µν , T
(tT)Lℓm
µν
)
, (A.29)
where each part is defined by
T
(t˜rdL)Lℓm
DD ≡ CLℓ(D, 2t˜rdL)a−2φLℓm,
T
(t˜rdL)Lℓm
iD ≡ −∇˜i˜−1a−(D−2)∂D(aDT (t˜rdL)LℓmDD )
T
(t˜rdL)Lℓm
ij ≡
D − 1
D − 2
(
∇˜i∇˜j ˜−1 − 1
D − 1 g˜ij
)
(˜ +D − 1)−1
×
[
a−(D−3)∂D
(
a∂D(a
DT
(t˜rdL)Lℓm
DD )
)
+
a2
D − 1
˜T (t˜rdL)LℓmDD ]− a2D − 1 g˜ijT (t˜rdL)LℓmDD ,
for ℓ = 2, 3, 4, ..., L, and m = 1, 2, 3, ..., dℓ(D − 1, 0),
with CLℓ(D, 2t˜rdL) =
[
r4(D − 2)λℓ(D − 1, 0)
(
λℓ(D − 1, 0)− (D − 1)
)
(D − 1)λL(D, 0)
(
λL(D, 0) + (D − 2)
) ]1/2,
(A.30)
T
(t˜rdT)Lℓm
µD ≡ CLℓ(D, 2t˜rdT)a−1T
(T)Lℓm
µ ,
T
(t˜rdT)Lℓm
ij ≡ −∇˜i(˜ +D − 2)−1a−(D−3)∂D(aD−1T (t˜rdT)LℓmjD )
− ∇˜j(˜ +D − 2)−1a−(D−3)∂D(aD−1T (t˜rdT)LℓmiD ),
for ℓ = 2, 3, 4, ..., L, and m = 1, 2, 3, ..., dℓ(D − 1, 1d),
with CLℓ(D, 2t˜rdT) =
[
r2
(
λℓ(D − 1, 1d)− (D − 2)
)
2
(
λL(D, 1T) + 1
) ]1/2,
(A.31)
and
T
(tT)Lℓm
µD ≡ 0, T
(tT)Lℓm
ij ≡ a2fLℓS˜(t˜rd)ℓmij ,
for ℓ = 2, 3, 4, ..., L, and m = 1, 2, 3, ..., dℓ(D − 1, 2t˜rd), (A.32)
where S˜
(t˜rd)ℓm
ij are traceless and divergenceless symmetric tensor eigenfunctions of
28
˜ on the unit SD−1. The degeneracies of their parts are
dL(D, 2t˜rdL) ≡
L∑
ℓ=2
dℓ(D − 1, 0) = dL(D, 0)− (D + 1), (A.33)
dL(D, 2t˜rdT) ≡
L∑
ℓ=2
dℓ(D − 1, 1d)
= DdL(D, 0)− dL−1(D, 1L)− dL+1(D, 1L)− D
2 −D + 2
2
, (A.34)
dL(D, 2tT) ≡
L∑
ℓ=2
dℓ(D − 1, 2t˜rd)
=
D(D + 1)
2
dL(D, 0)− dL−1(D, 1T)− dL+1(D, 1T)− dL−2(D, 0)
− 2dL(D, 0)− dL+2(D, 0) + (D + 1) + D
2 −D + 2
2
, (A.35)
and it is easily found to satisfy
dL(D, 2t˜rd) = dL(D, 2t˜rL) + dL(D, 2t˜rT) + dL(D, 2tT). (A.36)
Finally, we note that the following equations identically hold:
∇µφ0ℓm = ∇µ∇νφ1ℓm + r−2gµνφ1ℓm = ∇µT (d)1ℓmν +∇νT (d)1ℓmµ = 0,
∇˜iS˜0m = ∇˜i∇˜jS˜1m + g˜ijS˜1m = ∇˜iS˜(d)1mj + ∇˜jS˜(d)1mi = 0.
(A.37)
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