Abstract -This paper 1 applies a novel nonlinear power flow control design to power engineering. The methodology [1], [2], [3] uniquely combines: concepts from thermodynamic exergy and entropy; Hamiltonian systems; Lyapunov's direct method; Lyapunov optimal analysis; electric AC power concepts; and power flow analysis. Power engineering terminology is derived from the classical linear mass-spring-damper and an RLC electrical network. The methodology is then used to design both a Proportional-Integral-Derivative (PID) and PID with adaptive control architectures for both linear and nonlinear RLC dynamic network systems. The main contribution of this paper is to present a new nonlinear power flow control design as it applies to power engineering and how it is enhanced through adaptive control.
I. INTRODUCTION Engineered power systems are rich in control and mathematical problems and will continue to require improved performance from control systems centered on physicsbased principles and mathematics. Engineers are working to improve the performance and gain a deeper understanding of these power systems [4] . The need for increased efficiency has driven designers to develop more sophisticated control systems that lay a burden on traditional analysis tools and techniques. Further complications come from nonlinearities in the system that understanding comes only from simulation [4] , [5] , [6] .
Power systems operate today with smaller stability margins and will need increased security and reliability with improvements and developments in modeling, stability analysis approaches and assessment tools [6] . Several researchers [7] , [8] are investigating advanced architectures for the control and stability of multi-machine power systems [9] , [10] . In this paper the goal is to introduce fundamental concepts that underpin nonlinear power flow control as it is applied to power engineering problems. In Section II a power engineering application begins with a simple RLC network.
Nonlinear power flow control is used to design both a PID and PID with adaptive control algorithms. In Section III the design is demonstrated for nonlinear RLC network systems. In both Sections II and III numerical simulations are used to demonstrate these concepts. Finally, in Section IV the results are summarized with concluding remarks.
II. POWER ENGINEERING APPLICATION
In this section, an analog of the linear mass-springdamper system, an RLC electrical network, is employed to explain the connection between nonlinear power flow (exergy/entropy) control [1] , [2] , [3] (also see appendix) and power engineering. The discussion begins by following the harmonic excitation development of a linear mass-springdamper system by [11] .
The first step is to derive the equations of motion using Lagrange's equations [11] d dt
where L = T − V is the Lagrangian and δW i = Q i δq i is the virtual work of the i th nonconservative generalized force. For a mass-spring-damper system, the kinetic energy is T = 
For the RLC circuit in Fig. 1 -left (with R, L and C as constant linear parameters), the kinetic energy is T = 1 Cq 2 , and the virtual work is δW = vδq − Rqδq where L is the inductance, R is the resistance, C is the capacitance,q is the charge,q = i is the current, and v is the applied voltage. The resulting equation of motion is
The second step is to solve equation (1) with a harmonic input [11] or
The steady-state response is x s = X s cos(Ωt − α) where X s is the steady-state amplitude and α is the phase angle of 
The terms in equation (4) can be presented in the complex plane as a set of rotating vectors ( Fig. 2 -left) and force vector polygon ( Fig. 2 -right) . It is clear from Fig. 2 (right) and equation (4) that
which gives
Now, it is time to relate the linear mass-spring-damper system to the RLC circuit. Equations (5) and (6) can be rewritten as
and v = v o cos Ωt. The third step is to relate equations (7) to power engineering. The goal of power engineering is to maximize the real power flow: match the frequency and phase of the applied voltage and resulting current. From Fig. 1 (right) , it is clear that the goal is
which means the RLC circuit should be driven at the undamped natural frequency and/or the inductance and capacitance should be balanced for 60 Hz. Equation (8) can be rewritten as currentq s = −ΩQ s sin(Ωt − α) which is i s = −I s sin(Ωt − α) for I s = ΩQ s . The phase angle α can be redefined in terms of the phase angle θ between the voltage vector and the current vector α = π/2 − θ which produces i s = I s cos(Ωt + θ). Equation (7) can be rewritten as
2 is the magnitude of the complex impedance. The power factor is defined [12] as pf = cos θ = P/V I and by convention, θ is positive when the voltage leads the current.
The goal of power engineering can be restated as θ = 0 which happens when
with X = 0 ⇒ Ω 2 = 1/LC. The fourth step is to relate the Hamiltonian to the power factor. The Hamiltonian is defined as equation (27) which is H = T + V for both the linear mass-spring-damper system and the RLC circuit. For the linear mass-springdamper system the Hamiltonian and the time derivative of the Hamiltonian are
for the RLC circuit, respectively. The resulting constraint equations for power engineering are
and
which imply
for optimal power flow (where V is a candidate Lyapunov function -see appendix). For Ω 2 = 1/LC, equations (11) and (12) Figure 3 shows the 3D Hamiltonian (left) and phase plane plots (right) for optimal and suboptimal power flows. As can be seen from the suboptimal plots, part of the applied voltage is supporting the off-resonant storage system by varying the limit cycle trajectory across the Hamiltonian surface to produce the desired phase plane limit cycle [1] , [2] , [3] .
One way to improve performance is to introduce an adaptive PID controller. For comparison the nonadaptive PID control does not include the parameter updates. Given the general RLC network, the dynamics of equation (2) produces equation (10) . An adaptive control strategy can be defined by investigating a more general tracking controller composed of
Next modify H to account for additional storage or capacitance control as
Next, add a general information control potential [3] associated with the adaptation parameters or
(13) then take the derivative, rearrange, and simplify giveṡ
The controller is selected as [2] , [3] 
One wants to design v R for ω 2 = 1/LC = Ω 2 (an ideal 60 Hz condition) then v refqR = Rq 2 which requires feedback control if ω 2 = 1/LC = Ω 2 to get a power factor of 1. Then select the feedback portion as
Next substitute the controller equations (15) into equation (14) and simplify, rearrange aṡ
where
Next to identify the adaptive parameter update equations, the last term in equation (16) is set to zero which yieldṡ
Initially, for perfect parameter matching then the following nonlinear stability boundary concludes from equation (16) as
which results in an asymptotically stable (passivity [13] ) solution.
Numerical simulations were performed with variations in L = 77.4 mH, C = 100μF ( = 60 Hz), and R = 9Ω. Both a PID and PID with adaptive controllers were investigated for the linear RLC network. The tracking results for the charge and current along with the tracking errors are given in Fig. 4 for PID and Fig. 5 for PID with adaptive, respectively. In addition, the power flow and energy consumed by the PID and PID with adaptive controllers are shown in Fig. 6 and 
III. NONLINEAR POWER ENGINEERING
This section describes the extension of power engineering using nonlinear power flow (exergy/entropy) control to nonlinear power engineering. The investigation begins by modifying a problem described by [13] . The RLC circuit in Fig. 1 (left) show nonlinear resistance and capacitance elements. The nonlinear equation of motion is
The Hamiltonian is 
C(y)dy and the time derivative iṡ
The
By taking into account the nonlinearities and following the same steps from the previous section results in the following Hamiltonian and the first derivative as
Again a tracking PID adaptive controller (and PID control only case) is introduced as equation (15) where Δv is the same and
Then following the same steps as the linear development before, results in the same adaptive parameter update equations in equation (17) with the addition oḟ
This results in an asymptotically stable (passivity [13] ) solution or the realization of equation (18) . Numerical simulations were performed with variations in L, C ( = 60 Hz), R (RLC parameters same as linear model), C NL = 0.1μF, and R NL = 50v. Both a PID and PID with adaptive controllers were investigated for the nonlinear RLC network. The tracking results for the charge and current along with the tracking errors are given in Fig. 8 for PID and Fig. 9 for PID with adaptive, respectively. In addition, the power flow and energy consumed by the PID and PID with adaptive controllers are shown in Fig. 10 and Fig. 11 Fig. 13 for both the PID (left) and PID with adaptive (right) controllers, respectively. The adaptive control estimated reference input parameter responses for the nonlinear RLC network are given forL,1/C, andR in Fig. 14 (right  column) . Similar responses exist for the nonlinear termŝ 1/C NL andR NL , respectively.
IV. SUMMARY AND CONCLUSIONS
This paper applied a novel nonlinear power flow control design to power engineering. The methodology uniquely combines: concepts from thermodynamic exergy and entropy; Hamiltonian systems; Lyapunov's direct method; Lyapunov optimal analysis; electric AC power concepts; and power flow analysis. Power engineering terminology is derived from the classical linear mass-spring-damper and an RLC electrical network. The methodology is then used to design both PID and PID with adaptive control architectures for both a linear and nonlinear RLC dynamic network systems. Numerical simulations were performed to demonstrate the feasibility of the controller algorithms. In addition, the power flow and energy responses demonstrated the required energy consumption of each controller. The adaptive PID controller versions for both linear and nonlinear cases showed to be more efficient than just PID control alone. The main contribution of this paper is to present a new nonlinear power flow control design as it applies to power engineering and how it is enhanced through adaptive control.
APPENDIX: EXERGY/ENTROPY CONTROL DESIGN
In this appendix the first and second laws of thermodynamics are used to define exergy. Then Hamiltonian systems are defined for which connections are given between thermodynamics and Hamiltonian mechanics. Finally, stability conditions are derived for nonlinear systems with respect to Lyapunov's direct method.
A. Thermodynamic Concepts
One interpretation of the first law of thermodynamics states energy is conserved. The second law of thermodynamics implies that the entropy of the universe always increases. The first law is a conservation equation while the second law is an inequality. Mathematically, a result of the first law can be written in terms of it's time derivatives or energy rate for a system [14] aṡ
.) . (22)
The term on the left represents the rate at which energy is changing within the system. The heat entering or leaving the system is given byQ i and the work entering or leaving the system is given byẆ j . Next, material can enter or leave the system byṁ k that includes enthalpy, h, kinetic and potential energies, ke, pe, etc. In addition, each term is "summed" over an arbitrary number of entry and exit locations i, j, k.
The second law or entropy rate equation for a system [14] is given aṡ
Where the left hand term is the rate entropy changes within the system and the right hand terms represent, in order, the rate heat conducts entropy to and from the system and the rate material carries it in or out. These two terms can be combined into one termṠ e , the entropy exchanged (either positive or negative) with the environment andṠ i is the irreversible entropy production rate within the system [15] . The irreversible entropy production rate can be written as the sum of the thermodynamic forces and the thermodynamic flows [15] Ṡ i = k F kẊk ≥ 0 where the entropy change is the sum of all the changes due to the irreversible flowṡ X k with respect to each corresponding thermodynamic force F k .
Next, for systems with a constant environmental temperature, a thermodynamic quantity called the availability function which has the same form as the Helmholtz free energy function is defined as [15] 
where T o is the reference environmental temperature. The availability function is described as the maximum theoretically available energy that can do work which we call exergy. Exergy is also known as negative-entropy [14] , [16] . By taking the time derivative of the availability function (24) and substituting in the expressions for (22) and (23) results in the exergy rate equatioṅ
WhereΞ is the rate at which exergy stored within the system is changing. The terms on the right, in order, define the rate exergy is carried in/out by; i) heat, ii) work (less any work the system does on the environment at constant environmental pressure p o if the system volumeV changes), and iii) by the material (or quantity known as flow exergy). The final term, T oṠi , is the rate exergy is destroyed within the system.
B. Hamiltonian Mechanics
The derivation of the Hamiltonian [17] begins with the Lagrangian for a system defined as
where t is time explicitly, q, N-dim. generalized coordinate vector,q, N-dim. generalized velocity vector, T , kinetic energy, and V potential energy. The Hamiltonian is defined in terms of the Lagrangian as
The Hamiltonian in terms of the canonical coordinates (q, p) is
where the canonical momentum is defined as p i = ∂L ∂qi . Then Hamilton's canonical equations of motion becomė
where Q i is the generalized force vector. Next taking the time derivative of (28) giveṡ
Then substitute (29) into (30) and simplifying giveṡ
Hamiltonians for most natural systems are not explicit func-
C. Thermo-Mechanical Relationships 1) Conservative Mechanical Systems:
A system is conservative ifḢ = 0 and H = constant. A force is conservative if F · dx = F · vdt = Q jqj dt = 0 where F is the force, dx the displacement, and v the velocity. Basically, all of the forces can be modeled as potential force fields which are storage devices.
2) Reversible Thermodynamic Systems: A thermodynamic system is reversible if
which implies thatṠ e =Q/T since by definition the second law givesṠ i = 0.
3) Irreversible Thermodynamic Systems:
For dS = Ṡ i +Ṡ e dt = 0 thenṠ e ≤ 0 andṠ i ≥ 0.
4) Connections:
Now the connections between thermodynamics and Hamiltonian mechanics are investigated.
1) The irreversible entropy production rate can be expressed asṠ
2) The time derivative of the Hamiltonian is equivalent to the exergy ratė 
3) A conservative system is equivalent to a reversible system whenḢ = 0 andṠ e = 0 thenṠ i = 0 anḋ W = 0.
4) For a system that "appears to be conservative", but is not reversible is defined as:
where τ is the period of the cycle. This is an important set of conditions that will be used in the next section to find the generalized stability boundary. 5) Finally, the power terms are sorted into three categories: a) (Ẇ ) ave -power generators; (Q jqj ) ave > 0, b) (T oṠi ) ave -power dissipators; (Q lql ) ave < 0, c) (T oṠrev ) ave -reversible/conservative exergy storage terms; (Q kqk ) ave = 0. These three categories are fundamental terms that play a significant role in the nonlinear control design procedure.
D. Necessary and Sufficient Conditions for Stability
The Lyapunov function is defined as the total energy which for most mechanical systems is equivalent to an appropriate Hamiltonian function V = H which is positive definite. The time derivative iṡ
(34) 1) Stability and Instability Theorems: To describe a nonlinear system's behavior two theorems [18] help to characterize the essential features of its motion. In addition, by bounding the Lyapunov function between these Theorems, both necessary and sufficient conditions are a result of the transition of the time derivative of the Lyapunov function from stable to unstable. 1) Lyapunov Theorem for Stability Assume that there exists a scalar function V of the state x, with continuous first order derivatives such that
Then the equilibrium at the origin is globally asymptotically stable. 2) Chetaev Theorem for Instability Considering the equations of disturbed motion, let V be zero on the boundary of a region R which has the origin as a boundary point, and let both V andV be positivedefinite in R; then the undisturbed motion is unstable at the origin. 2) Stability Lemma for Nonlinear Systems: Based on the relationship between thermodynamic exergy and Hamiltonian systems a fundamental stability Lemma can be formulated.
Fundamental Stability Lemma for Hamiltonian Systems The stability of Hamiltonian systems is bounded between Theorems 1 and 2. Given the Lyapunov derivative as a decomposition and sum of exergy generation rate and exergy dissipation rate then:
that is subject to the following general necessary and sufficient conditions:
T oṠi ≥ 0 Positive semi-definite, always truė W ≥ 0 Positive semi-definite; exergy pumped in.
The following corollaries encompass both stability and instability for Hamiltonian systems which utilize AC power concepts: Cor 1: For (T oṠi ) ave = 0 and (Ẇ ) ave = 0 thenV = 0 the Hamiltonian system is neutrally stable, conservative and reversible. withV > 0 yields an unstable system. The final synopsis is that stability is defined in terms of power flow which determines whether the system is moving toward or away from its minimum energy and maximum entropy state. 
