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THERMALISATION FOR STOCHASTIC SMALL RANDOM
PERTURBATIONS OF HYPERBOLIC DYNAMICAL
SYSTEMS
BARRERA, GERARDO AND JARA, MILTON
Abstract. We consider an ordinary differential equation with a unique
hyperbolic attractor at the origin, to which we add a small random
perturbation. It is known that under general conditions, the solution of
this stochastic differential equation converges exponentially fast to an
equilibrium distribution. We show that the convergence occurs abruptly:
in a time window of small size compared to the natural time scale of
the process, the distance to equilibrium drops from its maximal possible
value to near zero, and only after this time window the convergence is
exponentially fast. This is what is known as the cut-off phenomenon
in the context of Markov chains of increasing complexity. In addition,
we are able to give general conditions to decide whether the distance
to equilibrium converges in this time window to a universal function, a
fact known as profile cut-off.
1. Introduction
Our main goal is the study of the convergence to equilibrium for a family
of stochastic small random perturbations of a given dynamical system in Rd.
Consider an ordinary differential equation with a unique hyperbolic global
attractor. Without loss of generality, we assume that the global attractor
is located at the origin. Under general conditions, as time goes to infinity,
any solution of this differential equation approaches the origin exponentially
fast. We perturb the deterministic dynamics by a Brownian motion of small
intensity. It is well known that, again under very general conditions, as time
goes to infinity, any solution of this stochastic differential equation converges
in distribution to an equilibrium law. The convergence can be improved to
hod with respect to the total variation distance. The theory of Lyapunov
functions allows to show that this convergence, for each fixed perturbation,
is again exponentially fast. We show that the convergence occurs abruptly:
when the intensity of the noise goes to zero, the total variation distance
between the law of the stochastic dynamics and the law of its equilibrium
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in a time window around the cut-off time decreases from one to near zero
abruptly, and only after this time window the convergence is exponentially
fast. This fact is known as cut-off phenomenon. Moreover, when a properly
normalised ω-limit set of the initial datum of the deterministic differential
equation is contained in a sphere, we are able to prove convergence of the
distance to equilibrium to a universal function, a fact known as profile cut-off
or profile thermalisation in the context of ergodic Markov processes.
To be more precise, we are concerned about the abrupt convergence to
equilibrium in the total variation distance for systems of the form:{
dxǫ(t) = −F (xǫ(t))dt+√ǫdB(t) for t ≥ 0,
xǫ(0) = x0.
(1.1)
where F is a given vector field with a unique hyperbolic fixed point and
{B(t) : t ≥ 0} is a standard Brownian motion. Notice that systems described
by the stochastic differential equation (1.1) are not necessarily reversible.
In statistical physics, equation (1.1) is known as an overdamped Langevin
dynamics, and it is used to model fluctuations of stationary states.
In the small noise asymptotics, the stochastic dynamics (1.1) fluctuates
around the attractor of the deterministic dynamics which is called relaxation
dynamics or zero-noise dynamics. Assuming that the deterministic dynam-
ics is strongly coercive together with some growth condition on F , when the
intensity ǫ of the noise goes to zero, in a time windows of small size com-
pared to the natural time scale of the process, the total variation distance
to equilibrium drops from near one to near zero.
Dynamical systems subjected to small Gaussian perturbations have been
studied extensively, see the book of M. Freidlin & A. Wentzell [31] which
discusses this problem in great detail; see also M. Freidlin & A. Wentzell
[29], [30], M. Day [32], [33] and W. Siegert [44]. This treatment has inspired
many works and considerable effort was concerned about purely local phe-
nomena, i.e., on the computation of exit times and exit probabilities from
neighbourhoods of fixed points that are carefully stipulated not to contain
any other fixed point of the deterministic dynamics.
The theory of large deviations allows to solve the exit problem from the
domain of attraction of a stable point. It turns out that the mean exit time
is exponentially large in the small noise parameter, and its logarithmic rate
is proportional to the height of the potential barrier that the trajectories
have to overcome. Consequently, for a multi-well potential one can obtain
a series of exponentially non-equivalent time scales given by the wells-mean
exit times. Moreover, the normalised exit times are asymptotically expo-
nentially distributed and have a memoryless property, for further details
see A. Galves, E. Olivieri & M. Vares [5], E. Olivieri & M. Vares [19] and
C. Kipnis & C. Newman [12]. There are situations in which the analysis at
the level of large deviations is not enough, and it is necessary the study of
distributional scaling limits for the exit distributions, for more details see
Y. Bakhtin [46] and [47].
Thermalisation for Perturbations of Dynamical Systems 3
The cut-off phenomenon was extensively studied in the eighties to de-
scribe the phenomenon of abrupt convergence that appears in models of
card shuffling, Ehrenfest urns and random transpositions, see for instance
D. Aldous & P. Diaconis [14] and [15]. In general, it is a challenging prob-
lem to prove that an specific family of stochastic models exhibit or does not
exhibit a cut-off phenomenon. It requires a complete understanding of the
dynamics of the specific random process.
Since the appearance of [14] many families of stochastic processes have
been shown to have similar properties. Various notions of cut-off have been
proposed; see J. Barrera & B. Ycart [24] and P. Diaconis [34] for an ac-
count. We refer to the book of D. Levin et al. ([16], Chapter 18) for an
introduction of the subject in the Markov chain setting, L. Saloff-Coste [28]
provides an extensive list of random walks for which the cut-off phenom-
enon holds, P. Diaconis [34] for a review on the finite Markov chain case,
S. Mart´ınez and B. Ycart [41] for the case of Markov chains with countably
infinite state space, G. Chen and L. Saloff-Coste [23] for Brownian motions
on a compact Riemann manifold, B. Lachaud [8] and G. Barrera [21] for
Ornstein-Uhlenbeck processes on the line and G. Barrera and M. Jara [22]
for stochastic small perturbations of one-dimensional dynamical systems.
Roughly speaking, thermalisation or window cut-off holds for a family
of stochastic systems, when convergence to equilibrium happens in a time
window which is small compared to the total running time of the system.
Before a certain “cut-off time” those processes stay far from equilibrium
with respect to some suitable distance; in a time window of smaller order the
processes get close to equilibrium, and after a time window that convergence
to equilibrium happens exponentially fast.
Alternative names are threshold phenomenon and abrupt convergence.
When the distance to equilibrium at the time window can be well approx-
imated by some profile function, we speak about profile cut-off. Sequences
of stochastic processes for which an explicit profile cut-off can be deter-
mined are scarce. Explicit profiles are usually out of reach, in particular for
the total variation distance. In general, the existence of the phenomenon is
proven through a precise estimation of the sequence of cut-off times and this
precision comes at a high technical price, for more details see J. Barrera,
O. Bertoncini & R. Ferna´ndez [25].
The main result of this article, Theorem 2.2, states that when the deter-
ministic dynamics is strongly coercive and satisfies some growth condition,
the family of perturbed dynamics presents a thermalisation (windows cut-
off) as we describe in Section 2. Moreover, in Corollary 2.9 and Corollary
2.11 we give a necessary and sufficient condition for having profile thermali-
sation (profile cut-off). We point out that our condition is always satisfied by
reversible dynamics; i.e., when F (x) = ∇V (x), x ∈ Rd, and also for a large
class of dynamics that are non-reversible. Non-reversible dynamics naturally
appear for example in polymeric fluid dynamics or Wigner-Fokker-Planck
equations, see A. Arnold, J. Carrillo & C. Manzini [1] and B. Jourdain,
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C. Le Bris, T. Lelie`vre & F. Otto [7]. Non-reversible systems arise in the
theory of activated process in glasses and other disordered materials, chem-
ical reactions far from equilibrium, stochastic modelled computer networks,
evolutionary biology and theoretical ecology, see R. Maier & D. Stein [37]
and [38].
Notice that the set of symmetric matrices is not open. In particular,
reversibility is not a generic property of dynamical systems. On the other
hand, hyperbolicity is an open property, meaning that it is stable under small
perturbations of the vector field. Moreover, in general for the non-reversible
case, there is not an explicit formula for the invariant measure of the random
dynamics (1.1) as in the reversible case. For reversible dynamics, analytic
methods from quantum mechanics have been used to compute asymptotic
expansions in the diffusivity
√
ǫ. The strong point is that full asymptotic
expansions in
√
ǫ and sharp estimates can be done. However, so far only
applicable for reversible diffusion process. For more details, see [2] and
[3]. Therefore, it is desirable to have a treatment that does not rely on
these properties, namely reversibility and/or explicit knowledge of invariant
measures.
Our idea is to carry out this asymptotic expansion in
√
ǫ by probabilistic
methods. It turns out that the hyperbolicity of the underlying dynamics
can be used to show that a second-order expansion gives a description of
the original dynamics which is good for times much larger than the time
at which equilibration occurs. This expansion is the same introduced in
[22]. Notice that in the one-dimensional case, the stochastic dynamics is
always reversible. Therefore, profile cut-off always holds and a more refined
analysis of this expansion is needed in order to be able to discern whether
profile cut-off holds or not. A consequence of our analysis is an L1-version
of the local central limit theorem for the invariant measure of (1.1), which
could be of independent interest.
This material is organized as follows. Section 2 describes the model and
states the main result besides establishing the basic notation and definitions.
Section 3 provides sharp estimates on the asymptotics of related linear ap-
proximations which are the main ingredient in order to prove the main result
in the end of this section. Finally, we provide an Appendix which is divided
in three sections as follows: Section A gives useful properties for the total
variation distances between Gaussian distributions. Section B and C provide
the rigorous arguments about the deterministic dynamics and the stochastic
dynamics, respectively, that we omit in Section 3 to make the presentation
more fluid.
2. Notation and results
In this section we rigorously state the family of stochastically perturbed
dynamical systems that we are considering and the results we prove.
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2.1. The dynamical system. Let F : Rd → Rd be a vector field of class
C2(Rd,Rd). For each x ∈ Rd, let {ϕ(t, x) : t ∈ [0, τx)} be the solution of the
deterministic differential equation:{
d
dtϕ(t) = −F (ϕ(t)) for 0 ≤ t < τx,
ϕ(0) = x
(2.1)
where τx denotes the explosion time. Since F is smooth, this equation has
a unique solution. Since we have not imposed any growth condition on F ,
τx may be finite. We denote by ‖ · ‖ the Euclidean norm in Rd and by 〈·, ·〉
the standard inner product of Rd. Under the condition
sup
z∈Rd
〈z,−F (z)〉
1 + ‖z‖2 < +∞,
an straightforward application of the Lemma C.7 (Gronwall’s inequality)
implies that the explosion time τx is infinite for any x ∈ Rd. Later on, we
will make stronger assumptions on F , so we will assume that the explosion
time is always infinite without further comments.
We call the family {ϕ(t, x) : t ≥ 0, x ∈ Rd} the dynamical system associ-
ated to F . We say that a point y ∈ Rd is a fixed point of (2.1) if F (y) = 0.
In that case ϕ(t, y) = y for any t ≥ 0.
Let y be a fixed point of (2.1). We say that x ∈ Rd belongs in the basin
of attraction of y if
lim
t→+∞ϕ(t, x) = y.
We say that y is an attractor of (2.1) if the set
Uy = {x ∈ Rd : x is in the basin of attraction of y}
contains an open ball centered at y. If Uy = R
d we say that y is a global
attractor of (2.1). We say that y is a hyperbolic fixed point of (2.1) if
Re(λ) 6= 0 for any eigenvalue λ of the Jacobian matrix DF (y). By the
Hartman-Grobman Theorem (see Theorem (Hartman) page 127 of [27] or
the celebrated paper of P. Hartman [35]), a hyperbolic fixed point y of (2.1)
is an attractor if and only if Re(λ) > 0 for any eigenvalue λ of the matrix
DF (y). From now on, we will always assume that
0 is a hyperbolic attractor of (2.1).
In that case, for any x ∈ U0 the asymptotic behaviour of ϕ(t, x) as t→ +∞
can be described in a very precise way.
A sufficient condition for 0 to be a global attractor of (2.1) is the following
coercivity condition: there exists a positive constant δ such that
〈x, F (x)〉 ≥ δ‖x‖2 for any x ∈ Rd. (C)
Notice that
d
dt
‖ϕ(t)‖2 = 2〈ϕ(t), d
dt
ϕ(t)〉 = 〈ϕ(t),−F (ϕ(t))〉 ≤ −2δ‖ϕ(t)‖2
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for any t ≥ 0. Then Lemma C.7 allows us to deduce that
‖ϕ(t, x)‖ ≤ ‖x‖e−δt for any x ∈ Rd and any t ≥ 0. (2.2)
In other words, ϕ(t, x) converges to 0 exponentially fast as t→ +∞. Notice
that the eigenvalues of the Jacobian matrix of F at zero, DF (0), might be
complex numbers. Recall that for any λ ∈ C and v ∈ Cd,
λv = (Re(λ) + i Im(λ))(Re(v) + i Im(v))
= Re(λ)Re(v)− Im(λ) Im(v) + i (Im(λ)Re(v) + Re(λ) Im(v)) .
From (C) we have Re(λ) ≥ δ for any eigenvalue λ of DF (0). Let v ∈ Cd an
eigenvector associated to the eigenvalue λ of DF (0). Then
−(Re(λ)−δ)‖Im(v)‖2 ≤ Im(λ)〈Re(v), Im(v)〉 ≤ (Re(λ)−δ)‖Re(v)‖2. (2.3)
Particularly, from (2.3) we have that (C) does not allow to control the imag-
inary part of the eigenvalues of DF (0). Typically and roughly speaking, the
dynamical system associated to (2.1) is an “uniformly contracting spiral”.
The following Lemma provides us the asymptotics of ϕ(t) as t goes to +∞.
It will be important for determining the cut-off time and time window.
Lemma 2.1. Assume that (C) holds. Then for any x0 ∈ Rd\{0} there exist
λ := λ(x0) > 0, ℓ := ℓ(x0), m := m(x0) ∈ {1, . . . , d}, θ1 := θ1(x0), . . . , θm :=
θm(x0) ∈ [0, 2π), v1 := v1(x0), . . . , vm := vm(x0) in Cd linearly independent
and τ := τ(x0) > 0 such that
lim
t→+∞
∥∥∥ eλt
tℓ−1
ϕ(t+ τ, x0)−
m∑
k=1
eiθktvk
∥∥∥ = 0.
This lemma will be proved in Appendix B, where we give more detailed
description of the constants and vectors appearing in this lemma. We can
anticipate that the numbers λ± iθk, k = 1, . . . ,m are eigenvalues of DF (0)
and that the vectors vk ∈ Cd, k = 1, . . . ,m are elements of the Jordan
decomposition of the matrix DF (0).
2.2. The cut-off phenomenon. Let µ, ν be two probability measures in
(Rd,B(Rd)). We say that a probability measure π in (Rd ×Rd,B(Rd ×Rd))
is a coupling between µ and ν if for any Borel set B ∈ B(Rd),
π(B × Rd) = µ(B) and π(Rd ×B) = ν(B).
In that case we say that π ∈ C(µ, ν). The total variation distance between
µ and ν is defined as
dTV(µ, ν) = inf
π∈C(µ,ν)
π
{
(x, y) ∈ Rd × Rd : x 6= y}.
Notice that the diameter with respect to dTV(·, ·) of the setM+1 (Rd,B(Rd))
of probability measures defined in (Rd,B(Rd)) is equal to 1. If X and Y are
two random variables in Rd which are defined in the same measurable space
(Ω,F), we write dTV(X,Y ) instead of dTV(P(X ∈ ·),P(Y ∈ ·)).
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For simplicity, we also write dTV(X,µY ) in place of dTV(X,Y ), where
µY is the distribution of the random variable Y . For an account of the
equivalent formulations of the total variation distance (normalised or not
normalised), we recommend the book of A. Kulik ([6], Chapter 2).
For any ǫ ∈ (0, 1], let xǫ be the continuous time stochastic process {xǫ(t) :
t ≥ 0}. We say that a family of stochastic processes {xǫ}ǫ∈(0,1] has ther-
malisation at position {tǫ}ǫ∈(0,1], window {ωǫ}ǫ∈(0,1] and state {µǫ}ǫ∈(0,1]
if
i)
lim
ǫ→0
tǫ = +∞ and lim
ǫ→0
ωǫ
tǫ
= 0,
ii)
lim
c→+∞
lim sup
ǫ→0
dTV(x
ǫ(tǫ + cωǫ), µǫ) = 0,
iii)
lim
c→−∞ lim infǫ→0
dTV(x
ǫ(tǫ + cωǫ), µǫ) = 1.
If for any ǫ ∈ (0, 1], xǫ is a Markov process with a unique invariant
measure and µǫ is the invariant measure of the process xǫ we say that the
family {xǫ}ǫ∈(0,1] presents thermalisation or window cut-off.
If in addition to i) there is a continuous function G : R→ [0, 1] such that
G(−∞) = 1, G(+∞) = 0 and
ii’) lim
ǫ→0
dTV(x
ǫ(tǫ + cωǫ), µǫ) =: G(c) for any c ∈ R,
we say that there is profile thermalisation or profile cut-off. Notice that ii’)
implies ii) and iii), and therefore profile thermalisation (respectively profile
cut-off) is a stronger notion than thermalisation (respectively window cut-
off).
2.3. The overdamped Langevin dynamics. Let {B(t) : t ≥ 0} be a
standard Brownian motion in Rd and let ǫ ∈ (0, 1] be a scaling parameter.
Let x0 ∈ U0 \ {0} and let {xǫ(t, x0) : t ≥ 0} be the solution of the following
stochastic differential equation:{
dxǫ(t) = −F (xǫ(t))dt+√ǫdB(t) for t ≥ 0,
xǫ(0) = x0.
(2.4)
Stochastic differential equation (2.4) is used in molecular modelling. In
that context ǫ = 2κτ , where τ is the temperature of the system and κ
is the Boltzmann constant. In statistical physics, equation (2.4) has a
computational interest to modelling a sample of a Gibbs measure in high-
dimensional Euclidean spaces. Denote by (Ω,F ,P) the probability space
where {B(t) : t ≥ 0} is defined and denote by E the expectation with re-
spect to P. Notice that (2.4) has a unique strong solution (see Remark 2.1.2
page 57 of [44] or Theorem 10.2.2 of [17]), and therefore {xǫ(t, x0) : t ≥ 0}
can be taken as a stochastic process in the same probability space (Ω,F ,P).
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In order to avoid unnecessary notation, we write {xǫ(t) : t ≥ 0} instead
of {xǫ(t, x0) : t ≥ 0} and {ϕ(t) : t ≥ 0} instead of {ϕ(t, x0) : t ≥ 0}. Since
ǫ ∈ (0, 1], for simplicity, we write lim
ǫ→0
instead of lim
ǫ→0+
.
Our aim is to describe in detail the asymptotic behaviour of the law of
xǫ(t) for large times t, as ǫ→ 0. In particular, we are interested in the law
of xǫ(t) for times t of order O(log(1/ǫ)), where thermalisation or window
cut-off phenomenon appears.
Under (C), for any ǫ ∈ (0, 1], the process {xǫ(t) : t ≥ 0} is uniquely
ergodic with stationary measure µǫ, see Lemma C.3 for details. Moreover,
the process is strongly Feller. In particular, the process visits infinitely often
every non-empty open set of the state space Rd. The stationary measure µǫ
is absolutely continuous with respect to the Lebesgue measure in Rd. The
density ρǫ of µǫ is smooth and solves the stationary Fokker-Planck equation:
ǫ
2
d∑
j=1
∂2
∂x2j
(ρǫ(x)) +
d∑
j=1
∂
∂xj
(Fj(x)ρ
ǫ(x)) = 0 for any x ∈ Rd,
where F = (F1, . . . , Fd)
T , for details see [44] (pages 60-63). When the
process is reversible, i.e., F (x) = ∇V (x), x ∈ Rd, for some scalar function
V (also called potential), the stationary measure µǫ is of the Gibbs type:
µǫ(dx) =
1
Zǫ e
− 2V (x)
ǫ dx, where Zǫ =
∫
Rd
e−
2V (x)
ǫ dx < +∞. (2.5)
The normalised constant Zǫ is called the partition function. If the vector
field F can be decomposed as
F (x) = ∇V (x) + b(x) for any x ∈ Rd,
where V : Rd → R is a scalar function and b : Rd → Rd is a vector field
which satisfies the divergence-free condition:
div
(
e−
2
ǫ
V (x)b(x)
)
= 0 for any x ∈ Rd,
then under some appropriate assumptions on V at infinity, i.e.,
1
2
‖∇V (x)‖2 −∆V (x)→ +∞ as ‖x‖ → +∞,
the probability measure µǫ given by (2.5) remains stationary for (2.4). For
details see [11], [13], [40] and [42]. In this situation, using the Laplace
Method, asymptotics as ǫ → 0 for µǫ can be obtained, see [10] and [26]
for further details. In general, the equilibrium measure can be expressed as
an integral of a Green function, but aside from a few simple cases, there
are no closed expressions for it. In this case, the Freidlin-Wentzell theory
implies that the non-Gibbs measure µǫ is equivalent to a Gibbs measure
with a “quasi-potential” V˜ playing the role of the potential energy, see for
instance [9], [37], [39] and [49]. However, the study of the regularity of the
quasi-potential is a non-trivial mathematical issue, for details see [45]. For
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our purposes, no transverse condition on the vector field F is assumed and
also we do not need that the Gibbs measure remains stationary for (2.4),
for further details see [20] and the references therein.
In many theoretical or applied problems involving ergodic processes, it is
important to estimate the time until the distribution of the process is close
to its equilibrium distribution. Under some strong coercivity condition and
growth condition that we will state precisely in Section 2.4, we will prove
that the law of xǫ(t) converges in total variation distance to µǫ in a time
window
wǫ :=
1
λ
+ o(1) (2.6)
of order O(1) around the cut-off time
tǫmix :=
1
2λ
ln (1/ǫ) +
ℓ− 1
λ
ln (ln (1/ǫ)) + τ, (2.7)
where λ, ℓ and τ are the positive constants associated to x0 in Lemma 2.1.
If we only assume that 0 is a hyperbolic attractor of (2.1), we can not rule
out the existence of other attractors. These attractors are accessible to the
stochastic dynamics (2.4) (a large part of the celebrated book of M. Freidlin
& A. Wentzell [31] is devoted to the study of this problem). However, in this
situation the other attractors are not accessible until times of order O(ec/ǫ),
where c is a positive constant, and we prove that the law of xǫ(t) converges
to a Gaussian random variable on a time window of order O(1) around tǫmix.
The exact way on which this convergence takes place is the content of the
following section.
2.4. Results. Denote by G(v,Ξ) the Gaussian distribution in Rd with vec-
tor mean v and positive definite covariance matrix Ξ. Let Id be the identity
d × d-matrix. Given a matrix A, denote by A∗ the transpose matrix of A.
Recall that for any y ∈ Rd, DF (y) denotes the Jacobian matrix of F at y.
A sufficient condition that allows to uniformly push back to the origin the
dynamics of (2.4) is the following strong coercivity condition: there exists
δ > 0 such that
〈x,DF (y)x〉 ≥ δ‖x‖2 for any x, y ∈ Rd. (H)
At the beginning of Section 3 we will see that (H) implies (C). To control
the growth of the vector field F around infinity, we assume the following
growth condition: there exist positive constants c0 and c1 such that
‖F (x)‖ ≤ c0ec1‖x‖2 for any x ∈ Rd. (G)
In the case of a stochastic perturbation of a dynamical system satisfying the
strongly coercivity condition (H) and the growth condition (G) we prove
thermalisation.
Theorem 2.2. Assume that (H) and (G) hold. Let {xǫ(t, x0) : t ≥ 0} be the
solution of (2.4) and denote by µǫ the unique invariant probability measure
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for the evolution given by (2.4). Denote by
dǫ(t) = dTV(x
ǫ(t, x0), µ
ǫ) for any t ≥ 0
the total variation distance between the law of the random variable xǫ(t, x0)
and its invariant probability µǫ. Consider the cut-off time tǫmix given by (2.7)
and the time window given by (2.6). Let x0 6= 0. Then for any c ∈ R we
have
lim
ǫ→0
∣∣∣dǫ(tǫmix + cwǫ)−Dǫ(tǫmix + cwǫ)∣∣∣ = 0,
where
Dǫ(t) = dTV
(
G
(
(t− τ)ℓ−1
eλ(t−τ)
√
ǫ
Σ−1/2
m∑
k=1
eiθk(t−τ)vk, Id
)
,G(0, Id)
)
(2.8)
for any t ≥ τ with m, λ, ℓ, τ , θ1, . . . , θm, v1, . . . , vm are the constants
and vectors associated to x0 in Lemma 2.1, and the matrix Σ is the unique
solution of the matrix Lyapunov equation:
DF (0)X +X(DF (0))∗ = Id. (2.9)
Remark 2.3. The last theorem tells us that the total variation distance
between the law of xǫ(t) and its equilibrium µǫ can be well approximated
in a time window (2.6) around the cut-off time (2.7) by the total variation
distance between two Gaussian distributions (2.8).
Remark 2.4. From Lemma A.2 we deduce an “explicit” formula for the
distance (2.8), i.e.,
Dǫ(t) =
√
2
π
‖mǫ(t)‖/2∫
0
e−
x2
2 dx,
where mǫ(t) = (t−τ)
ℓ−1
eλ(t−τ)
√
ǫ
Σ−1/2
m∑
k=1
eiθk(t−τ)vk for any t ≥ τ .
Remark 2.5. Since the linear differential equation
dx(t) = −DF (0)x(t)dt for any t ≥ 0
is asymptotically stable, then the matrix Lyapunov equation (2.9) has a
unique solution Σ which is symmetric and positive definite and it is given
by the formula:
Σ =
∞∫
0
e−DF (0)se−(DF (0))
∗sds.
For more details, see Theorem 1, page 443 of [36]. If in addition, DF (0) is
symmetric then Σ is easily computable and it is given by Σ = 12(DF (0))
−1.
From Theorem 2.2 we have the following consequences that we write as
corollaries. To made the presentation more fluent, in all the corollaries
below, we will assume the same hypothesis of Theorem 2.2 and keep the
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same notation. For any ǫ ∈ (0, 1] and x0 ∈ Rd, denote by xǫ,x0 the Markov
process {xǫ(t, x0) : t ≥ 0}.
Corollary 2.6. Suppose that x0 6= 0. Window thermalisation for the dis-
tance Dǫ at cut-off time tǫmix and time window w
ǫ is equivalent to window
thermalisation for the distance dǫ at cut-off time tǫmix and time window w
ǫ.
The same holds true for profile thermalisation.
Proof. It follows easily from Theorem 2.2 and the following inequalities
Dǫ(tǫmix + cw
ǫ) ≤ |Dǫ(tǫmix + cwǫ)− dǫ(tǫmix + cwǫ)|+ dǫ(tǫmix + cwǫ)
and
dǫ(tǫmix + cw
ǫ) ≤ |Dǫ(tǫmix + cwǫ)− dǫ(tǫmix + cwǫ)|+Dǫ(tǫmix + cwǫ).

Corollary 2.7 (Thermalisation). Suppose that x0 6= 0. Theorem 2.2 implies
thermalisation for the family of stochastic Markov processes {xǫ,x0}ǫ∈(0,1].
Proof. From Corollary 2.6, we only need to analyse the distance Dǫ. Notice
0 < L := lim inf
t→+∞
∥∥∥∥∥
m∑
k=1
eiθk(t−τ)vk
∥∥∥∥∥ ≤ lim supt→+∞
∥∥∥∥∥
m∑
k=1
eiθk(t−τ)vk
∥∥∥∥∥ ≤
m∑
k=1
‖vk‖ =: U,
where first inequality follows from the Cantor diagonal argument and the
fact that v1, . . . , vm are linearly independent. From Remark 2.4 we have
Dǫ(t) =
√
2
π
‖mǫ(t)‖/2∫
0
e−
x2
2 dx,
where mǫ(t) = (t−τ)
ℓ−1
eλ(t−τ)
√
ǫ
Σ−1/2
m∑
k=1
eiθk(t−τ)vk for any t ≥ τ . Notice that
Le−c ≤ lim inf
ǫ→0
‖mǫ(tǫmix + cwǫ)‖ ≤ lim sup
ǫ→0
‖mǫ(tǫmix + cwǫ)‖ ≤ Ue−c
for any c ∈ R. From Lemma A.6 and Lemma A.2 we deduce
√
2
π
Le−c/2∫
0
e−
x2
2 dx ≤ lim inf
ǫ→0
Dǫ(tǫmix + cw
ǫ)
≤ lim sup
ǫ→0
Dǫ(tǫmix + cw
ǫ) ≤
√
2
π
Ue−c/2∫
0
e−
x2
2 dx
for any c ∈ R. Therefore
lim
c→−∞ lim infǫ→0
Dǫ(tǫmix + cw
ǫ) = 1
and
lim
c→+∞ lim supǫ→0
Dǫ(tǫmix + cw
ǫ) = 0.
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
Remark 2.8. Recall that {v1, . . . , vm} are linearly independent in C. If in
addition
lim
t→+∞
∥∥∥∥∥Σ−1/2
m∑
k=1
eiθktvk
∥∥∥∥∥ is well defined,
then
lim
t→+∞
∥∥∥∥∥Σ−1/2
m∑
k=1
eiθktvk
∥∥∥∥∥ =
∥∥∥∥∥Σ−1/2
m∑
k=1
vk
∥∥∥∥∥ > 0.
In this case, we define
r(x0) :=
∥∥∥∥∥Σ−1/2
m∑
k=1
vk
∥∥∥∥∥ > 0.
Corollary 2.9 (Profile thermalisation). Suppose that x0 6= 0. There is pro-
file thermalisation for the family of stochastic Marvok processes {xǫ,x0}ǫ∈(0,1]
if and only if
lim
t→+∞
∥∥∥∥∥Σ−1/2
m∑
k=1
eiθktvk
∥∥∥∥∥ is well defined.
Proof. Suppose that there is profile thermalisation for {xǫ,x0}ǫ∈(0,1]. Then
lim
ǫ→0
dǫ(tǫmix + cw
ǫ) exists for any c ∈ R. From Corollary 2.6 we have that
lim
ǫ→0
Dǫ(tǫmix + cw
ǫ) also exists for any c ∈ R. From Remark 2.4 we deduce
lim
t→+∞
∥∥∥∥∥Σ−1/2
m∑
k=1
eiθktvk
∥∥∥∥∥ is well defined.
On the other hand, if lim
t→+∞
∥∥∥∥Σ−1/2 m∑
k=1
eiθktvk
∥∥∥∥ = r(x0), from Remark 2.8 we
have that r(x0) > 0 and from Remark 2.4 we get
lim
ǫ→0
Dǫ(tǫmix + cw
ǫ) =
√
2
π
e−cr(x0)
2∫
0
e−
x2
2 dx for any c ∈ R.
The latter together with Corollary 2.6 imply profile thermalisation for {xǫ,x0}ǫ∈(0,1].

The following corollary includes the case when the dynamics is reversible,
i.e., F = ∇V for some scalar function V : Rd → R.
Corollary 2.10. Suppose that x0 6= 0. If all the eigenvalues of DF (0) are
real then the family of stochastic processes {xǫ,x0}ǫ∈(0,1] has profile thermal-
isation.
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Proof. The proof follows from Corollary 2.9 observing that θj = 0 for any
j = 1, . . . ,m and the fact that {v1, . . . , vm} are linearly independent in
C. 
Moreover, in [22], we study the case when d = 1 which follows immediately
from Corollary 2.10.
We also have a dynamical characterisation of profile thermalisation.
Define “a normalised” ω-limit set of x0 as follows:
ω(x0) :=
{
y ∈ Rd : there exists a sequence of positive numbers {tn : n ∈ N}
such that lim
n→+∞ tn = +∞ and limn→+∞
eλtn
tℓ−1n
Σ−1/2e−DF (0)tnx0 = y
}
.
From Lemma B.1, it is not hard to see that Σ−1/2
∑m
k=1 vk ∈ ω(x0). When
all the eigenvalues of DF (0) are real, then again by Lemma B.1, we get that
ω(x0) consists of a non-zero element which is given by Σ
−1/2∑m
k=1 vk.
Corollary 2.11. Suppose that x0 6= 0. The family of stochastic Markov
processes {xǫ,x0}ǫ∈(0,1] has profile thermalisation if and only if ω(x0) is con-
tained in a d-sphere with radius r(x0) :=
∥∥∥∥Σ−1/2 m∑
k=1
vk
∥∥∥∥, i.e., ω(x0) ⊂
S
d−1(r(x0)), where Sd−1(r(x0)) :=
{
x ∈ Rd : ‖x‖ = r(x0)
}
.
Proof. Suppose that {xǫ,x0}ǫ∈(0,1] has profile thermalisation. By Corollary
2.9 we have
lim
t→+∞
∥∥∥Σ−1/2 m∑
k=1
eiθktvk
∥∥∥ is well defined.
From Remark 2.8 we know
lim
t→+∞
∥∥∥Σ−1/2 m∑
k=1
eiθktvk
∥∥∥ = r(x0) > 0.
The latter together with Lemma B.1 allows to deduce that
lim
t→+∞
∥∥∥ eλt
tℓ−1
Σ−1/2e−DF (0)tx0
∥∥∥ = r(x0).
Consequently, ω(x0) ⊂ Sd−1 (r(x0)).
On the other hand, suppose that ω(x0) ⊂ Sd−1(r(x0)). Then
lim
t→+∞
∥∥∥ eλt
tℓ−1
e−DF (0)tx0
∥∥∥ = r(x0).
From Lemma B.1 we get
lim
t→+∞
∥∥∥Σ−1/2 m∑
k=1
eiθktvk
∥∥∥ = r(x0).
The latter together with Corollary 2.9 allow us to deduce the statement. 
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In dimension 2 and 3, we can state a spectral characterisation of profile
thermalisation. Remind that if all the eigenvalues of DF (0) are real, we have
profile thermalisation as Corollary 2.10 stated, so we avoid that case.
Corollary 2.12. Suppose that x0 6= 0 and d = 2. Let γ be a complex
eigenvalue of DF (0) with non-zero imaginary part and let u1 + iu2 be its
eigenvector, where u1, u2 ∈ R2. Then the family of Markov stochastic pro-
cesses {xǫ,x0}ǫ∈(0,1] has profile thermalisation if and only if 〈u1,Σ−1u1〉 =
〈u2,Σ−1u2〉 and 〈u1,Σ−1u2〉 = 0.
Proof. Write γ = λ + iθ, where λ > 0 with θ 6= 0. To the eigenvalue γ we
associated an eigenvector u1 + iu2, where u1, u2 ∈ R2. An straightforward
computation shows
eλte−DF (0)tx0 = (c1 cos(θt)− c2 sin(θt))u1 + (c1 sin(θt) + c2 cos(θt))u2
for any t ≥ 0, where c1 := c1(x0) and c2 := c2(x0) are not both zero. Notice
that c :=
√
c21 + c
2
2 > 0 and let cos(α) = c1/c and sin(α) = c2/c. Then
eλte−DF (0)tx0 = c cos(θt+ α)u1 + c sin(θt+ α)u2 for any t ≥ 0.
Therefore,
‖Σ−1/2eλte−DF (0)tx0‖2 = c2 cos2(θt+ α)〈u1,Σ−1u1〉
+ c2 sin2(θt+ α)〈u2,Σ−1u2〉+ 2c2 cos(θt+ α) sin(θt+ α)〈u1,Σ−1u2〉
(2.10)
for any t ≥ 0. If 〈u1,Σ−1u1〉 = 〈u2,Σ−1u2〉 and 〈u1,Σ−1u2〉 = 0 then
‖Σ−1/2eλte−DF (0)tx0‖2 = c2〈u1,Σ−1u1〉 for any t ≥ 0.
Notice that 〈u1,Σ−1u1〉 6= 0 since u1 6= 0 and Σ−1 is a positive definite sym-
metric matrix. The conclusion follows easily from Lemma B.1 and Corollary
2.9.
On the other hand, if {xǫ,x0}ǫ∈(0,1] has profile thermalisation then Lemma
B.1 and Corollary 2.9 imply
lim
t→+∞ ‖Σ
−1/2eλte−DF (0)tx0‖2 is well defined.
Now, using (2.10) and taking different subsequences we deduce 〈u1,Σ−1u1〉 =
〈u2,Σ−1u2〉 and 〈u1,Σ−1u2〉. 
Notice that in dimension 3, at least one eigenvalue of DF (0) is real.
Therefore the interesting case is when the others eigenvalues are complex
numbers with non-zero imaginary part. Let γ1 be a real eigenvalue of DF (0)
with eigenvector v ∈ R3. Let γ be a complex eigenvalue of DF (0) with non-
zero imaginary part and let u1 + iu2 be its eigenvector, where u1, u2 ∈ R3.
In this case,
e−DF (0)tx0 =c(x0)e−γ1tv
+ e−λt(c1 cos(θt)− c2 sin(θt))u1 + (c1 sin(θt) + c2 cos(θt))u2)
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for any t ≥ 0, where c0 := c0(x0), c1 := c1(x0) and c2 := c2(x0) are not all
zero. Notice that c :=
√
c21 + c
2
2 > 0 and let cos(α) = c1/c and sin(α) = c2/c.
Then
e−DF (0)tx0 =c0e−γ1tv + e−λt(c cos(θt+ α)u1 + c sin(θt+ α)u2) (2.11)
for any t ≥ 0.
Corollary 2.13. Suppose that x0 6= 0 and d = 3. Let γ1 be a real eigen-
value of DF (0) with eigenvector v ∈ R3. Let γ be a complex eigenvalue
of DF (0) with non-zero imaginary part and let u1 + iu2 be its eigenvector,
where u1, u2 ∈ R3. Let c0, c and α the constants that appears in (2.11).
i) Assume c0 = 0. {xǫ,x0}ǫ∈(0,1] has profile thermalisation if and only
if 〈u1,Σ−1u1〉 = 〈u2,Σ−1u2〉 and 〈u1,Σ−1u2〉 = 0.
ii) Assume c0 6= 0 and γ1 < λ. Then the family {xǫ,x0}ǫ∈(0,1] has profile
thermalisation.
iii) Assume c0 6= 0, γ1 = λ. The family {xǫ,x0}ǫ∈(0,1] has profile thermal-
isation if and only if 〈u1,Σ−1u1〉 = 〈u2,Σ−1u2〉 and 〈u1,Σ−1u2〉 =
〈v,Σ−1u1〉 = 〈v,Σ−1u2〉 = 0.
iv) Assume c0 6= 0, γ1 > λ. The family {xǫ,x0}ǫ∈(0,1] has profile thermal-
isation if and only if 〈u1,Σ−1u1〉 = 〈u2,Σ−1u2〉 and 〈u1,Σ−1u2〉 = 0.
Proof.
i) This case can be deduced using the same arguments as Corollary
2.12.
ii) Using relation (2.11) we obtain
lim
t→+∞Σ
−1/2eγ1te−DF (0)tx0 = c0Σ−
1/2v 6= 0.
The latter together with Corollary 2.9 allows us to deduce profile
thermalisation.
iii) Using relation (2.11) for any t ≥ 0 we get
‖Σ−1/2eγ1te−DF (0)tx0‖2 =c20〈v,Σ−1/2v〉+ c2 cos2(θt+ α)〈u1,Σ−1/2u1〉
+ c2 sin2(θt+ α)〈u2,Σ−1/2u2〉+ 2c0c cos(θt+ α)〈v,Σ−1/2u1〉
+ 2c0c sin(θt+ α)〈v,Σ−1/2u2〉+ 2c2 cos(θt+ α) sin(θt+ α)〈u1,Σ−1/2u2〉.
(2.12)
If 〈u1,Σ−1u1〉 = 〈u2,Σ−1u2〉 and
〈u1,Σ−1u2〉 = 〈v,Σ−1u1〉 = 〈v,Σ−1u2〉 = 0,
then from (2.12) we deduce
‖Σ−1/2eγ1te−DF (0)tx0‖ = c20〈v,Σ−1/2v〉+ c2〈u1,Σ−1u1〉 > 0.
The latter together with Lemma B.1 and Corollary 2.9 imply profile
thermalisation.
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On the other hand, if {xǫ,x0}ǫ∈(0,1] has profile thermalisation then
Lemma B.1 and Corollary 2.9 imply
lim
t→+∞ ‖Σ
−1/2eλte−DF (0)tx0‖2 is well defined.
Now, using (2.12) and taking different subsequences we deduce
〈u1,Σ−1u1〉 = 〈u2,Σ−1u2〉
and
〈u1,Σ−1u2〉 = 〈v,Σ−1u1〉 = 〈v,Σ−1u2〉 = 0.
iv) Using relation (2.11) for any t ≥ 0 we have
‖Σ−1/2eλte−DF (0)tx0‖2 =c20e−2(γ1−λ)t〈v,Σ−1/2v〉+ c2 cos2(θt+ α)〈u1,Σ−1/2u1〉
+ c2 sin2(θt+ α)〈u2,Σ−1/2u2〉+ 2c0ce−(γ1−λ)t cos(θt+ α)〈v,Σ−1/2u1〉
+ 2c0ce
−(γ1−λ)t sin(θt+ α)〈v,Σ−1/2u2〉
+ 2c2 cos(θt+ α) sin(θt+ α)〈u1,Σ−1/2u2〉.
(2.13)
If 〈u1,Σ−1u1〉 = 〈u2,Σ−1u2〉 and 〈u1,Σ−1u2〉 = 0 from (2.13) we
obtain
lim
t→+∞ ‖Σ
−1/2eλte−DF (0)tx0‖ = c2〈u1,Σ−1u1〉 6= 0
which together with Corollary 2.9 imply profile thermalisation.
On the other hand, if {xǫ,x0}ǫ∈(0,1] has profile thermalisation then
Lemma B.1 and Corollary 2.9 imply
lim
t→+∞ ‖Σ
−1/2eλte−DF (0)tx0‖2 is well defined.
Now, using (2.13) and taking different subsequences one can deduce
〈u1,Σ−1u1〉 = 〈u2,Σ−1u2〉 and 〈u1,Σ−1u2〉 = 0.

When Σ is the identity matrix, roughly speaking Corollary 2.12 and Corol-
lary 2.13 state that profile thermalisation is equivalent to “norm” preserv-
ing and orthogonality of the real and imaginary parts of the eigenvectors of
DF (0). When Σ is not the identity, the latter still true under a change of
basis.
3. The multiscale analysis
In this section, we prove that the process {xǫ(t) : t ≥ 0} can be well
approximated by the solution of a linear non-homogeneous process in a time
window that will include the time scale on which we are interested. It is not
hard to see that (H) basically says that (C) is satisfied around any point y.
In fact, writing
F (y)− F (x) =
∫ 1
0
d
dtF (x+ t(y − x))dt =
∫ 1
0
DF (x+ t(y − x))(y − x)dt
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we obtain the seemingly stronger condition
〈y − x, F (y)− F (x)〉 ≥ δ‖y − x‖2 for any x, y ∈ Rd.
The latter is basically saying that (C) is satisfied around any point y ∈ Rd. A
good example of a vector field F satisfying (H) and (G) is F (x) = Ax+H(x),
x ∈ Rd, where A is a matrix, H is a vector valued function such that F
satisfies (H) and it satisfies H(0) = 0, DH(0) = 0, ‖DH‖∞ < +∞ and
‖D2H‖∞ < +∞. In dimension one, a good example to keep in mind is
F (x) =
n∑
j=1
ajx
2j−1 for any x ∈ R, (3.1)
where n ∈ N, a1 > 0 and aj ≥ 0 for any j ∈ {2, . . . , n}. It is fairly easy to
see that (3.1) satisfies (H) and (G). If aj > 0 for some j ∈ {2, . . . , n} then
(3.1) is not globally Lipschitz continuous.
Recall that F ∈ C2(Rd,Rd). Notice that for any x, y ∈ Rd we have
F (x)− F (y) =
∫ 1
0
DF (x+ t(y − x))(y − x)dt.
Therefore, for any x, y ∈ Rd we get
F (x)− F (y)−DF (y)(x− y) =
∫ 1
0
(DF (y + t(x− y))−DF (y))(x − y)dt.
Note
DF (y + t(x− y))−DF (y) =
∫ 1
0
D2F (y + st(x− y))t(x− y)ds
for any x, y ∈ Rd. For any r0 > 0 and r1 > 0, define C := sup
|z|≤2r1+r0
‖D2F (z)‖.
Then
‖F (x) − F (y)−DF (y)(x− y)‖ ≤ C‖x− y‖2 (3.2)
for any ‖x‖ ≤ r0 and ‖y‖ ≤ r1. Inequality (3.2) will allow us to control the
random dynamics {xǫ(t) : t ≥ 0} on compacts sets and it will be very useful
in our apriori estimates.
3.1. Zeroth-order approximations. It is fairly easy to see that for any
t ≥ 0, as ǫ → 0, xǫ(t) converges to ϕ(t). The convergence can be proved
to be almost surely uniform in compacts. But for our purposes, we need a
quantitative estimate on the distance between xǫ(t) and ϕ(t). The idea is
fairly simple: (H) says that the dynamical system (2.1) is uniformly con-
tracting. Therefore, it is reasonable that fluctuations are pushed back to the
solution of (2.1) and therefore the difference between xǫ(t) and ϕ(t) has a
short-time dependence on the noise {B(s) : 0 ≤ s ≤ t}. This heuristics can
be made precise computing the Itoˆ derivative of ‖xǫ(t)− ϕ(t)‖2 as follows:
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d‖xǫ(t)− ϕ(t)‖2 = −2〈xǫ(t)− ϕ(t), F (xǫ(t)) − F (ϕ(t))〉dt
+ 2
√
ǫ〈xǫ(t)− ϕ(t),dB(t)〉+ dǫdt
≤ −2δ‖xǫ(t)− ϕ(t)‖2dt+ 2√ǫ〈xǫ(t)− ϕ(t),dB(t)〉+ dǫdt,
(3.3)
where the last inequality follows from (H). After a localisation argument we
get
d
dt
E
[‖xǫ(t)− ϕ(t)‖2] ≤ −2δE [‖xǫ(t)− ϕ(t)‖2]+ ǫd for any t ≥ 0.
From Lemma C.7, we obtain the following uniform bound
E
[‖xǫ(t)− ϕ(t)‖2] ≤ dǫ
2δ
(1− e−2δt) ≤ dǫ
2δ
for any t ≥ 0. (3.4)
We call this bound the zeroth order approximation of xǫ(t). We have just
proved that the distance between xǫ(t) and ϕ(t) is of order O(√ǫ), uniformly
in t ≥ 0. However, this estimate is meaningful only while ‖ϕ(t)‖ ≫ √ǫ.
By Lemma 2.1, ‖ϕ(t)‖ is of order O(tℓ−1e−λt), which means that (3.4) is
meaningful for times t of order o(tǫmix), which fall just short of what we
need. This is very natural, because at times of order tǫmix we expect that
fluctuations play a predominant role.
3.2. First-order approximations. Notice that (3.4) can be seen as a law
of large numbers for xǫ(t). In fact, E[xǫ(t)] = ϕ(t) for every t ≥ 0 and for
t ≪ tǫmix, ǫ/‖ϕ(t)‖2 → 0. By the second-moment method, xǫ(t) satisfies a
law of large numbers when properly renormalised. Therefore, it is natural
to look at the corresponding central limit theorem. Define {yǫ(t) : t ≥ 0} as
yǫ(t) =
xǫ(t)− ϕ(t)√
ǫ
for any t ≥ 0.
As above, it is not very difficult to prove that for every T > 0, the process
{yǫ(t) : t ∈ [0, T ]} converges in distribution to the solution {y(t) : t ∈ [0, T ]}
of the linear non-homogeneous stochastic differential equation (also known
as non-homogeneous Ornstein-Uhlenbeck process):{
dy(t) = −DF (ϕ(t))y(t)dt + dB(t) for t ≥ 0,
y(0) = 0.
(3.5)
Notice that this equation is linear and in particular y(t) has a Gaussian
law for any t > 0. As in the previous section, our aim is to obtain good
quantitative bounds for the distance between yǫ(t) and y(t). First, we notice
that the estimate (3.4) can be rewritten as
E
[‖yǫ(t)‖2] ≤ d
2δ
for any t ≥ 0. (3.6)
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We will also need an upper bound for E
[‖yǫ(t)‖4]. From the Itoˆ formula
and (H) we have
d‖yǫ(t)‖4 = −4‖yǫ(t)‖2〈yǫ(t),DF (ϕ(t))yǫ(t)〉dt+ 4‖yǫ(t)‖2〈yǫ(t),dB(t)〉
+ (2d+ 4)‖yǫ(t)‖2dt
≤ −4δ‖yǫ(t)‖4dt+ 4‖yǫ(t)‖2〈yǫ(t),dB(t)〉+ (2d+ 4)‖yǫ(t)‖2dt.
After a localisation argument we obtain
d
dtE
[‖yǫ(t)‖4] ≤ −4δE [‖yǫ(t)‖4]+ (2d + 4)E [‖yǫ(t)‖2] .
From (3.6) and Lemma C.7 we get the uniformly bound
E
[‖yǫ(t)‖4] ≤ d(d + 2)
4δ2
(
1− e−4δt) ≤ d(d+ 2)
4δ2
for any t ≥ 0. (3.7)
Notice that xǫ(t) = ϕ(t)+
√
ǫyǫ(t) for any t ≥ 0 and the difference yǫ(t)−y(t)
has bounded variation. Then
d
dt(y
ǫ(t)− y(t)) = − 1√
ǫ
(
F (xǫ(t))− F (ϕ(t)) −√ǫDF (ϕ(t))y(t))
= − 1√
ǫ
(
F (ϕ(t) +
√
ǫyǫ(t)) − F (ϕ(t) +√ǫy(t)))
− 1√
ǫ
(
F (ϕ(t) +
√
ǫy(t))− F (ϕ(t)) −√ǫDF (ϕ(t))y(t)).
Define hǫ(t) := F (ϕ(t)+
√
ǫy(t))−F (ϕ(t))−√ǫDF (ϕ(t))y(t) for any t ≥ 0.
Therefore, using the chain rule for ‖yǫ(t)− y(t)‖2 we obtain the differential
equation:
d
dt‖yǫ(t)− y(t)‖2 = 2〈yǫ(t)− y(t), ddt(yǫ(t)− y(t))〉 =
− 2√
ǫ
〈yǫ(t)− y(t), F (ϕ(t) +√ǫyǫ(t))− F (ϕ(t) +√ǫy(t))〉
− 2√
ǫ
〈yǫ(t)− y(t), hǫ(t)〉 ≤ −2δ‖yǫ(t)− y(t)‖2 − 2√
ǫ
〈yǫ(t)− y(t), hǫ(t)〉,
(3.8)
where the last inequality follows from (H). From the Cauchy-Schwarz in-
equality we observe
|(2/√ǫ)〈yǫ(t)− y(t), hǫ(t)〉| ≤ (2/√ǫ)‖yǫ(t)− y(t)‖‖hǫ(t)‖. (3.9)
Recall the well known Young type inequality 2|ab| ≤ ̺a2 + (1/̺)b2 for any
a, b ∈ R and ρ > 0. From inequality (3.9) we have
|(2/√ǫ)〈yǫ(t)− y(t), hǫ(t)〉| ≤ δ‖yǫ(t)− y(t)‖2 + 1
ǫδ
‖hǫ(t)‖2. (3.10)
From inequality (3.8) and inequality (3.10) we deduce
d
dt‖yǫ(t)− y(t)‖2 ≤ −δ‖yǫ(t)− y(t)‖2 +
1
ǫδ
‖hǫ(t)‖2.
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By taking expectation in both sides of the last inequality, we obtain
d
dtE
[‖yǫ(t)− y(t)‖2] ≤ −δE [‖yǫ(t)− y(t)‖2]+ 1
ǫδ
E
[‖hǫ(t)‖2] . (3.11)
Define Hǫ(t) := E
[
hǫ(t)‖2] for any t ≥ 0. From inequality (3.11) and
Lemma C.7 we deduce
E
[‖yǫ(t)− y(t)‖2] ≤ (1− e−δt)
ǫδ2
∫ t
0
Hǫ(s)ds for any t ≥ 0.
Therefore, we need to get an upper bound for
∫ t
0 H
ǫ(s)ds for any t ≥ 0.
From Lemma 3.1 we have
t∫
0
Hǫ(s)ds ≤ C(η, ‖x0‖, d, δ)ǫ2t+ C˜(η, ‖x0‖, d, δ)ǫ3/2t7/4
for any η > 0 and t ∈
[
0, η
2
2ǫd
)
, where C(η, ‖x0‖, d, δ) and C˜(η, ‖x0‖, d, δ) are
positive constants that only depend on η, ‖x0‖, d and δ. The latter implies
E
[‖xǫ(t)− (ϕ(t) +√ǫy(t))‖2] ≤
1
δ2
(
C(η, ‖x0‖, d, δ)ǫ2t+ C˜(η, ‖x0‖, d, δ)ǫ3/2t7/4
)
(3.12)
for any t ∈
[
0, η
2
2ǫd
)
. We call this bound the first-order approximation of
xǫ(t). Roughly speaking, for t = O(ln(1/ǫ)) we have just proved that the
distance between xǫ(t) and ϕ(t) +
√
ǫy(t) is of order O (ǫ3/4−℘) for any ℘ ∈
(0, 3/4) which will be enough for our purposes.
Lemma 3.1. Assume that (H) and (G) hold. Let ǫ ∈
(
0, δ32c1
)
. For any
η > 0 and t ∈
[
0, η
2
2ǫd
)
we have
t∫
0
Hǫ(s)ds ≤ C(η, ‖x0‖, d, δ)ǫ2t+ C˜(η, ‖x0‖, d, δ)ǫ3/2t7/4,
where C(η, ‖x0‖, d, δ) and C˜(η, ‖x0‖, d, δ) only depend on η, ‖x0‖, d and δ.
Moreover, for any ℘ ∈ (0, 6/7) we have
lim
ǫ→0
sup
0≤t≤O(1/ǫ℘)
E
[‖xǫ(t)− (ϕ(t) +√ǫy(t))‖2] = 0.
Proof. Recall that Hǫ(t) = E
[‖hǫ(t)‖2], where
hǫ(t) = F (ϕ(t) +
√
ǫy(t))− F (ϕ(t)) −√ǫDF (ϕ(t))y(t) for any t ≥ 0.
Take any η > 0 and t > 0 and define the event
Aη,ǫ,t =
[
sup
0≤s≤t
‖y(s)‖ ≤ η√
ǫ
]
.
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By inequality (3.2) we have
E
[‖hǫ(t)‖21Aη,ǫ,t] ≤ C20 (η, ‖x0‖)ǫ2E [‖y(t)‖4]
for any t ≥ 0, where the positive constant C0(η, ‖x0‖) depends on η and ‖x0‖.
By a similar argument using in inequality (3.7) we deduce E
[‖y(t)‖4] ≤
d(d+2)
4δ2
for any t ≥ 0. Then
E
[‖hǫ(t)‖21Aη,ǫ,t] ≤ C20 (η, ‖x0‖)d(d + 2)4δ2 ǫ2 for any t ≥ 0.
On the other hand, recall the well-known inequality (x + y + z)2 ≤ 4(x2 +
y2 + z2) for any x, y, z ∈ R. Then
E
[
‖hǫ(t)‖21Acη,ǫ,t
]
≤4E
[
‖F (ϕ(t) +√ǫy(t))‖21Acη,ǫ,t
]
+ 4E
[
‖F (ϕ(t))‖21Acη,ǫ,t
]
+ 4ǫE
[
‖DF (ϕ(t))y(t)‖21Acη,ǫ,t
]
for any t ≥ 0. We will analyse the upper bound of the last inequality. Since
‖ϕ(s)‖ ≤ ‖x0‖ for any s ≥ 0, then
E
[
‖F (ϕ(t))‖21Acη,ǫ,t
]
≤ C21 (‖x0‖)P
(
Acη,ǫ,t
)
,
for any t ≥ 0, where C1(‖x0‖) is a positive constant that only depends on
‖x0‖. We also observe that
E
[
‖DF (ϕ(t))y(t)‖21Acη,ǫ,t
]
≤ C22 (‖x0‖)E
[
‖y(t)‖21Acη,ǫ,t
]
for any t ≥ 0, where C2(‖x0‖) is a positive constant that only depends on
‖x0‖. From the Cauchy–Schwarz inequality we get
E
[
‖y(t)‖21Acη,ǫ,t
]
=E
[(
‖y(t)‖21Acη,ǫ,t
)
1Acη,ǫ,t
]
≤
(
E
[(
‖y(t)‖41Acη,ǫ,t
)])1/2 (
P
(
Acη,ǫ,t
))1/2
≤ (E [(‖y(t)‖8)])1/4 (P (Acη,ǫ,t))3/4 .
for any t ≥ 0. Following similar computations as we did in (3.7) or by item
ii) of Proposition C.2 we deduce
E
[(‖y(t)‖8)] ≤ d(d+ 2)(d + 4)(d+ 6)
16δ4
for any t ≥ 0.
Therefore
E
[
‖DF (ϕ(t))y(t)‖21Acη,ǫ,t
]
≤ C23 (‖x0‖, δ, d)
(
P
(
Acη,ǫ,t
))3/4
for any t ≥ 0, where C3(‖x0‖, δ, d) is a positive constant that only depends
on ‖x0‖, δ and d. Finally, we analise E
[
‖F (ϕ(t) +√ǫy(t))‖21Acη,ǫ,t
]
. From
(G) we have
E
[
‖F (ϕ(t) +√ǫy(t))‖21Acη,ǫ,t
]
≤ c20e4c1‖x0‖
2
E
[
e4c1ǫ‖y(t)‖
2
1Acη,ǫ,t
]
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for any t ≥ 0. From the Cauchy-Schwarz inequality we deduce
E
[(
e4c1ǫ‖y(t)‖
2
1Acη,ǫ,t
)
1Acη,ǫ,t
]
≤
(
E
[
e8c1ǫ‖y(t)‖
2
1Acη,ǫ,t
])1/2 (
P
(
Acη,ǫ,t
))1/2
≤
(
E
[
e16c1ǫ‖y(t)‖
2
])1/4 (
P
(
Acη,ǫ,t
))3/4
for any t ≥ 0. From item iv) of Proposition C.2, for any ǫ ∈
(
0, δ32c1
)
we
have
E
[
e16c1ǫ‖y(t)‖
2
]
≤ e16c1dǫt for any t ≥ 0.
Therefore,
E
[‖hǫ(t)‖2] ≤C24 (η, ‖x0‖, d, δ)ǫ2 + 4C21 (‖x0‖)P (Acη,ǫ,t)
+ 4
(
C23(‖x0‖, δ, d) + e4c1dǫt
) (
P
(
Acη,ǫ,t
))3/4
≤ C24 (η, ‖x0‖, d, δ)ǫ2 + 4
(
C21 (‖x0‖) + C23 (‖x0‖, δ, d) + e4c1dǫt
) (
P
(
Acη,ǫ,t
))3/4
,
where C24(η, ‖x0‖, d, δ) = C20 (η, ‖x0‖)d(d+2)4δ2 . From item ii) of Lemma C.1 we
have
P
(
Acη,ǫ,t
) ≤ 2dǫ2t
δ(η2 − ǫdt)2 for any 0 ≤ t <
η2
ǫd
.
Notice that
P
(
Acη,ǫ,t
) ≤ 4dǫ2t
δη2
for any 0 ≤ t < η
2
2ǫd
.
Consequently,
E
[‖hǫ(t)‖2] ≤C24 (η, ‖x0‖, d, δ)ǫ2+
4
(
C21 (‖x0‖) + C23 (‖x0‖, δ, d) + e2c1η
2
)(4dǫ2t
δη2
)3/4
for any 0 ≤ t < η22ǫd . The second part follows immediately from inequality
(3.12). 
In Lemma C.6, we will prove that the linear non-homogeneous process
{y(t) : t ≥ 0} has a limiting, non-degenerate law which is Gaussian with
mean vector zero and covariance matrix Σ which is the unique solution of
the Lyapunov matrix equation (2.9).
3.3. An ǫ/3 proof. We approximate the process {xǫ(t) : t ≥ 0} by a linear
non-homogeneous process {zǫ(t) := ϕ(t) +√ǫy(t) : t ≥ 0} in which we can
carry out “explicit” computations. Since we need to compare solutions of
various Stochastic Differential Equations with different initial conditions, we
introduce some notation. Let ξ be a random variable in Rd and let T > 0.
Let {ϕ(t, ξ) : t ≥ 0} denote the solution of{
dϕ(t, ξ) = −F (ϕ(t, ξ))dt for any t ≥ 0,
ϕ(0, ξ) = ξ.
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Let {y(t, ξ, T ) : t ≥ 0} be the solution of the stochastic differential equation{
dy(t, ξ, T ) = −DF (ϕ(t, ξ))y(t, ξ, T )dt + dB(t+ T ) for any t ≥ 0,
y(0, ξ, T ) = 0
and define {zǫ(t, ξ, T ) : t ≥ 0} as zǫ(t, ξ, T ) := ϕ(t, ξ) +√ǫy(t, ξ, T ) for any
t ≥ 0.
Let c ∈ R. In what follows, we will always take T = tǫmix + cwǫ > 0 for
every ǫ > 0 small enough, so for simplicity, we will omit it from the notation.
Let δǫ > 0 such that δǫ = o(1). For ǫ≪ 1 define
tǫshift := t
ǫ
mix − δǫ > 0. (3.13)
The following lemma is the key of the proof. Roughly speaking, from
Lemma 3.1 we see that the processes {xǫ(t) : t ≥ 0} and {zǫ(t) : t ≥ 0} are
close enough for times of order O(ln(1/ǫ)). Therefore we can shift the pro-
cesses for a small time δǫ and then we coupled the remainder differences in a
small time interval [0, δǫ]. Since {zǫ(t) : t ≥ 0} is linear, then thermalisation
(window cut-off) will be concluded from it.
Lemma 3.2. For any c ∈ R and ǫ≪ 1 we have
|dTV(xǫ(tǫmix + cwǫ, x0), µǫ)− dTV(zǫ(δǫ, zǫ(tǫshift + cwǫ, x0)),G(0, ǫΣ))| ≤
dTV(x
ǫ(δǫ, x
ǫ(tǫshift + cw
ǫ, x0)), z
ǫ(δǫ, x
ǫ(tǫshift + cw
ǫ, x0)))+
dTV(z
ǫ(δǫ, x
ǫ(tǫshift + cw
ǫ, x0)), z
ǫ(δǫ, z
ǫ(tǫshift + cw
ǫ, x0))) + dTV(G(0, ǫΣ), µǫ).
(3.14)
Proof. Notice that
dTV(x
ǫ(tǫshift + cw
ǫ + δǫ, x0), µ
ǫ) = dTV(x
ǫ(δǫ, x
ǫ(tǫshift + cw
ǫ, x0)), µ
ǫ) ≤
dTV(x
ǫ(δǫ, x
ǫ(tǫshift + cw
ǫ, x0)), z
ǫ(δǫ, x
ǫ(tǫshift + cw
ǫ, x0)))+
dTV(z
ǫ(δǫ, x
ǫ(tǫshift + cw
ǫ, x0)), z
ǫ(δǫ, z
ǫ(tǫshift + cw
ǫ, x0)))+
dTV(z
ǫ(δǫ, z
ǫ(tǫshift + cw
ǫ, x0)),G(0, ǫΣ)) + dTV(G(0, ǫΣ), µǫ).
On the other hand,
dTV(z
ǫ(δǫ, z
ǫ(tǫshift + cw
ǫ, x0)),G(0, ǫΣ)) ≤
dTV(z
ǫ(δǫ, z
ǫ(tǫshift + cw
ǫ, x0)), z
ǫ(δǫ, x
ǫ(tǫshift + cw
ǫ, x0)))+
dTV(z
ǫ(δǫ, x
ǫ(tǫshift + cw
ǫ, x0)), x
ǫ(δǫ, x
ǫ(tǫshift + cw
ǫ, x0)))+
dTV(x
ǫ(δǫ, x
ǫ(tǫshift + cw
ǫ, x0)), µ
ǫ) + dTV(µ
ǫ,G(0, ǫΣ)).
Gluing both inequalities we deduce
|dTV(xǫ(tǫshift + cwǫ + δǫ, x0), µǫ)− dTV(zǫ(δǫ, zǫ(tǫshift + cwǫ, x0)),G(0, ǫΣ))| ≤
dTV(x
ǫ(δǫ, x
ǫ(tǫshift + cw
ǫ, x0)), z
ǫ(δǫ, x
ǫ(tǫshift + cw
ǫ, x0)))+
dTV(z
ǫ(δǫ, x
ǫ(tǫshift + cw
ǫ, x0)), z
ǫ(δǫ, z
ǫ(tǫshift + cw
ǫ, x0))) + dTV(G(0, ǫΣ), µǫ).

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In what follows, we will prove that the upper bound of inequality (3.14)
is negligible as ǫ→ 0.
3.3.1. Short-time coupling. A natural question arising is how to obtain ex-
plicit “good” bounds for the total variation distance between xǫ(t) and zǫ(t).
Using the celebrated Cameron-Martin-Girsanov Theorem, a coupling on the
path space can be done and it is possible to establish bounds on the to-
tal variation distance using the Pinsker inequality of such diffusions. This
method only provides a coupling over short time intervals. For more details
see [4], [22], [48] and the references therein. On the other hand, “explicit”
bounds for the total variation distance between transition probabilities of
diffusions with different drifts are derived using analytic arguments. This
approach also works for the stationary measures of the diffusions. For fur-
ther details see [43] and the references therein.
In order to avoid homogenisation arguments for F , we use the Hellinger
approach developed in [48] for obtain an upper bound for the total vari-
ation distance between the non-linear model xǫ(t) with the linear non-
homogeneous model zǫ(t) in a short time interval. That upper bound is
enough for our purposes. As we can notice in Theorem 5.1 in [48], we need
to carry out second-moment estimates of the distance between the vector
fields associated to the diffusions {xǫ(t) : t ≥ 0} and {zǫ(t) : t ≥ 0}, respec-
tively. It is exactly the estimate that we did in Lemma 3.1.
Proposition 3.3. Assume that (H) and (G) hold. Let δǫ > 0 such that
δǫ = o(1). Then for any c ∈ R
lim
ǫ→0
dTV(x
ǫ(δǫ, x
ǫ(tǫshift + cw
ǫ, x0)), z
ǫ(δǫ, x
ǫ(tǫshift + cw
ǫ, x0))) = 0,
where tǫshift is given by (3.13).
Proof. Let T ǫ = tǫshift + cw
ǫ > 0 for ǫ≪ 1. Notice that
dTV(x
ǫ(δǫ, x
ǫ(T ǫ, x0)), z
ǫ(δǫ, x
ǫ(T ǫ, x0))) ≤∫
Rd
dTV(x
ǫ(δǫ, u), z
ǫ(δǫ, u))P(x
ǫ(T ǫ, x0) ∈ du).
For short, denote by Pǫ(du) the probability measure P(xǫ(T ǫ, x0) ∈ du). Let
K be a positive constant. Then
dTV(x
ǫ(δǫ, x
ǫ(T ǫ, x0)), z
ǫ(δǫ, x
ǫ(T ǫ, x0))) ≤∫
‖u‖≤K
dTV(x
ǫ(δǫ, u), z
ǫ(δǫ, u))P
ǫ(du) + P (‖xǫ(T ǫ, x0)‖ > K) . (3.15)
Now, we prove that the upper bound of (3.15) is negligible as ǫ→ 0. From
the Markov inequality we get
P (‖xǫ(T ǫ, x0)‖ > K) ≤
E
[‖xǫ(T ǫ, x0)‖2]
K2
.
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Recall the well–known inequality (x + y)2 ≤ 2(x2 + y2) for any x, y ∈ R.
Then
E
[‖xǫ(T ǫ, x0)‖2] ≤2E [‖xǫ(T ǫ, x0)− ϕ(T ǫ, x0)‖2]
+ 2‖ϕ(T ǫ, x0)‖2.
From inequality (3.4) and inequality (2.2) we have
E
[‖xǫ(T ǫ, x0)‖2] ≤ ǫd
δ
+ 2e−2δT
ǫ‖x0‖2,
which allows to deduce
lim
ǫ→0
P (‖xǫ(T ǫ, x0)‖ > K) = 0. (3.16)
Now, we analyse
∫
‖u‖≤K
dTV(x
ǫ(δǫ, u), z
ǫ(δǫ, u))P
ǫ(du). From the Theorem
5.1 in [48] we obtain
∫
‖u‖≤K
dTV(x
ǫ(δǫ, u), z
ǫ(δǫ, u))P
ǫ(du) ≤ 1
ǫ
∫
‖u‖≤K
δǫ∫
0
E
[‖Iǫ(s, u)‖2] dsPǫ(du),
where
Iǫ(s, u) := F (xǫ(s, u)−DF (ϕ(s, u))zǫ(s, u)+DF (ϕ(s, u))ϕ(s, u)−F (ϕ(s, u))
for any s ≥ 0 and u ∈ Rd. Following the same argument using in Lemma
3.1, for any u ∈ Rd such that ‖u‖ ≤ K and 0 ≤ s ≤ δǫ we deduce
E
[‖Iǫ(s, u)‖2] ≤ 1
δ2
(
C(K, d, δ)ǫ2δǫ + C˜(K, d, δ)ǫ
3/2δ
7/4
ǫ
)
,
where C(K, d, δ) and C˜(K, d, δ) only depend on K, d and δ. Therefore,
lim
ǫ→0
∫
‖u‖≤K
dTV(x
ǫ(δǫ, u), z
ǫ(δǫ, u))P
ǫ(du) = 0. (3.17)
Inequality (3.15) together with relations (3.16) and (3.17) allow us to deduce
the desired result. 
3.3.2. Linear non-homogeneous coupling. In this part, we couple two non-
homogeneous solutions zǫ(t, x) and zǫ(t, y) for short time t≪ 1 and initials
conditions x and y such that ‖x− y‖ small enough.
Proposition 3.4. Assume that (H) and (G) hold. Let δǫ = ǫ
θ for some
θ ∈ (0, 1/2). Then for any c ∈ R
lim
ǫ→0
dTV(z
ǫ(δǫ, x
ǫ(tǫshift + cw
ǫ, x0)), z
ǫ(δǫ, z
ǫ(tǫshift + cw
ǫ, x0))) = 0,
where tǫshift is given by (3.13).
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Proof. Let T ǫ = tǫshift + cw
ǫ > 0 for ǫ≪ 1. Notice that
dTV(z
ǫ(δǫ, x
ǫ(T ǫ, x0)), z
ǫ(δǫ, z
ǫ(T ǫ, x0))) ≤∫
Rd×Rd
dTV(z
ǫ(δǫ, u), z
ǫ(δǫ, u˜))P(x
ǫ(T ǫ, x0) ∈ du, zǫ(T ǫ, x0) ∈ du˜),
For short, we denote by Pǫ(du,du˜) for the coupling
P(xǫ(T ǫ, x0) ∈ du, zǫ(T ǫ, x0) ∈ du˜).
Let K and K˜ any positive constants. Then
dTV(z
ǫ(δǫ, x
ǫ(T ǫ, x0)), z
ǫ(δǫ, z
ǫ(T ǫ, x0))) ≤∫
‖u‖≤K,‖u˜‖≤K˜
dTV(z
ǫ(δǫ, u), z
ǫ(δǫ, u˜))P
ǫ(du,du˜)+
P (‖xǫ(T ǫ, x0)‖ > K) + P
(
‖zǫ(T ǫ, x0)‖ > K˜
)
.
(3.18)
Now, we prove that the upper bound of (3.18) is negligible as ǫ→ 0. From
relation (3.16) we have
lim
ǫ→0
P (‖xǫ(T ǫ, x0)‖ > K) = 0.
Similar ideas as in the proof of relation (3.16) and item ii) of Proposition
C.2 yield
lim
ǫ→0
P
(
‖zǫ(T ǫ, x0)‖ > K˜
)
= 0.
Since the stochastic differential equation associated to {y(t, u, T ǫ) : t ≥ 0}
is linear then the variation of parameters formula allows us to deduce that
zǫ(δǫ, u) = Φ(δǫ)u+
√
ǫ(Φ(δǫ))
δǫ∫
0
(Φ(s))−1d(B(T ǫ + s)−B(T ǫ))
for any u ∈ Rd, where {Φ(t) : t ≥ 0} is the solution of the matrix differential
equation: {
d
dtΦ(t) = −Φ(t)DF (ϕ(t+ T ǫ)) for t ≥ 0,
Φ(0) = Id.
Observe that for any υ ∈ Rd, zǫ(δǫ, υ) has Gaussian distribution with mean
vector ϕ(δǫ, υ) and covariance matrix ǫΣ(δǫ), where Σ(δǫ) is the covariance
matrix of the random vector
(Φ(δǫ))
δǫ∫
0
(Φ(s))−1d(B(T ǫ + s)−B(T ǫ))
which does not depend on υ. Moreover, using the Itoˆ formula we deduce
Σ(δǫ) = Φ(δǫ)
δǫ∫
0
(Φ(s))−1
(
(Φ(s))−1
)∗
ds(Φ(δǫ))
∗
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From the Lebesgue Differentiation Theorem we obtain
lim
ǫ→0
Σ(δǫ)
δǫ
= Id.
The latter allows us to deduce that ‖(Σ(δǫ))−1/2‖ ≤ (δǫ)−1/2C(d), where C(d)
is an absolute positive constant that only depends on d. From item iii) of
Lemma A.1 and Lemma A.2 we have
dTV(z
ǫ(δǫ, u), z
ǫ(δǫ, u˜)) ≤ 1√
2πǫ
‖(Σ(δǫ))−1/2Φ(δǫ) (u− u˜) ‖
for any u, u˜ ∈ Rd. Then
dTV(z
ǫ(δǫ, u), z
ǫ(δǫ, u˜)) ≤ C1(d)√
ǫδǫ
‖u− u˜‖ for any u, u˜ ∈ Rd,
where C1(d) is an absolute positive constant that only depends on d. There-
fore, ∫
‖u‖≤K,‖u˜‖≤K˜
dTV(z
ǫ(δǫ, u), z
ǫ(δǫ, u˜))P
ǫ(du,du˜) ≤
C1(d)√
ǫδǫ
E [‖xǫ(T ǫ, x0)− zǫ(T ǫ, x0)‖] ≤ C1(d)√
ǫδǫ
(
E
[‖xǫ(T ǫ, x0)− zǫ(T ǫ, x0)‖2])1/2 .
From Lemma 3.1 we deduce
lim
ǫ→0
∫
‖u‖≤K,‖u˜‖≤K˜
dTV(z
ǫ(δǫ, u), z
ǫ(δǫ, u˜))P
ǫ(du,du˜) = 0.
Putting all pieces together, we get the statement. 
3.3.3. Window Cut-off. Remind that zǫ(t) = ϕ(t) +
√
ǫy(t), t ≥ 0, where
{y(t) : t ≥ 0} satisfies the linear non-homogeneous stochastic differential
equation: {
dy(t) = −DF (ϕ(t))y(t)dt+ dB(t) for t ≥ 0,
y(0) = 0.
Therefore, for any t > 0, zǫ(t) has Gaussian distribution with zero mean
vector ϕ(t) and covariance matrix ǫΣ(t), where {Σ(t) : t ≥ 0} is the the
solution to the deterministic matrix differential equation:{
d
dtΣ(t) = −DF (ϕ(t))Σ(t) − Σ(t)(DF (ϕ(t)))∗ + Id for t ≥ 0,
Σ(0) = 0.
Under (H), we can prove that ϕ(t)→ 0 and Σ(t)→ Σ as t→ +∞, where
Σ is a symmetric and positive definite matrix (See Lemma C.6). Therefore,
zǫ(t) converges in distribution to a random vector zǫ(∞) as t→ +∞, where
zǫ(∞) has Gaussian law with zero mean vector and covariance matrix ǫΣ.
Using item iii) of Lemma A.1, Lemma A.3, Lemma A.5 the convergence can
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be easily improved to be in total variation distance. Bearing all this in mind,
we can measure how abrupt is the convergence to its equilibrium. Define
D¯ǫ(t) := dTV(z
ǫ(t), zǫ(∞)) = dTV(G(ϕ(t), ǫΣ(t)),G(0, ǫΣ))
for any t > 0.
Proposition 3.5. Assume that (H) holds. Let δǫ ≥ 0 such that δǫ = o (1).
For any c ∈ R we have
lim
ǫ→0
∣∣∣D¯ǫ(tǫshift + δǫ + cwǫ)−Dǫ(tǫshift + δǫ + cwǫ)∣∣∣ = 0,
where tǫshift is given by (3.13),
Dǫ(t) := dTV
(
G
(
(t− τ)ℓ−1
eλ(t−τ)
√
ǫ
Σ−1/2
m∑
k=1
eiθk(t−τ)vk, Id
)
,G(0, Id)
)
for any t ≥ τ , with λ, ℓ, τ , θ1, . . . , θm ∈ [0, 2π), v1, . . . , vm are the constants
and vectors associated to x0 in Lemma 2.1, and the matrix Σ is the unique
solution of the matrix Lyapunov equation:
DF (0)X +X(DF (0))∗ = Id.
Proof. Let t > 0. From the triangle inequality and item ii), item iii) of
Lemma A.1 we obtain
D¯ǫ(t) ≤dTV(G(ϕ(t), ǫΣ(t)),G(ϕ(t), ǫΣ)) + dTV(G(ϕ(t), ǫΣ),G(0, ǫΣ)) ≤
dTV(G(0,Σ(t)),G(0,Σ)) + dTV
(
G
(
1√
ǫ
ϕ(t),Σ
)
,G(0,Σ)
)
.
A similar argument allows us to deduce that∣∣∣D¯ǫ(t)− dTV
(
G
(
1√
ǫ
ϕ(t),Σ
)
,G(0,Σ)
) ∣∣∣ ≤ dTV(G(0,Σ(t)),G(0,Σ)).
(3.19)
Using Lemma A.5 we get
lim
t→+∞ dTV(G(0,Σ(t)),G(0,Σ)) = 0.
Therefore, the cut-off phenomenon can be deduced from the distance
Dˆǫ(t) := dTV
(
G
(
1√
ǫ
ϕ(t),Σ
)
,G(0,Σ)
)
= dTV
(
G
(
Σ−1/2
1√
ǫ
ϕ(t), Id
)
,G(0, Id)
)
for any t > 0, where the last equality follows from item iii) of Lemma A.1.
Using the constants and vectors associated to x0 in Lemma 2.1, for any t > τ
define
Dǫ(t) := dTV
(
G
(
Σ−1/2
(t− τ)ℓ−1
eλ(t−τ)
√
ǫ
m∑
k=1
eiθk(t−τ)vk, Id
)
,G(0, Id)
)
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and
Rǫ(t) := dTV
(
G
(
Σ−1/2
1√
ǫ
ϕ(t), Id
)
,G
(
Σ−1/2
(t− τ)ℓ−1
eλ(t−τ)
√
ǫ
m∑
k=1
eiθk(t−τ)vk, Id
))
.
From item ii) of Lemma A.1 we deduce that
Rǫ(t) = dTV
(
G
(
1√
ǫ
Σ−1/2
(
ϕ(t)− (t− τ)
ℓ−1
eλ(t−τ)
m∑
k=1
eiθk(t−τ)vk
)
, Id
)
,G (0, Id)
)
.
A similar argument for obtain inequality (3.19) allows to show that∣∣∣Dˆǫ(t)−Dǫ(t)∣∣∣ ≤ R(t) for any t > τ. (3.20)
From inequalities (3.19) and(3.20) we obtain∣∣∣Dǫ(t)− D¯ǫ(t)∣∣∣ ≤ Rǫ(t) + dTV(G(0,Σ(t)),G(0,Σ))
for any t > τ . Straightforward computations led us to
lim
ǫ→0
e−λ(tǫshift+δǫ+cwǫ−τ)(tǫshift + δǫ + cw
ǫ − τ)ℓ−1√
ǫ
= (2λ)1−ℓe−c (3.21)
for any c ∈ R. Therefore, Lemma 2.1 together relation (3.21) allow to deduce
that
lim
ǫ→0
Rǫ(tǫshift + δǫ + cw
ǫ) = 0
for any c ∈ R. Consequently, we obtain the statement. 
3.3.4. The invariant measure. In this section, we prove that the invariant
measure µǫ of the evolution (2.4) is well approximated in total variation
distance by a Gaussian distribution with zero mean vector and covariance
matrix ǫΣ, where Σ is the unique solution of the matrix Lyapunov equation:
DF (0)X +X(DF (0))∗ = Id.
Proposition 3.6. Assume that (H) and (G) hold. Then
lim
ǫ→0
dTV(G(0, ǫΣ), µǫ) = 0.
Proof. Recall that zǫ(t) = ϕ(t) +
√
ǫy(t) for any t ≥ 0. Note that for any
s, t ≥ 0 and x ∈ Rd we have
dTV(G(0, ǫΣ), µǫ) ≤dTV(G(0, ǫΣ), zǫ(s+ t, x))+
dTV(z
ǫ(s+ t, x), xǫ(s+ t, x)) + dTV(x
ǫ(s+ t, x), µǫ).
(3.22)
Observe that
dTV(G(0, ǫΣ), zǫ(s + t, x)) = dTV(G(0, ǫΣ),G(ϕ(s + t, x), ǫΣ(s+ t))),
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where Σ(t) is the covariance matrix of y(t). Therefore, using the triangle
inequality together with item ii) and item iii) of Lemma A.1 we obtain
dTV(G(0, ǫΣ), zǫ(s+ t, x)) ≤dTV(G(0,Σ),G(0,Σ(s + t)))+
dTV
(
G
(
ϕ(s + t, x)√
ǫ
,Σ
)
,G(0,Σ)
)
.
(3.23)
Let sǫ ≪ ǫ1/2019 and tǫmix ≪ tǫ := 1ǫ1/8 . By Lemma A.5 and Lemma B.2 we
obtain
lim
ǫ→0
dTV(G(0,Σ),G(0,Σ(sǫ + tǫ))) = 0.
From (H) we obtain ‖ϕ(sǫ + tǫ, x)‖ ≤ ‖x‖e−δ(sǫ+tǫ). Straightforward com-
putations led us to deduce that
lim
ǫ→0
‖ϕ(sǫ + tǫ, x)‖√
ǫ
= 0.
The latter together with item iii) of Lemma A.1 imply
lim
ǫ→0
dTV
(
G
(
ϕ(sǫ + tǫ, x)√
ǫ
,Σ
)
,G(0,Σ)
)
= 0.
Therefore, from inequality (3.23) we obtain
lim
ǫ→0
dTV(G(0, ǫΣ), zǫ(sǫ + tǫ, x)) = 0
Now, using the same ideas as in Proposition 3.3 (much easier since tǫ ≫ tǫmix)
we deduce
lim
ǫ→0
dTV(z
ǫ(sǫ + tǫ, x), xǫ(sǫ + tǫ, x)) = 0.
From inequality (3.22), it remains to prove that
lim
ǫ→0
dTV(x
ǫ(sǫ + tǫ, x), µǫ) = 0.
Notice that
dTV(x
ǫ(s+ t, x), µǫ) ≤
∫
Rd
dTV(x
ǫ(s+ t, x), xǫ(s + t, x¯))µǫ(dx¯).
Since the stochastic differential equation associated to {yǫ(t) : t ≥ 0} is not
homogeneous we should improve the notation as we did in the beginning of
Subsection 3.3. Following such notation, we always use T = tǫ. Therefore,
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for simplicity, we can omit as we did in Proposition 3.3. Then∫
Rd
dTV(x
ǫ(s+ t, x), xǫ(s+ t, x¯))µǫ(dx¯) ≤
dTV(x
ǫ(s, xǫ(t, x)), zǫ(s, xǫ(t, x))) + dTV(z
ǫ(s, xǫ(t, x)), zǫ(s, zǫ(t, x)))+∫
Rd
dTV(z
ǫ(s, zǫ(t, x)), zǫ(s, zǫ(t, x¯)))µǫ(dx¯)+
∫
Rd
dTV(z
ǫ(s, zǫ(t, x¯)), xǫ(s, xǫ(t, x¯)))µǫ(dx¯).
Again, using the same ideas as in Proposition 3.3 and Proposition 3.4 (much
easier since tǫ ≫ tǫmix) we deduce
lim
ǫ→0
dTV(x
ǫ(sǫ, xǫ(tǫ, x)), zǫ(sǫ, xǫ(tǫ, x))) = 0.
and
lim
ǫ→0
dTV(z
ǫ(sǫ, xǫ(tǫ, x)), zǫ(sǫ, zǫ(tǫ, x))) = 0.
Fix R > 0. We split the remainders integrals as follows∫
Rd
dTV(z
ǫ(s, zǫ(t, x)), zǫ(s, zǫ(t, x¯)))µǫ(dx¯) ≤
∫
‖x¯‖≤R
dTV(z
ǫ(s, zǫ(t, x)), zǫ(s, zǫ(t, x¯)))µǫ(dx¯) + µǫ(‖x‖ > R)
and ∫
Rd
dTV(z
ǫ(s, zǫ(t, x¯)), xǫ(s, xǫ(t, x¯)))µǫ(dx¯) ≤
∫
‖x¯‖≤R
dTV(z
ǫ(s, zǫ(t, x¯)), xǫ(s, xǫ(t, x¯)))µǫ(dx¯) + µǫ(‖x‖ > R).
Notice that∫
‖x¯‖≤R
dTV(z
ǫ(s, zǫ(t, x)), zǫ(s, zǫ(t, x¯)))µǫ(dx¯) ≤ κ(R, ‖x‖) 1√
ǫs
e−δ(t+s),
where κ(R, ‖x‖) is a non-negative constant and δ > 0 comes from (H).
By taking tǫ = 1
ǫ1/8
≫ tǫmix and sǫ = 1ǫ1/2019 we obtain e−δt
ǫ
= o(
√
ǫsǫ).
Therefore,
lim
ǫ→0
∫
‖x¯‖≤R
dTV(z
ǫ(sǫ, zǫ(tǫ, x)), zǫ(sǫ, zǫ(tǫ, x¯)))µǫ(dx¯) = 0.
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Following the same ideas as in the proof of Proposition 3.3, we deduce
lim
ǫ→0
∫
‖x¯‖≤R
dTV(z
ǫ(sǫ, zǫ(tǫ, x¯)), xǫ(sǫ, xǫ(tǫ, x¯)))µǫ(dx¯) = 0.
Now, we only need to prove that µǫ(‖x‖ > R) is negligible when ǫ → 0.
Following the same ideas in [18] (page 122, Section 5, Step 1), the invari-
ant measure µǫ has finite p-moments for any p ≥ 0. Moreover, we have∫
Rd
‖x‖2µǫ(dx) ≤ ǫdδ . Indeed, from inequality (3.4) we have
E
[‖xǫ(t, x)‖2] ≤ ‖x‖2e−2δt + dǫ2
2δ
for any t ≥ 0 and x ∈ Rd.
For any two numbers a, b ∈ R, denote by a∧ b the minimum between a and
b. Recall that
i) If a ≤ b then a ∧ c ≤ b ∧ c for any c ∈ R.
ii) (a+ b) ∧ c ≤ a ∧ c+ b ∧ c for any a, b, c ≥ 0.
Notice that for any t ≥ 0, n ∈ N and x ∈ Rd we have
E
[‖xǫ(t, x)‖2 ∧ n] ≤ E [‖xǫ(t, x)‖2] ∧ n.
Then
E
[‖xǫ(t, x)‖2 ∧ n] ≤ (‖x‖2e−2δt + dǫ2
2δ
)
∧ n ≤ (‖x‖2e−2δt) ∧ n+ dǫ
2
2δ
∧ n
for any t ≥ 0, n ∈ N and x ∈ Rd. Integrating this inequality against µǫ(dx)
we obtain∫
Rd
(‖x‖2 ∧ n)µǫ(dx) ≤ ∫
Rd
(
(‖x‖2e−2δt) ∧ n
)
µǫ(dx) +
dǫ2
2δ
∧ n
for any t ≥ 0 and n ∈ N. Passing to the limit first as t→∞ and using the
Dominated Convergence Theorem we have∫
Rd
(‖x‖2 ∧ n)µǫ(dx) ≤ dǫ2
2δ
∧ n
for any n ∈ N. Now, taking n → ∞ and using the Monotone Convergence
Theorem we have ∫
Rd
‖x‖2µǫ(dx) ≤ dǫ
2
2δ
.
The latter together with the Chebyshev inequality imply
µǫ (‖x‖ ≥ R) ≤ dǫ
2
2R2δ
for any R > 0.

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3.3.5. Proof of Theorem 2.2. Now, we are ready to prove Theorem 2.2. To
stress the fact that Theorem 2.2 is just a consequence of what we have proved
up to here, we state this as a Lemma.
Lemma 3.7. Assume that (H) and (G) hold. Let {xǫ(t, x0) : t ≥ 0} be the
solution of (2.4) and denote by µǫ the unique invariant probability measure
for the evolution given by (2.4). Denote by
dǫ(t) = dTV(x
ǫ(t, x0), µ
ǫ) for any t ≥ 0
the total variation distance between the law of the random variable xǫ(t, x0)
and its invariant probability µǫ. Consider the cut-off time tǫmix given by (2.7)
and the time window given by (2.6). Let x0 6= 0. Then for any c ∈ R we
have
lim
ǫ→0
∣∣∣dǫ(tǫmix + cwǫ)−Dǫ(tǫmix + cwǫ)∣∣∣ = 0,
where
Dǫ(t) = dTV
(
G
(
(t− τ)ℓ−1
eλ(t−τ)
√
ǫ
Σ−1/2
m∑
k=1
eiθk(t−τ)vk, Id
)
,G(0, Id)
)
for any t ≥ τ with m, λ, ℓ, τ , θ1, . . . , θm, v1, . . . , vm are the constants
and vectors associated to x0 in Lemma 2.1, and the matrix Σ is the unique
solution of the matrix Lyapunov equation:
DF (0)X +X(DF (0))∗ = Id.
Proof. Firstly, from Lemma C.3 we have that there exists a unique invariant
probability measure for the evolution (2.4). Let call the invariant measure
by µǫ. From Lemma 3.2 together with Proposition 3.3, Proposition 3.4 and
Proposition 3.6 we deduce∣∣∣dǫ(tǫmix + cwǫ)− D¯ǫ(tǫmix + cwǫ)∣∣∣ = o(1) as ǫ→ 0.
From the triangle inequality we obtain∣∣∣dǫ(tǫmix+cwǫ)−Dǫ(tǫmix + cwǫ)∣∣∣ ≤∣∣∣Dǫ(tǫmix + cwǫ)− D¯ǫ(tǫmix + cwǫ)∣∣∣+ o(1) as ǫ→ 0.
The latter together with Proposition 3.5 allows to deduce the statement. 
Appendix A. Properties of the Total Variation Distance for
Gaussian Distributions
Recall that G(v,Ξ) denotes the Gaussian distribution in Rd with vector
mean v and positive definite covariance matrix Ξ. Since the proofs are
straightforward, we left most of details to the interested reader.
Lemma A.1. Let v, v˜ ∈ Rd be two fixed vectors and Ξ, Ξ˜ be two fixed sym-
metric positive definite d× d matrices. Then
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i) For any scalar c 6= 0 we have
dTV
(
G(cv, c2Ξ),G(cv˜, c2Ξ˜)) = dTV (G(v,Ξ),G(v˜, Ξ˜)) .
ii) dTV
(
G(v,Ξ),G
(
v˜, Ξ˜
))
= dTV
(
G(v − v˜,Ξ),G
(
0, Ξ˜
))
.
iii) dTV (G(v,Ξ),G(v˜,Ξ)) = dTV
(G(Ξ−1/2v, Id),G(Ξ−1/2v˜, Id)) .
iv) dTV
(
G(0,Ξ),G
(
0, Ξ˜
))
= dTV
(
G
(
0, Ξ˜−1/2ΞΞ˜−1/2
)
,G(0, Id)
)
.
Proof. The proofs follow from the characterisation of the total variation
distance between two probability measures with densities, i.e.,
dTV(P1,P2) =
1
2
∫
Rd
|f1(x)− f2(x)| dx,
where f1 and f2 are the densities of P1 and P2, respectively, and using the
Change of Variable Theorem. 
Lemma A.2. For any v ∈ Rd we have
dTV (G(v, Id),G(0, Id)) =
√
2
π
‖v‖/2∫
0
e−
x2
2 dx ≤ 1√
2π
‖v‖.
Proof. The proof in dimension one is a straightforward computation. We
left the details to the interested reader. For dimension bigger than one, the
idea is to reduce the proof to dimension one. To do that, we use the following
fact: for any v, v˜ ∈ Rd such that ‖v‖ = ‖v˜‖ there exists an orthogonal matrix
A such that v˜ = A(v). Recall that the law of G(0, Id) is invariant under
orthogonal transformations, i.e., OG(0, Id) = G(0, Id) for any orthogonal
matrix O. Then for any v, v˜ ∈ Rd we have
dTV (G(v˜, Id),G(0, Id)) = dTV (G(Av, Id),G(0, Id)) = dTV (G(Av, Id), AG(0, Id))
= dTV (AG(v, Id), AG(0, Id)) = dTV (G(v, Id),G(0, Id)) ,
where the last equality follows from the characterisation of the total variation
distance between two probability measures with densities and the Change
of Variable Theorem. The latter allows us to reduce the proof to dimension
one by observing that the vectors v and (‖v‖, 0, . . . , 0)∗ ∈ Rd have the same
norm and the statement follows from a straightforward computation. 
Lemma A.3. Let {vǫ : ǫ > 0} ⊂ Rd such that lim
ǫ→0
vǫ = v ∈ Rd. Then
lim
ǫ→0
dTV (G(vǫ, Id),G(0, Id)) = dTV (G(v, Id),G(0, Id)) .
Proof. The idea of the proof follows from Lemma A.2 together with the
Dominated Convergence Theorem. 
Lemma A.4. Let {vǫ : ǫ > 0} ⊂ Rd such that lim
ǫ→0
‖vǫ‖ = +∞. Then
lim
ǫ→0
dTV (G(vǫ, Id),G(0, Id)) = 1.
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Proof. The idea of the proof follows from Lemma A.2 together with the
Dominated Convergence Theorem. 
Lemma A.5. Let Sd denotes the set of d×d symmetric and positive definite
matrices. Let {Ξǫ : ǫ > 0} ⊂ Sd such that lim
ǫ→0
Ξǫ = Ξ ∈ Sd. Then
lim
ǫ→0
dTV (G(0,Ξǫ),G(0,Ξ)) = 0.
Proof. The proof follows from the characterisation of the total variation
distance between two probability measures with densities together with the
Scheffe´ Lemma. 
For m ∈ R, N (m, 1) denotes the Gaussian distribution on R with mean
m and unit variance .
Lemma A.6. Let {vt : t ≥ 0} ⊂ Rd.
i) If lim sup
t→+∞
‖vt‖ ≤ C0 ∈ [0,+∞) then
lim sup
t→+∞
dTV(G(vt, Id),G(0, Id)) ≤ dTV(N (C0, 1),N (0, 1)).
ii) If lim inf
t→+∞ ‖vt‖ ≥ C1 ∈ [0,+∞) then
lim inf
t→+∞ dTV(G(vt, Id),G(0, Id)) ≥ dTV(N (C1, 1),N (0, 1)).
Proof. From Lemma A.2 we deduce
dTV(G(vt, Id),G(0, Id)) = dTV(N (‖vt‖, 1),N (0, 1)) =
√
2
π
‖vt‖/2∫
0
e−
x2
2 dx
which allows to reduce the proof for d = 1. The proof proceeds from the
following straightforward argument: after passing a subsequence, we use the
continuity of the total variation distance (Lemma A.3 and Lemma A.5) and
the monotonicity property:
dTV(N (m1, 1),N (0, 1)) ≤ dTV(N (m2, 1),N (0, 1))
for any 0 ≤ |m1| ≤ |m2| < +∞ in order to deduce item i) and item ii) of
the statement. 
Appendix B. The deterministic dynamical system
In this section we present a proof of Lemma 2.1. We start analysing the
linear differential equation associated to the linearisation of the non-linear
deterministic differential equation (2.1) around the hyperbolic fixed point 0.
Lemma B.1. Assume that (C) holds. Then for any x0 ∈ Rd\{0} there exist
λ := λ(x0) > 0, ℓ := ℓ(x0), m := m(x0) ∈ {1, . . . , d}, θ1 := θ1(x0), . . . , θm :=
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θm(x0) ∈ [0, 2π) and v1 := v1(x0), . . . , vm := vm(x0) in Cd linearly indepen-
dent such that
lim
t→+∞
∥∥∥ eλt
tℓ−1
e−DF (0)tx0 −
m∑
k=1
eiθktvk
∥∥∥ = 0.
Proof. Write Λ = DF (0) and let t ≥ 0. We will use the Putzer spectral
method to “compute” e−Λtx0. By (C), all eigenvalues of Λ have positive
real part. Denote by {φ(t, x) : t ≥ 0} the solution of the linear system:{
d
dtφ(t) = −Λφ(t) for t ≥ 0,
φ(0) = x.
Let (wj,k : j = 1, . . . , N ; k = 1, . . . , Nj) be a Jordan basis of −Λ, that is,
−Λwj,k = −λjwj,k + wj,k+1
for any j = 1, . . . , N ; k = 1, . . . , Nj . In this formula we use the convention
wj,Nj+1 = 0. Since (wj,k : j = 1, . . . , N ; k = 1, . . . , Nj) is a basis of R
d, the
decomposition
φ(t, x) =
N∑
j=1
Nj∑
k=1
φj,k(t, x)wj,k
defines the functions φj,k(t, x) in a unique way. Then
N∑
j=1
Nj∑
k=1
d
dtφj,k(t, x)wj,k =
N∑
j=1
Nj∑
k=1
φj,k(t, x)
(− λjwj,k + wj,k+1),
and the aforementioned uniqueness implies
d
dtφj,k(t, x) = −λjφj,k(x, t) + φj,k−1(t, x)
for any j = 1, . . . , N ; k = 1, . . . , Nj , where we use the convention φj,0(t, x) =
0. In addition, we have that φj,k(0, x) = xj,k, where
x =
N∑
j=1
Nj∑
k=1
xj,kwj,k.
For each j, the system of equations for {φj,k(t, x) : k = 1, . . . , Nj} is au-
tonomous, as well as the equation for φj,1(t, x). Notice that
φj,1(t, x) = xj,1e
−λjt
and by the method of variation of parameters, for k = 2, . . . , Nj we have
φj,k(t, x) = xj,ke
−λjt +
∫ t
0
e−λj(t−s)φj,k−1(s, x)ds.
Applying this formula for k = 2 we see
φj,2(t, x) = xj,2e
−λjt + xj,1te−λjt
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and from this expression we can guess and check the formula
φj,k(t, x) =
k∑
i=1
xj,i
tk−ie−λjt
(k − i)! .
We conclude that
φ(t, x) =
N∑
j=1
Nj∑
k=1
k∑
i=1
tk−ie−λjt
(k − i)! xj,iwj,k. (B.1)
With this expression in hand, we are ready to prove Lemma B.1. Let x0 ∈ Rd
be fixed. Assume that x0 6= 0 and write
x0 =
N∑
j=1
Nj∑
k=1
x0j,kwj,k.
Take
λ = min{Re(λj) : x0j,k 6= 0 for some k}
and define
J0 = {j : Re(λj) = λ and x0j,k 6= 0 for some k}.
In other words, we identify in (B.1) the smallest exponential rate of decay
and we collect in J0 all the indices with that exponential decay. Now, define
ℓ = max{Nj − k : j ∈ J0 and x0j,k 6= 0}
and
J = {j ∈ J0 : x0j,Nj−ℓ 6= 0}.
We see that for j ∈ J ,
lim
t→∞
∣∣φj,Nj(t, x0)∣∣eλttℓ =
∣∣xj,Nj−ℓ∣∣
ℓ!
,
while for j /∈ J and k arbitrary or j ∈ J and k 6= Nj ,
lim
t→∞
∣∣φj,k(t, x0)∣∣eλt
tℓ
= 0.
Therefore,
lim
t→∞
∥∥∥eλt
tℓ
φ(t, x0)−
∑
j∈J
e−(λj−λ)t
ℓ!
xj,Nj−ℓwj,Nj
∥∥∥ = 0.
Let m = #J and let σ : {1, . . . ,m} → J be a numbering of J . By definition
of λ and J , the numbers λj − λ are imaginary. Therefore, Lemma B.1 is
proved choosing θk = i(λσk − λ) and vk =
xσk,Nσk−ℓ
wσk,Nσk
ℓ! . 
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Now, we are ready to prove Lemma 2.1. The proof is based in the
Hartman-Grobman Theorem (see Theorem(Hartman) page 127 of [27] or
the celebrated paper of P. Hartman [35]) that guarantees that the conjuga-
tion around the hyperbolic fixed point 0 of (2.1) is C1-local diffeomorphism
under some resonance conditions which are fulfilled when all the eigenvalues
of the matrix DF (0) have negative (or positive) real part.
Lemma B.2. Assume that (C) holds. Then for any x0 ∈ Rd \ {0} there
exist λ := λ(x0) > 0, ℓ := ℓ(x0),m := m(x0) ∈ N, θ1 := θ1(x0), . . . , θm :=
θm(x0) ∈ [0, 2π), v1 := v1(x0), . . . , vm := vm(x0) in Cd linearly independent
and τ := τ(x0) > 0 such that
lim
t→+∞
∥∥∥ eλt
tℓ−1
ϕ(t+ τ, x0)−
m∑
k=1
eiθktvk
∥∥∥ = 0.
Proof. Since all the eigenvalues of DF (0) have real positive real part, there
exist open sets U, V around the hyperbolic fixed point zero and h : U → V
a C1(U, V ) homeomorphism such that h(0) = 0 and h(x) = x + o(‖x‖) as
‖x‖ → 0 such that ϕ(t, x) = h−1(e−DF (0)th(x)) for any t ≥ 0 and x ∈ U .
From (C) we obtain
‖ϕ(t, x)‖ ≤ ‖x‖e−δt for any x ∈ Rd and any t ≥ 0.
Observe that there exists τ := τ(x0) > 0 such that ϕ(t, x0) ∈ U for any
t ≥ τ . Then
ϕ(t+ τ, x0) = ϕ(t, xτ ) = h
−1(e−DF (0)th(xτ )) for any t ≥ 0.
Let x˜ := h(xτ ). By Lemma B.1 there exist λ(x˜) := λ > 0, ℓ(x˜) :=
ℓ,m(x˜) := m ∈ N, θ1(x˜) := θ1, . . . , θm(x˜) := θm ∈ [0, 2π) and v1(x˜) :=
v1, . . . , vm(x˜) := vm in C
d linearly independent such that
lim
t→+∞
∥∥∥ eλt
tℓ−1
e−DF (0)tx˜−
m∑
k=1
eiθktvk
∥∥∥ = 0.
From the triangle inequality we obtain
∥∥∥ eλt
tℓ−1
ϕ(t+ τ, x0)−
m∑
k=1
eiθktvk
∥∥∥ ≤∥∥∥ eλt
tℓ−1
ϕ(t+ τ, x0)− e
λt
tℓ−1
e−DF (0)tx˜
∥∥∥
+
∥∥∥ eλt
tℓ−1
e−DF (0)tx˜−
m∑
k=1
eiθktvk
∥∥∥.
(B.2)
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Observe that
eλt
tℓ−1
∥∥∥ϕ(t+ τ, x0)− e−DF (0)tx˜∥∥∥ = eλt
tℓ−1
∥∥∥h−1(e−DF (0)th(xτ ))− e−DF (0)tx˜∥∥∥
=
eλt
tℓ−1
o
(∥∥∥e−DF (0)tx˜∥∥∥) = eλt
∥∥∥e−DF (0)tx˜∥∥∥
tℓ−1
o(1)
≤
∥∥∥ eλt
tℓ−1
e−DF (0)tx˜−
m∑
k=1
eiθktvk
∥∥∥o(1) +
(
m∑
k=1
‖vk‖
)
o(1),
where o(1) goes to zero as t goes by. The latter together with inequality
(B.2) and Lemma B.1 allows us to deduce
lim
t→+∞
∥∥∥ eλt
tℓ−1
ϕ(t+ τ, x0)−
m∑
k=1
eiθktvk
∥∥∥ = 0.

Lemma B.3. Assume that (C) holds. Let δǫ = o(1). Then
lim
ǫ→0
δǫ‖ϕ(tǫmix + δǫ + cwǫ, x0)‖2
ǫ
= 0 for any c ∈ R.
Proof. Remember that
tǫmix =
1
2λ
ln (1/ǫ) +
ℓ− 1
λ
ln (ln (1/ǫ)) + τ,
and
wǫ =
1
λ
+ o(1),
where λ, ℓ and τ are the constants associated to x0 in Lemma 2.1 and o(1)
goes to zero as ǫ→ 0. Define tǫ := tǫmix − τ + δǫ + cwǫ. Note
1√
ǫ
∥∥∥ϕ(tǫ + τ, x0)∥∥∥ ≤(tǫ)ℓ−1
eλtǫ
√
ǫ
∥∥∥ eλtǫ
(tǫ)ℓ−1
ϕ(tǫ + τ, x0)−
m∑
k=1
eiθktǫvk
∥∥∥+
(tǫ)ℓ−1
eλtǫ
√
ǫ
m∑
k=1
‖vk‖.
From the last inequality, using the fact that lim
ǫ→0
(tǫ)ℓ−1
eλtǫ
√
ǫ
= e
−c
(2λ)ℓ−1
and Lemma
B.2 we deduce the desired result. 
Appendix C. The stochastic dynamical system
In this Appendix we analyse the zeroth and first order approximations
for the Itoˆ diffusion {xǫ(t) : t ≥ 0}. Recall that {y(t) : t ≥ 0} is the solution
of the stochastic differential equation (3.5), and δ > 0 is the constant that
appears in (H).
40 Thermalisation for Perturbations of Dynamical Systems
Lemma C.1. Assume that (H) holds. For any η > 0 and t ∈
[
0, η
2
ǫd
)
we
have
P
(
sup
0≤s≤t
‖xǫ(t)− ϕ(t)‖ ≥ η
)
≤ 2dǫ
2t
δ (η2 − ǫdt)2
and
P
(
sup
0≤s≤t
‖√ǫy(t)‖ ≥ η
)
≤ 2dǫ
2t
δ (η2 − ǫdt)2 .
Proof. Let ǫ > 0 and t ≥ 0 be fixed. From (3.3) we have
d‖xǫ(t)− ϕ(t)‖2 ≤− 2δ‖xǫ(t)− ϕ(t)‖2dt+ 2√ǫ〈(xǫ(t)− ϕ(t)),dB(t)〉
+ dǫdt. (C.1)
Let M ǫ(t) := 2
√
ǫ (xǫ(t)− ϕ(t))∗ for every t ≥ 0. Notice that{
N ǫ(t) :=
∫ t
0
M ǫ(s)dB(s) : t ≥ 0
}
is a local martingale.
Then, there exists a sequence of increasing stopping times {τ ǫn}n∈N such that
almost surely τ ǫn ↑ ∞ as n goes to infinity and for each n ∈ N,
{N ǫ,n(t) = N ǫ (min{τ ǫn, t}) : t ≥ 0} is a true martingale.
Taking expectation on (C.1) and using the fact that {N ǫ,n(t) : t ≥ 0} is a
zero-mean martingale, we deduce
E
[‖xǫ (min{τ ǫn, t})− ϕ (min{τ ǫn, t}) ‖2] ≤ ǫdmin{τ ǫn, t} ≤ ǫdt
for every t ≥ 0. Consequently, by the well–known Fatou Lemma we obtain
E
[‖xǫ(t)− ϕ(t)‖2] ≤ ǫdt for any t ≥ 0.
The latter implies{
N ǫ(t) =
∫ t
0
M ǫ(s)dB(s) : t ≥ 0
}
is a true martingale.
From inequality (C.1) we have
‖xǫ(t)− ϕ(t)‖2 ≤ ǫdt+N ǫ(t) for any t ≥ 0.
For any η > 0 and 0 ≤ t < η2/(ǫd) we have
P
(
sup
0≤s≤t
‖xǫ(s)− ϕ(s)‖2 ≥ η2
)
≤ P
(
sup
0≤s≤t
‖N ǫ(s)‖ ≥ η2 − ǫdt
)
.
From the Doob inequality for submartingales we obtain
P
(
sup
0≤s≤t
‖N ǫ(s)‖ ≥ η2 − ǫdt
)
≤ E
[‖N ǫ(t)‖2]
(η2 − ǫdt)2 .
The Itoˆ isometry allows us to deduce that
E
[‖N ǫ(t)‖2] = 4ǫ ∫ t
0
E
[‖xǫ(s)− ϕ(s)‖2] ds.
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From inequality (3.4) we obtain E
[‖N ǫ(t)‖2] ≤ 2dǫ2t/δ. Therefore
P
(
sup
0≤s≤t
‖xǫ(s)− ϕ(s)‖ ≥ η
)
≤ 2dǫ
2t
δ(η2 − ǫdt)2
for 0 ≤ t < η2/(ǫd). The proof for the second part proceeds from the same
ideas as the first part. We left the details to the interested reader. 
Proposition C.2. Assume that (H) holds. For t ≥ 0, write W (t) :=
sup
0≤s≤t
‖B(s)‖. For any t ≥ 0, the following holds true:
i) E
[‖xǫ(t)− ϕ(t)‖2] ≤ dǫ2δ and E [‖y(t)‖2] ≤ d2δ .
ii) For each n ∈ N, define cn :=
n−1∏
j=0
(d+ 2j). Then
E
[
‖xǫ(t)− ϕ(t)‖2n
]
≤ cnǫ
n
2nδn
and E
[
‖y(t)‖2n
]
≤ cn
2nδn
.
iii) For any 0 ≤ r < δ we have
E
[
exp
(
r
‖xǫ(t)− ϕ(t)‖2
ǫ
)]
< +∞ and E
[
exp
(
r‖y(t)‖2
)]
< +∞.
iv) Let δǫ ∈ (0, δ/2]. Then
E
[
exp
(
δǫ
‖xǫ(t)− ϕ(t)‖2
ǫ
)]
≤ exp (dδǫt)
and
E
[
exp
(
δǫ‖y(t)‖2
)] ≤ exp (dδǫt) .
Proof.
i) The first part follows from inequality (3.4). The second part follows
exactly as inequality (3.4). We left the details to the interested
reader.
ii) We provide the proof for the first part. The second part proceeds
exactly as the first part and we left the details to the interested
reader.
Let ǫ > 0 and t ≥ 0 be fixed. Notice that
xǫ(t)− ϕ(t) = −
t∫
0
[F (xǫ(s))− F (ϕ(s))] ds+√ǫB(t)
= −
t∫
0

 1∫
0
DF (ϕ(s) + θ (xǫ(s)− ϕ(s)))dθ

 (xǫ(s)− ϕ(s)) ds+√ǫB(t)
= −
t∫
0
Aǫ(s) (xǫ(s)− ϕ(s)) ds+√ǫB(t),
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where Aǫ(s) :=
1∫
0
DF (ϕ(s) + θ (xǫ(s)− ϕ(s)))dθ. We will use the
induction method. The induction basis had already proved in item
i) of this proposition. Consider fn+1(x) = ‖x‖2(n+1), x ∈ Rd. By
the Itoˆ formula, it follows that
d‖xǫ(t)− ϕ(t)‖2(n+1) =
2(n + 1)‖xǫ(t)− ϕ(t)‖2n〈xǫ(t)− ϕ(t), Aǫ(t) (xǫ(t)− ϕ(t))〉dt
+ ǫ(d+ 2n)(n+ 1)‖xǫ(t)− ϕ(t)‖2ndt
+ 2(n + 1)
√
ǫ‖xǫ(t)− ϕ(t)‖2n〈xǫ(t)− ϕ(t),dB(t)〉.
From (H) we obtain
d‖xǫ(t)− ϕ(t)‖2(n+1) ≤ −2δ(n + 1)‖xǫ(t)− ϕ(t)‖2(n+1)dt
+ ǫ(d+ 2n)(n + 1)‖xǫ(t)− ϕ(t)‖2ndt
+ 2(n + 1)
√
ǫ‖xǫ(t)− ϕ(t)‖2n〈xǫ(t)− ϕ(t),dB(t)〉.
After a localisation argument, we can take expectation in both sides
of the last differential inequality and deduce that
d
dtE
[
‖xǫ(t)− ϕ(t)‖2(n+1)
]
≤− 2δ(n + 1)E
[
‖xǫ(t)− ϕ(t)‖2(n+1)
]
+ ǫ(d+ 2n)(n+ 1)E
[‖xǫ(t)− ϕ(t)‖2n] .
By the induction hypothesis we have
E
[‖xǫ(t)− ϕ(t)‖2n] ≤ cnǫn
2nδn
for any t ≥ 0.
Then
d
dtE
[
‖xǫ(t)− ϕ(t)‖2(n+1)
]
≤− 2δ(n + 1)E
[
‖xǫ(t)− ϕ(t)‖2(n+1)
]
+ (n+ 1)
cn+1ǫ
n+1
2nδn
.
From Lemma C.7 we obtain
E
[
‖xǫ(t)− ϕ(t)‖2(n+1)
]
≤ cn+1ǫ
n+1
2n+1δn+1
for any t ≥ 0.
ii) We provide the proof for the first part. The second part follows
exactly as the first part and again we left the details to the interested
reader.
Let ǫ > 0 and t ≥ 0 be fixed. By the Monotone Convergence
Theorem it follows that
E
[
er
‖xǫ(t)−ϕ(t)‖2
ǫ
]
=
∞∑
n=0
E
[
rn ‖xǫ(t)− ϕ(t)‖2n
ǫnn!
]
.
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By item i) of this Proposition, we have
∞∑
n=0
E
[
rn ‖xǫ(t)− ϕ(t)‖2n
ǫnn!
]
≤ 1 +
∞∑
n=1
rncn
2nδnn!
.
Since
∞∑
n=1
rncn
2nδnn! < +∞ when 0 ≤ r < δ, then we deduce the state-
ment.
iii) We give the proof for the first part. The second part proceeds exactly
as the first part and again we left the details to the interested reader.
Let ǫ > 0 and t ≥ 0 be fixed. We will use the Itoˆ formula for the
function gǫ(x) = e
κǫ‖x‖2 , x ∈ Rd, where κǫ := δǫǫ . Then
deκǫ‖x
ǫ(t)−ϕ(t)‖2 =− 2κǫeκǫ‖xǫ(t)−ϕ(t)‖2〈Aǫ(t)(xǫ(t)− ϕ(t)), xǫ(t)− ϕ(t)〉dt
+ ǫ
(
2κ2ǫe
κǫ‖xǫ(t)−ϕ(t)‖2‖xǫ(t)− ϕ(t)‖2 + κǫdeκǫ‖xǫ(t)−ϕ(t)‖2
)
dt
+ 2d
√
ǫκǫe
κǫ‖xǫ(t)−ϕ(t)‖2 〈xǫ(t)− ϕ(t),dB(t)〉.
Using (H) we obtain
deκǫ‖x
ǫ(t)−ϕ(t)‖2 ≤− 2κǫδeκǫ‖xǫ(t)−ϕ(t)‖2‖xǫ(t)− ϕ(t)‖2dt
+ ǫ
(
2κ2ǫe
κǫ‖xǫ(t)−ϕ(t)‖2‖xǫ(t)− ϕ(t)‖2 + κǫdeκǫ‖xǫ(t)−ϕ(t)‖2
)
dt
+ 2d
√
ǫκǫe
κǫ‖xǫ(t)−ϕ(t)‖2 〈xǫ(t)− ϕ(t),dB(t)〉.
Since 0 < δǫ ≤ δ2 then
deκǫ‖x
ǫ(t)−ϕ(t)‖2 ≤ −κǫδeκǫ‖xǫ(t)−ϕ(t)‖2‖xǫ(t)− ϕ(t)‖2dt
+ ǫκǫde
κǫ‖xǫ(t)−ϕ(t)‖2dt+ 2d
√
ǫκǫe
κǫ‖xǫ(t)−ϕ(t)‖2 〈xǫ(t)− ϕ(t),dB(t)〉.
By item i) and item ii) of this proposition and using a localisation
argument we deduce
d
dt
E
[
eκǫ‖x
ǫ(t)−ϕ(t)‖2
]
≤ ǫκǫdE
[
eκǫ‖x
ǫ(t)−ϕ(t)‖2
]
for any t ≥ 0.
Now, using Lemma C.7 we obtain
E
[
eδǫ
‖xǫ(t)−ϕ(t)‖2
ǫ
]
≤ edδǫt for any t ≥ 0.

Lemma C.3 (Uniquely Ergodic). Assume that (C) holds. For any ǫ ∈ (0, 1]
there exists a unique invariant measure µǫ for the dynamics (2.4). The
unique probability invariant measure µǫ has exponential moments∫
Rd
eβ‖y‖µǫ(dy) < +∞ for any β ≥ 0.
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In addition, for any β > 0 there exist positive constants Cǫ,β1 and C
ǫ,β
2 such
that for any initial condition x0 ∈ Rd we have
dTV(x
ǫ(t, x0), µ
ǫ) ≤ Cǫ,β1 e−tC
ǫ,β
2

eβ‖x0‖ + ∫
Rd
eβ‖y‖µǫ(dy)


for any t ≥ 0. In particular,
lim
t→+∞dTV(x
ǫ(t, x0), µ
ǫ) = 0.
Proof. This follows immediately from Theorem 3.3.4 page 91 of [6]. 
Lemma C.4. Assume that (C) holds. Consider the matrix differential equa-
tion: {
d
dtΣ(t) = −DF (0)Σ(t)− Σ(t)(DF (0))∗ + Id for t ≥ 0,
Σ(0) = Σ0,
(C.2)
where Σ0 is any d × d matrix. Then lim
t→+∞
∥∥∥Σ(t)− Σ∥∥∥ = 0, where Σ is the
unique solution of the Lyapunov matrix equation:
DF (0)X +X(DF (0))∗ = Id. (C.3)
Proof. Write Λ = DF (0) and let t ≥ 0. Notice that all eigenvalues of Λ
have positive real part. Denote by {φ(t, x) : t ≥ 0} the solution of the linear
system: {
d
dtφ(t) = −Λφ(t) for t ≥ 0,
φ(0) = x.
Then {φ(t, x) : t ≥ 0} is globally asymptotic stable and consequently the
Lyapunov matrix equation (C.3) has a unique positive definite solution Σ.
From (C.3) it follows that Σ is a symmetric matrix. Let
r(t) := ‖Σ(t)− Σ‖2 =
d∑
i,j=1
(Σi,j(t)− Σi,j)2 for any t ≥ 0.
Let δi,j = 1 if i = j and δi,j = 0 if i 6= j. Notice that
d∑
k=1
Λi,kΣk,j +
d∑
k=1
Σi,kΛj,k = δi,j for any i, j ∈ {1, . . . , d}.
Then
d
dt
r(t) = 2
d∑
i,j=1
(Σi,j(t)− Σi,j) d
dt
Σi,j(t) =
2
d∑
i,j=1
(Σi,j(t)− Σi,j)
(
−
d∑
k=1
Λi,k(Σk,j(t)− Σk,j)−
d∑
k=1
(Σi,k(t)− Σi,k)Λj,k
)
.
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After rearrangement the sums and using (C) we have
d
dt
r(t) ≤ −4δr(t) for t ≥ 0,
r(0) = ‖Σ0 − Σ‖2.
By Lemma C.7 we deduce
‖Σ(t)− Σ‖2 ≤ e−4δt‖Σ0 −Σ‖2 for any t ≥ 0
which implies the statement. 
Remark C.5. Let A be a d-squared matrix such that F (x) = Ax satisfies
(C). If we take F (x) = Ax in the stochastic differential equation (2.4),
the covariance matrix associated to the solution of (2.4) satisfies the matrix
differential equation (C.2) with initial datum Σ0 the zero-matrix.
Lemma C.6. Assume that (H) holds. The covariance matrix of y(t) con-
verge as t→ +∞ to a non-degenerate covariance matrix Σ, where Σ is the
unique solution of the Lyapunov matrix equation:
DF (0)X +X(DF (0))∗ = Id.
Proof. For any t ≥ 0, let Λ(t) be the covariance matrix of the y(t). This
matrix satisfies the matrix differential equation:{
d
dtΛ(t) = −DF (ϕ(t))Λ(t) − Λ(t)(DF (ϕ(t)))∗ + Id for t ≥ 0,
Σ(0) = 0.
Let Kx0 := {x ∈ Rd : ‖x‖ ≤ ‖x0‖}. By (H) we have ϕ(x, t) ∈ Kx0
for any x ∈ Kx0 and t ≥ 0. Since F ∈ C2(Rd,Rd) there exists a constant
L := Lx0 > 0 such that ‖DF (x)−DF (0)‖ ≤ L‖x‖ for any x ∈ Kx0 .
Take η > 0 and τη :=
1
δ ln
(
‖x0‖
η
)
such that
‖DF (ϕ(t)) −DF (0)‖ ≤ L‖ϕ(t)‖ ≤ L‖x0‖e−δt ≤ Lη (C.4)
for every t ≥ τη. Call τ := τη. Then,{
d
dt∆(t) = −DF (0)∆(t)−∆(t)(DF (0))∗ + Id for t ≥ 0,
∆(0) = Λ(τ).
Let Π(t) = Λ(t+ τ)−∆(t), t ≥ 0. Then{
d
dtΛ(t) = −DF (ϕ(t+ τ))Π(t) −Π(t)(DF (ϕ(t + τ)))∗ + g(t, τ) for t ≥ 0,
Π(0) = 0,
where g(t, τ) := (DF (0)−DF (ϕ(t+τ)))∆(t)+∆(t)(DF (0)−DF (ϕ(t+τ)))∗
for t ≥ 0. Therefore
d
dt
‖Π(t)‖2 = 2
d∑
i,j=1
Πi,j(t)
d
dt
Πi,j(t) =
2
d∑
i,j=1
Πi,j(t)
(
−
d∑
k=1
DF (ϕ(t+ τ))i,kΠk,j(t)−
d∑
k=1
Πi,k(t)DF (ϕ(t + τ))j,k +Ri,j(t)
)
,
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where
Ri,j(t) =
d∑
k=1
(DF (0)i,k −DF (ϕ(t+ τ))i,k)∆k,j(t)
+
d∑
k=1
∆i,k(t)(DF (0) −DF (ϕ(t + τ))j,k)∗.
From (H) we deduce
d
dt
‖Π(t)‖2 ≤ −4δ‖Π(t)‖2 +
d∑
i,j=1
∣∣∣Πi,j(t)Ri,j(t)∣∣∣ for any t ≥ 0.
Moreover, using Lipschitz condition (C.4) and Lemma C.4 we obtain
d∑
i,j=1
∣∣∣Πi,j(t)Ri,j(t)∣∣∣ ≤ Cη + Cη‖Π(t)‖2 for any t ≥ 0,
where C is a positive constant. A priori we can take 0 < η < 3δC and using
Lemma C.7 we obtain
‖Π(t)‖2 ≤ Cη
δ
(1− e−δt) < Cη
δ
for any t ≥ 0.
Letting t → +∞ and after η → 0 we deduce that lim
t→+∞ ‖Π(t)‖
2 = 0 which
together with Lemma C.4 imply lim
t→+∞Λ(t) = Σ. 
Lemma C.7 (Gronwall Inequality). Let T > 0 be fixed. Let g : [0, T ] → R
be a C1-function and h : [0, T ]→ R be a C0-function. If
d
dt
g(t) ≤ −ag(t) + h(t) for any t ∈ [0, T ],
where a ∈ R, and the derivative at 0 and T are understanding as the right
and left derivatives, respectively. Then
g(t) ≤ e−atg(0) + e−at
t∫
0
eash(s)ds for any t ∈ [0, T ].
Moreover,
|g(t)| ≤ e−at|g(0)| + (1− e
−at)
a
max
s∈[0,t]
|h(s)| for any t ∈ [0, T ].
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