Mv−matrix is a matrix of the form A = sI − B, where 0 ≤ ρ(B) ≤ s and B is an eventually nonnegative matrix. In this paper, Mv−matrices concerning the Perron-Frobenius theory are studied. Specifically, sufficient and necessary conditions for an Mv−matrix to have positive left and right eigenvectors corresponding to its eigenvalue with smallest real part without considering or not if index 0 B ≤ 1 are stated and proven. Moreover, analogous conditions for eventually nonnegative matrices or Mv−matrices to have all the non Perron eigenvectors or generalized eigenvectors not being nonnegative are studied. Then, equivalent properties of eventually exponentially nonnegative matrices and Mv−matrices are presented. Various numerical examples are given to support our theoretical findings.
Many equivalent properties that characterize M -matrices were stated and proven by many researchers. In the book of Berman and Plemmons [1] , over than 70 such properties are presented not all of which are valid for M v −matrices. In this paper, we study the M v −matrices in connection with the Perron-Frobenius theory. Specifically, sufficient conditions for an M v −matrix with index 0 B ≤ 1 to have positive left and right eigenvectors corresponding to its eigenvalue with smallest real part are studied. Also, sufficient and necessary conditions are proven without considering that index 0 B ≤ 1. Then analogous properties of such class of matrices having all non Perron eigenvectors and generalized eigenvectors not being nonnegative are presented and proven. Finally, we give equivalent properties of eventually exponentially nonnegative matrices and M v −matrices.
This work is organized as follows: In Section 2, we present the main notation that is used in this paper as well as some definitions and preliminary results. In Section 3, we present the main result of the Perron-Frobenius theory for M v −matrices. In Section 4, we apply the result from the previous section to prove the equivalent properties of eventually exponentially nonnegative matrices and M v −matrices. Finally, in Section 5, we summarize all our results. We also give various numerical examples to confirm our theoretical findings.
2. Notation, definitions and preliminaries. Let A ∈ R n,n be a square matrix and let λ i ∈ C be the eigenvalues of A. Then,
• σ(A) := {λ 1 , λ 2 , . . . , λ n } is called the spectrum of the matrix A; • ρ(A) := max i=1(1)n |λ i | is called the spectral radius of the matrix A;
• λ is called a dominant eigenvalue of the matrix A if |λ| = ρ(A); • λ ∈ σ(A) is called the strictly dominant eigenvalue of the matrix A if |λ| > |µ|, ∀µ ∈ σ(A), µ = λ; • index λ (A) denotes the degree of λ as a root of the minimal polynomial of the matrix A.
Let A ∈ R n,n be a square matrix partitioned as (2.1)
Then, by
we denote a block matrix of A k partitioned conformably to (2.1).
Definition 2.1. A matrix A ∈ C n,n is called reducible matrix if there exists a permutation matrix P ∈ R n,n such that
where A 11 ∈ C r,r , A 22 ∈ C n−r,n−r and A 12 ∈ C r,n−r , 0 < r < n. Otherwise, A is called irreducible. • primitive if A ≥ 0 and there exists a positive integer k such that A k > 0;
• cyclic of index k > 1 if A ≥ 0 and there exists a permutation matrix P ∈ R n,n such that P AP T is partitioned in the form:
where all the diagonal blocks are square zero matrices; • weakly cyclic of index k > 1 if there exists a permutation matrix P ∈ R n,n such that P AP T is partitioned as in (2.3);
• eventually nonnegative (positive), denoted by
; the smallest such positive integer is called the power index of A;
• exponentially nonnegative (positive) if for all t > 0, e tA = ∞ k=0 t k A k k! ≥ 0 (e tA > 0); • eventually exponentially nonnegative (positive) if there exists t 0 ∈ [0, ∞) such that for all t > t 0 , e tA ≥ 0 (e tA > 0). The smallest such nonnegative number is called the exponential index of A. • the Perron-Frobenius property if it has a positive dominant eigenvalue λ 1 > 0 and the corresponding eigenvector x (1) ≥ 0; • the strong Perron-Frobenius property if it has a positive strictly dominant eigenvalue λ 1 > 0, λ 1 > |λ i |, i = 2, 3, . . . , n, and the corresponding eigenvector x (1) > 0.
Theorem 2.4 (Perron-Frobenius) . Let A ≥ 0 be an irreducible n × n matrix. Then, (i) A has a positive real eigenvalue equal to its spectral radius ρ(A); (ii) to ρ(A) there corresponds an eigenvector x > 0; (iii) ρ(A) increases when any entry of A increases; (iv) ρ(A) is a simple eigenvalue of A;
(v) all nonnegative eigenvectors of A are multiples of x.
Theorem 2.5 ([13], Theorem 2.3). Let A ∈ R n,n be an eventually nonnegative matrix which is not nilpotent. Then, both matrices A and A T possess the Perron-Frobenius property.
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Proof. Suppose that µ 1 = ρ(B) ≥ |µ 2 | ≥ · · · ≥ |µ n | are the eigenvalues of B and let k 0 is the power index of B. Since B is irreducible and index 0 B ≤ 1, from [12, Theorem 3.4] we obtain that there exist integers k ≥ k 0 such that B k is irreducible and nonnegative. This means, see also [2, Proposition 2.1], either: Proof. In view of the symmetry, we get that index 0 B ≤ 1 and the assumptions of Theorem 3.1 hold true.
We have to remark that the assumption index 0 B ≤ 1 is sufficient and not necessary. This is shown in the following example. The following theorem shows the equivalent conditions for irreducible M v -matrices which may have positive right and left eigenvectors corresponding to the smallest eigenvalue.
Then, the following statements are equivalent: To complete the proof, we only need to show (i) implies (iii). Suppose (i) holds. Then we distinguish two cases.
Then, B k ≥ 0 or (B + αI) k ≥ 0 remains irreducible for all k = rm + 1 ≥ k 0 , where r is the index of cyclicity of B (r = 1 if B is primitive) and k 0 = max {k 0 (B), k 0 (B + αI)}. This means that the right and left Perron eigenvectors of B k or (B + αI) k are positive. But these eigenvectors are also the Perron eigenvectors of B. Therefore, statement (iii) holds true.
then, obviously B has positive right and left Perron vectors and statement (iii) holds true. Thus, we suppose that B k and (B + αI) k are reducible matrices for all k ≥ k 0 and k ≥ k α , respectively. First, we will prove that B k and (B + αI) k do not have the same Frobenius normal form. Looking for a contradiction, we suppose these two matrices have the same Frobenius normal form. For simplicity, we assume that B k and (B +αI) k are in their reducible form:
On the other hand, we have that
For each row index i = m + 1, m + 2, . . . , n and column index j = 1, 2, . . . , m that correspond to zero entries 
Taking r 0 − 1 successive values of k; i.e., k, k + 1, . . . , k + r 0 − 2, we get the linear system
The coefficient matrix is a Vandermonde type matrix, and thus, it is a nonsingular one. Obviously, this system has the unique solution of zeros. This means that b ij = 0, and this happens for all i = m + 1, m + 2, . . . , n and j = 1, 2, 3, . . . , m. Thus, the matrix B is a reducible matrix which constitutes a contradiction. Now we consider the matrix
for some k ≥ max{r 0 , r α , k 0 , k α }. This matrix is a nonnegative irreducible one, since otherwise B k and (B + αI) k should have the same reducible form and we arrive at the same contradiction. Since C (k) is a polynomial of B, it has the same eigenvectors of B, Thus, the Perron right and left eigenvectors of B are those of C (k) , which are positive vectors, proving the validity of statement (iii), and the proof is complete.
The above theorem does not hold for GM −matrices. From the definition of GM −matrices and [13] we obtain that any GM −matrix (which is not an M v -matrix) may have nonnegative eigenvector corresponding to its spectral radius (see [3] , Example 2.2).
The following examples show that if a matrix has index 0 B ≥ 2 but there exists α > 0 such that
Example 3.6. Consider 
If α > 0, then B + αI is not an eventually nonnegative matrix because (B + αI) k has the submatrix (B + αI)
that always has negative entries (−kα k−1 ). The assumption index 0 B ≤ 1 is sufficient since otherwise the matrix B k may be reducible and the Perron eigenvectors should be nonnegative and not positive. But this assumption is not necessary. We now state and prove sufficient and necessary conditions in the following theorem. 
is a reducible nonnegative matrix for k ≥ 2.
If α > 0, then B + αI is not an eventually nonnegative matrix because (B + αI) k has a submatrix (B + αI)
that always has negative entries (−kα k−1 ).
There is no α > 0 such that B + αI v ≥ 0. The assumption of Theorem 3.11 does not hold and the left eigenvector corresponding to the eigenvalue λ = 1 = 2 = ρ(B) of B is a nonnegative vector.
The following example shows that the assumption index 0 B ≤ 1 in Theorem 3.9 is sufficient and not necessary. given in the following series form:
Proof. By induction, for k = 1, the statement is true because
Assume (4.8) holds. Then,
We have to prove that (4.9)
For this, we use induction:
For i = 1, we have k 1 + k−1 0 = k + 1 = k+1 1 , thus (4.9) holds true. Suppose that (4.9) holds true for i = j, we prove it for i = j + 1: Theorem 4.2. Let B ∈ R n,n be an eventually nonnegative matrix. Let A ∈ R n,n , of the form A = sI −B, is the associated M v −matrix and 0 ≤ ρ(B) < s. Then, the following statements are equivalent:
is an eventually exponentially nonnegative matrix.
Proof. Statement (i) means that there exists k α > 0 such that (B + αI) k ≥ 0 for all k ≥ k α . Let B has power index k 0 and we choose k > max{k 0 , k α }. Then,
Statement (ii) means that there exists t 0 > 0 such that e tB ≥ 0 for all t > t 0 . Thus, 
We observe that in (4.10), we have a polynomial in B which should be nonnegative, while in (4.11) and (4.12) we have series expansions in B to be nonnegative. Since B v ≥ 0, the first k 0 terms may have negative entries in all cases. These entries should be the same for the three cases, because all the coefficients in the powers of B are positive. Suppose first that B is not a weakly cyclic matrix. Then, both right and left Perron vectors of B are positive, and thus, B should be eventually positive and the validity of (i) is guaranteed from Theorem 3.5. This means that the last k −k 0 +1 terms dominate the first k 0 ones in order to eliminate the negative entries. We observe that in statement (ii) we can choose a large enough t such that the (k 0 + 1)st term (monomial in t of degree k 0 ) should dominate all the previous sum (polynomial in t of degree k 0 − 1). Thus, (i) ⇒ (ii) is proven. We observe also that in statement (iii) we can choose large enough m such that the (k 0 + 1)st term should dominate all the previous sum, since the coefficient of this term is a polynomial in m of degree k 0 while the coefficients of the previous terms, are polynomials in m of smaller degrees. Thus, (i) ⇒ (iii) is proven.
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The proof in the opposite directions is exactly the same. Indeed, the validity of (ii) means that the series of (k 0 + 1)st term and thereafter, dominates the first sum. Then we can choose a large enough k such that the (k 0 + 1)st term of polynomial (4.10) should dominate all the previous sum, proving that (ii) ⇒ (i). Similarly, we prove that (ii) ⇒ (iii), (iii) ⇒ (i) and (iii) ⇒ (ii).
In the case where B is a weakly cyclic matrix of index r, we consider r sums of (4.10), taking in each sum the terms of modulus r, i.e.,
Each term in this sum has the same cyclic structure. Analogously, we consider r subseries of (4.11) and (4.12) taking in each subseries the powers of modulus r, as in (4.10). Then, the proof follows the same steps as before, connecting each polynomial of (4.10) with each subseries of (4.11) and (4.12) having the same cyclic structure. Suppose first that (i) holds true. Then, from Theorem 3.5 we obtain that both the right and left Perron vectors of B are positive. Thus, there exists k 0 such that B k is irreducible and B k ≥ 0 for all k ≥ k 0 . Then, to prove (i) ⇒ (ii) and (i) ⇒ (iii) we follow the same arguments as in case 1. Now suppose that (ii) holds true. Then, from (4.11), since B is irreducible, e tB is irreducible even if we consider that B k maybe reducible for all k ≥ r 0 (r 0 = index 0 B). Otherwise, supposing e tB is reducible, we arrive at the same contradiction following the proof of case 2 in Theorem 3.5, where in (3.5) we consider the associated terms of e tB ij instead of (B + αI) k ij , and system (3.6) is taken by choosing different values of t. Thus, e tB , and therefore B, has positive right and left Perron vectors. Now, following the same steps as in the proof of case 1, we prove that (ii) ⇒ (i) and (ii) ⇒ (iii).
Finally, we suppose that (iii) holds true. Then, from (4.12), following the same steps previously, we obtain that (A −1 ) m is irreducible and thus, (iii) ⇒ (i) and (iii) ⇒ (ii).
Case 3: B is reducible.
For simplicity, and without loss of generality, suppose that B is in its Frobenius normal form b k1 for large enough t and m, respectively. This is because the k 1 terms are polynomials in k, in t or in m, respectively, of degree k 1 , while all the previous sums are polynomials of smaller degree.
Finally, suppose that b k has nonzero entries as k tends to infinity. Then, we choose k 1 > k 0 such that b k1 > 0. We follow the same argument of the previous case, for such k 1 , to prove the equivalence of (i), (ii) and (iii), for the associated entry.
Applying the same argument for any entry of B ij , and every off-diagonal block, the theorem is proven.
The following examples show the validity of Theorem 4.2 for all cases. Finally, we gave and proved equivalent properties of eventually exponentially nonnegative and M v −matrices.
It is trivial from the definition of GM −matrices and [13] that any GM −matrix (which is not an M vmatrix) may have nonnegative eigenvector corresponding to its spectral radius. Hence, Theorems 3.1 and 3.5 do not hold for GM −matrices.
