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Abstract
We discuss Lewis Carroll’s invention of the rule of resolution and his prototype of the analytic
tableaux method from 1896. A few examples are analyzed and a modest open problem is formu-
lated. We conclude the paper with some metalogical and historical remarks.1
Reguła rezolucji była stosowana juz˙ w XIX wieku, choc´ pod inna˛ nazwa˛ niz˙ obecnie i w odniesieniu
jedynie do zdan´ kategorycznych okres´lonej postaci. Wykorzystywał ja˛ mianowicie CHARLES LU-
TWIDGE DODGSON, publikuja˛cy takz˙e pod pseudonimem LEWIS CARROLL. W jego podre˛czniku
Symbolic Logic z 1896 roku metoda ta wyste˛puje pod nazwa˛ the method of underscoring. W niniej-
szym teks´cie ograniczamy sie˛ do zaprezentowania działania tej metody w rozwia˛zywaniu sorytów
(łan´cuszników), a wie˛c w poszukiwaniu konkluzji wynikaja˛cej z szeregu (co najmniej trzech) prze-
słanek. Pod uwage˛ brane sa˛ jedynie kategoryczne zdania ogólne, a wie˛c zdania postaci Wszystkie
A sa˛ B lub Z˙adne A nie jest B. Zakładamy, z˙e czytelnicy znaja˛ diagramy Carrolla oraz warunki
prawdziwos´ci zdan´ kategorycznych.
Chociaz˙ Carroll sformułował poprawnie regułe˛ rezolucji (dla je˛zyka zdan´ kategorycznych), to
proponowane przez niego pocza˛tkowo pewne „usprawnienia” natury heurystycznej sa˛ błe˛dne. Autor
sam wykrył swoja˛ pomyłke˛ i odkrycie to było, jak moz˙na sa˛dzic´, jednym z powodów, dla którego
opracował ogólniejsza˛ (i całkiem poprawna˛) metode˛, nazywana˛ przez niego the method of trees i
be˛da˛ca˛ prototypem metody tablic analitycznych, których systematyczne badania rozpocze˛ły sie˛ do-
piero od lat pie˛c´dziesia˛tych dwudziestego wieku (Beth, Kanger, Schütte, Hintikka, Smullyan, Jeffrey,
Lis, i inni). Obecnie metoda tablic analitycznych, w wielu odmianach, jest powszechnie stosowana
np. w systemach automatycznego dowodzenia twierdzen´ (podobnie zreszta˛ jak róz˙ne odmiany reguły
rezolucji).
1An English summary of this paper has been published under the title Lewis Carroll’s Resolution and Tableaux in
the Festschrift dedicated to Professor Jerzy Perzanowski (Janusz Sytnik-Czetwertyn´ski (ed.), Wydawnictwo Uniwersytetu
Jagiellon´skiego, Kraków 2009, 73–92).
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1 Reguła rezolucji (dla zdan´ kategorycznych ogólnych)
Uz˙ywamy standardowej notacji z rachunku zbiorów. A′ jest dopełnieniem A (w ustalonym uniwer-
sum U ). Przypomnijmy, z˙e A ⊆ B jest równowaz˙ne z A ∩ B′ = ∅. Dla dowolnych zbiorów A, B
oraz C zachodzi:
(F) (A ∩ C = ∅ ∧B ∩ C ′ = ∅)→ A ∩B = ∅.
DOWÓD.
1. A ∩ C = ∅ załoz˙enie
2. B ∩ C ′ = ∅ załoz˙enie
3. (A ∩ C) ∪ C ′ = C ′ ∪C ′ do obu stron
4. (B ∩ C ′) ∪ C = C ∪C do obu stron
5. (A ∪ C ′) ∩ (C ∪ C ′) = C ′ 3, rachunek
6. (B ∪ C) ∩ (C ∪ C ′) = C 4, rachunek
7. A ∪ C ′ = C ′ bo C ∪ C ′ = U
8. B ∪ C = C bo C ∪ C ′ = U
9. (A ∪ C ′) ∩ (B ∪ C) = C ∩ C ′ 7,8 ∩ stronami
10. (A ∪ C ′) ∩ (B ∪ C) = ∅ bo C ∩ C ′ = ∅
11. (A ∩B) ∪ (B ∩ C ′) ∪ (A ∩ C) ∪ (C ∩ C ′) = ∅ 10, rachunek
12. A ∩B = ∅ 11, 1, 2, C ∩ C ′ = ∅.
Q.E.D.
(oczywis´cie moz˙na tez˙ pros´ciej, przy uz˙yciu rachunku kwantyfikatorów, ale ta metoda była Carrol-
lowi niedoste˛pna).
C´wiczenie: zaznacz na diagramie Carrolla sytuacje˛ wyraz˙ana˛ przez przesłanki. Jaka˛ informacje˛ o
zalez˙nos´ciach mie˛dzy zbiorami A, B oraz C moz˙na wtedy uzyskac´ z tego diagramu?
Wzór (F) jest całkiem oczywisty: poprzednik implikacji (F) głosi, z˙e A ⊆ C ′ oraz B ⊆ C.
Powyz˙szy dowód nie pochodzi on od Lewisa Carrolla, podany tu został dla zabawy algebra˛ zbiorów.
Wzór (F) to poprawne sformułowanie reguły rezolucji w je˛zyku algebry zbiorów.
1.1 Reguły heurystyczne
Pocza˛tkowo Lewis Carroll uwaz˙ał, z˙e te wiadomos´ci wystarcza˛, aby znalez´c´ konkluzje˛ dla wszystkich
cia˛gów ogólnych zdan´ kategorycznych, zawieraja˛cych róz˙ne nazwy ogólne. Jes´li w takim cia˛gu na-
zwa X wyste˛puje zarówno pozytywnie (niezaprzeczona), jak i negatywnie (z negacja przynazwowa˛),
to na mocy (F) moz˙e zostac´ wyeliminowana: nie wysta˛pi w konkluzji. Pozostałe nazwy w konkluzji
wysta˛pia˛. W terminologii uz˙ywanej przez Carrolla pierwsze z nich nazywane sa˛ eliminands, drugie
retinends.
Szukanie konkluzji dla cia˛gu α1, α2, . . . , αn ogólnych zdan´ kategorycznych sprowadza sie˛, pisze
Carroll, do wykonania naste˛puja˛cych czynnos´ci:
• (1) wyraz˙enia wszystkich zdan´ αi w postaci zdan´ ogólno-przecza˛cych, tj. zasta˛pienia zdan´
ogólno-twierdza˛cych, jes´li takie wyste˛puja˛, przez ogólno-przecza˛ce z wykorzystaniem faktu,
z˙e:
A ⊆ Bjest równowaz˙ne zA ∩B′ = ∅;
• (2) sporza˛dzenia wykazu (w terminologii Carrolla: the register of attributes), które nazwy wy-
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• (3) ustawienia wszystkich przesłanek cia˛gu α1, α2, . . . , αn w takiej kolejnos´ci, aby dla pary
naste˛puja˛cych po sobie zdan´ moz˙na było zastosowac´ regułe˛ (F) eliminacji nazw;
• (4) stosowaniu reguły (F) tak długo, az˙ zostana˛ wyeliminowane wszystkie nazwy wyste˛puja˛ce
w zdaniach cia˛gu α1, α2, . . . , αn zarówno pozytywnie, jak i negatywnie;
• (5) sformułowaniu konkluzji otrzymanej w wyniku tej procedury. Konkluzja be˛dzie miała po-
stac´ zdania ogólno-przecza˛cego. Moz˙na je przekształcic´, jes´li wymagaja˛ tego wzgle˛dy styli-
styczne, na zdanie ogólno-twierdza˛ce, posługuja˛c sie˛ wspomniana˛ w punkcie (1) równowaz˙no-
s´cia˛.
Uwaga 1. Postac´ konkluzji jest sugerowana przez wykaz z punktu (2). Krok (3) nie jest oczywis´cie
konieczny, ale jego wykonanie upraszcza dowody (co najmniej wizualnie). Carroll stosował ten krok
w zwia˛zku ze swoja˛ metoda˛ underscoring: podkres´lania (pojedynczo i podwójnie) kolejno elimino-
wanych nazw.
Uwaga 2. Carroll przyjmował załoz˙enie (existential import), głosza˛ce, z˙e podmiot zdania ogólno-
twierdza˛cego jest nazwa˛ niepusta˛.
Uwaga 3. Heurystyczne wskazówki, podane wyz˙ej w punktach (1)–(5) nie sa˛ poprawnym algoryt-
mem uzyskiwania konkluzji wynikaja˛cej logicznie z przesłanek. W wielu przypadkach pozwalaja˛
upros´cic´ prace˛, ale — jak zobaczymy za chwile˛ — nie dostarczaja˛ ogólnej poprawnej metody.
Ogólniejsza od omówionej metody (i całkowicie poprawna!) jest metoda nie wprost, której Carroll
takz˙e uz˙ywał, pod nazwa˛ the method of trees, polegaja˛ca na przyje˛ciu przypuszczenia, z˙e konkluzja
jest fałszywa i pokazaniu, z˙e przypuszczenie to prowadzi do sprzecznos´ci (zob. przykłady 7.–8. poni-
z˙ej). To włas´nie jest prototyp metody tablic analitycznych, opracowany przez Lewisa Carrolla ponad
pół wieku przed „oficjalnymi”, systematycznymi badaniami tej metody.
1.2 Notacja algebraiczna Carrolla
Lewis Carroll wymys´lił oryginalna˛ notacje˛ algebraiczna˛, która pozwalała zapisywac´ dowody rezolu-
cyjne w zwie˛złej i przejrzystej postaci. Na pocza˛tek:
• piszemy X0 dla X = ∅, X1 dla X 6= ∅;
• piszemy XY0 dla X ∩ Y = ∅, XY1 dla X ∩ Y 6= ∅ (i podobnie dla iloczynów wie˛kszej liczby
zbiorów);
• uz˙ywamy symbolu † dla koniunkcji, a symbolu ¶ w przypadku, gdy prawdziwos´c´ przesłanek
pocia˛ga za soba˛ prawdziwos´c´ konkluzji. Tak wie˛c, np.
XM0†YM ′0¶XY0
oznacza, z˙e prawdziwos´c´ przesłanek XM0 oraz YM ′0 implikuje prawdziwos´c´ wniosku XY0.
Wyraz˙enie postaci XY0 jest nazywane nullity (i podobnie dla pustych iloczynów wie˛kszej liczby
zbiorów).
Wyraz˙enie postaci XY1 jest nazywane entity (i podobnie dla niepustych iloczynów wie˛kszej
liczby zbiorów).
Oto niektóre z reguł sformułowanych przez Lewisa Carrolla (Symbolic Logic, 126):
• Two Nullities, with Unlike Eliminands, yield a Nullity, in which both Retinends keep their
Signs. A Retinend, asserted in the Premisses to exist, may be so asserted in the Conclusion.
XM0†YM ′0¶XY0
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• A Nullity and an Entity, with Like Eliminands, yield an Entity, in which the Nullity-Retinend
changes its Sign.
XM0†YM1¶X ′Y1
• Two Nullities, with Like Eliminands asserted to exist, yield an Entity, in which both Retinends
change their Signs.
XM0†YM0†M1¶X ′Y ′1
Rozpoznajemy w tych regułach znane prawa algebry zbiorów.
1.3 ,The Method of Underscoring”
Carroll zaznaczał stosowanie reguły (F)w swojej notacji w sposób naste˛puja˛cy. Z załoz˙en´XM0†YM ′0
otrzymujemy, na mocy reguły (F)) konkluzje˛ XY0. Podkres´lamy raz eliminand M w pierwszej
przesłance oraz podkres´lamy dwukrotnie eliminand M ′ w przesłance drugiej. Te nazwy, które nie
sa˛ podkres´lone sa˛ retinends i tworza˛ wniosek XY0. Dla danego sorytu kontynuujemy te˛ procedure˛
dla wszystkich eliminands. Na kon´cu otrzymujemy nullity, które jest konkluzja˛ rozwaz˙anego sorytu.
Krótko: podkres´lamy jednokrotnie pierwsze wysta˛pienie kaz˙dego eliminand, a dwukrotnie drugie
jego wysta˛pienie. To, co pozostaje niepodkres´lone, to nullity, złoz˙one z retinends, be˛da˛ce konkluzja˛.
Dla przykładu, dla przesłanek:








′H0 B′L0 D′1C ′0
powyz˙sza metoda daje:
1 5 2 6 4 7 3
K L′0 K ′ H0 D H ′0 B
′ L
0
B E′0 D′1 C
′
0 A1 C0 ¶ E′ A0†A1
A zatem konkluzja˛ 1.–7. jest: A ∩ E′ = ∅ ∧A 6= ∅, czyli (existential import!): A ⊆ E.
1.4 Ilustracja działania metody
PRZYKŁAD 1. Rozwaz˙my naste˛puja˛ce siedem zdan´ kategorycznych, zapisanych w symbolice ra-
chunku zbiorów:
1. K ⊆ L
2. D ⊆ H
3. A ∩ C = ∅
4. B ⊆ E
5. K ′ ∩H = ∅
6. B′ ∩ L = ∅
7. D′ ⊆ C.
Przedstawiamy wszystkie zdania w postaci zdan´ ogólno-przecza˛cych:
1. K ∩ L′ = ∅
2. D ∩H ′ = ∅
3. A ∩ C = ∅
4. B ∩ E′ = ∅
5. K ′ ∩H = ∅
6. B′ ∩ L = ∅
7. D′ ∩ C ′ = ∅.
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Sporza˛dzamy wykaz, o którym mówi punkt (2) metody:
Nazwa: A B C D E H K L
Pozytywnie: 3 4 3 2 5 1 6
Negatywnie: 6 7 7 4 2 5 1
Z tego wykazu widac´, z˙e nazwy: B, C, D, H , K oraz L zostana˛ wyeliminowane. Tabela sugeruje
nadto, z˙e konkluzja powinna miec´ postac´ A ∩ E′ = ∅.
Ustawiamy powyz˙sze zdania tak, aby do kolejno naste˛puja˛cych po sobie stosowac´ moz˙na było
regułe˛ (F):
1. K ∩ L′ = ∅
5. K ′ ∩H = ∅
2. D ∩H ′ = ∅
6. B′ ∩ L = ∅
4. B ∩ E′ = ∅
7. D′ ∩ C ′ = ∅
3. A ∩ C = ∅.
Budujemy z tych przesłanek DOWÓD REZOLUCYJNY dla uzasadnienia konkluzji A ∩ E′ = ∅:
1. K ∩ L′ = ∅ przesłanka
5. K ′ ∩H = ∅ przesłanka
2. D ∩H ′ = ∅ przesłanka
6. B′ ∩ L = ∅ przesłanka
4. B ∩ E′ = ∅ przesłanka
7. D′ ∩ C ′ = ∅ przesłanka
3. A ∩ C = ∅ przesłanka
10. L′ ∩H = ∅ (F): 1 i 5, K
11. D ∩ L′ = ∅ (F): 10 i 2, H
12. B′ ∩D = ∅ (F): 11 i 6, L
13. E′ ∩D = ∅ (F): 12 i 4, B
14. C ′ ∩ E′ = ∅ (F): 13 i 7, D
15. A ∩ E′ = ∅ (F): 14 i 3, C.
W kolumnie uzasadnien´ zaznaczamy wzgle˛dem którego literału dokonuje sie˛ rezolucji.
Przedstawmy jeszcze powyz˙szy dowód w postaci drzewa:
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1. K ∩ L′ = ∅ 5. K′ ∩H = ∅
2. D ∩H′ = ∅
6. B′ ∩ L = ∅
4. B ∩ E′ = ∅
7. D′ ∩ C′ = ∅
3. A ∩ C = ∅
Jak widac´, lis´c´mi tego drzewa sa˛ przesłanki, jego korzeniem konkluzja, a kaz˙dy wierzchołek nie
be˛da˛cy lis´ciem powstaje w wyniku zastosowania (F) do swoich bezpos´rednich potomków.
PRZYKŁAD 2. Rozwaz˙my naste˛puja˛ce pie˛c´ zdan´ kategorycznych (w drugiej kolumnie) wraz z ich
sprowadzeniami do zdan´ ogólno-przecza˛cych (w trzeciej kolumnie):
1. A ⊆ B A ∩B′ = ∅
2. D ⊆ E D ∩ E′ = ∅
3. H ∩B = ∅ H ∩B = ∅
4. C ∩ E = ∅ C ∩ E = ∅
5. D′ ⊆ A D′ ∩A′ = ∅
Uwaga 4. Zdanie D′ ∩ A′ = ∅ jest równowaz˙ne zarówno z D′ ⊆ A, jak i z A′ ⊆ D, jak wiadomo z
elementarnego rachunku zbiorów.








Tabela sugeruje, z˙e nazwy: A, B, D oraz E zostana˛ wyeliminowane i z˙e wniosek powinien miec´
postac´: C ∩H = ∅. Budujemy dowód rezolucyjny:
1. A ∩B′ = ∅ przesłanka
2. D ∩ E′ = ∅ przesłanka
3. H ∩B = ∅ przesłanka
4. C ∩ E = ∅ przesłanka
5. D′ ∩A′ = ∅ przesłanka
6. A′ ∩ E′ = ∅ (F): 2,5, D
7. B′ ∩ E′ = ∅ (F): 1,6, A
8. B′ ∩ C = ∅ (F): 4,7, E
9. C ∩H = ∅ (F): 3,8, B
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Zbudujmy jeszcze drzewo dowodowe:


























2. D ∩ E′ = ∅ 5. D′ ∩A′ = ∅
1. A ∩B′ = ∅
4. C ∩ E = ∅
3. H ∩B = ∅
Zauwaz˙my, z˙e:
• dowód rezolucyjny moz˙na rozpocza˛c´ od dowolnej przesłanki;
• drzewa dowodowe (w rozwaz˙anych tu przypadkach) zawsze maja˛ postac´ drzewa binarnego o
powyz˙szej „schludnej” postaci: sa˛ wyznaczone przez cia˛g par (Ci, Ai) (0 6 i 6 n), gdzie C0
oraz wszystkie Ai sa˛ załoz˙eniami (przesłankami) lub elementami pewnej klauzuli Cj dla j < i,
a kaz˙da Ci+1 (i < n) jest rezolwenta˛ Ci oraz Ai. Tego typu rezolucja nazywana jest rezolucja˛
liniowa˛.
2 Łan´cuszniki Carrolla
Pobawimy sie˛ teraz w analize˛ niektórych łan´cuszników podanych przez Carrolla, z zastosowaniem
omówionej w cze˛s´ci 1 metody. Pozostajemy przy je˛zyku oryginału. Najpierw rozwaz˙ymy pare˛ przy-
kładów, w których heurystyczne wskazówki Carrolla dobrze sie˛ sprawdzaja˛. Naste˛pnie pokaz˙emy,
z˙e nie sa˛ one jednak w ogólnos´ci poprawne. Postawimy w zwia˛zku z tym pewien problem z algebry
zbiorów, który przekłada sie˛ na problem zakresu poprawnos´ci metody proponowanej przez Carrolla.
2.1 Przykłady łatwe
PRZYKŁAD 3. THE PIGS AND BALLONS PROBLEM.
• 1. All, who neither dance on tight ropes nor eat penny-buns, are old.
• 2. Pigs, that are liable to giddiness, are treated with respect.
• 3. A wise balloonist takes an umbrella with him.
• 4. No one ought to lunch in public, who looks ridiculous and eats penny-buns.
• 5. Young creatures, who go up in balloons, are liable to giddiness.
• 6. Fat creatures, who look ridiculous, may lunch in public, provided they do not dance on tight
ropes.
• 7. No wise creatures dance on tight ropes, if liable to giddiness.
• 8. A pig looks ridiculous, carrying an umbrella.
• 9. All, who do not dance on tight ropes, and who are treated with respect are fat.
Znajdujemy nazwy ogólne wyste˛puja˛ce w tych przesłankach:
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A — balloonists
B — carrying umbrellas
C — dancing on tight ropes
D — eating penny-buns
E — fat
F — liable to giddiness
G — looking ridiculous
H — may lunch in public
J — old
K — pigs
L — treated with respect
M — wise.
Przyjmiemy, za Carrollem, załoz˙enie, z˙e young to tyle, co not old. Powyz˙sze przesłanki maja˛ na-
ste˛puja˛ce schematy (przekształcamy zdania ogólno-twierdza˛ce na zdania ogólno-przecza˛ce zgodnie
z podana˛ wczes´niej reguła˛):
1. (C ′ ∩D′) ∩ J ′ = ∅
2. (K ∩ F ) ∩ L′ = ∅
3. (M ∩A) ∩B′ = ∅
4. (G ∩D) ∩H = ∅
5. (J ′ ∩A) ∩ F ′ = ∅
6. (E ∩G ∩ C ′) ∩H ′ = ∅
7. (M ∩ F ) ∩ C = ∅
8. (K ∩B) ∩G′ = ∅
9. (C ′ ∩ L) ∩ E′ = ∅.
Zauwaz˙my, z˙e wszystkie te zdania maja˛ złoz˙one (z pomoca˛ koniunkcji przynazwowej) podmioty.
W dalszym cia˛gu be˛dziemy opuszczac´ nawiasy w wieloczłonowych iloczynach.














Tabela sugeruje, z˙e wniosek be˛dzie miał postac´: K ∩M ∩A ∩ J ′ = ∅.
Zanim podamy dowód rezolucyjny, z˙e K ∩M ∩A∩ J ′ = ∅ moz˙na otrzymac´ z przesłanek 1.–9.,
wspomnimy jeszcze, z˙e Carroll zalecał okres´lona˛ kolejnos´c´ stosowania (F). Jez˙eli mianowicie jakas´
nazwa wyste˛puje jeden raz w pewnej przesłance P , a dopełnienie tej nazwy wyste˛puje w kilku innych
przesłankach Q1, Q2, . . . , Qk, to przesłanki Q1, Q2, . . . , Qk trzeba rozpatrzyc´ przed rozwaz˙eniem
przesłanki P . Carroll pisał w takich przypadkach, z˙e P jest a premiss barred by Q1, Q2, . . . , Qk.
W omawianym przykładzie mamy taka˛ włas´nie sytuacje˛:
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• przesłanke˛ 5 trzeba rozwaz˙yc´ przed przesłankami 2 i 7;
• przesłanke˛ 7 trzeba rozwaz˙yc´ przed przesłankami 1, 6 oraz 9;
• przesłanke˛ 8 trzeba rozwaz˙yc´ przed przesłankami 4 i 6.
Zrezygnujemy tym razem z wykonania zalecen´ punktu (3). Poszczególne kroki dowodowe be˛da˛
numerowane podwójnie: raz numerem biez˙a˛cym, a nadto (pogrubionym) numerem wykorzystywanej
przesłanki oraz wyniku zastosowania (F). Budujemy dowód rezolucyjny:
1. 1. C ′ ∩D′ ∩ J ′ = ∅ przesłanka
2. 4. G ∩D ∩H = ∅ przesłanka
3. 10. C ′ ∩ J ′ ∩G ∩H = ∅ (F): 1,4, D
4. 6. E ∩G ∩ C ′ ∩H ′ = ∅ przesłanka
5. 11. C ′ ∩ J ′ ∩G ∩ E = ∅ (F): 6,10, H
6. 8. K ∩B ∩G′ = ∅ przesłanka
7. 12. C ′ ∩ J ′ ∩ E ∩K ∩B = ∅ (F): 8,11, G
8. 9. C ′ ∩ L ∩ E′ = ∅ przesłanka
9. 13. C ′ ∩ J ′ ∩K ∩B ∩ L = ∅ (F): 9,12, E
10. 7. M ∩ F ∩ C = ∅ przesłanka
11. 14. J ′ ∩K ∩B ∩ L ∩M ∩ F = ∅ (F): 7,13, C
12. 3. M ∩A ∩B′ = ∅ przesłanka
13. 15. J ′ ∩K ∩ L ∩M ∩ F ∩A = ∅ (F): 3,14, B
14. 2. K ∩ F ∩ L′ = ∅ przesłanka
15. 16. J ′ ∩K ∩M ∩ F ∩A = ∅ (F): 2,15, L
16. 5. J ′ ∩A ∩ F ′ = ∅ przesłanka
17. 17. J ′ ∩K ∩M ∩A = ∅ (F): 5 ,16, F .
Zache˛camy do samodzielnego narysowania drzewa dowodowego.
Uwaga 5. Umowa notacyjna stosowana przez Carrolla pozwala na nieco krótsze przedstawienie po-
wyz˙szego dowodu (pomijamy wsze˛dzie indeks 0):
1. 1. C ′ D′ J ′ 6. 7. M F C
2. 4. GD H 7. 3. M AB′
3. 6. E G C ′ H ′ 8. 2. K F L′
4. 8. K B G′ 9. 5. J ′ A F ′
5. 9. C ′ L E′ 10. ∴ K M A J ′
Istnieja˛ tez˙ inne jeszcze konwencje notacyjne, pozwalaja˛ce upraszczac´ tego typu dowody (zob.
np. Crisler 1999).
Tak wie˛c, wnioskiem z przesłanek 1.–9. jest K ∩M ∩ A ∩ J ′ = ∅, co moz˙na odczytac´ np. jako:
No wise young pigs go up in balloons.
PRZYKŁAD 4. Rozwaz˙my naste˛puja˛ce zdania kategoryczne:
• 1. The only animals in this house are cats.
• 2. Every animal is suitable for a pet, that loves to gaze at the moon.
• 3. When I detest an animal, I avoid it.
• 4. No animals are carnivorous, unless they prowl at night.
• 5. No cat fails to kill mice.
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• 6. No animals ever take to me, except what are in this house.
• 7. Kangaroos are not suitable for pets.
• 8. None but carnivora kill mice.
• 9. I detest animals that do not take to me.
• 10. Animals, that prowl at night, always love to gaze at the moon.
Znajdujemy nazwy wyste˛puja˛ce w tych zdaniach:
A — avoided by me
B — carnivora
C — cats
D — detested by me
E — in this house
H — kangaroos
K — killing mice
L — loving to gaze at the moon
M — prowling at night
N — suitable for pets
R — taking to me.
Znajdujemy schematy przesłanek:
1. E ∩ C ′ = ∅
2. L ∩N ′ = ∅
3. D ∩A′ = ∅
4. M ′ ∩B = ∅
5. C ∩K ′ = ∅
6. E′ ∩R = ∅
7. H ∩N = ∅
8. B′ ∩K = ∅
9. R′ ∩D′ = ∅
10. M ∩ L′ = ∅.













Tabela sugeruje, z˙e wniosek be˛dzie miał postac´: A′ ∩H = ∅.
Budujemy dowód rezolucyjny:
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1. E ∩ C ′ = ∅ przesłanka
2. L ∩N ′ = ∅ przesłanka
3. D ∩A′ = ∅ przesłanka
4. M ′ ∩B = ∅ przesłanka
5. C ∩K ′ = ∅ przesłanka
6. E′ ∩R = ∅ przesłanka
7. H ∩N = ∅ przesłanka
8. B′ ∩K = ∅ przesłanka
9. R′ ∩D′ = ∅ przesłanka
10. M ∩ L′ = ∅ przesłanka
11. E ∩K ′ = ∅ (F): 1,5, C
12. K ′ ∩R = ∅ (F): 6,11, E
13. R ∩B′ = ∅ (F): 8,12, K
14. R ∩M ′ = ∅ (F): 4,13, B
15. M ′ ∩D′ = ∅ (F): 9,14, R
16. M ′ ∩A′ = ∅ (F): 3,15, D
17. A′ ∩ L′ = ∅ (F): 10,16, M
18. A′ ∩N ′ = ∅ (F): 2,17, L
19. A′ ∩H = ∅ (F): 7,18, N.
Wniosek z przesłanek 1.–10. moz˙na odczytac´ np.: I always avoid a kangaroo. Zache˛camy do
samodzielnego narysowania drzewa dowodowego.
PRZYKŁAD 5.
• 1. No shark ever doubts that it is well fitted out.
• 2. A fish, that cannot dance a minuet, is contemptible.
• 3. No fish is quite certain that it is well fitted out, unless it has three rows of teeth.
• 4. All fishes, except sharks, are kind to children.
• 5. No heavy fish can dance a minuet.
• 6. A fish with three rows of teeth is not to be despised.
Znajdujemy nazwy wyste˛puja˛ce w tych zdaniach:
A — able to dance a minuet
B — certain that he is well fitted out
C — contemptible
D — having three rows of teeth
E — heavy
H — kind to children
K — sharks.
Znajdujemy schematy przesłanek:
1. K ∩B′ = ∅
2. A′ ∩ C ′ = ∅
3. D′ ∩B = ∅
4. K ′ ∩H ′ = ∅
5. E ∩A = ∅
6. D ∩ C = ∅.
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Tabela sugeruje, z˙e wniosek be˛dzie miał postac´: H ′ ∩ E = ∅.
Budujemy dowód rezolucyjny:
1. K ∩B′ = ∅ przesłanka
2. A′ ∩ C ′ = ∅ przesłanka
3. D′ ∩B = ∅ przesłanka
4. K ′ ∩H ′ = ∅ przesłanka
5. E ∩A = ∅ przesłanka
6. D ∩ C = ∅ przesłanka
7. K ∩D′ = ∅ (F): 1,3, B
8. D′ ∩H ′ = ∅ (F): 4,7, K
9. H ′ ∩ C = ∅ (F): 6,8, D
10. H ′ ∩A′ = ∅ (F): 2,9, C
11. H ′ ∩ E = ∅ (F): 5,10, A.
Wniosek z przesłanek 1.–6. moz˙na odczytac´ np.: No heavy fish is unkind to children. Drzewo























• 1. Animals, that do not kick, are always unexcitable.
• 2. Donkeys have no horns.
• 3. A buffalo can always toss one over a gate.
• 4. No animals that kick are easy to swallow.
• 5. No hornless animal can toss one over a gate.
• 6. All animals are excitable, except buffaloes.
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Znajdujemy nazwy wyste˛puja˛ce w tych zdaniach:
A — able to toss one over the gate
B — buffaloes
C — donkeys





1. K ′ ∩ E = ∅
2. C ∩H = ∅
3. B ∩A′ = ∅
4. K ∩D = ∅
5. H ′ ∩A = ∅
6. B′ ∩ E′ = ∅.









Tabela sugeruje, z˙e wniosek be˛dzie miał postac´: D ∩ C = ∅.
Budujemy dowód rezolucyjny:
1. K ′ ∩ E = ∅ przesłanka
2. C ∩H = ∅ przesłanka
3. B ∩A′ = ∅ przesłanka
4. K ∩D = ∅ przesłanka
5. H ′ ∩A = ∅ przesłanka
6. B′ ∩ E′ = ∅ przesłanka
7. E ∩D = ∅ (F): 1,4, K
8. D ∩B′ = ∅ (F): 6,7, E
9. D ∩A′ = ∅ (F): 3,8, B
10. D ∩H ′ = ∅ (F): 5,9, A
11. D ∩ C = ∅ (F): 2,10, H.
Wniosek z przesłanek 1.–6. moz˙na odczytac´ np.: Donkey are not easy to swallow. Drzewo dowo-
dowe przedstawimy uz˙ywaja˛c tylko numerów poszczególnych kroków:
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2.2 Przykłady ukazuja˛ce bałamutnos´c´ wskazówek heurystycznych
Jak dota˛d, wszystko było dobrze (jak mówił jegomos´c´, mijaja˛c w locie pie˛tro szóste, po wyskoczeniu
z dwunastego pie˛tra). I istotnie, reguła (F) jest poprawna. Jednak wskazówki heurystyczne Carrolla
juz˙ takie nie sa˛.
PRZYKŁAD 7. THE LIBRARY PROBLEM.
Rozwaz˙my układ naste˛puja˛cych zdan´ kategorycznych, odnosza˛cych sie˛ do ksia˛z˙ek w pewnej bi-
bliotece:
• 1. All the old books are Greek.
• 2. All the quartos are bound.
• 3. None of the poets are old quartos.







1. C ∩B′ = ∅
2. E ∩A′ = ∅
3. D ∩ C ∩ E = ∅.







Widac´, z˙e na podstawie informacji z tej tabeli nie moz˙na wyeliminowac´, stosuja˛c (F), z˙adnej
z rozwaz˙anych nazw. Carroll proponuje doła˛czyc´ dodatkowa˛ przesłanke˛, stwierdzaja˛ca˛, z˙e suma
wszystkich rozwaz˙anych nazw wyczerpuje całe uniwersum. W postaci zdania ogólno-przecza˛cego
przesłanka ta przybiera postac´:
208
Jerzy Pogonowski : Metoda Rezolucji i Tablice Analityczne w Symbolic Logic Lewisa Carrolla
• 4. A′ ∩B′ ∩ C ′ ∩D′ ∩ E′ = ∅.
Po tym uzupełnieniu rozszerzona tabela sugeruje, z˙e wnioskiem be˛dzie:
A′ ∩B′ = ∅.
Jest to jednak błe˛dna sugestia. Kontrprzykład: niech A = B = C = E = {x}, D = {y}, x 6= y,
a uniwersum to {x, y}. Wtedy 1.–4. sa˛ spełnione, ale A′ ∩ B′ = {y} 6= ∅. Ksia˛z˙ka x moz˙e byc´ np.
starym, greckim, oprawionym in quarto wydaniem Analityk Pierwszych (które, jak wiadomo, poezja˛
nie sa˛), a y moz˙e byc´ np. stosem luzem zebranych nowych kartek in folio, zawieraja˛cym elukubracje
jakiegos´ polskiego poety.
Korespondencja Carrolla z Johnem Cookiem Wilsonem dotycza˛ca tego problemu zawiera m.in.
uwagi Carrolla na temat sylogizmów, w których uz˙ywa sie˛ zaprzeczen´ iloczynów nazw, a takz˙e tego,
co Carroll nazywa konkluzjami cze˛s´ciowymi. Warto zwrócic´ uwage˛, z˙e Carroll posługuje sie˛ tu nie
tylko prawami De Morgana, ale równiez˙ prawami rozdzielnos´ci: dodawania wzgle˛dem mnoz˙enia i
mnoz˙enia wzgle˛dem dodawania nazw.
Carroll zache˛ca tez˙ Wilsona do rozwia˛zania naste˛puja˛cego łan´cusznika:
PRZYKŁAD 8.
• 1. A ⊆ B ∪ C ∪D
• 2. A ∩B ⊆ C ∪H
• 3. B ⊆ A ∪ C ∪D
• 4. B ∩ C ∩ E ⊆ D
• 5. C ∩D ⊆ A ∪B
• 6. E ⊆ A ∪B ∪D
• 7. B ∩D ⊆ A ∪H
• 8. A ∩ C ∩K ⊆ B
• 9. D ∩K ⊆ B ∪ C.
Powyz˙sze zdania ogólno-twierdza˛ce przekształcaja˛ sie˛ na naste˛puja˛ce zdania ogólno-przecza˛ce:
1. A ∩B′ ∩ C ′ ∩D′ = ∅
2. A ∩B ∩ C ′ ∩H ′ = ∅
3. A′ ∩B ∩ C ′ ∩D′ = ∅
4. B ∩ C ∩D′ ∩ E = ∅
5. A′ ∩B′ ∩ C ∩D = ∅
6. A′ ∩B′ ∩D′ ∩ E = ∅
7. A′ ∩B ∩D ∩H ′ = ∅
8. A ∩B′ ∩ C ∩K = ∅
9. B′ ∩ C ′ ∩D ∩K = ∅.
Sporza˛dzamy tabele˛ wyste˛powania nazw w przesłankach:
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Tabela sugeruje, z˙e wniosek be˛dzie miał postac´: E ∩H ′ ∩K = ∅.
Proponujemy (jako pokute˛) próbe˛ znalezienia dowodu rezolucyjnego wprost. Nie moz˙e sie˛ ona
udac´, co wykazac´ moz˙na dowodem nie wprost. Wrócimy do tego przykładu nieco dalej.
2.3 Problem (a moz˙e tylko c´wiczenie?)
Tak wie˛c, wskazówki heurystyczne Carrolla nie daja˛ poprawnego algorytmu znajdowania konkluzji
sorytu, jak widzielis´my w poprzednich dwóch przykładach. Moz˙na jednak sensownie, jak nam sie˛
wydaje, pytac´ o klase˛ sorytów, dla których heurystyka Carrolla jest poprawna. Pytanie to moz˙na
sformułowac´ w sposób naste˛puja˛cy.
Niech S be˛dzie rodzina˛ nullities o postaci:
X11 ∩X12 ∩ . . . ∩X1n1 = ∅
X21 ∩X22 ∩ . . . ∩X2n2 = ∅
. . .
Xm1 ∩Xm2 ∩ . . . ∩Xmnm = ∅
gdzie R(S), zbiór wszystkich retinends dla S, jest niepusty. Postawmy problem naste˛puja˛cy:
(FF) Znalez´c´ warunki konieczne i wystarczaja˛ce, przy których nullity⋂
R(S) = ∅
wynika logicznie (na gruncie rachunku zbiorów) ze zbioru nullities S.
Problem powyz˙szy moz˙na takz˙e sformułowac´ w terminach pokryc´ uniwersum U , przez proste
zastosowanie praw De Morgana.
Rozwia˛zanie problemu (FF) dałoby nam twierdzenie o pełnos´ci dla The Method of Undersco-
ring Carrolla. Chociaz˙ omówiona wyz˙ej heurystyka Carrolla nie jest trafna dla wszelkich sorytów,
moz˙emy pytac´, dla jakich sorytów jest ona trafna.
Zauwaz˙my przy tym, z˙e rozwia˛zanie problemu (FF) powinno zostac´ podane w aparaturze po-
je˛ciowej algebry zbiorów (jes´li chcielibys´my pozostac´ wierni metodom stosowanym przez samego
Lewisa Carrolla).
3 „Metoda drzew” Carrolla
16 lipca 1894 roku Carroll zanotował w swoim Diary:
Today has proved to be an epoch in my Logical work. It occurred to me to try a complex
Sorites by the method I have been using for ascertaining what cells, if any, survive for
possible occupation when certain nullities are given. I took one of 40 premisses, „pairs
within pairs” & many bars, & worked it like a genealogy, each term providing all its
descendents. It came out beatifully, & much shorter than the method I have used hitherto
— I think of calling it the „Genealogical Method”.
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Metode˛ te˛ nazywał Carroll równiez˙ metoda˛ drzew (The Method of Trees). Istota tej metody polega
na przypuszczeniu nie wprost, z˙e wniosek jest fałszywy i otrzymaniu sprzecznos´ci z tego przypusz-
czenia, co w konsekwencji nakazuje owo przypuszczenie odrzucic´. Pokaz˙emy na paru przykładach,
jak Carroll stosował te˛ metode˛.
PRZYKŁAD 9. DRZEWO BEZ ROZGAŁE˛ZIEN´.
Rozwaz˙my układ os´miu zdan´ kategorycznych:
1. D′ ∩N ′ ∩M ′ = ∅
2. K ∩A′ ∩ C ′ = ∅
3. L ∩ E ∩M = ∅
4. D ∩H ∩K ′ = ∅
5. H ′ ∩ L ∩A′ = ∅
6. H ∩M ′ ∩B′ = ∅
7. A′ ∩B ∩N = ∅
8. A ∩M ′ ∩ E = ∅.












Tabela sugeruje, z˙e wniosek powinien miec´ postac´:C ′∩E∩L = ∅. Poniewaz˙ siedem nazw be˛dzie
wyeliminowanych, wie˛c dowód rezolucyjny składa sie˛ z 15 kroków (8 przesłanek oraz 7 zastosowan´
(F)). Moz˙na przedstawic´ tez˙ dowód nie wprost, jes´li nie krótszy (w tym akurat przypadku), to maja˛cy
ogólniejszy walor. Przypus´c´my mianowicie, z˙e C ′ ∩ E ∩ L = ∅ nie zachodzi. Wtedy
(†) C ′ ∩ E ∩ L 6= ∅
tj. zbiór C ′ ∩ E ∩ L zawiera jakies´ elementy. Pokaz˙emy, z˙e przypuszczenie to prowadzi do sprzecz-
nos´ci, a wie˛c z˙e nalez˙y je odrzucic´.
Niech x ∈ C ′ ∩ E ∩ L. Poniewaz˙ x ∈ E ∩ L, a na mocy przesłanki 3. (L ∩ E) ∩M = ∅, wie˛c
x /∈ M , czyli x ∈ M ′. Tak wie˛c, x ∈ E ∩M ′. Sta˛d, poniewaz˙ A ∩ (M ′ ∩ E) = ∅ (przesłanka
8.), wie˛c x /∈ A, czyli x ∈ A′. Skoro x ∈ C ′ (na mocy (†)) oraz x ∈ A′, wie˛c x /∈ K (na mocy
przesłanki 2.: K ∩ (A′ ∩ C ′) = ∅). A zatem x ∈ K ′. Skoro x ∈ E oraz x ∈ A′, to (na mocy
przesłanki 5.: H ′ ∩ (L ∩ A′) = ∅) x /∈ H ′, czyli x ∈ H . Skoro x ∈ H i x ∈ K ′, to (na mocy
przesłanki 4.: D ∩ (H ∩ K ′) = ∅) x /∈ D, czyli x ∈ D′. Skoro x ∈ M ′ oraz x ∈ H , to (na mocy
przesłanki 6.: (H ∩M ′) ∩ B′ = ∅) x /∈ B′, czyli x ∈ B. Skoro x ∈ D′ oraz x ∈ M ′, to (na mocy
przesłanki 1.: (D′ ∩M ′) ∩ N ′ = ∅) x /∈ N ′, czyli x ∈ N . Wreszcie, skoro x ∈ A′ oraz x ∈ B,
to (na mocy przesłanki 7.: (A′ ∩ B) ∩ N = ∅) x /∈ N , czyli x ∈ N ′. Poniewaz˙ N ∩ N ′ = ∅,
otrzymalis´my sprzecznos´c´: x ∈ N oraz x ∈ N ′. Musimy wie˛c odrzucic´ przypuszczenie (†) i tym
samym otrzymujemy wniosek C ′ ∩ E ∩ L = ∅.
Jak widac´, był to dowód dla Humanistek, które lubia˛, gdy wypowiadamy sie˛ pełnymi zdaniami,
niczego nie opuszczaja˛c. Spróbujmy teraz przedstawic´ ten dowód w nieco skróconej (i chyba bardziej
przejrzystej) postaci:
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1. D′ ∩N ′ ∩M ′ = ∅ przesłanka
2. K ∩A′ ∩ C ′ = ∅ przesłanka
3. L ∩ E ∩M = ∅ przesłanka
4. D ∩H ∩K ′ = ∅ przesłanka
5. H ′ ∩ L ∩A′ = ∅ przesłanka
6. H ∩M ′ ∩B′ = ∅ przesłanka
7. A′ ∩B ∩N = ∅ przesłanka
8. A ∩M ′ ∩ E = ∅ przesłanka
9. x ∈ C ′ ∩ E ∩ L z.d.n.
10. x ∈M ′ 3,9
11. x ∈ A′ 8,9,10
12. x ∈ K ′ 2,9,11
13. x ∈ H 5,9,11
14. x ∈ D′ 4,12,13
15. x ∈ B 6,10,13
16. x ∈ N 1,10,14
17. x ∈ N ′ 7,11,15
18. ⊥ SPRZECZNOS´C´: 16,17.
Ostatecznie, udowodnilis´my, z˙eC ′∩E∩L = ∅. W formie ogólno-twierdza˛cej zdanie to przyjmuje
np. postac´: (E ∩ L) ⊆ C.
PRZYKŁAD 10. DRZEWO Z ROZGAŁE˛ZIENIAMI.
Rozwaz˙my siedem zdan´ kategorycznych:
1. H ∩M ∩K = ∅
2. D′ ∩ E′ ∩ C ′ = ∅
3. H ∩K ′ ∩A′ = ∅
4. B ∩ L ∩H ′ = ∅
5. C ∩K ∩M ′ = ∅
6. H ∩ C ′ ∩ E = ∅
7. B ∩A ∩K ′ = ∅.











Tabela sugeruje, z˙e wniosek powinien miec´ postac´ B∩D′∩L = ∅. Przypus´c´my, dla dowodu nie
wprost, z˙e:
(‡) B ∩D′ ∩ L 6= ∅.
Pokaz˙emy, z˙e przypuszczenie to prowadzi do sprzecznos´ci, a wie˛c z˙e nalez˙y je odrzucic´.
Niech x ∈ B ∩ D′ ∩ L. Wtedy, skoro x ∈ B ∩ L, wie˛c na mocy przesłanki 4. x /∈ H ′, czyli
x ∈ H . Skoro x ∈ H oraz, na mocy przesłanki 1. H ∩M ∩K = ∅, to x /∈M ∩K. Jednak nie moz˙na
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dalej prowadzic´ dowodu w sposób liniowy, trzeba rozumowanie rozgałe˛zic´, poniewaz˙ x /∈ M ∩ K
oznacza, z˙e zachodzi alternatywa:
• (1) x /∈ K, czyli x ∈ K ′ lub
• (2) x /∈M , czyli x ∈M ′.
Kaz˙dy z przypadków (1) i (2) nalez˙y teraz rozpatrzyc´ oddzielnie. Dzis´ jest to dla nas oczywiste:
odwołujemy sie˛ do jednego z praw De Morgana. Carroll sformułował samodzielnie to prawo (w lis´cie
z 11 listopada 1896 roku do Johna Cooka Wilsona), nie powołuja˛c sie˛ na inne publikacje z tego, co
dzis´ nazywamy nurtem algebraicznym w logice XIX wieku. Na marginesie dodajmy, z˙e prawa znane
dzis´ pod nazwa˛ praw De Morgana były znane juz˙ logikom s´redniowiecznym. Wracamy do dowodu.
Carroll konstatuje w tym miejscu, z˙e:
• (1’) do warunku (1) moz˙na dodac´ warunek x ∈ M , co jednak nie przyniesie z˙adnej korzys´ci,
poniewaz˙ M wyste˛powała tylko w przesłance 1., która˛ juz˙ wykorzystalis´my;
• (2’) do warunku (2) moz˙na dodac´ warunek x ∈ K, co byc´ moz˙e okaz˙e sie˛ uz˙yteczne, jako iz˙
K wyste˛puje w dota˛d nie rozwaz˙anej przesłance 5.
Za uzasadnienie (1’) oraz (2’) Carroll uwaz˙a sformułowana˛ przez siebie regułe˛:
Thus, if we found a Premiss proving that the Thing could not have the Pair of Attributes
b′c, we might say it must have b or c′. And we might afterwards tack on, at pleasure,
either c to b, making the two headings bc and c′, or b′ to c′, making them b and c′b′.
Carroll odwołuje sie˛ tutaj zatem do obserwacji, która˛ w dzisiejszej notacji zapisujemy w postaci:
(A ∩B)′ = (A′ ∩B) ∪ (A ∩B′) ∪ (A′ ∩B′).
Moz˙na przypuszczac´, z˙e obserwacje˛ te˛ zawdzie˛cza analizie swoich diagramów dla zbiorów.
(1) Skoro x ∈ K ′, to z x ∈ H oraz z przesłanki 3. otrzymujemy: x /∈ A′, czyli x ∈ A. Skoro x ∈ K ′
oraz x ∈ A, to z przesłanki 7. otrzymujemy, z˙e x /∈ A. A to oznacza sprzecznos´c´: nie moz˙e byc´
jednoczes´nie x ∈ A oraz x /∈ A.
(2) Skoro x ∈ M ′, to na mocy (2’) oraz przesłanki 5. otrzymujemy, z˙e x /∈ C, czyli x ∈ C ′.
Skoro x ∈ D′ (przypuszczenie (‡)) oraz x ∈ C ′, to na mocy przesłanki 2. mamy x /∈ E′, czyli
x ∈ E. Wreszcie, skoro x ∈ H oraz x ∈ C ′, to na mocy przesłanki 6. mamy x /∈ E. A to oznacza
sprzecznos´c´: nie moz˙e byc´ jednoczes´nie x ∈ E oraz x /∈ E.
Pokazalis´my zatem, z˙e kaz˙da z moz˙liwos´ci (1) i (2) prowadzi do sprzecznos´ci. Przypuszczenie
(‡) nalez˙y wie˛c odrzucic´. Ostatecznie otrzymujemy:
B ∩D′ ∩ L = ∅.
Przekształcaja˛c to na równowaz˙ne mu zdanie ogólno-twierdza˛ce (jes´li ktos´ takie woli) dostajemy:
(B ∩ L) ⊆ D.
Carroll rozwaz˙a równiez˙ o wiele bardziej skomplikowane dowody nie wprost, o złoz˙onych drze-
wach dowodowych.
A jak radził sobie Carroll z przypadkami, gdy przypuszczenie dowodu nie wprost nie prowadziło
do sprzecznos´ci? Przykład znajdujemy w lis´cie Carrolla do Johna Cooka Wilsona z 18 listopada 1896
roku:
PRZYKŁAD 8. PONOWNIE.
Przypomnijmy dziewie˛c´ zdan´ kategorycznych z przykładu 8.:
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1. A ∩B′ ∩ C ′ ∩D′ = ∅
2. A ∩B ∩ C ′ ∩H ′ = ∅
3. B ∩A′ ∩ C ′ ∩D′ = ∅
4. B ∩ C ∩ E ∩D′ = ∅
5. C ∩D ∩A′ ∩B′ = ∅
6. E ∩A′ ∩B′ ∩D′ = ∅
7. B ∩D ∩A′ ∩H ′ = ∅
8. A ∩ C ∩K ∩B′ = ∅
9. D ∩K ∩B′ ∩ C ′ = ∅.









Tabela ta sugeruje, z˙e wniosek powinien miec´ postac´: E ∩ H ′ ∩ K = ∅. Pokaz˙emy, z˙e jest to
błe˛dna sugestia. Oznacza to m.in. to, z˙e w logice nie wolno kierowac´ sie˛ wyła˛cznie sugestiami —
kaz˙da teza musi posiadac´ wyraz´ny, nie budza˛cy wa˛tpliwos´ci dowód. Tak tez˙ zawsze poste˛pował Le-
wis Carroll — nigdy nie ograniczał sie˛ do sporza˛dzenia wykazu atrybutów oraz podania konkluzji
sugerowanej przez tabele˛ pozytywnych i negatywnych wysta˛pien´ nazw; za kaz˙dym razem sugestie
otrzymane w wyniku zastosowania swojej heurystyki sprawdzał. Pocza˛tkowo uz˙ywał dowodów rezo-
lucyjnych, a gdy dostrzegł, z˙e metoda sugerowana przez heurystyke˛ nie jest w ogólnos´ci poprawna,
zacza˛ł stosowac´ dowody apagogiczne i w ten sposób uzyskał prototyp metody tablic analitycznych.
Przypus´c´my, dla dowodu nie wprost, z˙e:
E ∩H ′ ∩K 6= ∅.
Niech x ∈ E∩H ′∩K. Skoro x ∈ E, to, na mocy przesłanki 4., otrzymujemy: x /∈ B∩(C∩D′),
a wie˛c zachodzi alternatywa:
• (1) x ∈ B′ lub
• (2) x ∈ (C ∩D′)′.
Rozwaz˙my najpierw przypadek (1). Skoro x ∈ E oraz x ∈ B′, to, na mocy przesłanki 6. x /∈
(A′ ∩D′), a wie˛c zachodzi alternatywa:
• (1.1.) x ∈ A lub
• (1.2.) x ∈ D.
Rozpatrzmy przypadek (1.1.). Skoro x ∈ A, x ∈ B′ oraz x ∈ K, to, na mocy przesłanki 8.,
x /∈ C, czyli x ∈ C ′. Z x ∈ A, x ∈ B′ oraz x ∈ C ′, na mocy przesłanki 1. mamy: x /∈ D′, czyli
x ∈ D. Wreszcie, skoro x ∈ K, x ∈ B′ oraz x ∈ C ′, to, na mocy przesłanki 1., mamy: x /∈ D.
Otrzymalis´my zatem sprzecznos´c´: x ∈ D i x /∈ D. Przypadek (1.1.) został wykluczony.
Wracamy do przypadku (1.2.). Carroll czyni w tym miejscu dodatkowe załoz˙enie, z˙e x ∈ A′,
uzasadniaja˛c je powołaniem sie˛ na przytoczona˛ wyz˙ej regułe˛. Skoro x ∈ B′, x ∈ D oraz x ∈ A′,
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to, na mocy przesłanki 5., x /∈ C, czyli x ∈ C ′. Skoro x ∈ K, x ∈ B′ oraz x ∈ D, to, na mocy
przesłanki 9., x /∈ C ′. Otrzymalis´my sprzecznos´c´: x ∈ C ′ i x /∈ C ′. Przypadek (1.2.) został wie˛c
wykluczony.
Wracamy do przypadku (2). Znowu, powołuja˛c sie˛ na cytowana˛ regułe˛, Carroll przyjmuje zało-
z˙enie, z˙e x ∈ B. Skoro x ∈ (C ∩D′)′, to zachodzi alternatywa:
• (2.1.) x ∈ C ′ (oraz x ∈ B) lub
• (2.2.) x ∈ D (oraz x ∈ B).
Rozpatrzmy przypadek (2.1.). Skoro x ∈ H ′ , x ∈ C ′ oraz x ∈ B, to, na mocy przesłanki 2.,
x /∈ A, czyli x ∈ A′. Skoro x ∈ B, x ∈ A′ oraz x ∈ C ′, to na mocy przesłanki 3., x /∈ D′, czyli
x ∈ D. Wreszcie, skoro x ∈ H ′, x ∈ B oraz x ∈ A′, to, na mocy przesłanki 7., x /∈ D i otrzymujemy
sprzecznos´c´ z x ∈ D. Tak wie˛c, przypadek (2.1.) został wykluczony.
Rozpatrzmy przypadek (2.2.). Skoro x ∈ H ′, x ∈ B oraz x ∈ D, to, na mocy przesłanki 7. mamy:
x /∈ A′, czyli x ∈ A. Nie moz˙emy skorzystac´ z z˙adnej przesłanki, aby wykluczyc´ przypadek (2.2.).
Tak wie˛c, przypuszczenie dowodu nie wprost zostało potwierdzone, a to oznacza, z˙e zdanie E∩H ′∩
K = ∅ nie jest konsekwencja˛ załoz˙en´ 1.–9. Sytuacja, z˙e przesłanki łan´cusznika sa˛ prawdziwe, a jego
wniosek fałszywy nie została wykluczona. Moz˙e istniec´ przedmiot x taki, z˙e x ∈ E ∩H ′ ∩K oraz
wszystkie przesłanki 1.–9. sa˛ prawdziwe. Z analizy przypadku (2.2.) widac´, z˙e dla takiego x mamy:
x ∈ A ∩B ∩ C ∩D.
Analiza przypadku (2.2.) pokazuje ponadto, jakie wnioski wynikaja˛ logicznie z podanego układu
przesłanek. Otóz˙ jest to np. kaz˙de ze zdan´:
• E ∩H ′ ∩K ∩A′ = ∅
• E ∩H ′ ∩K ∩B′ = ∅
• E ∩H ′ ∩K ∩ C ′ = ∅
• E ∩H ′ ∩K ∩D′ = ∅.
Jest tak, poniewaz˙ z kaz˙dego z tych zdan´, ła˛cznie z rozwaz˙anymi przesłankami, otrzymac´ moz˙na
sprzecznos´c´ w przypadku (2.2.), a wie˛c przypadek ten wykluczyc´.
Dalej, analiza przypadku (2.2.) pokazuje takz˙e, z˙e doła˛czenie do 1.–9. kaz˙dej z osobna z przesła-
nek 10.–13:
• 10. A = ∅
• 11. B = ∅
• 12. C = ∅
• 13. D = ∅
powoduje, z˙e z takiego dziesie˛cioelementowego zbioru przesłanek wynika logicznie E∩H ′∩K = ∅.
Oczywis´cie takie modyfikacje „łamia˛ symetrie˛” w przykładzie Carrolla. Celem analizy tego przy-
kładu było zreszta˛ co innego, a mianowicie pokazanie, z˙e metoda drzew pozwala orzec, z˙e jakis´
wniosek nie wynika logicznie z ustalonego zbioru przesłanek.
Uwaga 6. Oczywis´cie Carroll nie uz˙ywa w swoim dowodzie teoriomnogos´ciowego symbolu ∈: po-
sługuje sie˛ wyła˛cznie algebra˛ zbiorów.
Powyz˙szy przykład nie pokazuje (wbrew temu, co twierdził John Cook Wilson we wspomnia-
nej korespondencji) kle˛ski metody Carrolla badania łan´cuszników. Jest całkiem odwrotnie. Moz˙na
przypuszczac´, z˙e Carroll, po odkryciu swojej „metody drzew”, sformułowałby — gdyby Los dał mu
wie˛cej czasu — reguły rza˛dza˛ce tego typu dowodami apagogicznymi, przynajmniej dla sylogistyki (z
dowolnymi kombinacjami Boolowskimi nazw). Mniej uzasadnione jest przypuszczenie, z˙e mógłby
rozszerzyc´ te˛ metode˛ np. na rachunek zdan´.
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4 Uwagi metalogiczne i historyczne
Dodajmy jeszcze kilka uwag, które mamy nadzieje˛ rozwina˛c´ w innym miejscu, na przykład w przy-
gotowywanym do druku skrypcie Tablice analityczne.
4.1 Uwagi metalogiczne
Jak widzielis´my w przykładach 7. oraz 8., metody rozwia˛zywania łan´cuszników nie moz˙na sprowa-
dzic´ do zwykłej rezolucji liniowej. Natomiast metoda nie wprost („metoda drzew”) ma walor ogólny:
moz˙na ja stosowac´ do dowolnego zbioru przesłanek (tu: do dowolnych zdan´ kategorycznych), maja˛c
pewnos´c´, z˙e wychodza˛c od zaprzeczenia konkluzji dojdzie sie˛ do jednego z naste˛puja˛cych, wyklu-
czaja˛cych sie˛ wzajem przypadków:
• (1) przesłanki i zaprzeczona konkluzja prowadza˛ do sprzecznos´ci; wtedy konkluzja wynika
logicznie z przesłanek;
• (2) przesłanki i zaprzeczona konkluzja nie prowadza˛ do sprzecznos´ci; wtedy konkluzja nie
wynika logicznie z przesłanek.
Przypomnijmy, z˙e monadyczny Klasyczny Rachunek Predykatów jest rozstrzygalny (jak wia-
domo juz˙ z wyniku Löwenheima z 1915 roku), a poniewaz˙ całos´c´ problematyki, która˛ zajmował sie˛
Lewis Carroll przy rozwia˛zywaniu swoich sorytów daje sie˛ oczywis´cie przedstawic´ w monadycznym
Klasycznym Rachunku Predykatów, wie˛c całos´c´ ta jest równiez˙ rozstrzygalna.
Oczywis´cie, osobno nalez˙y podac´ dowód poprawnos´ci „metody drzew” Carrolla, tj. wykazac´,
z˙e jest ona trafna oraz pełna. Dowód taki istnieje dla Klasycznego Rachunku Predykatów, a wie˛c
obejmuje równiez˙ wszelkie wnioskowania z uz˙yciem zdan´ kategorycznych. Moz˙na tez˙ zbudowac´
osobny rachunek sylogistyczny z metoda˛ drzew i dowies´c´ jej poprawnos´ci — zob. np. Simons 1989.
Czy materiał zgromadzony w Symbolic Logic jest oparty na jakims´ systemie logicznym? Jes´li tak,
to na jakim? Jak zauwaz˙a Bartley, Carroll stosował metode˛ tablic dla funkcji prawdziwos´ciowych juz˙
w 1894 roku, a wie˛c wczes´niej od propozycji Emila Posta oraz Ludwiga Wittgensteina. Oczywis´cie
metode˛ tablic stosowano tez˙ wczes´niej — uz˙ywał jej np. Peirce w 1885 roku oraz Schröder w 1891
roku. Klasyczna sylogistyka jest w całos´ci zawarta w algebraicznym uje˛ciu Carrolla przedstawionym
w Symbolic Logic z 1896 roku. Jak widzielis´my wyz˙ej, Carroll stosował tez˙ apagogiczna˛ metode˛
drzew, której pocza˛tek datuje sie˛ zwykle od prac Betha, Hintikki, Kangera i Schütte’go z kon´ca lat
pie˛c´dziesia˛tych XX wieku, a której rozwinie˛cia dokonali m.in. Smullyan, Lis i Jeffrey. Jak juz˙ wspo-
minalis´my, obecnie metoda ta jest jedna˛ z waz˙niejszych metod dowodowych stosowanych w praktyce
(np. w automatycznym dowodzeniu twierdzen´).
4.2 Uwagi historyczne
Dzieło logiczne Carrolla powstało pod koniec XIX wieku, w okresie, gdy rozwijał sie˛ całkiem nowy
nurt w logice: podejs´cie algebraiczne zapocza˛tkowane pracami George’a Boole’a oraz Augustusa De
Morgana, a maja˛ce swoja˛ kulminacje˛ w dziele Ernsta Schrödera. W wysiłku tym uczestniczyli m.in.:
MacColl, Peirce, Jevons, Venn, by wymienic´ tylko kilka znakomitos´ci.
Carroll znał dokonania pracuja˛cych na tym polu. Jego Symbolic Logic nie jest jednak monografia˛
pisana˛ z zamiarem tworzenia systemu logicznego. Pierwszoplanowy cel był natomiast dydaktyczny:
ksia˛z˙ka miała słuz˙yc´ popularyzacji logiki. I cel ten został osia˛gnie˛ty: do dzisiaj tekst ten słuz˙y jako
pomoc dydaktyczna, z upodobaniem wykorzystywana przez wielu wykładowców. Bez wa˛tpliwos´ci,
ten sukces edukacyjny jest po cze˛s´ci wynikiem literackiego talentu autora.
Cze˛s´c´ pierwsza Symbolic Logic ma bardzo elementarny charakter, stanowi przyste˛pne wprowa-
dzenie do sylogistyki klasycznej. Zawiera tez˙ omówienie metody diagramów Carrolla oraz jego me-
tody underscoring (prototypu dzisiejszej rezolucji liniowej).
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Odnaleziona po siedemdziesie˛ciu latach przez W.W. Bartleya cze˛s´c´ druga zawiera problemy bar-
dziej zaawansowane (np. zdania kategoryczne ze złoz˙onymi podmiotami i orzecznikami) oraz wpro-
wadza metode˛ drzew. Szes´c´ rozdziałów tej cze˛s´ci nie zostało odnalezionych.
Carroll zapowiadał cze˛s´c´ trzecia˛: Part III: Transcendental, do której miał — wedle jego słów —
sporo notatek. O ile wiadomo, cze˛s´c´ ta nie powstała w wersji gotowej do druku. Dwa z zapowiadanych
rozdziałów tej cze˛s´ci nosic´ miały tytuły: Analysis of a Proposition into its Elements oraz The Theory
of Inference.
∗ ∗ ∗
Niniejszy tekst nie przedstawia z˙adnych głe˛bokich odkryc´, ani natury logicznej, ani historycz-
nej. O tym, z˙e Lewis Carroll był prekursorem metody tablic analitycznych wiadomo od 1977 roku,
kiedy to W.W. Bartley opublikował odnalezione po ponad siedemdziesie˛ciu latach fragmenty cze˛s´ci
II Symbolic logic. Fakt prekursorstwa Carrolla na tym polu nie jest jednak, naszym zdaniem, nalez˙y-
cie doceniony. I temu mie˛dzy innymi ma słuz˙yc´ niniejszy tekst: wskazaniu, iz˙ Lewis Carroll nie tylko
umiał znakomicie spoz˙ytkowac´ swój talent literacki w przygotowaniu oryginalnego podre˛cznika lo-
giki, ale z˙e powinien byc´ takz˙e doceniany jako logik, który pewne metody dowodowe odkrył o wiele
wczes´niej niz˙ inni.
∗ ∗ ∗
Jak wiadomo, po s´mierci Carrolla olbrzymia liczba jego pieczołowicie zbieranych i skatagolowa-
nych notatek została
S P A L O N A.
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