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Introduction
In this paper we empirically investigate industry sector specific default rates in Italy, taking into account their dependence on the business cycle. Recent studies (reviewed below) show that defaults (and credit spreads) tend to co-move with macro-economic variables, and this has important consequences for credit risk management as well as for regulation and systemic risk management.
The interaction between financial fragility of the financial/non financial corporate sector and the business cycle is explored in Koopman and Lucas (2005) and in Hoggarth et al. (2005) In particular, Koopman and Lucas (op. cit.) use a multivariate unobserved components model to disentangle credit and business cycles in the U.S., using real GDP, an aggregate credit spread, and an aggregate business failure rate for non financial corporates. Hoggarth et al. (2005) focus on the interaction between an indicator of banks' fragility, the write-off to loan ratio and key macroeconomic variables.
Other studies prefer to focus on the impact of key macro-variables on the fragility of financial and non financial corporates (without allowing for feedback effects from financial fragility to the macroeconomy). The effect of macro-variables (treated as exogenous variables in a cointegrating VAR model) on industry sector Expected Default Frequency, EDF (which are the endogenous variables in the empirical model) is examined by Alves (2004) , who concentrates on EU non financial corporates fragility and it employs a structural form credit risk model to derive the EDF indicators. The impact effect of key macro-variable on an indicator of bank fragility (e.g. loan-loss provisions) is analysed by Pain (2004) , using panel regression analysis, and focussing on a number of UK banks.
If the focus is on the composition of a bank loan portfolio, then measures of risk for a bank loan portfolio can be can be considered to measure bank fragility. Virolainen (2004) after estimating (in a static framework) the impact of key macro variables on industry sector default rates in Finland, retrieves, through stochastic simulation the bank Portfolio Loss distribution. Drehman (2005) uses a structural form credit risk model to evaluate the impact of different macro-risk factor on the simulated portfolio loss distribution. Pesaran et al. (2006) simulate a global VAR model to generate macro scenarios and evaluate the impact on the portfolio loss. The focus of Elsinger, et al. (2002) is the fragility of the Austrian banking sector and, for this purpose, they analyse the effect of macroeconomic shocks (such as interest rate shocks, exchange rate and stock market movements, as well as shocks related to the business cycle) on a matrix of Austrian interbank positions.
Specifically, the authors (op. cit.) are able to assess the probability of individual bank failures in response to a series of macroeconomic factors while at the same time taking into account the effect that these failures have on the rest of the banking system. This model thus decomposes bank defaults into those that arise directly and those that are a consequence of contagion.
In our study we concentrate on Portfolio Credit risk analysis similarly to the studies of Virolainen (2004), Pesaran et al. (2006) , and of Drehman (2005) , and in particular, our focus is on the study of the Unconditional Portfolio Loss density. We will motivate in detail the contribution of this paper below. In this introductory section, we explain that the main contributions of this paper are as follows. First, we account for spillover effects between defaults and macro-variables sensitive to the business cycle. Given that the time series for default includes only 65 quarterly observations since 1990, then the use of VAR modelling can be infeasible (due to the lack of degrees of freedom).
Therefore these spillover effects and default correlation among different industry sectors are modelled by fitting a Dynamic Factor model (see Stock and Watson, 2002) to a large number of macro-variables and sector specific default rates for the Italian economy. While most of the aforementioned studies provide in sample forecasting analysis of financial fragility indicators for sector specific firms, in this paper we carry an out of sample forecasting analysis. Specifically, we compare the forecasting performance of the Dynamic Factor model regarding distressful events affecting sector specific default rates with the one associated with univariate AR and with bivariate VAR models. Also, we argue that, given the use (in the Dynamic Factor model) of only few common shocks affecting multiple macro-economic credit drivers of the Portfolio Loss density, the computational intensity of a stochastic simulation exercise relying on large number of replications (one million in our study) can be considerably reduced when compared to empirical models using as many shocks as the number of macro-economic credit drivers. The simulation of the unconditional portfolio loss density for a specific bank loan portfolio gives a value of the minimum capital requirement lower than the one suggested by the analytic formula suggested by Basel 2.
The outline of the paper is as follows. Section 2 describes the default correlation issue; Section 3 describes the Dynamic Factor model used. Sections 4 and 5 describe the stochastic simulation exercise and the forecast exercise, respectively. Section 6 describes the contribution to existing literature on Portfolio Credit Risk modelling. Section 7describes the data and discusses the empirical results. Section 8 concludes.
Default correlation and Portfolio Loss density
In light of the Basel 2 accord which provides for greater sensitivity of capital requirements to the credit risk inherent in bank loan portfolios, there has been an extensive research on Portfolio Credit Risk. A crucial input of a portfolio credit risk model, PCR, is the appropriate characterisation of default correlations to obtain the bank loan portfolio distribution with the relevant percentile (e.g. the minimum capital requirement). In this section we describe the main parameters defining the portfolio loss.
If historical data on defaults (for each specific sector) are available, it is then possible to retrieve a measure of default correlation among each pair of industry sectors. Furthermore, if also data on the marginal (unconditional) probability of default for each specific obligor are available, then the joint probability of default for obligor i and j is given by:
where G(.) measures the probability that both obligors default are at least equal to their corresponding marginal (unconditional) probabilities of default PD i , PD j, respectively. The parameter 2 1 ;s s corr measures the default correlation among the two sectors s 1 and s 2 , where each obligor belongs to. Similarly, the computation of the joint probability of default for n obligors necessary for the retrieval of the total portfolio loss density does depend on the default correlation among each pair of obligors. The overall sample correlation matrix for defaults can be computed once historical data on defaults (at least per industry sector) are available. However, this would provide a static measure of default correlation and recent research suggests that the probability over upgrading, downgrading the credit quality of a borrower, vary with the business cycle. These are, for instance, the empirical findings, based upon transition matrices calculated using external ratings from Moody's and Standard and Poor's, of Nickell et al. (2000) . Similar findings are in Bangia et al. (2000) who concentrate on the ratings of corporate borrowers. Therefore, a number of studies (Virolainen, 2004 , Pesaran et al., 2006 and Drehman, 2005 , among the others), for the purpose of studying the Portfolio Loss density, have computed a dynamic measure of default correlation by using VAR models fitted to a number of macro-variables (sensitive to the business cycle). More specifically, the study of Virolainen (2004) 
then both obligors i and j would default. By averaging across a large number of scenarios, given by different relations of the systemic and idiosyncratic innovations, then we would be able to obtain the correlation among asset return for extreme events and then we would be able to compute the default correlation for the forecast horizon h. However, in our study, in order to study spillover effects between defaults and the business cycle, we use proxies for default rates for different sectors of the Italian economy (together with data on macro-aggregates) and also the marginal unconditional PD for each obligor. Given that the time series for default includes only 65 quarterly observations since 1990, then the use of VAR modelling can be infeasible (due to the lack of degrees of freedom). Therefore, dynamic measures of default correlation between each pair of sectors are modelled through the use of Dynamic Factor models (see Stock and Watson, 2002) .
Dynamic Factor model
Consider x nt , that is the n dimensional dataset including macro-economic credit drivers and sector specific default rates. The system is given by (see Stock and Watson, 2002; Forni et al, 2005) :
where F t is the r dimensional vector of (static) factors; C is the n r × coefficient matrix of factor loadings, and by:
where (I-DL) is the matrix lag polynomial and R measures the impact multiplier effect of the q dimensional vector of common shocks u t on F t . Combining (3) and (4) we obtain the (structural form) impulse response profile for each component in the panel x nt :
In order to retrieve estimates of the coefficient matrices entering in the impulse response profile given by (9), we can proceed as follows. First, a consistent estimator of the static factor space is given the first r principal components of x nt , which is the panel of standardised observables (e.g.
with mean zero and standard deviation equal to unity). Therefore, after demeaning the panel of raw data (subject to a transformation in order to get stationary series, see the footnote in data appendix)
and by dividing each component by the sample standard deviation, the principal components are
given by:
where n W is the n×r matrix having on the columns the eigenvectors corresponding to the first r largest eigenvalues of the covariance matrix of x nt . The estimator of the matrix of factor loadings C is obtained by OLS regression of each of the observables in x nt on the principal components f t . The estimator of the coefficient matrix in the lag polynomial defined in (4) is obtained by applying an OLS regression to each equation defining a VAR(1) on the principal components:
Finally, once we estimate Σ ε , the sample covariance matrix of the reduced form innovation in (7), the structural form impact multiplier matrix R in is given by KMH, where: 1) M is the diagonal matrix having, on the diagonal, the square root of the q largest eigenvalues of Σ ε , which is the covariance matrix of the residuals in (7).
2) K is the r×q matrix with columns given by the eigenvectors corresponding to the q largest eigenvalues of covariance matrix Σ ε .
3) H is a q×q rotation matrix. In this paper, we assume q equal to one (hence H, is normalised to unity).
Simulation study of the unconditional portfolio loss density
A number of Portfolio Credit Risk models focus on the study of the Conditional Portfolio Loss density (for the purpose of stress testing) through stochastic simulation (see Pesaran, 2006 , among the others). This is carried by fixing one of the system shocks (e.g. one of the component of the vector ξ in equation 2) and letting the remaining ones be draws from a specific distribution (say Gaussian). The correlation among the observable macro-credit drivers is preserved through the Cholesky decomposition of a covariance matrix (as described in equation 2), which differs according to forecast horizon chosen (if some persistence in the propagation mechanism is accounted for). The ordering of variables chosen for a specific orthogonalisation of the innovations to the macro-credit drivers through the Cholesky decomposition does not matter for the retrieval of the joint density forecast of the overall panel x nt (hence on the Unconditional Portfolio Loss Density). However, this specific ordering might be important for the retrieval of conditional density forecast. Therefore, the focus of this study is on the Unconditional Portfolio Loss Density.
We focus on the default rates variable in the panel x nt , then the impulse response profile in (5) can be used to retrieve the forecast for the default series corresponding to sector i. The conditional prediction for the levels is given by:
The entries in the coefficient matrix C i are the standardised factor loadings of the principal components on the (standardised) default rates. The sample mean µ i and sample standard deviation, σ i , of the raw data on default series are added back in order to obtain the prediction for the unstandardised level of default rates. The forecast in (8) It is also important to observe that equation (8) 
where ν j is the idiosyncratic (firm specific) innovation and each realisation is obtained from standardised Gaussian distribution. The stochastic simulation experiment is carried as follows. First, we consider 1000 random draws from N(0,1) distribution which describe the realisations for the common systemic shock, u. Conditional on each draw for u, we carry 1000 draws from a N(0,1) distribution, describing the realisation of the idiosyncratic innovation. This gives one million observations for the distribution of the obligor j creditworthiness. The given unconditional PD for this obligor is used a percentile of the empirical (e.g. the simulated) distribution of the creditworthiness index. Specifically, we consider the corresponding quantile is the value of the empirical distribution for obligor j creditworthiness, which leaves to its left an area equal to the unconditional PD. This (empirically derived) quantile is the unconditional threshold for obligor j.
Moreover, given that the artificially generated systemic component of creditworthiness is not standardised, the unconditional threshold (retrieved via simulation) are not standardised as well.
For each of the one million scenarios described by the joint realisations of common and idiosyncratic shocks, the prediction of A j and its comparison with the corresponding simulated unconditional threshold, leads to the conditional prediction of obligor j default. Numbering all defaults across the obligors, we can compute the portfolio loss (assuming a constant recovery rate equal to 0.55 in line with the asymptotic one factor model of Basel 2) for a specific scenario, and sorting losses in ascending order, we obtain the unconditional portfolio loss distribution.
We can observe that, given that the expected portfolio loss depends only on the unconditional PD's (and on the different exposures) and not on the model specification, the simulation experiment described above allows to keep the simulated portfolio expected loss invariant across the different model specification and to let its value equal to the expected loss computed analytically.
Forecast evaluation
In this section we describe how to obtain and evaluate the forecasts for distressful scenarios. These are identified as the two most distressful realisations for each sector specific default rate in the forecast evaluation period. We label these two realisations for the j sector thresh j1 and thresh j2 . The probability forecasts for this event are produced as follows. 
where const and α are the estimated intercept and slope coefficient from an AR(1) model. We also consider the forecasts obtained from a bivariate VAR model fitted either to a sector specific default rate and the GDP growth or to a sector specific default rate and the growth in total sales, given by: 
( 1 (13) where P t and R t are the probability forecast and the actual realisation of the variable one is interested in predicting. The QPS score ranges from 0 to 2, with 0 being perfect accuracy. The second one ranges from 0 to ∞. LPS and QPS imply different loss functions with large mistakes more heavily penalized under LPS.
Comparison with the existing methods
In case of a unique (white noise) common systemic shock, Schonbucher (2000) and Vasicek (2002) provide an analytic formula which is suggested by Basel 2 for the determination of the economic capital, assuming an infinitely granular homogeneous portfolio 3 . Specifically, the capital requirement for each obligor is given by (ignoring a maturity adjustment):
where LGD is equal to one minus the constant recovery rate (set by the Basel 2 accord to 0.55, which is the estimated average value of recoveries for senior unsecured lending), Φ is the standard Normal distribution, Φ -1 (PD) is the inverse of the cumulative distribution function applied to PD to derive default threshold and Φ -1 (0.999) is the inverse of the cumulative distribution function applied to a confidence level to derive conservative value of the systematic factor. Finally, β is the loading of the systematic common factor on the creditworthiness (set to 0.2 in the Basel 2 model).
A study of the Unconditional Portfolio Loss density, given multiple common factors, is typically carried by using stochastic simulation (see Virolainen, 2004 , and, Drehman, 2005 . In these studies, the systematic component of the unconditional portfolio loss distribution is obtained by generating artificially the joint density of forecasts for the whole set of credit drivers. The number of common (white noise) shocks is equal to the number of credit drivers. Although we use only a single white noise common shock u in our DF model specification, the Dynamic Forecasting method implemented implies four orthogonal white noise common shocks (see equations 8 and 9). Therefore, we cannot use the analytic, closed form formula provided by Schonbucher (op. cit.) and Vasicek (op. cit) described in equation (14) . Contrary to studies which require the use of a large number of replications (given that there are as many common shocks as the number of macro-credit drivers) to simulate the Unconditional Portfolio Loss distribution, the first contribution of this paper is the reduced computational intensity of a stochastic simulation exercise necessary to obtain the one million scenarios considered in this study. This is due to few common systemic shocks as the primitive innovations driving a large number of macroeconomic aggregates.
Second, the simulation of a DF model allows to model default correlation (which varies across forecast horizon) among various industry sectors. This would not be feasible if we used a VAR modelling approach fitted to both default and macro-data given the short time data span regarding default rates.
In the Portfolio Credit Risk Modelling literature, the common shocks affecting the Portfolio Loss density are treated as white noise. In Hamerle et al. (2003) , although there is a number of observable common factors, these only affect the expected portfolio loss, and the unexpected loss is driven (in addition to an idiosyncratic shock) by an unobservable white noise common innovation.
Similarly, in Drehman (2005) , white noise multiple observable common shocks (identified as business cycle credit drivers) are allowed to impact upon the unexpected loss. Both in Hamerle et al. (2003) and in Drehman (2005) the impact of the white noise common shock does not vary across different forecast horizons. In Drehman (op. cit.), this is motivated by the use of equity returns, as proxies of creditworthiness, which, according to the Efficient Market Hypothesis (EMH), are unpredictable. Therefore, to let the systemic component of the Portfolio Credit Risk model to be unpredictable, the multiple common factors are treated as Gaussian white noise when using stochastic simulation. In the stochastic simulation study of Pesaran et al. (2006) , where the focus is on the Conditional Portfolio Loss Density, the shocks hitting the systemic component of stock returns (used as proxy of creditworthiness) are white noise, but their impact is allowed to differ across the different forecast horizons. This is due to the influence of observable macroeconomic aggregates on the stock returns and to the degree of persistence in the propagation mechanism of the white noise shocks hitting the macro-observables (via a global Vector Autoregression Model). In our study, the systemic component of creditworthiness is modelled through a Dynamic Factor model describing the dynamics of a large set of macroeconomic aggregates and we use sector specific default rates to proxy creditworthiness. We feel that, since we are using sector specific default rates as creditworthiness proxy and we do need to comply with the EMH, we can allow for some degree of persistence in the propagation mechanism of white noise common shocks. Therefore, in line with Pesaran (2006) , we account for some degree of persistence in the propagation mechanism of white noise common shocks on the creditworthiness of different obligors.
An additional contribution is the use of a PANIC test developed by Bai and Ng (2004) to assess the stationarity properties of 24 sector specific default rates within a panel of 103 time series for the Italian economy. The panel is modelled through the principal component model that we use for the purpose of (probability) forecast evaluation and for risk management purposes.
The final contribution of this paper is to evaluate the accuracy of the (out of sample) probability forecasts event for the systemic component of the portfolio loss. The events we focus on are the two most distressful realisations for each sector specific default rate in the forecast evaluation period. The latter is given by the last 20 observations (e.g. 5 years).
Empirical analysis 7.1 Data
We consider a corporate portfolio, describing the exposures of an Italian bank towards corporate small and medium sized enterprises, SME. The obligors with marginal exposure have been grouped in homogenous clusters in terms of rating and economic sector. This allows us to consider a portfolio with 10174 obligors (with cluster and non-clusters). We also have (from the internal rating system of the bank) the unconditional PD for each of the 10174 obligors. This gives (assuming, in line with Basel 2 one factor model, a constant recovery rate of 55%) an expected loss equal to 0.87% of total exposure. As explained above, the stochastic simulation has been calibrated on the individual unconditional PD, and it, therefore the expected loss does not vary according to the type of primitive shock hitting the whole system of credit drivers.
The data span (quarterly frequency) under investigation starts from the first period data on default rates became available, that is, the first quarter of 1990, and it ends on the first quarter of 2006. We let the systemic component of the credit worthiness in the Portfolio Credit Risk model vary only across the 24 sectors for which aggregate data on default rates are available. We consider a total of 103 constituents which builds the dataset from which of the principal components are extracted.
The variables considered are, first, the 23 sector specific defaults rates, plus the aggregate default rate for the Italian economy. Each sector specific default rate, available from the Bank of Italy website, is computed as the ratio of defaults flow over a quarter to the stock of performing loans at the beginning of the period. While our focus is on industry sector specific default rates, Marotta et al. (2005) use Italian default rates for three macro-regions: South, Centre and North of Italy, and these data are also disaggregated into small and medium large exposures 4 .
The other series included in the dataset are aggregate and disaggregate consumer and producer prices, aggregate and disaggregate data on gross domestic product and industrial production, data on sales and orders. Finally, we also include data on the term structure of interest rates. For a more detailed description of the data and their transformation, see the appendix. Finally, each transformed series in the dataset has been standardised to have zero mean and unit variance, before applying principal component analysis.
Empirical Evidence: test for unit root on default rates and in-sample fit of DF model
The main focus of this paper is the empirical analysis of sector specific default rates for the Italian economy. Therefore, it is important, first, to investigate the order of integration of this set of variables. We carry two type of unit root test. First, we use the univariate ADF test developed by Dickey and Fuller (1979) for the null of unit root for each of the sector specific default rates. The results from Table 1 suggest that default rates are stationary only after applying a first difference transformation. Then given the low power of the ADF unit root and, given the use, in this paper, of a Dynamic Factor model fitted to a large dataset for the purpose of forecasting and Portfolio Credit Risk modelling, we use the PANIC test recently developed by Bai and Ng (2004) which tests separately for the null of unit root in the factors driving the common component of the full dataset (which includes all the 103 constituents) and in the idiosyncratic component. We apply the PANIC test to the 103 variables dataset where all the series (except the default rates, which are in levels)
have been subject to standard transformation (see the appendix for more details regarding the transformation) for the purpose of factor analysis. The PANIC test results can be described as follows. First, from Table 2 , according to MQ c and MQ f developed by Bai and Ng (2004) , any factor model with the number of principal components varying from six to one (according to the sequential order testing suggested by the authors) is shown to be stationary, given that the null of unit root is always rejected (both test share the same distribution and their critical values in the footnote of Table 2 ). Also, the χ 2 and the standardised Gaussian version of the pooled test on the idiosyncratic component (obtained by subtracting, from the actual time series, the common component, corresponding to the different number of principal components) show evidence of stationary idiosyncratic component for each variable in the dataset considered. To summarise, contrary to the univariate ADF unit root tests, the PANIC procedure suggest that the level of the sector specific default rates is stationary. Therefore, we include the level of default rates in the dataset from which we extract the principal components to carry forecasting and Portfolio Credit Risk analysis.
As argued in Forni et al. (2005) , a VAR(1) specification for the static factors provides a parsimonious characterisation of the rich dynamics in a large dataset, as long as r >> q. Given that, in this paper, the dimension q for the dynamic factor is fixed to one, and given the small time series dimension of the dataset considered (which implies that we need to cope with a lack of degrees of freedom when fitting a VAR(1) to the estimated principal components), we concentrate on different DF model specifications corresponding to four, five and six principal components.
As for in sample forecasting performance, we focus on adjusted Finally, if such an extreme event occurs, the loss is predicted by the expected shortfall, computed as the mean of the distribution values beyond the 99.9% percentile.
The Basel II measure of the unexpected loss (obtained from the analytic solution described in equation (7)) is equal to 5.64% (as percentage of total exposure). This value is bigger than the one corresponding to the different multifactor versions of the DF model considered here (obtained through the stochastic simulation experiment described in section 4). Specifically, from Table 7 we can observe the impact of the common shock u on the unexpected loss ranges from to 0.999% to 1.547% of total exposure. This finding can be explained as follows. The stochastic simulation experiment has been carried for a given highly finely grained portfolio involving 10174 obligors, and for a given fully heterogeneous distribution of unconditional PD. According to Schuermann et al. (2005) , heterogeneity in the latter is of first order importance in affecting the shape of the loss distribution. Therefore, we argue that our results are not bound to overestimate credit portfolio risk.
Finally, we can observe that the reduced degree of Portfolio Credit Risk that we obtain once we move from the one factor Portfolio Credit Risk model of Basel 2 to the multi Dynamic Factor model used in this study is due to less than perfectly correlated multiple common factors, underlying the dynamics of a large number of credit drivers 5 . Finally, the impact of the common shock u on the expected shortfall varies from 2.02% to 2.614% of total exposure.
Conclusions
This paper provides a Dynamic Factor model analysis along the lines of Stock and Watson ( 2002) for Italian industry sector specific default rates. Given the short time series data span of default rates (e.g. 65 quarterly observations, available since 1990), Vector Autoregression based studies of default correlation and portfolio loss density are not feasible. The Dynamic Factor model, based upon the extraction of principal components from a large dataset of 103 constituents including both default data and macroeconomic variables , allows to measure default correlations (at 4 quarters ahead horizon). The PANIC test developed by Bai and Ng (2004) suggest that the default rates are stationary in levels and the DF model is shown to have a better (out of sample) forecasting performance than AR and VAR benchmarks. In a second stage of the analysis, the Dynamic Factor model projections are used for the purpose of Portfolio Credit Risk management. In particular, using a specific portfolio loan exposure dataset, the simulation of the unconditional loan portfolio loss density, suggests a value of the minimum capital requirement lower than the one obtained by the analytic formula recommended suggested by Basel 2. 
