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Abstract
The Benjamin-Ono equation describes the propagation of internal waves in a
stratified fluid. In the present work, we study large time dynamics of its regular
solutions via some probabilistic point of view. We prove the existence of an in-
variant measure concentrated on C∞(T) and establish some qualitative properties
of this measure. We then deduce a recurrence property of regular solutions. The
approach used in this paper applies to other equations with infinitely many conser-
vation laws, such as the KdV and cubic Schrödinger equations in 1D.
Keywords: Benjamin-Ono equation, invariant measure, long time behavior, regu-
lar solutions, inviscid limit
Contents
1 Introduction 2
1.1 The problem and statement of the main result . . . . . . . . . . . . . 2
1.2 Notations, spaces and forces . . . . . . . . . . . . . . . . . . . . . . 4
2 Preliminaries 5
2.1 Conservation laws . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Deterministic estimates . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 Probabilistic estimates . . . . . . . . . . . . . . . . . . . . . . . . . 8
3 Wellposedness of the stochastic BOB equation 10
4 Invariant measures for the viscous problem 14
5 Invariant measure for the BO equation 16
5.1 Some convergence results of stochastic BOB to BO . . . . . . . . . . 16
5.2 An accumulation point for the viscous measures . . . . . . . . . . . . 17
6 Qualitative properties of the measure 20
6.1 Absolute continuity of some observables w.r.t. to the Lebesgue measure 20
6.2 About the dimension of the measure µ . . . . . . . . . . . . . . . . . 23
6.3 A Gaussian decay property for the measure µ . . . . . . . . . . . . . 27
1
M. SY 1 INTRODUCTION
A Proof of Lemma 3.3 28
B The periodic Hilbert transform 30
1 Introduction
1.1 The problem and statement of the main result
The Benjamin-Ono (BO) equation
∂tu+H∂ 2x u+ u∂xu = 0 (1.1)
describes the propagation of internal waves in a stratified fluid. The operator H enter-
ing the equation is the Hilbert transform, which can be defined in Fourier setting as
the multiplier by −isgn (see Appendix). We assume that u(t,x) is a real-valued func-
tion, t ∈ R+ and x belongs to the torus T = R/2piZ. In this setting, existence and
uniqueness of solution hold in L2(T) (see [Mol08, MP12]). In our work we need the
wellposedness of the problem only in Sobolev spaces Hs(T) with s ≥ 2, so we refer
the reader to [ABFS89] where wellposedness was proved for s > 32 .
Positioning in L2 := L2(T), the wellposedness of (1.1) generates a topological
dynamical system (DS) (L2,φt ), where φt is the flow of the BO equation (1.1). One
of the great questions of the qualitative study of evolution PDE is to describe the long
time behavior of such DS.
Given a Borel measure µ on L2, we say that µ is invariant for the DS (L2,φt ) if for
any Borel set A of L2, we have
µ(φ−1t A) = µ(A), ∀t. (1.2)
When such a measure exists, the triple (L2,φt , µ) is called measurable dynamical sys-
tem (MDS). If in addition µ is finite, the Poincaré recurrence theorem implies that the
dynamics is recurrent, that is, µ-almost every orbit goes back in any neighborhood of
its origin in finite time. The Von Neumann and Birkhoff ergodic theorems can also be
applied to give further informations on the long time behavior of the system.
Matsuno [Mat84] derived (at least formally) infinitely many conservation laws for
the BO equation (1.1), they have the form
En(u) = ‖u‖2n +Rn(u), n ∈
N
2
, (1.3)
where ‖.‖n stand for the homogenous Sobolev norm of order n and Rn is a lower order
term.
In [TV13, TV14, TV15, Den15, DTV15] the authors construct a sequence of in-
variant Gaussian type measures {µn} for (L2,φt) satisfying the following:
• µn is concentrated on Hs(T), for s < n− 12 , (∗)
• µn(Hn−1/2(T)) = 0. (∗∗)
Formally, µn is defined as a renormalization of
dµn(u) = e−En(u)du = e−Rn(u)e−‖u‖
2
ndu, (1.4)
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where En(u) and Rn(u) are the quantities given in (1.3). The authors construct a Gaus-
sian renormalization of the expression e−‖u‖2ndu on the concerned spaces and prove
that e−Rn(u) is an integrable density. In view of these results, a MDS for (1.1) exists
in any Sobolev space and then its large time dynamics is described in the sense of the
theorems mentioned above. However, these results do not apply to infintely smooth
solutions, indeed by (∗∗) we have
µn(C∞(T)) = 0, for all n. (1.5)
In the present work we construct a measurable dynamical system for BO (1.1) on
C∞(T). Of course the Dirac measure at 0 is not the desired measure although it is in-
variant under the flow of BO, because it gives no information. More generally, to get
substantial information on the system we have to avoid too singular measures. Another
example of such measures is the one concentrated on a stationary solution. Notice that
the measures µn discussed above verify the following "consistency" property: every set
of full µn-measure is dense in H˙(n−1/2)
−
. However, an obstruction to the construction
of an invariant Gaussian type measure in C∞(T) is the non-existence of conservation
law compatible with the C∞-regularity. In particular, the approach used in the construc-
tion of the measures µn does not seem to apply.
Another method allowing to construct invariant measures (a priori not of Gaus-
sian type) for PDE was introduced in [Kuk04, KS04] in the context of Euler and
Schrödinger equations. It is based on a fluctuation-dissipation argument and consists
in adding to the equation appropriately normalized damping and stochastic terms, con-
structing an invariant measure for the resulting problem, and passing to the limit. The
idea in this work is to developp this approach in the context of the BO equation, and
combine it with the structure of the conservation laws to construct a non-trivial invari-
ant measure concentrated on C∞(T).
We first consider the stochastic-diffusion problem (also called stochastic Benjamin-
Ono-Burgers (BOB) equation)
∂tu+H∂ 2x u+ u∂xu = α∂ 2x u+
√
αη , t > 0, x ∈ T, (1.6)
where η is a stochastic force and α ∈ (0,1) is a parameter. Then our problem (1.1)
is the limit as α → 0 of the stochastic-diffusion equation (1.6). After proving well-
posedness in some probabilistic sense of the initial value problem of (1.6), we prove
in Section 4 the existence of invariant measures for the latter and that for sufficiently
regular in space noise, any invariant measure of (1.6) is concentrated on C∞(T). Pass-
ing to the limit as the viscosity goes to zero, we prove in Theorems 5.3, 6.1 and 6.3 the
following result
Theorem 1.1. There is a probability measure µ invariant under the flow of the BO
equation (1.1) defined on H3(T) and concentrated on the infinitely smooth functions,
that is
µ(C∞(T)) = 1.
This measure µ satisfies the following properties:
1. For any integer n and any real number p≥ 1, we have
0 <
∫
H3
‖u‖2nµ(du)< ∞, 0 <
∫
H3
‖u‖pµ(du)< ∞.
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2. There is an infinite sequence of independent preserved quantities whose laws
under µ are absolutely continuous with respect to the Lebesgue measure on R.
3. The measure µ is of at least two-dimensional nature in the sense that any com-
pact set of Hausdorff dimension smaller than 2 has µ-measure 0.
In our context, the Poincaré recurrence theorem will translate into the following
result
Corollary 1.2. For µ-almost all w in C∞(T), there is a sequence {tk} increasing to
infinity such that
lim
k→∞
‖Stk w−w‖n = 0, ∀n. (1.7)
Here St denotes the flow of the Benjamin-Ono equation (1.1) on H3(T).
Roughly speaking, it states that for sufficiently large time the regular solutions to
the BO equation (1.1) go back near their initial states.
In the construction of such a measure, we need the increasing Sobolev regularity
provided by the infinite sequence of conservation laws. It is the question of the se-
quence {‖u‖2n} which comes from the dispersive term H∂ 2x u of the BO equation (1.1).
The KdV and cubic 1D NLS equations have infinitely many conservation laws
whose form is similar to (1.3), this makes our appoach to apply for these equations.
Recall that an infinite sequence of invariant Gaussian type measures of increasing reg-
ularity was constructed for KdV and cubic 1D NLS in [Zhi01a, Zhi01b]. However, the
nonlocal nature of the BO equation makes it more complicated than KdV and cubic 1D
NLS which are better understood.
Let us discuss briefly an equation having infinitely many conservation laws but not
including an increasing Sobolev regularity. Consider the non-viscous Burgers equation
∂tu+ u∂xu = 0. (1.8)
It is easy to check that an infinite sequence of conservation laws is given by the quan-
tities
Lp(u) =
∫
up, p≥ 1. (1.9)
Our approach does not apply to (1.8) because of the lack of dispersion.
In [Sy16], the fluctuation-dissipation approach is used to construct a non-trivial
invariant measure concentrated on H2×H1 for the cubic Klein-Gordon equation
∂ 2t u−∆u+ u+ u3 = 0, (1.10)
considered on a bounded domain D ⊂R3 or on the torus T3.
1.2 Notations, spaces and forces
Let A and B be two positive quantities, we write
A.B (1.11)
if there is a universal constant λ ≥ 0 such that A≤ λ B.
For a real number r, r+ (resp. r−) denotes r + ε (resp. r− ε) where ε is a positive
number close enough to 0.
Z0 denotes the set of nonzero integers.
4
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H˙(T) = {u ∈ L2(T) : ∫
T
u(x)dx = 0}.
H˙s(T) = {u ∈ H˙(T) : Dsu ∈ H˙(T)}, Ds is the sth derivative of u, where s≥ 0.
The H˙s-norm is denoted by ‖.‖s when s > 0 and the L2-norm is denoted by ‖.‖.
For a functional A(u), ∂uA = A′ and ∂ 2u A = A′′ denote the first and second derivative
of A w.r.t. u.
The sequence {en, n ∈Z0} is defined by
en(x) =
{
sin(nx)√
pi
, for n > 0,
cos(nx)√
pi
, for n < 0.
and forms an orthonormal basis of H˙(T).
(Ω,F ,P) is a complete probability space. Ft is a right-continuous filtration aug-
mented w.r.t. (F ,P). Given numbers {λn} ⊂ R and a sequence of independent real
standard Brownian motions {βn(t)} adapted to Ft , we define
ζ (t,x) = ∑
n∈Z0
λnβn(t)en(x), (1.12)
η(t,x) = ddt ζ (t,x), (1.13)
and
As = ∑
n∈Z0
λ 2n n2s. (1.14)
2 Preliminaries
2.1 Conservation laws
For an enough smooth function u, set
P1 = {∂ αx u, ∂ αx Hu | α ∈N},
P2 = {(∂ α1x Z1u)(∂ α2x Z2u) | αi ∈N, Zi ∈ {Id,H}}.
Generically we define Pn, n≥ 3 as the set of functions of the form
pn(u) =
k
∏
i=1
Zi(p ji(u)), Zi ∈ {Id,H},
k
∑
1
ji = n, p ji ∈P ji . (2.1)
To a function pn(u) of the form (2.1), we associate
p˜n(u) =
k
∏
i=1
p ji(u), (2.2)
and we define the quantities
S(p(u)) =
n
∑
i=1
αi,
M(p(u)) = max
1≤i≤n
αi.
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In the present work we only need the conservation laws of integer order. We de-
scribe here the corresponding remainder terms following [TV14]:
Rn(u) = ∑
p(u)∈P3
p˜(u)=u∂ n−1x u∂ nx u
cn(p)
∫
p(u)+ ∑
p(u)∈P j j=3,...,2n+2
S(p(u))=2n− j+2
M(p(u))≤n−1
cn(p)
∫
p(u), (2.3)
where cn(p) are some constants. The first three conservation laws of integer order are
E0(u) =
∫
u2,
E1(u) =
∫
(∂xu)2 +
3
4
∫
u2H∂xu+
1
8
∫
u4,
E2(u) =
∫
(∂ 2x u)2−
5
4
∫ (
(∂xu)2H∂xu+ 2∂ 2x uH∂xu
)
+
5
16
∫ (
5u2(∂xu)2 + u2(H∂xu)2 + 2uH(∂xu)H(u∂xu)
)
+
∫ ( 5
32u
4H(∂xu)+
5
24
u3H(u∂xu)
)
+
1
48
∫
u6.
2.2 Deterministic estimates
Lemma 2.1. There are c−n ,c+n > 0 such that for all u in Hn(T)
1
2
‖u‖2n− c−n ‖u‖2n+2 ≤ En(u)≤ 2‖u‖2n + c+n ‖u‖2n+2. (2.4)
Lemma 2.2. For all ε > 0, there is Cε > 0 such that for all u in Hn+1(T)
∂uEn(u,∂ 2x u)≤ (−2+ ε)‖u‖2n+1+Cε‖u‖(1+ ‖u‖)bn, (2.5)
where bn depends only on n.
Remark 2.3. Since the L2-norm is preserved by (1.1) we can deduce from (2.4) and
the arguments of the proof of Lemma 2.2, by adding appropriate polynomials of ‖u‖,
new conservation laws E∗n (u) and E˜n(u) satisfying
0≤ ‖u‖2n ≤ E∗n (u), (2.6)
0≤ ‖u‖2n ≤ ∂uE˜n(u,u). (2.7)
Inequalities (2.4) can be established using similar arguments as in the proof of
Lemma 2.2.
Proof of Lemma 2.2. Taking into account of the properties of the Hilbert transform
such as continuity in Hs and Lp (s ≥ 0, p ∈]1,∞[), we can "remove" H and consider
the functions
R1n(u) =
∫
u∂ n−1x u∂ nx u, (2.8)
R2, jn (u) =
∫ j
∏
i=1
∂ αix u, j = 3, ...,2n+ 2. (2.9)
Here R1n(u) represents the first term of (2.3) and the second term of (2.3) can be esti-
mated considering the quantities R2, jn (u). Set
R0n = ‖u‖2n. (2.10)
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Estimates concerning R0n:
∂uR0n(u,∂ 2x u) =−2‖u‖2n+1 (2.11)
Estimates concerning R1n:
∂uR1n(u,∂ 2x u) =
∫
∂ 2x u∂ n−1x u∂ nx u+
∫
u∂ n+1x u∂ nx u+
∫
u∂ n−1x u∂ n+2x u
=
∫
∂ 2x u∂ n−1x u∂ nx u−
∫
∂xu∂ n−1x u∂ n+1x u
= (1)+ (2).
Now interpolation inequalities imply
|(1)|, |(2)| ≤C1‖u‖d1n+1‖u‖3−d1 (2.12)
where
d1 =
4n+ 3
2(n+ 1)
< 2.
Then for suitable b1
|∂uR1n(u,∂ 2x u)| ≤ ε‖u‖2n+1+C1ε‖u‖b1. (2.13)
Estimates concerning R2, jn :
∂uR2, jn (u,∂ 2x u) =
∫ j
∏
i=1
∂ αix u j = 3, ...,2n+ 2, (2.14)
where ∑ ji=1 αi = 2n− j+ 4 and max1≤i≤ j αi ≤ n+ 1.
We follow two complementary cases:
• Case 1: max1≤i≤ j αi ≤ n. Let (γi) be j real numbers such that ∑ ji=1 1γi = 1. Then
the generalized Hölder formula combined with usual interpolation inequalities
shows:
|∂uR2, jn (u,∂ 2x u)| ≤C
j
∏
1
‖u‖λi, (2.15)
where λi = 12 − 1γi +αi. Then
|∂uR2, jn (u,∂ 2x u)| ≤C
j
∏
1
‖u‖ n+1−λin+1 ‖u‖
λi
n+1
n+1.
Remark now that
j
∑
i=1
λi =
j
∑
1
(
1
2
− 1γi +αi
)
= 2n+ 4− j
2
,
then
j
∑
i=1
λi
n+ 1
=
2n+ 4− j2
n+ 1
< 2.
Thus for suitable b2,
|∂uR2, jn (u,∂ 2x u)| ≤ ε‖u‖2n+1+C2ε‖u‖b2 . (2.16)
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• Case 2 : α1 = n+ 1. Then ∑ ji=2 αi = n− j+ 3≤ n. We have then
|∂uR2, jn (u,∂ 2x u)| ≤ ‖u‖n+1
(∫ j
∏
2
|∂ αix u|2
) 1
2
. (2.17)
Take again (γi) such that ∑ ji=2 1γi = 1. Then
|∂uR2, jn (u,∂ 2x u)| ≤ ‖u‖n+1
j
∏
2
‖∂ αix u‖L2γi
≤ ‖u‖n+1
j
∏
2
‖u‖λi , λi =
1
2
− 1
2γi
+αi,
≤ ‖u‖n+1
j
∏
2
‖u‖ n+1−λin+1 ‖u‖
λi
n+1
n+1.
Since ∑ ji=2 λi = n+2− j2 ≤ n+ 12 , we have 1n+1 ∑ ji=2 λi < 1 and the existence of
a suitable b3 such that
|∂uR2, jn (u,∂ 2x u)| ≤ ε‖u‖2n+1+C3ε‖u‖b3 . (2.18)
Combining (2.11), (2.13) and (2.18) with good choice of ε , we have the claim.
2.3 Probabilistic estimates
Consider the initial value problem concerning the stochastic BOB equation (1.6)
{
∂tu+H∂ 2x u+ u∂xu = α∂ 2x u+
√
αη t > 0,
u|t=0 = u0. (2.19)
Wellposedness of (2.19) in some probabilistic sense will be established in Proposition
3.1. Recall the definition of the following constants
As = ∑
m∈Z0
m2sλ 2m,
which "measure" the regularity in space of the noise.
Theorem 2.4. Let n≥ 2. Suppose An finite. There are θn > 0, γn > 0 such that for any
random function u in Hn solution of (2.19) issued to u0 which satisfies EEn(u0) < ∞,
we have
EEn(u)+α
∫ t
0
E‖u‖2n+1ds≤ EEn(u0)+αAn
[
t + cn
∫ t
0
E‖u‖2nds+ γn
∫ t
0
E‖u‖(1+ ‖u‖)θnds
]
,
(2.20)
where cn depends only on n.
Proof. Applying the Ito formula (see Theorem A.7.5 and Corollary A.7.6 of [KS12] for
the Ito formula in Hilbert spaces) to the conservation law En(u), we find
8
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dEn(u) = ∂uEn(u,du)+
α
2 ∑
m∈Z0
λ 2m∂ 2u E(u,em)dt, (2.21)
where
du = (−H∂ 2x u− u∂xu+α∂ 2x u)dt +
√
αdζ , ζ (t,x) = ∑
m∈Z0
λmem(x)βm(t).
Since En(u) is preserved by the BO equation, we have
∂uEn(u,−H∂ 2x u− u∂xu) = 0.
By Lemma 2.2, we have
∂uEn(u,α∂ 2x u)≤−α‖u‖2n+1+αPn(‖u‖), (2.22)
Pn is the polynomial of Lemma 2.2. Following the arguments of the proof of Lemma
2.2, we establish that
|∂ 2u En(u,em)| ≤ cnm2n(‖u‖2n +Qn(‖u‖)), (2.23)
where Qn(r) = qnr(1+ r)kn , qn and kn depend only on n. It remains to integrate (2.21)
in t, take the expectation then the stochastic integral vanishes, and to combine (2.22)
with (2.23) to get the claim.
Proposition 2.5. Let u be the solution of (2.19).
1. Suppose that EE0(u)< ∞, then
EE0(u)+ 2α
∫ t
0
E‖u(s)‖21ds = EE0(u0)+αA0t. (2.24)
2. Let p ≥ 1. Suppose that EE p0 (u0) < ∞, then
EE p0 (u)≤ e−pαtEE p0 (u0)+ ppAp0 . (2.25)
Proof. The identity (2.24) is easily proven applying the Ito formula to the conservation
law E0(u). Let us prove (2.25) :
For p > 1, we apply the Ito formula to E p0 (u) to find
dE p0 (u) = pE
p−1
0 (u)dE0(u)+
α p(p− 1)
2
E p−20 (u) ∑
m∈Z0
λ 2m|E ′0(u,em)|2dt.
Taking the expectation, we get
EE p0 (u)+E
∫ t
0
fα (u(s))ds = EE p0 (u0),
where
fα (u) = 2pαE p−10 (u)‖u‖21−α pE p−10 (u)A0−
α p(p− 1)
2
E p−20 (u) ∑
m∈Z0
λ 2m|E ′0(u,em)|2︸ ︷︷ ︸
αQ
.
9
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Now we see easily that
∑
m∈Z0
λ 2m|E ′0(u,em)|2 ≤ 2A0E0(u).
Then applying Young inequality we find
Q ≥−εE p0 (u)−
p2p
ε p−1
Ap0 .
On the other hand
pαE p−10 (u)‖u‖21 ≥ pαE p0 (u).
Choosing ε = p, we see that
fα (u)≥ pαEE p0 (u)− pp+1Ap0α .
Then
EE p0 (u)+ pα
∫ t
0
EE p0 (u(s))ds≤ EE p0 (u0)+ pp+1Ap0αt.
Gronwall lemma gives the claimed result.
3 Wellposedness of the stochastic BOB equation
Proposition 3.1. Let s ≥ 2. Suppose that As < ∞, then the problem (2.19) is globally
wellposed in H˙s(T) in the sense that for all T > 0
1. for any random variable u0 in H˙s(T) we have, for almost all ω ∈ Ω,
(a) (Existence) there is u := uω ∈ ΛT (s) := C(0,T ;H˙s)∩L2(0,T ;H˙s+1) sat-
isfying the following relation in Hs−2
u(t) = u0−
∫ t
0
(H∂ 2x u+ u∂xu−α∂ 2x u)ds+ ζ (t) for all t ∈ [0,T ], (3.1)
(b) (Uniqueness) if u1,u2 ∈ ΛT (s) are two solutions in the sense of (3.1) then
u1 ≡ u2 on [0,T ],
2. the process solution u : (t,ω) 7→ uω(t) is progressively measurable w.r.t. σ(u0,Ft),
3. (Continuity w.r.t. the initial data) for u1 and u2 two solutions of (1.6) starting at
u1,0 and u2,0 respectively, we have almost surely
lim
u1,0→u2,0
u1 = u2 in ΛT (s). (3.2)
In order to prove the existence result in Proposition 3.1, we split the problem (2.19)
as follow:
• A linear stochastic problem:{
∂tzα +H∂ 2x zα = α∂ 2x zα +
√
αη t > 0,
zα |t=0 = 0. (3.3)
10
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• A nonlinear deterministic problem:{
∂tv+H∂ 2x v+(v+ zα)∂x(v+ zα ) = α∂ 2x v t > 0,
v|t=0 = u0. (3.4)
Here zα is a realization of the solution of (3.3).
For zα and v respective solutions of (3.3) and (3.4), it is easy to see that u = v+ zα
is solution of (2.19). The linear problem (3.3) is solved by the stochastic convolution
(see [KS12, DPZ14])
zα (t) =
√
α
∫ t
0
e−(t−s)(H−α)∂
2
x dζ (s) =:√αz(t). (3.5)
If As is finite, we have
z ∈C(R+, H˙s(T))∩L2loc(R+, H˙s+1(T)) for P− a.e. ω ∈ Ω. (3.6)
Uniqueness of solution for the problem (3.3) is obtained by standard arguments.
Proposition 3.2. Let s ≥ 2, suppose As < ∞. Let u0 be a random variable in H˙s(T).
Then for any T > 0, for a.e ω , the nonlinear problem (3.4) associated to u0 admits a
global solution in ΛT (s). Moreover this solution is adapted to Ft .
Proposition 3.2 is proved combining the two paragraphs below:
A priori estimates. The following lemma is proved using the first three integer order
(modified) conservation laws E∗(u) of the remark 2.3, its proof is presented in the
appendix.
Lemma 3.3. For any T > 0, for almost any realization of z we have the following a
priori estimates for the nonlinear problem (3.4)
sup
t∈[0,T ]
‖v(t)‖2i +α
∫ T
0
‖v(t)‖2i+1dt ≤C
(
T ,‖u0‖i,‖z‖L∞(0,T ;Hi)
)
i = 0,1,2, (3.7)
where C does not depend on α ∈ (0,1).
Since H2(T) is continuously embedded in C1(T), we infer
Corollary 3.4. For any T > 0. For almost any realization of z, for any initial datum
u0 ∈ H2, a solution v to (3.4) satisfies
sup
t∈[0,T ]
‖∂xv(t)‖L∞ ≤C
(
T ,‖u0‖2,‖z‖L∞(0,T ;H2)
)
, (3.8)
where C does not depend on α ∈ (0,1).
Lemma 3.5. For any T > 0, any s > 2, for almost any realization of z we have the
hight order a priori estimates for (3.4)
sup
t∈[0,T ]
‖v(t)‖2s +α
∫ T
0
‖v(t)‖2s+1dt ≤C
(
T ,‖u0‖s,‖z‖L∞(0,T ;Hs)
)
, (3.9)
where C does not depend on α ∈ (0,1).
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Proof. We recall the non-linear equation satisfied by v:
∂tv+H∂ 2x v−α∂ 2x v = −v∂xv− ∂x(vzα)−
1
2
∂xz2α . (3.10)
Then for s > 2, we have
(Dsv,Ds∂tv)+α(Ds+1v,Ds+1v) = −(Dsv,Ds(v∂xv))− (Dsv,Ds(vzα ))+ 12 (D
s+1v,Dsz2α ).
Therefore
1
2
∂t‖v‖2s +α‖v‖2s+1 = (1)+ (2)+ (3).
Using the Kato-Ponce commutator estimate (see the appendix of [IK09]) and the alge-
bra structure of Hs(T), we have
|(1)|= |(Dsv,Ds(v∂xv)− vDs∂xv)+ (Dsv,vDs∂xv)|
= |(Dsv, [Ds,v]∂xv)− 12 (∂xv, |D
sv|2)|
≤C‖v‖2s‖∂xv‖L∞ .
It is not difficult to establish
|(2)|+ |(3)| ≤ α
2
‖v‖2s+1 +C1‖v‖2s‖z‖2s +C2α‖z‖4s , (3.11)
where C1 and C2 are universal. It remains to combine the Gronwall lemma with (3.8)
to get the claim.
Local and global existence for the nonlinear problem (3.4). Let s ≥ 2. For a
positive T the space ΛT (s) is endowed with the norm defined by
‖u‖ΛT (s) = sup
t∈[0,T ]
(
e−
t
T
{
‖u(t)‖2s +α
∫ t
0
‖u(r)‖2s+1dr
}) 1
2
. (3.12)
Let R > 0, denote by BR the ball in Hs of center 0 and radius R.
Proposition 3.6. Let s≥ 2, α ∈ (0,1). For all R > 0, there is TR > 0 such that for any
u0 in BR/2, the nonlinear problem (3.4) has a unique solution in ΛTR(s).
Remark 3.7. Since the time existence of Proposition 3.6 depends only on the size of
the initial data, we can do an iteration to get the global existence for (3.4).
Proof of Proposition 3.6. Let us look for a fixed point of the following map
Fw = e−t(H−α)∂x
2
u0−
∫ t
0
e−(t−s)(H−α)∂x
2
(zα +w)∂x(zα +w)ds.
We proceed as follow:
• Step 1: We prove that for any R > 0, the there is T > 0 such that the ball of
ΛT (s) centered at 0 and of radius R is invariant under F if ‖u0‖s ≤ R/2.
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−1
2
d
dt ‖Fw‖
2
s = −(∂tDsFw,DsF(w))
= −((H−α)Ds+1F(w),Ds+1F(w))+ 1
2
(Ds(zα +w)2,Ds+1F(w))
≥ α‖F(w)‖2s+1−
1
2
‖zα +w‖2s‖F(w)‖s+1
≥ α‖F(w)‖2s+1−
α
2
‖F(w)‖2s+1−
1
8α (‖zα‖
4
s + ‖w‖4s ).
Then there is an universal constant c > 0 such that
d
dt ‖F(w)‖
2
s +α‖F(w)‖2s+1 ≤
c
α
e
2t
T (R4 + ‖zα‖4ΛT (s)).
Thus, after integration with respect to t, we find
‖F(w)‖2s +α
∫ t
0
‖F(w)‖2s+1ds≤ ‖u0‖2s +
c˜T
α
e
t
T (R4 + ‖zα‖4ΛT (s)).
Multiplying the last relation by e− tT , it remains to choose T so much so that we
obtain the claimed result.
• Step 2: We now prove that F is a contraction on the ball constructed above. We
have
∂tFw = −{(w+ zα)∂x(w+ zα)+ (H−α)∂x2Fw},
then for w1 and w2 in ΛT (s), we have
−1
2
d
dt ‖Fw1−Fw2‖
2
s = (∂tDs(Fw1−Fw2),Ds(Fw1−Fw2))
=−(Ds(Fz(w1)−Fz(w2)),Ds+1(Fw1−Fw2))
+α‖Fw1−Fw2‖2s+1,
where
Fz(w) =
1
2
(zα +w)
2
.
We show easily that
‖Ds(Fz(w1)−Fz(w2))‖2 ≤C(s)‖w1−w2‖2s (‖w1 +w2‖2s + ‖zα‖2s ),
this allows to get that
1
2
d
dt ‖Fw1−Fw2‖
2
s +
α
2
‖Fw1−Fw2‖2s+1 ≤
C(s)
α
‖w1−w2‖2s (‖w1 +w2‖2s + ‖zα‖2s )
≤ e tT
C(s)(4R2 + ‖z‖2
ΛT (s)
)
α
‖w1−w2‖2ΛT (s).
After integration in t, we find
‖Fw1−Fw2‖2s +α
∫ t
0
‖Fw1−Fw2‖2s+1ds≤ Te
t
T
C(s)(4R2 + ‖zα‖2ΛT (s))
α
‖w1−w2‖2ΛT (s).
We multiply this inequality by e− tT , the T found in the first step can be decreased
if necessary to give an contraction.
The fixed point theorem allows to conclude.
Remark 3.8. By definition, v is σ(u0,Ft)− adapted.
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End of the proof of wellposedness of (1.6).
End of the proof of Proposition 3.1. The function u = v+ zα is a σ(u0,Ft)−adapted
solution of (1.6), then, at least, the process u has a progressive modification (see
[KS91]). Let u1 and u2 be two solutions of (1.6) starting respectively at u1,0 and u2,0,
set w = u1− u2, then the problem solved by w is{
∂tw+(H−α)∂ 2x w+w∂xw+ ∂x(wu2) = 0,
w|t=0 = u1,0− u2,0 =: w0. (3.13)
Using the arguments of the proof of (3.9), we show
sup
t∈[0,T ]
‖w(t)‖2s +α
∫ T
0
‖w(r)‖2s+1dr ≤C(α ,T ,‖∂xw‖L∞(0,T ;L∞),‖u2‖L∞(0,T ;Hs))‖w0‖2s .
(3.14)
This completes the proof.
Some probabilistic estimates for the linear problem. Suppose An finite. Applica-
tion of the Ito formula to the Hn−norms (which are preserved by the linear Benjamin-
Ono) shows that
E‖zα‖2n + 2α
∫ t
0
E‖zα‖2n+1ds = αAnt. (3.15)
4 Invariant measures for the viscous problem
Consider the stochastic BOB problem (1.6) posed on H˙2(T). By the estimates (2.24),
(2.25) and (2.4), we have
EE0(u)+ 2α
∫ t
0
E‖u‖21ds = EE0(u0)+αA0t,
EE p0 (u)≤ e−pαtEE p0 (u0)+CpAp0 ,
EE1(u)+α
∫ t
0
E‖u‖22ds≤ EE1(u0)+α
[
A1t + c1
∫ t
0
E‖u‖21ds+
∫ t
0
EW1(‖u‖)ds
]
,
EE2(u)+α
∫ t
0
E‖u‖23ds≤ EE2(u0)+α
[
A2t + c2
∫ t
0
E‖u‖22ds+
∫ t
0
EW2(‖u‖)ds
]
.
Recall that W1 and W2 are the polynomials of (2.4), their expectation are controlled
using the second estimate. Now suppose u0 = 0 almost surely, then by a recurrence
process, we get
EE2(u)+α
∫ t
0
E‖u‖23ds≤ αCt, (4.1)
where C is universal. Now in view of Remark 2.3, we can suppose En(u) ≥ 0 (indeed,
adding c‖u‖6 to E2(u) we find similar estimate). Then
1
t
∫ t
0
E‖u‖23ds≤C, (4.2)
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where C is, in particular, independent of t. Denote by λα (t) the law of the solution u(t)
to (1.6) starting at 0, and consider the time average
λ¯α (t) =
1
t
∫ t
0
λα (s)ds. (4.3)
Using the estimate (4.2), we show∫
H2
‖u‖23λ¯α (t)(du)≤C. (4.4)
The compactness of the embedding H3(T) ⊂ H2(T), the Chebyshev inequality, the
Prokhorov theorem and the classical Bogoliubov-Krylov argument imply the following
result:
Proposition 4.1. For any α ∈ (0,1), the stochastic BOB equation (1.6) posed in
H2(T) admits an invariant measure µα concentrated on H3(T).
Theorem 4.2. Let α ∈ (0,1). Suppose that An is finite for any n. Then any invariant
measure µα of the problem (1.6) posed in H˙2(T) satisfies∫
H2(T)
‖u‖21µα(du) =
A0
2
, (4.5)∫
H2(T)
‖u‖2pµα(du)≤ ppAp0 for any 1≤ p < ∞, (4.6)∫
H2(T)
‖u‖2nµα(du)≤ Dn for any n≥ 2, (4.7)
where Dn depends only on n.
Proof. It suffices to prove the estimate (4.6). Indeed, we then have in particular,
EE0(u)≤C, (4.8)
so we can deduce (4.5) from (2.24) using the invariance of µα . Now since
EEn(u)≤ E‖u‖2n + c+n E‖u‖2n+2, (4.9)
once E‖u‖2n estimated, we are able to use (2.20) and to gain the estimation of E‖u‖2n+1.
This recurrence process gives (4.7). Let us prove (4.6):
Let R > 0, consider a C∞-function χR satisfying
χR(u) =
{
1, if ‖u‖2 ≤ R,
0, if ‖u‖2 > R+ 1. (4.10)
Let p≥ 1, we have∫
H2
E p0 (u)χR(u)µα(du) =
∫
H2
E{E p0 (u(t,v))χR(u(t,v))}µα(dv), (4.11)
where u(.,v) is the solution of (1.6) starting at v. We pass to the limit t → ∞ in the
right hand side of (4.11) using (2.25) (u is in the ball of size R) and the invariance of
µα , we find ∫
H2
E p0 (u)χR(u)µα(du)≤ ppAp0 . (4.12)
Now Fatou’s Lemma allows to conclude.
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Corollary 4.3. Let α ∈ (0,1). Suppose An < ∞ for any n. Then any invariant measure
µα for the stochastic BOB problem (1.6) posed in H˙2(T) is concentrated on C∞(T).
Proof. Let n > 2. Combining the estimate (4.7) and the Chebyshev inequality we find
µα ({u ∈ H2 : ‖u‖2n ≥ R}) ≤
Dn
R2
.
Set Bn(0,R) the ball in Hn of center 0 and radius R, we have∫
H2
1Bn(0,R)(u)µα(du) = µα (Bn(0,R))≥ 1−
Dn
R2
.
Passing to the limit on R (with use Lebesgue convergence theorem), we get
µα (Hn(T)) = 1. (4.13)
Thus
1 = µα (∩n>2Hn(T)) = µα (C∞(T)). (4.14)
5 Invariant measure for the BO equation
In this section, St : H3(T) → H3(T), t ≥ 0, denotes the flow of the Benjamin-Ono
equation (1.1). The map St,α : H3 → H3 denotes the one of the stochastic Benjamin-
Ono-Burgers equation (1.6). We define the associated Markov semi-group:
φt f (w) = E[ f (Stw)],
φt,α f (w) = E[ f (St,α w)],
where f is a real bounded Lipschitz function on H3(T) and w ∈H3(T). We denote by
φ∗t and φ∗t,α the dual maps of φt and φt,α :
φ∗t ν( f ) =
∫
H3
f (w)ν(dw),
φ∗t,α ν( f ) =
∫
H3
f (w)ν(dw),
for ν a probability measure on H3 and f a real bounded continuous function on H3.
5.1 Some convergence results of stochastic BOB to BO
Lemma 5.1. For any T > 0. For P-almost any w ∈ H3(T), we have
sup
t∈[0,T ]
‖St,α w− Stw‖2 → 0 as α → 0. (5.1)
Proof. We write
‖St,α w− Stw‖2 = ‖v+ z− Stw‖2 ≤ ‖v− Stw‖2 + ‖z‖2,
where
zα (t) =
√
α
∫ t
0
e−(t−s)(H−α)∂
2
x dζ (s) =√αz(t)
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and v is the solution of
∂tv+H∂ 2x v+(v+ zα)∂x(v+ zα ) = α∂ 2x v (5.2)
vt=0 = w. (5.3)
Then almost surely supt∈[0,T ] ‖zα‖2 = O(
√
α) using, in particular, the continuity of z
in t. Set h = v− Stw, we have
sup
t∈[0,T ]
‖St,α w− Stw‖2 ≤ sup
t∈[0,T ]
‖h‖2 +O(
√
α). (5.4)
We claim that supt∈[0,T ] ‖h‖2 = O(
√
α). Indeed using the estimate (3.9) and the H3-
conservation law, we show that
‖h‖32 ≤ c‖h‖‖h‖23 ≤C(T ,‖w‖L∞(0,T ;H3),‖z‖L∞(0,T ;H3))‖h‖. (5.5)
Taking the difference between (5.2) and the BO equation (1.1), we see that h satisfies
∂th+H∂ 2x h+ h∂xh = −∂x(hStw)+O(
√
α). (5.6)
Thanks to the conservation of the L2-norm by BO and the embedding H 32+(T) ⊂
C1(T), we get
∂t‖h‖2 ≤ ‖h‖2‖Stw‖L∞(0,T ;H3/2+)+C(T ,‖h‖L∞(0,T ;H2),‖z‖L∞(0,T ;H2))
√
α .
Using the H2-conservation law, we control ‖Stw‖L∞(0,T ;H3/2+). It remains to apply the
Gronwall lemma to get the claim.
Lemma 5.2. For all T ,R,r > 0, we have
sup
w∈B(0,R)
sup
t∈[0,T ]
E
[
‖St,α w− Stw‖21{‖z‖L∞(0,T ;H2)≤r}
]
= OR,r,T (
√
α). (5.7)
Here B(0,R) is the ball in H3(T) of center 0 and radius R.
Proof.
E
[
‖St,α w− Stw‖21{‖z‖L∞(0,T ;H2)≤r}
]
=
∫
Ω
‖St,α w− Stw‖21{‖z‖L∞(0,T ;H2)≤r}(ω)dP(ω)
≤
∫
Ω
[‖h‖2 + r
√
α ]1{‖z‖L∞(0,T ;H2)≤r}(ω)dP(ω),
where h = v− Stw as previously. The arguments of the proof of Lemma 5.1 allow to
see that supt∈[0,T ] ‖h‖2 ≤CR,r,T
√
α . This gives the claimed result.
5.2 An accumulation point for the viscous measures
In what follow we denote by M(H3) the space of probabality measures on H3.
Theorem 5.3. There is an accumulation point µ of the sequence {µα , α ∈ (0,1)} in
M(H3) satisfying:
• µ is invariant under the flow of the Benjamin-Ono equation in H3(T),
• µ is concentrated on C∞(T).
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• The measure µ satisfies∫
H3(T)
‖u‖21µ(du) =
A0
2
, (5.8)∫
H3(T)
‖u‖2pµ(du)≤ ppAp0 for any 1≤ p < ∞, (5.9)∫
H3(T)
‖u‖2nµ(du)< ∞ for n≥ 2. (5.10)
Proof. The proof consists in the following four steps:
1. Existence of an accumulation point µ . The estimate (4.7) with n = 4 implies
the tighness of the sequence of measures (µα ) in H3(T) and so the existence of an
accumulation point µ on H3(T).
2. Invariance of µ under the Benjamin-Ono flow. Denote by (µαk)k∈N a subse-
quence of (µα) converging to µ , to simplify the notations we write µk instead. The
corresponding flow and Markov semi-group will be denoted St,k and φt,k .
The following diagram represents the idea of proof of the invariance of µ :
φ∗t,kµk
(I)
(III)

µk
(II)
φ∗t µ
(IV )
µ
The equality (I) is the invariance of µk by φt,k , (II) is proved above. Then (IV ) is
proved once (III) is checked.
Let f be a real bounded Lipshitz function on H2(T). Without loss of generality assume
that f is bounded by 1. Then
(φ∗k,t µk, f )− (φ∗t µ , f ) = (µk,φt,k f )− (µ ,φt f )
= (µk,φt,k f −φt f )︸ ︷︷ ︸
A
− (µ− µk,φt f )︸ ︷︷ ︸
B
.
The term B converges to 0 as k → ∞ by the weak convergence of (µk) to µ . And for
any R > 0
|A| ≤
∫
H3
E| f (St,kw)− f (Stw)|µk(dw)
=
∫
B(0,R)
E| f (St,kw)− f (Stw)|µk(dw)︸ ︷︷ ︸
A1
+
∫
H3\B(0,R)
E| f (St,kw)− f (Stw)|µk(dw)︸ ︷︷ ︸
A2
.
Recalling that f is bounded by 1, we get by the Chebyshev inequality
A2 ≤ 2µk(H3\B(0,R))≤ CR2 , (5.11)
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where C is finite and does not depend on k (estimate (4.7)). Denote by L∞t H2x the space
L∞(0,T ;H2). Let r > 0, we have
A1 =
∫
B(0,R)
E
[
| f (St,kw)− f (Stw)|1{‖z‖L∞t H2x ≤r}
]
µk(dw)︸ ︷︷ ︸
A1,1
+
∫
B(0,R)
E
[
| f (St,kw)− f (Stw)|1{‖z‖L∞t H2x >r}
]
µk(dw)︸ ︷︷ ︸
A1,2
.
As previously since f is bounded by 1, with use of (3.15) (with α = 1) the Chebyshev
inequality implies
A1,2 ≤ CT
r2
. (5.12)
On the other hand f being Lipschitz on H2, denote by C f its Lipschitz constant, we
have
A1,1 ≤C f
∫
B(0,R)
E
[
‖St,kw− Stw‖21{‖z‖L∞t H2x ≤r}
]
µk(dw)
≤C f sup
w∈B(0,R)
E
[
‖St,kw− Stw‖21{‖z‖L∞t H2x ≤r}
]
.
According to Lemma 5.2, we find
A1,1 ≤C f ,R,r,T
√
αk. (5.13)
Finally, we arrive at
|A| ≤C f ,R,r,T
√
αk +Const(T )
(
1
r2
+
1
R2
)
, (5.14)
where Const does not depend on k. We get the desired result after passing to the limits
in this order
k → ∞,
R,r → ∞.
3. The estimates for the measure µ . Denote by χR a bump function on the ball
B(0,R) of H3(T), by (4.5) we have∫
H3
χR(v)‖v‖21µk(dv) ≤
A0
2
Passing to the limit k → ∞ we find∫
H3
χR(v)‖v‖21µ(dv)≤
A0
2
.
Then Fatou’s lemma gives
E‖u‖21 =
∫
H3
‖v‖21µ(dv)≤
A0
2
. (5.15)
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We can do the same process to show (5.9) and (5.10). Now we write
A0
2
=
∫
B(0,R)
‖v‖21µk(dv)+
∫
H3\B(0,R)
‖v‖21µk(dv).
We use the Cauchy-Schwarz and Chebyshev inequalities to show that∫
H3\B(0,R)
‖u‖21µk(du) =
∫
H3
‖u‖211‖u‖3>R(u)µk(du)
≤
(∫
H3
‖u‖41µk(du)
) 1
2
(µk(‖u‖3 > R))
1
2
≤
√
E[‖u‖23]E[‖u‖41]
R
.
We can control E[‖u‖41] and E[‖u‖23] uniformly in k combining interpolation inequali-
ties and the estimates (5.9) and (5.10). Then there is a constant C > 0 independent of
k such that
A0
2
− C
R
≤
∫
H3
χR(v)‖v‖21µk(dv).
We find (5.8) after passing to the limits in the order
k → ∞,
R→ ∞,
and combining this with (5.15).
4. The measure µ is concentrated on C∞(T). This immediately follows the esti-
mates (5.10) using the arguments of the proof of Corollary 4.3.
6 Qualitative properties of the measure
6.1 Absolute continuity of some observables w.r.t. to the Lebesgue
measure
The following result is inspired by [Shi11, KS12] where the local time concept is used
to deduce non-degeneracy properties of measures constructed for Schrödinger and Eu-
ler equations.
Theorem 6.1. Suppose that λm 6= 0 for all m. Then for any integer n ≥ 1, bn and
cn such that the distribution of the observable E˜n(u) := En(u) + cn‖u‖2(1+ ‖u‖2)bn
under µ has a density w.r.t. the Lebesgue measure on R.
For the proof of Theorem 6.2 below, we refer the reader to [Shi11] and the proof
of Theorem 5.2.12 of [KS12] where the authors prove similar results in the case of
Schrödinger and Euler equations respectively. The proof is exactly the same.
Theorem 6.2. The measure µ constructed in Theorem 5.3 satisfies the following non-
degeneracy properties:
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1. Let λm 6= 0 for at least two indices. Then µ has no atom at zero and
µ({u ∈C∞ : ‖u‖ ≤ δ})≤C
√
A0γ−1δ for all δ > 0, (6.1)
where γ = inf{A0−λ 2m, m ∈Z} and C is an universal constant.
2. Let λm 6= 0 for all indices. Then there is an increasing continuous function h(r)
vanishing at r = 0 such that
µ({u∈C∞(T) : ‖u‖ ∈ Γ})≤ h(λ (Γ)) (6.2)
for any Borel set Γ ⊂R, where λ stands for the Lebesgue measure on R.
Proof of Theorem 6.1. We prove the claim for the viscous measures with bounds uni-
form in α , then we can pass to the limit in the viscosity to obtain the wanted result
(using the Portmenteau theorem). First we apply Ito formula to E˜n(u):
E˜n(u(t)) = E˜n(u(0))+α
∫ t
0
A(s)ds+
√
α ∑
m∈Z0
λm
∫ t
0
E˜ ′n(u,em)dβm(s), (6.3)
where
A(s) = ∂uE˜n(u,∂ 2x u)+
1
2 ∑
m∈Z0
λ 2m∂ 2u E˜n(u,em). (6.4)
Then we denote by Λt(a,ω) its local time which reads (see Appendix A.8 of [KS12])
Λt(a,ω) = (E˜n(u(t))− a)+− (E˜n(u(0))− a)+−α
∫ t
0
A(s)1(a,+∞)(E˜n(u))ds
−√α ∑
m∈Z0
λm
∫ t
0
1(a,+∞)(E˜n(u))E˜ ′n(u,em)dβm(s).
Using the stationarity of u, we infer that
EΛt(a) = −αtE[A(0)1(a,+∞)(E˜n(u))]. (6.5)
Now using the well known identity of local time with the function 1Γ, we get
2
∫
Γ
Λt(a)da = α ∑
m∈Z0
λ 2m
∫ t
0
1Γ(E˜n(u))E˜ ′n(u,em)
2ds. (6.6)
Hence by stationarity of u, we have
2
∫
Γ
EΛt(a)da = αt ∑
m∈Z0
λ 2mE[1Γ(E˜n(u))E˜ ′n(u,em)2]. (6.7)
Comparing (6.5) and (6.7), we find
∑
m∈Z0
λ 2mE[1Γ(E˜n(u))E˜ ′n(u,em)2]≤ 2λ (Γ)E|A(0)| ≤Cλ (Γ). (6.8)
Now we recall the general form of E˜n(u)
E˜n(u) = ‖u‖2n +Rn(u)+Pn(‖u‖2), (6.9)
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where
Pn(r) = cnr(1+ r)bn . (6.10)
Then
E˜ ′n(u,v) = 2(Dnu,Dnv)+R′n(u,v)+ 2(u,v)P′n(‖u‖2). (6.11)
Recalling Remark 2.3, we have
E˜ ′n(u,u)≥ ‖u‖2n. (6.12)
Now we define the operator An so that
E˜ ′n(u,v) = (Anu,v). (6.13)
Therefore
(Anu,u) = ∑
m∈Z0
um(Anu,em)
= ∑
|m|≤N
um(Anu,em)+ ∑
|m|>N
um(Anu,em)
≤ ‖u‖λ N
(
∑
|m|≤N
λ 2m(Anu,em)2
) 1
2
+ ‖Anu‖
(
∑
|m|>N
u2m
) 1
2
≤ ‖u‖1λ N
(
∑
m∈Z0
λ 2mE˜ ′n(u,em)2
) 1
2
+ ‖Anu‖‖u‖1N ,
where λ N =min{λm, |m| ≤N}. We take into account (6.12) and consider u belonging
to
Aε =
{
v : ‖v‖ ≥ ε , ‖Anv‖ ≤ 1
ε
}
. (6.14)
We get
∑
m∈Z0
λ 2mE˜ ′n(u,em)2 ≥ λ 2N
(
ε− 1
N2ε
)2
. (6.15)
The integer N can be chosen to depend on ε so that the function
α(ε) :=
(
ε− 1
N2ε
)2
is positive, increasing and converges to 0 when ε → 0. Then we have
µ({u : E˜n(u) ∈ Γ}∩Aε) ≤ C
α(ε)
λ (Γ). (6.16)
Consider now the complementary set
Acε =
{
u : ‖u‖< ε or ‖Au‖> 1
ε
}
(6.17)
Since
E‖Au‖ ≤ const, (6.18)
then using the Chebyshev inequality, we find
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µ
({
u : ‖Au‖> 1
ε
})
≤ const ε . (6.19)
By Theorem 6.2, we have that
µ({u : ‖u‖< ε})≤Cε . (6.20)
Finally we write
µ({u : E˜n(u) ∈ Γ}) ≤ µ({u : E˜n(u) ∈ Γ}∩Aε)+ µ(Acε)
≤ C1
α(ε)
λ (Γ)+C2ε .
That finishes the proof.
6.2 About the dimension of the measure µ
This subsection is inspired by [Kuk08, KS12] where it was proved that the invariant
measures constructed for the Euler equation are not concentrated on a countable union
of finite-dimensional compact sets. The proof relies on the Krylov estimate (see section
A.9 of [KS12]) for Ito processes. This estimate provides roughly an inequality of the
type (6.8) for multi-dimensional processes. In our context the independence needed
to use the Krylov estimate leads to solving nonlinear differential equation with order
increasing with the size of the underlying vector (process). This is due to the structure
of the BO conservation laws, while in the Euler case the components of this vector can
be chosen to satisfy this independence. We avoid the resolution of the above-mentioned
equation in the 2D case splitting suitably the phase space.
Theorem 6.3. The measure µ is of at least two dimensional nature in the sense that
any compact set of Hausdorff dimension smaller than 2 has µ-measure 0.
Before proving Theorem 6.3, we describe the general framework.
We use the following splitting of H2(T):
H2(T) = O∪Oc, (6.21)
where
O :=
{
u :
∫
u2H∂ 2x u = 0
}
. (6.22)
Consider the functionals on H˙1(T) defined by
Fj(u) =
1
j+ 1
∫
u j+1, j = 1,2. (6.23)
Remark that F1 is preserved by BO and a direct computation shows that for a solution
of the BO (1.1) belonging to O, we have
∂tF2(u) = 0. (6.24)
Therefore the vector F(u) = (F1(u),F2(u)) is constant for any solution u of BO (1.1)
belonging to O.
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On the other hand, consider the following BO conservation laws
E0(u) =
∫
u2
E1/2(u) =
∫
uH∂xu+
1
3
∫
u3.
Set the following preserved vector
E(u) = (E0(u),E1/2(u)) . (6.25)
E(u) is in particular constant on Oc for the solutions of (1.1).
Let µ1 and µ2 be two measures. We write µ1⊳µ2 if there is a continuous increasing
function f vanishing at 0 such that
µ1(.)≤ f (µ2(.)).
This implies the absolute continuity of µ1 w.r.t. µ2. For ν a probability measure on H2,
we define
νO(.) = ν(.∩O), (6.26)
νO
c
(.) = ν(.∩Oc), (6.27)
where O is the set described before.
Proposition 6.4. Suppose λm 6= 0 for all m ∈Z0, then
1.
F∗µOα ⊳ l2, (6.28)
2.
E∗µO
c
α ⊳ l2. (6.29)
The functions describing the absolute continuity do not depend on α and l2 is the
Lebesgue measure on R2.
Proof of Theorem 6.3. Let W be an open set of H2. Clearly
W = (W ∩O)∪ (W\O). (6.30)
For ε > 0, introduce the set
Wε = {u ∈W : dist(u,O)≥ ε}, (6.31)
We have by regularity of µα that
µα (W\O) = sup
ε>0
µα (Wε). (6.32)
Then
µα(W ) = µα (W ∩O)+ sup
ε>0
µα (Wε),
24
M. SY 6 QUALITATIVE PROPERTIES OF THE MEASURE
and by Proposition 6.4,
µα (W ) ≤ f (l2(F(W ∩O)))+ g(l2(E(W\O))), (6.33)
taking into account the regularity of l2. Here f and g are the functions decribing the
absolute continuity established in Proposition 6.4.
Using the Portmenteau theorem, we get
µ(W) ≤ f (l2(F(W ∩O)))+ g(l2(E(W\O))). (6.34)
By regularity of µ and l2 the estimate (6.34) holds for any bounded Borelian set W .
When W is a compact set of Hausdorff dimension H (W) < 2. It is clear that E
and F are Lipschitz on any compact. Since the Lipschitz maps reduce the Hausdorff
dimension, we have the right hand side of (6.34) equals to zero, then so is the left hand
one.
Proof of Proposition 6.4. The prove consists of two steps:
1. Absolute continuity uniform in α of F on the set O : The first and second deriva-
tive of the functionals E j(u) are
F ′j (u,v) =
∫
u jv,
F ′′j (u,v) = j
∫
u j−1v2.
Then applying the Ito formula to Fj, we find
Fj(u) = Fj(u(0))+
∫ t
0
A j(s)ds+
√
α ∑
m∈Z0
λm
∫ t
0
(u j,em)dβm(s), j = 1,2. (6.35)
where
A j = −(u j,H∂ 2x u−α∂ 2x u)+ j
α
2 ∑
m∈Z0
λ 2m(u j−1,e2m). (6.36)
On the set O, we have
E|A j| ≤ αConst, (6.37)
where Const does not depend on α .
We consider the 2× 2-matrix σ(u), u ∈ O with entries
σk,l(u) = ∑
m∈Z0
λ 2m(uk,em)(ul,em), k, l = 1,2. (6.38)
It is clear that σ is non-negative. It follows from the Krylov estimate with use the
function 1Γ, Γ being a Borel set of R2,
E [(det(σ(u)))1Γ(F)]≤Cl2(Γ), (6.39)
l2 is the Lebesgue measure on R2 and C does not depend on α .
Define the map
D : H1(T) −→ R+
u 7−→ det(σ(u)) (6.40)
We remark that D is continuous as composition of continuous maps. We have the
following
25
M. SY 6 QUALITATIVE PROPERTIES OF THE MEASURE
Lemma 6.5. Suppose λm 6= 0 for all m ∈Z0, then
D(u) = 0⇒ u≡ 0. (6.41)
Proof. Let γ = (γ1,γ2) be a nonzero vector of R2. Then
γσ(u)γT = 0⇒ ∑
m∈Z0
λ 2m
(
2
∑
j=1
γ j(u j,em)
)2
= 0.
Since λm 6= 0 for all m, we infer that
2
∑
j=1
γ ju j ≡ Const, (6.42)
which is possible only if u≡ 0, taking into account that ∫ u = 0.
Now define
Aε =
{
‖u‖21 ≥ ε , ‖u‖22 ≤
1
ε
}
⊂ H2(T). (6.43)
Aε ∩O is a compact in H1(T) not containing zero, then by continuity of D, D(Aε ∩O)
is a compact set in R+ not containing 0. Then there is cε > 0 such that D(u) ≥ cε for
all u ∈ Aε ∩O. Using the same splitting argument as in the proof of Theorem 6.1, we
get the claimed result.
2. Absolute continuity uniform in α of E on the set Oc : We follow the construction
above to set a 2× 2-matrix M with entries
Mk,l(u) = ∑
m∈Z0
λ 2mE ′0(u,em)E ′1/2(u,em), k, l = 1,2. (6.44)
We have by the Krylov estimate,
E [(det(M(u)))1Γ(E)]≤Cl2(Γ), (6.45)
where C does not depend on α thanks to the preservation of E0 and E1/2 by the BO
flow.
Now detM(u) = 0 only if there is γ ∈R such that
γu+ 2H∂xu+ u2 ≡ Const. (6.46)
Then
γ∂xu+ 2H∂ 2x u+ 2u∂xu≡ 0. (6.47)
Therefore for any p > 0, ∫
upH∂ 2x u = 0, (6.48)
and in particular u belongs to the set O, then on Oc det(M(u)) 6= 0. We can follow the
same splitting argument with use Aε define in the first part to get the result.
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6.3 A Gaussian decay property for the measure µ
We recall that the stochastic force considered in this paper is
η(t,x) = ddt ∑
m∈Z0
λmem(x)βm(t),
and
A0 = ∑
m∈Z0
λ 2m.
In this section, we assume that
λm ≤ c
m
1
2+
, (6.49)
where c is so that,
A0 ≤ 12e . (6.50)
Proposition 6.6. In the above setting, the measure µ satisfies
Ee‖u‖
2
< ∞. (6.51)
In particular, for any r > 0
µ({u ∈ H : ‖u‖> r}) ≤Ce−r2 , (6.52)
where the constant C does not depend on r.
Proof. Recall the estimate (5.9):
E‖u‖2p ≤ ppAp0 ,
combining this with (6.50), we get
E‖u‖2p ≤ p
p
2pep
. (6.53)
Now using the Stirling formula, we have
E‖u‖2p
p!
≤ p
p
p!2pep ∼p→∞
1
2p
√
2pi p
. (6.54)
Then the serie
∑
p≥1
E‖u‖2p
p!
(6.55)
is convergent, and we are led to (6.51). The other claim is obtained combining (6.51)
with the Chebyshev inequality.
Remark 6.7. We obtain in a same way the result of Proposition 6.6 for the viscous
measures uniformly in α .
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A Proof of Lemma 3.3
Remark first that for a solution v of the nonlinear equation (3.4), we have
∂tEn(v) =E ′n(v,∂tv) =αE ′n(v,∂ 2x v)+
√
αE ′n(v,∂x(vz))+α
1
2
E ′n(v,∂x(z2)), n= 0,1,2.
(A.1)
The En are the first three conservation laws of the BO equation.
The case n = 0 : E ′0(v,w) = 2
∫
vw. Applying (A.1), we get
∂tE0(v)+ 2α‖v‖21 = 2
√
α(v,∂x(vz))+α(v,∂xz2)
=
√
α(v2,∂xz)+α(v,∂xz2)
≤√α‖z‖ 3+
2
‖v‖2 + cα‖v‖‖z‖21
≤√α‖z‖ 3+
2
‖v‖2 + cα(1+ ‖v‖2)‖z‖21.
Remark that ‖z(.)‖3+/2 is bounded unifomly in α on [0,T ] for almost all realiza-
tions and in t by continuity, then with use of the Gronwall inequality we get
sup
t∈[0,T ]
‖v(t)‖2+ 2α
∫ T
0
‖v(t)‖21dt ≤C(T ,ω ,‖v0‖). (A.2)
The case n = 1 :
E ′1(v,w) = −2(∂ 2x v,w)+
3
2
(vH∂xv,w)+
3
4
(v2,H∂xw)+
1
2
(v3,w)︸ ︷︷ ︸
R′1(v,w)
. (A.3)
It is already shown that
|R′1(v,∂ 2x v)| ≤ ε‖v‖22 +Cε‖v‖c (A.4)
Then
αE ′1(v,∂ 2x v) ≤−(2− ε)α‖v‖22+Cε α‖v‖c. (A.5)
Taking into account some properties of H, we can suppose R′1(v,w) = (vH∂xv,w) +
(v3,w) for our purpose.
Now
√
α|(∂ 2x v,∂x(vz))| ≤C
√
α‖v‖2‖v‖1‖z‖
≤ εα‖v‖22 +Cε‖v‖21‖z‖21 ≤ εα‖v‖22 +CT ,ε ,ω‖v‖21,√
α |(vH∂xv,∂x(vz))|=
√
α |(∂x(vH∂xv,vz))|
≤C√α‖v‖1‖v‖2‖v‖‖z‖ 1+
2
≤ εα‖v‖22 +Cε‖v‖21‖v‖2‖z‖21+
2
≤ εα‖v‖22 +CT ,ε ,ω‖v‖21,
√
α|(v3,∂x(vz))| ≤C
√
α‖v‖3L6‖v‖1‖z‖1
≤C√α‖v‖31/3‖v‖1‖z‖1
≤C√α‖v‖2‖v‖21‖z‖1 ≤
√
αCT ,ω‖v‖21.
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To summarise, we have
√
αE ′1(v,∂x(vz)) ≤ ε‖v‖22 +CT ,ε ,ω‖v‖21. (A.6)
To estimate the last term, we compute
α|(∂ 2x v,∂xz2)| ≤Cα‖v‖2‖z‖21
≤ εα‖v‖22 +αCε‖z‖41,
α|(vH∂xv,dxz2)| ≤Cα‖v‖2‖v‖1‖z‖21/4
≤ εα‖v‖22 +αCT ,ε ,ω‖v‖21,
α|(v3,∂xz2)| ≤Cα‖v‖2‖v‖1‖z‖21
≤ εα‖v‖22 +C1T ,ε ,ω α‖v‖21 +αC2T ,ε ,ω .
To conclude, we can choose ε so that
E1(v)+α
∫ t
0
‖v(r)‖22dr ≤ E1(v0)+C1T ,ω
∫ t
0
‖v(r)‖21dr+C2T ,ωt. (A.7)
Recalling the inequality (2.4) and the fact that ‖v‖ is bounded uniformly in α , we have
for some d > 0,
‖v‖21 + 2α
∫ t
0
‖v(r)‖22dr ≤ E1(v0)+C0T ,ω +C1T ,ω
∫ t
0
‖v(r)‖21dr+C2T ,ω t. (A.8)
With use the Gronwall lemma, we arrive at
sup
t∈[0,T ]
‖v(t)‖21+ 2α
∫ T
0
‖v(t)‖22dt ≤CT ,ω (‖v0‖1). (A.9)
The case n = 2 : The form of E2(v) (see section 2) combined with some properties
of H allows us to consider, for our purpose, that
E2(v) = ‖v‖22 +
∫
(∂xv)3 +(∂ 2x v,H∂xv)+ (v2, (∂xv)2)+ (v4,H∂xv)+
∫
v6. (A.10)
Then
E ′2(v,w) = 2(∂ 2x v,∂ 2x w)+ 3((∂xv)2,∂xw)+ 2(∂ 2x v,H∂xw)+ 2(vw, (∂xv)2) (A.11)
+ 2(v2∂xv,∂xw)+ 4(v3H∂xv,w)+ (v4,H∂xw)+ 6(v5,w) (A.12)
= 2(∂ 2x v,∂ 2x w)+R′2(v,w). (A.13)
It is already shown in the proof of (2.20) that
|R′2(v,∂ 2x v)| ≤ ε‖v‖23 +Cε‖v‖c, (A.14)
for some constant c > 0. Now we have
2α(∂ 2x v,∂ 2x (∂ 2x v)) = −2α‖v‖23.
Then
αE ′2(v,∂ 2x v) ≤−(2− ε)α‖v‖23+αCε‖v‖c. (A.15)
29
M. SY B THE PERIODIC HILBERT TRANSFORM
Now
√
α |(∂ 2x v,∂ 2x (∂x(vz)))| ≤C
√
α‖v‖3‖v‖2‖z‖2 ≤ εα‖v‖23 +CT ,ε ,ω‖v‖22,√
α|((∂xv)2,∂ 2x (vz))| ≤CT ,ω
√
α‖v‖25/4‖v‖2
≤CT ,ω
√
α‖v‖1/4‖v‖22 ≤CT ,ω
√
α‖v‖22,√
α|(∂ 2x (vz),H∂ 2x v)| ≤
√
αC‖v‖22‖z‖2 ≤
√
αCT ,ω‖v‖22,√
α |(v(∂xv)2,∂x(vz))| ≤C
√
α‖v‖‖z‖1+/2‖v‖22 ≤CT ,ω
√
α‖v‖22,√
α|(v2∂xu,∂ 2x (vz))| ≤
√
αC‖v‖31‖v‖2‖z‖2 ≤CT ,ω
√
α‖v‖22,√
α|(v3H∂xv,∂x(vz))| ≤C
√
α‖v‖31‖v‖2‖z‖1+/2‖v‖ ≤
√
αCT ,ω‖v‖22,√
α|(v4,H∂ 2x (vz))| ≤
√
αC‖v‖51‖z‖1 ≤
√
αCT ,ω ,√
α|(v5,∂x(vz))| ≤C
√
α‖v‖51‖v‖‖z‖1+/2 ≤
√
αCT ,ω .
The estimates concerning the term ∂xz2 are easier because they do not contain v. Fi-
nally, using the same argument as before (in the case of E1(v)), we arrive at the claimed
result.
B The periodic Hilbert transform
We present in this section a definition of the Hilbert transform in the periodic setting
and establish some of its elementary properties. Recall that the sequence defined by
en(x) =
{
sin(nx)√
pi
if n < 0,
cos(nx)√
pi
if n > 0,
forms a basis of H˙(T), let us denote this basis by B. We define the Hilbert transform
on B by
Hen(x) = sgn(n)e−n(x), (B.1)
where
sgn(p) =

1 if p > 0,
0 if p = 0,
−1 if p < 0.
We first remark that H defines an isometry on H˙.
Proposition B.1. Let f ,g ∈ H˙(T), then
H2 f = − f (B.2)∫
T
H f = 0 (B.3)
(g,H f ) = −(Hg, f ) (B.4)
Ĥ f 0(p) = −isgn(p) fˆ0(p), (B.5)
where hˆ0 denotes the complex Fourier coefficient of a function h. We define it below.
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Define now the Fourier coefficients associated to a function f in H˙:
fˆ1(n) = 1√
pi
∫
T
cos(nx) f (x)dx (B.6)
fˆ2(n) = 1√
pi
∫
T
sin(nx) f (x)dx. (B.7)
The function f is represented in B as follow
f (x) = ∑
n>0
( fˆ1(n)en(x)− fˆ2(n)e−n(x)). (B.8)
Hence the Hilbert transform of f can be expressed as
H f (x) = ∑
n>0
( fˆ1(n)e−n(x)+ fˆ2(n)en(x)). (B.9)
The complex Fourier coefficient is defined by
fˆ0(p) = 12pi
∫
T
e−ipx f (x)dx. (B.10)
The relation between the three Fourier coefficients of f is
fˆ0(p) = fˆ1(p)− isgn(p) fˆ2(p)2 . (B.11)
Proof of Proposition B.1. (B.3) follows immediately from (B.9). Now from (B.8) and
(B.9), we can easily deduce that
H2 f (x) = − ∑
n>0
( fˆ1(n)en(x)− fˆ2(n)e−n(x)) = − f (x). (B.12)
and (B.2) is showed.
From (B.9), we infer that
Ĥ f 1(p) = − fˆ2(p), Ĥ f 2(p) = fˆ1(p). (B.13)
Thus using the relation (B.11), we write
Ĥ f 0(p) =
− fˆ2(p)− isgn(p) fˆ1(p)
2
=
−isgn(p)( fˆ1(p)− isgn(p) fˆ2(p))
2
= −isgn(p) fˆ0(p),
and we arrived at (B.5).
To prove (B.4), we compute
(g,H f ) = ∑
n>0
fˆ1(n)
∫
T
g(x)e−n(x)dx+ ∑
n>0
fˆ2(n)
∫
T
g(x)en(x)dx
= −∑
n>0
fˆ1(n)gˆ2(n)+ ∑
n>0
gˆ1(n) fˆ2(n)
= −∑
n>0
gˆ2(n)
∫
T
f (x)en(x)dx− ∑
n>0
gˆ1(n)
∫
T
f (x)e−n(x)dx
= −
∫
T
f (x) ∑
n>0
(gˆ1(n)e−n(x)+ gˆ2(n)en(x))
= −(Hg, f ).
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