We provide a modified augmented Lagrange method coupled with a Tikhonov regularization for solving ill-posed state-constrained elliptic optimal control problems with sparse controls. We consider a linear quadratic optimal control problem without any additional L 2 regularization terms. The sparsity is guaranteed by an additional L 1 term. Here, the modification of the classical augmented Lagrange method guarantees us uniform boundedness of the multiplier that corresponds to the state constraints. We present a coupling between the regularization parameter introduced by the Tikhonov regularization and the penalty parameter from the augmented Lagrange method, which allows us to prove strong convergence of the controls and their corresponding states. Moreover convergence results proving the weak convergence of the adjoint state and weak*-convergence of the multiplier are provided. Finally, we demonstrate our method in several numerical examples.
Introduction
In this paper we consider a convex optimal control problem of the following form min J(y, u) := 1 2
subject to Ay = u in Ω,
We set j(u) := u L 1 (Ω) for abbreviation. Here A is a linear elliptic operator and β ≥ 0.
The main difficulties in this problem are the pointwise state constraints y(x) ≤ ψ(x) and the convex but non-differentiable term u L 1 (Ω) . Note that there is no additional L 2 regularization term present in (P ) which makes the problem ill-posed and numerically challenging. To the best of our knowledge, there exists no solution method for this kind of problems in literature.
The motivation for the L 1 -term in the cost functional is the following. The optimal solution u of (P ) is sparse, i.e., the control is zero on large parts of the domain if β is large enough. This can be used in the optimal placement of controllers, especially in situations where it is not desirable to control the system from the whole domain Ω, see [24] . Such sparsity promoting optimal control problems without state constraints have been studied in, e.g. [26] [27] [28] for optimal control of linear partial differential equations and in [6, 8] for the optimal control of semilinear equations. For sufficient second-order conditions for the state constrained sparsity promoting optimal control problem with a semilinear partial differential equation we refer to [10] .
In order to deal with the state constraints we apply an augmented Lagrange method established by the first author in [18] . There the optimal control problem
with α > 0 subject to an elliptic linear partial differential equation, state constraints and bilateral control constraints had been considered. Under suitable regularity assumptions the existence of Lagrange multipliers can be proven. However in many cases the multiplierμ has a very low regularity, e.g.μ ∈ C(Ω) * = M(Ω), where M(Ω) denotes the space of regular Borel measures onΩ. This makes the numerical solution of (P ) very challenging. Although augmented Lagrange method for inequality constraints are well known in finite dimensional spaces, only a few publications considering state constraints in infinite dimensional spaces are available: In [1, 2] the state equation is augmented, and in [16] they deal with finitely many state constraints.
Apart from the augmented Lagrange method there exist some other different approaches to deal with state constraints. We want to mention [21] , in which a simultaneous Tikhonov and Lavrentiev regularization had been applied for (P ). There the motivation was to derive error estimates under a source condition and the assumption that the state constraints are not active for solutions of (P ). Furthermore they assumed that for the lower bound on the control it holds u a = 0. In this paper we do not assume any of the above, which allows us to apply our method to a bigger class of problems.
Our aim is to modify and extend the method presented in [18] to obtain a numerical scheme to solve (P ). The main idea is the following. We add a Tikhonov regularization term to (P ) and apply the augmented Lagrange method. Thus, in every iteration we examine the optimal control problem
subject to an elliptic partial differential equation and bilateral control constraints. Here, again α > 0 denotes the regularization parameter of the Tikhonov term, while ρ is the penalization parameter of the augmented state constraints. Both variables are coupled in our method. During the algorithm we decrease the regularization parameter α → 0 while increasing the penalization parameter ρ. The coupling is described in detail in section 6. Since the decrease of α is a classical Tikhonov regularization approach, we aim to achieve strong convergence against the solution of (P ).
Denoteū the solution of (P ), u α the solution of (1) and u α,ρ the solution of (2). Similar to [21] we split the error into the Tikhonov error and the Lagrange error in order to show convergence of the algorithm
Tikhonov error
The paper is structured as follows. First, in section 2 we recall some preliminary results, then we analyze the Tikhonov regularization in section 3. The augmented Lagrange method will be introduced in section 4. Similar to [18] we only update the multiplier if a certain measure of feasibility and violation of complementarity shows sufficient decrease. In section 5 we establish convergence of our method, which is the main result of this paper. The convergence is mainly based on an analysis of the Lagrange error. The implementation of our algorithm is described in section 6 and numerical results are be presented in section 7.
Notation. Throughout the article we will use the following notation. The inner product in L 2 (Ω) is denoted by (·, ·). Duality pairings will be denoted by ·, · . The dual of C(Ω) is denoted by M(Ω), which is the space of regular Borel measures onΩ. Furthermore c is a generic constant which may change from line to line, but is independent from the important variables, e.g. k.
Preliminary Results

Problem Setting
Let
. We want to solve the following state constrained optimal control problem: Minimize
over all (y, u) ∈ Y × U subject to the elliptic equation
and subject to the pointwise state and control constraints
In the sequel, we will work with the following set of standing assumptions.
The differential operator A is given by
with a i,j ∈ C 0,1 (Ω). The operator A is assumed to be strongly elliptic, i.e., there is δ > 0 such that
The following theorem is taken from [7, Theorem 2.1].
Theorem 2.1. For every u ∈ L 2 (Ω) there exists a unique weak solution y ∈ H 1 0 (Ω) ∩ C(Ω) of the state equation and it holds
. with a constant c > 0 independent of u.
With this assumption one can prove the following properties of the control-to-state mapping S. In the following, we will use the feasible sets with respect to the state and control constraints denoted by
The feasible set of the optimal control problem is denoted by
Ω 1 the L 1 -norm is a linear functional and its treatment does not impose any further difficulties.
Theorem 2.3. Assume that the feasible set F ad is non-empty. Then, there exists a unique solutionū with associated stateȳ of (P ).
Proof. The existence of solutions follows by standard arguments. Due to the assumptions the operator S is linear, continuous, and injective. Hence the problem (P ) is convex leading to a unique optimal stateȳ. By using the injectivity of S we now obtain uniqueness of the optimal control.
Subdifferential of j
In this section we want to recall some basic properties of the subdifferential of the function j(u) = u L 1 (Ω) . Since j is convex and Lipschitz, the generalized gradient (see [11] ) and the subdifferential in the sense of convex analysis coincide. The subdifferential is defined by
Since j is a convex function with dom(j) = L 1 (Ω) the subdifferential is always nonempty. It is easy to compute that λ ∈ ∂j(u) if and only if
For more information we refer to the book of Bonnans and Shapiro [5, Section 2.4.3]. We will need the subdifferential to establish derivatives of the objective functional
and to obtain optimality conditions.
Optimality Conditions
The existence of Lagrange multpliers cannot be guaranteed without any further regularity assumptions. Throughout this paper will assume that the following Slater condition is satisfied. Assumption 2. We assume that there existsû ∈ U ad and σ > 0 such that forŷ = Sû it holdŝ
The choice of Assumption 2 as regularity condition is motivated as follows. The given inequality in the Slater condition coincides with ψ −ŷ lying in the interior of the nonnegative cone of Y . The nonnegative cone of
This implies a possible existence of a Slater pointû that satisfies Assumption 2. Moreover, since S is linear, Assumption 2 is equivalent to the linearized Slater condition, which on the other hand implies the more general Zowe-Kurcyusz regularity condition (see [25, p.332] ). However, since the set of feasible controls may have no interior points (for an example see [25] ), the Zowe-Kurcyusz regularity condition does not imply the linearized Slater condition. Furthermore, one already has to know the solution of the optimal control problem (P ) to check whether the Zowe-Kurcyusz condition is satisfied. This is not the case for the proposed Slater condition.
Theorem 2.4. Let (ū,ȳ) be a solution of the problem (P ). Furthermore, let Assumption 2 be fulfilled. Then, there exists an adjoint statep ∈ W 1,s 0 (Ω), s ∈ [1, N/(N − 1)), a Lagrange multiplierμ ∈ M(Ω) and a subdifferentialλ ∈ ∂j(ū) such that the following optimality system Aȳ =ū in Ω,
is fulfilled. Here, the inequalityμ ≥ 0 means μ, ϕ M(Ω),C(Ω) ≥ 0 for all ϕ ∈ C(Ω) with ϕ ≥ 0.
Proof. The proof can be found in [10, Theorem 2.5].
In the definition (3b) for the optimal adjoint statep we have to solve an elliptic equation with a measure on the right hand side. This problem is well-posed in the following sense. 
Proof. This result is due to [9, Theorem 4 ].
The next theorem shows the relation between the adjoint state and the control. One can see, that if β is large, the control will be zero on large parts of Ω. Henceū is sparse.
Lemma 2.6. Letū,p,λ,μ satisfy the optimality system. (3a)-(3d). Then the following relations hold for θ > 0:ū
From the second formula it follows thatλ is unique if the multiplierμ and adjoint statep are unique.
Proof. The proof only uses the optimality (3c) and can be found in [6, Theorem 3.1].
Convergence Analysis of the Regularized Problem
Solving the problem (P ) directly is challenging for mainly two reasons. First, since the multiplier corresponding to the state constraints appears in form of a measure, it is not clear how to deal with the state constraints. For the control constraints many powerful methods are available.
Here, we only want to mention the semi-smooth Newton solvers [13, 14] and the Active-Set methods [3] . However it is not clear how to implement the state constraints into a direct solver. In [4, 17] Active-Set methods has been used to solve problems where the state constraints have been treated by Moreau-Yosida regularization. In [17] also relations between semi-smooth Newton methods and Active-Set methods have been established that can be used to prove fast local convergence. In this work we want to adapt the approach of a modified augmented Lagrange method that has been proposed by the first author in [18] to overcome the lack of the multiplier's regularity.
The second challenge is the ill-posedness of the original problem (P ). There small perturbations of the given data y d may lead to large errors in the associated optimal controls. To deal with this issue we will use the well-known Tikhonov regularization technique with some positive regularization parameter α > 0. The regularized problem is given by
It is clear that (P α ) omits a unique solution u α with associated state y α . One can expect that u α converges to the solution of (P ) as α → 0. Similar results can be found in the literature, e.g. [26] .
Lemma 3.1. Let u α be the unique solution of (P α ) with α > 0 with associated state y α . Furthermore letū be the unique solution of (P ) andȳ its associated optimal state. Then we have
where we exploited the optimality of u α for (P α ) and the optimality ofū for (P ).This yields u
. Now we use that the set U ad is weakly compact and extract a subsequence u αi u * ∈ U ad . Since the operator S is compact, see Theorem 2.2, we obtain strong convergence of the state on the subsequence
Hence u * is a minimizer of J 0 . The solutionū of (P ) is unique and since the problems (P ) and (P α ) coincide for α = 0 we obtainū = u * . As the norm is weakly lower semicontinuous we get
. As a well known fact, weak and norm convergence yield strong convergence and hence we have u αi → u * . As the sequence u αi was arbitrarily chosen we obtain convergence of the whole sequence u α →ū. We now want to show improved convergence results for the states. Since S is a linear, continuous, and injective operator we know that the functional
is strongly convex. In the following let u and y := Su such that (u, y) ∈ F ad . Then the following inequality holds for all t ∈ [0, 1]
for some parameter m > 0. Now we set t = 1 2 and use the optimality ofū to obtain
Please note that with (u, y), (ū,ȳ) ∈ F ad the convex combination is also feasible. Here we set y := Sū. Furthermore we obtain with the continuity of
with some constant c > 0. Rearranging the inequality above yields the growth condition
This growth condition can now be used to established improved convergence results for the states (y α ). Recall that J α (u α ) ≤ J α (ū) and estimate
This implies
. Using the already established strong convergence u α →ū, we get
which finishes the proof.
Optimality Conditions
Let us assume that the Slater condition given in Assumption 2 is satisfied. Then first order necessary optimality conditions can be established for the regularized problem.
Theorem 3.2. Let (u α , y α ) be the solution of the problem (P α ). Furthermore, let Assumption 2 be fulfilled. Then, there exists an adjoint state
and a subdifferential λ α ∈ ∂j(u α ) such that the following optimality system holds:
In the following we collect some results similar to Lemma 2.6.
α satisfy the optimality system (5a)-(5d). Then the following relations hold:
Proof. These results can be proven by using a pointwise interpretation of the optimality condition (5c).
In the subsequent analysis we will need that the multipliers for the problem (P α ) are uniformly bounded for all α ≥ 0. Note that for α = 0 the problem (P α ) reduces to problem (P ). The boundedness of the multiplier can be expected from abstract theory [5] , and we make use of the Slater condition to prove it.
Lemma 3.4. Let α ≥ 0 and define the set
of all multipliers associated with problem (P α ). Then the multipliers are uniformly bounded, i.e. there exists a constant C > 0 independent from α such that
Proof. We follow the book of Tröltzsch [25] and consider our solution mapping S :
. Let α ≥ 0 be given, and u α , y α be the solution of (P α ) with an associated multiplier µ α . We now use the Slater condition from Assumption 2 and compute for any f ∈ C(Ω) with f ∞ = 1:
Now recall that the adjoint equation (5b) can be rewritten as
Furthermore by assumption u α ∈ U ad and by Theorem 2.3 and 2.5 we obtain that u α , y α and p α are uniformly bounded in L 2 (Ω). This now yields
Dividing the above inequality by σ > 0 finishes the proof.
The Augmented Lagrange Method
In the following we want to solve the regularized Problem (P α ) for α → 0. For fixed α we follow the idea presented in [18] and replace the inequality constraint y ≤ ψ by an augmented penalization term. In that way we get rid of the measure and work instead with a more regular approximation.
The Augmented Lagrange Optimal Control Problem
First let us introduce the penalty function P which we use to augment the state constraints. Let ρ > 0 be a given penalty parameter, and let µ ∈ L 2 (Ω) with µ ≥ 0 be a given approximation of the Lagrange multiplier. Now we define
Let now ρ > 0 and µ ∈ L 2 (Ω) be given. Then in each step of the augmented Lagrange method the following sub-problem has to be solved: Minimize
with α > 0, subject to the state equation and the control constraints
A solution of (P α,ρ,µ ) will be denoted by u Proof. Since U ad is closed, bounded and convex and J α ρ is coercive, weakly lower semi-continuous and strictly convex, problem (P α,ρ,µ ) has a unique solution u α ρ ∈ U ad . For more details see [25] and [12] . in Ω,
Proof. Further we make an analogue observation like in [18] .
Proof. The proof just differs from the one of [18, Theorem 3.3] Now fix a u ∈ U ad and use it in (7c), yielding
By Young's inequality and exploiting (λ
Let us fixs
. Now using the fact that u α ρ is bounded in L 2 (Ω) and u is fixed to obtain the result.
The Prototypical Augmented Lagrange Algorithm
In the following, let (P k α,ρ,µ ) denote the augmented Lagrange sub-problem (P α,ρ,µ ) for given penalty parameter ρ := ρ k , multiplier µ := µ k and regularization parameter α := α k . We will denote its solution by (ū k ,ȳ k ) with adjoint statep k and updated multiplierμ k , which is given by (7d).
(Ω) be given with µ 1 ≥ 0. Choose θ > 1.
3. If the step is successful set µ k+1 := µ k , ρ k+1 := ρ k and choose 0 < α k+1 such that α k+1 < α k .
4. Otherwise set µ k+1 :=μ k and α k+1 := α k , increase penalty parameter ρ k+1 := θρ k .
5. If the stopping criterion is not satisfied set k := k + 1 and go to step 1.
Please note that we only decrease the regularization parameter α k if the algorithm produces a successful step. Let us restate the system (P k α,ρ,µ ) that is solved by (ū k ,ȳ k ,p k ,μ k ):
The Multiplier Update Rule
We start this section with a technical estimate, which will be useful in the subsequent analysis.
Lemma 4.4. Let α k > 0 be given and let (u α k , y α k , p α k , µ α k ) be the solution of (5) and let
Proof. Using (5c) and (8d), we obtain
Now we use that the subdifferential is a monotone operator, which yields (
. This yields
The term on the right-hand side of equation (10) can be split into two parts:
and
Here, we used the complementarity relation (5d) as well as y α k ≤ ψ andμ k ≥ 0. Putting the inequalities (10), (11) , and (12) together, we get
which is the claim.
The following result motivates the update rule.
Proof. From Lemma 4.4 we conclude using the estimate
The result now follows using the uniform boundedness of µ α k , see Lemma 3.4.
This result shows that the iterates (ū k ,ȳ k ) will converge to the solution of the regularized problem for fixed α k if the quantity
tends to zero for k → ∞. To construct our update rule we follow the idea presented in [18] and define a step of Algorithm 1 to be successful if the condition
is satisfied with τ ∈ (0, 1). Here, we denoted by step n, n < k, the previous successful step. In [18] this quantity was also used as a stopping criterion. However this is not possible here, as we proceed to let α go to 0. Instead we will check the first order optimality conditions for problem (P ) as a stopping criterion. This will be described in detail in section 6.
The Augmented Lagrange Algorithm in Detail
Let us now formulate the algorithm based on the update rule established in the previous section.
(Ω) be given with µ 1 ≥ 0. Choose θ > 1, 0 < ω < 1, τ ∈ (0, 1) and R + 0 >> 1. Set k := 1 and n := 1.
, as well as µ + n := µ k+1 and R + n := R k . Set n := n + 1.
5.
Otherwise if the step k is not successful, set µ k+1 := µ k and α k+1 := α k , and increase the penalty parameter ρ k+1 := θρ k .
6. If a stopping criterion is satisfied stop, otherwise set k := k + 1 and go to step 1.
Again, please note that the regularization parameter α k is only decreased when the algorithm produces a successful step. We will take advantage of this in the subsequent analysis.
Infinitely many Successful Steps
The main aim of this section is to prove that the proposed algorithm produces infinitely many successful steps. In order to prove this we consider the augmented Lagrange KKT system of the minimization problem
subject to y = Su and u ∈ U ad . We fix the multiplier approximation µ, the regularization parameter α and let the penalization parameter ρ tend to infinity. As mentioned in [18] the problem reduces to a penalty method with additional shift parameter µ. The only difference to the approach in [18] is, that we have an additional L 1 -term in the objective functional. However, taking a closer look at [18, Lemma 3.6 ] reveals that it also holds for an additional L 1 -term. This yields the following Lemma. Lemma 4.6. Let µ ∈ L 2 (Ω) with µ ≥ 0 and α > 0 be given. Let (u ρ α , y ρ α , p ρ α ) be solutions of (P α,ρ,µ ) with ρ > 0 and (u α , y α ) be the solution of (P α ). Then it holds u
With a similar argument we can establish the next lemma. Again the proof can be found in [18, Lemma 3.7] . If we now combine these two results we can show that our algorithm produces infinitely many successful steps. This will be crucial in the convergence analysis in the next section.
Lemma 4.8. The augmented Lagrange algorithm makes infinitely many successful steps.
Proof. We assume that the algorithm produces only finitely many successful steps. Then there is an index m such that all steps k > m are not successful. Due to the definition of the algorithm we obtainμ k =μ m for all k > m and R k > τ R m > 0 as well as ρ k → ∞. This now yields a contradiction as with Lemma 4.6 and 4.7 we obtain
Please note that α k is constant for k > m since its value is only decreased in a successful step.
Convergence Results
In this section we want to show convergence of Algorithm 2. Let us recall that the sequence (u 
Proof. Using the definition for a successful step we obtain:
The rest now follows by induction and a standard estimate.
We want to point out that the right hand side of (14) goes to 0 as n → ∞. This will be crucial in the following convergence analysis and is a result of our update rule. Let us now show the L 1 -boundedness of the Lagrange multipliers (µ + n ).
Lemma 5.2 (Boundedness of the Lagrange multiplier)
. Let Assumption 2 be fulfilled. Then Algorithm 2 generates an infinite sequence of bounded iterates, i.e., there is a constant C > 0 such that for all n it holds
Proof. Let (û,ŷ) be the Slater point given by Assumption 2, i.e., there exists σ > 0, such that y + σ ≤ ψ. Then we can estimate
.
The first part (I) can be estimated with Lemma 5.1 yielding
Please note that we used the monotonicity of (α n ) n . Before we estimate part (II) recall that we have the inequality (λ
for every u ∈ L 1 (Ω). By definition we obtain that u ∈ U ad implies u ∈ L ∞ (Ω). Now the second part (II) can be estimated using Young's Inequality as follows
Putting (15) and (16) together yields
Since τ ∈ (0, 1) by assumption, the right-hand side is bounded. Consequently we get boundedness of (u
. By the regularity result Theorem 2.1, the sequence (y 
whereū denotes the unique minimum norm solution of problem (P ).
Proof. Since the algorithm yields an infinite number of successful steps (Lemma 4.8) we get
with α n → 0. Let (u αn , y αn , p αn , µ αn ) be a solution of (5) for α := α n then we obtain from Lemma 4.4 the following inequality
Note that in the last step we used Lemma 3.4. With (17) from above, we conclude
We now split the error as described in the introduction
Lagrange error (I)
Tikhonov error (II)
Using (18) we obtain (I) → 0. Now we use the fact that our algorithm creates infinitely many successful steps, which gives α n → 0 as n → ∞. We therefore conclude that u αn →ū, see Lemma 3.1. Hence hence (II) → 0. So in total we obtain u + n →ū in L 2 (Ω). Convergence of y * n →ȳ follows from Theorem 2.1 which finishes the proof. 
which is similar to the results obtained for a Tikhonov regularization without state constraints, see [26] and Lemma 3.1.
Proof. We split the error to obtain with some c > 0 independent from n:
The result is now an immediate consequence of (18) and Lemma 3.1.
Let us assume that the adjoint statep and the multiplier corresponding to the state constraint µ are unique then following [18, Theorem 3.12, Corollary 3.12] we get the following convergence result.
Theorem 5.4. Let (ū,ȳ,p,ū) satisfy the KKT-system (3). Let us assume that (p,μ) are uniquely given. Then it holds
Numerical Method in Detail
All optimal control problems have been solved using the above stated augmented Lagrange algorithm implemented with FEniCS [19] using the DOLFIN [20] Python interface. The arising sub-problems (P α,ρ,µ ) have been solved combining two methods. The first method is the active set method presented by Stadler [24] , where optimal control problems of type (P α,ρ,µ ) have been solved, but without augmented state constraints. The second is the method established by Ito et al. [17] that presented an active set method for optimal control problems with state constraints but without a L 1 -cost term.
Like in [24] we set for (8) 
Defining the following active sets, see also Lemma 3.3:
The resulting sub-problem of the augmented Lagrange method can now be solved by the following algorithm.
Active set method (inner iteration) 2. Solve for (u k+1 , y k+1 , p k+1 , ξ k+1 ) satisfying 
Compute the subdifferential λ
The computation of the L 1 -subdifferential follows from a projection formular similar to the one from Lemma 3.3. Since the active sets are disjoint subsets of Ω the calculation of ξ k+1 in Step 4 does not evoke any conflicts to its usage on the subsets
Step 3 of the algorithm. Further, the termination criterion yields a solution of the augmented Lagrange subproblem (P α ).
Proof. Since for given active sets the solution to (19) is unique we have (u k+1 , y k+1 , p k+1 ) = (u k , y k , p k ). By definition of the active sets Y k − , Y k + we get µ k+1 = (µ + ρ(y k+1 − ψ)) + . The optimality condition (8d) can be equivalently expressed bȳ
where c > 0 arbitrary. Choosing c = α −1 and exploiting ξ
However, high values of the penalty parameter ρ paired with small values of the Tikhonov parameter α may evoke bad stability during solution of the subproblem. To counteract this aspect we introduce a so called intermediate step. Here, Step 3 and Step 4 of Algorithm 2 are extended for a third alternative. If the current iterates of the k-th iteration do not satisfy the update rule but sufficiently satisfy the feasibility and complementarity condition, i.e.
with ε I > 0, we set
As a termination criterion we check the optimality conditions of the current iterate (u
we stop the algorithm if the inequality
is satisfied. In order to be consistent we set ε I < ε.
As the Active-Set methods are related to the class of semi-smooth Newton methods we cannot expect a global convergence behavior of the method described above. Furthermore, the problem becomes bad conditioned if α → 0 or ρ → ∞. Due to the intermediate step we expect ρ to be bounded. However as α goes to zero we have to globalize our method. We use a projected gradient method to construct suitable starting values for the Active-Set method.
Numerical Results
Let us present some numerical results to support our method. We apply our method for problems of the following form:
subject to
The additional variable f ∈ L 2 (Ω) allows us to construct test problems with known solutions.
Some calculations show thatȳ,p ∈ C 2 (Ω) andȳ =p = 0 on ∂Ω. By construction we obtain u(x) ∈ {−1, 0, 1} for a.e. x ∈ Ω. In order to satisfy the optimality conditions we now set
One now can check that the functions (ū,ȳ,p,μ) satisfy the KKT conditions defined in Theorem 2.4 with a suitable modification for the forward equation. We apply our algorithm with the following set of parameters θ = 5, ω = 0.75, τ = 0.8, ε = 10 −6 , ε I = 5 · 10 −7 .
The interval Ω is divided into 10 6 equidistant elements. The algorithm stops after a total of 40 iterations, which splits in 13 successful, 19 intermediate and 8 not successful iterations with an average of 5.25 inner iterations. The parameters were initialized with α := 1 and ρ := 100 and the final parameters are α = 0.75 32 ≈ 10 −4 and ρ = 100 · 5 8 ≈ 3.9 · 10 7 . As we have an exact solution we can compute convergence rates. We plot the
over the regularization parameter α k . Note the we only plot successful and intermediate steps. As expected we see that the algorithm produces only intermediate steps after some given time. The error can be found in Figure 1 and plots of the computed solution can be seen in Figure 2 
with constant α, γ > 0. We want to mention that the exact controlū satisfies the following regularity assumption meas{x ∈ Ω : |p(x)| − β < ε} ≤ cε κ , for all ε > 0 with some κ > 0, which can be used to prove error estimates of the form (23) for some algorithms, see e.g. [23, 28] . However it is an open problem to prove convergence rates for the augmented Lagrange method presented in this paper. 
Example 2: Bang-Bang-Off Example in Two Space Dimension
We set u a = −1, u b = 1. Let Ω be the circle around 0 with radius 2. We now define the following functions. For clarity and to shorten our notation we set r := r(x, y) := x 2 + y 2 . One now can check that for β = 0 the functions (ū,ȳ,p,μ) satisfy the KKT conditions defined in Theorem 2.4 leading to a bang-bang solution. For β = 0 we expect the optimal solution to exhibit a bang-bang-off structure. Here no exact solution is known. We computed this problem for different values of β on a regular triangular grid with approximately 1.8 · 10
5 degrees of freedom. The parameter used for this computation are τ = 0.8, ω = 0.75, θ = 5, ε = 10 −6 and ε I = 5 · 10 −7 . We started with α = 0.1 and ρ = 100. Additional information for the calculations can be found in Table 1 while the computed controls can be seen in Figure 4 . 
Example 3
For the next example we set Ω = (0, 1) 2 , u a = −1, u b = 1 and β = 10 This example is taken from [22] and is an example of an optimal control problem where the desired state is reachable and the source conditionū = S * w with an element w ∈ L 2 (Ω)
is satisfied if the state constraints are not present. We computed the solution on a regular triangular grid with 1.6 · 10 5 degrees of freedom, ε = 10 −6 and ε I = 5 · 10 −7 . As starting values we set α = 0.1 and ρ = 100. The algorithm stopped after 8 successful, 25 
