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Abstract 
We present a method for synthesis of optimal control with feedback of some class of nonlinear 
systems via quadratic criteria. This method is based on a special method of successive approximations, 
whose convergence allows to prove an existence of optimal control and to get the procedure of its 
construction. The paper examines analytical and numerical investigation of the method and its 
realization by means of MathCloud system. It presents a numerical experiment to build optimal control 
of a physical pendulum. 
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1 Introduction 
Consider a nonlinear dynamical system which is characterized by the diơerential equation 
u),f(x,BuAxх                                                              (1) 
where )x,...,(xx n1  be a n-dimensional real state variable vector, )u,...,(uu m1 be a m-
dimensional real control vector, A and B be a real (n × n) and (n × m) matrices, and )f,...,(ff n1 be a 
vector function, defined and continuous together with its partial derivatives 
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ineuclidean vector space mn . 
Assume that the initial state 
x(0)=c                                                                     (2) 
is fixed and the objective of system control (1.1) is to minimize the functional 
,Pe(T)e(T),
2
1
dt]Ru(t)u(t),Qe(t)e(t),[
2
1
J(u) ²¢³ ²¢²¢  
in which T be a fixed finite time, Q and P be a positive semidefinite (n × n) matrices, R be a 
positive definite (m × m) matrix, 
z(t)x(t)e(t)                                                                   (3) 
be a system error, and )z,...,(zz n1  be a defined operating mode. It is obvious that the direct 
usage of L.S. Pontryagin’s maximum principle in the problem leads to rather complicated boundary 
value problem unless the (1)–(3) is reduced to a linear-quadratic problem of tracking (e.g., see [1]). 
However, mostly in practical situations the z(t)-mode is designed so that the above reduction is 
impossible. 
In general getting a solution (or solutions ratings) of the problem (1)–(3) requires various methods 
(e.g., see [2]–[9]). One of the principal methods herein is a method of successive approximations, 
which is described in [2]. Seemingly simple and intuitive, it (method) reduces initial problem to a 
certain sequence of linear-quadratic problems. However, this method has not achieved widespread use 
yet, be-cause it’s the convergence has not been proven. The latter, in particular, due to the fact that in 
pattern of successive approximations the operator of the system changes from iteration to iteration. 
The objective of this paper is numerical and analytical investigation of solutions of the problem 
(1)–(3) in the form of the control law with feedback. To achieve the main goal we use the procedure 
which is a modification of the method [2] and includes the creation of some specially generated 
sequence of auxiliary linear-quadratic problem. In some cases, this allows to set the method converges 
and to prove the existence of optimal control, as well as to obtain the procedure of its constructions.  
2 Auxiliary Problems 
Formally describe the method of successive approximations on which all the further constructions 
will be based. 
Following [9], for all N=0,1,… consider the auxiliary problem of minimizing the functional 
²¢³ ²¢²¢  Pe(T)e(T),2
1
dt]Ru(t)u(t),Qe(t)e(t),[
2
1
(u)J
T
0
1N
                            (4) 
with relation 
c=   x(0)),u,f(xBuAxх NN                                                   (5) 
where Nx and Nu  be a some defined and continuous functions on the interval [0, T]. 
 For fixed Nx and Nu and (5) is defined by the optimal control (t)u 1N  in the problem (1) the 
control law with feedback  
(t)],xK(t)(t)[hB'R(t)u 1N1N
1
1N 

                                                (6) 
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in which (t)x 1N  be a solution of the equation (5) corresponding with (t)u 1N  and satisfying the 
initial condition 
c,(0)x 1N    
K(t) be a solution of matrix Riccati diơerential equation 
QK(t)B'BRK(t)K(t)A'AK(t)(t)K 1                                       (7) 
with boundary condition        
K(T)=P,                                                                     (8) 
and (t)h 1N  be a solution of a linear diơerential equation 
(t))u(t),f(xK(t)Qz(t)(t)hK(t)]'B'BR[A(t)h NN1N
1
1N                                    (9) 
with boundary condition 
 Pz(T)(T)h 1N                                                              (10) 
(see [1]). 
Thus, if the initial approximation (t)u(t),x 00   is given, the relations (4)–(10) determine pattern of 
successive approximations, which, as shown below, for all considerably small values T and provides 
an effective procedure for constructing the solution of problem (1)–(3). We also note that, for 
simplicity, the initial approximation is to be determined by the relations  
 c(t)x0 {                                                                (11) 
and 
   c].K(t)[Pz(T)B'R(t)u 10 {                                                  (12) 
Remark 1. The autonomous of system (1) and constancy of matrices Q and R in this paper are not 
used anywhere else and taken to simplify the notation. 
3 Analytical Investigations 
Let’s apply the method (7)–(12) to study the simplest variation of problem (1)–(3), in which the 
value of T expects suƥciently small. Such a problem will be called local. 
The existence and structure of the optimal controls in a local problem (1)–(3) will be established 
following 
Theorem 1. Let c an arbitrary point of space n . Then there exists a positive number  , such 
that for all Tא(0,  ) there exists an optimal control (t)u*  in problem (1)–(3). Moreover, for all 
tא[0,T] 
(t)],xK(t)(t)[hB'R(t)u **1*                                                   (13) 
where xכ(t) be a solution of equation 
)u,F(xBuAx(t)x *****                                                     (14) 
with the initial condition 
,c(t)x* {                                                                    (15) 
and (t)h* be a solution of equation     
(t))u(t),f(xK(t)Qz(t)(t)hK(t)]'B'BR[A(t)h ***1*    
with boundary condition 
Pz(T).(T)h*                                                                 (16) 
Remark 2. It is easy to see that the method of successive approximations (7)–(12) can be used for 
finding the solution of problem (1)–(3) for all suƥciently small values T. 
Turning to the general case of the problem (1)–(3) with an arbitrary finite horizon, we have 
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Theorem 2.We suppose that a sequence ,...,,...,, N10 MMM , generated by method (7)–(12), is 
uniformly bounded. Then the set 

0N Nk
k0 )Ω( t t MM  
is nonempty, compact in the topology of uniform convergence, and in-variant. In this connection 
we have 
.lim)Ω( NN0 MM fo                                                         (17) 
In this paper, the proofs of Theorems 1 and 2 are omitted. 
 
Corollary. We suppose that in the conditions of theorem 2, the set Ω(ϕ0) consists of a unique 
function ϕכ. Then in the problem (1)– (3) there exists an optimal control uכ(t), satisfying the relations 
(13)– (16). 
Remark 3. Every compact invariant set is known to contain a compact minimal set (e.g., see [10]). 
According to the conditions of the theorem 2, the set )Ω( 0M contains a compact minimal set  . 
If )h,(x   M is an arbitrary function of set M, then it is obvious from the theorems 1 and 2 that 
the control law 
x(t)]K(t)(t)[hB'Ru(t) 1                                                      (18) 
in any case can be considered a good approximation to the solution of the problem (1)–( 3). 
Let us note also that due to corollary to the theorem 2 convergence of the method (6)–(12) 
establishes the existence of solutions of the problem (1)–(3) and the structure of optimal control. 
4 Numerical Investigation of Problems in the MathCloud 
Environment 
The numerical investigation of the solutions of problems (1)-(3), relying upon theorems 1 and 2, 
was carried out through the use of MathCloud system services (see fig. 1). 
The main goals of MathCloud are to provide a unified access to problem solving computing 
services and to enable integration of these services in the context of scientific applications(e.g., see 
[11]). 
MathCloud system is based on the following approaches: simplification of service development, 
ease of access to these services and use of open technologies. 
Current web-technologies are regularly used for that purpose. Service-oriented approach allows 
MathCloud users to put aside the required specific resources and to state a request to the system in 
terms of the domain area making the work therewith considerably easier for an unskilled user. 
Also this approach is ideal for integration of software resources such as mathematical and 
computational packages. 
In cases when compute resources are required for service request execution that request can be 
transformed into computational tasks starting up at cluster or grid.  
Hence, MathCloud is also based upon actual computational resources and infrastructures. 
However, the implementation details of computation inside the service are hidden from its users. 
The lowest level of MathCloud architecture contains computational resources that are used for 
environment services operation. Technically this level is irrelevant to the MathCloud environment 
itself, but it is formed by the resources available to implementers and users, such as supercomputers, 
clusters, units of grid networks with installed needed equipment. 
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Figure 1:The numerical investigation of the solutions of problems (1)-(3), relying upon theorems 1 
and 2 
 
 
At the service level the remote access is implemented to some functionality actual for MathCloud 
users. Application services being the main environment components are focused on solving 
mathematical problems of defined class and serve as a basis for developing. The majority of 
mathematical resources can be presented as one or several functions; each of them has its own set of 
input and output parameters. 
At the application level the access of users to the MathCloud services is implemented through 
problem-oriented interfaces.  
The standard MathCloud system services were used for the numerical investigation of the solutions 
of problems (1)-(3) which allows to build effectively up the solutions of Cauchy problem for ordinary 
differential equations. In these services solutions are built up in expanded form of Taylor type. 
Thus, it is so important to use the service of effective evaluation of multidimensional polynomial 
on the basis of generalized Horner scheme. For building solutions of two point-boundary value 
problem the services of MathCloud system were also used. 
For building minimum sets additional original services were added to the MathCloud system. The 
numerical investigations were carried out for a Van der Pol equation and a Lorenz system and Wallis 
system(e.g., see [12]). 
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We considered both a stabilization problem and a tracking problem for these systems. According 
to investigations there was in all cases the convergence of the method of successive approximations on 
any finite amount of time. 
 
 
Figure 2: MathCloud architecture 
5 Illustrative Example 
Let us consider the problem of controlling a physical pendulum subject to friction and torque as a 
fundamental example of applying the previously obtained results. 
Example. A pendulum equation where the pendulum is subject to friction and torque looks like 
this: 
ሷ ൌ  ൅ ɂሶ ൌ ǡ                                                    (19) 
where x – pendulum coordinate, u – torque and ߝ– certain positive number. The problem of the 
pendulum's self-oscillation mode has been studied in depth for any value of ε and u, as well as the case 
where torque u is an invariable. In this example we will consider the problem of picking out torque u 
value in a way that provides the pendulum with an asymptotically stable and overall cyclic behavior 
for period which equals 1, possibly close to the following: 
                             .πt2πcos2x   πt,2sinx     
Let us denote the required torque by u * and execute a standard substitution to search for it 
 
®¯­  
 
.xx
x,x
2
1
                                                                     (20) 
The system (19) in coordinates (20) will take the following form: 
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®¯­
 
 
.uεxsinxx
,xx
212
21


                                            (21) 
Subsequently, let us suppose that 
)x,(xx 21  
and 
.
1
0
,
0
10
,
sin
0
),( 1
21 ¸¸¹
·
¨¨©
§ ¸¸¹
·
¨¨©
§
 ¸¸¹
·
¨¨©
§
 BAxxxf H
 
Therefore the system (21) can be rewritten in the following vector mode: 
                       f(x).BuAxx                              (22) 
At first, the problem of searching for torque u* as stated above seems appropriate to handle as a 
problem of functional minimization 
> @dt,ru(t)(t))Q(x(t)(t),x(t)I(u)
0
2³  
f
MM
 
where 
πt),2πcos2  πt,2(sin(t)  M  
r — certain positive number, and Q — certain symmetrical positive-definite matrix. But seeing as 
function 
πt2sinx   
cannot be used to solve the equation 
0xεsinxx     
it is easy to understand that this problem has no solutions. Therefore, in order to search for torque 
u* we shall introduce functional 
> @ ,φ(1)-Px(1)φ(1),-x(1)dtru(t)(t))Q(x(t)(t),x(t)J(u) 1
0
2 ³  MM
 
where P is also a certain symmetrical positive semi definite matrix. 
In order to solve this problem we used the realization of our method through MathCloud system. 
Torque u* control throughout the length of semi-exis
 was built according to formula > @
1.t
1,t0
      
1),(tu*
/r,x(t)K(t)h(t)B
(t)u*
t
dd

c ®¯­
 
The results of computational experiments are displayed in Figure 3 and Figure 4. 
Here (fig.3) let us suppose that ε = 0,1 and 
 ൌ ቀͳ ͲͲ ͳቁ ǡ ൌ ቀ
ͳ Ͳ
Ͳ ͳቁ ǡ ൌ ͲǡͲͲͻ͵Ǥ 
 
Here (fig.4) let us suppose that ε = 0,1 and 
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 ൌ ቀ ͷ ͲǡͳͲǡͳ ͳͲቁ ǡ ൌ ቀ
ͳ Ͳ
Ͳ ͳቁ ǡ ൌ ͲǡͲͲ͹ͶͳͶ Ǥͺ 
 
 
 
 
Figure3: Periodic function x and function φ (case A). 
 
 
According to the computation each of the modes pictured in figures 3 and 4 is usually 
symptotically stable in large. 
 
 
 
 
Figure 4: Periodic function x and function φ  (case B). 
6 Discussion 
A problem of control of dynamical systems on quadratic criteria basis is a classical problem of 
modern control theory. For linear systems, this problem is completely solved and its solution has been 
fully detailed in many books (see ex. [1]). 
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One of the first attempts to find the solution for nonlinear has been introduced in a book [2]. It 
describes some scheme of successive approximations that in some cases provides an optimal control in 
the form of feedback law. Peculiarity of the method described in [2] is that the system operator 
changes from iteration to iteration. It makes analytical investigation of the problem difficult and makes 
computational procedure more complicated. Thus, this method hasn`t been widely used. 
In papers [3]‒[6] different aspects of problem have been reviewed (from building of optimal 
control to the evidence of its solution existence). However, results described in [3]‒[6] are qualified as 
special cases of systems and doesn`t have general character. 
In papers [7]‒[9] there have been a modification of the scheme of R. Bellman`s successive 
approximations in [9] and its implementation in the MathCloud system. This scheme gives a solution 
of the problem in many important cases. Moreover the problem of convergence of the method over 
arbitrary finite horizon is still open and is a subject of future investigations. 
Let`s point out that eventually MathCloud resources can be used in more efficient way, for 
example, for differential equations with the polynomial right-hand side (see [13]). 
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