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ABSTRACT 
A two-dimensional sound localization system using an iterative 
spatial probability (ISP) algorithm is proposed.  With the ISP 
algorithm, sound signals from two microphones are iteratively 
cross- correlated and the time index of the strongest correlation 
is recorded in a histogram.  This information is then used to 
create a spatial probability map, which makes it possible to 
accommodate any number of microphones for increased 
accuracy and flexibility.  The number of iterations is varied in 
order to allow the system to adapt to the background noise 
levels.  Experimental results from a prototype system using 
three microphones show substantial improvements in speed and 
accuracy compared to previously reported systems, particularly 
at low signal-to-noise ratios.  
1. INTRODUCTION 
Artificial awareness systems attempt to locate, follow, or 
recognize individuals, objects and events and in the past few 
years, sound localization has emerged as an essential component 
of such systems [1,2].  Knowledge of the location of the sound 
sources in the environment provides a means of monitoring both 
the vocal activity of an individual as well as his or her position.  
This information can often be integrated with other senses such 
as vision, resulting in a more robust and accurate awareness 
system [1].   
The inspiration behind sound localization stems from the sound 
locating ability of humans and other biological creatures [3,4].  
Not only can we humans communicate through this sense but we 
can also locate speaking objects in the environment.  In fact, we 
can localize sound even when there are several people or objects 
producing a large amount of noise, such as when listening to a 
conversation in a crowded and noisy room.  Such ability is the 
ideal for any artificial sound localization system. 
Numerous sound localization systems have been implemented in 
the past [2,3,5,6].  While the majority have been relatively 
successful, they often had poor performance at low signal-to-
noise ratios, and in most cases were not able to correctly localize 
the sound source with a SNR less than 5dB.  Systems that 
performed better under adverse conditions took too long to make 
a correct localization.  This characteristic made such systems 
impractical for most real-time applications. 
This paper presents a two-dimensional sound localization 
system that adapts to a variety of signal-to-noise ratios (SNR) 
while sustaining a high localization rate.  It can be expanded to 
include any number of microphones placed at any location in the 
environment.   
2.  PRACTICAL SOUND LOCALIZATION 
Sound localization is based upon measuring the differences in 
the time of arrival of sound at several locations.  Using these 
time differences, which are called Time Differences Of Arrival 
(TDOA), the exact position of the sound source can be 
computed [2].  In two dimensions, the TDOA for a given 
microphone pair constrains the location of the sound source to a 
hyperbola.  When two or more microphone pairs are available, 
the intersection of the corresponding hyperbolas provides an 
estimate for the sound source location.  In an idealized 
environment sound localization is straightforward.  However, in 
the presence of background noise and reflections, it becomes 
extremely hard to determine differences in the time of arrival.   
A key step in sound localization is the estimation of the TDOA 
parameter for two microphones.  This would be relatively 
simple if the sound signals obtained by the two microphones 
were identical time-shifted versions of one another and if both 
signals had a recognizable start.  Such is not the case in a 
practical situation.  In the absence of a well-defined starting 
point, an estimate of the TDOA can be obtained by cross 
correlating the signals received by the two microphones.  Then, 
the location of the peak of the cross correlation curve 
corresponds to the true TDOA [2,5].  This time delay estimate 
can be further improved by using a frequency-whitening filter 
[2]. 
Errors in sound localization arise because of background sounds, 
secondary speakers, and reflections.  Reflections are difficult to 
model, because the strength of a reflected signal depends on the 
location and direction of the sound source as well as the nature 
of the reflecting surface.  For example, if a person speaks 
directly towards a microphone array the reflection will be 
insignificant, whereas if he or she speaks towards one of the 
side walls the strength of the reflected sound may be greater 
than the signal arriving directly from the speaker to the 
microphones. 
In order for a sound localization system to be useful, it needs to 
provide a high localization and accuracy rate despite any sources 
of error that may be present.  The algorithm presented in this 
paper, which is introduced in the following section, was 
developed with these goals in mind.    2 
3.  DESCRIPTION OF THE 
IMPLEMENTED SYSTEM 
A two-dimensional sound localization system was implemented 
consisting of 3 microphones placed in a linear array at 0.5m 
intervals and a height of 1.6 m.  The height of 1.6m is roughly 
the height of speakers in the environment.  The dimensions and 
contents of the test environment are shown in Figure 1. 
 
Figure 1. Top view of the test environment 
To minimize the effects of electrical interference, each 
microphone module has an on-board amplifier, low-pass filter, 
and an 8-bit analog-to-digital converter (ADC).  Each module is 
responsible for the initial analog processing of the sound 
signals, digitization, and transmission to the host computer via a 
data interface module.  The ADCs sample the sound signals 
from each microphone at a rate of 24kHz. 
When the system is idle, the energy of the sound signals is 
monitored using 10-sample frames.  When this energy surpasses 
a preset threshold, 256-sample sound windows are continuously 
acquired and processed by the localization system, as shown in 
Figure 2.  The energy of each 256-sample window is also 
monitored, and once it drops below the predetermined value, the 
system reverts to the idle state. 
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Figure 2. The selection of 256-sample sound windows 
for localization analysis 
3.1  The Iterative Spatial Probability Sound 
Localization Algorithm 
Once the beginning of a sound burst is detected, 256-sample 
sound windows are continuously acquired for each of three 
microphones and processed by the iterative spatial probability 
(ISP) algorithm.  The ISP algorithm consists of beam-forming 
sound localization system which dynamically adjusts the number 
of sound samples used for analysis in order to adapt to different 
background noise levels. 
After the three sound signal segments are obtained, three cross-
correlation functions for the three possible combinations of 
microphone pairs are computed and filtered using the frequency-
whitening filter described in [2].  Although only two of these 
cross-correlations functions are necessary for localization, the 
inclusion of the third function reduces the effects of sound 
reflections, as discussed in [1].  
This process is repeated N times using N successive sound 
windows and each time the indices of the main peaks of the 
three filtered cross correlation functions are incorporated into 
three histograms.  Figure 3 shows an example of a cross 
correlation peak histogram.  The histograms record the number 
of times a cross correlation peak occurs at a given TDOA.  As 
¥ ® N , each histogram approaches the probability density 
function (pdf) of the corresponding cross-correlation function 
peaks.   
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Figure 3. Histogram of the filtered cross correlation 
peaks 
The number of iterations N is adaptively adjusted in order to 
compensate for low SNR situations while maintaining the 
highest practical localization rate.  This is accomplished by first 
computing the histogram peak vectors for each iteration, which 
consist of the indices of the three histogram peaks, as shown 
below: 
[] ... )) ( ( )) ( ( ) ( , 2 , 1 m H Peak m H Peak z TDOA z z =    3 
Where  ) (z TDOA  is the histogram peak vector after the zth 
iteration,  Hi,z(m) is the histogram associated with the ith 
microphone pair after the zth iteration, and Peak(f(m)) returns 
the sample index of the global maximum of f(m). 
Next, the Euclidean distance between successive histogram peak 
vectors is calculated as shown: 
) 1 ( ) ( ) ( Distance - - = z TDOA z TDOA z  
If, after a minimum number of iterations, this distance drops 
below a predetermined threshold, the iterative process 
terminates and the histograms are converted to a 2-D spatial 
probability map (SPM) which is used to estimate the location of 
the sound source, as described below.   
3.2  Spatial Probability Map 
In two dimensions, TDOA estimates for at least two microphone 
pairs allow the sound source to be located by calculating the 
intersection of two hyperbolas.  However, in many situations, 
several different TDOA values may be equally dominant and 
hence it becomes difficult to select the correct TDOA.  In this 
paper, a spatial probability map (SPM) is proposed as a robust 
means of TDOA histogram integration and sound source 
localization.   
An SPM is a two dimensional image in which the brightness of 
each image pixel is proportional to the probability that the 
sound source is at that location, as shown in Figure 4.  The point 
of highest intensity in the SPM corresponds correctly with the 
location of the speaking object in the environment.  
 
Figure 4. Spatial Probability Map 
The SPM is created by first creating sub-layers for each 
microphone pair and then point-wise summing all of the sub-
layers. Each sub-layer is produced by overlapping the 
corresponding hyperbolas of every possible TDOA for each 
microphone pair with the intensity of each hyperbolic curve 
being proportional to the frequency of occurrence of the 
corresponding TDOA.  
4. EXPERIMENTAL  PERFORMANCE 
EVALUATION 
In order to analyze the overall performance of the implemented 
system and compare it to previous sound localization systems, 
several experimental evaluations were conducted.  Each of these 
evaluations were repeated numerous times to ensure the validity 
of the reported results.  
4.1  The Effects of SNR on System Performance 
Figure 5 illustrates the relation between the required number of 
iterations and the signal to noise ratio.  Each point on the graph 
is the average of ten trials.  In all cases, the system located the 
sound source correctly.  From these results it can be observed 
that the number of iterations needed increases substantially for 
low SNR situations. 
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Figure 5. The relation between SNR and required 
number of iterations 
From Figure 5 it can be observed that the implemented system 
is able to localize the main sound source in the presence of 
intense background sounds, with SNRs of as little as 0 dB.   
These results, however, were obtained with the speaker directly 
facing the microphone array. 
4.2  The Effects of Reflection on System 
Performance 
Figures 6 and 7 illustrate the effects of reflection on the 
localization process for the case of a single speaker standing in 
the middle of the room.  As shown, horizontal deflections 
greater than 50
0 and negative vertical deflections of the direction 
of speech greatly increase the required number of iterations.  It 
is interesting to note that positive vertical deflections as well as 
small horizontal deflections did not have great impact on system 
performance.  
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Figure 6. The effects of horizontal deflection on the 
required number of iterations 
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Figure 7. The effects of vertical deflection on the 
required number of iterations 
4.3  Comparison of the ISP algorithm with 
previous approaches 
The proposed sound localization system differs from previously 
reported systems [2,5,7,8] in two main aspects.  First, an 
iterative procedure of dynamic length is used, and second, the 
results from different microphone pairs and for different 
iterations are combined to form a spatial probability map.  The 
resulting system exhibits high immunity to background sounds 
and secondary sound sources.  The spatial probability mapping 
technique also has the advantage of not limiting the number or 
location of microphones.  However, the latter point has not been 
explored in this paper. 
Table 1 summarizes the performance characteristics of several 
sound localization systems.  Note that the ISP characteristics in 
Table 1 have been provided for a SNR of 3dB, although it can 
function with SNRs of 0-3 dB with a reduced localization rate.  
 
Algorithm SNR 
Range 
Max 
Loc. 
Rate 
Correct 
Localiz. 
Prob. 
# of 
Mic 
Learning-Based [5]  >20  2 Hz  N/A  4 
Freq. Decomp. [9]  >18*  77 Hz  0.43*  10 
Filt. Cross Corr. [2]  N/A  2 Hz  N/A  8 
ISP >3  16  Hz  0.99**  3 
Table 1. Comparison of different sound localization 
implementations.  *These results were reported for a 
single run with no overall mean reported.  **Based on 
the results of 100 trials at 3 dB. 
In comparison with the learning approach of [5], the ISP 
algorithm has the advantage of a shortened configuration time, 
higher localization rate, and robustness to low SNR situations.  
The frequency decomposition algorithm of [9] performs better 
than the learning-based sound localization algorithm.  It is also 
the fastest implementation studied.  However, the single correct 
localization probability rate reported is much lower than that of 
the ISP system and its robustness to low SNRs remains unclear.  
The filtered cross correlation system of [2] in many ways 
resembles the initial steps of the ISP algorithm. In both cases, 
sub-optimal filtered cross correlations are used as means of 
TDOA estimation.  However, while no information regarding 
the correct localization probability or average SNR of this 
system could be found, it is known that it runs at a constant 2 
localizations per second compared to the 16 localizations per 
second of the ISP algorithm.   
5.  CONCLUSION AND SUMMARY 
An iterative procedure has been proposed for sound localization, 
using a spatial probability amp to record the results of 
individual microphone pairs.  The number of iterations is 
adjusted dynamically to accommodate different levels of 
background noise and other environmental conditions. 
The experimental results show a high success rate in sound 
localization and a high degree of robustness in low SNR 
situations.  The spatial probability map does not impose any 
constraints of microphone location and opens the possibility of 
integrating sound localization with other senses such as vision.   
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