The homological niteness property F P 3 and the combinatorial property of having nite derivation type both are necessary conditions for nitely presented monoids to admit a nite convergent presentation. For monoids in general, the property of having nite derivation type is strictly stronger than the property F P 3 . Here we show that for groups these two properties are equivalent. The proof exploits a result of 6], which states that a group G, which is given through a nite presentation hX; Ri, has nite derivation type if and only if the ZG-module of identities among relations that is associated with hX; Ri is nitely generated. We also give a new proof for this result which is much simpler than our original proof.
Introduction
In many instances rewriting systems that are convergent, that is noetherian and con uent, have been found to be quite useful for solving decision problems for algebraic structures e ectively 13]. When the algebraic structures under consideration are monoids or groups, then the appropriate notion of rewriting systems is that of string-rewriting systems. A nite convergent string-rewriting system yields syntactically simple algorithms for solving the word problem, the order problem and the problem of deciding commutativity 2], and in some instances such a system also induces algorithms for solving the conjugacy problem 16] and the generalized word problem 10].
An important question that remained open for many years is the following: does every nitely presented monoid with a decidable word problem have a presentation through some nite convergent string-rewriting system? In 1987 this question was nally answered by C. Squier. He proved that a monoid which admits a presentation of this particular form satis es the homological niteness condition FP 3 20] . Since there are known examples of nitely presented monoids (in fact, groups) that have decidable word problem but are not of type FP 3 1], this solved the above question in the negative.
Subsequently, it has been shown that a monoid that admits a nite convergent presentation even satis es the stronger homological niteness condition FP 1 8] . Each monoid of type FP 1 is also of type FP 3 , but there are nitely presented monoids (in fact, groups) with decidable word problem which are of type FP 3 but not of type FP 1 1] .
These results raise the following question: is the homological niteness condition FP 1 not only necessary but also su cient for a nitely presented monoid with a decidable word problem to admit a presentation through some nite convergent string-rewriting system? In a subsequent paper Squier introduces another niteness property for nitely presented monoids 21]. He considers certain relations between paths in a graph associated with a nite monoid presentation. These relations are called homotopy relations. If the set of all pairs of paths that have a common initial and a common terminal vertex is nitely generated as a homotopy relation, the monoid is said to have nite derivation type (FDT). Squier proves that a monoid has nite derivation type if it is presented by a nite convergent system. Exhibiting a monoid S 1 which is of homology type FP 1 but does not have nite derivation type, he succeeds in showing that the property FP 1 does not imply the existence of a nite convergent presentation.
Of course, this raises the following questions: for nitely presented monoids with decidable word problem, does the property of having nite derivation type imply the existence of nite convergent presentations, or is it just another necessary, but not su cient condition for the existence of nite convergent presentations? And what is the exact relationship between the homological niteness conditions FP 3 and FP 1 on the one hand and the property of having nite derivation type on the other hand?
Concerning this last question Squier's example monoid S 1 shows that in general not even the homological niteness condition FP 1 su ces to imply the property of having nite derivation type. On the other hand, it has been shown recently, independently by various authors, that the condition of having nite derivation type implies the condition FP 3 6, 11, 18] .
Here we settle the question about the exact relationship between these notions for the special case that the monoids under consideration are groups. Our main result states that a group has nite derivation type if and only if it is of homology type FP 3 . Since there are nitely presented groups with decidable word problem which are of type FP 3 but not of type FP 1 , this shows that the property of having nite derivation type is not su cient to guarantee that a nitely presented monoid with decidable word problem admits a nite convergent presentation.
In summary, we have the following relationship between the three conditions: FDT and FP 1 both are strictly stronger than FP 3 . In general, FDT does not imply FP 1 , and FP 1 does not imply FDT, either. Hence, none of these three conditions is su cient for a nitely presented monoid with a decidable word problem to guarantee the existence of a nite convergent presentation. but it is not known whether each automatic group admits a nite convergent presentation. From our characterization result it now follows that all these groups have nite derivation type. This paper is organized as follows. In Section 2 we review the basic de nitions on stringrewriting systems and group-presentations, and the de nition and some results on the property of having nite derivation type are given. In Section 3 we introduce the notion of relational sequences. Let hX; Ri be a nite presentation of a group G, and let F be the free group generated by X. In F a product of conjugates of the relators in R and their inverses is called a relational sequence. A relational sequence is called an identity among relations if it represents the identity of F. We de ne a combinatorial property for group-presentations which is based on the notion of relational sequences, and we show that this property is equivalent to the property of having nite derivation type. We then use this result in Section 4 to obtain a new and much simpler proof for our result in 6], stating that a group has nite derivation type if and only if the ZG-module 1 of identities among relations is nitely generated (a notion that was introduced by Pei er 17]). Actually, we establish a one-to-one correspondence between the homotopy relations and the submodules of 1 . It is known that 1 can be embedded into the free ZG-module that is generated by R. We also give a simple proof for this fact. Then, in Section 5, we combine these results and some well-known facts on resolutions of Z over ZG to prove our main result.
Finally, in Section 6, we consider some special classes of group presentations that have nite derivation type. These are certain types of aspherical presentations. Aspherical group presentations have been extensively studied in the literature. There are important classes of groups which are aspherical, among them the one-relator groups and the small cancellation groups 5]. Aspherical groups can be characterized through certain nite generating sets for the module 1 of identities among relations 4]. Using the relationship between homotopy relations and submodules of 1 , we obtain a characterization of aspherical presentations in terms of homotopy relations.
Finite derivation type
We assume that the reader is familiar with the basics of combinatorial group theory and the theory of string-rewriting systems. Therefore, we only establish notation concerning string-rewriting systems, monoid-presentations, and group-presentations. For combinatorial group theory our main references are the monographs 14] and 15], while for the theory of string-rewriting systems we use 2] as our main reference. Since we want to make our results accessible to computer scientists, we do not assume the reader to be familiar with homological algebra. All the necessary de nitions will be given in short when they are encountered for the rst time. ! R := f(x`y; xry) j (`; r) 2 R; x; y 2 g: By ! R and $ R we denote the re exive, transitive closure and the re exive, symmetric, transitive closure of ! R , respectively. The relation $ R is a congruence on . It is the smallest congruence on the free monoid that contains R. Therefore, it is called the congruence generated by R. To simplify the notation it will usually be denoted by = R . The ordered pair ( ; R) is called a monoid-presentation. The monoid presented by ( ; R) is the factor monoid = = R .
A string-rewriting system R is called convergent, if it is noetherian, that is, there is no in nite sequence of ! R -reductions, and if it is con uent, that is, each congruence class contains exactly one word that is irreducible with respect to ! R . If R is a nite convergent string-rewriting system, then the word problem for R can be solved by rewriting. Actually, in this situation the irreducible words form a set of representatives for the congruence = R , and the process of computing the representative of a word can be performed e ectively.
With a monoid-presentation ( ; R) we associate a graph ?( ; R). (d) and the mapping ?1 : E ! E, which associates with each edge e 2 E an inverse edge e ?1 2 E, is de ned through (u; (`; r); v; ") ?1 := (u; (`; r); v; ?"):
A path p of ? of length n (n 2 N) is a sequence p = e 1 e 2 : : : e n of edges satisfying (e i ) = (e i+1 ) for all i; 1 i n ? 1. In this situation p is a path from (e 1 ) to (e n ), and we extend the mappings and to paths by setting (p) := (e 1 ) and (p) := (e n ).
By jpj we denote the length n of the path p. The set of all paths in ? is denoted by P(?), where, for each vertex w 2 V , we include a path (w) of length 0 from w to w. Also Thus, the free monoid induces a two-sided action on the graph ?. In fact, this action can be extended to paths as follows: if p = e 1 e 2 : : : e n and x; y 2 , then xpy := xe 1 y xe 2 y : : : xe n y is a path from (xpy) = x (p) y to (xpy) = x (p) y, and (xpy) ?1 = xp ?1 y. Hence, induces a two-sided action on P(?).
By P (2) (?) we denote the following set of pairs of paths in ?: P (2) (?) := f(p; q) j p; q 2 P(?) such that (p) = (q) and (p) = (q)g: Two particular subsets of P (2) The set D ? is called the set of disjoint derivations, while I ? is the set of inverse derivations. Observe that both these sets are indeed subsets of P (2) (?).
Since groups can be seen as a special class of monoids, they can be presented through monoid-presentations. However, in combinatorial group theory groups are usually presented through group-presentations, which are a particular class of monoid-presentations. After introducing these presentations we will state the de nition of the notion of nite derivation type only for the special case of group-presentations. Let X be a nite alphabet, let X := f x j x 2 Xg denote an alphabet in one-to-one correspondence to X such that X \ X = ;, and let X := X X. Further, let R 0 be the following string-rewriting system on X : R 0 := f(x x ! ); ( xx ! ) j x 2 Xg: Then R 0 is a nite and convergent system, and the monoid presented by (X; R 0 ) is the free group F X generated by X. The reduction relation on X that is generated by R 0 is called the relation of free reduction. It is denoted by ! F , and the congruence generated by R 0 is denoted by = F . By FX we denote the set of freely reduced words, which is the set of words that are irreducible with respect to R 0 . Each element of the free group F X corresponds to a unique word in FX. Accordingly, we will sometimes identify the group F X with the set of words FX. We de ne a function ?1 : X ! X through ?1 := , (wx) ?1 := xw ?1 , (w x) ?1 := xw ?1 for all w 2 X and x 2 X. Observe that ww ?1 = F w ?1 w = F holds for all words w 2 X , that is, w ?1 is the inverse of the word w in the free group F X . Finally, by ? F we denote the graph that is associated with the monoid-presentation (X; R 0 ).
For each subset R X , the ordered pair hX; Ri is called a group-presentation. It is nite, if both the set X and the set R are nite. The group presented by hX; Ri is de ned as the monoid that is presented by the monoid-presentation (X; R 0 ), where R 0 := R 0 f ! r j r 2 Rg. In the literature, the rules of the system R 0 are usually displayed as R 0 fr ! j r 2 Rg. Here we have chosen the reverse orientation ( ! r) instead of (r ! ) for technical reasons. Obviously, this choice does not in uence the monoid presented by (X; R 0 ), which is easily seen to be actually a group. In fact, this group is the factor group F X =N of the free group F X modulo the normal subgroup N of F X that is generated by R. By = R we denote the congruence = R 0 on X that is generated by R 0 . Note that = F = R . We say that the presentation hX; Ri is convergent if the string-rewriting system R 0 is convergent. By R ?1 we denote the set fr ?1 j r 2 Rg.
With the group-presentation hX; Ri we associate the graph ? that is obtained from the monoid-presentation (X; R 0 ). The graph ? F is obviously a subgraph of ?, since R 0 R 0 .
De nition 2.3 Let hX; Ri be a group-presentation and let ? be the associated graph. An equivalence relation ' P (2) The collection of all homotopy relations on P(?) is closed under arbitrary intersection. Since the set P (2) (?) itself is a homotopy relation, this implies that, for each subset B P (2) (?), there is a smallest homotopy relation ' B on P(?) that contains the set B. We say that ' B is the homotopy relation generated by B. De nition 2.4 Let hX; Ri be a group-presentation, and let ? be the associated graph. We say that hX; Ri has nite derivation type if there exists a nite subset B P (2) (?) which generates P (2) (?) as a homotopy relation, that is, P (2) (?) is the only homotopy relation on P(?) that contains the set B.
Our de nition of homotopy relations di ers slightly from Squier's de nition in 21]. He denes a homotopy relation as an equivalence relation ' P (2) (?) that satis es the conditions (a) to (c) of De nition 2.3, and his de nition of homotopy relations deals with monoidpresentations in general. However, for the de nition of nite derivation type in the special case of group-presentations, it does not matter which of the two de nitions is used. In fact, if hX; Ri is a group-presentation, then hX; Ri has nite derivation type (using our de nition of homotopy relations) if and only if hX; Ri has nite derivation type (using Squier's de nition of homotopy relations). Since the if-direction of this equivalence is obvious, the following proposition of 21] holds here, too. Proposition 2.5 21] Each nite and convergent group-presentation has nite derivation type.
We also want to explain the only-if direction of the above equivalence. Let hX; Ri be a group-presentation. The string-rewriting system R 0 on X is nite and convergent. Thus, there is a nite set B F P (2) (? F ) such that B F generates P (2) (? F ) as a homotopy relation (Squier's de nition). Assume that hX; Ri has nite derivation type (our de nition). Then there is a nite set B P (2) (?) that generates P (2) (?) as a homotopy relation (our de nition). Of course, this implies that the nite set B B F generates P (2) Thus, having nite derivation type is in fact an invariant property of nitely presented groups, that is, we can talk about nitely presented groups that have nite derivation type.
We close this section with a technical result on homotopy relations. For each word u 2 X , we x a path in ? F from u to the normal form u 0 of u in FX. We denote this path by (u !), and by (! u) we denote the inverse path from u 0 back to u. Lemma 2.7 Let hX; Ri be a group-presentation, let ? be the associated graph, and let ' be a homotopy relation on P(?).
(a) For all p; q; r 1 ; r 2 In this section we introduce a combinatorial property for group-presentations which is based on the notion of relational sequences, and we show that this property is equivalent to the property of having nite derivation type. Based on this result we will then give a new, greatly simpli ed proof for the fact that a group has nite derivation type if and only if the ZG-module of identities among relations is nitely generated 6].
With the group-presentation hX; Ri we associate a new in nite alphabet that is to be in one-to-one correspondence to R F. To express this correspondence we use the notation = R F. Accordingly, elements of will be denoted as pairs (r; u), where r 2 R and u 2 F, and elements of will be denoted as pairs (r; u) " , where r 2 R, u 2 F and " 2 f1; ?1g. We de ne a monoid-homomorphism ' : ! F through '((r; u) " ) := u ?1 r " u:
Thus, words from are used to describe relational sequences. Note that for all u 2 , '(u ?1 ) = ('(u)) ?1 .
Since FX is a set of representatives for F, ' can also be considered as a function ' : ! FX. For w 1 ; w 2 2 , we use the notation '(w 1 ) = '(w 2 ) to express the fact that '(w 1 ) and '(w 2 ) represent the same element of F, that is, the freely reduced (forms of the) words '(w 1 ) and '(w 2 ) coincide.
We will de ne certain equivalence relations on , which we call homotopy relations on , and we will show that there is a one-to-one correspondence between the homotopy relations on P(?) and the homotopy relations on . The function f can be extended to pairs of paths and to sets of pairs of paths. For example, if B P (2) (?), then f(B) denotes the set f(f(p); f(q)) j (p; q) 2 Bg.
Using induction on the length of the path involved the following technical result can be veri ed easily.
Let P (2) ( ) denote the set of pairs P (2) ( ) = f(w 1 ; w 2 ) j w 1 ; w 2 2 such that '(w 1 ) = '(w 2 )g. From the lemma above we see that f(p; q) 2 P (2) ( ) holds for all pairs of paths (p; q) 2 P (2) (?). Lemma 3.2 If w 2 and x; y 2 X are such that x'(w) = F y, then there is a path p in ? from x to y such that f(p) = w.
Proof. We proceed by induction on jwj. If w = , then x = F y. Hence, there is a path p in ? F from x to y, and from the de nition of f we obtain f(p) = . If jwj > 0, then there are w 0 2 ; (r; u) 2 , and " 2 f1; ?1g such that w = w 0 (r; u) " . Let x 0 2 X be a word satisfying x'(w 0 ) = F x 0 . By the induction hypothesis, there is a path p 0 from x to x 0 such that f(p 0 ) = w 0 . For " = 1, we take q to be the path q = x 0 (! u ?1 u) (x 0 u ?1 ; ( ; r); u; 1), and for " = ?1, we take q = x 0 (! u ?1 r ?1 ru) (x 0 u ?1 r ?1 ; ( ; r); u; ?1). Then (q) = x 0 , f(q) = (r; u) " , and (q) = F x 0 '((r; u) " ) = F x'(w 0 )'((r; u) " ) = F x'(w) = F y, implying that there is a path r in ? F from (q) to y. Hence, p := p 0 q r is a path from x to y such that f(p) = w 0 (r; u) " = w.
2
Thus, we can conclude that, for all w 1 ; w 2 2 , (w 1 ; w 2 ) 2 P (2) ( ) if and only if there is a pair of paths (p 1 ; p 2 ) 2 P (2) (?) such that f(p 1 ; p 2 ) = (w 1 ; w 2 ).
On the set of pairs of words P (2) ( ) we want to de ne certain equivalence relations that we will call homotopy relations on P (2) ( ). We will then establish a very close link between these relations and the homotopy relations on P(?). To this end we proceed as follows.
First, we de ne an action of F on through ((r; u) " ) x := (r; ux) " :
It is easily veri ed that, for all p 2 P(?) and x; y 2 X , f(xpy) = (f(p)) y , and, for all w 2 and x 2 F, '(w x ) = F x ?1 '(w)x. The collection of all homotopy relations on is closed under arbitrary intersection. Since the set P (2) 
We say that ' B is the homotopy relation generated by B.
The following lemma associates a homotopy relation on P(?) with each homotopy relation on .
Lemma 3.5 For each homotopy relation ' on , the relation f ?1 (') \P (2) (?) is a homotopy relation on P(?).
Proof. Let ' be a homotopy relation on , and let ' 0 be the relation ' 0 := f ?1 (')\P (2) ; u) " )) = (r; u) " , ( ((r; u) " )) = , and ( ((r; u) " )) = F '((r; u) " ) hold for all r 2 R, u 2 FX, and " 2 f1; ?1g. To prove the lemma we need the following claim.
Claim. Let (r; u) " 2 , and let p be a path in ? such that f(p) = (r; u) " . Then there exists a path p 0 in ? F such that p ' (p) ((r; u) " ) p 0 .
Proof. First we consider the case " = 1. So let r 2 R and u 2 FX, and let p be a path in ? such that f(p) = (r; u). From the de nition of the function f we conclude that there are paths p 1 ; p 2 in ? F and an edge e = (x; ( ; r); y; 1) such that p = p 1 e p 2 and y = F u. Let e 0 denote the edge e 0 = (x; ( ; r); u; 1). Then p = p 1 e p 2 ' p 1 x(y !) x(! y) e p 2 ' p 1 x(y !) e 0 xr(! y) p 2 , and e 0 = (x; ( ; r); u; Now Lemma 3.6 is easily proved by induction on jf(p)j = jf(q)j using the claim above. 2 Lemma 3.7 Let ' be a homotopy relation on P(?). For each (p; q) 2 P (2) (?), there exists a pair (p 0 ; q 0 ) 2 P (2) (?) with f(p; q) = f(p 0 ; q 0 ), (p 0 ) = (q 0 ) = , and (p 0 ) = (q 0 ) = '(f(p)) = '(f(q)) such that p ' q if and only if p 0 ' q 0 . Proof. Let (p; q) 2 P (2) (?), let x = (p) and y = (p), and let w := '(f(p)) = '(f(q)). Based on these technical results we now establish the following \converse" of Lemma 3.5.
Lemma 3.9 For each homotopy relation ' on P(?), f(') is a homotopy relation on . Proof. Let ' be a homotopy relation on P(?), and let ' 0 denote the relation ' 0 := f(') on . Observe that, for all w 1 ; w 2 2 , w 1 ' 0 w 2 if and only if there exists a pair (p; q) 2 P (2) (?) such that p ' q and f(p; q) = (w 1 ; w 2 ). Since ' is contained in P (2) (?), ' 0 is a subset of P (2) ( ). From Lemma 3.2 it follows that ' 0 is re exive, and obviously it is symmetric.
Next we show that ' 0 is also transitive. Let w 1 ; w 2 ; w 3 2 be such that w 1 ' 0 w 2 and w 2 ' 0 w 3 . Then (w 1 ; w 2 ) 2 P (2) ( ) and (w 2 ; w 3 ) 2 P (2) ( ) implying that also (w 1 ; w 3 ) 2 P (2) ( ). Also there exist pairs of paths (p 1 ; p 2 ); (p 4 ; p 3 ) 2 P (2) (?) such that p 1 ' p 2 , p 4 Finally, we prove that ' 0 satis es condition (c) of De nition 3.4 as well. Let w 1 ; w 2 2 be such that w 1 ' 0 w 2 , and let u; v 2 . Then there is a pair (p; q) 2 P (2) (?) such that p ' q and f(p; q) = (w 1 ; w 2 ). Let r 1 be a path ending at (p) = (q) such that f(r 1 ) = u, and let r 2 be a path starting at (p) = (q) such that f(r 2 ) = v. Such paths do exist by Lemma 3.2. Then p ' q implies r 1 p r 2 ' r 1 q r 2 , and hence, uw 1 v = f(r 1 p r 2 ) ' 0 f(r 1 q r 2 ) = uw 2 v. 2
Let Hom(?) denote the set of all homotopy relations on P(?), and let Hom( ) denote the set of all homotopy relations on . By taking (') := f(') we get a function : Hom(?) ! Hom( ). In fact, is a bijection as shown by the next lemma. Lemma 3.10 The function is a bijection from Hom(?) onto Hom( ). Its inverse ?1 : Hom( ) ! Hom(?) is de ned through ?1 (') := f ?1 (') \ P (2) (?). Proof. First we verify that ?1 = id, where id denotes the identity function. Let ' be a homotopy relation on P(?), let ' 0 := f('), and let ' 00 := f ?1 (' 0 ) \ P (2) (?). By Lemma 3.9, ' 0 is a homotopy relation on , and by Lemma 3.5, ' 00 is a homotopy relation on P(?). We will show that ' = ' 00 . For all p; q 2 P(?), the following statements are equivalent: p ' 00 q i (p; q) 2 P (2) (?) and f(p) ' 0 f(q) i (p; q) 2 P (2) (?) and 9(p 0 ; q 0 ) 2 P (2) (?) : f(p 0 ; q 0 ) = f(p; q) and p 0 ' q 0 i p ' q (by Lemma 3.8).
Conversely, we show that ?1 = id. Let ' be a homotopy relation on , let ' 0 := f ?1 (') \ P (2) (?), and let ' 00 := f(' 0 ). Then ' 0 and ' 00 are homotopy relations on P(?) and on , respectively. We claim that ' = ' 00 . Let w 1 ; w 2 2 . Then the following statements are equivalent: w 1 ' 00 w 2 i 9(p; q) 2 P (2) (?) : f(p; q) = (w 1 ; w 2 ) and p ' 0 q i 9(p; q) 2 P (2) (?) : f(p; q) = (w 1 ; w 2 ) and f(p) ' f(q) i 9(p; q) 2 P (2) (?) : f(p; q) = (w 1 ; w 2 ) and w 1 ' w 2 i (w 1 ; w 2 ) 2 P (2) ( ) and w 1 ' w 2 i w 1 ' w 2 . 2
Regarding the homotopy relations that are generated by given sets of pairs we obtain the following correspondence. Proof. Let B 1 P (2) (?), and let B 2 P (2) ( ) denote the set B 2 = f(B 1 ). Since B on the results of the previous section, we will present a new proof for this result. This proof is much shorter than the one in 6], but it is still fairly elementary. In addition, we give a simple proof for the fact that 1 can be embedded into the free ZG-module that is generated by R. We begin by restating a few basic de nitions from module theory. The integral group ring of G can be described as follows. Let ZG denote the set of all mappings f : G ! Z for which the set fg 2 G j f(g) 6 = 0g is nite. An element f 2 ZG will be written as f = P g2G f(g) g, that is, each f 2 ZG is expressed formally as a polynomial P g2G z g g, where fz g 2 Z j z g 6 = 0g is a nite set. On ZG the operations of addition and multiplication are de ned as follows: if f = P It is easily veri ed that ZG is a ring with identity. It is called the integral group ring of G.
We proceed with some remarks on normal subgroups and congruences on groups. An equivalence relation on a group H is called a congruence if, for all g; h; g 0 ; h 0 2 H, g h and g 0 h 0 imply gg 0 hh 0 . For each congruence on H, the congruence class 1] is a normal subgroup of H. Conversely, if N is a normal subgroup of H, then by = N we denote the congruence on H that is de ned by g = N g 0 if and only if g and g 0 are in the same coset with respect to N. In this way we actually obtain a one-to-one correspondence between the congruence relations on H and the normal subgroups of H. Each set of equations B H H generates a congruence on H, which is de ned as the smallest congruence on H containing B. Accordingly, we will also speak of the normal subgroup that is generated by a set of equations.
If 1 and 2 are two congruence relations on H with corresponding normal subgroups N 1 and N 2 , then N 1 N 2 is again a normal subgroup of H. It can be veri ed easily that the congruence corresponding to this normal subgroup is the congruence that is generated by the union of 1 and 2 .
Let hX; Ri be a group-presentation of a group G, let F be the free group generated by X, and let N be the normal subgroup of F that is generated by R. Then G is the factor group F=N. We will associate a ZG-module 1 with the group-presentation hX; Ri. To de ne 1 we need some preparations.
LetN be the free group that is generated by the set = R F. It is easily seen that the function ' : ! F induces a homomorphism ' :N ! F, and that the action of F on induces an action of F onN. Note that the image of ' is N. Finally, let E N be the kernel of the homomorphism ' :N ! F. The elements of E are called identities.
Recall from the previous section that D is the set of pairs D = f(uv; vu '(v) ) j u; v 2 g. Let D be the normal subgroup ofN that is generated by D , and let = D denote the corresponding congruence relation onN. Since D P (2) Now we are prepared to de ne the announced ZG-module 1 . Let be the factor group N=D. Since D E, the homomorphism ' :N ! F induces a homomorphism ' : ! F.
We de ne 1 as the kernel of this homomorphism. It remains to verify that 1 does indeed have the structure of a ZG-module.
The natural homomorphism fromN ontoN=D maps the kernel E of the homomorphism ' :N ! F onto 1 , that is 1 = E=D. Hence, Lemma 4.1 (a) implies that 1 is commutative, that is, 1 is an abelian group. In fact, 1 is contained in the center of .
For all u; v 2N, (uv) 
Thus, the action of F onN is compatible with the congruence = D , and so it induces an action of F on . It is easily veri ed that this also yields an action of F on 1 . Whenever u; v 2 F represent the same element of the group G, that is, u = R v, then there exists an element x 2 N such that ux = F v. Hence, for each w 2 1 , we have w v = w ux = (w u ) x = w u (by Lemma 4.1 (c)). Thus, the action of F on 1 is compatible with the congruence = R , and so it induces an action of G on 1 . It is straightforward to extend this action to an action of ZG on 1 by de ning p zg := (p g ) z for all p 2 1 , g 2 G, and z 2 Z.
In this way 1 obtains the structure of a right module over ZG. It is called the module of identities among relations.
We
From the de nition of homotopy relations on (De nition 3.4) we see immediately that there is a one-to-one correspondence between the homotopy relations on and the closed normal subgroups P ofN that satisfy D P E. Since =N=D and 1 = E=D, these closed normal subgroups ofN are in one-to-one correspondence to the closed normal subgroups P of that satisfy P 1 , which are just the closed subgroups of 1 . Recall that 1 is an abelian group. Finally, the closed subgroups of the group 1 are exactly the submodules of the ZG-module 1 .
In fact, for each set B P (2) ( ) the following statements are equivalent:
(1.) B generates P (2) For group-presentations hX; Ri the ZG-module 1 was introduced by Pei er 17]. He was interested in the existence of nite de ning systems for these modules. In our notation the nite de ning systems of Pei er are just the nite generating sets. Pei er proved that the property of admitting a nite set of generators for the module 1 is an invariant property of nitely presented groups. This also follows from Proposition 2.6 and Theorem 4.2.
In the remaining part of this section we derive another important property of the module 1 . Let H be the free ZG-module that is generated by R. We describe the elements of H as Proof. Let K be the kernel of :N ! H. Then K is a normal subgroup ofN. In fact, K is the normal subgroup ofN that is generated byN 0 and the relations fa = a x j a 2 ; x 2 Ng. Recall that N denotes the normal subgroup of F that is generated by R. Hence, K is the normal subgroup ofN that is generated byN 0 and the relations fu = u x j u 2 ; x 2 Ng, that is, it is generated byN 0 fu = u '(v) j u; v 2 g. This in turn means that K is generated byN 0 fuv = u '(v) Remark. Let N 0 be the commutator subgroup of N. The factor group N=N 0 has the natural structure of a ZG-module. It is called the relation module of the given presentation. It is straightforward to verify that the relation module N=N 0 is isomorphic to the factor module H=H 1 14] . 5 The homological niteness condition F P 3 Finally, we are prepared to prove the main result of this paper which states that a nitely presented group has nite derivation type if and only if it is of type FP 3 . For that we restate some basic de nitions from homology theory in short.
Let R be a ring, and let M be a (right) R-module. A resolution of M over R is a sequence Let G be a group, and let ZG be the integral group ring of G. For a nite group-presentation hX; Ri of the group G, we now de ne a particular partial resolution of Z over ZG which is free-of-nite-rank. Let C 0 be the free ZG-module generated by the single element ;] which is isomorphic to ZG.
For each x 2 X, let x] denote a new symbol. Then we de ne C 1 to be the free ZG-module generated by the set f x] j x 2 Xg, that is, Next we de ne the ZG-module homomorphism " : C 0 ! Z. Since C 0 is the free ZG-module that is generated by the single element ;], it su ces to give the image of ;] under ": "( ;]) := 1: For each w 2 X , let g w 2 G denote the group element that is presented by the word w. The homomorphism 1 : C 1 ! C 0 is de ned by setting To de ne 2 : C 2 ! C 1 we need an auxiliary function 1 : X ! C 1 , which we de ne as (i) G is of type FP n .
(ii) G is nitely generated, and for every partial free-of-nite-rank resolution P k ! : : : ! P 0 ! Z ! 0 with k < n, the kernel of the homomorphism P k ! P k?1 is nitely generated. Considering the partial resolution C 2 ?! 2 C 1 ?! 1 C 0 ?! " Z ?! 0, we thus obtain the following equivalence. We close this section with some remarks on monoids. Let M be a nitely presented monoid, and let ZM be the integral monoid ring of M. Similiar to the partial resolution of Z over ZG above, there is a partial resolution of Z over ZM C 2 ?! 2 C 1 ?! 1 C 0 ?! " Z ?! 0 which is free-of-nite-rank, implying that each nitely presented monoid is of type FP 2 .
In 20] Squier shows that if M is given through a nite convergent presentation, then the kernel of 2 is nitely generated. This implies that each monoid that admits a nite convergent presentation is of type FP 3 . On the other hand, we have shown in 6] that the kernel of 2 is nitely generated whenever M has nite derivation type. This implies that a nitely presented monoid which has nite derivation type is necessarily of homology type FP 3 .
We have mentioned that in the case of groups the kernel of 2 in the resolution above is the module H 1 . A similiar characterization of the kernel of 2 in the case of monoids is given in 9], a proof is also implicit in 6]. A proof for the group case would be analogous.
Aspherical presentations
In the literature various di erent notions of asphericity are used. In 5] an overview is given and it is shown how these notions are related. Here we consider the aspherical presentations and the combinatorially aspherical presentations de ned in 5]. Each aspherical grouppresentation is also combinatorially aspherical. There are important classes of groups which are combinatorially aspherical, for example, the one-relator groups and the small cancellation groups 5]. Group-presentations that are aspherical or combinatorially aspherical can be characterized through certain nite generating sets for the module 1 of identities among relations. Using the relationship between homotopy relations and submodules of 1 described in Section 4, we obtain a characterization of aspherical and combinatorially aspherical presentations in terms of homotopy relations. In this way we see that both these types of group-presentations arise naturally as special cases of group-presentations with nite derivation type.
A group-presentation hX; Ri is called concise if, for all r 2 R, r 6 = 1 in F and no other member of R is a conjugate of r or r ?1 in F.
For an element r of the free group F, by (r) we denote the root of r, which is de ned as the unique element z of F such that r = z q in F with q maximal. Then C(r), the centralizer of r in F, is the in nite cyclic group generated by z. If q > 1, then r is called a proper power. We say that a presentation hX; Ri is primary if, for all r 2 R, r is not a proper power, that is, (r) = r.
De nition 6.1 Let hX; Ri be a group-presentation, and let 1 be the ZG-module of identities among relations that is associated with hX; Ri. The group-presentation hX; Ri is called aspherical if 1 = 0.
For example, each primary one-relator group-presentation is aspherical. In 4] it is shown that each aspherical presentation is concise and primary. The de nition given in 5] di ers from the one given above, but as shown in that paper, they are equivalent.
From the de nition of 1 , it is obvious that hX; Ri is aspherical if and only if D = E. By the results of Section 4, it follows that hX; Ri is aspherical if and only if the empty set generates P (2) ( ) as a homotopy relation. Hence by Lemma 3.12, we obtain the following characterization of aspherical group-presentations. cyclically reduced if each relator r in R is cyclically reduced, that is, each cyclic permutation of r is freely reduced. Let hX; Ri and hX; R 0 i be two group-presentations. We say that hX; R 0 i is obtained from hX; Ri by adding a relator (or, hX; Ri is obtained from hX; R 0 i by deleting a relator) if R 0 = R frg for some relator r 2 R 0 n R such that r is conjugate (in F) to some relator in R. We say that hX; Ri and hX; R 0 i are equivalent if one can be otained from the other by a sequence of adding and/or deleting relators.
Each group-presentation hX; Ri, that satis es r 6 = 1 in F for all r in R, can easily be transformed into an eqivalent group-presentation which is concise and cyclically reduced.
Note that two cyclically reduced words are conjugates in F if and only if they are cyclic permutations of each other. Let hX; Ri be a group-presentation, and let ' be the homotopy relation on that is generated by the set fa = b j a; b 2 such that '(a) = '(b)g. For each word w 2 , w ' implies that the length of the word w is even. If there is some relator r 2 R such that r = 1 in F, then ((r; 1); ) 2 P (2) ( ), but (r; 1) 6 ' since the length of the word (r; 1) is not even. Thus if there is some relator r 2 R such that r = 1 in F, then ' 6 = P (2) ( ) and, by Lemma 6.4, hX; Ri is not combinatorially aspherical.
Using Lemma 6.4 it can also be proved easily that for two equivalent group-presentations hX; Ri and hX; R 0 i, hX; Ri is combinatorially aspherical if and only if hX; R 0 i is combinatorially aspherical. Thus, a group-presentation is combinatorially aspherical if and only if there is an equivalent concise and cyclically reduced presentation, which is combinatorially aspherical. Considering only concise and cyclically reduced presentations, we can characterize the combinatorially aspherical presentations as follows.
Theorem 6.7 Let hX; Ri be a concise and cyclically reduced group-presentation. Then the following are equivalent.
(a) hX; Ri is combinatorially aspherical. (b) f(r; 1) = (r; (r)) j r 2 R; r 6 = (r)g P (2) ( ) generates P (2) ( ) as a homotopy relation.
(c) f( (r); ( ; r); ; 1) = ( ; ( ; r); (r); 1) j r 2 R; r 6 = (r)g P (2) (?) generates P (2) (?) as a homotopy relation.
Proof. It follows from Lemma 6.6 that (a) and (b) are equivalent, and by Lemma 3.12, (b) and (c) are equivalent. 
