Mathematical ultrashort-pulse laser physics by Kalashnikov, V. L.
ar
X
iv
:p
hy
sic
s/0
00
90
56
v3
  [
ph
ys
ics
.op
tic
s] 
 29
 M
ar 
20
02
Mathematial ultrashort-pulse laser physis
V.L. Kalashnikov
∗
14th November 2018
Institut für Photonik, TU Wien, Gusshausstrasse 27/387, A-1040 Vienna,
Austria
vladimir.kalashnikovtuwien.a.at,
http://www.geoities.om/optomaplev
Abstra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1 Introdution
The ultrashort laser pulses, i.e. the pulses with the durations ∼10−1010−15
se, have a lot of the appliations, whih range ultrafast spetrosopy, traing
hemial reations, preision proessing of materials, optial networks and om-
puting, nulear fusion and X - ray lasing, ophthalmology and surgery (for review
see [1℄). The mehanisms of the ultrashort pulse generation are ative or passive
loss swithing (so-alled Q-swithing, Part II) and loking of the longitudinal
laser modes (Part III) due to the ative (Part V) or passive ultrafast modulation
resulting in the laser quasi-soliton formation. Suh quasi-soliton is very similar
to the well-known Shrödinger soliton, whih runs in the optial networks (Part
VI). As a matter of fat, the model desribing ative mode loking is based
on the usual equation of the harmoni osillator or its nonlinear modiations,
while for the passive mode loking desription we have primordially nonlinear
Landau-Ginzburg equation (Part VII). This equation is the dissipative analog
of the nonlinear Shrödinger equation and, as a result of the nonlinear dissipa-
tion, there exist a lot of nonstationary regimes of the ultrashort pulse generation
(Part VIII). This requires the generalization of the model, whih leads to the
numerial simulations on the basis of FORTRAN (or C) odes generated by
Maple (Part IX). Simultaneously, the obtained numerial results are supported
by the analytial modelling in the framework of the omputer algebra approah.
The last takes into aount the main features of the nonlinear dissipation in the
mode-loked laser, viz. the power- (Part VII) or energy-dependent (Part X)
response of the loss to the generation eld. In the latter ase, there is the pos-
sibility of the so-alled self-indued transpareny formation, whih is desribed
by the nonlinear Klein-Gordon equation (Part XI).
Our onsiderations are based on the analytial or semi-analytial searh of
the steady-state soliton-like solutions of the laser dynamial equations and on
the investigation of their stability. Also, the breezer-like solutions are onsid-
ered using the aberrationless approximation. The omputer algebra analysis is
supported by the numerial simulations on the basis of the Maple generated
FORTRAN-ode. We present the analysis of these topis by means of the pow-
erful apaities of Maple 6 in the analytial and numerial omputations. This
worksheet ontains some numerial bloks, whih an take about of 12 Mb and
18 min of omputation (1 GHz Athlon).
2 Nonstationary lasing: passive Q-swithing
2.1 Continuous-wave osillation
The basi priniple of Q-swithing is rather simple, but in the beginning let's
onsider the steady-state osillation of laser. The near-steady-state laser on-
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taining an ative medium and pumped by an external soure of the energy
(lamp, other laser or diode, for example) obeys the following oupled equations:
>restart:
>with(linalg):
>eq1 := di(Phi(t),t) = (alpha(t) - rho)*Phi(t);# eld evolution
>eq2 := di(alpha(t),t) = sigma[p℄*(a[m℄-alpha(t))*P/(h*nu[p℄) -
alpha(t)*sigma[g℄*Phi(t)/(h*nu[g℄) - alpha(t)/T[r℄;# gain evolution for quasi-
two-level ative medium
eq1 :=
∂
∂t
Φ(t) = (α(t) − ρ)Φ(t)
eq2 :=
∂
∂t
α(t) =
σp (am − α(t))P
h νp
− α(t)σg Φ(t)
h νg
− α(t)
Tr
Here Φ(t) is the time-dependent eld intensity, α(t) is the dimensionless gain
oeient, P is the time-independent (for simpliity sake) pump intensity, νp
and νp are the frequenies of the pump and generation elds, respetively, σp
and σg are the absorption and generation ross-setions, respetively, Tr is the
gain relaxation time, ρ is the linear loss inlusive the output loss of the laser
avity, and, at last, am is the gain oeient for the full population inversion
in the ative medium. The pump inreases the gain oeient (rst term in
eq2 ), that results in the laser eld growth (rst term in eq1 ). But the latter
auses the gain saturation (seond term), whih an result in the steady-state
operation (so-alled ontinuous-wave, or simply w, osillation):
>rhs( subs({alpha(t)=alpha,Phi(t)=Phi},eq1) ) = 0;
>rhs( subs({alpha(t)=alpha,Phi(t)=Phi},eq2) ) = 0;
>sol := solve({%,%%},{Phi,alpha});
(α− ρ)Φ = 0
σp (am − α)P
h νp
− ασg Φ
h νg
− α
Tr
= 0
sol := {α = σp P Tr am
σp P Tr + h νp
, Φ = 0},
{Φ = −νg (−σp P Tr am + σp P Tr ρ+ ρ h νp)
ρ σg νp Tr
, α = ρ}
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The seond solution denes the w intensity, whih is the linear funtion of
pump intensity:
>expand( subs( sol[2℄,Phi ) ):
>Phi = ollet(%,P);
>plot( subs( {lambda[g℄=8e-5, lambda[p℄=5.6e-5},
subs( {h=6.62e-34, sigma[g℄= 3e-19, sigma[p℄= 1e-19, rho=0.1, nu[g℄=3e10/
lambda[g℄, nu[p℄=3e10/lambda[p℄, T[r℄=3e-6, a[m℄=2.5},rhs(rho*%) ) ), P =
4.9e4..1e5, axes=boxed, title=`output intensity vs. pump, [W/m
2
℄` );# lambda
is the wavelength in [m℄
Φ = (
νg σp am
ρ σg νp
− νg σp
σg νp
)P − νg h
σg Tr
output intensity vs. pump, [W/cm^2]
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The pump orresponding to Φ=0 denes so-alled generation threshold. Now
let's onsider the harater of the steady-state points sol of our system {eq1,
eq2}. The Jaobian of the system {eq1, eq2} is:
>eq3 := subs( {Phi(t)=x,alpha(t)=y},rhs(eq1) ):# x = Phi(t), y = alpha(t)
>eq4 := subs( {Phi(t)=x,alpha(t)=y},rhs(eq2) ):
>A := vetor( [eq3, eq4℄ );# vetor made from the right-hand side of
system {eq1, eq2}
>B := jaobian(A, [x,y℄);
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A :=
[
(y − ρ)x, σp (am − y)P
h νp
− y σg x
h νg
− y
Tr
]
B :=

 y − ρ x−y σg
h νg
−σp P
h νp
− σg x
h νg
− 1
Tr


For the w-solution the eigenvalues of the perturbations are:
>BB := eigenvalues(B):
>BBB := subs( {x=subs( sol[2℄,Phi ),y=subs( sol[2℄,alpha )},BB[1℄ ):
>BBBB := subs( {x=subs( sol[2℄,Phi ),y=subs( sol[2℄,alpha )},BB[2℄ ):
>plot( [subs(
{lambda[g℄=8e-5, lambda[p℄=5.6e-5}
,subs(
{h=6.62e-34, sigma[g℄= 3e-19, sigma[p℄= 1e-19, rho=0.1, nu[g℄=3e10/lambda[g℄,
nu[p℄=3e10/lambda[p℄, T[r℄=3e-6, a[m℄=2.5}
,BBB ) ),
subs(
{lambda[g℄=8e-5, lambda[p℄=5.6e-5}
,subs(
{h=6.62e-34, sigma[g℄= 3e-19, sigma[p℄= 1e-19, rho=0.1, nu[g℄=3e10/lambda[g℄,
nu[p℄=3e10/lambda[p℄, T[r℄=3e-6, a[m℄=2.5}
,BBBB/1e7 ) )℄, P=4.9e4..1e5, axes=boxed, title=`perturbation eigenvalues vs.
pump` );# seond eigenvalue is divided by 1e7
perturbation eigenvalues vs. pump
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So, w osillations is stable in our simple ase beause the eigenvalues are
negative. For the zero eld solution the perturbation eigenvalues are:
>BB := eigenvalues(B):
>BBB := subs( {x=subs( sol[1℄,Phi ),y=subs( sol[1℄,alpha )},BB[1℄ ):
>BBBB := subs( {x=subs( sol[1℄,Phi ),y=subs( sol[1℄,alpha )},BB[2℄ ):
>plot( [subs(
{lambda[g℄=8e-5, lambda[p℄=5.6e-5}
,subs(
{h=6.62e-34, sigma[g℄= 3e-19, sigma[p℄= 1e-19, rho=0.1, nu[g℄=3e10/lambda[g℄,
nu[p℄=3e10/lambda[p℄, T[r℄=3e-6, a[m℄=2.5}
,BBB ) ),
subs(
{lambda[g℄=8e-5, lambda[p℄=5.6e-5}
,subs(
{h=6.62e-34, sigma[g℄= 3e-19, sigma[p℄= 1e-19, rho=0.1, nu[g℄=3e10/lambda[g℄,
nu[p℄=3e10/lambda[p℄, T[r℄=3e-6, a[m℄=2.5}
,BBBB/1e7 ) )℄, P=4.9e4..1e5, axes=boxed, title=`perturbation eigenvalues vs.
pump` );# seond eigenvalue is divided by 1e7
perturbation eigenvalues vs. pump
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The existene of the positive eigenvalue suggests the instability of the zero-
eld steady-state solution. Hene there is the spontaneous generation of the w
osillation above threshold in the model under onsideration.
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2.2 Q-swithing
The situation hanges radially due to insertion of the saturable absorber into
laser avity. In this ase, in addition to the gain saturation, the loss saturation
appears. This breaks the steady-state operation and produes the short laser
pulses.
As a result of the additional absorption, Q-fator of laser is om-
paratively low (high threshold). This suppresses the generation.
When Φ is small, the gain inreases in the absene of the gain
saturation (see eq2 from the previous subsetion). This auses
the eld growth. The last saturates the absorption and abruptly
inreases Q-fator. The absorption "swithing o" leads to the
explosive generation, when the most part of the energy, whih is
stored in the ative medium during pumping proess, onverts
into laser eld. The inreased eld saturates the gain and this
nishes the generation.
As the referene for the model in question see, for example, [2℄. To formulate
the quantitative model of the laser pulse formation let's use the next approx-
imations: 1) the pulse width is muh larger than the avity period, and 2) is
less than the relaxation time, 3) the pump ation during the stage of the pulse
generation is negligible. We shall use the quasi-two level shemes for the gain
and loss media (the relaxation from the intermediate levels is fast). Also, the
exited-state absorption in absorber will be taken into aount.
The system of equation desribing the evolution of the photon density φ(t)
is
>restart:
>with(plots):
>print(`System of basi equations:`);
>e1 := Di(n[1℄(t),t) =
-sigma[s℄**phi(t)*n[1℄(t);# EVOLUTIONOF ABSORPTION. The ground level
population n[1℄(t) denes the absorption (quasi-two level sheme). The relax-
ation is slow in the omparison with the pulse duration, phi(t) is the photon
density
>e2 := Di(phi(t),t) =
(phi(t)/t_av)*
(2*sigma[g℄*x(t)*l - log(1/R) - L - 2*sigma[s℄*n[1℄(t)*l[s℄-2*sigma[esa℄*(n[0℄-
n[1℄(t))*l[s℄);# EVOLUTION OF PHOTON DENSITY. The eld variation over
avity round-trip is small, sigma[g℄ is the gain ross-setion, x(t) is the inver-
sion in amplier dening the gain oeient, t_av is the avity period, l is the
ative medium length, R is the output oupler refrativity, L is the linear loss,
l[s℄ is the absorber length
>e3 := Di(x(t),t) =
-gamma*sigma[g℄**phi(t)*x(t);# EVOLUTION OF GAIN.  is the light velo-
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ity, gamma is the parameter of the inversion redution (2 for the pure three-level
sheme and 1 for the pure four-level sheme)
System of basic equations :
e1 :=
∂
∂t
n1(t) = −σs c φ(t)n1(t)
e2 :=
∂
∂t
φ(t) =
φ(t) (2 σg x(t) l − ln( 1
R
)− L− 2 σs n1(t) ls − 2 σesa (n0 − n1(t)) ls)
t_cav
e3 :=
∂
∂t
x(t) = −γ σg c φ(t) x(t)
Now we shall searh the ground state population in the absorber as a funtion
of the initial population inversion in amplier:
>Di(n1(n),n) =
subs({n[1℄(t)=n[1℄(n),x(t)=x},rhs(e1)/rhs(e3));# devision of e1 by e3
>Int(1/y,y=n[0℄..n[1℄) = Int(zeta/z,z=x_i..x);# zeta = sigma[s℄/gamma/sigma[g℄,
x_i is the initial inversion in amplier, n[0℄ is the onentration of ative ions
in absorber
>solve(value(%),n[1℄):
>n[1℄ = expand(%);
>print(`Ground state population in absorber:`);
>sol_1 := n[1℄ = n[0℄*(x/x_i)ζ;
∂
∂n
n1(n) =
σs n1(n)
γ σg x
∫ n1
n0
1
y
dy =
∫ x
x_i
ζ
z
dz
n1 =
xζ n0
x_iζ
Ground state population in absorber :
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sol_1 := n1 = n0 (
x
x_i
)ζ
The similar manipulation allows to nd the photon density as a funtion of
inversion in amplier:
>A := Di(phi(x),x) =
simplify( subs( n[1℄(t)=rhs(sol_1),subs( {x(t)=x},rhs(e2)/rhs(e3) ) ) );# divi-
sion of e2 by e3
>B := numer( rhs(A) );
>C := denom( rhs(A) );
>BB := subs(
{op(4,B)=(x/x_i)
ζ
*log(1/T[0℄
2
),
2*sigma[esa℄*l[s℄*n[0℄=ln(1/T[s ℄
2
),
op(6,B)=-ln(1/T[s℄
2
)*(x/x_i)
ζ
}, B );# T[0℄ is the initial transmission of the
absorber (log(1/T[0℄
2
)= 2*sigma[s℄*l[s℄*n[0℄, l[s℄ is the absorber length)
>CC := 2*l_av*gamma*sigma[g℄*x;# l_av=t_av*/2 is the avity length,
t_av is the avity period
A :=
∂
∂x
φ(x) =
−2 σg x l + ln( 1
R
) + L+ 2 σs n0 (
x
x_i
)ζ ls + 2 σesa ls n0 − 2 σesa ls n0 ( x
x_i
)ζ
t_cav γ σg c x
B := −2 σg x l + ln( 1
R
) + L+ 2 σs n0 (
x
x_i
)ζ ls + 2 σesa ls n0 − 2 σesa ls n0 ( x
x_i
)ζ
C := t_cav γ σg c x
BB := −2 σg x l + ln( 1
R
) + L+ (
x
x_i
)ζ ln(
1
T0
2 ) + ln(
1
Ts
2 )− ln(
1
Ts
2 ) (
x
x_i
)ζ
CC := 2 l_cav γ σg x
>print(`Evolution of the photon density:`);
>e4 := di(phi(x),x) =
10
subs(ln(1/(T[s℄
2
))=delta*ln(1/(T[0℄
2
)),BB)/CC;# delta=sigma[esa℄/sigma[s℄=
ln(T[s℄)/ln(T[0℄) is the parameter dening the ontribution of an exited-state
absorption with ross-setion sigma[esa℄, T[s℄ is the fully saturated transmission
of absorber
Evolution of the photon density :
e4 :=
∂
∂x
φ(x) =
1
2
−2 σg x l + ln( 1
R
) + L+ (
x
x_i
)ζ ln(
1
T0
2 ) + δ ln(
1
T0
2 )− δ ln(
1
T0
2 ) (
x
x_i
)ζ
l_cav γ σg x
Hene the photon density is:
>dsolve({e4,phi(x_0)=0},phi(x)):
>simplify( subs(x_0=x_i,%) ):
>print(`This is the basi dependene for photon density:`);
>sol_2 := ollet(ombine(%,ln),{log(1/T[0℄2),sigma[g℄,zeta});
This is the basic dependence for photon density :
sol_2 := φ(x) = −1
2
2 x l− 2 l x_i
l_cav γ
+
1
2
δ (ln(x) − ln(x_i)) ln( 1
T0
2 )
l_cav γ
− 1
2
−ln( 1
R
) (ln(x) − ln(x_i))− L (ln(x) − ln(x_i))
l_cav γ
σg
− 1
2
(−( x
x_i
)ζ + δ (
x
x_i
)ζ − δ + 1) ln( 1
T0
2 )
l_cav γ σg ζ
So, we have:
l
(
xi − x−
ln(
xi
x ) (ln(
1
R )+L+δ ln(
1
T0
2 ))
2σg l
− (1−(
x
xi
)ζ) ln( 1
T0
2 ) (1−δ)
2 σg l ζ
)
lcav γ
(Eq. 1)
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Now let's dene the key Q-swithing parameters:
>subs( n[1℄(t)=n[0℄,rhs(e2)*t_av/phi(t)) = 0;# Q-swithing start, n[1℄(0)
= n[0℄
>print(`Solution for the initial inversion:`);
sol_3 := x_i = subs( 2*sigma[s℄*n[0℄*l[s℄=log(1/T[0℄
2
), solve(%,x(t)) );
2 σg x(t) l − ln( 1
R
)− L− 2 σs n0 ls = 0
Solution for the initial inversion :
sol_3 := x_i =
1
2
ln(
1
R
) + L+ ln(
1
T0
2 )
σg l
So, the initial inversion dening the gain at Q-swithing start is
xi =
ln( 1R ) + ln(
1
T02
) + L
2 σg l
(Eq. 2)
>e5 := numer( rhs(e4) ) = 0;# denition of the pulse maximum
>print(`The inversion at the pulse maximum:`);
>sol_4 := x_t = solve(e5,x);
e5 := −2 σg x l + ln( 1
R
) + L+ (
x
x_i
)ζ ln(
1
T0
2 ) + δ ln(
1
T0
2 )− δ ln(
1
T0
2 ) (
x
x_i
)ζ = 0
The inversion at the pulse maximum :
sol_4 := x_t =
e
RootOf(2 e_Z l x_i σg−ln( 1R )−L−e
(_Z ζ) ln( 1
T0
2 )−δ ln( 1T02 )+δ ln(
1
T0
2 ) e
(_Z ζ))
x_i
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>e6 := numer( simplify( rhs(sol_2) ) ) = 0;# denition of the Q-swithing
nish
>print(`The inversion at Q-swithing nish`);
>sol_5 := x_f = solve(e6,x);
e6 := −2 l x σg ζ + 2 l x_i σg ζ + ln(x) δ ln( 1
T0
2 ) ζ + ln(x) ln(
1
R
) ζ + ln(x)L ζ
− ln(x_i) δ ln( 1
T0
2 ) ζ − ln(x_i) ln(
1
R
) ζ − ln(x_i)L ζ + ( x
x_i
)ζ ln(
1
T0
2 )
− δ ln( 1
T0
2 ) (
x
x_i
)ζ + δ ln(
1
T0
2 )− ln(
1
T0
2 ) = 0
The inversion at Q − switching finish
sol_5 := x_f =
e
RootOf(2 e_Z l x_i σg ζ−2 l x_i σg ζ−δ ln( 1T02 ) ζ_Z−ln(
1
R ) ζ_Z−L ζ_Z−e
(_Z ζ) ln( 1
T0
2 )
+δ ln( 1
T0
2 ) e
(_Z ζ)−δ ln( 1
T0
2 )+ln(
1
T0
2 ))x_i
Additionally, we dene the inversion at the pulse maximum, when ζ tends
to innity:
>subs( (x/x_i)ζ=0,e5 );# by virtue of x_i > x and zeta → infty
>print(`Inversion at the pulse maximum for large zeta`);
>sol_6 := x_t0 = solve(%,x);
−2 σg x l + ln( 1
R
) + L+ δ ln(
1
T0
2 ) = 0
Inversion at the pulse maximum for large zeta
sol_6 := x_t0 =
1
2
ln(
1
R
) + L+ δ ln(
1
T0
2 )
σg l
So, we have the expressions for xi (initial inversion, sol_3 ), xt (the inversion
at pulse maximum, sol_4 and e5 ), xt, 0 (the inversion at pulse maximum when
ζ → ∞, sol_6 ), xf (the nal inversion, sol_5 and e6 ) and the photon density
φ as funtion of inversion x (sol_2 ).
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As an example, we onsider the real situation of Yb/Er-glass laser with the
rystalline Co:MALO saturable absorber. The obtained expressions allow to
plot the typial dependenies for the pulse parameters:
>print(`Pulse energy:`);
>fun_1 := (h*nu*S)/(2*sigma[g℄*gamma)*log(1/R)*log(x_i/x_f);
>print(`Pulse power:`);
>fun_2 := (h*nu*S*l)/(t_av*gamma)*log(1/R)*(x_i - x_t - x_t0*
log(x_i/x_t) - (x_i-x_t0)*(1-(x_t/x_i)
α
)/α);
>print(`Pulse width:`);
>fun_3 := simplify(fun_1/fun_2);
Pulse energy :
fun_1 :=
1
2
h ν S ln(
1
R
) ln(
x_i
x_f
)
σg γ
Pulse power :
fun_2 :=
h ν S l ln(
1
R
)

x_i − x_t − x_t0 ln(x_ix_t )−
(x_i − x_t0 ) (1− (x_t
x_i
)α)
α


t_cav γ
Pulse width :
fun_3 := −
1
2
ln(
x_i
x_f
) t_cav α
σg l (−x_i α+ x_t α+ x_t0 ln(x_i
x_t
)α+ x_i − x_i (x_t
x_i
)α − x_t0 + x_t0 (x_t
x_i
)α)
This numerial proedure plots the dependene of the output pulse energy
on the reetivity of the output mirror:
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>En := pro(gam,L,T_0,l,w0,i) # denition of system's parameters
>delta := 0.028:
>sigma[g℄ := 7e-21:# the gain ross-setion in [m2℄
>sigma[s℄ := 3.5e-19:# the absorption ross-setion in Co:MALO
>alpha := sigma[s℄/(sigma[g℄*gam):
>h := 6.63e-34:# J*s
>nu := evalf(3e8/1.535e-6):# lasing frequeny for 1.54 mirometers
>S := Pi*w02/2:# area of Gaussian beam in amplier, w0 is the beam ra-
dius
>R := 0.5+0.5*i/100:
>x_i := 1/2*(ln(1/R) + L + ln(1/(T_02)))/(l*sigma[g℄):
>eq :=
ln(x)*delta*ln(1/(T_0
2
))*alpha - ln(x_i)*delta*ln(1/(T_0
2
))*alpha - 2*l* x*sigma[g℄*
alpha + 2*l*x_i*sigma[g℄*alpha + ln(x)*L* alpha + ln(x)*ln(1/R)*alpha -
ln(x_i)*L*alpha - ln(x_i)*ln(1/R)*alpha + (x/x_i)
α
*ln(1/(T_0
2
)) - delta*
ln(1/(T_0
2
))*(x/x_i)
α
- ln(1/(T_0
2
)) + delta*ln(1/(T_0
2
)) = 0:# e6
>sol_f := fsolve(eq, x, avoid={x=0}):
>sol_En := evalf( 1/2*h*nu*S*ln(1/R)*ln(x_i/sol_f)/(sigma[g℄*gam)
* 1e3 ):# [mJ℄
end:
>print(`The parameters are:`);
>print(`1) inversion redution fator gamma`);
>print(`2) linear loss L`);
>print(`3) initial transmission of absorber T[0℄`);
>print(`4) gain medium length l in m`);
>print(`5) beam radius in amplier w0 in m`);
The parameters are :
1 ) inversion reduction factor gamma
2 ) linear loss L
3 ) initial transmission of absorber T [0 ]
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4 ) gain medium length l in cm
5 ) beam radius in amplifier w0 in cm
For the omparison we use the experimental data (rosses in Figure):
>points :=
{seq([0.5 + 0.5*k/100,En(1.9,0.04,0.886,4.9,0.065,k)℄,k=1..100)}:
>points_exp := {[0.793,10.5℄,[0.88,9℄,[0.916,5.5℄}:
>plot(points,x=0.5..1, style=point, axes=boxed, symbol=irle,
olor=blak, title=`Pulse energy vs. R, [mJ℄`):
>plot(points_exp,x=0.5..1, style=point, symbol=ross,
axes=boxed, olor=red):
>display({%,%%});
Pulse energy vs. R, [mJ]
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Similarly, for the output power we have:
>Pow := pro(gam,L,T_0,l,l_av,w0,i) # denition of system's parameters
>delta := 0.028:
>sigma[g℄ := 7e-21:# in [m2℄
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>sigma[s℄ := 3.5e-19:# Co:MALO
>alpha := sigma[s℄/(sigma[g℄*gam):
>h := 6.63e-34:# J*s
>nu := evalf(3e8/1.354e-6):# frequeny for 1.54 mirometers
>S := Pi*w02/2:# area for Gaussian beam
>R := 0.5 + 0.5*i/100:
> := 3e10:
>refrativity := 1.6:# refrativity oeient for the ative medium
>t_av := 2*(l_av - l)/ + 2*(l*refrativity)/:
>x_i := 1/2*(ln(1/R) + L + ln(1/(T_02)))/(l*sigma[g℄):
>x_t0 :=
1/2*(ln(1/R) + L + delta*ln(1/(T_0
2
)))/(sigma[g℄*l):
>eq :=
-2*sigma[g℄*x*l + ln(1/R) + L + (x/x_i)
α
*ln(1/(T_0
2
)) + delta*ln(1/(T_0
2
))
- delta*ln(1/(T_0
2
))*(x/x_i)
α
= 0:# e5
>sol_t[i℄ := fsolve(eq, x, avoid={x=0}):
>sol_Pow[i℄ := h*nu*S*l*ln(1/R)*
(x_i-sol_t[i℄ - x_t0*ln(x_i/sol_t[i℄) - (x_i-x_t0)*(1-(sol_t[i℄/x_i)
α
)/alpha)/
(t_av*gam)/1e3:# [kW℄
>end:
>print(`The parameters are:`);
>print(`1) inversion redution fator gamma`);
>print(`2) linear loss L`);
>print(`3) initial transmission of absorber T[0℄`);
>print(`4) gain medium length l in m`);
>print(`5) avity length l_av in m`);
>print(`6) beam radius in amplier w0 in m`);
The parameters are :
1 ) inversion reduction factor gamma
2 ) linear loss L
3 ) initial transmission of absorber T [0 ]
4 ) gain medium length l in cm
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5 ) cavity length l_cav in cm
6 ) beam radius in amplifier w0 in cm
>points :=
{seq([0.5+0.5*k/100,Pow(1.6,0.01,0.886,4.9,35,0.06,k)℄,k=1..100)}:
>plot(points,x=0.5..1, style=point, symbol=irle, olor=blak, axes=boxed ,
title=`Pulse power vs. R, [kW℄`);
Pulse power vs. R, [kW]
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And, at last, the pulse durations are:
>Width := pro(gam,L,T_0,l,l_av,i) # denition of system's parameters
>delta := 0.028:
>sigma[g℄ := 7e-21:# in [m2℄
>sigma[s℄ := 3.5e-19:# Co:MALO
>alpha := sigma[s℄/(sigma[g℄*gam):
>h := 6.63e-34:# J*s
>nu := evalf(3e8/1.354e-6):# frequeny for 1.54 mirometers
>S := Pi*w02/2:# area for Gaussian beam
>R := 0.5 + 0.5*i/100:
> := 3e10:
>refrativity := 1.5:# ative medium
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>t_av := 2*(l_av-l)/ + 2*(l*refrativity)/:
>x_i := 1/2*(ln(1/R) + L + ln(1/(T_02)))/(l*sigma[g℄):
>x_t0 :=
1/2*(ln(1/R) + L + delta*ln(1/(T_0
2
)))/(sigma[g℄*l):
>eq1 :=
-2*sigma[g℄*x*l + ln(1/R) + L + (x/x_i)
α
*ln(1/(T_0
2
)) + delta*ln(1/(T_0
2
))
- delta*ln(1/(T_0
2
))*(x/x_i)
α
= 0:# e5
>eq2 :=
ln(x)*delta*ln(1/(T_0
2
))*alpha - ln(x_i)*delta*ln(1/(T_0
2
))*alpha - 2*l*x*
sigma[g℄*alpha + 2*l*x_i*sigma[g℄*alpha + ln(x)*L* alpha + ln(x)*ln(1/R)*
alpha - ln(x_i)*L*alpha - ln(x_i)*ln(1/R)*alpha + (x/x_i)
α
*ln(1/(T_0
2
)) -
delta* ln(1/(T_0
2
))*(x/x_i)
α
- ln(1/(T_0
2
)) + delta*ln(1/(T_0
2
)) = 0:# e6
>sol_f := fsolve(eq2, x, avoid={x=0}):
>sol_t := fsolve(eq1, x, avoid={x=0}):
>sol_Width :=
(-1/2*ln(x_i/sol_f)*t_av*alpha/(sigma[g℄*l* (-x_i*alpha+sol_t*alpha+x_t0*
ln(x_i/sol_t)*alpha+ x_i - x_i*(sol_t/x_i)
α
- x_t0 + x_t0* (sol_t/x_i)
α
)))*
1e9:# [ns℄
>end:
>print(`The parameters are:`);
>print(`1) reduing parameter gamma`);
>print(`2) linear loss L`);
>print(`3) initial transmission of absorber T[0℄`);
>print(`4) gain medium length l in m`);
>print(`5) avity length l_av in m`);
The parameters are :
1 ) reducing parameter gamma
2 ) linear loss L
3 ) initial transmission of absorber T [0 ]
4 ) gain medium length l in cm
5 ) cavity length l_cav in cm
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>points :=
{seq([0.5+0.5*k/100,Width(1.9,0.04,0.89,4.9,35,k)℄,k=1..100)}:
>points_exp := {[0.793,70℄,[0.88,70℄,[0.916,75℄}:
>plot(points,x=0.5..1,style=point,axes=boxed,symbol=irle, title=`Pulse width
vs. R, [ns℄`):
>plot(points_exp,x=0.5..1,style=point,axes=boxed,olor=red):
>display({%,%%},view=50..100);
Pulse width vs. R, [ns]
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The worse agreement with the experimental data for the pulse durations is
aused by the deviation of the pulse shape from the Gaussian prole, whih was
used for the analytial estimations. More preise onsideration is presented in
[3℄.
The main advantage of the analytial model in question is the potential of the
Q-swithed laser optimization without any umbersome numerial simulations.
Let's slightly transform the above obtained expressions:
>e7 := subs( x=x_t,expand( e5/(2*sigma[g℄*x_i*l) ) );
>e8 := subs( x=x_f,expand( rhs(sol_2)*l_av*gamma/l ) ) = 0;
>sol_6;
>sol_3;
20
e7 := −x_t
x_i
+
1
2
ln(
1
R
)
σg x_i l
+
1
2
L
σg x_i l
+
1
2
(
x_t
x_i
)ζ ln(
1
T0
2 )
σg x_i l
+
1
2
δ ln(
1
T0
2 )
σg x_i l
−
1
2
δ ln(
1
T0
2 ) (
x_t
x_i
)ζ
σg x_i l
= 0
e8 := −x_f + x_i +
1
2
δ ln(
1
T0
2 ) ln(x_f )
l σg
− 1
2
δ ln(
1
T0
2 ) ln(x_i)
l σg
+
1
2
ln(
1
R
) ln(x_f )
l σg
− 1
2
ln(
1
R
) ln(x_i)
l σg
+
1
2
L ln(x_f )
l σg
− 1
2
L ln(x_i)
l σg
+
1
2
ln(
1
T0
2 ) (
x_f
x_i
)ζ
l σg ζ
− 1
2
ln(
1
T0
2 ) δ (
x_f
x_i
)ζ
l σg ζ
+
1
2
ln(
1
T0
2 ) δ
l σg ζ
− 1
2
ln(
1
T0
2 )
l σg ζ
= 0
x_t0 =
1
2
ln(
1
R
) + L+ δ ln(
1
T0
2 )
σg l
x_i =
1
2
ln(
1
R
) + L+ ln(
1
T0
2 )
σg l
># Hene
>e9 := x_t/x_i = (ln(1/R) + L + delta*ln(1/(T[0℄2)))/ (2*l*x_i*sigma[g℄)
+ (x_t/x_i)
ζ
*ln(1/T[0℄
2
)*(1-delta)/ (2*l*x_i*sigma[g℄);
>e10 := x_f - x_i = ln(x_f/x_i)*(ln(1/R) + L + delta*ln(1/(T[0℄2)))/
(2*l*sigma[g℄) - ln(1/T[0℄
2
)*(1-delta)*(1-(x_f/x_i)
ζ
)/ (2*l*sigma[g℄*alpha);
>simplify( sol_6 - sol_3 );
>e11 := subs(
ln(1/T[0℄
2
)=(x_i-x_t0)*2*l*sigma[g℄/(1-delta), subs(ln(1/R) + L + delta*
ln(1/(T[0℄
2
)) = x_t0*2*l*sigma[g℄,e9));
>e12 := subs(
ln(1/T[0℄
2
) = (x_i-x_t0)*2*l*sigma[g℄/ (1-delta),subs(ln(1/R) + L + delta*
ln(1/(T[0℄
2
)) = x_t0*2*l*sigma[g℄,e10));
e9 :=
x_t
x_i
=
1
2
ln(
1
R
) + L+ δ ln(
1
T0
2 )
σg x_i l
+
1
2
(
x_t
x_i
)ζ ln(
1
T0
2 ) (1− δ)
σg x_i l
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e10 := x_f − x_i =
1
2
ln(
x_f
x_i
) (ln(
1
R
) + L+ δ ln(
1
T0
2 ))
l σg
− 1
2
ln(
1
T0
2 ) (1− δ) (1 − (
x_f
x_i
)ζ)
l σg α
x_t0 − x_i = 1
2
ln(
1
T0
2 ) (−1 + δ)
l σg
e11 :=
x_t
x_i
=
x_t0
x_i
+
(
x_t
x_i
)ζ (x_i − x_t0 )
x_i
e12 := x_f − x_i = ln(x_f
x_i
) x_t0 −
(x_i − x_t0 ) (1− (x_f
x_i
)ζ)
α
Now, let's plot some typial dependene for Q-swithing.
>eq := subs({x_t0=x,x_i=1},subs(x_t/x_i=y,expand(e11)));#here x=x_t0/x_i,
y=x_t/x_i
eq := y = x+ yζ − yζ x
>xt := pro(zeta,i)
>sol := array(1..20):
>x := (i-1)/20:
>sol[i℄ := fsolve(y = x+yζ-yζ*x,y,avoid={y=1},0..innity):
>end:
>points := {seq([k/20,xt(1.5,k)℄,k=2..19)}:
>p1 := plot(points,x=0..1,style=point,axes=boxed):
>points := {seq([k/20,xt(3,k)℄,k=2..19)}:
>p2 := plot(points,x=0..1,style=point,axes=boxed):
>points := {seq([k/20,xt(6,k)℄,k=2..19)}:
>p3 := plot(points,x=0..1,style=point,axes=boxed):
>display({p1,p2,p3},view=0..1,title=`x_t/x_i vs x_t0/x_i for dierent zeta`);
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x_t/x_i vs x_t0/x_i for different zeta
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From the denition of x_t0 this dependene for growing ζ tends to the linear
one, whih orrespond to the maximal eieny of the population inversion
utilization. For the xed absorption and emission ross-setions, the ζ parameter
inreases as a result of the laser beam fousing in the saturable absorber. Then
( ζ→ ∞), we have:
>e13 := lhs(e11) = op(1,rhs(e11));
>e14 := expand(lhs(e12)/x_i) = expand(op(1,rhs(e12))/x_i);
e13 :=
x_t
x_i
=
x_t0
x_i
e14 :=
x_f
x_i
− 1 =
ln(
x_f
x_i
) x_t0
x_i
and the output energy optimization an be realized by this simple way:
># Energy optimization
>e15 := x_f/x_i-1 = ln(x_f/x_i)*rhs(sol_6)/x_i;# from e14 and expres-
sion for x_t0
>e16 := lhs(%) = ln(x_f/x_i)*(a + b + delta*);# a = ln(1/R)/
(2*sigma[g℄*x_i*l), b = L/(2*sigma[g℄*x_i*l),  = ln(1/T[0℄
2
)/
(2*sigma[g℄*x_i*l) are the relative shares of the output, linear and saturable
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loss in the net-loss
>expand(solve(%,a)):
>sol_7 := (y/log(y) - 1/log(y) - (1-delta)*b - delta)/(1-delta);# solution
for a, y = x_f/x_i, we used a+b+=1
>epsilon := -a*log(y);# dimensionless energy,
epsilon = En*2*sigma[g℄*gamma/(h*nu*A)/(2*sigma[g℄*x_i*l)
>simplify( subs(a=sol_7,epsilon) );
>di(%,y) = 0;# maximum of energy
>print(`An optimal ratio of nal and initial inversions:`);
>y_opt := solve(%,y);# optimal y
>print(`An optimal mirror:`);
>a_opt := subs(y=y_opt,sol_7);# optimal a
>print(`A maximal dimensionless energy:`);
>epsilon_opt := simplify( subs({a=a_opt,y=y_opt},epsilon) );# optimal ep-
silon
e15 :=
x_f
x_i
− 1 = 1
2
ln(
x_f
x_i
) (ln(
1
R
) + L+ δ ln(
1
T0
2 ))
σg l x_i
e16 :=
x_f
x_i
− 1 = ln(x_f
x_i
) (a+ b+ δ c)
sol_7 :=
y
ln(y)
− 1
ln(y)
− (1− δ) b− δ
1− δ
ε := −a ln(y)
y − 1− b ln(y) + b ln(y) δ − δ ln(y)
−1 + δ
1− b
y
+
b δ
y
− δ
y
−1 + δ = 0
An optimal ratio of final and initial inversions :
y_opt := b− b δ + δ
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An optimal mirror :
a_opt :=
b− b δ + δ
ln(b − b δ + δ) −
1
ln(b − b δ + δ) − (1− δ) b− δ
1− δ
A maximal dimensionless energy :
epsilon_opt :=
b− b δ + δ − 1− b ln(b − b δ + δ) + b ln(b− b δ + δ) δ − δ ln(b− b δ + δ)
−1 + δ
>p1 := plot(
{[b,subs(delta=0,a_opt),b=0..1℄,[b,1-subs(delta=0,a_opt)-b,b=0..1℄
},olor=blak,axes=boxed,title=`optimal a and  versus b`):
>p2 :=
plot(
{[b,subs(delta=0.05,a_opt),b=0..1℄,[b,1-subs(delta=0.05,a_opt)-b, b=0. .1℄},
olor=red,axes=boxed,title=`optimal a and  versus b`):
>p3 :=
plot( {[b,subs(delta=0.1,a_opt),b=0..1℄,[b,1-subs(delta=0.1,a_opt)-b, b=0..1 ℄},
olor=blue,axes=boxed, title=`optimal a and  versus b`):
>display(p1,p2,p3,view=0..1);
>p1 := plot([b,subs(delta=0,epsilon_opt),b=0..1℄,
axes=boxed,olor=blak, title=`optimal epsilon versus b`):
>p2 := plot([b,subs(delta=0.05,epsilon_opt),b=0..1℄,
axes=boxed,olor=red, title=`optimal epsilon versus b`):
>p3 := plot([b,subs(delta=0.1,epsilon_opt),b=0..1℄,
axes=boxed,olor=blue, title=`optimal epsilon versus b`):
>display(p1,p2,p3);
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From the rst gure the optimization an be performed by the
simple graphial way. We have to dene the appropriate for our
sheme laser's net-loss and to determine (measure or alulate)
the intraavity linear loss. This gives the value of b, whih is
the relation of the linear loss to the net-loss. The upper group
of urves gives the value of , the lower urves give a (for the
dierent ontribution of the exited-state absorption, i. e. δ).
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2.3 Two-olor pulsing
Now let onsider a more ompliated situation, whih orresponds to the two-
olor Q-swithing due to presene of the stimulated Raman sattering in the
ative medium (for example, Yb
3+
:KGd(W04)2, see [4℄). In this ase the an-
alytial modelling is not possible, but we an use the numerial apaities of
Maple.
Let's the gain medium length is lg and the Raman gain oeient is g. We
assume the exat Raman resonane and neglet the phase and group-veloity
eets. Then the evolutional equations for the laser and sattered intensities Ip
and Is, respetively, are:
>restart:
>with(DEtools):
>with(plots):
>eq1 := di(In[p℄(z),z) = -g*In[s℄(z)*In[p℄(z):# evolution of the laser inten-
sity
>eq2 := di(In[s℄(z),z) = g*In[p℄(z)*In[s℄(z):# evolution of the Stokes om-
ponent intensity
>sys := {eq1,eq2};
>IC := {In[p℄(0)=In[p,0℄,In[s℄(0)=In[s,0℄};# initial onditions
>sol := dsolve(sys union IC,{In[s℄(z),In[p℄(z)}):
sys := { ∂
∂z
Ins(z) = g Ins(z) Inp(z),
∂
∂z
Inp(z) = −g Ins(z) Inp(z)}
IC := {Ins(0) = Ins, 0, Inp(0) = Inp, 0}
The integration produes:
>subs(sol,In[s℄(z)):# z is the distane in the rystal
>sol_1 := In[s℄(z) = simplify(%);
>subs(sol,In[p℄(z)):
>sol_2 := In[p℄(z) = simplify(%);
sol_1 := Ins(z) =
e(z g (Inp, 0+Ins, 0)) Ins, 0 (Inp, 0 + Ins, 0)
Inp, 0 + e(z g (Inp, 0+Ins, 0)) Ins, 0
sol_2 := Inp(z) =
(Inp, 0 + Ins, 0) Inp, 0
Inp, 0 + e(z g (Inp, 0+Ins, 0)) Ins, 0
There are the ampliation of the sattered eld and the depletion of the
laser eld, whih plays a role of the pump for the Stokes omponent.
Now let's transit from the intensities to the photon densities:
>#phi is the photon densities, the laser omponent at 1033 nm, the Stokes
omponent at 1139 nm
>sol_3 := simplify( subs(
{z=2*l[g℄,In[p,0℄=*h*nu[p℄*phi[p,0℄/2,
In[s,0℄=*h*nu[s℄*phi[s,0℄/2,In[s℄(z)=*h*nu[s℄*phi[s℄(z)/2},
2*sol_1))/(*h*nu[s℄);
>sol_4 := simplify( subs(
{z=2*l[g℄,In[p,0℄=*h*nu[p℄*phi[p,0℄/2,In[s,0℄=*h*nu[s℄*phi[s,0℄/2,
In[p℄(z)=*h*nu[p℄*phi[p℄(z)/2},2*sol_2) )/(*h*nu[p℄);
sol_3 := φs(z) =
e(lg g c h (%1+νs φs, 0)) φs, 0 (%1 + νs φs, 0)
%1 + e(lg g c h (%1+νs φs, 0)) νs φs, 0
%1 := νp φp, 0
sol_4 := φp(z) =
(νp φp, 0 + νs φs, 0)φp, 0
νp φp, 0 + e(lg g c h (νp φp, 0+νs φs, 0)) νs φs, 0
Hene the photon densities evolution due to the stimulated Raman sattering
obeys:
>eq3 := di(phi[p℄(t),t)[raman℄ = ( subs(
{phi[p,0℄=phi[p℄(t),phi[s,0℄=phi[s℄(t)},rhs(sol_4) ) - phi[p℄(t))/t[av℄;# t[av℄ is
the laser avity period
>eq4 := di(phi[s℄(t),t)[raman℄ = ( subs(
{phi[p,0℄=phi[p℄(t),phi[s,0℄=phi[s℄(t)},rhs(sol_3) )- phi[s℄(t) )/t[av℄;
eq3 := (
∂
∂t
φp(t))raman =
(νp φp(t) + νs φs(t))φp(t)
νp φp(t) + e(lg g c h (νp φp(t)+νs φs(t))) νs φs(t)
− φp(t)
tcav
eq4 := ( ∂∂t φs(t))raman =
e(lg g c h (%1+νs φs(t))) φs(t) (%1 + νs φs(t))
%1 + e(lg g c h (%1+νs φs(t))) νs φs(t)
− φs(t)
tcav
%1 := νp φp(t)
The inverse and ground-state populations for the gain medium and the ab-
sorber (Cr
4+
:YAG) obey (see previous subsetion):
28
>eq5 := di(n(t),t) =
-gamma*sigma[g℄**phi[p℄(t)*n(t);
>eq6 := di(n[0℄(t),t) = -rho*sigma[a℄**phi[p℄(t)*n[0℄(t);# rho=S[g℄/S[a℄
is the ratio of the beam area in the gain medium to that in the absorber
eq5 :=
∂
∂t
n(t) = −γ σg c φp(t) n(t)
eq6 :=
∂
∂t
n0(t) = −ρ σa c φp(t)n0(t)
Contribution of gain, saturable, output and linear intraavity loss to the
eld's evolution results in:
>eq7 := di(phi[p℄(t),t)[gain℄ =
2*(sigma[g℄*n(t)*l[g℄ - sigma[a℄*n[0℄(t)*l[a℄)*phi[p℄(t)/t[av℄;
>eq8 := di(phi[p℄(t),t)[linear℄ = (-ln(1/R[p℄) - L[p℄)*phi[p℄(t)/t[av℄;
>eq9 := di(phi[s℄(t),t)[linear℄ =
(-ln(1/R[s℄) - L[s℄ - 2*kappa*sigma[a℄*n[0℄(t)*l[a℄)*phi[s℄(t)/t[av℄;
eq7 := (
∂
∂t
φp(t))gain = 2
(σg n(t) lg − σa n0(t) la)φp(t)
tcav
eq8 := (
∂
∂t
φp(t))linear =
(−ln( 1
Rp
)− Lp)φp(t)
tcav
eq9 := (
∂
∂t
φs(t))linear =
(−ln( 1
Rs
)− Ls − 2 κσa n0(t) la)φs(t)
tcav
where Lp and Ls are the linear loss for the laser and Stokes omponents, re-
spetively, Rp and Rs are the output mirror reetivity at the laser and Stokes
wavelengths, respetively, κ is the redution fator taking into aount the de-
rease of the loss ross-setion at the Stokes wavelength relatively to the lasing
one.
Hene, the eld densities evaluate by virtue of:
>eq10 := di(phi[p℄(t),t) = rhs(eq3) + rhs(eq7) + rhs(eq8);
>eq11 := di(phi[s℄(t),t) = rhs(eq4) + rhs(eq9);
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eq10 := ∂∂t φp(t) =
(νp φp(t) + νs φs(t))φp(t)
νp φp(t) + e(lg g c h (νp φp(t)+νs φs(t))) νs φs(t)
− φp(t)
tcav
+
2 (σg n(t) lg − σa n0(t) la)φp(t)
tcav
+
(−ln( 1
Rp
)− Lp)φp(t)
tcav
eq11 := ∂∂t φs(t) =
e(lg g c h (%1+νs φs(t))) φs(t) (%1 + νs φs(t))
%1 + e(lg g c h (%1+νs φs(t))) νs φs(t)
− φs(t)
tcav
+
(−ln( 1
Rs
)− Ls − 2 κσa n0(t) la)φs(t)
tcav
%1 := νp φp(t)
In the agreement with the results of the previous subsetion we an transform
the equation for the populations in the gain and absorption media:
>di(n[0℄(n),n) = subs(
{n(t)=n,n[0℄(t)=n[0℄(n)},rhs(eq6)/rhs(eq5) );
>di(n[0℄(n),n) = zeta*rho*n[0℄(n)/n;# zeta=sigma[a℄/sigma[g℄/gamma
>dsolve({%},n[0℄(n));
∂
∂n
n0(n) =
ρ σa n0(n)
γ σg n
∂
∂n
n0(n) =
ζ ρ n0(n)
n
n0(n) = _C1 n
(ζ ρ)
>eq12 := n[0℄ = n[0,i℄*(n/n[i℄)ζ∗ρ;
eq12 := n0 = n0, i (
n
ni
)(ζ ρ)
>simplify( subs( phi[s℄(t)=0,subs(
{n(t)=n[i℄,n[0℄(t)=n[0,i℄,phi[p℄(t)=0},expand(
rhs(eq10)/phi[p℄(t) ) ) ) ) = 0:# the generation start
>numer(lhs(%)) = 0:
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>eq13 := n[i℄ = subs(
2*sigma[a℄*n[0,i℄*l[a℄=ln(1/T[0℄
2
),solve(%,n[i℄) );
eq13 := ni =
1
2
ln(
1
T0
2 ) + ln(
1
Rp
) + Lp
σg lg
Let' introdue new variables:
>Phi[p℄(t) = 2*sigma[g℄*l[g℄*phi[p℄;# note, that Phi is not the dimensional
intensity from the rst subsetion!
>Phi[s℄(t) = 2*sigma[g℄*l[g℄*phi[s℄;
>tau = 2*sigma[g℄*l[g℄*n[i℄*t/t[av℄;
>Nu = nu[s℄/nu[p℄;
>G = g*l[g℄**h*nu[p℄/(2*sigma[g℄*l[g℄);
>y(tau) = n(t)/n[i℄;
>Xi = ln(1/(T[0℄2))+ln(1/R[p℄)+L[p℄;
kappa = 0.38;
Φp(t) = 2 σg lg φp
Φs(t) = 2 σg lg φs
τ = 2
σg lg ni t
tcav
N =
νs
νp
G =
1
2
g c h νp
σg
y(τ) =
n(t)
ni
Ξ = ln(
1
T0
2 ) + ln(
1
Rp
) + Lp
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κ = .38
Then from Eqs. (eq5, eq10, eq11, eq12 ):
>f[1℄ := di(Phi[p℄(tau),tau) = Phi[p℄(tau)/Xi*
(Xi*y(tau) - ln(1/T[0℄
2
)*y(tau)
α∗ρ
- (ln(1/R[p℄)+L[p℄) +
((Phi[p℄(tau)+N*Phi[s℄(tau))/(Phi[p℄(tau) +
exp(G*(Phi[p℄(tau)+N*Phi[s℄(tau)))*N*Phi[s℄(tau)) - 1 ) );
>f[2℄ := di(Phi[s℄(tau),tau) =
Phi[s℄(tau)/Xi*(-(ln(1/R[s℄)+L[s℄+kappa*ln(1/(T[0℄
2
))*
y(tau)
α∗ρ
) +
(Phi[p℄(tau)+N*Phi[s℄(tau))/(Phi[p℄(tau)*
exp(-G*(Phi[p℄(tau)+N*Phi[s℄(tau))) + N*Phi[s℄(tau) ) - 1 );
>f[3℄ := di(y(tau),tau) = -gamma*(l[av℄/l[g℄)*Phi[p℄(tau)/Xi;
f1 :=
∂
∂τ
Φp(τ) =
Φp(τ)
(
Ξy(τ) − ln( 1
T0
2 ) y(τ)
(α ρ) − ln( 1
Rp
)− Lp + Φp(τ) +N Φs(τ)
Φp(τ) + e(G (Φp(τ)+N Φs(τ)))N Φs(τ)
− 1
)
Ξ
f2 :=
∂
∂τ
Φs(τ) =
Φs(τ)
(
−ln( 1
Rs
)− Ls − κ ln( 1
T0
2 ) y(τ)
(α ρ) +
Φp(τ) +N Φs(τ)
Φp(τ) e(−G (Φp(τ)+N Φs(τ))) +N Φs(τ)
− 1
)
Ξ
f3 :=
∂
∂τ
y(τ) = −γ lcav Φp(τ)
lg Ξ
The next proedures solve the obtained system numerially to obtain the de-
pendenies of the normalized photon densities at laser and Stokes wavelengths
and the relative inversion vs. avity roundtrip, n is the duration of the simula-
tion in the avity roundtrips):
>ODE_plot1 := pro(T0,Rp,Rs,Lp,Ls,n)
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>gam := 1:# gamma parameter
>rho := 1:
>kappa := 0.38:
>alpha := evalf( 5e-18/2.8e-20 ):#the ratio of the ross-setions
>x := 29:# x = l[av℄/l[g℄
>N := evalf(1033/1139):
>G := subs(
{g=4.8e-9,=3e10,h=6.62e-34,nu_p=3e10/1.033e-4,
sigma_g=2.8e-20},g**h*nu_p/(2*sigma_g) ):
>Xi := ln(1/(T02))+ln(1/Rp)+Lp:
>sys := [ D(Phip)(tau) =
Phip(tau)*(Xi*y(tau)-ln(1/(T0
2
))*y(tau)
α∗ρ
-ln(1/Rp)-Lp+(Phip(tau)+N*Phis(tau))/(Phip(tau)+
exp(G*(Phip(tau)+N*Phis(tau)))*N*Phis(tau))-1)/Xi,
D(Phis)(tau) =
Phis(tau)*(-ln(1/Rs)-Ls-kappa*ln(1/(T0
2
))*y(tau)
α∗ρ
+(Phip(tau)+N*Phis(tau))/(Phip(tau)*
exp(-G*(Phip(tau)+N*Phis(tau)))+N*Phis(tau))-1)/Xi,
D(y)(tau) = -gam*x*Phip(tau)/Xi℄:
>DEplot(sys,[Phip(tau),Phis(tau),y(tau)℄,tau=0..n,
[[Phip(0) = 1e− 7, Phis(0) = 1e− 7, y(0) = 1]],stepsize=0.1,
sene=[tau,Phip(tau)℄,method=lassial[abmoulton℄,
axes=FRAME,lineolor=BLUE):
>end:
>ODE_plot2 := pro(T0,Rp,Rs,Lp,Ls,n)
>gam := 1:
>rho := 1:
>kappa := 0.38:
>alpha := evalf( 5e-18/2.8e-20 ):
>x := 29:# x = l[av℄/l[g℄
>N := evalf(1033/1139):
>G := subs(
{g=4.8e-9,=3e10,h=6.62e-34,nu_p=3e10/1.033e-4,sigma_g=2.8e-20},
g**h*nu_p/(2*sigma_g)):
>Xi := ln(1/(T02))+ln(1/Rp)+Lp:
>sys := [ D(Phip)(tau) =
Phip(tau)*(Xi*y(tau)-ln(1/(T0
2
))*y(tau)
α∗ρ
-
ln(1/Rp)-Lp+(Phip(tau)+N*Phis(tau))/(Phip(tau)+
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exp(G*(Phip(tau)+N*Phis(tau)))*N*Phis(tau))-1)/Xi,
D(Phis)(tau) =
Phis(tau)*(-ln(1/Rs)-Ls-kappa*ln(1/(T0
2
))*y(tau)
α∗ρ
+
(Phip(tau)+N*Phis(tau))/(Phip(tau)*
exp(-G*(Phip(tau)+N*Phis(tau)))+N*Phis(tau))-1)/Xi,
D(y)(tau) = -gam*x*Phip(tau)/Xi℄:
>DEplot(sys,[Phip(tau),Phis(tau),y(tau)℄,tau=0..n,
[[Phip(0) = 1e− 7, Phis(0) = 1e− 7, y(0) = 1]],stepsize=0.1,
sene=[tau,Phis(tau)℄,method=lassial[abmoulton℄,
axes=FRAME,lineolor=RED):
>end:
>ODE_plot3 := pro(T0,Rp,Rs,Lp,Ls,n)
>gam := 1:
>rho := 1:
>kappa := 0.38:
>alpha := evalf( 5e-18/2.8e-20 ):
>x := 29:# x = l[av℄/l[g℄
>N := evalf(1033/1139):
>G := subs(
{g=4.8e-9,=3e10,h=6.62e-34,nu_p=3e10/1.033e-4,sigma_g=2.8e-20},
g**h*nu_p/(2*sigma_g)):
>Xi := ln(1/(T02))+ln(1/Rp)+Lp:
sys := [ D(Phip)(tau) =
Phip(tau)*(Xi*y(tau)-ln(1/(T0
2
))*y(tau)
α∗ρ
-ln(1/Rp)-Lp+(Phip(tau)+N*Phis(tau))/(Phip(tau)+
exp(G*(Phip(tau)+N*Phis(tau)))*N*Phis(tau))-1)/Xi,
D(Phis)(tau) =
Phis(tau)*(-ln(1/Rs)-Ls-kappa*ln(1/(T0
2
))*y(tau)
α∗ρ
+(Phip(tau)+N*Phis(tau))/(Phip(tau)*
exp(-G*(Phip(tau)+N*Phis(tau)))+N*Phis(tau))-1)/Xi,
D(y)(tau) = -gam*x*Phip(tau)/Xi℄:
>DEplot(sys,[Phip(tau),Phis(tau),y(tau)℄,tau=0..n,
[[Phip(0) = 1e− 7, Phis(0) = 1e− 7, y(0) = 1]],stepsize=0.1,
sene=[tau,y(tau)℄,method=lassial[abmoulton℄,
axes=FRAME,lineolor=BLACK):
>end:
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>display(ODE_plot1(0.65,0.75,0.96,5e-2,5e-2,300),axes=boxed,
title=`laser photon density`);
>display(ODE_plot2(0.65,0.75,0.96,5e-2,5e-2,300),axes=boxed,
title=`Stokes photon density`);
>display(ODE_plot3(0.65,0.75,0.96,5e-2,5e-2,300),axes=boxed,
title=`relative inversion`);
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relative inversion
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So, we an obtain a quite eient two-olor pulsing in the
nanoseond time domain without any additional wavelength
onversion.
The nonstationary lasing in question produes the pulses with the durations,
whih are larger than the avity period. The avity length shortening, i. e.
the use of the mirohip lasers, dereases the pulse durations down to ten 
hundred pioseonds. But there is a method allowing the fundamental pulse
width redution, viz. mode loking.
3 Coneption of mode loking
The laser avity is, in fat, interferometer, whih supports the propagation of
only dened light waves. Let onsider a plane wave, whih is reeted from a
laser mirror. The initial wave is ( is the omplex onjugated term):
>restart:
with(plots):
with(DEtools):
AI := A0*exp(I*(omega*t+k*x))+;
AI := A0 e(I (ω t+k x)) + cc
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Then the reeted wave (normal inidene and full reetivity are supposed)
is:
>AR := A0*exp(I*(omega*t-k*x+Pi))+;
AR := A0 e(I (ω t−k x+pi)) + cc
where pi is the phase shift due to reetion. An interferene between inident
and reeted waves results in
>onvert(AI+AR,trig):
expand(%):
fator(%);
−2A0 sin(ω t) sin(k x) + 2 I A0 cos(ω t) sin(k x) + 2 cc
This is the so-alled standing wave:
>animate(sin(x)*sin(t), x=0..2*Pi,t=0..2*Pi, axes=boxed,
title=`Standing wave`, olor=red);
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Note, that a wave node lies on a surfae (point x=0). The similar situation
takes plae in the laser resonator. But the laser resonator onsists of two (or
more) mirrors and the standing wave is formed due to reetion from the eah
mirror. So, the wave in the resonator is the standing wave with the nodes plaed
on the mirrors. Suh waves are alled as the longitudinal laser modes. The laser
resonator an ontain a lot of modes with the dierent frequenies (but its nodes
have to lie on the mirrors!) and these modes an interfere.
Let suppose, that the longitudinal modes are numbered by the index m. In
fat, we have M harmoni osillators with the phase and frequeny dierenes
dphi and domega, orrespondingly. Let the amplitude of modes is A0.
>mode := 1/2*A0*exp(I*(phi0+m*dphi)+
I*(omega0+m*domega)*t)+;# amplitude of the mode numbered
by index m
mode :=
1
2
A0 e(I (φ0+m dphi)+I (ω0+m domega) t) + cc
Here φ0 and ω0 are the phase and frequeny of the entral mode, respetively.
The interferene between these modes produes the wave paket:
>paket := sum(mode-,m=-(M-1)/2..(M-1)/2)+;
# interferene of longitudinal modes with onstant phases
packet :=
1
2
A0 e(I φ0) e(I ω0 t) e(I (1/2M+1/2) dphi) e(I t (1/2M+1/2) domega)
e(I dphi) e(I domega t) − 1
− 1
2
A0 e(I φ0) e(I ω0 t) e(I (−1/2M+1/2) dphi) e(I t (−1/2M+1/2) domega)
e(I dphi) e(I domega t) − 1 + cc
Now, we an extrat the term desribing the fast osillation on the entral
("arrier") frequeny ω0 from the previous expression. The obtained result is
the paket's envelope (its slowly varying amplitude):
>envelope := expand((paket-)/exp(I*(t*omega0+phi0)));
# slowly varying envelope of the wave paket
envelope :=
1
2
A0 e(1/2 I dphiM) e(1/2 I dphi) e(1/2 I domega tM) e(1/2 I domega t)
e(I dphi) e(I domega t) − 1
− 1
2
A0 e(−1/2 I dphiM) e(1/2 I dphi) e(−1/2 I domega tM) e(1/2 I domega t)
e(I dphi) e(I domega t) − 1
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It is obviously, that this expression an be onverted into following form:
>envelope :=
1/2*A0*sinh(1/2*I*M*(dphi+t*domega))/
sinh(1/2*I*(dphi+t*domega));
envelope :=
1
2
A0 sin(
1
2
M (dphi + domega t))
sin(
1
2
dphi +
1
2
domega t)
The squared envelope's amplitude (i. e. a eld intensity) is depited in the next
gure for the dierent M.
>plot({subs({M=5,A0=1,dphi=0.1,domega=0.1},2*envelope2),
subs({M=20,A0=1,dphi=0.1,domega=0.1},2*envelope
2
)},
t=-80..80, axes=boxed, title=`result of modes interferene`);
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One an see, that the interferene of modes results in the generation of short
pulses. The interval between pulses is equal to 2 pi/domega. The growth of
M dereases the pulse duration 2 pi/(M*domega) and to inreases the pulse
intensity M2*A0 2. The last is the onsequene of the following relation:
>(limit(sin(M/2*x)/sin(x/2),x=0)*A0)2;# maximal eld intensity
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M2A0 2
In this example, the phase dierene between neighboring modes is onstant.
Suh mode loking auses the generation of short and intense pulses. But in the
reality, the laser modes are not loked, i. e. the modes are the osillations with
the independent and aidental phases. In this ase:
>M := 20:# 20 longitudinal modes
A0 := 1:# onstant dimensionless amplitude of mode
domega := 0.1:# onstant frequeny dierent
phi0 := 0:# phase of the entral mode
omega0 := 1:# dimensionless frequeny of entral mode
mode := 0:
for m from -(M-1)/2 to (M-1)/2 do:
die := rand(6):
dphi := die():# aidental phase dierene between modes
mode := mode+A0*os(phi0+m*dphi+(omega0+m*domega)*t):
od:
plot(mode,t=-80..80, axes=boxed, title=`result of modes interferene`);
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Thus, the interferene of the unloked modes produes the irregular eld beat-
ings, i. e. the noise spikes with a duration ~ 1/(M*domega).
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What are the methods for the mode loking? Firstly, let onsider the sim-
plest model of the harmoni osillation in the presene of the periodial fore.
>di_equation := di(di(y(t),t),t)+omega2*y(t)=os(delta*t+phi);
# osillations in the presene of periodial fore
# (delta and phi are the frequeny and
#phase of the fore osillation, respetively)
dsolve({di_equation, y(0)=1, D(y)(0)=0},y(t)):
osill1 := ombine(%);
diff_equation := (
∂2
∂t2
y(t)) + ω2 y(t) = cos(δ t+ φ)
oscill1 := y(t) = (ω cos(ω t− φ) + ω cos(ω t+ φ) −
2 cos(ω t)ω3 + 2ω cos(ω t) δ2 − δ cos(ω t− φ)
+ δ cos(ω t+ φ)− 2 cos(δ t+ φ)ω)
/
(−2ω3 + 2ω δ2)
>animate(subs({omega=1,delta=0.1 },subs(osill1,y(t))),
t=0..100,phi=0..2*Pi,olor=red,style=point, axes=boxed);
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We an see, that the external fore auses the osillations with the additional
frequenies: ω+ δ and ω- δ. If δ is equal to the intermode interval, the addi-
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tional osillation of mode plays a role of the resonane external fore for the
neighboring modes. Let onsider suh resonant osillation in the presene of the
resonant external fore:
>di_equation := di(di(y(t),t),t)+omega2*y(t)=
os(omega*t+phi);# resonant external fore
dsolve({di_equation,y(0)=1,D(y)(0)=0},y(t)):
osill2 := ombine(%);
diff_equation := (
∂2
∂t2
y(t)) + ω2 y(t) = cos(ω t+ φ)
oscill2 := y(t) =
1
4
−cos(ω t− φ) + cos(ω t+ φ) + 4 cos(ω t)ω2 + 2 t sin(ω t+ φ)ω
ω2
The term, whih is proportional to t ("seular" term), equalizes the phase of the
osillations to the phase of the external fore. It is the simplest model of a so-
alled ative mode loking. Here the role of the external fore an be played by
the external amplitude or phase modulator. Main ondition for this modulator
is the equality of the modulation frequeny to the intermode interval that auses
the resonant interation between modes and, as onsequene, the mode loking
(part 4 ). The dierent mehanism, a passive mode loking, is produed by
the nonlinear interation of modes with an optial medium. Suh nonlinearity
an be aused by saturable absorption, self-fousing et. (see further parts of
artile). Now we shall onsider the simplest model of the passive mode loking.
Let suppose, that there are two modes, whih osillate with dierent phases and
frequenies in the ubi nonlinear medium:
>omega := 1:
delta := 0.1:
sys := [di(di(y(t),t),t)+omega
2
*y(t)=-(y(t)
3
+z(t)
3
),
di(di(z(t),t),t)+(omega+delta)
2
*z(t)=-(y(t)
3
+z(t)
3
)℄;
#two osillating modes with nonlinear oupling
DEplot3d(sys,[y(t),z(t)℄,t=0..100,[[y(0)=-1,z(0)=1,D(y)(0)=0,
D(z)(0)=0℄℄,stepsize=1,sene=[y(t),z(t),t℄,
axes=boxed,lineolor=BLACK,orientation=[-60,70℄,
title=`mode loking`);
sys :=
[(
∂2
∂t2
y(t)) + y(t) = −y(t)3 − z(t)3, ( ∂
2
∂t2
z(t)) + 1.21 z(t) = −y(t)3 − z(t)3]
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We an see, that the initial osillations with the dierent phases are loked due
to nonlinear interation that produes the synhronous osillations.
As onlusion, we note that the mode loking is resulted from
the interferene between standing waves with onstant and
loked phases. Suh interferene forms a train of the ultrashort
pulses. The mehanisms of the mode loking are the external
modulation with frequeny, whih is equal to intermode fre-
queny interval, or the nonlinear response of the optial medium
Later on we shall onsider both methods. But rstly we have to obtain the more
realisti equations desribing the ultrashort pulse generation.
4 Basi model
The models desribing the laser eld evolution are based usually on the so-
alled semi-lassial approximation. In the framework of this approximation
the eld obeys the lassial Maxwell equation and the medium evolution has
the quantum-mehanial harater. Here we shall onsider the wave equation
without onretization of the medium evolution.
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The Maxwell equation for the light wave an be written as:
>restart:
with(PDEtools,dhange):
maxwell_eq :=
di(E(z,t),z,z)-di(E(z,t),t,t)/
2
=4*Pi*di(P(t),t,t)/
2
;
maxwell_eq := (
∂2
∂z2
E(z, t))−
∂2
∂t2 E(z, t)
c2
= 4
pi ( ∂
2
∂t2 P(t))
c2
where E(z,t) is the eld strength, P(t) is the medium polarization, z is the
longitudinal oordinate, t is the time,  is the light veloity. The hange of the
variables z > z*, t - z/ > t* produes
>maro(zs=`z*`,ts=`t*`):
tr := {z = zs, t = ts + zs/};
maxwell_m := dhange(tr,maxwell_eq,[zs,ts℄,simplify);
tr := {t = t∗+ z∗
c
, z = z∗}
maxwell_m :=
( ∂
2
∂z∗2 E(z∗, t∗, c)) c− 2 ( ∂
2
∂z∗ ∂t∗ E(z∗, t∗, c))
c
=
4
pi ( ∂
2
∂t∗2 P(z∗, t∗, c))
c2
We does not take into aount the eets onneted with a wave propagation in
thin medium layer, that allows to eliminate the seond-order derivation on z*.
Then
>int(op(2,expand(lhs(maxwell_m))),ts)-int(rhs(maxwell_m),ts):
# integration of both sides of wave equation
numer(%):
wave_1 := expand(%/(-2));
wave_1 := (
∂
∂z∗ E(z∗, t∗, c)) c+ 2 pi (
∂
∂t∗ P(z∗, t∗, c))
So, we redued the order of wave equation. The inverse transformation of the
oordinates leads to the so-alled shortened wave equation:
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>tr := {zs = z, ts = t - z/};
wave_2 := dhange(tr,wave_1,[z,t℄,simplify);
tr := {z∗ = z, t∗ = t− z
c
}
wave_2 := (
∂
∂z
E(z, t, c)) c+ (
∂
∂t
E(z, t, c)) + 2 pi (
∂
∂t
P(z, t, c))
Next step is the transition to the slowly-varying amplitude approximation. We
shall onsider eld envelope ρ(z,t) and polarization P(t), whih are lled by the
fast osillation with frequeny ω (k is the wave number, N is the onentration
of the atoms, d is the medium length):
>Theta=omega*t-k*z;# phase
E := rho(z,t)*os(Theta);# eld
P := N*d*(a(t)*os(Theta)-b(t)*sin(Theta));# polarization (a and b are the
quadrature omponents)
Θ = ω t− k z
E := ρ(z, t) cos(Θ)
P := N d (a(t) cos(Θ)− b(t) sin(Θ))
Then the wave equation an be transformed as:
>Theta:=omega*t-k*z:
di(E,z)+di(E,t)/+2*Pi*di(P,t)/:
ombine(%,trig):
ollet(%,os(Theta)):
wave_3 := ollet(%,sin(Theta)):
eq_eld :=
op(1,expand(oe(wave_3,os(Theta))))+op(3,expand(
oe(wave_3,os(Theta))))=
-op(2,expand(oe(wave_3,os(Theta))))-
op(4,expand(oe(wave_3,os(Theta))));# eld equation
disp_onditions := Int(oe(wave_3,sin(Theta)),t)=0;# dispersion on-
dition
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eq_field := (
∂
∂z
ρ(z, t)) +
∂
∂t ρ(z, t)
c
= −2 pi N d (
∂
∂t a(t))
c
+
2 piN d b(t)ω
c
disp_conditions :=∫
ρ(z, t) k c− 2 piN d ( ∂∂t b(t))− ρ(z, t)ω − 2 piN d a(t)ω
c
dt = 0
The obtained result is the system of the shortened wave equa-
tion and the dispersion ondition. The right-hand side of the
eld equation (material part) will be dierent for the dierent
appliations (see below)
5 Ative mode loking: harmoni osillator
5.1 Amplitude modulation
We start our onsideration with a relatively simple tehnique named as ative
mode loking due to amplitude modulation. The modulator, whih is governed
by external signal and hanges the intraavity loss periodially, plays the role of
the external "fore" (see part 2). Let onsider the situation, when the modula-
tion period is equal and the pulse duration is muh less than the avity period.
If the modulation urve is lose to osine, then the master equation for the
ultrashort pulse evolution an be written as [5℄:
∂
∂z ρ(z, t) = g ρ(z, t) + tf
2 ∂2
∂t2 ρ(z, t) −M t2 ρ(z, t),
where g is the net-gain in the laser aounting for the saturated gain α and
linear loss l (inluding output loss), tf is the inverse bandwidth of the spetral
lter, M is the harateristi of the modulation strength taking into aount
urvature of the modulation urve at the point of maximal loss.
Let try to solve this equation in the ase of the steady-state propagation of
ultrashort pulse (when
∂
∂z ρ(z, t)=0) and in the absene of detuning of mod-
ulation period from avity period. If the time is normalized to tf , then the
obtained equation is a well-known equation of harmoni osillator:
>restart:
with(plots):
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with('linalg'):
ode[1℄ := di(rho(t),`$`(t,2)) + g*rho(t) - M*t
2
*rho(t);
ode1 := (
∂2
∂t2
ρ(t)) + g ρ(t)−M t2 ρ(t)
>sol := dsolve(ode[1℄=0,rho(t));
sol := ρ(t) =
_C1 WhittakerW(
1
4
g√
M
,
1
4
,
√
M t2)
√
t
+
_C2 WhittakerM(
1
4
g√
M
,
1
4
,
√
M t2)
√
t
The next step is suggested by the asymptoti behavior of the prospetive
solution: limt→∞ ρ(t) = 0. But previously it is onvenient to transit from
Whittaker funtions to hypergeometri and Kummer funtions:
WhittakerM( µ, ν,z)= e(
−x
2 ) x(
1
2+ν)
hypergeom(
1
2 + ν − µ, 1+2 ν, x ),
WhittakerW( µ, ν,z)= e(
−x
2 ) x(
1
2+ν)
KummerU(
1
2 + ν − µ, 1+2 ν, x ).
As result, we have ( µ= g
4
√
M
, ν= 14 , x=
√
M t2):
ρ(t) = C1e
(−
√
M t2
2 )
t
√√
M hypergeom( 34 − g4√M ,
3
2 ,
√
M t2) +
C2e
(−
√
M t2
2 )
√√
M KummerU( 34 − g4√M ,
3
2 ,
√
M t2)=
C1e
(−
√
M t2
2 )
√√
M hypergeom(( 14 − g4√M )+
1
2 ,
3
2 ,
√
M t2) +
C2e
(−
√
M t2
2 )
√√
M hypergeom( 14 − g4√M ,
1
2 ,
√
M t2).
Now, the asymptoti ondition limt→∞ ρ(t) = 0, whih is similar to ondition
for quantum states in harmoni osillator, results in (see, for example,[6℄)
ρ1(t) = C HermiteH 2n(t
√√
M) e(−
t2
√
M
2 )
for n= - (
1
4 − g4√M ) && n is
integer,
ρ2(t)= C HermiteH 2n+1(t
√√
M) e(−
t2
√
M
2 )
for n= - (
3
4 − g4√M ) && n is
integer,
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where HermiteH 2n and HermiteH 2n+1 are Hermite polynomials. Value of
onstant C an be obtained from the energy balane ondition, whih results
from the equation of gain saturation:
α = α0
1+χ
∫∞
−∞ ρ(t)
2 dt
.
Here χ is the inverse ux of the gain saturation energy, α0 is the gain for small
signal dened by gain medium properties and pump intensity (note, that g =
α − l). Now let investigate the parameters of the steady-state solution of the
master equation. With that end in view, we have to searh the generation eld
energy:
>C2*int( HermiteH(0,t*surd(M, 4))2 * exp( -t2*sqrt(M) ),
t=-innity..innity ); # energy of the rst solution
("ground state"), where alpha=l+sqrt(M) (see above)
C2
√
pi
M (1/4)
The use of normalization of intensity ρ2 to (χ tf )
(−1)
and energy balane on-
dition (see above) results in
>eq := l+sqrt(M) - alpha[0℄/(1+C2*sqrt(Pi)/surd(M, 4)) = 0:
sol := solve(eq, C
2
);# pulse peak intensity
sol :=
surd(M, 4) (−l−√M + α0)√
pi (l +
√
M)
Hene the ultrashort pulse obtained as result of ative mode loking an be
represented as
>pulse := sol*HermiteH(0,t*surd(M, 4))2 * exp( -t2*sqrt(M) );
# this is rst solution of master equation,
# whih represents a Gaussian pulse prole
plot( subs({l=0.1,M=0.05,alpha[0℄=1.2},pulse),
t=-6..6, axes=BOXED, title=`eld intensity vs time` );
pulse :=
surd(M, 4) (−l −√M + α0) e(−
√
M t2)
√
pi (l +
√
M)
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Now we alulate the pulse duration measured on half-level of maximal pulse
intensity:
>eq := exp( -sqrt(M)*t2 ) = 1/2:
sol := solve(eq, t):
pulse_width := simplify( sol[1℄ - sol[2℄ );
pulse_width := 2
√
M (3/2) ln(2)
M
>plot( pulse_width,M=0.3..0.01, axes=BOXED,
title=`pulse width vs M`);
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One an see, that the inrease of modulation parameter dereases the pulse
width, but this derease is slow (~1/
√√
M). Next step is the taking into
aount the detuning of avity and modulation periods. The orresponding
normalized parameter δ an be introdued in the following form (see orre-
sponding Doppler transformation: t>t - z δ and, as onsequene, ∂∂z >- δ
∂
∂t
for steady-state pulse, here δ is, in fat, inverse relative veloity with dimension
[time/avity transit℄, i. e. time delay on the avity round-trip):
>ode[2℄ := di(rho(t),`$`(t,2)) + delta*di(rho(t),t) +
g*rho(t) -M*t
2
*rho(t);
ode2 := (
∂2
∂t2
ρ(t)) + δ (
∂
∂t
ρ(t)) + g ρ(t)−M t2 ρ(t)
>sol := dsolve(ode[2℄=0,rho(t));
sol := ρ(t) =
_C1 WhittakerW(
1
16
4 g − δ2√
M
,
1
4
,
√
M t2) e(−1/2 δ t)
√
t
+
_C2 WhittakerM(
1
16
4 g − δ2√
M
,
1
4
,
√
M t2) e(−1/2 δ t)
√
t
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The omparison with above obtained result leads to
ρ1(t) = C ·HermiteH2 n(t
√√
M )e(−
t (δ+
√
M t)
2 )
for
n = −(1
4
+
δ2 − 4 g
16
√
M
)
&& n is integer,
ρ2(t) = C ·HermiteH2 n+1 (t
√√
M )e(−
t (δ+
√
M t)
2 )
for
n = −(3
4
+
δ2 − 4 g
16
√
M
)
&& n is integer,
and we an repeat our previous analysis
>C2*int( HermiteH(0,t*surd(M, 4))2 *
exp( -t*(delta+sqrt(M)*t) ),t=-innity..innity );
# energy of the rst solution ("ground state"),
# where alpha=l+sqrt(M)+delta
2/4
C2 e
(1/4 δ
2
√
M
)√
pi
M (1/4)
>eq := l+sqrt(M)+delta2/4 - alpha[0℄/(1+%) = 0:
# energy balane ondition
sol_0 := solve(eq, C
2
);# pulse peak intensity
sol_0 := −M
(1/4) (4 l + 4
√
M + δ2 − 4α0)
e
(1/4 δ
2
√
M
)√
pi (4 l + 4
√
M + δ2)
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Note, that there is the maximal |δ| permitting the "ground state" ultrashort
pulse generation:
>-4*l-4*sqrt(M)-delta2+4*alpha[0℄ > 0;
solve(-4*l-4*sqrt(M)-delta
2
+4*alpha[0℄=0, delta);
0 < −4 l− 4
√
M − δ2 + 4α0
2
√
−l −
√
M + α0, −2
√
−l−
√
M + α0
We see, that the upper permitted level of detuning parameter is inreased due
to pump growth (rise of α0) and is dereased by M growth.
It is of interest, that the growth of |δ| does not leads to generation of the
"exite state" pulses beause of the orresponding limitation for these solutions
is more strit:
>En := C2*int( expand( HermiteH(1,t*surd(M, 4) ))2 *
exp(-t*(delta+sqrt(M)*t) ), t=-innity..innity ):
# energy of the seond solution ("exite state")
eq1 := 0 = - (3/4+(delta
2
-4*(alpha-l))/(16*sqrt(M))):
solve(%,alpha):
eq := % - alpha[0℄/(1+En) = 0:# energy balane ondition
solve(eq, C
2
);# "exite state" pulse peak intensity
-12*sqrt(M)-4*l-delta
2
+4*alpha[0℄ > 0;# ondition of generation
− M
(5/4) (12
√
M + 4 l+ δ2 − 4α0)
e
(1/4 δ
2
√
M
)
surd(M, 4)2
√
pi (14
√
M δ2 + 24M + δ4 + 4 l δ2 + 8 l
√
M)
0 < −12
√
M − 4 l− δ2 + 4α0
The dependene of pulse width on δ has following form:
>eq := exp( -t*(delta+sqrt(M)*t) ) = 1/2:
sol := solve(eq, t):
pulse_width := simplify( sol[1℄ - sol[2℄ );
plot( subs(M=0.05,pulse_width),delta=-5..5, axes=BOXED,
title=`pulse width vs delta` );
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pulse_width :=
√
M (δ2 + 4
√
M ln(2))
M
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We an see almost linear and symmetri rise of pulse width
due to detuning inrease. This is an important harateristi
of ative mode-loked lasers. But in pratie (see below), the
dependene of the pulse parameters on detuning has more om-
pliated harater
The dependene of the pulse maximum loation on detuning parameter an be
obtained from the solution for pulse envelope's maximum:
∂
∂t e
(− t (δ+
√
M t)
2 )
= 0.
Hene, the pulse maximum loation is:
>di(exp(-t*(delta+sqrt(M)*t)/2), t) = 0:
solve(%, t);
−1
2
δ√
M
>plot( subs(M=0.05,%),delta=-5..5, axes=BOXED,
title=`pulse shift vs delta` );
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The inrease (derease) of the pulse round-trip frequeny ( δ<0 and δ>0, respe-
tively) inreases positive (negative) time shift of the pulse maximum relatively
modulation urve extremum.
5.2 Phase modulation
The external modulation an hange not only eld amplitude, but its phase.
In fat, this regime (phase ative modulation) auses the Doppler frequeny
shift of all eld omponents with the exeption of those, whih are loated in
the viinity of extremum of modulation urve. Hene, there exists the steady-
state generation only for eld loated in viinity of points, where the phase is
stationary. Steady-state regime is desribed by equation
>ode[3℄ := di(rho(t),`$`(t,2)) + g*rho(t) + I*phi*rho(t) +
I*M*t
2
*rho(t);
ode3 := (
∂2
∂t2
ρ(t)) + g ρ(t) + I φ ρ(t) + I M t2 ρ(t)
where φ is the phase delay on the avity round-trip. This equation looks like
previous one, but has omplex harater. This suggests to searh its partial
solution in the form ρ(t) = C e((a+I b) t
2)
:
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>expand( subs(rho(t)=C*exp((a+I*b)*t2), ode[3℄) ):
expand(%/C/exp(t
2
*a)/exp(I*t
2
*b)):
eq1 := ollet (oe(%,I), t
2
):
eq2 := ollet( oe(%%,I,0), t
2
):
eq3 := oe(eq1, t
2
);
eq4 := oe(eq1, t,0);
eq5 := oe(eq2, t
2
);
eq6 := oe(eq2, t,0);
sol1 := solve(eq6=0, a);# solution for a
sol2 := solve(subs(a=sol1,eq3=0), b);# solution for b
sol3 := solve(subs(b=sol2,eq4)=0, phi);# solution for phi
# but NB that there is eq5 dening, in fat, g:
solve( subs({a=sol1, b=sol2},eq5)=0, g);# solution for g
eq3 := 8 a b+M
eq4 := 2 b+ φ
eq5 := 4 a2 − 4 b2
eq6 := 2 a+ g
sol1 := −1
2
g
sol2 :=
1
4
M
g
sol3 := −1
2
M
g
1
2
√
−2M, −1
2
√
−2M, 1
2
√
2
√
M, −1
2
√
2
√
M
So, we have ρ(t) = C e
((
−
√
M
2
2 +
I
√
M
2
2
)
t2
)
and φ = −
√
M
2 , g=√
M
2 . The time-dependent paraboli phase of ultrashort pulse
is alled hirp and is aused by phase modulation
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Pulse width for this pulse is:
>exp(-sqrt(M/2)*t2) = 1/2:
sol := solve(%, t):
pulse_width := simplify( sol[1℄ - sol[2℄ );
pulse_width := 2
√
M (3/2)
√
2 ln(2)
M
that is 2
√
ln(2)
√
2
M . As one an see, that result is equal to one for amplitude
modulation. The main dierene is the appearane of the hirp.
Let take into aount the modulation detuning. In this ase we may to
suppose the modiation of the steady-state solution:
>ode[4℄ := di(rho(t),`$`(t,2)) + g*rho(t) + delta*di(rho(t),t) +
I*phi*rho(t) + I*M*t
2
*rho(t);
expand( subs(rho(t)=C*exp((a+I*b)*t
2
+ (+I*d)*t), ode[4℄) ):
#  is the shift of the pulse prole from extremum
# of the modulation urve, d is the frequeny shift of
# the pulse from the enter of the gain band
expand(%/C/exp(t
2
*a)/exp(I*t
2
*b)/exp(t*)/exp(I*t*d)):
eq1 := ollet (oe(%,I), t ):
eq2 := ollet( oe(%%,I,0), t ):
eq3 := oe(eq1, t
2
):
eq4 := oe(eq1, t):
eq5 := oe(eq1, t, 0):
eq6 := oe(eq2, t
2
);
eq7 := oe(eq2, t):
eq8 := oe(eq2, t, 0):
allvalues(
solve(subs(b=-a,{eq3=0,eq4=0,eq5=0,eq7=0,eq8=0}),{a,,d,g,phi}) );
ode4 := (
∂2
∂t2
ρ(t)) + g ρ(t) + δ (
∂
∂t
ρ(t)) + I φ ρ(t) + I M t2 ρ(t)
eq6 := 4 a2 − 4 b2
{c = −1
2
δ, φ =
1
2
√
2
√
M, a =
1
4
√
2
√
M, g = −1
2
√
2
√
M +
1
4
δ2, d = 0},
{c = −1
2
δ, g =
1
2
√
2
√
M +
1
4
δ2, φ = −1
2
√
2
√
M, a = −1
4
√
2
√
M, d = 0}
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We see, that there is not frequeny shift of the pulse (d=0), but, as it was
for amplitude modulation, the time delay appears ( c = − δ2 ) that hanges
the pulse duration as result of modulation detuning. The rise of the detuning
prevents from the pulse generation due to saturated net-gain oeient inrease
( g =
√
M
2 +
δ2
4 ).
The pulse parameters behavior oinides with one for amplitude
modulation
5.3 Ultrashort pulse stability
Now we shall investigate the ultrashort pulse stability against low perturba-
tion ζ(t). The substitution of the perturbed steady-state solution in dynamial
equation with subsequent linearization on ζ(t) results in
∂
∂z
ζ(z, t) = αζ(z, t)+αpρ(t)− lζ(z , t) + ∂
2
∂t2
ζ(z , t)−M t2ζ(z, t),
where αp is the perturbed saturated gain, whih is obtained from the assumption
about small ontribution of perturbation to gain saturation proess:
>alpha[p℄ = op(2,onvert( series( alpha[0℄/(1 + A + B), B=0,2),
polynom));
αp = − α0B
(1 +A)2
Here A=
∫∞
−∞ a
2 dt, B=
∫∞
−∞ a ζ dt and we negleted the high-order terms rela-
tively perturbation amplitude. Note, that this is negative quantity.
Let the dependene of perturbation on z has exponential form with inrement
λ. Then
>zeta(z,t) := upsilon(t)*exp(lambda*z):# perturbation
ode[4℄ := expand( di(zeta(z,t),z)/exp(lambda*z) ) =
expand( (alpha*zeta(z,t) + alpha[p℄*rho(t) - l*zeta(z,t) +
di(zeta(z,t),`$`(t,2)) - M*t
2
*zeta(z,t))/exp(lambda*z) );
ode4 := υ(t)λ = α υ(t) +
αp ρ(t)
e(λ z)
− l υ(t) + ( ∂
2
∂t2
υ(t))−M t2 υ(t)
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Now we introdue αp* where B*=
∫∞
−∞ a υ dt, that allows to eliminate the
exponent from right-hand side of ode4 (we shall eliminate the asterix below).
This is equation for eigenvalues λ and eigenfuntions υ(t) of the perturbed laser
operator. Stable generation of the ultrashort pulse orresponds to deaying of
perturbations, i.e. λ<0. For Gaussian pulse:
>ode[4℄ := upsilon(t)*lambda =
subs(rho(t)=sqrt(surd(M,4)*(alpha[0℄-l-sqrt(M))/(sqrt(Pi)*(l+sqrt(M))))
*exp(-t
2
*sqrt(M)/2),
alpha*upsilon(t)+alpha[p℄*rho(t)-l*upsilon(t)+di(upsilon(t),`$`(t,2))
-M*t
2
upsilon(t));
sol := dsolve( ode[4℄,upsilon(t) );
ode4 := υ(t)λ = αυ(t) + αp
√
surd(M, 4) (−l−√M + α0)√
pi (l +
√
M)
e(−1/2
√
M t2)
−l υ(t) + ( ∂
2
∂t2
υ(t))−M t2 υ(t)
sol := υ(t) = −
αp
√
− surd(M, 4) (l +
√
M − α0)
l +
√
M
e(−1/2
√
M t2)
(−λ+ α− l −√M)pi(1/4)
+
_C1 WhittakerM(
1
4
−λ+ α− l√
M
,
1
4
,
√
M t2)
√
t
+
_C2 WhittakerW(
1
4
−λ+ α− l√
M
,
1
4
,
√
M t2)
√
t
As result (see above), we have
υ(t) = −αp
√ √√
M (α0−l−
√
M)
l+
√
M
e(−
√
M t2
2
)
(α−l−
√
M−λ) pi(
1
4
)
+ C HermiteH 2n(t
√√
M) e(−
t2
√
M
2 )
for
n= - (
1
4 − α−λ−l4√M ) && n is integer,
υ(t) = −αp
√ √√
M (α0−l−
√
M)
l+
√
M
e(−
√
M t2
2
)
(α−l−
√
M−λ) pi(
1
4
)
+ C HermiteH 2n+1(t
√√
M) e(−
t2
√
M
2 )
for
n= - (
3
4 − α−λ−l4√M ) && n is integer,
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>eq1 := n = - (1/4-(alpha-lambda-l)/(4*sqrt(M))):
eq2 := n = - (3/4-(alpha-lambda-l)/(4*sqrt(M))):
En := subs(
C
2
=-surd(M,4)*(l+sqrt(M)-alpha[0℄)/(sqrt(Pi)*(l+sqrt(M))),
C
2
*sqrt(Pi)/(M
(1/4)
) ):# ultrashort pulse energy (see above)
lambda[1,n℄ = solve(eq1, lambda);# inrement
lambda[2,n℄ = solve(eq2, lambda);# inrement
λ1, n = −4n
√
M −
√
M + α− l
λ2, n = −4n
√
M − 3
√
M + α− l
The glane on the solution is evidene of absene of solution orresponding
to λ1, 0. For others modes we take into aount, that α=l+
√
M . As result,
all perturbation modes are unstable beause of
λ1,n = −4n
√
M < 0 (n =1, 2, ...),
λ2,n = −4n
√
M − 2
√
M < 0 (n =0, 1, ...)
It has to note, that for the amplied pulse
λ1, n = −4n
√
M −
√
M + α− l, λ2, n = −4n
√
M − 3
√
M + α− l,
Here we see the derease of inrement as result of n rise. There-
fore, only "ground state" with λ1, 0 will be amplied predomi-
nantly. This fat provides for Gaussian pulse generation
(see, [7℄).
In the presene of detuning we have:
>eq1 := n= - (1/4+(delta2-4*(alpha-lambda-l))/(16*sqrt(M))):
eq2 := n= - (3/4+(delta
2
-4*(alpha-lambda-l))/(16*sqrt(M))):
lambda[1,n℄ = simplify( solve(eq1, lambda) );
lambda[2,n℄ = simplify( solve(eq2, lambda) );
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λ1, n = −4n
√
M −
√
M − 1
4
δ2 + α− l
λ2, n = −4n
√
M − 3
√
M − 1
4
δ2 + α− l
Surprisingly, but, as it was above, our linear analysis predits
the pulse stability regardless of detuning δ (beause of α=l+√
M + δ
2
4 )
But for the pulse the detuning growth dereases the inrement that does not
favor the single pulse generation.
5.4 Nonlinear proesses: self-phase modulation and dy-
namial gain saturation
Among above onsidered eets only gain saturation by full pulse energy an
be onsidered as nonlinear proess, whih, however, does not aet on the pulse
envelope, but governs its energy. The time-dependent nonlinear eets, whih
an transform pulse prole, are self-phase modulation (SPM) and dynamial
gain saturation. First one is the dependene of the eld phase on its intensity
and an play essential role in solid-state lasers [8℄. Seond eet is aused by
the hange of the gain along pulse prole and is essential in lasers with large
gain ross-setions and omparatively narrow gain band [9℄.
At rst, let analyze the presene of SPM, whih an be onsidered as per-
turbation of our master equation desribing ative phase modulation:
>ode[5℄ := di(rho(t),`$`(t,2)) + g*rho(t) + I*phi*rho(t) +
I*M*t
2
*rho(t) - I*beta*C
2
*exp(2*a*t
2
)*rho(t);# phase perturbation in the
form -I*beta*C
2
*abs(rho(t))
2
*rho(t), rho(t) has unperturbed prole
ode5 := (
∂2
∂t2
ρ(t)) + g ρ(t) + I φ ρ(t) + I M t2 ρ(t)− I β C2 e(2 t2 a) ρ(t)
>expand( subs(rho(t)=C*exp((a+I*b)*t2),
ode[5℄)/exp(a*t
2
)/exp(I*t
2
*b)/C ):
series(%,t=0,3):# approximate solution as result of expansion
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onvert(%, polynom):# now we shall ollet the oeients of t and t
2
for
real and imaginary parts
eq1 := oe(%,I):
eq2 := oe(%%,I,0):
eq3 := oe(eq1,t
2
);
eq4 := oe(eq1,t,0);
eq5 := oe(eq2,t
2
);
eq6 := oe(eq2,t,0);
sol1 := solve(eq6=0, a);# solution for a
sol2 := solve(subs(a=sol1,eq3=0), b);# solution for b
sol3 := solve(subs(b=sol2,eq4)=0, phi);# solution for phi
# but NB that there is eq5 dening, in fat, g:
solve( subs({a=sol1, b=sol2},eq5)=0, g);# solution for g
eq3 := 8 a b+M − 2 aC2 β
eq4 := φ+ 2 b− C2 β
eq5 := 4 a2 − 4 b2
eq6 := 2 a+ g
sol1 := −1
2
g
sol2 :=
1
4
M + g C2 β
g
sol3 :=
1
2
−M + g C2 β
g
1
4
C2 β +
1
4
√
C4 β2 + 8M,
1
4
C2 β − 1
4
√
C4 β2 + 8M,
−1
4
C2 β +
1
4
√
C4 β2 − 8M,−1
4
C2 β − 1
4
√
C4 β2 − 8M
Hene we have solution with perturbed parameters:
ρ(t) = C e((−
β C2+
√
β2 C4+8M
4 +
I (β C2+
√
β2 C4+8M)
4 ) t
2)
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and g=
1β C2
4 +
1
√
β2 C4+8M
4 . As one an see,
this solution has enlarged hirp and redued pulse duration due
to SPM
Now we shall investigate the inuene of dynamial gain saturation on the pulse
harateristis in the ase of ative mode loking due to amplitude modulation.
Let the ontribution of the dynamial gain saturation an be onsidered as
perturbation for Gaussian pulse (see above). The instant energy ux of suh
pulse is:
>int(sol_0*exp(-t*(delta+sqrt(M)*t)/2),t):
Energy := simplify( oe( %,
erf(1/2*sqrt(2)*M
(1/4)
*t+1/4*delta*sqrt(2)/(M
(1/4)
)))*
(1+erf(1/2*sqrt(2)*M
(1/4)
*t+1/4*delta*sqrt(2)/(M
(1/4)
)) ) );
Energy :=
−1
2
√
2 (4 l + 4
√
M + δ2 − 4α0) e(−1/8
δ2√
M
)
(1 + erf(
1
4
√
2 (δ + 2
√
M t)
M (1/4)
))
4 l+ 4
√
M + δ2
The approximation of the small ontribution of the gain saturation allows the
expansion of energy into series on t up to seond order:
>series(Energy,t=0,2):
onvert(%, polynom):
simplify(%);
− 1
2(4 l+ 4
√
M + δ2)
√
pi
(4 l+ 4
√
M + δ2 − 4α0) e(−1/8
δ2√
M
)
(
√
2
√
pi +
√
2
√
pi erf(
1
4
δ
√
2
M (1/4)
) + 2 e
(−1/8 δ2√
M
)
M (1/4) t)
Hene we have the modied gain oeient α( 1 − I0t), where α is the gain
oeient at pulse peak, I0 is the pulse intensity for unperturbed solution. Note,
that the additional term in brakets is resulted from the shift of pulse maximum.
Then the master equation for perturbed solution (in our approximation!) is
>ode[6℄ := di(rho(t),`$`(t,2)) + g*rho(t) + delta*di(rho(t),t) -
(M*t
2
+epsilon*t)*rho(t);# here epsilon is alpha*I[0℄
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ode6 := (
∂2
∂t2
ρ(t)) + g ρ(t) + δ (
∂
∂t
ρ(t))− (M t2 + ε t) ρ(t)
>dsolve(ode[6℄=0, rho(t));
ρ(t) =
_C1 WhittakerM(
1
16
4M g −M δ2 + ε2
M (3/2)
,
1
4
,
1
4
(2M t+ ε)2
M (3/2)
) e(−1/2 δ t)√
2M t+ ε
M (3/4)
+
_C2 WhittakerW(
1
16
4M g −M δ2 + ε2
M (3/2)
,
1
4
,
1
4
(2M t+ ε)2
M (3/2)
) e(−1/2 δ t)√
2M t+ ε
M (3/4)
The omparison with above obtained result gives
ρ1(t) = C HermiteH 2n(t
√√
M + ε
2
√
M
√
M
) e
(− (2M t+ε)
2
8M
√
M
− δ t2 )
for n= - (
1
4 − 4 gM+ε
2−M δ2
16M
√
M
) && n is integer,
ρ2(t) = C HermiteH 2n+1(t
√√
M + ε
2
√
M
√
M
) e
(− (2M t+ε)
2
8M
√
M
− δ t2 )
for n= - (
3
4 − 4 gM+ε
2−M δ2
16M
√
M
) && n is integer.
In future we shall omit ε2-terms. If we take the unperturbed intensity for
alulation of perturbation ation, the perturbed pulse energy is
>C2*HermiteH(0, t*sqrt(sqrt(M))+epsilon/(2*sqrt(M*sqrt(M))) )2*
exp(-(4*M
2
*t
2
+4*M*t*epsilon)/(4*M*sqrt(M))-delta*t):# eld
# intensity prole for "ground state"
(1/4-(4*g*M-M*delta
2
)/(16*M*sqrt(M))) = 0
subs(epsilon=alpha*I[0℄,%):
int(%,t=-innity..innity):
En := simplify(%);# energy of the rst "ground state"
En :=
e
(
1/4
(α I0+δ
√
M)2
M(3/2)
)
C2
√
pi
M (1/4)
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>1/4-(4*(alpha-l)*M - M*delta2)/(16*M*sqrt(M)):
sol_a := solve(%=0,alpha):
eq := sol_a - alpha[0℄/(1+subs( alpha=%,En )) = 0:# energy balane on-
dition
sol_I := solve(eq, C
2
);# pulse peak intensity
sol_I :=
− M
(5/4) (4 l + 4
√
M + δ2 − 4α0)
e
(
1/64
(4 I0 M
(3/2)+4 I0 M l+I0 M δ
2+4 δM(3/2))2
M(7/2)
)
√
pi (4M (3/2) + 4M l +M δ2)
Now we plot the dependenies of the pulse intensity, width and maximum
loation versus detuning parameter δ.
>plot(subs( {alpha[0℄=1.2,l=0.1,M=0.05},subs(I[0℄=sol_0,sol_I) ),
delta=-2..1.5, axes=BOXED, title=`pulse intensity vs detuning`);
pulse intensity vs detuning
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>eq := exp( -(4*M2*t2+4*M*t*epsilon)/(4*M*sqrt(M))-delta*t ) = 1/2:
# we take into aount pulse prole without epsilon
2
sol := solve(eq, t):
pulse_width := simplify( subs( epsilon
2
=0,sol[1℄ - sol[2℄ ) ):
subs(epsilon=alpha*I[0℄,pulse_width):
subs({alpha=sol_a,I[0℄=sol_0},%): # pulse width for perturbed solution
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>plot(subs( {alpha[0℄=1.2,l=0.1,M=0.05},% ), delta=-2..1.5,
axes=BOXED, title=`pulse width vs detuning`);
pulse width vs detuning
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># pulse maximum loation
di(exp(-(2*M*t+epsilon)
2
/(8*M*sqrt(M))-delta*t/2), t) = 0:
solve(%, t);
−1
2
ε+ δ
√
M
M
>subs(epsilon=alpha*I[0℄,%):
subs({alpha=sol_a,I[0℄=sol_0},%):
plot(subs( {alpha[0℄=1.2,l=0.1,M=0.05},% ), delta=-2..1.5,
axes=BOXED, title=`pulse loation vs detuning`);
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pulse location vs detuning
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We see, that the main peuliarity here is the asymmetri depen-
dene of the pulse parameters on δ. The pulse width minimum
and intensity maximum don't oinide with δ=0 and the detun-
ing harateristis have sharper behavior in negative domain of
detuning
Now, as it was made in previous subsetion, we estimate the ondition of the
ultrashort pulse stability. Here we take into onsideration ε2-term, but this
does not fail our analysis beause of this term ontribute only to pulse energy
without shift pulse inside modulation window. For the sake of the simpliation,
we shall onsider the ontribution of the destabilizing eld to dynamial gain
saturation, but only in the form of the unperturbed peak intensity variation ζ
and perturbation of the saturated gain oeient (see above). Then the stability
ondition:
>eq1 := epsilon = subs(I[0℄=sol_0,sol_a*(I[0℄+zeta)):
# zeta is the peak intensity variation
-(3/4-(4*(sol_a-lambda-l)*M+epsilon
2
-M*delta
2
)/(16*M*sqrt(M))):
expand( solve(%=0, lambda) ) < 0;# perturbation inrement from eigen-
value problem
subs(epsilon=rhs(eq1),lhs(%)):
animate3d(subs( {alpha[p℄=0,alpha[0℄=1.2,l=0.1},% ),
delta=-2..1.5, M=0.005..0.05, zeta=-0.15..0.15, axes=BOXED,
title=`maximal inrement of perturbation`
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−2
√
M +
1
4
ε2
M
< 0
maximal increment of perturbation
–2
–1.5
–1
–0.500.511.5
delta
0.01
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0.03
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0.05
M
–0.4
0
0.4
0.8
1.2
We an see, that the perturbation growth an destabilize the
pulse as result of |δ| inrease (ompare with subsetion "Ampli-
tude modulation")
Also, there is the possibility of ultrashort pulse destabilization near δ=0. So,
the presene of dynamial gain saturation gives the behavior of the ultrashort
pulse parameters and stability ondition, whih is lose to the experimentally
observed and numerially obtained (see, for example, [10℄.
Now we try to investigate the inuene of dynamial gain saturation in detail
by using so-alled aberrationless approximation Let the pulse prole keeps
its form with auray up to n-order of time-series expansion, but n pulse
parameters are modied as result of pulse propagation. Then the substitution
of the expression for pulse prole in master equation with subsequent expansion
in t-series produes the system of n ODE desribing the evolution of pulse
parameters.
>f1 :=
(z,t)− >rho0(z)*exp(-a(z)2*t2+b(z)*t);# approximate pulse prole
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f2 := (z,tau)− >rho0(z)*exp(-a(z)2*tau2+b(z)*tau):
master := di(rho(z,t),z) = (alpha - l)*rho(z,t) -
hi*alpha*rho(z,t)*int(rho(z,tau)
2
,tau=-innity..t) +
di(rho(z,t),t$2) - M*t
2
*rho(z,t) + delta*di(rho(z,t),t);# approxi-
mate master equation with dynamial gain saturation (parameter hi), alpha is
the gain oeient before pulse front
expand(lhs(subs({rho(z,t)=f1(z,t),rho(z,tau)=f2(z,tau)
},master))*exp(a(z)
2
*t
2
)/exp(t*b(z)) -
rhs(subs({rho(z,t)=f1(z,t),rho(z,tau)=f2(z,tau)
},master))*exp(a(z)
2
*t
2
)/exp(t*b(z))):# substitution
of the approximate solution
onvert( series(%,t=1/2*b(z)/(a(z)
2
),3),polynom ):# expansion around
peak at t=1/2*b(z)/(a(z)
2
)
eq1 := ollet(%,t):
eq2 :=
subs({di(rho0(z),z)=u,di(a(z),z)=v,di(b(z),z)=w },oe(eq1,t
2
)):
eq3 :=
subs({di(rho0(z),z)=u,di(a(z),z)=v,di(b(z),z)=w },oe(eq1,t)):
eq4 :=
subs({di(rho0(z),z)=u,di(a(z),z)=v,di(b(z),z)=w },oe(eq1,t,0)):
sol := simplify (solve({eq2=0,eq3=0,eq4=0},{u,v,w}) );
f1 := (z, t)→ ρ0(z) e(−a(z)2 t2+b(z) t)
master :=
∂
∂z
ρ(z, t) =
(α− l) ρ(z, t)− χα ρ(z, t)
∫ t
−∞
ρ(z, τ)2 dτ+
(
∂2
∂t2
ρ(z, t))−M t2 ρ(z, t) + δ ( ∂
∂t
ρ(z, t))
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sol := {u = −1
4
ρ0(z)(χαρ0(z)2
√
pi e
(1/2 b(z)
2
a(z)2
)√
2
( lim
τ→(−∞)
− erf(1
2
√
2 (2 τ a(z)2 − b(z))
a(z)
)) a(z)
− 4α a(z)2 + 8 a(z)4 + 4 l a(z)2 − 2 ρ0(z)2 b(z)χα e(1/2
b(z)2
a(z)2
)
−4 b(z) δ a(z)2 − 4 b(z)2 a(z)2)
/
a(z)2,
w = −χαρ0(z)2 e(1/2
b(z)2
a(z)2
) − 2 δ a(z)2 − 4 b(z) a(z)2,
v = −1
2
−M + 4 a(z)4
a(z)
}
Now try to nd the steady-state points of ODE-system, whih orrespond to sta-
tionary pulse parameters. For this aim let introdue substitution χ = χ e
( 1 b(z)
2
2 a(z)2
)
:
>sol_main :=
{w = -hi*alpha*rho0(z)
2
-2*delta*a(z)
2
-4*b(z)*a(z)
2
,
v = 1/2*(M-4*a(z)
4
)/a(z), u =
1/4*rho0(z)*(-hi*alpha*rho0(z)
2
*sqrt(Pi)*sqrt(2)*a(z)+4*alpha*a(z)
2
-8*a(z)
4
-4*l*a(z)
2
+2*rho0(z)
2
*b(z)*hi*alpha+
4*b(z)*delta*a(z)
2
+4*b(z)
2
*a(z)
2
)/(a(z)
2
)};
sol_main :=
{u = 1
4
ρ0(z)(−χαρ0(z)2√pi
√
2 a(z) + 4α a(z)2 − 8 a(z)4 − 4 l a(z)2
+ 2 ρ0(z)2 b(z)χα+ 4b(z) δ a(z)2 + 4b(z)2 a(z)2)
/
a(z)2,
w = −χαρ0(z)2 − 2 δ a(z)2 − 4 b(z) a(z)2, v = 1
2
M − 4 a(z)4
a(z)
}
>eq1 := subs( {rho0(z)2=x,a(z)=sqrt(y),a(z)2=y,a(z)4=y2},
expand(numer( subs(sol_main,u) )/rho0(z) )=0 );# here we eliminated the
trivial solution
eq2 := subs( a(z)
4
=y
2
,numer( subs(sol_main,v) )=0 );
eq3 := subs( {rho0(z)
2
=x,a(z)
2
=y},subs(sol_main,w)=0 );
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eq1 :=
−χαx√pi
√
2
√
y + 4αy − 8 y2 − 4 l y +
2 xb(z)χα+ 4b(z) δ y + 4b(z)2 y = 0
eq2 :=M − 4 y2 = 0
eq3 := −χαx− 2 δ y − 4 b(z) y = 0
>allvalues( solve({eq2,eq3},{y,b(z)}) );
{b(z) = −1
2
χαx+ δ
√
M√
M
, y =
1
2
√
M},
{b(z) = 1
2
χαx− δ√M√
M
, y = −1
2
√
M}
Hene a2 =
√
M
2 , b = − δ2 − χxα2√M (x is the pulse intensity). So, the shift is
b
2 a2 = − δ√M −
χxα
2M that diers from the usual result (see above) as result
of dynamial gain saturation (last term), whih shifts the pulse maximum in
negative side. This additional shift has obvious explanation. The gain at the
pulse front is greater than one at pulse tail due to gain saturation. This shifts
the pulse forward as hole. Pulse width is:
>eq := exp( t*(-delta/2-hi*x*alpha/(2*sqrt(M))) - sqrt(M)*t2/2 ) = 1/2:
sol := solve(eq, t):
pulse_width := simplify( sol[1℄ - sol[2℄ );
pulse_width :=
√
M δ2 + 2 δ
√
M χαx+ χ2 α2 x2 + 8M (3/2) ln(2)
M
We an see, that there is the minimum of the pulse duration
in negative domain of δ that orresponds to result, whih was
obtained on the basis of perturbation theory
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The pulse intensity ρ02:
>Intensity := simplify(
solve(
subs({y = 1/2*sqrt(M),b(z) =
-1/2*(delta*M+hi*sqrt(M)*x*alpha)/M},eq1), x)[1℄);# pulse intensity
Intensity :=
−
√
piM (3/4) + δ
√
M −
√
M (pi
√
M + 2
√
piM (1/4) δ + 4α− 4√M − 4 l)
χα
So, we have the following dependenies for the pulse duration
>subs(x=Intensity,pulse_width):
animate(subs( {alpha=1.2,l=0.1},% ), delta=-4..4, M=0.01..0.1,
numpoints=200, axes=BOXED, title=`pulse width vs detuning`
pulse width vs detuning
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and pulse intensity
>animate(subs( {alpha=1.2,l=0.1,hi=1},Intensity ), delta=-4..4,
M=0.01..0.1, numpoints=200, axes=BOXED, view=0..0.45,
title=`pulse intensity vs detuning`
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pulse intensity vs detuning
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The last step is the stability analysis. The stability of our solutions an be
estimated from the eigenvalues of Jaobian of sol.
>eq1 := subs({rho0(z)=x,a(z)=y,b(z)=z},subs(sol_main,u)):
eq2 := subs({rho0(z)=x,a(z)=y,b(z)=z},subs(sol_main,v)):
eq3 := subs({rho0(z)=x,a(z)=y,b(z)=z},subs(sol_main,w)):
m[1,1℄ := di( eq1,x ):
m[1,2℄ := di( eq1,y ):
m[1,3℄ := di( eq1,z ):
m[2,1℄ := di( eq2,x ):
m[2,2℄ := di( eq2,y ):
m[2,3℄ := di( eq2,z ):
m[3,1℄ := di( eq3,x ):
m[3,2℄ := di( eq3,y ):
m[3,3℄ := di( eq3,z ):
A :=
array([[m[1,1℄,m[1,2℄,m[1,3℄℄,[m[2,1℄,m[2,2℄,m[2,3℄℄,[m[3,1℄,m[3,2℄,m[ 3,3℄℄℄):#
Jaobian
Now we nd the eigenvalues λ of Jaobian diretly by alulation of determinant.
>evalm(A-[[lambda,0,0℄,[0,lambda,0℄,[0,0,lambda℄℄):
numer( simplify(det(%)) ):
sol := solve(%=0,lambda):
>x := sqrt(Intensity):
y := sqrt( sqrt(M)/2 ):
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z := -delta/2-x
2
*alpha/(2*sqrt(M)):
s1 := evalf( subs({hi=1,l=0.1,alpha=1.2},sol[1℄) ):
s2 := evalf( subs({hi=1,l=0.1,alpha=1.2},sol[2℄) ):
s3 := evalf( subs({hi=1,l=0.1,alpha=1.2},sol[3℄) ):
plot3d({Re(s1),Re(s2),Re(s3)}, delta=-4..2, M=0.01..0.1,
axes=boxed,title=`Re(lambda) for initial perturbation`)
Re(lambda) for initial perturbation
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One an see that the pulse with Gaussian-like form is stable in
the region of its existene (see two previous gures)
We have to note that the onsidered here perturbations belong to limited lass
therefore this riterion is neessary but not suient ondition of pulse stability
(ompare with previous onsideration on the basis of perturbation theory, where
we analyzed not only pulse peak variation but also gain oeient hange).
6 Nonlinear Shrödinger equation: onstrution
of the soliton solution by means of the diret
Hirota's method
The Shrödinger equation is the well-known nonlinear equation desribing the
weak nonlinear waves, in the partiular, the laser pulse propagation in bers.
73
In the last ase, a pulse an propagate without deaying over large distane due
to balane between two fators: SPM and group delay dispersion (GDD). These
pulses are named as optial solitons [11℄. The ultrashort pulse evolution obeys
to the next master equation:
I (
∂
∂z
ρ) = k2 (
∂2
∂t2
ρ) + β |ρ|2 ρ
whih is the onsequene of eq_eld from part 3 in the ase of transition to
loal time t>t-z/. The right-hand side terms desribe GDD (with oeient
k2) and SPM (with oeient β), respetively.
It is very important to obtain the exat soliton solutions of nonlinear equa-
tions. There are the inverse and diret methods to obtain suh solutions. One
of the diret methods is the so-alled Hirota's method. The main steps of this
method are: 1) the seletion of the suitable substitution instead of the funtion
ρ (see the master equation), that allows to obtain the bilinear form of the evolu-
tion equation; 2) the onsideration of the formal series of perturbation theory for
this bilinear equation. In the ase of soliton solutions these series are terminated.
The useful substitution for the nonlinear Shrödinger equation is
ρ(z,t) = G(z,t)/F(z,t).
Let suppose that F is the real funtion. It should be noted that we an make
any assumption about ρ to satisfy the assumptions 1) and 2). Hirota proposed
to introdue a new D-operator in following way:
DzmDtn a b = (( ∂∂z )− ( ∂∂z1 ))m (( ∂∂t )− ( ∂∂t1 ))n a(z, t) b(z1, t1)
After substitution of ρ in the terms of funtions G and F we obtain two bilinear
dierential equations with regard to the new operator D :
[I Dz + k2Dt
2]GF = 0
k2Dt
2 FF − β GG∗ = 0 (1)
The funtions G and F an be expanded into the series of the formal parameter
ε:
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G = εG1 + ε3G3 + ε5G5 ; F = 1 + ε2 F2 + ε4 F4 + ε6 F6
Let substitute G and F into Eq. (1) and treat the terms with powers of ε
as independent, to get the innite set of the dierential equations relatively G1,
G3, ...; F2, F4, ... . These formal series are terminated only in the ase when
the master equation has exat N -soliton solution. For instane, the set of rst
six dierential equations in our ase is:
I ( ∂∂z G1 ) + k2 (
∂2
∂t2 G1 ) = 0 ;
2 k2 (
∂2
∂t2 F2 )− βG1 G1∗ = 0 ;
I ( ∂∂z G3 ) + k2 (
∂2
∂t2 G3 ) + [I Dz + k2 Dt
2]G1 F2 = 0 ;
2 k2 (
∂2
∂t2 F4 ) +Dt
2 F2F2 − β (G3 G1∗ +G1 G3∗) = 0 ;
I ( ∂∂z G5 ) + k2 (
∂2
∂t2 G5 ) + [I Dz + k2Dt
2] (G3 F2 +G1 F4 ) = 0 ;
2 k2 (
∂2
∂t2 F6 ) + k2Dt
2 (F4 F2 +F2 F4 )− β (G5 G1∗+G3 G3∗+G1 G5∗) = 0
For sake of the simpliation of the very umbersome manipulations we
introdue the proedure for operator DtmDzn, whih ats on the funtions a
and b. The lasts are the exponents (or linear ombination of the exponents) in
the form eη, where η(z, t) is linear funtion.
>restart:
with(plots):
6.1 Proedure Dt
m
Dz
n
>Dt_Dz := pro (a,b,m,n)
loal Summa,k,r,result:
Summa := 0:
if (n>1) and (m<>0) then
for k from 1 to n-1 do
Summa := Summa+binomial(n,k)*(-1)
n−k+m
*
der( der(b,z,(n-k)),t,m)*der(a,z,k)+
binomial(n,k)*(-1)
n−k
*der(b,z,(n-k))*
der( der(a,z,k),t,m)
od:
:
if (n>1) and (m>1) then
for r from 1 to (m-1) do
for k from 1 to (n-1) do
Summa := Summa+binomial(m,r)*
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binomial(n,k)*(-1)
n−k+m−r
*
der( der(b,z,(n-k)),t,(m-r))*
der( der(a,z,k),t,r);
od:
od:
:
if (m>1) and (n<>0) then
for r from 1 to (m-1) do
Summa := Summa+binomial(m,r)*(-1)
m−r+n
*
der( der(b,z,n),t,(m-r))*der(a,t,r)+
binomial(m,r)*(-1)
m−r
*der(b,t,(m-r))*
der( der(a,z,n),t,r);
od;
:
if (m<>0) and (n<>0) then
Summa := Summa+(-1)
m+n
*der(der(b,z,n),t,m)*a+
(-1)
m
*der(a,z,n)*der(b,t,m)+(-1)
n
*der(a,t,m)*
der(b,z,n)+der(der(a,z,n),t,m)*b;
:
if (m=0) and (n>1) then
Summa := Summa+(-1)
n
*der(b,z,n)*a+der(a,z,n)*b;
for k from 1 to (n-1) do
Summa := Summa+binomial(n,k)*(-1)
n−k
*
der(b,z,(n-k))*der(a,z,k);
od:
:
if (m=0) and (n=1) then
Summa := der(a,z,1)*b-der(b,z,1)*a:
:
if (n=0) and (m>1) then
Summa := Summa+(-1)
m
*der(b,t,m)*a+der(a,t,m)*b;
for r from 1 to (m-1) do
Summa := Summa+binomial(m,r)*(-1)
m−r
*
der(b,t,(m-r))*der(a,t,r);
od:
:
if (n=0) and (m=1) then
Summa := der(a,t,1)*b-der(b,t,1)*a:
:
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if (n=0) and (m=0) then
Summa := a*b
:
result := ombine(Summa,exp):
end:
The next proedure will be used for alulation of the derivative of eη (or
ombination of exponents) on t or z with further simpliation of the obtained
expression.
6.2 Proedure der
>der := pro (f,x,m)
loal difF,i,funtion:
subs(eta1=eta1(x),eta1s=eta1s(x),
eta2=eta2(x),eta2s=eta2s(x),f):
difF := di(%,x$m):
if (x=t) then
funtion := subs({di(eta1(x),x)=b1,
di(eta2(x),x)=b2,di(eta1s(x),x)=b1s,
di(eta2s(x),x)=b2s},difF)
else
funtion := subs({di(eta1(x),x)=a1,
di(eta2(x),x)=a2,di(eta1s(x),x)=a1s,
di(eta2s(x),x)=a2s},difF)
;
subs(eta1(x)=eta1,eta1s(x)=eta1s,
eta2(x)=eta2,eta2s(x)=eta2s, funtion):
if (m>1) then
difF := subs({di(a1,x)=0,di(a2,x)=0,
di(b1,x)=0,di(b2,x)=0,di(a1s,x)=0,
di(a2s,x)=0,di(b1s,x)=0,di(b2s,x)=0},%)
else
ombine(%)
:
ollet(%,exp):
end:
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The next proedure is used to alulate an integral of eη (or ombination of
exponents) on t or z with further simpliation of the expression.
6.3 Proedure Integr
>integr := pro (f,x,m)
loal intF,i,g1,g1s,g2,g2s,funtion:
intF := subs(eta1=g1*x,eta1s=g1s*x,eta2=g2*x,
eta2s=g2s*x,f):
for i from 1 to m do
intF := int(intF,x);
od:
if (x=t) then
x := t; g1 := b1; g1s := b1s; g2 := b2; g2s := b2s;
else
x := z; g1 := a1; g1s := a1s; g2 := a2; g2s := a2s;
:
intF;
ollet(%,exp):
subs(b1*t=eta1,b1s*t=eta1s,b2*t=eta2,
b2s*t=eta2s,a1*z=eta1,a1s*z=eta1s,a2*z=eta2,
a2s*z=eta2s,%);
end:
Now, let try to obtain a rst-order soliton for nonlinear Shrödinger equa-
tion.
>maro(Gs=`G*`,G1s=`G1*`,G3s=`G3*`,G5s=`G5*`, as=`a*`,bs=`b*`,eta0s
= `eta0*`):
G1 := exp(eta1):# suessful substitution!
I*der(%,z,1)+k_2*der(%,t,2): #rst from the equations set
fator(%);
eη1 (I a1 + k_2 b1 2)
>#as result we an nd the parameter a1
a1 := I*k_2*b1
2
:
a1s := -I*k_2*b1s
2
:
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>G1s := exp(eta1s):# onjugated to G1
G1G1s := ombine(G1*G1s):
F2 := beta/(2*k_2)*integr(%,t,2);#F2 from the seond equation of
the set
F2 :=
1
2
β e(η1+eta1s)
k_2 (b1 + b1s)2
># But the next equation of the set results in
I_Dz_G1_F2 := I*fator(Dt_Dz(G1,F2,0,1)):
d_Dt2_G1_F2 := k_2*fator(Dt_Dz(G1,F2,2,0)):
fator(I_Dz_G1_F2+d_Dt2_G1_F2);
Dt_Dz(F2,F2,2,0);
0
0
To obtain this result we use the trivial relationships:
>eta1=a1*z+b1*t+eta10:
eta2=a2*z+b2*t+eta20:
Dz*exp(eta1)*exp(eta2)=(a1-a2)*exp(eta1+eta2);
Dt
2
*exp(eta1)*exp(eta2)=(b1-b2)
2
*exp(eta1+eta2);
Dz eη1 eη2 = (I k_2 b1 2 − a2 ) e(η1+η2)
Dt2 eη1 eη2 = (b1 − b2 )2 e(η1+η2)
As was shown above a= - i k2 b
2
, hene the last term in third equation of set is
equal to 0. So, we are to hoose G3 = 0 to satisfy third equation. Furthermore
Dt2F2 from fourth equation of the set is ( β
2
(2(b+bs)2 k_2)2 ) Dt
2
exp( η+ η_s).
But in onordane with above obtained relationships this expression is equal
to zero. So we an hoose F4 = 0. Thus to satisfy other equations we an keep
in the expansion of funtions G and F only G1, G3 and F2. So, the formal
series are terminated. Sine ε is independent parameter we an take ε=1.
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>rho := G1/(1+F2);
ρ :=
eη1
1 +
1
2
β e(η1+eta1s)
k_2 (b1 + b1s)2
>subs(eta1=a1*z+b1*t+eta10,eta1s=a1s*z+b1s*t+eta10s, rho):
soliton := expand(subs({b1s=b1,beta=1,k_2=1/2},%));#the hoie of k_2
and beta is only normalization of the values in equation
>soliton :=
exp(1/2*I*b1
2
*z)*exp(b1*t)*exp(eta10)/
(1+1/4*exp(b1*t)
2
*exp(eta10)*exp(eta10s)/(b1
2
));
soliton :=
e(1/2 I b1
2 z) e(b1 t) eη10
1 +
1
4
(e(b1 t))2 eη10 eeta10s
b1 2
># Now we hek the obtained solution by substitution of one in dynamial
equation
I*der(rho,z,1)/rho+beta*exp(eta1+eta1s)/((1+1/2*beta*exp(eta1+eta1s)/
(k_2*(b1+b1s)
2
)))
2
+k_2*der(rho,t,2)/rho:
simplify(%);
0
All right! This is the exat solution of the Shrödinger equation. Physially b1
has a sense of the inverse pulse duration. So it is real parameter. But what is
the free parameter η10? Let η10 is real and eη10 = b1. Then
>subs({exp(eta10)=2*b1, exp(eta10s)=2*b1},soliton):
simplify(%);
2
e(1/2 b1 (I z b1+2 t)) b1
1 + e(2 b1 t)
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The obtained solution is the so-alled rst-order soliton with duration
1
b1
,
amplitude b1 and phase b1 2z/2 :
ρ(z , t) = b1 · sech(b1 · t)exp(i · b1 2 z/2 )
>plot(subs({z=0,b1=1},%),t=-5..5,axes=boxed, title=`rst-order soliton`);
first-order soliton
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But what is about dierent values of η10? The hoie of the dierent values
of η10 results in the obtaining of the so-alled ollapsing pulses, i. e. pulses
with singularity in the dependene of their parameters on z.
The desribed here proedure is available for the analysis of the higher-order
solitons. For example, the substitution of G1 = eη1+ eη2 auses the termination
of the series on fth equation (you an prove this statement by using of the
desribed above proedures). The obtained solution depends on z and is alled
as the seond order soliton.
In the ase of Shrödinger equation, the main feature of the desribed above
method is the termination of the formal series for an arbitrary order of the so-
lution. Suh behavior results from a very rih mathematial struture of the
dynamial equation: an existene of the innitely many nontrivial symmetries
and onservation laws, Painleve property and integrability by means of the in-
verse sattering method. The non-deaying pulse-like solutions of the integrable
nonlinear evolutional equations are alled as the solitons . But as we shall see
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later, some nonlinear equations have the soliton-like solutions, but do not be-
long to integrable lass. For example, for nonlinear Landau-Ginzburg equation
(see next part) there is the soliton-like solution in the rst order of the Hirota's
method. But the seond-order solution does not lead to the termination of the
series. Suh soliton-like solutions of the nonintegrable dynamial equation are
alled as the quasi-solitons (or solitary waves) .
7 Nonlinear Landau-Ginzburg equation: quasi-
soliton solution
Here we shall onsider a soliton-like pulse, whih is generated in the ontinuous-
wave solid-state laser due to power-dependent saturation of the diration loss
in the presene of the eld self-fousing in ative medium [12, 13℄. The ation
of the saturable loss an be desribed by the real ubi nonlinear term. The
energy dissipation due to spetral ltering an be introdued by means of the
real seond-order derivative on t. Then in the absene of SPM and GDD, the
dynamial equation is a analog of the Shrödinger equation, but with pure real
terms.
∂
∂z
ρ(z, t) = gρ(z , t) + tf
2 ∂
2
∂t2
ρ(z , t) + σρ(z, t)3
Here g is the net-gain in the laser taking into aount the gain and linear loss in
the ative medium, output loss, and diration loss. For sake of simpliation,
we shall suppose the normalization of time to the inverse bandwidth of the spe-
tral lter tf (let tf= 2.5 fs, that orresponds to the full generation bandwidth of
Ti: sapphire laser) and normalization of pulse intensity to the inverse intensity
of the loss saturation σ (the typial values of σ are ~ 10−10 - 10−12 cm2/W).
We will onsider the steady-state pulse propagation, then
∂
∂z ρ(z, t) = 0. So, the
master equation an be transformed to the well-known Dung's type equation
desribing nonlinear osillations without damping:
>restart:
with(plots):
with(DEtools):
ode := di(rho(t),`$`(t,2)) + rho(t)
3
+ g*rho(t);
ode := (
∂2
∂t2
ρ(t)) + ρ(t)3 + g ρ(t)
82
Its impliit solutions are:
>sol := dsolve(ode=0,rho(t));
sol :=
∫ ρ(t)
2
1√
−2_a4 − 4 g_a2 + 4_C1 d_a − t−_C2 = 0,∫ ρ(t)
− 2 1√−2_a4 − 4 g_a2 + 4_C1 d_a − t−_C2 = 0
The rst integral of motion is:
>numer(di(lhs(sol[1℄),t)):
int_motion := simplify((op(1,%)
2
-op(2,%)
2
)/2);
int_motion := 2 (
∂
∂t
ρ(t))2 + ρ(t)4 + 2 g ρ(t)2 − 2_C1
These equations desribe the motion in the potential:
>pot := simplify(op(2,int_motion)+op(3,int_motion));
pot := ρ(t)4 + 2 g ρ(t)2
The value of 4*_C1 plays a role of the full energy of system. The dependene
of potential on ρ for the dierent g is shown in the next gure:
>plot3d(subs(rho(t)=rho,pot),g=0.05..-0.1,rho=-0.5..0.5,axes=boxed,
title=`Potential of pendulum`);
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Potential of pendulum
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We an see, that for g > 0 there is one equilibrium state of pendulum in ρ = 0
(stable state), and for g < 0 there are three one (unstable in ρ = 0 and stable in
ρ = +/-
√−g). Obviously, that in this system the dierent osillation regimes
is possible, that is illustrated by the phase portrait on the plane [y, z=d ρ/dt ℄.
>sys := onvertsys(ode = 0,[℄,rho(t),t,z);
deldplot([di(rho(t),t)=z(t),di(z(t),t)=-rho(t)
3
-subs(g=-0.1,g)* rho(t)℄,
[z(t),rho(t)℄,t=-2..2,rho=-0.5..0.5,z=-0.1..0.1,
arrows=LARGE,axes=boxed,title=`Nonlinear
osillations`,olor=blak);
sys := [[YP1 = z2, YP2 = −z13 − g z1], [z1 = ρ(t), z2 = ∂
∂t
ρ(t)], undefined , []]
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Nonlinear oscillations
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The quasi-soliton solution of the initial equation orresponds to the osilla-
tion around the stable equilibrium state with innite period. In this ase the
full energy is equal to 0. Then _C1 = 0 and the motion begins from ρ = 0 at
t = - ∞:
>plot({sqrt(subs({rho(t)=rho,g=-0.1},-pot))/2,-sqrt(subs(
{rho(t)=rho,g=-0.1},-pot))/2},
rho=0..0.45,axes=boxed,labels=[`rho(t)`,`drho(t)/dt`℄,olor=red,
numpoints=200);
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The amplitude of quasi-soliton an be found from the integral of motion (i.
e. pulse maximum orrespond to d ρ/dt = 0 and _C1 = 0 in the integral of
motion).
>rho0 := solve(fator(pot)/rho(t)2=0,rho(t));
ρ0 :=
√
−2 g, −
√
−2 g
The expliit integration of the solution produes:
>assume(g<0):
sol1_a := numer(value(subs(_C1=0,lhs(sol[1℄))));
sol1_b := numer(value(subs(_C1=0,lhs(sol[2℄))));
sol1_a := ρ(t)
√
−2 ρ(t)2 − 4 g˜ arctanh(2 g˜√−g˜
√
−2 ρ(t)2 − 4 g˜)−
t
√
−2 ρ(t)4 − 4 g˜ ρ(t)2
√
−g˜ −_C2
√
−2 ρ(t)4 − 4 g˜ ρ(t)2
√
−g˜
sol1_b := −ρ(t)
√
−2 ρ(t)2 − 4 g˜ arctanh(2 g˜√−g˜
√
−2 ρ(t)2 − 4 g˜)
− t
√
−2 ρ(t)4 − 4 g˜ ρ(t)2
√
−g˜−_C2
√
−2 ρ(t)4 − 4 g˜ ρ(t)2
√
−g˜
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Make some transformations:
>sol2_a :=
numer(simplify(expand(sol1_a/op(1,sol1_a)),radial,symboli));
sol2_b := numer(simplify(expand(sol1_b/op(1,sol1_b)),radial,symboli));
sol2_a := arctanh(2
g˜√−g˜
√
−2 ρ(t)2 − 4 g˜)− t
√
−g˜−_C2
√
−g˜
sol2_b := arctanh(2
g˜√−g˜
√
−2 ρ(t)2 − 4 g˜) + t
√
−g˜ +_C2
√
−g˜
When at the pulse maximum ρ(0) = ρmax , the value of _C2 an be found as:
>i_C2_a := solve(subs({t=0,rho(t)=rho_max},sol2_a)=0,_C2);
i_C2_b := solve(subs({t=0,rho(t)=rho_max},sol2_b)=0,_C2);
i_C2_a :=
arctanh(2
g˜
√−g˜
√
−2 rho_max 2 − 4 g˜
)
√−g˜
i_C2_b := −
arctanh(2
g˜
√−g˜
√
−2 rho_max2 − 4 g˜
)
√−g˜
Let tanh(i_C2_a*sqrt(-g)) = tanh(-i_C2_b*sqrt(-g) ) = -/+ υ, then from an
expression for the tangents of sum of arguments: tanh(a + b) = tanh(a) +
tanh(b)/(1 + tanh(a)tanh(b)), the equations an be transformed as:
>sol3_a :=
simplify(tanh(op(1,sol2_a)))=(tanh(-op(2,sol2_a))+upsilon)/
(1+tanh(-op(2,sol2_a))*upsilon);
sol3_b :=
simplify(tanh(op(1,sol2_b)))=(tanh(-op(2,sol2_b))+upsilon)/
(1+tanh(-op(2,sol2_b))*upsilon);
sol3_a := 2
g˜√−g˜
√
−2 ρ(t)2 − 4 g˜ =
tanh(t
√−g˜) + υ
1 + tanh(t
√−g˜) υ
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sol3_b := 2
g˜√−g˜
√
−2 ρ(t)2 − 4 g˜ =
−tanh(t√−g˜) + υ
1− tanh(t√−g˜) υ
>sol4_a := solve(sol3_a, rho(t));
sol4_b := solve(sol3_b, rho(t));
sol4_a := 2
√
2 g˜− 2 g˜ υ2 e(t
√
−g˜)
%1 − 1 + υ%1 + υ , −2
√
2 g˜− 2 g˜ υ2 e(t
√
−g˜)
%1− 1 + υ%1 + υ
%1 := (e(t
√
−g˜))2
sol4_b := 2
√
2 g˜− 2 g˜ υ2 e(t
√
−g˜)
−%1 + 1 + υ%1 + υ , −2
√
2 g˜− 2 g˜ υ2 e(t
√
−g˜)
−%1 + 1 + υ%1 + υ
%1 := (e(t
√
−g˜))2
Now, we must note, that the transit ρmax -> ρ0 (see above) orresponds to
the transit υ > ∞. Then the nal solutions result from the next operations:
>sol_n_1 := limit(sol4_a[1℄,upsilon=innity);
sol_n_2 := limit(sol4_a[2℄,upsilon=innity);
sol_n_1 := limit(sol4_b[1℄,upsilon=innity);
sol_n_2 := limit(sol4_b[2℄,upsilon=innity);
sol_fin_1 := 2
√−2 g˜ e(t
√
−g˜)
e(2 t
√
−g˜) + 1
sol_fin_2 := −2
√−2 g˜ e(t
√
−g˜)
e(2 t
√
−g˜) + 1
sol_fin_1 := 2
√−2 g˜ e(t
√
−g˜)
e(2 t
√
−g˜) + 1
sol_fin_2 := −2
√−2 g˜ e(t
√
−g˜)
e(2 t
√
−g˜) + 1
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The positive roots satisfy to the initial ondition and the result is the quasi-
soliton pulse with seh - shape envelope, whih has the duration 1/
√−g and
the peak amplitude ρ0 =
√−2 g . The pulse intensity prole is shown in the
next gure ( σ = 10−11 cm2/W, ι is the time normalized to tf ):
>animate(evalf(subs(t=iota/(2.5e-15),sol_n_1)2*100),
iota=-1e-13..1e-13,g=-0.05..-0.01,frames=50,
axes=boxed,olor=red,labels=[`time, fs`,`rho
2
, GW/m
2
`℄,
title=`Pulse envelope`);
Pulse envelope
0
2
4
6
8
10
rh
o^
2,
 G
W
/cm
^2
-8e-14 -4e-14 0 2e-14 6e-14 1e-13
time, fs
So, there is the lose analogy between an ultrashort pulse gen-
eration in the laser with power-dependent loss saturation and
an osillation of nonlinear pendulum. The onsidered solution
has the harater of steady-state quasi-soliton
In the next part we are going to demonstrate some analogies of the high-order
soliton behavior (laser breezers).
8 Autoosillations of quasi-solitons in the laser
The main eorts in the design of the modern femtoseond lasers aim to the
stabilization of the ultrashort pulse parameters. For example, as it was shown
[14℄, the pulse destabilization are very important fators limiting the operation
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of laser with so-alled fast saturable absorber (the bleahing of diration loss
due to Kerr-lensing is the example of suh saturable absorber, see previous
part). The destabilization of the laser quasi-soliton an produe its destrution
or regular/nonregular autoosillations. The last an be onsidered as the analog
of a high-order soliton formation (see part VI), whih is reminisent of the
breezers of nonlinear dynamial equation. We shall onsider the master laser
equation, whih joins the Landau - Ginzburg and Shrödinger equations. The
main nonlinear fators now are SPM and power-dependent loss saturation. GDD
and spetral ltering will be taken into onsideration, too.
>restart:
with(DEtools):
with(plots):
master_1 := di(rho(z,t),z) =
alpha*rho(z,t)-gamma*rho(z,t)+I*phi*rho(z,t)+tf
2
*di(rho(z,t),`$`(t,
2))+I*k_2*di(rho(z,t),`$`(t,2))+sigma*rho(z,t)
2
*onjugate(rho(z,t))
-I*beta*rho(z,t)
2
*onjugate(rho(z,t));
master_1 :=
∂
∂z
ρ(z, t) =
αρ(z, t)− γ ρ(z, t) + I φ ρ(z, t) + tf 2 ( ∂
2
∂t2
ρ(z, t)) + I k_2 (
∂2
∂t2
ρ(z, t))
+ σ ρ(z, t)2 (ρ(z, t))− I β ρ(z, t)2 (ρ(z, t))
Here φ is the phase delay on the full avity round trip, α and γ are the gain
and loss oeients, respetively. The general exat solution of this equation is
not known, but there is the quasi-soliton solution in the following form:
>f1 := (z,t)− >rho0(z)*seh(t*tau(z))1+I∗psi(z);
f1 := (z, t)→ ρ0(z) sech(t τ(z))(1+I ψ(z))
Here ρ0 is the pulse amplitude, τ is the inverse pulse width, ψ is the hirp.
This solution obeys the ondition of steady-state propagation, when
∂
∂z ρ = 0,
i.e. the pulse parameters are onstant. To desribe the nonstationary pulse
propagation, we shall use the aberrationless approximation: the hanges of the
pulse parameters do not ause the aberration of the pulse form. Next step is
the substitution of f1 into master_1 with following expansion in t - series. The
oeients of the expansion produe the set of ODE for the evaluating pulse
parameters.
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>assume(tau(z),real):
assume(t,real):
expand(lhs(subs(rho(z,t)=f1(z,t),master_1))-rhs(subs(rho(z,t)=f1(z,t),
master_1))):
eq :=
subs(
{alpha=alpha(z),di(rho0(z),z)=a,di(tau(z),z)=b,di(psi(z),z)=},
onvert(series(%,t=0,3),polynom)):
assume(rho0(z),real):
eq1 := eval(oe(eq,t
2
)):
eq2 := eval(oe(eq,t)):
eq3 := eval(oe(eq,t,0)):
eq4 := oe(eq1,I):
eq5 := oe(eq1,I,0):
eq6 := oe(eq3,I):
eq7 := oe(eq3,I,0):
solve({eq4=0,eq5=0,eq6=0,eq7=0},{a,b,,phi}):
sys :=
di(rho0(z),z)=subs(%,a),di(tau(z),z)=subs(
%,b),di(psi(z),z)=subs(%,):
The obtained system sys have to be supplemented with equation for gain evo-
lution:
>sys :=
{
%,di(alpha(z),z)=alpha(z)*exp(-2*xi*rho0(z)
2
/tau(z)-1/Tr-Pump)+
Pump*alphamx*(1-exp(-1/Tr-Pump))/(Pump+1/Tr)-alpha(z)};
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sys := { ∂
∂z˜
ρ0(z˜) =
α(z˜) ρ0(z˜) + σ ρ0(z˜)3 − γ ρ0(z˜)−
tf 2 ρ0(z˜) τ(z˜)2 + k_2 ρ0(z˜)ψ(z˜) τ(z˜)2,
∂
∂z˜
τ(z˜) =
σ ρ0(z˜)2 τ(z˜)− 2 tf 2 τ(z˜)3 + 3 k_2 τ(z˜)3 ψ(z˜) + tf 2 ψ(z˜)2 τ(z˜)3,
∂
∂z˜
ψ(z˜) =
−2 tf 2 ψ(z˜) τ(z˜)2 − 4 k_2 ψ(z˜)2 τ(z˜)2 − 2 β ρ0(z˜)2 − 4 k_2 τ(z˜)2
− 2ψ(z˜)σ ρ0(z˜)2 − 2 tf 2 ψ(z˜)3 τ(z˜)2,
∂
∂z˜
α(z˜) =
α(z˜) e(−2
ξ ρ0(z˜)2
τ(z˜)
− 1
Tr
−Pump) +
Pump alphamx (1− e(− 1Tr−Pump))
Pump +
1
Tr
− α(z˜)}
Here Tr is the gain relaxation time normalized to the avity period, Pump is
the dimensionless pump (see part 9 ), ξ is the inverse gain saturation energy.
At rst let's nd the parameters of a steady-state quasi-soliton, viz. the
solution of sys independent on z.
>f[1℄ :=
-2*tf
2
*psi*Tau - 4*k_2*psi
2
*Tau - 4*k_2*Tau - 2*tf
2
*psi
3
*Tau - 2*sigma*Phi
*psi - 2*beta*Phi;# Tau = tau
2
, Phi = rho
2
>f[2℄ := alpha + sigma*Phi - gamma - tf2*Tau + k_2*psi*Tau;
>f[3℄ := 3*k_2*Tau*psi + tf2*psi2*Tau - 2*tf2*Tau + sigma*Phi;
f1 := −2 tf 2 ψ T − 4 k_2 ψ2 T − 4 k_2 T − 2 tf 2 ψ3 T − 2 σΦψ − 2 βΦ
f2 := α+ σΦ− γ − tf 2 T + k_2 ψ T
f3 := 3 k_2 ψ T + tf
2 ψ2 T − 2 tf 2 T + σΦ
>sol1 := solve({f[2℄=0,f[3℄=0},{Tau,Phi});
>subs({Tau=subs(sol1,Tau),Phi=subs(sol1,Phi)},f[1℄):
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>simplify(%):
>numer(%)/2/(-alpha+gamma):
>sol2 := solve(%=0,psi);
sol1 := {Φ = − (α− γ) (3 k_2 ψ + tf
2 ψ2 − 2 tf 2)
(2 k_2 ψ + tf 2 ψ2 − tf 2)σ , T =
α− γ
2 k_2 ψ + tf 2 ψ2 − tf 2 }
sol2 :=
1
2
−3 β k_2 + 3 tf 2 σ +
√
9 β2 k_2 2 − 2 β k_2 tf 2 σ + 9 tf 4 σ2 + 8 β2 tf 4 + 8 k_2 2 σ2
β tf 2 + k_2 σ
,
1
2
−3 β k_2 + 3 tf 2 σ −
√
9 β2 k_2 2 − 2 β k_2 tf 2 σ + 9 tf 4 σ2 + 8 β2 tf 4 + 8 k_2 2 σ2
β tf 2 + k_2 σ
Normalization of the time to tf and the intensity to β allows simple plotting
of the obtained result:
>plot({subs( {beta=1,tf=1,sigma=1},sol2[1℄ ),
subs( {beta=1,tf=1,sigma=1},sol2[2℄)},
k_2=-100..10,axes=boxed,view=-10..1, title=`hirp vs. GDD`);
chirp vs. GDD
–10
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0
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k_2
To plot the pulse duration and its intensity we have to take into aount the
dependene of α on the pulse energy. However for the sake of simpliation we
suppose α=onst< γ (see previous setion). Then
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>plot(subs( {beta=1,tf=1,sigma=1,gamma=0.05,
alpha=0.04},subs(psi=sol2[2℄,1/sqrt(subs(sol1,Tau)))),
k_2=-100..10,axes=boxed, title=`pulse width vs. GDD`);
pulse width vs. GDD
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k_2
Only solution with ψ>0 in the region of the negative GDD and ψ<0 for the
positive GDD (green urve) has a physial meaning beause it orresponds to
the positive square of the pulse width 1/ τ .
The existene of the pulse duration minimum in the viinity of
zero GDD pays a very important role in the pulse shortening
tehnique based on the reation of appropriate negative GDD
in the laser avity.
Now, we shall onsider the evolution of ultrashort pulse parameters on the
basis of the obtained system of ODE. We suppose to solve the system by the
standard operator DEplot. Let normalize σ and β to 1,7* 10−12 cm2/W, times
to tf (2,5 fs for Ti: sapphire laser), then ξ = 0.0018. The fundamental step is
the assumption about saturation of the Kerr nonlinearity: σ = σ0(1 -
ρ0
2 σ0
2 ),
β = β0(1 -
ρ0
2 β0
2 ), where σ0 and β0 are the unsaturated nonlinear parameters.
>#proedure for solution of the obtained system of ODE
ODE_plot := pro(alphamx,gam,sigma0,beta0,Tr,Pump,xi,disp,tg,n)
sigma := sigma0*(1 - sigma0*rho0(z)
2
/2 ):
beta := beta0*(1 - beta0*rho0(z)
2
/2 ):
sys := [D(alpha)(z) =
alpha(z)*exp(-2*xi*rho0(z)
2
/tau(z)-1/Tr-Pump)+
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Pump*alphamx*(1-exp(-1/Tr-Pump))/(Pump+1/Tr)-alpha(z),
D(psi)(z) =
-4*disp*tau(z)
2
-2*tg
2
*psi(z)*tau(z)
2
-4*disp*psi(z)
2
*tau(z)
2
-
2*beta*rho0(z)
2
-2*beta*rho0(z)
2
*psi(z)
2
-2*tg
2
*psi(z)
3
*tau(z)
2
,
D(rho0)(z) =
sigma*rho0(z)
3
-gam*rho0(z)-tg
2
*rho0(z)*tau(z)
2
+alpha(z)*rho0(z)+
disp*rho0(z)*psi(z)*tau(z)
2
,
D(tau)(z) =
-2*tg
2
*tau(z)
3
+sigma*rho0(z)
2
*tau(z)+3*disp*tau(z)
3
*psi(z)+
beta*rho0(z)
2
*psi(z)*tau(z)+tg
2
*psi(z)
2
*tau(z)
3
℄:
DEplot(sys,[rho0(z),tau(z),psi(z),alpha(z)℄,z=0..n,[[rho0(0)=0.001,
tau(0)=0.01,alpha(0)=0,psi(0)=0℄℄,stepsize=1,sene=[z,rho0(z)℄,
method=lassial[foreuler℄,axes=FRAME,lineolor=BLACK):
end:
The next gure demonstrates the autoosillations of pulse amplitude (quasi-
breezer behavior).
>display(ODE_plot(0.5,0.05,10,1,300,0.0004,0.0018,-10,1,15000));
0
0.1
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o0
(z)
0 2000 4000 6000 8000 100001200014000
z~
The harater of the pulse evolution strongly depends on the orrelations be-
tween system's parameters. For example, next gure demonstrates the pulse
stabilization due to negative dispersion growth.
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>display(ODE_plot(0.5,0.05,10,1,300,0.0004,0.0018,-20,1,15000));
0
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rh
o0
(z)
0 2000 4000 6000 8000 100001200014000
z~
But the pumping growth produes the irregular autoosillations.
>ODE_plot(0.5,0.05,10,1,300,0.00047,0.0018,-20,1,5000));
0
0.1
0.2
0.3
0.4
0.5
rh
o0
(z)
0 1000 2000 3000 4000 5000
z~
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The next parameter's set produes the haoti osillations:
>display(ODE_plot(0.5,0.05,1,0,300,0.0004,0.0018,0,1,8000));
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
rh
o0
(z)
0 2000 4000 6000 8000
z~
The pulse parameters (amplitude and inverse pulse duration) orresponding
to irregular osillations an be shown on the basis of the iteration proedure,
whih realizes the diret Euler method for the solution of the desribed above
ODE system.
># Attention! This blok an take a lot of CPU-time
iterations := pro(iter)
alphamx := 0.5:
gam := 0.05:
sigma0 := 1:
beta0 := 0:
Tr := 300:
Pump := 0.0004:
xi := 0.0018:
disp := 0:
tg := 1:
rho0n:=0.001;
taun:=0.01;
alphan:=0;
psin:=0;
for m from 1 to iter do
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rho0old:=rho0n;
tauold:=taun;
psiold:=psin;
alphaold:=alphan;
sigma := evalhf(sigma0*(1 - sigma0*rho0old
2
/2 )):
beta := evalhf(beta0*(1 - beta0*rho0old
2
/2 )):
alphan := evalhf(
alphaold*exp(-2*xi*rho0old
2
/tauold-1/Tr-Pump)+
Pump*alphamx*(1-exp(-1/Tr-Pump))/(Pump+1/Tr));
psin :=
evalhf(psiold-4*disp*tauold
2
-2*tg
2
*psiold*tauold
2
-
4*disp*psiold
2
*tauold
2
-2*beta*rho0old
2
-
2*beta*rho0old
2
*psiold
2
-2*tg
2
*psiold
3
*tauold
2
);
rho0n :=
evalhf(rho0old+sigma*rho0old
3
-gam*rho0old-tg
2
*rho0old*tauold
2
+alphaold*rho0old+disp*rho0old*psiold*tauold
2
);
taun :=
evalhf(tauold-2*tg
2
*tauold
3
+sigma*rho0old
2
*tauold+3*disp*tauold
3
*
psiold+beta*rho0old
2
*psiold*tauold+tg
2
*psiold
2
*tauold
3
);
if m = iter then pts := [rho0n, taun℄ ;
od;
pts
end:
PLOT(seq(POINTS(iterations(i)), i=9800 .. 10000), SYMBOL(POINT));
0.05
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0.2
0.25
0.4 0.6 0.8 1 1.2 1.4 1.6
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This is the so-alled strange attrator, i. e. the haoti attrating manifold: the
pulse parameters are hanged haotially but within the limited range.
Thus, the pulse osillations in the Kerr-lens mode-loked laser were analyzed
(see [15℄, and arXiv: physis/0009020).
The osillations aompany the negative dispersion derease and
the pump growth and lose onnet with the nonlinear fators in
the system. The regular osillation is the analogue of the high-
order soliton propagation and the irregular one is the analogue
of the nonlinear breezer
9 Numerial approahes: ultrashort pulse spe-
trum, stability and multipulsing
9.1 Kerr-lens mode-loked Cr:LiSGaF-laser with the Ra-
man self-sattering in ative medium
The aberrationless approximation demonstrates the stability loss in the viinity
of zero dispersions. It is neessary to interpret the phenomenon. Moreover, we
did not onsider a lot of the lasing fators, whih aet the ultrashort pulse
dynamis in sub-100 fs region, viz. higher-order dispersion, stimulated Raman
self-sattering (see Part II), strong fast absorber saturation et. It is lear,
that in order to take into aount these phenomena we need the numerial
simulations beyond the omputer algebra abilities. However, Maple an help
in the preparation of the soure ode and in the interpretation of the obtained
results.
Now we desribe the simplest generation model, whih is highly useful for the
numerial simulations. This model is based on the generalized Landau-Ginzburg
equation:
>restart:
>with(odegen,fortran):
>with('linalg'):
>with(stats):
>with(plots):
>master1 := di(a(z,t),z) =
(alpha(z) - rho - gamma/(1+sigma*Phi(z,t)))*a(z,t) +
di(a(z,t),t$2) + sum('(-I)
k+1
*D[k℄*di(a(z,t),t$k)','k'=2..N) - I*Phi(z,t)*a(z,t);
99
# Phi is the eld intensity, gamma is the fast absorber modulation depth,
sigma is the inverse saturation intensity, we used the normalization of the eld to
the self-phase modulation oeient and the time to the inverse gain bandwidth,
D[k℄ are the dispersion oeients absorbed the (1/fatorial(k)) fators
master1 := ∂∂z a(z, t) = (α(z)− ρ−
γ
1 + σΦ(z, t)
) a(z, t) + ( ∂
2
∂t2 a(z, t))
+
(
N∑
k=2
(−I)(k+1) Dk diff(a(z, t), t $ k)
)
− I Φ(z, t) a(z, t)
For the gain evolution we have:
>master2 := di(alpha(z),z) = P*(a - alpha(z)) -alpha(z)*Int(Phi(z,t),t=-
T[av℄/2..T[av℄/2)/E[s℄ - T[av℄*alpha(z)/T[r℄;
master2 :=
∂
∂z
α(z) = P (a− α(z))−
α(z)
∫ 1/2Tcav
−1/2Tcav
Φ(z, t) dt
Es
− Tcav α(z)
Tr
Here a is the maximal gain for the full population inversion, P is the di-
mensionless pump (Pump from the previous setion), Tcav and Tr are the avity
period and the gain relaxation time, respetively, Es is the gain saturation en-
ergy taking into aount the aepted normalization of time and intensity. The
best methods for the solution of the system (master1, master2 ) is the split-step
Fourier method. Then in the Fourier domain we esape to alulate the partial
derivatives:
>op(2,rhs(master1));
>inttrans[fourier℄(%, t, omega)*F(omega);
>print(`F(w) takes into aount the shape fators for the gainband and
output oupler spetral proles`);
>subs( N=6,op(3,rhs(master1)) );# we onne the maximal disper-
sion order
>inttrans[fourier℄(eval( % ), t, omega):
>fator(%);
∂2
∂t2
a(z, t)
−ω2 fourier(a(z, t), t, ω) F(ω)
100
6∑
k=2
(−I)(k+1) Dk diff(a(z, t), t $ k)
−I ω2 fourier(a(z, t), t, ω) (D6 ω4 +D5 ω3 + D4 ω2 +D3 ω +D2)
To dene the parameters of the simulation we use the experimental data for
Cr:LiSGaF-laser kindly presented by Dr. I.T. Sorokina and Dr. E. Sorokin and
written in the orresponding *.txt-les. NOTE! ALL DATA FILES HAVE TO
BE PLACED IN YOUR CURRENT DIRECTORY:
>urrentdir();
G:\\Maple 6
We used the next experimental setup, whih is typial for the Kerr-lens
mode-loked lasers (high reetive plane and spherial (foal length f=5 m)
mirrors HR, hirped mirrors Ch, output mirror OC):
Pump
Cr:LiSGaF
OC
CM
2 CM
1
Slit HR
HRHR or CM3
The rst step is the analysis of the gain band, whih allows to dene the gain
bandwidth and the parameters of the time normalization (tf from the previous
setion) and the frequeny normalization (this is the gain bandwidth).
101
>gain_x := readdata(`gain_x.dat`,1,oat):# wavelength
>gain_y := readdata(`gain_y.dat`,1,oat):# gain ross-setion
>n := vetdim(gain_y):
>plot([[gain_x[k], gain_y[k]] $k=1..n℄,
olor=red,view=0..3e-20,axes=boxed,title=`gain band prole`);
>max_ross_setion := max(gain_y[k℄ $k=1..n);#gain band max-
imum
>half_ross_setion := evalf(max_ross_setion/2);#half of the gain
band maximum
>P := array(1..n):
>Q := array(1..n):
>for i from 2 to n do
>P[i℄ := evalf(2*Pi*3*1e10/(gain_x[i℄*1e-7)):#transition from wavelength
to frequeny
>Q[i℄ := [P[i℄,gain_y[i℄℄:
>if gain_y[i℄=max_ross_setion then X_max := P[i℄ else :
>if gain_y[i℄>half_ross_setion and gain_y[i-1℄<half_ross_setion
then X_half_1 := evalf((P[i-1℄+P[i℄)/2) else :
>if gain_y[i℄<half_ross_setion and gain_y[i-1℄>half_ross_setion then
X_half_2 := evalf((P[i-1℄+P[i℄)/2) else :
>od: >print(`position of the gain maximum:`);
>X_max;
>print(`position of the rst half of maximum:`);
>X_half_1;
>print(`position of the seond half of maximum:`);
>X_half_2;
>print(`bandwidth:`);
>bandwidth := evalf(abs(X_half_2-X_half_1));
>print(`inverse bandwidth for Gaussian approximation [s℄:`);
>minimal_pulse_width:=evalf(4*ln(2)/bandwidth);
>for i from 1 to n do
>P[i℄ := evalf((2*Pi*3*1e10/(gain_x[i℄*1e-7)-X_max)/bandwidth):
>Q[i℄ := [P[i℄,gain_y[i℄℄:
>od:
>j := 'j':
>plot([Q[j℄ $j=1..n℄,axes=BOXED, olor=red, title=`gain ross setion ver-
sus normalized frequeny`,view=0..3e-20,olor=blue);
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gain band profile
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max_cross_section := .2926 10−19
half_cross_section := .1463000000 10−19
position of the gain maximum :
.2245909122 1016
position of the first half of maximum :
.2476565668 1016
position of the second half of maximum :
.1994706028 1016
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bandwidth :
bandwidth := .481859640 1015
inverse bandwidth for Gaussian approximation [s ] :
minimal_pulse_width := .5753934325 10−14
gain cross section versus normalized frequency
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The similar manipulations are performed for the output oupler. The t-
approximation gives the spetral shape fator for the output mirror.
>Out_x := readdata(`out_x.dat`,1,oat):
>Out_y := readdata(`out_y.dat`,1,oat):
>n := vetdim(Out_y):
>plot([[Out_x[k], Out_y[k]]$k=1..n℄,olor=red,axes=boxed,
title=`experimental reetion prole`);
>P0 := array(1..n):
>Q0 := array(1..n):
>for i from 1 to n do
>P0[i℄ :=
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evalf((2*Pi*3*1e10/(Out_x[i℄*1e-7)-X_max)/bandwidth):#transition from wave-
length to frequeny
>Q0[i℄ := evalf(1-Out_y[i℄):
>od:
>f1 := plot([[P0[k], Q0[k]] $k=1..n℄,olor=red):#experimental output loss
prole in the dimensionless frequeny domain
>eq0 := t[leastsquare[[x,y℄,
y=a*x
6
+ b*x
5
+ *x
4
+ d*x
3
+ e*x
2
+ f*x + g℄℄([[P0[k]$k = 1..n], [Q0[k]$k =
1..n]]);# t-approximation
>Q0 := [subs(x=P0[k℄,rhs(eq0)) $k=1..n℄:
>f2 := plot([[P0[k], Q0[k]] $k=1..n℄,olor=blue):
>display(f1,f2,axes=boxed,title=`omparison of the experimental and ap-
proximated proles`);
experimental reflection profile
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eq0 := y = 1.800575680 x6− .05353754671 x5− .1603422410 x4− .002641254098 x3
+ .06981141739 x2− .001534877123 x+ .009038433676
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comparison of the experimental and approximated profiles
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The rst piture presents the experimental data, the seond results from the
t-approximation (eq0 ) and the transition to the dimensionless frequenies .
Now let's nd the group-delay dispersion (GDD) in the ative medium from
the measured data:
>#rystal length is 0.8 m for double pass
>GDD_ry_x := readdata(`gdd_rystal_x.dat`,1,oat):
>GDD_ry_y := readdata(`gdd_rystal_y.dat`,1,oat):
>n := vetdim(GDD_ry_y):
>g1 := plot([[GDD_cry_x[k], 0.8 ∗GDD_cry_y[k]] $k=1..n℄,
olor=red,axes=boxed):
>display(g1,title=`measured GDD in ative rystal`);
>P1 := array(1..n):
>Q1 := array(1..n):
>for i from 1 to n do
>P1[i℄ :=
evalf((2*Pi*3*1e10/(GDD_ry_x[i℄*1e-7)-X_max)/bandwidth):# transition
from wavelength to frequeny
>od:
>f1 := plot([[P1[k℄,0.8*(bandwidth*10−15)**2*GDD_ry_y[k℄℄
$k=1..n℄,olor=red):
>eq1 := t[leastsquare[[x,y℄, y=a*x2+b*x+℄℄([[P1[k℄ $k=1..n℄,
evalf(0.8*(bandwidth*10
−15
)**2)*GDD_ry_y℄);# t-approximation
>Q1 := [subs(x=P1[k℄,rhs(eq1)) $k=1..n℄:
>f2 := plot([[P1[k℄,Q1[k℄℄ $k=1..n℄,olor=blue,axes=boxed):
>display(f1,f2,title=`GDD t-approximation in frequeny domain`);
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measured GDD in active crystal
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eq1 := y = 5.557558914 x2+ 21.42668994 x+ 53.71773838
GDD fit-approximation in frequency domain
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eq1 is the result of the t-approximation.
The main devies for the GDD manipulation are the hirp mirrors. Their
parameters are:
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>#Ch1 (double pass)
>GDD_Ch1_x := readdata(`gdd_h1_x.dat`,1,oat):
>GDD_Ch1_y := readdata(`gdd_h1_y.dat`,1,oat):
>n := vetdim(GDD_Ch1_y):
>plot([[GDD_Ch1_x[k℄,2*GDD_Ch1_y[k℄℄ $k=1..n℄,
olor=red,axes=boxed,title=`measured GDD for Ch1`);
>P2 := array(1..n-4):
>Q2 := array(1..n-4):
>for i from 1 to n-4 do
>P2[i℄ :=
evalf((2*Pi*3*1e10/(GDD_Ch1_x[i℄*1e-7)-X_max)/bandwidth):#transition
from wavelength to frequeny
>Q2[i℄ := 2*(bandwidth*10−15)**2*GDD_Ch1_y[i℄ od:
>f1 := plot([[P2[k℄,Q2[k℄℄ $k=1..n-4℄,olor=red):
>eq2 := t[leastsquare[[x,y℄,
y=a*x
6
+b*x
5
+*x
4
+d*x
3
+e*x
2
+f*x+g℄℄([[P2[k℄ $k=1..n-4℄, [Q2[k℄ $k=1..n-4℄℄);
>Q2 := [subs(x=P2[k℄,rhs(eq2)) $k=1..n-4℄:
>f2 := plot([[P2[k℄,Q2[k℄℄ $k=1..n-4℄,olor=blue):
>display(f1,f2,axes=boxed,title=`t-approximation in frequeny domain`);
measured GDD for Ch1
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eq2 := y = −4487.256771 x6+ 8899.324767 x5− 4466.632623 x4− 612.3714657 x3
+ 692.5781343 x2− 17.99769657 x− 37.66103148
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fit-approximation in frequency domain
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>#Ch2 (four passes)
>GDD_Ch2_x := readdata(`gdd_h2_x.dat`,1,oat):
>GDD_Ch2_y := readdata(`gdd_h2_y.dat`,1,oat):
>n := vetdim(GDD_Ch2_y):
>plot([[GDD_Ch2_x[k℄,4*GDD_Ch2_y[k℄℄ $k=1..n℄,
olor=red,axes=boxed,title=`measured GDD for Ch2`);
>P3 := array(1..n):
>Q3 := array(1..n):
>for i from 1 to n do
>P3[i℄ :=
evalf((2*Pi*3*1e10/(GDD_Ch2_x[i℄*1e-7)-X_max)/bandwidth):#transition
from wavelength to frequeny
>od:
>f1 := plot([[P3[k℄,4*(bandwidth*10−15)**2*GDD_Ch2_y[k℄℄
$k=1..n℄,olor=red):
>eq3 := t[leastsquare[[x,y℄,
y=a*x
6
+b*x
5
+*x
4
+d*x
3
+e*x
2
+f*x+g℄℄([[P3[k℄ $k=1..n℄,
evalf(4*(bandwidth*10
−15
)**2)*GDD_Ch2_y℄);
>Q3 := [subs(x=P3[k℄,rhs(eq3)) $k=1..n℄:
>f2 := plot([[P3[k℄,Q3[k℄℄ $k=1..n℄,olor=blue):
>display(f1,f2,axes=boxed,title=`t-approximation in frequeny domain`);
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measured GDD for Ch2
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eq3 := y = −2051.277573 x6+ 4260.310370 x5− 3057.192323 x4+ 565.9468050 x3
+ 385.5186662 x2− 74.89842760 x− 73.37050894
fit-approximation in frequency domain
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And, at last, the GDD in output oupler and high-reetive mirrors:
>#O (single pass)
>GDD_O_x := readdata(`gdd_o_x.dat`,1,oat):
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>GDD_O_y := readdata(`gdd_o_y.dat`,1,oat):
>n := vetdim(GDD_O_y):
>plot([[GDD_O_x[k℄,GDD_O_y[k℄℄ $k=1..n℄,
olor=red,axes=boxed,title=`measured GDD for OC`);
>P4 := array(1..n):
>Q4 := array(1..n):
>for i from 1 to n do
>P4[i℄ :=
evalf((2*Pi*3*1e10/(GDD_O_x[i℄*1e-7)-X_max)/bandwidth):#transition
from wavelength to frequeny
>od:
>f1 := plot([[P4[k℄,GDD_O_y[k℄*(bandwidth*10−15)**2℄ $k=1..n℄,
olor=red):
>eq4 := t[leastsquare[[x,y℄,
y=a*x
6
+b*x
5
+*x
4
+d*x
3
+e*x
2
+f*x+g℄℄
([[P4[k℄ $k=1..n℄, GDD_O_y*evalf((bandwidth*10
−15
)**2)℄);
>Q4 := [subs(x=P4[k℄,rhs(eq4)) $k=1..n℄:
>f2 := plot([[P4[k℄,Q4[k℄℄ $k=1..n℄,olor=blue):
>display(f1,f2,axes=boxed,title=`t-approximation in frequeny domain`);
measured GDD for OC
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eq4 := y = 40.56991627 x6+ 226.5828840 x5− 15.88361104 x4− 6.140885675 x3
+ 1.492992122 x2+ 1.204668103 x− .1174906766
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fit-approximation in frequency domain
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>#HR (four passes)
>GDD_Hr_x := readdata(`gdd_hr_x.dat`,1,oat):
>GDD_Hr_y := readdata(`gdd_hr_y.dat`,1,oat):
>n := vetdim(GDD_Hr_y):
>plot([[GDD_Hr_x[k℄,GDD_Hr_y[k℄℄
$k=1..n℄,olor=red,axes=boxed,title=`measured GDD for HR`);
>P5 := array(1..n):
>Q5 := array(1..n):
>for i from 1 to n do
>P5[i℄ :=
evalf((2*Pi*3*1e10/(GDD_Hr_x[i℄*1e-7)-X_max)/bandwidth):#transition
from wavelength to frequeny
>od:
>f1 := plot([[P5[k℄,GDD_Hr_y[k℄*4*(bandwidth*10−15)**2℄
$k=1..n℄,olor=red):
>eq5 := t[leastsquare[[x,y℄,
y=a*x
6
+b*x
5
+*x
4
+d*x
3
+e*x
2
+f*x+g℄℄([[P5[k℄
$k=1..n℄, GDD_Hr_y*evalf(4*(bandwidth*10
−15
)**2)℄);
>Q5 := [subs(x=P5[k℄,rhs(eq5)) $k=1..n℄:
>f2 := plot([[P5[k℄,Q5[k℄℄ $k=1..n℄,olor=blue):
>display(f1,f2,axes=boxed,title=`t-approximation in frequeny domain`);
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measured GDD for HR
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eq5 := y = 371.6378105 x6+ 1859.815396 x5− 146.0722578 x4− 186.9742695 x3
+ 12.76215250 x2+ 13.36697439 x− .5561160074
fit-approximation in frequency domain
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Now, as a result of the obtained t-approximations, we have the normalized
net-GDD with orresponding FORTRAN-ode for simulation:
>end_res :=
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evalf(rhs(eq1)+rhs(eq2)+rhs(eq3)+rhs(eq4)+rhs(eq5));
>plot(%,x=-0.45..0.8,axes=boxed,title=`normalized to tf net-GDD`);
>odegen[fortran℄(end_res);
end_res := −57.98740873− 6126.326617 x6+ 15246.03342 x5− 7685.780815 x4
− 239.5398159 x3+ 1097.909504 x2− 56.89779174 x
normalized to tf net-GDD
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x
t0 =
-0.5798741E2-0.6126327E4*x**6+0.1524603E5*x**5-0.7685781E4*x*
#*4-0.2395398E3*x**3+0.109791E4*x**2-0.5689779E2*x
Or in the usual o-ordinates:
>P6 := array(1..100):
>Q6 := array(1..100):
>for i from 1 to 100 do
>P6[i℄ := 2*Pi*3e10*1e7/(bandwidth*(-0.4+0.8*i/100)+X_max):# from
frequeny to wavelength [in nm℄
>Q6[i℄ :=
evalf(subs(x=-0.4+0.8*i/100,end_res/(bandwidth*1e-15)
2
)):
>od:
>plot([[P6[k℄,Q6[k℄℄ $k=1..100℄,
olor=red,axes=BOXED,title=`net-GDD [fs
2
℄ vs. wavelength [nm℄`);
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net-GDD [fs^2] vs. wavelength [nm]
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The experimentally observed ultrashort-pulse spetrum is:
>Spe_x := readdata(`LiSGaF_x.dat`,1,oat):
>Spe_y := readdata(`LiSGaF_y.dat`,1,oat):
>n := vetdim(Spe_y):
>plot([[Spe_x[k℄,Spe_y[k℄℄
$k=1..n℄,olor=red,axes=boxed,title=`experimental spetrum (a.u. vs. wave-
length)`);
>P5 := array(1..n):
>Q5 := array(1..n):
>for i from 1 to n do
>P5[i℄ :=
evalf((2*Pi*3*1e10/(Spe_x[i℄*1e-7)-X_max)/bandwidth):#transition
from wavelength to frequeny
>Q5[i℄ := Spe_y[i℄:
>od:
>plot([[P5[k℄,Q5[k℄℄ $k=1..n℄,
olor=green,axes=boxed,title=`experimental spetrum (a.u. vs/ dimensionless
frequeny)`);
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experimental spectrum (a.u. vs. wavelength)
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experimental spectrum (a.u. vs/ dimensionless frequency)
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We an see a pronouned red shift relatively to the gain band
enter. The narrow line is the so-alled side-band or dispersive
wave.
The typial results of the numerial simulations based on the desribed above
model are presented in the next gure (power is given in the arbitrary units).
>Spe1_x := readdata(`num1_x.dat`,1,oat):
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>Spe1_y := readdata(`num1_y.dat`,1,oat):
>Spe2_x := readdata(`num2_x.dat`,1,oat):
>Spe2_y := readdata(`num2_y.dat`,1,oat):
>Spe3_x := readdata(`num3_x.dat`,1,oat):
>Spe3_y := readdata(`num3_y.dat`,1,oat):
>Spe4_x := readdata(`num4_x.dat`,1,oat):
>Spe4_y := readdata(`num4_y.dat`,1,oat):
>Spe5_x := readdata(`num5_x.dat`,1,oat):
>Spe5_y := readdata(`num5_y.dat`,1,oat):
>Spe6_x := readdata(`num6_x.dat`,1,oat):
>Spe6_y := readdata(`num6_y.dat`,1,oat):
>n := vetdim(Spe1_y);
>p1 := plot([[Spe1_x[k℄,Spe1_y[k℄℄ $k=1..n/4℄,olor=blak):
>n := vetdim(Spe2_y);
>p2 := plot([[Spe2_x[k℄,Spe2_y[k℄℄ $k=3*(n-1)/4..n℄,
olor=blak):
>n := vetdim(Spe3_y);
>p3 := plot([[Spe3_x[k℄,2.5*Spe3_y[k℄℄ $k=3*(n-1)/4..n℄,
olor=red):
>n := vetdim(Spe4_y);
>p4 := plot([[Spe4_x[k℄,2.5*Spe4_y[k℄℄ $k=1..n/4℄,
olor=red):
>n := vetdim(Spe5_y);
>p5 := plot([[Spe5_x[k℄,25*Spe5_y[k℄℄ $k=3*(n-1)/4..n℄,
olor=blue):
>n := vetdim(Spe6_y);
>p6 := plot([[Spe6_x[k℄,25*Spe6_y[k℄℄ $k=1..n/4℄,
olor=blue):
>display(p1,p2,p3,p4,p5,p6,view=0..1,axes=BOXED,title=`numerial spe-
tra (a.u.)`);
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numerical spectra (a.u.)
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In the "natural" o-ordinates we have:
>n := vetdim(Spe1_y);
>p1 := plot([[2*Pi*3e10*1e7/(bandwidth*Spe1_x[k℄+X_max),Spe1_y[k℄℄
$k=1..n/4℄,olor=blak):
>n := vetdim(Spe2_y);
>p2 := plot([[2*Pi*3e10*1e7/(bandwidth*Spe2_x[k℄+X_max),Spe2_y[k℄℄
$k=3*(n-1)/4..n℄,olor=blak):
>n := vetdim(Spe3_y);
>p3 :=
plot([[2*Pi*3e10*1e7/(bandwidth*Spe3_x[k℄+X_max),2.5*Spe3_y[k℄℄
$k=3*(n-1)/4..n℄,olor=red):
>n := vetdim(Spe4_y);
>p4 :=
plot([[2*Pi*3e10*1e7/(bandwidth*Spe4_x[k℄+X_max),2.5*Spe4_y[k℄℄
$k=1..n/4℄,olor=red):
>n := vetdim(Spe5_y);
>p5 :=
plot([[2*Pi*3e10*1e7/(bandwidth*Spe5_x[k℄+X_max),25*Spe5_y[k℄℄
$k=3*(n-1)/4..n℄,olor=blue):
>n := vetdim(Spe6_y);
>p6 :=
plot([[2*Pi*3e10*1e7/(bandwidth*Spe6_x[k℄+X_max),25*Spe6_y[k℄℄
$k=1..n/4℄,olor=blue):
>display(p1,p2,p3,p4,p5,p6,view=0..1,axes=BOXED,title=`pulse spetrum
vs. wavelength [nm℄`);
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pulse spectrum vs. wavelength [nm]
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The blak urve orresponds to the soliton propagation without lasing fa-
tors, i.e. in the absene of gain, loss saturation and spetral ltering. The
high-order dispersion slightly transforms the spetrum of the soliton, but there
is not the visible frequeny shift. Perhaps, the soliton duration (169 fs) is too
large for the high-order dispersions' manifestation. But we an not hange the
pulse duration for xed GDD. Suh possibility is opened by lasing in the pres-
ene of the gain and saturable loss. The red and blue urves orrespond to the
above desribed laser model with 1.2 W absorbed pump power for 20x30 µ2
pump mode and gaussian mode with 25 µm diameter, orrespondingly. The
pulse durations in these ases are 31 and 27 fs, orrespondingly. We an see the
appearane of spetral spikes (dispersion waves), whih loate near from zeros
and 2 pim - values of GDD. The domain of the large gradient of GDD in the red
spetral region is lled by suh spikes. But the pulses' spetra have the very
small frequeny shifts from gain band maximum, although there is the spetral
"shoulder" in the red region. The last orresponds to loal GDD extremum near
from 883 nm (see above).
We had performed the various manipulations with the pump
and the fast absorber saturation intensity, but as a result, the
self-frequeny shift an not be obtained only due to high-order
dispersion.
So, there is some additional mehanism of the pulse spetrum shift. As
the pulse duration is greater than 10 fs, the nonlinear dispersion an not ause
suh shift. Therefore we have to investigate the stimulated Raman sattering
inuene on the pulse spetrum.
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Let assume, that the frequeny shift results from the stimulated Raman
sattering in the ative rystal. The vibrational amplitude Q in the dependene
on the pump and signal spetral amplitudes A_m and A_n, respetively, obeys
the following equation (see [16℄):
>restart:
>eq1 :=
di(Q(t),t$2)+2*di(Q(t),t)/T+Omega
2
*Q(t)=
mu*A_m*exp(I*m*omega*t)*onjugate(A_n)*exp(-I*n*omega*t);
>Q = subs({_C1=0,_C2=0},rhs(dsolve(eq1,Q(t))));
>amp_Q =
Sum(Sum(expand(numer(rhs(%))/expand(denom
(rhs(%)))/exp(-I*t*omega*(-m+n))),n=-N/2..N/2),m=-N/2..N/2);
#here we supposed that the pulse width  T (T is the phonon relaxation time)
eq1 := (
∂2
∂t2
Q(t)) +
2 ( ∂∂t Q(t))
T
+Ω2Q(t) = µA_m e(I mω t) (A_n) e(−I n ω t)
Q =
µA_m e(I ω t (m−n)) (A_n) T
T Ω2 + 2 I mω − 2 I nω − T ω2m2 + 2T ω2mn− T ω2 n2
amp_Q =
1/2N∑
m=−1/2N

 1/2N∑
n=−1/2N
µA_m (A_n)T
T Ω2 + 2 I mω − 2 I nω − T ω2m2 + 2T ω2mn− T ω2 n2


Here m andn are the mode numbers, ω is the frequeny interval between
eld spetral omponents, Ω is the Raman frequeny, T is the relaxation time,
N is the number of the frequeny omponents in the eld spetrum (in the ase
of our numerial simulations N= 2
13
), µ is the positive real number expressing
photon-phonon oupling. Note, that the last expression for the amplitude of
the vibrational osillations (the frequeny of these osillations is (m-n)* ω) an
be re-written as
>amp_Q =
Sum(Sum(mu*A_m*onjugate(A_n)/(Omega
2
-
2*I*omega*(m-n)/Tr - omega
2
*(n-m )
2
),
n = -N/2 .. N/2),m = -N/2 .. N/2);
>amp_Q =
Sum(Sum(mu*A_m*onjugate(A_n)*(Omega
2
- omega
2
*(n-m)
2
+
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2*I*omega*(m-n)/Tr)/((Omega
2
- omega
2
*(n-m)
2
)
2
+
4*omega
2
*(m-n)
2
/(Tr
2
)),n = -N/2 .. N/2),m = -N/2 .. N/2);
amp_Q =
1/2N∑
m=−1/2N

 1/2N∑
n=−1/2N
µA_m (A_n)
Ω2 +
−2 I ω (m− n)
Tr
− ω2 (−m+ n)2


amp_Q =
1/2N∑
m=−1/2N


1/2N∑
n=−1/2N
µA_m (A_n) (Ω2 − ω2 (−m+ n)2 + 2 I ω (m− n)
Tr
)
(Ω2 − ω2 (−m+ n)2)2 + 4ω
2 (m− n)2
Tr2


Now we have to dene the values of the used parameters. There are three
Raman lines in LiSGaF with following harateristis: Ω=551, 349, 230 cm(−1),
1/T = 6.2, 7.6, 4.2 cm(−1)
>Omega1 := evalf(2*Pi*3*1010*551):#[Hz℄
>Omega2 := evalf(2*Pi*3*1010*349):#[Hz℄
>Omega3 := evalf(2*Pi*3*1010*230):#[Hz℄
>bandwidth := .481859640e15:#[Hz℄ the normalization for frequen-
ies
>Omega1 := evalf(Omega1/bandwidth);#normalized Omega1
>Omega2 := evalf(Omega2/bandwidth);#normalized Omega2
>Omega3 := evalf(Omega3/bandwidth);#normalized Omega3
>omega=evalf(2*Pi*bandwidth/N):#[Hz℄
>print(`normalized w:`);
>2*Pi/N;#normalyzed omega
>T1 := evalf(1/(2*Pi*3*1010*6.2)):#[s℄
>T2 := evalf(1/(2*Pi*3*1010*7.6)):#[s℄
>T3 := evalf(1/(2*Pi*3*1010*4.2)):#[s℄
>T1 := evalf(T1*bandwidth);#normalized relaxation time
>T2 := evalf(T2*bandwidth);#normalized relaxation time
>T3 := evalf(T3*bandwidth);#normalized relaxation time
>solve(gain_s=6*omega_s*hi/n_s/,hi):#if permittivity hi in [m2/W℄,
gain_s is the Raman signal gain
>mu := simplify(3*omega_s*%*2*Omega/n_s//T);
>mu1 := subs({Omega = Omega1,T = T1,gain_s=evalf(2.5*1.2e-10),
beta=.3379192098e-11},mu*0.8/beta);#normalized
>mu2 := subs({Omega = Omega2,T = T2,gain_s=evalf(.185*1.2e-10),
beta=.3379192098e-11},mu*0.8/beta);#normalized
>mu3 := subs({Omega = Omega3,T = T3,gain_s=evalf(.15*1.2e-10),
beta=.3379192098e-11},mu*0.8/beta);#normalized
Ω1 := .2155421299
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Ω2 := .1365230551
Ω3 := .08997221396
normalized w :
2
pi
N
T1 := 412.3136751
T2 := 336.3611560
T3 := 608.6535205
µ :=
gain_s Ω
T
µ1 := .03712810569
µ2 := .002133193454
µ3 := .0006299236009
So, we an investigate the eld evolution on the basis of the following equa-
tion:
>Di(A_n(z),z) =
Sum(mu*onjugate(A_m)*A_n*(I*(Omega
2
- omega
2
*(n - m)
2
)+2*omega*(m
- n)/Tr)/((Omega
2
- omega
2
*(n - m)
2
)
2
+ 4*omega
2
*(m - n)
2
/(Tr
2
))*A_m,m
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= -N/2 .. N/2);
>Di(A_n(z),z) =
A_n*Sum(mu*abs(A_m)
2
*(I*(Omega
2
- omega
2
*(n - m)
2
) + 2*omega*(m -
n)/Tr)/((Omega
2
- omega
2
*(n - m)
2
)
2
+ 4*omega
2
*(m - n)
2
/(Tr
2
)),m = -N/2
.. N/2);
∂
∂z
A_n(z) =
1/2N∑
m=−1/2N
gain_s Ω (A_m)A_n (I (Ω2 − ω2 (−m+ n)2) + 2ω (m− n)
Tr
)A_m
T ((Ω2 − ω2 (−m+ n)2)2 + 4ω
2 (m− n)2
Tr2
)
∂
∂z
A_n(z) =
A_n


1/2N∑
m=−1/2N
gain_s Ω |A_m |2 (I (Ω2 − ω2 (−m+ n)2) + 2ω (m− n)
Tr
)
T ((Ω2 − ω2 (−m+ n)2)2 + 4ω
2 (m− n)2
Tr2
)


Here n is the "signal" mode, m is the "pump" mode, degenerate ase m=n
orresponds to the pure self-phase modulation, Stokes signal shift m>n or-
responds to an ampliation, anti-Stokes shift m<n orresponds to a loss of
signal wave. Beause of the Raman line is narrow in the omparison with pulse
spetrum (see normalized T ), we an re-write the expressions:
>Di(A_n(z),z) =
I*A_n*Sum(mu*abs(A_m)
2
/(Omega
2
+ 2*I*omega*(m - n)/Tr-omega
2
*(n -
m)
2
),m = -N/2 .. N/2);
>Di(A_n(z),z) =
I*A_n*Sum(mu*abs(A_m)
2
/((Omega - omega*(n - m))*(Omega + omega*(n
-m )) + 2*I*omega*(m - n)/Tr),m = -N/2 .. N/2);
>Di(A_n(z),z) =
I*A_n*Sum(mu*abs(A_m)
2
/(2*Omega*(Omega - omega*(n - m)) +
2*I*Omega/Tr),m = -N/2 .. N/2);
∂
∂z
A_n(z) = I A_n

 1/2N∑
m=−1/2N
gain_s Ω |A_m|2
T (Ω2 − ω2 (−m+ n)2 + 2 I ω (m− n)
Tr
)


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∂∂z
A_n(z) =
I A_n

 1/2N∑
m=−1/2N
gain_s Ω |A_m|2
T ((Ω− ω (−m+ n)) (Ω + ω (−m+ n)) + 2 I ω (m− n)
Tr
)


∂
∂z
A_n(z) = I A_n

 1/2N∑
m=−1/2N
gain_s Ω |A_m|2
T (2Ω (Ω− ω (−m+ n)) + 2 I Ω
Tr
)


The last expression results from the assumption T≫1. In this ase
>Di(A_n(z),z) =
I*A_n*mu*abs(A_m)
2
*Int((2*Omega*(Omega - x) - 2*I*Omega/Tr)/
(4*Omega
2
*(Omega - x)
2
+ 4*Omega
2
/(Tr
2
)),x = -innity .. innity);
∂
∂z
A_n(z) =
I A_n gain_s Ω |A_m|2
∫ ∞
−∞
2Ω (Ω− x) + −2 I Ω
Tr
4Ω2 (Ω− x)2 + 4Ω
2
Tr2
dx
T
In the last expression x is the frequeny dierene, A_m orresponds to
the pump intensity for - ω(n-m)= Ω. The ontribution of the real part in the
integral (the self-phase modulation from the both sides of the Raman line) is
equal to 0.
>-(I*Tr/2/Omega)*Int(1/(x2+1),x=0..innity);
>value(%);
−1
2
I Tr
∫ ∞
0
1
x2 + 1
dx
Ω
−1
4
I Tr pi
Ω
Thus we obtained the simplest expressions for the eld evolution:
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>Di(A_n(z),z) = A_n*gain*Pi*abs(A_m)2/4;
>Di(A_m(z),z) = -A_m*gain*Pi*abs(A_n)2/4;
∂
∂z
A_n(z) =
1
4
A_n gain pi |A_m|2
∂
∂z
A_m(z) = −1
4
A_m gain pi |A_n|2
The stimulated Raman gain parameters for numerial simulation are:
>gain_s1 := evalf(0.8*2.5*1.2e-10/.3379192098e-11);
>gain_s2 := evalf(0.8*.185*1.2e-10/.3379192098e-11);
>gain_s3 := evalf(0.8*.15*1.2e-10/.3379192098e-11);
gain_s1 := 71.02289335
gain_s2 := 5.255694108
gain_s3 := 4.261373601
Additionally we are to take into onsideration the spontaneous Raman sat-
tering as a soure for the stimulated sattering. The gain oeients is this ase
are [17℄:
>d_sigma :=
(4*omega_l/3/omega_s)*3*n_s
2
*h*omega_s
3
*
gain_s/(8*Pi
3
*
2
*N)/(1 - exp(-h*(omega_l -
omega_s)/(2*Pi*kb*T)));#kb and T are the Boltzmann's onstant and tem-
perature, orrespondingly
>d_sigma1 :=
evalf(sqrt(subs(
{kb=1.38*1e-23,T=300,omega_s=2*Pi*3e10/.9051e-4,
omega_l=2*Pi*3e10/.85e-4,n_s=1.4,h=6.62e-34,
gain_s=gain_s1,=3e10,N=1e20},d_sigma*N)));
>d_sigma2 :=
evalf(sqrt(subs(
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{kb=1.38*1e-23,T=300,omega_s=2*Pi*3e10/.88e-4,
omega_l=2*Pi*3e10/.85e-4,n_s=1.4,h=6.62e-34,
gain_s=gain_s2,=3e10,N=1e20},d_sigma*N)));
>d_sigma3 :=
evalf(sqrt(subs(
{kb=1.38*1e-23,T=300,omega_s=2*Pi*3e10/.87e-4,
omega_l=2*Pi*3e10/.85e-4,n_s=1.4,h=6.62e-34,
gain_s=gain_s3,=3e10,N=1e20},d_sigma*N)));
d_sigma :=
1
2
omega_l omega_s2 n_s2 h gain_s
pi3 c2N (1 − e(−1/2 h (omega_l−omega_s)pi kb Tc ))
d_sigma1 := .0001280998590
d_sigma2 := .00003815471494
d_sigma3 := .00003767032764
d_sigma are the inrements of the spontaneous Stokes omponents (i.e. Raman
spontaneous seeds) growth .
As a result of the simulations on the basis of this model, we obtained next
spetra:
>with('linalg'):
>with(plots):
>R_Spe1_x := readdata(`spe1_x.dat`,1,oat):
>R_Spe1_y := readdata(`spe1_y.dat`,1,oat):
>R_Spe2_x := readdata(`spe2_x.dat`,1,oat):
>R_Spe2_y := readdata(`spe2_y.dat`,1,oat):
>R_Spe3_x := readdata(`spe3_x.dat`,1,oat):
>R_Spe3_y := readdata(`spe3_y.dat`,1,oat):
>R_Spe4_x := readdata(`spe4_x.dat`,1,oat):
>R_Spe4_y := readdata(`spe4_y.dat`,1,oat):
>R_Spe5_x := readdata(`spe5_x.dat`,1,oat):
>R_Spe5_y := readdata(`spe5_y.dat`,1,oat):
>R_Spe6_x := readdata(`spe6_x.dat`,1,oat):
>R_Spe6_y := readdata(`spe6_y.dat`,1,oat):
>n := vetdim(R_Spe1_y);
>p1 := plot([[R_Spe1_x[k℄,R_Spe1_y[k℄℄
$k=1..n/16℄,olor=blak):
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>n := vetdim(R_Spe2_y);
>p2 := plot([[R_Spe2_x[k℄,R_Spe2_y[k℄℄
$k=7*(n-1)/8..n℄,olor=blak):
>n := vetdim(R_Spe3_y);
>p3 := plot([[R_Spe3_x[k℄,R_Spe3_y[k℄℄
$k=1..n/16℄,olor=red):
>n := vetdim(R_Spe4_y);
>p4 := plot([[R_Spe4_x[k℄,R_Spe4_y[k℄℄
$k=7*(n-1)/8..n℄,olor=red):
>n := vetdim(R_Spe5_y);
>p5 := plot([[R_Spe5_x[2*k℄,R_Spe5_y[2*k℄℄
$k=1..n/32℄,olor=blue):
>n := vetdim(R_Spe6_y);
>p6 := plot([[R_Spe6_x[2*k℄,R_Spe6_y[2*k℄℄
$k=7*(n-1)/16..n/2℄,olor=blue):
>display(p1,p2,p3,p4,p5,p6,axes=boxed, title=`pulse spetrum vs. dimen-
sionless frequeny`);
pulse spectrum vs. dimensionless frequency
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>X_max := .2245909122e16:
>bandwidth := .481859640e15:
>n := vetdim(R_Spe1_y):
>p1 :=
plot([[2*Pi*3e10*1e7/(bandwidth*R_Spe1_x[k℄ + X_max),R_Spe1_y[k℄℄
$k=1..n/16℄,olor=blak):
>n := vetdim(R_Spe2_y):
>p2 :=
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plot([[2*Pi*3e10*1e7/(bandwidth*R_Spe2_x[k℄ + X_max),R_Spe2_y[k℄℄
$k=7*(n-1)/8..n℄,olor=blak):
>n := vetdim(R_Spe3_y):
>p3 :=
plot([[2*Pi*3e10*1e7/(bandwidth*R_Spe3_x[k℄ + X_max),R_Spe3_y[k℄℄
$k=1..n/16℄,olor=red):
>n := vetdim(R_Spe4_y):
>p4 :=
plot([[2*Pi*3e10*1e7/(bandwidth*R_Spe4_x[k℄ + X_max),R_Spe4_y[k℄℄
$k=7*(n-1)/8..n℄,olor=red):
>n := vetdim(R_Spe5_y):
>p5 :=
plot([[2*Pi*3e10*1e7/(bandwidth*R_Spe5_x[2*k℄+ X_max),R_Spe5_y[2*k℄℄
$k=1..n/32℄,olor=blue):
>n := vetdim(R_Spe6_y):
>p6 :=
plot([[2*Pi*3e10*1e7/(bandwidth*R_Spe6_x[2*k℄+ X_max),R_Spe6_y[2*k℄℄
$k=7*(n-1)/16..n/2℄,olor=blue):
>display(p1,p2,p3,p4,p5,p6,axes=BOXED,
title=`pulse spetrum vs. wavelength [nm℄`);
pulse spectrum vs. wavelength [nm]
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Three dierent spetra are presented in the gure. Blak urve orresponds
to the soliton propagation (200 fs pulse duration) in the presene of stimulated
Raman sattering. As a result of the propagation, the Stokes omponent appears
at the main Raman frequeny. The strong sattering destroys the soliton after 10
000 avity transitions. In the laser, a balane between all lasing fators stabilizes
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the ultrashort pulse. But there is a visible red shift of the eld spetrum (red
and blue urves) due to stimulated Raman sattering. The pulse spetrum an
be pushed from the gain band enter (red urve, 25 fs pulse duration) as a result
of the Raman self-sattering. There is the possibility of the generation of the
additional Stokes lines (blue urve, 56 fs).
The frequeny shift is omparable with the experimental one.
Hene, the stimulated Raman sattering is the main soure of
the Stokes shift of the pulse spetrum in the Cr:LiSGaF Kerr-
lens mode-loked laser (see [18℄).
The ollaboration between Maple and external numerial simulators (based
on the FORTRAN-ode in our ase) proves to be extremely fruitful:
1) analytial model building (Maple) ⇒ 2) external ode gen-
eration (Maple) ⇒ 3) alulation of the simulation parameters
(Maple)⇒ 4) external alulations (FORTRAN-ode, the exter-
nal program an be started from the Maple diretly through the
"system" all.) ⇒ 5) data proessing (Maple) ⇒ 6) analytial
interpretation of the results (Maple).
As an example of the last step, let's onsider the problem of the pulse sta-
bility in the Kerr-lens mode-loked laser.
9.2 Multipulsing and ultrashort pulse stability
We try to shorten the pulse duration and inrease its energy. For this aim we
tend the net-GDD to zero (see Part VIII). As a result, the ultrashort pulse
stability an be lost. Let's onsider this phenomenon in detail ([19℄). In the
framework of the abberationless approximation the stability loss is revealed
as the absene of the soliton-like as well as breezer solution (the evolutional
equations for the pulse parameters diverge). What is meaning of this divergene?
The answer omes from the numerial simulations based on the above de-
sribed model. Let's neglet the stimulated Raman sattering and the higher-
order dispersions. In this ase, the typial results of the simulations demonstrate
multipulsing in the viinity of zero GDD.
Quasi-soliton onsideration fails due to the appearane of the
regular or irregular multiple pulse generation.
The boundary of the soliton-like pulse nonstability obtained from the numerial
simulation is shown here (the parameters in question an be found in the work
of referene):
>restart:
>with(plots):
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>with(stats):
>points_numer_x :=
[−160,−75,−40,−25,−18,−16,−20,−40,−45,−75,−150]:# GDD is normal-
ized to tf
>points_numer_y := [0.2, 0.5, 1, 2, 5, 10, 20, 30, 80, 200, 500]:# sigma is nor-
malized to the self-phase modulation oeient beta
>statplots[satterplot℄(points_numer_x, evalf(
map(log10,points_numer_y) ),axes=boxed,olor=red,symbol=box):
>display(%,olor=red,TEXT([-120,1℄,'`stable single pulse`')):
>g1 :=
display(
%,olor=blue,TEXT([-40,2.6℄,'`multipulsing`'),TEXT([-50,-0.6℄,
'`multipulsing`'),title=`logarithm of boundary sigma vs. GDD`):
>display(g1);
logarithm of boundary sigma vs. GDD
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There are the upper and lower on σ boundaries dening the
transition to multipulsing. There is no single pulse in the viin-
ity of zero GDD.
To interpret this piture let's return to the generalized Landau-Ginzburg
equation in the week-nonlinear limit, when σΦ ≪1 (see Part VII). For the
steady-state ultrashort pulse propagation we have (time and intensity Φ are
normalized):
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>master_1 := 0 = alpha - gamma + I*phi + di(rho(t),`$`(t,2))/rho(t)
+ I*k_2*di(rho(t),`$`(t,2))/rho(t) + gamma*sigma*Phi(t) - I*Phi(t);# rho is
the led, Phi is the intensity
>f1 := (t)->rho0*seh(t*tau)1+I∗psi;# quasi-soliton prole
>f2 := (t)->rho02*seh(t*tau)2;# pulse intensity
master_1 := 0 = α− γ + I φ+
∂2
∂t2 ρ(t)
ρ(t)
+
I k_2 ( ∂
2
∂t2 ρ(t))
ρ(t)
+ γ σΦ(t)− I Φ(t)
f1 := t→ ρ0 sech(t τ)(1+I ψ)
f2 := t→ ρ02 sech(t τ)2
>simplify(
subs({rho(t)=f1(t),Phi(t)=f2(t)},rhs(master_1)) ):
>numer(%):
>eq1 := ollet(%,osh(t*tau)2):
>eq2 := eval( oe(eq1,osh(t*tau),2) );
>eq3 := eval( oe(eq1,osh(t*tau),0) );
eq2 := α− γ + τ2 − τ2 ψ2 − 2 k_2 τ2 ψ + I (φ + 2 τ2 ψ + k_2 τ2 − k_2 τ2 ψ2)
eq3 := γ σ ρ02 + τ2 ψ2 − 2 τ2 + 3 k_2 τ2 ψ + I (−3 τ2 ψ + k_2 τ2 ψ2 − ρ02 − 2 k_2 τ2)
>eq4 := oe(eq2,I,0);
eq4 := α− γ + τ2 − τ2 ψ2 − 2 k_2 τ2 ψ
As it was shown in Parts VII, VIII, the pulse exists if α− γ < 0 . Simul-
taneously, it is ondition of the w suppression (the threshold is not exeeded
for the noise out of pulse). As a result, the stability against w osillation is
provided with:
>eq5 := fator( eq4 - (alpha-gamma) )/tau2 > 0;
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eq5 := 0 < 1− ψ2 − 2 k_2 ψ
The pulse hirp an be found from the equation eq3 :
>eq6 := subs({rho02=x,tau2=y},oe(eq3,I)=0):
>eq7 := subs({rho02=x,tau2=y},oe(eq3,I,0)=0):
>simplify (subs( x=solve(eq7,x),eq6 ) ):#we nd the intensity
>numer(lhs(%))/y = 0:
>sol := solve(%,psi);
sol :=
1
2
3 γ σ − 3 k_2 +
√
9 γ2 σ2 − 2 k_2 γ σ + 9 k_2 2 + 8 + 8 k_2 2 γ2 σ2
1 + k_2 γ σ
,
1
2
3 γ σ − 3 k_2 −
√
9 γ2 σ2 − 2 k_2 γ σ + 9 k_2 2 + 8 + 8 k_2 2 γ2 σ2
1 + k_2 γ σ
In the ombination with the ondition eq5 we have:
>eq8 := solve( numer( simplify( subs(psi=sol[1℄,rhs(eq5)) ) ) =
0, sigma ):
>eq9 := solve( numer( simplify( subs(psi=sol[2℄,rhs(eq5)) ) ) =
0, sigma ):
>plot([log10(subs(gamma=0.01,eq8[1℄)),log10(subs(gamma=0.01,eq8[2℄)),
log10(subs(gamma=0.01,eq9[1℄)),log10(subs(gamma=0.01,eq9[2℄))℄,
k_2=-160..0,axes=boxed,olor=[green,magenta℄):
>display(%,g1,view=[-160..0,-1..3℄);
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logarithm of boundary sigma vs. GDD
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Hene the lower boundary of the pulse destabilization is good
approximated by the ondition of the w exitation (magenta
urve) for the large negative GDD. The green urve orresponds
to the hirp-free generation in the soliton model. The interse-
tion of this urve with the stability boundary (red points) gives
the system's parameters orresponding to the minimal pulse du-
ration.
However, there are the dierenes between the analytial model and the numer-
ial results: 1) the ultrashort pulse is hirp-free in the wider region than that
predited from the soliton model; 2) the σ inrease providing the pulse shorten-
ing auses the pulse destabilization (upper on the σ parameter boundary of the
pulse stability, red points); 3) the pulse is unstable in the viinity of zero GDD.
The numerial simulations demonstrate, that the pulse destabi-
lization on the upper stability boundary ours for the negative
net-gain oeient α− γ <0. This prevents the w exitation.
Let's onsider the toy model of the pulse destabilization in the absene of
the w exitation. For the sake of simpliity, we shall onsider the totally real
Landau-Ginzburg equation (Part VI).
>master_2 := rho(t)*g + di(rho(t),`$`(t,2)) +
rho(t)
3
*Sigma;#g=alpha-gamma, Sigma=gamma*sigma
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master_2 := ρ(t) g + (
∂2
∂t2
ρ(t)) + ρ(t)3Σ
Let's expand this equation on the small perturbation ζ(t):
>expand( subs( rho(t)=rho(t)+mu*zeta(t),master_2 )):
>limit( di(%,mu),mu=0 ):# funtional Frehet derivative
>master_3 := master_2 + %;
master_3 := ρ(t) g + (
∂2
∂t2
ρ(t)) + ρ(t)3 Σ+ g ζ(t) + (
∂2
∂t2
ζ(t)) + 3Σ ρ(t)2 ζ(t)
and nd its steady-state solutions. Thereto we make the following substitution:
>f3 := (t)->rho0*seh(t*tau);
>f4 := (t)->epsilon*di( seh(t*tau) ,t$2);#rho0
f3 := t→ ρ0 sech(t τ)
f4 := t→ ε ( ∂
2
∂t2
sech(t τ))
>simplify(
subs({rho(t)=f3(t),zeta(t)=f4(t)},master_3) ):
>expand( numer(%)/rho0):
>eq10 := ollet( numer(%),osh(t*tau) );
eq10 := (ρ0 g + g ε τ2 + ρ0 τ2 + ε τ4) cosh(t τ)4
+ (−2 g ε τ2 + ρ03Σ + 3Σ ρ02 ε τ2 − 2 ρ0 τ2 − 20 ε τ4) cosh(t τ)2 + 24 ε τ4
− 6Σ ρ02 ε τ2
We an see, that this substitution obeys the perturbed steady-state equation
( ε is the perturbation amplitude).
>eq11 := expand(
oe(eq10,osh(t*tau),0)/epsilon/tau
2
);
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>eq12 := expand( oe(eq10,osh(t*tau),2) );
>eq13 := simplify( oe(eq10,osh(t*tau),4));
eq11 := 24 τ2 − 6Σ ρ02
eq12 := −2 g ε τ2 + ρ03Σ+ 3Σ ρ02 ε τ2 − 2 ρ0 τ2 − 20 ε τ4
eq13 := ρ0 g + g ε τ2 + ρ0 τ2 + ε τ4
>sol := solve({eq11=0,eq12=0,eq13=0},{rho0,tau,epsilon});
sol := {τ = RootOf(g +_Z 2), ρ0 = 2RootOf(Σ_Z 2 + g, label = _L1 ),
ε = −2
3
RootOf(Σ_Z 2 + g, label = _L1 )
g
}, {ε = ε, ρ0 = 0, τ = 0}, {
ρ0 =
2
5
gRootOf(_Z 2 gΣ+ 5, label = _L2 ),
ε = 2RootOf(_Z 2 gΣ+ 5, label = _L2 ),
τ = RootOf(g + 5_Z 2)}
>sol1_tau := allvalues(subs(sol[1℄,tau));
>sol1_rho := allvalues(subs(sol[1℄,rho0));
>sol1_e := allvalues(subs(sol[1℄,epsilon));
>sol2_tau := allvalues(subs(sol[3℄,tau));
>sol2_rho := allvalues(subs(sol[3℄,rho0));
>sol2_e := allvalues(subs(sol[3℄,epsilon));
sol1_tau :=
√−g, −√−g
sol1_rho := 2
√
− g
Σ
, −2
√
− g
Σ
sol1_e := −2
3
√
− g
Σ
g
,
2
3
√
− g
Σ
g
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sol2_tau :=
√
−1
5
g, −
√
−1
5
g
sol2_rho :=
2
5
g
√
−5 1
gΣ
, −2
5
g
√
−5 1
gΣ
sol2_e := 2
√
−5 1
gΣ
, −2
√
−5 1
gΣ
There exist two types of the perturbed solutions . The rst one orrespond-
ing to unperturbed solution for the arbitrary small ε has a form
>sol1 := subs(
{rho0=sol1_rho[1℄,tau=sol1_tau[1℄,epsilon=sol1_e[1℄},
expand((f3(t) + f4(t))
2
) ):
>plot3d(subs(Sigma=1,sol1),t=-10..10,g=-0.05..0,axes=boxed);
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The seond solution is:
>sol2 := subs(
{rho0=sol2_rho[1℄,tau=sol2_tau[1℄,epsilon=sol2_e[1℄},expand(
(f3(t) + f4(t))
2
) ):
>plot3d(subs(Sigma=1,sol2),t=-10..10,g=-0.05..0,axes=boxed);
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And the unperturbed solution is:
>sol3 := subs(
{rho0
2
=-4*g/Sigma,tau=sqrt(-g),epsilon=0},expand(
(f3(t) + f4(t))
2
) ):
>plot3d(subs(Sigma=1,sol3),t=-20..20,g=-0.05..0,axes=boxed);
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We an see that the perturbations widen the pulse and redue its intensity.
Moreover, the perturbation of the rst type splits the pulse.
We suppose, that the exitation of similar perturbations loated
within the ultrashort pulse dissoiates it for the large σ, when
the ontribution of the higher-order nonlinear terms is essential
.
The important feature of the multiple pulse regimes is the possibility of
a strong orrelation of the pulse parameters in the multipulse omplex. This
is evidene of the pulse interation. An example of suh interation an be
illustrated by the following onsideration. Let's take the rst momentum of the
Landau-Ginzburg equation by the multipliation to the onjugated eld, adding
the onjugated equation and the onsequent integration. The evolution of the
energy is desribed by
>Di(E(z),z) = 2*g*E(z) +
int(onjugate(rho(z,t))*Di(rho(z,t),`$`(t,2)) +
rho(z,t)*Di(onjugate(rho(z,t)),`$`(t,2)),t=-innity..innity)
+ 2*Sigma*onjugate(rho(z,t))
2
*rho(z,t)
2
;
∂
∂z
E(z) = 2 gE(z)+
∫ ∞
−∞
(ρ(z, t)) (
∂2
∂t2
ρ(z, t)) + ρ(z, t) (
∂2
∂t2
(ρ(z, t))) dt+ 2Σ (ρ(z, t))
2
ρ(z, t)2
The seond term by the virtue of
>with(student):
>intparts(int(rho(z,t)*di(rho(z,t),`$`(t,2)),t), rho(z,t));# the rst term van-
ishes at innity
ρ(z, t) (
∂
∂t
ρ(z, t))−
∫
(
∂
∂t
ρ(z, t))2 dt
gives:
>eq14 := Di(E(z),z) = 2*g*E(z) - 2*int(Di(onjugate(rho(z,t)),t)*
Di(rho(z,t),t), t=-innity..innity) + 2*Sigma*onjugate(rho(z,t))
2
*rho(z,t)
2
;
138
eq14 :=
∂
∂z
E(z) = 2 gE(z)− 2
∫ ∞
−∞
(
∂
∂t
(ρ(z, t))) (
∂
∂t
ρ(z, t)) dt+ 2Σ (ρ(z, t))
2
ρ(z, t)2
Now let's onsider the simplest two-pulse omplex:
>eldr :=
rho0*(seh((t-delta)*tau)+seh((t+delta)*tau)*os(phi));# real part
>eldim := rho0*seh((t+delta)*tau)*sin(phi);# imaginary part, delta is
the distane, phi is the phase dierene
>print(`the spetral term is dened by:`);
>di(eldr,t)2+di(eldim,t)2;
fieldr := ρ0 (sech((t− δ) τ) + sech((t+ δ) τ) cos(φ))
fieldim := ρ0 sech((t+ δ) τ) sin(φ)
the spectral term is defined by :
ρ02 (−sech((t− δ) τ) tanh((t− δ) τ) τ − sech((t+ δ) τ) tanh((t+ δ) τ) τ cos(φ))2
+ ρ02 sech((t+ δ) τ)2 tanh((t+ δ) τ)2 τ2 sin(φ)2
The spetral loss for this omplex is (seond term in eq14 ):
>assume(tau>0):
>s := 2*rho02*tau2*(
int(seh((t-delta)*tau)
2
*tanh((t-delta)*tau)
2
,t=-innity..innity)
+
int(seh((t+delta)*tau)
2
*tanh((t+delta)*tau)
2
,t=-innity..innity)
+
2*int(seh((t-delta)*tau)*tanh((t-delta)*tau)*seh((t+delta)*tau)*tanh
((t+delta)*tau)*os(phi),t=-innity..innity));
>en := int(eldr2 + eldim2,t=-innity..innity);
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s := 2ρ02 τ˜2(
4
3
1
τ˜
− 4 (ln(%1) e
(8 τ˜ δ) − 4 e(8 τ˜ δ) + 6 ln(%1)%1 + 4 + ln(%1)) e(2 τ˜ δ) cos(φ)
(−3 e(8 τ˜ δ) + 3%1 + e(12 τ˜ δ) − 1) τ˜
)
%1 := e(4 τ˜ δ)
en := 4
ρ02 (e(4 τ˜ δ) − 1 + e(2 τ˜ δ) ln(e(4 τ˜ δ)) cos(φ))
τ˜ (e(4 τ˜ δ) − 1)
>plot3d(subs(tau=1/10,s/en),delta=0..40,phi=-Pi..Pi,axes=boxed,
view=0..0.01,title=`spetral loss vs. phase and distane`
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So, there exists the potential well, whih an absorb the pulses.
Also, the last term in eq14 ontributes to the interpulse attra-
tion due to the loss saturation enhanement produed by the
pulse merging
We an onlude, that the analytial treatment allowed the omprehension
of the basi features of the ultrashort pulse dynamis, though they lie out of
the quasi-soliton model validity. Suh ollaboration between numerial and an-
alytial methods realized by means of the Maple faulties has not only tehnial
but also heuristi harater.
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10 Mode loking due to a "slow" saturable ab-
sorber
10.1 Analytial theory and linear stability analysis
In two previous parts we onsidered the ultrashort pulse formation as result
of the loss saturation by pulse intensity. This supposes the instant response
of the saturable absorber on the signal variation. The nonresonant (phase)
nonlinearity obeys this demand even in femtoseond domain. But the resonant
nonlinearities are more inertial and the time dening the relaxation of their
exitation lies in the wide region from 100 femtoseond to milliseonds and
more. Therefore the interation of the ultrashort pulse with suh strutures
diers essentially from the previously onsidered.
Let the pulse duration is shorter then the longitudinal relaxation time. Then
the loss saturation is aused by pulse energy ux passed through absorber. The
similar situation had onsidered for dynamial gain saturation in part 4. Here
we shall take into onsideration simultaneously the dynamial gain and loss
saturation. These eets an be taken into onsideration by the expansion of
the exponential transmission operator e
(
− g
1+ ε
Es
)
up to seond order on pulse
energy ε (see [20℄). Here Es is the gain or loss saturation energy. Then the
basi dierential equation is
>restart:
with(plots):
master := di(rho(z,t),z) = (alpha - g - l)*rho(z,t) -
hi*alpha*rho(z,t)*int(rho(z,zeta)
2
,zeta=0..t) +
alpha*rho(z,t)*(hi*int(rho(z,zeta)
2
,zeta=0..t))
2
+
g*rho(z,t)*int(rho(z,zeta)
2
,zeta=0..t) -
g*rho(z,t)*(int(rho(z,zeta)
2
,zeta=0..t))
2
+ di(rho(z,t),t$2) +
delta*di(rho(z,t),t);
master :=
∂
∂z
ρ(z, t) =
(α− g − l) ρ(z, t)− χαρ(z, t)%1 + αρ(z, t)χ2%12 + g ρ(z, t)%1
− g ρ(z, t)%12 + ( ∂
2
∂t2
ρ(z, t)) + δ (
∂
∂t
ρ(z, t))
%1 :=
∫ t
0
ρ(z, ζ)2 dζ
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Here χ is the ratio of the loss saturation energy to gain saturation energy (satu-
ration parameter), l is the unsaturable loss oeient, g and α are the saturable
loss and gain oeients at pulse peak, respetively, δ is the pulse delay on the
avity round-trip. The form of this equation supposes the normalization of time
on tf , pulse energy on loss saturation energy. We shall suppose the soliton-like
form of steady-state solution of master :
>f1 := (t)− >rho0*seh(t*tau);# soliton form
f2 := (zeta)− >rho0*seh(zeta*tau);
ss := rhs(master):
subs({rho(z,t)=f1(t),rho(z,zeta)=f2(zeta)},ss):
simplify(%):
expand( numer(%)*2/rho0 ):
eq := ollet( ollet( ombine(%,trig),
sinh(2*t*tau)),osh(2*t*tau) );
f1 := t→ ρ0 sech(t τ)
f2 := ζ → ρ0 sech(ζ τ)
eq := (τ2 α− τ2 g + αρ04 χ2 − τ2 l − g ρ04 + τ4) cosh(2 t τ)
+ (−χαρ02 τ + g ρ02 τ − δ τ3) sinh(2 t τ)−
αρ04 χ2 + τ2 α+ g ρ04 − τ2 g − τ2 l − 3 τ4
Sine this equation is valid at any moment, we have the system of the algebrai
equations for the oeients of hyperbolial funtions.
>eq1 := oe(eq,osh(2*t*tau));
eq2 := fator(oe(eq,sinh(2*t*tau)));
eq3 := expand(eq-eq1*osh(2*t*tau)-eq2*sinh(2*t*tau));
eq1 := τ2 α− τ2 g + αρ04 χ2 − τ2 l − g ρ04 + τ4
eq2 := −τ (δ τ2 + χαρ02 − g ρ02)
eq3 := −αρ04 χ2 + τ2 α+ g ρ04 − τ2 g − τ2 l − 3 τ4
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These equations dene the inverse pulse duration τ , pulse intensity ρ02, and
delay δ. Let make some manipulations:
>eq4 := expand( fator(eq1+eq3)/(2*tau2) );
eq5 := expand((eq1-eq3)/2);
eq4 := −τ2 + α− g − l
eq5 := αρ04 χ2 − g ρ04 + 2 τ4
Hene
>sol1 := solve(eq4=0,tau2);# solution for tau2
solve(subs(tau
4
=sol1
2
,eq5)=0,rho0
4
);
fator(%);# solution for rho0
4
sol1 := α− g − l
−2 α
2 − 2α g − 2α l + g2 + 2 g l + l2
αχ2 − g
−2 (α− g − l)
2
αχ2 − g
Note that the last solution needs some onsideration. The omparison with
seond expression gives for intensity:
√
2 (α− g − l)√
g − χ2 α
>sol2 := sqrt(2)*(alpha-g-l)/sqrt(g-hi2*alpha):# solution for intensity
And at last, for delay we have
>subs( {tau2=sol1, rho02=sol2},expand(eq2/(2*tau)) ):
simplify(%):
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numer(%):
expand(%/(-alpha+g+l)):
sol3 := solve(%=0,delta);# solution for delta
sol3 := −
√
2 (χα− g)√
g − αχ2
The gain oeient at pulse peak is:
>assume(tau,positive):
int(f1(t)
2
,t=-innity..0):
subs({tau=sqrt(sol1),rho0
2
=sol2},%):# half-pulse energy
numer( simplify( alpha0/(1+%) - alpha ) ) = 0;# equation for saturated
gain, alpha0 is nonsaturated gain
α0
√
g − αχ2 − α
√
g − αχ2 − α
√
2
√
α− g − l = 0
>sol := solve(%,alpha):
tau := 'tau':
We an plot the pulse intensity and duration versus nonsaturated gain for
dierent χ. It should be noted, that χ < 1 beause for the pulse formation the
loss saturation has to leave behind the gain saturation.
>plot3d(subs({l=0.01,g=0.05
},subs(alpha=sol[1℄,sol2)),alpha0=0.061..1,hi=0..1,
axes=boxed,title=`pulse intensity vs nonsaturated gain`);
>plot3d(subs({l=0.01,g=0.05
},subs(alpha=sol[1℄,log(1/sqrt(sol1)))),
alpha0=0.061..1,hi=0..1,axes=boxed,
title=`logarithm of pulse width vs nonsaturated gain`);
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logarithm of pulse width vs nonsaturated gain
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>plot3d(subs({l=0.01,g=0.05
},subs(alpha=sol[1℄,sol3)),alpha0=0.061..1,hi=0..1,axes=boxed,title= `log-
arithm of pulse width vs nonsaturated gain`);
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We an see that the pulse width is dereased by gain growth and derease of
χ. Additionally there is maximum of the dependene of intensity on saturation
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parameter χ.
Now we shall analyze the ultrashort pulse stability in framework of linear
theory (see part 4 ). In this ase the equation for evolution of exponentially
growing perturbation ξ(t) is
>(alpha-g-l-lambda)*xi(t) - hi*alpha*xi(t)*int(rho(zeta)2,
zeta = 0.. t) - hi*alpha*rho(t)*int(rho(zeta)*xi(zeta),
zeta = 0 .. t) +
alpha*xi(t)*hi
2
*int(rho(zeta)
2
,zeta = 0 .. t)
2
+
g*xi(t)*int(rho(zeta)
2
,zeta = 0 .. t) +
g*rho(t)*int(rho(zeta)*xi(t),zeta = 0 .. t) -
g*xi(t)*int(rho(zeta)
2
,zeta = 0 .. t)
2
+
di(xi(t),`$`(t,2)) + delta*di(xi(t),t);
(α − g − l− λ) ξ(t)−
χα ξ(t)%1 − χαρ(t)
∫ t
0
ρ(ζ) ξ(ζ) dζ + α ξ(t)χ2%1
2
+ g ξ(t)%1
+ g ρ(t)
∫ t
0
ρ(ζ) ξ(t) dζ − g ξ(t)%12 + ( ∂
2
∂t2
ξ(t)) + δ (
∂
∂t
ξ(t))
%1 :=
∫ t
0
ρ(ζ)2 dζ
Here λ is the perturbation's growth inrement, its positive value orresponds to
ultrashort pulse destabilization. An integro-dierential harater of this equa-
tion raises the ODE's order therefore we shall use some assumptions relatively
perturbation's envelope.
Let onsider a long-wave limit for perturbations. In this ase the pertur-
bation's envelope is smooth in ompare with pulse envelope. Then we an to
exlude the integration over perturbation.
>f1 := (t)− >rho0*seh(t*tau):# soliton form
f2 := (zeta)− >rho0*seh(zeta*tau):
eq1 := (alpha-g-l-lambda)*xi(t)-hi*alpha*xi(t)*int(rho(zeta)
2
,
zeta= 0 .. t)-hi*alpha*xi0*rho(t)*int(rho(zeta),
zeta = 0 ..t)+alpha*xi(t)*hi
2
*int(rho(zeta)
2
,
zeta = 0 ..t)
2
+g*xi(t)*int(rho(zeta)
2
,
zeta = 0 ..t)+g*xi0*rho(t)*int(rho(zeta),
zeta = 0 ..t)-g*xi(t)*int(rho(zeta)
2
,
zeta = 0 ..t)
2
+di(xi(t),`$`(t,2))+delta*di(xi(t),t);
# xi0 is the amplitude of perturbation at t=0
146
eq1 := (α− g − l − λ) ξ(t) −
χα ξ(t)%1− χα ξ0 ρ(t)
∫ t
0
ρ(ζ) dζ + α ξ(t)χ2%1
2
+ g ξ(t)%1
+ g ξ0 ρ(t)
∫ t
0
ρ(ζ) dζ − g ξ(t)%12 + ( ∂
2
∂t2
ξ(t)) + δ (
∂
∂t
ξ(t))
%1 :=
∫ t
0
ρ(ζ)2 dζ
The long-wave approximation allows to neglet the seond-order derivation in
ompare with rst-order one.
>value( subs({rho(t)=f1(t),
rho(zeta)=f2(zeta)},eq1-di(xi(t),`$`(t,2))) );
(α− g − l − λ) ξ(t)− χα ξ(t) ρ0
2 sinh(t τ)
τ cosh(t τ)
−
χα ξ0 ρ02 sech(t τ) arctan(sinh(t τ))
τ
+
α ξ(t)χ2 ρ04 sinh(t τ)2
τ2 cosh(t τ)2
+
g ξ(t) ρ02 sinh(t τ)
τ cosh(t τ)
+
g ξ0 ρ02 sech(t τ) arctan(sinh(t τ))
τ
− g ξ(t) ρ0
4 sinh(t τ)2
τ2 cosh(t τ)2
+ δ (
∂
∂t
ξ(t))
>subs({op(2,%)=-hi*alpha*xi(t)*rho02*tanh(t*tau),
op(4,%)=hi
2
*alpha*xi(t)*rho0
4
*tanh(t*tau)
2
,
op(5,%)=g*xi(t)*rho0
2
*tanh(t*tau),
op(7,%)=-g*xi(t)*rho0
4
*tanh(t*tau)
2
},%);
(α− g − l − λ) ξ(t)− χα ξ(t) ρ02 tanh(t τ)−
χα ξ0 ρ02 sech(t τ) arctan(sinh(t τ))
τ
+ χ2 α ξ(t) ρ04 tanh(t τ)2 + g ξ(t) ρ02 tanh(t τ) +
g ξ0 ρ02 sech(t τ) arctan(sinh(t τ))
τ
− g ξ(t) ρ04 tanh(t τ)2 + δ ( ∂
∂t
ξ(t))
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>dsolve({%=0, xi(0)=xi0} ,xi(t));
ξ(t) =∫ t
0
ξ0 ρ02 arctan(sinh(u τ)) (
sinh(u τ)− cosh(u τ)
cosh(u τ)
)(−1/2
ρ02 (%1+g−χα−g ρ02)
δ τ )
(
cosh(u τ) + sinh(u τ)
cosh(u τ)
)(1/2
ρ02 (%1−g+χα−g ρ02)
δ τ ) (χα− g)
e(−
−αu τ cosh(u τ)+g u τ cosh(u τ)+l u τ cosh(u τ)+λu τ cosh(u τ)+α ρ04 χ2 sinh(u τ)−g ρ04 sinh(u τ)
cosh(u τ) δ τ
)
/(δ τ cosh(u τ))du(tanh(t τ) − 1)%2 (1 + tanh(t τ))(−1/2 ρ0
2 (%1−g+χα−g ρ02)
δ τ )
e(
−α t τ+g t τ+l t τ+λ t τ+αρ04 χ2 tanh(t τ)−g ρ04 tanh(t τ)
δ τ ) + (tanh(t τ)− 1)%2 ξ0
(1 + tanh(t τ))(−1/2
ρ02 (%1−g+χ α−g ρ02)
δ τ )
e(
−α t τ+g t τ+l t τ+λ t τ+αρ04 χ2 tanh(t τ)−g ρ04 tanh(t τ)
δ τ )/
(−1)%2
%1 := αρ02 χ2
%2 :=
1
2
ρ02 (%1 + g − χα− g ρ02)
δ τ
The last term in this expression has not appropriate asymptoti behavior at
innity. As onsequene, there are not long-wave exitations in our ase .
A short-wave approximation allows to simplify the problem on the basis
of Riemann-Lebesgue theorem:
∫∞
−∞ f(t) e
(I ω t) dt =o(1) ( ω> ∞). That is
the integral
∫ t
0 ρ(ζ) ξ(ζ) dζ is small value if ξ(ζ) is quikly osillating funtion
without steady-state points. In this ase (when τ<<1 ) we have (see [21℄):
>f1 := (t)− >rho0*seh(t*tau):# soliton form
f2 := (zeta)− >rho0*seh(zeta*tau):
eq1 :=
(alpha-g-l-lambda)*xi(t) - hi*alpha*xi(t)*int(rho(zeta)
2
,zeta = 0 ..t) +
alpha*xi(t)*hi
2
*int(rho(zeta)
2
,zeta = 0 .. t)
2
+
g*xi(t)*int(rho(zeta)
2
,zeta = 0 .. t) -
g*xi(t)*int(rho(zeta)
2
,zeta= 0 .. t)
2
+
di(xi(t),`$`(t,2)) + delta*di(xi(t),t);
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eq1 := (α− g − l − λ) ξ(t) − χα ξ(t)%1 + α ξ(t)χ2%12 +
g ξ(t)%1 − g ξ(t)%12 + ( ∂
2
∂t2
ξ(t)) + δ (
∂
∂t
ξ(t))
%1 :=
∫ t
0
ρ(ζ)2 dζ
>subs({rho(t)=f1(t), rho(zeta)=f2(zeta)},eq1) );
(α− g − l − λ) ξ(t) − χα ξ(t) ρ0
2 sinh(t τ)
τ cosh(t τ)
+
α ξ(t)χ2 ρ04 sinh(t τ)2
τ2 cosh(t τ)2
+
g ξ(t) ρ02 sinh(t τ)
τ cosh(t τ)
−
g ξ(t) ρ04 sinh(t τ)2
τ2 cosh(t τ)2
+ (
∂2
∂t2
ξ(t)) + δ (
∂
∂t
ξ(t))
We an rewrite this expression:
>(alpha-g-l-lambda)*xi(t)-hi*alpha*xi(t)*rho02*
tanh(t*tau)/tau+alpha*xi(t)*hi
2
*rho0
4
*
tanh(t*tau)
2
/tau
2
+g*xi(t)*rho0
2
*
tanh(t*tau)/tau-g*xi(t)*rho0
4
*tanh(t*tau)
2
/tau
2
+
di(xi(t),`$`(t,2))+delta*di(xi(t),t):
eq2 := ollet(%, tanh);
A1 = expand( oe(eq2, tanh(t*tau)
2
)/ xi(t)):
A2 = expand( oe(eq2, tanh(t*tau))/ xi(t)):
eq3 := subs( alpha-g-l-lambda=A3,A1*xi(t)*tanh(t*tau)
2
+
A2*xi(t)*tanh(tau*t) + oe(eq2,tanh(t*tau),0) );
eq2 := (−g ξ(t) ρ0
4
τ2
+
α ξ(t)χ2 ρ04
τ2
) tanh(t τ)2 +
(
g ξ(t) ρ02
τ
− χα ξ(t) ρ0
2
τ
) tanh(t τ)
+ (α− g − l − λ) ξ(t) + ( ∂
2
∂t2
ξ(t)) + δ (
∂
∂t
ξ(t))
eq3 := A1 ξ(t) tanh(t τ)2 +A2 ξ(t) tanh(t τ) +A3 ξ(t) +
(
∂2
∂t2
ξ(t)) + δ (
∂
∂t
ξ(t))
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>dsolve(eq3=0, xi(t));
ξ(t) =
_C1hypergeom(
[%1 +%3 +%2, −%3+ 1 +%2 +%1], [−1
2
−2 τ − 4%2 τ + δ
τ
],
−1
2
tanh(t τ) +
1
2
)(tanh(t τ)− 1)%2 (1 + tanh(t τ))%1 +
_C2 (−1
2
tanh(t τ) +
1
2
)(1/2
−4 %2 τ+δ
τ )
hypergeom(
[
1
2
−2%3 τ + 2 τ + δ + 2%1 τ − 2%2 τ
τ
,
1
2
2%1 τ + 2%3 τ + δ − 2%2 τ
τ
],
[
1
2
2 τ − 4%2 τ + δ
τ
], −1
2
tanh(t τ) +
1
2
)(tanh(t τ) − 1)%2 (1 + tanh(t τ))%1
%1 := RootOf(A3 −A2 +A1 + 2 δ_Z τ + 4_Z 2 τ2)
%2 := RootOf(4_Z 2 τ2 − 2 δ_Z τ +A2 +A3 +A1 )
%3 := RootOf(A1 −_Z τ2 +_Z 2 τ2)
>oe1 := allvalues(
-RootOf(A1-_Z*tau
2
+_Z
2
*tau
2
)+1+
RootOf(A3-A2+A1+2*delta*_Z*tau+4*_Z
2
*tau
2
)+
RootOf(4*_Z
2
*tau
2
-2*delta*_Z*tau+A2+A3+A1) ):# 8 oeients
oe2 := allvalues(
-1/2*(2*RootOf(A1-_Z*tau
2
+_Z
2
*tau
2
)*tau-2*tau+delta-
2*RootOf(4*_Z
2
*tau
2
-2*delta*_Z*tau+A2+A3+A1)*tau+
2*RootOf(A3-A2+A1+2*delta*_Z*tau+4*_Z
2
*tau
2
)*tau)/tau ):# 8 oef-
ients
We have the set of 16 rst oeients of hypergeometri funtions, whih an
ause the appropriate asymptoti behavior at innity if they are equal to neg-
ative integers (see, in partiular, part 4 ). Moreover, they are to be the large
negative integers in order to satisfy to our short-wave approximation. So, we
investigate the high-level exitations in the "potential well" formed by gain and
loss saturation.
>#rst oeients in hypergeometri funtions
 := array(1..16):
for i from 1 to 8 do
[i℄ := subs({A1 = -g*rho0
4
/(tau
2
)+alpha*hi
2
*rho0
4
/(tau
2
),
A2 = g*rho0
2
/tau-hi*alpha*rho0
2
/tau,
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A3 = alpha-g-l-lambda},oe1[i℄):
od:
for i from 9 to 16 do
[i℄ := subs({A1 =
-g*rho0
4
/(tau
2
)+alpha*hi
2
*rho0
4
/(tau
2
),
A2 = g*rho0
2
/tau-hi*alpha*rho0
2
/tau,
A3 = alpha-g-l-lambda},oe2[i-8℄):
od:
>#16 oeients produe 16 equations for lambda (N is positive integer)
s := array(1..16):
for j from 1 to 16 do
s[j℄ := solve([j℄ + N = 0, lambda):
od:
># the solutions will be evaluated numerially by variation of hi for dier-
ent N
# Attention! This omputational blok an take a lot of time!
P := array(1..50,1..16,1..3):
l := 0.01:
g := 0.05:
alpha0 := 0.5:
Lev := [5, 10, 50℄:
for k from 1 to 3 do
for j from 1 to 16 do
for i from 1 to 50 do
N := Lev[k℄:
hi := i/50:
alpha := evalf( sol[1℄ ):
tau := evalf( sqrt(sol1) ):
rho0 := evalf( sqrt(sol2) ):
delta := evalf( sol3 ):
P[i,j,k℄ := evalf( s[j℄ ):
od:
od:
print(k);
od:
># list of plots
maro(userol = COLOR(RGB, 0.8, 5/Lev[k℄, 0.5)):
for k from 1 to 3 do
for m from 1 to 16 do
p[(k-1)*16+m℄ := listplot([[n/50,Re(P[n,m,k℄)℄
$n=1..50℄,olor=userol):
od:
od:
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>display({p[ii℄ $ii=1..40},axes=boxed,
title=`stability inrement`,view=-2..15);
stability increment
–2
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So, we have only two dierent solutions for real part of λ, when "level's number"
N is xed. The negative value of inrement orresponds to deaying perturba-
tions, i. e. stable ultrashort pulse generation.
Beause of the pulse stabilization results from inrease of χ there
is problem of the shortest pulse generation (note, that inrease
of χ inreases pulse width, see orresponding gure above)
It is of interest that the region of the pulse stability an have an inhomoge-
neous harater (a "kink" on the urves for small N, that is "deeper level" in
potential well). This fat was onrmed by numerial simulations (see [22℄)
and orresponds to destabilization due to exitation of "deeper levels", that is
the pulse envelope splitting. Perturbations with large N an be interpreted as
ontinuous-wave generation of noise spikes.
10.2 Aberrationless approximation
Now we shall onsider one pratial realization of the desribed here method
of ultrashort pulse generation. The most attrative sort of "slow" absorber is
the semiondutor absorber with omparatively short relaxation time and small
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energy of saturation (see next part). But the absorber, whih is based on the
impure dieletri rystal, is muh more usable in the pioseond time domain
due to its simpliity (as rule, the semiondutor shutter has a very ompliate
struture) and durability. However, the basi disadvantages of the rystalline
absorbers are the large relaxation time (10 ns - 1 µs) and large saturation energy
(up to 1 J/ cm2). Here we shall analyze the possibility of the stable ultrashort
pulse generation in the forsterite solid-state laser with YAG: V
3+
rystalline
absorber. As the basi method the aberrationless approximation will be used.
Now we shall express the loss oeient in absorber as g e(−
ε
Es
)
, that diers
from phenomenologial expression, whih was onsidered in the beginning of
this part, but is lose to it when the expansion on energy is made up to small
orders of ε. Suh form of the dependene an be obtained from Bloh's equations
for two-level absorber (see next part) in nonoherent approximation and in the
ondition of small pulse duration in ompare with longitudinal relaxation time
Ta (Ta = 22 ns for YAG: V
3+
). The steady-state (there is no dependene on
z ) master equation is (see above):
>restart:
master:=
alpha*(rho(t)-rho(t)*hi*epsilon(t)+rho(t)*hi
2
*epsilon(t)
2
/
2)-g*(rho(t)-epsilon(t)*rho(t)+rho(t)*epsilon(t)
2
/2)+
di(di(rho(t),t),t)+delta*di(rho(t),t)-l*rho(t);
master := α (ρ(t) − ρ(t)χ ε(t) + 1
2
ρ(t)χ2 ε(t)2)−
g (ρ(t)− ε(t) ρ(t) + 1
2
ρ(t) ε(t)2) + (
∂2
∂t2
ρ(t)) + δ (
∂
∂t
ρ(t))− l ρ(t)
Let suppose the soliton-like shape of the pulse. Then the evolution of the ultra-
short pulse parameters an be found as result of the expansion at t-series:
>f1:=(z,t)− >rho0(z)*seh(t*tau(z));# pulse amplitude
f2:=(z,t)− >rho0(z)2*(1+tanh(t*tau(z)))/tau(z);# pulse energy
lhs_master:=subs({di(rho0(z),z)=x,di(tau(z),z)=y
},di(f1(z,t),z)):# left-hand side of dynamial equation
eq:=ollet(series(lhs_master-subs({rho(t)=f1(z,t),epsilon(t)=f2(z,t)
},master),t=0,3),t):#dynamial equation
eq1 := oe(eq,t
2
):
eq2 := oe(eq,t):
eq3 := oe(eq,t,0):
sol := fator(solve({eq1, eq2, eq3},{x, y, delta}));
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f1 := (z, t)→ ρ0(z) sech(t τ(z))
f2 := (z, t)→ ρ0(z)
2 (1 + tanh(t τ(z)))
τ(z)
sol := {x = 1
2
ρ0(z)
(2α τ(z)2 − 2αρ0(z)2 χ τ(z) + αρ0(z)4 χ2 − 2 l τ(z)2 − 2 g τ(z)2 +
2 g ρ0(z)2 τ(z)− g ρ0(z)4 − 2 τ(z)4)
/
τ(z)2,
y = −1
2
αρ0(z)4 χ2 − g ρ0(z)4 + 4 τ(z)4
τ(z)
,
δ =
ρ0(z)2 (−g ρ0(z)2 − αχ τ(z) + αρ0(z)2 χ2 + g τ(z))
τ(z)3
}
The equations for the pulse parameters evolution have to be supplemented by
the equations for the gain ( α7→ α(z)) and the saturable loss (g 7→g(z)) evolution
at the time intervals >>1/ τ ( α0 and gmx are the maximal saturable gain and
loss, respetively, Ta and Tr are the loss and gain relaxation times normalized
to the avity period Tav, Pump is the dimensionless pump, see part 9 ):
>eq4:=-4*rho0(z)2*g(z)/tau(z)+(gmx-g(z))/Ta;
eq5:=
Pump*(alpha0-alpha(z))-2*hi*alpha(z)*rho0(z)
2
/tau(z)-alpha(z)/Tr;
eq4 := −4 ρ0(z)
2 g(z)
τ(z)
+
gmx − g(z)
Ta
eq5 := Pump (α0− α(z))− 2χα(z) ρ0(z)
2
τ(z)
− α(z)
Tr
Then nally:
>sys :=
D(g)(z)=eq4,D(a)(z)=eq5,D(rho0)(z)=subs({alpha=alpha(z),g=g(z) },
subs(sol,x)),D(tau)(z)=subs({alpha=alpha(z),g=g(z)},subs(sol,y));
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# basi systems for evolution of the pulse parameters, gain and loss oe-
ients
sys := D(g)(z) = −4 ρ0(z)
2 g(z)
τ(z)
+
gmx − g(z)
Ta
,
D(a)(z) = Pump (α0 − α(z))− 2χα(z) ρ0(z)
2
τ(z)
− α(z)
Tr
,
D(ρ0)(z) =
1
2
ρ0(z)
(2α(z) τ(z)2 − 2α(z) ρ0(z)2 χ τ(z) + α(z) ρ0(z)4 χ2 − 2 l τ(z)2 −
2 g(z) τ(z)2 + 2 g(z) ρ0(z)2 τ(z)− g(z) ρ0(z)4 − 2 τ(z)4)
/
τ(z)2,
D(τ)(z) = −1
2
α(z) ρ0(z)4 χ2 − g(z) ρ0(z)4 + 4 τ(z)4
τ(z)
We shall hange the saturation parameter χand to searh the stationary
points of the pulse parameter's mapping. These points orrespond to the solu-
tions of 'sys' with zero left-hand sides
>st_sol1:=solve({eq4,eq5},{g(z),alpha(z)}):
st_g:=subs(st_sol1,g(z));
st_a:=subs(st_sol1,alpha(z));
st_sys1:=[expand(rhs(op(3,[sys]))*2*tau(z)2/rho0(z)),
expand(rhs(op(4,[sys℄))*2*tau(z))℄:
st_sys2:={simplify(op(1,st_sys1)+op(2,st_sys1))=0,op(2,st_sys1)=0};
st_sys3:=subs({rho0(z)=x,tau(z)=y},subs({g(z)=st_g,
alpha(z)=st_a},st_sys2));
st_g :=
τ(z) gmx
4 ρ0(z)2Ta + τ(z)
st_a :=
Pump τ(z)Tr α0
Pump τ(z)Tr + 2χρ0(z)2Tr + τ(z)
st_sys2 :=
{2α(z) τ(z)2 − 2α(z) ρ0(z)2 χ τ(z)−
2 l τ(z)2 − 2 g(z) τ(z)2 + 2 g(z) ρ0(z)2 τ(z)− 6 τ(z)4 = 0,
−α(z) ρ0(z)4 χ2 + g(z) ρ0(z)4 − 4 τ(z)4 = 0}
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st_sys3 :=
{2 Pump y
3Tr α0
Pump yTr + 2χx2 Tr + y
− 2Pump y
2Tr α0 x2 χ
Pump yTr + 2χx2Tr + y
−
2 l y2 − 2 y
3 gmx
4 x2 Ta + y
+
2 y2 gmx x2
4 x2 Ta + y
− 6 y4 = 0,
− Pump yTr α0 x
4 χ2
Pump yTr + 2χx2 Tr + y
+
y gmx x4
4 x2 Ta + y
− 4 y4 = 0}
The next proedure will be used for numerial solution of st_sys3.
>num_sol := pro(alpha0,gmx,hi,l,Tr,Ta,Pump)
st_sys :=
{-Pump*y*Tr*alpha0*x
4
*hi
2
/
(Pump*y*Tr+2*hi*x
2
*Tr+y)+y*gmx*x
4
/(4*x
2
*Ta+y)-4*y
4
= 0,
2*Pump*y
3
*Tr*alpha0/(Pump*y*Tr+2*hi*x
2
*Tr+y)-
2*Pump*y
2
*Tr*alpha0*x
2
*hi/(Pump*y*Tr+2*hi*x
2
*Tr+y)
-2*l*y
2
-2*y
3
*gmx/(4*x
2
*Ta+y)+2*y
2
*gmx*x
2
/(4*x
2
*Ta+y)-6*y
4
= 0}:
fsolve(st_sys,{x,y},{x=0..1,y=0..1}):
end:
>v := array(1..100):
for i from 1 to 100 do
v[i℄ := num_sol(0.5,0.05,1/(1.36+9*i/100),0.01,300,2.2,0.001) od:
# the normalization of relaxation times to avity period is supposed (Tav
= 10 ns)
Now we an plot the logarithm of the pulse duration versus χ.
>with(plots):
ww:=array(1..100):
for j from 5 to 100 do ww[j℄:=evalf(log10(1/subs(v[j℄,y))) od:
points := {seq([1/(1.36+9*j/100),ww[j℄℄,j=1..100)}:
f1 :=
plot(points,x=0.1..0.6,style=point,symbol=irle,olor=red):
display(f1,TEXT([10,3℄,'`Up=0.0008`'),view=2.4..3.6,
title=`Logarithm of pulse duration versus sigma`,
labels=[`saturation parameter`,℄);
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Logarithm of pulse duration versus sigma
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This gure demonstrates the pulse width derease due to derease of χ, that
orresponds to the predominane of the loss saturation over gain saturation (see
previous subsetion). For the time normalization to the inverse bandwidth of
YAG: V
3+
absorption line the pulse duration at χ = 0.3 is about of 50 ps.
Now, we shall onsider the ultrashort pulse parameters evolution on the
basis of the obtained system of ODE. This proedure solves the systems by the
standard operator DEplot
>with(DEtools):
ODE_plot := pro(alpha0,gmx,hi,l,Tr,Ta,Pump)
sys := [D(g)(z) =
-4*rho0(z)
2
*g(z)/tau(z)+(gmx-g(z))/Ta,
D(alpha)(z) =Pump*(alpha0-alpha(z))-
2*hi*alpha(z)*rho0(z)
2
/tau(z)-alpha(z)/Tr,
D(rho0)(z) =
1/2*rho0(z)*(-2*l*tau(z)
2
+2*alpha(z)*tau(z)
2
-
2*alpha(z)*rho0(z)
2
*hi*tau(z)+alpha(z)*rho0(z)
4
*hi
2
-
2*tau(z)
4
-2*g(z)*tau(z)
2
+2*g(z)*rho0(z)
2
*tau(z)-
g(z)*rho0(z)
4
)/(tau(z)
2
),
D(tau)(z) =
-1/2*(alpha(z)*rho0(z)
4
*hi
2
-g(z)*rho0(z)
4
+
4*tau(z)
4
)/tau(z)℄:
DEplot(sys,[rho0(z),tau(z),g(z),alpha(z)℄,z=0..10000,
[[rho0(0)=1e-5,tau(0)=1e-3,g(0)=gmx,alpha(0)=0℄℄,
stepsize=1,sene=[z,rho0(z)℄,axes=FRAME,lineolor=BLACK):
end:
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Let vary the saturation parameter χ for the xed pump:
>display(ODE_plot(0.5,0.05,0.3,0.01,300,2.2,0.001));
0
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0.008
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o0
(z)
0 2000 4000 6000 8000 10000
z
So, we have the deaying osillations of the ultrashort pulse amplitude (see part
7 ). The derease of saturation parameter produes
>display(ODE_plot(0.5,0.05,0.1,0.01,300,2.2,0.001));
0
0.005
0.01
0.015
0.02
0.025
rh
o0
(z)
0 2000 4000 6000 8000 10000
z
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One an see the growth of the ultrashort pulse osillations (au-
toosillations or so-alled Q-swith mode loking). This is a
main destabilizing fator for the onsidered type of the mode
loking regime. This result is in agreement with above obtained
(note, that now we are outside of framework of linear perturba-
tion theory)
The important obstale for the pulse generation by slow absorber is the noise
growth. In order to investigate pulse stability against noise in framework of the
onsidered model we have to add the equation for the evolution of noise energy
n to sys.
>ODE_noise := pro(alpha0,gmx,hi,l,Tr,Ta,Pump)
sys_noise := [D(g)(z) =
-4*rho0(z)
2
*g(z)/tau(z)+(gmx-g(z))/Ta,
D(alpha)(z) =
Pump*(alpha0-alpha(z))-2*hi*alpha(z)*rho0(z)
2
/tau(z)-alpha(z)/Tr,
D(rho0)(z) =
1/2*rho0(z)*(-2*l*tau(z)
2
+2*alpha(z)*tau(z)
2
-
2*alpha(z)*rho0(z)
2
*hi*tau(z)+alpha(z)*rho0(z)
4
*hi
2
-
2*tau(z)
4
-2*g(z)*tau(z)
2
+2*g(z)*rho0(z)
2
*tau(z)-
g(z)*rho0(z)
4
)/(tau(z)
2
),
D(tau)(z) =
-1/2*(alpha(z)*rho0(z)
4
*hi
2
-g(z)*rho0(z)
4
+4*tau(z)
4
)/tau(z),
D(n)(z) =
(alpha(z)-l-(gmx+Ta*(g(z)-gmx)*(1-exp(-1/Ta))))*n(z)℄:#see V.L. Kalash-
nikov et al. Opt. Commun., v.159, 237 (1999)
DEplot3d(sys_noise,[rho0(z),tau(z),g(z),alpha(z),n(z)℄,
z=0..10000,[[rho0(0)=1e-5,tau(0)=1e-3,g(0)=gmx,alpha(0)=0,n(0)=1e-5℄℄,
stepsize=1,sene=[z,rho0(z),n(z)℄,axes=FRAME,lineolor=BLACK):
end: >display(ODE_noise(0.5,0.05,0.3,0.01,300,2.2,0.001),
title=`Noise energy evolution`);
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Noise energy evolution
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As one an see from this piture, the noise energy deays, i. e.
50 ps "auto-stable" pulse is stable against noise, too
11 Coherent pulses: self-indued transpareny in
the laser
Here we shall alulate the main harateristis of ultrashort pulses in the solid-
state laser in the presene of self-fousing in the ative rystal and oherent
interation with a semiondutor absorber. The good introdution in this prob-
lem and the numerial simulations of the nonlinear dynamis in the laser with
oherent absorber an be found in the artile [23℄.
We shall suppose, that as saturable absorber the semiondutor struture is
used (like GaAs/AlGaAs quantum-well strutures). The key harateristis of
this absorber, whih orrespond to the experimental dates, are the energy ux of
the loss saturation Ea = 5* 10
(−5)
J/ cm2, and the time of ohereny tcoh = 50
fs. These parameters dene the parameter q =
√
ε0n c
2Ea tcoh (n is the refrativity
index,  is the light veloity in the vauum, ε0 is the dieletri onstant).
>restart:
with(plots):
with(DEtools):
parameter_q := pro()
loal epsilon0,n,,Ea,q,toh:
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epsilon0 := 8.85e-14:
n := 3.32:
 := 3e10:
Ea := 5e-5:
toh := 5e-14:
sqrt(epsilon0*n*/(2*Ea*toh)):
end:
q=evalf(parameter_q());# The dimension of q is [m/V/s℄
q = .4198714089 108
The orresponding dipole moment is d = q*h/(2* pi):
>d=evalf(subs({h=6.63e-34,q=parameter_q()},q*h/(2*Pi)));#The dimen-
sion of d is [oulomb*m℄
d/e=evalf(rhs(%)/1.6e-19*1e7);#here e is the elementary harge, the dimen-
sion of d/e is [nm℄
d = .4430471653 10−26
d
e
= .2769044783
For a given Ea and the photon energy 2.5* 10
(−19)
J (the wavelength is equal
to 800 nm) the absorption ross-setion Σ = 5* 10(−15) cm2. The free arrier
density N = 1019 cm(−3) in the semiondutor produes the loss oeient
gam_abs = 0.05 for the length of the absorber's layer z_abs = 10 nm. Other
important harateristi is p = 2 pi N d q ω/ = 4 pi2 N d2 ω/( h) ( ω is the
eld arrier frequeny). These parameters are onneted with a loss oeient:
gam_abs/z_abs = N Σ = p*toh, so
>p=evalf(subs({toh=5e-14,N=1e19,Sigma=5e-15},N*Sigma/toh));
#The dimension of p is [1/m/s℄
p = .1000000000 1019
As the laser we shall onsider Ti: sapphire solid-state laser that is the typial
laser for femtoseond generation. Its inverse gain bandwidth dening the min-
imal pulse duration tf = 2.5 fs. We shall use the next normalizations: 1) the
time is normalized to tf ; 2) the eld is normalized to 1/q/ tf = 0.95* 10
7
V/m;
3) the eld intensity is normalized to ε0n /(2q tf )
2
, that is
>intensity_normalization_parameter := pro()
loal epsilon0,n,,q,tg,par:
epsilon0 := 8.85e-14:
n := 3.32:
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 := 3e10:
tf := 2.5e-15:
q := parameter_q():
epsilon0*n*/(2*q*tf)
2
:
end:
evalf(intensity_normalization_parameter());# The dimension is [W/m
2
℄
.2000000000 1012
For suh normalization the parameter of the gain saturation for Ti: sapphire
(the energy of the gain saturation is 0.8 J/m^2) is ξ = 6.25* 10(−4). As it
will be seen, the prinipal fator in our model is the inverse intensity of the
saturation of diration loss in the laser (so-alled Kerr - lens mode loking
parameter) σ = 0.14 (parameter of the diration loss saturation is 107 W and
the mode ross setion of the Gaussian beam is 30 µm). The orresponding
SPM oeient in 1 mm ative rystal is β = 0.26.
The response of the semiondutor absorber is desribed on the basis of
Bloh equations [24℄. In the absene of the eld phase modulation and tuning
from the medium resonane frequeny and in the absene of the relaxation over
time interval, whih is omparable with the pulse duration, the evolution of the
polarization (omponents a(t) and b(t)) and the population dierene between
exited and ground states w(t) obey to the following equations:
>bloh_1 := di(b(t),t)=q*rho(t)*w(t);
bloh_2 := di(a(t),t)=0;
bloh_3 := di(w(t),t)=-q*rho(t)*b(t);
bloch_1 :=
∂
∂t
b(t) = q ρ(t)w(t)
bloch_2 :=
∂
∂t
a(t) = 0
bloch_3 :=
∂
∂t
w(t) = −q ρ(t) b(t)
The solutions of this system are
>sol_bloh :=
dsolve({bloh_1,bloh_2,bloh_3,w(0)=-1,b(0)=0,a(0)=0},
{a(t),b(t),w(t)}):
sol_a := subs(sol_bloh,a(t));
sol_b := subs(sol_bloh,b(t));
sol_w := subs(sol_bloh,w(t));
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sol_a := 0
sol_b := −sin(q
∫ t
0
ρ(u) du)
sol_w := −cos(q
∫ t
0
ρ(u) du)
The argument of sin/os is the pulse area ψ:
>b(t):= -sin(psi(t));
a(t):= 0;
b(t) := −sin(ψ(t))
a(t) := 0
The linear distributed response of the laser with the gain oeient α, loss
oeient gam, frequeny lter with the inverse bandwidth tf , laser dispersion
element with dispersion oeient k2 is desribed by the terms in the right hand
side of the wave equation (see Parts 3, 5 ):
>Laser_linear :=
alpha*rho(z,t)-gam*rho(z,t)+tf
2
*di(rho(z,t),t,t)+
I*k_2*di(rho(z,t),t,t);
Laser_linear :=
αρ(z, t)− gam ρ(z, t) + tf 2 ( ∂
2
∂t2
ρ(z, t)) + I k_2 (
∂2
∂t2
ρ(z, t))
The response of nonlinear laser fators is
>Laser_nonlinear :=
sigma*rho(z,t)*onjugate(rho(z,t))*rho(z,t)-
I*beta*rho(z,t)*onjugate(rho(z,t))*rho(z,t);
Laser_nonlinear := σ ρ(z, t)2 (ρ(z, t))− I β ρ(z, t)2 (ρ(z, t))
Here α and gam are the dimensionless values, that supposes the normalization
of length z to the length of the optial medium (ative medium in our ase), gam
inludes not only sattering loss into optial elements, but also the output loss
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on the laser mirror. σ and β have dimension of the inverse intensity, i. e. |ρ|2
is the eld intensity (we does not write the fator ε0*n*/2, whih orresponds
to the transition field2 -> intensity).
As the result, the master integro-dierential equation for the eld evolution
is
>master_1 := di(rho(z,t),z)+di(rho(z,t),t)/ =
subs(N=N*z_abs,-2*Pi*N*d*di(a(t),t)/+2*Pi*N*d*b(t)*omega/)+
Laser_linear+Laser_nonlinear;#see Part 3
master_1 := (
∂
∂z
ρ(z, t)) +
∂
∂t ρ(z, t)
c
= −2 piN z_abs d sin(ψ(t))ω
c
+
αρ(z, t)− gam ρ(z, t) + tf 2 ( ∂
2
∂t2
ρ(z, t)) +
I k_2 (
∂2
∂t2
ρ(z, t)) + σ ρ(z, t)2 (ρ(z, t))− I β ρ(z, t)2 (ρ(z, t))
Let transit to the dierential equation:
>assume(q,real):
master_2 := expand(subs(rho(z,t)=di(psi(t),t)/q,master_1));
master_2 :=
∂2
∂t2 ψ(t)
q˜ c
= −2 piN z_abs d sin(ψ(t))ω
c
+
α ( ∂∂t ψ(t))
q˜
− gam (
∂
∂t ψ(t))
q˜
+
tf 2 ( ∂
3
∂t3 ψ(t))
q˜
+
I k_2 ( ∂
3
∂t3 ψ(t))
q˜
+
σ ( ∂∂t ψ(t))
2 ( ∂∂t ψ(t))
q˜3
+
−I β ( ∂∂t ψ(t))2 ( ∂∂t ψ(t))
q˜3
We shall onsider only steady-state eld states, i. e.
∂
∂z ρ(z, t) = 0, and to
introdue the time delay on the avity round-trip δ
>master_3 := rhs(master_2)+delta*di(psi(t)/q,`$`(t,2));
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master_3 := −2 pi N z_abs d sin(ψ(t))ω
c
+
α ( ∂∂t ψ(t))
q˜
− gam (
∂
∂t ψ(t))
q˜
+
tf 2 ( ∂
3
∂t3 ψ(t))
q˜
+
I k_2 ( ∂
3
∂t3 ψ(t))
q˜
+
σ ( ∂∂t ψ(t))
2 ( ∂∂t ψ(t))
q˜3
+
−I β ( ∂∂t ψ(t))2 ( ∂∂t ψ(t))
q˜3
+
δ ( ∂
2
∂t2 ψ(t))
q˜
Let introdue the parameter λ, whih an be 1) ratio of mode ross-setion on
ative medium to one on semiondutor absorber, or 2) oeient of refrativity
(for eld amplitude) of multilayer mirror on the semiondutor absorber (so-
alled semiondutor saturable absorber mirror - SESAM). Then
>master_4 :=
subs({sigma=sigma/lambda
2
,beta=beta/lambda
2
},master_3);
master_4 := −2 pi N z_abs d sin(ψ(t))ω
c
+
α ( ∂∂t ψ(t))
q˜
− gam (
∂
∂t ψ(t))
q˜
+
tf 2 ( ∂
3
∂t3 ψ(t))
q˜
+
I k_2 ( ∂
3
∂t3 ψ(t))
q˜
+
σ ( ∂∂t ψ(t))
2 ( ∂∂t ψ(t))
λ2 q˜3
+
−I β ( ∂∂t ψ(t))2 ( ∂∂t ψ(t))
λ2 q˜3
+
δ ( ∂
2
∂t2 ψ(t))
q˜
Now let transit to oordinates 'pulse amplitude - pulse area' and eliminate fast
saturable absorber, GDD and SPM. These suppositions lead to the seond-order
ODE. That is
>master_5 :=
ollet(expand(subs({k_2=0,beta=0,sigma=0
},master_4)/(-2*Pi*N*d*omega*tf*z_abs/)),
di(psi(t),t));# redued master equation oeients
sub1 := a1=-1/2*/(Pi*N*d*omega*tf*q*z_abs):
sub2 := a2=-1/2**delta/(Pi*N*d*omega*tf*q*z_abs):
sub3 := a3=-1/2**alpha/(Pi*N*d*omega*tf*q*z_abs)+1/2**gam/
(Pi*N*d*omega*tf*q*z_abs):
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master_6 := a1*di(psi(t),`$`(t,3))+a2*di(psi(t),`$`(t,2))+
a3*di(psi(t),t)+sin(psi(t));
dsolve(master_6=0,psi(t));# try to solve master_6 and nd a very useful
hange of the variables
master_7 :=
expand(numer(simplify(subs({a1=rhs(sub1),a2=rhs(sub2),a3=rhs(sub3) },
a1*(di(rho(psi),psi,psi)*rho(psi)
2
+di(rho(psi),psi)
2
*
rho(psi))+a2*di(rho(psi),psi)*rho(psi)+a3*rho(psi)+sin(psi))))/(-));
# use the founded hange to redue the order of ODE
master_5 :=

−1
2
c α
pi N dω tf z_abs q˜
+
1
2
c gam
piN dω tf z_abs q˜

 ( ∂
∂t
ψ(t)) +
sin(ψ(t))
tf
− 1
2
tf c ( ∂
3
∂t3 ψ(t))
pi N dω z_abs q˜
− 1
2
c δ ( ∂
2
∂t2 ψ(t))
piN dω tf z_abs q˜
master_6 := a1 ( ∂
3
∂t3 ψ(t)) + a2 (
∂2
∂t2 ψ(t)) + a3 (
∂
∂t ψ(t)) + sin(ψ(t))
ψ(t) = _a &where


{
(
∂2
∂_a2
_b(_a))_b(_a)2 +
1
a1
((
∂
∂_a
_b(_a))2_b(_a) a1 + a2 (
∂
∂_a
_b(_a))_b(_a) + a3 _b(_a) +
sin(_a)) = 0
}
,
{_b(_a) = ∂
∂t
ψ(t), _a = ψ(t)},
{
t =
∫
1
_b(_a)
d_a +_C1 , ψ(t) = _a
}
master_7 := (
∂2
∂ψ2
ρ(ψ)) ρ(ψ)2 + (
∂
∂ψ
ρ(ψ))2 ρ(ψ) + δ (
∂
∂ψ
ρ(ψ)) ρ(ψ)+
ρ(ψ)α− ρ(ψ) gam − 2 sin(ψ)pi N dω tf q˜ z_abs
c
As it is known (see, for example, [24℄) the propagation of the extremely short
laser pulse in the oherent absorber auses the eet of the self-indued trans-
pareny, when the pulse does not suer the deay and there is not a transforma-
tion of the pulse shape in the absorber. This eet is the result of the oherent
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interation of the pulse with the atoms and is desribed on the basis of Bloh
equations. In the beginning we shall onsider the steady-state ultra-short pulse
in the presene of the oherent interation with absorber, but without any las-
ing fators. In this ase, the modied master equation master_7 ontains only
two terms: the term desribing the pulse time delay and the term orrespond-
ing to the oherent polarization response. Note, that ρ is the eld amplitude
multiplied by parameter q, ψ is the pulse area.
>ode1 := delta*rho(psi)*di(rho(psi),psi) - p*sin(psi);
ode1 := δ (
∂
∂ψ
ρ(ψ)) ρ(ψ) − p sin(ψ)
The natural initial ondition is ρ(0) = 0, that is before pulse front its amplitude
and area are 0. Then solutions of the master equation are
>sol := dsolve({ode1,rho(0)=0},rho(psi));
sol := ρ(ψ) =
√
δ (−2 p cos(ψ) + 2 p)
δ
, ρ(ψ) = −
√
δ (−2 p cos(ψ) + 2 p)
δ
As one an see, only one solution ( δ > 0) is physial, beause of the amplitude
is to be real.
The distint pulse veloity denes the pulse amplitude. This fat is illus-
trated by the next gure:
>animate(evalf(abs(subs(p=5e-4,subs(sol[1℄,rho(psi)))/10)),
psi=0..2*Pi,delta=0.3e-5..1e-4,
frames=100,axes=boxed,olor=red,
labels=[`pulse area`,`y, MV/m`℄,title=`Pulse amplitude versus its area`);
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Pulse amplitude versus its area
0
0.5
1
1.5
2
2.5
y,
 M
V/
cm
1 2 3 4 5 6
pulse area
The gure demonstrates, that the full pulse area is equal to 2
pi. Suh pulse is named as 2 pi - pulse or 2 pi - soliton and
the proess of its formation is the so-alled phenomenon of the
self-indued transpareny
More natural representation of the oherent solitons in our ase is produed by
the transition to the oordinates "pulse area - time". Then the master equation
(see master_4 ) an be written as follows:
>ode2 := di(psi(t),t$2)=a*sin(psi(t));# analog of nonlinear Klein-Gordon
equation
ode2 :=
∂2
∂t2
ψ(t) = a sin(ψ(t))
Here a=p/ δ. This is the equation, whih is analog of the equation of the
pendulum rotation (the angle variable x in our ase is the ultra-short pulse
area) and the angle is measured beginning from the upper equilibrium point if
δ > 0 (see above).
>ode2 := di(x(t),t$2)=a*sin(x(t));
ode2 := ∂
2
∂t2 x(t) = a sin(x(t))
The solution of this equation is well known.
>sol1 := dsolve(ode2,x(t));
sol1 :=
∫ x(t)
− 1√−2 a cos(_a) +_C1 d_a − t−_C2 = 0,∫ x(t) 1√
−2 a cos(_a) +_C1 d_a − t−_C2 = 0
Make an expliit integration:
>sol2_a := value(lhs(sol1[1℄));
sol2_b := value(lhs(sol1[2℄));
sol2_a := 2
√
−(−4 a%1+ 2 a+_C1 ) (−1 + %1)
√
1−%1√
−4 a%1+ 2 a+_C1
2 a+_C1
EllipticF(cos(
1
2
x(t)), 2
√
a
2 a+_C1
)
/
√
(4 a cos(
1
2
x(t))4 − 6 a%1+ 2 a−_C1 %1 +_C1
sin(
1
2
x(t))
√
−4 a%1+ 2 a+_C1 )− t−_C2
%1 := cos(
1
2
x(t))2
sol2_b := −2
√
1− cos(1
2
x(t))2
√√√√−4 a cos(12 x(t))2 + 2 a+_C1
2 a+_C1
%1)
sin(
1
2
x(t))
√
−4 a cos(1
2
x(t))2 + 2 a+_C1
− t−_C2
%1 := EllipticF(cos(
1
2
x(t)), 2
√
a
2 a+_C1
The result is expressed through ellipti integrals. The simpliation of the
radials produes:
>sol3_a := simplify(sol2_a+t+_C2,radial,symboli)=t+_C2;
sol3_b := simplify(sol2_b+t+_C2,radial,symboli)=t+_C2;
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sol3_a :=
2
√
1− cos(1
2
x(t))2 EllipticF(cos(
1
2
x(t)), 2
√
(2 a+_C1 ) a
2 a+_C1
)
√
2 a+_C1 sin(
1
2
x(t))
= t+_C2
sol3_b :=
−2
√
1− cos(1
2
x(t))2 EllipticF(cos(
1
2
x(t)), 2
√
(2 a+_C1 ) a
2 a+_C1
)
√
2 a+_C1 sin(
1
2
x(t))
= t+_C2
So, we have:
>sol3_a :=
2*ElliptiF(os(1/2*x(t)),2*sqrt(a*(2*a-_C1))/(2*a-_C1))/
sqrt(-2*a+_C1) = t+_C2;
sol3_b :=
-2*ElliptiF(os(1/2*x(t)),2*sqrt(a*(2*a-_C1))/(2*a-_C1))/
sqrt(-2*a+_C1) = t+_C2;
sol3_a := 2
EllipticF(cos(
1
2
x(t)), 2
√
a (2 a−_C1 )
2 a−_C1 )√−2 a+_C1 = t+_C2
sol3_b := −2
EllipticF(cos(
1
2
x(t)), 2
√
a (2 a−_C1 )
2 a−_C1 )√−2 a+_C1 = t+_C2
Now we dene the initial onditions. Let suppose, that x(0) = pi, dx(0)/dt
= α, where α is the some positive value (we measure the time from lower
equilibrium point). Then
>i_C1 :=
solve(simplify(subs({di(x(t),t)=alpha,x(t)=Pi},
expand(simplify(di(lhs(sol3_a),t)))))=1,_C1);
i_C1 :=
solve(simplify(subs({di(x(t),t)=alpha,x(t)=Pi},
expand(simplify(di(lhs(sol3_b),t)))))=1,_C1);
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i_C1 := 2 a+ α2
i_C1 := 2 a+ α2
The seond onstant of integration an be found as follows:
>i_C2 := simplify(subs({_C1=i_C1,x(t)=Pi},lhs(sol3_a)))=C2;
i_C2 := simplify(subs({_C1=i_C1,x(t)=Pi},lhs(sol3_b)))=C2;
i_C2 := 0 = C2
i_C2 := 0 = C2
The impliit solution is
>sol4_a :=
simplify(subs(_C1=i_C1,lhs(sol3_a)),radial,symboli)=t+lhs(i_C2);
sol4_b := simplify(subs(_C1=i_C1,lhs(sol3_b)),radial,symboli)
=t+lhs(i_C2);
sol4_a := 2
EllipticF(cos(
1
2
x(t)), 2
√−a
α
)
α
= t
sol4_b := −2
EllipticF(cos(
1
2
x(t)), 2
√−a
α
)
α
= t
Let onsider a speial situation, when 2
√
p
δ
α = 1:
>sol5_a :=
solve(simplify(lhs(subs(2*sqrt(-a)/alpha=1,sol4_a)))=rhs(sol4_a),x(t));
sol5_b := solve(simplify(lhs(subs(2*sqrt(-a)/alpha=1,sol4_b)))
=rhs(sol4_b),x(t));
sol5_a := 2 arccos(tanh(
1
2
t α))
sol5_b := 2 pi − 2 arccos(tanh(1
2
t α))
>if sign(sol5_a) < 0 then # we hoose only the root orresponding to grow-
ing area
sol := sol5_a
else
sol := sol5_b
:
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The dependene of the pulse area on the time is:
>pulse_area :=
subs(alpha=solve(2*sqrt(p/delta)/alpha=1,alpha),sol);
animate(evalf(subs(p=5e-4,pulse_area)),
t=-10..10,delta=0.3e-5..1e-1,
frames=100,axes=boxed,olor=red,labels=[`time, t/tf`,`psi`℄,
title=`Pulse area versus time`);
#time is normalized to tf
pulse_area := 2 pi − 2 arccos(tanh(t
√
p
δ
))
Pulse area versus time
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The pulse prole is:
>eld := value(simplify(onvert(di(pulse_area,t),sinos)));
field := 2
csgn

cosh


∣∣∣∣ t2 pδ
∣∣∣∣
t
√
p
δ




√
p
δ
cosh(t
√
p
δ
)
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This is the oherent soliton with duration tp =
√
δ
p and amplitude
2
q tp
>animate(evalf(subs(p=5e-4,eld)/10),t=-10..10,
delta=0.3e-3..1e-1,frames=100,axes=boxed,olor=red,
labels=[`time, t/tf`,`rho,MV/m`℄,title=`Pulse envelope`);
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We have shown that there is the oherent soliton with seh -
shape prole in the ondition of the oherent propagation in the
media desribed on the basis of Bloh equations
This pulse may be desribed in the oordinates 'eld - area' or 'eld - time'.
The rst is formally very simple, but the seond representation is physially
more obvious and orresponds to the model of nonlinear pendulum.
Now we return to the laser model (master_7 ). This seond-order nonlinear
nonautonomous ODE an be solved numerially (pz = 2 pi N d2( ω*tf)*z_abs/(
h) = gam_abs*
tf
tcoh
, we supposed gam_abs = 0.01)
>de := subs({
alpha=0.1,
gam=0.04,
delta=0.0042,
pz=5e-4},
subs({op(6,master_7)=-pz*sin(psi),rho(psi)=rho(psi)/10},master_7)):
#here 10 results from the time normalization to tf (i.e. the eld is measured
in 1/(q*tf) [MV/m℄ - units)
g :=
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DEplot([de=0℄,rho(psi),psi=0.01..1.985*Pi,[[rho(Pi)=0.76*10,
D(rho)(Pi)=1e-15℄℄,rho=0..0.76*10,stepsize=0.001,lineolor=green):
display(g,labels=[`pulse area`,`rho, MV/m`℄,
title=`Pulse amplitude versus its area`,view=0..7.6);
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Let ompare this result with the seh-shape prole (blue olor) orresponding
to the oherent soliton:
>plot(subs(am1=0.76,am1*sin(psi/2)*10),psi=0..2*Pi,olor=blue):
display(g,%,labels=[`pulse area`,`rho, MV/m`℄,
title=`Pulse amplitude versus its area`);
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We obtained 2 pi - pulse, but, as it an see from previous gure,
suh pulse is not quasi-soliton with seh-shape prole (whih is
shown by the blue olor, see below about onnetion between
oordinates 'eld - area' and 'eld - time' in this ase)
The eld 106 V/m orresponds to the intensity in vauum 1.3 GW/ cm2, that
is the typial intraavity intensity for the mode-loked solid-state laser. Now
make a try for obtaining of an approximate solution of the master equation. We
shall use the solution form, whih is typial for the analysis of the equations
desribing the autoosillations (harmoni approximation):
>approx_sol :=
am1*sin(psi/2)+am2*sin(psi);# approximation
f7 := numer(ombine(expand(subs(rho(psi)=
approx_sol,master_7)),trig));
# substitution into initial equation
approx_sol := am1 sin(
1
2
ψ) + am2 sin(ψ)
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f7 := 4 δ am1 2 sin(ψ) c+ 8 δ am2 2 sin(2ψ) c+ 12 δ am1 am2 sin(
3
2
ψ) c
− 4 δ am1 am2 sin(1
2
ψ) c+ 11 am1 2 am2 sin(2ψ) c− 16 gam am2 sin(ψ) c
− 16 gam am1 sin(1
2
ψ) c+ 16α am2 sin(ψ) c+ 16α am1 sin(
1
2
ψ) c
− 9 am1 am2 2 sin(3
2
ψ) c+ 17 am1 am2 2 sin(
5
2
ψ) c−
32 sin(ψ)piN dω tf q˜ z_abs − 8 am2 3 sin(ψ) c− 10 am1 2 am2 sin(ψ) c+
2 am1 3 sin(
3
2
ψ) c− 2 am1 3 sin(1
2
ψ) c− 10 am1 sin(1
2
ψ) am2 2 c+
8 am2 3 sin(3ψ) c
We have to ollet the oeients of sin( ψ/2) and sin( ψ):
>f8 := oe(f7,sin(psi/2));
f9 := oe(f7,sin(psi));
f8 :=
−4 δ am1 am2 c− 16 gam am1 c+ 16α am1 c− 2 am1 3 c− 10 am1 am2 2 c
f9 := 4 δ am1 2 c− 16 gam am2 c+ 16α am2 c− 32 piN dω tf q˜ z_abs
−8 am2 3 c− 10 am1 2 am2 c
Note, that in the absene of the lasing fators approx_sol is the exat solution
with the parameters am2 = 0, am1 = 2
√
pz
δ . Below we will suppose, that
the approximate solution is lose to the symmetrial shape, i. e. am2 = 0.
Then
>f10 := expand(fator(subs(am2=0,f8))/(-2**am1));
f11 := subs(am2=0,f9);
symmetrial_sol_1 :=
allvalues(solve({f10=0,f11=0},{am1,delta}));
f10 := am1 2 + 8 gam − 8α
f11 := 4 δ am1 2 c− 32 piN dω tf q˜ z_abs
symmetrical_sol_1 := { δ = piN dω tf q˜ z_abs
c (−gam + α) , am1 =
√
−8 gam + 8α },
{δ = piN dω tf q˜ z_abs
c (−gam + α) , am1 = −
√
−8 gam + 8α}
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So, the pulse amplitude is dened by the laser parameters, al-
though the relation between the pulse amplitude, duration and
delay orresponds to oherent soliton (see above)
Now return to the oordinates 'amplitude - time' for the harmoni approxima-
tion.
>symmetrial_sol_2 :=
dsolve(di(psi(t),t)-subs({psi=psi(t),am2=0},
approx_sol),psi(t));
symmetrical_sol_2 :=
ψ(t) = 2 arctan(2
e(1/2 t am1+1/2_C1 am1)
1 + e(t am1+_C1 am1)
,
−e(tam1+_C1 am1 ) + 1
1 + e(t am1+_C1 am1)
)
The normalized eld envelope is:
>symmetrial_sol_3:=
simplify(di(subs(symmetrial_sol_2,psi(t)),t));
symmetrical_sol_3 := 2
am1 e(1/2 am1 (t+_C1 ))
e(am1 (t+_C1)) + 1
The initial ondition is ρ(0) = am1. Then
>in_C := solve(subs(t=0,symmetrial_sol_3)=am1,_C1);
in_C := 0, 0
And nally we have:
>symmetrial_sol := subs(_C1=0,symmetrial_sol_3);
symmetrical_sol := 2
am1 e(1/2 t am1)
e(t am1 ) + 1
Naturally, this is a seh - shape pulse with the amplitude am1 =
2
√
α−γ
qtf
and
the duration tp =
2
am1q
=
tf√
2(α−γ)
. The pulse prole in the dependene on
the gain oeient an be shown by the next funtion:
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>plot3d(subs(gam=0.04,2*sqrt(2*(alpha-gam))*
seh(t*sqrt(2*(alpha-gam))/2.5e-15)*10),t=-1e-13..1e-13,
alpha=0.04..0.1,axes=boxed,orientation=[290,70℄,labels=
[`t, s`,`alpha`,`rho`℄,title=`Pulse amplitude (MV/m) versus time`);
Now we an found the dependene of the pulse parameters on the ritial laser
parameter, that is the pump. For this aim, we have to express the gain oeient
from the pump intensity. We shall suppose, that ative medium operates as a
four level sheme. In this ase the steady-state saturated gain is desribed as
follows [25℄:
>alpha=Pump*alphamx/(Pump+tau*Energy+1/Tr);
α =
Pump alphamx
Pump + τ Energy +
1
Tr
Here Pump = σ_ab*T*Ip/h* ν is the normalized pump intensity, σ _ab is
the absorption ross-setion at the pump wavelength, T is the avity period,
Ip is the pump intensity, h* ν is the pump photon energy, alphamx is the
maximal gain, Energy is the normalized pulse energy, Tr is the gain reovery
time normalized to T (dimensionless Tr = 300 for Ti: sapphire laser with
avity period 10 ns).
For harmonial approximation:
>Energy=2*am12*tp:#pulse energy
f12 := Pump*alphamx/(Pump+tau*Energy+1/Tr)-alpha:
f13 :=
numer(simplify(subs(
{am1=2*sqrt(2*(alpha-gam)),tp=1/sqrt(2*(alpha-gam))
},subs(Energy=2*am1
2
*tp,f12)))):
alpha_sol := solve(f13=0,alpha): #solution for the saturated gain
The dependene of the pulse duration (two physial solutions orrespond to two
dierent pulse energy) versus dimensionless pump oeient is
>g := plot({
Re(evalf(subs(lambda=1,subs(
{alphamx=0.1,Tr=300,tau=6.25e-4/lambda
2
,gam=0.01
},subs(alpha=alpha_sol[1℄,2.5/sqrt(2*(alpha-gam))))))),
Re(evalf(subs(lambda=1,subs(
{alphamx=0.1,Tr=300,tau=6.25e-4/lambda
2
,gam=0.01
},subs(alpha=alpha_sol[3℄,2.5/sqrt(2*(alpha-gam)))))))},
Pump=0.0005..0.005,axes=boxed,labels=[`Pump, a.u.`, `tp,
fs`℄,title=`Pulse duration versus pump`,olor=red):
display(g,view=5..40);
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Pulse duration versus pump
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As we an see, the pump growth dereases the pulse duration
up to sub-10 fs region
The quasi-soliton in the absene of the oherent absorber in the laser with self-
fousing is desribed in parts VII, VIII. Now we shall demonstrate, that the
essential features of the lasing in the presene of both fators is the possibility
of the quasi-soliton generation (ompare with above disussed situation). We
shall searh suh solutions.
>assume(t,real):
assume(tp,real):
a0 := 2/tp: # This is the pulse amplitude
sol := int(a0/osh(t/tp),t): # This is the pulse area psi
subs({disp=0,beta=0,psi(t)=sol,k_2=0,beta=0},master_4):
expand(%):
numer(%):
eq1 := expand(%/(4*exp(t/tp)));
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eq1 := −2 piN z_abs dω tp˜3 q˜3 λ2 +
2 piN z_abs dω tp˜3 q˜3 λ2 (e(
t˜
tp˜ ))4 + α c tp˜2 q˜2 λ2
+ 2α c tp˜2 q˜2 λ2 (e(
t˜
tp˜
))2 + α c tp˜2 q˜2 λ2 (e(
t˜
tp˜
))4 − gam c tp˜2 q˜2 λ2
− 2 gam c tp˜2 q˜2 λ2 (e( t˜tp˜ ))2 − gam c tp˜2 q˜2 λ2 (e( t˜tp˜ ))4 + tf 2 c q˜2 λ2
− 6 tf 2 c q˜2 λ2 (e( t˜tp˜ ))2 + tf 2 (e( t˜tp˜ ))4 c q˜2 λ2 + 16 σ (e( t˜tp˜ ))2 c+
δ c tp˜ q˜2 λ2 − δ c tp˜ q˜2 λ2 (e( t˜tp˜ ))4
Collet the terms with equal degrees of exp(t/tp). As result we obtain the
equations for the pulse and system parameters.
>e1 := oe(eq1,exp(t/tp)4);
e2 := oe(eq1,exp(t/tp)
2
);
e3 := expand(eq1-e1*exp(t/tp)
4
-e2*exp(t/tp)
2
);
e1 :=
2 piN z_abs dω tp˜3 q˜3 λ2 + α c tp˜2 q˜2 λ2 − gam c tp˜2 q˜2 λ2 + tf 2 c q˜2 λ2
− δ c tp˜ q˜2 λ2
e2 := 2αc tp˜2 q˜2 λ2 − 2 gam c tp˜2 q˜2 λ2 − 6 tf 2 c q˜2 λ2 + 16 σ c
e3 :=
−2 piN z_abs dω tp˜3 q˜3 λ2 + α c tp˜2 q˜2 λ2 − gam c tp˜2 q˜2 λ2 + tf 2 c q˜2 λ2
+ δ c tp˜ q˜2 λ2
>e4 := simplify(e1-e3);
e5 := simplify(e1+e3);
e6 := simplify(e2-e5);
e4 := 4 piN z_abs dω tp˜3 q˜3 λ2 − 2 δ c tp˜ q˜2 λ2
e5 := 2α c tp˜2 q˜2 λ2 − 2 gam c tp˜2 q˜2 λ2 + 2 tf 2 c q˜2 λ2
e6 := −8 tf 2 c q˜2 λ2 + 16 σ c
>allvalues(solve({e4=0,e5=0,e6=0},{tp,delta,sigma}));
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{ tp˜ =
√
− 1−gam + α tf , δ = −2
tf 2 pi N z_abs dω q˜
c (−gam + α) , σ =
1
2
tf 2 q˜2 λ2 },
{tp˜ = −
√
− 1−gam + α tf , δ = −2
tf 2 piN z_abs dω q˜
c (−gam + α) , σ =
1
2
tf 2 q˜2 λ2}
We see the essential dierenes from the previous situation: 1)
there is the pulse with seh-shape (quasi-soliton); 2) the pulse
exists, when α < γ, i. e. the linear loss exeeds the saturated
gain. This is an essential demand to the pulse stabilization and
breaks the limitations for the loss oeient in the semiondu-
tor absorber; 3) the quasi-soliton exists only for the dened value
of σ, whih an be hanged for the xed absorber properties by
the variation of λ, i. e. by variation of mode ross-setion in
ative medium and in absorber or by variation of the absorber
mirror reetivity
Note,that the pulse duration is dened by the formula, whih is similar to one
for Kerr-lens mode loking (see part VII ). Let nd the pulse duration as the
funtion of pump.
>Energy=2*a02*tp:#energy of quasi-soliton
f14 :=
numer(simplify(subs(tp=1/sqrt(gam-alpha),
subs(Energy=2*a0
2
*tp,f12)))):
alpha_sol2 := solve(f14=0,alpha):#saturated gain
g2 := plot(
Re(evalf(subs(lambda=0.5,subs(
{alphamx=0.1,Tr=300,tau=6.25e-4/lambda
2
,gam=0.01
},subs(alpha=alpha_sol2[2℄,2.5/sqrt(gam-alpha)))))),
Pump=0.0005..0.005,axes=boxed,labels=[`Pump, a.u.`, `tp,fs`℄,
title=`Pulse duration versus pump`, olor=blue):
display(g,g2,view=5..20);
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Thus, the Kerr-lensing (lower urve) allows to redue the pulse duration and to
generate the sub-10 fs quasi-soliton.
So, we had demonstrated, that an joint ation of the lasing fa-
tors and oherent absorber objetives to the generation of the
oherent soliton. The ultrashort pulse in this ase has 2 pi area,
but it is not seh-shape pulse (quasi-soliton). The obtained val-
ues of the pulse duration are plaed within interval of 8 - 30 fs.
The ontribution of the self-fousing hanges the pulse shape es-
sentially. In this ase, there exists the stable seh-shape quasi-
soliton with duration, whih depends on the absorber mirror
reetivity (or ratio of the laser mode ross-setion in the ative
medium and absorber). The obtained result is very attrative
for the elaboration of ompat, all-solid-state, "hand-free" fem-
toseond lasers
12 Conlusion
The powerful omputation abilities of Maple 6 allowed to demonstrate the basi
oneptions of the modern femtoseond tehnology. The appliation of these
oneptions to the Kerr-lens mode loking and mode loking due to oherent
semiondutor absorber leaded to the new sienti results (see, for example,
[15℄), whih are very useful for elaboration of the high-stable generators of sub-
10 fs laser pulses. We an see, that the ombination of the symbolial, numerial
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approahes and programming opens a door for a new opinion on the ultrashort
pulse generation. This opinion is based on the searh of the soliton and quasi-
soliton states of nonlinear dynamial equations and on the analysis of their
evolution as the evolution of the breezer's type.
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