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In this paper, we investigate the ordering on a semiring of mono-
tone doubly stochastic transition matrices in Shorrocks’ sense. We
identify a class of an equilibrium index of mobility that induces
the full ordering in a semiring, while this ordering is compatible
with Dardanoni’s partial ordering on a set of monotone primitive
irreducible doubly stochastic matrices.
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1. Introduction
Stochastic matrices, as non-negative matrices, have an important role in the ﬁnite homogeneous
Markov chains theory [16,23,30]. The ﬁnite homogeneous Markov chain is completely deﬁned by its
transition matrix, and vice versa. The transition matrix P = [pij]n×n has elements pij which describe
the probability of amovement from the state si to the state sj,where transitionmatrices are stochastic,
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i.e., the sum of elements of every transition matrix row equals 1. In this paper, mobility is consid-
ered as a movement in Shorrocks’ sense. In 1978 Shorrocks [32] deﬁned mobility indices on a set
of transition matrices T as a continuous function M : T → R. He deﬁnes the mobility measure M
for some transition matrix P ∈ T as a bounded function M(I)M(P)M(Q), where I represents a
unit matrix to which the minimal mobility value M(I) = 0 is assigned, and Q is a transition matrix
which has all identical rows and the maximal mobility M(Q) = 1. All transformations on transi-
tion matrices, which values get decreased on a diagonal at the expense of the transition matrices
off-diagonal elements, increase mobility of a newly acquired transition matrix and the mobility in-
dex should reﬂect this change. Under such conditions, mobility index satisﬁes Shorrocks’ axiom of
monotonicity.
The semiring theory [13,14,20,26] is applied in many ﬁelds, e.g., geometry, topology, differential
equations, in the automata theory. There are some differences in deﬁning a semiring and there are
different terms used for special semirings, e.g., path algebras, dioids, max-plus algebras, min–max
algebras, max algebras, min-plus algebras, tropical algebras (see [4,8,22,28,27]). On a semiring the
ordering can be partial or full, see [20]. In the classical linear algebra,matrices over semiring (R+,+, ·)
have had a very important role ever since Frobenius’ works. It is also possible to form matrices over
a semiring on different domains, with specially deﬁned operations ⊕,⊗. Kuich and Salomaa [20]
pointed out that squarematrices over a semiring also form a semiring. It is well-known that transition
matrices over a semiring are applied in the automata theory [13]. In this paper, we investigate the
ordering on a set of monotone doubly stochastic transition matrices by forming a semiring in which
mobility measure induces an ordering in the Shorrocks’ sense.
The structure of the paper is the following: Section 2 gives an outline of the basic results related
to Markov chains, transition and monotone transition matrices, as well as semirings. In Section 3 we
construct a semiring (P ′,min, ∗),onapartiallyorderedsetof all primitive irreducibledoubly stochastic
transition n × n matrices corresponding to homogeneous Markov chain, with a partial ordering  .
There are also deﬁned the characteristics of the mobility measure that induces the partial ordering 
in the semiring (P ′,min, ∗), and it is required that themobilitymeasure satisﬁes the immobility, weak
monotonicity and perfectmobility axioms. The normalized Bartholomew’smobility index satisﬁes the
required conditions of the given domain and induces the partial ordering in the semiring of doubly
stochastic transition matrices (P ′,min, ∗). In Section 4 we construct the semiring (P ′m,min, ∗) on
the domain of monotone primitive irreducible doubly stochastic transition matrices in which the
ordering m is induced by the mobility measure that satisﬁes all Shorrocks’ axioms: the immobility,
monotonicity andperfectmobility axioms. The introducedorderingm on the semiring (P ′m,min, ∗) is
reﬂexive and transitive, and the completeness of the ordering is examined on the domain ofmonotone
transition doubly stochastic matrices. Among many well-known mobility indices, in this paper, there
is identiﬁed a class of the mobility index Mef that satisﬁes a set of conditions. The chosen class of the
equilibriummobility indexMef induces a full ordering in the semiring (P ′m,min, ∗)which is related to
the well-known Dardanoni’s partial ordering on a domain of monotone matrices.
2. Preliminary notions and notations
2.1. Transition matrices
Markov chains (MCs) are used to describe a systemwhich can be found in different states [30]. The
system passes from one state to the other in time. If at the time k − 1, the system is in the state si, then
at the time k the system will be in the state sj, and this transition is described by a set of transition
probabilities pij(k), which is deﬁned for all i, j, k ∈ N. If the behavior of the system is known at the
initial time (time 0), a set of transition probabilities pij(k) determines the behavior of a system. We
have the following basic deﬁnitions, see [30].
Deﬁnition 2.1. For a given countable state space S = {s0, s1, s2, . . .}, a sequence of random variables
(Xk)k∈N′ ,whereN′ = N ∪ {0}, taking values in S, is calledMarkov chain, if it has the following property:
if x0, x1, . . . , xk+1 are elements of S, then
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p (Xk+1 = xk+1|Xk = xk, . . . , X0 = x0) = p (Xk+1 = xk+1|Xk = xk) (1)
if p(Xk = xk, . . . , X0 = x0) > 0.
We call the probability p(Xk+1 = sj|xk = si) the transition probability from the state si to the state sj
andwe denote it by pij(k + 1) for si, sj ∈ S, k ∈ N′.We denote the row vector of the initial distribution
by ′0. The set⎧⎨
⎩P|pij(k) 0,
n∑
j=1
pij(k) = 1
⎫⎬
⎭
is the class of all stochastic matrices. The set of all stochastic matrices of order n is the convex hull of
the set of nn stochastic matrices which have as elements 0 and 1. The set⎧⎨
⎩P|pij(k) 0,
n∑
i=1
pij(k) = 1,
n∑
j=1
pij(k) = 1
⎫⎬
⎭
is the class of all doubly stochasticmatrices. The set of doubly stochasticmatrices of order n is the convex
hull of the set of n! permutation matrices of order n (which have as elements only 0 and 1).
Deﬁnition 2.2. For ﬁxed k ∈ N′, a matrix Pk = [pij(k)]n×n, si, sj ∈ S, is called the transition matrix of
the Markov chain with non-negative elements. If we have P1 = P2 = · · · = Pk = · · ·, i.e., when (1)
does not depend on time, then this Markov chain is said to have stationary transition probabilities,
and it is called homogeneous (in time). Otherwise, it is non-homogeneous.
Let Pk be a transition matrix. Denote the row vector of the probability distribution of Xk by 
′
k.
We shall use the notation Tp,r = Pp+1Pp+2 · · · Pp+r , and we write ′k = ′0T0,k. For k > p we have
′k = ′pTp,k−p. For a homogeneous Markov chain we have Tp,k = Pk. In this paper, we will work
always with ﬁnite homogenous Markov chains.
Deﬁnition 2.3. An initial probability distribution′0 is said to be stationary, if′0 = ′k and aMarkov
chain with such an initial distribution is called also stationary.
Let us denote stationary distribution byπ. According toMinc [23] we have the following deﬁnition
and the corresponding theorem.
Deﬁnition 2.4
(i) A matrix X is said to be cogredient to a matrix Y if there exists a permutation matrix Q such that
X = QTYQ .
(ii) A non-negative square matrix P of order n, n 2, is called reducible if it is cogredient to a matrix
of the form[
B C
0 D
]
,
where B and D are square submatrices. Otherwise, P is irreducible.
Theorem 2.1. Let Pk be the k-th power of the matrix P = [pij]n×n, and let p(k)ij denote the (i, j) entry of Pk.
A non-negative square matrix P = [pij]n×n is irreducible if and only if for each (i, j) there exists an integer
k such that p
(k)
ij > 0.
Remark 2.1. Irreducible matrix has no zero row nor zero column, for more details see Seneta [30].
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The following deﬁnition and theorems are classical results, see [23].
Deﬁnition 2.5. Let P be an irreducible square matrix of order n with the maximal eigenvalue r, and
suppose that P has exactly h eigenvalues of the modulus r. The number h is called the index of
imprimitivity of P, or simply the index of P. If h = 1, then matrix P is called primitive, otherwise, it
is called imprimitive.
Theorem2.2 (Frobenius). The necessary and sufﬁcient condition for non-negativematrix P to be primitive
is that Pm be positive for some positive integer m.
Theorem 2.3. Every irreducible Markov chain has a unique stationary distribution, which is a solution of
the equations π ′P = π ′ and π ′1 = 1, where 1 is the vector column with unity at each position, and 1π ′
is a transition matrix whose rows are all equal to π ′.
Theorem 2.4 (Ergodic Theorem for primitive MCs). For primitive Markov chains we have limk→∞ Pk =
1π elementwise, where π is the unique stationary distribution of the MCs.
Remark 2.2. As a consequence, if transition matrix for ﬁnite homogenous Markov chain is primitive
and irreducible there is a unique stationary distribution π. In the case of transition doubly stochastic
square matrices of order n, the unique stationary distribution π is a vector column of probability
distribution with all elements equal to 1/n.
2.2. Monotone transition matrices
In themobility theory the class of transitionmatrices is too large and therefore there is a need for a
restriction of the domain of transition matrices (see [32]). Many authors propose a class of monotone
transition matrices that have a great importance in intergenerational mobility [7,10,21].
Example 2.1. Let us denote father’s and son’s socio-economic status by X and Y , respectively, and let
them have n possible values, that suit socio-economic classes ordered from the worst to the best. The
corresponding discrete MCs can be described by the equation p′y = p′xP, where P denotes the n × n
transition matrix with transition probabilities pij, i.e., probabilities that the son is in the class j, if the
father is in the class i,while px, py aremarginal distributions of father’s and son’s social status. Each row
i, of the transition matrix P, represents the probability distribution of the son whose father belongs to
the social class i. The sons whose fathers have a higher social status have an advantage in the relation
to the sonswhose fathers are of a lower social status. Therefore, in the intergenerationalmobility there
are considered monotone matrices that were deﬁned for the ﬁrst time by Keilson and Kester [16].
Deﬁnition 2.6. Let p1 and p2 be two probability 1 × n vectors. We say that p2 stochastically dominates
vector p1 if
l∑
j=1
p2j 
l∑
j=1
p1j for all l = 1, 2, . . . , n − 1.
Deﬁnition 2.7. A transition matrix P = [pij]n×n of discrete Markov chain with ordered state ismono-
tone if each row stochastically dominates the row above it, i.e.,
l∑
j=1
p(i+1)j 
l∑
j=1
pij for all i = 1, 2, . . . , n − 1 and l = 1, 2, . . . , n − 1.
Remark 2.3. Non-monotone matrices very rarely occur in researches of intergenerational mobility.
There is no conﬂict between the monotonicity and the perfect mobility axioms on the domain of
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monotone matrices, which are often also doubly stochastic, see [33]. It is obvious that if the transition
matrix P is monotone, then Pt is also monotone for all t = 1, 2, . . .
2.3. Semirings
We have the following deﬁnitions, see [13,18,20,27,26].
Deﬁnition 2.8. A semigroup (H,⊕) is partially ordered if and only if there exists a partial ordering 
deﬁned on H satisfying the condition: if m1  m2 then m1 ⊕ m  m2 ⊕ m and m ⊕ m1  m ⊕ m2
for allm1, m2, m ∈ H.
Deﬁnition 2.9. Let be S /= ∅. The structure (S,⊕,⊗) is called a semiring if the following conditions
are satisﬁed:
(i) (S,⊕) is a commutative semigroup,
(ii) (S,⊗) is a semigroup with a neutral element 1,
(iii) distributivity⊗over⊕ frombothsides: s1 ⊗ (s2 ⊕ s3) = (s1 ⊗ s2) ⊕ (s1 ⊗ s3)and (s1 ⊕ s2) ⊗
s3 = (s1 ⊗ s3) ⊕ (s2 ⊗ s3) for all s1, s2, s3 ∈ S.
Remark 2.4. Some authors (see [14]) require from a semiring additionally that the semigroup (S,⊕)
has a neutral element 0, and that the following condition holds:
(iv) 0 ⊗ s = s ⊗ 0 = 0 for all s ∈ S.
A semiring (S,⊕,⊗) is idempotent semiring if (S,⊕) is an idempotent semigroup.
Example 2.2. Let R+ = {r ∈ R|r  0}, R∞+ = R+ ∪ {∞} and R+ = R+ ∪ {−∞,∞}. The semiring
(R∞+ ,min,+,∞, 0) is called a tropical semiring or min-plus semiring, and the semiring (R+,max,+,−∞, 0) is called an arctic semiring or max-plus semiring [20]. Both semirings are idempotent.
According to [13,20], we give the following deﬁnition and proposition.
Deﬁnition 2.10. A semiring (S,⊕,⊗) with a neutral element 0 is a partially ordered semiring if and
only if there is the partial ordering  on S satisfying the following conditions:
(i) if s1  s2 then s1 ⊕ s3  s2 ⊕ s3,
(ii) if s1  s2 and s  0 then s1 ⊗ s  s2 ⊗ s and s ⊗ s1  s ⊗ s2,where s1, s2, s ∈ S.
Proposition 2.1. If (S,⊕,⊗) is an idempotent semiring then S is partially ordered by the relation deﬁned
in the following way: s1  s2 if and only if s1 ⊕ s2 = s2.
In this paper, we will consider partial ordering in a semiring deﬁned as in Proposition 2.1.
Proposition 2.2. Let Mn,n(R+) be a set of all ﬁnite square n × n matrices. We deﬁne on Mn,n(R+) an
operationmin in the following way: for each two matrices P, P′ ∈ Mn,n(R+) we take
min(P, P′) = P′ if pij  p′ij for all i /= j and pij > p′ij for some i /= j. (2)
Then (Mn,n(R+),min, ∗) is a semiring with unit element 1, where ∗ is the usual product of matrices.
Remark 2.5. In the semiring (Mn,n(R+),min, ∗) there is no zero 0, while the unit element 1 is the
unit matrix. The operationmin is an idempotent operationwhich induces the partial ordering deﬁned
in Proposition 2.1:min(P, P′) = P′ if and only if P  P′.
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3. An ordering on a semiring of transition doubly stochastic matrices
3.1. The mobility measure in Shorrocks’ sense
In the investigation of mobility it is clear which matrices have to have the minimal and maximal
value of themobility index, but the question howwe should rankmatrices which have the value of the
mobility index between 0 and 1 remains open. Different mobility measures induce different orderings
of transitionmatrices [6],while the choice ofmobilitymeasuredependson thekindof a research. There
are several well-known orderings on the set of transition matrices. Dardanoni [10] deﬁnes a partial
ordering on a restricted domain of transition matrices–monotone matrices. Aebi et al. [1] deﬁne a
total quasi-ordering on a set of transition matrices by introducing so called 2-decreasing mobility
functional. They prove that, in the case of monotone transition matrices, their class of the equilibrium
mobility index Mef is compatible with the weak D-criterion of Conlisk [7], Shorrocks’ monotonicity
axiom [32], the axiomatic approach of Fields and Ok [12] andMitra and Ok [24], as well as Dardanoni’s
partial ordering [10,11]. Some other type of partial orderings on the domain of transition matrices are
also given in [9,31].
In thispart of thepaper,we investigate theordering in Shorrocks’ senseon thedomainP ofdoubly
stochastic transition matrices with the unit matrix I. Shorrocks [32] deﬁnes a mobility measure as a
continuous function on the set T of all transition matrices.
Deﬁnition 3.1. A function M : T → R is called mobility measure in Shorrocks’ sense, on a domain of
transition matrices T , if it satisﬁes the following conditions:
(N) Normalization: 0M(P) 1, for all P ∈ T .
(M) Monotonicity:Mobility index reﬂects the change of increase in thematrix off-diagonal elements
at the expense of diagonal elements.Wewrite P s P′ when (2) holds, and then P s P′ implies
M(P) > M(P′).
(I) Immobility: M(I) = 0,where I is the unit matrix.
(PM) Perfect mobility:Matrices with identical rows have the mobility index 1.
Shorrocks [32] has given an example with which he brings into a conﬂict the monotonicity axiom
and the perfect mobility axiom.
Example 3.1. Let us consider the following matrices:
P1 =
[
0.5 0.5
0.5 0.5
]
and P2 =
[
0 1
1 0
]
.
The monotonicity and perfect mobility axioms implyM(P2) > M(P1) = 1,what violates the normal-
ization axiom.
Shorrocks assumes that a perfectly mobile structure is given by the maximal value of the mobil-
ity measure and that the precise ranking is insigniﬁcant, so the main conﬂict remains between the
monotonicity axiom and the perfect mobility axiom. As one of the way out of this conﬂict Shorrocks
proposed adjusting themonotonicity condition by replacing the conditionM(P) > M(P′) by aweaker
one.
Deﬁnition 3.2 (Weak monotonicity (WM)). We have that P  P′ implies M(P)M(P′), where the
condition P  P′ is related to the operation given by (2).
Deﬁnition 3.3. Let P be the set of all doubly stochastic transition n × nmatrices with the unit matrix
I.We say that amatrix P ∈ P ismoremobile in the Shorrocks’ sense than amatrixQ ∈ P , in the notation
P  Q, if it holdsM(P)M(Q),whereM is amobilitymeasurewhich satisﬁes axioms (I), (WM), (PM).
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The relation fromDeﬁnition 3.3 is reﬂexive and transitive.We recall that an ordering is a partial
ordering onP if it is reﬂexive, transitive and it is also antisymmetric, i.e., for each twomatrices P, Q ∈ P
we have that if P  Q and Q  P, then M(P) = M(Q). The partial ordering  is a full ordering on P
if for each two matrices P, Q ∈ P it holds that: P  Q or Q  P.
3.2. A semiring of doubly stochastic matrices
The following two lemmas are well-known in the matrix theory, see [23].
Lemma 3.1. Non-negative n × n matrix P is doubly stochastic if and only if PJn = JnP = Jn, where Jn is
the matrix with all entries equal to 1/n.
Lemma 3.2. A product of doubly stochastic matrices is doubly stochastic matrix.
We construct a semiring on the domain of doubly stochastic irreducible transition matrices P
corresponding to homogeneous Markov chain, with the unit matrix I, endowed with operations min
and∗, wheremin(P, Q) = P if and only ifM(Q)M(P) (implyingQ  P), and∗ is the usual operation
of matrix multiplication.
Theorem 3.1. Let P ′ be the set of all primitive irreducible doubly stochastic transition n × n matrices
corresponding to homogeneous Markov chain, with the unit matrix I, endowed with the (idempotent)
operationmin : P ′2 → P ′ deﬁned for each two matrices Pi, Pj from P ′ in the following way:
min(Pi, Pj) = Pi if M(Pj)M(Pi), (3)
which induces the ordering on P ′ in the sense of Deﬁnition 3.3. Then (P ′,min, ∗), where ∗ is the usual
operation of the matrix multiplication, is a semiring with a neutral and an unit element, and which satisﬁes
the condition (iv) from Remark 2.4.
Proof. Let us take, without loss of generality, primitive irreducible doubly stochastic transition ma-
trices P1, P2 and P3 (corresponding to homogeneous Markov chain) and mobility index M which
satisﬁes the conditions ofDeﬁnition3.3.Without loss of generality,we suppose also that P3  P2  P1,
which implies M(P3)M(P2)M(P1). The operation min is an operation on the set P ′, and it is
associative, i.e.,
min(P1,min(P2, P3))=min(P1, P2)
=P1
=min(P1, P3)
=min(min(P1, P2), P3).
It is commutative, i.e.,min(P1, P2) = min(P2, P1), and the neutral element 0 is a matrix which has all
rows equal. From the set of matrices with themobility index equal 1, only thematrix Jn with all entries
equal to 1/n, is at the same time annihilator element for multiplication, so let us take this matrix as a
neutral element for themin operation. Then for every P ∈ P ′, we have
min(P, Jn) = min(Jn, P) = P.
The usual multiplication of transition doubly stochastic matrices, according to Lemma 3.2, is closed
in P ′, and it is associative, since matrix multiplication, in general, is associative. The neutral element
1 is the unit matrix I, i.e., I ∗ P = P ∗ I = P, with mobility index zero. Distributivity of the matrix
multiplication with respect tomin follows in the following way:
P1 ∗ min(P2, P3) = P1 ∗ P2 = min(P1 ∗ P2, P2 ∗ P3),
for every P1, P2, P3 ∈ P ′. By Lemma 3.1 we have for every P ∈ P ′ that P ∗ 0 = 0 ∗ P = 0. 
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Remark 3.1
(i) In the semiring (P ′,min, ∗) the neutral element 0 formin is a matrix of stationary distribution,
while the neutral element 1 for the matrix multiplication is the unit matrix. Since the value of
the mobility index for every P ∈ P ′, is between M(0) = 1 and M(1) = 0, the chosen mobility
index has to satisfy the immobility axiom and the perfect mobility axiom.
(ii) The multiplication of matrices in the semiring (P ′,min, ∗) forces that the value of transition
probabilities on a diagonal at the expense of off-diagonal elements is decreased, while the
mobility index must reﬂect this change of transition probabilities, i.e., it has to satisfy the weak
monotonicity axiom, since the permutation matrices are in P ′, see [26].
It is nownatural to askwhether someof knownmobilitymeasures satisfy the conditionsof Theorem
3.1, and then the properties of the ordering induced by this mobility measure. Many authors in their
papers have offered an outline of mobility measures and properties that meet them [2,6,12,21,33].
In the investigation of the properties of the known mobility measures on the domain of a semiring
from Theorem 3.1 [15], it turns out that Bartholomew’s index [5], being the equilibriummobility index
which, in a general case, satisﬁes the immobility axiom and the monotonicity axiom.
Deﬁnition 3.4. Letpi beprobabilitieswith stationarydistributionπ.Bartholomew’smeasure ofmobility
MB : T 2 → R, of a transition matrix P = [pij]n×n is given by
MB(P) =
n∑
i=1
n∑
j=1
pipij|i − j|. (4)
Bartholomew’smeasure ofmobility is an average number of income classes crossed by individuals.
For the doubly stochastic transition matrices the considered probabilities pi are equal and therefore
their values are pi = 1n . Bartholomew’s index has a value between zero (for the unit matrix) and n
2−1
3n
for the matrix of the stationary distribution. So, we have (see [19]):
Proposition 3.1. The normalized Bartholomew’s index MNB : P2 → R, obtained dividing MB from (4) by
n2−1
3n
, is given by
MNB(P) = 3
n2 − 1
n∑
i=1
n∑
j=1
pij|i − j|,
satisﬁes the immobility axiom, the monotonicity axiom and the perfect mobility axiom on the set P ′.
Proof. Thenormalized Bartholomew’s indexMNB satisﬁes the immobility axiomand themonotonicity
axiom, as well as MB. The normalized form of Bartholomew’s mobility index MNB has the value 1 for
matrices of stationary distribution of a doubly stochastic transition n × n matrix, and therefore it
satisﬁes the perfect mobility axiom on the set P ′. 
Proposition 3.2. The normalized Bartholomew’s index induces in the semiring (P ′,min, ∗) a partial
ordering.
Proof. The normalized Bartholomew’s index satisﬁes all conditions of Theorem 3.1. According to
Proposition 2.1, the semiring (P ′,min, ∗) is partially ordered by the relation given by (3) andDeﬁnition
3.3, forM = MNB. 
Remark 3.2. The ordering on the semiring (P ′,min, ∗) is a partial ordering. For the permutation
matrices the value of the normalized Bartholomew’s index will be greater than 1 and therefore the
question is set referring to mutual ordering of permutation matrices in the semiring (P ′,min, ∗).
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Taking into account the axiom (WM), it may be considered that permutation matrices are perfectly
mobile and that they are equally mobile like the stationary distribution matrix.
D’Agostino and Dardanoni [9] have introduced Spearman’s footrule as a mobility function for a
permutation matrix P given by
MS(P) =
∑
(i,j)∈S(P)
|i − j|,
where S(P) = {(i, j)|pij = 1} is a characteristic set of P.
Proposition 3.3. The normalized Bartholomew’s index gives the same ordering of permutation matrices
in the semiring (P ′,min, ∗) as the Spearman’s footrule.
Proof. Transition probabilities pij of a permutation matrix P have values from the set {0, 1}, and
therefore we obtain
MNB(P) = 3
n2 − 1MS(P).
As a consequencewe conclude that the normalized Bartholomew’s index and Spearman’s footrule give
the same ordering of permutation matrices. 
Remark 3.3. D’Agostino and Dardanoni (see [9]) demonstrate that Spearman’s footrule is not appli-
cable for the ranking of permutation matrices. Therefore they introduced the mobility index on a
set of partial permutation matrices, such that the class of permutation matrices is a subclass of this
introduced class. This implies a completely different approach to mobility and induces a full ordering
on the set of permutation matrices.
4. The ordering on a semiring of monotone doubly stochastic matrices
In the theory of intergenerational mobility, a great attention is paid to investigation of mobility
indices that reﬂect equality of life chances, usually called equilibriummobility indices. They satisfy the
perfect mobility axiom, and therefore the mobility index reﬂects the equality of the sons’ life chances
irrelevant of their fathers’ social class. On the other hand, it is desirable that equilibrium mobility
indices satisfy also the monotonicity axiom. Therefore they might reﬂect a greater mobility in the
case when sons go far from their fathers’ social class. Reducing the domain of transition matrices to
the domain of monotone matrices, where there are no conﬂicts between the monotonicity axiom and
the perfect mobility axiom. Monotonematrices occurring in the investigation of the intergenerational
mobility are most often doubly stochastic, see [33].
Let us denote by Pm the set which contains the unit matrix I, a matrix of stationary distribution Jn,
and all monotone doubly stochastic n × nmatrices.
Deﬁnition 4.1. Let be P, Q ∈ Pm. We say that the matrix P is more mobile in Shorrocks’ sense than
the matrix Q , denoted by P m Q, if M(P)  M(Q), where M is a mobility measure that satisﬁes the
axioms (I), (M), (PM).
It is obvious that the relation m is reﬂexive and transitive.
Lemma 4.1. A product of monotone matrices is monotone.
Proof. Let A = [aij]n×n and B = [bij]n×n be monotone matrices. According to Deﬁnition 2.7 we have∑s
k=1(a(i+1)k − aik) 0 and
∑s
k=1(b(i+1)k − bik) 0 for every i, s = 1, 2, . . . , n − 1. For the product
of matrices A and B, AB = C = [cij]n×n,we have
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s∑
k=1
(
c(i+1)k − cik)=
s∑
k=1
⎛
⎝ n∑
j=1
a(i+1)jbjk −
n∑
j=1
aijbjk
⎞
⎠
=
s∑
k=1
n∑
j=1
(a(i+1)jbjk − aijbjk)
=
s∑
k=1
n∑
j=1
(a(i+1)j − aij)bjk  0.
Therefore AB is a monotone matrix. Analogously we obtain that BA is a monotone matrix. 
Theorem 4.1. Let P ′m be the set of all monotone irreducible primitive doubly stochastic matrices of the
order n corresponding to homogeneousMarkov chain, unit matrix I andmatrix of stationary distribution Jn,
endowed with the operationmin : P ′2m → P ′m deﬁned for any twomatrices Pi, Pj fromP ′m in the following
way min(Pi, Pj) = Pi if M(Pj)M(Pi) (inducing the ordering m on P ′m in the sense of Deﬁnition 4.1),
and with the usual matrix multiplication ∗. Then (P ′m,min, ∗) is a semiring.
Proof. The set of monotone doubly stochastic matrices is a subset of the set of all transition doubly
stochastic matrices. The set P ′m is closed with respect to the operation min and according to Lemma
4.1 it is closed alsowith respect to the operation of the usualmultiplication ofmonotonematrices. The
proof that (P ′m,min) is a commutative semigroup, that (P ′m, ∗) is a semigroup and that distributive
law holds, is the same as in Theorem 3.1. The elements 0 and 1 are the same as in the semiring
(P ′,min, ∗). 
Remark 4.1. Since permutation matrices are excluded from the domain P ′m, the mobility measure
that induces an ordering in a semiring may satisfy the monotonicity axiom, too. The normalized
Bartholomew’s index in a general case satisﬁes the monotonicity axiom and induces the full order
in the semiring (P ′m,min, ∗).
The importantquestion iswhether the full orderingm is compatiblewith restrictionsof somewell-
knownorderings on a set ofmonotone doubly stochastic transitionmatrices. Thewell-knownordering
on a set of monotone matrices is given by Dardanoni [10]. He deﬁnes a partial ordering in such a way
that only monotone matrices that have the same stationary distribution π are comparable. Monotone
doubly stochastic matrices have the same stationary distribution, and the normalized Bartholomew’s
index induces the full ordering m in the semiring (P ′m,min, ∗). This implies the question whether
there is relationship between an ordering in a semiring of monotone doubly stochastic matrices in
Shorrocks’ sense and Dardanoni’s partial ordering of monotone matrices.
Aebi et al. [1] introduced a class of the equilibrium mobility indicesMef , as well as a class of power
mobility functional f . Amobility functional f is deﬁned in such a way that it has the value zero if there
is no mobility, while in all other cases it is higher than zero and in that way it reﬂects mobility from
one class to another. More precisely we have the following deﬁnition.
Deﬁnition 4.2. A mobility functional f : θ × θ → [0,∞[, where θ = {1, . . . , n}, is a function which
satisﬁes the following conditions:
(i) f (i, i) = 0 for all i ∈ θ ,
(ii) f (i, j) > 0 for all i, j ∈ θ with i /= j.
Deﬁnition 4.3. For irreducible transition matrix P with a unique stationary distribution π , and a
given mobility functional f deﬁned on θ × θ , where θ = {1, . . . , n}, mobility function Mef
deﬁned by
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Mef (P) =
∑
i∈θ
π(i)
∑
j∈θ
pijf (i, j) (5)
is called equilibrium f mobility index of P.
For a givenmobility functional f , themobility measureMef induces a total quasi-orderingf on the
set of irreducible transitionmatrices with the unit matrix, deﬁned in the following way: P f Q if and
only if it holds thatMef (P)M
e
f (Q), see [1]. We have the following stronger monotonicity property for
f , see [25].
Deﬁnition 4.4. The mobility functional f deﬁned on θ × θ is 2-decreasing if it satisﬁes the following
condition:
f (i + 1, j + 1) − f (i + 1, j) − f (i, j + 1) + f (i, j) 0.
Example 4.1. Aebi et al. [1] prove that the power function
f (i, j) = |i − j|α ,where α  1, (6)
is a mobility functional f which is 2-decreasing.
Theorem 4.2. The full orderingm in the semiring (P ′m,min, ∗) inducedby thenormalizedBartholomew’s
mobility index, is compatible with Dardanoni’s partial ordering on a set of monotone transition
matrices.
Proof. If the mobility functional f is given as the power function of the form as in (6), then the
normalized Bartholomew’s index MNB belongs to a class of functions of the form given by (5), for
α = 1. Since Dardanoni’s partial ordering implies an ordering on the domain of monotone transition
matrices (see the proof in Aebi et al. [1]), the orderingm in the semiring (P ′m,min, ∗) induced by the
normalized Bartholomew’s mobility index, is also implied by (compatible with) Dardanoni’s partial
ordering. 
Remark 4.2. What happenswith the othermobility indices from the classMef ? Do they induce the full
ordering in the semiring (P ′m,min, ∗)? The class of the functions Mef , satisﬁes the immobility axiom,
and normalizing it will have values in the interval [0, 1]. For the mobility functional f , which are 2-
decreasing, the class of mobility measuresMef satisﬁes also the perfect mobility axiom. In the general
case the class of functionsMef is not monotone.
Aebi et al. [1] provide a condition which is equal to Shorrocks’ condition of monotonicity on a
restricted domain of monotone transition matrices.
Theorem 4.3. If P and Q are two monotone transition matrices with the same stationary distribution
π such that pij  qij for all i /= j, and pij > qij for some i /= j, then P f Q for 2-decreasing mobility
functional f .
Recall that all doubly stochastic matrices have the same vector of the stationary distribution π ,
then we have as consequence of Theorem 4.3.
Corollary 4.1. If P and Q are two monotone irreducible doubly stochastic transition matrices such that
pij  qij for all i /= j, and pij > qij for some i /= j, then P f Q for 2-decreasing mobility functional f .
As a consequence of Theorem 4.1 we obtain the following result.
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Corollary 4.2. The normalized class of mobility functions Mef induces the full orderingm on the semiring
(P ′m,min, ∗).
Proof. Thenormalized class of the equilibriummobility indexMef satisﬁes all conditions fromTheorem
4.1. The full ordering m is a restriction of the ordering  on P ′m, and therefore it is compatible with
Dardanoni’s partial ordering on a set of monotone matrices. 
5. Conclusion
In earlier investigations on measuring mobility, the intention was oriented towards the outline of
properties of mobility measures, while recent researches have been oriented towards investigation
of order on a set of transition matrices. In the area of intergenerational mobility, a set of transition
matrices is reduced to a set of monotone doubly stochastic matrices, and a great attention has been
made towards researches of mobility indices that reﬂect a presumption of the equality of life chances,
so called equilibriummobility indices. So far the issueof orderingmonotonedoubly stochasticmatrices
has not been considered from a point of view of forming a semiring on this domain.
In this paper, the semiring (P ′m,min, ∗) is introduced on which a mobility measure induces a full
ordering in Shorrocks’ sense. It has been proven that there is a class of the equilibriummobility indices
Mef which induces the full ordering m in the semiring (P ′m,min, ∗). The introduced ordering m is
compatible with Dardanoni’s partial ordering on a domain of monotone transition matrices. Mobility
measures that induce the full ordering on the semiring (P ′m,min, ∗) satisfy three basic properties of
the measuring the equality of life chances in intergenerational mobility: immobility, monotonicity,
and perfect mobility.
There will be investigated in the future the extension of the whole theory to continuous state
Markov processes since the theory of stochastic monotonicity is already well developed there, e.g.,
[3,17].
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