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Abstract
The environmental consciousness and the fact of achieving greater energy independency
have led many countries to apply important changes in their energy systems. The
intensive renewable energy growth of the last decades represents the most notorious
example at this moment. However, this is not only occurring with power generation
purposes, there is an interest on extending this tendency to other strategic systems like
the heating, gas and transportation. This implies that at least an important part of
these systems will have to be electrified. From a power system perspective, this means
that it will have to undergo a significant load increase in the future.
Due to its nature, most of this load is expected to be accommodated at the power
distribution level. This implies a need for finding new alternatives to operate and control
the medium and low voltage networks. Considering the technical and economic aspects
of these networks, an active demand response represents a promising solution. This re-
search work is based on the opportunity of interacting the electrical power system and
the heating, gas and transportation systems to ensure a correct and efficient operation
of the distribution systems.
The aim of this work is to introduce new modelling approaches, methods of analysis
and control strategies to represent the active loads and the power distribution systems
in the future. Unlike for large transmission systems, in distribution systems a more
detailed modelling from each network element is required. The models developed in
this thesis include different features (thermal, mechanical, chemical. . . ) which are not
normally considered in the traditional power system modelling. In this sense, they are
intended to serve as a reference for the new researchers starting in the field. Moreover,
the grid studies and the demand response strategies introduced are intended to be ben-
eficial for distribution system operators (DSO) in the planning and development of the
future distribution networks.
The following thesis covers four main areas; modelling of active loads and residential
user requirements, flexibility definition and quantification, stochastic impact assessment
of LV networks and control of the demand response in LV networks.
In a first stage, different residential and non-residential loads are modelled with sys-
tem analysis purposes. The active loads considered can be categorized as: thermostatic
ix
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loads (electric water heaters and heat pumps), loads for hydrogen generation (alkaline
electrolyzers) and load for electric mobility (plug-in and vehicle-to-grid concepts). Many
of these are considered domestic loads and they fulfill certain need to the household they
belong. Depending on the user requirements, these may perform a different power con-
sumption patterns. In this context, the thermal comfort or mobility needs from Danish
users are statistically analyzed. The outcome is used to generate random profiles that
define the different thermal and mobility requirements from the users of a network.
The flexibility expected from users holding these loads, despite of being constantly
mentioned, is usually not properly defined and even rarer quantified. Therefore, it
represents another significant factor to be assessed. In this work, a methodology to
probabilistically quantify the potential flexibility from residential users is introduced.
The approach is based on non-flexible consumer clustering and subsequent statistical
analysis and the comparison with the power consumption pattern of flexible consumers.
The strong relationship of certain loads flexibility and the season of the year are clearly
highlighted.
Demand response, especially from residential users, is lately acquiring lots of atten-
tion due to the advantages that it introduces in regards the power system regulation.
However, depending on the load penetration and location, distribution grids may be
leaded to serious congestion problems. In this situation, not only the security and re-
liability of these networks are in danger, the flexibility offered by the active loads may
also be limited. It is then decisive, to understand what is the hosting capability of this
networks and their vulnerable points. In this stage of the thesis, a methodology for
stochastically evaluating the impact caused by thermostatic and plug-in electric vehicle
loads in low voltage grids is introduced. Even though the actual systems seem to be
over-designed, sometimes their hosting capability may be poor for the integration levels
expected.
Finally, in the last stage of this research work the control of the demand response
in LV networks is tackled. The hierarchical structure presented aims to control the
operation of heat pumps and plug-in electric vehicles to satisfy technical and commer-
cial aspects of LV grids. This strategy allows system operators to perform their energy
commitments, taking advantage of the flexible demand, while ensuring the security and
reliability of the LV network each moment of the day. A proper demand response strat-
egy makes possible to obtain economic benefits from the balancing service provision
while decongesting the LV network in critical moments.
Dansk Resumé
Øget miljøbevidsthed og en højere grad af energi-uafhængighed har ledt mange lande
til at indlede større ændringer i deres energisystemer. Den enorme vækst af vedvarende
energi gennem de sidste årtier repræsenterer denne kendsgerning. Dette sker dog ikke
kun med det formål at producere elektricitet, idet der også er en interesse for at udvide
denne tendens til andre strategiske systemer som varme-, gas- og transportsystemerne.
Dette indikerer, at en stor og vigtig del af disse systemer vil blive elektrificeret. Hvad
elnettet angår, vil det forårsage en betydelig belastningsforøgelse i fremtiden.
Denne forøgelse forventes at blive tilpasset på el-distributions niveau, hvilket forud-
sætter et behov for nye alternativer til at håndtere og styre mellem- og lavspænd-
ingsnettet. Tages de økonomiske og tekniske aspekter af disse net i betragtning, vil
et fleksibelt elforbrug repræsentere en lovende løsning. Dette forskningsarbejde tager
afsæt i mulighederne for interaktion mellem det elektriske energisystem og varme-, gas-
og transportsystemerne, for at opnå sikker og effektiv drift af distributionssystemet.
Hensigten med arbejdet er at introducere nye modeller, analysemetoder samt styr-
ingsstrategier for fremtidens fleksible elforbrug og fremtidens el-distributionsnet. I mod-
sætning til større transmissions-systemer, er en mere detaljeret modellering fra hvert
netværkselement påkrævet, når det gælder distributionssystemer. Modellerne udviklet
i denne afhandling inkluderer forskellige funktioner (termiske, mekaniske, kemiske. . . ),
som normalt ikke er taget i betragtning i den traditionelle elsystemsmodellering. Inten-
tionen er at modellerne skal fungere som reference for nye forskere på området. Ydermere
forventes analyserne på elnettet og de introducerede strategier for det fleksible elforbrug,
at være til nytte for distributionsselskaberne (DSO) i planlægningen og udviklingen af
det fremtidige distributionsnet.
Afhandlingen dækker fire hovedområder: Modellering af det fleksible elforbrug og for-
brugerkrav, fleksibilitetsdefinition og kvantificering, stokastisk undersøgelse af påvirkn-
ingerne på lavspændingsnettet samt styring af det fleksible elforbrug i lavspændingsnet-
tet.
I første fase er forskellige belastninger for boliger og andre lagringssystemer mod-
ellerede i system-analyse øjemed. Det fleksible elforbrug, der er taget i betragtning, kan
kategoriseres som: Termiske belastninger (elektriske vandvarmere og varmepumper),
xi
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belastninger til brintudvikling (alkalisk elektrolysator) og belastning til elektrisk mo-
bilitet (opladning af elbiler samt anvendelse af el-biler som energilager med mulighed
for afladning til nettet). Mange af disse er tiltænkt lokale behov, og de imødekommer
visse behov i husholdningerne. Afhængigt af forbrugerkravet, vil disse haveforskellige
forbrugsmønstre. I denne kontekst er den termiske komfort samt kørselsbehovet for de
danske forbrugere statistisk analyseret. Resultatet er benyttet til at skabe tilfældige
profiler, der definerer el-forbrugernes forskellige termiske og mobile behov.
Den forventede fleksibilitet fra disse forbrugere, er – udover at være nævnt hyp-
pigt – som regel ikke defineret og endnu sjældnere kvantificeret. Derfor repræsenterer
dette en vigtig faktor som bør vurderes. I dette forskningsarbejde introduceres en
metode til probabilistisk at kvantificere den potentielle fleksibilitet hos disse forbrugere.
Tilgangen er baseret på, efter at have lavet en statistisk analyse på en ikke-fleksibel
forbrugsklynge, at sammenholde den med elforbrugsmønsteret for fleksible forbrugere.
Der er fundet en stærk sammenhæng mellem belastningsfleksibilitet og sæson, hvilket
er tydeligt fremhævet i afhandlingen.
Det fleksible elforbrug specielt fra forbrugerene, har på det seneste krævet stor op-
mærksomhed jævnfør de fordele det medfører hvad angår styringen og balancen i el-
nettet. Imidlertid vil distributionsnettet kunne risikere store overbelastningsproblemer
afhængigt af belastningens størrelse og placering. I så fald vil ikke kun driftssikkerheden
og pålideligheden af disse netværk være i fare, men fleksibiliteten af de aktive belast-
ninger vil også være begrænset. Dermed vil det være af afgørende betydning at kunne
fastlægge overføringskapaciteten for disse netværk og se nettenes svagheder. I denne fase
af specialet introduceres en metode til stokastisk at evaluere indflydelsen af termiske be-
lastninger og belastningen af elbiler i lavspændingsnettet. Selvom de nuværende net er
overdimensionerede, kan deres egnethed i forhold til det forventede integrationsniveau
være begrænset.
I den sidste fase af forskningsprojektet, er styringen af den fleksible belastning i
lavspændingsnettet håndteret. Den hierarkiske struktur, som er præsenteret, har til
formål at styre driften af varmepumperne og elbilerne således, at tekniske og kom-
mercielle aspekter for lavspændingsnettet bliver tilfredsstillet. Denne strategi tillader
systemoperatørerne at opfylde deres energiforsyningsforpligtigelse ved at udnytte den
fleksible efterspørgsel, samtidigt med at den sikrer sikkerheden og pålideligheden af
lavspændingsnettet hver dag, året rundt. Et hensigtsmæssigt fleksibelt elforbrug gør
det muligt at drage økonomisk fordel for den balanceansvarlige samtidigt med, at man
aflaster lavspændingsnettet i kritiske perioder.
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Chapter I
Introduction
In this chapter, a short summary of the project idea, objectives and limitations are
outlined. Those aspects are based on an introduction of the actual Danish system, seen
both from the power system and market perspective. The “Smart Energy System” concept
is also summarized here.
1.1 Background and Motivations
The environmental awareness and the importance of achieving greater levels of energy
independency are leading many countries to consider renewable energy as an alternative
to the fossil fuels. For those part of the European Union (EU), this fact is also motivated
by the energy targets agreed between the state members. These, which are known as
the “20-20-20”targets, are covered on a directive of March 2007 [1]:
– A 20% reduction in EU greenhouse gas emissions from 1990 levels.
– A 20% increase on the share of EU energy consumption produced from renewable
resources.
– A 20% improvement in the EU’s energy efficiency.
The outcome of this policy is already quite relevant considering the renewable energy
share in the gross final consumption of the EU-28 countries in 2012. However, its actual
status varies from country to country. While countries like Sweden, Estonia and Bulgaria
have already accomplished their share, countries like Malta, Luxembourg and United
Kingdom are still far from the defined numbers [2]. Once the discussion is moved to
the generation of electricity, the 2013 European statistics show a predominant increase
of wind and PV technologies within the power generating capacity installed in the EU
since 2000 [3].
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The Danish energy policy has always included differences in comparison with the
other EU members. The motivation for modernizing its energy system and making it
more environmentally friendly has historically represented Denmark in this context. Due
to its long coastline, the Danish climate is characterized by consistent and strong winds.
In the absence of other natural energy sources such as coal, water in high elevations or
large sun radiation, the effort and dedication has focused in implementing the wind
technology as basis for electrification. A good example is the revolution of the modern
wind industry, given in the early 70s in Denmark [4]. This posture has been maintained
and even accelerated during the past years. In March 2012, the Danish Ministry of
Climate, Energy and Building reinforced the long-term goal: the 100% of the energy
supply -electricity, heating, industry and transport- is to be covered by renewable energy
by 2050. In accordance with this, new energy targets for 2020 are defined stepping up
the ones set by previous plans [5].
– More than 35% of the final energy consumption is to be supplied by renewable
energy.
– Approximately 50% of electricity consumption to be supplied by wind power.
– A reduction in the gross energy consumption of 7.6% in relation to 2010.
– A reduction in greenhouse gas emissions of 34% in relation to 1990.
To achieve those ambitious targets and phase out the fossil fuel dependency, an improve-
ment of the energy efficiency is required. This is claimed to be obtained by electrifying
the energy consumption and expanding the renewables supply. In the commitment of
this task, special importance is given to the wind power, exploiting both offshore and
onshore technologies, and the PV power generation. Consequently, the energy supply
of an entire country will depend and rely on an intermittent, variable and unpredictable
energy source in the future.
1.2 The Danish Case
In the previous section, the particularity of the Danish case is reveled. In relation to a
reconversion of an energy system there is not at this point a country comparable to the
Denmark. However, the realization of this plan also entails a number of challenges and
difficulties that have to be addressed in the coming years.
1.2.1 Problem Description
The wind power share is one of most illustrative features indicating that this change
is already happening. By the end of 2013, the wind power capacity installed in Den-
mark was 4772 MW [6]. As a consequence, the wind power share hit 33.2% of the total
electricity consumption in the country [7]. According to the predictions of Energinet.dk
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Figure 1.1: Estimation of the Wind Power Capacity in Denmark.
-Danish TSO-, shown in Fig. 1.1, the installed capacity will continue growing exponen-
tially. This growth seems to be moderate in the onshore case, but significant for the
offshore technology.
In line with this, the installed capacity estimated for the PV power rub 574 MW
by mid 2014 [8]. Its evolution during the coming years is projected in one of the last re-
ports published by Energinet.dk and DONG Energy [9]. Even though the development
of the installed capacity may be depreciated, since the expansion rate considered in the
report is the same as the one given 2012, the results shown in Fig. 1.2 indicate a linear
tendency in the expected growth of this technology.
In the traditional power system, the conventional power plants were accommodat-
ing their output in order to follow changes occurring at the load side or to aid the system
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Figure 1.2: Estimation of the PV Power Capacity in Denmark [9].
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performance. The transition from fossil-fuel based generation to a complete renewable
one implies a number of challenges which need to be seriously addressed. The power
production from renewable energy sources, like wind and photovoltaic, is characterized
for being intermittent, variable and unpredictable. This means that their production
rate depends on physical conditions which are out of any operator control capability.
Therefore, this kind of generation has to be utilized whenever it is available. In these
sense, large network reinforcements, higher balancing capacity and more investment re-
sources will be required in order to maintain the balance between the generation and
consumption.
Some of the existing studies have predicted the possible grade of imbalance between
generation and load under the large wind integration expected in Denmark. Fig. 1.3
illustrates a comparison between the actual and 2050 scenario made by [10]. In this fig-
ure it is appreciable how the current penetration levels are acceptable to maintain the
balance between supply and demand in the transmission system. This task is nowadays
performed by controlling local generation i.e small CHPs and some of the central power
plants and the employment of the international interconnections, especially during mo-
ments with power excess. From 2020 to 2050, the performance of this task gets more
complicated due to the frequent moments of imbalance and even more challenging the
magnitude of imbalance.
This context gets further aggravated due to the fact that some of the large con-
ventional power plants are going to gradually phased out on their power generation
commitment. This significantly affects a crucial part of the actual power system, the
system inertia and the short circuit capacity. On the one hand, the inertia of the power
system is mostly provided by the mechanical rotating masses of large generators. If part
of those disappears the system inertia reduces making the power system more vulner-
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Figure 1.3: Wind Production VS Electricity Consumption Expected in Denmark by
2050 [10].
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Figure 1.4: Shutdown of the all Wind Turbines in Horns Rev [11].
able to any incident that may occur during its operation. In this way, the loss of the
synchronous generators represents a loss of the conventional power system stabilizers
and with that a part of the short circuit capacity. As a consequence, all these technical
aspects make the operation and control of a power system like that very challenging for
any system operator.
The consequences of the Danish energy policy, are already affecting the current power
system operation. In [11], the field records of an incident happened in the offshore wind
farm of Horns Rev clearly illustrates what has been described. The wind farm, which
is located at the west coast of Denmark, is composed of 80 Vestas V80 wind turbines
of 2 MW. In January 20th, 2005 a wind storm made all the wind turbines in the wind
farm exceed their over-speed limit consequently pitching-out and forcing their stand still
mode. In consequence, in less than 4 minutes a loss of around 140 MW happened as it
is depicted in Fig. 1.4.
This loss of generation may not represent such a big deal for a large power system
such as the one in United States, Russia or China. However, for a small size country
like Denmark, with a relatively small power system, this kind of events might suppose a
large destabilization of its normal operating conditions. Larger and more serious events
are foreseen to happen with the levels of renewable energy expected in the future.
1.2.2 The Power System
The Danish power system is divided in two parts, the western part (DK1) and the east-
ern part (DK2). The actual generation capacity and the system load are depicted in
Table 1.1. In this context, the main producers of electricity are DONG Energy with
6137 MW and Vattenfall with 1816 MW [12]. Since the early eighties, the large develop-
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Table 1.1: Generation Capacity And System Load In Denmark (2012) [12]
Generation Peak Load (MW)
Technology Capacity (MW)
Condensing Thermal Power 1955
7091
CHP, District Heating 7082
CHP, Industry 811
Hydro Power 9
Wind Power 4163
Total 14020 7091
ment of distributed generation has made Denmark a very singular case. Back then, its
topology was characterized as a classical centralized systems, where few large steam tur-
bines produced the electricity for the entire country. The generation capacity installed
posteriorly became more and more dispersed being wind turbines and CHP plants the
prevalent technologies. In Fig. 1.5, the evolution up to now and the one expected for
the future is illustrated. As seen, the scenario is significantly different. In the past, the
few power plants injecting at the transmission system defined predominantly the power
flow. Nowadays, the large number of assets interacting with the system makes more
arduous the task of defining the power flow behavior.
Furthermore, it cannot be neglected that different offshore wind farms are already
under operation along the Danish coasts. The most important ones are Horns Rev part
I and part II of 160 MW and 209 MW and Rødsand of 207 MW. In Fig. 1.5, the
direction in which the current power system is expected to develop is also illustrated.
Among the large scale offshore wind farms projected: Horns Rev part III (400 MW),
Anholt (400 MW) and Kriegers Flak (600 MW). Different locations, along the Danish
coasts, have also being appointed as promising sites for future offshore projects [14]. Fi-
nally, this figure also shows the conventional power plants that are already phased-out
and the ones expected in the future. Some of these generation units have already been
dismantled. Others instead are expected to be converted into synchronous condensers
with the purpose of maintaining the system stability.
1.2.2.1 The Transmission System
In Denmark, the transmission system is basically composed by the 400, 150 and 132
kV voltage levels. The main power carriers are the 400 kV overhead lines connecting
the north and south of Jutland and the 400 kV overhead line connecting the west and
east of Zealand. Through these lines the power is transported to the load centers for
posteriorly be distributed to the consumers exploiting the lower voltage levels. The left
hand side picture of Fig. 1.6 shows the configuration of the Danish transmission system
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Figure 1.5: Evolution of the Distributed Generation in Denmark [13].
in 2013. The power interconnections with its neighboring countries are also an impor-
tant feature in this system. Denmark is located geographically between the continental
Europe and the Nordic countries. Therefore, the interconnection with Germany is made
via an AC line of 1780 MW and via and HVDC cable of 600 MW (KONTEK). The
interconnection with Sweden consist in an AC line with an export and import capac-
ity of 1700 and 1300 MW and an HVDC cable of 740 MW (Konti-Skan). Finally, the
interconnection with Norway is based on several HVDC cables with a total capacity of
1000 MW (Skagerrak). Nowadays, the Danish TSO employs these interconnections in
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Figure 1.6: Evolution of the Transmission System in Denmark [17].
order to regulate the power system under different levels of wind power generation. In
what the system expansion refers, the upgrade and improvement of the actual intercon-
nections represents key aspect for Energinet.dk. Examples of this philosophy are: the
new 700 MW HVDC line reinforcing the connection with Norway, the 700 MW HVDC
line (COBRA) connecting Denmark and the Netherlands and the additional 400 kV line
expected to be constructed in Jutland to reinforce the existing one [15], [16].
1.2.2.2 The Distribution System
The distribution systems in Denmark are basically composed of all the voltage levels
existing below the 60 kV level. The most common ones are the 60, 20 and 10 kV for the
MV and 0.4 kV for the LV. In 2007, there were around one hundred distribution system
operators (DSO) in the whole country.Those were and are committed to distribute
the electrical power within the safety and quality standards to each of the individual
consumers. Fig. 1.7 shows a list of the DSOs and their operation zones back in time [18].
The classification of those falls into non-profit cooperatives, municipalities of companies
with concession. Recently, many of those have started to get merged with the purpose
of expanding their operation limits and business areas.
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Figure 1.7: Distribution System Operators in Denmark (2007) [18].
1.2.2.3 The Heating System
The heating system is another characteristic part of the Danish energy system. In 1903,
the first CHP plant was built to treat the waste in a more environmentally friendly way.
Since then, the local heating management developed into a district heating technol-
ogy which nowadays supplies entire urban areas. Indeed, the space heating and water
heating of more than 60% of the Danish households are supplied with district heating
today [19]. According to the Danish Energy Agency, in 2012, 73% of the thermal power
was produced by the existing 670 centralized and decentralizes CHP plants [20]. Fig.
1.8 illustrates the location of the main technologies used in Denmark for heating supply.
The district heating is mostly concentrated in the major cities and large urban cores
as it is described. In those, the district heating network consists of a number of distri-
bution networks interconnected by a transmission grid. The transmission networks are
normally operated up to 125 ◦C and 25 bar and distribution networks up to 95 ◦C and
between 6 and 10 bar pressure. The longest district heating network, approximately
50 km long, is located in the Copenhagen area and supplies annually 35 PJ of thermal
energy.
However, this technology may not represent the most cost-effective solution for sup-
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Figure 1.8: Location of the Heating Technologies in Denmark.
plying heat to remote areas where the density of population is low. Logically, individual
heating and small CHPs are the predominant technologies employed in those places. In
rural areas specially, the oil and gas burners and the electric heating are mostly utilized
as the heating source.
In the future, the modernization of the heating system will pass by the utilization of
more efficient and environmentally friendly heating technologies. This implies the use of
large and small EBs and HPs both at district heating and domestic level. Moreover, the
current CHP plants will be reconverted in order to accommodate biomass and biofuels
that makes their combustion more eco-friendly. Finally, the thermal storage present on
the district heating networks and large heat storage tanks are intended to be exploited
with the purpose of making the heating system more flexible.
1.2.2.4 The Gas System
Besides the transmission system, Energinet.dk is also responsible for the operation,
control and expansion of the natural gas system in Denmark. According to the last
publications, since 2006, Denmark has slightly decreased its annual consumption of nat-
ural gas. The average consumption, before and during 2006, was around the 4 billion
Nm3 and in 2012 around 3.2 billion Nm3. 2010 got out of this trend, due to the fact
that it was a cold year therefore increasing the consumption from central power station.
The major part of the natural gas transported thought the Danish gas transmission
system comes physically from the North Sea. This is partially distributed within the
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Figure 1.9: Natural Gas Transmission and Distribution Systems in
Denmark [21], [22].
country for supplying its own demand and partially exported to neighboring countries
via the Tyra, NOGAT and Syd Arne pipelines. Approximately 16% of the natural-gas
production in 2012 was exported to the Netherlands, whereas 18% to Sweden and 13%
to Germany. According to Energinet.dk, Fig. 1.9 shows the transportation, distribution
and interconnection infrastructure of natural gas in Denmark. Table 1.2 summarizes
the capacities of the main elements composing this infrastructure [23].
In accordance with the estimations made by the Danish Energy Agency, the gas
supplies from the North Sea are expected to decay between 2018 and 2042, being more
likely to be exhausted in 2040. The total natural gas consumption is also foreseen to
decrease from the 3.5 billion Nm3/year (151 PJ) in 2013 to 2.8 billion Nm3/year (118
PJ) in 2022. However, the consumption of the so called renewable gases or fuels will
take over the reduction expected in natural gas supply. Among the alternatives, biogas
and hydrogen are two seriously considered renewable fuels. According to the previous
institution, the biogas production will grow from 0.17 billion Nm3/year (6.6 PJ) in 2013
to approximately 0.51 billion Nm3/year (20 PJ) in 2022 [24].
However, to achieve the objective of a 100 % renewable energy system by 2050, sev-
eral alternatives and technologies need to be taken into account. Generating hydrogen
with renewable energy and injecting it into the current natural gas system is one of them.
Hydrogen is a very volatile gas that when it reacts with oxygen gets highly flammable.
In consequence, it is important to know the impact produced in the equipment (pro-
cess, storage and measuring) of the current infrastructure. In this sense, Energinet.dk
in collaboration Danish Gas Technology Centre, GreenHydrogen.dk and DONG Energy
have carried out a research project to investigate the possibilities of mixing hydrogen in
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Table 1.2: Natural Gas Entry-Exit Transmission Capacity [23]
Millon Nm3/day Capacity Max. Flow
2010/2011 2011/2012 2012/2013
Nybro Entry 322 23 19 14.1
Lille Torup∗ Withdrawal 8 7 7 6
Stenlille Gas∗ Withdrawal 12 10 11 9.3
Exit Zone Denmark Exit 26 22 22 19.5
Ellund Entry/Exit 4.7/8.3 4/8.5 4/7.6 5.2/2.2
Dagør Exit Exit 92 8 7 7.7
∗ Storage Facility
1 Swedish system not designed for this capacity, it is limited to 6 million Nm3/day
2 Capacity at the receiving terminal, the supplies are constrained to 26 million Nm3/day
different concentrations -up to 20%- with the natural gas currently transported through
the gas networks. The test system selected is established between the decommissioned
stations, Helle M/R and Agerbæk M/R. The outcome of this investigation is intended
to show if the hydrogen damages the actual infrastructure and in which way it does it.
In consequence, Energinet.dk should learn how the gas system reacts and the way that
it needs to be maintained for ensuring a reliable green gas system in the future [25].
1.2.2.5 The Transport System
Denmark has a well-developed and modern transportation system. According to the
figures presented by the Ministry of transport in 2011, there exists 74.171 km of road
network, 2667 km of rail network, 113 seaports and 23 airports. Considering the types
of transport -road, rail, sea and air- the total energy consumed by the road transport is
by far the highest one at national level. In 2010, this energy consumption reached 160.6
PJ. In the same line, the road transport is responsible for a considerable part of the
contaminant emissions. Based on the previous statistics, around 2.16 million private
vehicles, 14.496 busses and coaches and 148.766 motorcycles were part of this system in
2010 [26].
A fossil-fuel based transportation system is not compatible with the sustainable
development that Denmark has planned for its entire energy system. In this context, a
system transformation is planned to be given gradually towards the electrification of the
country mobility. Seing the battery charging infrastructure developed and distributed
recently along the country, the first steps of this conversion are appreciable. Two com-
panies have developed the mayor part of this infrastructure, Clever and Better Place.
The fast and conventional charging stations are already established in the thirty biggest
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cities in Denmark. The charging points are located is places where there is agglomer-
ation of people such as top attractions, amusement parks, shopping centers or hotels.
The charging takes between 20-30 minutes and several hours depending on if fast or the
conventional charging is considered [27]. The location of the existing battery swapping
stations was decided based on accessibility, location/zoning, visibility, security, property
price, property size and shape, neighborhood. Fig. 1.10 illustrates the location of the
battery swapping and charging stations existing in Denmark in 2012. Notice that the
mayor part of the battery swapping and fast charging stations were distributed along
the main motorways E20 and E45 which go from the north of Jutland to Copenhagen.
Most of the stations have 4 battery chargers and a capacity for swapping 12 batteries
per hour. The average swapping time is from 3 to 4 minutes.
From a user perspective, the system conversion is expected to be encouraged by the
tax exemptions applied to the new EVs. As matter of comparison, the taxation applied
nowadays in any vehicle acquisition is up to 180 % of the vehicle value. This hinders to
some Danish consumers having access to an own private vehicle.
1.2.2.6 The Nordic Power Market
As a part of the named Scandinavian countries, Denmark trades and exchanges its power
in the NordPool Spot. This is owned by the Nordic and Baltic TSOs and is regulated by
the Norwegian Water Resources and Energy Directorate (NVE). In this platform three
mayor markets are operated; the day a-head (Elspot) and the intra-day (Elbas) markets
in the Nordic and Baltic Regions and N2EX market in United Kingdom. Currently,
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370 companies from 20 countries trade and compete among the different markets. The
energy volume traded at the NordPool Spot hit 432 TWh in 2012, where 334 TWh were
in Elspot and 3.2 TWh in Elbas [28].
Nowadays, 80% of the power consumption from the Nordic countries is traded
at Elspot. The prices for each hour of the following day are calculated based on the
expected supply, demand and the transmission capacity. The auction starts at 8 a.m
every day. Buyers and sellers are allowed to enter, modify and remove their bids until 12
a.m that is when the market closes. Based on the aspects mentioned before, from 12 a.m
to 1 p.m, the market prices are calculated. Finally, from 1 p.m to 3 p.m all trades are
invoiced and sent to the buyers and sellers. Elbas or the intra-day market is a continuous
market where the trading happens until the hour before the power is delivered. The
numbers given before clearly represent the big difference in the energy amount traded at
Elbas in comparison with Elspot. That is because this platform is used to compensate
the imbalances originated during the day of operation which differ from what it was
defined at the Elspot. Every day the TSOs publish their power transmission capacity
to Elbas. Based on this, the different parties make their offers on how much they want
to buy or sell. The trading is then set according to the first-come first-served rule. This
means that if transmission capacity is available, parties from neighboring countries can
participate in the trade too.
In case imbalances still remain an additional platform, called the regulation power
market (RPM), is employed. Unlike with the other two, this market is operated by the
TSOs in each country. The RPM is utilized to trade up and down regulating power. Its
aim is to anticipate excessive use of automatic reserves and to restore their availability.
Spot Market - Elspot Balancing Market - Elbas
A day-ahead market
One hour contracts - Auction 
trade
Demand
Supply
Price (€/MWh)
Energy (MWh)
Spot 
Price
Traded 
Energy
Bid / Ask
A hour-ahead market
One hour contracts -
Continuous electronic trade 
Regulation Power 
Market 
A real time market
Supply and demand-siddebidding 
priority lists
Prior to the operation hour During the hour of operation
The Nordic Power Exchange – Nord Pool Nordic Transmission 
System Operators
Figure 1.11: The Nordic Power Exchange Market [29].
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In the RPM all bids can be submitted, adjusted, or removed until 45 minutes before
the operation hour. These are collected and sorted in a list with increasing prices for
up-regulation and decreasing prices for down-regulation. Depending on the potential
congestions in the system, the TSO activates the cheapest regulating power.
Fig. 1.11 graphically represents the interaction among the different trading platforms
within a time line.
1.3 The “Smart Energy System”
According to what it is described in the previous sections, a conceptual and technological
re-structuration of the Danish energy system is planned to happen in the coming years.
Therefore, each of the subsystems composing it (power, gas, heating and transport),
are going to be affected in one way or another. Since renewable energy stands for the
main power source in the future, especially wind and PV power, large and intensive
instabilities are expected to be given in the power system. In order to cope with the
challenges of a 100% renewable energy based power system, Energinet.dk has appointed
four strategic areas [30]. As Fig. 1.12 depicts, they are summarized as:
– Expansion and upgrade of the existing network and the interconnections with the
Expansion And Upgrade of the 
Existing Grid and Interconnections
Activation of Demand 
Response
Power Storage
SMART GRID 
Wind Power Forecast
Improvement
Figure 1.12: Strategic Areas for Energinet.dk.
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neighboring countries.
– Design and development of advance techniques for wind power forecast.
– Deployment and implementation of large power storages exploiting technologies
like, compress air, batteries and the gas system.
– Exploit the flexibility from active loads by the activation of the DR.
All these aspects are considered from the future smart grid perspective. To maintain
the system stable, the TSO in lack of the traditional generation adjustment will have
to rely more and more on the wind power forecast. Based on this forecast, the opera-
tion strategy will be decided and planned accordingly. Then, the smart infrastructure,
the power interconnections and the different storage technologies distributed across the
country will be utilized as system regulators.
However, such a scenario is only imaginable with an infinite power exchange capabil-
ity of the interconnected systems. This situation is improbable, especially considering
that the neighboring countries may in the future have the same ambitious targets re-
garding renewable energy as Denmark. Under these circumstances, the Danish TSO
would find impossible to balance the system since its similes face the same problems
and needs at the same moment.
It is in this case when the DR acquires real sense. According to the Nordic power
market, this is a voluntary and temporary adjustment of electricity demand as a re-
sponse to a price signal or a reliability-based action [31]. An active DR allows a local
power management decreasing the international dependency on this matter. Taking
that into consideration, the authorities and institutions agree that the Danish solution
passes by the integration and combination of the different energy systems in what is
called the “Smart Energy System” [10]. This concept relies in the close interaction of
systems with different natures and requirements in order to have a global equilibrium.
In this context, the power system represents the backbone of the whole energy system
and its link with the rest of the systems is represented by the DR. In other words, the
employment of controllable loads will transform the electrical energy in other energy
vectors. Fig. 1.13 summarizes the way that the power system is expected to be linked
with the gas, heating and transportation systems. The excess of renewable generation
in the power system is distributed within the heating system, via the demand of small
and large scale EB and HP, within the gas system, via the demand of large electrolyzers,
and within the transport system via the demand of EVs. In the same way, when there
is lack of generation, the stored hydrogen can be converted into power via fuel cells and
the discharging from EVs can be encouraged.
For a feasible implementation of this concept, an important grade of electrification
is required from the other systems. Energinet.dk, estimates that approximately 80.000
HPs are installed nowadays in Denmark expecting 420.000 more by 2030 [32]. In the
same way, its previsions regarding electric vehicles (EV) rub 1.1 million units [33]. As
a consequence, the electrical power system is foreseen to undergo a considerable load
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Figure 1.13: The “Smart Energy System” [10].
growth in the coming years. In Fig. 1.14 an estimation made by the Danish Ministry
of Climate, Energy and Building regarding the electricity consumption expected due
to this electrification phenomenon is illustrated. From 2015 to 2035, the industry and
services (I&S) and the district heating (DH) seem to be the sectors that will require the
highest amount of energy individually. But it can neither be neglected that a significant
percentage of the total energy required will be demanded by electric vehicles (EV) and
individual heating systems (IH). The individual heating systems refers to electric water
heaters and HPs outside the areas of collective district heating and natural gas supply.
The continuous development of the EV infrastructure, the tax exemptions applied to
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the new EVs and the stimulation plans for replacing the old fashion heating systems are
the best example that this is already happening in Denmark.
Although this affects every power system level, the nature of the expected loads
points out the power distribution systems especially. From a DSO perspective this rep-
resents a challenge and an opportunity at the same time. One of the most concerning
issues for them is how to accommodate large numbers of highly rated loads in networks
that were not designed with that purpose. In [34], a study made in several 0.4 kV ra-
dials determined that the electricity consumption expected in Denmark by 2025, would
extensively overload a large percentage of the actual LV networks. Therefore, the conse-
quences are already well known; large voltage deviations, phase unbalances, overloading
of the current infrastructure. On the other hand, understanding the flexible character
of these loads, the advantages of the DR can be exploited.
1.4 Project Goals, Objectives and Methodology
This PhD project represents one of the working tasks of a global project called “Devel-
opment of a Secure, Economic and Environmentally-friendly Modern Power Systems”,
where it is intended to provide different technical and economical solutions for renew-
able energy based power systems. This PhD project aims to assess the feasibility of the
interaction between the power system and the gas, heating and transportation systems
and the impact that this causes in the power grid. Based on the energy system designed
by the Danish authorities, EWH, HP and PEV systems and large scale electrolyzers
will gradually be accommodated in the current system. Taking these into considera-
tion, this work addresses the following topics focusing on the distribution systems and
in particular on the LV ones.
– First, to investigate the single load behavior and the user requirements.
– Second, to define and quantify the flexibility that active loads are able to provide.
– Third, to examine the hosting capability of the current LV systems with the
purpose of finding the nature and location of potential bottlenecks.
– Finally, to propose new alternatives for controlling the DR in LV networks with
high penetration of active loads.
The software platforms employed to carry this research through are Matlab/Simulink
in what load and consumer modelling concerns and DIgSILENT PowerFactory for all
the tasks related with the active loads and LV network simulation. The methodology
utilized is summarized in the following steps:
– The single load behavior and the variables affecting its power consumption pat-
tern are comprehended by independently modelling each of the loads. This per-
mits a better understanding of aspects like, the relation between the thermal
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power demand of a household and the electrical power consumption from the
thermostatic loads. Furthermore, the direct relation between the driving pattern
of a user and the power demand of the domestic battery charger located at home
is also appreciated.
– The statistical analysis made on the thermal and mobility requirements from
Danish residential users highlights the seasonal influence on the electrical de-
mand from thermostatic loads. Moreover, different profiles representing the daily
behavior of users in possession of these loads are generated. These are essential
for the definition of their power consumption pattern during the time domain
simulations.
– A comparison between non-flexible consumers and flexible consumers is made
based on measurement campaign data obtained from the DSO. These makes
possible to define and quantify the potential flexibility that certain loads may be
able to offer in the future. The limitations to provide flexibility from thermostatic
loads during the winter and summer seasons is to be highlighted.
– Depending on the location where new loads are accommodated the LV network
behaves differently in terms of power flow. An steady state analysis is used to
investigate the current capacity and hosting capability of LV grids when submit-
ted to different load penetrations. Moreover, the nature and location of possible
constrains are intended to be underlined.
– Finally, through time domain simulations, the future dynamic behavior of LV
grids is intended to be represented. Depending on the load penetration, high
congested periods, which may last for few hours, may constrain the power transfer
capability of these networks.
1.5 Technical Limitations
The need for simplifying the problem implies sometimes to consider some limitations
on the investigation. In this case:
– The active load models, which are based on commercial data-sheet from man-
ufactures, are selected three-phase connection. The reason is the simplification
of the network analysis from a single-phase unbalance to a three-phase balance
problem. The single-phase is a common connection in LV networks and the un-
balances between phases may represent an important challenge in some particular
networks. Especially in those where a single consumers or a group of them lo-
cated in remote areas are supplied with a single phase connection. In Denmark
instead, the three-phase is a common connection in residential areas. The power
carrier is normally connected thought a 35 A fuse to the household cable box [35].
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Therefore, since this research work in based on the Danish case this simplification
does not represent a significant constraint for the potential findings.
– The common load of each consumer is unique and is represented by the data
obtained from a measurement campaign of the DSO. In the time domain simula-
tion, this is illustrated by one-hour based consumption profiles. Since the power
consumption is averaged within this time interval the sudden peaks characteristic
of this kind off systems are eliminated. The synchronization of several peaks is
one of the mayor concerns for DSOs since it may lead to continuous melting of
the system protection.
– The plurality in device and storage capacity is not contemplated within the mod-
elled residential consumers. Among the users with HP systems, 300 and 500 l
HWSTs are distributed in equal proportion. The same battery size is considered
among the users with PEV systems. In the reality, the user should select the size
and capacity of the system according to their thermal and mobility requirements.
Different individuals have different necessities.
– The system penetration of PV or another type of distributed generation is not
contemplated in this case. Even though, nowadays it may not be many of those
in the test systems considered, they may significantly appear in the future.
– The power quality issues originated by an active control of flexible loads are
not considered in this case. Especially with thermostatic loads, a frequent and
synchronized activation of these units may result in unacceptable variations of
the voltage.
– Even though the ICT represents the backbone of such a smart system, their
influence is not considered in this study. In fact, the data process and exchange
capability and the size of the data-storage are aspects which will definitely affect
the performance of any control implemented in the power distribution network.
1.6 Thesis Outline and Publications
This thesis is composed of two major parts, Part I – Report and Part II – Publi-
cations. The first part is an introduction, a state of the art, the load modelling and a
finally summary of the research reflected in the publications. This part of the report is
structured in several chapters, as follows:
– Chapter 1 introduces the Danish case and sets the project scope. It also defines
and describes the methodologies used together with its limitations. Moreover,
this chapter provides a guideline on how this thesis can to be utilized.
– Chapter 2 summarizes the state of the art and lists the most relevant literature
which has influenced the work reflected in this thesis. It especially focuses on
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areas like modelling of active loads, impact assessment of LV network and different
strategies utilized for solving technical constrains in LV networks.
– Chapter 3 provides a detailed description of the mathematical models developed
in order to represent the flexible loads considered in this work. Each model is
validated with different simulations and the results are discussed with the purpose
of understanding their behavior better.
– Chapter 4 introduces statistical analysis made on thermal and driving require-
ments from Danish residential users. Additionally, this chapter summarizes the
methodology employed to generate profiles which realistically represent the habits
from residential users concerning these two aspects.
– Chapter 5 summarizes the methodology employed in order to define and quan-
tify the potential flexibility from residential loads. This approach is validated
considering the case of a heat pump where its potential flexibility is deducted
from its power consumption pattern.
– Chapter 6 briefly describes the approach utilized to analyze the impact caused
in LV grids by the upcoming HP and PEV loads. It also illustrates a way to prob-
abilistically identify possible vulnerable points in this system when it is submitted
to various levels of load penetration.
– Chapter 7 addresses an important subject of this thesis, namely the control
of the DR in LV networks. The work developed in previous chapters serves to
comprehend the natural behavior of the loads, the users and the network. Based
on this, the chapter introduces a hierarchical structure proposed for controlling
HP and PEV loads in the LV grid according to different technical and commercial
aspects.
– Chapter 8 is the concluding chapter of this thesis. A part from the project con-
clusions and contributions some guidelines for future work are also provided here.
Furthermore, the chapter underlines the main achievement and contributions of
this thesis.
In the second part of the thesis, Part II – Publications, the main outcome of this
research project is presented with a list of manuscripts. This collection includes the
following peer-reviewed journal papers (accepted, under review or to be submitted) and
conference contributions:
Conference Papers
C1. Diaz de Cerio Mendaza, I.; Bak-Jensen, B.; Zhe Chen, "Alkaline electrolyzer and
V2G system DIgSILENT models for demand response analysis in future distribution
networks," PowerTech (POWERTECH), 2013 IEEE Grenoble , vol., no., pp.1,8, 16-20
June 2013
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C2. Diaz de Cerio Mendaza, I; Pigazo, A; Bak-Jensen, B.; Zhe Chen, "Generation of
domestic hot water, space heating and driving pattern profiles for integration analysis
of active loads in low voltage grids," Innovative Smart Grid Technologies Europe (ISGT
EUROPE), 2013 4th IEEE/PES , vol., no., pp.1,5, 6-9 Oct. 2013.
C3. Bjerregaard, P.T.; Grzegorz Szczesny, I.; Diaz de Cerio Mendaza, I.; Pillai, J.R.,
"Intelligent control of flexible loads for improving low voltage grids utilization," Inno-
vative Smart Grid Technologies Europe (ISGT EUROPE), 2013 4th IEEE/PES , vol.,
no., pp.1,5, 6-9 Oct. 2013
C4. Kouzelis, K.; Diaz de Cerio Mendaza, I; Bak-Jensen, B., “Probabilistic Quantifica-
tion of Potentially Flexible Residential Demand” in Proc. of Power and Energy Society
General Meeting (PES), 2014 IEEE, accepted, July 2014.
C5. Diaz de Cerio Mendaza, I.; Bak-Jensen, B.; Zhe Chen; Jensen, A., “Stochastic
Impact Assessment of the Heating and Transportation Systems Electrification on LV
grids” in Proc. of Innovative Smart Grid Technologies Europe (ISGT EUROPE), 2014
5th IEEE/PES , accepted, Oct. 2014.
Journal Papers
J1. Diaz de Cerio Mendaza, I.; Grzegorz Szczesny, I.; Pillai, J. R. ; Bak-Jensen, B.,
“Flexible Demand Control to Enhance the Dynamic Operation of Low Voltage Net-
works”, Smart Grid, IEEE Transactions on , vol.6, no.2, pp.705,715, March 2015.
J2. Diaz de Cerio Mendaza, I.; Grzegorz Szczesny, I.; Pillai, J. R. ; Bak-Jensen, B., “Ac-
tive Control of Demand Response in Low Voltage Grids for Technical and Commercial
Aggregation Services” IEEE Trans. on Smart Grids, under review, 2015.
Since the papers listed above contain the mayor part of the technical description
and the results of this thesis, it is important to define their relationship with the report
chapters. This is shown in Table 1.3
Table 1.3: Relationship between Chapters in the Report and Publications
Chapter in the Report 1 2 3 4 5 6 7 8
Publication - - C1 C2 C4 C5 C3, J1, J2 -
Chapter II
State of the Art
In this chapter, a summary of the most relevant literature for this research work is
presented. The biography utilized tacked a large spectrum of topics, from the active
load modelling till the different strategies utilized for solving technical constrains in LV
networks. Additionally, the approaches employed to asses the impact originated by the
integration of flexible demand are also discussed.
2.1 Introduction
The availability and the capacity of energy storage is an important aspect in the control
and operation of renewable energy based power systems. Fig. 2.1 gives an overview of
the main storage technologies available or under development nowadays. In the previ-
ous chapter has pointed out, the Danish solution to achieve a 100 % carbon free energy
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Figure 2.1: Types of Electrical Energy Storage [36]
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system passes for interacting the power system and the gas, heating and transportation
systems. Therefore, the conversion of electrical energy into other energy vectors makes
accessible and available new storage possibilities which will indeed be needed in the
future. Based on the design and configuration of IDAs Climate Plan for 2050 [37], the
thermal, electrochemical and chemical systems seem to be the storage solutions that
match appropriately with the Danish case. In this context, the DSM and in particular
the DR represents the physical interconnection between those and the power system.
According to [38], "DSM encompasses the entire range of management functions as-
sociated with directing demand-side activities, including program planning, evaluation,
implementation, and monitoring". This is normally categorized depending on the load
shape objective that is sought [39]. Fig. 2.2 illustrates that those are normally divided
as, demand response, strategic load growth and energy efficiency. The strategic load
growth and the energy efficiency refer to the increase or decrease of the load with the
purpose of achieving an efficient performance of the system in the long-run [40]. Accord-
ing to the U.S Federal Energy Regulatory Commission, DR is defined as “the changes
in electricity usage by end-use consumers from their normal consumption pattern in re-
sponse to changes in the price of electricity over time, or to incentive payments designed
to induce lower electricity use at times of high wholesale market prices or when system
reliability is jeopardized” [41]. Among the load shapes pursued by a DR strategy, peak
clipping, valley filling, load shifting and flexible load shaping are the most common ones.
Furthermore, according what it is stated in chapter 1, small scale thermostatic loads
(EWH and HPWH) and PEVs are expected to be connected at the LV level while large
scale EWH, HPs for district heating purposes and P2G systems at the MV level.
The demand side participation is not an innovative technology in what the power
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system regulation concerns. After World War I, large EB were introduced in Canada in
order to utilize the surplus of hydroelectric power [42]. However, it was during the late
70s early 80s when it became rather interesting in aspects such as the energy conser-
vation and the load management. This was mainly encouraged by the rise in the cost
of electricity and the competition from alternative energy sources [43], [44]. In the last
years, this interest has significantly grown due to the advantages that DR introduces
in terms of renewable energy integration. A practical demonstration carried out in [45]
illustrates the potential from Danish CHP plants and the local district heating in the
provision of power regulation services. The test unit under study, located in Ringkøbing,
is composed by a gas engine and gas turbine of 4.7 MWel and 5.9 MWth each, an electric
boiler of 11 MWel and a gas boiler of 40 MWth. The system is additionally composed by
250.07 MWh of heat storage and a heat demand of 85000 MWh. Under high wind power
generation conditions, the price of the regulating power market may became negative
for several hours. During those hours it is clearly illustrated how the plant, with the
employment of EB, actively responds to the need for increasing the system demand. In
this sense, it benefits from the fact that it generates and stores heat in cheap electricity
periods while aiding the system regulation.
Inspired by the smart grid debate, the DR at residential level is frequently appointed
as a potential source of flexibility for renewable energy based power systems. The heating
is one of the promising sectors which are intended to be exploited with those matters.
By default, buildings and households have large thermal capacities. From a thermal
point of view, their time constant is quite significant comparing with the electrical dy-
namics. This fact makes the thermal and electrical demand to be practically detached.
Therefore, it is possible to move power consumption from the heating systems in time
without compromising the comfort of household residents [46].
In this context, the flexible demand from domestic EWH and HP systems is partic-
ularly underlined. In [47] and [48], it is claimed that an active participation from HP
systems can reduce the operation cost and the CO2 emissions in power systems with
high level of wind power share. In the same way, [49] and [50] show that the frequency
fluctuations, characteristic of renewable energy based power systems, are possible to
be suppressed with the synchronized response of numbers of these appliances. In [51]
is demonstrated that with proper control it is possible to reduce the storage capacity
required from more expensive systems for the compensation of the power fluctuations.
EWHs are also commonly used as a source of flexibility with various purposes. The
thermostat set-point control of aggregated EWH was utilized in [52] to demonstrate the
economic benefit for user participating in DR programs and the provision of balancing
reserve for utilities. The direct control approach is exploited in [53] to make EWH
follow power regulation signals. By the participation in the power regulation market,
the load-serving entities are able to recover the investments made in the telecommu-
nication infrastructure to communicate with the assets. The reduction of the amount
of PV power curtailment, due to network stress conditions, and the provision of load
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frequency reserves are mentioned in [54] as the advantages of controllable aggregation
of EWH. Furthermore, reductions of the infeed prediction error of wind generators are
claimed in [55], when allowing a large cluster of those participating in the active power
regulation.
The road transport is another sector which may represent a source of flexibility in
the future. In this sense, the active control of EV charging seems to be also in the
core of the DR discussion. Even though, their storage availability may be bounded
depending on the participation context, it is possible to shift their charging operation
as well as vary their charging rate [56]. The opportunities introduced by the collective
response from PEVs, especially in the provision of load frequency services, is emphasized
in [57–60]. By controlling the charging of those, the system operator could benefit from
lower system frequency deviations and an increase of the available regulation capacity.
The reduction of the system generation costs is underlined in [61]. Indeed, displacing
the charging operation to valley hours is possible to avoid system overloading while re-
ducing the power generation cost. As with the EWHs, the charging flexibility offered by
PEVs is also possible to be employed in order to compensate the power forecast errors
from renewables and in consequence the cost those implies [62], [63].
In line with this, the application of V2G concept launches new alternatives in the
regulation of the power system. Although, some reticence exists from some scientific
sectors, due to the degradation that this implies for the EV battery [64], it represents
an emerging technology for battery storage applications. This technology is presented
in [65–69] as an interesting solution to contribute in the future power system stabiliza-
tion. In cases where the system frequency fluctuates due to high renewable energy share,
a coordinated response from number of EVs performing as V2G allows to compensate
the frequency deviations. Moreover, it is stated that a faster and more stable frequency
control and up and down regulation is possible when comparing with the conventional
generation units. Additionally, their synchronized response shows potential in other
areas like the voltage support and the peak shaving in distribution systems [70], [71].
Other promising sectors, such as the generation of alternative and renewable fuels,
are also expected to offer flexibility. This is the case of the hydrogen generation and the
active response from electrolyzer loads. Even though, their research, development and
implementation is not widely extended yet, more than for stand-alone or autonomous
systems, they are considered important for the regulation of future power systems. This
fact is appreciable with the increase of demonstration projects developed within the
last years in Europe, which aim to demonstrate the capability from hydrogen storage
systems to integrate more renewable energy [72]. Although as it has mentioned before,
its employment is still mostly limited to small scale applications, the obtained results
may be potentially implementable into large scale cases.
In stand-alone systems, i.e inhabited places with good wind condition but without
connectable grid, the option of having a load with fast dynamics, such as an electrolyser,
is very attractive for energy harvesting purposes. In [73–75] it is demonstrated how this
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load is able to follow the dynamics of wind and PV power generation providing at the
same time storage capacity for the excess of energy. Another example of the synergy
between renewable energy production and hydrogen is given in remote or islanded com-
munities where an autonomous energy system is needed. The technical advantages of
using electrolyzers to balance the renewable generation, which normally represents the
base generation in such a systems, is underlined in [76–80]. Furthermore, the storage
capability of this energy vector allows a larger penetration of renewables and in con-
sequence a mayor utilization of these sources. The minimization of the grid impact
produced by large scale renewable energy plants is also investigated recently [81–85].
Here, the feasibility and effectiveness of using large size electrolyzers connected at the
point of common coupling of a single generator or power plant to smooth the power
injected to the network is demonstrated. Moreover, the provision of medium to long-
term energy balancing services is also one of the mentioned advantages of such a system.
Finally, in [86] it is evidenced that the strategic location of grid connected electrolysers
in the transmission system reduces the total system load and improves the voltages of
operation. According to [87] and [88], the total construction and operation cost of fu-
ture expansions on the transmission system could be reduce with their implementation
facilitating at the same time larger accommodation of wind power in the system.
Up to this point, the potential from different load technologies to provide DR services
at a higher system level are described. However, it cannot be neglected that most of
these loads are expected to be integrated into the distribution levels of a power system.
This means that it is important to assess the opportunities and limitations that those
introduce at the local level. This research work is oriented in this direction, therefore
the next subsections introduce the most influential literature used to carry this out. The
aspects covered in the selected literature are; modelling of flexible loads, their technical
and economic impact in the distribution networks and the control alternatives for the
correction of the network constrains.
2.2 Modelling of Active Loads
The load representation in large and complex power system studies is traditionally sim-
plified and aggregated depending on the aim of the analysis. Once the analysis gets out
of this context and moves towards small and local systems these methods become less
able to represent the natural characteristics of the load. This is the case of LV distri-
bution grids, where depending on the load and its independent behaviour the network
responds differently. In consequence, there is a need to capture this singularity when
they are modelled. So, to represent their electrical behaviour, i.e power consumption
pattern, additional and interdisciplinary aspects needs to be taken into account.
It is true that a wide spectrum of potentially flexible loads exits, especially at res-
idential level. However, for this work the most relevant ones based on the prognostics
made by the Danish authorities have been selected. Therefore, the load models devel-
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oped and used for the system analysis are EWHs, HP, PEV systems and electrolyzers.
Then, the literature survey and the posterior analysis will be focused on those.
2.2.1 Electric Water Heater
Via a water immersed resistor/electrode the EWH uses electric energy as heat source to
heat water stored in a tank. As a thermostatic load, the modelling of its power consump-
tion normally implies the consideration of thermal aspects. The range of mathematical
models available in the literature vary in complexity and detail but in most of the cases
the physical equations governing the system are based in the first law of thermodynam-
ics -a simple energy balance-.
With a simple classification, those could be divided into one, two and multi node/layer
models and models for aggregation purposes. The one, two and multi node/layer models
intend to reflect, with more or less detail, the evolution of certain state variables (tem-
perature, energy, etc) in the storage tank. So, in the one node/layer, the temperature of
the water inside the tank is assumed uniform, meaning that it is equal at any point of
the cylinder. Therefore, as it is shown in [52] and [89–91], the heat transfer is modelled
as a first order differential equation. This is a very common simplification adopted in
relatively small size tanks. Nevertheless, for large size tanks an especially if a precise
understanding of the link between the thermal and the electrical demand is required
this kind of model may present limitations.
In reality, the temperature of the water stored in the tank varies at different depths
due to the change in water’s density with its temperature. This thermal phenomenon
is called water stratification. With the two node/layer model what is intended is to
give a solution, in a more simplistic way, to the limitations of the previous model. Two
water compartments are defined inside the storage tank, the upper one with an uniform
temperature close to the setting and the lower one also uniform but close to the inlet
water conditions. Again, an energy balance made in each compartment represents the
state variable dynamics. As depicted in [92] and [93] the height of the hot water in-
fluences its temperature dynamics too. The multi node/layer model tries to simulate
more precisely the temperature distribution in the tank. Therefore, the storage device
is divided in n sections where in each of them a first order differential equation is solved.
Each of these n equations will also reflect the heat interaction existing between different
sections. Depending on the precision required to simulate this phenomenon the number
of section will be more or less [94], [95].
The aggregated behaviour of a EWH population is commonly modelled by selecting
the one node/layer model with a stochastic method [54], [96]. Others instead are more
oriented to the definition of a group of appliance states within a time frame [97], [98].
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Table 2.1: Heat Pump Models Available in the Literature
Technology Reference Window
Ground to Water [46], [99], [100], [101], [102], [103], [104] and [105] 2007-2012
Air to Water [49], [106], [107], [108], [109] and [110] 2011-2013
Air to Air [111], [112] and [113] 2011-2014
2.2.2 Heat Pump System
The HP is a combination of different electro and thermo-mechanical elements defin-
ing a thermo-dynamical cycle. It aims to transfer thermal energy from one source at
lower/higher temperature to another location at higher/lower temperature depending
on the working mode, i.e. heating or cooling. They are normally classified based on
the heat source and the kind of system used to supply the thermal demand. As it is
assumable their modelling is expected to be different depending on the combination of
these two aspects. As a simple reference, Table 2.1 summarizes some of the typical
models published recently.
All these models aim to represent the electrical consumption pattern of the HP
load under a specific thermal demand of the user. This underlines the importance of
combining the electrical and thermal aspects in the modelling process of these loads.
Indeed, when looking into the composition those models two parts are clearly differen-
tiable, the HP and the sink system.
Since for representing the load pattern detailed thermal models would imply high
computational costs. This problem is commonly simplified with the employment of the
COP expression representative of these systems. The COP is defined as the ratio of
heating or cooling power provided by the HP in respect to the electrical power con-
sumed. When the unit is activated, the heat supply is normally deducted from this
expression. Now, the discussion centres in how to define this expression, since there are
various approaches to consider. On the one hand, there are cases, among them [114–116],
which consider the COP invariable or constant. In reality, the COP value significantly
depends on source and sinks conditions. From an aggregated perspective, this may not
be very important. However, in cases where the singular behaviour of different units is
to be captured this could introduce some limitations, especially because the COP may
vary significantly during the unit operation time [117]. On the other hand, others use
a polynomial expression to represent the COP as a function of the source and the sink
conditions [118–120]. Nevertheless, this approach implies to have a more detailed mod-
elling of the sink system to be able to calculate the variables for the COP expression.
The sinks which are normally considered in HP system models are; floor heating
and HWST. The first one is normally simplified to a single-zone model where the heat
dynamics are normally defined by a set of ordinary differential equations [121–123]. As
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Table 2.2: Electrolyzer Models Available in the Literature
Technology Reference Window
Alkaline [126], [127], [128], [129], [130], [131], [132] and [133] 1998-2012
PEM [134], [135], [136], [137] and [138] 2011-2013
SO [139] and [140] 2011
with the EWH case, the HWST is commonly represented by the n node/layer models.
Depending on the level of precision required, the sectionalisation of the tank will be
higher or lower. The one node/layer is commonly used by many researcher due to its
simplistic implementation [49]. However, it cannot be neglected that depending on the
heat demand supplied -DHW and SH- the size of the storage may increase reasonably.
In consequence, larger tanks will be more exposed to the stratification phenomenon
which implies its precise modelling in these cases [124].
2.2.3 Electrolyzer System
An electrolyzer is a combination of different electro-chemical elements which allow the
decomposition of an electrolyte -solution of KOH in water- into hydrogen and oxygen,
by passing a direct current between two electrodes. The electrolyzers are normally clas-
sified as, alkaline, proton exchange membrane (PEM) and solid oxide (SO) [125]. The
AEs, which is considered as a more mature technology in comparison with the other
two, is commonly used for large scale hydrogen generation applications. There is a
wide literature respect to electrolyzers modelling giving possibilities to find different ap-
proaches depending on the analysis required. Table 2.2 summarizes some of the typical
electrolyzer models published in the recent years.
Regarding the modelling of AE, the work carried out by Ulleberg during the late
90s must be highlighted as one the important references in this area [126], [127]. The AE
model introduced is composed by three parts, the I-U characteristic curve, the thermal
model and the hydrogen production. The I-U characteristic curve, which is represented
by a non-linear equation, defines the current and voltage kinetics in the system elec-
trodes. The temperature dynamics of the electrolyzer stack are defined with an energy
balance made in the thermal model. Finally, the hydrogen production part refers to the
set of equations used to calculate the hydrogen amount generated. Its implementation
was posteriorly assessed inside a renewable energy based stand-alone power system. Its
good accuracy and suitability was demonstrated in this kind of system analysis. Based
on this, researchers from [129] to [131] have applied and upgraded the model depend-
ing on their convenience. However, this is not the only approach utilised to model
such a kind of system. Authors in [132] employed the von Hoerner system in order
to address the power control of a wind-hydrogen system. A simplification of this last
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one was introduced by [133] in order to perform dynamic simulations in a wind/fuel
cell/electrolyzer/ultra-capacitor system. His implementation though may be restricted
due to the consideration of constant temperature and operation point.
A commonly employed method to model the PEM electrolyzers is the so called equiv-
alent electrical circuit. This approach, which is employed from [134] to [137], intends to
represent the electrical behaviour of this system based on a typical circuit composed of
a series resistance and a resistance and capacitance in parallel. Nevertheless, there are
also other ways to perform this task. Authors in [138] introduce a model with similar
structure as for the one presented by Ulleberg for the AE but for PEM electrolysers
instead.
Due to its fast load dynamics, the solid oxide electrolysis has recently captured a lot
of attention in the power regulation aspect. The problem is that the technology is still
under research and development which means that it is not mature technology [141].
Some of the mathematical models available are in [139] and [140].
2.2.4 Electric Vehicle and Vehicle to the Grid
Among the scientific community, the EV seems to be highly recognised in DR appli-
cations when it is capered with other flexible loads. Although, its participation in DR
can be seen either from the charging (EV) or also discharging (V2G) perspective both
share a common feature, the battery storage. Indeed, the battery storage represents
many times the core of the modelling process of such kind of load. As it also represents
a big part of the model introduced in the chapter 3, the literature review is oriented
towards this aspect. Since, the aim is to perform long-term dynamic simulations the
model should be simple to implement, computationally not heavy and precise.
The battery storage models available are normally classified as mathematical, elec-
trical or electrochemical [142]. The electrochemical models are commonly used for the
design and optimization of physic-chemical aspects of batteries [143,144]. However, the
detail level of precision required implies the need for sets of partial differential equations
which makes their resolution complex and time consuming. The mathematical models
use the empirical approach to represent the system behaviour such as capacity, runtime
or efficiency. However, the accuracy of the results that they provide is sometimes limited
and do not offer information about the voltage current relationship [145], [146].
In what the dynamic analysis of the power system concerns, the electrical model is
one of the most used methods to represents battery storage [147–149]. This is normally
defined by an electrical circuit, which is a combination of voltage sources, resistors, and
capacitors. Although, as it is stated in [142] there are different ways to characterize the
electrical model, the Thevenin approach is frequently employed [150–152]. The reasons,
when this is compared with others, are its simplicity and precision. However, its inaccu-
rate estimation of the battery SOC may sometimes represent a drawback depending on
the field of study. Its equivalent circuit normally also contains an ideal voltage source
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Table 2.3: Characteristics of the Different Battery Technologies [153]
Technology Lead-Acid Ni-Cd Ni-MH Li-ion Li-Po Nas
Efficiency (%) 70-80 60-90 50-80 70-85 70 70
E. density (Wh/kg) 20-35 40-60 60-80 100-200 200 120
P. density (W/kg) 25 140-180 220 360 250-1000 120
Cycle Life (cycles) 200-2000 500-2000 <3000 500-2000 >1200 2000
Self-Discharge Low Low High High Medium Medium
in series with an internal resistance and, depending on the precision of the response
required, various parallel RC circuits.
The discussion now moves to deciding the appropriate technology that should be
considered for EV or V2G applications. According to Table 2.3, the lithium-ion seems
to be one of the promising technologies in electro-chemical storage applications. Fur-
thermore, their high energy and power density, high efficiency and long lifetime make
them very attractive for the electric mobility. According to the model profile described,
it is reasonable then to select the lithium-ion technology and to represent it with a
Thevenin approach. So, depending on the aspect aimed to analyse, the literature offers
access to different models with this characteristics. For example, the models introduced
in [154], [155] are oriented to accurately represent the dynamic behaviour of the bat-
teries during the charging and discharging process. The circuit parameters provided
in [155] are validated via experimental tests. Other models, like in [156], are much more
simplified focussing on the power system analysis from an aggregated perspective of the
EVs. Such an approach is more normal in load frequency control and regulation aspects
of a large power systems.
2.3 Techno-economic Impact of Active Load Integra-
tion in LV grids
The conceptual and technological re-structuration foreseen in the Danish energy system
reflects an important process of electrification in the gas, heating and transportation
systems. Therefore, the power system is expected to undergo a considerable load growth.
Mostly, due to the replacement of the old fashion and fossil fuels based technology by
more new and efficient electricity driven loads. Although this affects each of the power
system levels, Energinet.dk considers that the distribution system and in particular the
LV networks are specially targeted due to the nature of the expected loads [157]. More-
over, in this report, thermostatic loads (EWH and HP) and PEVs are appointed as the
new loads that are awaited to penetrate these systems. In this context, the assessment
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and posterior definition of the impact originated by their integration becomes rather
important for the DSOs. Furthermore, this should be done covering both technical and
economic aspects of the LV networks.
From a technical perspective, the consequences from allowing high penetration levels
of highly rated loads are already well known by the DSOs. Among them; voltage devi-
ations, unbalances, voltage flicker, overloading of the infrastructure, etc. The analysis
made in [158] ratifies that thermal bottlenecks are likely to arise with an increase HP
penetration. Authors in [159] state that the simultaneous operation of customer appli-
ances aggravated by the introduction of HPs has forced already some DSOs to reinforce
part of the LV networks in Netherlands. The studies carried out in [160] demonstrate
that the LV grids could reach unacceptable voltage levels even for low penetration levels.
The impact of phase voltage unbalances is studied in [161] for different grades of HP
load allocation. Important phase deviations are underlined in here due to the prob-
lem of having synchronized start up currents from HPs. In [162], the voltage flicker is
mentioned also as one of the possible consequences of having starting inrush current of
residential heat pumps. This phenomenon is especially notable in the lighting which
makes customers complain to the utilities because it is perceived as a service problem.
Since the EV represents also an electrical load, the consequences of its system inte-
gration are the same as with any other. Nevertheless, a short summary is made in order
to describe some relevant aspects found in the literature about their accommodation in
LV systems. The study performed in [163] shows that a large portion of LV feeder ca-
bles and the secondary transformer could be significantly overloaded if an uncontrolled
charging is considered for those. The influence of the charging rate in the secondary
transformer aging is evaluated in [164]. Substantial lifetime reduction is claimed on
this piece of the electrical infrastructure when allowing high charging rates on PEVs
during peak hours. As with the HP case, extensive voltage drops are appointed in [165]
and [166] in relation to the uncontrolled charging of PEVs during peak periods. Finally,
the different power quality issues related to the PEV performance in these networks are
addressed in [167].
Although, the effect of the load combination is not yet addressed in detail there are
already some studies available in the literature. Authors in [168] claim that the impact
produced by the combination of HPs and PEVs is very dependent on the distributions
of those in the LV feeder. Using a stochastic procedure they conclude that the voltage
violations are more likely to occur when the PEV are getting charged.
Another important aspect which DSOs should put emphasis on is looking upon the
current capacity and the hosting capability of their systems. To keep track precisely on
this aspects may sometimes be difficult for them due to the number of systems which
are responsible for operating and controlling. In relation to this, some researchers have
recently focused on providing new ideas on how such a kind of studies should be per-
formed. A deterministic approach is utilised in [169] in order to define the maximum
capability of these networks to accommodate PEVs. This approach is based on varying
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the PEV penetration taking the worst case scenario as a reference. Even though this
may be common practice among DSOs or utilities when performing impact studies it
does not always represent the reality. Especially because for the same penetration level
a load distribution may result in a safe grid performance, while for another different it
may not. Therefore, the load distribution or location in the LV grid becomes a rather
important factor to consider since a wrong assessment may increase substantially the
investment of network reinforcement. By randomly distributing the HP load, authors
in [170] investigated the hosting capability of rural and urban networks. However, since
for each penetration level there is not an iterative evaluation of the network under dif-
ferent locations of the HP loads the study may be somehow limited.
From an economic perspective, the most distinguished aspect from a large load ac-
commodation is always the cost for network reinforcement [171]. The economic impact
originated by the integration of PEVs in LV networks is assessed in [172]. Five different
aspects are considered to make the evaluation; existence of voltage control, distribution
and location of PEVs, charging profile, penetration level and charging rate.
The fact of not having a voltage control implies the need for voltage reinforcement
in LV networks with voltage profile issues. The cost of this may vary between 7.6-30.8
ek depending on the network. The PEV location is another major conditioning in in
networks that experience voltage issues. The average economic difference between the
worst and the best distribution of PEVs is estimated around 18.6 ek in a possible
reinforcement process. The economic impact produced by having alternative charging
profiles is much related to the penetration level. In the worst case analysed the rein-
forcement cost due to this aspect could reach the 59.1 ek. Finally, depending on the
charging rate the network impact can be very severe requiring large reinforcement in
parts of the network. Depending on the charging strategy (slow or fast), the need for
network reinforcement could imply a cost up to 101.1 ek.
The economic impact could be seen also from the consumer perspective. The use
of ground source HPs as a heating system for different Swedish households is studied
in [173]. As it is stated, in some cases this technology can be a very cost-effective so-
lution providing up to 58% of savings per year in comparison with other technologies.
However, in other cases it can be even more expensive in comparison due to growing
cost of the electricity which can increase the expected investment return time.
2.4 Control and Management of Technical Constrains
in LV grids
The LV grids have been traditionally designed and constructed in order to have a secure
and efficient distribution of the power demanded. The "fit and forget" approach is
commonly adopted by the DSOs to minimize the costs of operation as much as possible.
Most of these networks have a radial topology except in some urban areas where the
Section 2.4. Control and Management of Technical Constrains in LV grids 37
link cable boxes are utilized to feed adjacent circuits during maintenance or faults. The
secondary transformers are not commonly provided with OLTC technology as with the
ones in the primary substations [174].
In this way, the power transfer capability in LV network is majorly constrained by two
circumstances, excessive voltage drops and overloading of the infrastructure. These two
are more or less correlated depending on their characteristics and design. For example,
in urban areas the load is normally more concentrated. Therefore, the network circuit
is composed by line cables with short length. Since this makes the network impedance
to be lower the overloading is more likely to happen before a voltage constraint. On
the other hand, in rural areas the consumers are more spread out which makes that
the connection distances much larger. This is reflected with longer line cables and in
consequence higher network impedance. So, the voltage constraint is more likely to
happen in this case than the overloading.
The violation of the voltage limit is normally a problem occurring at local points
of the LV distribution systems. When the steady state voltage profile gets distorted,
the traditional ways employed by DSOs to compensate these deviations are summarized
as [175]:
– NLTC transformer : In cases where the seasonal variation of the demand distorts
the voltage profile of the network, the DSOs manually change the transformer
tap to adjust these deviations. The standard taps available in this kind of trans-
formers are within ± 2.5 and ± 5%.
– Voltage regulators: They are essentially transformers with tap changing capability
which are connected in series to compensate the voltage along a specific feeder.
During heavy load conditions the controller boosts voltage the most and during
light load conditions the least. Normally, there are two approaches of regulation,
based on the voltage at a given point downstream and to keep the voltage within
a chosen band when operating from light to full load.
– Fixed and switched capacitors: They are located in strategic points of the net-
work to reduce the voltage drop along the feeder by reducing current flow to
loads consuming reactive power. They supply the reactive power or current to
counteract the out-phase component of current required by an inductive loads
and which also originates the voltage drop [176].
These solutions have been efficiently and cost-effectively operating since its introduction.
However, they also have their technical limitations, i.e. regulation capacity, stepwise
control, mean lifetime, tracing difficulties, etc. With the need for greater control, coordi-
nation and automation of distributed energy resources, new voltage control methods are
emerging at this level. Authors in [177] proposed the utilization of the meshed connec-
tion of LV feeders as an alternative to increase the hosting capability and in consequence
minimize the impact of the integration of new loads in the LV grids. This solution, even
though it may be effective, implies partial reinforcement of the network which is exactly
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what the DSOs tries to avoid or at least to postpone as much as possible. In [178]
and [179], an active tap changing at the secondary transformer is proposed to regulate
the demand according to the grid requirements. However, this approach do not consider
the local characteristic of the voltage as a constraint [180], since the transformer tap
adjustment changes the operation conditions in the whole system. In [180] and [181],
the EES are exploited for maintaining the voltage of the network under suitable oper-
ating conditions. Nevertheless, it well known that the cost is the biggest drawback of
these solutions. Other alternatives based on power electronic applications are recently
becoming quite popular. The presence of DGs, such as small scale PV and wind power,
allows providing regulation in these systems by altering the injection/curtailment of ac-
tive and reactive power. By doing so, authors in [182] and [183] claim that the hosting
capability of these networks can be increased in order to allow a larger PV generation
accommodation. Another alternative in this line are the so called smart transformers
and the AVRs. The analysis made in [184] demonstrates that the employment of smart
transformer provides the ability to perform better voltage regulation while supporting
a higher PEV and PV penetration level. On the other hand, the low time response
of the AVRs allows the LV grid to be almost immune to voltage sags or voltage swells
occurring in MV system [185].
Finally, the advantages introduced by a local DR in what the system voltage reg-
ulation concerns are also underlined in many cases. Authors in [186] and [187] utilize
the flexibility provided by thermostatic loads to make them operate during daytime in
order to mitigate the voltage rise from the PV generation. In [188] the smart strategy
employed for charging different PEVs in the LV systems allows reducing the voltage
impact produced by their integration.
As it is previously mentioned the overloading of the infrastructure is another as-
pect constraining the power distribution in these systems. The management of this
has traditionally been tackled by the DSOs with a protection scheme of the network.
This scheme is generally composed by a circuit breaker located at the secondary trans-
former level which allows power transmission up to maximum current value. Each of
the feeders are provided with a protection in each of their phases. This is normally a
fuse connected at the beginning of the feeder [159]. As with the voltage control, new
alternatives are recently appearing in the literature concerning the utilization of DR in
order to avoid system overloading in the future. By making HP systems react to local
price discrimination, authors in [111] are able to reduce significantly the overloading in
the power distribution infrastructure. In [189] the thermal storage connected to a HP is
employed in order to shift consumption in time and distress the LV grid. By applying an
operator controlled strategy the replacement of the secondary transformer is claimed to
be avoidable. The algorithm proposed in [190] coordinates the charging of PEVs based
on the market price to effectively shave the peak power demand and delay the need for
reinforcement.
Chapter III
Modelling of Active Loads
In this chapter, the mathematical models used to represent the different active or flexible
loads are introduced. In order to cover different aspects of the analysis, some of the
loads are described with a simple and/or detailed approach. Moreover, with the purpose
of understanding their natural behaviour they are validated and evaluated with different
dynamic simulations. Part of the results depicted in this chapter can also be found in
publication C1, C3 and J1.
3.1 Introduction
In the analysis of large power systems, the load at a particular bus has traditionally
been represented aggregated. Since this, it might be composed by large numbers of
devices such as appliances, motors, furnaces, etc its modelling needs to be significantly
simplified. Depending on the type of analysis its electrical nature is reflected differently.
The static models, exponential and/or ZIP, express the load characteristics at any point
on time by algebraic expressions. However, these are not sometimes able to represent
certain aspects of the load, such as its variation with the time and the weather or its
economic dependency. In such cases, specific dynamic models have to be developed to
study their effects on the power system [191]. Once the analysis is moved towards the
power distribution systems the load starts to get more disaggregated. In the LV sys-
tems, in particular, the approach used to model the load has to be seen from a different
perspective due to the strong influence that each of the loads have independently in the
network performance. In this sense, the representation of the individual and indepen-
dent behaviour of the consumers and their mayor loads becomes rather important.
Taking this into consideration, various models are developed to represent in detail
the operation from different active loads. Since, their performance depends also from
non-electrical aspects the models include different features (thermal, mechanical, chemi-
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Figure 3.1: EWH Model: (a) System Overview, (b) DIgSILENT Lay-out.
cal. . . ) in order to cover those. DIgSILENT PowerFactory, and in particular its dynamic
simulation language (DSL), is the platform selected to carry out this task. Finally, the
set up models are intended to serve as a reference for new researchers starting in DR
area.
3.2 Electric Water Heater
Via a water immersed resistor/electrode the EWH, or EB, uses electric energy as a
heat source to heat water stored in a tank. The heated water will later be used for the
daily domestic activities (cleaning, cooking, washing. . . ) in a household. Fig. 3.1(a)
shows a simple illustration of the system and Fig. 3.1(b) its DIgSILENT lay-out. As
it is depicted, the system considered is oriented to a medium size family, which may be
living in a detached house or an apartment. Since, the tank size considered is relatively
small the stratification effect is assumed negligible. Therefore, the one node or fully
mixed tank approach is selected to model the heat transfer. The physical equations
governing the system are based on the first law of thermodynamics which are described
by the following differential equation [192].
vt · ρ · Cpw dTs
dt
= qeh − qdhw − qloss (3.1)
where vt is the volume of the HWST, Cpw and ρ are specific heat capacity and density
of the water and Ts the water temperature in the HWST. Due to the temperature
difference between the water stored and the air where the HWST is installed, a heat
transfer is originated. Even though, the HWST is insulated in order to minimize this,
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there is still a thermal loss (qloss) which is accounted as [192]:
qloss = UA · (Ts − Tr) (3.2)
where UA is the heat transfer coefficient and Tr is the air temperature of the room
where the HWST is installed. Whenever there is a DHW request from the user, the
amount of hot water drawn from the HWST is instantaneously replaced by cold water
coming from the city water network. This implies that the mass flow of DHW supplied
(mdhw) needs to be equal to the cold water supplied to the HWST (mcw). Therefore,
the thermal power demanded in form of DHW (qdhw) makes the one stored in HWST
decrease [192].
qloss = mdhw · Cpw · (Ts − Tcw); mdhw = mcw (3.3)
where Tcw is the temperature of the water coming from the city network. Since, the
power conversion from electrical to thermal is assumed to be given without any loss,
the thermal power generated by the resistor (qeh) is calculated as;
qeh = PEWH · CS ; PEWH = P rtEWH ·
(
Vpoc
Vrt
)2
(3.4)
where PEWH is the electrical power demand of the EWH, P rtEWH its rated power, CS
the control signal defining the ON/OFF status of the appliance, Vpoc the voltage at its
point of connection and the Vrt its nominal value. From an electrical perspective, the
EWH is characterized as constant impedance load [191]. This means that its power
consumption is directly influenced by the voltage at what it is supplied. Based on [193],
this effect is captured as it is shown in eq. 3.4.
The EWH is controlled based on a regular hysteresis or ON/OFF control. The
electrical resistor turns on (CS=1) when the Ts drops to the lower cut-off band (T c).
This will keep heating the water in the HWST until the higher band (Tc) is reached,
that is when it turns off (CS=0). This cycle is continuously repeated in order to keep
the water temperature within the proper limits for its utilization.
3.2.1 Model Verification
The power consumption pattern from a EWH depends on aspects such as its storage
size, the DHW demand from the household and the voltage level at what it is supplied.
Table 3.1: EWH Model Features
Parameter vt (l) P rtEWH (kW) UA (W/◦C) Tcw (◦C) Tr (◦C) Vrt (kV)
Value 100 - 250 2.4 1 10 10 0.4
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Figure 3.2: EWH Performance with Different Storage Sizes at Constant Voltage
Supply: (a) mdhw, (b) Vpoc, (c) Ts and (d) PEWH .
Table 3.1 provides the features utilized to validate the model which is introduced in the
previous section. Due to sanitary reasons, the hot water inside the tank is controlled
among the thermal range of 60 and 75 ◦C. Fig. 3.2 and Fig. 3.3 shows the results
obtained in the cases designed for its validation. Subfigure (a) shows the DHW con-
sumption profile along a day, subfigure (b) the voltage at the point of connection of the
EWH, subfigure (c) the variation of Ts and subfigure (d) the active power demand of the
EWH. In both of the cases designed the dynamic behaviour of the EWH is compared
under two DHW drawn profiles which implied different thermal energy consumption at
the end of the day.
In the first case, it is assumed that the EWH is placed in a strong location of the
LV network where the voltage is invariable and equal to 1 p.u. Therefore, to study the
influence of the storage size, four tank sizes are taken into account. As it is depicted
in Fig. 3.2, since the storage capability from the smaller tanks is limited, the resistor
switches ON more frequently to maintain the temperature within the stated limits. On
the other hand, the tank with larger capacity switches ON less frequently but also re-
mains active for a longer time. Additionally, the influence that the thermal demand has
over the switching frequency of the appliance is significantly clear.
The voltage dependency is another important aspect to point out in the performance
of this load. Therefore, an EWH with a storage capacity of 200 l is simulated in four
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Figure 3.3: EWH Performance with Different Network Impedances: (a) mdhw, (b)
Vpoc, (c) Ts and (d) PEWH .
different locations of the LV network. To simulate the natural differences between lo-
cations distinct network impedances (Z) are considered for this second case. In Fig.
3.3 is clearly depicted how a lower voltage reduces the active power consumption of
the EWH. In consequence this must remain activated for a longer time to achieve the
defined thermal requirements. Furthermore, this effect may even affect indirectly the
temperature dynamics of the water inside the tank consequently altering the natural
consumption pattern of the device.
3.3 Heat Pump Water Heater
A HP aims to transfer thermal energy, with a high efficiency, from one source at
lower/higher temperature to a sink location at higher/lower temperature depending
on the working mode, i.e. heating or cooling. Therefore, by combining different ele-
ments which describe a thermo-dynamical cycle it exploits the physical properties of
a volatile, evaporating and condensing fluid known as a refrigerant. This cycle in its
simplest form is described as following. The gaseous working fluid enters in a heat ex-
changer -evaporator- at low pressure and temperature. Here it absorbs heat from the
source and it starts to boil. Then, the fluid is pressurized by a compressor, which makes
this circulate through the rest of the system. Now, the highly warm and pressurized
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Figure 3.4: Simple HPWH Model: (a) System Overview, (b) DIgSILENT Lay-out.
vapour is cooled until it condenses into a high pressure, moderate temperature liquid in
a heat exchanger -condenser- located at the discharge side of the compressor. The con-
densed refrigerant then passes through a pressure-lowering device also called expansion
valve. Finally, as a simple notation the water with what the condenser is cooled is the
one employed for supplying the domestic demand.
Taking into consideration the different technical and economic aspects from the ex-
isting technologies [194], the air-to-water solution interfaced by HWST represents an
appropriate technology to supply the future thermal needs of residential households.
With the purpose of extending the range of study of this appliance, two approaches are
considered in the modelling task.
3.3.1 Simple Approach
The model described in this subsection refers to the model which is introduced in pub-
lications C3 and J1. Fig. 3.2(a) gives an overview of the variables of the simple model
while Fig. 3.2(b) shows its DSL block diagram. As with the EWH, the average energy
inside the tank (ES), in per unit (p.u), is determined as:
ES =
E0 + EHP − Eth − Eloss
Ect
(3.5)
where E0 and Ect are the initial energy state and the energy capacity of the HWST, in
kWh. Attributable again to the temperature difference between the water stored and
the air where the HWST is installed, an energy loss exists in the tank (Eloss) and is
defined as:
Eloss =
1
3600 ·
∫
UA ·
(
ES · Ect
vt · Cpw · ρ · kn − Tr
)
· dt (3.6)
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where vt is the HWST volume in liters, UA is heat transfer coefficient in W/◦C, Cpw
and ρ are the specific heat capacity and the density of the water, kn is a normalization
parameter and Tr the air temperature of the room where the HWST is installed. The
EWH are normally designed only to supply thermal demand in form of DHW. The case
that they supply thermal demand for SH applications is rare. Unlike with those, the
HP systems are frequently used to supply both forms of thermal demand. Therefore,
the thermal energy consumption (Eth), in kWh, is calculated integrating the thermal
power demand (qth) of the household that is represented by the sum of the thermal
power demand destined to DHW (qdhw) and SH (qsh).
Eth =
1
3600 ·
∫
qth · dt; qth = qdhw + qsh (3.7)
The HP unit is modelled based on the COP approach. Therefore, from the commer-
cial data-sheet of a manufacturer [195], a polynomial interpolation is applied in order
to define a COP expression as a function of the atmospheric temperature (Tatm).
COP = −1.6e−5 · T 3atm + 0.00052 · T 2atm + 0.073 · Tatm + 3.4 (3.8)
The HP is electrically rated at P rtHP=3.1 kW with a power factor of 0.98 lagging,
after its compensation. Assuming that a constant speed compressor drives the unit, a
soft-starter is modelled based on [161]. This should limit the starting current to two
times its nominal a second after it is turned ON. Then, the thermal power produced by
the HP (qHP ) is calculated as:
qHP = COP · PHP · CS where PHP = P rtHP ; CS ∈ {0, 1} (3.9)
where CS is the control signal defining the activation of the HP according to ES . Nev-
ertheless, the steady state condition of qHP is not instantly achieved. It takes around
15 minutes for such a system [107]. Taking that into consideration, the energy provided
by the HP (EHP ) is then estimated as:
EHP =
1
3600 ·
∫
qHP · dt (3.10)
As with the EWHs, the HP is controlled based on a regular hysteresis control. The
unit turns on (CS=1) when the ES drops to the lower cut-off band (EC). The HP will
supply the HWST with thermal energy until the higher band (EC) is reached, that is
when it will turn off (CS=0).
3.3.1.1 Model Verification
In this case, two HWSTs are considered to validate the HP system model. Even though,
the sizes of the HWSTs are different, 300 l and 500 l, the UA assumed in both is the
same, 1 W/◦C. Having same UA, even if the tank areas are different, means that due to
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Figure 3.5: Performance of the Simple HPWH Model: (a) qHP and Tatm, (b) ES,
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different insulation characteristics the heat losses for the same temperature conditions
are the same in both HWSTs. Since it is supposed that the HWSTs are installed in the
household basement where the Tr considered is 10◦C. The hot water inside the tank is
controlled within the thermal range of 60 to 75◦C. Based on [192], it can be said that
this is equivalent to control the HWST within the energy range of 20.93-26.17 kWh for
the 300 l tank and 34.89-43.61 kWh for the 500 l one. This limits in per unit values are
EC=0.8 p.u. and EC=1 p.u.
The performance of the HP system model is compared in Fig. 3.5 under different
operating conditions. In the left hand illustrations, the HP with different HWST is
compared under high thermal demand conditions which may represent of a cold winter
day in February. The figures on the right-hand side instead compare the same but for a
typical day in May. Fig. 3.5(a) shows the Tatm and qth of a single household within a 24
h period. Fig. 3.5(b) illustrates the evolution of ES within this period and Fig. 3.5(c).
its active and reactive power (PHP , QHP ) consumption. Notice once again, how for the
same Tatm and qth conditions, the HWST with lower capacity produces a more frequent
activation of the HP. In the same way, the HP performance is significantly changing
within different seasons. Under better atmospheric conditions and lower qth, the ES
has much slower variation. As result, the HP stays OFF longer time and consequently
reducing its PHP and QHP consumption.
3.3.2 Detailed Approach
The electrical performance of a HP system is highly influenced by its COP. Therefore,
its accurate representation makes the estimation of the power consumption pattern of
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this load more precise. Generally, the COP depends on the source and sink conditions.
Since, having a precise consideration of those is sometimes complicated its expression is
commonly simplified or assumed constant. However, these assumptions may sometimes
lead to improper or inaccurate representation of its electrical performance.
The aim of this model is to try to capture the physical characteristics of the HP
system in order to represent its consumption pattern as good as possible. This implies
the consideration of other disciplines such us heat transfer fundamentals. Taking that
into consideration, Fig. 3.6(a) illustrates the system developed for this purpose. This
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is composed of the HP unit, the HWST and the hydronic circuit to supply the SH
demand. The HP unit is directly connected to a HWST. This means that the water
from the bottom of the tank (Tn) enters in the condenser and the output water is
discharged in the upper part of the tank. In the same way the hydronic circuit is linked
to the HWST via a heat exchanger coil immersed in the tank. As it is comprehensible
the HP unit stands for the main heat source in such a system. However, the HWST
is provided with an electric resistor to aid the HP unit in adverse operating conditions
where it is not able to supply the thermal demand requested itself. In Fig. 3.6(b) the
DSL block diagram of the model is depicted.
The active power demand of this system (PHPS), in kW, is the summation of the
power consumption of the HP unit (PHP ) and the resistor located in the HWST (PR).
The reactive power demand, in kVAr, instead refers only to the one drawn by the motor
driving the HP compressor (QHPS) [196].
PHPS = PHP + PR; QHPS = PHP · tan(ϕ); PR = P rtR ·
(
Vpoc
Vrt
)2
(3.11)
where P rtR is the rated power of the resistor, Vpoc the voltage at its point of connection
and the Vrt its nominal value. As with the EWH load, the resistor is characterized as a
constant impedance load. Hence, its power consumption is voltage dependent.
This is not the case of the HP unit. As it has been said its compressor is normally
driven by a motor which characterizes this as a constant power load [191], [197]. It
means that it uses the same amount of power regardless of the voltage at its POC.
Furthermore, another aspect confirming this is that the newest HP models are starting
to get interfaced with power electronics. This tendency is majorly justified due to the
advantages that it introduces on their control and operation. What is aimed with an
active control of the HP is to keep the sink temperature unalterable regardless of the
source conditions. This principle relies on the adaptation of the compressor speed and
in consequence the mass flow of the circulating refrigerant, to compensate any temper-
ature variations originated in the refrigerant due to the source conditions. For example,
in a cold winter day the COP decreases drastically because the refrigerant is less able to
absorb heat during the evaporation process. In consequence, its temperature after the
compression also decreases and so the heat transferred to the water during the conden-
sation process. This confirms the dependency of the output temperature of the cooling
water on the source conditions. Now, if the compressor speed is increased the mass flow
of the refrigerant circulating through both heat exchangers is higher. Therefore, based
on the heat exchange fundamentals this fact compensates the temperature decrease on
the refrigerant allowing maintaining the same rate of heat supply.
However, since the compressor speed is controlled by altering the electrical torque
of the motor it implies that the power demand of this load will vary according to the
source and sink conditions. The representation of this important aspect would require
a very detailed modelling of the thermodynamic cycle described by the HP. Developing
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Figure 3.7: Features of the HP Unit, (a) PHP , (b) qHP and (c) COP [198].
such a model and using it to represent large number of loads would lead to a unfeasible
times of simulation. Taking that into consideration, from the commercial data-sheet
from a manufacturer [198], three look-up tables are developed to define the main fea-
tures of this load, PHP , COP and the thermal power produced (qHP ). So, according to
what it is previously stated those should be delimited according to the source and sink
temperatures as it is represented in Fig. 3.7.
PHP = f(Tatm, Tcin); qHP = f(Tatm, Tcin); COP = f(Tatm, Tcin); (3.12)
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It is worth to mention that based on the raw data of the data-sheet a linear interpo-
lation and a posterior linear extrapolation was performed in order enlarge the operation
range covered. Once qHP is known the water temperature of the condenser output
(THP ) is deducted based on the equation used in [104]:
dTHP
dt
=
(
(Tcin − THP ) + qHP
mHP · Cpw
)
· 1∆t (3.13)
wheremHP is the mass flow of the water circulating in the condenser, Cpw is the specific
heat capacity of the water and ∆t is the time constant of the HP thermal dynamics.
Another important part of this model is the HWST. The HP systems supplying both
DHW and SH thermal demands are normally accompanied with a significant HWST.
This implies that the water stratification phenomenon should not be neglected since it
may have an impact on the power consumption definition. In order to represent precisely
the temperature distribution in the tank a multi-node approach is utilized. So, after
dividing the HWST into n sections the temperature in the node i (Ti) is deducted by
solving the following differential equation [199].
vi ρ Cpw
dTi
dt
= δHPi mHP Cpw (THP − Ti)− δcwi mdhw Cpw (Ti − Tcw)
− UAi( Ti − Tr) + δ+i mi Cpw (Ti−1 − Ti) + δ−i mi Cpw (Ti − Ti+1)
+Ai
λw
zi
Cpw (Ti+1 − 2 Ti + Ti−1) + δri qri − δihxi qihxi (3.14)
where vi is the volume in litres of the corresponding node, ρ is the density of the water
in kg/l, UAi is the heat transfer coefficient corresponding to the node i in W/◦C, λi the
heat conductivity of the water, 0.644 W/m◦C, mdhw the mass flow of DHW drawn from
the HWST in kg/s, Tcw the temperature of the water coming from the public network,
Tr the temperature of the air where the HWST is located, Ai the area of the circular
layer in node i in m2 and zi is the height of the node in respect to the bottom part of
the tank in m. δ is a parameter to define if a part of the equation is applicable to an
specific node. As it is illustrated in the expression below, mi refers to the mass flow
balance in node i:
mi = mHP −mcw (3.15)
If mi is positive (δ+i =1 and δ−i =0) represents that the heat transfer due to the
water mixing is downwards. If mi is negative instead (δ+i =0 and δ−i =1) means that the
heat transfer is done upwards. δHPi refers to the heat supplied by the HP so it is only
applicable to the top layer, δHPi =1 when i=1 and δHPi =0 for the rest of the nodes. δcwi
refers to the heat transferred with the water coming from the public network. Therefore
it is only applicable to the bottom node, δcwi =1 when i=n and δcwi =0 for the rest of the
nodes. δri refers to the thermal power provided by the electrical resistor (qr) so is only
applicable in those nodes where this is located.
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The average energy stored in the tank (Es) is calculated as the summation of all the
average energies at the different nodes.
ES =
vi ρ Cpw kn ·
n∑
i=1
Ti
Ect
(3.16)
where Ect is the energy capacity of the HWST and kn a normalization factor.
The fluid circulating through the hydronic circuit is heated through a heat exchanger
coil immersed in the HWST and cooled during the heat realise in the radiators dis-
tributed in the household. In order to simplify the problem, it is assumed that all the
thermal demand required for SH purposes (qsh) is aggregated in a single radiator as Fig.
3.8 shows. Therefore, the temperature of the water coming out of this radiator (Tfsh)
is expressed as:
Tfsh = Tsh − qsh
msh · Cpw (3.17)
where msh is the mass flow of water circulating in the hydronic circuit and Tsh is
the temperature of the water coming out from the internal heat exchanger and which is
introduced in the radiator. As with the HWST, the internal coil is divided inm sections.
Hence, in eq. 3.14, δihxi refers to the heat transferred from node i to the water running
through the section j of the internal heat exchanger (qihxi ). Then, it is only applicable
to those nodes where the internal heat exchanger is physically present (δihxi =1), not for
the rest (δihxi =0). So, the temperature in the section j of the internal heat exchanger
(T ihxj ) is calculated as:
T ihxj = Ti − (T ihxj−1 − Ti)
UAihxi
msh · Cpw (3.18)
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where UAihxi is the heat transfer coefficient corresponding to the section of the internal
heat exchanger located in the node i in W/◦C. Finally, qihxi absorbed from the water
stored in the node i is calculated according to:
qihxi = msh · Cpw · (T ihxj − T ihxj−1) (3.19)
The way of controlling this HP model is similar to the one utilized for the simple
approach. Additionally, the electrical resistor is basically controlled to keep the water
temperature in the upper part of the HWST above a minimum value (T 1) during adverse
operating conditions. The electrical resistor turns on (CrS=1) when T1 drops to T 1. This
will heat the top layers until the maximum temperature band (T1) is reached, then it
turns off (CrS=0).
3.3.2.1 Model Verification
Table 3.2 shows the model parameters used to validate the following approach, where
ht and rt refers to the height and the radius of the HWST. In order to illustrate some
aspects of the performance of these units, it is assumed that the thermal consumption
of the household considered is relatively high. To demonstrate the high influence of the
source and sink conditions in electrical consumption pattern of this loads two seasonal
scenariosn are considered. Fig. 3.9 depicts the performance of the selected HP system
in the mentioned scenarios, where subfigure (a) shows the thermal demand of DHW
and SH in an specific household and the Tatm, subfigure (b) the PHP , qHP and COP
values of the HP operation, subfigure (c) and (d) the distribution of temperatures and
the ES in the HWST and finally subfigure (e) the PHPS and QHPS pattern.
As it is depicted in the left-hand figures, the adverse atmospheric conditions char-
acteristic on the day in February lead normally the household to have a high thermal
demand. If this is high enough the HP will have to operate continuously in order to
Table 3.2: Detailed HPWH Model Features
Parameter Value Parameter Value
HP Unit P rtHP (kW) 5 cos(ϕ) 0.98
HWST
vt (l) 500 Tcw (◦C) 9
ht (m) 1.475 n (-) 10
rt (m) 0.329 P rtR (kW) 2.4
Ect (kWh) 46.44 EC - EC 0.6-0.8
U (W/m2◦C) 0.9 T 1 - T1 65-80
Hydronic Circuit m (-) 6 UAihx (W/◦C) 750
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PHP , qHP and COP, (c) Temperatures in the HWST, (d) ES, EC and EC and (e)
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supply the requested demand. In consequence, the potential flexibility offered by this
loads may be drastically reduced during this moments. Furthermore, the combination
of low atmospheric temperatures and the fact that a continuous operation of the HP
unit implies the increment of the temperature of the bottom layer decreases the COP
drastically. Therefore, to maintain a similar qHP rate, the compressor accelerates, con-
sequently increasing the power consumption of the unit. This fact is notable in Fig.
3.9(e) where the PHPS and QHPS are not constant during the period the HP is active,
but it varies according to what it is mentioned before.
In case this situation gets even more adverse it may happen that the HP unit is not
able to supply the thermal demand requested, leading to an ES decrease and a conse-
quent drop of the tank temperature. This fact may make the temperature on the top of
the HWST decrease below a certain limit, implying the need for an additional electric
heating in order to ensure that the DHW is supplied within the sanitary standards. If
this is happening during high congested periods of the network, the combination of both
demands could aggravate this technical limitation even more.
In the right-hand figures, a regular day of May aims to illustrate the HP operation
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given between seasons of the year. Similarly as with the simple approach, the favourable
atmospheric conditions and a lower thermal demand of the household makes the acti-
vation of this appliance less frequent. However, the increase of COP implies that for
providing a certain rate of qHP the HP unit reduces its power consumption. This is
especially notable if the PHPS and QHPS values when the two parts of Fig. 3.9(e)
are compared. In conclusion, the frequency of the HP unit activation not only varies
between seasons but the power consumption rate as well.
3.4 Alkaline Electrolyzer System
An AE is the combination of different electro-mechanical elements, which allows de-
composition of an electrolyte -solution of KOH in water- into hydrogen and oxygen by
passing a direct current between two electrodes. The model described in this subsection
refers to the model which is introduced in publication C1. In Fig. 3.10(a) a simpli-
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fied scheme of how this load is normally connected in the MV distribution systems is
depicted. Fig. 3.10(b) shows the DSL block diagram of the AE system (AES)model
developed in DigSILENT PowerFactory. At this point, it is worth to cite the work pub-
lished by Ulleberg [127] since it has become an essential reference during the modelling
task. The model is majorly composed of three parts, the U-I Characteristic curve, the
thermal model and the hydrogen production. An additional one, the compressor, is
included in this case.
In this context, the active power demand of the AES (PAES) is deducted as the com-
bination of the AE power (Pae) and the compressor power (Pc) consumptions. From
an electrical perspective, since the AE is essentially a controlled current process, it is
characterized as a constant current load [191]. The compressor instead is a constant
power load which reactive power demand (QAES) refers only to the one drawn by the
motor driving it (Qc).
PAES =
Pae
ηcv
+ Pc; QAES = Qc = Pae · tan(ϕ) (3.20)
where ηcv is the efficiency of the power conversion from AC to DC.
3.4.1 U-I Characteristic Curve
To represent the voltage and current kinetics in the electrodes of the AE is a complex
task due to its non-linear relationship. Ulleberg proposed an expression, which was
obtained based on empirical results, that includes the overvoltage dependence of the
temperature resulting from the chemical reactions [127].
Ucell = Urev +
r1 + r2 Te
Acell
I + (s1 + s2 Te + s3 T 2e ) · log(
t1 + t2/Te + t3/T 2e
Acell
I + 1)
Ue = nc · Ucell (3.21)
where Ue is the DC voltage applied at the AE terminals and nc the number of cells con-
nected in series, Ucell is the voltage correspondent to a cell and Urev the reversible volt-
age, ri are the parameters representing the ohmic resistance of the electrolyte (i=1,2),
si and ti are parameters representing the overvoltage on the electrodes (i=1. . . 3), Acell
is the cell area, Te is the electrolyte temperature and I is the DC current drawn by the
AE.
The thermodynamics of the electrochemical reactions is an important aspect to be
taken into account during the modelling process. The changes in enthalpy (∆H) and
entropy (∆S) during the water splitting reaction induce changes in Gibbs energy (∆G)
and consequently in the Urev. The value of these is directly influenced by the operating
conditions of the AE -operating pressure and temperature- [127].
Urev =
∆G
zF
= ∆H − Te ∆S
z F
(3.22)
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where z is the number of electrons transferred per reaction, z = 2, and F the Faraday
constant, F=96485 C/mol. The changes in Gibbs energy are calculated as it is described
in [192] and using the thermodynamic properties of products and reactants procured by
the NIST online database. Therefore, considering the pressure of operation as 7 bars,
similar to the system installed in Jülich (PHOEBUS) [126], a polynomial regression is
developed in order to define Urev_7bar as a function of Te.
Urev_7bar = −2.483e−10 · T 3e + 2.9004e−7 · T 2e − 0.000733 · Te + 1.2845 (3.23)
Based on the set of equations introduced before the curves shown in Fig. 3.11 are
elaborated. As it is seen the current drawn by the AE depends on the operating Te and
the Ue which is applied to the stack terminals. Out of these curves, a two dimensional
matrix is created with the purpose of determining the current drawn by the AE according
to the voltage and temperature of operation.
3.4.2 Thermal Model
Due to the electrochemical reactions occurring during the hydrolysis, the temperature of
the electrolyte varies. The dynamics of the temperature are represented with a thermal
energy balance which is described by the following differential equation [127].
Ct
dTe
dt
= qg − qcw − qloss (3.24)
where Ct is the thermal capacitance of the AE. The internal heat generation (qg), as a
consequence of the cell inefficiencies, is directly related with the Pae and the efficiency
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of the electrolysis process (ηe). ηe is commonly expressed as the quotient between the
thermo-neutral voltage (Uth) and Ucell [127].
qg = Pae · (1− ηe) = Pae · (1− Uth
Ucell
) = nc · (Ucell − Uth) · I; Pae = Ue · I (3.25)
Uth =
∆H
zF
(3.26)
The Uth represents a voltage threshold of the heat release during the hydrolysis. If
this value is exceeded the heat released becomes higher than the required for the water
decomposition. Then, the heat accumulated in the stack increases and in consequence
the electrolyte temperature. To account for this, a polynomial regression is developed
once again, where Uth for an operating pressure of 7 bars is deducted based on Te.
Uth_7bar = −3.2084e−10 · T 3e + 5.4591e−8 · T 2e − 0.000165 · Te + 1.485 (3.27)
The heat losses with the surroundings (qloss) are expressed as the difference between
the Te and the atmospheric temperature (Tatm) divided by the overall thermal resistance
(Rt). The thermal parameterization of [127] refers to an small scale unit. Since, it is
significantly difficult to find characteristic data of real large-scale examples, Ct and Rt
values are scaled up in order to achieve a coherent thermal behaviour of unit of this
size.
qloss =
1
Rt
(Te − Tamb) (3.28)
An accurate response of the AE requires a precise control of Te. This makes the cool-
ing system a key element of such a system. Among the different cooling methods used
to get rid of the heat excess generated during the hydrolysis, circulating the electrolyte
through a heat exchanger is a simple and commonly used technique. To calculate the
cooling demand (qcw) required by the system the number of transfer units (ε −NTU)
method is utilized, where ε is the heat exchanger effectiveness and qmax the maximum
theoretical cooling demand [192].
qloss = ε · qmax; qmax = Cmin ·∆Tmax = Cmin · (Te − Tcw) (3.29)
where Cmin is the minimum heat capacity rate and Tcw the temperature of the cooling
water at the heat exchanger inlet. In agreement with the ε − NTU methodology, ε
depends on of the heat capacity ratio (Cr) and the NTU coefficient. The latest one is
defined as the quotient between the overall heat transfer coefficient of the heat exchanger
(UAhx) and Cmin.
ε = 1− e
NTU(1−Cr)
Cr − eNTU(1−Cr) ; NTU =
UAhx
Cmin
, Cr =
Cmin
Cmax
(3.30)
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Cmin and the maximum heat capacity rate (Cmax) are calculated according to the
following logic:
Cmin =
{
me · Cpe < mcw · Cpcw → me · Cpe
me · Cpe ≥ mcw · Cpcw → mcw · Cpcw
(3.31)
Cmax =
{
me · Cpe < mcw · Cpcw → mcw · Cpcw
me · Cpe ≥ mcw · Cpcw → me · Cpe
(3.32)
where Cpcw and Cpe are the specific heat capacities of the cooling water and the elec-
trolyte and mcw and me the mass flow rates of the cooling water and the electrolyte.
3.4.3 Hydrogen Production
The hydrogen production rate (nH2 in mol/s) is directly proportional to the current
drawn by the AE and the number of cells connected in series.
nH2 = ηF
nc I
z F
(3.33)
where ηF is the Faraday efficiency. The Faraday efficiency represents the difference
between the actual hydrogen production and the maximum which should be achieved
theoretically talking.
ηF = a1 exp
(
a2 + a3 Te
I/Acell
+ a4 + a5 Te(I/Acell)2
)
(3.34)
where ai are the parameters defining the temperature and current dependency of the
Faradays efficiency (i=1. . . 5).
3.4.4 Compressor Model
Once the hydrogen is generated, it has to be compressed to be able to store it. Even
though, it may sometimes be easily dismissed, the Pc required for the compression of
the hydrogen stands for a notable part of the total system demand. In this case, Pc
is calculated based on the hydrogen mass flow rate (mH2 in kg/s) assuming that the
compression process is polytrophic (γ=1.4) and the hydrogen an ideal gas.
Pc = mH2 · (w1 + w2) (3.35)
The compression is considered in two stages with an intercooling in between. This is
commonly done to reduce the temperature of the outlet gas at the first stage to the same
as its input one. In this way, since the temperature of the inlet gas at the second stage
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(T i1=T i2) is lower, the compression work required becomes also lower. This is important
thing since the size of the compressor can be reduced significantly. The compression
work in each of the stages (w1, w2) is calculated according to [200]:
w1 =
CpH2T
i
1
ηG
((
px
p1
) γ−1
γ
− 1
)
; w2 =
CpH2T
i
2
ηG
((
p2
px
) γ−1
γ
− 1
)
(3.36)
where CpH2 is the specific heat capacity of the hydrogen and ηG the global efficiency of
the compression process. Assuming that, the input pressure and temperature conditions
of the hydrogen in the first compression stage (p1, T i1) are equal to the AE operating
ones (p1 = pe, T i1 = Te) the intermediate compression pressure (px) is calculated as:.
px =
√
p1 · p2 (3.37)
where p2 is the pressure at what the hydrogen is stored.
3.4.5 Alkaline Electrolyzer Control
The performance and the load response capability from an AE depends significantly on
its operating conditions. Therefore, the electrolyte temperature and the active power
demand of the AE are two key variables that need to be controlled during the operation
of the AE.
Regarding temperature, any pronounce variation may have an impact on the AE
response when a change of its load rate is requested. According to [127], due to differ-
ent mechanical, power density and voltage limitation aspects makes 80◦C a convenient
operating temperature for the technology considered. Therefore, to maintain the tem-
perature at 80◦C the controller acts over the mass flow of electrolyte circulating through
the cooling system. In the simplified version of the AE control structure shown in Fig.
3.12 this is reflected with the PI in temperature loop. This determines the electrolyte
recirculation mass flow rate needed to fulfil the refrigeration requirements and achieving
the temperature conditions set by the reference.
The control of the power demand in an AE is normally realized based on a current
control [201], [202]. In the simplified version considered this is assumed to be embedded
in the PI placed in the power loop. This controller, which is implemented in parallel
with the temperature one, acts over the DC voltage applied to the AE terminals in order
to vary the current drawn and in consequence the power demand of the AE.
The large time constant as a natural characteristic of a control variable like the tem-
perature, results in a very slow response compared with that of the power. Thus, even
though a strong dependency between the power consumption and the operation tem-
perature exists, the temperature variations are so slow that the power control dynamics
are barely affected.
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Figure 3.12: Simplified Version of an AE control.
3.4.6 Model Verification
In this case, the performance and load response capability of the AE are investigated
under several operating conditions within a time window of a day. Table 3.3 shows
the parameterization of the model utilized in order to describe the load, where Ue and
Ue are the minimum and maximum operating voltages in DC and T ∗e the reference
Table 3.3: AE System Model Features [127]
Parameter Value Parameter Value
AE
General
P rtae (kW) 355
Ucell − I
Curve
r1 (Ω/m2) 7.331e−5
pe (bar) 7 r2 (Ω/m2) -1.107e−7
nc (-) 180 s1 (V) 1.586e−1
Ue (V) 342 s2 (V/◦C) 1.378e−3
Ue (V) 257.4 s3 (V/◦C2) -1.606e−5
T ∗e (◦C) 80 t1 (m2/A) 1.599e−2
Thermal
Model
Rt (◦C/W) 0.334 t2 (m2/A◦C) -1.302
Ct (J/◦C) 5.38e6 t3 (m2/A◦C2) 4.213e2
UAhx (W/◦C) 2100 A (m2) 0.25
mcw (kg/s) 1.2
Faraday
Efficiency
a1 (%) 99.5
Compressor
P rtc (kW) 70 a2 (m2/A) -9.5788
cosϕ (-) 0.88 a3 (m2/A◦C) -0.0555
ηG (-) 0.486 a4 (m4/A) 1502.7083
p2 (bar) 150 a5 (m4/A◦C) -70.8005
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temperature. Since, its power rating (P rtae) is large in comparison with other loads in
the distribution system, the AES is considered to be connected to the MV distribution
network.
Two cases are taken into account for validation of the AE model. In case 1, the AE
operates according to a supposed market strategy where the required response dynamics
are not too pronounced. In case 2 instead, the AE is assumed connected in parallel with
a wind turbine in order to balance its power output. This case is therefore characterized
for requiring faster load response dynamics from the AE. Indeed, the power reference
(P ∗ae) for this second scenario has been created out of the 1 minute based data of the
power generation from a real wind turbine. Fig. 3.13 depicts the performance of the AE
system under the mentioned scenarios, where subfigure (a) shows the power reference
signal of the AE in p.u, subfigure (b) the resulting Pae, Pc, and Qc in response to the
P ∗ae, subfigure (c) the DC voltage and current of the AE, subfigure (d) the electrolyte
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temperature and its reference, subfigure (e) the hydrogen production rate and subfigure
(f) the total PAES and QAES of the system.
The AE are characterized for having long start-up times (from 0 to 1 p.u.), relative
fast downward response capability and relative slow upward response capability. This
depends very much on the size of the unit and the availability, amount and accuracy of
the cooling employed [141]. In consequence, the type of regulation that this technology
will be able to provide will directly depend on those aspects. This is demonstrated in
the case 1, where the first appreciable thing is its long start up time, which is caused by
the need of increasing the Te. The heat generated during the electrolysis process allows
the AE slowly increasing Te in order to establish its rated power operation conditions.
Around half past seven, the AE is forced to operate at 0.1 p.u of its rated power. The
load response is performed almost instantaneously, in few seconds. However, the re-
quested operation point is not precisely achieved since a limitation for when operating
at low load rates exits. Operating points below 0.15-0.2 p.u. of the rated power are
normally avoided since they cause degradation of the hydrogen purity. In such a situa-
tion either the AE continues operating at the defined limit or it switches into a standby
mode.
Minutes after eight, the AE is requested to increase its demand from a 0.2 to 1 p.u.
The response is this case is also fast but not instantaneous it takes some seconds before
the steady state conditions are achieved. The time required for reaching the steady
state condition depends on the point from where the AE responds to the change in the
operation conditions. After 17 h, the signal received stops its power consumption and
makes the AE wait for new instructions in standby mode. During the time the AE is
standby mode, Te is reduced due to the exiting heat loss with the surroundings. When,
the AE is suddenly requested again for performing at its rated power its response is not
fast. The reason is the need for re-heating the electrolyte up to the operating tempera-
ture since the voltage is saturated at Ue=342 V. Working within a reasonable range of
cell voltages, reduces the electrical power and operation costs [126]. As it is mentioned
before, this aspect may represent a limitation depending on the service considered.
Looking into case 2, the strong capability of the AE in following the wind power
dynamics is clearly demonstrated. This response capability is supported by the fact
that AE is constantly performing within the operating conditions of temperature and
pressure. Notice, in this case as well that there are moments during the day where the
request demand is not satisfied due to the low load prevention.
3.5 Electric Vehicle
The EV is one of the promising solutions in the future transportation. However, it is
important to understand what originated impact they can impose to the local distri-
bution systems. To be able to do so understanding the dynamic behaviour of the EV
load is required. In this case, two models are developed focusing on the representation
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Figure 3.14: Simple PEV System Model: (a) System Overview, (b) DIgSILENT
Lay-out.
of the steady state behaviour of a PEV connected at household level. On the one hand,
the charging aspects are only described with a simple model of a PEV. On the other
hand, the charging and discharging aspects are tackled with a detailed model of a PEV
performing under the V2G concept.
3.5.1 Plug-in Electric Vehicle - Simple Approach
The model described in this subsection refers to the model which is introduced in pub-
lications C3 and J1. This is composed of a battery storage and a domestic charging
station at the household level. Fig. 3.14 shows an overview of the system and the DSL
block diagram of the model. The battery is represented by a Thevenin-based electrical
model which neglects any transient effect. The relation between the terminal voltage
and the open circuit voltage is assumed linear. Hence, the existing energy loss due to
internal resistance of the battery is reflected as the efficiency ηb. The battery SOC, in
p.u, is then calculated as:
SOC = SOC0 +
Cmax
3600 · ηb ·
∫
PPEV · dt
SOCmax
(3.38)
where SOC0 is the initial SOC in p.u and Cmax and SOCmax the maximum battery
capacity and the maximum SOC in kWh.
As is it previously mentioned, the PEV battery is charged through a domestic charger
located at the household. The non-negligible impact that a concentration of synchro-
nized PEV can originate in an LV network reinforces the need for controlling their charg-
ing process. Therefore, based on [203], the traditional feature of the domestic charger is
additionally procured with the ability for regulating the charging rate. Therefore, the
charging power (PPEV ) is allowed to vary from 0 to rated power of the charger (P rtPEV ),
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being calculated as:
PPEV = ηc ·
∫
Sch · dt; 0 ≤ PPEV ≤ P rtPEV (3.39)
where ηc is the charger efficiency in p.u and Sch is an external variable representing the
charging capability of the PEV. Due to this existing need for controlling the charging
process, Sch is assumed to be calculated and dispatched by a grid supervisor.
The driving pattern (DP ) performed by the PEV users during the day influences
significantly the power consumption pattern from a domestic battery charger once the
PEV is plugged-in at home. In this model, the DP is reflected as the home departure
and arrival times and the distance driven during the considered day. The possibility for
self-imposing priority in the charging process has also been contemplated in this model.
This option could be adopted by a PEV user, based on his driving requirements and
the fact of ignoring for being penalized. In this situation the activation signal (CSpca)
would be reflected in the SOC sent by the charger to the grid supervisor (SOCsc).
To preserve the battery life the SOC is constantly controlled between its minimum
(SOC) and its maximum (SOC). So, even if it is externally required, the unit control
makes sure not to violate these limits.
3.5.1.1 Model Verification
The high energy density and long life time, makes the lithium-ion (Li-ion) batteries an
interesting solution to be considered for electric transportation applications. Therefore,
to validate the model previously introduced a 24 kWh Li-ion battery with a ηb of 0.993
is considered. Looking into the actual infrastructure, a 3-ph/400 V off-board charger
represents a feasible solution for satisfying the user charging requirements [35]. Addi-
tionally, the battery charger is able to regulate the charging rate within 0 and 11 kW
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and its efficiency is ηc=0.98. The SOC is controlled within 0.2 and 0.9 p.u.
Fig. 3.15 illustrates the comparison between two users holding the same PEV but
performing different DP. Since it is for model validation matters, in this case, the charg-
ing of the PEVs is not externally influenced. Therefore, the PEVs are allowed to charge
at their rated power. Fig. 3.15(a) shows the SOC sensed by both battery chargers
when the PEV connects at home. As it is shown in Fig. 3.15(b), the active power
consumption from the chargers differs in time and quantity, demonstrating the strong
relationship between the user DP and the impact caused in the LV grid.
3.5.2 Vehicle to the Grid - Detailed Approach
The V2G concept is defined as the ability from widespread controlled PEVs to exchange,
in a bidirectional way -supplying or drawing-, electricity with the power grid in order to
meet occasional needs for stabilization. The model described in this subsection refers
to the model which is introduced in publication C1. Fig. 3.16(a) gives an overview of
the system and Fig. 3.16(b) illustrates the block diagram of the DSL model performed
in DIgSILENT. The model is developed considering that a supervisor figure decides the
charging and discharging strategy from the different plugged-in PEVs in the LV grid.
Therefore, this feature is in charge of setting the power reference (P ∗PEV ) at which a
specific PEV has to operate.Three parts are differentiable in this model, the battery,
the domestic battery charger and the driving pattern of the user.
3.5.2.1 Battery Model
The battery in this case is modelled based on the characteristics of the li-ion cell provided
in [155]. The extended Thevenin approach is used in order to calculate the DC voltage
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at battery terminals (Vb). Since, any transient dynamics are once again neglected,
the charging and discharging dynamics are only represented with two different internal
resistors (Rch, Rdch).
Ib > 0 (Charge) → Vb = nc(V celloc +Rch Ib)
Ib < 0 (Discharge) → Vb = nc(V celloc +Rdch Ib) (3.40)
where nc is the number of li-ion cells connected in series, V celloc is the open circuit voltage
of a cell. The curve depicted in Fig. 3.17(a), which is based on empirical data, provides
the V celloc depending on the depth of discharge (DOD) of the battery. The DC current
flows through the battery (Ib) from two sources, due to the charging/discharging when
the vehicle is plugged-in at home (Idbc) and due to the discharge originated by the
driving (IDP ). In consequence the power of the battery (Pb) is calculated as:
Pb = (Vb · Ib)DC ; Ib = Idbc + IDP (3.41)
During the charging and discharging of a battery different aspects influence this
process such as the rate, temperature, etc. Since the temperature effect is assumed
negligible in this case only the charging/discharging rate dependency is contemplated.
This is represented by the α coefficient shown in the 3.17(b). Therefore, depending on
the operating mode the SOC of the battery is calculated as:
Ib > 0 (Charge) → SOC = 1
Ccell · 3600 ·
∫
Ib
α
· dt
Ib < 0 (Discharge) → SOC = 1
Ccell · 3600 ·
∫
Ib · α · dt (3.42)
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where Ccell is the li-ion cell capacity in Ah. In the same way, the DOD is calculated
according to:
DOD = DODmax − SOC (3.43)
where DODmax is the maximum DOD.
3.5.2.2 Domestic Battery Charger
In local distribution networks the battery-grid power exchange is highly limited by the
domestic power infrastructure. The transfer capability is therefore constrained even if
the battery design allows higher power rate management. As it is previously stated,
the active power at what the battery is charged or discharged (PPEV ) is assumed to be
defined by a grid supervisor which is aware of the LV grid condition.
Charge → PPEV = P ∗PEV · ηpe
Discharge → PPEV = P
∗
PEV
ηpe
(3.44)
where ηpe represents the efficiency of the power conversion. In order to preserve the life
of the battery, the control embedded in the charger ensures that the SOC remains always
between its minimum (SOC) and its maximum (SOC). Additionally, with the purpose
of avoiding inconveniences for the PEV user, the respond of the system is limited within
the SOC range of (SOCdch)-(SOCdch).
Table 3.4: PEV-V2G System Model Features [155]
Parameter Value Parameter Value
Battery
Cb (kWh) 24
Cell
Manufacturer Kokam
P rtb (kW) 28.27 Model SLPB 120216216
nc (-) 108 Technology Li-ion
SOC − SOC (-) 0.2-0.9 Ccell (Ah) 53
Domestic
Battery
Charger
P rtdbc (kW) 11 DODmax (%) 106.623
Connection 3-ph V celloc (V) 4.197 - 2.717
Vrt (kV) 0.4 Inom (A) 53 (1C)
Imax (A) 16 Rch (mΩ) 1.3
SOCdch (-) 0.7 Rdch (mΩ) 3.69
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3.5.2.3 Driving Pattern
The variations of the SOC created during the periods in which the vehicle is not plugged
at home are also represented in this model. The current drawn from the battery during
a daily trip is deducted from the DP profile of a vehicle -in terms of speed v (km/h)- and
the Vb. Based on [204], 150Wh/km is considered as the average energy consumption of
the vehicle.
IDP =
v · 150
Vb
(3.45)
3.5.2.4 Model Verification
Table 3.4 provides the parameterization of the different parts of the PEV-V2G model
introduced and its SOC operating limits. To validate its performance, two PEVs are
compared in two different driving scenarios. Fig. 3.18 depicts the results for scenarios
considered, where subfigure (a) shows the DP hold by the vehicle in term of speed,
subfigure (b) the received charging and discharging P ∗PEV reference in p.u., subfigure
(a)
(c)
(a)
(b)
(d) (d)
(e)
Time (h)
-12
-8
-4
0
4
8
12
(b)
0
25
50
75
100
125
150
v  
[ k
m
/ h
]
EDP=5.3 kWh
0 2 4 6 8 10 12 14 16 18 20 22
0
0.2
0.4
0.6
0.8
1
S
O
C
[ - ]
0 2 4 6 8 10 12 14 16 18 20 22
(e)
Time (h)
EDP=11.33 kWh
-80
-40
0
40
80
I b  
  [ A
]
(c)
250
300
350
400
450
V b
   
[ V
]
Vb Ib
PPEV PPEV
*
P P
E V
 &
 P
P E
V
 [ k
W
]
*
-1.2
-0.8
-0.4
0
0.4
0.8
1.2
P
P E
V
   
[ p
. u
]
*
Driving DischargeV2G Discharge
SOC Limitation during V2G mode
Charge Discharge
No-Response to the Discharge Request
Figure 3.18: Performance of the V2G System Model: (a) DP in terms of vehicle
speed, (b) P ∗PEV , (c) Vb and Ib, (d) PPEV and P ∗PEV and (e) SOC.
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(c) the voltage and current of the battery, subfigure (d) the charging/discharging power
of the PEV and subfigure (e)the SOC of the battery.
The aim is to comprehend how different DP may in the future influence the charging
and discharging planning for a grid supervisor. For model validation aspects, let us
imagine that the figure of the supervisor plays additionally the role of an aggregator,
which intends to schedule the charging and discharging of PEVs in the LV network
according to a power market strategy. For example, its may be interested to charging
the batteries during low price moments and discharging them during peak or high price
moments. Based on this synopsis, one of the first things notable from Fig. 3.18 is
that the charging/discharging strategy performed by the supervisor may significantly
be influenced by the theDP performed by PEVs. This is the reason for why the charging
schedule is different for the PEVs considered. However, the discharging schedule received
by the PEVs, which seeks a synchronized response, is the same. Two discharging request
are received coinciding with the peak moments of the day. In the right-hand case, the
vehicle is plugged-in at home at its maximum SOC, therefore it is appreciable how it
responds in both of them. In the left-hand case instead, the PEV responds to the one
received in the early morning but for the late afternoon one it does not, because it has
not arrived home yet. This aspect, which certainly adds uncertainty to the strategy
of the aggregator, may limit its capability to commit the energy traded in the market.
In conclusion, the DP has to be considered in the modelling of these systems and in
the design of any strategy. In linewith this, notice how the discharging in this sort of
purposes has been limited in order to avoid any inconvenience for the user in case the
availability of vehicle is required.
Finally, remark the non-linear behaviour of the SOC originated as a consequence of
the battery discharge during driving period.
3.6 Summary
This chapter introduces the mathematical models used to represent the active loads con-
sidered in this research work. The models, which cover domestic loads such as EWH,
HPWH and PEV and non-domestic loads line an AES, are developed with various
approaches to tackle different aspects of the analysis. Furthermore, since their perfor-
mance depends also on non-electrical aspects, thermal, mechanical, chemical features
are included too. The user prevalence towards the load is included since it represents
an important aspect to take into account in the modelling of the domestic loads.
The simulations performed for their validation illustrate that these loads definitely
have potential in what the DR concerns. However, it cannot be neglected their nature
and the service that they provide to the user, since it may significantly limit the response
capability that they are able to offer in the future. This is something that should be
certainly considered when a DR strategy is designed either for technical or commercial
purposes.
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Chapter IV
Thermal Consumption and
Driving Habits from
Residential Users
This chapter, which summarizes the manuscript C2, aims to study the thermal con-
sumption and driving habits from Danish residential users. This is posteriorly utilized
to generate profiles which realistically represent the behavior from consumers in posses-
sion of EWH, HP or PEV loads. The intention is to use those to describe the power
consumption pattern from the mentioned loads during dynamic simulations of the LV
network.
4.1 Introduction
The implementation of smart grid technologies in the current power system introduces
new possibilities to mobilize and activate flexibility from power consumers [205]. This
represents an important aspect in the control and operation of a fully renewable based
power system. This type of consumer, also known as prosumer, is distinguished for
being in possession of loads with certain storage capability. This fact gives them the
possibility of modifying their power consumption pattern without affecting their normal
lifestyle. As it was appointed in previous chapters, EWH, HPs and PEVs are some of
the loads sharing these characteristics. However, the flexibility which they are able to
offer dependents very much on factors such as, the type of technology, its capacity, the
strategy used to control the load, the storage existence and its capacity, the atmospheric
conditions, etc. A factor, not often precisely addressed, which directly influences the
operation pattern of the load is the user habits in relation to the service that the load
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provides. For example, the thermal power required for either heating the home space or
the DHW, is an aspect which has significant influence in the power consumption pattern
of thermostatic loads. For PEVs instead, the driving pattern hold by its user is what
will describe the charging performance of the vehicle when plugged-in at home.
Therefore, what this reflects is that a precise representation of the power consump-
tion pattern of these loads implies considering those aspects. Taking this into account,
this chapter summarizes the methodology employed to analyze the thermal consump-
tion and driving habits from Danish residential users. In a first step, the data available
is statically analyzed in order to develop distribution functions which capture the char-
acteristics of the data. Based on this, the resulting functions are submitted to a random
process in order to generate profiles which realistically represent the behavior from resi-
dential users in possession of these loads. Finally, the profiles are intended to be used as
input data for the load models developed in previous chapters to describe their electrical
performance.
4.2 Thermal Power Consumption
Regarding the thermal power demand two types of habits are considered, the SH and
DHW. The SH refers to the thermal demand required for heating the habitable space of
a household. The DHW instead refers to the one required for heating the water needed
for carrying out the domestic activities.
4.2.1 Available Data for the Analysis
The thermal power demand data is obtained from a group of 25 single family households
located in a typical Danish residential area [206]. The DHW an SH data is provided
in kW and in 15 minutes intervals for a time window of a year. The annual energy
consumption of the considered households varies between 4,800 to 20,000 kWh. After
being averaged, this together with the ambient temperature and the wind speed is
plotted in Fig.1 of publication C2. Two time horizons, a year and a week, are depicted
with the purpose of showing the evolution of this demand. When looking into a year
window, large seasonal variations are appreciable in the thermal power demand required
for SH matters. However, the one required for DHW remains more or less stable along
the year. Within a week, these variations are less pronounceable but acquire other types
of dynamics. It is notable how the SH and DHW demand is significantly reduced during
the night hours.
4.2.2 Methodology for the Profile Generation
Fig 3.a in paper C2 summarizes the steps which are followed in order to generate DHW
and SH consumption profiles for different users. This approach basically relies on a
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statistical analysis performed on the data in each time step of the time frame considered.
Posteriorly, the consumption rate is randomly selected based on the result obtained. By
nature the DHW demand is less continuous and more instantaneous in comparison
with the SH demand. Therefore, depending on what is being considered, the data is
treated slightly differently before it is statistically analyzed. On the one hand, the
discontinuity of the DHW demand requires a calculation of the probability of having
this type of thermal consumption. This is performed by separating the households with
DHW consumption from those that do not have it for each time step. At this point,
two separate features are available for the DHW case; the probability of having DHW
demand and the rate of consumption in case it exists. The SH data instead does not
require any pretreatment before its statistical analysis.
4.2.2.1 Statistical Analysis
No matter if the data considered refers to the SH demand or the rate of DHW consump-
tion, the statistical analysis begins grouping data in a histogram form for each time step.
Then, the data is fitted with all the possible distributions functions facilitated by the
Statistics Toolbox of Matlab and the coefficients defining them are calculated with the
maximum likelihood technique (MLE). These distribution functions, which are repre-
sented in their probability density function (PDF) and the cumulative density function
(CDF) form, are carefully assessed looking for those that fit better the data in every
time step. After that, the best distributions representing the data along the day are
selected to proceed with the analysis.
Since, all the distribution functions represent the original data in a better or less
good way, the intention is to find which is the best distribution function, or the less bad.
In order to find this, the selected distribution functions are subjected to the Kolmogorov-
Smirnov goodness test progressively increasing the grade of confidence intervals [207].
As the grade increases, the conditions for the distribution functions becomes stricter
to comply. It is here, when those which do not respect the conditions are discarded
remaining only the strongest one/s at the end.
However, the Kolmogorov-Smirnov goodness test is only valid to find the strongest
distribution functions but it does not provide a good idea of how good the distributions
fit the original data. Therefore, the graphical method called quantile-quantile (Q-Q)
plot is selected for this purpose [208]. This plots the quantiles from the distribution
function against the same quantiles from the original data. Depending on how good
the distribution function fits the original data the two plots will overlap in a greater
of lesser manner as it appreciated in the illustrations provided in publication C2. This
procedure is repeated again for every time step of the selected time frame consciously
assessing each plot.
Finally, the distribution function selected to represent the data in each time step will
be the strongest one in the Kolmogorov-Smirnov goodness test and the one showing the
best fitting in the Q-Q plot.
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4.2.2.2 Profile Generation
The profile generation is a random procedure which is based on the selection of the
data defined by a distribution function. The way of doing it slightly varies depending
on the type of thermal demand which is considered. In the DHW case, based on the
probability of having DHW consumption described anteriorly, the household with DHW
consumption are assigned for each time step of the considered time frame. Then, if for a
specific time step a specific household manifest its DHW demand the rating is calculated
in the same way as it is done for the SH demand case.
This process is based in the Latin Hypercube sampling method. By employing the
MLE coefficients of the selected distribution function, its inverse cumulative distribution
function (ICDF) is portrayed. This will then be divided into equal probability segments
and the limits of every segment will be mapped to their representative values of thermal
power in the y-axis. Once the intervals of thermal power are obtained from the correct
segmentation of the ICDF, one of them is randomly selected. From the selected interval
again a random value is calculated, which will define the thermal power required for
SH or DHW purposes during the specific time step of the time frame considered. This
random process is repeated for every time step of the time frame considered and also
for each of the n users considered.
4.3 Driving Patterns
The generation of driving profiles is focused on describing the driving behavior from
PEV users living in residential areas. Therefore, it is assumed that each of the PEVs
starts the first and concludes the last trip at home, independently of the number of trips
performed in a daily tour. As a simple clarification, a tour is described by n trips in a
day.
4.3.1 Available Data for the Analysis
The driving pattern data, which refers to the Danish case, is obtained from the work
published in [209] and [210]. This is provided in a histogram form and includes infor-
mation about the average distance driven in a day, the tour structure follow by the
vehicles and the departure and arrival times of the first and the last trip in a day. This
information is depicted in Fig.2 in publication C2. It is interesting to notice how most of
the vehicles in Denmark drive less than 40 km per day. 7 to 8 a.m is the most common
time frame to start the first trip of the day and 3 to 4 p.m to conclude the last one.
From [210], it is derived that the tour structure which prevail in Denmark is the one
composed by two trips per day, from home to place where a main activity is carried out
and from there back home again (Home-Main-Home).
Since, finding any reference regarding the characterization of the Danish driving style
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was quite arduous, the European project ARTEMIS is considered for this aspect [211].
The project aims to develop pollutant emission models of all kind of transport in or-
der to estimate and quantify their pollutant emissions. However, different speed based
driving cycles are available which represent the typical urban, rural and motorway trips
for standard size vehicles.
4.3.2 Methodology for the Profile Generation
Fig 3.b in paper C2 summarizes the steps which are followed in order to generate driving
profiles for different users.
4.3.2.1 Statistical Analysis
In the statistical analysis of the driving patterns three features are of special relevance,
the distance driven by the vehicle in a day and its departure and arrival time to home.
In this case, the data regarding these two features is already provided in a histogram
form. This fact hinders a direct fitting of the data due to the absence of the physical
data. So, a Monte Carlo procedure is applied in order to generate new data which
respects the original distribution. Once the new data is created, it will be statistically
analyzed for the same procedure as with the thermal consumption data. As result, the
best distribution function for each case is expected to represent, i) the distance driven
by the vehicle in a day, ii) its home departure time and iii) it home arrival time. These
three distribution functions are posteriorly used to generate the data which defines the
basic pattern of the PEVs.
4.3.2.2 Profile Generation
As with the case of the thermal power demand, the driving profile generation is charac-
terized for its randomness. Based on the distribution function selected previously, the
Latin Hypercube sampling method is utilized with the purpose of randomly defining
the driving distance and the home departure and arrival times for each of the n PEVs
considered. Additionally, based on the probability of a vehicle to perform certain tour
structure in a day, the tour structure is randomly assigned to each of the n vehicles.
These four features represent the base information required to start the driving profile
formation task.
Depending on the tour structure assigned to a PEV this will perform from two to
four trips a day with the purpose of completing a main or secondary activity. The time
expend by the user carrying those out is what differences both activities. This means
that a main activity will always require more time than a secondary one. Therefore,
based on the assigned distance driven in a day, the distance driven in each of the m
trips is randomly calculated respecting the linear dependency between trips.
The driving style is quite particular and very different from driver to driver which
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makes it difficult to represent it precisely. In lack of any other source of information,
the European project ARTEMIS is considered in order to reflect this aspect. This
project offers various driving cycles categorized as urban, rural and motorway for dif-
ferent classes of vehicles. Depending on the area where a vehicle is located and the
distance driven in the trip, its driving cycle can be represented by one or a combination
of those. Thereupon, for each of the m trips an ARTEMIS driving cycle is randomly
assigned and made it rigorously fit to the distance of the trip.
The driving profile formation task must be characterized by its randomness but also
respecting the tour structures defined at the beginning. So, once the driving cycles
for each of the m trips in a daily tour are fitted, it is time to integrate them into the
time frame when the vehicle is out of home. Again, this is performed randomly but
respecting that the time required to perform a main activity should be longer the one
required for performing a secondary one.
Finally, this procedure is repeated for each of the n driving profiles required in order
to represent the driving behavior of the n PEVs.
4.4 Observations and Discussion
The validation of the introduced methodologies is carried out assessing a single case
for each of the habits that is to be represented. In all of them, the number of users
considered is eighty and the time step and horizon are 15 minutes and one day. For the
SH demand case, the histogram representation of the original data shows how during
early morning and late evening the data seem to be more concentrated which indicates
that the heating systems are normally set in stand-by mode during the night hours.
During the day, the data seem to be more spread reflecting the diversity of the users in
what the SH demand concerns. The differences between users are normally associated
to the grade of the isolation of the household and the way the user perceive the comfort.
The statistical analysis underlined that “generalized extreme value” is the distribution
function which fits better this data. Finally, it is appreciable how the profiles resulted
from the random procedure follow the pattern defined by the original data, evidencing
an increment of the SH demand right when the inhabitants start the day.
For the case of the DHW demand, it is appreciable how the probability of having
this sort of consumption is higher in during the first and late hours of the day. In-
deed it coincides with the periods of the day when there is more activity at home. In
what the fitting of the rate of DHW consumption concerns, the “normal” distribution
function is appointed in this case. Therefore, by implementing these two features into
the profile formation procedure, it is perceptible how while maintaining the randomness
the resulted profiles keep the sporadic and instantaneous characteristics of this way of
thermal demand.
Lastly, the driving profiles resulting from the implementation of this approach main-
tain the probability distributions defined which makes them suitable for representing
Section 4.5. Summary 77
the driving behavior from users in possession of a PEV. In the illustration different
examples are given from the different tour structures considered.
4.5 Summary
This chapter discusses the importance of considering the thermal consumption and driv-
ing habits of residential users in the modelling process of thermostatic and PEV loads.
This is especially relevant seeing how this aspects influence the performance of the load
in respect to the LV network. Taking this into consideration, this chapter tackles the
need of having a simple technique to generate profiles which realistically represent the
behavior from residential consumers.
In a first stage of the chapter, two methodologies used to generate thermal consump-
tion and driving profiles are introduced. Both approaches consist of first a statistical
analysis of the original data and a posterior random process of the profile formation.
In the second stage, those are validated with a series of cases. It is demonstrated how
the profiles created in those cases respect the pattern defined by the original data. This
makes them suitable for being employed in the representation of the electrical consump-
tion pattern of thermostatic and PEV load models.
In the analysis of local distribution networks, this will provide a better understand-
ing about the impact of moving from fossil fuels dependent to more electrified heating
and transportation systems.
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Chapter V
Potential Flexibility in
Residential Demand
The flexibility term and its meaning when referring to the residential demand are de-
fined in this chapter. Additionally, this summarizes the methodology proposed in pub-
lication C4 to probabilistically quantify the potential flexibility from flexible residential
consumers. Even though, the approach is implementable to different types of appliances
the case of a HP is utilized for its validation.
5.1 Introduction
Together with the smart grid concept new alternatives, in what the balancing of renew-
able energy based power system concerns, are arising. One of them, specially appointed
for the Danish case, is the mobilization and activation of flexible residential demand.
This flexibility is represented by those consumers that are able to shift their power con-
sumption in time or alter it without inducing major changes in their lifestyle. Therefore,
it is available from those in possession of loads that allow modifying their normal op-
erating pattern. Thermostatic loads such as EWHs and HPs together with PEVs are
referred as sources of flexibility at the residential level. However, it is important to
differentiate between the flexibility that these loads are able to offer and what they
are able to provide due to tertiary reasons (network congestions, comfort limitations,
continuous operation of the load, etc.). Taking these into consideration, the response
of those should be encouraged in order to aid a power system either at local or global
level.
Despite of being in constant allusion, the flexibility term is usually not properly de-
fined and even rarer quantified. In particular, different consumers have different power
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requirements and consumption behaviors, leading those to hold different grades of flex-
ibility. This is especially relevant in a future context where the flexibility is expected to
become a product to be traded in flexibility markets [205]. The aim of such a platform
is to aid for example a utility seeking for system demand reduction to avoid overloading
or even the TSO which requires new ways for balancing the power system.
This chapter summarizes the methodology proposed in publication C4 to identify
and quantify the potentially flexible demand at the residential level. This approach is
based on a clustering of non-flexible consumers followed by a statistical analysis and
a pattern comparison. In the case selected for its validation, the power consumption
pattern of a residential consumer holding a HP and a PV panel is compared to a 3D
probability distribution. This curve is created from a set of non-flexible consumers, by
exploiting the similarity -in terms of energy consumption and power pattern- to the
flexible consumer. In this perspective, the additional real measurements -for captur-
ing the flexibility- could be replaced by a probabilistic virtual measurement. Hence,
an advantage of its implementation is the diminution of the measurement data at the
household level.
5.2 Proposed Methodology
One of the first things that need to be clarified is the differences between a potential
flexible demand and the physically and implementable flexible demand. Potential flex-
ibility is defined as the aggregated demand from all the loads which are described as
flexible. In order to precisely determinate it any dispersed generation should be sub-
tracted from this amount. However, the resulting demand might be acknowledged as
flexible or not depending on the specific situation. The approach designed to identify
the potentially flexible demand is based on comparison between a flexible consumer
and other non-flexible consumers with similar characteristics. This procedure, which is
summarized in the first figure of publication C4, is composed of three phases; customer
clustering, statistical analysis and pattern comparison.
Before starting with the procedure, it is necessary to identify which are consumers
having flexible loads and/or dispersed generation and which ones do not. This is done
in order to divide the consumers into flexible and non-flexible consumers. Later, the
non-flexible consumers will be selected and submitted to a clustering process composed
of a pre-clustering and a two stage clustering process. The aim is to define the non-
flexible consumers that share consumption similarities with the flexible consumer.
The pre-clustering and the successive clustering stages are based on the iterative
implementation of the k-means algorithm and the DBI index [212], [213]. The k-means
clustering, which aims to assign the n data-points into k clusters, was selected due to
its simplicity and low computational requirements. If extra information about this al-
gorithm is required a more extensive description is developed in the publication C4. A
disadvantage using the k-means is that it does not provide explicit information about
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what is the optimal number of clusters. Since, this aspect hinders any decision on that
regard the DBI index is implemented to evaluate the validity of the k-means cluster-
ing. Again, if more detailed explanation of the DBI index calculation is required this
is available in publication C4.
The combination of the above mentioned algorithms, named in the manuscript as
the “Combined k-means & DBI (CKMDBI)”, requires first the election of a maximum
number of clusters. This number is subjectively decided, nonetheless it should be a
realistic number which serves practical purposes for a utility. Secondly, the k-means
algorithm is applied for k = 2 and the DBI is utilized to assess the validity of the clus-
ters constructed. This procedure is iteratively performed until the maximum number of
clusters is reached. The lowest DBI value shows the optimum number of clusters for
the corresponding dataset. Thirdly, the k-means clustering is once again applied with
k being equal to the aforementioned lowest DBI value.
Once it is introduced how the optimal number of clusters is selected for each stage,
it is time to describe each of these stages. Since, only residential demand is of interest,
a pre-clustering stage in terms of aggregated energy consumption is performed in order
to exclude any industrial and/or large commercial consumer. For the aggregation of the
energy consumption a time interval should be decided, i.e. month, here the patterns to
be clustered are daily averaged along with the flexible consumer under study.
After excluding the outlier consumers, a two-stage clustering of the remaining ones is
performed. First, the remaining consumers are again clustered with respect to their ag-
gregated energy consumption for the same time interval considered in the pre-clustering
stage. Secondly, these clusters are sub-clustered with respect to the average daily con-
sumption pattern of the same time interval. To be able to do so, the patterns are first
normalized by their daily maximum value. Once all the clusters are defined, the flex-
ible consumer under study is assigned to the cluster with shortest Euclidean distance
to his/her. This is done primarily in terms of energy consumption and subsequently
according to the normalized demand pattern. Nevertheless, the flexible consumer’s de-
mand should first be filtered before its classification. Since the consumer has additional
flexible loads and/or generation, these should be excluded prior to the class assignment.
The result is a number of N non-flexible consumers that for the chosen time interval
- i.e. month- show similar aggregated energy consumption and consumption pattern as
the flexible consumer once its demand has been filtered. Based on this classification,
a comparison between them can be performed for subsequent time intervals, i.e other
months. However, there may be consumers which are not represented by this classifi-
cation in the new time intervals. Therefore, a validity test of the base classification is
required for those intervals. The idea is to repeat the CKMDBI algorithm in the new
intervals keeping track of how many of the N consumers remain in one class. Thus con-
sumers, who initially belonged to the N consumers and additionally belong to classes
having a large proportion of these N consumers in subsequent intervals (e.g. months),
are kept and aggregated. This will result into a new M non-flexible consumer group
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(M < N), the rest are discarded.
Before comparing the flexible consumer and theM non-flexible consumers a statisti-
cal analysis of the non-flexible consumers is required. Therefore, based on the subinterval
-i.e. day- selected for the comparison, a number of preselected probability distribution
functions (PDF) are selected in order to fit the M consumers’ data in each time step of
the subinterval. Among those, the best four are chosen -at each time point- in terms of
being within the predefined confidence bounds (CB) of the empirical cumulative distri-
bution function (ECDF) form. The rest are discarded. These four distributions are then
subjected to a Quantile-Quantile plot (Q-Q plot) assessment in order to define which
ones fit best the data in each time step.
Lastly, after acquiring all of the best fitted PDFs for each time spot, a 3D probability
distribution is readily available to compare theM consumers and the flexible consumer.
5.3 Available Data for the Analysis
For the validation of this methodology hourly power consumption data, in kilowatt hour
(kWh), was provided by a regional utility for the year of 2012. The data refers to 223
consumers which are primarily supplied by a 20 kV radial feeder in the area of Støvring in
Denmark. Eleven 20/0.4 kV transformers represent the power supply for the low voltage
networks that distribute the electrical energy among the consumers. No existence of
HP, PV or EV installations among the consumers was also reported by the utility.
The consumers are classified by the utility as residential, agricultural, commercial and
industrial. Fig. 5.1 illustrates the aggregated power transfer by the radial feeder during
the mentioned year. The changes occurring during weekends, holydays or even seasons
are well differentiated in this figure.
Additionally, similar data was also obtained for a residential consumer located in a
neighboring feeder. The only difference in comparison with the rest is that this consumer
had a HP in operation all year long and a PV panel from the 15th of August.
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Figure 5.1: Aggregated Power Consumption Data During 2012.
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5.4 Practical Implementation
In a first stage, the available data is filtered in order to get rid of those consumers for
which the demand is disrupted or badly measured. After this process, 166 non-flexible
consumers and the flexible consumer were accounted as meaningful to implement the
introduced approach, Furthermore, only the data referred to weekdays was considered
and due to aggregation matters the time interval selected was one month.
The possession of the HP is what it makes the flexible consumer to be considered as
flexible. Therefore, subtracting the “bias” of the HP operation from the average demand
profile is one of the first things to be tackled for the flexible consumer. As February is
the coldest month in Denmark, it can be easily concluded that the HP will be operating
most of the time. Thus, it affects more the magnitude of the average demand profile -for
that month- than the shape of it. Under this assumption, every day of February was
split in 6 four-hour intervals. For each interval the minimum value was found and the
minimum values for equivalent intervals throughout the month were averaged. In this
context, it is supposed that the averaged minimum values for the 6 four-hour intervals
will most likely represent the baseload and the HP operation on average for that month.
Since, it is assumed that the baseload remains constant throughout the year, to
estimate its value the same technique was also applied for the hottest month in the
year. In this case, July was considered due to the fact that its consumption pattern is
barely influenced since the presence of the HP is low and the PV is not installed yet.
The estimation of the baseload was 158,18 Watt. Consequently, the HP plus baseload
values were subtracted from the average curve of the flexible consumer in February.
The baseload, as estimated in July, was posteriorly re-added again. Finally, the average
February curve of the flexible consumer was available for its classification.
In the next step, as Fig. 5.2 shows, the 166 non-flexible consumers are submitted
to the different clustering stages. After the pre-clustering stage, the clusters containing
industrial or large commercial consumers -7 in total- were easily identified and removed
as redundant information. The remaining 159 consumers were then clustered based on
their aggregated energy consumption in February. 4 clusters resulted from the conducted
energy clustering. The flexible consumer was classified in one of those 4 classes and
consequently that particular class was sub-clustered in terms of normalized curve shape.
Finally, 89 consumers were selected as the reference group of the flexible consumer in
the month of February. So, these consumers represented the group considered for the
posterior statistical analysis.
For subsequent months, the validity test explained in the previous section was
performed in order to guarantee that these 89 consumers behave in the same manner as
in the base month. For example, in May only 75 out of the 89 consumers had similar
aggregated energy consumption and only 70 out of these 75 had a similar demand shape.
In consequence, 70 consumers were only considered in the statistical analysis for the case
of May. After this analysis several probability distributions were selected for fitting the
84 Chapter V. Potential Flexibility in Residential Demand
5 10 15 20
0
0.2
0.4
0.6
0.8
1
Time (h)
C
o n
s u
m
p t
i o
n  
[ p
. u
. ]
(c)
5 10 15 20
0
0.2
0.4
0.6
0.8
1
Time (h)
C
o n
s u
m
p t
i o
n  
[ p
. u
. ]
(d)
50 100 150
0
2
4
6
8
10 x 10
4
Consumer Number
C
o n
s u
m
p t
i o
n  
( k
W
h )
Centroids of clusters to 
be removed
(a)
50 100 150
0
1
2
3
Consumer Number
C
o n
s u
m
p t
i o
n  
( k
W
h )
(b)
x 10
3
Figure 5.2: Consumer Clustering Example for February: (a) Pre-clustering, (b)
Energy clustering, (c) Normalized curve clustering, (d) Centroids of the normalized
curve clustering.
data and eventually creating the 3D probability distribution for a day. This distribution
was used for quantifying the potential flexibility of the flexible consumer.
5.5 Observations and Discussion
The result of this method is a 3D probability distribution, which represents the non-
flexible demand of a consumer who is similar to the flexible consumer under study. The
boundaries of the 3D probability distribution are defined by areas of probability (AP).
These areas denote that the load consumption of a non-flexible consumer will lie in
this range with certain probability. Therefore, when the power curve of the flexible
consumer and the 3D probability distribution are overlapped, whenever it is exceeded
from an specific AP could be considered as potentially flexible demand.
To validate the proposed method three typical days are considered in publication
C4; a typical cold winter day in February, a spring day in May and a hot summer day in
July. By a simple comparison of the results, it is appreciable how different the potential
flexibility obtained in the different cases and for the different APs is. In the case of
February, the HP is dominating the power consumption of the flexible user at all times
since it is in constant operation. Even though, the values for its potential flexibility are
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the highest ones, it is hard to shift any demand on the time horizon. In conclusion, any
flexibility is hardly to be available on this day.
In the case of May, which represents the transition between extreme seasons, the
household thermal demand is not that high anymore but is still adequate to make the
HP operate several times within the day. In such a scenario, flexibility could be offered
by valley filling. July represents the opposite case of February, due to the limited thermal
need required by the household at this time of the year the HP barely operates, which
implies a lack of flexibility even for a low AP.
It can be concluded that the potential flexibility is more likely to be offered as
flexibility in months belonging to transitional periods between summer and winter.
5.6 Summary
This chapter addresses one of the important aspects in the control and operation of
future power systems, the mobilization and activation of flexible demand. Among the
different types of demand, the residential one is committed to play an important role
in this matter. However, when referring to this time of demand the flexibility is usually
not properly defined and even rarer quantified.
In a first place, this chapter summarizes the methodology proposed in order to
identify and quantify the potential flexibility of residential consumers. This is based
on a comparison between a flexible consumer and other non-flexible consumers with
similar characteristics. First, clustering of non-flexible customers is performed with the
subsequent assignation of the flexible consumer to one of the resulting classes. Then, a
3D probability distribution of non-flexible demand is created for several days and the
flexible consumer is compared to it.
In a second place, the methodology is validated using the hourly power consumption
data provided by a regional utility. It is demonstrated that when the average curve of
the flexible consumer and the 3D probability distribution of the non-flexible consumers
are overlapped, the potential flexibility can be perceived by defining different areas of
probability.
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Chapter VI
Impact of Future Energy
Systems Electrification
This chapter addresses the challenges faced by future LV networks due to the electrifica-
tion of energy sectors such as the heating and the transportation. Besides, it summarizes
the methodology proposed in publication C5 to define and evaluate the impact originated
by the penetration of HP and PEV loads in LV distribution systems. Furthermore, it
is of interest to quantify the LV distribution system hosting capability and to determine
how and where might be potentially located their technical constrains in the future.
6.1 Introduction
The conceptual and technological restructuration of national energy systems is happen-
ing in many countries nowadays. In Denmark, this is already reflected in the increased
wind and photovoltaic (PV) power penetration, the continuous development of the elec-
tric vehicle infrastructure and the stimulation plans for replacing old fashion heating
systems by more efficient and environmentally friendly ones. All this examples have one
thing in common, the interaction of new loads and/or generators with the power system.
From a demand perspective, the power system is expected to undergo a significant load
growth due to the electrification of systems such as the heating and the transportation.
Although, this phenomenon is foreseen to affect each level of the power system, the
distribution systems seem to be especially targeted. The reason is the nature of the
expected loads which makes the local LV networks more accessible from an integration
perspective. For a DSO, this context imposes important challenges in respect to the
conventional management of the LV grids. Particularly, since it is committed to ac-
commodate an increasing number of loads in networks that were not designed for them.
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Furthermore, considering the high power rating of loads such as HPs and PEVs, the
performance of this commitment gets even more complex. For this reason, it is im-
portant for the DSO to realize an exhaustive evaluation of how different levels of load
penetration may affect the LV grid operation. The technical consequences of increasing
the load in these networks are by this time well known; voltage deviations, unbalances,
overloading of the infrastructure, etc. However, in which way and where they are going
to be potentially located is uncertain. It is true that most of the LV networks have a
radial configuration which weakest point has traditionally been represented by furthest
bus from the secondary transformer. But with the accommodation of a new load or
local generation this may not be the case anymore. In this context, the behavior of the
LV grid will depend on the specific network characteristics and especially on how the
new load is distributed in the network.
This chapter summarizes the methodology proposed in publication C5 to evaluate
the impact caused by the combination of HPs and PEVs in residential LV networks.
Furthermore, it aims to quantify their hosting capability and to determine the nature
and location of the potential technical constrains. The approach is based on a Monte
Carlo model which uses the traditional Newton-Raphson power flow for defining the
grid condition. For the same load penetration level multiple power flow calculations are
performed randomly altering the location of the HP and PEV loads in the grid. By
doing so, a more realistic conception of the potential system bottlenecks is obtained
when comparing with deterministic procedures. Moreover, this approach probabilisti-
cally identifies the vulnerable components of the infrastructure that obviously should
be under consideration of the operator.
6.2 Proposed Methodology
A common practice among DSOs or utilities when performing impact studies has tra-
ditionally been to consider a worst case scenario as a reference. However, this case
which is commonly deterministic may not always represent the reality. This leads to an
unnecessary over-dimension of the infrastructure and in consequence to a substantial
increase on the network investment.
The methodology proposed to evaluate the impact caused by HPs and PEVs in LV
networks is based on a Monte Carlo (MC) model which uses the traditional Newton-
Raphson power flow for defining the grid condition. The starting point is defined by
the model of the LV network to be analyzed. Each of the n users (nu), which are rep-
resented by the existing household load (HL), are then provided with two extra loads
-HP and PEV- which will be randomly activated and deactivated depending on the case
considered. The distribution of the new load across a LV network is clearly not deter-
ministic. Therefore, the aim is to respect the stochastic nature of the load distribution.
For that reason, the approach is structured in two stages, the network assessment and
the statistical analysis of the obtained results. In the first one, a network assessment
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algorithm (NAA) has been designed to evaluate the network response according to the
penetration level and the distribution of the load considered. In the second stage, the
results are processed and statistically analyzed with the purpose of identifying which
are potential constrains and the most vulnerable elements of the system.
6.2.1 Network Assessment Algorithm
Fig. 6.1 depicts the core frame of the NAA. This is first composed of a random process,
which sets the number of study cases for a given load penetration, and based on these
a posterior MC model for defining the grid condition.
As input, the NAA requires defining the penetration level of HP and PEV loads and
the number of load distribution cases (nit) that will be considered for the MC model.
After defining and initializing the system variables, two matrices DHP and DPEV of
nit x nu size are created in order to store which users have installed HP and/or PEV
loads for a given case and which ones not. Then, for the penetration level defined and
the nit, the correspondent HP and PEV loads are randomly assigned among the users.
Something which is important to clarify is that the probability for a specific user to hold
a HP or PEV load is considered the same for all of them.
After it is certified that the number of loads assigned in every case corresponds with
the penetration level defined at the beginning, the matrices for storing the results are
created. As it is mentioned before, this approach focuses on defining the actual grid
Definition of HP & PEV load 
penetration level and nit
Definition and initialization of 
internal variables
Creation of the DHP & DPEV
Matrices 
Random assignation of HP 
and PEV loads for the nit
Verification of the load 
assignation and the 
penetration level
Network objects assignation 
to the corresponding set
Creation of the Rbus, Rl & Rt
Result Matrices 
i=1
Initialization of load service
AC Power Flow
Verification of the Power Flow
Store results in Rbus, Rl & Rt
i=i+1
i=nit?
End
Assignment of load 
distribution according to 
DHP & DPEV
Figure 6.1: Flow-chart describing the NAA.
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capacity, its hosting capability and the nature and location of the technical constrains.
Therefore, the matrices Rbus, Rl, Rt will store the following results: i) voltage on the
buses -cable box (CB) or point of connection (POC)- in per unit (nit x nbus), ii) loading
of the cable (nit x nl), iii) loading of the secondary transformer (nit x nt).
After this initialization, the MC model takes over in order to begin with the network
evaluation phase. For each of the nit, the starting point will be resetting any previous
calculations and ensuring that all the HL loads are on service -activated- while all the
HP and PEV loads are off service –deactivated-. Once this is satisfied, the activation
of the HP and PEV loads will be done according to the sequence imposed by DHP
and DPEV . After, determining the case scenario for the given iteration the power flow
calculation is performed in order to define what the network condition is. Then, the
elements of the network are accessed individually in order to gather the data of interest
for this study. Finally, the data is stored in the corresponding result matrix and the
procedure is iteratively respited until i=nit.
6.2.2 Statistical Analysis of the Results
Since, the previous procedure is characterized for its randomness it is required to make a
probabilistic interpretation of the results obtained. Before that, it is necessary to identify
three important features which represent the worst operating point of the network among
the cases considered. On the one hand, the minimum voltage in the grid (Vmin), which
ensures that all the CB and POC at the LV grid are supplied with a voltage equal or
higher to this value. On the other hand, the maximum line and transformer loading
determine the worst condition of the most affected part of the infrastructure. After
this, the obtained results are statistically analysed in order to find the probability from
each CB and POC to be one supplied with Vmin. Similarly, it is done for each of the
lines in order to determine its probability of being the most loaded one. The corrective
reinforcement measures of a DSO should be decided based on this analysis.
6.3 Test Network and Study Cases
The data available for the validation of this approach refers to a LV network located in a
Danish rural area. Through a 315 kVA 20/0.4 kV transformer and a seven string radial
network, 137 private users are supplied with electricity. Since, the zone is distinguished
for not having any district heating service accessible it represents a good test system
to determine the impact produced by HPs and PEVs under different penetration levels.
Furthermore, the consumers belong to the same MV radial feeder introduced in the
previous chapter, so hourly power consumption data is also available for them.
For being able to determine the technical limits of this LV grid, a base case is
considered in order to have a reference. This stands for the moment of maximum
load in the whole year, which happens at 18:00 in a Friday of January. Consequently,
Section 6.4. Observations and Discussion 91
the different existing HL loads which represent the actual consumption of the users are
assigned with its corresponding value for that specific time. A more detailed description
of how the different static loads are modelled is available in the referred publication.
Then, the network response is assessed under different penetration levels. With the
purpose of having reasonable times of simulation, the nit selected for the MC model is
10000.
It is also of interest to evaluate how potential reconfigurations in the given network
might affect its hosting capability towards these loads. In line with this, three cases
have been designed:
– Case 0 - Original Network Configuration: The network, as it is today, but sub-
jected to different HP and PEV penetration levels.
– Case 1- Minor Reconfiguration: Based on the results obtained in case 0, an
additional transformer is placed in parallel with the existing one and the most
loaded string is divided in two less loaded ones.
– Case 2 - Large Reconfiguration: Based on the results obtained in case 1, the
rating of the transformers is upgraded and three additional lines are installed in
order to improve the voltage profile of the weakest points of the network.
Finally, the technical operating limits are established according to the standard EN
50160 for medium voltage (MV) and LV grids. This standard states that the RMS
voltage should remain between the ±10% of the nominal voltage of the network.
6.4 Observations and Discussion
From the study carried out in the test system considered, it is deducible that the hosting
capability of the actual LV grids might be very limited for the load penetration levels
foreseen for the future. For the case investigated, the voltage represents the mayor
technical constraint in the accommodation task of HP and PEV loads. The network,
as it is today, can barely handle more than 25% of the consumers in possession of a
HP before the voltage limit stipulated by the EN 50160 is violated. Considering, only
PEVs, it is interesting to see how only 5% of the costumers in possesion of one could
make the network operate under non-acceptable points. Although, the voltage repre-
sents the principal constraint notice that the maximum loading limits of the secondary
transformer and the most loaded line are not far from the maximum penetration levels
defined by the voltage constraint. This is a trace which reflects the good equilibrium of
network topology and its proper design and implementation.
In Table II of the referred publication, the results from the statistical analysis for
each network configuration case considered are summarized. This table shows the net-
work elements -CB and line- with highest probability to become the most vulnerable
elements on this infrastructure. For the base case -case 0-, it seems realistic that for any
92 Chapter VI. Impact of Future Energy Systems Electrification
HP penetration level the elements with highest probability to be the most vulnerable
ones are the furthest bus from the secondary transformer and the cable representing the
beginning of the most loaded string. However, when HP and PEV loads are combined
together the probability of the furthest bus to be supplied with the minimum voltage
might significantly decrease. The reason is the higher rating of the PEV loads that
makes their presence more notorious in comparison with the HP load. In consequence,
it cannot be dismissed the fact that certain load distributions might make the network
react in a non-expected manner. Parts which are currently considered strong might in
a future be hardly exposed to technical constrains while elements that have tradition-
ally been considered as the technical boundaries, i.e furthest node, might become less
vulnerable.
Based on the low hosting capability of this test system, a small re-configuration -case
1- was performed in order to have a better and more uniform distribution of network
loading. The obtained results show that its hosting capability, towards the HPs, is im-
proved. Now, up to 50% of costumers having HPs could be integrated without violating
any of the technical constrains. However, as soon as a small percentage of PEVs is
taken into account the voltage drastically collapses. The loading of the most loaded
line and the secondary transformers instead has improved significantly. Nevertheless, it
is not by far achieved the load penetration levels expected for Denmark. Looking into
the probability again, in this case the string number 2 seems to be the most affected
one when only HPs are considered. Once the PEVs and HPs are combined, the strong
presence of PEVs not only makes the probability of the most vulnerable element de-
crease again but also changes the element targeted. This aspect might be influenced
by the reconfiguration of the network since a better distribution of the load makes the
identification of the vulnerable points more difficult.
Since the hosting capability of this test system is still not enough for achieving the
expected levels case 2 is designed. The obtained results illustrate that the efforts for
improving the voltage profile in order to allow higher HP and PEV load accommoda-
tion, makes instead the main power carrier of string 3 very vulnerable to this decision.
This fact underlines the complexity of employing a meshed design as a solution to allow
higher load penetration levels in LV systems. Furthermore, as higher is the grade of
mesh as more difficult becomes the estimation of the vulnerable points of the network.
6.5 Summary
This chapter discusses the challenges faced by DSOs due to the electrification of energy
sectors such as the heating and the transportation and its impact in LV networks. First,
it summarizes the methodology proposed in publication C5 to define and evaluate the
impact originated by the HP and PEV loads in those systems. This approach is based
on a Monte Carlo (MC) model which uses the traditional Newton-Raphson power flow
for defining the grid condition. The aim is to quantify their hosting capability and to
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determine the nature and location of the potential constrains that may appear in the
future.
Second, it describes the test system and the cases designed for validating the pro-
posed methodology. Third, the obtained results highlight that it cannot be dismissed
the fact that certain load distributions might make the network react in a non-expected
manner in the future. Parts which are currently considered strong might in a future
be hardly exposed to technical constrains while elements that have traditionally been
considered as the technical boundaries might become less vulnerable. Furthermore, if
the reinforcement of the network implies meshing it, this effect may get even more
pronounced making the identification of its vulnerable parts more difficult.
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Chapter VII
Demand Response Control in
Low Voltage Networks
This chapter addresses the employment of the DR in local distribution systems as an
alternative for materializing different technical and commercial services. Furthermore,
it summarizes the hierarchical supervisory DR mechanism, proposed in publications C3,
J1 and J2, i) to enhance the dynamic operation of LV grids and ii) to aggregate the
response of flexible loads with the purpose of fulfilling the energy committed in platforms
such as the RPM. At the same time, the control features which are representative for
each of the layers are also described together with the technique employed to forecast the
up and down regulation capability of the LV network.
7.1 Introduction
The restructuration of the Danish energy system stands out two major challenges. On
the one hand, a 100% renewable based power system requires new solutions for the
power balance. On the other hand, the electrification of systems such as the heating
and transportation is expected to congest the power transfer capability from many net-
works. As it is reflected in previous chapters, this last aspect is particularly relevant in
local distribution networks.
Among others, the violation of the voltage limits is a serious problem to be faced
in the future. The LV systems have traditionally designed and constructed in order to
ensure a secure and efficient distribution of the power demand. In those cases where
the seasonal variation of the demand distorts the voltage profile of the network, no-load
tap changer (NLTC) transformers are utilized in order to manually adjust these devia-
tions. Other commonly employed alternatives are the placement of voltage regulators
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and shunt capacitors in specific point of the network [175], [176]. With the need for
greater control, coordination and automation of distributed energy resources (DER),
new control methods are emerging at this level. This is the case of the on-load tap
changers (OLTC) employment at the secondary transformer (ST). Others instead are
based on power electronic applications such as the injection/curtailment of active and
reactive power from DER, smart transformers and active voltage regulators [184], [185].
According to the [214], the high R/X ratio of LV cables implies that the amount of
reactive power required for voltage support might be high comparing with an active
control of the power demand. Furthermore, the injection of reactive power might in-
crease significantly the grid loses in those feeders where this approach is implemented.
There is no doubt that all this technology is going to be necessary to safely operate,
under a reasonable growth of the demand, the actual LV systems. However, looking
into the load penetrations foreseen by the Danish authorities it might happen that only
those mentioned above might not be sufficient. In this context, real-time control of
the DR introduces relevant opportunities to negotiate different aspects of these systems
operation.
This chapter summarizes the hierarchical supervisory DR mechanism proposed in
publications C3, J1 and J2. This approach, which connects the ST, feeder and con-
sumer level control, aims to enhance the dynamic operation and interoperability of the
LV networks while serving as a platform to aggregate flexible demand in response to the
provision of commercial services. Considering the non-negligible R/X ratio of LV cables,
the proposed strategy acts over the active power consumption of loads such as HP and
PEV systems to undertake the mentioned goals. This approach has to be contextualized
within the technical and commercial structure described in the iPower SPIR research
platform [215]. This structure aims to activate and coordinate flexibility of local assets
through the commercial stakeholders in order to provide system services.
7.2 Hierarchical Control of Demand Response
A hierarchical arrangement of the distribution system supervision makes it possible to
identify, evaluate and tackle the technical constraints in the LV network in singular
manner. This is especially relevant when the voltage drop is the key factor representing
the grid constraint. Since, the voltage limit violation is normally a local problem it
requires local solutions as well. Moreover, since the intermediate layers have the capac-
ity to decide over the controlled assets, less communication infrastructure is required
when compared to a fully coordinated control system. Fig. 7.1 gives an overview of
the different layers constituting the hierarchical structure proposed. This could be an
interesting solution for a DSO playing also the role of an aggregator (DSO-A) looking
for solutions to enhance the dynamic operation of its networks and/or willing to use DR
for participating in the power market. This structure is basically composed by three
layers, the unit control (UC) -load level-, the subsystem control (SSC) -feeder level- and
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Figure 7.1: Hierarchical Control of DR in the LV Grid.
the distribution grid control (DGC) -grid level-. Since, the LV network is divided in
different SSs a bidirectional flow of information exists between the different layers. The
DGC, which stands for the main supervisor block, has a direct communication with all
the SS in order to have a good overview of the LV grid condition. Furthermore, it mon-
itors the average energy stored in the LV system and forecasts the network flexibility,
in terms of up and down regulation. Based on this, it is responsible for deciding the
energy bids that will be sent to the power market. The SSC instead is responsible for
monitoring a group of households and in case they have HPs and/or PEVs operate them
according to its needs. Finally, the flexible loads report permanently their energy status
to the SS that they belong. This structure intends to respect the following aspects: i)
power quality in accordance with the standard EN 50160, ii) to dismiss the user dis-
crimination, treating them equally no matter the point of connection (POC) they are
connected and iii) to satisfy the energy commitments acquired by the DGC with the
power market. The obligations from each of the layers are described in the subsections
below.
7.2.1 Unit Control
It refers to the embedded control of the appliance which maintains the stored energy
within the stated limits. For the HP case, it also represents the strategy to adapt their
operation depending on the technical constrains and demand aggregation requests. In
this context, the PEVs show an advantage in respect to the HPs. Besides of being able
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to control them ON/OFF, it is possible to vary their charging rate while they are ON.
The HP technology considered instead either operates at the rated power or it has to
be turned OFF.
7.2.1.1 Heat Pump Control Modes
As it is described in chapter 3 the HP system, as a thermostatic load, is controlled
based on a regular hysteresis control. When the average energy stored in the HWST
(ES) drops below the cut-off band (E c) the HP turns ON to recoup the thermal energy
loss. It will remain ON up to when the ES reaches the upper band (E c). This stands
for the passive way of controlling such a load. Nevertheless, their flexible nature allows
having an active control on them. Taking that into consideration, the normal operation
mode (NOM) of HP operation is provided with two extra operation modes, named as the
voltage emergency mode (VEM) and demand aggregation mode (DAM). These modes
are briefly introduced in the following subsections since they are extensively described
in publication J1 and J2. The criteria employed for switching from one mode to another
is:
Vmin ≥ Vr & kv > kl & ∆P = 0→ NOM
Vmin ≥ Vr & kv > kl & ∆P 6= 0→ DAM
Vmin < Vr → V EM (7.1)
where Vmin is the minimum voltage of operation, in this case in the SS where the HP
belongs, Vr is the pre-defined limit for Vmin, kv and kl are internal variables of the HP
controller and ∆P is a power deficiency signal in kW. ∆P , which is explained in the
DGC subsection, represents the difference between the power measured at the ST level
and power rate according to the energy committed. ∆P is calculated by the DGC and
is delivered to the HP systems via the corresponding SSs.
Voltage Emergency Mode
A voltage violation occurs when Vmin becomes lower than Vr. The Vr limit is either
set by regulation or by the practical experience of the DSO. Therefore, from the instant
when the violation occurs until it is cleared a voltage violation region is determined.
This region is where the HP system should adapt its operation in order not to aggravate
more this technical constraint. The HP senses any violation based on the Vmin received
by the SS. So, when a severe violation occurs, the E c is extended 20% in respect to
the normal operation mode (NOM) settings. As a result, Es is allowed to drop to
lower energy levels making the HP remain OFF for a longer time. Considering that the
activation of the load is delayed, the aggravation of this technical constraint is avoided
without practically affecting the user comfort. In case further explanation is required
regarding how, what and when a voltage violation is considered severe enough and/or
about its mathematical formulation, this is developed in publication J1.
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Demand Aggregation Mode
The aim of the DAM is to provide the HP the ability to respond when the demand
aggregation need exists. This should be realized causing the minimum discomfort for
the user. Therefore, as for the VEM, the HP operation is accommodated by altering the
E c andE c bands as soon as the ∆P signal is received. The alteration of these bands is
performed according to the following logic:
− α ≥ ∆P ≥ α → E c = Enoc , E c =E noc
− α > ∆P > α → E c = Edac , E c =E dac (7.2)
where ±α is the bandwidth defined to make the HP uninfluenced by ∆P . The reason to
contemplate ±α is the inexistent capability of HPs to regulate their power consumption
and therefore to precisely track the ∆P without compromising the user comfort. Enoc
and E noc are the maximum and minimum energy bands, in p.u, for the NOM and Edac
and E dac are the same but for the DAM. For further description of how Edac and E dac
are dynamically altered refer to publication J2.
A demonstration of how these three modes cooperate together, to make the HP adapt
to the given conditions, is illustrated in Fig. 7.2. Fig. 7.2a shows the ∆P signal received
by the HP system. Fig. 7.2b shows the Vmin profile during the time frame considered.
According to the EN 50160 standard, the voltage at each point of the MV and LV
systems should not vary further than ±10%. However, based on practical experiences
from DSOs a more conservative value is selected for this case, ±6% (Vr=0.94 p.u.).
During the first half hour Vmin > Vr and ∆P is equal to zero, therefore the HP system
runs in NOM. In this context, E c andE c conserve the original settings. At hour t, ∆P
becomes distinct to 0. Therefore, the HP controller switches to DAM to respond to
the demand aggregation request. Notice how ∆P has a positive sign at the beginning.
This means that the power consumption measured at the ST level is higher than the
one defined by the energy commitment. In this context, the need for decreasing the
aggregated demand of the LV grid makes the HP controller adjust E c to trigger the
advance disconnection of the appliance. As it is depicted in Fig. 7.2c.
Past t+ 1/2 hour, even though ∆P remains still active, the HP controller switches
to VEM due to a voltage violation. In consequence, the broadening of E c allows ES
to drop to lower energy levels delaying its activation and in consequence avoiding the
aggravation of this constraint. Past 2t + 1/2 hour, the voltage gets restored and since
∆P is still active the HP controller switch from the VEM back to the DAM. Finally,
as Fig. 7.2e depicts, the HP consumption of active and reactive power (PHP , QHP ) is
successfully adapted to fulfil both technical and commercial requirements.
7.2.1.2 Plug-in Electric Vehicle Control
As it is described in chapter 3, the ability of the domestic charger to regulate the charging
rate between 0 and its rated power (P rtPEV ) is considered in this case. Therefore, the
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Figure 7.2: HP control modes: (a) ∆P , (b) Vmin and Vr, (c) kv and kl, (d) ES, E c
and E c, (e) PHP and QHP pattern.
power drawn by the vehicle battery (PPEV ) is calculated as:
PPEV = ηc ·
∫
Sch · dt; 0 ≤ PPEV ≤ P rtPEV (7.3)
where ηc is the charger efficiency. Sch represents the charging capability imposed to an
specific PEV in a SS. Therefore, according to a criterion explained in the next section,
the SSC coordinates the charging process of the PEVs under its domain. Finally, the
UC is only responsible for ensuring that the SOC remains within the predefined limits.
7.2.2 Subsystem Control
It is defined as the layer of the control structure which is placed at the distribution
feeder level. It monitors a number of households (nh) and according to its needs it acts
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over the HPs and PEVs under its domain. Since its main obligations are extensively
described in J1, a summary of those is given here:
– Measurement collection and processing: Among them, voltage at the POC of each
household (V Hpoc), the SOC of each plugged-in vehicle (SOCPEV ) and the ES on each
HP system.
– Calculation of the minimum voltage in the SS (V SSmin). V SSmin is afterwards dispatched
to every HP system to make them shift to VEM when a violation occurs.
– Prioritize plugged-in PEVs - Calculation and Dispatch of Sch: The SSC is constantly
monitoring the available PEVs in the controlled area and their SOC too. Based on
their SOC, it sorts them in an ascending manner. Then, PEVs with lower SOC are
prioritized in terms of charging capacity with respect to the ones with higher SOC.
This is done by assigning different amplitude values to the Sch variables dispatched
to the plugged-in PEVs. The Sch variable received by a specific PEV (SPEV ich ) is
calculated as:
SPEVich =CL ·Ap(i) · x+ (x− 1); x∈ [0, 1]; i=1...npev (7.4)
where npev is the number of available PEVs in the SS, Ap is the vector holding the
different charging amplitudes and x is the binary variable defining if any voltage
violation exists in the SS. When a voltage violation occurs x is equal to 0 making
all PEVs reduce their charging rate in the same way and at the same time. So, the
PEV with lowest SOC is assigned with the highest value of Ap making its Sch the
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highest too. CL is the limitation variable received from the DGC to influence the
charging process of the PEVs as it will be explained in the next section.
Fig. 7.3 shows an example of how the SSC operates regarding the coordination of
the PEVs under its domain. For this time, let us imagine that a specific SSC, in
charge of a feeble part of a LV grid, is not influenced by the DGC (CL = 1). As it
has been stated the SSC is constantly aware of the number of PEVs connected in the
SS and their SOC. Fig. 7.3a shows the SOC of the PEVs when they arrive home.
Between the hours t+ 1 and t+ 2 four PEVs arrive and plug-in at the same moment
but in different locations and with different SOCs. Fig. 7.3b shows the charging
rate of each PEV. PEV number 3 and 2 have the lowest SOC, so they are prioritized
over 4 and 6. This is reflected for those PEVs in a higher Ap, Sch and therefore
charging rate. As they charge faster, at some point their SOC become higher than
the rest, causing a shift on the sorting list. This is not the case for PEV3, because
due to its driving requirements it self-imposes its priority over the rest. From the
SSC perspective, this vehicle will hold the first position in the list until it is fully
charged. Few minutes past t+3 the battery of PEV3 becomes full which allows the
rest of PEVs to be charged at higher capacity. Later on, PEV1 arrives with a low
SOC and plugs-in. As soon as the SSC senses it, the vehicle gets the first position
in the sorting list. This makes the PEV1 to charge at the maximum capacity but
subjected to the allowable grid conditions. As a consequence, the rest of the PEVs
charging are forced to decrease. Between t + 6 and t + 7 hours, PEV5 arrives and
plugs-in. Since the rest of the PEVs, connected in the SS, are already charged PEV5
is allowed to charge at maximum capacity. As result, the PEV charging is made in
the fairest manner maintaining each of the V Hpoc is above Vr -see Fig. 7.3.c-.
– Delivery of npev to the DGC
– Communication of ∆P to the HPs: ∆P is used by the DGC in order to encourage
a response from HPs under the need of materializing an energy commitment. This
is done by delivering ∆P to the HPs in the LV grid via the different SSs.
– Calculation and delivery to the DGC the average state of energy (SOEavgHP ), average
state of charge (SOCavgPEV ) and total power consumption from HPs (PSSHP ) and PEVs
(PSSPEV ) in the SS.
7.2.3 Distribution Grid Control
Placed at the ST level, the DGC represents the central component of the hierarchical
structure. It is responsible for monitoring and controlling the different SS in the LV grid.
Depending on the condition of the LV grid and the set up forecast the DGC influences
the operation of the HP and PEV loads via the CL and ∆P signals delivered to each
SS. Two of the tasks it focusses on are:
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Equalization of the state of energy between the different SS
The purpose is to achieve an energy equilibrium among the different SS in the network
in order to avoid the synchronization of the loads during high congestion periods. In
practice, the DGC divides the total power transfer capability of the LV grid among the
n SSs (nss) according to their average SOE (SOESS#i) and the network condition. The
SOESS#i of a SS is calculated based on its SOEavgHP and SOC
avg
PEV :
SOESS#i =
(
nhp · SOEavgHP + npev · SOCavgPEV
nhp + npev
)
i
; i = 1...nss (7.5)
where nhp is the number of HP systems in the SS. So, when the maximum power transfer
capability of the network is reached the only way to increase the power consumption
capability of the SS with the lowest SOE is reducing the consumption capability from the
rest. As the PEVs offer a more precise controllability, the regulation of this consumption
capability is realized acting over their charging rate via the CL variable.
Forecast of Flexibility and Participation in Regulation Market
In the Scandinavian context, NordPool Spot is the platform where most of the electric-
ity is nowadays traded. This is performed via the two existing markets, the day-head
(Elspot) and the intra-day (Elbas). To adjust the power imbalances originated after
scheduling in the above markets, the TSOs employs an additional platform called the
regulation power market (RPM). This is utilised to trade the up and down regulating
power –normally referred to the generation side- with the purpose of anticipating exces-
sive use of automatic reserves and to restoring their availability. In the Danish context,
all bids can be submitted, adjusted, or removed in the RPM until 45 minutes before the
operation hour. Then, these are collected and sorted in a list with increasing prices for
up-regulation and decreasing prices for down-regulation. Depending on the potential
congestions in the system, the TSO will activate the cheapest regulating power.
Although, the RPM represents an attractive trading environment for the demand
side, the truth is that it is not active nowadays. In consequence, it is forced to pay the
cost of the originated imbalances. Taking this into account, the RPM is considered an
interesting environment to commerce the potential services that a hierarchical structure
with these characteristics is able to offer in the future.
The provision of such a service requires an accurate performance of the participating
technology. So, the stochastic nature of the residential demand makes forecasting of the
system flexibility an important aspect for the DSO-A willing to utilise the aggregated
response of residential loads in the RPM. The up and down regulation capability of
a LV grid is normally represented by its maximum and minimum limits of aggregated
power demand. Consequently, based on the energy stored in HP and PEV loads in the
LV system a simple method is utilized to forecast, on an hourly basis, these limits. The
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forecast made for a given hour defines the upper and lower flexibility bands (FB ,FB ),
in kW, during the next hour. These two are in every case calculated according to:
FB = kup3600 · (E
Tot
PEV +E TotHP +
[
ETotHP
]
∆t + [EHL]1h)
FB = kdown3600 ·
[
ETotHP
]
∆t + [EHL]1h (7.6)
where kup and kdown are coefficients of precaution in order to make the forecast of the
upper and lower bands more or less conservative. E TotPEV is the maximum energy con-
sumption from PEVs, in kWh, that could be requested during the forecasted hour. E TotHP
is the maximum energy consumption from HPs, in kWh, that could be requested during
the forecasted hour.
[
ETotHP
]
∆t is calculated based on historical records and it represents
the average energy consumption from the HPs in the LV grid during the last period
of ∆t hours. Finally, since the forecast is one hour ahead, it becomes important to
estimate the behaviour of the household during the hour in between. Therefore, based
on historical records again the average energy consumption of the household load for
the mentioned period ([EHL]1h) is estimated. For a more detailed information about
the formulation of these refer to the manuscript J2.
Since the market closes 45 minutes before each operation hour, the energy bid (Ebid)
in kWh has to be submitted 5 to 10 minutes before it closes. This means that the fore-
cast of and has to be automatically performed few minutes before that in order to have
the time to build Ebid. After the RPM clears, if the submitted Ebid is accepted the
energy commitment (Eec) will be sent to the DSO-A. Therefore, at the exact operating
hour it is required to satisfy the steady state power demand related to Eec (Pec). So,
taking into consideration the ramp time of the aggregated power demand from HPs and
PEVs, the proposed control structure activates those few minutes in advance. This is
described thoroughly in the manuscript J2.
In Fig. 7.4 an example of how the DGC performs under a specific energy commit-
ment is depicted. Fig. 7.4a shows the aggregated response of the LV system to the Pec
signal. Few minutes after t − 1 hour, the DGC forecasts FB ,FB limits for the time
frame t to t + 1. Minutes before the RPM closes it submits its Ebid based on what it
has predicted. After the RPM has cleared, the bid is accepted and an up-regulation
Eec is received. Few minutes before t hour the DGC, via the different SS, activates the
flexible demand in order to satisfy this energy commitment. Since, the control of the HP
demand is less accurate than the one for the PEVs, they are first forced to respond as it
is depicted in Fig. 7.4b. As the times passes, the average SOE from all the HP system
in the LV network (SOETotHP ) increases meaning that their HWSTs begin to get filled,
see Fig. 7.4.c. As a consequence, after same time, the aggregated HP demand decays
significantly and the PEVs have to take over in order to keep the power demand at the
ST (Pst) to Pec. This causes the average SOC of all the PEV in the system (SOCTotHP ) to
increase. It is worth to notice how after responding to a given energy commitment the
flexibility forecasted for the next hours is significantly reduced. The reason is the lack of
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Figure 7.4: Example of the RPM Participation: (a) Pst, FB ,FB and Pec, (b) PTotHL ,
PTotHP and PTotPEV , (c) SOETotHP and SOCTotPEV , (d) Vmin and Vr.
storage capacity for the coming hours. Finally, Fig. 7.4d shows how the Vmin of the LV
network is importantly deviated due to the materialization of the energy commitment.
However, the DGC keeps this successfully above its Vr limit.
7.3 Observations and Discussion
The results obtained in publications C3, J1 and J2 compare the performance of the pro-
posed hierarchical supervisory DR structure for two days in different seasons of the year.
In February, the power consumption of households in the LV network is high comparing
with other months of the year. On the other hand, the low atmospheric temperatures
given in winter induce those households to have a high thermal power demand too. This
aspect combined with the low COP values, representative of unfavourable atmospheric
conditions, forces the HP systems to operate frequently. As a result, their aggregated
consumption acquires a considerable magnitude which takes up a large percentage of
the power transfer capacity of this system. Furthermore, the existence of any coordi-
nation in the PEV charging process implies that the users in possession of PEVs tend
to plug those as soon as they arrive home. The combination of these factors leads to
a large concentration of power consumption during the peak moment of the day. As
result, large and persistent voltage violations are originated during this time. In May
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instead, since the thermal power demand of the household is much lower and a better
atmospheric conditions makes the HPs operate less frequently. This substantially re-
duces their aggregated power consumption making the system capacity more available.
In publication C3 and J1, the hierarchical supervisory DR structure is oriented to
avoid the system bottlenecks. Therefore, under its influence different favourable be-
haviours of the grid operation are achieved. First, the total HP demand is significantly
reduced during the peak hours that coincide with the severest voltage deviation period.
This power reduction is originated by the HPs in the SS where the voltage violation
occurred, as they switch to VEM to delay their activation. Second, the PEV charging
is completely avoided during this time frame and delayed to moments when the LV
grid is less stressed -late evening and early morning-. Consequently, a considerable im-
provement of the minimum system voltage and a better load distribution along the day
is obtained. In May instead, the system capacity is more available therefore HPs and
PEVs are allowed to perform naturally since no violations constrains the power transfer
in the LV system.
The potential benefits of using the DR mechanism for the RPM participation are
assessed in publication J2. Here, it is demonstrated how a proper commercial strategy
makes several things possible. First, shifting the flexible demand to off-peak hours al-
lows DSO-A benefiting from the low market prices in those hours. Second, a reduction
of the flexible demand during peak hours avoids technical congestions in the network
while aiding the balancing of the system at the same time. Finally, the realization of this
last aspect implies also an economical benefit due to the services provided to the system.
However, in this context, there are also aspects that limit the response capability of a
LV network. The most significant one is the existing technical limit which defines the
maximum power transfer capability of the network. In this sense, there might be hours
during the operating day that the forecasted FB and FB bands define a much higher
up and down regulation capability of the LV network than what is actually possible.
Since, FB and FB bands are forecasted based on the storage capability available in
HPs and PEVs they do not contemplate any technical limitation. Therefore, the exis-
tence of these technical limits, in the case considered imposed by the violation of the
voltage limits, will represent additional restrictions to the regulation capability that the
LV systems might be able to offer in the future.
7.4 Summary
This chapter summarizes the hierarchical supervisory DR mechanism proposed in pub-
lications C3, J1 and J2 to enhance the dynamic operation and interoperability of the
LV networks. Furthermore, by connecting the ST, feeder and consumer level controls it
aims to serve as a platform to aggregate flexible demand in response to the provision of
commercial services.
In a first place, the chapter discusses the existing methods for controlling the voltage
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in LV grids. Later, it describes the proposed architecture incising in the control features
of each of the layers composing it. In order to give a better understanding different
examples of their individual operation performance are also illustrated.
Finally, the results obtained in the referred publications are evaluated and the ben-
efits of such a solution are defined. It is concluded that with this alternative two major
advantages can be derived. On the one hand, in congested periods the voltage levels
of the LV network can be maintained within acceptable limits due to the the better
distribution its aggregated demand during the day. On the other hand, by participating
in the RPM the DSO-A can obtain cheaper energy providing UR in the early morning
and afternoon hours and at the same time make a profit by providing DR during peak
periods.
108 Chapter VII. Demand Response Control in Low Voltage Networks
Chapter VIII
Conclusions
This chapter presents the conclusions deposed during the development of the PhD stud-
ies. Furthermore, it summarizes what are the main contributions of this scientific work.
Since new potential research lines have been opened, the perspectives for future work are
also described in here.
8.1 Summary
As it is described in the abstract, four areas are covered in this thesis: i) modelling of
active loads and the thermal consumption and driving habits from residential users, ii)
definition and quantification of residential flexible demand, iii) assessment of the impact
produced in LV networks by the electrification of heating and transportation systems
and iiii) the control of DR in LV grids. The first three topics represent the foundation
required to understand the context of the problem. Based on them, the strategy to con-
trol the DR in LV grids has posteriorly designed and implemented. Particular attention
has been paid to the activation of the flexible residential demand to undertake different
technical and commercial purposes.
The modelling phase and its posterior validation have underlined several things about
the loads considered. The thermal power demand of the household, which certainly
varies along the year, plays an important role in the power consumption behaviour of
thermostatic loads. In the case of HP systems, the COP is an additional factor influ-
encing this pattern. Under unfavourable atmospheric conditions -high thermal demand
and low COP- a frequent and sometimes even constant operation of these loads has been
observed. As a consequence, a significant reduction in the flexibility that these loads are
able to offer can be expected. The use of AE as a potential controllable load shows a lot
of advantages for the power regulation. Even though, they present fast load dynamics
some of their limitations cannot be neglected neither. Low load operation points have
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to be avoided due to the degradation of the hydrogen. Moreover, after being on stand-
by mode the AE might be limited to perform certain load changes due to the loss of
temperature of the electrolyte. Regarding the EV load, no matter if the charging -PEV-
or discharging -V2G- role is considered, their load behaviour and therefore their impact
in the network depends on the DP carried out by its user along the day. All these loads
show a big potential in what DR concerns. Indeed there is big optimism within the
scientific community for demonstrating their capabilities. However, when performing
an analysis of such a characteristics there are other aspects that have to be studied a
part from the electrical ones.
Consequently, the analysis performed about the thermal consumption and driving
behaviour of Danish residential users highlighted the diversity and randomness of these
habits. Furthermore, the method proposed to generate profiles to realistically simulate
the behaviour from users in possession of EWH, HP or PEV loads is demonstrated to
be appropriate approach since it respects the pattern imposed by the original data.
Determining the flexibility from users in possession of such a loads is another key
topic addressed in this thesis. Therefore, a methodology is proposed to identify and
probabilistically quantify the potential flexibility from residential users. Its validation
demonstrate that certain loads, such as the HP systems, are more likely to offer flex-
ibility during months between seasons. The reason is that extreme the atmospheric
temperatures and thermal consumption from the households makes these loads operate
constantly or not operate at all.
The mobilization of flexible residential demand relies on the fact that large numbers
of loads will be gradually accommodated in the LV systems. The impact assessment
realized on a Danish LV system highlights the poor hosting capability of these systems
in what the accommodation of HP and PEV loads concerns. Furthermore, it cannot be
dismissed that even for low load penetration levels certain load distributions might lead
the network to react in a non-expected manner. Parts which are currently considered
strong might in a future be hardly exposed to technical constrains and vice-versa.
In the last stage of this research work, the control of DR in LV networks has been
addressed as a potential solution for the previously mentioned challenges. As an al-
ternative, a hierarchical supervisory mechanism is proposed to control the DR of LV
networks. This solution aims i) to enhance the dynamic operation of the LV networks
and ii) to serve as a platform for future operators to mobilize flexible demand in the net-
work with commercial purposes. The results illustrate that by providing up and down
regulation (UR, DR) services in the RPM, it is possible: i) to shift flexible demand
to off-peak hours benefiting from the cheap energy prices characteristic of this periods,
ii) to reduce the flexible demand during the peak hour benefiting from the high prices
and aiding the system balance at the same time. However, it cannot be neglected that
the UR and DR capability of the LV network might be significantly limited due to the
existing technical constrains.
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8.2 Thesis Contributions
Even though, the DR topic has captured lots of attention and the number of research
publications has recently increased, the work comprised in this thesis appends several
contributions:
– Detailed dynamic models of domestic and non-domestic loads developed in dif-
ferent software platforms.
– Thermostatic loads (EWH and HPs).
– An alkaline electrolyzer for large scale applications.
– An EV load considering different approaches (PEV and V2G).
All of those models include thermal, mechanical and chemical features which are
not normally considered in the traditional way of modelling the power system.
– Different device control strategies are proposed to encourage the response from
the loads considered. The design takes into consideration their specific nature
and characteristics.
– A simple methodology to generate profiles which simulate the thermal and mo-
bility requirements from users in possession of EWHs, HPs and PEVs. This
approach is based on a statistical analysis of domestic hot water, space heating
and driving habits from Danish residential users.
– A methodology to define and probabilistically quantify the potential flexibility
from residential demand. Even though the procedure is applicable for most of
the residential loads which offer flexibility, this work has focus on the HP systems
and their capabilities in this matter.
– A methodology to investigate the impact generated in the LV networks by the
electrification of the heating and transportation systems. The purpose of this
approach is to define the current capacity and hosting capability of those in
relation to the accommodation of new load. Moreover, it also underlines the
nature and the location of potential bottlenecks that these systems might face in
the future.
– A technical evaluation of the system capacity and dynamical performance of the
LV grids is realized based on dynamic models of the active loads developed.
– A hierarchical structure for controlling the DR in LV distribution networks. In
a first place, the design aims to control the operation of HP and PEV systems
in order to enhance the dynamic operation of LV networks. The control strategy
is implemented on real time basis in order to ensure the best performance of the
whole system
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– New control features are implemented in the previous structure in order to acti-
vate and aggregate the response of the flexible loads in the LV grid. Additionally,
the commercial benefits of applying such a strategy are also contemplated using
the RPM as a reference.
8.3 Perspectives and Future Work
This research work has addressed numerous aspects of the interaction between the power
system and the gas, heating and transportation systems. However, in the development
process new research lines have appeared which indeed would be interesting to be ad-
dressed in future work. Those, together with some aspects that need further analysis
are summarized below.
– Even though, it might not represent an important challenge for the operation of
the Danish LV networks, the unbalance scenario should be studied. Especially,
to determine what is the impact originated by different load penetrations in the
individual phases.
– The power quality is one of the most challenging aspects concerning the accom-
modation of large numbers of flexible loads in these systems. This is especially
relevant for the voltage flicker which might be originated as a consequence of the
start-up current synchronization of HPs.
– From a market perspective, the optimal scheduling of the flexible loads is an
additional solution to avoid the reinforcement of the power infrastructure. This
solution should be assessed making a technical and economical comparison with
the DR control mechanism proposed in order to see what the real benefits are.
– In order to prove the feasibility of the proposed DR control mechanism, the
advantages and disadvantages of its implementation should be tested in other
market platforms such as the day-ahead or intraday market. also be assessed .
– The power balancing capabilities of AE have been briefly addressed in this thesis.
It could be interesting to demonstrate the real potential of this technology with
real system models. Particularly, in topics such as the voltage regulation of MV
networks or the local power management.
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Abstract— Grid instabilities originated by unsteady generation,
characteristic consequence of some renewable energy resources
such as wind and solar power, claims for new power balance
solutions in largely penetrated systems. Denmark’s solid invest-
ment in these energy sources has awaked a need of rethinking
about the future control and operation of the power system. A
widespread idea to face these challenges is to have a flexible
demand easily adjustable to the system variations. Electro-
thermal loads, electric vehicles and hydrogen generation are
among the most mentioned technologies capable to respond,
under certain strategies, to these variations. This paper presents
two DIgSILENT PowerFactory models: an alkaline electrolyzer
and a vehicle to the grid system. The models were performed
using DIgSILENT Simulation Language, aiming to be used for
long-term distribution systems simulations. Two voltage levels
were considered: 20 kV for the electrolyzer grid connection and
0.4 kV for the plug-in electric vehicle. Simulation results illustrate
the simplicity and manageability of the presented models.
Index Terms—Alkaline Electrolyzer, V2G system, Demand Side
Management, Smart Grids, DIgSILENT PowerFactory.
I. INTRODUCTION
Denmark has actively supported sustainable development
and renewable energy integration during the last decades.
Wind power has specially suffered an extraordinary growth
reaching 21.3% of the total share in 2010. In March 2012, the
Danish Ministry of Climate, Energy and Building accelerated
the renewable energy targets set by previous energy plans.
The wind power is introduced as the primary electricity
supply source in 2020, expecting to cover 50% of the national
electrical consumption [1].
Considering grid instabilities and power unbalances
introduced by this alternative generation the management of
largely penetrated power systems becomes rather defiance.
On January 2005 in the Danish offshore wind farm Horns
Rev 1, a storm event resulted in zero power production from
the whole park in less than five minutes. A sudden power
The authors would like to thank the Danish Council for Strategic Research
for providing the financial support for the project Development of a Secure,
Economic and Environmentally-friendly Modern Power Systems (DSF 09-
067255).
loss of about 135 MW was originated from the shutdown
of the 91 wind turbines of the wind park due to exceeding
over-speed limit [2].
The strong grid interconnection with neighboring countries
is a well exploited tool for regulating the actual system. This
provides an extra degree of actuation to the transmission
system operator (TSO) which is capable to import or export
energy, depending on the instantaneous need, to keep the
system frequency within the permitted limits. Despite of
having plans to increase this interconnection capacity in
Denmark, the future power exchange capability threatens to
be drastically affected if the surrounding countries follow the
same ambitious targets as Denmark. For that reason, local
energy management using active control of loads is becoming
a popular idea to mitigate the impact from the renewables
in the power system. The Danish IDA Climate Plan defines
a close interaction among the future electric, heating and
transportation systems, including also the electrolysis as a
possible alternative for fuel generation [3].
The following paper presents two DIgSILENT
PowerFactory models: an alkaline electrolyzer (AE) and
a vehicle to the grid (V2G) system. The aim is to assess
their power regulation potential and their impact in future
distribution systems by long-term simulations.
The literature regarding their modelling is wide; being
possible to find different ways and types of models depending
on the analysis required. A detailed AE model was properly
introduced by Ulleberg [4], [5], dividing its structure in
three main parts; I-U characteristic, thermal model and the
hydrogen production. Its influence was posteriorly assessed
inside a renewable energy based stand-alone power system,
stating its good accuracy and suitability for this kind of system
analysis. Authors in [6] used the previous work to model
different electrolyzers for different hybrid system applications.
Battista et al. [7] employed the von Hoerner system in order
to address the power control of a wind-hydrogen system.
Based also in this last one, a more simplified model was
introduced by Onar et al. [8] for dynamic simulations in
a wind/fuel cell/electrolyzer/ultra-capacitor system. His
implementation may be restricted due to the consideration of
constant temperature and operation point.
Concerning the plug-in electric vehicle (PEV) storage,
lithium-ion and lithium ion polymer batteries are commonly
used technologies due to their long life cycle, high power
and energy density characteristics. The classification made
by Chen and Rincon-Mora [9] shows that the electrical
battery models are the most relevant for grid studies.
Detailed lithium-ion battery models were introduced by
authors in [10], [11] focusing in representing accurately their
dynamic behaviour during charge and discharge periods.
The representative electrical parameters were obtained via
experimental tests and analytically defined as a polynomial
regression. Aggregated and more simplified models were
used by authors in [12], [13] instead, focusing on the load
frequency response in power system analysis.
The authors intend to study the interaction of these
two loads in local distribution networks. The lack of
information on how to implement them in an analysis tool
like DIgSILENT PowerFactory, motivate to address this issue
in this manuscript.
The paper is divided in the seven sections. Section I gives
a short introduction about the problem statement and the state
of the art. Through section II, the AE and the V2G system
models are described. In section III their implementation
using DIgSILENT Simulation Language (DSL) is introduced.
Section IV presents the obtained simulation results. Finally
Section V and VI provide the conclusions and references.
II. UNIT MODELLING
A. Alkaline Electrolyzer
An AE is the combination of different electro-mechanical
elements, which allows the decomposition of an electrolyte
-solution of KOH in water- into hydrogen and oxygen, by
passing a direct current between two electrodes.
H2O(l) + Electrical energy → H2(g) + 1
2
O2(g) (1)
It can be considered as a mature technology in comparison
with proton exchange membrane (PEM) and solid oxide
electrolysis (SOE), wherefore it is commonly used in large
scale hydrogen production applications. A simplified grid
connection topology of a large AE in a distribution network
is shown in Fig.1(a).
As an essential reference in the AE modelling, the
work published by Ulleberg [5], must be stated. As he
introduced three sub-parts delimited AE model structure:
I-U characteristic curve for an AE cell, thermal model
and hydrogen production. In Fig.1(b) is also included the
compressor model.
1) I-U Characteristic Curve: The following non-linear
equation, proposed by Ulleberg [5], represents the current and
voltage kinetics in the electrode. This expression, including
the overvoltage dependence on the temperature resulting from
the chemical reactions, was obtained from empirical results.
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Fig. 1. Alkaline Electrolyzer: (a) Simplified grid connection lay-out and (b)
Model structure.
Ucell = Urev +
r1 + r2Te
Acell
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2
e
Acell
I + 1) (2)
Ue = ncUcell (3)
where Ue is the electrolyzer voltage and nc the number of
cells, Ucell is the voltage of a cell and Urev the reversible
voltage, ri are the parameters for ohmic resistance of elec-
trolyte (i=1. . . 2), si and ti are parameters for overvoltage on
electrodes (i=1. . . 3), A is the cell area, Te is the electrolyte
temperature and I is the DC current drawn by the AE. The
model parameters and coefficients are listed in the Table I.
For an operational pressure of 7 bars, similar as the system
installed at Ju¨lich (PHOEBUS), the curves developed from
the above expression are presented in the Fig.2. Hereof a
two dimensional matrix (look-up table) was created with the
purpose of defining the current drawn by the AE, according
to Te and Ue applied in the stack.
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Fig. 2. I-U characteristic curve for the modelled AE cell at operating pressure
of 7 bar
The thermodynamics of the electrochemical reactions is an
important factor to be taken into account. The changes in en-
thalpy (∆H) and entropy (∆S) of the water splitting reaction
induce changes in Gibbs energy (∆G) and consequently in the
Urev. These parameters are directly affected by the working
conditions of the AE (operation pressure and temperature).
Urev =
∆G
zF
=
∆H − Te∆S
zF
(4)
where z is the number of electrons transferred per reaction
(z=2) and F is the faraday constant (∼96485 C/mol). The
changes in Gibbs energy was calculated as described in
[14], using the thermodynamic properties of products and
reactants obtained from the NIST online database. Then, for
the operating pressure of 7 bars, a polynomial regression was
made in order to define Urev 7bar as function of Te.
Urev 7bar = −2.483e−10T 3e + 2.9004e−7T 2e
− 0.000733Te + 1.2845 (5)
2) Thermal Model: The temperature variation of the elec-
trolyte, during the hydrolysis, can be represented by a thermal
energy balance as the following differential equation states.
Ct
dTe
dt
= Qgen −Qcool −Qloss (6)
where Ct is the thermal capacitance of the AE. The internal
heat generation (Qgen) is a consequence of the cell inefficien-
cies and is directly related with the power consumed by the
AE (Pe) and the electrolysis efficiency (ηe). This latter one
can be expressed as the quotient between the thermo-neutral
voltage (Uth) and Ucell.
Qgen = Pe(1−ηe) = Pe(1− Uth
Ucell
) = nc(Ucell−Uth)I (7)
Uth =
∆H
zF
(8)
The Uth defines a voltage threshold for the heat release
in the process. If this value is exceeded the heat released
becomes higher than the required for the water decomposition
increasing the accumulated heat in the stack and resulting in
temperature increases. Again, a polynomial regression was
made to represent Uth as function of Te for an operating
pressure of 7 bars.
Uth 7bar = −3.2084e−10T 3e + 5.4591e−8T 2e
− 0.000165Te + 1.485 (9)
The heat released as losses (Qloss) is expressed as the
difference between the Te and the ambient temperature (Tamb)
divided by the overall thermal resistance (Rt). Based on
the parameterization of [5] and the difficulties finding real
characteristic data, values of Rt and Ct were scaled up to
achieve a logical thermal behaviour on this unit size.
Qloss =
1
Rt
(Te − Tamb) (10)
The cooling is a critical issue if an accurate response and
control of the AE is required. Among the different cooling
methods, circulating the electrolyte through a heat exchanger is
a simple and commonly used technique. The cooling demand
(Qcool) was calculated via the number of transfer units (ε-
NTU ) method, where ε is the heat exchanger effectiveness
and Qmax the maximum theoretical cooling demand.
Qloss = ε ·Qmax (11)
The maximum and minimum heat capacity rates (Cmin and
Cmax), i.e. the mass flow rate (me and mcool) by the specific
heat (cP e and cP cool ), are calculated according to eq.(12) and
in consequence the maximum heat (Qmax) with eq.(13).
Cmin =
{
me · cpe if me · cpe<mcool · cpcool
mcool · cpcool if me · cpe≥ mcool ·cpcool
Cmax =
{
mcool · cpcool if me · cpe<mcool · cpcool
me · cpe if me · cpe≥ mcool·cpcool
(12)
Qmax = Cmin∆Tmax = Cmin(Te − Tcool) (13)
In agreement with the methodology, ε depends on of the
heat capacity ratio (Cr) and NTU coefficient, being the
latter one defined as the quotient of the overall heat transfer
coefficient of the heat exchanger (UAhx) and Cmin.
ε =
1− eNTU(1−Cr)
Cr − eNTU(1−Cr) ; NTU =
UAhx
Cmin
, Cr =
Cmin
Cmax
(14)
3) Hydrogen Production: The hydrogen production rate
(nH 2 in mol/s) is directly proportional to the current drawn
by the AE stack and the number of cells connected in series.
nH 2 = ηF
ncI
zF
(15)
The faraday efficiency (ηF ) represents the difference be-
tween the actual hydrogen production and the maximum
theoretically talking.
ηF = a1 exp
(
a2 + a3Te
I/Acell
+
a4 + a5Te
(I/Acell)2
)
(16)
4) Compressor Model: The required compression power
(Pcom) in these systems is not a power demand which can be
easily dismissed, since it stands for a notable part of the total
system demand. Based on the hydrogen mass flow rate (mH 2
in kg/s), the Pcom was modelled assuming the compression
process as polytrophic (γ=1.4) and the hydrogen as ideal gas.
Pcom = mH 2(W1 +W2) (17)
The compression was made in two stages with an intercool-
ing, to reduce the output temperature of the gas from the first
stage to the initial temperature Te, so the compression work
in each stage was [15]:
W1 =
cpH2T1
ηG
((
Px
P1
)γ−1/γ
− 1
)
W2 =
cpH2T1
ηG
((
P2
Px
)γ−1/γ
− 1
) (18)
where cPH2 is the specific heat of the hydrogen and ηG
is the global efficiency of the compression process. The
input hydrogen pressure and temperature values (P1, T1) were
assumed equal to AE operation conditions. The intermediate
compression pressure (Px) was calculated as the square root
of P1 and the storage pressure (P2).
Px =
√
P1 · P2 (19)
The reactive power consumed by the induction motor driv-
ing the compressor was calculated considering a constant
power factor of 0.88. Some of the stated assumptions taken
in this model, especially the scaling up of Ct and Rt, could
represent a limitation in some precise studies, requiring a
deeper analysis on them. However, in this case the considered
conditions seem to be realistic for the purposed pursued.
TABLE I
ALKALINE ELECTROLYZER MODEL
Parameter Quantity
General
Rated Power (kW) 355
Operation Pressure (bar) 7
N◦ of Cells 180
Max. DC voltage (V) 342
Min. DC voltage (V) 257.4
Max. Opert. Temp. (◦C) 80
Cell I-U Curve
r1(Ω/m2) 7.331e−5
r2(Ω/m2) -1.107e−7
s1(V ) 1.586e−1
s2(V/◦C) 1.378e−3
s3(V/◦C2) -1.606e−5
t1(m2/A) 1.599e−2
t2(m2/A◦C) -1.302
t3(m2/A◦C2) 4.213e2
A (m2) 0.25
Faraday Efficiency
a1(%) 99.5
a2(m2/A) -9.5788
a3(m2/A◦C) -0.0555
a4(m4/A) 1502.7083
a5(m4/A◦C) -70.8005
Thermal Model
Rt(◦C/W) 0.334
Ct(J/◦C) 5.38e6
UAhx(W/◦C) 2100
mcool(kg/s) 1.2
Compressor
Rated Power (kW) 70
N◦ of Stages 2
ηG (-) 0.486
P2 (bar) 150
B. V2G System
The V2G concept is defined as the ability from widespread
controlled PEV-s to exchange electricity with the power grid
in a bidirectional way, supplying or drawing, in order to
meet occasional need for stabilization. The modeled system
focuses on representing the steady state behavior of a PEV
connected at household level. The battery is capable to
respond, under certain state of charge (SOC) limits, to a
demand response control (DRC) signal sent from the local
control center. Moreover the energy exchange during the
hours that the vehicle is not connected at home was also
taken in to account. Fig.4 shows the model structure with
three parts easily differentiable.
1) Battery Model: The characteristics of the li-ion cell
provided by [16] served as a reference for the following model,
using the extended Thevenin battery approach to analyse its
steady state behaviour within the low voltage grid. For that
reason the transient dynamics were neglected, i.e the charge
and discharge effects were represented only as a two different
internal resistors (Rint,cha, Rint,dis). In that case the power
(Pbatt) and voltage (Vbatt) of the battery were determined as
the following equations state:
Pbatt = (Vbatt · Ibatt)DC (20)
Vbatt =
{
ncells(Voc +Rint,chaIbatt) if Ibatt > 0
ncells(Voc +Rint,disIbatt) if Ibatt < 0
(21)
where ncells is the number of cells connected in series, Voc
is the open circuit voltage of the cell (Fig.3(a)) and Ibatt is
the current running through the battery. The sources for this
current are two, from a charging point at home (IHCP ) and
from the energy exchanged in out-home hours (IOHEE).
Ibatt = IHCP + IOHEE (22)
The α coefficient (Fig.3(b)) represents the charge/discharge
(C/D) rate dependence on the battery cell capacity (Cbc) and
Voc, assuming negligible the temperature effect. Therefore, the
SOC and the depth of discharge (DOD) were calculated as:
SOC =
1
Cbc · 3600

∫
Ibattα · dx if Ibatt < 0∫
Ibatt
α
· dx if Ibatt > 0
(23)
DOD = DODMAX − SOC (24)
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2) Home Charging Point Model: In local distribution net-
works the battery-grid-battery power exchange is highly lim-
ited by the domestic infrastructure. The V2G system capability
is constrained even if the battery design allows higher power
rate management. Among the different options proposed in the
literature, authors found suitable the three phase connection for
the Danish case and interesting for this scope.
The control of the switch, which connects and disconnects
the load, is based on SOC conditions and the demand response
requirements stated below. In order to avoid inconveniences for
the user, the V2G system is only allowed to respond within the
80 to 90% range of the SOC. ηconv represents the efficiency
of the AC/DC conversion and vice versa.
C : PHCP · ηconv if 0.3 > SOC > 0.9
C : PHCP · ηconv ·DRC if 0.8 > SOC > 0.9
D :
PHCP
ηconv
·DRC if 0.8 > SOC > 0.9
(25)
3) Out-Home Energy Exchange Model: The SOC varia-
tions created during the periods in which the vehicle is not
plugged at home were represented by the charge/discharge
current IOHEE . This may have different sources as well; i.e
the driving energy consumption (Ic) or the plugging in external
points like work place, supermarket (IEXT ). The current
drawn from the battery during a daily trip was deducted from
the vehicle driving profile -in terms of speed v (km/h)- and
the Vbatt, taking in to account an average energy consumption
of 150 Wh/Km.
I ' v · 150
Vbatt
(26)
On the other hand, the charging mode was only taken into
account for plugs in external points.
TABLE II
V2G SYSTEM MODEL
Parameter Quantity
Battery System
Capacity (kWh) 25
Pmax allowed (kW) 28.27
N◦ of Cells(-) 127
SOC Limits (-) 0.3<SOC<0.9
Cell Characteristics
Manufacturer Kokam
Model SLPB 120216216
Technology Li-Ion
Capacity (Ah) 53
Voltage Range (V) 4.197-2.717
Nom. Current (A) 53 (1C)
Rint,cha (mΩ) 1.3
Rint,dis (mΩ) 3.69
Charging Station
Rated Power (kW) 11
Grid Connection 3-phase
AC voltage (V) 400
AC current (A) 16
ηconv (-) 0.99
III. IMPLEMENTATION
DIgSILENT PowerFactory is known as a highly sophis-
ticated power system analysis software that allows a wide
range of modelling, analysis and simulation options. The
implementation work was carried out using the DSL graphical
interface considering the load behaviour respect to the grid as
a PQ approach. In this context the technical documentation
“General Load Model”, available in the software help menu,
turned to be a reliable source of information.
In both models, the block definition (*.BlkDef) is the start-
up point for this commitment. The algebraic and differential
equations introduced in the previous section, are assigned
to each block with the purpose of representing the physical
behaviour of the load. As different blocks interact within
each other a “Block Diagram” element is created to set
and organize these relationships. The next step is creating
the common models (*.ElmDsl) out of the block diagrams
and other required blocks. These are recommended to be
placed inside the project grid folder, accessible from the data
manager window. Another important task in this phase is the
parameterization and the value assignation of the data matrix-s.
Finally, with the composite model (*.ElmComp) the different
DSL model sub-parts are concatenated together, closing this
process down.
A. Alkaline Electrolyzer
Fig.5 intends to give an overview of what has been described
before referenced to the AE case. In that graphical representa-
tion it is possible to distinguish some of the procedure phases,
i.e. the I-U characteristic block definition, highlighted in
orange colour. The AE Plant and Load Control are represented
by block diagrams in blue and green colours respectively. On
the one hand, the AE Plant comprises the I-U Characteristic,
Thermal Model, H2 Production and H2 Compressor single
blocks which are linked by commonly shared variables. On the
other hand, the Load Control block diagram content the power
and refrigeration controls. The response and performance
expected from AE is dependent on its operation conditions.
The operation temperature and the power consumption are
essential variables that need to be precisely controlled in order
to have a complete regulation capacity of the unit.
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Fig. 5. AE DIgSILENT model representation.
Mechanical, power density and voltage limitation aspects
induced the fact of setting the operation temperature at 80◦C.
The AE operation is controlled acting over two features, the
power drawn from the grid and the amount of cooling provided
to the unit.
Therefore, a PI determines the electrolyte recirculation mass
flow rate (me) needed to fulfil the refrigeration requirements
and achieving the temperature conditions set by the reference.
An additional PI is implemented in parallel acting over the
DC voltage applied in the unit terminals with the purpose of
having direct control over the power consumption. The large
time constant, a natural characteristic of a control variable like
the temperature, results in a very slow response compared with
that of the power. Thus, even existing a strong dependency be-
tween the power consumption and the operation temperature,
the temperature variations are so slow that the power control
dynamics are barely affected.
Finally in red colour, the composite model frame concate-
nates the “Load Control” and “AE Plant” block diagrams,
the linking block between the DSL model and the physical
load connected to the grid and both power reference input
blocks. In this study, as the monitoring and control of the grid
was not taken into account, the power reference signals were
simply modelled as an input array using the measurement file
(*.ElmFile) function of DIgSILENT PowerFactory. Again they
are recommended to be placed inside the project grid folder,
accessible from the data manager window.
B. V2G System
In Fig.6 the main components of the V2G system model
are graphically represented. The composite model holds the
common models created out of “HC Load Control”, “Out-
Home Energy Exchange (OEHH)” block diagrams and the
“li-ion battery” single block. It also includes the block linking
the DSL model and the physical load connected to the grid,
the two input signal blocks and the block connecting the
switching action with the physical switch in the grid. One
of the two input signals provides a daily suburban driving
pattern created out of the half-trips considered in [17]. The
other one reproduces the DRC signal received by the unit.
Both signals were also modelled as an input array. As the green
colour highlights, during the “li-ion battery” common model
formation the open circuit voltage and the alpha coefficient are
introduced as one dimensional matrix-s. The access is through
the arrow of the common model window as the picture shows.
Inside, depending on the type of functions used for defining
the block behaviour, the capability of writing the data will be
activated or not.
Concerning the control of the V2G system, already intro-
duced in the Home Charging Point Model section, the vehicle
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is assumed free to be plugged whenever the user requires,
acting as a normal passive load. However, as soon as it
receives a DRC signal, the unit should start acting as an
active and controllable load. So as to avoid dissatisfaction and
unpleasant fillings from controlled users, the response capacity
is constrained to an actuation range of 10%, from 80 to 90
% of the SOC. Within this range, being the vehicle plugged
in the home station; the local system control centre should be
capable to charge or discharge its battery in a power spectrum
limited by the domestic infrastructure capacity.
IV. RESULTS
The performance and response capability of the modelled
units were investigated under several operation conditions,
within a time range of a day. The point of connection (POC)
of each load acquired a special interest in the performed RMS
simulations for power flow, because it represents the physical
union between the load and the grid.
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The AE is characterized for having long start-up times
(from 0 to 100%), relatively fast downward power change
dynamics and relatively slow upward power change dynamics.
This is very much depending on the unit size and the accuracy,
amount and availability of the cooling [18]. This may affect
directly to the type of regulation that this technology can
provide. Fig.7(a) shows the AE system measured active (P )
and reactive power (Q) consumption at the POC. The first
thing that can be noticed is the long start up time, mainly
caused by the need of increasing the operation temperature.
The heat generated during the electrolysis process allowed the
AE slowly increasing its temperature in order to establish its
rated power operation conditions. Later, a DRC signal was
received forcing the AE to operate at 10% of its rated power.
The down-regulation was performed very fast, in terms of
seconds, but as it can be noticed the requested operation point
was not possible to be achieved due to the existing limitation
at low operating loads. Operating points below the 15-20%
of the rated power should be avoided due to the degradation
of the hydrogen purity. In this case either the AE continues
operating at the stated limit or it switches into standby mode.
This mode can also be forced by the DRC signal as shown
later on.
In the same illustration two upward power changes are
represented, one produced by the returning to the free op-
eration mode (DRC signal>1) and the second forced by the
DRC signal itself. The points from where the AE responds to
the change in the operation conditions were different in each
case, and so the time required for reaching the steady state
condition. The reason, as Fig.7(b) shows, is the saturation
of the applied DC voltage in the AE terminals, at 342V.
Working within a reasonable range of cell voltages, reduces
the electrical power and operation costs [4]. Therefore, after
the stand-by mode period some extra time was required in
order to reach the operating temperature again (Fig.7(c)).
The Li-ion battery response from the V2G model could be
almost considered as instantaneous. Fig.8(a) shows the V2G
system measured active power (P ) consumption at the POC.
For figuring out about the charging time required employing
the defined connection and power level, an initial full battery
charging action was simulated. A possible behaviour of the
system was also assessed by the sending of several DRC
signals to the home station along the day. In two of them
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(early morning and late night) the vehicle was parked and
plugged at home ready to respond when the signal to discharge
was received. Then, the battery started to discharge the power
requested by the signal, up until the permitted SOC limit
(80%). As soon as it was reached its active participation was
cancelled. Time after, when the load returns to the free oper-
ation mode, it tries to recover the energy supplied previously.
This effect, repeated by bunches of active loads, may lead to a
serious congestion problem in certain specific grids. Another
two actuation requests were also received during the analysed
working day, but as the vehicle was not available at home, no
respond was obtained.
Fig.8(b) gives a clear view of the battery status, in terms of
voltage and currents, along the day. It is possible to recognize
the current drawn during the driving periods (low, due to the
vehicle speed assumed), the amount current drawn by the
battery when the vehicle is plugged (at working place or at
home) after a trip and the battery voltage fluctuations. Fig.8(c)
shows the SOC variation for the analysed case.
V. CONCLUSION
This paper presents two models, an alkaline electrolyzer
and a V2G system, using the dynamic simulation language
DSL of DIgSILENT PowerFactory. Both are expected to be
useful on impact and demand response analysis of future
distribution networks. In a first place, the algebraic and differ-
ential equations describing the physical behaviour of each load
were introduced. In a second stage, a detailed description of
their implementation on DIgSILENT PowerFactory was given.
Finally long-term power flow simulations (RMS) were carried
out in order to verify their simplicity and manageability.
The obtained results show that under certain control and
coordination these two flexible loads have a big potential for
future power regulation activities. They are able to accommo-
date their operation conditions to satisfy certain requirements
from the operation and control of the power system. On the
other hand, certain limitations on the response speed (large
AE systems) and capacity (domestic V2G system case), which
may affect the future demand response strategies, have also
been stated.
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Abstract—The changes in the Danish energy sector, conse-
quence of political agreements, are expected to have direct
impact in the actual power distribution systems. Large number
of electric boiler, heat pumps and electric vehicles are planned
and will cope large percentage of the future power consumption
at household level. Despite of the well-known flexible service
that this kind of loads can provide, their flexibility is highly
dependent of the domestic hot water and space heating demand
and the driving habits of each user. This paper presents two
methodologies employed to randomly generate thermal power
demand and electric vehicle driving profiles, to be used for
power grid calculations. The generated thermal profiles relied
on a statistical analysis made from real domestic hot water
and space heating data from 25 households of a typical Danish
residential area. The driving profiles instead were formed based
on conclusions derived from previous analysis on Danish driving
patterns and the driving cycles extracted from the European
project ARTEMIS. The obtained random profiles will allow
electrical networks in Denmark to be analyzed while maintaining
the probability of the original data set.
Index Terms—Domestic Hot Water, Space Heating, Driving
Patterns, Heat Pump, Electric Vehicle, Demand Response.
I. INTRODUCTION
The most notable characteristic from the Danish energy
sector nowadays is represented by the constant increment of
renewable energy. Furthermore, this tendency will be acceler-
ated in order to achieve the energy targets established by last
political agreements. In March 2012, the Danish Ministry of
Climate, Energy and Building set the new guidelines to speed
up the energy sector reconversion [1].
Energinet.dk, the Danish transmission system operator
(TSO), has already pointed out some solutions in order to
overcome the challenges related to these alternative energy
sources. Among them; reinforcement and expansion of the
existing power grid, upgrading and extending the power in-
terconnection with the neighbouring countries and improving
The authors would like to thank the Danish Council for Strategic Research
for providing the financial support for the project Development of a Secure,
Economic and Environmentally-friendly Modern Power Systems (DSF 09-
067255).
wind forecasting [2]. As a part of the whole strategy, a
complementary solution is getting also attention recent years,
the smart grid concept. In late 2012, Energinet.dk together
with the Danish Energy Association (Dangrid) published some
key recommendations for establishing the mentioned smart
grid concept in Denmark [3]. In this report, large effort
and attention was focused on indicating the importance of
flexibility from future power consumers. This kind of users,
also known as prosumers, are distinguished for holding loads
with certain storage capability that allows them to modify their
power consumption behaviours without affecting drastically
their comfort. Thermostatic loads -electric boilers (EB) and
heat pumps (HP)- and electric vehicles (EV) are mentioned
as possible and feasible alternatives for the Danish case.
However, the high power ratting characterizing them make
their accommodation challenging for the local operator. The
power consumption pattern from these active loads depends
on factors like, the type of technology, their way of control,
the storage capacity and the atmospheric conditions. A factor,
sometimes not precisely assessed but which has crucial im-
portance defining this pattern, is the user consumption habits.
This paper analyse the thermal and driving habits from
typical Danish families. The purpose is to evaluate the impact
on the power grid, once the mentioned loads are installed.
II. AVAILABLE DATA FOR THE ANALYSIS
A. Domestic Hot Water and Space Heating
The domestic hot water (DHW) and space heating (SH)
data, belong to a group of 25 single family houses located in
a typical Danish residential area [4]. This data was recorded
in 15 minutes intervals during one year. The annual energy
consumption, from the considered houses, varies between
4,800 to 20,000 kWh. Fig. 1.a and 1.b shows the SH and
DHW average power consumption (qsh and qdhw) respect
to the atmospheric temperature (Tatm) and the wind speed
(vwind). Large season differences are appreciable in the SH
demand. The DHW instead remains quite stable along the
year. High demand moments seem to be more attractive to
be analysed, therefore the methodology will be introduced
focusing on them. Wednesday was selected as example.
(b)
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
Time (-)
(a)
0
0.5
1.5
1
2
2.5
3
T h
e r
m
a l
P o
w
e r
0
-10
-15
10
20
30
T e
m
p .
&
W
i n
d
S p
e e
d
Thur.Wed.Tues. Fra. Sat. Sun. Mon.
Time (-)
0
2
1
3
T h
e r
m
a l
P o
w
e r
0
-5
10
4
5
15
1
T e
m
p .
&
W
i n
d
S p
e e
d
qsh [kW] qdhw [kW] Tatm [°C] vwind [m/s]
Fig. 1. Average thermal power consumption: (a) over a year, (b) In the first
week of January.
B. Driving Pattern
The work published by Qu et.al [5], as part of the EDISON
project, and by Thorhauge et.al [6] served as a base reference
for the driving profile generation task. Fig. 2 summarizes the
most relevant information affecting this work. Fig. 2.a and 2.c,
extracted from [5], shows the histogram of the total driving
distance in a day and the histogram of the departure and arrival
time of first and last trip in a day. The information plotted
in Fig. 2.b is instead extracted from [6] and it depicts the
distribution of the trips in a daily tour structure. The daily tour
starts and ends at home (H) and depending on the tour type,
trips with main (M ) activity (work, school. . . ) or secondary
(S) activity purposes are covered in between.
An interesting fact is that a large percentage of the cars
drive less than 40 km per day in Denmark. 7 to 8 a.m is the
most common time frame to start the first trip of the day and
3 to 4 p.m to conclude the last one. Furthermore, the prevalent
tour structure seems to be the one holding two trips per day.
From home to place where a main activity is carried out and
from here back home again (Home-Main-Home).
Another important source of information became the Euro-
pean project ARTEMIS [7]. From here, different speed based
driving cycles were obtained to represent typical urban, rural
and motorway trips for standard cars.
III. METHODOLOGY FOR PROFILE GENERATION
The data analysis and the profile generation task were car-
ried out in Matlab/Simulink. Concretely, the Statistics Toolbox
was used to analyse the SH and DHW consumption data. Since
the methodology adopted for creating the SH and DHW power
profiles and the driving profiles were different, they will be
described separately in this manuscript.
A. Domestic Hot Water and Space Heating
The thermal demand is generally represented by the SH
and DHW need from its inhabitants. The DHW consumption,
by nature is less continuous and more instantaneous in com-
parison with the SH one, that is why the data requires to
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Fig. 2. Danish driving pattern: (a) Driving distance in a day, (b) Tour structure
in a day, (c) Departure and arrival time of the first and the last trip in a day.
be pre-treated in advance (Fig. 3.a). First, the houses with
consumption are separated from the ones without at every
time step of the 96 samples on a day. Then, the probability
to have consumption is calculated in each time step. Finally
only the data from the houses with consumption is going to
be considered for the rest of the DHW data analysis.
The statistical part begins with grouping of the data -SH
or DHW from the houses with consumption- of the time
step considered in a histogram. Then, the coefficients defining
the distribution functions facilitated by Statistics Toolbox of
Matlab, will be calculated using the maximum likelihood
(MLE). As Fig. 4 shows, the result is the formation of the
probability density function (PDF) and the cumulative density
function (CDF) form each distribution function. This process is
repeated for every time step of a day, assessing carefully which
distributions fit the data better. Then the best distributions
representing the data along the day are finally selected to
proceed with the analysis. The intention is to find out the
best, or the less bad, distribution function. Therefore, the
Kolmogorov-Smirnov goodness test is applied to the anteriorly
selected distributions. The distribution functions are submitted
to this test, increasing progressively the grade of confidence
intervals. As the grade increases the conditions for the distri-
bution functions becomes stricter to comply. It is here when,
the ones not respecting the conditions, are discarded remaining
the strongest one -or ones- at the end [8]. The Kolmogorov-
Smirnov goodness test is valid to find the strongest distribution
functions but does not give a clear view of how good the
original data is fitted. In this case the graphical method, so
called quantile-quantile (Q-Q) plot, is used to find how good
is the fitting [9]. As an example, Fig. 5 shows the Q-Q plot
from four distribution functions defining the SH consumption
at 8 a.m. This method plots the quantiles from the distribution
function against the same quantiles from the original data, as
the blue crosses illustrate in Fig. 5. The red line instead aims
to show how the representation would be if the distribution
from the original data and the distribution function would
be the same. So in this sense the goodness of the fit will
be characterized by how the blue crosses stick to the red
line. This procedure is repeated again for every time step of
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Fig. 3. Flowchart describing the methodology for the profile generation: (a)
SH and DHW demand, (b) EV driving.
the day, consciously assessing each fitting. As result the best
distribution function will be chosen to represent the original
data along the selected day.
The next part is the random generation of the profiles
which is approached differently depending on if the data is
SH or DHW. The DHW requires first, to assign randomly the
household with DHW consumption, on basis to the probability
assessment made anteriorly. Then, if a moment of consumption
occurs in a household, the amount of it is defined following
the same procedure as for the SH. In both cases, this process is
based in the Latin Hypercube sampling method [10]. Its main
advantage, in comparison to conventional sampling methods
for Monte Carlo simulations, is the reduction of the necessary
runs for a simulation in order to follow randomly a distribution
in an accurate and reasonably way.
Employing the MLE coefficients of the corresponding
time step and for the selected distribution function, the inverse
cumulative distribution function (ICDF) is portrayed. After-
ward, the ICDF is divided into equal probability segments.
For this specific case, authors found it convenient to divide
the function into ten segments of a little bit less than 10%
probability. This is because of the non-consideration of the
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distribution tails, since in most cases they do not represent the
data appropriately. The limits of every segment are mapped
to their representative values of thermal power in the y-axis.
Once the ten intervals of thermal power are obtained from the
correct segmentation of the ICDF, one of them is randomly
selected. From the selected interval again a random value is
calculated, this will define the SH or DHW demand during that
time of the day. This random process is repeated for every time
step and also for each user considered. Finally, the formation
of the demand profiles is achieved tracking on the set of points
generated over the analyzed day.
B. Driving Pattern
The methodology introduced by the flowchart in Fig. 3.b
focuses on the driving profiles from EVs which users are
located in residential areas. It is assumed that each EV starts
the first trip and concludes the last one at home, independently
of the amount of trips made in a daily tour. In absence of
the original data, the Monte Carlo method was applied to
generate new data. The generated data respects the original
data distribution, aim of interest in this study. Then, these
data is analyzed using the same statistical tools and procedure
as the one used for the thermal consumption data. The best
distribution functions, for both the driving distance and the
departure and arrival time, will be used to generate randomly
the values of these variables for the amount of EVs considered.
Fig. 6.a and 6.b shows these generated values for a fleet of 80
EVs driving in a typical weekday. The random assignation
of these two variables, together with the type of tour that
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value, (b) Normal, (c) Weibull.
the EV performs, is also made randomly for every EV. This
information establishes the base for starting the driving profile
formation task.
Depending on the type of tour assigned to an EV, this
will perform from two to four trips per day (n) with main or
secondary purposes. So, according to this, the distance driven
in each of the n trips is randomly calculated. Something to
take into account is the existing linear dependency between
trips. Therefore the summation of the n trips distance has
to be in accordance with the total distance driven in the
day. The driving style is quite particular and very different
from driver to driver, making it very difficult to estimate
it precisely. Authors are neither aware of specific statistical
studies, centered in the Danish case and focused on: trip
destinations, road frequencies, driving styles/cycles and type of
vehicles that may have an impact in the way of how to build
the driving profiles. In the absence of this information, the
speed based driving cycles collected in the European project
ARTEMIS were used to simulate the driving behaviours from
the EV drivers. The project offers various driving cycles,
categorized as urban, rural and motorway, for different class
of vehicles. According to the area where the EV is located and
the distance traveled, the driving performed during a trip can
be differently categorized, even multi-combined. Thereupon
the type of driving cycle is randomly distributed over the trip
duration. So in accordance to this distribution the ARTEMIS
driving cycle is selected and fitted rigorously to the distance
previously associated to driving environment.
Once the n trips have been fitted pursuant to the distance
travelled and the category of driving, is time to locate them
into the out-home time frame of the EV. The driving profile
formation task must be characterized by its randomness but
also respecting the tour structures introduced at the beginning.
Fig. 7 summarizes the logic behind the distribution of the
n trips of a daily tour for an EV. Basically, it is assumed
that the duration of an activity, either main or secondary, is
defined by the time from when a trip ends (t a) and starts the
next one (t d). In this sense, it is understandable that a main
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activity should have a longer duration than a secondary one.
So, independently of the tour structure, the random location of
the trips should have that into consideration. This procedure
is repeated for every EV driving profile creation.
IV. RESULTS
The behavior from thermostatic loads under high thermal
consumption conditions is normally an interesting fact to
analyze in grid integration studies. If these loads are not
accordingly sized for peak demand moments their normal
operation might be affected. Concerning HPs, this is reflected
on a continuous operation, reducing the flexibility capable to
provide. Hence, the thermal part of this study was decided
to be focused on a high SH and DHW consumption day,
concretely the second day of January. Fig. 8 gives an overview
of the main outcome for the SH demand case. Fig. 8.a shows
the distribution of the original data in a histogram form. It
is appreciable how during early morning and late evening
the data seem to be more concentrated, which might indicate
the stand-by mode of the heating systems. During the day
time the data seem to be more spread reflecting the diverse
need of SH thermal power from the customers. The demand
differences are normally associated with the grade of the
isolation of the household and the way of evaluating the
comfort by each user. After the statistical analysis, it was
concluded that the “generalized extreme value” was the best
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distribution function fitting the original data along that day.
Fig. 8.b shows graphically the result of this fitting. The best
way to see the daily pattern of the SH demand is to rotate Fig.
8.b and look at it from the top, as Fig. 8.c indicates. Based on
this, Fig. 8.d presents the randomly generated SH profiles for
a total number of 80 households. The obtained profiles follow
the original data, evidencing an increment of the SH demand,
from 5:30 to 7 a.m, right when the inhabitants start the day.
As it was stated before, the DHW is characterized for being
more sporadic and instantaneous way of thermal consumption.
Fig. 9.a shows the probability to have DHW consumption,
calculated after separating the household with consumption
from the ones without. Fig. 9.b shows, in a histogram form,
the distribution of the original DHW data from the households
with consumption. It is notable the existence of instants where
the distribution of data is mainly centralized in a single
bin, due to the lack of information in those instants. The
statistical analysis performed on these data concluded that
the “normal” distribution function was the most suitable to
represent the original data. Fig. 9.c shows graphically the result
from the fitting, where the lack of information is highlighted
by the the pronounced peaks. In severe cases, an interpolation
was required in order to smooth the curve shape giving a more
realistic sense to the analysis. Finally, Fig. 9.d presents the
DHW profiles generated for a total number of 80 households.
Fig. 10 indicates the most relevant results achieved for
the EV driving case. Fig. 10.a shows the detailed driving
profile from a specific EV holding HMH tour. In both trips
a motorway and urban driving cycles can be distinguished
which are given in an opposite succession. Fig. 10.b shows the
driving profiles from four EV holding different tour structures.
It is appreciable the tour differences between EVs, mainly rep-
resented by the number of trips and how they are performed.
Finally Fig. 10.c presents the obtained driving profiles for a
total number of 80 EVs. The profiles maintain the original
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probability distributions allowing them to be used for a wider
analysis of power distribution networks in the future.
V. CONCLUSION
This paper introduces the two methodologies employed to
generate random profiles which simulate demand and behavior
from domestic users. The first methodology defines thermal
demand profiles relying on the statistical analysis made out of
the SH and DHW data from 25 typical Danish households.
The second methodology creates EV driving profiles out
of the conclusions derived from the EDISON project. The
resulted profiles follow the pattern established by the original
data allowing to be used to define the power consumption
pattern of HP and EV models. Their usage, in the analysis of
local distribution networks, will provide a better understanding
about the impact of moving from fossil fuels dependent to
more electrified heating and transportation systems.
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Abstract—Denmark has a plan to increase the amount of
renewable energy in the power system in the coming decades.
The wind power penetration is scheduled to increase to more
than 50% by 2020. To cope with the high amount of fluctu-
ating production, large power system reinforcements would be
desirable. In order to limit the need for reinforcements the
smart grid concept is getting a lot of attention. As a part of
the whole concept, an active demand response is expected from
end-consumer’s units like heat pumps and electric vehicles. This
paper looks into the challenge of controlling these units in an
intelligent manner. A centralized control strategy is developed
at the secondary substation level in order to maximize the grid
utilization thereby reducing the need for grid reinforcements.
The simulation results show that the control strategy allows heat
pumps and electric vehicles to charge in a time-effective manner
while respecting the grid codes.
Index Terms—Heat Pump, Plug-in Electric Vehicle, Demand
Response, Low Voltage Grids.
I. INTRODUCTION
Denmark has set-up ambitious goals for becoming fossil
fuel independent by 2050. The expected wind power growth,
in the already largely penetrated power system, will play an
important role to achieve the Danish energy goals. However,
for the electrical infrastructure this represents a challenge, as
according to the energy targets for 2020, 50% of the power
consumption must be supplied from the wind turbines [1]. As
the wind power production is dependent upon the weather con-
ditions, solutions are needed to tackle the challenges originated
in the system by the large degree of fluctuating generation.
The Danish strategy is oriented to transform the actual power
system to which it is commonly referred as smart grid. A part
of this concept relies in what is commonly known as demand
side management [2]. In the future, the end-consumer will
be rewarded by planning their consumption in order to assist
the power system needs. The consumers may not have direct
control of their units, the controllability is handled over to an
aggregator via a service contract. The service partner could
bring savings to the consumer while generating its own profit
by controlling these units according to a market price or a
flexibility needed by the distribution and transmission system
operators (DSO and TSO).
This paper presents a multi-layer control, designed to treat
the end-consumers equally no matter the point of connection
(POC) they are connected to. The proposed control strategy
gets advantage from the flexibility offered by heat pumps
Losses
HP
0
1
0
1
2
Thermal demand
Control
0
1
Storage tank
0
1
2
0
2
3
2
0
1
ON_OFF
T_amb
P_use
V_low
Q_HP
P_HP
E_HP
E_tank_pu
E_loss
E_demand
Fig. 1. HP System DIgSILENT Model lay-out.
(HPs) and plug-in electric vehicles (PEVs) to improve the
grid utilization while ensuring the comfort needs by the users.
The stakeholders of the control strategy would therefore be
the DSOs and/or future aggregator’s while the end-consumers
will be the main beneficiaries.
II. SINGLE UNIT MODELLING AND CONTROL
The whole system analysis was carried out in DIgSILENT
PowerFactory. DIgSILENT Simulation Language (DSL) was
used to perform the modelling and control of HPs and PEVs.
A. Heat Pump System
In this case, an air-to-water HP interfaced by a storage tank
was considered appropriate to supply the thermal needs from a
household. Fig. 1 shows the DIgSILENT model lay-out. Two
sizes of hot water tank were taken into account, 300 l and 500
l assuming a heat transfer coefficient (UA) of 1 W/◦C in both.
The average energy inside the tank in per unit (E tank pu)
was calculated based on the first law of thermodynamics:
E tank pu =
E i+ E HP − E demand− E loss
E cap
(1)
where E i is the initial energy stored in the tank and E cap
the energy capacity of the tank. The water tank was considered
energy-less at 55◦C and full at 70◦C, corresponding to the
energy limits of 19.19-24.42kWh for the 300 l one and 31.98-
40.70 kWh for the 500 l one.
The energy loss in the tank (E loss) produced by the
temperature difference between water inside and the room
temperature was represented by the following equation:
E loss =
1
3600
·
∫
UA·(E tank pu · E cap
V t · Cp w · ρ · kc −T r)·dt (2)
where T r is the temperature of the room where the tank is
installed (≈ 10◦C), Cp w is the specific heat capacity of the
water (4.187 kJ/kg◦C), V t is the volume of the tank (l), ρ
the density of the water (1 kg/l) and kc a normalization factor.
The energy provided by the HP (E HP ) is calculated as the
integral of the thermal power generated by this unit (q SH).
E HP =
1
3600
∫
q HP · dt (3)
The HP was assumed to be driven by an induction motor
with a rated power (P HP ) of 3.1 kW and a power factor
of 0.98 lagging. A soft-starter was modelled in order to limit
the starting current to two times its nominal current for one
second shortly after it is turned on.
q HP = COP · P HP (4)
The expression of coefficient of performance (COP ), func-
tion of the ambient temperature (T amb), was deducted from
[3] using a linear interpolation.
COP = (0.078 · T amb) + 2.791 (5)
The thermal energy consumption (E demand), in form
of domestic hot water (DHW) and space heating (SH), was
estimated integrating the thermal power demanded by the user
(P use) in kW.
E demand =
1
3600
∫
P use · dt (6)
The control of the HP is based on regular hysteresis control.
The HP turns off when the water tank energy reaches 1 p.u and
turn on when the tank energy drops to 0.828 p.u (80% of the
bandwidth). The HP has also embedded an voltage emergency
control, which allows unit to adapt to the severe under-voltage
issues that occur in the grid. If a minimum voltage drop in the
grid (V low) is severe enough, the HP control would gradually
lower the upper and lower bands: In case of the lower band,
this would be up to 0.785 p.u (the 20% of the bandwidth
remaining) in order to ensure that the HP is able to stay off
during certain time. In order to avoid excessive sensitivity of
the emergency control, an adaptive delay was implemented to
decide the correct time of actuation.
As soon as the voltage drop is cleared, the HP control steps
instantly from 0.785 to 0.828 p.u, the start-up currents from
many HPs could coincide creating an undesirable situation.
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To avoid this effect the HP control is tuned to gradually
increase the lower energy limit. Fig. 2 is an illustration of
the emergency control operation.
B. Plug-in Electric Vehicle System
Fig. 3 shows the DIgSILENT Model lay-out of the PEV
system. The li-ion technology and the size of 24 kWh were
considered as a reasonable modeling approach, taking into
account the Danish case. The battery was represented with an
impedance type model, where the relation between the battery
terminal voltage and state of charge (SOC) is linear [4].
Due to battery degradation reasons the SOC was constantly
maintained between 0.2 and 0.9 p.u, being calculated as:
SOCpu = SOCi +
Cmax
3600 · ηb ·
∫
P bat · dt
SOCmax
(7)
where SOCi is the initial battery SOC in p.u, Cmax the
maximum battery capacity in kWh, ηb the battery efficiency
-given 0.993 p.u- and SOCmax the maximum SOC in kWh.
The model also incorporates the possibility of self-imposing
the priority to charge the PEV battery. This option could
applied by a user, careless by the fact of being penalized,
to charge his PEV on a highest priority based on his driving
requirements (Prioritized charging).
Regarding the power charger located at the household level,
an off-board 3-ph/400 V type represent a feasible solution
for this type of analysis. Based on [4] a continuous charging
capacity regulation was assumed, allowing the charging power
(P bat) variate between 0 to 11kW.
P bat = ηc ·
∫
Scharge · dt, 0 ≤ P bat ≤ 11 kW (8)
where ηc is the battery charger efficiency in p.u (≈ 0.98 p.u)
and the Scharge is an internal variable of the PEV control
that depends on Priority control signal and V low signal.
As it will be explained further on, both signals are sent to the
PEV load by the sub-system controller. The logic behind the
generation of Scharge variable is represented below.
if Vlow(t) > Vlim → Scharge(t) = priority(t)
else Vlow(t) ≤ Vlim → Scharge(t) = −1 (9)
where Vlim is the minimum voltage drop allow in the entire
grid in p.u. The voltage limit set by the standard EN 50160 is
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±10%. In this case, a more conservative value, of ±6%, was
selected based on practical experiences from DSOs.
Fig. 4 shows a graphical representation of Scharge dynam-
ics under the influence of Priority and V low and the impact
produced in P bat as a consequence. The amplitude of the
Scharge variable is influenced by the Priority control signal,
which represents a charging priority of the PEVs connected
in the subsystem based on their SOC. This means, as Fig.
4.a shows, that higher the SOC of a PEV the lower will be
the amplitude of the received Priority signal, decreasing the
P bat capability. On the other hand, the duty cycle of Scharge
depends on the V low signal, which represents the feeder
capacity reflected by the voltage levels. This means, as Fig.
4.b shows, that if the voltage limits violations occur frequently
-becoming Scharge negative-, the Scharge duty cycle will be
decreased until the PEV P bat adapts to the constrains of the
feeder. Fig .4.c illustrates the effect of both signal in P bat.
As the rated power of the PEV charger is high, this
has the ability to measure and regulate the total household
electricity consumption. The PEV control was equipped with
a continuous current control which operates embedded in the
same voltage control concept. If the total current demand of the
household (IH ) becomes higher than a rated current allowed
by the installed fuses (Irat) -assumed to be 35 A-, the charger
reduces the charging power acting over duty cycle of Scharge.
if IH(t) < Irat → Scharge(t) = priority(t)
else IH(t) ≥ Irat → Scharge(t) = −1 (10)
III. LOCAL CONTROL STRATEGY
The control structure is divided into three layers, as it is
presented in Fig. 5. The bottom layer represents the individual
control of the considered units, HPs and EVs. Assuming that
in every household a smart meter is available, the voltage at
the POC is measured and send it to the sub-system controller.
The inter-layer holds the sub-system controllers, which act as
a data-hub gathering signals and parameters from the active
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Fig. 5. System Control Overview.
loads belonging to their monitoring area and actuating in con-
sequence. The local grid control is depicted by the top-layer.
The main task of this controller is to gather the average energy
from every sub-system and accordingly prioritize among them.
A. Sub-System Control
Every sub-system controller; a) processes the gathered data,
b) calculates the average energy supplied to the sub-system,
in per unit (p.u), c) creates priority list of the connected EVs
according to the voltage in the POC and the state of charge
(SOC), d) sends the lowest voltage measured in the controlled
area to all the HPs and PEVs connected to the sub-system and
e) sends the ranked list of EVs and the average energy of the
sub-system to the grid control.
The PEVs have an important advantage with respect to the
HPs in terms of flexibility. Despite offering the possibility of
controlling them ON/OFF, it is possible to vary the charging
power capacity while they are ON. The considered HP tech-
nology instead does not allow this. Either the HP consumes at
rated power while it is ON, or it has to be shut down. For this
reason the PEVs have a greater collaboration with the sub-
system controller.
The sub-system controller monitors constantly the amount
of PEVs connected in the controlled area and their SOC.
Then, it ranks the connected PEVs from lowest to highest
SOC. Based on this, the controller generates and assigns the
amplitude of the Priority control signal which is send to
every PEVs. This signal is constantly being adapted by the
sub-system controller according to the SOC of the connected
PEVs and to satisfy the voltage constrains of the monitored
part of the grid. Another task carried out by sub-system control
is to find out the lowest voltage among the controlled POC
(V low) and communicated to all the active loads. As it was
explained in the previous sections, if the signal is lower than
Vlim, HPs will switch to emergency mode and the duty cycle
of Scharge variable of PEVs will be decreased.
The sub-system aims to treat the end-consumers equally no
matter the point of connection (POC) they are connected and
the constraints on it. This is more notable if we consider the
PEVs, where the P bat of the different PEVs track each other
to ideally complete their charging in the most fair manner
for everyone. Every sub-system controller is able to utilize at
maximum capacity its area until a grid violation occurs.
Fig. 6 is an illustrative example of how the sub-system
controller operates. Let us imagine that in a weak part of
certain low voltage (LV) grid, a sub-system controls the
charging operation from five PEVs. Fig. 6.a shows the SOC
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of the considered PEVs when they are plugged-in at home.
Before the PEVs arrive home, the SOC is represented with
a negative value. At 0:30 a.m four of the PEVs arrive at the
same time at different locations in the feeder and with different
SOCs. The PEV number 4 and 5 have the lowest SOC, which
means they have higher priority to be charged at higher P bat
than PEV 1 and 3. As they charge faster, at some point their
SOC become higher than EV 3, which causes a shift on the
priority list, see Fig. 6.b. At 2:30 a.m, PEV 2 connects to the
grid with an empty battery. Therefore it receives the highest
the priority, making the P bat of PEV 1,3,4 and 5 decrease
while the one of number 2 stays at the maximum allowed by
the grid conditions. As Fig. 6.c shows, the sub-system control
keeps the voltage in the different POC of the grid over the
allowed limit while charging the PEVs in a fair manner.
B. Grid Control
The grid control defines which sub-systems need to be
prioritized based upon the average energy stored in the HP
water tanks and EV batteries. In practice it is responsible of
dividing the total capacity between the sub-systems in order
to equalize the charging time of the PEVs connected in the
whole LV grid. By doing so, all PEVs will try to assist the grid
needs when voltage violations occur, even if it is the case of
other sub-system where the PEVs does not belong. HPs, due
to power controllability issues stated previously, they are not
suited for this way of control either. They will only switch to
the emergency mode while the lowest voltage in the subsystem
violates the established limit. The grid control has a higher
relevance in grids with large differences between the relative
strength of the feeders.
Fig. 7 illustrates the operation of the grid controller. The
controller creates a list of all sub-systems connected to the grid
and calculates the average energy stored (E) in the HP water
tanks and PEV batteries. Based on the estimated E levels the
lowest value (EL) is found and compared it to the remaining
E levels. Then the controller sends a power limitation signal
Clim to every Y sub-system controller to act in consequence.
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Clim in p.u is generated based on the linear function:
Clim(Y ) = −Ks (E(Y )− EL) (11)
The higher Clim value is the more power is reduced in the
Y subsystem. The slope of the function (Ks) would need to
be adjusted accordingly to every type of grid.
IV. CASE STUDY
A LV distribution grid located in typical Danish residential
area was considered in this analysis. Through a 630 kVA
transformer 166 private houses are supplied with electricity.
The grid topology is radial, however each feeder is equipped
with an additional cable that connects it with the adjacent
feeder. Generally the tie points of the additional cables are
out of service, except during abnormal service conditions.
According to the estimated load penetration, 83 HPs and 45
EVs were randomly distributed across the LV grid. Therefore,
a number of 9 sub-systems was found suitable for handling
this amount of loads, being each subsystem responsible for a
maximum of 12 HPs and 6 PEVs. Fig. 8, besides of showing
the LV grid lay-out and the sub-systems location, shows how
the units are distributed along the different feeders. It also
shows the voltage drop results obtained from a load flow
analysis. It is inferred that the weakest feeder is number 6,
which holds a significant voltage drop of 0.93 p.u.
In order to challenge the control strategy, a winter weekday
typically characterized by high thermal consumption period
which demands continuous and heavy operation of the HPs.
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Fig. 8. Danish LV grid and sub-systems lay-out.
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Fig. 9. Data for the case study:(a) Aggregated power demand and T amb,
(b) PEVs driving pattern.
Fig. 9.a shows the aggregated thermal power demand, in
domestic how water (P dhw) and space heating (P sh)
terms, the aggregated active and reactive power demand (P e
and Q e) and the T amb. The thermal power demand was
generated out of [5]. Fig. 9.b shows the driving patterns
created out of the statistical analysis made in [6]. The home
departure/arrival time and the distance driven in the day are
illustrated for every PEV considered.
V. RESULTS
Fig. 10 shows the obtained simulation results where a com-
parison between an uncontrolled and controlled grid is made.
Fig. 10.a and 10.b show the aggregated charging behavior from
the PEVs of every sub-system (SS#) under no-control and
using the proposed control strategy. It can be observed for the
uncontrolled case that the vehicles tend to plug instantly, as
soon as they arrive home in the late afternoon hours. Under
the influence of the control strategy the PEVs tend to wait
and start charging during the instants when the grid is less
stressed, late evening and early morning. A better distribution
of the HP power consumption is notable in Fig. 10.c in the
controlled case, even if it is not as significant as for PEVs. This
is consequence of the lower influence from the grid control on
the HPs and the lack of flexibility that they are able to provide
in high thermal demand periods.
Fig. 10.d and Fig10.e shows the MV/LV transformer
loading and the voltage drop in the weakest point of the
weakest sub-system -sub-system SS#6- once all the loads in
the system are considered. It is notable that in a uncontrolled
situation high consumption is grouped in peak demand period
creating voltage drops in SS#6 that almost reach the limit
imposed by EN 50160. The grid control presented the ability
to be able decrease the transformer loading, between 4 p.m
and 7 p.m, keeping the voltage above the reference of 0.94
p.u. The reason behind is that the grid control does not allow
to charge PEVs between 4 p.m and 9 p.m because of the low
voltage levels. The proposed aggregated grid control has thus
presented the ability to provide an effective voltage regulation
and flexible demand utilization thereby ensuring intelligent
demand side management in local distribution grids.
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Fig. 10. LV Grid Results: (a) No controlled PEV aggregated power demand,
(b) Controlled PEV aggregated power demand, (c) HP aggregated power
demand loading, (d) Transformer loading, (e) Minimum grid voltage.
VI. CONCLUSION
The increasing penetration of HPs and PEVs in the local dis-
tribution grids is a highly challenging scenario for the utilities.
In this work, a centralised grid control at the LV substation
transformer is proposed to provide intelligent demand side
management of HPs and EVs. The grid controller connects
several sub-systems on different radials, which coordinate the
operation of HPs and EVs in the local nodes to fulfill both
grid and user comfort requirements. The results show that the
proposed control design makes possible to utilize the flexibility
offered by these units. The power consumption is shifted from
highly congested periods to less loaded periods, thereby the
maintaining the voltage levels within acceptable limits.
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Abstract—The balancing of power systems with high penetra-
tion of renewable energy is a serious challenge to be faced in
the near future. One of the possible solutions, recently capturing
a lot of attention, is demand response. Demand response can
only be achieved by power consumers holding loads which
allow them to modify their normal power consumption pattern,
namely flexible consumers. However flexibility, despite being
constantly mentioned, is usually not properly defined and even
rarer quantified. This manuscript introduces a methodology to
identify and quantify potentially flexible demand of residential
consumers. The procedure is based on non-flexible consumer
clustering and subsequent statistical analysis. Consequently, the
power consumption pattern of a flexible consumer is compared to
a 3D probability distribution created by the previously referred
methodology. The results show a strong relationship between the
amount of potential flexibility and the probability of providing
it. Finally, it is concluded that residential flexibility is most likely
to be offered during transitions between summer and winter.
Index Terms—Flexibility, Active Load, Heat Pump, Residential
Demand, Demand Response.
I. INTRODUCTION
The Danish power system is year by year experiencing a
growth of the wind power penetration. The power intercon-
nection between neighbouring countries is nowadays decently
employed by the transmission system operator (TSO) for
system balancing purposes. However, its future feasibility may
be limited if the energy policies from the adjacent countries
are as ambitious as the Danish one. Therefore, the need for
alternative solutions has originated a big interest for the smart
grid concept. In October 2012, Dangrid -partnership between
Energinet.dk and the Danish Energy Association- released
some key recommendations for implementing the smart grid in
the Danish case. In this report, the importance of having active
demand and particularly the flexibility, which consumers could
offer in the future, was highlighted [1].
Thermostatic loads -electric boilers (EB) and heat pumps
(HP)- and electric vehicles (EV) are normally appointed as
possible sources of flexibility at the residential level. In this
sense, residential consumers employing this type of loads
should be encouraged to aid the systems needs at local
The authors would like to thank the Danish Council for Strategic Research
and the ForskEL program which provide the financial support for the “Devel-
opment of a Secure, Economic and Environmentally-friendly Modern Power
Systems” (DSF 09-067255) and the “TotalFlex” project respectively.
or global level. In spite of the potential which these loads
introduce, the comfort requirements of the users must be
ensured at all times.
The flexibility term is constantly used for this matter but
is not always well defined and quantified. Different power
consumers have different grades of flexibility. Furthermore,
consumers of the same class are subject to further grouping
depending on the nature of their flexible devices. Thus, in
this paper, the classification of electricity consumers is a
prerequisite so as to identify which flexibility is available from
which group. Several clustering techniques have been applied
for consumer classification like the Kohonen self-organizing
map [2], the k-means and the fuzzy k-means algorithms,
hierarchical clustering and the modified follow the leader [3].
Additionally, agglomerative hierarchical clustering and adap-
tive vector quantization were examined in [4]. Various cluster
adequacy measures including the Davies Bouldin indicator
(DBI), the Dunn index, the clustering dispersion indicator, the
similarity matrix indicator and others have been implemented
to assess the validity of the clusters [3], [4].
In this paper, a new methodology for identifying and
quantifying potentially flexible demand at the residential level
is introduced. This approach is based on clustering of non-
flexible consumers, subsequent statistical analysis and pattern
comparison. In the tackled case, the power consumption pat-
tern of a residential consumer holding a HP and a photovoltaic
(PV) is compared to a 3D probability distribution. This is
created from the non-flexible consumers, by exploiting the
similarity -in terms of energy consumption and power pattern-
to the flexible consumer. In this perspective, additional real
measurements -for capturing the flexibility- can be replaced
by a probabilistic virtual measurement. Hence, an advantage
of its implementation is the diminution of the measurement
data at the household level.
II. AVAILABLE DATA
Hourly power consumption data in kilowatt hour (kWh)
for the year of 2012 were obtained for this study. The data
referred to 223 consumers, primarily supplied by a 20kV radial
feeder in the area of Støvring in Denmark. Particularly, eleven
20kV/400V transformers radially provide the power supply
at low voltage level. Moreover, similar data for a residential
consumer located in a neighbouring feeder were acquired.
However, this consumer had also an installed HP, all year, and
a PV operating from the 15th of August. The utility reported
that no HP, PV or EV installations were present among the 223
consumers. After filtering bad measurements, 166 non-flexible
consumers plus the flexible one remained.
III. METHODOLOGY
Potential flexibility is defined as the aggregated demand of
all the loads which can be described as flexible in the smart
grid sense. Moreover, any dispersed generation should also
be subtracted from this amount. The result, depending on its
pattern, might be flexible or not. In order to identify the poten-
tially flexible demand, a flexible consumer is compared with
other non-flexible consumers with similar demand patterns.
The procedure is depicted in Fig. 1.a. The first step, is to
identify which consumers have flexible loads and/or dispersed
generation and which ones do not. Since the targets are major
residential loads/generators, this information should be readily
available by a utility. Thus, the consumers are divided into
flexible and non-flexible consumers. Then, the non-flexible
consumers are clustered. This is a very important step as the
flexible consumer will be later classified depending on this
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Fig. 1. Flow charts: (a) Clasiffication methodology, (b) CKMDBI algorithm,
(c) Flexible consumer data processing, (d) Statistical analysis.
clustering. On the grounds that, only residential demand is of
interest, a pre-clustering stage in terms of aggregated energy
consumption is necessary, so as to exclude any industrial
and/or large commercial consumers. Regarding the aggrega-
tion, a time interval should be decided (e.g. month). For this
interval, the patterns to be pre-clustered are additionally daily
averaged along with the flexible consumer under study. The
latter will be used for the pattern clustering at a later stage.
The choice of the time interval will also be discussed later.
As far as the pre-clustering/clustering is concerned, the k-
means algorithm [5] and the DBI index [6] are iteratively
implemented as shown in Fig. 1.b. K-means clustering aims
to partition N observations into K clusters. For doing so, the
objective function to be minimized is:
J =
N∑
n=1
K∑
k=1
rnk|xn − µk|2 (1)
where N is the number of datapoints, k is the number of
clusters, rnk = 0, 1 depending on whether the nth datapoint
belongs to the kth cluster, xn is the nth datapoint and µk is
the center of the kth cluster. K-means can be perceived as a
two stage iterative optimization procedure initially minimizing
J in respect to rnk and subsequently in respect to µk.
To evaluate the validity of the k-means clustering, a cluster
separation measure is needed. Thus, the DBI index is imple-
mented. The calculation of the DBI is presented as follows:
DBI =
1
K
K∑
k=1
Rk (2)
where K is the number of clusters and Rk = maximum of Rkj ,
k 6= j. Rkj is calculated as:
Rkj =
Sk + Sj
Mkj
(3)
Sk being:
Sk =
 1Tk
Tk∑
j=1
|xj − µk|2

1
2
(4)
where Tk is the number of observations in the kth cluster, xj
is the jth observation of the kth cluster and µk is the center
of the kth cluster. Mkj is given as:
Mkj =
{
N∑
i=1
|µik − µij |2
} 1
2
(5)
where µik is the ith component of the N -dimensional centroid
of the cluster k.
To combine the above mentioned algorithms, a maximum
number of clusters is firstly selected. This number is sub-
jectively chosen, nonetheless it should be a realistic number
which serves practical purposes for a utility [3]. Secondly,
the k-means algorithm is applied for k = 2 and the DBI
is utilized to assess the validity of the clusters constructed.
This procedure is iteratively performed until the maximum
number of clusters is reached. The lowest DBI value shows
the optimum number of clusters for the corresponding dataset.
Thirdly, the k-means clustering is once again applied with
k being equal to the aforementioned lowest DBI value. To
conclude with, this algorithm will be addressed as “Combined
K-means & DBI (CKMDBI)” for the rest of the paper.
Following the pre-clustering stage, a two-stage clustering
of the remaining consumers is performed. In the first step,
consumers are clustered with respect to their aggregated
energy consumption. In the second step, these clusters are
sub-clustered with respect to the average daily consumption
pattern of their observations. To do so, the patterns are first
normalized by their daily maximum value. Finally, all clusters
are defined and the flexible consumer under study is assigned
to the cluster with the shortest Euclidean distance to him/her.
This is done primarily in terms of energy consumption and
subsequently according to the consumers normalized demand
pattern. Nevertheless, the flexible consumer’s demand should
first be filtered before classification. Since the consumer has
additional flexible loads and/or generation, these should be
excluded prior to the class assignment. For this, information
regarding the presence of such devices is necessary. These de-
vices can be characterized as weather dependent or behaviour
dependent based on their operation. Although behaviour de-
pendent devices require activity information for extracting
their average signature from the average demand curve, this is
not the case for the weather dependent ones. Assuming that the
weather data are available, it is feasible to identify the extra
demand added by these loads, once the days with prevalent
dispersed generation are excluded. Accordingly, these days are
excluded from the clustering process as well. This is also the
reason why the time interval for aggregation should be chosen
to serve the needs illustrated here. In conclusion, the refined
average demand curve is approximately free of any additional
loads and/or generation and hence, it can be classified as
already presented. The whole process is shown in Fig. 1.c.
Having classified the N non-flexible consumers and the
flexible consumer in the chosen time interval (e.g. month),
a comparison between them in subsequent time intervals can
take place. However, a validity test of the classification in
those intervals should be performed. The idea is to repeat the
process of Fig. 1.b and keep track of how many of the N
consumers remain in one class. This is equivalent to assigning
a probability that a consumer will not change his/her initial
behaviour in future time intervals. The aim is to account
only for the main behavioural trend of the N non-flexible
consumers. Thus consumers, who initially belonged to the N
consumers and additionally belong to classes having a large
proportion of these N consumers in subsequent intervals (e.g.
months), are kept and aggregated. This will result into a new
M non-flexible consumer group (M<N), discarding the rest.
At this point, the comparison between the selected M
consumers and the flexible consumer should be realized. This
comparison will most likely be of interest for a subinterval
(e.g. day). Assuming that the behaviour of the M consumers
does not drastically change within the interval under study,
the comparison can be performed in that subinterval. After
choosing the subinterval of interest the methodology described
in Fig. 1.d is applied. Firstly, the M consumers’ data are
selected and for each time step of the subinterval the empirical
cumulative distribution function (ECDF) is constructed along
with its confidence bounds (CB). Secondly, a number of
preselected probability distribution functions (PDF) are chosen
and fitted to the data. The best four distributions -at each time
point- in terms of being within the predefined CBs are chosen
whereas the rest are discarded. Thirdly, these distributions
are subject to a Quantile-Quantile plot (QQ plot) assessment
[7]. The best fitting distribution for each time step is chosen.
Lastly, after acquiring all of the best fitted PDFs for each time
spot, a 3D probability distribution is readily available which
will serve for comparison between the M consumers and the
flexible consumer.
IV. APPLICATION
The previously defined methodology was applied to the
available data. Firstly, the data selection procedure accounted
for 166 consumers and a flexible consumer for processing.
The application was conducted only for weekdays but it can
be likewise performed for weekends as well.
Next, a time interval of one month for aggregation was se-
lected. According to Fig. 1.c, in order to subtract the “bias” of
the HP operation from the average demand profile of the
flexible consumer, weather data should be taken into account.
As February is the coldest month of Denmark, it can be easily
concluded that the HP will be operating most of the time. Thus,
it affects more the magnitude of the average demand profile
-for that month- than the shape of it. In compliance with this
conclusion, every day of February was split in 6 four-hour
intervals. For each interval the minimum value was found and
the minimum values for equivalent intervals throughout the
month were averaged. The assumption is that the minimum
value in a 4 hour interval will most likely be a value where
roughly only the HP and the baseload are operating. Hence, 6
values -one for each interval- were obtained representing the
baseload and the HP operation on average for that month. Each
of the 6 values was representative for the whole interval. The
same idea was also applied in the hottest month, July, in order
to estimate the value of the baseload itself, assuming that the
baseload remains constant throughout the year. However, this
time no intervals were built as the baseload was also assumed
to be constant throughout the day. Additionally, the PV was not
installed at that time point. The estimation of the baseload was
158,18 Watt. Consequently, the HP plus baseload values were
subtracted from the average curve of the flexible consumer in
February. The baseload, as estimated in July, was re-added.
Finally, the average February curve of the flexible consumer
was available for classification.
In the pre-clustering stage the maximum number of clusters
was chosen to be 10 (the same value was chosen also for
subsequent uses of the CKMDBI algorithm). However, instead
of concentrating at the lowest DBI value, as done in the
clustering steps, a different interpretation of the DBI was
given. Since only residential consumers are of interest, the
“saturation” point of the DBI values was found and utilized.
Clusters containing industrial or large commercial consumers
-7 in total- were easily identified and removed as redundant
information as depicted in Fig. 2.a. Consequently, the energy
clustering step was conducted resulting to 4 clusters, as shown
in Fig. 2.b. The flexible consumer was classified in one of
those 4 classes and consequently that particular class was
clustered in terms of normalized curve shape. The 3 resulting
clusters along with their centroids are illustrated in Fig. 2.c and
Fig. 2.d accordingly. After normalizing the flexible consumer’s
curve, he/she was classified in one of the 3 classes. This class
consisted of 89 consumers who were the reference group of
the flexible consumer in the current month. The 3D probability
distribution of February days was built based on this reference
group. In subsequent months, these 89 consumers were refined
as explained in section II. For instance, in May -starting again
from the 166 consumers and repeating the analysis of Fig. 1.a-
only 75 out of the 89 consumers had similar aggregated energy
consumption and only 70 out of these 75 had a similar demand
shape. Thus for May days, the reference group for constructing
the 3D probability distribution were these 70 consumers.
Afterwards, several probability distributions -Normal,
Weibull, Generalized Extreme Value etc.- were selected for
fitting the data and eventually creating the 3D probability dis-
tribution for a day. This distribution was used for quantifying
the potential flexibility of the flexible consumer.
V. RESULTS AND DISCUSSION
The result of the methodology presented above is a 3D prob-
ability distribution, which represents the non-flexible demand
of a consumer who is similar to the flexible consumer under
study. The boundaries of the 3D probability distribution are
defined by areas of probability (AP):
P (a < X < b) =
∫ b
a
fX(x) dx (6)
where a, b are ordinates, X is a random variable, namely the
non-flexible consumption, and fX is the PDF. By selecting
different values for the ordinates a and b, a range of load
consumption values is formed. The load consumption of a non-
flexible consumer will lie in this range with certain probability.
Furthermore, the power curve of the flexible consumer is
compared with the 3D probability distribution for preselected
ordinates. Whenever the curve exceeds both ordinates, the
excess demand can be considered as potentially flexible de-
mand. In this sense, when the range is altered the amount of
potentially flexible demand changes inversely. It is noteworthy
that, since the excess consumption is the target of analysis,
a = −∞. The same approach could be used for residential
generation estimation purposes, with b =∞ instead.
Three typical days representing the seasonal changes,
along the year, were analysed in order to evaluate the impact of
the HP flexibility. The obtained results are depicted in Fig. 3-5.
In each one of them, subfigure (a) represents the original data
of the clustered non-flexible consumers in a histogram form.
Then, (b) shows the fitted PDFs along that day. Moreover,
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Fig. 2. (a) Pre-clustering, (b) Energy clustering, (c) Normalized curve
clustering, (d) Centroids of the normalized curve clusters.
(c) is the top-view of the fitted distributions and finally (d)
displays different AP with a = −∞ along with the power
pattern of the flexible consumer for the day of interest.
In Fig. 3 a typical cold winter day case is presented,
namely February 6th, 2012. Notice that most of the day, even
with 99% probability, there is a considerable amount of HP
operation. It is clear that the HP is dominating the power
consumption of the flexible user at all times and mostly doing
it at its full capacity. That is to say, that hardly any demand
can be shifted on the time horizon concluding that hardly any
flexibility is available on this day.
Fig. 4 depicts the case of May 9th, 2012. In this month,
which is a transition between extreme seasons, the household
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thermal demand is not that high anymore but is still adequate
to make the HP operate several times within the day. In such
a scenario, flexibility could be offered by valley filling.
In Fig. 5 a typical hot summer day case is presented, July
25th, 2012. Owing to the limited thermal need required by
the household at this time of the year, the HP barely operates.
According to the illustrated pattern of the flexible consumer
the lack of flexibility is obvious, even for low AP.
Table I summarizes the most relevant results achieved. As
it can be noticed, by decreasing the AP the potential HP
flexibility is increased. Moreover, this potential flexibility is
more likely to be offered as flexibility in months belonging to
transitional periods between summer and winter. For instance
on May 9th, with 90% probability, 38.52% of the daily energy
consumption of the flexible consumer can be considered as
flexible. This information would be very valuable to a balance
responsible party (BRP) when bidding on the power markets.
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TABLE I
POTENTIAL FLEXIBILITY RESULTS
Date Parameter Probability
99% 97.5% 95% 90%
Feb. 6th, 2012
Consum. (kWh) 86.91
Pot. Flex. (kWh) 23.5 40.78 51.59 60.42
Pot. Flex. / Consum. (%) 27.04 46.92 59.36 69.52
May 9th, 2012
Consum. (kWh) 23.93
Pot. Flex. (kWh) 3.49 4.66 6.66 9.22
Pot. Flex. / Consum. (%) 14.57 19.48 27.83 38.52
Jul. 25th, 2012
Consum. (kWh) 15.48
Pot. Flex. (kWh) 0.95 1.37 2.24 3.33
Pot. Flex. / Consum. (%) 6.13 8.83 14.49 21.5
Since this demand is flexible, it can be shaped as desired thus
yielding considerable profit for the BRP. However, it should
be understandable that although the probability is as high as
90%, there is still a 10% risk -to be taken by the BRP- that
the excess load will not solely derive from a flexible load.
As can be observed, only the period from January to the
middle of August was targeted. The reason is that during the
rest of the months, the PV is also operating. By utilizing
the presented methodology, a certain amount of residential
generation can be estimated. Nevertheless, extra elaboration
of the data is required which will be presented in future work.
VI. CONCLUSION
In this paper, a methodology for quantifying the potential
flexibility of residential consumers in a probabilistic way was
introduced. Initially, the non-flexible consumers of the grid
were clustered and the flexible consumer was assigned to one
of the resulting classes. Then, a 3D probability distribution
of non-flexible demand was created for several days and the
flexible consumer was compared to it. By defining different
AP, different levels of potential flexibility could be perceived.
This potential flexibility was subsequently assessed. In this
respect, it was found that the demand from weather dependent
flexible loads can more likely be addressed as flexible during
transitions between summer and winter. This information
could be very valuable to a BRP for market bidding purposes.
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Abstract—According to the new energy policy agreements,
a conceptual and technological re-structuration of the Danish
energy sector is expected. One of the key points for its successful
implementation is the partial electrification of the heating and
transportation systems. This fact, which reflects an enormous
load increase, influences already the design and planning of
the future power system. Great percentage of this new load
is expected to be accommodated at local distribution level.
Therefore, it implies that the distribution system operator will
have to handle an increasing number of highly rated loads in
networks which were not designed for them. In low voltage
grids especially, depending on the system penetration grade
and the way they are disposed produces a completely different
reaction of the network. This paper introduces a methodology for
stochastically evaluating the impact caused by thermostatic and
plug-in electric vehicle loads in low voltage grids. On one hand, it
defines which the potential bottlenecks of the system are. On the
other hand, probabilistically identifies the vulnerable components
of the infrastructure that obviously should be under consideration
of the operator. As a case study, a typical Danish low voltage
grid is considered. The results obtained, using DIgSILENT
PowerFactory, show that sometimes the hosting capability of
these networks may be poor for the integration levels expected.
Index Terms—Power distribution networks, heat pump, plug-
in electric vehicle, system impact, smart grid.
I. INTRODUCTION
Through the energy agreement of March 2012, the energy
targets for Denmark -respect to the previous plans- were
accelerated by the Danish Ministry of Climate, Energy and
Building. In particular, two of them are of special interest. By
2020, 50% of the electricity consumed has to be supplied by
wind power and more than 35% of the final energy consump-
tion must proceed from renewable energy sources [1]. The
outcome of this policy is already notable nowadays, i.e. the
increasing wind and photovoltaic (PV) power penetration, the
continuous development of the electric vehicle infrastructure
and the stimulation plans for replacing old fashion heating
systems by more efficient and environmentally friendly ones.
From this is derived that a conceptual and technological re-
structuration of the Danish energy system will be given.
The authors would like to thank the Danish Council for Strategic Research
for providing the financial support for the project Development of a Secure,
Economic and Environmentally-friendly Modern Power Systems (DSF 09-
067255).
In such a scenario, the power system is considered to be
the backbone of the whole energy system [2]. As a side-
effect, this system will have to accommodate an enormous
amount of load coming from the electrification of the heating
and transportation systems. This loading especially targets
the power distribution networks and in particular to the low
voltage (LV) networks. Energinet.dk, the Danish transmission
system operator (TSO), estimates that nowadays 80.000 heat
pumps (HP) are approximately installed in Denmark expecting
420.000 more by 2030 [3]. In the same way, its previsions
regarding electric vehicles (EV) rub 1.1 million units [2].
From a distribution system operator (DSO) perspective this
context imposes important challenges in respect to the man-
agement of the LV grids. Particularly, because it is committed
to handle an increasing number of loads in networks that
were not designed with that purpose. Furthermore, considering
the high power rating of HPs and plug-in EVs (PEV), this
commitment gets even more complex. For that reason, it is
important for the DSO to realize an exhaustive evaluation of
how different levels of load penetration may affect the LV
grid operation. The consequences of increasing the load in
these networks are by this time well known; voltage devia-
tions, unbalances, overloading of the infrastructure. Different
impact assessments are available in the literature regarding the
penetration of these loads in LV grids. Authors in [4] assessed
the impact produced by HPs on the voltage and the thermal
loading of rural and urban LV grids by randomly creating the
distribution of those. In [5], authors study the phase voltage
unbalances originated by different grades of HPs allocation
in the considered system. A deterministic study in [6] shows
that even a modest level of PEV penetration could exceed
the safe operating limits of the LV grid. Similar analysis is
performed in [7] but considering different charging schemes.
The influence of the charging rate in the secondary transformer
aging was evaluated in [8]. Substantial lifetime reduction was
claimed on this piece of the electrical infrastructure when
allowing high charging rates on PEVs during peak hours.
A common practice among DSOs or utilities when perform-
ing impact studies is to consider the worst case scenario as
the reference. However, this case may not always represent
the reality increasing as a consequence the investment of
network reinforcement. For the same penetration level, a load
distribution may result in a safe performance while for another
different it may not. Therefore, the load distribution and/or its
location in the LV grid becomes an important factor to consider
while assessing the network response.
This paper introduces a methodology to evaluate the impact
caused by the combination of HPs and PEVs in residential
LV networks. This approach is based on a Monte Carlo (MC)
model which uses the traditional Newton-Raphson power flow
for defining the grid condition. For the same penetration
level of load, multiple power flow calculations are performed
randomly altering the location of the HP and PEV loads in the
grid. By doing so, a more realistic conception of the potential
system bottlenecks is obtained when comparing with deter-
ministic procedures. Moreover, this approach probabilistically
identifies the vulnerable components of the infrastructure that
obviously should be under consideration of the operator.
II. METHODOLOGY
The method is structured in two stages, the network assess-
ment and the statistical analysis of the obtained results. In the
first one, a network assessment algorithm (NAA) evaluates the
network response according to the penetration level and the
distribution of the load considered. This algorithm randomly
activates and de-activates the HP and PEV loads creating
different scenarios and network behaviors. In the second
stage, the results are processed and statistically analyzed to
identify which are potential constrains and the most vulnerable
elements of the system. Before its implementation, each of the
n users (nu) in the LV grid model which are represented by
the existing household load (HL) have to be assigned with two
extra physical loads representing the HP and the PEV.
A. Network Assessment Algorithm (NAA)
Fig. 1 shows the procedure utilized for obtaining the net-
work response data. This is composed of a random process
for setting the cases of study and a posterior MC model
for defining the grid condition. As input, the NAA requires
defining the penetration level of HP and PEV loads and the
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Fig. 1. Flow-chart describing the NAA.
number of load distribution cases (nit) that will be considered
for the MC model. After defining and initializing the system
variables, two matrices DHP and DPEV of nit x nu size
are created in order to store which users have installed HP
and/or PEV loads in a given case and which ones not. For
the penetration level and the nit defined at the beginning, the
assignation of HP and PEV loads is randomly made among
the users. Then, it is verified that the amount of loads assigned
in each of the cases corresponds with the selected penetration
level. Else an error message is displayed by the algorithm.
Something which is important to clarify is that the probability
for a specific user to hold a HP or PEV load is considered
the same for all of them. Then, since accessing the network
elements (loads, cables, buses, transformer,etc) in order makes
the gathering and handling of the data an easier process, the
elements are assigned in different sets depending on their type.
Once this is done, the matrices to store the results of the power
flow calculation are created. As this approach focuses on
defining the actual grid capacity, its hosting capability and the
nature and location of the technical constrains three matrices
Rbus, Rl, Rt will store the following results: i) voltage on the
buses -cable box (CB) or point of connection (POC)- in per
unit (nit x nbus), ii) loading of the cable (nit x nl), ii) loading
of the secondary transformer (nit x nt).
Once this initialization phase is done, the first iteration
opens the MC simulation phase. For each of the nit cases,
initializing the service of the load and resetting of previous
calculations represents the starting point.This is basically done
in order to define the same starting conditions in every cases.
Therefore, it has to be ensured that all the HL loads are on
service (active) while all the HP and PEV loads are off service
(deactivated). If this is satisfied, the HP and PEV loads are then
activated according to the sequence stipulated by DHP and
DPEV . Once the case scenario i is successfully constructed
the power flow calculation is performed in order to obtain the
network response results. After verifying that the calculation it
correct, each of the network elements selected are individually
accessed for gathering the data of interest. This is made in an
organized manner, respecting the sequence established by each
of the element sets previously created. Finally, the data stored
in the corresponding row of the corresponding result matrix.
The row corresponds with the specific iteration of the MC
simulation. This procedure will be iteratively repeated until
the condition of specific iteration equal to the nit is satisfied.
B. Statistical Analysis of the Results
The identification of the most vulnerable elements of the LV
grid is the key to perform a good evaluation of the considered
system. Since, the previous procedure is characterized for its
randomness it is required to make a probabilistic interpretation
of the results obtained. First, the worst operating point of the
network has to be identified among the cases considered. On
the one hand, this is represented by the the minimum voltage
in the grid (Vmin) since it ensures that all the CB and POC at
the LV grid are supplied with a voltage equal or higher to this
value. On the other hand, the maximum line and transformer
loading determines the worst operating condition of the most
affected part of the infrastructure. After this is done, the set of
results obtained is statistically analyzed in order to calculate
the probability of each CB and POC to be supplied with Vmin.
Similarly, this is done for each of lines to determine what is
its probability of being the most loaded one. The corrective
measures should be decided based on this analysis.
III. CASE STUDY
In this case, a LV distribution system located in a Danish
rural area was considered. This zone is distinguished for not
having any district heating service accessible. In the appendix
part of this manuscript, a detailed single-line diagram of this
network is available together with the line parameters in the
Table III. Through a 315 kVA 20/0.4 kV transformer and
a seven string radial network, 137 private users are being
supplied with electricity. The customers are classified by the
DSO as; residential (UR), residential with electrical heating
(UR+EH ), commercial (UC), agricultural (UA) and industrial
(UI ). Since no district heating is available, the heating re-
quirements of the users are currently satisfied with electrical
heating or oil-burners. According to the Danish authorities,
the old fashion heating systems from residential, agricultural
and commercial users are expected to be replaced by HPs.
Residential users with electrical heating instead have already
their heating systems electrified. Since there is no need for
replacing their heating systems this type of users were not
assigned with HPs in the random process. Moreover, their
electrical consumption profile have already the thermal part
embedded. Regarding PEVs, any user is considered competent
for hosting such a load in the future. Finally, the power demand
data from the only existing industrial business reveals that its
activity at this point is nonexistent. Therefore, it has not been
taken into account in any additional load assignation.
The network modeling and the MC simulation were carried
out in DIgSILENT PowerFactory. The NAA was written in
DIgSILENT programming language (DPL) and the generated
results were post-processed in Matlab. The system is assumed
to be balanced and the different existing users loads and the
HP and the PEV loads are modeled according to the Table I.
Fig. 2 shows the aggregated power consumption of the
considered LV grid for the first week of January 2012. The
highest power consumption moment (P¯ST ), occurring on Fri-
day at 18:00 h, was selected as the reference case scenario for
this analysis. Therefore, the different existing user loads where
TABLE I
LOAD MODELING
Load Parameter
Quantity Type Connection P (kW) cos ϕ
UR&UR+EH 122 Cte Z+Cte P 3ph-YN data 0.95
UC 5 Cte Z+Cte P 3ph-YN data 0.88
UA 9 Cte Z+Cte P 3ph-YN data 0.93
UI 1 Cte P 3ph-YN data 0.90
HP - Cte P 3ph-YN 3 0.98
PEV - Cte P 3ph-YN 11 0.99
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Fig. 2. Aggregated power consumption of the LV grid - January 2012.
assigned with its corresponding power consumption value at
that specific time. Based on the estimations of the Danish TSO,
regarding HPs and EVs, the network response was assessed
for different penetration levels. With the purpose of having
reasonable times of simulation, the nit selected for the MC
model is 10000. Moreover, this was repeated for each of the
following cases:
1) Case 0 - Original Network Configuration: The network
as it is today subjected to different HP and PEV penetrations.
2) Case 1-Minor Reconfiguration: Based on the results
obtained in the previous case two minor changes are made in
the LV grid. An additional transformer, with the same charac-
teristics, is connected in parallel with the existing transformer.
The S3C07 line is disconnected and replaced by S3CC1-1
connecting the S3CB07 cable box with the 0.4kV-T terminal.
3) Case 2-Large Reconfiguration: The changes proposed
in this case are based on anterior results and the strict
consideration of the physical and topological properties of the
network. Therefore, four major modification are implemented.
The two existing transformers are replaced by other two with
similar characteristics but with a power rating of 515 kVA.
In order to improve the voltage profile of the two weakest
nodes, S2CB10 and S3CB14, the following lines are included:
i) S2CC2-1 which connects S2CB10 with S4CB10, a strong
node placed nearby, ii) S2CC2-2 connecting S2CB15 with
S3CB10, for equalizing the operation of both strings and
iii) S3CC2-3 connecting S3CB14 with 0.4kV-T terminal for
reinforcing the furthest node of the network.
Finally, it is worth to mention that the operating limits were
established according to the standard EN 50160 for medium
voltage (MV) and LV grids. This standard states that the RMS
voltage should remain between the ±10% of the nominal
voltage of the network.
IV. RESULTS AND DISCUSSION
Fig. 3 summarizes the most relevant results obtained for
each of the cases. In all of them, subfigure (a) shows the
lowest Vmin for the given HP and PEV penetrations, subfigure
(b) shows the loading of the most loaded line for the given
HP and PEV penetrations and subfigure (c) similarly but
regarding the maximum transformer/s loading. In case 0 is
clearly illustrates the small hosting capability of the LV grid
considered in regards the accommodation of these two loads.
Notice, how with only a 25% of HP penetration the voltage
limit established by the EN 50160 could be violated and
overload at the same time the existing transformer. In this
case, not even a 5% PEV penetration could make the LV grid
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Fig. 3. Results for the different cases: (a) Vmin, (b) Loading of the most loaded line, (c) Maximum loading of the transformer/s.
TABLE II
PROBABILITY OF THE MOST VULNERABLE ELEMENT IN THE LV GRID
Case
CB Line
10% HP 50% HP 10% HP 50% HP
Name P(%) Name P(%) Name P(%) Name P(%)
0% PEV
0
S3CB14 99.54 S3CB14 98.9 S3C01 100 S3C01 100
10% PEV S3CB14 60.25 S3CB14 78.59 S3C01 98.81 S3C01 99.94
0% PEV
1
S2CB10 57.56 S2CB10 42.49 S2C02 71.17 S2C02 48.58
10% PEV S3CB14 25.46 S3CB14 24.80 S3C01 45.11 S3C01 45.47
0% PEV
2
S2CB13 34.39 S2CB14 39.54 S3C01 99.98 S3C01 99.94
10% PEV S3CB18 22.37 S3CB18 32.50 S3C01 77.41 S3C01 98.30
perform in non-acceptable region. Based on this, the voltage
and the transformer thermal loading are considered as the
principal constrains of the current network. The results from
the statistical analysis performed for each of the configuration
cases considered are summarized in Table II. this shows the
network elements, CB or line, with the highest probability
for being the most vulnerable in the network. If PEVs are
not considered, CB S3CB14 and line S3C01 are with a very
high probability the most vulnerable elements, in terms of
lowest voltage and maximum loading. This is reasonable since
S3CB14 represents the furthest node from the transformer
and S3C01 is the main supplier of the most loaded string.
When HPs and PEVs are combined, S3C01 remains being
the most vulnerable line. However, the probability of S3CB14
for being supplied with Vmin decreases. The reason is the
higher rating of the PEV loads that makes their presence more
notorious in comparison with the HP load. Therefore, it cannot
be dismissed the fact that certain load distributions could make
the network react in a non-expected manner. Parts that are
currently considered strong enough could in a future be hardly
exposed while parts that have traditionally been considered as
the technical boundaries may become less vulnerable.
Case 1 was designed with the purpose of making the
distribution of the grid loading more uniform. From the
obtained results is appreciable how the hosting capability
of the LV grid is improved. The new design, in terms of
voltage, accepts up to a 50% of HP penetration. However,
as soon as a small percentage of PEVs appear the voltage
collapses again. In comparison with case 0, the impact on
the line and transformer loading is reduced. Furthermore,
when only the HPs are considered, S2CB10 and S2C01 are
the most vulnerable elements of the network but with a low
probability. When HPs and PEVs are combined, not only the
probability decreases but also the targeted element. This aspect
might be influenced by reconfiguration of the network since a
better distribution of the load makes the identification of the
vulnerable points more difficult.
Seeing that the hosting capability of the network still may
not be enough to fulfill future requirements, case 2 was
considered. In terms of voltage and transformer loading, it is
clear that the reconfiguration allows a higher load penetration.
However, a trade-off exists. The effort of improving the voltage
in some parts of the network makes string 3 quite vulnerable.
In particular, the S3C01 line becomes the main bottleneck for
certain HP and PEV penetration levels. Finally, it is notable
again that a higher PEV presence reduces the probability of a
given CB to be the most vulnerable in the network.
V. CONCLUSION
The expected electrification of the heating and transporta-
tion systems implies new challenges for the DSOs. Depending
on how the new load is distributed in a LV grid the impact pro-
duced may be very different for same penetration level. This
paper introduces a methodology for stochastically evaluating
the impact caused by HPs and PEVs in these networks. The
approach is based on a MC model which uses the traditional
power flow for defining the grid condition. The example of
Danish LV grid considered shows that the hosting capability
of these networks may be poor for the integration levels
expected. Moreover, from a network perspective, the high
power rating of PEVs makes them more apparent than the
HP loads. Therefore, grid parts that are currently considered
as strong, under certain load distributions could be hardly
exposed in the future.
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APPENDIX
TABLE III
LINE PARAMETERS FOR THE LV GRID
Name Parameter Name Parameter
R [Ω/km] X [Ω/km] R [Ω/km] X [Ω/km]
S3C01,S3C02,S3C03,S3C04,S3C05,S3C06,S3C07,S3C11,S3CC1-1,S3CC2-3 0.208 0.052 S3C26 0.32 0.07
S3C08,S3C09,S3C10,S3C20,S3C21,S3C22,S2CC2-2 0.32 0.054 #1 1.91 0.094
S3C15,S3C16,S3C17,S3C18,S3C19,S3C23 0.641 0.058 #2 1.83 0.097
S1C08,S1C09,S1C10,S1C11,S2C15,S2C16,S2C17,S3C24,S3C25 0.641 0.072 #3, #4 3.08 0.101
S1C01,S1C02,S1C03,S1C04,S1C05,S1C06,S1C07,S1C12,S2C01,S2C02,S2C03, #5 0.641 0.072
S2C04,S2C05,S2C06,S2C07,S2C08,S2C09,S2C10,S2C11,S2C12,S2C13,S2C14, 0.208 0.068 #6 1.2 0.075
S2C18,S3C12,S3C13,S3C14,S4C01,S4C02,S5C01,S6C01,#8,S7C01,S2CC2-1 #7 0.32 0.07
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Abstract—Moving towards a carbon free energy system has
become an objective for many countries nowadays. Among other
changes, the electrification of strategic sectors such as heating
and transportation is inevitable. As a consequence, the current
power system load will substantially increase. In this context,
the nature of the expected loads (heat pumps, plug-in electric
vehicles, etc.) makes the low voltage networks specially targeted.
A promising solution to overcome the challenges resulting from
their grid integration, is demand response. This paper introduces
a hierarchical structure for controlling the demand response
of a low voltage grid. This is designed to; i) maximize the
grid utilization, thereby reducing the need for reinforcement,
ii) accommodate the maximum number of flexible loads and
iii) satisfy the power and comfort requirements from each of
the consumers in the network. The validation of the proposed
concept is made using a model of a low voltage network currently
operative in Denmark. The results show that by using the
proposed strategy a considerable improvement of the minimum
system voltage and a better load distribution is obtained.
Index Terms—Demand response, low voltage networks, hier-
archical control, heat pump, plug-in electric vehicles.
I. INTRODUCTION
THE environmental awareness and initiatives to achieve agreater energy independence has driven many countries
to encourage changes in their energy system. Increasing the
total share of renewable energy is a well-known result of
these energy policies. However, this is not only limited to the
power system, heating and transportation sectors are starting
to be included too. A clear example is Denmark, where
the Danish Energy Agreement of March 2012 established a
clear direction for the energy strategy [1]. Here, wind and
photovoltaic technologies are presented as the main power
sources of the future. In the same way, a “smart energy
system” is proposed as a solution to handle the unpredictable
and variable aspects of a 100% renewable energy based system
[2]. This concept relies on the close interaction between the
power, heating and transportation systems. In order this to
be realizable, an electrification of the heating and the trans-
portation systems is required. As a consequence, the power
system is expected to undergo a considerable load growth in
the future. Although this affects every power system level,
the nature of the expected loads -heat pumps (HP), plug-in
electric vehicles (PEV), etc.- makes the low voltage (LV) level
more vulnerable. The distribution system operator (DSO) is
then committed to handle an increasing number of high rated
loads in networks which were not designed for them. A study
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made on several 0.4 kV radials determined that the electricity
consumption expected in Denmark by 2025 would extensively
overload a large percentage of the actual LV networks [3].
However, considering also the flexible character of these loads,
demand response (DR) represents a potential solution to face
these challenges. An effective DR is able to ensure an efficient,
reliable and secure operation of the LV grid while reducing
the need for reinforcement.
Lately, different DR approaches have pursued the power
distribution improvement of the future LV networks. Authors
in [4], [5] employ an on-load tap changer (OLTC) at the
secondary transformer to regulate the demand according to
the grid requirements. Since the tap adjustment changes the
operating conditions in the whole LV system, these approaches
do not consider the local characteristics of the voltage [6].
In [7], the electrical energy storage (EES) is exploited for
maintaining the LV network under suitable operating condi-
tions. However, it is well known that the cost is the biggest
drawback of these solutions. An optimal scheduling of DR is
considered in [8], [9] to maximize the energy and the benefits
of the consumers while minimizing the network congestion.
The papers [10]–[13] propose different hierarchical control
structures to command the active loads operation. The flexibil-
ity provided by the slow thermal dynamics in smart buildings
is exploited in [10] using a model predictive control. In [11],
a LV grid controller with distributed intelligence defines the
electric vehicle charging schedule based on the grid constrains
and existing PV generation. A similar control structure, as the
one presented in this study but with a completely different
approach, is presented in [12], [13] for controlling the PEV
charging. The concept is based on the optimization of “PEV
managers” to avoid undesirable effects in the network. This
feature schedules the behaviors of the PEVs according to
its objectives. Since these procedures are based on the pre-
scheduling of the DR, stochastic behaviors occurring within
the considered time steps are not taken into account.
Different appliances are potentially controllable at house-
hold level, among them; thermostatic loads -electric water
heaters, air conditioner and HPs-, washing and drying devices
and electric mobility mediums -electric vehicles-. An interest-
ing synopsis about those is made in [14], highlighting which
are their strengths and weaknesses. In this work, the loads
are categorized in three groups based on their operational
characteristics; interruptible and deferrable, non-interruptible
and deferrable and non-interruptible and non-deferrable. Tak-
ing into consideration the prognostics made by the Danish
authorities regarding HPs and PEVs and the fact that they
2are also considered important sources of flexibility, they are
selected as the controllable loads in this study.
The uncertain behaviour of the consumer demand can
sometimes lead to improper levels of network operation, which
may not be covered by an optimal DR scheduling [15].
Therefore, ensuring the correct performance of the LV grid in
real-time is essential. A distributed control at the distribution
grid could be a cheaper and more localized solution. As
a base framework of such control, each consumer adapts
to possible grid (voltage) regulation for their own point of
connection (POC). This is especially relevant in periods of
high congestion, where consumer located at the weakest points
of the network may feel discriminated. Moreover, the lack
of coordination and supervision in the existing grid could
be inadequate to ensure complete reliability of LV network.
To take into account these shortcomings, the present work
aims to elaborate a hierarchical supervisory DR mechanism,
connecting transformer substation, feeder and consumer level
control, to enhance the dynamic operation and interoperability
of the LV networks. Therefore, a special interest is put into;
i) maximize the grid utilization, thereby reducing the need
for reinforcement, ii) accommodate the maximum number of
flexible loads, like HP and PEV loads, in the LV grid within the
operating thresholds and iii) satisfy the end-consumer equally
no matter the POC they are connected to. This control ap-
proach has to be understood from a supervisory perspective of
the secondary distribution network. Due to the non-negligible
R/X ratio of this kind of networks [16], the proposed strategy
acts over the active power consumption of the mentioned loads
to maintain the voltage within the admissible limits. The major
contributions of this paper are:
– Detailed dynamic models of the HP and PEV systems,
openly designed to be used in different kind of analysis.
Moreover, each model performance is validated under dif-
ferent operating conditions.
– A smart and adaptive PEV charging strategy. The PEV
charging capacity varies, in a flexible manner, according to
the available grid capacity and energy requirements from
the different PEV users.
– Advantages of applying the proposed control strategy are
demonstrated for a local LV grid currently operative in
Denmark. Its benefits are simulated and proven in different
scenarios.
As it was mentioned previously, the voltage limit violation is
mostly a local problem at the LV systems. In radial topologies,
the network impedance is higher as longer the POC is from
the service transformer. Therefore, end of the feeders represent
normally the most vulnerable part to under-voltages. Tradition-
ally, the LV systems were singularly designed and constructed
in order to ensure a secure and efficient distribution of the
power demand. In cases where the seasonal variation of the
demand distorts the voltage profile of the network, it is
common to find no-load tap changer (NLTC) transformers in
order to manually adjust these deviations. Other alternatives
are the use of voltage regulators and shunt capacitors [17].
These solutions have been efficiently and cost-effectively oper-
ating since its introduction. However, they also have technical
limitations i.e. regulation capacity, stepwise control, mean life
time, tracing difficulties, etc. With the need for greater control,
coordination and automation of distributed energy resources
(DER), new voltage control methods are emerging at this level.
The usage of OLTC was previously discussed and also the
repercussion that this entails. Other arising alternatives based
on power electronic applications are; injection/curtailment of
active and reactive power from DER, smart transformers (ST)
and active voltage regulators (AVR) [18]. Nevertheless, some
of these solutions are in their early development stage. There
is no doubt that all these technologies are necessary to safely
operate the actual systems under a reasonable growth of the
demand. But, if a large electrification of the heating and
transportation systems is expected, like in Denmark, other
possibilities should also be taken into account. Accordingly,
real-time control of the DR introduces relevant opportunities
to negotiate the voltage regulation issues in the distribution
network.
The rest of the paper is structured so that the reader is pro-
gressively led through the introduced control strategy, starting
from the basic component modelling till the implementation
of the control mechanism into the test system. Section II
describes the modelling and the device control of the selected
active loads. Section III describes each layer of the hierarchical
structure, responsible for commanding HPs and PEVs in the
LV grid. Section IV presents the LV system model and the case
studies used to validate the proposed concept. In Section V, the
results are presented together with a corresponding discussion.
Finally, section VI provides the conclusion and the summary
of the work. This paper is also organized so that it serves as
a reference for future work.
II. ACTIVE LOADS: MODELLING AND CONTROL
The system modelling, control and analysis is performed in
DIgSILENT PowerFactory. So, the dynamic load models are
developed in the DIgSILENT Simulation Language (DSL).
A. Heat Pump System
Considering different technical and economic aspects [19],
the air-to-water HP interfaced by a hot water storage tank
(HWST) represents an appropriate technology to supply the
future thermal needs of residential households.
1) Model Implementation: Fig. 1 shows the DSL block
diagram of the HP system model. The average energy inside
the tank (ES), in per unit (p.u), is determined based on the
first law of thermodynamics.
ES =
E0 + EHP − Eth − Eloss
Ect
(1)
where E0 and Ect are the initial energy and the energy
capacity of the HWST, in kWh. Attributable to the temperature
difference between the water stored and the air where the
HWST is installed, a heat transfer is originated. This heat
transfer creates an energy loss in the tank (Eloss) defined by:
Eloss =
1
3600
·
∫
UA · ( ES · Ect
VT · CpH2O · ρ · kn − Tr) · dt (2)
where VT is the tank volume in liters, UA is the heat transfer
coefficient in W/◦C, CpH2O and ρ are the specific heat
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Fig. 1. DIgSILENT model lay-out of the HP System.
capacity and the density of the water, kn is a normalization
parameter and Tr the air temperature of the room where the
HWST is installed. The thermal energy consumption (Eth), in
kWh, is calculated integrating the thermal power demand of
the household (Pth). This demand normally reflects the need
for space heating (SH) and the domestic hot water (DHW).
Eth =
1
3600
·
∫
Pth · dt (3)
The HP unit model is based on the commercial data-sheet
of a manufacturer [20]. Applying a polynomial interpolation,
an expression of the coefficient of performance (COP ) as a
function of the atmospheric temperature (Tatm) was deducted.
COP = −1.6e−5T 3atm+0.00052T 2atm+0.073Tatm+3.4 (4)
The HP is electrically rated at 3.1 kW with a power factor of
0.98 lagging, after its compensation. Assuming that a constant
speed compressor drives the unit, a soft-starter is modelled
[21]. This should limit the starting current to two times its
nominal for a second after it is turned on. The control signal
CS defines the activation of the HP according to ES . The
thermal power produced by the HP (qHP ) is calculated as:
qHP = COP · PHP · CS where CS ∈ {0, 1} (5)
Nevertheless, the steady state condition of qHP is not in-
stantly achieved. Due to its thermal dynamics, a time constant
of around 15 minutes exists [22]. The energy provided by the
HP (EHP ) is then estimated as:
EHP =
1
3600
·
∫
qHP · dt (6)
As most of the thermostatic loads, the HP is controlled
based on a regular hysteresis control. The HP turns on (CS=1)
when the ES drops at the lower cut-off band (
¯
EC). The HP
will supply the HWST with thermal energy until the higher
band (E¯C) is reached, then it will turn off (CS=0). In compari-
son with other household appliances, the HP system represents
a large load, having a more notable impact in the LV network.
In large numbers, they may induce serious voltage drops and
overloading issues in the LV system. Therefore, a need for
controlling their operation arises. However, under high or very
low Pth conditions, this HP technology becomes hard to be
directly controlled. For example, with the purpose of avoiding
bottlenecks in the distribution grid, an aggressive control could
turn ON and OFF the HP in a frequent manner. This could
cause a reduction of the average EHP due to the existing
time constant of qHP . Therefore, other alternatives should be
considered in the control design of these units. Taking that
into consideration, the HP is provided with an extra operation
mode, named as the voltage emergency mode (VEM). The
criteria selected to switch from the normal operation mode
(NOM) to VEM and viceversa is:
Vmin ≥ Vr & kv > kl → NOM
Vmin < Vr → V EM (7)
where Vmin is the minimum operation voltage in p.u, Vr is
a pre-defined voltage limit for Vmin, kv and kl are internal
variables for the VEM. Vmin is received from a subsystem
(SS) control, as it is explained in section III.b.
a) Voltage Emergency Mode: A voltage violation occurs
when Vmin becomes lower than Vr. The Vr limit is either set
by regulation or by the practical experience of the DSO. In
this sense, from the instant when the violation occurs until it is
cleared, a voltage violation region is determined. In this region
the HP should self-adapt avoiding the aggravation of this tech-
nical constraint. Therefore, when the HP controller considers
a voltage violation severe enough, the
¯
EC is broadened 20%
with respect to the NOM settings. As a consequence, the HPs
that were supposed to switch ON in this region remain OFF
delaying their activation. The question now is how, what and
when a voltage violation is considered severe enough. When
a violation is occurring (Vmin < Vr) the HP controller senses
the situation based on the logic:
kv > kl →
¯
EC =
¯
EnoC , E¯C = E¯
no
C
kv < kl →
¯
EC =
¯
EnoC , E¯C = ¯
EnoC − (E¯noC − ¯E
no
C ) · 0.2 (8)
where kv is the factor representing the severity of the voltage
violation, kl is its reference value, E¯noC and ¯
EnoC are the
maximum and minimum energy bands of the NOM, in p.u.
In order to determine the optimal moment to make the HP
react, the kl parameter should be carefully set by the system
operator. As the grid condition differs at the beginning and
the end of the voltage violation region, the control should also
act differently. Therefore, a pre and post actuation zones are
established.
The pre-actuation zone delimits the moment when voltage
violation occurs and when the HP control considers that
the violation is severe enough to consequently react. In this
zone, the severity of the voltage violation should be reflected
in the evolution of the kv factor. The larger the difference
(Vmin − Vr), the greater and faster the variation of kv should
be. To cover that, the following expression is developed:
kv =
∫
−av(1−((Vmin−Vr)+1)bv ) ·dt; −1 ≤ kv ≤ 0 (9)
where av and bv are the linear and exponential gains of the
function defining the dynamics of kv . The tuning of av and
bv is directly related with the sensitivity of the VEM. Here,
a trade-off exists. Higher gain values increase the sensitivity
but also cause unnecessary actuation in short-term violations.
Low gains instead cause a non-reaction in time of the HP.
The post-actuation zone bounds the moment of the voltage
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Fig. 2. HP performance in February and May: (a) Pth and Tatm, (b) ES and its E¯C
and E¯C operation limits, (c) PHP and QHP consumption pattern.
violation clearance and the moment when HP control leaves
the VEM. In this zone, even if the voltage has recovered
(Vmin > Vr), the return to NOM should be gradually per-
formed in order to give enough time to the voltage to settle.
Therefore, the kv factor is linearly adapted towards the kl:
kv =
∫
cv · dt; −1 ≤ kv ≤ 0 (10)
where cv is the linear gain defining how fast the mode shifting
is made. Moreover, the undesirable situation of having the
start-up current from many HP coinciding should be avoided.
This could happen when the operation modes are shifted.
Therefore, an inclination of the
¯
EC is designed.
¯
EC =
∫
dv ·dt;
¯
EnoC −(E¯noC − ¯E
no
C ) ·0.2 ≤ ¯EC ≤ ¯E
no
C (11)
where dv is the gain defining the speed of this transition.
2) Model Validation: Two HWSTs are considered to vali-
date the introduced HP system model. Even though, the sizes
of the HWSTs are different, 300 l and 500 l, the UA assumed
in both is the same, 1 W/◦C. Having same UA, even if the
tank areas are different, means that the heat losses for the
same temperature conditions are the same in both HWSTs,
due to different insulation characteristics. Since it is supposed
that the HWSTs are installed in the household basement Tr
is set to 10◦C. Under the NOM, the hot water inside the tank
is controlled within the thermal range of 60 to 75◦C. Based
on [23], it can be said that this is equivalent to control the
HWST within the energy range of 20.93-26.17 kWh for the
300 l tank and 34.89-43.61 kWh for the 500 l one. This limits
in per unit are
¯
EnoC =0.8 p.u. and E¯
no
C =1 p.u.
The performance of the HP system model is compared
in Fig. 2 under different operating conditions. In the left
hand illustrations, the HP with different HWSTs is compared
under high thermal demand conditions, representative of a cold
winter day in February. The figures on the right-hand side
instead compare the same but for a typical day in May. Fig.
2.a shows the Tatm and the Pth for a single household within
a 24 h period. Fig. 2.b illustrates the evolution of ES within
this period and Fig. 2.c the active and reactive power (PHP ,
QHP ) consumption based on how ES varies. Notice how for
the same Tatm and Pth conditions, the HWST with lower
capacity produces more frequent PHP and QHP consumption.
Similarly, differences can be found in the HP performance
among different seasons. With a lower Pth and a favorable
atmospheric conditions, which implies a higher COP, the ES
has much slower variation. As result, the HP stays OFF longer
time being reflected in the PHP and QHP consumption too.
In Fig. 3 an example of the VEM performance for a single
HP is depicted. Fig. 3.a illustrates the Vmin variation for a
given time frame. The voltage limit set by the standard EN
50160 for LV grids is ±10%. However, a more conservative
value of ±6%, is selected based on practical experiences from
DSOs in Denmark. Since the severity of a voltage violation is
normally characterized by the sag amplitude and the violation
duration, the VEM has to be tuned accordingly taking those
in consideration. In this work, the pre-actuation zone is tuned
in order to make
¯
EC react in about 5 minutes to an under-
voltage of 0.935 p.u and in less than 4 seconds to a one of 0.9
p.u. Even if the tuning selected may seem a bit conservative
it allows the HPs reacting when it is necessary and not in
each moment that a violation occurs. The post-actuation zone
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Fig. 4. DIgSILENT model lay-out of the PEV system.
instead is designed with the purpose of leaving the VEM and
returning to NOM in about 5 minutes. The last 20 seconds
of this transition refer to the slope designed for
¯
EC . Table I
provides the parameters selected for determining the evolution
of kv in eq.9 and eq.10 and the inclination of
¯
EC in eq.11.
TABLE I
VOLTAGE EMERGENCY MODE TUNING
Parameter kl av bv cv dv
Value -0.5 0.00258 100 0.001667 0.01
Under the considered tuning the kv evolution is shown in
Fig. 3.b. The result is depicted in Fig. 3.c. When the HP control
senses a severe voltage violation
¯
EC is shifted delaying its
activation and avoiding a deterioration of the voltage profile.
B. Plug-in Electric Vehicle System
The PEV system model is composed of a battery storage
and a domestic charging station at the household level.
1) Model Implementation: Fig. 4 shows the DSL block
diagram of the PEV system model. The battery is represented
by a Thevenin-based electrical model, neglecting any transient
effects. The relation between the terminal voltage and the open
circuit voltage is assumed linear. Hence, the existing energy
loss due to internal resistance of the battery is reflected as the
efficiency ηb. The battery state of charge (SOC) in p.u is:
SOC = SOC0 +
Cmax
3600 · ηb ·
∫
PPEV · dt
SOCmax
(12)
where SOC0 is the initial SOC in p.u and Cmax and SOCmax
the maximum battery capacity and the maximum SOC in kWh.
The PEV battery is charged through a domestic charger
placed at household level. The non-negligible impact that a
concentration of synchronized PEV can originate in an LV
network reinforces the need for controlling their charging
process. Therefore, based on [24], the traditional feature of
the domestic charger is additionally procured with the ability
for regulating the charging rate. Therefore, the charging power
(PPEV ) is allowed to vary from 0 to rated power (P rtPEV ) of
the charger. PPEV is determined as:
PPEV = ηc ·
∫
Sch · dt; 0 ≤ PPEV ≤ P rtPEV (13)
where ηc is the charger efficiency in p.u and Sch is an external
variable representing the charging capability of an specific
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Fig. 5. Performance of two PEVs with different DP: (a) SOC and (b) PPEV .
PEV. Sch is calculated and dispatched to the PEV battery
charger by a SS control. This is developed in section III.b.
The power consumption pattern from a domestic battery
charger is highly influenced by the driving pattern (DP ) of
its PEV user. In the model, the DP is reflected as the home
departure and arrival times (tdep, tarr) and the distance driven
in the day (d). The possibility for self-imposing priority in
the charging has also been contemplated. This option could
be adopted by a PEV user, which is based on his driving
requirements and the fact of ignoring for being penalized. In
this situation the activation signal (CSpca) would reflect in
the SOC sent by the charger to the SS control (SOCsc) -see
section III.b-. Moreover, to preserve the battery life the SOC
is controlled between 0.2 and 0.9 p.u. Even if it is externally
required, the unit control makes sure not to violate these limits.
2) Model Validation: The high energy density and long life
time, makes the lithium-ion (Li-ion) batteries an interesting so-
lution to be considered for electric transportation applications.
Therefore, a 24 kWh Li-ion battery with a ηb of 0.993 is
considered in this case. Looking into the actual infrastructure,
a 3-ph/400 V off-board represents a feasible solution for
satisfying the user charging requirements. Additionally, the
battery charger is procured with the ability for regulating the
charging rate within 0 kW and 11 kW. Its ηcis considered 0.98.
Fig. 5 illustrates the comparison between two users holding
the same PEV but performing different DP. Since it is for
model validation matters, in this case the PEV charging is not
externally influenced. Therefore, they are allowed to charge
at their rated power. Fig. 5.a shows the SOC sensed by both
chargers when the PEV connects at home. Notice in Fig. 5.b
that the active power consumption from the chargers differs
in time and quantity, demonstrating the strong relationship
between the user DP and the impact in the LV grid.
III. HIERARCHICAL CONTROL OF THE LV GRID
This section describes the hierarchical structure proposed
to control the operation of HP and PEV loads in the LV
grid. A hierarchical arrangement of the distribution system
supervision makes it possible to identify, evaluate and tackle
the technical constraints in the LV network in singular manner.
This is especially relevant when the voltage drop is the key
factor representing the grid constraint. Since, the voltage
limit violation is normally a local problem it requires local
6…………………
…………………
…………………
…………………
…………………
…………………
STRING 1
…………………
STRING n
MV Terminal
External Grid
Two Winding 
TransformerLV Terminal
SS
1
SS
2
SS
(n
)
SS
(n
-1
)
and Discussion
tage in the grid and maximum line and
HP penetration levels.
he 3D representation including the PEV
akes its time. But the idea is to do perform
g capacity limit taking into account just HP
according to : 25 %.
ng: 25 %
35 %
oading, the voltage, and the line loading.
trains located for every penetration level?
most loaded line was the main cable in the
e min voltage was given in the cable box
n the
e box
PEV HPHL
Household i
SUB-SYSTEM 2
THE LV GRID
cussion
and maximum line and
vels.
ation including the PEV
the idea is to do perform
king into account just HP
%.
ge, and the line loading.
every penetration level?
was the main cable in the
as given in the cable box
THE LV GRID
cussion
and maximum line and
vels.
ation including the PEV
the idea is to do perform
king into account just HP
%.
ge, and the line loading.
every penetration level?
was the main cable in the
as given in the cable box
THE LV GRID
cussion
and maximum line and
vels.
ation including the PEV
the idea is to do perform
king into account just HP
%.
ge, and the line loading.
every penetration level?
was the main cable in the
as given in the cable box
Sch
Vmin
SOCPEV
Vpoc
G
R
ID
 C
O
N
TR
O
L
SO
E H
P, 
SO
C
PE
V
, P
H
P,
 
P P
EV
, n
PE
V C
L
ES
(eq.14, … , eq.20)
(eq.21, … , eq.23)
av
g
av
g
SS
SS
H
SS
PEVi
Fig. 6. Hierarchical Control of the LV Grid.
solutions as well. Moreover, since the intermediate layers
have the capacity to decide over the controlled assets, less
communication infrastructure is required when compared to a
fully coordinated control system.
The feasibility of this concept relies on an existing legal
agreement between a consumer, holding a flexible load, and
the system operator. This agreement allows the flexible unit to
be controlled in exchange for ensuring the comfort and power
requirements of the consumer and a discount in the energy
bill. This strategy could be implemented by DSOs, balance
responsible parties (BRP) or aggregators looking for maxi-
mizing the LV grid utilization while ensuring the consumer
requirements. The approach attempts to respect two important
conditions. First, to treat equally the end-consumer no matter
to which POC are connected, and second to be in accordance
with the actual grid codes (EN 50160). Fig. 6 is an illustration
of the proposed control structure. Basically, this structure is
composed by three layers, the unit control (UC), the subsystem
control (SSC) and the distribution grid control (DGC). As it
is represented, a bidirectional information flow exists between
the different layers. The DGC has direct communication with
the different SSs in order to have a clear overview of the
grid condition. Every SSC is responsible for monitoring and
operating a group of households which may, or may not, have
HP and/or PEV. Finally, the loads report their state to its
corresponding SSC.
In terms of flexibility, the PEVs show an advantage in
respect to the HPs. Besides of being able to control them
ON/OFF, it is possible to vary their charging capacity while
they are ON. The HP technology considered instead, either
operates at the rated power or it has to be turned OFF. The
responsibilities of each component are described below.
A. Unit Control
It refers to the embedded appliance control which maintains
the stored energy within the stated limits. In a HP system,
the Pth of the household has strong influence in its electrical
consumption pattern. Therefore, having any external influence
makes the user comfort highly vulnerable. As this control
approach aims to maintain the comfort unaffected, the HP
system acts on its own without being subordinated. The only
situation when it adapts its operation is when an under-voltage
occurs in its SS. For the PEV load instead, the UC is only
responsible for ensuring that the SOC remains within the stated
limits because the charging rate is decided by the SSC.
B. Subsystem Control
It is defined as the component, of the control structure,
placed at the distribution feeder levels. It monitors a number
of households (nh) and according to its needs acts over the
HPs and PEVs under its domain. Its main responsibilities are:
1) Data collection and processing: Assuming that a smart
meter is available in each household (H), the SS receives; the
voltage at the POC of every household (V Hpoc), the SOC of
plugged-in PEVs (SOCPEV ) and the ES of the HP systems.
2) Calculation of minimum voltage and set-points: The SS
compares the V Hpoc data gathered from the households and
defines the minimum voltage in the SS (V SSmin).
V SSmin=min(Vh); Vh∈ [V H1poc ...V Hipoc ...V Hnpoc ]; i=1...nh (14)
where Vh is a vector holding V Hpoc data gathered from the
different households. V SSmin is dispatched to every HP in the
SS in order to make them run in VEM when it is required.
3) Prioritize Plugged-in PEVs, calculation and dispatch of
Sch: As it was stated in section II.b, the charging power at
which a specific PEV is allowed to charge depends on its SOC
and the V SSmin. The SSC is constantly monitoring the amount
of PEVs plugged in the controlled area and their SOC too.
The PEVs connected in the SS are sorted, based on the SOCs,
in an ascending order and stored in a vector called PEVpv .
PEV pv =sortmin(SOC)(PEVV ) where
PEVV ∈ [PEV1...PEVi...PEVn]; i=1...npev (15)
where PEVV is a vector holding the n PEVs connected in
the SS (npev). Based on this ranking, PEVs with lower SOC
are prioritized in terms of charging capacity with respect
to the ones with higher SOC. This is reflected assigning
different amplitude values to the Sch variables dispatched to
the plugged-in PEVs. The Ap vector holds the pre-defined
amplitude values in a descending way.
Ap=[(kp)1, (kp − 0.2(i− 1))2, ..., (kp − 0.2(i− 1))i, ...
..., (kp − 0.2(i− 1))n]; where i=1...npev (16)
where kp is the gain defining the Sch dynamics. Based on
PEVpv , the SSC assigns the Ap values to each PEV and it
calculates their Sch. So, the PEV with lowest SOC is assigned
with the first value of Ap which makes its Sch to be the
highest. Sch for an specific PEV (SPEVich ) is calculated as:
SPEVich =CL ·Ap(i) ·x+(x−1); x∈ [0, 1]; i=1...npev (17)
where CL is a limitation variable defined by the DGC in order
to influence the PEV charging operation - section III.c-. x is
a binary variable defining a voltage violation in the SS.
V SSmin < Vr → x = 0
V SSmin ≥ Vr → x = 1 (18)
The x variable gives an idea to the SSC of the grid
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status while calculating the different Sch variable. Then, while
V SSmin ≥ Vr, the PEVs plugged-in are charged based on
their SOC. When the Vr is violated, the SSC makes all the
PEVs reduce their PPEV at the same time and in the same
proportion. This continues until the V SSmin is recovered again.
Fig. 7 is an illustrative example of how the SSC operates.
Let us imagine that a specific SSC is in charge of a feeble
part of a LV grid. The SSC is constantly aware of the number
of PEVs connected in the SS and their SOC. Fig. 7.a shows
the SOC of the PEVs when they arrive home. Between the
hours t+1 and t+2 four PEVs arrive and plug-in at the same
moment but in different locations and with different SOCs.
Fig. 7.b shows the charging rate of each PEV. PEV number
3 and 2 have the lowest SOC, so they are prioritized over
4 and 6. This is reflected in a higher Ap, Sch and charging
capacity for those PEVs. As they charge faster, at some point
their SOC become higher than the rest, causing a shift on the
PEVpv vector. This is not the case for PEV3, because due
to its driving requirements it self-imposes its priority over the
rest. From the SSC perspective, this vehicle will hold the first
position in PEVpv until it is fully charged. Few minutes past
t+3 the battery of PEV3 becomes full which allows the rest of
PEVs to be charged at higher capacity. Later on, PEV1 arrives
with a low SOC and plugs-in. As soon as the SSC senses it,
the vehicle gets the first position in PEVpv . This makes the
PEV1 to charge at the maximum capacity but subjected to
the allowable grid conditions. As a consequence, the rest of
the PEVs charging are forced to decrease their charging power
capacity. Between hours t + 6 and t + 7, PEV5 arrives and
plugs-in. Since the rest of the PEVs, connected in the SS,
are already charged PEV5 is allowed to charge at maximum
capacity. As result, the PEV charging is made in the fairest
manner and each V Hpoc is kept above Vr -see Fig. 7.c-.
4) Delivery of the number of PEVs connected in SS: The
DGC is continuously informed, by the SSC, about the nPEV .
5) Calculation and dispatch of the average state of energy
(SOE), average SOC and total power consumption from HPs
and PEVs: The DGC supervision task requires from each
SSC, the average SOE of the HWSTs (SOEavgHP ) and the
average SOC of the PEVs plugged-in (SOCavgPEV ) in the SS:
SOEavgHP =
nhp∑
i=1
Esi · kne
nhp
;SOCavgPEV =
npev∑
i=1
SOCPEVi
npev
(19)
where nhp is the number of HP systems in the SS and kne
is a normalization factor. The aggregated power consumption
from the HPs (PSSHP ) and the plugged-in PEVs (P
SS
PEV ) are
also required:
PSSHP =
nhp∑
i=1
PHPi ; P
SS
PEV =
npev∑
i=1
PPEVi (20)
C. Distribution Grid Control
The DGC represents the center of the structure and is placed
at the secondary substation level. It is responsible for equal-
izing the SOE of the SSs with the purpose of achieving the
whole network equilibrium. The average SOE in a specific SS
(SOESS#i) is defined based on its SOE
avg
HP and SOC
avg
PEV .
SOESS#i=
(
nhp·SOEavgHP+npev·SOCavgPEV
nhp + npev
)
i
; i=1...nss (21)
In practice, the DGC intends to divide the total power
transfer capability of the LV grid, among the n SSs (nss).
This is based on the SOESS#i and the grid condition. The
power transfer capability depends on factors like; the LV grid
design and the type, rating and interaction of the different
loads. This means that, when the grid reaches its maximum
transfer capability point, the only way to increase the power
consumption capability of an SS with the lowest SOE is
decreasing the capability from the rest. This is performed
reducing the PEV charging capability of these SSs, via the
CL variable. Then, the procedure followed by the DGC is:
– Calculate the SOESS#i for every SS.
– Define the minimum SOESS#i (SOEssm ) and its SS:
SOEssm=min(SOEV ); SOEV ∈[SOESS#1, ...
..., SOESS#i, ..., SOESS#n]; i=1...nSS (22)
– Calculate CL for every SS according to:
SOESS#i−SOEssm≥δ→CiL=(1−kc(SOESS#i−SOEssm ))
SOESS#i−SOEssm<δ→CiL=1; i=1...nSS (23)
where δ is the SOE difference limit of the compared SSs
defined by the operator. kc is the gain defining the slope of
the function representing CL. Finally, the lower CL is, the
more the PEV charging capability will be limited in the SS.
– Delivery of the corresponding CL to each SS.
IV. LV NETWORK AND STUDY CASES
The test system selected for the proposed strategy validation
is a typical LV network currently operative in Denmark.
Through a 630 kVA 10/0.4 kV transformer and an eight string
radial network, 166 residential consumers are supplied with
electricity. Some strings are equipped with an additional cable
that connects them to its adjacent during abnormal service
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Fig. 8. 0.4 kV LV grid.
conditions. A detailed single-line diagram of the LV network
is presented in Fig. 8. The terminology used for referring to
the main power carriers is according to the string (S) they
belong and the cable (C) number (S#C##). Regarding the cable
boxes (CB), their numbering depends on the S and its number
(S#CB##). The current household load (HL) and the way the
new loads (NL) have been randomly distributed, according
Danish TSO estimations, are depicted in this figure.
In order to investigate the impact originated by integration
of the NL, a load flow calculation is performed. Four scenarios
are simulated; i) the current load in February (#HL Feb), ii)
the current load on May (#HL May), iii) the future load in
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Fig. 9. Power flow results: (a) CB voltage, (b) Line Loading.
February (#HL+NL Feb) and iiii) the future load on May
(#HL+NL May). Notice from Fig. 9, the substantial impact
originated by HPs and PEVs, and especially on S6. This is
especially relevant in the case of February. Therefore, the LV
grid is divided in nine SS, where each SS is responsible for a
maximum of 12 HPs and 6 PEVs. This consideration is only
taken for model construction reasons.
Two seasonal scenarios are designed to test the performance
of the proposed strategy. On one hand, a cold winter day in
February, characterized by the low Tatm and the high Pth
demand. On the other hand, an ordinary day in May, where
the Tatm is higher, so as the COP , and the Pth is lower. Fig.
10.a and Fig. 10.b show the aggregated thermal and electrical
demand of the LV network. The Pth and DP profiles for
each of the users holding a HP and/or PEV are generated
according to [25]. tdep, tarr and d are illustrated for every
PEV considered in Fig. 10.c and Fig. 10.d.
V. RESULTS AND DISCUSSION
Fig. 11 and Fig. 12 summarize the most relevant results
obtained, where a comparison between an uncontrolled and
controlled network is made. Subfigure a shows aggregated
power demand for the HPs, subfigure b represents the aggre-
gated power demand from the PEVs, subfigure c illustrates the
total active power supplied by the secondary transformer and
subfigure d shows the lowest voltage in the LV network.
In February, the high power demand required by the
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HPs is the first factor to be mentioned. The high Pth of
the households and the unfavorable atmospheric conditions,
which influences COP , induces the HPs to operate more
frequently in order to satisfy the thermal requirements of the
users. In an uncontrolled scenario, the PEVs tend to plug-in
as soon as they arrive home in the late afternoon hours. The
combination of these two facts led to a large concentration of
power consumption during the peak moment of the day. As
result, a large and persistent voltage violation is originated,
especially between 16h and 20h. Under the influence of the
proposed control strategy different favorable behaviors of the
grid operation are achieved. On one hand, the total HP demand
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Fig. 11. Results in February: (a) Aggregated PHP demand, (b) Aggregated
PPEV demand, (c) Transformer power supply, (d) Vmin in LV network.
is significantly reduced between 17h and 19h coinciding with
the severest voltage deviation period. This power reduction is
originated by the HPs in the SS where the voltage violation
occurred, as they switch to VEM to delay their activation. On
the other hand, the PEV charging is completely avoided during
this time frame and delayed to moments when the LV grid is
less stressed -late evening and early morning-. Consequently,
a considerable improvement of the minimum system voltage
and a better load distribution along the day is obtained.
One of the advantages of this mechanism over the em-
ployment of OLTCs at the secondary transformer level [4],
[5], is the local management of the voltage constraints. As
previously described, to avoid excessive voltage deviations
only the flexible loads of the SS which are affected are directly
encouraged to change their natural consumption pattern. This
permits not to alter the power supply conditions of those con-
sumers in adjacent feeders keeping their demand unaffected.
At the same time, since all the flexible loads within the SS
participate evenly, all consumers are fairly treated with reliable
electricity supply.
An additional benefit from the implementation of the pro-
posed scheme is the capability to adapt the LV network
consumption based on local nodal voltages in real-time. Other
hierarchical approaches that employ different optimization
techniques for solving the problem in a discrete manner [10]–
[13] might find difficulties to capture the uncertain behavior of
the users and the system components in the optimization time
steps and routines. The continuous tracking of the network
status carried out by the proposed mechanism instead ensures
reliable system performance.
Finally, considering the prominent resistive characteristics
of the LV cables, the control of the active power carried out
by the proposed strategy becomes more effective in terms
of voltage profile improvement than the control of reactive
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power from DERs [18]. Moreover, the power losses in the LV
network are reduced due to the fact that not only the current
is reduced as no reactive power control is used but also on the
other hand the consumption is postponed to moments where
there is less congestion.
In May instead, since the Pth of the household is much
lower and the fact that better atmospheric conditions implies
a higher COP the need for HPs to operate is significantly
less. This substantially reduces the total power consumption
of these units making the system capacity more available.
Since enough capacity exists in the network, the lack of
violations allows the HPs to run independently. That is why
the uncontrolled and controlled power consumption patterns
are overlapped. Regarding the PEVs, even though the network
capacity is still enough, the PEV charging is influenced by the
GC due to the energy equalization between SSs. Notice that,
despite of having a slightly increased peak demand this is
not substantially reflected in the voltage profile. Moreover, a
more equalized grid behavior and a reasonable PEV charging
is obtained without compromising the network power quality.
VI. CONCLUSION
The electrification of energy sectors like the heating and
transportation is expected to increase the HPs and PEVs
penetration in LV networks. This is a challenging scenario
for the DSOs, since many of these networks are not designed
for hosting them in large percentages. This paper introduces
a hierarchical supervisory control structure for controlling
and coordinating demand of these loads in a distributed
manner. This strategy aims to; i) maximize the distribution
grid utilization reducing the need for reinforcements, ii) treat
the consumers equally no matter their POC and iii) ensure the
consumer comfort and power requirements. The control design
is validated with a system currently operative in Denmark.
The results show that the proposed control structure makes
it possible to utilize the flexibility offered by these units.
In consequence, a better load distribution makes the voltage
levels of the LV network to be maintained within acceptable
limits in congested periods.
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