Abstract. We introduce the notion of boundary representation for fractal Fourier expansions, starting with a familiar notion of spectral pairs for affine fractal measures. Specializing to one dimension, we establish boundary representations for these fractals. We prove that as sets these fractals arise as boundaries of functions in closed subspaces of the Hardy space H 2 . By this we mean that there are lacunary subsets Γ of the non-negative integers, and associated closed Γ-subspace in the Hardy space H 2 (D), D denoting the disk, such that for every function f in in H 2 (Γ), and for every point z in D, f (z) admits a boundary integral represented by an associated measure µ, with integration over supp(µ) placed as a Cantor subset on the circle T := bd(D).
Introduction
In earlier papers, a number of authors studied a family of fractals X, and associated measures µ which arise as limits of iterated function systems (IFS). This framework includes for example infinite convolutions, and therefore Bernoulli measures.
The starting point is a finite family F of affine contractive mappings, and the measure µ then results as a consequence of a procedure of Hutchinson [Hut81] . The fractal X will be the support of µ. When the family F , is suitably restricted, it was shown in [JP98, Str00, Str98, LW02, DJ06] Supported in part by the National Science Foundation. 2000 Mathematics Subject Classification. 47B32, 42B05, 28A35, 26A33, 62L20. Key words and phrases. Affine fractal, Cantor set, Cantor measure, iterated function system, Hilbert space, Fourier bases.
that the Hilbert space L 2 (µ) then possesses a Fourier basis of orthogonal exponentials {e λ : λ ∈ Λ}. The set Λ of exponentials in such an orthogonal basis will be called the spectrum of µ.
When a spectrum Λ exists we say that (µ, Λ) is a spectral pair, and there is a variety of results dealing with inverse spectral theory in this setting. Indeed, these results have many applications as they open up for the use of tools from Fourier analysis in the study of this family of fractals. While the procedure was developed for fractal measures µ with compact support in R d , for any d, there are a number of features that set aside the case d = 1, which will be the focus here. In this case, a normalization may be chosen in such a way that the spectrum Λ is contained in the non-negative integers N 0 . So when (µ, Λ) is a spectral pair, and Λ is chosen in this way, we get a natural isometric embedding of L 2 (µ) into the Hardy space H 2 (D) of analytic functions on the complex disk D.
In this paper we deal with the resulting boundary representations. This study requires tools different from the classical theory. To see this note that the support X of µ may be placed on the boundary T (one-torus) of the disk. But in the fractal cases, X has Lebesgue measure zero; recall the normalized Lebesgue measure is Haar measure of T. By contrast, the classical boundary limits for functions in H 2 (Markov-Primalov-Fatou) yield only boundary limits almost everywhere (a.e) w.r.t. Lebesgue measure on T. Indeed, our measures µ are typically singular with respect to Lebesgue measure, and have Lebesgue measure zero. Nonetheless we prove that the fractals arise as boundaries of closed subspaces H 2 (Λ) in the Hardy space H 2 . To do this we develop a family of reproducing kernels needed for the purpose. Our kernels have infinite product representations.
A separate motivation for our paper comes from the study of systems of frame vectors in Hilbert space. Frames generalize more familiar notions of bases in Fourier analysis; see for example [CF09, CW08] . Our focus here is on the case when both the Hilbert space and the choice of vectors are restricted. We take L 2 (µ) for Hilbert space, and we take the vectors (functions) in L 2 (µ) to be the familiar complex exponentials of Fourier analysis; hence Fourier frames. In some cases, we will arrive at orthogonal families, and in others not.
It was recently discovered that an important problem in operator algebras, the Kadison-Singer conjecture [KS59] is equivalent to intriguing open problems for frames, many with direct applications to signal processing; see e.g., [CW08] ; and further section 4 below for further details.
Our present restricted context for frame computations appears to be a fertile ground for generating the kind of singular frames that are likely to have a bearing on Kadison-Singer in its frame incarnations. There are relatively more technical details involved in the search for examples of Fourier frames satisfying one or the other in the list of a priori frame estimates in the literature. While our main results regarding boundary representations are of independent interest, we hope that they will also serve to throw light on important questions regarding Fourier frames.
We will use the following definitions:
e., all its eigenvalues have absolute value strictly bigger than one. Let B be a finite subset of R d . We define the affine iterated function system (IFS) denoted (R, B):
The unique Borel probability measure µ B with the property that
for all Borel sets in R d is called the invariant measure for the affine IFS (R, B) (see [Hut81] ) for details. 
Kernels for subspaces of the Hardy space
In this section we introduce the notion of boundary representation, and we prove that spectral pairs in one dimension admit such representations. By this we mean that when a spectral pair (µ, Γ), in a general class, is given, then for every function f in the Γ-subspace in the Hardy space H 2 of the disk D, and for every point z in D, f (z) admits a representation by a Γ-Szegö kernel G Γ , with integration over supp(µ) placed as a Cantor subset on the circle T := bd(D). Thus supp(µ) placed on T will be a boundary for the subspace H 2 (Γ), and integration is with respect to the fractal measure µ from the spectral pair.
We then turn to families of spectral pairs given by sets Γ of lacunary form, i.e., configurations arranged with a geometric progression of empty spacing, or a missing parts, gaps; lacunary Fourier series. For this case we show that our Szegö kernel G Γ arises as a factor in the familiar and classical Szegö kernel for D.
Definition 2.1. Following [Arv98] and [Rud87] we set
With the Szegö kernel
we then get
valid for all f ∈ H 2 and all z ∈ D. The relation (2.1) is a simple instance of a reproducing kernel property. For the theory of reproducing kernels; see [Aro50] , and also [Arv98, AL08, ADV09] for a variety of applications.
Theorem 2.2. Let µ be a probability measure on R and assume Γ ⊂ N 0 := {0, 1, 2, . . . } is a spectrum for µ.
(iii) Assume in addition that Γ = RΓ + L for some R ∈ N, R ≥ 2 and some finite set L ⊂ N 0 such that no two elements in L are congruent modulo R. Then
The infinite product is uniformly convergent for z in a compact subsets of D and x ∈ R.
be the Szegö kernel. We know that functions F ∈ H 2 , can be recovered from their boundary values
We have for z ∈ D:
It remains to prove (2.3). For γ ∈ Γ and z ′ ∈ D:
(iii) The condition implies that 0 ∈ Γ; otherwise take a = min Γ and since a = Ra ′ + l, we must have a ′ ≤ a, a ′ ∈ Γ, so a = a ′ = 0. Since the elements of L are incongruent modulo R, it follows that every γ ∈ Γ can be written uniquely as γ = Rγ ′ + l for some γ ′ ∈ Γ and l ∈ L. Then we have
for all z ∈ D and x ∈ R it follows that G(z, x) − 1 converges to 0 as z → 0 (since 0 ∈ Γ), uniformly in x ∈ R.
Iterating the previous equality, and since G(z R n , x) converges to 1 exponentially fast and uniformly for z in a compact subset of D and for x ∈ R, (iii) follows. Definition 2.3. (i) Let X be a compact subset of [0, 1]. We shall also consider X as a subset of T = R/Z via the mapping x → e 1 (x) = e 2πix . We will further consider restrictions of functions f defined on all of C via the identification f (e 1 (x)) =f (x) wheref is then a Z-periodic function on the line R, and we view both R and T embedded in C in the usual way. The notationf will be implicit in the discussion below.
(ii) Let X be as above, and let µ be a Borel probability measure supported on X. Consider subsets Γ of N 0 . Set
(iii) We say that the pair (µ, Γ) has a boundary representation if there is a kernel function
.
We denote by H 2 (Γ) the subspace of H 2 spanned by the functions z γ with γ ∈ Γ.
Proposition 2.4. Let (µ, Γ) be a spectral pair, and assume that Γ ⊂ N 0 ; then this pair has a boundary representation with kernel k = k (µ,Γ) given by
Moreover then
The representation (2.8) for functions in A Γ extends to f ∈ H 2 (Γ); moreover thenf ∈ L 2 (X, µ), and
Proof. If f ∈ A Γ , we set f (z) = γ∈Γ c γ z γ , and note that the corresponding periodic functionf (as a restriction) satisfies
But then by restrictionsf ∈ L 2 (X, µ) and
This is the L 2 (µ)-Fourier expansion implied by the assumption that (µ, Γ) is a spectral pair. Since the sum in (2.12) is finite, substitution of (2.13) yields (2.14)
which is the kernel representation. The formula (2.10) follows if we make use of the ONB property of {e γ : γ ∈ Γ}. The argument further shows that formula (2.9) is the unique kernel function. The remaining properties follow from an application mutatis mutandis of the details in the proof of Theorem 2.2 above.
For functions f ∈ H 2 (Γ) by definition we have the unique representation
But since (µ, Γ) is a spectral pair, we have (by Parseval applied to L 2 (µ)):
holds as an L 2 (µ)-identity. This implies also (2.11). But (2.14) also holds µ-a.e. when we pass to truncated summations on the right-hand side in (2.18).
It remains to justify the exchange of summation and integration for the computation (2.14) when f is now in H 2 (Γ)(⊂ H 2 ). Now let f ∈ H 2 (Γ), and let (c γ ) γ∈Γ be the corresponding coefficients, see (2.13) and (2.15). Using again Parseval in the form (2.11), if ǫ > 0, there is a finite subset F ⊂ Γ such that
Let f F = γ∈F c γ z γ . Then for |z| < 1, using (2.8) for f F :
Example 2.5. There are differences between the boundary representation in the two cases, classical vs fractal, as we will see here with a simple example from [JP98] . Referring to the Cantor construction with scale 4, we get a spectral pair (µ, Γ). We consider the monomial f (z) = z 2 not in the Γ-subspace subspace H 2 (Γ) in H 2 of the disk D. We sketch how z 2 is represented by the Γ-Szegö kernel with integration over supp(µ) placed as a Cantor subset on the circle T, and how it differs from the classical counterpart. We caution that the representation of functions f ∈ H 2 (Γ) may differ from the more familiar H 2 -boundary corresponding to the Haar (normalized Lebesgue) measure on T. The purpose of this example is to illustrate the significance of the isometric operator J in (2.2) in Theorem 2.2. Indeed the simple formula (2.2) is only valid for γ ∈ Γ. If n ∈ N 0 \ Γ, then the function e n will typically be the boundary for a function different than z n .
To see this, take (µ, Γ) as follows: let µ be the invariant measure for the affine IFS with R = 4 and B = {−1, 1}, (see Definition 1.1 below) and let Γ := { n k=0 4 k l k : l k ∈ {0, 1}, n ∈ N 0 }. Then (µ, Γ) is a spectral pair [JP98] and, for the Fourier transform, we have (2.20)
But then
A simple inspection of (2.20) shows that µ(x) = µ(−x) for x ∈ R, µ(2) < 0, µ(2 − 16) = 0 etc. Moreover, µ vanishes on odd integers.
Definition 2.6. We say that Γ is a Riesz sequence if there are constants 0 < A 0 ≤ A 1 < ∞ such that: For all finite subsets of Γ and all finitely indexed subsets {c γ } ⊂ C, we have
See also Proposition 4.1 below and [DHSW10a] .
Returning to the operator J from (2.2), but in a more general framework than Theorem 2.2, we have the following Lemma 2.7. Let µ be a a probability measure supported on T, and let Γ be a Riesz sequence, and set Je γ = z γ for all γ ∈ Γ, see (2.2). Then J extends to a bounded operator L 2 (µ) → H 2 if and only if the lower estimate in (2.21) holds for some A 0 > 0. In that case
0 . Moreover, there is a bounded inverse operator J −1 : H 2 (Γ) → L 2 (µ), J −1 (z γ ) = e γ , (γ ∈ Γ) if and only if the upper estimate in (2.21) holds for some A 1 < ∞. In that case
Proof. This is standard operator theory.
Proposition 2.8. Let µ and Γ be as specified above, and assume that the Riesz sequence estimate (2.21) holds. Let J and J −1 be the two bounded operators from Lemma 2.7. Then the measure space (supp(µ), B, µ) offers a boundary representation for H 2 (Γ)(⊂ H 2 ), i.e., we get for all f ∈ H 2 (Γ), and all points z ∈ D (2.24)
where k z in (2.24) denotes the Szegö kernel (2.6)
Proof. By virtue of the assumption on the pair (µ, Γ), we get the two bounded operators J and J −1 as in Lemma 2.7. Below we then compute adjoint operators with respect to the two Hilbert inner products in H 2 , and in L 2 (µ) respectively, denoted · , · H 2 and · , · L 2 (µ) for emphasis. Let f ∈ H 2 (Γ) and z ∈ D be fixed. Then
the desired conclusion (2.24).
Remark 2.9. The Γ-Szegö kernel in (2.24) is G Γ (z, ·) = J * k z . Compare with the corresponding representation from Theorem 2.2; this is the special case of Proposition 2.8 for the case when (µ, Γ) is assumed to be a spectral pair, as opposed to merely a Riesz system.
In the theorem below, we consider spectral pairs given by sets Γ of lacunary form, i.e., configurations arranged with a choice of geometric progressions of empty spacing or gaps, similar to lacunary Fourier series. We then prove that our Szegö kernels G Γ arise as factors in the familiar and classical Szegö kernel for D.
We use the notation A ⊕ A ′ = {0, . . . , R − 1} to indicate that every element k ∈ {0, . . . , R − 1} can be written uniquely as k = a + a ′ with a ∈ A and a ′ ∈ A ′ . We will also need the following Lemma:
Lemma 2.10. 
The kernels satisfy the following relation
where k is the classical Szegö kernel.
Proof 
If m = m ′ , then using the fact the (R/d, C, M ) is a Hadamard system, we get that the sum is zero. If m = m ′ and j = j ′ then using the fact that (d, {0, . . . , d − 1}, {0, . . . , d − 1}) is a Hadamard system, we get again that the sum is zero.
This proves that (R, A, L) is a Hadamard system. It remains to prove the last statement. We proceed also by induction on R. If R = 4 the result is easy to obtain. Since A = {0} we have either 1 ∈ A (and this case is trivial) or A = dC for some d ≥ 2, and C ⊕ C ′ = {0, . . . , R/d − 1}. Then as before, for the pair we can pick the dual sets (M, M ′ ), and we can pick L = M . By the induction hypothesis gcd(C)
Since A ⊕ A ′ = {0, . . . , R − 1} we can see that
Then, using the infinite product formula for µ A (see [DJ06] ),
The change in the order of multiplication is allowed since the infinite products are uniformly convergent on compact sets. The Lebesgue measure on [0, 1] is the invariant measure associated to the affine IFS (R, {0, . . . , R− 1}). Therefore the last product above is the Fourier transform of λ| [0, 1] .
(iii) Using the results from [DJ06, Theorem 8.4], we have to show there are no non-trivial extreme cycles (or χ A -cycles as they are called in [DJ06] ). Recall that a non-trivial extreme cycle is a finite set of non-zero points {x 0 , x 1 , . . . , x p−1 , x p := x 0 } such that there exist l i ∈ L with R −1 (x i + l i ) = x i+1 for all i ∈ {0, . . . , p − 1}, and such that |χ A (x i )| = 1 for all i ∈ {0, . . . , p − 1}.
Assume by contradiction that there is such an extreme cycle. Since |χ A (x i )| = 1, and since 0 ∈ A, we must have equality in the triangle inequality so e 2πiax i = 1, which means that x i ∈ 1 g Z, with g = gcd(A). Consider the smallest non-zero cycle, say
is also a cycle point for some l ∈ L, so it is also of the form k ′ /g. From (i) we know gl < R.
and this would contradict the fact that x 0 is the smallest non-zero cycle. Then k = 1, and using the computation above, with k = 1, we get
, and therefore k ′ = 1 too. But then we must have 1
, we obtain that g = 1. Then, since A ′ = {0}, we must have that L ′ = {0} so max(L) < R − 1 and we get a contradiction.
In conclusion there are no non-trivial extreme cycles, hence with [DJ06] , we get that Γ(L) is a spectrum for µ A . Similarly for µ A ′ .
(iv) We have
This can be seen from the base R expansion of any natural number
. . , R − 1}, we get the unique decomposition as a sum γ + γ ′ with γ ∈ Γ(L) and γ ′ ∈ Γ(L ′ ). Thus
Set-measure duality
Most earlier studies of classes of spectral pairs (µ, Γ) have started with µ, and then asked what possibilities there are for sets Γ that make the two into a spectral pair; i.e., allow a Fourier series representation, typically with lacunary Fourier frequencies. In much of this work, the measures µ have been chosen at the outset to be self-similarity defined by a finite family of affine maps. In this section, we turn the problem upside down; starting with a countably discrete subset Γ, we ask what the possibilities are for choices of µ. To do this we introduce a new duality framework. M 1 := µ : µ is a Borel probability measure with compact support in R d .
We equip M 1 with its weak * topology; and consider Γ ⊂ R d some countable discrete subset.
Proof. For (i), (ii) see [DJ06] . (iii) follows by applying the Bessel estimate to the functions e t .
Previously, the measures µ have been chosen at the outset to have self-similarity defined by a finite family of affine maps. In the theorem below, we turn the problem upside down, thus allowing for the possibility of any measure µ. Hence our starting point is a fixed countably discrete subset Γ, and we ask what the possibilities are for choices of µ. Proof. Let µ 1 , µ 2 ∈ M A (Γ) and α ∈ [0, 1] and set µ α := αµ 1 + (1 − α)µ 2 ; then using Schwarz's inequality on l 2 (Γ)
Hence µ α is in M A (Γ) and M A (Γ) is convex. We check that M A (Γ) is weak * -closed. Take µ n ∈ M A (Γ), and µ n → µ ∈ M 1 . Then, since µ(t) = e t dµ, we have that lim n µ n (t) = µ(t) for all t ∈ R d . Using Fatou's lemma, we have
, and therefore M A (Γ) is weak * -closed hence compact. Since M ⊥ (Γ) = M 1 (Γ), the same holds for M ⊥ (Γ).
We check that points in M OB (Γ) are extreme in M ⊥ (Γ). For this, consider µ α , µ 1 , µ 2 and α as in the beginning of the proof, A = 1, and assume µ α ∈ M OB (Γ); i.e.,
see Lemma 3.2. Using the same calculation it follows that we have equalities in all inequalities. In particular (assuming 0 < α < 1), we have that
Also, we must have equality in the Schwarz inequality, so the vectors ( µ 1 (t − γ)) γ∈Γ and ( µ 2 (t − γ)) γ∈Γ in l 2 (Γ) are proportional, and since they both have norm one, the proportionality constant is e iθ for some θ ∈ R. But the real part of the product must be equal to the absolute value, so e iθ = 1. This implies that µ 1 = µ 2 so µ 1 = µ 2 = µ α . Hence µ is an extreme point.
In earlier papers dealing with spectral pairs in one dimension, for example [JP98] and [DJ06] , one typically begins with a positive integer (> 1) defining a scale similarity, for example an infinite convolution as in Example 2.5 above. It is interesting to compare the two scale numbers 3 and 4 (the case in Example 2.5). If µ 3 is the Cantor measure (i.e., for the ternary case), then it was shown in [JP98] that L 2 (µ 3 ) cannot have more than two orthogonal Fourier frequencies. By contrast, it was further shown in [JP98] , that all the Cantor measures µ m , for m even, are in the opposite extreme: they allow for spectra, i.e., admit sets Γ m such that (µ m , Γ m ) is a spectral pair. In the example below, we turn around the question: we begin with a ternary choice for the set Γ and then ask what possibilities there might be for µ. To see this, take µ ∈ M ⊥ (Γ). Using the base-3 decomposition of positive integers using the digits {0, 1, −1}, we see that Γ − Γ = Z. So µ must vanish on Z \ {0}. Therefore µ ∈ M ⊥ (Z). Since 2 ∈ Γ and e 2 ⊥ e γ for all γ ∈ Γ, it follows that the set {e γ : γ ∈ Γ} cannot be complete. 
