The article provides an introduction to and a demonstration of the self-organizing map (SOM) method for organizational researchers interested in the use of qualitative data. The SOM is a versatile quantitative method very commonly used across many disciplines to analyze large data sets. The outcome of the SOM analysis is a map in which entities are positioned according to similarity. The authors' argument is that text mining using the SOM is particularly effective in improving inference quality within qualitative research. SOM creates multiple well-grounded perspectives on the data and thus improves the quality of the concepts and categories used in the analysis.
T he relationship between qualitative and quantitative research has been the focus of intense debate ever since the science wars. Recently, the duality between the two approaches has generated a ''third movement'' in the form of mixed-methods research. This approach has produced sophisticated models of possible forms of interrelation as well as reflections on fundamental epistemological issues (Greene & Caracelli, 2003; Miller, 2003; Teddlie & Tashakkori, 2003) . Simultaneously, qualitative research itself is becoming increasingly self-reflexive (e.g., Clarke, 2005; Denzin & Lincoln, 2000; Silverman, 2004 Silverman, , 2006 . Consequently, also the traditional grounded theory approach as conceived and elaborated by Glaser and Strauss has witnessed major reconfigurations (Clarke, 2005; Locke, 1996 Locke, , 2001 . In turn, the latter development has revealed exciting linkages between grounded theory and a particular quantitative method, that of the self-organizing map (SOM; e.g., Castellani, Castellani, & Spray, 2003) .
In this article, we wish to open up the connection between qualitative research, especially grounded theory, and the SOM even further. Our central argument is that the SOM (a) significantly improves the quality of the inferences drawn by researchers doing predominantly qualitative research and (b) provides a relatively objective approach for quantitative researchers interested in working with qualitative data. The former is mainly because utilizing the SOM in text mining can improve the quality of the concepts and categories used in the analysis. The latter is mainly because the method restricts itself to the input data in exploring its underlying conceptual connections. Because of space restrictions, we mainly focus on the former part of the argument.
Improving inference quality is of great utility in all social science research, but particularly and uniquely so when the qualitative data sets are very large (e.g., thousands of documents) and/or the stakeholders numerous. Examples of such contexts are urban planning (Godschalk, 2004; Healey, 1998) , the development of participatory institutions for natural resource management (e.g., Hukkinen, 2006; Hukkinen, Heikkinen, Raitio, & Müller-Wille, 2006); Müller-Wille & Hukkinen, 1999) , conflict management and security studies (e.g., Langlais, 1995) , and dealing with complex and multifaceted challenges such as climate change. The utility of the SOM in improving inference quality basically follows from the fact that the method can easily be used to generate multiple well-grounded perspectives on the data. These perspectives are not a collection of random views but form an organized whole.
As an illustrative example of how the SOM can be used to improve inference quality within qualitative research, we use a case study by Janasik (2003) on knowledge integration in a Finnish coffee firm. The article is structured as follows. First, we provide a background discussion on the SOM in relation to qualitative research and issues of researcher bias. Next, we introduce the SOM in more detail and review some of its previous uses in contexts similar to the ones discussed here. The next section shows how the coffee firm study can be approached by means of the SOM in relation to both data-driven and theorydriven approaches. Finally, we conclude the article by connecting the SOM to the revised form of grounded theory (situational analysis) proposed by Clarke (2005) and by discussing some limitations of the SOM method.
Background
We begin by giving a brief characterization of the SOM as a so-called unsupervised learning method. Unsupervised learning is one of the paradigms in machine learning and statistical data analysis. In supervised learning, the system is given both the input and the desired output, and it learns to construct a mapping between these. In unsupervised learning, a model is fitted to observations, and there is no a priori output. Thus, unsupervised learning may give rise to novel model constructions autonomously emerging from the data. The SOM (Kohonen, 2001 ) is an unsupervised learning method that originally stems from artificial neural network research. Currently, it is commonly used as a method for statistical visualization and data analysis (Kaski, Kangas, & Kohonen, 1998; Oja, Kaski, & Kohonen, 2003; Pöllä, Honkela, & Kohonen, in press ). The outcome of the SOM analysis is a map in which entities, such as people, words, sentences, or documents, are clustered according to similarity with respect to some property.
The SOM and Qualitative Research
How does the unsupervised learning method of the SOM relate to the seemingly different world of qualitative research? We take our starting point in the typology of ''mixed-model designs'' presented by Teddlie and Tashakkori (2003; see Table 1 ). In relation to their classification, our discussion focuses on the mixed-model designs Pure Qualitative, Mixed Type I, Mixed Type II, and Mixed Type IV. The Pure Qualitative design is one in which researchers are conducting exploratory investigations using qualitative data as well as qualitative analysis and inference procedures. In Mixed Type II, researchers are conducting confirmatory investigations based on the same kinds of data and methods of analysis. Mixed Type IV represents a research design in which researchers are conducting exploratory investigations using qualitative data but analyzing this statistically. Mixed Type I is identical to Mixed Type IV except that its aim is confirmatory.
We further divide what Teddlie and Tashakkori call the ''analysis and inference'' stage of the research process (Teddlie & Tashakkori, 2003, p. 31) into two modes or orientationsdata driven (inductive) and theory driven (deductive)-in the four mixed-model designs on which we focus in this article (see Table 1 and also Figure 3 later in the article). Doing so enables us to distinguish between two different ways of doing qualitative research: one that insists that all higher-order categorizations emerge from the data and another that views all categories as potentially fruitful tools for data exploration (see Figure 3) . The latter, but not the former, allows for the creative construction of theory-based categories, often in conceptual frameworks, which are then applied in the analysis of some data (Bruun, Langlais, & Janasik, 2005) . 1 We argue that the SOM, as a dexterous unsupervised learning method, can be useful in facilitating the formation of higher-order categories for qualitative researchers with a data-driven bent, on one hand, and testing the adequacy of the less data-anchored constructs of theory-driven researchers, on the other. Within both theory-driven and datadriven qualitative research, the quality of the inferences drawn crucially depends on the adequacy of the terms or categories used. If the chosen terms or categories do not reflect something of importance in the data under study, it is not likely that inferences drawn from the data using those terms are going to be of any major value either.
Using the SOM improves higher-order constructs in the following way. For any collection of textual data, it is possible to create a so-called document map providing a general view of it. This view can be regarded as another perspective on that data. However, it is possible with the SOM to easily produce not only one but also a multitude of such perspectives. If one combines all perspectives, it is highly likely that the SOM perspectives will be partly different from all the others. For instance, the SOM representation might challenge some higher-order category that has already been formulated, urging the researcher to adjust it in the direction of higher accuracy. This clearly represents an improvement of that higher-order category. Because the quality of the inferences drawn crucially depends on the adequacy of the used concepts and categories, improving the latter by means of multiple perspectives also implies improving the former. 
Qualitative Research and Researcher Bias
Before moving on to presenting the SOM, it is, however, important to make sure that we do not conflate the notion of qualitative methods with certain techniques for gathering data. Observation, participation, document analysis, and interviews exemplify techniques that are often associated with qualitative research, but they are not ''qualitative'' in themselves. It is perfectly possible to do quantitative research by using these techniques. The term qualitative refers not to the way in which data are gathered but to the type of data that are collected and to the method with which the data are analyzed. The most general meaning of qualitative is simply that it is not quantitative. Thus, the data that are gathered do not need to be transformed to numbers, and mathematical and statistical tools are not used in the analysis. Instead, the data are processed through systematization, categorization, and interpretation.
The qualitative method so conceived has many advantages, including sensitivity for detail and context. At the same time, it is also clear that qualitative research methods have some important limitations. In particular, qualitative analysis is dependent on the interpretative activity of the person who does the analysis (e.g., the researcher). Consequently, the analytic outcome can be affected by the researcher's own conceptions, biases, styles of thinking, and so on. The problem is that the researcher's structural framework for interpretation imposes a bias on the object of inquiry. This distortion of the object of inquiry can occur in two ways. First, it can occur because the researcher has decided that the studied phenomenon has to possess some specific attributes and then proceeds to fill in the structures with appropriate parts from the data. This kind of ''forcing'' is the main target of the grounded theory critique (e.g., Glaser & Strauss, 1967; Strauss & Corbin, 1990) .
However, there is also a second and subtler source of researcher bias that grounded theorists also need to take into consideration. It is well known that humans tend to think in terms of pure categories, or ideal types (e.g., male vs. female, developed world vs. developing world, modern vs. traditional, user vs. producer), and assume that such categories reflect the organization of reality (e.g., Scott, 2001; Suchman, 1995) . However, human behavior is extremely complex and hardly ever strictly conforms to the tightly bound conceptual structures that social scientists use to describe that behavior. We return to the ways in which the two approaches within qualitative research (data-driven and theory-driven) deal with the issue of researcher bias in relation to the coffee firm analysis.
The SOM
As an unsupervised artificial network or statistical machine learning method (Kohonen, 1982 (Kohonen, , 2001 , the SOM compares to classical unsupervised quantitative research methods such as multidimensional scaling (MDS; Kruskal & Wish, 1978) or clustering (Jardine & Sibson, 1971; Sneath & Sokal, 1973) . The SOM has been extensively used to analyze numerical data in a number of areas, including various branches of industry, medicine, and economics. The use of the SOM has also been extended into the analysis of text data (Honkela, Kaski, Lagus, & Kohonen, 1997; Kohonen et al., 2000; Lagus, Kaski, & Kohonen, 2004) . It can be used for the study of large amounts of material: hundreds or thousands of interview transcripts, e-mails, Web sites, formal documents, and so on. The SOM analysis creating simulations of communities of interacting autonomous agents (Lindh-Knuutila, Honkela, & Lagus, 2006; Wermter, Weber, Elshaw, Gallese, & Pulvermüller, 2005) . The way in which we have linked the SOM to qualitative research in this article indicates that unsupervised learning methods, to some extent, can be seen as ''research assistants,'' tirelessly processing even large collections of data and creating meaningful generalized representations of them. Notes 1. A classical example of data-driven qualitative research is the original work by the Glaser and Strauss (1965) on the awareness of dying. As an example of the theory-driven approach, we cite the research on ''knowledge networking'' in innovation processes performed by Langlais, Janasik, and Bruun (2004) . The researchers used the predefined category of ''knowledge networking'' and concluded that there seems to exist a relationship among three different modes of knowledge networking (called modular, translational, and pioneering) and the kind of problem that innovators are trying to solve during the innovation process. When the problems are well-defined, the most appropriate way to proceed is to relate the different knowledge frameworks in a modular manner. This means that different aspects of the problem are addressed by different people with different knowledge frameworks. The level of integration is very low. When the problem is ill defined, however, this will no longer do: Direct interaction across knowledge frameworks or pioneering knowledge networking is required. Because the category of knowledge network is taken for granted, the analysis is very different from qualitative research as practiced by grounded theorists. However, applying this framework rather straightforwardly did yield an interesting and, from a policy point of view, potentially beneficial link among various modes of organizing work across knowledge-related boundaries and problem form.
2. Also see the bibliography of self-organizing map (SOM) research (http://www.cis.hut.fi/research/ som-bibl/).
3. In our interpretation of the way in which SOM can be of utility to qualitative research, we partially differ from Castellani, Castellani, and Spray (2003) , who quite correctly recognized the potential of neural network analysis in relation to the aims of qualitative researchers. Although we do agree with their main thrust, we think that some of their claims are misguided. To begin with, we think that their presentation does not do justice to the capacities and potentialities of SOM, which the article highlights as the best neural network method for grounded theorists to turn to as a methodological supplement. Beside the fact the discussion is limited to grounded theory only, the SOM is framed, in our view wrongly, as a qualitative method capable of handling large quantitative data sets. We think, first, that the SOM falls squarely within the confines of quantitative methods and, second, that its foremost strengths in relation to qualitative research lie in its capacity to make the transformation of qualitative data into quantitative form in a way that still maintains the complexity of the original data. Also, Castellani et al. do not at all touch on the notion of sensitizing concepts, which we think is highly important in view of the actual practice of qualitative researchers in a variety of disciplines and academic fields.
