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The spatially cut-off Hamiltonians for the models (ifiiii<l», and (ifi ifi<l>' + <1>',11), with M > N are 
bounded below uniformly in a momentum cutoff, by using the semi-Euclidean formulation. 
1. INTRODUCTION 
Two interactions are considered: the generalized 
Yukawa (GY2) and the Yukawa (Y2). These are (?t1P<f!rfJ
N 
+ rfJ2M)1+1 and (?tijj<f!rfJ )1+1 respectively. The corresponding 
spatially cut-off Hamiltonians are shown to be bounded 
below provided M> N. For Y2, this problem was first 
solved by Glimm in Ref. 1. GY2 was bounded below by 
Federbush in Ref. 2. The methods used in this paper 
constitute a considerable improvement over those in 
Ref. 2. In particular they can be extended to prove that 
the lower bound is linear in the volume. This will be 
given in another paper. Also Y2 and GY2 can be treated 
in a uniform manner. This being so, the proof is given 
for Y2, and details for GY2 are given only in the one 
place where the proofs diverge appreciably. 
The lower bound is obtained by estimating, uniformly 
in a momentum cutoff and the expectation state, 
Eo =-lim -T
1 
In(e- T") , 
T~oo 
(1. 1) 
where H is given by (1. 3). For simplicity, Eo is first 
estimated for the Fock vacuum. The details for estab-
lishing a bound uniform in the expectation state are 
provided in an appendix. Eo is bounded below, uniform-
ly in the expectation and momentum cutoff, provided 
(e- T") ~C1C[, (1. 2) 
where C2 is independent of the state and the cutoff. 
In Sec. 2 (e- T ") is expanded by a partly renormalized 
type of perturbation expansion similar to those used by 
Glimm and Jaffe in Refs. 3, 4. The expansion is gen-
erated by applying two identities referred to as P 
(perturbation) and C (contraction). As in Ref. 4, the 
P identity is applied in unit intervals in the time axis so 
that the eventual bound for (e- T") will have the form of 
a product of boundS over unit intervals making up [0, T] 
as required by (1. 2)~ The expansion achieves two objec-
tives: First the divergent quantities are exhibited and 
cancelled, and secondly the kernels of the remaining 
nondivergent quantities are rather well behaved. To in-
crease this good behavior, one further operation is 
performed after the expansion is complete: The uncon-
tracted fermion legs are given an effective momentum 
cutoff by moving them a short distance across neighbor-
ing exponents. This is so arranged that no further con-
tractions occur. 
In Sec. 3, by methods outlined in Ref. 5, all fermion 
operators are removed by an estimate that has been 
called "defermiation. " The total Fock space is regarded 
as being fibered over Nelson space, and operators are 
estimated by taking the norm over fermion Fock space 
at each point in Q space [Nelson space is L2(Q)]. The 
result is an expression which involves only commuting 
boson operators, and this can be estimated in a conven-
tional manner. The antisymmetry of fermion wavefunc-
tions enters into this "defermiation" in an essential 
way. Some of the operators are bounded pointwise in Q 
space because of the one particle per mode property. 
The boundedness of the exponential operators depends 
on the anticommutation relations. This estimate is 
postponed to Sec. 7. 
In Sec. 4, the convergence of the expansion and thence 
(1. 2) is proved with the help of an estimate on boson ex-
pectations, whose proof is postponed until Sees. 5 and 6. 
The proof of convergence involves estimating sums over 
fermion graphs. These estimates closely follow proce-
dures used by Dimock and Glimm in Ref. 6. 
Section 5 contains an estimate on boson expectations. 
The methods are very similar to those in Ref. 6. The 
only modifications made are necessary to handle the 
more singular kernels resulting from the expansion, as 
compared with the kernels assumed in Ref. 4. Section 6 
is devoted to the proof of some estimates on kernels 
which are used in Secs. 4 and 5. Finally, in Sec. 7, the 
estimate on exponential operators, referred to in Sec. 
3, is proved. This estimate substitutes for the Wick 
ordering bound used in P(rfJ)2. A Simple form of Glimm's 
dressing transformation, in which only the fermions are 
dressed, is used to bound from below the pair creation 
and annihilation part of the interaction (cf. Ref, 2). In a 
similar way, a corresponding bound for GY2 can be 
proved, with the aid of the rfJ2M term in the GY2 interac-
tion. Dressing only the fermions has the merit of giving 
a pointwise bound on Q space. To complete the proof, a 
bound on the scattering part of the interaction is re-
quired. At this point Y 2 and GY2 seem to be different. 
In particular it is here that M> N is needed, whereas 
Y2 can be considered as a special case of M = N. This is 
in fact the only Significant difference between the proofs 
for Y2 and GY2• Details have been given for both. The 
Hamiltonian H is given by 
H=HoB+HoF+?tf : ~K(X)<f!K(X): rfJ(x)g(x)dx 
- tomk f g2(x): rfJ2(x): dx - E K, 
where Ho Band HOF are the free boson and fermion 
Hamiltonians: 
HOB = f jl(k)a*(k)a(k) dk, 
HOF = f w(p)[b*(P)b(P) + b'*(P)b'(p)]dP. 
(1. 3) 
The subscript K represents a sharp momentum cutoff. 
g(x) is a nonnegative spatial cutoff satisfying 
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g E LP "liP: 1 "" P "" 00, 
3E>0:f Ik(k)12(1+ Ikl')dk<oo, 
f li(k) 1413 (1 + Ikl')dk<C(\ 
(1. 4) 
These assumptions are quite mild: g can be a charac-
teristic function, for example. The counterterms are 
given by perturbation theory: 
Let 
2 ( A 2l WZ + pZ - M Z 1 om x "'- - 2 - dp, 
7r Ipl"X W 2w 
v = A I : ~x(x)lj!x(x) : cp (x)g(x) dx - tom~ 
xl ~(x): cpZ(x) :dx- E K. 
The interaction is broken up in the following way: 






a [b*(PI)b'*(Pz) + b(- PI)b'(- pz)] Wp(PI, Pz, k) 
Ipzl"K 





cp(k) = J-LMk) [a*(k)+a(-k)], 
( ) 
A ~ ( ) (Wl W2 - PlP2 - l\£2) 1/2 




Xsgn(PI-P2 ), (1.8) 
W ( ) A ~( ) (W l W2 +PlP2 +!\f2)1/2 





The cutoffs in momentum that are used in the proof will 
all be selected from a sequence (Kn) where n is a posi-
tive integer. Cutoffs apply only to fermion momenta 
until Sec. 7, in which bosons are cut off: 
(1. 9) 
()i will be chosen large. The term "lower momentum 
cutoff" is used to indicate a momentum cutoff of the 
form 
J(Pt>Pz) '" characteristic function of the set {either 
Ipt \ '" L or Ih I? L} for some L. (1. 10) 
2. THE EXPANSION 
Firstly, (e-Tlf-; is rewritten in Nelson space N. In 
Sec. 7 it is shown that a quadratic boson monomial, 
c(cp), depending on K and an E> 0, can be chosen so that 
HOF + V +c(cp)"" - O(K'), HOB - c(cp)"" - 0(1). (2.1) 
By the Trotter product formula, 
(e-Tlf-; = lim «exp{- T/N{HoB - c(cp)]} 
N-~ 
(2.2) 
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Define HOF(s), V(s), and c(cp, s) by substituting in HOF, 
V, and c(cp) 
cp(k) - cp(k, s), b#(P) - b#(P, s), (2.3) 
where cp(k, s) is the partial Fourier transform of a sharp 
time Euclidean boson field on Nelson space. b# denotes 
b*, b, b'*, or b' and the time dependence in b#(P, s) is 
dummy, Le., b#(P,s)",b#(P). It will be used to define a 
time ordering. 
By the Feynman-Kac-Nelson formula, as given in 
Ref. 7, 
exp{- t[HOB-c(cp)]}",EoU(t)exp[+ Jot c(cp, T)dT]Eo 
(2.4) 
(where Eo projects onto the time zero slice of Nelson 
space, and U(t) is the unitary operator induced by 
translation in time by t], and the Markov property: 
(e-
T
") =~~ T(C~I exp{- T/N{HoF(jT/N) + V(jT/N) 
+c(cp,jT/N)] exp[ + fo T c(cp, T) dT]) )N' (2.5) 
T is a time ordering operator applying to the noncom-
muting fermion operators. The subscript N means that 
the expectation for the boson fields is taken in Nelson 
space with respect to the Nelson space vacuum. (2. 5) is 
rewritten in the following symbolic manner: 
(e- TH) = T( exp{ - ,r(HOF(T) + VeT)] dT})N' (2.6) 
In order to obtain an estimate with the correct depen-
dence on T, (2.6) is rewritten as 
(e- T") '" T(n exp{- f [HOF(T) + V(T)]dT}h, (2.7) 
[ [ 
where II denotes integration over the time interval 
[I, 1+ 1] and the product runs over integers I such tpr' 
[0, T]=U[[I,I+ll. 
Define 
A(T) =HOF(T) + VeT), An(T) =HoF(T) + V.(T), (2.8) 
where Vn(T) is given by replacing K by Kn in (1. 6). The 
two identities (P) and (C) which generate the expansion 
are now given. The Duhamel formula 
exp(- A) = exp(- An) - fol ds exp(- sA)(A - An) 
xexp[- (1- s)An] (2.9) 
can be applied to factors in finite time-ordered Trotter 
approximants and a strong limit taken to show that 
TEa exp[-l°ZA(T)dT]Eo z "I I 
= TEoz exp[- J~;z An(T)dT]Eol 
- TEo 1"Zds[A(s)-An(s)] z 01 
xexp[- IS An(T)dT- fOZA(T)dT]Eo (P) 
"t S I 
(it is hoped that T, the time-ordering operator will not 
be confused with the time T), where E 02 , E"j project 
onto time slices at 01 and 02 in Nelson space and 0'1 .,; O'z. 
This formula remains valid if there are other operators 
present at times in the interval [ai' 02]' 
By integrating the derivative of exp{- (1 - s)[A + W (pm 
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xb(P) exp(- sA), where b(P) is to be smeared by an L2 
function, it can be shown that 
b(P) exp(- A) = exp{- [A + w(P) )}b(P) 
+ Jo 
1 ds exp{- (1- s)[A + w(P)]} 
X[V,b(p))exp(-sA). (2.10) 
Since iterated applications of (P) will result in stepwise 
time dependent momentum cutoffs, (2.10) is extended by 
allowing such cutoffs. Let 
A~S) = HOF(S) + VK(s), (2.11a) 
where K =K(s) is a stepwise time dependent momentum 
cutoff and VK(s) is defined by replacing K by K(s) in the 
definition of V(s). Then it follows that for a2;" a;,. a1 
TEa b(p, a) exp[ - j a2 AK( r) dr]Ea 
2 a1 1 
= TEa exp[ - w(p)(a - at)]b(p, at) exp[ - j a2 AK(r) dr]Ea 2 a1 1 
+ TEa j ads exp[ - w(p)(a - s)][VK(s), b(p, S)] 
2 a1 
Xexp[- ja2AK(r)dr]Ea . (2.11b) at t 
A monomial R =R(b#(Sl), b#(S2),"" b#(sn» can be in-
cluded so that 
TEa b(p,a)Rexp[- ja2AK(r)dr]Ea 2 at 1 
= TEa2 exp[ - w(p)(a - a1llb(p, a1)R 
X exp[ - j a2 AK( r) dr)Ea 
a1 1 
+ TEa R ja ds exp[- w(p)a- s))[VK(s), b(p, S)] 
2 a1 
xexp[-ja2AK(r)dr]Ea +T 6 Ea 
a1 1 Sj ~a 2 




There is a similar formula for b', and the adjoints are 
used to move b*, b'* to the left. 
The expansion for (e-T~ is obtained as follows: An 
interval 1 is selected and (P) is applied to the corre-
sponding factor exp(- J IAdr) so as to interpolate be-
tween A and A o, i. e., choose n = 0 in (P). The inter-
polating term has a new "P" vertex. (e) is now used 
to move the corresponding b#'s over to the vacuum 
where they annihilate. In the course of this, new "e" 
vertices are formed; these are not further contracted. 
After renormalization, the description of which is 
postponed for the moment, (P) is applied again in the 
same interval to interpolate between A and A 1• (e) is 
then applied as before, followed by renormalization, 
and so on. If (P) has been applied in a given interval 
n times, then the (n + l)th application in 1 is used to 
interpolate between A and An. Eventually, the expansion 
will terminate for 1, because, if n is large enough, 
Kn;" K. Then a new interval is selected. 
It is possible for a P vertex to contract twice to a e 
vertex. The corresponding factor is represented by a 
subgraph. See Fig. 1. The lines represent fermion con-
tractions. s,,+l and s" are the times of the vertices which 
are to be integrated over. s,,+l is to be integrated over 
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[0, T). This will give a result that diverges as K - 00. 
Split the range of integration by 
Jo T dSv+1 = J I ds"+l + JICds"+t 
The complement is with respect to [0, T]. 1 is the in-
terval containing the P vertex. The integration over JC 
is not divergent. Observe from (e) that the exponent 
does not depend on sv+t. Furthermore, the counterterms 
associated with v occur in a term with the same ex-
ponent as that in the term containing the factor R. v, 
represented by Fig. 1. Hence both terms may be com-
bined to give a new one with a factor (2.12), given be-
low, assigned to v. For later use note that, when v is 
renormalized, the cutoff in the exponent is constant in 
the interval (s", 1 + 1); also R." vanishes unless sv+1 
E:: (s", 1 + 1), because otherwise the momentum cutoffs on 
v and v+ 1 are diSjoint: 
{J1R."dsv+1 +tDm~J g2(x): 1}(x,s,,) :dx+EJ. (2.12) 
If the P vertex was introduced during the nth application 
of (P) in 1, then 
Dm~=6mi-6mi , E"ooEK-EK . (2.13) 0-1 0-1 
The expression in the curly brackets will be referred to 
as a "cancelled renormalization subgraph. " The e ver-
tex will be referred to as having been "integrated out. " 
Introduce the Euclidean momentum k = (kO, kt) and write 
(2.12) as 
where 
+ (t61n~/41T)~g(kl- k~) exp[i(k~ - kg)s,,], 
DE" = f 1+1 ds,,+t J 1 Wp (P1>P2, k) 12 
s" 





where p(P1> P2) = characteristic function of the set: 
either iP1i ;,. Kn or iP2i;,. Kn. For a given term in the 
expansion, let 
p(1) = largest fermion cutoff in the exponent in 1. 
(2. 17a) 
Suppose, for this term, there are np(1) P vertices in 1; 
then by the way in which the expansion is defined and 
(1. 9) it follows that 
p(1) = n p (1)"'. (2. 17b) 
When the expansion is complete, one last operation, 
referred to as "smoothing the uncontracted legs," is 
performed. Each uncontracted fermion annihilation 
operator in 1 with momentum above P (1) is moved to the 
~ 
Sv~v 
FIG. 1. A divergent subgraph. 
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right, or backwards in time, halfway toward the next 
vertex, excluding those C vertices which have been in-
tegrated out because they are part of a cancelled re-
normalization subgraph [see (2.12)1. Similarly, uncon-
tracted creation operators with momentum above p(I) 
move to the left. Suppose such an operator associated 
with vertex v is moved halfway toward vertex v'; then 
the corresponding momentum acquires an effective 
momentum cut-off given by 
exp[- w(P) 1 sv- sv·I/2], (2.18) 
where 
w(P) =0 if Ipi ~p(l) (2,19) 
=w(p) if Ipi >p(l) 
and sv, sv', are the times of the vertices v and v' 0 No 
contractions can occur in the course of smoothing the 
uncontracted legs, because the momenta of the opera-
tors that are moved are too high to contract with the ex-
ponent, and they are not moved far enough to contract 
with any vertex. The expansion is written in the form 
(e-THj ~:B J dSg T<Kg n exp(- JIB(T, Sg) dT}) N, 
I.' I (2.20) 
where g is a label that uniquely specifies the possible 
vertices and their contractions. g comprises: 
(1) a function 1 -n(I) specifying the num-
ber of vertices in I. 
(2) for each 1, a function from 
{1, 2, 3, ... , n(I)} into {p, C}, This labels 
the vertices and specifies whether they are 
P or C vertices. 
(3) a graph F on Ll n(l) labelled vertices 
with two lines leaving each vertex. Each 
C vertex may have at most one open line, 
that is, a line which does not connect to 
another vertex. P vertices have no open 
lines. Open lines are labelled "low mo-
mentum" or "high momentum" to specify 
whether they have been moved in smooth-
ing the uncontracted legs. 
(2,21a) 
An open line pointing right represents an annihilation 
operator; an open line pointing left represents a crea-
tion operator. Lines which are not open represent con-
tractions resulting from using (C), 
To describe Kg, introduce the following notation: 
(2. 21b) 
[see (1. 8)1; J v(Pl,P2) is a cutoff on the fermion momen-
ta associated with the vertex v. In general J v will de-
pend on g and the times of the vertices. For P vertices 
J v contains a low momentum cutoff depending on g and 
v [see (p)l. Let 
Sg = (sv)v E (vertices)' 
where v runs over the vertices that have not been in-
tegrated out [see (2.12)1. Let 1 denote a line in F and 
let t/ be the time difference associated with this line. 
For I connecting vertices v and v' 
(2.22) 
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If 1 is an open line, then t/ is the quantity I Sv - sv' I given 
in (2.18). 
With each vertex v which is not part of a cancelled 
renormalization subgraph (note that v can be a vertex 
in a renormalization subgraph with P and C vertices 
in different intervals) associate the kernel 
(2. 23a) 
where, if both lines II and l2 leaving v are not open, 
Qv(Pvl, Pv2, k) = Vv(Pv1> Pv2, k) Jv(Pv1> Pv2) 
x exp[ - w(Pvl) t,/21 exp[ - W(Pv2) t l /2]. 
(2. 23b) 
If one line, say l1> is open, then 
Qv(PvbPv2, k) = Vv(Pv1> Pv2, k) J v(P vl, Pv2) 
x exp[ - W(Pvl) t,/2] exp[ - w(Pv2) ll/21. 
(2.23c) 
If v and v' belong to a cancelled renormalization sub-
graph, and v is the P vertex, then associate with (v, v') 
the kernel 
which is given by (2.15) and (2.26). Kg, the boson val-
ued kernel of Kg, is formed by contracting the kernels 
(2. 23a) according to the lines in the fermion graph F 
which K specifies. To contract two legs with momenta 
Pv1> and Pv'1> say, a factor D(Pv! +Pv'l) is inserted, and 
the arguments are integrated over. 
The quantity B(r, Sg) in (2.20) is defined as follows. 
For a given interval I, suppose that the P vertices are 
times SI·" s" with 1= So ~ sl ~ s2 " .•.. ~ sn ". s"+1 =1 + 1; 
then for TEl let 
B(r, Sg) =Aj(r) for Sj" r< si+1> where i = 1,2, ... , /l. 
(2.24) 
The range of integration in (2.20) is such that each C 
vertex in the interval 1 is to be integrated over 1. With 
the same definitions as in the paragraph above, the P 




In (2.20), the operator Kg has the form of a kernel 
K which is a function on the uncontracted fermion mo-
g' #, 
menta and Q space, smeared against a product of b s 
at different times. Consider the special case wherein 
Kg is smeared by only two b#'s and only depends on 
fermion modes in a finite-dimensional subspace, S, of 
the one particle fermion space. Furthermore, suppose 
that the operator B(T, Sg) in (2.20) likewise depends only 
on modes in S. Then the fermion Fock space factors, 
and one need only consider the Fock space on S, which 
is a finite-dimensional Fock space, In this case, opera-
tors can be regarded as finite matrix-valued functions 
on Q space: 
T<Kgn exp(- JIB(r,sg)dr»N 
I 
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= T(Kgexp(- Jo T B(T, Sg)dT»N 
~ ( II T(Kg exp(- J/ B( T, Sg) dT) II F) N, (3,1) 
where 1\ II F denotes the norm over fermion Fock space 
at a single point in Q space. It follows from the defini-
tion of the time ordered exponential that as an inequality 
almost everywhere on Q space 
\I T [Kgexp (- iT B(T, Sg)dT )JF 
~ 1~~ /I T 0g j~1 exp [ - ~ B ( ~ , S g ) ])t . (3.2) 
To estimate the right-hand side, write 
Kg =6 6 (Kg)j! b~ b1 and II bf II = 1. 
# iJ 
The sum over # is over possible ways of assigning the 
b #, s to the open lines specified EY g. i and j refer to ,Ewo 
orthonormal bases for S, and (Kg)iJ is the matrix of Kg 
with respect to these bases, Then (3.2) implies 
IIT[Kg exp (-lT B(T,sg)dT )JII F 
I ~1~~ Zi# I(Kg)jJI 111I exp [ -~ B(~ ,Sg) Jt, 
Suppose that as an operator estimate 
B(T, Sg) ~ - d(<p, T, Sg), 
(3.3) 
(3.4) 
where d(<P, T, Sg) is a real-valued measurable function 
on Q space. Then from (3.3): 
II T{Kgexp(- foT B(T, Sg)dTJ) II F 
~ 0 I (Kg)l! I exp( loT d(<P, i, Sg)di]. (3.5) 
1./.# 
This holds for any choice of bases in S. Taking the 
infimum over bases implies 
II T(Kg exp( - foT B( T, Sg)di]) II F 
~ 6 Tr IKg I exp( + JOT d(<P, i, S,)di], 
# 
(3.6) 
where IRgl = (K;Kg)1/2, identifying the kernel Kg with 
the corresponding operator on L 2 (R), (3.1) and (3,6) 
imply 
T(Kg r; exp[ - II B( T, sg)di]) N 
~ '0 (Tr IKgl IT exp[ + II d(<P, T, Sg)dT]) N. (3,7) 
# r 
When Kg is smeared by more than two b#'s, it is a 
tensor product of two-fermion kernels as in (3.7). This 
is because any fermion graph is a collection of sub-
graphs which are either lines with two open ends or 
closed loops, The open lines correspond to two-fermion 
kernels, and the loops are functions on Q space, which 
only contribute numerical factors at a given point in Q 
space. Define the trace of a tensor product to be the 
product of the individual traces. The restriction to a 
finite number of modes is removed by a limiting argu-
ment. Therefore, the following lemma holds: 
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Lemma: Suppose d(<P, T, Sg) is a real-valued mea-
surable function on Q space and that, as operators, 
B(i, Sg) ~ - d(<P, T, Sg). 
Then 
T(Kg r;. exp[ - II B( T, s,) di] >n 
~ (Tr IKg I IT exp[j d(<p, T, Sg) dTD N(IT 2n ([). 
I I I 
(3.8) 
Recall from (2. 21a) that n(J) is the number of vertices 
in interval I. The factor 2"(1) overcounts sums over #. 
4. CONVERGENCE OF THE EXPANSION 
In Sec. 7, it is shown that, given E> 0, '3d(<P, T, Sg) as 
in Lemma (3. 8) 
B(i, Sg) ~ - d(<P, T, Sg), 
(IT exp[ + 2 I d(<P, i, Sg) di]) N ~ IT [O(l)]p(J) ' 
I I I 
(4.1a) 
(4.1b) 
[prJ) is defined by (2, 17a)]. (2.20), (4.1), Lemma (3.8), 
and the Cauchy-Schwartz inequality imply 
(e-T~ ~ '0 I ds,.«Tr IKg I )2) V2(l} [O(l)]["(I)+p(J)'l (4.2) 
g 
Let l be a line in a graph. Define 
d, = max{l, number of complete unit intervals that l 
crosses}. (4.3) 
Let {g: n(I)} denote the set of all g with a given neIl 
specified for each I. The following estimate is used to 
count fermion graphs: 
6 (IT d~5) ~ IT [0(1)]nU)(2n(I)]! 
(g:n(I)} , I 
(4.4) 
The product is over all lines in the fermion graph, F, 
specified by g [see (2. 21a)]. A factor, 2nU>, for each 
interval, I, overcounts the number of possible functions 
in (2. 21a), part (2). A factor O(l)n(I) for each I over-
counts the number of ways in which C vertices can have 
open lines. Therefore, the proof of (4.4) is reduced to 
showing that 
6 n d j 5 ~ IT ([0(1)]n(J)[2n(I)!), (4.5) 
G ,E.G I 
where the sum runs over all graphs with no open lines, 
which can be drawn on L:rn(I) vertices, where the ver-
tices are fixed in advance to have either one leg or two 
legs. This is proved by Dimock and Glimm, Lemma 
(2.6) in Ref. 6. (4.2), (4,4), and (2. 17b) imply, for 
E> 0, 
(e-T~ ~ 6 (IT [O(I)][nW+n(I)''''l[2n (I)] !) 
(,,(I)} I 
x sup {(I1 dr) J dsg«Tr IKgl)2>V2}. 
{g:n(ll} , 
(4.6) 
Define dv to be the sum of the contraction distances d 1 
over lines l that leave vertex IJ. Let Lv be the lower 
momentum cutoff in J v (Pt.P2) [see (2. 21b)]. In Sees. 5 
and 6 the following lemma is proved. 
Lemma: '31) > 0: ym ~ 0, 
I dSg«TrIKgl)2)V2 
~ IT ((0(1) log2n(I)]" {()[n (I) !F IT [1 +Lvl-~d;m). 
I VE.l (4,7) 
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The product over II E I means the product over all 
vertic es in the interval I. (4. 6) and (4. 7) imply, for 
E> 0 and for all m ~ 0, 
(e- TH > '" 0 (n[O(1)log2n (I)][n([)+n([)'''l[n(l)!]4) 
{.(I)) I 
X sup (n n (1 +L"t"d~m). (4.8) 
{g:n(Il) I "EI 
The m has been relabelled to include the dr in ·(4.6). 
Recall from the description of the expansion in Sec. 2 
that if II is a P vertex formed during the (n + 1)th appli-
cation of (P) in a given interval I, then L" =Kno If II is a 
C vertex, L" = O. By replacing T/ by T//3, if necessary, 
the factor (1 +L") in (4.8) can be replaced by (1 +L~), 
where L~ = L" if II is a P vertex, but if II is a C vertex, 
L~ is the lower momentum cutoff of a P vertex con-
tracted to II. If there are two such P vertices, then the 
largest lower momentum cutoff is chosen. The expan-
sion is such that every C vertex is contracted to a P 
vertex, and, of course, no P vertex can contract to 
more than 2 C vertices. 
For a fixed I and n(1), define g (n(l)) to be the set of 
all g which have n(1) vertices in L (4. 8) implies, for 
E> 0 and all m > 0, 
(e- TH > '" n[0 [O(1)IOg2n (1)1[n(l)+ncn'''1(n(1)!)4 
I n(1) 
X sup (n [1 + L~]-"d~m)J. (4. 9) 
gEgCn([) "EI 
In order to prove (1. 2) and thereby bound (1.1) for the 
Fock vacuum, it suffices to show that, for sufficiently 
large m and a, 
sup (n (1 +L~r"d~m)", 0(1)[n(l)! ]-5. (4.10) 
CEY·(n(I) VEl 
For, given m and a such that (4.10) holds, choose E 
small so that EQI '" 1. Then (4.9) and (4.10) imply (1. 2) 
for the Fock vacuum. 
For the proof of (4. 10) the following notation is in-
troduced. For a fixed interval I, n(I) , and g E g (n(l), 
define, for i =2, 3, 4,·0., C j to be the set of all C 
vertices in I which contract to a P vertex via a line l 
with ell =i. [dl is defined by (4.3).] Define C1 to be the 
union of the set of P vertices in I with the set of all C 
vertices in I which contract to a P vertex via a line l 
with d l = 1. The fact that a C vertex can contract to at 
most 2 P vertices implies that 
sup n (1 + L~t"d~m 
KE(jCn(Il) "'cJ 
'" sup n n (1 + L~r"d~m 
( 
ro )1/2 
cEgCn([) j=1 ",,=,Cj 
'" sup (l1 i-m I c j I n (1 + L~)_")1!2, 
CEgCn{[)) .=1 VECj 
(4.11) 
where I C j I = number of elements in C j • Define Ci to be 
the set of all P vertices that are either in C i or contract 
to C vertices in C j. The definition of L~ and the fact 
that at most two P vertices can contract to a given C 
vertex imply that 
( )
1/2 
n (1 +L~r" '" n (1 + L v )-" • 
vECi VE<\ 
(4.12) 
The definition of Ci implies that there exists an in-
terval, I', that contains at least ICi l/12 of the P 
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vertices in Ci • Since these P vertices are in the same 
interval, as a consequence of the way in which the ex-
pansion is generated, they must all have different 
cutoffs, L", selected from the set {K1>K2,K3,···}. Re-
call from (1. 9) that K j =j"; therefore, 
n .... (1+Lvt""'(IC i l/12!t"". (4)13) 
"ECl 
(4.11), (4.12), and (4.13) imply that 
sup n (1 + L~t"d=m 
CEg (n(Il) vEl 
sup n (i-mIC i I/4(IC i l/12!r"" /41, 
'" KEg(nU) i=1 
(4.14) 
where g E g(n(1)) implies that Li I Ci I ~ n(1); therefore, 
the right-hand side of (4.14) can be majorized by taking 
the supremum over I Ci I such that 
~ ICi I =n(l). (4.15) 
• 
This is done by first taking the log and using Lagrange 
multipliers, i. e., maximize 
J=- ~[m l~iIIOgi+¥C~~I)(IOg I~;I -1)J 
+A(n(I)-.0lc j l) (4.16) 
By Sterling's formula, the right-hand side of (4.15) is 
majorized by the supremum of e J • On differentiating, 
(m/4) logi + (T/a/48) log( I C i 1/12) + A = 0 for i = 1, 2,3,···, 
ro 
.0 Ic·1 =n(1). 
i=1 • 
(4.17) 
When (4. 17) hold, 
ro 
J=!; ICi I (A+T/a/48) =n(I)(A+T/G/48). (4.18) 
.=1 
If m/ a ~ 2T//12, A can be eliminated from (4.18), by 
using (4. 17), to show that 
J'" - n(I)[(T/a/48) 10gn(1) - O(T/a)]. (4. 19) 
(4.19) and (4.14) imply (4.10). 
This completes the proof of boundedness below for 
the Hamiltonian except for the estimates (4.1), which 
are proved in Sec. 7, and Lemma (4.7), which is 
proved in Secs. 5 and 6. 
5. ESTIMATE ON BOSON EXPECTATIONS 
In this section the left-hand side of (4. 7) is estimated 
in terms of norms on kernels. The estimates on these 
norms, needed to complete the proof of Lemma (4.7), 
are given in Sec. 6. The method is based on techniques 
from Ref. 6. A more elegant, but less elementary, 
method relying on Lp estimates and hypercontractivity 
is also outlined. This is taken from Ref. 7. The author 
is grateful to Ira Herbst for drawing his attention to the 
Lp method. 
Let A denote a vertex at time s).. Let ki = (kL k~) be 
Euclidean momenta. Define 
H). (k1, k2) = J QA (P1,P2, kl)Q). (P1> P2, k~) dP1 dP2 
(5.1) 
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where Q~ was defined by (2.33). Consider the special 
case in which Kg is the kernel of a two-particle 
fermion operator, as in (3.7); then the fact that the 
trace norm of a product of operators is majorized by 
the product of the Hilbert-Schmidt norms of the in-
dividual operators implies that 
(TrIKgIJZ ~ n I HA(kt. k2)t/>(kt )t/>(-kz) dkt ik2• (5.2) 
A 
A runs over the vertices specified by g. (5. 2) continues 
to hold when Kg is a tensor product of two-particle 
fermion operator kernels. Equivalently, one can say 
that (5.2) holds for any g with a fermion graph F [see 
(2. 21a)] consisting of lines with open ends. In fact F 
may also include nondivergent closed fermion loops, 
because these are traces of products of operators of 
the form implied by the right-hand side of (5.2). There-
fore, a general Kg can be estimated by 
(Tr IKg I)z ~ n f HA (kt , kz)t/> (kt)t/> (- k 2) dkt dkz 
A 
xn (f Rj>(kj,k2): t/>(kt)t/>(- k 2) :dkt.dkz + 1iEY, j> 
(5.3) 
where A runs over all vertices which are not part of 
cancelled renormalization subgraphs and Il runs over 
P vertices which are part of cancelled renormalization 
subgraphs. Rj> and 1iEj> are given by (2.15) and (2.16). 
(5.3) can be rewritten as 
(Tr IiI' 1)2 ~ 6 n [j H~(kt, kz)t/>(kt)t/>(- k z) dk t dk2] s ~ 
j>t E s. j>2E sc 
x [j R"t (kt, k2) : t/>(kt)t/>(- k 2 ) : dkl dkz][ 1iE j>2]' 
(5.4) 
where S runs over subsets of the set, containing twice, 
P vertices which are part of cancelled renormalization 




This is the Fourier transform of the covariance opera-
tor of the free boson measure. The vacuum expectation, 
or alternatively the integral with respect to the free 
measure of the right-hand side of (5.4), can be per-
formed exactly so that 
«Tr IKgl)zh~6 6 I 
S G 
n HARj> 1iE" n C(kl)dkl , 
"2ES C t 2 lEG 
j>l ES 
A (5.6) 
where G is a graph on the vertices labelled by Ilt. 1l2, 
and A. Vertices labelled by A have two legs which are 
allowed to contract to each other. Vertices labelled by 
Ilt have two legs which are restricted to contract to 
legs on other vertices. Vertices labelled by )J.z have no 
legs. 1 runs over the lines in G and kl denotes the cor-
responding momenta. (More details are given in Ref. 
6.) Let X(t) be function in C~(R) such that X(t)=l, if 
It I ?- t; '" 0, if I t I ~ t. d l is defined as in (4.3). Define, 
for each l, 
XI (t) = 1, if d l = 1 
=X(t/dl ) Hd l >l. (5.7) 
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Regard XI as being a function of two variables, with t 
being dual to k o• Then, in the right-hand side of (5.6), 
C(kl ) can be replaced by (XI * C)(kl ) without changing its 
value, because vertices connected by lines with d l > 1 
are localized in separated intervals in time. (There is 
no momentum cutoff on kO components. ) With this re-
placement made, regard the right-hand side of (5.6) as 
a product of operators. For example, for a given vertex 
A, the corresponding operator would have the kernel 
(Xl
t 
* C)t /2 (k1)H).(k1, k 2)(X1 2 * C)1/2(k2). (5.8) 
(It does not matter which square root is chosen. ) De-
pending on how the lines II and lz leave A, this kernel is 
to be thought of as an operator either from L2(R2) to 
L2(RZ) or from L2(R4) to (1;. [If II and l2 are the same 
line because A is contracted to itself, then it is not 
treated this way. In this case A gives rise to a con-
stant. ] The right-hand side of (5.6) is now majorized 
by taking Hilbert-Schmidt norms of operators and ab-
solute values of constants. (This is a simple version of 
techniques used by Glimm and Jaffe in Ref. 4.) The 
Hilbert-Schmidt norms are simplified by the estimate, 
for n?- 0, 
I (XI * C)(k) I .; O(l)dj"C(k). (5.9) 
The proof of (5. 9) is postponed. The Hilbert-Schmidt 
norm corresponding to a vertex A, is thereby less than 
0(1)dj~dj;!lcl/2HACI/2112' which is majorized by O(l)dj~dj; 
xtr(C1I2H AC
I / 2) because Cl /2HACI/Z is a positive opera-
tor on L2(Rz). These remarks prove that, for n?- 0, 
«Tr IRKI )2h';6 n IIQAII~,zIIR"llle,211iE"21 
s ~1' ~2.). 
X6 n O(l)dj", (5.10) 
G lEG 
where III runs over Sand 112 over SC and, by definition, 
II QA 111.2 = J I QA(Pt.P2, k) 12C(k) dk dPt dP2, 
(5.11) 
II R"1111. 2 = f I R"1 (kj, k 2) 12C(k1)C(k2) dkl dk2. 
Note that IIQAll e•2 =tr(Ct/2HACI/2) by (5.1). From Ref. 6, 
Lemma (2.6), 
2: n 0(1)dj5.;nO(1)n([)[2n(I)]!· (5.12) 
G lEG I ' 
therefore, (5.10) implies 
«Trligl)2h~2: n IIQAI1121IR" lie 211iE" I s JJ.1' 1l2' 1 J t' 2 
Xn 0(1 )"(I)[2n(I)]!. 
1 
(5.13) 
The proof of Lemma (4. 7) will now follow from esti-
mates on the norms in (5. 13). These are given in the 
next section. 
(5.9) is proved by 
II C-t(~1 * C) II ~.; II (m2 - AlxlC 111'; O(l)dt, 
where the last inequality follows from the exponential 
decay of {; away from the origin. 
The Lp method is now given. Suppose fi are two parti-
cle polynomials on Nelson space, whose time supports 
are localized in unit intervals denoted by I in the usual 
way. Suppose n(I)f;'s are localized in I in this manner: 
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(5.14) 
where E I denotes the proj ection onto the time slic e t ~ I 
in Nelson space. This is not to be confused with the 
projection onto the interval I. This notation is described 
in Ref. 7: 
(5.15) 
The bars denote the operator norm on L2(Q), i. e. , 
Nelson space. By hypercontractivity (see Chap. TIl, Ref. 
7), (5.15) is overestimated by 
~ II i~I fi t (5. 16) 
provided P sufficiently large. Applying the Holder in-
equality to (5.16) implies 
<Qfi)"'QiQIllfill"n([). (5.17) 
Since fi is a two-particle operator for each i, Nelson's 
best estimate applied to the operator exp(- tN) for 
SUfficiently large t shows that 
Nelson's best estimate is also described in Ref. 7, 
Chap. III. (5. 17) and (5. 18) imply that 
(5.18) 
Wf;) ",IT (O(l)n(I)n(I)! IT lifi 112); (5.19) 
• I \ lEI 
(5.19) applied to (5.4) implies (5.13). 
6. ESTIMATES ON KERNELS 
In this section the five estimates (6.1)- (6. 5) given 
below, are proved. For (6.1), suppose i\ is a complete-
ly contracted vertex, i. e., in the fermion graph F, 
neither of the lines II and l2 which leave i\ are open. 
Then, for n?> 0 and some 17 > 0 independent of n, 
IIQ II ~ 0(1)(1 +L )"'1d-nd-nr5/16t-5/16 (6.1) x C,2 X 11 12 11 12 ' 
where L).. is the low momentum cutoff associated with 
i\ (Lv'* 0 only for P vertices). tl is defined by (2.22). 
For (6. 2), suppose i\ is not completely contracted so 
that II is an open line in F. Then, for n?> 0, 
II QxII c, 2 ~ 0(1)(1 + L)..)"~ log2n (I) "'dj; tj: I16tj; 12. (6. 2) 
The factor (1 + L)..r~ is put in merely to make the nota-
tion uniform. In fact, since i\ has an open line, i\ is a 
C vertex and therefore Lx = O. For (6.3) and (6.4) sup-
pose III and 112 are P vertices in cancelled renormaliza-
tion subgraphs; then 
II R"1 11 c, 2 ~ 0(1)(1 + L "l~(I + 1 - S "1)"1132, 
1 5E l"'O(l)(I+L r~(I+l-s r
1/32 
"2 "2 "2' 
(6.3) 
(6.4) 
where s" and s "2 are the times of the P vertic es and I, 
as usual,
l 
is the integer that labels the unit interval con-
taining III (1l2)' For (6. 5) the notation I(Il) is used to in-
dicate the interval containing a vertex Jl and Il runs 
over all P vertices which are part of cancelled renor-
malization subgraphs: 
J ds IT tjalIT (I(Il)+I-s")-1/32,,,n O(l)n(l)n(I)!, 
ClEF " I (6.5) 
1656 J. Math. Phys., Vol. 16, No. B, August 1975 
where if 1 is open, (I I ~ is; if 1 connects two completely 
contracted vertices, (II = *; if 1 connects to a vertex 
which is not completely contracted, (II = *. The case 
in which 1 connects two vertices which are both not com-
pletely contracted cannot occur by the way the expansion 
is defined. 
Lemma (4.7) is proved by combining (6.1)-(6.5) with 
(5.13) and noting that the number of subsets S summed 
over in (5.13) is less than IT I 2
n ([). 
Proof of (6. 1): from (2. 23b), (1. 8), and (5.11), for 
n?> 0, 
II Q)..II~, 2 ~ 0(1) J li(Pl + P2 +kl) 12J).. (P1> P2) exp(- Wl t l1) 
xexp(- W2tl )C(k)dPldP2dk (6.6) 
2 
'" O(l)J li(Pl +P2+ k1 )1 2J)..(P1>P2)Wi"10/16 w2"10116 
X 1/-1 (k1) dp dP dk 1 d-2nd-2nrl0 116rl0 116 (6. 7) 
r- 1 2 11 12 11 12 • 
J).. contains a lower cutoff at L)..; therefore, 
IIQ 11 2 "'O(l)J Ig~(Pl+P2+kl)12w-ll0/16W2-10/16 ).. c,2 ~ l"ll"'L).. 
(6.8) 
(6.9) 
(1. 4) is used to obtain the last inequality. 17 is some 
small number> O. 
Proof of (6. 2): from (2. 23c), (1. 8), (5.11), and the 
fact that p(I) '" n(I)'" [see (2. 17) for the definition of 
p(I)] 




x exp(- W2t'2)C(k) dPl dP2 dk 
+ 0(1) JIP I",n(l)'" li(Pl +P2 +kl) 12J).(Pl,Pz) 
1 __ 
Xexp(- Wltl1) exp(- W2t'2)C(k)dPI dp2dk (6.10) 
'" 0(1) J IPI I ",n(ll'" li(Pl + Pz + k
1) 12w2"1 Il (k 1)-1 dPI dP2 dk 1 
Xdj~nti! + 0(1) J"l I"n(l)'" li(PI +P2 +kl) 12wi1Wi"1 18 
x l/(kl)-ldP dp dkld-2nrlr1/8 (6.11) 
r- 1 2 12 12 11 • 
The proof of (6. 2) is completed by the elementary 
estimates: 
JIPll ",n([)'" li(pl + Pz +kl) 12W2"1 Il (klrl dPI dP2 dk 1 
'" 0(1) log2n(I)"', 
J li(p +P +kl)12w-lw-l/SJJ.(klrldp dP2 dki IP11",n(Il'" 1 2 2 1 1 
'" 0(1). 
Proof Of (6. 3): By (2.15) and the triangle inequality it 
is sufficient to prove (6.3) with R"l replaced in turn by 
the following three kernels: 
(6. 12) 
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f dPI dP2 Wp (Pt>P2, kDWp (Pt>P2, k~)P(Pt>P2) IPII"K 
1P21.,K 
x( 1 'ko _-l-)exp[i(k~_k~)S,,) (6.13) wI + W2 - 7 I WI + W2 I 




_ exp[i(k~ - k~)s" »))+ t o
4
m11 i*i(kf - kf) 
Wl+W2 1 11 
xexp[i(k~-k~)s"l)' (6 0 14) 
where P(Pt,P2} is a lower cutoff at L "1 [see (1. 10»). 
These corresponding inequalities are respectively im-
plied by (6.15)-(6.17) below. For E> 0,31» 0 such that 
for all K 
IPI I, IP21"K 
!S 0(1)(1 +L,,/"(f + 1- S "ll 132, 
f P(PbP2») wI +~2-ik~ - Wl\wJ PI +P2=f 
Ip l l, IP2 1"K 
WIW2 - PtP2 - M2 (P P )_1_ 
W W P I' 2 W +W 
IPII, IPzI "'K 
- [1+1>2=0 
Ipll, 1P21 "'K 
I 2 1 2 





For example, by (6.17) the absolute value of (6.14) is 
majorized by 
0(1)(1 +L"I'-" I d~ li(kl- ~) II ~ I E Ig(~ - kD I 
!S 0(1)(1 +L"l"f.1. E / 2(kj)f.1. E/2(kD I d~ (6.18) 
x If.1.E12(kl- ~)g(kl- ~)IIf.1.E/2(~-k~)i(~-k~)I. (6.19) 
Therefore, the (C, 2) norm of (6.14) is majorized by 
0(1)(1 +L"lr"{j dk l dk2rf.1. e / 2Iil *J.lE/2Iil(kl-k~)F 
xJ.l e/2(kl)C(kl)f.1. e /2(k~)C(k2)}l 12. (6.20) 
By doing the integrals over k~ and kg and changing the 
integration variables (6. 20) is less than 
0(1)(1 + L "l"{ I d1)[f.1. e /21g I * f.1.E /21i 1(1) F 
by (1. 4). This completes the proof that, given (6.17), 
(6.3) holds with R"l replaced by (6. 14). In a similar 
way (6.15) and (6.16) imply that (6.3) holds with R"I 
replaced by (6.12) and (6.13) respectively. Therefore, 
the proof of (6.3) reduces to proving (6.15)- (6.17). 
(6.15) and (6. 16) are elementary. (6.17) is implied by 
the following three elementary inequalities. For E> 0, 
31) > 0 such that 
f d I w(P)w(~-P)_P(~_p)_M2 _ w
2(p)+p2_ /vI2 ) 
P w(P)w(~ - P) w2(P) 
Xp(P'~-P)w(P)+~(~_P) !S0(1)(1+LIL1)""I~le, (6.24) 
f dp I w(P) +~(~ - P) - 2;(P) Ip(PI' ~ -P) 
!S 0(1)(1 + L., t" I ~ Ie, 
1 
(6.25) 
f dp W~P) I Xl(P) - XO(P) I !S 0(1)(1 + L"I)"" I ~ I e, (6.26) 
where Xl (P) is the characteristic function of the set 
{IPI !SK, I~-PI !SK}n{either IPI ~L"I or I~-PI ~L"l} 
and Xo is given by putting ~ = O. This completes the 
proof of (6.3). 
Proof of (6.4): From (2.16), (2.13), and (1. 8) 
oE., =(~)2 r Ig(Pl+P2+k}12WIW2-PtP2-M2 
2 411 J1Pll"'K wIW2 
x (p ) _1(k)exP{-[wI+W2+f.1.(k»)(f+1-sj.l2}} 
P j,P2 f.1. wi +w2+J.l(k) 
XdPldP2dk (6.27) 
!S0(1)fd~lgWI2 r 
J PI +P2+hl 
x exP{-[wI+w2+[J.(k)](I+1-s.,z)}_1_ (628) 
Wl+W2+f.1.(k) f.1.(k){J· • 
(6.4) now follows from (1. 4) and 
1 exp{- [WI +wz + f.1.(k)](I + 1- s"z)} _P_ wI+w2+f.1.(k) f.1.(k) 1>1 +P2+k=f 
(6.29) 
Proof of (6. 5): From (2.25) P vertices are time 
ordered, but C vertices are not. First assume that all 
vertices are time ordered and labelled in that order by 
1I= 1, 2, 3,·· .. By (2.25) each vertex is also restricted 
to lie in a certain interval. Suppose, for example, that 
a vertex 1I in [f- 1,1] is contracted by a line I to 1I" in 
[f,f +1). Let s~ ~ S~+I!S'" s~,!Sf !SS~'+I !S"'!S s~ .. be the 
times of the intervening vertices. Then, for o'~, O'~+I ... 
a~N_I positive numbers with o'~ + O'Y +I + ... + O'.N_I =O'r, 
xJ· Wl+e /2(k')f.1. -I+< /2 (k,)}1 /2 
ki -k~=" I 2 (6.21) [""r = (S~N- Sv)""r !S (sv+1 - Sy)""v(SY+2 - sY+I,-"Y+I 
!S 0(1)(1 +L"lr "IIJ.l E/ 2 Iil *J.l e/2IiII12 (6. 22) x· .. (f- Sy.)-U~·(s~'+1 - f)-"[' •• (s." - S yN_! }-av"_I. (6. 30) 
= 0(1)(1 + L"I)"" II [(f.1.' 12lg I )Vj2 112' (6.23) By use of estimates similar to (6. 30) it follows that 
In the last equality "v" denotes the inverse Fourier 
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I. ds n t""r n (f(f.1.) + 1 - S )-1/32 time ordered If rEF r ., " 
[f i=n([)+1 dt (nU)+! )] !S n .n f3173231 j 0 6 tt - 1 [ .=1 t 1=1 (6.31) 
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(6.32) 
where the 01 are chosen as in (6.5). There are less than 
nine!) I ways of time ordering the region of integration 
on the right-hand side of (6.5); therefore, (6.5) follows 
from (6.32). 
7. ESTIMATES ON THE EXPONENT 
In this section it is proved that, given K and E> ° 
there exists a function c(¢) such that 
HOF + V+c(¢)"" - 0(K
6
), 
HOB - 2c(¢) ~ - 0(1). 
(7.1a) 
(7.1b) 
A corresponding estimate is also proved for GY2' This 
proves the claim made in (2.1). By replacing K with 
K j and referring to (2.24), (2.8), and (2. 17a), the proof 
of (4.1) also follows. 
Define the quantities 
NTF '" J wT(p)[b*(P)b(P) + b'*(P)b'(P)]dp on a" 
d on a, (7.2a) 
NTB",J J.!.T(k)a*(k)a(k)dk on Ql 
",1 on Q. (7.2b) 
a is the Fock vacuum. 
r(p1,P2) '" characteristic function of the set 
{lp11""Lor Ip21~L}. 
L will be chosen later. 
(7.3) 
Vpr = jlPj I. IP21,;K [b*(P1)b'* (P2) + b(- P1)b' (- P2) ]r(P1, P2) 
x Wp(P1' h, k)¢(k) dP1 dP2 dk - t(limk - lim~ 
xJ g2(X): q/(x) :dx- (E K - E L ), (7.4) 
Vsr = J
IP1
1. IP21 ",K [b* (P1)b(- P2) + b'*(P1)b'(- P2) ]r(P lo P2) 
xWs(Pt,h,k)¢(k)dP1dP2dk, (7.5) 
rVpr= ( [b*(P1)b'*(P2)-b(-P1)b'(-P2)]~ 
JIP1i.IP2i"'K w1+ w2 
(7.6) 
where w(P) = w(P) - w T(p), T < 1. In order that w> 0, 
assume the fermion mass is larger than unity. This is 
not an essential restriction. Note that rVpr is an anti-
symmetric operator designed so that 
[rVp.,HOF - NTF ] + V pr+ t(1im~ - Smi) 
xJ g2(X):¢2(x):dx+(EK -E L )=0. (7.7) 
(7. la, b) are obtained by adding the inequalities (7.8) 
given below. 
Given TE (0,1), for sufficiently large L, there exists 
c1(¢) such that 
HOF - NTF + Vpr +C1(¢)"" - O(logK), 
tHOB - 2cl(4))'''' O. 
Given E> 0, for L sufficiently large and T close 
enough to 1 (T < 1), there exists C2 (¢) such that 
tNTF + Vsr+C2(¢)~ - O(K'), 




tHOB - 2C2(4))'''' O. (7. 8d) 
Given L there exists C3(¢) such that 
~NTF+ VL +C3(1))::O - 0(1), 
tHOB - 2C3(¢) "" - 0(1), 
(7.8e) 
(7.8f) 
where VL is defined by replacing K by L in the defini-
tion of V in (1. 6). 
A proof for (7. 8e, f) may easily be constructed using 
the following remarks. (1) The mass counterterm in 
V L is formally positive. (2) Each kernel of V L can be 
written as the sum of products of Hermite functions 
plus remainder in such a way that the term correspond-
ing to the remainder can be estimated by an NTF esti-
mate as will be demonstrated for (7. 8c, d). The other 
term can be majorized by a suitable boson function by 
1.0 Wiikb # (h i )b#(h j )4>(hk) 1 .,; 61 WiJk 11ct>(hk) 1 ,
where hi are Hermite functions with unit L2 norm. 
(7. 8a, b) will now be proved by Glimm's dressing 
transformation (Ref. 1). 
Define 
b(P) =b(P) - [rVpn b(P)], b'(P) = b'(P) - [rVp"b'(P)] 
(7.9) 
and calculate, using (7.7), the operator fW(P)[b*(P)b(P) 
+b'*(P)b'(P)]dP. Then, since this operator is positive, 
0.,; HOF - NTF + Vpr + t(lirnk- limi) J g2(x) : ¢2(X): dx 
+ (EK - E L ) + J w(P) {[rvpro b*(p)][rVpn b(P)] 
+ [rvp., b'*(p)][rvpn b'(p)]}dp. (7.10) 
The result of normal ordering the fermion operators in 
the second order term in (7. 10) can be represented 
graphically as 
(7.11) 
The first term on the right-hand side of (7. 11) is the 
negative of a positive operator; therefore, (7.10) 
implies 
HOF - NTF + Vpr + t(limk - I'mli)jg2(x) : ct>2(X) : dx 
+ J dk1 dk2: ¢(k1)q(kl' k2)¢(- k2): (7.12) 
? - (EK-E L )- J dkq(k,k)/.l-1(k), 
where q denotes the kernel of the last term on the 
right-hand side of (7.11). The boson fields in this term 
have also been normal ordered in obtaining (7.12). The 
right-hand side of (7.12) is equal to [see (1. 5b)] 
(~)2 ( W1 W 2-P1P2- P,1
2 
r(ploP2) 
411 JIP11.IP21"'K W1W2 
XdPl dP2 dl? 
It can readily be checked that this behaves as - O(logK). 
For large L, C1(¢) can be chosen to be the last two 
terms on the left-hand side of (7.12), i. e., 
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x _1_~ g(~ _ k2)¢(- k2) : dkt dk2• 
Wt +W2) 
(7.8b) is a consequence of an NTB estimate (Ref. 8). 
Let q'(kb k 2) denote the kernel of (7.14) so that (7.14) 
equals 
I dkt dk2 : ¢(kt)q'(kt> k2)¢(- k2):. (7.15) 
Then (7. 8b) holds if the L2 norm of /J.-t(k t )q'(k t ,k2)/J.-t(k2) 
can be made arbitrarily small, uniformly in K, by 
choosing L large. The estimates for this are omitted. 
See (6.17). 
Next it is shown that, in (7. 8c, d), C2(¢) can be chosen 
to be 
c2(¢) = i ( r(pJ,P2)Ws(Pbh,kt ) ~T Ws(PbP2,k2) 
)IPtl. IP21 "K 2 
(7.16) 
X:¢(k t )¢(-k2) : dptdP2 dk . 
For, by an N TF estimate to V ST' regarding the ¢' s as 
numerical quantities, 
(7.17) 
The O(Ke) arises when the bosons are normal ordered 
to comply with (7.16). (7.17) implies 
V;,..:: 2[C2(¢) + o (K')]Nm 
and since operator inequalities are preserved in the 
taking of square roots, 
± Vsr':: v'2[C2(¢) + 0(K')]t /2Ni./} '" C2(¢) + O(K') + iNTF • 
(7.18) 
The expression under the square root is equal to (7.16) 
with the ¢'s not normal ordered. This is a positive 
operator so the square root is well-defined. (7. 18) is 
equivalent to (7. 8c). 
(7.8d) is proved by an NTB estimate. From (7.16), it 
suffices to show that the L2 norm of (7.19) can be made 
arbitrarily small, uniformly in K, by choosing L large: 
fJ. (kiti I IPi l• IP21 "'K Ws(Pb P2, k t )W-r (P2) Ws(Pt> P2, k2)r(pt, P2) 
XdPtdP2fJ.(k2tt. (7.19) 
Since this is the kernel of a positive operator on L 2(R), 
the L2 norm is less than its trace which is less than 
0(1) fd~lgWl2 ( WtW2+PtP2+M2 
)Pt+P2+h { Wt W2 
(7.20) 
xr(Pt, P2)W-T (P2) fJ. -2(k). 
The following estimate applied to (7.20) completes the 
proof of (7. 8d). For 0 < E '" 1 
(WtW2 + PtP 2 + 2\1[2)/ WtW2 '" O(l)w (Pt + h)2ew(Pt - P2)"e. (7.21) 
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Generalized Yukawa 
The estimates that substitute for (7. la, b) are: Given 
K and € > 0 there exists c(¢) such that 
HOF + V +C(¢) ~ I g(x) : ¢2M (x) : dx - O(Ke), 
HOB + I g(x): ¢2M(X):dx_ 2c(¢)~ - O(Ke), 
where 114. > Nand 
V=>-}: 1i!K(X)I/JK(X):: ¢N(X) :g(x)dx 
_ iom~.oJ g2(x) : ¢2N(X) : dx 
- iom'k.d ~(x): ¢2N-2(x): dx 
- ••• - iom'k. N-d ~(x): ¢2(X): dx 




EK is not the same as that in (1. 5b). The extra counter-
terms are added to cancel diagrams like 
(7.24) 
Glimm's dreSSing transformation is used to bound the 
pair creation and annihilation part of V by a function 
C t (¢) without using a lower momentum cutoff r(Pb P2). 
To bound the scattering part, a function c2 (¢) is found 
so that for T close enough to 1 
iNrF + Vs+C2(rt»~ 0, 
where 
(7.25) 
Vs = I [b* (Pt)b(- P2) + b'*(Pt)b'(- P2)] Ws(Pt> P2, k) 
IP I I. IP21.;K 
(7.26) 
: ¢N(k): denotes the kth Fourier component of: ¢N(X):. 
To obtain C2(¢), begin by estimating, for (\' > 1/2, 
Let 
Y(PbP2) = I Ws (Pt,P2,k): ¢N(k) :dk. 
Then 
= 0(1) 10 ~ dtt-t +a / 2 exp(- tNTF ) I P!,"P2 
IPtl, Ipzl';K 
= 0(1) J '" dtt-ha /2 I 
o Pt~P2 
IPll. IP21 "'K 
x exp[ - (2wr - wpt/2]b* (pJ 










'" dt ["1+01 1211 J Pl'''P2 Y (Pl> P2) 
Ipll, IP21 "'-K 
x exp[ - (2wI- w:i)t/2] b*(PI) (7.32) 
x exp[ (- t/2)]NTF ]b( - P2)Nj/21IFIINiP-0I/2 
Xexp[(- t/2)NTF lll 
Despite the fact that exp[ (- t/2)NTF J is sandwiched be-
tween the b#'s in (7.32), a glance at the proof given in 
Ref. 8 shows that an NT estimate can still be applied so 
that (7.32) is bounded by 




"'P2 Iy (Pi, P2) 12 exp[ - (2wI- w2Jt]wiT dPI dP)1 /2 
\ Ipll, IP2kK / 
(7. 33) 
(7.34) 
provided a - % - E < 1. It is also necessary that ET+ T> 1 
so that the boson fields in (7.34) can be normal ordered. 
Clearly the same estimate can be derived for a term 
with PI ~ P2; also antifermions can be included so that 
IINTF"'/2 VsNT7 /211 F ~ 0(1)[j 1 Y(PI, P2) 12 
X (wj'ETWiT + wi'Wz€T) dPI dP211 /2. 
(7.35) implies 
± Vs ~ 0(1)[j IY(P1>P2) 12(wj'ETWiT +w;:TwiET)dpldP211/2N~F 
(7036) 
and therefore 
- Vs~tNTF+O(l)[j ly(PI,P2)12 
(7. 37a) 
where 
a-1-E<1, ET+T>l. (7. 37b) 
Consequently, (7.25) holds with C2(¢) chosen to be the 
last term on the right-hand side of (7.37). Since the 
dressing transformation only works for T < 1, (70 37b) 
requires a> L 
To prove (7. 22b), one needs, for suitable 0, 
HOB + Jg(x)~ ¢2M(X): dx - 2cI (¢) - 2c2(¢) ~ - O(K'), 
(7.38) 
where c 1 (<b) is the term arising from the dressing 
transformation. illstead, it is now proved that 0 can be 
chosen so that 
(7.39) 
because the estimate with C2 replaced by c i in (7039) 
can be proved in a similar way to (7.39). C2(<b) has the 
form 
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By using the hypothesis M> N, a is picked so that 
o>!, 1/2(1-a)<M/N. (7.41) 
Let y = 1/2(1- a). Note that 1 < y < Ai/N. 
By hypercontractivity and the F. K. N. formula (Ref. 
7), it is sufficient to prove 
exp(- f [U(t) - O(I)T~(t)] dtlE:: LP (7.42) 
o 
for 1 ~ P < 00, where 
U(t) = Jg(x): <b2M (x, t):dx, 
T(t)=JY(k1>k2): <bN(kj,t): <b
N(-k2,t):dkl dk2. (7.44) 
[<b (x, t), <b (k, t) refer to Euclidean fields. ] Define U L (t) 
and T L (t) by introducing a sharp momentum cutoff at L 
into each field in the spatial momentum. Let 
OUL(t) = U(t) - U L(t), 5T L(t) = T(t) - T L(t). (7.45) 
The following estimate is easy to show, for each L: 
r dt[U(t) - O(1)P(t)] >-- r dt[U L(t) - O(I)T I(t)l 
o 0 
Suppose the estimates 
J I dt[UL(t) - O(I)Tl(t)] 
o 





hold for some 1) > 0 and all L; then Nelson's method (Ref. 
9) can be applied to prove (7.42). Therefore, it suffices 
to prove (7.47a,b). 
Proof of (7. 47a): ill (7.40), ET+T>I; therefore, 
f 1 1 1 1 ----eTT'+T----.-;c ~O(I). (7.48) PI+P2=! WI W2 w2 Wj 




T L(t) ~ O(I)J i(x)(: ¢f(x, t):)2 dx. (7.50) 
(7. 50) implies 
[U L(t) - O(I)Tl(t)] >-- U L(t) - 0(1)[jg2(x)(: <bf(x, t):)2 dx)Yo 
(7.51) 
Since y~' 1 and by hypothesis (1. 4) gELP for all P 
(1 ,,; P ~ 00), the "Holder" inequality can be applied to 
(7.51) so that 
UL(t) - 0(1) Tl(t) ~ UL(t) - O(I)J g(x) I: ¢f(x, t): 12Y dx 
(7.52) 
= jg(x)[: <biM(x, t): - 0(1) I: <b~(x, t): 12Y jdx. (7.53) 
Therefore, (7. 47a) is proved if it is shown that 
: <b~M (x, t): - 0(1)[: <bf(x, t): : <b~(x, t): r ~ 0(1) 10gML. 
(7.54) 
This follows from Wick's theorem since y < M/N. 
Proof of (7. 47b)~ This is a consequence of hyper-
contractivity, e. g. , 
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'" J 1 dtll6U L(t)lI q + 0(1) J 1 dtll6T L(t)lI;y. 
(7.55) 
o 0 
Now apply Nelson's best estimate to each term separate-
lyon the right-hand side. (For Nelson's best estimate, 
see Ref. 10). 
APPENDIX: UNIFORMITY IN THE EXPECTATION 
STATE 
It is sufficient to find a uniform lower bound for 
-lim(l/T) In(s'e-THs) , 
T-~ 
(A1) 
where sand S' have the form of a product of a Wick 
monomial in Fermi fields with an L ~ function on Q space 
depending on time zero fields. Finite sums of quanti-
ties of this type are dense, and, by virtue of the T 
limit, (1. 1) evaluated for such a sum is bounded below 
by the infimum over cross product contributions. The 
L ~ functions can be majorized by their sup norms 
during "defermiation. " The resulting constant gives no 
contribution in the T limit. The fermion parts of sand 
s' can be introduced in the calculation by allowing the 
"P" vertices to contract with the "external" fields in s 
and s'. Suppose the latter have been labelled 
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1,2, ..• ,p, then the inclusion of a factor (n.r4 n(l))(p!) in 
(4.4) is sufficient to count the extra fermion graphs. A 
"P" vertex has two legs, each of which can be external 
or internal, hence the TIjin(]). In the set of external 
legs, the first has p choices of external fields with which 
to contract, the second has p - 1, etc.; hence the p!. 
The TI[4n(l) can be absorbed into the O(l)nU) in (4.4). 
The T limit annihilates the P! ; hence a uniform bound 
holds for (1. 1), and the Hamiltonian is bounded below. 
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