Recent studies of the thermodynamic phase diagrams of the Gross-Neveu model (GN 2 ), and its chiral cousin, the NJL 2 model, have shown that there are phases with inhomogeneous crystalline condensates. These (static) condensates can be found analytically because the relevant Hartree-Fock and gap equations can be reduced to the nonlinear Schrödinger equation, whose deformations are governed by the mKdV and AKNS integrable hierarchies, respectively. Recently, Thies et al have shown that time-dependent Hartree-Fock solutions describing baryon scattering in the massless GN 2 model satisfy the Sinh-Gordon equation, and can be mapped directly to classical string solutions in AdS 3 . Here we propose a geometric perspective for this result, based on the generalized Weierstrass spinor representation for the embedding of 2d surfaces into 3d spaces, which explains why these well-known integrable systems underlie these various Gross-Neveu gap equations, and why there should be a connection to classical string theory solutions. This geometric viewpoint may be useful for higher dimensional models, where the relevant integrable hierarchies include the Davey-Stewartson and Novikov-Veselov systems.
implications for the analysis of these models at nonzero temperature and nonzero density [16, 17] .
For example, the thermodynamic Ginzburg-Landau expansions of the GN 2 and NJL 2 models are expansions in functionals of the associated condensate, and these functionals are precisely the conserved quantities of the modified Korteweg-de Vries (mKdV) [18] and Ablowitz-Kaup-NewellSegur (AKNS) hierarchies [19] , respectively; this permits the gap equation to be solved and resummed to all orders. The (static) condensate satisfies the nonlinear Schrödinger equation, and the deformations of this equation encode the spectral information needed to study the thermodynamics; these deformations are governed by the mKdV and AKNS hierarchies, respectively, for real or complex condensates.
More recently [20] , it has been shown that there are real time-dependent condensates that satisfy the Hartree-Fock equations of the GN 2 system, and that these condensates are associated with the Sinh-Gordon equation, in light-cone coordinates. These solutions describe various baryon scattering processes [20, 21] ; furthermore, they can be mapped directly [20] to various classical string solutions in AdS 3 [22] . This is a much deeper result than that concerning static inhomogeneous condensate solutions, and so it raises the question of how this works in the gap equation language, and how this relates to the static condensates. Furthermore, at first sight it is quite surprising to see such an explicit connection between the GN 2 model and string theory. While relations between string theory and Gross-Neveu models have been proposed previously [23] [24] [25] , these have not been based on the inhomogeneous phases at finite temperature and density.
In this paper we suggest a natural geometric explanation for the origin of the integrable SinhGordon system in the Hartree-Fock analysis of the GN 2 model, and our explanation makes it immediately clear why there is such a direct connection with classical AdS 3 string solutions. Our proposal is strongly motivated by the seminal work of Regge and Lund [14] , who first explicitly recognized the geometric connection between string solutions, the sine-Gordon equation and the problem of embedding surfaces, and the work of Pohlmeyer [13] , and Neveu and Papanicolaou [15] , connecting sigma models, integrable systems and fermionic models. Our geometric explanation is based on the fact that the inhomogeneous condensates (static and time-dependent) of the GN 2 model all come from spinors that satisfy a nonlinear Dirac equation (in the terminology of [20, 21] they are "Type I": they solve the Hartree-Fock equations mode-by-mode, see (4) below). This nonlinear Dirac equation has a simple geometrical interpretation in terms of the embedding of surfaces of constant mean curvature into 3 dimensional spaces. The key mathematical result is simple to state: it is a classical result in differential geometry [26] [27] [28] [29] [30] [31] [32] [33] that the problem of immersing a 2d surface into a higher dimensional space may be expressed naturally in spinor language, with the geometric Gauss-Codazzi equations appearing as the compatibility conditions for a Dirac equation.
Initially suggested by Weierstrass and Enneper for minimal surfaces in R 3 , this construction is now recognized as being far more general, even describing embeddings of surfaces into Lie groups and symmetric spaces. For surfaces of constant mean curvature, this Dirac equation becomes a nonlinear Dirac equation, and we show here that with appropriate choices of signature and manifolds, it is precisely the nonlinear Dirac equation of the GN 2 model. Furthermore, the Sinh-Gordon equation appears because for constant mean curvature surfaces the square root of the induced metric factor of the emdedded surface is proportional to the spinor condensate, and the Gauss equation for this metric factor is precisely of Sinh-Gordon form. The relation to classical string solutions follows because constant mean curvature surfaces can be viewed as minimal surfaces [i.e. zero mean curvature], which are just string solutions, immersed in a space of constant curvature, such as AdS 3 . The relation to the static solutions found in [5, 7, 16, 17] is that the dimensionally reduced version is the problem of immersing a curve [rather than a surface] into the 3d space, and this is also a classical problem in differential geometry, for which the familiar Frenet-Serret equations can be written in Dirac form, a fact that has been rediscovered many times in various physical and mathematical contexts, ranging from the motion of vortex filaments to optical solitons [34] [35] [36] [37] [38] [39] [40] .
In Section I we review the Hartree-Fock and gap equation approaches to the Gross-Neveu model GN 2 . Section II describes the surface embedding problem for three different cases: (i) embedding a Euclidean signature 2d surface into R 3 ; (ii) embedding a Minkowski signature 2d surface into R 1,2 ; (iii) embedding a Minkowski signature 2d surface into AdS 3 . The first is the simplest case, which we review as an introduction, while we show that the Minkowski cases are the ones that are relevant for the Gross-Neveu model GN 2 . In Section III we describe the reduction to the previously known static inhomogeneous condensates. In Section IV we show how these ideas can be used to search for inhomogeneous condensates in the 2 + 1 dimensional Gross-Neveu model, a model for which much less is known.
I. GROSS-NEVEU MODEL, HARTREE-FOCK AND GAP EQUATIONS
The Gross-Neveu model (GN 2 ) is a massless self-interacting fermionic theory in two dimensional spacetime with Lagrangian [1] :
where g 2 is a coupling constant. This model is interesting because it is asymptotically free, it exhibits dynamical mass generation, and it has a (discrete) chiral symmetry that is spontaneously broken. We have suppressed the flavor indices as we work exclusively in the "'t Hooft limit" of N f → ∞, with g 2 N f fixed. The Dirac operator is ∂ / = γ µ ∂ µ , with Dirac matrices γ 0 and γ 1 , to be specified later (for the Euclidean and Minkowski cases). Note that we use the relativistic physics notation,ψ ≡ ψ † γ 0 . [A word of caution: the mathematical literature concerning the spinor representation of surface embeddings often usesψ to mean ψ † . The distinction is very important.]
There are two equivalent methods to seek approximate solutions for the Gross-Neveu model.
One method, the Hartree-Fock approach, is to seek self-consistent solutions to the Dirac equation
subject to the constraint
The simplest way [but not necessarily the only way, as we discuss later] to solve these equations is to find solutions ψ p to the nonlinear Dirac equation for each mode p separately:
for some constant l, whose physical significance will become clear below. Thies et al refer to these mode-by-mode solutions to the nonlinear Dirac equation (4) as "Type I" solutions [20, 21] . All known static and time-dependent solutions of the Hartree-Fock equations for GN 2 are of this "Type I" form. The temperature (T ) chemical potential (µ) phase diagram of the massless GN 2 model is characterized by a static crystalline condensate which has the form of a kink crystal:
where sn is the usual Jacobi elliptic function, with elliptic parameter k 2 . With this S(x), the corresponding solutions ψ p to the nonlinear Dirac equation can be constructed analytically, and the Hartree-Fock equations (2) and (3) are satisfied [4, 5] . This kink crystal condensate (5) is characterized by two parameters, m and k 2 , which together determine the amplitude, period and shape of the crystalline condensate. Thermodynamic minimization of the associated grand potential determines m and k 2 as functions of T and µ, so that the form of the crystal changes depending on temperature and density [4, 5, 7] . Indeed in one region of the phase diagram a vanishing condensate is thermodynamically preferred (m = 0), while in another region a constant homogeneous condensate is preferred (m = 0, and k 2 = 1), while in the crystalline phase the preferred condensate has m = 0, and k 2 < 1.
There are also exact time-dependent "Type I" solutions S(x, t) of the time-dependent HartreeFock equations, (2) and (3), that also satisfy the nonlinear Dirac equation (4) mode-by-mode [20] .
The simplest nontrivial example is the boosted kink
from which one can construct a real kink-antikink scattering solution:
The type I breather solution is not real [20] . Using the relation to the Sinh-Gordon equation, one can use Bäcklund transformations to construct more complicated solutions describing multibaryon scattering processes [20, 21] . Again, these time-dependent S(x, t) satisfy the time-dependent
Hartree-Fock problem, and the corresponding solutions ψ p to (2) can be constructed analytically, and satisfy the nonlinear Dirac equation (4) for each mode p.
A second, equivalent, method to approach the GN 2 model is via a functional gap equation, where one replaces the fermion bilinearψψ by a bosonic condensate, S, leading to a gap equation (we suppress the coupling g):
When S is constant, it is straightforward to solve this gap equation [41] [42] [43] . However, such a solution does not give the correct phase diagram [4, 5, 7] . When the condensate S is inhomogeneous, S = S(x, t), it is a highly nontrivial matter to solve the functional differential equation (8) . For static, but spatially inhomogeneous, condensates S(x) it has been shown [16] that the gap equation
can be mapped to the solution of the nonlinear Schödinger equation (NLSE),
where c is some constant. The most general bounded solution of (9) is given by the kink crystal (5), with the identitifcation: c = m 2 (1 + k 2 ). Thermodynamic minimization of the corresponding grand potential requires studying this solution as the two parameters m and k 2 are varied, which means we study deformations of the NLSE. These deformations are integrable and are governed by the mKdV hierarchy [16, 17] , which means that the gap equation (8) is precisely the Novikov equation for mKdV. More explicitly, in thermodynamic language, when S = S(x), we can expand the log det in a Ginzburg-Landau expansion:
where α n (T, µ) are simple known functions of the temperature T and chemical potential µ, and a n [S] are known functionals of the condensate S(x) and its spatial derivatives [16, 17] . Indeed, the a n [S] are precisely the conserved quantities of the mKdV hierarchy. Using the integrability properties of the mKdV hierarchy, one finds that the solutions S(x) of the NLSE satisfy the gap equation (8) term-by-term, in the sense that
This is the gap equation analogue [16] of the mode-by-mode solution of the Hartree-Fock problem in (4).
In this gap equation language, the observation of Thies et al [20, 21] , concerning the timedependent solutions of the Hartree-Fock problem, is truly remarkable: it means that one has an analytic space-and time-dependent solution S(x, t) to the functional gap equation (8) . At first sight, it is also surprising that these solutions should be directly related to classical string solutions.
The connection to string solutions pointed out in [20, 21] is via the Sinh-Gordon equation, which permits use of the explicit solutions constructed by Jevicki et al [22] . For these time-dependent condensates, S(x, t), the role of the NLSE for static solutions is played by the Sinh-Gordon equation.
This has motivated us to look for the most natural language in which to understand these timedependent solutions. We suggest here that the essence of the relation is due to an elementary property of differential geometry: the immersion of two dimensional surfaces is naturally expressed in terms of spinors and a Dirac-like equation, and for surfaces of constant mean curvature, this Dirac equation becomes a nonlinear Dirac equation. To match precisely to the GN 2 model we have to choose carefully the surface and the space into which it is immersed, but the basic idea is due to this generalized Weierstrass representation of surface immersions, a classical result of differential geometry.
II. NONLINEAR DIRAC EQUATION AND SURFACE EMBEDDINGS
In this section we relate the nonlinear Dirac equation (4) to the problem of immersion of a 2d
surface into a 3d space [26, 27] . We begin with a review of the Euclidean signature case, where the most important result for our purposes is the generalized Weierstrass representation of a surface [28] [29] [30] [31] [32] [33] , which states that the solution to the 2d (Euclidean) Dirac equation
defines a 2d surface in R 3 , such that the mean curvature H [defined below] of the surface is related to the potential S appearing in the Dirac equation (12) as:
Thus, for a surface of constant mean curvature, H = l, the Dirac equation (12) becomes a nonlinear Dirac equation:
Notice that while this is a nonlinear Dirac equation, it is not of the Gross-Neveu form (4), where the nonlinear term isψψ, instead of ψ † ψ. We then show that the nonlinear termψψ arises from embedding a Minkowski signature surface into a 3d space such as R 1,2 or AdS 3 . To establish notation and to compare with classical differential geometry, we first quickly review the standard Euclidean embedding case, the generalized Weierstrass representation, before turning to the Minkowski cases.
A. Euclidean Signature: Conformal Immersion of 2d Surfaces in R 3
Basic Differential Geometry of Euclidean Surface Embedding
Consider a smooth, orientable surface X, parametrized by (x, y) ∈ Σ ⊂ R 2 , embedded conformally into R 3 [26, 27] :
The conformal parametrization fixes the induced metric of the surface to be of the form ds 2 = f 2 (x, y)(dx 2 + dy 2 ), and in complex coordinates, z = x + iy,z = x − iy, we have
The isometries of the metric (16) are holomorphic mappings z → ω(z). The surface can be described by the frame of three orthogonal vectors: the unit normal N to the surface, and the two derivatives, X x ≡ ∂ x X, and X y ≡ ∂ y X. It is more convenient to consider the complex tangent
Embedding of a 2d surface into R 3 . The surface can be characterized by the motion of the frame { N , X x , X y }, consisting of the normal and tangent vectors, as it moves across the surface. This is described by the Gauss-Codazzi equations.
vectors, X z ≡ ∂ z X, and Xz ≡ ∂z X, together with the the unit normal vector N . These three vectors form a basis { e (i) } = { X z , Xz, N } in C 3 , with inner products:
These inner products define the elements of the "first fundamental form". To characterize the surface, we consider how the frame changes as we move across the surface, which requires the second derivatives. In order to analyze the evolution of this moving frame, we expand X zz , Xzz and X zz , in the basis { X z , Xz, N }. The relevant basis projections are contained in the inner products
which define the Hopf differential, Qdz 2 , and the mean curvature, H. The condition of commutativity of the derivatives, e (i), zz = e (i),zz , generates the Gauss-Codazzi equations:
It is a simple exercise to show that these equations are invariant under isometries. Functions f, Q and H satisfying the Gauss-Codazzi equations (19, 20, 21) are necessary and sufficient to characterize a surface X in R 3 [26, 27] . The associated Gaussian curvature, K, which is an intrinsic quantity, is given by
where in the last step we used the Gauss-Codazzi equation (19) . Two important well-studied cases are surfaces of constant Gaussian curvature, and surfaces of constant mean curvature. In the first case, with K=constant, we see from (22) that the metric must satisfy the Liouville equation
In the second case, with H constant, H = l, we note that the Gauss-Codazzi equations (20, 21) imply that the Hopf differential is holomorphic, Q = Q(z), and therefore there exists an isometry where it is constant. Then, writing the metric factor as f 2 =
2|Q|
H e θ , the first of the Gauss-Codazzi equations (19) becomes the Sinh-Gordon (ShG) equation:
Spinor Representation of Euclidean Surfaces
The generalized Weierstrass representation expresses the Gauss-Codazzi equations in terms of a Dirac equation, and an associated zero-curvature condition. We choose the Euclidean gamma matrices, γ 0 = −iσ 1 , and γ 1 = −iσ 2 . Writing ψ = (ψ 1 , ψ 2 ) T , the Euclidean Dirac equation (12) becomes
Note that if ψ = (ψ 1 , ψ 2 ) T is a solution, and S is real, then (−ψ * 2 , ψ * 1 ) T is also a solution. From these two solutions, form the 2 × 2 matrix Φ:
for which
The connection to surface embeddings is expressed most compactly using the identification between vectors X ∈ R 3 and quaternions X ∈ H:
where σ a are the Pauli matrices. Now, given the solution Φ in (26), we construct the quaternionic representation of three vectors as
where f = det Φ. It is straightforward to check that these define the moving frame of a surface,
, and the geometric equations for the moving frame appear as the linear matrix equations
where U and V are 2 × 2 matrices. Using X zz = Xz z we can express them in terms of the geometric quantities:
By construction, the compatibility of the two linear equations in (31) implies that U and V satisfy the zero curvature condition,
and this zero curvature condition encodes the Gauss-Codazzi equations (19, 20, 21) .
This construction is known as the generalized Weierstrass representation of the embedded surface, and all the geometrical information can be encoded in the Dirac equation (25) . To summarize, we establish a dictionary between the Euclidean surfaces in R 3 and spinors:
Hopf differential : 
Note that the general solutions of the ShG equation, and also the corresponding solutions of the Dirac equation, can be expressed in terms of theta functions [29] .
B. Minkowski Signature: Immersion of 2d Surfaces in R 1,2
Basic Differential Geometry of Minkowski Surface Embedding
To study the Gross-Neveu model in two-dimensional Minkowski spacetime it is more appropriate to use the light-cone coordinates, x ± = x ± t, instead of the complex coordinates, z = x + iy, z = x − iy. So we now consider an embedding of the form X(x, t) : Σ ⊂ R 1,1 → R 1,2 , with the conformal parameterization ds 2 = f 2 (−dt 2 + dx 2 ). The first fundamental form in light-cone coordinates is given by the inner products:
To construct the Gauss-Codazzi equations, we define the Minkowski analogues of the Hopf differential and the mean curvature, from the projections of the second derivatives:
struction in Minkowsi space:
As in the Euclidean case, surfaces of constant mean curvature (H = l) are characterized by a Sinh-Gordon equation. If H is constant, H = l, then we see that the Gauss-Codazzi equations (41, 42) imply that Q (±) are left/right moving. Furthermore, they can be set to be constants, by appropriate isometries. Defining
e θ , the other Gauss-Codazzi equation (40) becomes the Sinh-Gordon (ShG) equation [note the opposite sign compared to (24)]: We define Minkowski Dirac matrices, γ 0 = σ 1 , and γ 1 = iσ 2 , and the Dirac equation is
which we can write as two equations:
Now note that if ψ = (ψ 1 , ψ 2 ) T is a solution of (44), and S is real, then ψ = (−ψ * 1 , ψ * 2 ) T is also a solution of (44) . Thus, we now form the 2 × 2 matrix:
for which det Φ =ψψ (47) difference from the Euclidean case is that the metric factor f will be identified with the condensatē ψψ, instead of with the density ψ † ψ. Ultimately this is due to the change of symmetry from SU (2) to SU (1, 1) . The underlying symmetry is now SU (1, 1) , and the basis vectors are parametrized by 2 × 2 matrices Φ, together with the inner product X · Y = − 1 2 tr(XY ):
We use the same normalization condition, det Φ = f . The motion of the basis frame is characterized by linear equations involving matrices U and V :
In terms of geometric quantities they have similar forms to the Euclidean case:
The Gauss-Codazzi equations (40, 41, 42) are encoded by the zero-curvature condition:
Before considering constant mean curvature surfaces, we give the geometric interpretation of the corresponding canonical energy momentum tensor of the Dirac system. In the t, x basis:
In terms of the lightcone coordinates, x ± , the energy-momentum tensor components are related to the Hopf differentials, Q (+) and Q (−) , and the mean curvature H:
The energy momentum flow is identical with the Codazzi equations:
Hence the Minkowski version of the surface/Gross-Neveu dictionary is:
induced metric factor : f = det Φ =ψψ
Hopf differentials :
[In [20] , the notation h 1 and h 2 was used for these Hopf differentials: 
Note the different signs relative to the Euclidean version (37).
C. Minkowski Signature: Immersion of 2d Surfaces in AdS 3
Our discussion so far gives a geometrical explanation of why the "Type I" solutions to the timedependent Hartree-Fock problem must satisfy the Sinh-Gordon equation, as was argued in [20, 21] .
A further observation of [20, 21] was that these solutions can be mapped directly to classical string solutions in AdS 3 . We now show that this follows from our geometrical argument because one can equivalently view the constant mean curvature surfaces in R 1,2 as minimal surfaces (H = 0)
in AdS 3 . Furthermore, classical string solutions in AdS 3 are, by definition, minimal surfaces.
For completeness, we give the details of this construction. We first describe the Gauss-Codazzi equations for a general conformal embedding R 1,1 → AdS 3 , and then the spinor formalism for minimal surfaces that correspond to classical string solutions.
Basic Differential Geometry of Minkowski Surface Embedding in AdS 3
AdS 3 space can be can be realized as a hypersurface in R 2,2 :
where R is the AdS radius. Therefore, the embedding R 1,1 → AdS 3 can be formulated naturally as an embedding R 1,1 → R 2,2 with the condition (59) . In light-cone coordinates, where the induced metric is ds 2 =
dx + dx − , the moving frame is constructed from the tangent vectors X ± and two mutually orthogonal normal vectors, X and N . The elements of the first and second fundamental forms, Ω I and Ω II , are given by the inner products:
Notice that we have chosen the metric factor differently than the previous cases. The reason for this choice is to make the mapping from minimal surface Gauss-Codazzi equations to the Lax equation explicit. With the same spirit of the previous sections, from the commutativity of second derivatives of the basis vectors, e (i),+− = e (i),−+ we obtain the Gauss-Codazzi equations:
When the classical equations of motions
of the string are imposed we have H = 0, since X +− is aligned in the direction of X. Therefore, a classical worldsheet of a string in AdS 3 is a a minimal surface in the AdS 3 space. Once again since Q (+) and Q (−) are right/left moving, with an appropriate isometry we can set them to constants.
With this choice, the first of the Gauss-Codazzi equations gives the ShG equation:
which can be written as
where the metric factor is f 2 = 2 Q (+) Q (−) R e θ .
Comparing with the R 1,1 → R 1,2 embeddings with constant mean curvature from the previous section, we observe a remarkable duality between the minimal surfaces embedded into AdS 3 , with
Gaussian curvature K = 2f 2 ln(f 2 ) +− , and constant mean curvature surfaces embedded into R 1,2 ,
with Gaussian curvature K = −2f −2 ln(f 2 ) +− . They are both characterized by the solutions of the Sinh-Gordon equation. Geometrically, it is a tradeoff between the constant intrinsic curvature 1 R of AdS 3 , and the constant extrinsic curvature H.
Spinor Representation of Minkowski Surfaces in AdS 3
AdS 3 is associated with the group SO(2, 2), which can be factorized as SO(2, 2) = P SU (1, 1) × P SU (1, 1). It means that the embedding can be formulated by two spinors as opposed to one. This is consistent with the generalization of the Weierstrass representation for embeddings of surfaces into higher dimensional spaces, as discussed in [44, 45] . Following the notation of [20] , let us work with two complex coordinates, Z 1 = X −1 + iX 0 , and Z 2 = X 1 + iX 2 , normalized as:
We introduce two sets of spinors, ψ a and ψ b , simultaneously normalized ψ a ψ a =ψ b ψ b ≡ψψ. The spinor parameterization of the surface is given by:
Then the Gauss-Codazzi equations (or, equivalently, the classical string equations of motion plus the Virasoro constraints) translate into two Lax equations:
They also fix the normalization to beψψ = f .
Here we identified the spectral parameter l with the AdS scale; l = 1 R . The Lax pair matrices with this fixed normalization are
Consistency of the linear equations gives the zero-curvature conditions
and these separately lead to the sinh-gordon equation (63). Physically, this Dirac system corresponds to the Gross-Neveu model since the "potential" is identified with the scalar interaction term S = lψψ.
III. STATIC REDUCTION AND IMMERSIONS OF CURVES
All the discussion so far has been searching for time-dependent solutions S(x, t) to the nonlinear Dirac equation (4). We have seen that S(x, t) must satisfy the ShG equation in the Gauss equation
form [we consider here just the Minkowski case, with embedding into R 1,2 ]:
To make connection with the previously found static solutions, S = S(x), to the gap equation, based on the NLSE (9), we note that in light-cone coordinates, assuming simple time dependence of the form e −iEt , we can replace:
Thus, the Gauss equation (40) becomes
Now note that any solution of the NLSE (9), S − 2S 3 + cS = 0, has a first integral (S ) 2 = 
which is precisely the Gauss equation form of the ShG equation (72). This explains the connection between the static condensates found previously in [16] and the construction described here. It also explains the similarity between the generalized Weierstrass representation of the embedding of surfaces into R 3 and the Da Rios representation [34] of the embedding of curves into R 3 , also known as the Hasimoto map [36] in the theory of the motion of vortex filaments. There is a vast literature on the embedding of curves into 3d spaces, and it can be understood as a dimensional reduction of the surface embedding construction [30] .
An important physical observation is that in studying the thermodynamics of the static condensates, we actually need to know the corresponding fermionic energy spectrum, which translates geometrically into studying spectral deformations of the curves that preserve the form of the curve.
It is known that the deformations of the NLSE are integrable and are governed by the mKdV integrable hierarchy, and this explains why the thermodynamical Ginzburg-Landau expansion of the grand potential is an expansion in terms of the mKdV conserved quantities, as argued in [16, 17] .
Indeed, if we re-write the Dirac equation (44) with the replacements (71), then we obtain a Dirac
which is precisely the Bogoliubov-De Gennes equation for the thermodynamics of the system with Dirac equation (44) . Geometrically, E is the deformation parameter generating the flow of isometric curves. In Section IV we apply this observation to the Gross-Neveu model in 2 + 1 dimensional spacetime.
A. "Boosted" static potentials
Given a static solution S = S(x), it is always possible to generate a class of time-dependent solutions S(x, t) by a Lorentz boost. Thus, in the case of Minkowski embedding, given a solution S(x) to the static equation (73), with c rescaled to 1, we can define a new function
which satisfies the (rescaled) time-dependent Sinh-Gordon equation
Writing α = e −η , this is a boosted solution with velocity v = tanh η:
The spinor appropriately transforms as Ψ → e σ 3 η/2 Ψ.
Similarly, for the Euclidean embedding into R 3 , the resulting one-dimensional equation, after rescaling, is
Given a solution to this one-dimensional equation, we obtain a two-dimensional solution
Here the boost acts as a rotation.
B. Examples
At this section we recapitulate some known classical string solutions. It is useful to introduce the global coordinates (t, ρ, φ):
We also label the worldsheet coordinates as (τ, σ) where the worldsheet metric is conformally −dτ 2 + dσ 2 .
Spinning string
The classical solution of the Gubser-Klebanov-Polyakov string is given by
with the metric factor
where means ∂ σ . Here the string is parameterized by the elliptic parameter k 2 that controls the length (hence the energy and angular momentum) of the string ω = 2K(k 2 )
π , and κ = kω. The solution satisfies the one dimensional, static sinh-gordon equation:
where 4Q (+) Q (−) = ω 2 κ 2 . On the spinor side, it is identified with a fermion system subject to a periodic potential S = ω ns(ωσ; k 2 ).
Pulsating string
The pulsating string
is described by the worldsheet with the metric factor S 2 = −(1−k 2 )ω 2 nc 2 (ωτ ; k 2 ) and is associated with the one dimensional, time dependent sinh-gordon equation:
IV. IMPLICATIONS FOR HIGHER-DIMENSIONAL GROSS-NEVEU MODELS
In 2 + 1 dimensional spacetime the Gross-Neveu model is still renormalizable in the large N f limit [46] . The phase diagram has been studied via a gap equation and via Hartree-Fock assuming a uniform condensate [47, 48] . It has also been studied on the lattice assuming a uniform condensate [49] . It is still unclear whether there could be an inhomogeneous (static) crystalline condensate that has lower grand potential in some region of the temperature and chemical potential plane. This question was studied by Urlichs [48] , who argued that a stripe condensate of the form (5) satisfies the gap equation but is not thermodynamically preferred. So far, no truly 2d inhomogeneous condensate has been found that satisfies the gap equation. We argue here that if such a condensate is of "Type I", then it should satisfy a ShG-type equation.
The Lagrangian of the 2 + 1 dimensional Gross-Neveu (GN 3 ) can be written
where we choose the parity-preserving form of the interaction. Here, 
where the parity-even condensate is ∆ =Ψτ 3 Ψ. Since τ 3 is diagonal, we can choose to work with 2-component spinors, ψ, with both signs of a condensate S =ψψ. A suitable choice of Dirac matrices in 2 + 1 dimensions is: γ 0 = σ 3 , γ 1 = iσ 1 , and γ 2 = iσ 2 . To seek static solutions, we use the complex coordinates z = x + iy andz = x − iy for the spatial directions, so that the
Again, the eigenvalue E will describe deformations, so to find the basic solution as an embedding of a surface into a 3d space, we first consider the E = 0 equation. Now, observe that if ψ = (ψ 1 , ψ 2 ) T is a solution, then so is ψ = (ψ * 2 , ψ * 1 ) T , for S real. Thus, we form the 2 × 2 matrix Φ as before:
Note that
recalling that γ 0 = σ 3 in this representation. Thus, if we define the two dimensional static condensate S(z,z) =ψψ, then we find that this condensate must satisfy the Sinh-Gordon equation:
where
Note that the signs in (92) are different from those appearing in the Euclidean embedding case (37) , but the same as those appearing in the Minkowski embedding case (58).
This construction is the same form as for the embedding of a 2d surface into the 4d space R 2,2 considered by Konopelchenko and Taimanov [44, 45] , where two copies of a 2 × 2 Dirac equation are needed. Physically, in our case of the GN 3 model, these two copies correspond to the two copies making up the full 4-component spinor Ψ. So, for a constant mean curvature embedding of R 2 into R 2,1 we have a nonlinear Dirac equation of precisely the correct form for a "Type I" solution to the GN 3 gap equation. This static condensate S must satisfy the Gauss equation in its ShG form (92). Furthermore, to study the thermodynamics of such a solution we need spectral deformations of this equation, which are governed by the modified Novikov-Veselov (mNV) system [50, 51] , which generalizes the mKdV system that governed the thermodynamics of the static condensates in the 1 + 1 dimensional Gross-Neveu model [16, 17] . The thermodynamic implications of this new geometrical perspective on the GN 3 gap equation are currently being investigated. The step from 1d to 2d is a large one, as is familiar from the intricacies of the inverse scattering method, but our result suggests that if progress can be made in the 2 + 1 dimensional system, then the modified Novikov-Veselov system, which is a special case of the Davey-Stewartson system, should play a significant role [50] [51] [52] .
V. CONCLUSIONS
To conclude, we have shown that there is a natural geometric interpretation of the recent results of Thies et al [20, 21] concerning time-dependent condensate solutions of the Hartree-Fock problem for the Gross-Neveu model GN 2 . The geometric interpretation is based on the fact that the problem of embedding a 2d surface of constant mean curvature into a 3d space can be expressed as a nonlinear Dirac equation [29] [30] [31] [32] [33] , and with the appropriate choice of signature of the surface and the embedding space, this nonlinear Dirac equation is precisely the nonlinear Dirac equation for mode-by-mode solutions of the GN 2 Hartree-Fock equations. This perspective is strongly motivated by earlier work of Regge and Lund [14] , Pohlmeyer [13] , and Neveu and Papanicolaou [15] . For these Gross-Neveu solutions, the logarithm of the bilinear condensate automatically satisfies the SinhGordon equation, which geometrically is the Gauss equation for the induced metric factor. The connection with classical string solutions observed in [20, 21] follows immediately once we identify a constant mean curvature solution in R 1,2 with a zero mean curvature surface (i.e., a classical string solution) embedded in a 3d space of constant negative curvature, AdS 3 . The relation to the explicit string solutions in [22] follows from the fundamental role of the Sinh-Gordon equation in the construction of string solutions [13-15, 22, 53, 54] . This geometrical perspective on the Gross-Neveu gap equation and Hartree-Fock equations permits us to address the currently unsolved question of the possibility of inhomogeneous condensates in the 2 + 1 dimensional Gross-Neveu model. We find that a static condensate that satisfies the Hartree-Fock equations in the same mode-by-mode manner, must satisfy a Sinh-Gordon equation. The thermodynamical implications of this result are currently being investigated.
We have not yet addressed the so-called "Type II" solutions of the massive GN 2 system or of the massless NJL 2 system, each of which satisfies a generalized nonlinear Dirac equation. Assuming a nonlinear Dirac equation, with a mode-by-mode solution (i.e. a "Type I" solution), the NJL 2 system leads to a clear geometrical interpretation [13] [14] [15] . But it is known that the static condensates for this system are not necessarily mode-by-mode solutions of the nonlinear Dirac equation, except for the simple chiral spiral solution ∆(x) = Ae iµx (which, incidentally, is the thermodynamically preferred solution of the massless NJL 2 system). These more general condensates satisfy more complicated nonlinear equations, and it would be interesting to investigate their possible geometric form, along with the connection to brane-world scenarios of Gross-Neveu models [55] . We also note that nonlinear Dirac equations have been used recently in the analysis of Bose-Einstein condensates in a two-dimensional honeycomb lattice [56] . It would be interesting to see if this geometrical
