A controversial area in covariance structure models is the assessment of overall model fit. Researchers have expressed concern over the influence of sample size on measures of fit. Many contradictory claims have been made regarding which fit statistics are affected by N. Part of the confusion is due to there being two types of sample size effects that are confounded. The first is whether N directly enters the calculation of a fit measure. The second is whether the means of the sampling distributions of a fit index are associated with sample size. I explain these types of sample size effects and illustrate them with the major structural equation fit indices. In addition, I examine the current debate on sample size influences in light of this distinction.
Structural equation models, including confirmatory factor analyses, are becoming increasingly popular in psychology. Key to these procedures is the hypothesis that the population covariance matrix of observed variables is a function of the unknown free parameters of a model. Many measures of overall model fit have been proposed to assess the degree to which this hypothesis holds (e.g., Rentier &Bonett, 1980; Bollen, 1986; Hoelter, 1983; Joreskog & Sorbom, 1986; Tucker & Lewis, 1973) .
A bewildering flurry of claims and counterclaims regarding the influence of sample size on these fit measures has emerged. For instance, Bentler and Bonett (1980, pp. 599-600) presented normed and non-normed fit indices that they stated are not influenced by sample size. Bearden, Sharma, and Teel (1982) and Bollen (1988 Bollen ( , 1989 performed simulation analyses in which they found Bentler and Bonett's (1980) normed fit index to be larger on average in bigger samples than in smaller ones. Jb'reskog and Sorbom (1986, pp. I.40-I.41 ) stated that their goodncss-of-fil index (GFI) and adjusted goodness-of-fit index (AGFI) measures are "independent of sample size," and Anderson and Gerbing (1984) found a positive association between .Vand the average GFI and AGFI in Monte Carlo simulations. More recently, in this journal Marsh, Hal la, and McDonald (1988) asserted that Bentler and Bonett (1980) , Joreskog and Sorbom (1986) , Hoelter (1983) , and Bollen (1986) were incorrect in their comments on sample size effects on goodnessof-fit measures.
These opposing statements have led to much confusion about the sample size effects on fit measures. My purpose is to explain how these seemingly contradictory claims can be reconciled by distinguishing two types of sample size influences. The first type is whether N directly cnlers the calculation of the fit index. The My thanks to Barbara Entwisle and the referees for comments on this article.
Correspondence concerning this article should be addressed to Kenneth A. Bollen, CB #3210 Hamilton, Department of Sociology, University of North Carolina, Chapel Hill, North Carolina 27599. second is whether the means of the sampling distributions of the fit index are associated with N. These two types of sample size impacts are briefly mentioned in Anderson and Gerbing ( 1 984, p. 172) and in Bollen (1986) . However, even authors who are aware of these articles (e.g., Marsh etal., 1988) continue to confuse them. The sections that follow elaborate these sample size effects so that researchers will not repeat the errors of Marsh et al.( 1988) and others.
Two Types of Sample Size Effects
All overall fit measures in covariance structure models measure the discrepancy between the sample covariance matrix and the sample implied covariance matrix. The latter is called the implied covariance matrix because it is the matrix that is implied by the specified model. The fit measures represent different choices of a scalar quantity to summarize the differences between the two covariance matrices.
To focus the discussion, consider two closely related fit mea-
where F b is the value of the fitting function for a baseline model; F m , the fitting function value for the maintained or hypothesized model; df m , the degrees of freedom for the maintained model; and N, the sample size. The A, was presented in Bentler and Bonett ( 1 980), and Bollen (1988 Bollen ( ,1989 proposed A 2 . ' Typically, the fitting function is that of maximum likelihood or gen-' In independent research, Marsh et al. (1988) reported a class of Type 2 indexes, one of which appears to be similar to A 2 . They did not report a specific formula, but from their general Equation 13 on p. 393, one can infer that their x ! /2 equals | x*m ~ x't I /14/m -X 2 t I • In most cases, X 2 /2 will match A 2 . However, the sampling distributions of x 2 /2 maybe complicated by the use of absolute values in its numerator and denominator.
eralized least squares so that for a valid model, (N -I )F m has an asymptotic chi-square distribution when the observed variables have no excess kurtosis (Browne, 1984) . More generally, these measures apply whenever (N -1 )F m follows an asymptotic chisquare distribution. Note that AI and A 2 also could be written in terms of the chi-square estimates of the baseline and maintained models by multiplying the numerator and denominator by (N -1). The baseline model is more restrictive than the maintained model and commonly is such that the covariances of observed variables are restricted to zero while their variances are free parameters (see Bentler & Bonett, 1980) . Bentler and Bonett (1980) referred to A, as the normed fit index because it is normed to have a maximum of 1 and a minimum of 0. The closer to 1, the better the model fit. The A 2 is about 1 for a valid model, but it can exceed 1 and may fall below 0, although the latter is unlikely (Bollen, 1988 (Bollen, , 1989 . Typically A! and A 2 are treated as descriptive statistics of model fit. One can also consider them as estimators of A, the parameter to which A, and A 2 converge as A'-* oo. This latter interpretation assumes that F b and F m conVergete finite constants.
These two fit measures make an interesting pair because each is subject to a different type of sample size effect. First consider whether N directly enters the calculation of the fit index. That is, for given values of F b , F m , and df m , do A t or A 2 stay the same if the value of A T changes? If not, I will say that N affects the calculated value of the fit measure. An examination of Equations 1 and 2 reveals that N does not affect the calculated value of A H but N does affect the calculated value of A 2 .
When one considers the second type of sample size influence, a different picture emerges. The second type of sample size effect is whether the means of the sampling distributions of the fit measure are associated with N. To better understand this dependence, imagine that an extremely large number of random samples for all possible sample sizes is drawn. Assume that the same valid model underlies the data for every sample, and for each sample this model is estimated and the fit measure computed. Collecting all fit measures estimated in samples of a given size, one would have a sampling distribution of the fit measure and could compute its mean. Doing so for every sample size, one would have the means of the sampling distributions for different Ns. IfNis associated with the means of the sampling distributions, one has the second type of sample size effect.
Exact analytic results for the sampling distributions of A, and A 2 are not available.
2 Monte Carlo simulations (e.g., Bearden et al., 1982; Bollen, 1988 Bollen, , 1989 have indicated that the means of the sampling distributions of A t are bigger with larger № than with smaller ones, and that the association of A 2 and TV is near 0. Thus, simulation results imply that the means of the sampling distributions of A, are associated with N, and N is only weakly associated (if at all) with the means of the sampling distributions of A 2 . The differences between A, and A 2 are greatest in smaller samples and go to 0 as N grows larger (Bollen, 1989, p. 272 ).
The conclusion regarding whether A, or A 2 suffers from sample size effects depends on which sample size effect is examined. Sample size does not directly influence the calculated value of A i, but the means of the sampling distributions of A, appear to be related to sample size. The opposite statement holds for A 2 .
Consider two other incremental fit measures:
with terms defined as before (df t = degrees of freedom for the baseline model). Bollen (1986) proposed p,, and Tucker and Lewis (1973) and Bentler and Bonett (1980) put forth p 2 . The Pi has a normed maximum of 1, but its minimum is not normed to 0. The p 2 , like A 2 , is approximately 1 for a valid model, but it is not normed to a 0-1 range. As with A, and A 2 , p, and p 2 can be considered as descriptive statistics of fit or as estimators of a population parameter p, which is the value to which P! and p 2 converge as A r -» oo. By analogous arguments and simulation evidence, it is found that TV does not influence the calculated value of p 1; but does influence the calculated value of p 2 (Bollen, 1986) . Also, ]Vis related to the means of the sampling distributions of p,, but it is not (or is only weakly) related to the means of the sampling distributions of p 2 (Anderson & Gerbing, 1984; Bollen, 1989, pp. 279-281) . Like A, and A 2 , the p, and p 2 grow closer as N gets larger (Bollen, 1989, p. 274 ).
Joreskog and Sbrbom (1986) devised still two more fit measures:
where S is the sample covariance matrix of q observed variables, S is the sample implied covariance matrix, and I is an identity matrix. The GFI has a normed maximum of 1, but it can be negative (Joreskog & Sorbom, 1986, p. I.40-I.41 ). The AGFI also has a normed maximum of 1, and it takes account of model degrees of freedom. For given values of S and S, N does not influence the calculated values of either. In contrast, the simulation evidence of Anderson and Gerbing (1984) and Marsh et al. (1988) indicates that the means of the sampling distributions of both are positively associated with N. Finally, consider Hoelter's (1983) Critical N(CN):
where crit x 2 is the critical chi-square value at df m and a selected alpha level (e.g., .05). The value of CNis not normed to a minimum of 0 or to a maximum of 1. For a given value of F m and crit x 2 , the calculated value of CN is not influenced by N but, as Marsh et al. (1988) and Bollen and Liang (1988) demonstrated, the means of the sampling distributions of CN are positively related to N. Analogous arguments hold for other fit measures, but the preceding includes the most common ones and should be sufficient to illustrate the two sample size effects. 
Discussion
With the distinction in sample size effects just described, the debate on fit indices can be examined in a new light. Joreskog and Sorbom's (1986) claim that GFI and AGFI are independent of sample size must be understood in terms of the calculation of these measures, as their means are positively associated with sample size. Bentler and Bonett's (1980) statement that A, and P 2 are uninfluenced by N should be revised to say that N does not explicitly influence calculation of A! , and that the means of the sampling distributions of p 2 have little relation to sample size. As pointed out in Bollen (1986) , the calculated value of 3j is affected by ff, whereas the calculated value of p, is not. Finally, it can be seen that the Marsh et al. (1988) findings bear only on the relations between the means of sampling distributions and N. They confound this effect with the influence on the calculated value, which leads them to mistakenly criticize other work. For instance, Marsh et al. (1988, pp. 391, 394) misrepresent Bollen's (1986) claim that p, is independent of sample size and p 2 is not. In fact, what Bollen (1986, p. 377) says is the following:
Finally, one point needs particular emphasis. All of the discussion has concerned the dependence of the calculation of the fit indices on sample size when the fitting function value is held constant. The above results do not address whether the sampling distribution of these goodness of fit indices depend on N.
Thus, Bollen's (1986) Rather than choosing between a normed measure whose means are related to N and a nonnormed one whose means are not, I believe that the best strategy is to report both types of measures to give a more complete evaluation of fit. For instance, one can report A, and A 2 or p t and p 2 .
5 Given the lack of consensus on the best measure of fit, it is prudent to report multiple measures rather than to rely on a single choice. Finally, beware of claims of sample size influences on fit measures that do not distinguish the type of sample size effect. 6 3 The CN statistic has the same properties, but it is not normed to a maximum of 1.
4 A referee suggested that the normed measures are bounded estimators of a bounded population parameter lying on a boundary and that no such estimator can be unbiased.
5 Of course, in large samples the AI and A 2 or p { and £2 values will be close, so it does not matter which is chosen. 6 One could refer to other characteristics of the sampling distributions to discuss additional sample size effects. For instance, the variances of the sampling distributions for most of these fit measures seem to decrease with N.
