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response. We identify how these variations are driven by the high variability in the
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spectrum. We use the boundary element method to visualize charge distributions of
various resonances. We fabricate samples using thermal evaporation and spin coating
methods, and use polarized reflectance spectroscopy to measure their optical response
at an ensemble level. We achieve a 532nm resonance for 80nm silver nanoparticles
on 13nm PMMA spacers and 100nm silver thin films. The resulting design is a
candidate for enhancing fluorescence in a new spectral range. This dissertation
includes previously unpublished co-authored material.
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In September of 1950, eastern Canada and the United States were treated to a
blue moon. Huge plumes of smoke produced by fires in Canadian muskeg swamps
contained particles of just the right size to cause “bluing.”[1] The expression “once
in a blue moon” is an idiom for all things rare because observing a blue moon is
itself so rare. We are more familiar with the blood red moon observed near moonrise
and moonset. The moon appears red when it is low on the horizon for the same
reason the sunset appears red.1 A variety of other colorful atmospheric phenomena,
including rainbows, white clouds, and the blue sky, each owe their explanations to
the scattering of light by small particles.
FIGURE 1.1. Colorful atmospheric phenomena in a Eugene, Oregon sunset.
1On Earth, anyway; Martian sunsets are blue.[2]
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Scientists are often inspired by some unusual observation that draws in our
curiosity, which drives us to poke and prod, theorize and investigate, and embark
on a voyage of discovery. What we learn along the way can be used to predict yet
more unusual behavior, which we eagerly seek to create in the laboratory in the quest
to find something completely new and unique in this world. The unusual optical
behavior of the Lycurgus cup is a wonderful example (Fig. 1.2). When lit from the
front, the cup reflects a dusty jade green. However, when it is lit from behind or
from within, it glows ruby red. This unusual behavior is due to small gold and silver
particles which are (probably accidentally) embedded within the glass.
FIGURE 1.2. Dichroic phenomena due to nanoparticles in the Lycurgus Cup.
The cup, made entirely from glass (including the cameo) appears green when light is
reflected from its surface (left) but red when light transmits through it (right).
Images by user Johnbod on Wikimedia Commons, copyright CC-BY-SA 3.0.
Though stained glass was studied throughout the 1600s, the gold particles
themselves were not a research subject until 1856. That summer, the prodigious
tinkerer Michael Faraday was mounting gold leaf to microscope slides. The process
accidentally created a ruby red solution, which he kept and began to study.
The colorful behavior of gold colloids were later probed experimentally by Walter
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Streubing, whose dissertation prompted his advisor, Gustav Adolf Feodor Wilhelm
Ludwig Mie, to develop a theoretical explanation of the colorful behavior of gold
colloids in 1908.[3] Strangely, though this work is what Mie is best known for today,
particle scattering is a topic he touched on only briefly and never returned to or
considered to be a consequential contribution. Still, Mie’s voyage of discovery resulted
in a way to understand not only how small bits of gold behave, but also much more:
the Mie theory explains why we sometimes see blood moons and sometimes blue
moons, has been used to interpret radar for weather forecasting here on Earth and to
learn about the cosmos by fingerprinting space dust, and provides a foundation for
building novel synthetic materials that bend light backwards.[4]
The interaction of light with small particles is deep at the heart of many scientific
stories, and it is certainly the core of my own. My work focuses on the opportunity
to tune the optical response of silver nanostructures to specific colors in the visible
range. In the following section, I will describe how the spectral tunability made
possible by metal nanostructures can contribute to a variety of scientific questions
and practical applications. Then, I will identify two approaches to tunability using
different material systems, and discuss the open questions for each system that this
dissertation will address.
1.1. Spectral tunability in metal nanostructures
There are many basic scientific questions which spectrally-tunable metal
nanostructures can help to answer. For example, researchers are able to measure
emission of single molecules,[5, 6] and dynamically monitor vibrations, rotations, and
conformation changes of molecules in situ using surface enhanced spectroscopies.[7, 8]
The first surface-enhanced spectroscopy to be discovered was surface enhanced
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Raman spectroscopy (SERS), which relied on placing molecules onto roughened
noble metal surfaces,[9] and was eventually understood to rely on electromagnetic
field enhancements in nanoscale “hot spots.”[10] These discoveries sparked the
development of SERS substrates engineered to enhance signal over either broad
or narrow spectral ranges, using solution-deposited silver aggregates,[11] arrays of
nanoparticle clusters,[12] nanocavities in flat silver films,[13] and particles on films.[14]
A family of surface-enhanced spectroscopies now exist, including plasmon-enhanced
fluorescence spectroscopy, in which metal particles efficiently radiate, at an enhanced
intensity, the light emitted by a fluorophore in their vicinity.[15, 16] The highest
fluorescence enhancements are achieved when the overlap between the molecular
absorption and emission spectra of the fluorophore and the metal nanoparticle
resonance overlap.[17] Thus, the tunability of the nanostructure resonance to match
a given fluorophore is a design requirement for measuring molecular behavior.
Just as molecular measurements can be made at the nanoscale, so too can
distance measurements. In nanoparticle pairs and nanoparticles spaced from metal
films by thin spacer layers, optical response is sensitive to the spacing between the
metallic elements. This sensitivity to distances at the nanoscale has led to “plasmon
rulers.”[18] While distances less than 10nm can be measured via Förster Resonance
Energy Transfer (FRET), plasmon rulers push nanoscale measurements beyond that
10nm limit.[19] In fact, the shifting colors of particles as they pack closely together
is the physics behind the home pregnancy test. The molecule human chorionic
gonadotropin hormone (hCG), present during pregnancy, doesn’t scatter enough light
to be measured. However, in pregnancy tests, the molecule binds to a substrate. In
turn, secondary antibodies linked to gold nanoparticles bind to the hCG molecules,
causing the nanoparticles to form a monolayer near the substrate. The interactions
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between the now densely-packed nanoparticles shift their color from light green to
bright red and confirm the presence of hCG (and, by extension, a pregnancy).[20]
1.2. Chapter outline
These applications revolve around the same questions: how do we tune the
optical response of silver nanostructures to specific colors in the visible range?
How do we produce nanostructures which behave as we wish in the easiest and
least expensive way? What tradeoffs exist between the ease of fabrication, the
robustness of the resulting structure, and the predictability of the optical response?
We have identified two approaches to producing field enhancements in spectral ranges
optimized for specific applications, following the principle that either absorption or
emission enhancements are greatest when the spectra of the absorber or emitter
material matches the spectra of the nanostructure.
First, we can target field enhancements toward absorbers with broad absorption
spectra, such as photovoltaic materials. In that case, we would like to design
nanostructured materials which also have broad spectra (which may be composed
of many discrete and overlapping resonances). A good candidate for this case is
solution-processed silver, whose optical spectra can range from narrow to broad.
These nanostructures are composed of single particle building blocks that either bind
to the substrate or to other particles as the chemical process proceeds. The main
measure of film morphology in these systems, commonly described by the percolation
model, is the surface coverage. There is some surface coverage at which the film
is considered “percolated;” that is, if you were an electron, you could find your
way from one edge of the substrate to the other by following some twisting path
of connected metal parts. However, far from the percolation threshold, the surface
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coverage is not an adequate metric for predicting the optical properties of the films.
In Chapter III (which contains unpublished co-authored material), I dig deeper into
the film morphological and optical properties to find a better metric that does help
to predict the strength of resonances at different colors in the optical spectrum.
Second, we can target spectral selectivity in a narrow range, for example to
measure fluorophores with narrow absorption spectra. In that case, the nanostructure
spectra should also be narrow, and easily tunable to match a given fluorophore’s
absorption peak. For this application, we turn to monodisperse nanoparticle
colloids spaced nanometers away from flat metal films, which offer excellent spectral
selectivity. Most investigators focus on gold nanoparticles, achieving spectral
selectivity mostly in the red and infrared. Only rarely has silver been used to target
resonances in the blue and green. In particular, little has been done to address
the range near the popular 532nm laser line. Therefore, in Chapter IV, I turn to
monodisperse silver nanospheres near silver spheres, and simulate their response
in order to predict how to produce specific colors via careful control of the spacer
layer thickness and particle size. Finally, in Chapter V, I make and measure layered
materials containing silver films and silver nanoparticles, and pinpoint the geometric
properties necessary to attain a 532nm resonance.
Throughout this work, we will see how easily our questions are posed yet how
elusive answers can be. Experimental complications and caveats abound. We will
emerge with an appreciation for the craft of optical design at the nanoscale, and pose
new questions regarding the design and application of tunable plasmonic systems. In
the following chapter, we will review the physics behind tunable coupling to build a




In this chapter I lay out the physical underpinnings of the interaction of light with
metallic nanoparticles. I begin by reviewing the optical response of metals. Then,
I describe the scattering and absorption by small particles in the quasistatic limit,
and more generally by discussing the Mie theory. Moving beyond single particles, I
discuss particle ensembles and the interactions between particles and substrates.
2.1. Permittivity of metals: the Drude model
In the Drude model, the conductivity of metals is understood by assuming the
material is composed of a gas of free electrons moving within an immobile background
of positively charged ions.[21] Electrons are assumed not to interact significantly
with either the ionic background or with one another (these are the free electron
and independent electron approximations). We also assume that the material has a
relative magnetic permeability µ = 1.
When an incident time-varying electromagnetic field is incident upon the
material, electrons follow the oscillating field, relaxing with a characteristic time
constant τ , which is inversely proportional to the rate γ of momentum-dissipating
collisions whose origin is unspecified.1







+ ω0x) = −eE(x, t), (2.1)
1Typical values at room temperature are τ ∼ 10−14 and γ ∼ 100THz
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where γ = 1/τ is the damping constant, ω0 is the binding frequency, and the time
dependence of the field is harmonic: E(t) = E0e
−iωt .
The dipole moments of all electrons in an isotropic medium conspire to produce
the overall induced polarization P = εoχeE where χe is the electric susceptibility.
The definition of the permittivity ε comes from considering the electric displacement
D = ε0E + P = εo(1 + χe)E = εE.
The single-electron dipole moment is given by
p = −ex = e
2
m
(ω20 − ω2 − iωγ)−1E. (2.2)
By adding the contributions of all of the electrons in the material with binding











i − ω2 − iωγi)−1. (2.3)
We can separate the permittivity into a bound electron term and a free electron
term, considering a number density N of free electrons in the material to have
ω0 = 0 and effective mass m
∗.[22] The bound electron term takes a Lorentz oscillator








If the damping γ0 is small compared to the frequency ω of the incident field, the









is the bulk plasma frequency.
The plasma frequency of noble metals is typically in the ultraviolet. Below
the plasma frequency, free electrons readily respond to the oscillation. The varying
field is screened by the electron response, thus the field penetrates only a short
distance into the metal, and light is reflected. In this region, the real permittivity
ε′ is negative, and the wave number is imaginary. For noble metals, this occurs
through the visible range and gives rise to our experience of metals as “shiny.” Above
the plasma frequency, the bound term dominates, ε′ is positive, and the metal can
transmit; this occurs for noble metals in the UV and is gives rise to their “ultraviolet
transparency.” The precise location of the observed plasma frequency, when ε′ = 0,
depends on the interband transitions. For silver, the bulk plasma frequency is 9.2 eV
(wavelength 135nm). However, the positive contribution from εb(ω) (stemming from
the interband transitions) shifts the measured zero of ε′ to 3.9eV (318nm).[24] The
real and imaginary components of the permittivity of silver, as measured by Johnson
and Christy,[25] are shown in Fig. 2.1.
FIGURE 2.1. Permittivity of silver.
Tabulated experimental values by Johnson and Christy.[25]
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2.2. Localized surface plasmons
Localized surface plasmon polaritons (LSPs) are resonant electromagnetic surface
modes supported on nanoparticles or within nanovoids. When a harmonic incident
electromagnetic field is incident upon small particles (d << λ), the particles
experience an electric field which is constant across their surface (the quasistatic






where a is the particle radius, ε is the particle permittivity, and εm is the permittivity
of its embedding medium.[26] This approximation is good for small or slowly varying
ε, which as we have seen holds for silver at wavelengths longer than its interband
transitions.
FIGURE 2.2. Localized surface plasmon polariton excitation.
The polarizability has a resonance when the Fröhlich condition, Re[ε] = −2εm,
is met. The resonant mode is called the dipolar surface plasmon. For a Drude metal
in air, the dipolar resonance occurs at the frequency ω = ωp/
√




the bulk plasma frequency of the conductor. By combining the Fröhlich condition
and the real part of the permittivity (setting the εb = 1), we find that the frequency






which shows that the resonance redshifts as εm increases. Thus metal nanoparticles
are useful for detecting changes in the refractive index of their surroundings.
2.3. Mie theory
It is helpful to visualize the resonance of metallic nanoparticles using the LSP
description, but this applies only in the quasistatic approximation. We can generalize
beyond the quasistatic approximation by considering the LSP description as a special
case of the Mie theory for particle scattering and absorption.
Mie theory is both a conceptually elegant and computationally efficient treatment
of absorption and scattering by small particles. It is an exact solution to Maxwell’s
equations. The power of Mie’s approach is that it separates the problem into
two parts: first, the solution of the electrodynamic problem, solved by first
principles; second, the phenomenological description of the material response via the
permittivity. This conceptual separation allows the theory to be applied in a wide
variety of circumstances, because many complicating factors can be incorporated
by adopting different expressions and approximations for the permittivity.[27]
Additionally, the spherical harmonics lead to an eigenmode description, allowing
interactions between excitations to be viewed in the mode hybridization picture.
In this section I discuss the electrodynamic solutions for scattering and
absorption by spherical particles, the relationship of the Mie solutions to common
physical observables, modifications of the permittivity used to treat effects of particle
size and inhomogeneous environments, and computational approaches to modeling
both simple and more general problems.
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Exact classical electrodynamic problem
The geometry of the electrodynamic problem, shown in Fig. 2.3, is as follows:
a linearly polarized plane wave is incident on a sphere with radius a. The incident
electric and magnetic fields are expanded into an infinite series of vector spherical
harmonics. Several factors determine the expansion coefficients and choice of vector
spherical harmonics for the scattered fields and the fields inside the sphere: the
spherical expansion of the incident field, the orthogonality of the vector harmonics,
finiteness at the origin of the sphere, and the boundary conditions at the sphere
interface.
FIGURE 2.3. Mie scattering geometry.
Normal modes





















where e and o are the even and odd forms of the vector spherical harmonics, and
the superscript (3) indicates that the radial dependence of the generating functions
for those vector spherical harmonics is from the first spherical Hankel function h
(1)
n ,
whose form in the far-field corresponds to an outgoing wave.
The vector spherical harmonics ~Mn and ~Nn are the electromagnetic normal
modes for spherical particles. Full expressions for these may be found in Bohren
and Huffman.[24] In general, the scattered field is a superposition of these modes,
weighted by the scattering coefficents an and bn. There are two types of normal modes
for each order n. One has no radial magnetic component; these modes correspond to
plasmon resonances in metal spheres, so we call these the electric modes. The other
has no radial electric field component; these modes correspond to eddy currents in
metal spheres, so we call these the magnetic modes.[27] The “natural frequencies” for
a scattered field described purely by either an or bn alone are in general complex, so
these are often called “virtual modes.” However, sometimes the imaginary part of a
virtual mode’s frequency is negligible compared to the real part, and thus the real
parts are approximately equal to the real frequencies of the incident electromagnetic
waves. For example, the particle dipole is dominated by a1. The summation index n
gives the order of the partial wave: 1 is the dipole, 2 is the quadrupole, etc.
The angle-dependent functions in the vector spherical harmonics (which we will
not examine closely here) have a notable consequence: the higher order angular
functions have alternating positive and negative components in the backscattering
direction, but always have positive components in the forward scattering direction.
As a result, larger spheres scatter primarily in the forward rather than backward
direction. This, in part, is the reason sunsets are red: the larger particles scatter the
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red colors of sunlight primarily forward, while the smaller particles scatter the blue
colors in all directions.
Scattering coefficients
So far, the electrodynamic description has not involved the permittivity of the
particle and its surroundings explicitly. These permittivities enter into the solution
via the scattering coefficients an and bn. Assuming the permeabilities of the particle














where x = ka is the size parameter and m = np/nm is the relative refractive index
(the ratio of complex particle index np and real surrounding medium index nm). The
functions ψn(ρ) = ρjn(ρ) and ηn(ρ) = ρh
(1)
n (ρ) are Riccati-Bessel cylindrical functions,
and the prime indicates differentiation with respect to the argument. Note that an
and bn vanish as m approaches unity. This is reassuring: no particle, no scattering.
Scattering and extinction cross sections













(2n+ 1)(an + bn), (2.13)
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and
σabs = σext − σsca. (2.14)
The cross sections are calculated by first calculating the coefficients an and bn
using recurrence relations of the Bessel functions. It is common to normalize a
particle’s optical cross section by its physical cross section: this is the scattering
or absorption efficiency. These efficiencies can be greater than one.
It is worth reflecting on the meaning of an efficiency greater than one, because
this implies that particles can absorb more than the light incident upon them. This
result may seem strangely unphysical, until one considers that metals perturb the
incident electromagnetic field. The field lines of the Poynting vector are deflected by
and converge near the sphere, and therefore the sphere absorbs light which would
have simply passed by in the geometric optics picture.[24] Thus there is nothing
inherently unphysical about an absorption efficiency greater than unity, so long as
one remembers that the intuitively-familiar geometric optics is just an approximation
of a richer theory.
We can likewise apply the wave perspective to reflection and refraction, the
geometric optical behavior of bulk matter. According to the Ewald-Oseen extinction
theorem, an incident wave is completely extinguished inside a medium. The
superposition of secondary scattered waves generates reflected and refracted beams.
Thus, reflection and refraction are scattering phenomena at their core.
Permittivities
With the electrodynamic problem fully specified, we are now confronted with
the material problem. The question is what form of the permittivity to choose for
the particle and its surroundings. The surroundings are simple: generally a particle
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is embedded within some homogeneous material (for example, air or water), which
is well-described by its bulk permittivity. In high permittivity media, the particle
polarization is reduced because the medium polarizes as well. This decreases the
surface charge and thus the restoring force at resonance, redshifting the resonant
frequency. This is why particles are sensitive to sub-wavelength changes of the
permittivity in their environment, and leads to many applications in refractive
index sensing and monitoring. Inhomogeneous permittivity environments, such as
mixed matrices or substrates, can be treated to first order by choosing an averaged
permittivity based on the permittivities and volume fractions of each component.[27]
For particles, the bulk permittivity is often a reasonable starting place; a good
rule of thumb is that bulk values are appropriate for bodies larger than about
10nm diameter.[24] For smaller particles, size-dependent effects emerge as various
characteristic length scales in the material problem (e.g., electron mean free path
or Fermi wavelength) become commensurate with particle size. These types of size
effects are called intrinsic, and reflect the failure of bulk permittivities to describe
very small particles.
Intrinsic size effects arising from various length scales
The first characteristic length scale, the electron mean free path, describes the
average distance free electrons travel in a material prior to collision; in silver, this
is 52nm. For small particles, the electron mean free path becomes constrained by
the particle boundary.[24] Additional collisions with the particle surface must then
be included in the Drude model damping constant, and because collisions will be
proportional to the particle radius, the permittivity winds up with a size dependence
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proportional to 1/R. The 1/R dependence leads to broadened absorption spectra
with lower peak heights as particles become smaller.[27]
The second characteristic length scale, the Fermi wavelength of the electron,
softens the abrupt interface between the imagined metal particle and dielectric
environment. This “spill-out” or “smear-out” of charge density at the interface lowers
the energy of the surface plasmon peaks for small particles, because the mean electron
density averaged over the particle volume is decreased. The resonant wavelength of
silver particles may deviate from Mie theory for particles smaller than 5nm diameter,
and the width of the resonance may be affected for particles smaller than 10nm.[27]
A more rigorous description of this “smear-out” effect is given by the
hydrodynamic model of material response. The response is called spatially dispersive
or nonlocal, meaning that the polarization at a given spatial point is influenced by
the microscopic interactions over a volume surrounding the point. These interactions
are accounted for by treating the electrons as a fluid, which is described by a charge
density, fluid velocity, and pressure. The electron pressure term accounts for both
Pauli exclusion and the Coulomb interactions between electrons. The hydrodynamic
model doesn’t account for specific quantum effects such as tunneling, but recently
some groups have made an effort to include quantum corrections.[28–30]
While the classical model of the electron response assumes that charges occupy
an infinitesimal sliver at surfaces, the hydrodynamic model allows the charge density
to spread out. The degree of this spread is described by a nonlocality parameter β,
proportional to the Fermi velocity. Depending on whether the charge density tends to
spread further into the bulk region inside the particle or into the region surrounding
the particle, the resonances may either blueshift or redshift, but the typical effect
for a single particle, particle dimer, or nanoparticle-film system is to blueshift the
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plasmon resonance from its local counterpart, and to reduce the field enhancement
factor.[31] The most dramatic plasmon resonance shifts occur for gap distances below
5nm,[32, 33] but the enhancement factor can be reduced at larger gap sizes (such as
10–70nm), before a noticeable plasmon shift occurs.[34]
Analytically, the hydrodynamic model involves treating the longitudinal modes
as well as transverse modes, and thus it introduces a new boundary condition.[31]
This means that the Mie problem is completely reformulated at the geometric level,
making it inconvenient to incorporate the hydrodynamic model into extended Mie
theories.[35, 36] Other numerical implementations are also challenging, because the
problem involves spatial variations on the angstrom scale but also requires a domain
size on par with the wavelength of the light. For this reason, it is typical to use finite
element or finite difference methods which allow for nonuniform meshing.
The hydrodynamic model usually results in small shifts of resonant wavelengths.
We describe it here to acknowledge the breadth of theoretical and computational
options for the problem of scattering and absorption by small particles, but will focus
on the classical Mie theory in this dissertation in an effort to glean as much physical
insight as possible from the normal mode picture.
Extrinsic size effects
Larger particles also have size-dependent response, but not as a consequence
of inappropriately assuming bulk permittivities. For particles with radii larger
than their skin depths, the interior of the particle will be shielded from incident
fields. As a result, the quasistatic approximation no longer holds for radii between
about 10–100nm (when the size parameter x = ka no longer obeys x << 1).
Being an electrodynamic description, Mie theory accounts for this retardation of
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the electromagnetic wave across the particle surface. Retardation is an example of
an extrinsic size effect; that is, it arises only because of the relationship between the
particle size and the light wavelength, and requires no adjustments to the permittivity.
The main consequence of retardation is that the dipole absorption peak redshifts
and broadens for larger radii. As particles become large, the quadrupole resonance
comes into play and even can overcome the dipole contribution at a certain size.
Octopole resonances emerge for even larger particles and the dipole resonance can
become negligible. These effects can each be seen in Fig 2.4. Even as the absorption
spectra evolve, the dipole can still dominate the extinction cross section because the
dipolar scattering dominates.[27]
FIGURE 2.4. Mie extinction spectra of silver spheres with varying sizes.
As particle radius becomes larger, the longer-wavelength dipole peak and
shorter-wavelength quadrupole peak each redshift and broaden. Note the emergence
of an octopole peak for the 100nm radius particles.
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Shape effects
The bulk permittivity is perfectly usable for particles large enough for extrinsic
size effects to arise. However, it may be necessary to adjust permittivity in order to
account for constraints imposed by small dimensions other than the particle radius;
for example, in geometries containing nanoscale gaps or sharp features. In those cases,
one may need to account for nonlocal effects despite the large sizes of the bodies in
the system.
So far, we have considered only spherical particles. However, nanoparticles in the
laboratory are often only approximately spherical. It is important to understand the
effects of deviations from sphericity in order to make sense of experimental results.
Ellipsoids are a natural starting place, both because spheres are a special case and
because the full spectrum of ellipsoidal shapes is broad, ranging from discs to needles.
Because Mie theory is built on spherical symmetry, it is necessary to return
to the quasistatic approximation and construct shape-dependent polarizabilities for
ellipsoids. Though this comes at the expense of including retardation effects, it does
help to build an intuition for how trends in particle shape may affect observed spectra.
As we move from spheres to ellipsoids, axial symmetries drop away, degeneracy is
lifted, and eigenmodes can be calculated for each axis. The particle shape is described
by depolarization factors Li with i = a, b, c describing each axis. Two of these factors
are independent, while the third is constrained by a sum rule
∑
Li = 1. These
depolarization factors also determine the electric polarizability along the principal
axes of the ellipsoid. The depolarization factors occur in the denominator of α and
thus result in different resonances along each axis for an ellipsoid.
The orientation of the particle with respect to the light polarization determines
the strengths of each mode. Both redshifts and blueshifts relative to the spherical
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modes can result depending on the particle aspect ratio. For a collection of randomly
oriented identical ellipsoids, the distinct modes can produce a more structured
spectrum. However, if instead there are a distribution of eccentricities, this structure
can wash out into a broad multipeak spectrum.
To illustrate, it is helpful to look at the absorption cross sections averaged over























where ε is the relative permittivity of the particle and its surrounding medium, k
is the wave number in the medium, and v is the volume of the particle. For negative
ε′; e.g. in metals, there can be large differences in the magnitudes of these cross
sections. Consider the magnitudes of the prefactor (the term in brackets) for spheres,
needles, and disks of equivalent volume. In silver at 425nm, the ratio between the
prefactors is 1.68 : 1.32 : 2.03. At 500nm, the ratio is 0.42 : 1.10 : 2.01. In both
cases the scattering cross sections are quite different depending on shape. Silver is
more sensitive to shape effects than gold because its ε′′ is smaller than gold, and thus
its cross sections are affected more by changing shape.
21
Computational approaches
Because Mie theory is applicable to many fields, and because the solution is
relatively easy to code (after all, Gustav Mie performed these calculations without
a computer), there are a multitude of software packages written by scientists in a
variety of languages. Many are based on the BHMIE program provided in Bohren
and Huffman.[24] In this dissertation, I use the Python packages MiePy ([37]) and
Py GMM ([38]) to solve simple Mie and generalized Mie problems (for particle
aggregates).
2.4. Particle ensembles
While Mie theory is helpful for analyzing the behavior of individual particles, it
does not tell us how to treat particle ensembles. Ensembles will often have spectra
different from their individual components. There are several main causes: first,
polydispersity of spherical particles; second, deviations of particles from sphericity,
and third, particle aggregation. We have already discussed deviations from sphericity.
In this section, we examine the nature of coupling between metal particles and
describe how normal modes hybridize in a prototypical two particle aggregate. Then,
we consider the effects of aggregation in samples of uniform spheres. Finally, we
comment on how to calculate optical spectra in samples containing aggregates, which
will incidentally also solve the problem of polydispersity.
When particles within ensembles aggregate, they may interact via Coulomb
forces. For this reason, in order to understand the behaviors of aggregates, it is helpful
to consider the problem of particles interacting in their near field as coupled harmonic
oscillators. Then, we can better understand specific aggregate configurations which
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will arise in this dissertation and build up a set of heuristics that will prove to
be helpful for qualitative interpretation of optical spectra. We then consider the
arrangement of these aggregates in order to appreciate the complications that can
arise due to the proximity of aggregates to one another. Finally, we can consider the
polydispersity of the individual particle constituents and how that may impact the
various types of aggregates and classifications of aggregated matter.
Mode hybridization in particle dimers
A hybridized coupled mode response arises from interactions between individual
plasmonic modes. Individual resonances, when coupled, split into two new resonances
which have different energies than either of the individual resonances. The magnitude
of this splitting depends on the energetic overlap (detuning) of the individual modes;
greater spectral overlap (small detuning) leads to larger splittings.[39] The coupling
mechanism in plasmonic systems is the Coulomb near-field interaction. Coupling is
thus stronger when particles are in close proximity.
To illustrate a simple coupled system, we investigate a particle homodimer; that
is, two closely spaced particles of equivalent shape and size. For linear polarizations,
the dipolar plasmon mode can split into 1) the low energy (“bonding”) mode which
contains end-to-end aligned dipoles, producing a large induced dipole and strong far-
field coupling, and 2) the high energy (“antibonding”) mode in which dipoles point
in the opposite direction, resulting in a small or zero induced dipole. These modes
are illustrated in Fig. 2.5. Dipolar modes are radiative, so the lack of the net dipole
in the antibonding mode means this is a dark mode - it does not scatter (at least
appreciably) to the far field and is thus not experimentally detected.
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FIGURE 2.5. Polarization-dependent bonding modes for plasmonic dimers.
The transverse (antibonding) mode (left) blueshifts while the longitudinal (bonding)
mode (right) redshifts relative to the single particle resonance.
Hybridized spectra are sensitive to changing particle size, spacing, and
orientation. This is illustrated in Fig. 2.6 for a system of orientationally-
averaged homodimers, which indicate larger peak splitting for increasing R/d. In
coupled sphere dimers with controllable spacing, this scaling of the resonance has
been exploited to develop “plasmon rulers” which can measure distance at the
nanoscale.[18] For dimers consisting of nonspherical particles (such as ellipsoids or
nanorods), orientation effects are pronounced; both blueshifted or redshifted spectra
occur for particle pairs in different relative orientations, analogously to coupling
between excitons on chromophores (J and H aggregates).[40]
Ensemble configurations
The behavior of particle ensembles depends on the typical dimension d of the
structures involved relative to the incident wavelength. When (d/λ) ≤ 10−2, the
material can be considered to be relatively homogeneous, and effective medium
theories may be used to find an average permittivity describing the system. Above
that limit (which is equivalent to the quasistatic approximation), scattering becomes
important. Particles then may “feel” the fields scattered from nearby particles. Waves
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scattered from many particles may interfere, and the details of the interference will
depend on the precise topology of particles on the surface.
(a) Homodimer geometry
(b) Absorption spectra for quasistatic homodimer
FIGURE 2.6. Mode splitting in plasmon homodimers.
Silver homodimers with radii R and center-to-center separation d are embedded in a
uniform environment with n =
√
εd = 1.25. Spectra are calculated in the quasistatic
approximation with three dimensional orientational averaging following Kreibig and
Vollmer.[27] Peak splitting increases for increasing R/d.
Ensembles of particles may configure themselves on surfaces in a variety of
ways, ranging from regular arrangements to complete statistical disorder. Ensembles
are generally described by an average volume filling factor f = Vparticles/Vsample.
However, if the microscopic configurations cause local deviations of the filling fraction
relative to the overall sample, then the utility of f will be limited. According to
Oseen, the coherent geometric optical properties (such as the specular reflectance)
are proportional to f 2, while the incoherent diffuse scatter depends on the local
deviations (floc − f). There is no hard and fast rule to decide when to consider
particles as independent scatterers. Mischchenko et al. suggest that particles are
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independent if their size is on the order of the wavelength and if their separation
satisfies d > 4R.[41] Otherwise, one must consider the multiply scattered (or diffuse)
component of the incident radiation appropriately.
Aggregate configurations
Kreibig and Vollmer classify particle ensembles based on how particles cluster
into aggregates and how densely the resulting aggregates are packed.[27] These
classifications are shown in Fig. 2.7. Discrete aggregate shapes can be useful to
consider when modeling random collections of small aggregates. Considering the
behavior of heterodimers, chains, ordered arrays, and compact aggregates can produce
some rules of thumb with which to understand assemblies in ensembles.
FIGURE 2.7. Classifications of aggregated particles.
(A/B): Individual particles are sparsely (A) or densely (B) arranged and in full
statistical disorder with no aggregation. Effective media are often sufficient to
describe these cases.
(C): Particles cluster into aggregates, but there is no interaction between
aggregates. Both exact and statistical approaches may be used to calculate
ensemble cross sections.
(D): Particles cluster into densely packed aggregates, which interact with one
another. A spectral effective medium description may be useful if individual
aggregates can be treated in the quasistatic approximation.
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Heterodimers
We have already discussed the simple homodimer configuration. A step beyond
this is the heterodimer, in which one particle has a different size, shape, or material
than the other. Coupled dimers of the same material and size (homodimers) have
dark antibonding modes, but heterodimers formed of particles of different material
and/or different size can make those modes bright.[42]
Chains
Dimer coupling effects are amplified by increasing the number of particles that
can affect each neighbor. For example, in chains of spherical particles, the individual
particle modes again split into longitudinal and transverse modes (Fig. 2.8) depending
on how the incident polarization is aligned relative to the chain.[43] If particle
diameters are a quarter of the incident wavelength, these can further split into in-
phase and opposite-phase modes. As more particles are added to the chain, the
magnitude of mode splitting increases (Fig. 2.9) up to a certain point, beyond which
the magnitude saturates as subsequent particles cannot be impacted by the near-field
of their farthest neighbors.[26]
(a) Longitudinal modes redshift.
(b) Transverse modes blueshift.
FIGURE 2.8. Schematic of longitudinal and transverse modes in particle chains.
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FIGURE 2.9. Mie extinction spectra for chains of 40nm radius silver particles.
Peak splitting increases as the number of particles in the chain (indicated in the
legend) increases. Chains with edge-to-edge spacings of 5nm (dashed curves) are
redshifted further than those with spacings of 10nm (solid curves).
Ordered arrays
A regular array is another way to increase the number of particle-particle
interactions, enabling narrow collective resonances to emerge from dipolar[44]
or quadrupolar[45] mode coupling. Various degrees of freedom (particle size,
interparticle spacing, and relative orientation) may be manipulated to change the
frequency and width of the plasmon line shape. Generally, fine control over these
degrees of freedom is accomplished by fabricating arrays using lithographic or ordered
assembly approaches.
Compact aggregates
Compact (non-linear) aggregates such as trimers, quadruplets, quintuplets,
and other shapes don’t result in a decomposition into longitudinal and transverse
dipolar modes; instead, they result in multiple modes which are sometimes excited
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simultaneously and are therefore not easy to resolve. Sometimes peaks stemming
from different modes can be separated in measurements by changing the angle and
polarization of the incident light.
Highly symmetric aggregates may act as small ordered arrays. In such
structures, interference between different modes can lead to Fano resonances, which
are particularly useful in sensing due to the high figures of merit resulting from
narrow line shapes.[46] The ability to tailor the line shapes of hybridized modes
which stem from specific aggregate shapes has led to the concept of plasmonic
“meta-atoms” or “metasurfaces” whose effective permittivities and permeabilities
may be manipulated to produce highly controllable response.[47] This concept can
be extended beyond the solid state, since three-dimensional aggregates whose optical
properties are independent of orientation may be dispersed in liquids or amorphous
solids.[48]
Rules of thumb
With these examples under our belt, we can enumerate a few rules of thumb for
predicting the influence of various aggregate types on optical spectra. In general, peak
splitting is largest for chains, and smaller for more compact structures. Compact,
nearly spherical aggregates can have a single peak structure similar to a spherical
particle of equal size. The dipole mode contributes most to peak splitting, but higher
multipoles become more influential for larger particle sizes.
Analytical and numerical approaches
There are several approaches to calculating the optical spectra of different
aggregates. We have already discussed particle dimer coupling under the quasistatic
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approximation. However, it is known that this approximation can underestimate peak
shifts for dimers.[49] Therefore, we want to extend our understanding of coupling to
include retardation effects and multipoles.
The generalized Mie theory (GMT) is used to calculate the response of small
aggregates beyond the quasistatic approximation. First, the particle polarizability
αi is calculated using Mie theory, including multipoles and retardation, and allowing
for different sizes and materials for all particles. The aggregate shapes and sizes
are set by the coordinates of each particle (which are not allowed to touch or
overlap). Coupling fields between particles are given by the retarded near-field
solutions of scattered Mie fields from all other particles. The spectra of nonlinear
“prototypical” particle aggregates consisting of particles on square grids have been
calculated systematically using the generalized Mie theory and correlated with optical
measurements of randomly deposited particles.[43, 50]
The GMT approach can be combined with morphological statistics to calculate
optical spectra in cases when aggregate are not too closely spaced (e.g. Case C in
Fig. 2.7). The procedure again begins by calculating the αi for various aggregates
in the Mie theory. These can be added with weightings based on the distribution of
aggregate shapes and sizes in the overall sample, which can be gleaned from electron
microscope images. Such a statistical approach collapses what would otherwise be a
large numerical problem into a set of small problems. When sufficient morphological




The statistical approach to treating particle aggregates also treats the problem
of polydispersity. In this case, the overall cross section of the sample is calculated
by weighting the contribution of each particle according to its abundance; that
is, averaging over the particle size distribution. In general, as the FWHM of the
size distribution increases, the structure of distinct multipoles in optical spectra
are smeared out. For small particles, the dipole mode will dominate the resulting
broadened spectra; for large particles, the quadrupole mode will dominate. This
approach is called the size-distributed Mie theory and has been used to solve
the “inverse problem:” estimating particle size and shape given their optical
spectra.[51, 52] If the size distribution is particularly broad, calculating spectra in
this way may prove to be too time consuming.[41]
For narrow size distributions, polydispersity can be partially accounted for by
calculating a single extinction spectrum for the mean particle size. For R << λ,
absorption is proportional to (kR)3/k2, and scattering to (kR)6/k2. So the broad size
distributions for extinction are dominated by the largest particles (which are heavily
scattering). Thus the appropriate mean size for extinction spectra should be obtained
by averaging R3 if absorption dominates (small aggregates) but by averaging R6 if
scattering dominates (large aggregates).[27]
By considering how particles interact with one another within aggregates and how
aggregates interact in larger configurations, we can interpret the spectra of a wide
variety of sample geometries. The quasistatic approximation, generalized Mie theory,
and size- or shape-distributed Mie theory are good examples of numerical methods
which are closely linked to sample morphology. They can thus provide excellent
phenomenological insight and help unravel the contributions of different particle
31
shapes and sizes, and different modes within those particles, to the optical spectra.
Additional approaches such as a semianalytical multipolar coupling approach[45], or
a polar or singular representation of coupled multipolar resonances[53] yield similar
insights, but are more complicated to implement. Finally, finite element methods
produce results which are very faithful to experiment, but this faithfulness can come
at the expense of providing phenomenological insight. For this reason, we primarily
use the generalized Mie theory and size-distributed Mie theory in this dissertation.
2.5. Particle-substrate interactions
The presence of a substrate, whether metal or dielectric, can also affect the
particle plasmon resonance. For a particle otherwise surrounded by a uniform
permittivity, a nearby substrate whose permittivity differs from the homogeneous
surroundings will perturb the particle’s dielectric environment and cause its resonance
to change and shift in several ways. This substrate effect can be understood using
several theoretical frameworks, and the changes in resonance frequencies calculated
using analytic but approximate effective medium approaches, or numerically but
exactly using a variety of computational approaches. We discuss these frameworks
below.
Effective medium approach
The effective medium approach is a helpful, albeit approximate, way to
understand interactions with dielectric substrates. Typically, a substrate will have a
higher index than the surroundings. This increases the effective index of the particle
environment and leads to a redshift of the plasmon resonance. A simple treatment is
therefore to replace the permittivity of the particle environment with a homogeneous
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permittivity, averaging between the substrate and surrounding medium:
εe ≈ 1/2(εm + εs) (2.18)
where the subscripts m and s refer to the embedding and substrate media,
respectively. It is easy to add one more step of sophistication by noticing that the
particle is not embedded half within the substrate, but may be more or less surrounded
by the substrate material due to the substrate’s surface roughness. This suggests a
weighted effective index approach:
neff = ξ ∗ nm + (1− ξ) ∗ ns (2.19)
where ξ is an empirically-determined weighting factor.[54] These simple effective
index approximations, though not quantitatively precise, leverage the Mie theory’s
conceptual separation of permittivity from the exact electrodynamic solution, are
simple to incorporate into calculations, and can be qualitatively helpful in interpreting
spectra.
Image charge approximation
The effects of either dielectric or metal substrates may also be understood
through an image charge approximation. The particle plasmon interacts with its
own image of surface charges, screened by a factor of (εs− 1)/(εs + 1).[55] The image
charge and particle interact via a Coulomb potential, redshifting the overall resonance
relative to the independent particle. As permittivity increases, the image interaction
and thus redshift increase, scaling linearly with εs.
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The coupling strength for different modes is determined by charge localization
at the substrate. Modes with their surface charges located close to the substrate will
redshift more than those whose surface charges are located far from the substrate.
Thus, the redshift will be greatest for a dipole oriented perpendicular to the surface.
For light incident at an angle onto particles on high permittivity substrates, the
small peak shift for s- and large peak shift for p- polarized spectra can manifest as a
polarization-dependent color change.[56]
Image interactions can be particularly dramatic for particles on metallic films,
separated from conductive contact by nanometer-scale spacers. For polarizations
parallel to the film, the induced image cancels the dipole, and no scatter is observed
in the far field; for polarizations perpendicular to the film, the induced image couples
resonantly to the dipole and far-field scattering is observed with a peak dramatically
redshifted (from about 540nm to 670nm for a gold particle on a gold film) from
the individual nanoparticle resonance on a dielectric substrate.[57] The redshift is
consistent with interactions in nanoparticle dimers illuminated with light polarized
along their symmetry axis. Incorporating the nanoparticles into a Kretschmann-
configured surface plasmon resonance measurement results in a high sensitivity to
very small thickness changes in the spacer layer, which in aqueous environments
could enable Angstrom-scale distance measurements.
Mode hybridization picture
The effective medium and image charge approaches, while convenient, obscure a
deeper way to understand particle-on-substrate system: the symmetry of the dielectric
environment is broken by the substrate. The broken symmetry lifts the degeneracies
between plasmon modes, allowing them to mix. The multipolar coupling due to
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symmetry breaking can be understood qualitatively using a plasmon hybridization
picture.[58]
In an isotropic environment, a nanosphere has a 3-fold degenerate dipole
resonance. When placed on a substrate, these split into two resonances: the first is a
dipole oscillating perpendicular to the surface (D1, Fig. 2.10a), while the second is a
dipole oscillating parallel to the surface (D2, Fig. 2.10b), which is two-fold degenerate.
The nanosphere also has a 5-fold degenerate quadrupolar mode, which splits into
three orthogonal modes with different surface charge distributions: Q1 is oriented
perpendicular to the substrate (Fig. 2.10c), Q2 results in a charge distribution with a
greater interaction strength than Q1 (Fig. 2.10d), and Q3 has the weakest interaction
strength of all (Fig. 2.10e).
At the interface, the surface charges induced on the substrate are similar for
the vertically-oscillating dipole D1 and the quadrupolar mode excited by 45 degree
incident light (Q2, though with the opposite charge distribution than that illustrated
in Fig. 2.10d). The substrate thus mediates an interaction between these modes.[59]
The quadrupole-like result of this hybridization has a dipolar component that allows
far-field radiation, whereas the original quadrupolar mode is not necessarily bright.
The hybridization of modes results in a peak splitting, which depending on the details
of the system may or may not manifest as individually resolvable peaks; instead, the
hybridization may simply serve to broaden the existing vertical dipole peak. This is
especially true for lower permittivity substrates, in which the plasmon mode broadens
into an anomalous “spoof” plasmon.[56] This hybridization picture is essentially the
same for dielectric and metallic substrates.
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(e) Third quadrupole mode
FIGURE 2.10. Nanoparticle-film mode hybridization picture.
Broken symmetries in other plasmonic systems have been shown to mix the
multipolar modes within a single particle, modifying the resonant frequency of the
system and changing how those modes couple to the far field.[60] For example, the
quadrupolar plasmon modes of small particles are optically dark (that is, they cannot
be excited from or radiate to a free space plane wave), but they can become bright
in the presence of a substrate as they hybridize with the radiative dipolar mode.
Hybridization regimes: dependence on the thickness of the metal film
For metallic substrates, the particle plasmons can additionally hybridize with
surface plasmon polariton modes of the metal, behaving similarly to the Fano-
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Anderson impurity model in condensed matter physics in which a discrete mode
(in this case the particle plasmon) interacts with a continuum (the metal band
structure or surface plasmon polariton band).[61, 62] In this case, the nanoparticle
plasmon resonances can redshift or blueshift depending on the relative energies of
the nanoparticle plasmon and surface plasmon polaritons. Thus, when illuminating
with different light polarizations, there is nearly no substrate effect for the s-
polarization.[56]
There are three interaction regimes in the particle-plasmon and surface-plasmon
hybridization (“tunable impurity”) picture. First, when the film is much thicker than
the nanoparticle diameter, the effective film continuum lies above the particle plasmon
resonance. Here, the hybridization results in strong energy splittings. The image
approximation is a valid description of this scenario. The second regime occurs for
film thicknesses on the same order as the particle diameter. In this case, the particle
plasmon lies within the surface plasmon continuum. The plasmon density of states
at ω = ωp is reduced, thus the hybridization is weaker, and the weak hybridization
results in a broadening of the discrete nanoparticle plasmons. Finally, for films much
thinner than the particle diameter, the nanosphere plasmons are at a higher energy
than the film continuum. A resonant virtual state emerges, which is primarily a
film plasmon state which can be understood as an incomplete image response to the
nanoparticle plasmon. The energy of this state depends strongly on the thickness of
the metal film, with the energy decreasing as the film thickness is reduced. The thick,
intermediate,[63] and thin[61] regimes have each been studied experimentally.
The mode hybridization picture, image charge approximation, and effective
medium approach are each helpful frameworks for different material combinations
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and size regimes. We will couch our discussion of substrate effects in the appropriate
framework each time we encounter them in the following chapters.
2.6. Summary
Armed with a physical intuition for light-matter interactions in nanoparticles, we
return to the question we began with: how can we tune the optical response of silver
nanostructures to specific colors in the visible range? In Chapter III, I investigate a
chemically deposited silver system in order to understand how very different optical
properties can emerge from films with macroscopically similar but microscopically
different morphologies. In Chapter IV, I simulate the response of monodisperse silver
nanospheres near flat metal films, in order to predict how system morphology can be
manipulated to tune optical resonances. Finally, in Chapter V, I build and measure
these systems, demonstrating that silver particles near silver metal films can achieve
a predicted resonance in the green.
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CHAPTER III
MORPHOLOGICAL DRIVERS OF VARIABLE EXTINCTION IN SILVER
AGGREGATE FILMS
The experimental work in this chapter was done by Shikhadeep DeFazio and
Yevgeniy Krasnitsky. I performed all data analysis, modeling, and writing.
Chemically deposited metal nanoparticle films have been employed in
applications ranging from sensing[11, 64, 65] and catalysis[66, 67] to efficiency
enhancements for photodetectors[68, 69] and solar cells[70]. Chemical deposition
processes can produce a range of film morphologies with varying levels of particle
aggregation, from isolated single particles to compact and extended aggregated
islands to percolated structures. Different applications take advantage of the unique,
morphology-dependent electromagnetic excitations these films can support, such as
individual particle plasmon resonances[69] or spatially localized modes stemming from
multiple scattering in dense configurations of randomly located particles.[11] Because
experimenters excite and detect these electromagnetic modes optically, the advantages
they offer can only be harnessed if their optical properties are thoroughly understood.
Robust models have been successfully developed for the extinction and
scattering of nanoparticle films with various levels of aggregation. Monodisperse
particle ensembles with no aggregation are adequately described by Mie theory.[27]
Polydisperse ensembles can be handled using a size-distributed Mie model, treating
aggregates containing only a few small particles (radii between 2nm and 10nm)
as uniform spheroids under the Mie-Gans model.[51] Highly symmetric aggregates
consisting of a few small (less than 5nm radius) identical particles can be treated
in the quasistatic approximation as coupled dipoles, while aggregates of up to ten
40nm radius single-particle constituents have been modeled using the generalized
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Mie theory.[43] However, films comprising large, polydisperse particle ensembles and
irregular aggregates of nonidentical constituents cannot be modeled using any of these
approaches alone.
In this chapter, I consider the extinction of silver island films grown via electroless
deposition methods. Samples with identical deposition conditions nevertheless
exhibit very different extinction line shapes. In order to understand how those
variations in line shape arise from differences in microscopic morphologies, I analyze
particle size distributions, aggregate configuration, and island coalescence for a
range of films. These quantities serve as inputs for a size-distributed Mie model
constrained by aggregation information. The model can both explain the features
of optical extinction spectra and yield physical insight into their dependence on film
morphology, and thus aid in employing films in practical applications. I find that
extinction line shape is described well by the size-distributed Mie response of round
particles, with broadening stemming from an increase in both average particle size
and polydispersity.
3.1. Deposition and characterization of Tollens films
Deposition of silver nanoparticle films
Silver nanoparticle films with a range of surface coverages were grown using
a modified Tollens reaction.[71] Glass microscope slides were cleaned by soaking in
piranha solution (a 1:3 ratio of hydrogen peroxide to sulfuric acid) for at least 30
minutes to remove organic contaminants. Substrates were then coated with a solution
containing 40% (vol/vol) poly(methyl methacrylate) (PMMA), 40% anisole, and 20%
ethanol, by spin coating at 3000rpm for 60 seconds and curing at 180◦C for 6 minutes.
For the purposes of a different experiment, the PMMA was doped with Rhodamine
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6G dye at a concentration of 6.022 ∗ 1011molecules/square cm. The dye produces an
extinction peak at about 530nm which is both spectrally distinct from and far weaker
than the aggregate response, and thus only visible for the two lowest filling fraction
samples.
PMMA-coated substrates were soaked for at least 1.5 hr in a glucose reducing
agent (0.6%wt glucose in ultrapure 18.2MΩ-cm water), which is maintained at 6◦C
using a temperature-controlled water bath. A Tollens reagent (5mL of 10%wt aqueous
silver nitrate, 0.5g of 0.5%wt sodium hydroxide, and 1.5g of 10%wt ammonium
hydroxide) was added to the chilled glucose solution under mechanical stirring.
Maintaining low temperatures during the reaction allows for smaller particles to form,
while mechanical stirring slows the particle growth rate compared to sonication.[72]
As the reaction begins, the solution color changes from clear to yellow. The
initial color change occurs only after the reagents are well-mixed, allowing for
homogeneous nucleation of silver nanoparticles which results in narrow particle size
distributions.[72] During the 10–30 seconds following the initial color change, the
color evolves from light to bright yellow as particles grow rapidly.[73] Finally, the
color evolves to brown and then gray over time scales of minutes as particles slowly
aggregate[72, 74] and deposit on substrates. At the desired deposition time, measured
from the initial color change, samples were removed from the solution and rinsed with
ultrapure water and ethanol to stop the reaction. Silver particles were removed from
one side of each substrate by swabbing with a 20% hydrochloric acid solution, then
the samples were rinsed again with ethanol and allowed to dry. After drying, samples
were stored in an inert nitrogen environment to avoid oxidation. We made 2–10
samples for each deposition time between 5 and 60 minutes in 5 minute increments.
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Structural characterization via SEM
To measure the number and size of nanoparticle aggregates on PMMA, we imaged
samples using an FEI Quanta 200 FEG variable pressure SEM. Ten scans were taken
over different areas for each sample. Typical image sizes were about 1024x880 square
pixels with 6nm/pixel scale factors for lower deposition times and about 512x440
square pixels with 14nm/pixel scale factors for higher deposition times.
Image analysis was performed in MATLAB using both built-in image processing
algorithms and user-contributed programs. First, built-in image processing scripts
were used to correct uneven background illumination and maximize contrast. To
remove noise from substrate charging without eroding the smallest nanoparticles,
images were thresholded by brightness using an interactive user-contributed script.[75]
The resulting boolean images, representing a two-dimensional projection of the three-
dimensional film, were used to calculate the surface coverage, ζ, defined as the ratio
of white pixels to total pixels in the image. Surface coverage calculated in this way
has an approximate maximum error not exceeding 0.01.[73]
Extinction measurements
Ultraviolet-visible extinction (UV-VIS) spectra were collected in air on an Agilent
8453 spectrophotometer over a 350–750nm range, using a glass slide as a blank sample.
In order to correct for a small (1%) intensity drift which may be due to the instrument
source or electronics, three spectra were averaged for each sample. Repositioning
error during this process is not a concern, because the spot size of the sampling
beam averages over a large sample area. Peak and shoulder positions were extracted
from smoothed spectra and their second derivatives using PeakUtils, a peak detection
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algorithm in Python.[76] In the following section, we examine the variability of these
extinction spectra, and explore how that may be driven by film morphology.
3.2. Variation in extinction line shapes
The line shapes of extinction spectra typically depend on silver surface coverage;
however, some samples of the same surface coverage demonstrate very different line
shapes, as shown in Fig. 3.1. Low surface coverage samples typically have clearly
distinguishable, high intensity dipole peaks and lower intensity quadrupole peaks,
while higher surface coverage samples tend to have a distinct, intense quadrupole
peak and a broad, weak dipole shoulder. We dubbed these line shapes and the
samples which produce them α and β, and classify samples by their relative peak
intensity, ∆I = Idipole− Iquadrupole. We define α samples as having positive ∆I (dipole
dominance) and β samples as having negative ∆I (quadrupole dominance). Line
shapes do not transition smoothly from α to β types as surface coverage increases;
instead, beginning at a surface coverage of about 0.2, sample line shape cannot be used
to reliably infer surface coverage or vice versa. The transition between α and β line
shapes occurs between surface coverages of 0.2 and 0.4, corresponding to deposition
times between 20 and 30min. Deposition times below and above the transition time
range result in exclusively α and β samples, respectively.
While α and β spectral categories can be easily identified by eye using ∆I ; we
sought to better quantify these categories using the peak width and position, which are
more directly driven by morphological details. The positions, intensities, and widths
of the dipole and quadrupole peaks were extracted by fitting spectra with a single or
double Lorentzian model using LMFIT, an open-source least-square minimization and
curve fitting program in Python.[77] When peak width is plotted against position,
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as shown in Fig. 3.2, natural groupings of α and β emerge in the long-wavelength
dipole resonance. The α dipole peak redshifts and broadens over a wider range
than for β samples, whose dipole widths and positions are less dependent on surface
coverage. This suggests that α samples offer superior optical tunability using the
dipole resonance. The quadrupole resonance, by contrast, shifts and broadens rather


































FIGURE 3.1. Extinction line shape variation in Tollens films
(a) Dipole-dominant α and (b) quadrupole-dominant β type normalized extinction
line shapes, offset vertically for clarity and colored by sample surface coverage. Each
curve is labeled with its surface coverage. The small peak at ∼530nm is due to the





















FIGURE 3.2. Defining Tollens sample groups by peak position and width.
The α and β samples naturally group when peak width is plotted against position.
Note the redshift and broadening of the dipole peaks, which is more pronounced in
α samples.
We hypothesize that the line shape variations arise from differences in the
microscopic morphologies of the α and β samples. In order to test this hypothesis, we
analyze the microscopic morphologies of Tollens films and build an extinction model
based on the results.
3.3. Microscopic morphologies of Tollens films
The morphologies of films resulting from the Tollens process can range from
dilute islands to collections of aggregates to fully percolated and even semicontinuous
films.[73] These very different morphologies require some common index for
comparison; one such parameter is the surface coverage. Critical values of the surface
coverage are used to describe morphological transitions of physical consequence; for
example, surface enhanced Raman scattering reaches a maximum efficiency when
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the density of hot spots peaks, this occurs at surface coverages corresponding to the
percolation threshold.[11]
Aside from this simple surface coverage measurement, Tollens films are
characterized by several other characteristic length scales. These include the 25nm
monomer radius, which is independent of film growth time, and the average island
radius which increases from about 30–200nm as growth proceeds.[73] While these
characteristic lengths are reproducible from batch to batch, both particle nucleation
and deposition onto the substrate are random. This leads to samples which have
statistically similar global morphologies (averaged across hundreds of square microns)
but variation in morphologies at the microscale. Especially for relatively low surface
coverage films, these microscale variations may have a large impact on film optical
response. In the next section, we quantify these microscopic morphologies by
analyzing island shape.
Island shape analysis procedure
Islands were defined based on their connectivity in boolean SEM images using
the following procedure. First, particles touching the edges of the image were
removed to discount partial islands. Then, a 2-sigma Gaussian blur was applied
to smooth pixelation effects at island borders which lead to spurious perimeter
measurements. Finally, islands were identified as white pixels sharing an edge (4-
connected definition), and a built-in image analysis routine tabulated properties such
as area, perimeter, and centroid. Examples of raw SEM images and their thresholded,





(b) Beta SEM (a) Alpha SEM
FIGURE 3.3. SEM of alpha and beta samples with similar surface coverage.
SEM of samples with similar surface coverage in the crossover region: (a) α,
ζ = .301 and (b) β, ζ = .306. Top row: raw SEM; middle row: filtered SEM with
Gaussian blur; bottom row: islands colored by the estimated number of particles in
each aggregate. Scale bars are 2 micron wide.
We assume that individual islands contain a number Np of round particle
constituents, which may be coagulated (not touching) or coalesced (fused together by
additional growth at their boundaries). Single round particles (Np = 1) are assigned
by their circularity, defined using fcirc = 4πA/p
2 where p is the island perimeter.
Islands with fcirc ≥ 1 are classified as single round particles. Theoretically, round
objects should have a maximum circularity of 1, but due to MATLAB’s perimeter
algorithm, the round particles in our dataset sometimes had circularities just greater
than 1.
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Islands which are not round must be further classified by the number of round
constituents Np. This requires an additional particle-counting and assignment step.
To assign aggregates of Np > 1, we identify their round particle constituents via
island edge curvature using MATLAB’s built-in circular Hough transform method
(imfindcircles). The minimum radius is set to 5 pixels (the imfindcircles lower limit),
which for for α samples corresponds to about 30nm. This digitally-defined single-
particle unit is on the same order as the previously-observed 25nm fundamental
monomer grain size (mean particle size at early deposition times).[73] Constituent
particles are assigned to their host aggregates by matching the center position of a
given constituent circle to the island containing that pixel position.
Discussion of morphological results
In the bottom row of Fig. 3.3, SEM images have been colored by Np, revealing
that the β sample at this surface coverage (ζ ∼ 0.25) has larger round particle
constituents, fewer total islands, fewer round islands, and more aggregates than the α
sample. Overall, β samples appear more highly aggregated than α samples, suggesting
that a morphological transition driven by particle aggregation may underpin the
observed line shape variation.
In order to compare the size of round islands and multiple-particle aggregates,






1/2 where ai is the distance
of each pixel from the island center of mass.[78] The average Rg ranges from about
25–175nm for nanoparticle films ranging in surface coverage from 0.06 to 0.52. A
crossover between α and β categories occurs between surface coverages of 0.2 and 0.4,
when average Rg jumps up and the slope of both Rg(ζ) and island area A(ζ) increases
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(Fig. 3.4). During this crossover, β samples have small area yet large Rg compared
to α samples because β islands are less compact.




















































FIGURE 3.4. Average island morphologies versus surface coverage.
Average (a) gyration radius and (b) area for all islands.
To understand how islands aggregate as ζ increases, we track fp = Np/Ntot,
the ratio of islands with a given number of constituent particles Np to the number
of total islands. This is plotted in Fig. 3.5. Round islands (Np = 1) dominate in
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all samples, making up more than half of α islands. The round island population
decreases monotonically until ζ = 0.3, when it levels off. Dimers (Np = 2) increase
quickly from about 5% to 20% of all α islands as ζ increases from 0.05 to 0.25.
Meanwhile, large aggregates (Np ≥ 3) increase slowly, overtaking dimers by about
ζ ∼ 0.26. In β samples, dimers are always outnumbered by large aggregates (including
the large, irregular aggregates which cannot be assigned a specific Np). Based on these
population statistics, we hypothesize that the round island majority should dominate
the α extinction response for low ζ, with greater contributions from dimers and larger


































FIGURE 3.5. Individual island shape trends with surface coverage.
The fraction of all islands populated by a given aggregate number for (a) all
samples, (b) α samples only (filled shapes), and (c) β samples only (unfilled
shapes). Round islands are identified as N=1.
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Estimation of aggregate quality of fit
The constituent assignment process allowed us to easily detect three types of
spurious fits: 1) circles with centers outside an eligible host island, 2) aggregates fit
by only a single circle, and 3) aggregates with no identifiable circular constituents.
These spurious fits generally seem to stem from aggregates with large Np, whose
constituents suffer a loss of definition due to the thresholding process required to
procure a binary image. Therefore we include them in the Np ≥ 3 count. The total
fraction of aggregates affected by spurious fits was only about 5% for α samples but
sometimes up to 35% of β samples.
We further estimate aggregate quality of fit by calculating the fraction fA of




Ap is constituent particle area and A is aggregate area. The aggregate is fit well
by its constituents if fA ∼ 1. We find that fA drops as Np increases, because
the imfindcircles method only detects constituents contributing to an aggregate’s
edge curvature. The fractions of aggregates which come within 10% or 20% of
complete coverage are shown in Table 1. Excluding poorly covered aggregates does
not appreciably affect how Np trends with surface coverage, even though nearly 70% of
large aggregates are not within 10% of perfect coverage. This robust island statistics
is thanks to the large number of islands measured per sample (1000-6000) and small
number of large Np aggregates. We therefore do not restrict our analysis to any
particular fA range.
In this section we explored film morphology and discover that α samples comprise
mostly round islands. To test our hypothesis that round islands dominate the α
extinction response, we simulate the extinction of those samples based on the numbers
and sizes of only the round islands in each.
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TABLE 1. Fraction of aggregates with number of constituents Np deviating from





3.4. Size-distributed Mie extinction simulation procedure
Mie extinction was simulated with the open-source Python program MiePy,[37]
based on the Mie code by Bohren and Huffman,[24] using tabulated values for silver
permittivity from Johnson and Christy.[25] We included up to 10 multipole orders.
Effect of a substrate on particle extinction
To account for the presence of a substrate, which is known to redshift particle
resonances, we embedded particles within an effective index environment of n=1.25,
chosen by averaging the indices of the air environment and the PMMA-glass
substrate.[27] The following explains our choice of effective index.
Spectra for Tollens films with a coverslip redshift and broaden
We measured 15min deposition time Tollens samples on PMMA with and without
a coverslip and index matching fluid of n=1.516. In order to calculate the peaks and
peak shifts, we fit the resulting spectra to a model of two Lorentzians on a falling
exponential background, as shown in Fig. 3.6. The dipole resonance shifts by about
55nm while the quadrupole shifts by about 60nm.
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FIGURE 3.6. Lorentzian fits to Tollens samples with and without a coverslip.
Samples without a coverslip (left) have two distinct peaks which redshift and
broaden when a coverslip is added (right).
Calculating an empirical effective index term by matching simulation to data
An empirical effective index term is given by neff = ξ ·nmedium + (1− ξ)nsubstrate
where ξ is an empirical weighting term.[54] In order to estimate ξ, we simulated
the 15 minute Tollens samples as monodisperse samples. For simplicity, we chose to
use a single effective radius corresponding to the peak of the lognormal particle size
distribution for the other 15 minute deposition time samples in our dataset. The
results of choosing ξ equal to 1, 0.5, and 0 are shown in Fig. 3.7. Simulations with
an n=1 effective index environment (left) do not agree with the data, but simulations
with an n=1.25 effective environment (center) do agree. On the right is a simulation
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using an n=1.5 environment and the data for samples with cover slips, which show
that the radii chosen are a reasonable proxy for these samples.
FIGURE 3.7. Choosing an empirical refractive index offset term.
Extinction of two 15min Tollens samples without a coverslip (top and bottom rows)
are compared to simulations of a single 52nm particle radius and a uniform
refractive index environment of n=1 (left) and n=1.25 (center). Simulated spectra
with n=1.5 are compared to data for the same samples with a coverslip (right).
While the effects of substrates on particle resonance can be complex,[79, 80]
monodisperse simulations support the use of a simple effective index, which allows us
to proceed with a descriptive Mie model rather than relying on alternative simulation
techniques which may produce more accurate results but obscure the underlying
physics.
Generating particle size distributions
To isolate the effects of round particles on sample response, we simulate
extinction by calculating the size-distributed Mie response of samples with aggregates
excluded. The response of an ensemble of particles is modeled as a linear combination
of the single-particle response; that is, σtot =
n∑
i
σi(Ri), where σ can be the extinction,
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absorption, or scattering cross section. This model assumes negligible particle-
particle interactions through near-field coupling or far-field multiple scattering. This
assumption is known to be valid when particle sizes are on the order of the wavelength
or larger and are separated by distances more than about four times their radii.[41]
In our films, neither condition is met; however, we retain this assumption for the
purposes of testing an aggregate-excluded Mie model against the real extinction of
these films.
We extracted particle size distributions for Mie simulations from MATLAB
image analysis results. While particle sizes were log-normally distributed with
aggregates included, they were skew-normally distributed with aggregates excluded.
The log-normal distribution is commonly used to describe particles grown under
homogeneous nucleation conditions. The distribution can be derived using kinetic
arguments for particle formation, assuming that particle growth and destruction
times are normally distributed and that particle sizes are not restricted to a specific
minimum or maximum. This growth model does not account for particle aggregation
and coalescence, yet the log-normal distribution is a good fit for our samples with
aggregates included. However, because the distribution is derived from a particle
formation model, tampering with particle sizes after formation, for example by
sieving, can result in deviations from linearity on a log-log plot of particle size and
abundance.[81] Excluding aggregates from our simulation sample is a digital form of
such sieving, and while it does not significantly affect the distribution mode, it does
narrow the overall width by removing the long tail at large Rg.
To allow any arbitrary surface coverage to be simulated, distribution parameters
(shape, location, and scale) were plotted against sample surface coverage, and curves
of best fit (linear or quadratic where appropriate) were calculated for each parameter.
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For α samples, the mean and variance of skew-normal versus log-normal distributions
were indistinguishable, but the skew-normal fits outperformed the log-normal fits for
all other parameters. For β samples, neither distribution yielded reliable trends with
surface coverage; thus, we simulate only the surface coverage range and concomitant
size distribution parameters for α samples.
To model α samples, the distribution parameter fits for a given surface coverage
were used to generate a particle ensemble. Since the skew-normal distribution allows
negative particles, these were forced to be positive. At most 1% of particles required
correction, so we do not expect this process to introduce bias toward smaller particles.
The extinction cross section was calculated for each particle in the ensemble and
summed to simulate the overall sample. Ten ensembles were generated for each sample
surface coverage.
3.5. Comparing measured and simulated extinction spectra
Mean simulated Mie spectra are compared to UV-VIS spectra of comparable
surface coverages (including both α and β samples) in Fig. 3.8. Line shapes at small
ζ have a strong dipole peak and weak quadrupole shoulder. As ζ increases, the dipole
peak redshifts and broadens and the quadrupole peak begins to emerge, increasing in
intensity until it overtakes the dipole intensity at about ζ ∼ 0.2. Finally, the dipole
broadens until it is barely distinguishable by ζ = 0.4. The bulk of the qualitative line
shape behavior, including the transition from α to β line shapes as quantified by ∆I ,
































FIGURE 3.8. Simulated versus measured Tollens extinction spectra.
Extinction of silver nanoparticles (a) simulated using Mie theory and (b) measured
via UV-VIS spectroscopy. Traces are colored and ordered by surface coverage from
bottom to top, normalized to their maxima and offset for comparison. The small
peak at ∼530nm is due to the Rhodamine 6G dye and is not included in our peak
finding algorithm.
The reproduction of the α–β transition in simulations is especially clear when
considering the dipole width-position relationship (Fig. 3.9). The width-position
slope for measured α samples matches simulated samples for ζ < 0.2 (dashed lines).
However, simulated peak widths jump up abruptly for ζ > 0.2, where the slope
of simulated samples (dotted line) is much flatter than other measured α samples
(dashed) and similar instead to the slope of measured β samples (solid line).
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FIGURE 3.9. Tollens extinction peak positions and widths
(a) Measured (squares) and simulated (circles) α extinction dipole peak position
and width, colored by surface coverage increasing dark to light. Error bars indicate
the standard deviation of ten Mie simulation trials for each sample. Small gray
triangles indicate measured values for β samples.
Three sample archetypes emerge
The α samples appear to cluster into 3 distinct groups (a, b, and c) based
on their simulated dipole peak and width characteristics. These groups can also be
observed in the mean and variance of the round particle size distribution; distributions
are shown in Fig. 3.10 and extracted mean and variance are shown in Fig. 3.11.
Group statistics are summarized in Table 2. The similarity amongst samples within
a group indicates that the chemical deposition process is highly reproducible before
the transition surface coverage range.
58
0 20 40 60 80 100





















FIGURE 3.10. Round particle size distribution for alpha and beta samples.
Round particle size distributions for α samples grouped by their optical extinction
line shape (colors) and β samples (black) in the same surface coverage range as
group c. Darker curves correspond to the mean size distributions for those groups

















FIGURE 3.11. Mean and variance of Tollens round particle size distributions.
Peaks and widths of round particle size distributions for α samples.
As ζ increases, particle size becomes larger and more disperse, causing the
dipole peak to redshift and widen due to inhomogeneous broadening. The α group c
size distribution closely resembles the mean β size distribution for the same surface
coverage range. This causes the simulated α group c extinction to resemble measured
59
β extinction. This suggests that the bulk of the line shape variation may be explained
solely by the round particle size distributions.
TABLE 2. Morphological and optical characteristics of alpha samples, grouped by
surface coverage.
Group a b c
Surface Coverage range 0.07 - 0.09 .15-.18 .24-.37
Deposition Time (min) 5 10 15-30
Simulated dipole position (nm) 403± 2 425± 2 460± 20
Simulated dipole width (nm) 32± 3 62± 4 128± 8
Rg mean (nm) 27 38 49
Rg variance (nmˆ2) 71 100 234
Redshifts due to aggregation and substrate effects
There is a persistent redshift between measured and simulated films. This
redshift may be due to particle-particle coupling, elongated aggregates, or more
complex substrate interactions. To estimate the magnitude of the redshift that
may be assigned to particle-particle coupling in different aggregate configurations,
we analyzed the statistics of two-particle aggregates (dimers). The single-particle
resonances of such dimers, especially in α samples, are predicted to couple together,
resulting in a splitting of the coupled mode resulting in a dipole redshift.[39]
Within the dimer population, we calculated dimer spacing as s = d−2Rg, where
d is the center-to-center distance between particles and Rg is the average radius of
gyration. About 70% of dimers in α samples have s ≤ 0, indicating that they are
fused or partially stacked out of plane. The remaining 30% of dimers are separated.
Their average size and spacing varies by their α grouping as indicated in table 3.
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TABLE 3. Radius of and spacing between dimer constituents for fused and separated
dimers.
Group R1 (nm) R2 (nm) s < 0 (nm) s > 0 (nm)
a 51± 8 46± 7 −14± 11 12± 10
b 61± 9 53± 9 −22± 13 11± 7
c 78± 13 68± 16 −28± 17 13± 12
Separated dimers have redshifts increasing as spacing decreases following a 1/s3
relationship.[82] Preliminary simulations using the Generalized Mie theory indicate
redshifts of 75nm for particles with 40nm radii and 10nm spacing. However, a
universal scaling law for separated silver dimers suggests a more conservative redshift
of about 6-7nm. Simplifying fused dimers by considering them as spheroids with ratio
of long to short half-axis of ∼2, the dipole resonance along the long axis can shift from
425nm to about 600nm.[83] Dimer contributions may therefore easily account for and
even exceed the observed redshift, which ranges from about 30nm to nearly 60nm.
Substrate effects stemming from dipolar or multipolar coupling between a particle
and its own image charge likely contribute within a 5-30nm range.[80, 84] The specific
redshift magnitude attributable to dimers considering the statistical distribution of
dimer sizes and spacings, and the magnitude due to interactions with particles and
their substrate image, are topics of future investigation.
3.6. Aggregation as a primary driver of line shape variation
Here we discuss an alternative idea about the primary driver of line shape
variation. Within a type (e.g. alpha type), the round island extinction explains
much of the peak position and width trends. However, this does not adequately
explain the beta line shape. When we compare the SEM and UVvis spectra of
carefully selected samples with the same surface coverage yet different line shapes, the
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SEM looks qualitatively more aggregated for beta samples. We suspect that a well-
constructed index of aggregation for a given sample may correlate well with the alpha-
beta designation. Some possibilities include: the average interparticle separation or
average number of nearest neighbors for individual particles or for aggregate islands,
or the distributions for those entities, or a combination thereof.
3.7. Summary
In this chapter, we probe the origin of variations in the extinction spectra
of chemically deposited silver films of the same surface coverage. These greatest
variability in line shape is observed in the same surface coverage range as a
morphological transition, when large aggregates begin to outnumber dimers in the
sample. Round particles remain the dominant component at all surface coverages,
and extinction spectra simulated using a size-weighted Mie theory (and considering
only the round particles) reproduce the observed line shape transition. We conclude
that the extinction transition is driven primarily by the increasing mean and width
of the single particle size, and that the difference in aggregation between α and
β samples, while correlated with the transition, is not necessary to understand it.
However, the measured dipole peak positions are redshifted from simulations; this
redshift may arise from aggregate response, intra- island coupling, and/or substrate
image interactions.
The modified Tollens reaction described here yields reproducible morphologies
and optical response at low surface coverage, offering a simple route toward tunable
optical response. The randomness inherent to the Tollens process is tolerable and even
helpful in certain applications, such as surface enhanced Raman scattering, which
relies on near field enhancement more than spectral specificity, and random lasing,
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which relies on the random location of scatterers, a process that is not particularly
sensitive to particle size. In the following chapters, I set the Tollens system aside




TUNABLE PLASMONIC RESPONSE IN NANOPARTICLE-FILM COUPLED
SYSTEMS
In nanoparticle-film coupled systems, consisting of metallic nanoparticles spaced
nanometers away from thin metal films, light can be confined to sub-wavelength
volumes with a high degree of control. This confinement effect can be tuned across
the visible spectrum. The optical resonances of the system emerge as the charge
distributions on individual nanoparticles interact with their own image charges in the
flat film, producing hybridized modes. The resonant wavelengths of these hybridized
modes are governed by the shape and size of the nanoparticle, the choice of metals,
and the thickness of the spacer layer between the particle and flat metal substrate.
As the spacer thickness decreases, the simplest hybridized resonance redshifts with a
power law dependence (d−0.058 to d−1.2).[85, 86] Similar scaling behavior, but with an
exponential dependence, is observed in nanoparticle dimers, and has been employed
as a “plasmon ruler” to measure nanoscale distances.[18]
In this chapter, I simulate the charge distributions and resulting resonant
wavelengths of hybridized modes in nanoparticle-film systems. The goal is to
understand the physical origin of modes in the coupled system and to understand
how particle size and spacer thickness can be used to tune each resonance through
the visible range.
4.1. Coupled dipole image model
Hybrid modes in nanoparticle-film systems can be interpreted using a coupled
dipole image model. In this view, the nanoparticle plasmon and its image charge
are each understood as dipoles. P-polarized light incident at an angle can excite
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two dipole alignments. The first, called the horizontal coupled dipole (HCP) mode is
excited by the parallel electric field component, and both the particle and image dipole
align parallel to the substrate. The vertical coupled dipole (VCP) mode is excited
by the perpendicular electric field component and both dipoles align perpendicular
to the substrate.[63, 87] The HCP and VCP are shown schematically in Fig. 4.1.
FIGURE 4.1. Schematic of horizontal and vertical particle-film coupled modes.
(Left) schematic of architecture, illustrating p-polarized radiation incident at 45
degrees. (Center) schematic of vertically-coupled plasmon (VCP) mode. (Right)
schematic of horizontally-coupled plasmon (HCP) mode.
The coupled mode energies can be calculated using electrostatics. The dipole
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Since UH and UV are both negative, both the HCP and VCP have a lower energy
and thus redshift relative to the nanoparticle dipole resonance; that is, the image
dipole acts to dampen the particle dipole in both cases. The dipole-dipole interaction
becomes weaker with increasing separation (scaling as 1/r3), so the coupled mode
redshift is largest for the smallest separations. As r changes, the relation UV = 2∗UH
implies that the energy shift is faster for the VCP than the HCP.
This coupled dipole picture allows us to form expectations for observations. First,
the HCP should be measurable at both normal incidence and at larger angles, but the
VCP should only be measurable for off-incident angles and p-polarized light. Second,
the charge arrangement of the HCP is effectively quadrupolar, while the VCP is
effectively dipolar. Consequently, the HCP should have a lower scattering efficiency
than the VCP. Finally, in the VCP, the particle dipole can interact with the image
dipole only through near-field interactions, which are strongest for small separations.
In contrast, the HCP particle dipole can interact radiatively with the light scattered
by the image dipole. This interaction can occur over greater distances, so the HCP
should be measurable at greater spacer thicknesses than are required to observe the
VCP.
Many authors use this simple dipole coupling model as a guide to understand
experimental results; however, more complex behavior is also observed. For example,
large particles support multipoles which in turn excite multipolar images, and
all of these modes can couple under off-normal incidence p-polarized excitation.
Also, particle scattering and dielectric spacers can help to overcome the wavevector
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mismatch which normally prevents surface plasmon polariton (SPP) excitation on flat
films in free space; thus the presence of spacers can allow LSP-SPP coupling. We will
guide our discussion of coupled modes using the coupled dipole model, and discuss
additional complications as they arise.
4.2. Simulating nanoparticle-film coupling via the boundary element
method
In order to evaluate the tunable wavelength range of nanoparticle-film (NP-film)
systems, we simulate various combinations of flat film material and thickness, spacer
film thicknesses, and particle material and sizes. We simulate particles interacting
with substrates (either dielectric or metal) using a boundary element method. The
boundary element method (BEM) assumes that all objects consist of homogeneous
and isotropic permittivities and are separated by one another and their environment
by abrupt interfaces.[88] Because only these boundaries, and not the full simulation
volume, need to be discretized, the BEM has modest memory requirements and
reasonable run times compared to finite element methods.[89] For simulations of
layered systems, the layer structure is divided into a grid, within which the Green
functions are tabulated. These pre-tabulated Green functions are used in subsequent
simulations (for different wavelengths) to save simulation time. Though the BEM is
a numeric approach, it calculates surface modes which can be easily visualized. Thus,
results can be interpreted in a way consistent with the hybridization description of
plasmon-image charge interactions.
We use the Metal Nanoparticle Boundary Element Method (MNPBEM) Toolbox,
an open-source boundary element method program in Matlab.[88] Our simulation
geometry consists of a metal nanoparticle in vacuum sitting atop a dielectric spacer
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layer and a flat metal film, which in turn rests on a thick glass substrate (Fig. 4.2). The
primary simulation parameters are nanoparticle radius a, spacer thickness td, metal
film thickness tm, the angle θ0 of incoming TM radiation, and the permittivities εi of
each constituent. We take the substrate and spacer to each have a constant refractive
index of 1.5. In all simulations, the nanoparticle boundary was located 1nm above
the spacer layer to ensure that none of its vertices were inadvertently assigned the
permittivity of the spacer layer.
FIGURE 4.2. Nanoparticle-film system simulation geometry.
Particle of radius a and permittivity εm is separated by a spacer layer of thickness td
and refractive index 1.5 from a metal film of thickness tm and permittivity εm and
illuminated with p-polarized light incident at angle θ.
The following parameters control the simulation resolution and time: the number
of vertices v in the nanoparticle mesh, the number of points in the z-direction nz,
which sets the z-resolution of the simulation, the wavelength resolution ne, and the
wavelength resolution neg in the tabulated layer Green function. All simulations use
v = 144, nz = 30, ne = 2.5, and neg = 10. To test these simulation parameters,
we simulated a model system to compare to published results which also used the
MNPBEM Toolbox. The model system contains a gold nanoparticle, spacer, and
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gold film. Figure 4.3 shows excellent agreement between our calculations and the
literature result.
(a) Results from Reference [90]. (b) Scattering and extinction spectra simulated using
MNPBEM.
FIGURE 4.3. Verifying MNPBEM simulation parameters.
We verify simulation parameters by comparing to published results. Simulation
architecture consists of a 80nm Au nanoparticle spaced 4–5nm from a 100nm Au
film by a spacer with refractive index 1.7. P-polarized light is incident on the
structure at a 65 degree angle. There is good agreement between our simulations
and published results.
4.3. Understanding the features of simulated spectra
We simulated silver nanoparticles with radii ranging from 20–60nm, on spacer
layers in a realistic thickness range of 5–30nm, atop a flat metal film either 50nm
or 100nm thick, excited by a TM polarized plane wave incident at either 0 or 45
degrees. To illustrate typical simulated extinction and scattering trends, we examine
the R=30nm AgNP on a 50nm Ag film at normal and 45 degree incidence (Fig. 4.4).
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(a) Extinction, normal incidence (b) Extinction, 45 degree incidence
(c) Scattering, normal incidence (d) Scattering, 45 degree incidence
FIGURE 4.4. Spacer thickness effect on simulated spectra.
Layered sample contains a 30nm radius silver nanoparticle above a 50nm flat silver
film, separated by a spacer layer of index n=1.5 and with thicknesses (in
nanometers) denoted in the legends. The Mie spectrum of a 30nm radius silver
nanoparticle in a homogeneous index n=1 environment is shown for comparison
(dashed line).
At normal incidence, there are two extinction peaks (Fig. 4.4 (a)). The shortest
wavelength peak (360nm) is relatively stationary with changing spacer thickness,
while the long wavelength peak redshifts (from 380–425nm) as the spacer becomes
thinner. The dipole resonance for the isolated nanoparticle lies between the two
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hybridized peaks, at 367.5nm. Another resonance emerges at 465 nm for thin spacers
at 45 degree incidence (Fig. 4.4 (b)).
Scattering spectra (Fig. 4.4 (c) and Fig. 4.4 (d)) are similar to the extinction
spectra for short wavelengths; however, a number of additional peaks emerge in the
red which have no equivalent in the extinction spectra. These ripples are most intense
for thicker spacer layers and off-incident illumination, and are greatly diminished
if the ground plane thickness is increased to 100nm. The small intensity, spectral
coincidence for normal and 45 degree incidence, and harmonic nature suggests that
these are higher order hybrid modes potentially enabled by multipolar coupling; i.e.,
the interaction of an image charge with a multipolar particle charge distribution.
As particle size increases, all peaks shift toward the red (Fig. 4.5). In this
way, different nanoparticle radii enable access to different spectral ranges. As spacer
layer thickness decreases, longer wavelength peaks tend to redshift more than shorter
wavelength peaks. This implies that, at fixed particle size, some resonances will be
more tunable than others. We next turn to assigning these resonances to specific
modes.
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FIGURE 4.5. Effect of nanoparticle radius on nanoparticle-film extinction.
Silver nanoparticles with 20–60nm radii are spaced from a 50nm silver film by a
5nm spacer layer. Radiation is incident at 45 degrees.
4.4. Assignment of simulated resonances
To better understand the nature of each simulated resonance, we calculate the
nanoparticle charge distributions as well as spatial maps of the electric field at each
resonance. We consider a AgNP-PMMA-Ag layered system with a 30nm radius
particle, 5nm spacer, and 50nm film. The scattering and extinction spectra at normal
and 45 degree incidence are shown in (Fig. 4.6). The 372.5nm, 410nm, and 465nm
resonances are indicated by dashed vertical lines.
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FIGURE 4.6. Simulated extinction and scattering: 30nm AgNP and 5nm spacer.
Resonances at 362.5, 410, and 465nm are indicated by vertical dashed lines.
The 372.5nm resonance has a quadrupolar charge distribution, as can be seen
in Fig. 4.7 (b). The quadrupole is asymmetric, with a large field strength and
charge pileup directly underneath the particle while the rest of the particle has a
dipolar field pattern. Of the three resonances, it has the strongest field strength in
the spacer region (Fig. 4.7 (g)). This resonance is stronger at normal incidence, as
indicated by the field strength and also by the peak height in Fig. 4.6. The mode
is mostly absorptive; the absorption cross section (not shown) exceeds the scattering
cross section by a factor of two. This is sensible; the quadrupolar mode is dark,
but because of the asymmetry, the upper part of the particle acts as a weak dipole.
This mode can be interpreted as a hybridized plasmon mode stemming from coupling
between the quadrupolar particle plasmon and the dipolar image plasmon.[91]
The 410nm resonance has an asymmetric dipolar charge distribution, which is
again strongest at the bottom of the particle (Fig. 4.8 (b)). This leads to a moderate
field strength in the spacer, which on average is slightly higher at 45 degree incidence.
The image of the particle is clearly seen in the x-component of the electric field profile
(Fig. 4.8 (e)). This mode has the highest scattering efficiency of the three modes.
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The overall scattering and absorption are strongest at normal incidence rather than
45 degree incidence. Due to these factors (dipolar charge distribution, high scattering
efficiency, and apparent image dipole), we assign this mode to the horizontally coupled
dipole mode (HCP).
The 465nm resonance (Fig. 4.9) is quite different at normal versus 45 degree
incidence. At normal incidence, the charge distribution and x-component of the E-
field point to a very weak dipole. However, at at 45 degrees, the E-field distribution
is more complicated. The charge distribution looks like a nearly vertical dipole, with
a strong net charge at the bottom right of the particle and a weak opposite charge
spread out over the rest of the surface. This mode is almost solely absorptive and only
excited at 45 degree incidence. These factors support the assignment of this mode to
the vertically coupled dipole mode (VCP), because it is only observable off-incidence
and for thin spacers (strongest near-field coupling).
We have now assigned the main simulated resonances in a coupled nanoparticle-
film system. The shortest wavelength resonance at 362.5nm is most likely a
quadrupolar particle plasmon interacting with a dipolar image plasmon. The sharpest
resonance, at 410nm, appears to be the horizontally coupled dipole mode. The longest
wavelength resonance, at 465nm, is only excited at off-normal incidence and is most
likely the vertically coupled dipole mode.
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(a) 372.5nm, 0 degrees (b) 372.5nm, 45 degrees
(c) Norm, 0 degrees (d) Norm, 45 degrees
(e) Ex, 0 degrees (f) Ex, 45 degrees
(g) Ez, 0 degrees (h) Ez, 45 degrees
FIGURE 4.7. Charge distributions and field maps of a 372.5nm hybridized mode.
The layered system contains a 30nm radius silver nanoparticle, 5nm PMMA spacer,
and 50nm flat silver film. Light is either normal incident (left) or incident from 45
degrees (right). From top to bottom: charge distributions, E-field norm, E-field
z-component and E-field x-component.
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(a) 410nm, 0 degrees (b) 410nm, 45 degrees
(c) Norm, 0 degrees (d) Norm, 45 degrees
(e) Ex, 0 degrees (f) Ex, 45 degrees
(g) Ez, 0 degrees (h) Ez, 45 degrees
FIGURE 4.8. Charge distributions and field maps of a 410nm hybridized mode.
The layered system contains a 30nm radius silver nanoparticle, 5nm PMMA spacer,
and 50nm flat silver film. Light is either normal incident (left) or incident from 45
degrees (right). From top to bottom: charge distributions, E-field norm, E-field
z-component and E-field x-component.
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(a) 465nm, 0 degrees (b) 465nm, 45 degrees
(c) Norm, 0 degrees (d) Norm, 45 degrees
(e) Ex, 0 degrees (f) Ex, 45 degrees
(g) Ez, 0 degrees (h) Ez, 45 degrees
FIGURE 4.9. Charge distributions and field maps of a 465nm hybridized mode.
The layered system contains a 30nm radius silver nanoparticle, 5nm PMMA spacer,
and 50nm flat silver film. Light is either normal incident (left) or incident from 45
degrees (right). From top to bottom: charge distributions, E-field norm, E-field
z-component and E-field x-component.
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4.5. Tuning coupled system resonance to 532nm
As has already been mentioned, we would like to tune the wavelength of layered
nanoparticle systems around certain absorber and emitter ranges of interest. In
particular, 532nm is a popular laser line, and thus tuning to this region provides
an opportunity to study enhanced fluorescence in common laser dyes. We thus aim
to fabricate layered samples tuned to the 532nm range.
For silver particles on silver films, the tunability range is driven more by the
nanoparticle size than the spacer layer thickness. When varying particle radii
between 20 to 60nm, The HCP and VCP sweep over 100nm and 200nm worth
of tunable wavelength ranges, respectively (Fig. 4.5). In contrast, when particle
size is fixed at R =30nm and spacer thickness is varied between 5nm and 30nm,
the HCP covers only a 50nm tunable wavelength range (Fig. 4.4 (a)). Because
tunability is driven mostly by size, nanoparticle-film systems seeking sharp peaks
for fluorescence enhancement, sensing, or surface-enhanced optical spectroscopy are
generally fabricated using monodisperse nanospheres. Thus, we choose to fabricate
samples using monodisperse particles rather than polydisperse particle island films.
Additionally, we have seen that the HCP mode dominates the extinction
spectrum, and is accessible for both normal and off-normal incidence. Therefore,
to identify a geometry capable of accessing a 532nm resonance, our design approach
is to fix the spacer layer thickness at a moderate range and investigate the HCP
extinction peak location as we vary the nanoparticle radius. Extrapolating our
calculations, we predict that a 65nm particle radius and 5nm spacer may achieve
a 532nm resonance (Fig. 4.10). Since the resonance wavelengths of nanoparticles
deposited on substrates tend to be redshifted from their calculated scattering values
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by aggregation and substrate effects, it is likely that we will actually access the 532nm
resonance with somewhat smaller particles than our projections indicate.
FIGURE 4.10. Projected extinction resonances of layered systems.
Resonances for a 5nm spacer layer thickness and 50nm flat silver film are plotted as
a function of the silver nanoparticle radius. Dashed gray lines indicate the particle
radii projected to achieve 532nm and 632nm resonances are 65nm and 84nm,
respectively.
4.6. Summary
In this chapter, I simulated the tunability and scaling of coupled modes in
nanoparticle-film layered structures. I found that, of the three modes, the horizontally
coupled plasmon (HCP) mode is the most tunable. Additionally, I find that the HCP
mode’s spectral tunability is influenced more by particle size than by spacer layer
thickness. Simulations indicate that a 532nm resonance should be accessible using
65nm radius silver nanoparticles and a 5nm spacer layer. In Chapter V, I pinpoint
this resonance by fabricating and characterizing layered systems containing 60nm,
80nm, and 100nm diameter particles.
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CHAPTER V
FABRICATION AND CHARACTERIZATION OF NANOPARTICLE-FILM
COUPLED SYSTEMS
The coupled plasmon modes of nanoparticle-film systems can be spectrally
aligned for different functions, such as enhanced fluorescence for molecular sensing,[92]
enhanced luminescence and energy transfer in quantum dot phosphors,[90, 93] and
FRET-like energy transfer in nanoscale donor-acceptor systems.[87, 90, 91, 94]
Spectral tunability in nanoparticle-film systems is typically achieved by carefully
choosing spacer thicknesses.[33, 95] The spacer thickness (and thus resonance)
has even been modulated in-situ using pH-induced swelling of polyelectrolyte
spacers,[96] voltage-controlled electrophoretic forces in molecular layers,[85] swelling
and contracting a hydrogel,[97] and reversibly photoisomerized photochromic
molecules in the gap region.[98]
In this chapter, I discuss the range of tunability demonstrated in prior
experimental work in this area and highlight an opportunity to access the blue
and green parts of the spectrum. I then fabricate layered samples and measure
their response via angle resolved reflectance spectroscopy, in order to pinpoint the
parameters capable of producing a 532nm resonance.
5.1. Scaling and tunability of plasmonic modes in nanoparticle-film
systems
Most of the nanoparticle-film coupling literature is dominated by gold particles
on gold films.[33, 61, 85, 87, 90, 91, 93, 95–97, 99, 100] This is probably due mostly
to gold’s stability in air (as silver-based architectures are prone to oxidation and the
formation of silver sulfides)[33], and because it is easy to synthesize monodisperse
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and shape-controlled gold nanoparticles via the citrate method. An example of
the tuning ranges for 60nm gold particles on 30–50nm gold films, extracted from
literature sources, is shown in Fig. 5.1;[33, 85, 95] the studies shown achieve tuning
ranges between 540nm and 675nm. Gold nanoparticle response is generally in the
range of 550-700nm. From the perspective of application to absorption and emission
enhancement, this is beneficial for absorbers in the HeNe laser range. Tuning toward
the 532nm frequency-doubled Nd:Yag line opens up the possibility of applications
using fluorophores which absorb in the green and blue. Silver may enable tuning
into this range because its interband transitions are in the UV, unlike the visible
range transitions for gold. However, there have been comparatively fewer studies of
silver particles on either silver or gold films (notable exceptions are investigations
of monodisperse silver particles on gold films by Hu et al. ([63]) and of thermally-
evaporated silver islands on silver films by Szmacinski et al. ([94]).
FIGURE 5.1. Tuning ranges for gold nanoparticle-film systems.
Data extracted from references and power law scaling added.[33, 85, 95]
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Additionally, much of the present literature measures the response of single
particle-film systems using dark field microscopy. There are several advantages of
single particle studies as compared to ensemble measurements: first, subtle features
are not swamped by inhomogeneous contributions, and therefore resonance line widths
can be accurately measured.[63] Second, since most theoretical models and numerical
simulations are based on single nanoparticle-film systems, the comparison between
experiment to theory is direct. Third, the lack of inhomogeneous broadening for
single particle-film systems is essential in applications requiring high quality factors
(narrow line widths). On the other hand, single-particle measurements are more
expensive and cumbersome. More importantly, averaging over many single particle-
film systems can yield a more robust and universal gap-dependent response, precisely
because monodisperse nanoparticle preparations are never exactly monodisperse.
Thus, measuring single particle-film response with a changing spacer thickness can
yield misleading gap-response information as the individual systems may each contain
particles of differing sizes.[96]
For these reasons, we seek to measure the ensemble-level gap-dependent response
of nanoparticle-film systems containing silver nanoparticles. We fabricate samples,
characterize their geometries, and measure their off-incidence ensemble reflectance.
We compare measurements to simulations, using differences between the two to
understand the impact of practical experimental conditions on gap-dependent
response. Finally, we develop a material system tuned to the 532nm green laser
line.
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5.2. Fabrication of nanoparticle-film systems with nanometer polymer
spacers
We fabricate nanoparticle-film systems by evaporating silver on glass substrates,
spin-coating PMMA spacers ranging from 2–20nm, and spin-coating silver or gold
nanoparticles suspended in isopropanol. Flat, 50–70nm silver layers were thermally
evaporated onto clean glass slides using the Angstrom Engineering AMOD physical
vapor deposition system. Pellets obtained from the Kurt H. Lesker Company served
as the evaporation source, and films were deposited at a rate of 5 Å/sec in a chamber
pumped to 2 ∗ 10−6 Torr. Next, PMMA films were spin coated atop the silver films
at 3000rpm for 60 seconds from solutions of PMMA in an anisole-ethanol mixture,
and subsequently annealed for 5min on a 180◦C hotplate. The ethanol concentration
was held constant at 20% by volume to adjust the solvent evaporation rate and allow
for the possibility of doping with ethanol-soluble dyes. PMMA concentrations ranged
from 1 - 12 mg/mL to achieve thicknesses between 2 - 20nm. Monodisperse silver and
gold nanoparticles were obtained from NanoComposix, Inc. They were resuspended
in isopropanol to a concentration of about 1011 particles/mL. Particles were dispersed
onto prepared substrates by spin coating a volume of 40µL at 2000rpm for 40 seconds.
All samples were stored in a nitrogen environment between deposition steps and after
fabrication was complete.
Silver and PMMA film thickness measurements
Thicknesses of PMMA and silver were measured simultaneously using a Woollam
variable angle spectroscopic ellipsometer. Alignment was performed at 65 degrees,
assuming a 0.5 mm sample thickness, and spectra were acquired in 10 degree
increments between 55 and 75 degree incidence angles for 1 second each. The
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fitting model assumed a glass substrate, silver film of variable thickness (initial
parameter guess: 50nm) and PMMA film of constant refractive index 1.489 and
variable thickness (initial parameter guess: 10nm). The wavelengths used for fitting
were limited to 350–800nm. While ellipsometry can be susceptible to error as it relies
on modeling, it is the fastest and least invasive thin film characterization method
available (compared to stylus profilometry, optical profilometry, AFM, or attenuated
total reflectance methods). Accurate measurements of silver film thickness is difficult,
because the measurement relies on the beam penetrating the sample, which is limited
by the skin depth of the film. However, we can independently verify the PMMA
thickness measurements via attenuated total reflectance (ATR), and use the verified
results to bolster our confidence in the fast and minimally-invasive ellipsometry
measurements.
In the ATR technique, the sample is mounted to a BK7 glass prism, in order
to excite a surface plasmon polariton (SPP) at the silver-PMMA interface using a
632.8nm laser incident at the resonance angle (Fig. 5.2a). As the PMMA thickness
increases, the SPP resonance shifts to higher angles, so locating the resonance angle
provides a measurement of a sample’s PMMA thickness.
For a system comprising a prism with permittivity ε0, a metal film of permittivity
ε1 and thickness d1, a polymer film of permittivity ε2 and thickness d2, and finally an
























The approximation is valid for k′z,2d2 << 1, which holds for d2 << λ0/(2πn2).[101]
At our operating wavelength of 632.8nm and n2 = 1.4887, the linear approximation
should strictly hold up to about 6–10nm. In practice, it appears to hold to about
20nm. Thicknesses obtained from ATR measurements agree with ellipsometry results




FIGURE 5.2. PMMA thickness measurements.
Measurements of PMMA thickness using an ellipsometer (fast and non-invasive)
differ from measurements using attenauted total reflectance (non-invasive, but slow)
by less than 1nm on average, validating the use of ellipsometry to measure PMMA
films thinner than 20nm.
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5.3. Spin-coated nanoparticle morphology
SEM images of particles spun on PMMA films on glass were acquired on an FEI
Helios SEM. Some samples (the 80nm diameter and 100nm diameter particles) were
prepared by swabbing an edge with acetone to remove PMMA, in order to expose
the underlying silver film which could then be grounded to the SEM stage using
conductive tape. The 60nm diameter particles were imaged without an underlying
silver film and so this step was omitted. Some images were cropped during analysis
in order to avoid areas of severe charging.
Samples containing 60nm, 80nm, and 100nm diameter silver nanoparticles are
shown in Fig. 5.3. Each sample has approximately 1% surface coverage. Particles
appear to be well-dispersed over the surface, with a smattering of small aggregates
typically containing 2–3 particles. Very large aggregates of particles, such as those
which form in the Tollens reaction, do not occur in these colloidal systems.
Apparent background texture
Aside from the disperse spatial distribution and small number of low-N
aggregates, we observe several other interesting features. First, the substrates in
the images of 80nm particles appear grainy, like evaporated metal films typically
appear. It is probable that this is the underlying flat silver film, perhaps visible
through the 4.7nm PMMA film due to efficient grounding. However, the underlying
substrate in the 100nm diameter images doesn’t appear grainy; either the 5.4nm
PMMA layer is more electron-opaque than the 4.7nm PMMA film, or the grounding
was less efficient for the 100nm particle samples. Second, the 100nm particles looked
as if they were partially embedded within the film - bright particles seem closer to the
surface while the dim particles appear as if they are partially embedded within the
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film. It is unclear whether the 100nm particles are in fact partially embedded. AFM
measurements would help to clarify this, by allowing simultaneous morphological and
electronic measurements using Scanning Capacitance Microscopy (SCM) or Tunneling
AFM (TUNA) in Peak Force mode.
(a) 60nm (b) 80nm
(c) 100nm
FIGURE 5.3. SEM of silver nanoparticles spun on PMMA films.
Samples have an average surface coverage of approximately 1% (9, 7, and 5 particles
per square micron, from left to right). All scale bars are 1 micron. Red circles are
individual particles identified using MATLAB.
An alternative explanation for the visibility of the evaporated silver substrate
in the image of 80nm particles is that the PMMA film is washed from the substrate
during the nanoparticle deposition process. PMMA is “conditionally resistant” to
isopropanol (IPA), which is the suspension medium for these nanoparticles. It is
possible that the short contact with the IPA during the spin coating process partially
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dissolves or softens the PMMA films. It is also possible that the IPA might dissolve
the thinner films more readily, and maybe could even wash away the thinnest PMMA
films. To investigate this possibility, one could conduct ellipsometry on a PMMA-Ag
film before and after contact with plain IPA solution using the same spin coating
methods as for nanoparticle solutions. If the thickness is larger before than after, the
IPA may indeed be damaging the PMMA films. However, the optical resonances we
measure in this chapter are consistent with the assumption that the PMMA is indeed
on the surface. Therefore, I find it unlikely that the PMMA is entirely washed away.
It may, however, be thinned by the spin coating process. Understanding whether any
partial dissolution or softening occurs in this system may provide valuable information
for understanding the morphology and optical response of samples containing 100nm
particles, which as we shall see is particularly unique.
Image Analysis
In order to estimate surface coverage and average nearest neighbor separation,
images were analyzed using MATLAB. As in Chapter III, images were thresholded and
smoothed with a gaussian kernel. Particle centroids were identified using MATLAB’s
built-in imfindcircles function, and centroid positions were used to tabulate nearest
neighbor distances for each particle.
This particle identification procedure has some characteristic problems: first,
less than 100% of particles are properly identified, especially in lower resolution
images, mostly due to the difficulty of thresholding to eliminate noise without eroding
some particles. Additionally, sometimes dimers are misidentified as single particles,
and particles within larger aggregates often aren’t detected at all. This is because
particles sometimes merge under the thresholding and filtering operations, producing
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a single non-round object whose constituents cannot be identified as individual
separated circles. Our analysis procedure may be used to estimate surface coverage
and interparticle separation, which can be used to classify a sample’s morphology
and anticipate its optical response. However, more extensive measurements and
careful analysis would be necessary to provide statistically significant morphology
information for use in modeling.
Morphological results
SEM analysis results are summarized in Table 4. The measured particle diameter
is around 10nm smaller than the size quoted by the manufacturer; this is probably an
artifact of the thresholding and smoothing process which erodes particle size. This
erosion should not appreciably affect the centroid position or the nearest neighbor
distances.
Particles can be considered to be independent scatterers (i.e. not couple with
one another via near-field) if their center-center distances are greater than about four
times their radii.[27] Thus we calculate the fraction of independent scatterers find for
which the distance to the nearest neighbor satisfies the criterion dNN > 4R. The
average nearest neighbor distance ranges between 180–270nm, and the fraction of the
distance distribution which are approximately independent, find, is in the 60–80%
range. This implies that about 20–40% of particles are members of aggregates.
5.4. Spin-coated nanoparticle extinction
To understand the nanoparticle extinction at our concentrations, we measured
the extinction of silver nanoparticles on glass substrates coated with a thick layer
of PMMA. The PMMA coating is added to create a surface chemistry consistent
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Sample 60nm Ag 80nm Ag 100nm Ag
Quoted diameter (nm) 60± 6 78± 9 102± 11
Measured diameter (nm) 46± 6 68± 6 110± 10
Quoted polydispersity 9.5% 11.6% 10.7%
Concentration (/mL) 10 ∗ 1010 5 ∗ 1010 3 ∗ 1010
Density (/µm2) 9 7 5
Surface Coverage 0.6% 1% 1%
dNN (nm) 188± 51 209± 21 262± 22
find 72% 64% 71%
TABLE 4. Morphological attributes of silver nanoparticles on PMMA.
with the full layered system, thus ensuring equivalent morphologies for nanoparticles
measured alone and in layered systems.
The extinction of 60nm, 80nm, and 100nm silver nanoparticles on PMMA-glass
substrates are shown as solid lines in Fig. 5.4. These are compared to Mie simulations
(dashed lines in Fig. 5.4) for monodisperse particles of the same size in a uniform
n = 1.49 index matrix (the chosen index is an average index to account for a substrate
effect to first order). The measured extinction peaks are redshifted and broadened
from the simulated results. The redshift is about 10nm for the smaller particles
but nearly 40nm for the 100nm diameter particles. Additionally, measured peaks are
redshifted from the manufacturer-quoted values for the absorbance of nanoparticles in
aqueous solutions (refractive index n = 1.33). The measured, simulated, and quoted
extinction peak values for these particles are summarized in Table 5.
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FIGURE 5.4. Measured and simulated extinction of 60, 80, and 100nm diameter
silver nanoparticles.
(Solid lines) Smoothed measured extinction spectra from particles deposited on
PMMA-glass substrates from solutions with 1010 − 1011 particle/mL concentrations.
(Dashed lines) Mie simulations for spheres in a refractive index environment of
n=1.49. Spectra are arbitrarily normalized for comparison.
Sample 60nm 80nm 100nm
Polydispersity 9.5% 11.6% 10.7%
Nanocomposix quote (aqueous, nm) 430 461 486
Uncovered UVvis peak (nm) 459 500 530
Covered UVvis peak (nm) 462 500 -
Redshift from NanoComposix quote (nm) 30 39 44
Simulated extinction peak (nenv=1.49) 448 489 492
Redshift from simulated peak 11 11 38
TABLE 5. Measured and simulated extinction peaks of silver nanoparticles.
The spin-coated particle resonance may be redshifted from aqueous values
because of aggregation on the substrate (leading to interparticle coupling),
inhomogeneous shapes and polydispersity of the nanoparticles, the presence of the
PVP layer on the NP surface, interaction with the substrate, or multiple factors.
If polydispersity were the main driver of the redshift, we would expect a larger
redshift and broadening for the sample with greatest polydispersity. However, the
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100nm particles have the greatest redshift while the 80nm particles have the largest
polydispersity. Thus, we conclude that the polydispersity is less influential than
aggregation, and hypothesize that aggregation and substrate effects are the primary
drivers of the observed redshift and broadening. In particular, though the substrate
effect seems to account for the bulk of the redshift, the broadening of the measured
extinction probably stems from aggregation.
The fact that we cannot uniquely determine the origin of the precise redshift
magnitude for each type of nanoparticle is not a problem: though it does prevent strict
quantitative comparison with simulation results, we can still expect the simulated
trends for spacer layer thickness and for particle size to be useful guides for layered
experiments.
5.5. Measuring nanoparticle-film coupling
To measure coupled resonances in the nanoparticle-film system, we measured
the reflectance spectra of p-polarized light incident at 45 degrees using a home-built
angle resolved spectroscopy system. Typical spectra have a noise level up to about 0.1
under 425nm due to a combination of low lamp power and grating efficiency, but from
425–750nm noise is less than 0.05. The size of the focused probe waist at the sample
is about 500µm, so this measurement averages over a large ensemble of particles on
the surface. Nanoparticle-film sample spectra were normalized to spectra of flat silver
films with PMMA coatings. Normalized spectra were smoothed and scaled to their
minima for ease of comparison.
To understand the nature of the resonance probed in this setup, we compare p-
and s-polarized illumination. An example of a typical resonance is shown in Fig. 5.5.
The p- and s-polarized measurements at 45 degree incidence are similar, confirming
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that the measured mode is not the vertically-coupled plasmon (VCP) mode, which
can only exist for p-polarization. Chapter IV revealed that the hybridized mode
(consisting of the particle quadrupole coupled to image dipole) is both weaker and
shorter-wavelength than the horizontally-coupled plasmon (HCP) mode. Since we
only observe only one mode here, it seems likely that we are measuring the HCP.
FIGURE 5.5. Example angle resolved reflectance spectra of layered samples.
Both s- and p- polarizations show a similar resonance lineshape at 45 degree
incidence.
5.6. Coupled system response: 60 and 80nm particles
Normalized reflectance spectra (under p-polarized illumination) of samples
containing 60nm and 80nm diameter silver nanoparticles are shown in Fig. 5.6. As
predicted, the layered sample resonances are redshifted from the plain nanoparticle
extinction for all spacer layer thicknesses. As the PMMA spacer layer thickness
decreases, the reflectance minimum redshifts.
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FIGURE 5.6. Coupled system reflectance spectra.
The characteristic plasmon dip of layered samples containing 60nm (left) and 80nm
(right) silver particles is compared to the inverted extinction (1− E) of the same
nanoparticles on PMMA-glass substrates (gray dashed line).
Following Mock et al., we extracted the resonance minima and fit their
dependence on thickness with a power law.[85] The power law scaling of measured
and simulated values is compared in Fig. 5.7. For 60nm particles, we can access
a tunability range of 465–510nm. For 80nm particles, we can access a 525–560nm
range, and achieve a 532nm resonance with a 13nm spacer. Samples near this critical
thickness are good candidates for enhancing emission in spacer layers containing the
laser dye Rhodamine 6G.
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FIGURE 5.7. Power law thickness dependence of layered sample resonances.
Measurements are compared to simulations at 45 degree incidence for different silver
nanoparticle diameters. Dashed lines indicate the extinction peak location for
nanoparticles on PMMA-glass substrates, and the green dashed line indicates the
target 532nm resonance.
5.7. Assessing differences between experiment and simulation
The experimental results for 60nm and 80nm particles are redshifted by about
80nm from the simulated results in Fig. 5.7. This difference is most likely due to the
aggregation and substrate effects discussed in section 5.4. In the sections that follow,
we delve into some of these possibilities.
Embedding permittivity effects
First, it is possible that the nanoparticles are partially embedded within the
PMMA. However, PMMA has a high elastic modulus, so it seems unlikely that the
particles become embedded because of their weight as they have been found to do on
soft polymers such as P3HT.[87, 100] Additionally, while SEM images in section 5.3
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seemed to indicate that the 100nm diameter particles did indeed partially embed, the
60nm and 80nm particles did not seem to show such embedding.
Second, it is possible that the surface roughness of PMMA (typically 10nm RMS,
measured via AFM on thick, flat PMMA films on glass) leads to a significant difference
in the effective index of the particle environment. The effective index would take on
a value between 1 and 1.5 based on the degree of the embedding.
Third, for small thicknesses, the refractive index of PMMA may be thickness-
dependent. An ellipsometric study of ultra-thin PMMA films spun from toluene
solutions onto silicon wafers found that while the average index of films greater than
about 40nm thickness is n=1.5, the index rises as the thickness falls, to n=1.527 for
25nm films through n=1.84 for 4.6nm films, all the way to n=1.9 for 2.8nm films
(Fig. 5.8).[102]
FIGURE 5.8. Thickness-dependent PMMA refractive index.
A thickness-dependent index formula is found using an exponential fit to the mean
refractive index values of PMMA measured by Walsh and Franses.[102]
In order to assess the impact of a higher embedding permittivity, we simulated
particles in various refractive index environments for light at 45 degree incidence.
96
First, we consider particles embedded not in a layer system but in a homogeneous
dielectric environment with effective refractive index neff = .5∗(npmma(td)+1), where
npmma(td) is the thickness-dependent index shown in Fig. 5.8. Next, we consider
particles to be fully embedded within that thickness-dependent index, such that
nembedding = npmma(td). Finally, we consider a layer structure in which the spacer
layer takes on nspacer = npmma(td), while the rest of the layer environment is air.
These, along with the simulations of 60nm diameter particles in the original layer
architecture, are shown in Fig. 5.9.
FIGURE 5.9. Measured vs simulated resonant wavelength scaling.
Simulated values use various permittivities of the embedding dielectric environment.
All simulations are for 45 degree incidence.
The layered system simulations are very similar whether the PMMA permittivity
values are taken to be thickness-dependent (orange curve in Fig. 5.9) or identical to
the bulk (pink curve). The two effective index simulations (neff = .5∗(npmma(td)+1)
in blue and neff = npmma(td) in green) have an HCP redshifted by more than 100nm
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relative to the original layered environment (pink curve). The measured data falls in
between the two effective index simulations. This suggests that some intermediate
effective index would indeed fit our data. However, this effective index would depend
on the microscopic morphology of the PMMA. As we can see, the distance between
the measured points and simulated curves is not constant with thickness. Because
the surface roughness and size/density of pinholes may well depend on the thickness,
a different effective index would conceivably need to be found for each sample.
Silver permittivity effects
The best correspondence I have found between experimental data and simulations
for nanoparticle-film systems uses a hydrodynamic model within a finite element
method to describe the response of gold nanoparticles ensembles on gold films. A
saturation of the resonance redshift with decreasing gap size, and an upper limit to
the field enhancement factor, are the main consequences of the nonlocal response
of the metal at small gap sizes.[32] The resonant wavelengths calculated using the
local and nonlocal theories begin to diverge for spacer layers under about 3nm.[33]
To make quantitative comparisons between experiment and theory, the spacer layer’s
refractive index was used as a fitting parameter. This refractive index parameter was
fit using large spacer thicknesses of 20–30nm, and the best correspondence is found for
a refractive index of 1.8, which is larger than the refractive index of the bulk spacer
material (1.77 for crystalline alumina). The spacer permittivity calculated using this
fitting was used in subsequent numerical simulations for thinner spacer layers. While
this approach is reasonable, it still relies on an empirical parameter.
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Aggregation effects
In section 5.4, we hypothesized that the broadening of measured spectra is
impacted more by aggregation than by permittivity effects. This may also be true
in the layered system. A weighted approach similar to the weighted Mie system
in Chapter III, but using the response of NP-film constituents rather than single
nanoparticle constituents, may help our model yield more quantitatively accurate
results. We would consider two main constituents: a single NP-film system with filling
factor fs and a NP-film dimer with spacing d1 and filling factor fd1. Additional dimer
terms may be added for additional spacings dn, following a distribution informed by
morphological data.
Recommendations for future simulations
For the purposes of quantitatively predicting plasmon mode tunability, it is
desirable to refine our simulation technique to achieve better quantitative agreement
with experimental measurements. Additional information about the microscopic
morphology of these samples (from AFM, TEM, and SEM) can help to guide
simulations toward a proper choice of the embedding refractive index of the particles
at the PMMA-air boundary. Likewise, more detailed knowledge of material properties
(from XRD) may yield insight into chemical composition, helping us to decide
whether to include the effects of oxide and sulfide layers, rather than relying
on the experimentally-tabulated silver permittivity values. Finally, morphological
information about particle distribution on the surface (from SEM) can help to devise
a size-distributed BEM model for sample response which may be fruitful given that
20–40% of particles may belong to aggregates.
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Additionally, as we discussed in Chapter II, the hydrodynamic model for
nonlocality introduces an additional boundary condition; thus it would seem that
boundary element methods such as MNPBEM would be incapable of accounting
for nonlocal effects. However, MNPBEM can indeed account for nonlocality
by introducing a fictitious surface layer with local permittivity around metal
nanostructures which take the bulk permittivity.[88, 103, 104] It is possible that
simulations using this fictitious surface layer to account for nonlocal polarization
response may bring simulated values into closer agreement with experiment. This is
my recommended approach for future simulations of this system.
5.8. Coupled system response: 100nm diameter particles
Samples containing 100nm diameter particles are iridescent: they demonstrate
an angle-dependent reflectance, shown in Fig. 5.10. Iridescence is an interference
phenomenon that can be caused by thin-film interference (such as in a soap bubble),
or by photonic crystal structure (such as in the structural coloration of the Blue
Morpho butterfly). Due to the particulate nature of these samples, we favored a
photonic crystal rather than thin-film interference explanation. In order to quantify
this phenomenon, I measured the p-polarized specular reflectance for incidence angles
from 30 to 80 degrees. While the measured reflectance is independent of spacer
thickness at 45 degree incidence, the resonant wavelength evolves non-monotonically
with changing incidence angle (Fig. 5.11).
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FIGURE 5.10. Iridescence displayed by 100nm particle samples.
Reflectance viewed at near-normal incidence (left) appears green. When the
substrate is tilted, the color progresses to a bluish (center) and finally to orange
(right) at grazing incidence.
FIGURE 5.11. Reflectance of 100nm AgNP layered samples.
Left: Smoothed and offset 45 degree reflectance: the grey dashed line is the
transmission spectrum of the same concentration of nanoparticles (about 3 ∗ 1010
particles/mL) on a PMMA-glass substrate. Right: Reflectance spectra demonstrate
a nonmonotonic shift as incidence angle is varied between 30 and 80 degrees.
SEM reveals that these particles are not close packed, so structural color from
a 2D photonic crystal origin is unlikely. Perhaps the color change of scatter from
different angles is due to a thin film interference effect between the scatter from the
particles and the reflected scatter from the flat silver film behind it. Or, since some
particles appear to be embedded within the PMMA film (Fig. 5.3), it may be that
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the iridescence arises from multiple scattering from different depths of particle: a
3D photonic crystal effect. However, the effect is not seen in samples without the
flat silver film, as demonstrated by the faint yellow color of the nanoparticles at the
right and left edges of the sample in Fig. 5.10, where there is no flat silver film.
Thus, a multiple scattering effect arising solely from particle embedding is unlikely.
Instead, the phenomenon must arise from interference between light scattered from
the particles at the front of the sample and the light scattered, reflected by the rear
film, and potentially scattered again.
5.9. Summary
We have synthesized nanoparticle-film systems comprising silver nanoparticles,
PMMA spacer layers, and flat silver films. We have observed, in agreement with
existing literature, a coupled plasmon mode which redshifts with both decreasing
gap thickness and increasing particle size. The optical resonance is tunable from
460nm to 560nm, by choosing nanoparticle diameters of 60nm or 80nm and PMMA
thicknesses between 2–20nm thickness. An experimentally-relevant 532nm resonance
is accessible by choosing 80nm diameter silver nanoparticles and a 13nm PMMA
spacer. Our experimental measurements exhibit the same qualitative trends as
numerical simulations, though not exact quantitative agreement. Clearly, silver poses
challenges (oxidation, sulfide formation) which do not plague gold systems. The
unpredictability of these challenges has driven many in the plasmonics community
away from silver, at the expense of the opportunity to tune nanoparticle-film systems
into the blue and green part of the visible spectrum. In this work, we have
instead accepted those imperfections and so have gained insight into the feasibility of




In this dissertation, we sought to harness small particles to produce materials
whose optical properties are easily tailored to colors in the visible range. Our goal was
to produce these materials using accessible methods, at low cost, and over large areas.
In Chapter II, we reviewed the interactions of light with small particles. We learned
that optical tunability in metallic nanoparticles is governed primarily by particle size
and shape. We also found an opportunity to control optical tunability by varying the
distance between nanoparticles and metallic substrates. In Chapter III, we focused
on depositing silver nanoparticles using a simple wet chemistry procedure, and found
that the surface coverage alone is insufficient to predict a system’s extinction line
shape. Instead, we find that the optical signature of a given sample depends mostly
on the average particle size and the width of the size distribution. In Chapter IV, we
simulated the scattering and extinction of metallic nanoparticles spaced nanometers
away from a thin metal film. We found that the system’s hybridized modes behave
differently as the spacer thickness is varied, and that the mode with the greatest
spectral tunability is influenced more by particle size than by spacer layer thickness.
This underscores the importance of using monodisperse nanoparticles in such systems.
Finally, in Chapter V, we built and measured these systems, confirming a predicted
resonance in the green for silver particles near silver metal films.
We conclude that it is possible to build tunable metal nanostructures which
cover large areas, and whose optical properties survive at the ensemble level, using
fabrication tools such as metal evaporation and spin coating which are widely
accessible to researchers. In particular, we found a route to a 532nm resonance in
systems of evaporated silver films, nanometer-thick spin-coated polymer spacers, and
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spin-coated silver nanoparticles. Such systems may be good candidates for plasmon-
enhanced emission of fluorophores which absorb in the 532nm range.
6.1. Future directions
Several loose threads remain to be investigated experimentally. Primarily,
there are two open questions about the morphology of both thin PMMA films and
nanoparticles spun atom them. First, the morphology of the PMMA layer deserves
close inspection. Our optical results suggest the possibility that particles are partly
or completely surrounded by PMMA, either due to its surface roughness or partial
dissolution or softening during nanoparticle spin coating. Atomic force microscopy,
and additional ellipsometry of PMMA thin films before and after spin coating with
a plain isopropanol solution, would clarify these open questions. Second, excellent
understanding of the spatial distribution of nanoparticles over large areas a critical
ingredient to design and simulate large-area sample behavior. In this work, we
characterized nanoparticle spatial distribution using SEM. Often, charging was a
challenge. Developing a fabrication technique for layered samples which allows for
easy access to the metal flat film would make SEM easier; for example, applying
conductive tape prior to polymer spin coating, or protecting part of the metal flat
film from the spin coating process. More and better SEM images would bolster the
existing spatial distribution data and allow for statistical confidence.
There is also an opportunity to extend this work experimentally for fluorescence
enhancement applications. The nanoparticle-film system optimized for the 532nm
range is a promising candidate for plasmon-enhanced fluorescence. A candidate model
fluorophore is Rhodamine 6G, which has been well-studied, including within PMMA
thin films, and absorbs near the 532nm line. Therefore, an immediate future direction
104
of this work would be to study the photoluminescence of layered samples containing
Rhodamine 6G. By varying the dye-containing spacer thickness, it is possible to
vary the hybridized resonance of the nanoparticle-film system to wavelengths slightly
under or over the Rhodamine 6G absorption peak. Based on literature results, I
hypothesize that overlapping the peak values will result in greatest emission. However,
fluorophores with more complicated absorption structures (stemming from different
excitation transitions) may also be interesting to study. It is possible that, rather than
optimizing peak alignment, the highest level of emission enhancement may occur
the nanoparticle-film and fluorophore absorption spectra have the greatest area of
intersection.
When designing systems for different fluorophores, we would recommend
extending the simulation methods in two ways to reach greater quantitative agreement
between simulation and experiment. First, it should be straightforward to incorporate
nonlocal effects in the Boundary Element Method using fictitious surface layers on
metal interfaces; for thin gap distances especially this may prove to produce results
which are more faithful to experiment. Second, finite element methods are a more
exact way to incorporate nonlocal effects using the hydrodynamic model. The finite
element method can validate or complement the computationally efficient boundary
element method, which can then be applied with confidence to a wide range of
geometries, either for design purposes or to understand ensembles by generating
inputs for a size-distributed BEM method analogous to the size-distributed Mie
theory.
Finally, enhancing absorption in thin polymer photovoltaic materials was an early
motivator for this line of work. It may be possible to carefully design nanoparticle-
film systems with multiple nanoparticle sizes, shapes, and materials that can be
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used together to produce hybridized resonances which span the full absorption range
of a given photovoltaic material. We note that there are relatively few studies of
nanoparticle-film systems containing photovoltaic absorbers at this time.
6.2. Closing remarks
As we have seen, myriad applications hinge on the ability to predict and tune the
optical response of silver nanostructures to specific colors in the visible range. The
nanoscience community has made great strides in designing materials with exquisite
properties, bringing these ideas to fruition by pushing the limits of nanofabrication,
and analyzing the behavior of systems at the individual particle level to understand
the limitations of physics at these dimensions and extend it accordingly. In this work,
we sought to reality-test these accomplishments by focusing on simple and practical
laboratory methods which can make the promise of tunable optical response accessible
to a wide community of scientists.
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