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ON THE MARTINGALE DECOMPOSITIONS OF GUNDY,
MEYER, AND YOEURP IN INFINITE DIMENSIONS
IVAN YAROSLAVTSEV
Abstract. We show that the canonical decomposition (comprising both the
Meyer-Yoeurp and the Yoeurp decompositions) of a general X-valued local
martingale is possible if and only if X has the UMD property. More precisely,
X is a UMD Banach space if and only if for any X-valued local martingale M
there exist a continuous local martingale Mc, a purely discontinuous quasi-left
continuous local martingale Mq, and a purely discontinuous local martingale
M
a with accessible jumps such that M = Mc +Mq +Ma. The correspond-
ing weak L1-estimates are provided. Important tools used in the proof are
a new version of Gundy’s decomposition of continuous-time martingales and
weak L1-bounds for a certain class of vector-valued continuous-time martingale
transforms.
1. Introduction
It is well-known thanks to the scalar-valued stochastic integration theory that
a stochastic integral
∫
ΦdN of a general bounded predictable real-valued process Φ
with respect to a general real-valued local martingale N exists and is well defined
(see e.g. Chapter 26 in [26]). Moreover,
∫
ΦdN is a local martingale, so by the
Burkholder-Davis-Gundy inequalities one can show the corresponding Lp-estimates
for p ∈ (1,∞):
(1.1) E sup
0≤s≤t
∣∣∣∫ s
0
ΦdN
∣∣∣p hp E(∫ t
0
Φ2 d[N ]
) p
2
, t ≥ 0
(here [N ] : R+×Ω→ R+ is a quadratic variation of N , see (4.3) for the definition).
The inequality (1.1) together with a Banach fixed point argument play an important
roˆle in providing solutions to SPDE’s with a general martingale noise (see e.g.
[12, 20, 21, 26, 37, 49] and references therein). For this reason (1.1)-type inequalities
for a broader class of N and Φ are of interest. In particular, one can consider
H-valued N and L(H,X)-valued Φ for some Hilbert space H and Banach space
X . Building on ideas of Garling [16] and McConnell [34], van Neerven, Veraar,
and Weis have shown in [37] that for a special choice of N (namely, N being a
Brownian motion) and a general process Φ it is necessary and sufficient that X is
in the class of so-called UMD Banach spaces (see Subsection 2.1 for the definition)
in order to obtain estimates of the form (1.1) with the right-hand side replaces by
a generalized square function. Later in the paper [48] by Veraar and in the paper
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[49] by Veraar and the author, inequalities of the form (1.1) have been extended to
a general continuous martingale N , again given that X has the UMD property.
Extending (1.1) to a general martingale N is an open problem, which was solved
only for X = Lq(S) with q ∈ (1,∞) in the recent work [15] by Dirksen and the
author. One of the key tools applied therein was the so-called canonical decom-
position of martingales. The canonical decomposition first appeared in the work
[54] by Yoeurp, and partly in the paper [36] by Meyer, and has the following form:
an X-valued local martingale M is said to admit the canonical decomposition if
there exists a continuous local martingale M c, a purely discontinuous quasi-left
continuous local martingale M q (a “Poisson-like” martingale which does not jump
at predictable stopping times), and a purely discontinuous local martingale Ma
with accessible jumps (a “discrete-like” martingale which jumps only at a certain
countable set of predictable stopping times) such that M c0 = M
q
0 = 0 a.s. and
M = M c +M q +Ma. The canonical decomposition (if it exists) is unique due to
the uniqueness in the case X = R (see Remark 4.2 and 4.4). Moreover, when X is
UMD one has by [51] that for all p ∈ (1,∞),
(1.2) E‖Mt‖
p
hp,X E‖M
c
t ‖
p + E‖M qt ‖
p + E‖Mat ‖
p, t ≥ 0.
In particular, if N is H-valued and Φ is L(H,X)-valued, then∫
ΦdN =
∫
ΦdN c +
∫
ΦdN q +
∫
ΦdNa
is the canonical decomposition given that N = N c + N q + Na is the canonical
decomposition, so
E
∥∥∥∫ t
0
ΦdN
∥∥∥p hp,X E∥∥∥∫ t
0
ΦdN c
∥∥∥p + E∥∥∥∫ t
0
ΦdN q
∥∥∥p + E∥∥∥∫ t
0
ΦdNa
∥∥∥p, t ≥ 0,
which together with Doob’s maximal inequality reduces the problem of extending
(1.1) to the separate cases of N c, N q and Na. Possible approaches of how to work
with
∫
ΦdN c,
∫
ΦdN q, and
∫
ΦdNa have been provided by [15]: sharp estimates
for the first were already obtained in [48, 49] and follow from the similar estimates
for a Brownian motion from [37]; the second can be treated by using random mea-
sure theory (see Subsection 2.4), which is an extension of Poisson random measure
integration theory (see [13] and [14]); finally, the latter one can be transformed to a
discrete martingale by an approximation argument, so the desired Lp-estimates are
nothing more but the Burkholder-Rosenthal inequalities (see [5, 15, 46] for details).
The canonical decomposition also plays a significant roˆle in obtaining Lp-estimates
for weakly differentially subordinated martingales. The weak differential subordina-
tion property as a vector-valued generalization of Burkholder’s differential subor-
dination property (see [7, 23, 30, 40]) was introduced by the author in [53], and
can be described in the following way: an X-valued local martingale M˜ is weakly
differentially subordinated to an X-valued local martingale M if for each x∗ ∈ X∗
and for each t ≥ s ≥ 0 a.s.
|〈M˜0, x
∗〉| ≤ |〈M0, x
∗〉|,
[〈M˜, x∗〉]t − [〈M˜, x
∗〉]s ≤ [〈M,x
∗〉]t − [〈M,x
∗〉]s.
If X is a UMD Banach space and p ∈ (1,∞), then applying Lp-bounds (1.2)
for the terms of the canonical decomposition together with Lp-bounds for purely
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discontinuous (see [53]) and continuous (see [51]) weakly differentially subordinated
martingales yields
(1.3) (E‖M˜∞‖
p)
1
p ≤ cp,X(E‖M∞‖
p)
1
p ,
where the best known constant cp,X equals β
2
p,X(βp,X +1) (here βp,X is the UMDp
constant of X , see Subsection 2.1 for the definition). Sharp estimates for cp,X in
(1.3) remain unknown. Moreover, it is an open problem whether one can prove
weak L1-estimates of the form
(1.4) λP
(
M˜∗∞ > λ
)
.p,X E‖M∞‖, λ > 0.
Here this question is partly solved: we show that (1.4) holds for M˜ being one of
the terms of the canonical decomposition of M (see (1.5) and (4.2)).
The discussion above demonstrates that the canonical decomposition is useful
for vector-valued stochastic integration and weak differential subordination, so the
following natural question arises: for which Banach spaces X does every X-valued
local martingale have the canonical decomposition? The paper [51] together with
the estimates (1.2) provides the answer for Lp-martingales given p ∈ (1,∞). Then
X being a UMD Banach space guarantees such a decomposition.
The present paper is devoted to providing the definitive answer to this question
(see Section 4):
Theorem 1.1. Let X be a Banach space. Then the following are equivalent:
(i) X is a UMD Banach space;
(ii) every local martingale M : R+ × Ω → X admits the canonical decomposition
M =M c +M q +Ma.
Moreover, if this is the case, then for all t ≥ 0 and λ > 0
λP((M c)∗t > λ) .X E‖Mt‖,
λP((M q)∗t > λ) .X E‖Mt‖,
λP((Ma)∗t > λ) .X E‖Mt‖.
(1.5)
Notice that the inequalities (1.5) are new even in the real-valued case, even
though in that case they are direct consequences of the sharp weak (1, 1)-estimates
for differentially subordinated martingales proven by Burkholder in [8, 9] (see also
[39, 40] for details), from which one can show the following estimates
λP((M c)∗t > λ) ≤ 2E|Mt|,
λP((M q)∗t > λ) ≤ 2E|Mt|,
λP((Ma)∗t > λ) ≤ 2E|Mt|.
The main instrument for proving (ii) ⇒ (i) in Theorem 1.1 is Burkholder’s
characterization of UMD Banach spaces from [6]: X is a UMD Banach space if and
only if there exists a constant C > 0 such that for any X-valued discrete martingale
(fn)n≥0, for any sequence (an)n≥0 with values in {−1, 1} one has that
g∗∞ > 1 a.s. =⇒ E‖f∞‖ > C,
where (gn)n≥0 is an X-valued discrete martingale such that
gn − gn−1 = an(fn − fn−1), n ≥ 1,
g0 = a0f0,
(1.6)
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and where g∗∞ := supn≥0 ‖gn‖. Using this characterization for a given non-UMD
Banach space X we construct a martingale M : R+ ×Ω→ X which does not have
the canonical decomposition (see Subsection 4.4).
In order to obtain weak L1-estimates of the form (1.5) together with (i)⇒ (ii)
in Theorem 1.1 one needs to use two techniques. The first is the so-called Gundy
decomposition of martingales. This decomposition was first obtained by Gundy in
[19] for discrete real-valued martingales. Later in [11, 23, 33, 42] a more general
version of this decomposition for vector-valued discrete martingales was obtained.
In Section 3 we will present a continuous-time analogue of Gundy’s decomposition,
which has the following form: an X-valued martingale M can be decomposed into
a sum of three martingales M1, M2, and M3, depending on λ > 0, such that for
each t ≥ 0
(i) ‖M1t ‖L∞(Ω;X) ≤ 2λ, E‖M
1
t ‖ ≤ 5E‖Mt‖,
(ii) λP((M2)∗t > 0) ≤ 4E‖Mt‖,
(iii) E(VarM3)t ≤ 7E‖Mt‖,
where VarM is a variation of the path of M .
The second important tool is weak differential subordination martingale trans-
forms. Discrete martingale transforms were pioneered by Burkholder in [4], where
he considered a transform (fn)n≥0 7→ (gn)n≥0 of a real-valued martingale (fn)n≥0
such that
gn − gn−1 = an(fn − fn−1), n ≥ 1,
g0 = a0f0
for some {0, 1}-valued deterministic sequence (an)n≥0. Later in [6, 11, 17, 22, 23, 33]
several approaches and generalizations to the vector-valued setting and operator-
valued predictable sequence (an)n≥0 have been discovered, while the martingale
(fn)n≥0 remained discrete. In particular for a very broad class of discrete martingale
transforms it was shown that Lp-boundedness of the transform implies weak L1-
bounds. In Subsection 4.2 (see Theorem 4.9) we prove the same assertion for a weak
differential subordination martingale transform, i.e. for an operator T acting on
continuous-time X-valued local martingales such that TM is weakly differentially
subordinated to M and {M∗∞ = 0} ⊂ {(TM)
∗
∞ = 0} for any X-valued local
martingale M . A particular example of such a martingale transform T is M 7→
TM = M c, where M c is the continuous part of M in the canonical decomposition.
Due to (1.2) this operator is bounded as an operator acting on Lp-martingales if X
is UMD, so by Theorem 4.9 the first inequality of (1.5) follows. Even though in the
case of a discrete filtration such an operator has a classical Burkholder’s form (1.6)
from [6] (with (an)n≥0 being predictable instead of deterministic, see Proposition
4.13 and the remark thereafter), such transforms are of interest since they act on
continuous-time martingales, which was not considered before.
Acknowledgment – The author would like to thank Mark Veraar for useful sug-
gestions and fruitful discussions. The author thanks Alex Amenta and Jan van
Neerven for careful reading of parts of this article and helpful comments.
2. Preliminaries
In the sequel the scalar field is assumed to be R, unless stated otherwise.
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2.1. UMD Banach spaces. A Banach space X is called a UMD space if for some
(or equivalently, for all) p ∈ (1,∞) there exists a constant β > 0 such that for
every N ≥ 1, every martingale difference sequence (dn)
N
n=1 in L
p(Ω;X), and every
scalar-valued sequence (εn)
N
n=1 such that |εn| = 1 for each n = 1, . . . , N we have(
E
∥∥∥ N∑
n=1
εndn
∥∥∥p) 1p ≤ β(E∥∥∥ N∑
n=1
dn
∥∥∥p) 1p .
The least admissible constant β is denoted by βp,X and is called the UMDp constant
or, if the value of p is understood, the UMD constant, of X . It is well-known that
UMD spaces obtain a large number of useful properties, such as being reflexive.
Examples of UMD spaces include all finite dimensional spaces and the reflexive
range of Lq-spaces, Besov spaces, Sobolev spaces, Schatten class spaces, and Orlicz
spaces. Example of spaces without the UMD property include all nonreflexive
Banach spaces, e.g. L1(0, 1) and C([0, 1]). We refer the reader to [10, 23, 43, 47]
for details.
2.2. Martingales and ca`dla`g processes. Let X be a Banach space, F = (Ft)t≥0
be a filtration that satisfies the usual conditions (e.g. right-continuity). For each
1 ≤ p < ∞ a martingale M : R+ × Ω → X is called an L
p-martingale (or, an
Lp-integrable martingale) if M∞ := limt→∞Mt exists in L
p(Ω;X); we call M
an L∞-martingale if ‖Mt‖L∞(Ω;X) is uniformly bounded in t ∈ R+. For a given
p ∈ [1,∞) we will denote the set of all X-valued Lp-integrable F-martingales by
MpX(F); further, we will denote the set of all X-valued local L
p-integrable F-mar-
tingales byMp,locX (F). Note thatM
p
X(F) is a Banach space endowed with the norm
‖M‖Mp
X
(F) := ‖M∞‖Lp(Ω;X).
We will denote by M1,∞X (F) the set of all X-valued local F-martingales M such
that
sup
λ>0
λP(M∗∞ > λ) <∞.
In the sequel we will omit F from the notations MpX(F), M
p,loc
X (F), and M
1,∞
X (F).
Remark 2.1. Let X be a Banach space, M : R+×Ω→ X be a martingale. Then
(Nt)t≥0 := (‖Mt‖)t≥0 is a submartingale by [26, Lemma 7.11] and the fact that
x 7→ ‖x‖ is a convex function on X . Moreover, by [28, Theorem 1.3.8(i)] we have
that for each t ≥ 0, p ≥ 1 and λ > 0
(2.1) P(M∗t > λ) ≤
E‖Mt‖
p
λp
.
A function f : R+ → X is called ca`dla`g (a French abbreviation of the phrase
“continuous from right, limits from left”) if it is right-continuous and if it has left-
hand limits. A process V : R+×Ω→ X is called ca`dla`g if it has ca`dla`g paths. For
instance, any martingale M : R+ × Ω → X has a ca`dla`g version given F satisfies
the usual assumptions (see [53] for details in the vector-valued setting).
Let τ be a stopping time. If V : R+ × Ω → X is ca`dla`g, then we can define
∆Vτ : Ω→ X in the following way:
∆Vτ =

V0, τ = 0,
Vτ − limε→0 V0∨(τ−ε), 0 < τ <∞,
0, τ =∞,
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where limε→0 V0∨(τ−ε) exists since V has paths with left-hand limits.
One can define the so-called ucp topology (uniform convergence on compact sets
in probability) on the linear space of all ca`dla`g adapted X-valued processes; con-
vergence in this topology can be characterized in the following way: a sequence
(V n)n≥1 of ca`dla`g adapted X-valued processes converges to V : R+ × Ω → X in
the ucp topology if for any t ≥ 0 and K > 0 we have that
(2.2) P
(
sup
0≤s≤t
‖Vs − V
n
s ‖ > K
)
→ 0 n→∞.
Then the following proposition holds.
Proposition 2.2. The linear space of all ca`dla`g adapted X-valued processes en-
dowed with the ucp topology is complete.
Proof. This is just the vector-valued analogue of [45, Theorem 62], for which one
needs to apply the vector-valued variation of [44, Problem V.1]. 
We state without proof the following elementary but useful statement.
Lemma 2.3. Let X be a Banach space, (fn)n≥1, f be continuous X-valued func-
tions on [0, 1] such that fn → f in C([0, 1];X) as n → ∞. Then the function
F : [0, 1]→ R+ defined as follows
F (t) = sup
n
‖fn(t)‖, t ∈ [0, 1],
is continuous.
2.3. Purely discontinuous martingales. Let M : R+ × Ω → R be a local mar-
tingale. Then M is called purely discontinuous if [M ] is a pure jump process (i.e.
[M ] has a version that is a constant a.s. in time). Let X be a Banach space,
M : R+ × Ω → X be a local martingale. Then M is called purely discontinuous if
for each x∗ ∈ X∗ a local martingale 〈M,x∗〉 is purely discontinuous. The following
proposition can be found in [15, 51].
Proposition 2.4. A martingale M : R+ × Ω → X is purely discontinuous if and
only if MN is a martingale for any continuous bounded martingale N : R+×Ω→ R
such that N0 = 0.
In the sequel we will use the following lemma, which proof can be found in
[15, 51].
Lemma 2.5. Let X be a Banach space, M : R+ × Ω → X be a martingale which
is both continuous and purely discontinuous. Then M = M0 a.s.
The reader can find more on purely discontinuous martingales in [15, 24, 25, 26,
51, 53].
2.4. Random measures. Let (J,J ) be a measurable space. Then a family µ =
{µ(ω; dt, dx), ω ∈ Ω} of nonnegative measures on (R+ × J ;B(R+)⊗J ) is called a
random measure. A random measure µ is called integer-valued if it takes values in
N ∪ {∞}, i.e. for each A ∈ B(R+)⊗F ⊗ J one has that µ(A) ∈ N ∪ {∞} a.s., and
if µ({t} × J) ∈ {0, 1} a.s. for all t ≥ 0.
Recall that P and O denote the predictable and optional σ-algebras on R+ ×Ω
and P˜ = P ⊗ J and O˜ := O ⊗ J are the induced σ-algebras on Ω˜ := R+ × Ω× J .
A process F : R+ × Ω → R is called optional if it is O-measurable. A random
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measure µ is called optional (resp. predictable) if for any O˜-measurable (resp. P˜-
measurable) nonnegative F : R+ × Ω× J → R+ the stochastic integral
(t, ω) 7→
∫
R+×J
1[0,t](s)F (s, ω, x)µ(ω; ds, dx), t ≥ 0, ω ∈ Ω,
as a function from R+ × Ω to R+ is optional (resp. predictable).
LetX be a Banach space. Then we can extend stochastic integration toX-valued
processes in the following way. Let F : R+ ×Ω× J → X , µ be a random measure.
The integral
t 7→
∫
R+×J
F (s, ·, x)1[0,t](s)µ(·; ds, dx), t ≥ 0,
is well-defined and optional (resp. predictable) if µ is optional (resp. predictable), F
is O˜-strongly-measurable (resp. P˜-strongly-measurable), and
∫
R+×J
‖F‖ dµ is a.s.
bounded.
A random measure µ is called P˜-σ-finite if there exists an increasing sequence
of sets (An)n≥1 ⊂ P˜ such that
∫
R+×J
1An(s, ω, x)µ(ω; ds, dx) is finite a.s. and
∪nAn = R+ × Ω × J . According to [25, Theorem II.1.8] every P˜-σ-finite optional
random measure µ has a compensator: a unique P˜-σ-finite predictable random
measure ν such that E
∫
R+×J
W dµ = E
∫
R+×J
W dν for each P˜-measurable real-
valued nonnegativeW . We refer the reader to [25, Chapter II.1] for more details on
random measures. For any optional P˜-σ-finite measure µ we define the associated
compensated random measure by µ¯ = µ− ν.
For each P˜-strongly-measurable F : R+ × Ω× J → X such that
E
∫
R+×J
‖F‖ dµ <∞
(or, equivalently, E
∫
R+×J
‖F‖ dν <∞, see the definition of a compensator above)
we can define a process t 7→
∫
[0,t]×J
‖F‖ dµ¯ by
∫
[0,t]×J
F dµ −
∫
[0,t]×J
F dν. The
following lemma is a vector-valued version of [25, Definition 1.27].
Lemma 2.6. Let X be a Banach space, µ be a P˜-σ-finite optional random measure,
F : R+ × Ω × J → X be P˜-strongly-measurable such that E
∫
R+×J
‖F‖ dµ < ∞.
Then
(∫
[0,t]×J
F dµ¯
)
t≥0
is a purely discontinuous X-valued martingale.
Proof. It is sufficient to show that
t 7→
〈∫
[0,t]×J
F dµ¯, x∗
〉
=
∫
[0,t]×J
〈F, x∗〉dµ¯, t ≥ 0,
is a purely discontinuous martingale for each x∗ ∈ X∗, which can be shown similarly
the discussion right below [25, Definition 1.27]. 
The reader can find more information on random measures in [15, 25, 26, 31, 32,
38].
2.5. Predictable and totally inaccessible stopping times. A stopping time
τ is called predictable if there exists a sequence of stopping times (τn)n≥0 such that
τn < τ a.s. on {τ > 0} and τn ր τ a.s. as n → ∞. A stopping time τ is called
totally inaccessible if P(τ = σ) = 0 for any predictable stopping time σ. Later we
will need the following lemma.
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Lemma 2.7. Let X be a Banach space, V : R+ × Ω → X be a predictable ca`dla`g
process. Let τ be a totally inaccessible stopping time. Then ∆Vτ = 0 a.s.
Proof. It is sufficient to show that 〈∆Vτ , x
∗〉 = 0 a.s. for any x∗ ∈ X∗. Then the
statement follows from [25, Proposition I.2.24]. 
Let X be a Banach space, M : R+×Ω→ X be a local martingale. Then M has
a ca`dla`g version (see e.g. [53]), and therefore we can define adapted ca`dla`g process
M τ− = (M τ−t )t≥0 in the following way
(2.3) M τ−t := lim
ε→0
M(τ−ε)∧t, t ≥ 0,
where we set Mt = 0 for t < 0. Notice that M
τ− is not necessarily a local
martingale. For instance if X = R and M is a compensated Poisson process,
τ := inft≥0{∆Mt > 0}, then M
τ−
t = −(t ∧ τ) a.s. for each t ≥ 0, so it is a super-
martingale which is not even a local martingale. Nevertheless, if τ is a predictable
stopping time, then the following lemma holds. Recall that for any stopping time
τ we define σ-field Fτ− in the following way
Fτ− := σ{F0 ∪ (Ft ∩ {t < τ}), t > 0}
(see [26, p. 491] for details).
Lemma 2.8. Let X be a Banach space, M : R+ ×Ω→ X be a local martingale, τ
be a predictable stopping time. Then M τ− defined as in (2.3) is a local martingale.
Moreover, if M is an L1-martingale, then M τ− is an L1-martingale as well.
Proof. Without loss of generality we can let M0 = 0 a.s. First assume that M is an
L∞-martingale. Let (τn)n≥1 be an announcing to τ sequence of stopping times, i.e.
τn < τ a.s. on {τ > 0} and τn ր τ a.s. as n→∞. Then M
τn is an L1-martingale
for each n ≥ 1. Moreover, M τnt → M
τ−
t a.s. as n → ∞ for each t ≥ 0. On the
other hand, M τnt = E(Mt|Fτn)→ E(Mt|Fτ−) a.s. as n→∞ by [23, Theorem 3.3.8]
and [26, Lemma 25.2(iii)], and hence in L1 by the uniform boundedness due to the
boundedness of M∞. Therefore for each t ≥ 0 we have that M
τ−
t = E(Mt|Fτ−) is
integrable, hence for all 0 ≤ s ≤ t
E(M τ−t |Fs) = E
(
lim
n→∞
M τnt |Fs
)
= lim
n→∞
E(M τnt |Fs) = lim
n→∞
M τns =M
τ−
s ,
where all the limits are taken in L1(Ω;X). Hence (M τ−t )t≥0 is a martingale. More-
over, by [23, Corollary 2.6.30]
(2.4) E‖M τ−t ‖ = E‖E(Mt|Fτ−)‖ ≤ E‖Mt‖ ≤ E‖M∞‖, t ≥ 0.
Now we treat the general case. Without loss of generality using a stopping time
argument assume that M is an L1-martingale. Let (Mm)m≥1 be a sequence of
X-valued L∞-martingales such that Mm∞ → M∞ in L
1(Ω;X) as m → ∞. Analo-
gously the first part of the proof M τ−t = E(Mt|Fτ−) for each t ≥ 0; moreover, by
(2.4)
(
(Mm)τ−t
)
m≥1
is a Cauchy sequence in L1(Ω;X). Therefore by [23, Corol-
lary 2.6.30], (Mm)τ−t →M
τ−
t in L
1(Ω;X) for each t ≥ 0, hence for each t ≥ s ≥ 0
by [23, Corollary 2.6.30]
E(M τ−t |Fs) = E
(
lim
m→∞
(Mm)τ−t |Fs
)
= lim
m→∞
E((Mm)τ−t |Fs)
= lim
m→∞
(Mm)τ−s =M
τ−
s ,
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where all the limits are again taken in L1(Ω;X). Therefore (M τ−t )t≥0 is an L
1-mar-
tingale. 
2.6. Compensator and variation. Let X be a Banach space, M : R+ ×Ω→ X
be an adapted ca`dla`g process. Then a predictable process V : R+ × Ω is called a
predictable compensator of M (or just a compensator of M) if V0 = 0 a.s. and if
M − V is a local martingale.
The variation VarM : R+ × Ω → R+ of a ca`dla`g process M : R+ × Ω → X is
defined in the following way:
(2.5) (VarM)t := ‖M0‖+ lim sup
mesh→0
N∑
n=1
‖M(tn)−M(tn−1)‖,
where the limit superior is taken over all the partitions 0 = t0 < . . . < tN = t.
Let V : R+ × Ω → X be a ca`dla`g adapted process. Analogously to the scalar-
valued situation we can define a ca`dla`g adapted process V ∗ : R+ × Ω→ R+ of the
following form
V ∗t := sup
s∈[0,t]
‖Vs‖, t ≥ 0.
3. Gundy’s decomposition of continuous-time martingales
For the proof of our main results, Theorem 4.8 and Theorem 4.9, we will need
Gundy’s decomposition of continuous-time martingales, which is a generalization
of Gundy’s decomposition of discrete martingales (see [19] and [23, Theorem 3.4.1]
for the details).
Theorem 3.1 (Gundy’s decomposition). Let X be a Banach space, M : R+ ×
Ω → X be a martingale. Then for each λ > 0 there exist martingales M1, M2
M3 : R+ × Ω→ X such that M = M
1 +M2 +M3 and
(i) ‖M1t ‖L∞(Ω;X) ≤ 2λ, E‖M
1
t ‖ ≤ 5E‖Mt‖ for each t ≥ 0,
(ii) λP((M2)∗t > 0) ≤ 4E‖Mt‖ for each t ≥ 0,
(iii) E(VarM3)t ≤ 7E‖Mt‖ for each t ≥ 0.
Remark 3.2. Notice that if M is a discrete martingale (i.e. Mt = M[t] for any
t ≥ 0), then the decomposition in Theorem 3.1 turns to the classical discrete one
from [23, Theorem 3.4.1].
For the proof we will need the following intermediate steps.
Lemma 3.3. Let X be a Banach space, M : R+ × Ω → X be a ca`dla`g adapted
process such that E(VarM)t <∞ for each t ≥ 0 and a.s.
Mt =
∑
0≤s≤t
∆Ms, t ≥ 0.
Then M has a ca`dla`g predictable compensator V : R+ ×Ω→ X such that for each
t ≥ 0
(3.1) E‖Vt‖ ≤ E(Var V )t ≤ E(VarM)t.
In particular, if M has a.s. at most one jump, then
(3.2) E‖Vt‖ ≤ E(Var V )t ≤ E(VarM)t = E‖Mt‖.
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Proof. Let µM be a random measure defined on R+ ×X pointwise in ω ∈ Ω in the
following way:
(3.3) µM (ω;B ×A) :=
∑
u∈B
1A\{0}(∆Mu(ω)), ω ∈ Ω, B ∈ B(R+), A ∈ B(X).
Notice that (VarM)t =
∑
0≤s≤t ‖∆Ms‖ a.s. for each t ≥ 0, so in particular a.s.
(3.4) (VarM)t =
∫
[0,t]×X
‖x‖ dµM (x, s), t ≥ 0.
Also note that µM is P-σ-finite: for each 0 ≤ u ≤ v and t ≥ 0 one has that
E
∫
[0,t]×X
1‖x‖∈[u,v] dµ
M
hu,v E
∫
[0,t]×X
‖x‖1‖x‖∈[u,v] dµ
M
≤ E
∫
[0,t]×X
‖x‖ dµM
= E(VarM)t <∞.
Since µM is an integer-valued optional P-σ-finite random measure, it has a pre-
dictable compensator νM (see Subsection 2.4 and [25, Theorem II.1.8]), and there-
fore since by (3.4)
E
∫
[0,t]×X
‖x‖ dµM (x, s) = E(VarM)t <∞,
we have that
t 7→ Vt :=
∫
[0,t]×X
xdνM (x, s), t ≥ 0,
is integrable and ca`dla`g in time due to the fact that it is an integral with respect
to the measure νM a.s. Moreover, by the definition of variation (2.5) we have that
‖Vt‖ ≤ (VarV )t a.s. for each t ≥ 0, and hence
E‖Vt‖ ≤ E(VarV )t ≤ E
∫
[0,t]×X
‖x‖ dνM (x, s)
(∗)
= E
∫
[0,t]×X
‖x‖ dµM (x, s)
(∗∗)
= E(VarM)t,
where (∗) holds due to the definition of a compensator, and (∗∗) follows from
(3.4). To show (3.2) it is sufficient to notice that if M has at most one jump then
(VarM)t = ‖Mt‖ a.s. for each t ≥ 0. 
The following lemma is folklore, but the author could not find an appropriate
reference, so we present it with the proof here.
Lemma 3.4. Let X be a Banach space, V : R+ × Ω → X be a right-continuous
predictable process, V0 = 0 a.s. Then V is locally bounded.
Proof. For each n ≥ 0 define a stopping time τn := inf{t ≥ 0 : ‖Vt‖ ≥ n}. Then a
sequence (τn)n≥1 of stopping times is increasing a.s. and tends to infinity as n→∞.
Moreover, (τn)n≥1 are predictable by [26, Theorem 25.14] and the fact that for each
n ≥ 1
(3.5) {τ ≤ t} = { sup
0≤s≤t
‖Vs‖ ≥ n} ∈ P .
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Therefore for each n ≥ 1 there exists an announcing sequence (τm,n)m≥1 of stop-
ping times. Choose mn so that P(τn − τmn,n >
1
2n ) <
1
2n . Then (τmn,n)n≥1
is such that τmn,n → ∞ a.s. as n → ∞, and for each n ≥ 0 we have that a.s.
sup0≤s≤τmn,n ‖Vs‖ ≤ sup0≤s<τn ‖Vs‖ ≤ n. 
Let τ and σ be stopping times. Then we can set
(3.6) τ − ∧σ− := (τ ∧ σ)− .
Notice that if M : R+ × Ω→ X is a ca`dla`g process, then (M
τ−)σ− = M τ−∧σ−.
Proof of Theorem 3.1. By a stopping time argument we can assume that M is an
L1-martingale. Define a stopping time τ is the following way:
τ = inf
{
t ≥ 0 : ‖Mt‖ ≥
λ
2
}
.
Let M2,1 := M −M τ and let M3,1(·) = ∆Mτ1[0,·](τ) +M
τ−
0 , where by (2.3) we
can conclude that a.s.
(3.7) M τ−0 :=
{
M0, τ > 0,
0, τ = 0.
Let N : R+ × Ω → X be such that Nt = ∆Mτ1[0,t](τ), t ≥ 0. Then due to the
fact that Mτ = E(M∞|Fτ ) by [26, Theorem 7.29], [23, Corollary 2.6.30], and the
fact that ‖Mτ−‖ ≤
λ
2 a.s., we get
E(VarN)∞ = E‖∆Mτ‖ = E‖Mτ −Mτ−‖ ≤ E‖Mτ‖+ E(‖Mτ−‖1τ<∞)
≤ E‖M∞‖+
λ
2
<∞.
(3.8)
Therefore by Lemma 3.3, N has a compensator V . Let
σ := inf{t ≥ 0 : ‖Vt‖ ≥ λ}
be a stopping time. Then by (3.5) σ is a predictable stopping time. Define now
M1 = Mσ−∧τ− + V σ− −M τ−0 , M
2,2 = (M τ− + V ) − (Mσ−∧τ− + V σ−), M3,2 =
N − V where σ − ∧τ− is defined as in (3.6). Define M2 := M2,1 + M2,2 and
M3 := M3,1 +M3,2. Then M = M1 +M2 +M3. Now let us describe why this is
the right choice.
Step 1: M1. First show that M1 is a martingale. Indeed, for each t ≥ 0
M1t = M
σ−∧τ−
t + V
σ−
t −M
τ−
0 = (M
τ−
t + Vt −M
τ−
0 )
σ−
=
(
M τt − 1τ∈[0,t]∆Mτ + Vt −M
τ2−
0
)σ−
=
(
(M τt −M
τ−
0 )− (Nt − Vt)
)σ−
,
(3.9)
and the last expression is a martingale due to the fact that M τ is a martingale
by [26, Theorem 7.12], the fact that N − V is a martingale by the definition of
a compensator, Lemma 2.8, and the fact that by (3.8)
E‖N∞‖ ≤ E(VarN)∞ ≤ E‖M∞‖+
λ
2
<∞.
Now let us check (i): ‖Mσ−∧τ−∞ ‖, ‖M
τ−
0 ‖ ≤
λ
2 a.s. by the definition of τ , and
‖V σ−∞ ‖ ≤ λ by the definition of σ, so ‖M
1
∞‖ ≤ 2λ a.s.
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Further, to prove the second part of (i) we will use the representation of M1
from the last line of (3.9). Notice that by [26, Theorem 7.12] and [23, Corollary
2.6.30] for each fixed t ≥ 0
(3.10) E‖M τt ‖ ≤ E‖Mt‖.
Moreover,
E‖Nt‖ = E‖M
τ
t −M
τ−
t ‖ ≤ E‖M
τ
t ‖+ E(‖M
τ−
t ‖1τ<∞)
≤ E‖M τt ‖+ E
(λ
2
1τ<∞
)
≤ 2E‖M τt ‖
(∗)
≤ 2E‖Mt‖,
where ‖M τ−t ‖ ≤
λ
2 ≤ ‖M
τ
t ‖ on {τ < ∞} by the definition of τ , and (∗) follows
from [26, Theorem 7.12] and [23, Corollary 2.6.30]. Therefore by (3.2)
(3.11) E‖Vt‖ ≤ E‖Nt‖ ≤ 2E‖Mt‖
as well. Finally, E‖M τ−0 ‖ ≤ E‖M0‖ ≤ E‖Mt‖ by (3.7) and [23, Corollary 2.6.30].
Consequently, the second part of (i) holds by the estimates above and by the triangle
inequality.
Step 2: M2. First note that
(3.12) M2 = M −M τ + (M τ− + V )− (M τ− + V )σ−.
Let us check thatM2 is a martingale. M−M τ is a martingale by [26, Theorem 7.12].
Furthermore,
M τ− + V =M τ − (N − V )
is a martingale as well due to [26, Theorem 7.12] and the fact that V is a compen-
sator of N . Finally, (M τ− + V )σ− is a martingale by Lemma 2.8.
Let us now prove (ii). Notice that by (3.12)
P((M2)∗t > 0) ≤ P((M −M
τ )∗t > 0) + P(((M
τ− + V )− (M τ− + V )σ−)∗t > 0).
First estimate P((M −M τ )∗t > 0):
P((M −M τ )∗t > 0) ≤ P(τ ≤ t) ≤ P
(
M∗t ≥
λ
2
)
≤
2E‖Mt‖
λ
,
where the latter inequality holds by (2.1). Using the same machinery we get
P(((M τ− + V )− (M τ− + V )σ−)∗t > 0) ≤ P(σ ≤ t)
= P(‖Vt‖ ≥ λ)
(i)
≤
E‖Vt‖
λ
(ii)
≤
2E‖Mt‖
λ
,
where (i) follows from the Chebyshev inequality, and (ii) follows from (3.11). This
terminates the proof of (ii).
Step 3: M3. Recall that
M3 = M τ−0 +N − V.
Therefore by the triangle inequality a.s. for each t ≥ 0
E(VarM3)t ≤ E‖M
τ−
0 ‖+ E(VarN)t + E(VarV )t
≤ E‖Mt‖+ 2E‖Nt‖ ≤ 5E‖Mt‖,
(3.13)
where the latter inequality holds by (3.11), while the rest follows from (3.1) and
the fact that E‖M τ−0 ‖ ≤ E‖M0‖ ≤ E‖Mt‖. 
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Remark 3.5. Let p ∈ (1,∞), M be an Lp-martingale, λ > 0, M =M1+M2+M3
be Gundy’s decomposition (see the theorem above). Then M1 is an Lp martingale
since ‖M1t ‖L∞(Ω;X) ≤ 2λ for all t ≥ 0; M
3 is a local Lp-martingale since M3 =
M τ−0 + N − V , where both M
τ−
0 and N∞ = ∆Mτ are L
p-integrable (the latter
is Lp-integrable by the argument similar to (3.8)), and V is locally Lp-integrable
by Lemma 3.4; finally, M2 is a local Lp-martingale since M2 = M −M1 −M3.
Therefore all the martingales in Gundy’s decomposition are locally Lp-integrable
given M is an Lp-martingale.
4. The canonical decomposition of local martingales
The current section is devoted to the proof of the fact that the canonical de-
composition (as well as the Meyer-Yoeurp and the Yoeurp decompositions) of any
X-valued local martingale exists if and only if X has the UMD Banach property.
Recall that the Meyer-Yoeurp decomposition split a local martingaleM into a sum
M = M c +Md of a continuous local martingale M c and a purely discontinuous
local martingale Md, while the Yoeurp decomposition split a purely discontinuous
local martingale Md into a sum Md = M q +Ma of a quasi-left continuous local
martingale M q and a local martingale Ma with accessible jumps.
First we give all the basic definitions properly, and thereafter we provide the
reader with the proof of the main statement, Theorem 4.8.
4.1. Basic definitions and decompositions of Lp-martingales. Let X be
a Banach space. Recall that a purely discontinuous local martingale have been
defined in Subsection 2.3.
Definition 4.1. A local martingale M : R+ ×Ω→ X is called to have the Meyer-
Yoeurp decomposition if there exist local martingales M c,Md : R+ × Ω→ X such
that M c is continuous, Md is purely discontinuous, M c0 = 0, and M = M
c +Md.
Remark 4.2. Recall that by [51] if M = M c +Md is the Meyer-Yoeurp decom-
position, then 〈M c, x∗〉 is continuous and 〈Md, x∗〉 is purely discontinuous for any
x∗ ∈ X∗; therefore this decomposition is unique by the uniqueness of the Meyer-
Yoeurp decomposition of a real-valued local martingale (see [26, Theorem 26.14]
and [51] for details).
Let M : R+ × Ω → X be a local martingale. Then M is called quasi-left
continuous if ∆Mτ = 0 a.s. for any predictable stopping time τ , and M is called
with accessible jumps if ∆Mτ = 0 a.s. for any totally inaccessible stopping time τ
(see Subsection 2.5 for the definition of a predictable and a totally inaccessible
stopping times).
Definition 4.3. A purely discontinuous local martingale Md : R+ × Ω → X is
called to have the Yoeurp decomposition if there exist purely discontinuous local
martingales M q,Ma : R+ ×Ω→ X such that M
q is quasi-left continuous, Ma has
accessible jumps, M q0 = 0, and M
d = M q +Ma.
Remark 4.4. Analogously to Remark 4.2 it follows from [26, Corollary 26.16] that
the Yoeurp decomposition is unique.
Composing Definition 4.1 and 4.3 we get the canonical decomposition.
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Definition 4.5. A local martingale M : R+×Ω→ X is called to have the canonical
decomposition if there exist local martingales M c,M q,Ma : R+ × Ω → X such
that M c is continuous, M q and Ma are purely discontinuous, M q is quasi-left
continuous, Ma has accessible jumps, M c0 = M
q
0 = 0, and M = M
c +M q +Ma.
Remark 4.6. Notice that if M =M c +M q +Ma is the canonical decomposition,
then ∆M qτ = ∆Mτ for any totally inaccessible stopping time τ since in this case
∆M cτ = ∆M
a
τ = 0 by the definition of a continuous local martingale and a local
martingale with accessible jumps. Analogously, ∆Maτ = ∆Mτ for any predictable
stopping time τ .
The reader can find further details on the martingale decomposition discussed
above in [15, 25, 26, 36, 51, 54].
Due to [51] the UMD property guarantees the canonical decomposition of any
X-valued Lp-martingale with p ∈ (1,∞) and the following proposition holds:
Proposition 4.7. Let X be a UMD Banach space, p ∈ (1,∞). Then any Lp-mar-
tingale M : R+ × Ω → X has the canonical decomposition M = M
c +M q +Ma,
and then for each t ≥ 0 we have that
E‖M ct ‖
p ≤ βpp,XE‖Mt‖
p,
E‖M qt ‖
p ≤ βpp,XE‖Mt‖
p,
E‖Mat ‖
p ≤ βpp,XE‖Mt‖
p,
(4.1)
where βp,X is the UMDp constant of X.
It is a natural question whether the canonical decomposition is possible and
whether one can extend (4.1) in the case p = 1. It turns out that the UMD
property is necessary and sufficient for the canonical decomposition of a general
local martingale, while instead of (4.1) one gets weak-type estimates:
Theorem 4.8 (Canonical decomposition of local martingales). Let X be a Banach
space. Then X has the UMD property if and only if any local martingale M :
R+ × Ω→ X has the canonical decomposition M = M
c +M q +Ma. If this is the
case, then for any λ > 0 and t ≥ 0
λP((M c)∗t > λ) .X E‖Mt‖,
λP((M q)∗t > λ) .X E‖Mt‖,
λP((Ma)∗t > λ) .X E‖Mt‖.
(4.2)
For the proof of the main theorem we will need a considerable amount of ma-
chinery, which will be provided in Subsection 4.2-4.4.
4.2. Weak differential subordination martingale transforms. The current
subsection is devoted to the proof of the fact that boundedness of a continuous-
time martingale transform from a certain specific class acting on Lp-martingales
implies the corresponding weak L1-estimates. Such type of assertions for special
discrete martingale transforms was first obtained by Burkholder in [4]. Later the
Burkholder’s original statement was widely generalized in different directions (see
[6, 11, 17, 22, 23, 33]), even though the martingale transforms were remaining
acting on discrete martingales. The propose of the current section is to provide
new results for martingale transforms of the same spirit by considering continuous-
time martingales. This will allow us to consider linear operators that map a local
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martingale to the continuous part of the canonical decomposition, or the part of
the canonical decomposition which is purely discontinuous with accessible jumps,
so weak L1-estimates (4.2) will follow from Lp-estimates (4.1) and Theorem 4.9.
Before proving the main statement (Theorem 4.9) we need to provide the reader
with basic definitions. Let M : R+ × Ω → R be a local martingale. We define a
quadratic variation of M in the following way:
(4.3) [M ]t := P− lim
mesh→0
N∑
n=1
|M(tn)−M(tn−1)|
2,
where the limit in probability is taken over partitions 0 = t0 < . . . < tN = t. The
reader can find more about a quadratic variation in [25, 26, 35, 45].
LetM,N : R+×Ω→ R be local martingales. ThenN is called to be differentially
subordinated to M (or N ≪M) if |N0| ≤ |M0| a.s. and [N ]t − [N ]s ≤ [M ]t − [M ]s
a.s. for each 0 ≤ s ≤ t < ∞. We recommend the reader [1, 2, 7, 23, 40, 50] for
further acquaintance with differential subordination.
Let X be a Banach space, M,N : R+ × Ω → X be local martingales. Then N
is called to be weakly differentially subordinated to M (or N
w
≪ M) if 〈N, x∗〉 is
differentially subordinated to 〈M,x∗〉 for each x∗ ∈ X∗. The reader can find more
details on weak differential subordination in [41, 51, 52, 53].
The following theorem will be an important tool to show Theorem 4.8 and it
is connected with [23, Proposition 3.5.4]. Recall that MpX is a space of all L
p-in-
tegrable X-valued martingales, and Mp,locX is a space of all locally L
p-integrable
X-valued martingales (see Subsection 2.2).
Theorem 4.9. Let X be a Banach space, p ∈ (1,∞), T : Mp,locX → M
p,loc
X be
a linear operator such that TM
w
≪M and
(4.4) M∗∞ = 0 =⇒ (TM)
∗
∞ = 0 a.s.
for each M ∈MpX . Assume that T ∈ L(M
p
X). Then for any M ∈M
p
X
(4.5) λP(‖(TM)∗∞‖ > λ) ≤ Cp,T,XE‖M∞‖, λ > 0,
where Cp,T,X = 26‖T ‖L(Mp
X
)
p
p−1 + 28.
Remark 4.10. Notice that if X is a UMD Banach space, then T is automatically
bounded onMpX and ‖T ‖L(MpX) ≤ β
2
p,X(βp,X+1) by (1.3) and [51] since TM
w
≪M
for any M ∈ MpX .
For the proof we will need several lemmas.
Lemma 4.11. Let X be a Banach space, M : R+×Ω→ X be a purely discontinuous
martingale with M0 = 0 a.s. Let µ
M be the corresponding random measure defined
as in (3.3). Assume that
(4.6) E
∑
s≥0
‖∆Ms‖ = E
∫
R+×X
‖x‖ dµM <∞.
Then Mt =
∫
[0,t]×X xdµ¯
M for each t ≥ 0 a.s.
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Proof. By (4.6) there exists N : R+ × Ω → X such that Nt =
∑
0≤s≤t∆Ms for
each t ≥ 0. Let V = N −M . Then both t 7→ Nt − Vt =Mt, t ≥ 0, and
t 7→ Nt−
∫
[0,t]×X
xdνM =
∫
[0,t]×X
xdµM−
∫
[0,t]×X
xdνM =
∫
[0,t]×X
xdµ¯M , t ≥ 0,
are martingales. Therefore
t 7→ Vt −
∫
[0,t]×X
xdνM =Mt −
∫
[0,t]×X
xdµ¯M , t ≥ 0,
is a predictable martingale, which is purely discontinuous as a difference of two
purely discontinuous martingales (see Lemma 2.6). On the other hand it is con-
tinuous by the predictability (see e.g. [29, Theorem 4] and [27, Corollary 2.1.42]).
Hence by Lemma 2.5 this martingale equals zero since it starts at zero, so M =
N − V =
∫
[0,·]×X
xdµ¯M . 
Lemma 4.12. Let X be a Banach space, M,N : R+ × Ω → X be purely discon-
tinuous martingales such that N
w
≪ M . Then E(VarN)t ≤ 2E(VarM)t for each
t ≥ 0.
Proof. Without loss of generality E(VarM)∞ <∞. Notice that since N
w
≪M , for
a.e. (t, ω) ∈ R+×Ω there exists a(t, ω) ∈ [−1, 1] such that ∆Nt(ω) = a(t, ω)∆Mt(ω)
(see [53]). Therefore a.s. for each t ≥ 0∫
[0,t]×X
‖x‖ dµN(x, s) =
∑
0≤s≤t
‖∆Ns‖ =
∑
0≤s≤t
|a(s, ·)|‖∆Ms‖
≤
∑
0≤s≤t
‖∆Ms‖ ≤ (VarM)t.
(4.7)
So by Lemma 4.11 N =
∫
[0,·]×X
xdµ¯N , hence
(VarN)t =
(
Var
∫
[0,·]×X
xdµ¯N (x, s)
)
t
=
(
Var
(∫
[0,·]×X
xdµN (x, s)−
∫
[0,·]×X
xdνN (x, s)
))
t
≤
(
Var
∫
[0,·]×X
xdµN (x, s)
)
t
+
(
Var
∫
[0,·]×X
xdνN (x, s)
)
t
≤
∫
[0,t]×X
‖x‖ dµN(x, s) +
∫
[0,t]×X
‖x‖ dνN(x, s)
= 2
∫
[0,t]×X
‖x‖ dµN(x, s)
(∗)
≤ 2(VarM)t,
where (∗) holds by (4.7). 
Proof of Theorem 4.9. The proof has the same structure as the proof of [23, Propo-
sition 3.5.16]. Fix M ∈MpX and λ > 0. Let K := ‖T ‖L(MpX), M = M
1+M2+M3
be Gundy’s decomposition of M from Theorem 3.1 at the level αλ for some α > 0
which we will fix later. Notice that all M1, M2 and M3 are local Lp-martingales
by Remark 3.5. Then
(4.8) P(‖(TM)∗∞‖ > λ)
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≤ P(‖(TM1)∗∞‖ >
λ
2 ) + P(‖(TM
2)∗∞‖ > 0) + P(‖(TM
3)∗∞‖ >
λ
2 ).
Let us estimate each of these three terms separately. First,
P(‖(TM1)∗∞‖ >
λ
2 )
(i)
≤
( 2
λ
)p
E‖(TM1)∗∞‖
p
(∗)
≤
( 2
λ
p
p− 1
)p
E‖(TM1)∞‖
p
(ii)
≤
(2K
λ
p
p− 1
)p
E‖M1∞‖
p ≤
(2K
λ
p
p− 1
)p
‖M1∞‖
p−1
∞ E‖M
1
∞‖
(iii)
≤
(2K
λ
p
p− 1
)p
(2αλ)p−15E‖M∞‖ =
5
(
4αK p
p−1
)p
2αλ
E‖M∞‖,
where (i) follows from (2.1), (∗) follows from Doob’s maximal inequality [28, The-
orem 1.3.8(iv)], (ii) holds by the definition of K, and (iii) follows from Gundy’s
decomposition.
Now turn to M2. By (4.4)
(4.9) P((TM2)∗∞ > 0) ≤ P((M
2)∗∞ > 0) ≤
4
αλ
E‖M∞‖.
Finally, by Lemma 4.12 and the fact that TM3
w
≪M3 we have that
E(VarTM3)∞ ≤ 2E(VarM
3)∞,
hence
P(‖(TM3)∗∞‖ >
λ
2 )
(i)
≤
2
λ
E‖(TM3)∗∞‖ ≤
2
λ
E(VarTM3)∞
(ii)
≤
4
λ
E(VarM3)∞
(∗)
≤
28
λ
E‖M∞‖,
where (i) follows from (2.1), (ii) holds by (4.9), and (∗) holds by Theorem 3.1(iii).
Therefore by (4.8)
λP(‖(TM)∗∞‖ > λ) ≤ λ
(5(4αK p
p−1
)p
2αλ
+
4
αλ
+
28
λ
)
E‖M∞‖
=
(5(4αK p
p−1
)p
2α
+
4
α
+ 28
)
E‖M∞‖,
and by choosing α = p−14Kp we get
λP(‖(TM)∗∞‖ > λ) ≤
(
10K
p
p− 1
+ 16K
p
p− 1
+ 28
)
E‖M∞‖
=
(
26K
p
p− 1
+ 28
)
E‖M∞‖,
which is exactly (4.5). 
The following proposition shows that the operator T from Theorem 4.9 has
a special structure given the filtration F = (Ft)t≥0 is generated by (Fn)n≥0: such
martingale transforms are the same as those considered in [23, Proposition 3.5.4]
and [6].
Proposition 4.13. Let X be a separable Banach space. Let the filtration F =
(Ft)t≥0 be of the following form: Ft = F⌊t⌋ for each t ≥ 0, T be as in Theorem 4.9.
Then there exists an (Fn)n≥0-predictable sequence (an)n≥0 with values in [−1, 1]
such that ∆(TM)n = an∆Mn a.s. for each n ≥ 0 for any M ∈M
p
X .
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Proof. Let G = (Gn)n≥0 := (Fn)n≥0 be a discrete filtration. Due to the construc-
tion of F and the fact that G is discrete we have that any F-martingale M is in
fact discrete (i.e. Mt = M⌊t⌋ a.s. for each t ≥ 0), hence any martingale has ac-
cessible jumps, so by Lemma 4.20 it is sufficient to use the fact that TM
w
≪ M
for any M ∈ MpX in order to apply Theorem 4.9. Let us show that there exists
a G-adapted [−1, 1]-valued sequence (an)n≥1 such that ∆(TM)n = an∆Mn a.s.
for each n ≥ 0. Since X is separable, Lp(Ω;X) is separable by [23, Proposition
1.2.29]. Let (ξm)m≥1 be a dense subset of L
p(Ω;X). For eachm ≥ 1 we construct a
martingale Mm in the following way: Mmt := E(ξ
m|Ft), t ≥ 0. Then we have that
((TM)mn )n≥0
w
≪ (Mmn )n≥0 for each m ≥ 1, so by [53] for each m ≥ 1 there exists
a G-adapted [−1, 1]-valued sequence (amn )n≥0 such that ∆(TM
m)n = a
m
n ∆M
m
n for
each n ≥ 0. Let us show that for each m1 6= m2 and n ≥ 0 we have that
(4.10) am1n = a
m2
n a.s. on A
m1,m2
n ,
where Am1,m2n := {∆M
m1
n 6= 0}∩{∆M
m2
n 6= 0}. Let
(
(ck1 , c
k
2)
)
k≥1
be a dense subset
of R2 such that for each k ≥ 1
ck1∆M
m1
n + c
k
2∆M
m2
n 6= 0 a.s. on A
m1,m2
n .
Then T (ck1M
m1 + ck2M
m2)
w
≪ ck1M
m1 + ck2M
m2 for each k ≥ 1, and hence by the
linearity of T we have that for each k ≥ 1 a.s. ck1a
m1
n ∆M
m1
n + c
k
2a
m2
n ∆M
m2
n and
ck1∆M
m1
n + c
k
2∆M
m2
n are collinear vectors in X , and∣∣∣∣ck1am1n ∆Mm1n + ck2am2n ∆Mm2nck1∆Mm1n + ck2∆Mm2n
∣∣∣∣ ≤ 1 a.s. on Am1,m2n ,
by the weak differential subordination. Therefore we can redefine Am1,m2n up to
a negligible set in the following way:
Am1,m2n := A
m1,m2
n
⋂
k≥1
{ck1∆M
m1
n + c
k
2∆M
m2
n 6= 0}
⋂
k≥1
{∣∣∣∣ck1am1n ∆Mm1n + ck2am2n ∆Mm2nck1∆Mm1n + ck2∆Mm2n
∣∣∣∣ ≤ 1}.
Let us now fix any ω ∈ Am1,m2n and ε > 0. Let x
∗ ∈ X∗ be such that
〈∆Mm1n (ω), x
∗〉 6= 0 and 〈∆Mm2n (ω), x
∗〉 6= 0 (such x∗ exists by the Hahn-Banach
theorem and the definition of Am1,m2n ). Then we can find k ≥ 1 such that
(4.11) 0 <
〈ck1∆M
m1
n (ω) + c
k
2∆M
m2
n (ω), x
∗〉
|ck1 |+ |c
k
2 |
< ε
since
(
(ck1 , c
k
2)
)
k≥1
is dense in R2 (i.e. k ≥ 0 such that (ck1 , c
k
2) is almost orthogonal
to (〈∆Mm1n (ω)x
∗〉, 〈∆Mm2n (ω), x
∗〉)). But on the other hand (we will omit ω for
the convenience of the reader)
1 ≥
∣∣∣∣ck1am1n ∆Mm1n + ck2am2n ∆Mm2nck1∆Mm1n + ck2∆Mm2n
∣∣∣∣ = |〈ck1am1n ∆Mm1n + ck2am2n ∆Mm2n , x∗〉|〈ck1∆Mm1n + ck2∆Mm2n , x∗〉
=
|〈ck2(a
m2
n − a
m1
n )∆M
m2
n , x
∗〉| − |〈ck1a
m1
n ∆M
m1
n + c
k
2a
m1
n ∆M
m2
n , x
∗〉|
〈ck1∆M
m1
n + ck2∆M
m2
n , x∗〉
(4.12)
(∗)
≥ |am2n − a
m1
n ||〈∆M
m2
n , x
∗〉|
1
ε
− 1,
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where (∗) holds by the triangle inequality, (4.11), and the fact that |am1n | ≤ 1. Since
ε was arbitrary, (4.12) holds true if and only if am2n (ω) − a
m1
n (ω) = 0. Now since
ω ∈ Am1,m2n was arbitrary, a
m1
n = a
m2
n on A
m1,m2
n .
Now we define for each n ≥ 0 and m ≥ 1:
B1n = {∆M
1
n 6= 0},
Bmn = {∆M
m
n 6= 0} \B
m−1
n , m ≥ 2,
B0n = Ω \
⋃
m≥1
Bmn ,
and define an in the following way:
an(ω) := a
m
n , ω ∈ B
m
n , m ≥ 1,
an(ω) := 0, ω ∈ B
m
0 .
(4.13)
Then by (4.10) an = a
m
n a.s. on {∆M
m
n 6= 0} for all m ≥ 1. Therefore ∆(TM
m)n =
an∆M
m
n a.s. for all m ≥ 1. Now let M be a general L
p-martingale. Let (Mmk)k≥1
be a sequence which converges to M in MpX . Fix n ≥ 0. Then by [23, Corol-
lary 2.6.30] ∆Mmkn converges to ∆Mn in L
p(Ω;X) as k → ∞, so by boundedness
of an we have that an∆M
mk
n → an∆Mn in L
p(Ω;X). On the other hand by
boundedness of T and by [23, Corollary 2.6.30]
lim
k→∞
an∆M
nk
m = lim
k→∞
∆(TMmkn )n = ∆(TM)n,
where the limit is taken in Lp(Ω;X). Hence ∆(TM)n = an∆Mn a.s.
It follows from (4.13) and [53] that (an)n≥0 is G-adapted and bounded by 1.
Now let us show that (an)n≥0 is G-predictable. Assume the opposite. Then there
exists N ≥ 0 such that aN is FN -measurable, but not FN−1-measurable (here we
set F−1 to be the σ-algebra generated by all negligible sets). Fix x ∈ X \ {0}.
Then we can construct the following Lp-martingale M : R+×Ω→ X : ∆Mn = 0 if
n 6= N and ∆MN = (aN − E(aN |FN−1))x. This is an L
p-martingale since by the
triangle inequality and [3, Theorem 34.2]
‖aN − E(aN |FN−1)‖∞ ≤ ‖aN‖∞ + ‖E(aN |FN−1)‖∞ ≤ 1 + ‖E(|aN ||FN−1)‖∞
≤ 1 + ‖E(1|FN−1)‖∞ ≤ 2.
Then we have that ∆(TM)N = aN (aN − E(aN |FN−1))x, and since TM is a mar-
tingale,
0 = E(∆(TM)N |FN−1) = E(aN (aN − E(aN |FN−1))x|FN−1)
= xE(a2N − aNE(aN |FN−1)|FN−1)
= x
(
E(a2N |FN−1)−
(
E(aN |FN−1)
)2)
= xE
((
aN − E(aN |FN−1)
)2∣∣∣FN−1),
so since x 6= 0 and the fact that
(
aN − E(aN |FN−1)
)2
is nonnegative we get that
aN − E(aN |FN−1) = 0 a.s., hence aN is FN−1-measurable. 
Remark 4.14. One can extend Proposition 4.13 to the case of a Banach space X
being over the scalar field C. The point is that because of the structure of the fil-
tration F any F-martingale is purely discontinuous, so one can extend the definition
of weak differential subordination in the way presented in [52]; namely, N
w
≪M if
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|〈∆Nt, x
∗〉| ≤ |〈∆Mt, x
∗〉| a.s. for all t ≥ 0 and x∗ ∈ X∗. Then by applying the same
proof one can show that the sequence (an)n≥0 from Proposition 4.13 exists and is
still (Fn)n≥0-predictable, but it takes values in the unit disk D := {λ ∈ C : |λ| ≤ 1}.
4.3. Sufficiency of the UMD property. Now we will consider two examples of
an operator T from Theorem 4.9, which will provide us with the Meyer-Yoeurp and
the Yoeurp decompositions of any UMD space-valued local martingale.
Theorem 4.15 (Meyer-Yoeurp decomposition of local martingales). Let X be
a UMD Banach space, M : R+ × Ω → X be a local martingale. Then there exist
unique local martingales M c,Md : R+×Ω→ X such that M
c is continuous, Md is
purely discontinuous, M c0 = 0, and M = M
c +Md. Moreover, for any λ > 0 and
t ≥ 0
λP((M c)∗t > λ) .X E‖Mt‖,
λP((Md)∗t > λ) .X E‖Mt‖.
(4.14)
For the proof we will need the following lemma.
Lemma 4.16. LetM : R+×Ω→ X be an L
1-martingale, (Mn)n≥1 be a sequence of
purely discontinuous X-valued L1-martingales such that Mn∞ → M∞ in L
1(Ω;X).
Then M is purely discontinuous.
Proof. Without loss of generality M0 = 0 and M
n
0 = 0 a.s. for each n ≥ 1. By
Proposition 2.4 it is sufficient to check that MN is a martingale for any bounded
continuous real-valued martingale N with N0 = 0 a.s. Fix such N . Then due to
Proposition 2.4MnN is a martingale for each n ≥ 0. Moreover, since Nt is bounded
for each t ≥ 0, (MnN)t → (MN)t in L
1(Ω;X). Therefore by the boundedness of
a conditional expectation operator (see [23, Corollary 2.6.30]) for each 0 ≤ s ≤ t
E((MN)t|Fs) = E
(
lim
n→∞
(MnN)t|Fs
)
= lim
n→∞
E((MnN)t|Fs)
= lim
n→∞
(MnN)s = (MN)s.
Hence, MN is a martingale. Since N was arbitrary, M is a purely discontinuous
martingale. 
Proof of Theorem 4.15. By a stopping time argument we can assume that M is
an L1-martingale. Fix p ∈ (1,∞). Let (Mn)n≥1 be a sequence of X-valued L
p-
martingales such that Mn∞ →M∞ in L
1(Ω;X). Without loss of generality assume
that E‖M∞ −M
n
∞‖ <
1
2n+1 for each n ≥ 1. Let T ∈ L(M
p
X) be such that T maps
an Lp-martingale N : R+ × Ω → X to its continuous part N
c (such an operator
exists and bounded by Proposition 4.7). For each n ≥ 1 we denote TMn by Mn,c.
Then we know that by Theorem 4.9 for each m ≥ n ≥ 1 and any K > 0
(4.15) P((Mn,c −Mm,c)∗∞ > K) .p,X
1
K
E‖Mn,c∞ −M
m,c
∞ ‖ ≤
1
2nK
,
hence (Mn,c)n≥1 is a Cauchy sequence in the ucp topology by (2.2). Notice that
all the Mn,c’s are continuous local martingales, which are complete in the ucp
topology (see [49, pp. 7–8] and Lemma 2.3). Hence there exists a local martingale
M c : R+ × Ω → X which is the limit of (M
n,c)n≥1 in the ucp topology. Now it is
sufficient to prove thatM c0 = 0 and that 〈M−M
c, x∗〉 is a purely discontinuous local
martingale for any x∗ ∈ X∗ in order to show thatM c is the desired continuous local
martingale. Firstly, M c0 = P− limn→∞M
n,c
0 = 0 sinceM
c is the limit of (Mn,c)n≥1
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in the ucp topology and since Mn,c0 = 0 a.s. for each n ≥ 1. Secondly, since
Mn,c → M c in the ucp topology and Mn → M in L1(Ω;X), 〈Mn −Mn,c, x∗〉 →
〈M−M c, x∗〉 in the ucp topology for each fixed x∗ ∈ X∗. Without loss of generality
set that E‖M∞‖,E‖M
n
∞‖ ≤ 1 for each n ≥ 1. Also by choosing a subsequence we
can assume that M c,n →M c a.s. uniformly on compacts. Therefore by Lemma 2.3
the process t 7→ sup0≤s≤t supn ‖M
c,n‖ exists and continuous, and for each m ≥ 1
we can define a stopping time τm in the following way
τm := inf
{
t ≥ 0 : sup
0≤s≤t
sup
n
‖M c,n‖ ≥ m
}
.
Notice that a.s. τm → ∞ as m → ∞. First show that 〈(M −M
c)τm , x∗〉 is purely
discontinuous for eachm ≥ 1. Note that (M c,n)τm∞ → (M
c)τm∞ and (M
n)τm∞ →M
τm
∞
in L1(Ω;X) as n→∞. Therefore
〈(Mn −M c,n)τm , x∗〉 → 〈(M −M c)τm , x∗〉
in L1(Ω), so by Lemma 4.16 〈(M − M c)τm , x∗〉 is purely discontinuous. Notice
that by letting m to infinity we get that 〈M −M c, x∗〉 is a purely discontinuous
local martingale for any x∗ ∈ X∗, hence M −M c is a purely discontinuous local
martingale.
The uniqueness of the decomposition follows from Remark 4.2, while (4.14) holds
due to the limiting argument, (4.15), and the completeness of L1,∞-spaces provided
by (1.1.11) and Theorem 1.4.11 in [18]. 
Let us turn to the Yoeurp decomposition.
Theorem 4.17 (Yoeurp decomposition of local martingales). Let X be a UMD
Banach space, Md : R+×Ω→ X be a purely discontinuous local martingale. Then
there exist unique purely discontinuous local martingales M q,Ma : R+ × Ω → X
such that M q is quasi-left continuous, Ma has accessible jumps, M q0 = 0, and
Md = M q +Ma. Moreover, for any λ > 0 and t ≥ 0
λP((M q)∗t > λ) .X E‖M
d
t ‖,
λP((Ma)∗t > λ) .X E‖M
d
t ‖.
(4.16)
For the proof we will need the following lemmas.
Lemma 4.18. Let M : R+ × Ω → R be a local martingale with accessible jumps,
M0 = 0 a.s. Then {M
∗
∞ = 0} = {[M ]∞ = 0} up to a negligible set.
Proof. Let M = M c +M q +Ma be the canonical decomposition of M (see Sub-
section 4.1). Then M q = 0 since M has accessible jumps. By [26, Exercise 17.3]
{(M c)∗∞ = 0} = {[M
c]∞ = 0} up to a negligible set. Let us show the same for M
a.
Let τ := inf{t ≥ 0 : ∆Mat 6= 0} be a stopping time. Notice that a.s.
{τ <∞} ⊂
{∑
t≥0
|∆Mat | > 0
}
⊂ {(Ma)∗∞ > 0},
{τ <∞} ⊂
{∑
t≥0
|∆Mat |
2 > 0
}
= {[Ma]∞ > 0},
so we can redefine Ma := (Ma)τ . By the definition of τ we have that for each t ≥ 0
a.s.
∑
0≤s≤t |∆M
a
s | = |∆M
a
τ |1τ≤t, hence by [54, Theoreme (1-6).3] a.s.
(4.17) Mat = ∆M
a
τ 1τ≤t, t ≥ 0.
22 IVAN YAROSLAVTSEV
Therefore since [Ma]t = |∆M
a
τ |
21τ≤t we have that {(M
a)∗∞ = 0} = {[M
a]∞ = 0}
up to a negligible set.
Let us now show the desired. First notice that by [26, Corollary 26.16] a.s.
(4.18) {[M ]∞ = 0} = {[M
c]∞ + [M
a]∞ = 0} = {[M
c]∞ = 0} ∩ {[M
a]∞ = 0}.
On the other hand a.s.
{M∗∞ = 0} = {M
∗
∞ = 0} ∩ {∆Mt = 0 ∀t ≥ 0}
(i)
= {M∗∞ = 0} ∩ {(M
a)∗∞ = 0}
(ii)
= {(M c)∗∞ = 0} ∩ {(M
a)∗∞ = 0}
(iii)
= {[M c]∞ = 0} ∩ {[M
a]∞ = 0}
(iv)
= {[M ]∞ = 0},
where (i) holds by (4.17), (ii) follows from the fact thatM c = M−Ma, (iii) follows
from the first half of the proof, and finally (iv) follows from (4.18). 
Lemma 4.19. Let M : R+ × Ω → R be a local martingale, M = M
c +M q +Ma
be the canonical decomposition. Then up to a negligible set
(4.19) {M∗∞ = 0} = {(M
c)∗∞ = 0} ∩ {(M
q)∗∞ = 0} ∩ {(M
a)∗∞ = 0}.
Proof. Let N := M c + Ma. First notice that by Lemma 4.18 and [26, Corol-
lary 26.16] a.s.
{N∗∞ = 0} = {[N ]∞ = 0} = {[M
c]∞ + [M
a]∞ = 0}
= {[M c]∞ = 0} ∩ {[M
a]∞ = 0}
= {(M c)∗∞ = 0} ∩ {(M
a)∗∞ = 0}.
(4.20)
Let τ := inf{t ≥ 0 : ∆Mt 6= 0} be a stopping time. Then a.s.
{τ <∞} ⊂ {M∗∞ > 0} ⊂ {N
∗
∞ > 0} ∪ {(M
q)∗∞ > 0}
since M = N +Md. Let A = {M∗∞ = 0} ⊂ Ω. Then [M ]∞ = [N +M
q]∞ = 0 a.s.
on A, and consequently [N ]∞ = 0 a.s. on A by [26, Corollary 26.16]. Therefore by
Lemma 4.18 N∗∞ = 0 a.s. on A, so (M
q)∗∞ = 0 a.s. on A, and therefore by (4.20)
{M∗∞ = 0} = A ⊂ {N
∗
∞ = 0} ∩ {(M
q)∗∞ = 0}
= {(M c)∗∞ = 0} ∩ {(M
q)∗∞ = 0} ∩ {(M
a)∗∞ = 0}.
The converse inclusion follows from the fact that M = N +M q and (4.20). 
Lemma 4.20. Let X be a Banach space, M,N : R+×Ω→ X be local martingales
such that N has accessible jumps and N
w
≪M . Then
(4.21) P(N∗t > 0) ≤ P(M
∗
t > 0), t ≥ 0.
Proof. (4.21) follows from the fact that {M∗t = 0} ⊂ {N
∗
t = 0}. Let (x
∗
n)n≥0 ⊂ X
∗
be a separating set. Then up to a negligible set
{M∗t = 0} =
⋂
n≥0
{(〈M,x∗n〉)
∗
t = 0},
{N∗t = 0} =
⋂
n≥0
{(〈N, x∗n〉)
∗
t = 0},
therefore it is sufficient to consider X = R. Let M = M c + Md + Ma be the
canonical decomposition of M (see Subsection 4.1). By Lemma 4.19 and (4.20)
{M∗t = 0} ⊂ {(M
c +Ma)∗t = 0}.
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Moreover, by Lemma 4.18
{ (M c +Ma)∗t = 0} = {[M
c +Ma]t = 0} ⊂ {[M ]t = 0},
{N∗t = 0} = {[N ]t = 0},
and hence since N ≪M ,
{M∗t = 0} ⊂ {[M ]t = 0} ⊂ {[N ]t = 0} = {N
∗
t = 0}.

Proof of Theorem 4.17. Without loss of generality assume that Md is an L1-mar-
tingale and Md0 = 0 a.s. We will divide the proof into two steps.
Step 1. Define a stopping time τ = {t ≥ 0 : ‖Mdt ‖ >
1
2}. In this step we assume
that Md = (Md)τ (i.e. the martingale stops moving after reaching 12 , in particular
after the first jump of absolute value bigger than 1). Let µM be the random measure
defined by (3.3), νM be the corresponding compensator (see Subsection 2.4). For
each n ≥ 1 define a stopping time
(4.22) τn = inf
{
t ≥ 0 :
∫
[0,t]×X
‖x‖1‖x‖>n dν
Md > 1
}
,
and a process Md,n : R+ × Ω→ X in the following way
(4.23)
M
d,n
t =
(
(Md)τ−t +∆M
d
τ 1‖∆Mdτ ‖≤n1τ≤t +
∫
[0,t]×X
x1‖x‖>n dν
Md
)τn−
, t ≥ 0,
where we define Mσ− for a stopping time σ in the same way as in (2.3). First of
all show that τn →∞ a.s. as n→∞. Notice that by due to Subsection 2.4
E
∫
R+×X
‖x‖1‖x‖>1 dν
Md = E
∫
R+×X
‖x‖1‖x‖>1 dµ
Md ≤ E‖∆Mdτ ‖
≤ E‖Mdτ ‖+ E‖M
d
τ−‖
(∗)
≤ E‖Md∞‖+
1
2
(∗∗)
< ∞,
(4.24)
where (∗) follows from the fact that Mτ = M∞ and the fact that ‖Mτ−‖ ≤
1
2 a.s.,
and (∗∗) holds due to the fact that M is an L1-martingale. Therefore∫
R+×X
‖x‖1‖x‖>1 dν
Md <∞ a.s.,
so by the monotone convergence theorem a.s.∫
R+×X
‖x‖1‖x‖>n dν
Md → 0, n→∞,
and hence τn →∞ as n→∞.
We need to show that Md,n is an L∞-martingale for each n ≥ 1. Clearly Md,n
is adapted and ca`dla`g. It is also a local martingale since it can be rewritten in the
following form:
M
d,n
t = (M
d)τn−t −
∫
[0,t]×X
x1‖x‖>n1s<τn dµ¯
Md , t ≥ 0,
where the first term is a martingale by Lemma 2.8, and the second term is a local
martingale by Lemma 2.6 and the fact that the process s 7→ 1s<τn is predictable
by [26, Theorem 25.14] and the predictability of τn (the latter follows from (4.22)
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and the predictability of νM
d
, see Subsection 2.4). Moreover, for each fixed t ≥ 0
we have that a.s.
‖Md,nt ‖ ≤ ‖(M
d)τ−∧τn−t ‖+ ‖∆M
d
τ 1‖∆Mdτ ‖≤n‖+
∫
[0,τn)×X
‖x‖1‖x‖>nν
Md
≤ 1 + n+ 1 = n+ 2.
(Recall that τ − ∧τn− := (τ ∧ τn)−, see (3.6)). Therefore (M
d,n)n≥1 are bounded
martingales.
Now let us now show that Md,n∞ → M
d
∞ in L
1(Ω;X). First, Md,n∞ = M
d,n
τn− a.s.,
so by the triangle inequality
E‖Md∞ −M
d,n
∞ ‖ ≤ E‖M
d
∞ −M
d
τn−‖+ E‖M
d
τn− −M
d,n
τn−‖.
Notice that the first term vanishes as n → ∞ by the fact that ‖Md∞ −M
d
τn−‖ ≤
1+‖∆Mτ‖ a.s., the fact that τn →∞ a.s., and the dominated convergence theorem.
Let us consider the second term:
E‖Mdτn− −M
d,n
τn−‖
= E
∥∥∥Mdτn− − (Md)τ−τn− −∆Mdτ 1‖∆Mdτ ‖≤n1τ<τn − ∫
[0,τn)×X
x1‖x‖>n dν
Md
∥∥∥
= E
∥∥∥∆Mdτ 1τ<τn −∆Mdτ 1‖∆Mdτ ‖≤n1τ<τn − ∫
[0,τn)×X
x1‖x‖>n dν
Md
∥∥∥
= E
∥∥∥∆Mdτ 1‖∆Mdτ ‖>n1τ<τn − ∫
[0,τn)×X
x1‖x‖>n dν
Md
∥∥∥
= E
∥∥∥∫
[0,τn)×X
x1‖x‖>n dµ
Md −
∫
[0,τn)×X
x1‖x‖>n dν
Md
∥∥∥
≤ E
∫
[0,τn)×X
‖x‖1‖x‖>n dµ
Md + E
∫
[0,τn)×X
‖x‖1‖x‖>n dν
Md
(∗)
= 2E
∫
[0,τn)×X
‖x‖1‖x‖>n dµ
Md (∗∗)= 2E‖∆Mdτ ‖1‖∆Mdτ ‖>n,
and the last expression vanishes as n→∞ by the monotone convergence theorem.
(Notice that (∗) follows from the definition of a compensator and from (4.24), while
(∗∗) follows from the fact that ‖∆Mt‖ ≥ 1 only if t = τ by the assumptions on M .)
Since each of Md,n’s is an Lp-martingale for each p ∈ (1,∞), by Proposition 4.7
for each n ≥ 1 there exists the Yoeurp decomposition Md,n = M q,n +Ma,n of a
martingale Md,n into a sum of two purely discontinuous martingales M q,n,Ma,n :
R+ × Ω → X such that M
q,n is quasi-left continuous, Ma,n has accessible jumps,
and M q,n0 = M
a,n
0 = 0 a.s. (recall that M
d,n
0 = 0 a.s.). Fix some p ∈ (1,∞). Since
an operator T q that maps an Lp-martingale M : R+×Ω→ X to its purely discon-
tinuous quasi-left continuous part M q of the canonical decomposition is continuous
on L(MpX) by Proposition 4.7, Theorem 4.9 together with Lemma 4.20 yields that
for each m,n ≥ 1 and K > 0
P
(
(M q,n −M q,m)∗∞ > K
)
.p
1
K
E‖Md,n∞ −M
d,m
∞ ‖
≤
1
K
(E‖Md,n∞ −M
d
∞‖+ E‖M
d,m
∞ −M
d
∞‖),
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so (M q,n)n≥1 is a Cauchy sequence in the ucp topology. By Proposition 2.2 it has
a ca`dla`g adapted limit. Denote this limit by M q. Let us show that M q is a purely
discontinuous quasi-left continuous local martingale. Let σ be a predictable time.
Then ∆M q,nσ = 0 a.s., and for any t ≥ 0 a.s.
sup
0≤s≤t
‖M q,ns −M
q
s ‖ ≥ 1σ≤t sup
0≤s≤σ
‖M q,ns −M
q
s ‖
≥ 1σ≤t
(
sup
m≥1
‖M q,n
0∨σ− 1
m
−M q
0∨σ− 1
m
‖ ∨ ‖M q,nσ −M
q
σ‖
)
≥
1
2
1σ≤t
(
lim sup
m≥1
‖M q,n
0∨σ− 1
m
−M q
0∨σ− 1
m
‖+ ‖M q,nσ −M
q
σ‖
)
=
1
2
1σ≤t
(
‖M q,nσ− −M
q
σ−‖+ ‖M
q,n
σ −M
q
σ‖
)
(∗)
≥
1
2
1σ≤t‖M
q,n
σ− −M
q
σ− −M
q,n
σ +M
q
σ‖
≥
1
2
1σ≤t‖∆M
q
σ− −∆M
q,n
σ ‖ =
1
2
1σ≤t‖∆M
q
σ−‖,
(4.25)
where (∗) follows from the triangle inequality. Since
P− lim
n→∞
sup
0≤s≤t
‖M q,ns −M
q
s ‖ = 0,
we have that for each t ≥ 0
P− lim
n→∞
1σ≤t‖∆M
q
σ−‖ = 0.
But the expression under the limit in probability does not depend on n. Hence
1σ≤t‖∆M
q
σ−‖ = 0 a.s. By letting t→∞ we get that a.s. ‖∆M
q
σ‖ = 0, and since σ
was arbitrary predictable, M q is quasi-left continuous.
Let now σ be a totally inaccessible stopping time. Let us show that a.s.
(4.26) ∆M qσ = ∆M
d
σ .
First notice that for each fixed m ≥ n ≥ 1
∆M q,mσ 1σ<τ∧τn
(∗)
= ∆Md,mσ 1σ<τ∧τn
(∗∗)
= ∆Mdσ1σ<τ∧τn ,
∆M q,mσ 1σ=τ<τn1‖∆Mdτ ‖≤n
(∗)
= ∆Md,mσ 1σ=τ<τn1‖∆Mdτ ‖≤n
(∗∗)
= ∆Mdσ1σ=τ<τn1‖∆Mdτ ‖≤n,
(4.27)
where (∗) follows from Remark 4.6, and (∗∗) follows from the definition (4.23) of
Md,m and Lemma 2.7. Therefore by (4.25) applied for our σ a.s. for each n ≥ 1
∆Mdσ1σ<τ∧τn = ∆M
q
σ1σ<τ∧τn ,
∆Mdσ1σ=τ<τn1‖∆Mdτ ‖≤n = ∆M
q
σ1σ=τ<τn1‖∆Mdτ ‖≤n.
(4.28)
By letting n→∞ we get (4.26).
Let us show that M q is locally integrable. For each l ≥ 1 set ρl := inf{t ≥ 0 :
‖M qt ‖ ≥ l}. Then a.s. for each t ≥ 0
‖(M q)ρlt ‖ ≤ ‖(M
q)ρlt−‖+ ‖∆(M
q)ρlt ‖ ≤ l + ‖∆(M
q)ρlt ‖1t=τ + ‖∆(M
q)ρlt ‖1t<τ
≤ l + ‖∆Mdτ ‖+ 1.
Therefore
E‖(M q)ρlt ‖ ≤ l+ 1 + E‖∆M
d
τ ‖ <∞,
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where E‖∆Mτ‖ <∞ by (4.24). Since M
q is ca`dla`g, by [44, Problem V.1] we have
that ρl →∞ as l→∞, so M
q is locally integrable.
Now let us show thatM q is a local martingale. Let (M q,nk)k≥1 be a subsequence
of (M q,n)n≥1 such that M
q,nk →M q uniformly on compacts a.s. (existence of such
a subsequence can be shown e.g. as in the proof of [45, Theorem 62]). It is sufficient
to show that Mρl∧τnk− is a local martingale for each l, k ≥ 1 since ρl → ∞ and
τnk → ∞ a.s. as l, k → ∞. Fix K > 0. Then by (4.27) and (4.28) for each k ≥ K
we have that a.s. for each t ≥ 0
∆(M q,nk)
τnK−∧τ−
t = ∆(M
q)
τnK−∧τ−
t .
Therefore by Lemma 2.3 there exists a continuous adapted process N : R+ × Ω→
R+ such that a.s.
Nt = sup
k≥K
∥∥(M q,nk)τnK−∧τ−t − (M q)τnK−∧τ−t ∥∥, t ≥ 0.
Now for each j ≥ 1 define a stopping time σj = inf{t ≥ 0 : Nt ≥ j}. Fix j ≥ 1.
Then for each t ≥ 0 we have that for any k ≥ K a.s.∥∥(M q,nk)ρl∧τnK−∧σjt − (M q)ρl∧τnK−∧σjt ∥∥ ≤ j + l + 2‖∆Mdτ ‖
and that (M q,nk)
ρl∧τnK−∧σj
t − (M
q)
ρl∧τnK−∧σj
t → 0 a.s. as k → ∞. Hence by the
dominated convergence theory
(M q,nk)
ρl∧τnK−∧σj
t → (M
q)
ρl∧τnK−∧σj
t inL
1(Ω;X) ask →∞.
Consequently,
(
(M q)
ρl∧τnK−∧σj
t
)
t≥0
is an L1-martingale, which is moreover purely
discontinuous by Lemma 4.16. By letting l,K, j → ∞ we get that M q is a purely
discontinuous quasi-left continuous local martingale.
Ma can be constructed in the same way. The identity Md = M q +Ma follows
from the following limiting argument:
Md = ucp− lim
n→∞
Md,n,
M q = ucp− lim
n→∞
M q,n,
Ma = ucp− lim
n→∞
Ma,n,
and the fact that Md,n =M q,n +Ma,n for each n ≥ 1.
Step 2. For a general martingale Md we construct a sequence of stopping times
τn = inf{t ≥ 0 : ‖M
d
t ‖ ≥
n
2 }. For each M
d,n := (Md)τn we construct the corre-
sponding M q,n by Step 1. Then for each m ≥ n ≥ 1 we get that (M q,n)τm = M q,m
since for any x∗ ∈ X∗ a.s.
〈(M q,n)τm , x∗〉 = 〈M q,m, x∗〉
due to the uniqueness of the Yoeurp decomposition in the real-valued case. Then
we just set M q0 := 0 and
M
q
t :=
∑
n≥1
M
q,n
t 1t∈(τn−1,τn], t ≥ 0,
where τ0 ≡ 0. The obtained M
q will be the desired purely discontinuous quasi-left
continuous local martingale.
We can construct Ma in the same way and show that then Md = M q + Ma
similarly to how it was shown in step 1.
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The uniqueness of the decomposition follows from Remark 4.4, while (4.16) fol-
lows analogously (4.14). 
Proof of Theorem 4.8 (sufficiency of UMD and (4.2)). Sufficiency of the UMD prop-
erty follows from Theorem 4.15 and Theorem 4.17, while (4.2) follows in the same
way as (4.14) and (4.16). 
4.4. Necessity of the UMD property. In the current subsection we show that
the UMD property is necessary in Theorem 4.15 and Theorem 4.17, and hence it
is necessary for the canonical decomposition of a local martingale.
Theorem 4.21. Let X be a Banach space that does not have the UMD property.
Then there exists a filtration F = (Ft)t≥0 and an F-martingale M : R+ × Ω → X
such that M provides neither the Meyer-Yoeurp nor the canonical decomposition.
For the proof we will need the following lemma which is a modification of the
statements from p. 1001 and p. 1004 of [6]. Recall that if (fn)n≥0 is an X-valued
martingale, the we define dfn := fn − fn−1 for n ≥ 1 and df0 := f0.
Lemma 4.22. Let X be a Banach space. Then X is a UMD Banach space if and
only if there exists a constant C > 0 such that for any X-valued discrete martingale
(fn)n≥0, for any {0, 1}-valued sequence (an)n≥0 one has that
g∗∞ > 1 a.s. =⇒ E‖f∞‖ > C,
where (gn)n≥0 is an X-valued discrete martingale such that dgn = andfn for each
n ≥ 0, g∗∞ := supn≥0 ‖gn‖.
Proof. One needs to modify [6, Theorem 2.1] in such a way that dgn = andfn for
some an ∈ {0, 1} for each n ≥ 0. Then the proof is the same, and the desired
statement follows from the equivalence of [6, (2.3)] and [6, (2.4)]. 
For the next corollary we will need to define a Rademacher random variable and
a Paley-Walsh martingale.
Definition 4.23 (Rademacher random variable). Let ξ : Ω → R be a random
variable. Then ξ has the Rademacher distribution (or simply ξ is Rademacher) if
P(ξ = 1) = P(ξ = −1) = 12 .
Definition 4.24 (Paley-Walsh martingale). Let X be a Banach space. A discrete
X-valued martingale (fn)n≥0 is called a Paley-Walsh martingale if there exist a
sequence of independent Rademacher random variables (rn)n≥1, a function φn :
{−1, 1}n−1 → X for each n ≥ 2 and φ1 ∈ X such that dfn = rnφn(r1, . . . , rn−1)
for each n ≥ 2, df1 = r1φ1, and f0 is a constant a.s.
Corollary 4.25. Let X be a Banach space that does not have the UMD property.
Then there exists an X-valued Paley-Walsh L1-martingale (fn)n≥0 and a {0, 1}-
valued sequence (an)n≥0 such that P(g
∗
∞ = ∞) = 1, where (gn)n≥0 is an X-valued
martingale such that dgn = andfn for each n ≥ 0.
Proof. Without loss of generality all the martingales used below are Paley-Walsh
(see [23, Theorem 3.6.1]), so the resulting martingale will be Paley-Walsh as well.
By Lemma 4.22 we can find N1 > 0, an X-valued martingale f
1 = (f1n)
N1
n=0 and a
{0, 1}-valued sequence (a1n)
N1
n=0 such that E‖f
1
N1
‖ < 12 and
P((g1)∗N1 > 1) >
1
2
,
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where g1 = (g1n)
N1
n=0 is such that dg
1
n = a
1
ndf
1
n for each n = 0, . . . , N1. Now induc-
tively for each k > 1 we find Nk > 0 and an X-valued Paley-Walsh martingale
fk = (fkn)
Nk
n=0 independent of f
1, . . . , fk−1 such that E‖fkNk‖ <
1
2k
and
P((gk)∗Nk > 2Ck) > 1−
1
2k
,
where gk = (gkn)
N1
n=0 is such that dg
k
n = a
k
ndf
k
n for each n = 0, . . . , Nk, and Ck > 2
k
is such that
P((g1)∗N1 + . . .+ (g
k−1)∗Nk−1 > Ck) <
1
2k
.
Without loss of generality assume that fk0 = 0 a.s. for each k ≥ 1. Now construct
a martingale (fn)n≥0 and a {0, 1}-valued sequence (an)n≥0 in the following way:
f0 = a0 = 0 a.s., dfn = df
k
m and an = a
k
m if n = N1 + · · · + Nk−1 + m for some
k ≥ 1 and 1 ≤ m ≤ Nk. Then (fn)n≥0 is well-defined,
lim
n→∞
E‖fn‖ = E‖f∞‖ ≤
∑
k≥1
E‖fkNk‖ ≤ 1
by the triangle inequality, and for anX-valued martingale (gn)n≥0 with dgn = andfn
for each n ≥ 0, for each k ≥ 2
P(g∗N1+···+Nk > Ck) ≥ P((g
k)∗Nk > 2Ck, (g
1)∗N1+. . .+(g
k−1)∗Nk−1 ≤ Ck) > 1−
1
2k−1
,
hence g∗∞ =∞ a.s. 
Proof of Theorem 4.21. By Corollary 4.25 we can construct a discrete filtration
G = (Gn)n≥0 and an X-valued L
1-integrable Paley-Walsh G-martingale (fn)n≥0
such that
(4.29) E‖f∞‖ = lim
n→∞
E‖fn‖ ≤ 1,
and such that there exists {0, 1}-valued sequence (an)n≥0 so that
P(g∗∞ =∞) = 1,
where (gn)n≥0 is an X-valued martingale with dgn = andfn for each n ≥ 0.
Since (fn)n≥0 is Paley-Walsh, there exist a sequence (rn)n≥0 of independent
Rademacher variables, a sequence of functions (φn)n≥1 with φ1 ∈ X and φn :
{−1, 1}n−1 → X for each n ≥ 2, so that dfn = rnφn(r1, . . . , rn−1) a.s. for each
n ≥ 1.
Now our goal is to construct a continuous-time X-valued martingale M which
does not have the Meyer-Yoeurp decomposition (and hence the canonical decom-
position) using (fn)n≥0. Let us first construct a filtration F = (Ft)t≥0 on R+ in
the following way. By [51, Subsection 3.2] for each n ≥ 0 we can find a continuous
martingaleMn : [0, 12n+1 ]×Ω→ R with a symmetric distribution such thatM
n
0 = 0
a.s.,
∣∣Mn 1
2n+1
∣∣ ≤ 1 a.s.,
(4.30) P
(
Mn 1
2n+1
= 0
)
= 0,
and
(4.31) P
(
Mn 1
2n+1
6= sign Mn 1
2n+1
)
<
1
2n(‖φn‖∞ + 1)
.
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Let (r˜n)n≥0 be a sequence of independent Rademacher random variables. Without
loss of generality assume that all (r˜n)n≥0 and (M
n)n≥0 are independent. Then set
F0 to be the σ-algebra generated by all negligible sets, and set
Ft :=

F1− 1
2n
, t ∈ (1− 12n , 1−
1
2n+1 ), an = 0, n ≥ 0,
σ(F1− 1
2n
, r˜n), t = 1−
1
2n+1 , an = 0, n ≥ 0,
σ(F1− 1
2n
, (Mns )s∈[0,t−1− 1
2n
]), t ∈ (1−
1
2n , 1−
1
2n+1 ], an = 1, n ≥ 0,
σ(Fs : s ∈ [0, 1)), t ≥ 1.
Let (σn)n≥0 be a sequence of independent Rademacher variables such that σn = r˜n
if an = 0 and σn = sign M
n
1
2n+1
if an = 1 (in the latter case σn has the Rademacher
distribution by (4.30) and the fact that Mn 1
2n+1
is symmetric). Now construct M :
R+ × Ω→ X in the following way:
(4.32)
Mt =

0, t = 0,
M1− 1
2n
, t ∈ (1− 12n , 1−
1
2n+1 ), an = 0, n ≥ 0,
M1− 1
2n
+ σnφn(σ1, . . . , σn−1), t = 1−
1
2n+1 , an = 0, n ≥ 0,
M1− 1
2n
+Mn
t−1− 1
2n
φn(σ1, . . . , σn−1), t ∈ (1−
1
2n , 1−
1
2n+1 ], an = 1, n ≥ 0,
limn→∞M1− 1
2n
, t ≥ 1.
First we show that limn→∞M1− 1
2n
exists a.s., hence M is well-defined. By [23,
Theorem 3.3.8] it is sufficient to show that there exists ξ ∈ L1(Ω;X) such that
M1− 1
2n
= E(ξ|F1− 1
2n
) for all n ≥ 1. Notice that
(
M1− 1
2n
)
n≥0
is a martin-
gale since M1− 1
2n+1
− M1− 1
2n
equals either σnφn(σ1, . . . , σn−1) (if an = 0) or
Mn 1
2n+1
φn(σ1, . . . , σn−1) (if an = 1). Both random variables are bounded, and
in both cases the conditional expectation with respect to F1− 1
2n
gives zero. Now
let us show integrability. Let (f˜n)n≥0 be an X-valued martingale such that f˜0 = 0
a.s. and
(4.33) df˜n = σnφn(σ1, . . . , σn−1), n ≥ 1.
Then (f˜n)n≥0 has the same distribution as (fn)n≥0, so it is L
1-integrable. Now fix
n ≥ 1 and let us estimate E‖f˜n −M1− 1
2n
‖:
E
∥∥f˜n −M1− 1
2n
∥∥ (i)= E∥∥∥ n∑
k=1
σkφk(σ1, . . . , σk−1)
−
n∑
k=1
(
σkφk(σ1, . . . , σk−1)1ak=0 +M
k
1
2k+1
φk(σ1, . . . , σk−1)1ak=1
)∥∥∥
= E
∥∥∥ n∑
k=1
(
σk −M
k
1
2k+1
)
φk(σ1, . . . , σk−1)1ak=1
∥∥∥(4.34)
(ii)
≤
n∑
k=1
E
∥∥(σk −Mk 1
2k+1
)
φk(σ1, . . . , σk−1)
∥∥
(iii)
≤ 2
n∑
k=1
P
(
σk 6=M
k
1
2k+1
)
‖φk‖∞
(iv)
≤ 2
n∑
k=1
1
2k
≤ 2,
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where (i) follows from (4.33) and the definition of M from (4.32), (ii) holds by the
triangle inequality, (iii) follows from the fact that a.s. for each n ≥ 1∣∣σn −Mn 1
2n+1
∣∣ ≤ |σn|+ ∣∣Mn 1
2n+1
∣∣ ≤ 2;
finally, (iv) follows from (4.31). Let us show that there exists F1-measurable
ξ ∈ L1(Ω;X) such that M1− 1
2n
= E(ξ|F1− 1
2n
) for each n ≥ 1. First notice that
E(f˜∞|F1− 1
2n
) = f˜n for each n ≥ 1. Moreover, by (4.34) the series
η :=
∞∑
k=1
(
σk −M
k
1
2k+1
)
φk(σ1, . . . , σk−1)1ak=1
converges in L1(Ω;X). Therefore, if we define ξ := f˜∞ − η, then
E(ξ|F1− 1
2n
) = E(f˜∞ − η|F1− 1
2n
)
= f˜n − E
( ∞∑
k=1
(
σk −M
k
1
2k+1
)
φk(σ1, . . . , σk−1)1ak=1|F1− 1
2n
)
= f˜n −
∞∑
k=1
E
((
σk −M
k
1
2k+1
)
φk(σ1, . . . , σk−1)1ak=1|F1− 1
2n
)
= f˜n −
n∑
k=1
(
σk −M
k
1
2k+1
)
φk(σ1, . . . , σk−1)1ak=1 = M1− 1
2n
,
so one has an a.s. convergence by the martingale convergence theorem [23, Theo-
rem 3.3.8].
Now let us show that M is a martingale that does not have the Meyer-Yoeurp
decomposition. Assume the contrary: let M = Md + M c be the Meyer-Yoeurp
decomposition. Then one can show that for each n ≥ 1
Md1− 1
2n
=
n∑
k=1
σkφk(σ1, . . . , σk−1)1ak=0,
M c1− 1
2n
=
n∑
k=1
Mk 1
2k+1
φk(σ1, . . . , σk−1)1ak=1,
by applying x∗ ∈ X∗ and showing that the corresponding processes
〈
Md
1− 1
2n
, x∗
〉
and
〈
M c
1− 1
2n
, x∗
〉
are purely discontinuous and continuous local martingales re-
spectively (see Remark 4.2). Now let us show that M c is not an X-valued local
martingale. If it is a local martingale, then
P((M c)∗∞ =∞) = P((M
c)∗1 =∞) = 0.
sinceM c as a local martingale should have ca`dla`g paths (even continuous sinceM c
assume to be continuous). But for each fixed n ≥ 1
P((M c)∗1 =∞) = P
((
M c −M c1
2n
)∗
1
=∞
)
≥ P
(
(g˜ − g˜n)
∗
∞ =
(
M c −M c1
2n
)∗
1
)
where (g˜n)n≥0 is an X-valued martingale such that dg˜n = andf˜n a.s. for each n ≥ 0,
and hence by the construction in Lemma 4.22 g˜∗∞ =∞ a.s. Further,
P
(
(g˜ − g˜n)
∗
∞ =
(
M c −M c1
2n
)∗
1
)
= 1− P
(
(g˜ − g˜n)
∗
∞ 6=
(
M c −M c1
2n
)∗
1
)
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≥ 1−
∞∑
k=n
1ak=1P
(
Mk 1
2k+1
6= σk
)
≥ 1−
∞∑
k=n
P
(
Mk 1
2k+1
6= sign Mk 1
2k+1
)
(∗)
≥ 1−
1
2n−1
,
where (∗) follows from (4.31). Since n was arbitrary, (M c)∗1 = (M
c)∗∞ =∞ a.s., so
M c can not be a local martingale. 
Proof of Theorem 4.8 (necessity of UMD). Necessity of the UMD property follows
from Theorem 4.21. 
Remark 4.26. One can also show that existence of the Yoeurp decomposition of
an arbitrary X-valued purely discontinuous local martingale is equivalent to the
UMD property. We will not repeat the argument here, but just notice that one
needs to modify the proof of Theorem 4.21 in a way which was demonstrated in
[51, Subsection 3.2].
Remark 4.27. The reader might assume that one can weaken the Meyer-Yoeurp
decomposition and consider a decomposition of an X-valued local martingale M
into a sum of a continuous X-valued semimartingale N c and a purely discontinuous
X-valued semimartingale Nd, which perhaps may happen in a broader (rather than
UMD) class of Banach spaces. Then for any reasonable definition of an X-valued
semimartingale we get that N c =M c+A for some continuous local martingaleM c
and an adapted process of (weakly) bounded variation A. Hence M = N c +Nd =
M c + (Nd + A), where Nd + A = M −M c is a local martingale, which is purely
discontinuous, so M should have the Meyer-Yoeurp decomposition as well in this
setting, which means that the UMD property is crucial.
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