We consider the general linear model y = Aβ 12 + bβ 3 + .
(
Here, y = (y 1 , . . . , y N ) are the logarithmic trait values, A is the N × 2-matrix
, where x 1 , . . . , x N are the logarithmic size values. The vector
contains ones at the K entries corresponding to the subgroup in question and zeros elsewhere. β 12 = (β 1 , β 2 ) and β 3 are the unknown model parameters, and the error term ∼ N(0, σ 2 Σ) is non-degenerate multivariate normal with covariance matrix σ 2 Σ where σ 2 is an unknown factor whereas the matrix Σ is known. Setting X = [A|b] and β = (β 1 , β 2 , β 3 ) , we can rewrite the model (1) more conveniently as
We have Theorem 1. Letβ 3 the GLM estimator of β 3 and s 2 the GLM estimator of σ 2 . Moreover, set R = (0, 0, 1).
Under the null hypothesis H 0 : β 3 = 0 (no selection on the subgroup) the test statistiĉ
has the t N−3 -distribution.
Proof. Since Σ is positive definite and symmetric it has a symmetric and positive definite square root Q, i.e. Q 2 = Σ. Multiplying both sides of (2) with Q −1 we get the homoskedastic model
where y 0 = Q −1 y, X 0 = Q −1 X, and 0 ∼ N(0, σ 2 I). For this we have the usual estimatorŝ
It follows from the theory in Ruud (2000), Chapter 11, that the test statistiĉ
for the model (4) has the F 1,N−3 -distribution under the null-hypothesis
It is easy to check thatF
SinceT =F 1/2 and F 1,N−3 ∼ t 2 N−3 , the claim follows.
A similar test statistic can be derived if not only a shift of intercept, but also a change of slope of the regression line for the subgroup is considered in the alternative hypothesis.
In this case, we consider the general linear model
Notation is as above, the only new ingredient is
where the non-zero entries correspond to the subgroup in question. The parameter β 4 models a possible change in slope for the subgroup. Setting X = [A|b|c] and β = (β 1 , . . . , β 4 ) , we can again rewrite the model (6) more conveniently as
An argument analogous to the one given above yields Theorem 2. Letβ the GLM estimator of β in (6) and s 2 the GLM estimator of σ 2 . Moreover, set
Under the null hypothesis H 0 : β 3 = β 4 = 0 (or equivalently Rβ = 0) the test statistiĉ F := 1 2s 2β R R(X Σ −1 X)
has the F 2,N−4 -distribution.
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