A two link revolute planar robotic manipulator is optimized for maximization of work space covered by its end effector. A mathematical model for optimization is built considering singularities which control the range of design variables. Condition number which is the measure of change in output value (End effector position) for a small change in input value (joint angles) is modeled as the constraint. The non linear optimization model is initially linearised using Sequential Linear Programming technique and is solved graphically for optimum value of objective function. Particle swarm optimization technique is implemented on the non-linear optimization model for optimum value of objective function. The maximum value of objective function obtained from Particle swarm technique is found to be significantly higher than the value obtained using graphical approach.
Introduction
It is always desirable to have maximum reach for the robotic end effectors in their work space. However, their movements are restricted by kinematic singularities. It is a well known fact that the Jacobian relates linear velocities of links or end effectors to their joint velocities. At singular positions, the determinant of jacobian becomes zero resulting in infinite joint velocities. Therefore, within these restrictions (singularities), it is area of interest of many researchers to find the global optimum which gives maximum reach for the end effector. Morecki et al. (1984) discussed the effect of link length ratios on the distance travelled by end effector. Yoshikawa (1985) proposed an index which represents the degree of dexterity or manipulability of robotic arm in its work space. It is called manipulability index denoted by µ, where µ = detJ. Huang and Thebert (2010) made a detailed study on work space singularities for design of parallel robots. Tsai and Chiou (1990) discussed various orientation patterns for joints which result in minimal singularity occurrences. Klein and Blaho (1987) used parameters such as condition number and range of design variables for design and kinematic control of redundant robotic manipulators. Tokhi and Azad (2008) discussed various strategies for modeling and kinematic design of flexible manipulators. Ata (2006) discussed and presented in detail, various control strategies for design of serial link robotic manipulators. Moldoveanu et al. (2005) presented the variable structure theory for planning and trajectory control of planar two link manipulators. In the present work, the constraint (condition number) is expressed in the form of Euclidean or Frobenious norm of the matrix. The design variables chosen are link lengths and link angle. The objective function and constraint are modeled as nonlinear functions of design variables. Rao (2009) presented the mathematical modeling of various physical problems including mechanical design problems and their optimization methods. For achieving global optimum point, heuristic or evolutionary optimization techniques such as genetic algorithm, particle swarm optimization technique, neural networks, etc., are preferred over conventional optimization techniques as most of these methods deal with a population of vectors. The likelihood of achieving global optimum is very high when working with a population of design vectors simultaneously compared to a single design vector.
Particle swarm optimization is a heuristic search algorithm based on the concept of sharing and brimming in the population of design vectors. It is similar to the genetic algorithm in the sense that they are both population-based search approaches and they rely on information sharing within the population to improve their search. However, particle swarm optimization uses less number of function evaluations compared to genetic algorithm. The results available from literature support the above claim. Statistical tests were conducted to examine the effectiveness and efficiency of PSO compared to GA. Eight sample test problems were solved using both PSO and GA for multiple runs. The test problems included three popular benchmark problems like Rosen brock function, Egg crate Function, and Golinski's Speed Reducer. The second set of test problems chosen from literature involved the reliability-based design of a commercial communication satellite. All test problems were with continuous design variables.
Two metrics were chosen for the tests. The first metric was to test the effectiveness of PSO and GA using a standard solution as metric that measures the normalized difference between the solutions obtained from the two approaches. The efficiency test tested the number of function evaluations required by each technique to reach convergence. The results of tests showed that though both PSO and GA are similar in terms of quality index or effectiveness to most test problems, it is the PSO technique that showed better rate of convergence in less number of iterations. This clearly indicated high efficiency level of particle swarm optimization technique compared to genetic algorithm. Kennedy and Elberhart initially conceptualized the idea of particle swarm optimization technique based on the social behavior of animals and birds flocking. Later, Bratton and Kennedy (2007) standardized the particle swarm optimization technique. Lee and Park (20006) studied the relative merits and de-merits of applying particle swarm optimization technique to economic dispatch problem. Tasgetiren and Liang (2003) implemented the binary particle swarm optimization technique to determine the economic lot size. Kumar et al (2008) presented in detail, the basic concepts of particle swarm optimization, its variants and its application with reference to power systems. The formulated objective function and constraint are sequentially linearised and the linear problem is solved using graphical approach. Particle swarm optimization technique with 20 swarm values at each iteration is implemented. The maximum value of objective function is found to be 57.5% higher than the value obtained from graphical method.
Particle Swarm Optimization Technique
The Particle Swarm Optimization (PSO) method is built based on multiple element parallel search techniques which preserve a flock (swarm) of particles and each particle represents a possible solution in the group. All particles move through an ndimensional search space where each particle will adjust its position based on its previous condition or situation and that of its neighboring particles. In Particle Swarm Optimization technique, all particles are arbitrarily instigated and their fitness is computed to determine local best (best value of each particle) and global best (best value of particle in the entire flock). In the loop, first the particles velocity is updated by the personal and global bests, and then each particle's position is updated by the current velocity. Then the loop will find an optimum solution. The loop will end based on a stopping criterion. Swarm size is the number of particles in the flock or group. Large swarm size creates bigger search space to be covered per iteration. Large number of particles per swarm or flock may reduce the number of iterations for obtaining good result. On the other hand, enormous amount of particles will increase computational time and complexity per iteration. From a number of studies, it is found that, for all practical purposes, the ideal range of swarm size is 10 to 50. Figure 1 shows a schematic representation of a two link planar manipulator with link lengths and link angles. From forward kinematics we have the following relations connecting end effector positions with joint angles and link lengths.
Mathematical modeling
Jacobian relates linear velocities of links to joint angular velocities as given below.
Where, J is the 2x2 jacobian matrix. 
The objective function is modeled keeping in view the extreme positions of end effector or link 2 with respect to link 1. That is, when θ 2 is zero and when θ 2 is 180 0 . At these positions, kinematic or boundary singularities will arise resulting in infinite joint velocities as the determinant of J will become zero at these two positions. Therefore, the area maneuvered by end effector is obtained by subtracting area when θ 2 of link2 is at 180 0 position with respect to link1 from the area when link 2 is zero degrees position with respect to link1. Mathematically:
Equal link length ratio may appear to give maximum work space covered by end effector, but is not Actually the case. Morecki et al. (1984) presented the following Figure 2 in their work which relates the distance travelled by the end effector to link length ratio.
Fig. 2. Distance travelled by end effector with respect to link length ratio
The following link length ratios and ranges of design variables l 1 , l 2 and θ 2 are arbitrarily chosen keeping in view, the kinematic singularities and propositions made by Morecki et al. (1984) . Condition number is the error amplification factor, which is defined as the ratio of maximum singularity value to minimum singularity value of a jacobian matrix. The condition number K J varies in the range 1 to ∞. Condition number close to 1 gives ideal jacobian with almost nil singularities. Condition number close to ∞ represents most ill conditioned jacobian matrix for design of manipulator. For the present problem, the upper limit of condition number is chosen equal to 1.25. Condition number
. The expression for condition number which is the constraint for the present problem can be expressed in terms of design variables using the following matrix analogy. Consider the following matrix: That is
The norm of the matrix is defined as its amplifying power which is expressed as:
Similarly from equation d we have
Substituting equations e and f in equation c :
From the above expression, the upper bound for error amplification ratio is written as:
Where the norm of matrix P is the Euclidean or Frobenious norm which is expressed as the square root of sum of the squares of all the elements of matrix P. The same also holds good for matrix 1 P  . Mathematically, Euclidean norm may be expressed as follows:
Where J is   
Results-Discussion
By comparing the objective function value obtained from the two approaches, it can be seen that the value of objective function obtained from particle swarm technique is found to be 57.7% larger than the value obtained from the graphical approach. This is attributed to the fact that PSO technique uses a swarm or flock of particles, each of which represents a possible solution to the problem at hand and the G-best among those particles has high likely hood of representing global optimum. On the other hand, graphical method used a set of linear equations to find the optimum. This resulted in local optimum. Also, the original nonlinear problem is converted into a linear problem using Sequential linear programming technique and the solution obtained from graphical method satisfied the original nonlinear constraints by a degree given by ε which is a very small value close to zero. On the other hand PSO worked on the original non linear problem itself which resulted in exact satisfaction of all the constraints. The optimum value of objective function obtained from PSO technique stabilized after 125 th iteration and remained constant till the end of 200 th iteration indicating global optimum. However, from the results in Table1, it can be observed that the objective function value obtained from PSO technique showed a significant improvement over the value of objective function (19.1 square units) obtained from LPP approach within the first 10 iterations. This analysis would be helpful to assess the optimum value in a situation where fast convergence is required.
Conclusions
The following major conclusions are drawn from the work:
 The maximum area covered by end effector obtained from PSO technique is found to be 57.7% higher than the value obtained from Graphical method.  Link angle θ 2 is found to have significant influence on condition number followed by link lengths.  The choice of learning factors in the present work influenced the convergence rate of PSO algorithm.
