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Abstract
This thesis will deal with algorithms and imaging techniques for use in au­
tomated industrial inspection. The work falls into two main areas, the first dealing 
w ith general problems relating to typical inspection tasks, the second with specific 
applications including the analysis of seals on plastic packets.
The requirements of a general object location and inspection system will be 
discussed in itia lly in relation to algorithms supplied with commercial systems, which 
often seem ad-hoc. This will be followed up with detailed analyses of several corner 
and small hole detection algorithms. The features looked for in a useful algorithm 
are: (1) a high execution speed when implemented on a general purpose microcom­
puter, (2) good accuracy in locating the desired features, (3) robustness when faced 
with poor quality, noisy or cluttered images and (4) the ability to distinguish between 
genuine features and others that appear, superficially, to be similar. A program using 
these feature detectors to locate partially occluded machine parts in typical images 
will be presented.
The second main area of investigation is that of the detection of faults in heat 
sealed food packets and is one which has hitherto largely been overlooked. The main 
problem with these packets is that the cellophane wrapper is highly reflective, giving 
rise to large areas of glare in any off-camera image. Experience has shown that careful 
lighting arrangement alone will never tota lly remove this problem. However, a simple 
arrangement of switched light beams, along with computer processing, can almost 
to ta lly eliminate the glare. This approach has been used in the inspection of packets 
where faults are revealed by parts of the product inside showing through holes in the 
wrapper. Alternatively, by careful alignment of the light sources, the surface structure 
of the sealed part of a packet may be revealed. This can reveal defects either through 
the absence of a regular pattern, or by the presence of wrinkles running across the 
seal. Algorithms have been developed demonstrating each of these inspection tasks.
Overall the work presented in this thesis has spanned several traditional areas 
of interest, and has also developed the techniques required for packet inspection and 
other situations where glare is a problem.
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“ I f  you don’t teach machines and horses to  do what you want in  the ir way 
the y ’l l  teach you to do what they want in  your way.”
Ursula K . LeGuin, Always Coming Homey G rafton Books (1985)
1.1 Introduction to industrial inspection
There are many cases in industry where products have to be inspected for de­
fects after manufacture. Examples of these include food products [Davies,86b] and their 
packaging, printed circuit boards [Chin,82] [Owen,89], machine parts [Chin,82] [Owen,89], 
and many others.
Depending on the nature of the product, different features may need to be 
tested. One possible example is testing for the presence of locating holes, mounting 
lugs and screw-threads on machine parts. Another is checking whether or not a 
chocolate biscuit has been completely coated in chocolate, and measuring its radius 
to see if it will f it  in the packet w ithout jamming the packing machine. The nature 
of these tests varies considerably, in some cases it is a simple test for the presence or 
absence of a feature, while in others it involves accurate measurement.
‘Qualitative’ tests -  those which only look for the presence or absence of a 
feature -  can be performed quite well by humans at the rate of one or two items a 
second. However, accurate measurements cannot be carried out by eye, and some form 
of measuring apparatus would be required. Depending on the accuracy required, the 
throughput could easily be as low as one product every ten seconds, which is scarcely 
adequate for a high-speed production line.
In some cases ‘batch testing' -  the checking of one product out of a batch of, 
say, 100 products -  might be adequate. However, in more safety-critical areas it is 
not, and every product must be checked individually. In such cases, testing can take 
longer than manufacture, and some alternative would be extremely cost-effective.
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1.1.1 Computers in inspection
Although humans are adaptable to a wide range of inspection tasks, they do 
make mistakes, have a limited working speed and expect to be paid regularly. Fur­
thermore, humans cannot make accurate measurements unaided. Computer controlled 
robot systems are also adaptable (given suitable programming), are capable of working 
at high speed for 24 hours a day with little  maintenance, and after the initial outlay, 
running costs are small when compared with staff wages.
Unfortunately, the phrase “given suitable programming" in the last paragraph 
underestimates the main problem in automating the inspection process. Human vision 
is little  understood*, and in any case the brain is so much more complex than present 
computers that it would be near impossible to simulate the human visual process at 
anything like the required speed. Instead, we must find some way of performing the 
required inspection tasks with the limited computer power available.
The amount of work which has been done on computerised inspection systems 
since the 1950’s has been enormous, see the reviews [Chin,82] and [W allace,88] for several 
examples. The algorithms may be either ad-hoc or mathematically derived, and can 
cover anything from the simple extraction of edges in a scene to reasoning artificial 
intelligence systems. The work presented in this thesis will cover only a small section 
of the field.
1.1.2 Automated industrial inspection -  a recent history
Despite the amount of research done on automated inspection, it is still little  
used in the factory environment. Until about five years ago, this could be explained 
by deficiencies in the available computer hardware. Processors tended to be slow, 
unless large mainframe computers were used, and the memory for framestores tended 
to be expensive, giving rise to systems that either had a low spatial resolution, or 
(more commonly) worked only with binary images. Nowadays, however, 16- and 32- 
bit microprocessors capable of performing at over 10 MIPS (m illion instructions per
* It is often said that if the human brain were simple enough for us to understand, 
then we’d be too simple to understand it.
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second) are common, and memory is becoming cheap. Yet, still, automated systems 
are uncommon in industry.
One explanation of this is that the software on offer is inadequate for the needs 
o f the modern industrialist. As we shall see later, the software packages supplied 
w ith inspection systems tend to fall into two categories. The first is an interactive 
menu-driven system, which allows applications to be built up quickly, but lim its the 
programmer to the range of functions which have been provided by the manufacturer. 
Since many practical tasks have complex criteria for making decisions, perhaps check­
ing for the presence or absence of a single hole in an intricate casting, the simple 
parameter-measuring approach is often insufficient.
The second class of system is one in which the programmer is provided with a 
library of 'standard' image-processing subroutines, along with the tools to build these 
into a complex program. Unfortunately, the library of routines provided seems to be 
influenced by the capabilities of a particular piece of hardware, and by a desire to 
provide all the same functions as the competitors, along with one or two new ones. 
The result often is a rather ad-hoc collection, with no overall strategy.
It is not surprising, then, if manufacturers are unwilling to install such systems 
in their factories, even though the cost is often low -  as little  as f  10 000.
1.2 Overview of the rest of the thesis
As was said earlier, a single thesis can only cover a small section of the field 
o f image processing and analysis. This work will look at two areas described below. 
Following on from this introduction is a rather long review of those sections of the 
subject which are relevant to industrial inspection.
The original work presented in this thesis can be split into two sections. The 
first (Chapters 3 to 6, and Chapter 9) deals with general inspection algorithms and 
systems. The emphasis here is on 'feature-based' 'bottom -up' methods. Here, the 
computer scans an image to locate interesting features such as corners, small holes 
and straight lines. These are then applied to a model of the object expected, and after 
a process of matching the located features with those expected from the model, any 
defects (extra or missing features) can be located. Chapter 9 is placed out of order as 
it deals with hardware implementation, rather than software.
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The second section (Chapters 7 and 8) looks at specific examples of sealed 
packets. Here the objects do not have simple features, and an examination of the 
packet texture is required. Naturally, with such variable items as plastic packets, the 
algorithms are designed to solve specific, rather than general, problems. However, 
there are useful lessons that can be learned, especially in the devising of ideal lighting 
systems, an area which is often overlooked.
1.2.1 A short description o f each chapter
The contents of each chapter are:
Chapter 1 Introduction.
This chapter gives a general discussion on the field, an overview of the rest of 
the thesis and an explanation of symbols used.
C hapter 2 A Survey of Image Processing.
Chapter 2 gives an introduction to image processing and analysis, w ith partic­
ular reference to those techniques which are appropriate to industrial systems. 
Chapter 3 Commercial Image Inspection Systems.
This chapter presents a short survey of commercial systems. The capabilities 
of the Data Translation DTJRIS and Imaging Technology ITEX software libraries, 
and the International Robomation/lntelligence IRI P256-F packaged system are listed. 
This is followed by a discussion of the functionality that, in the author's opinion, should 
be provided in any complete system.
C hapter 4 Corner Detection Algorithms.
Over the years, many algorithms have been used to detect corners present in 
an image. This chapter will look at eight different ones, and will determine the speed, 
accuracy and reliability of each of them when presented with typical off-camera images. 
Chapter 5 Hole Detection Algorithms.
Again, several algorithms exist for the detection of small circular features in 
images. Chapter 5 will present an investigation of the speeds, accuracy and robustness 
of six algorithms, including an analysis of how the results of each algorithm varies with 
the complexity of the image.
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Chapter 6 An Object Recognition System.
This chapter will show how the corner and hole detection algorithms can be 
combined within a feature matching algorithm to produce a general purpose program 
for the inspection of machine-made parts. The program presented here uses a tree- 
structured matching approach, and an analysis has been made to see how its speed 
would compare with the more exhaustive ‘maximal-clique’ approach.
Chapter 7 Sealed Packet Inspection (1), Biscuit Packets.
The problem of the inspection of highly reflective uneven surfaces has not been 
covered as fully in the literature as the more tractable matte surfaces of cloth, paper 
and so on. This is probably because of the difficulty (or impossibility) of lighting such 
objects so as not to produce bright glints which can confuse the inspection algorithm. 
This chapter details the investigations made into the specific case of ‘Rich Tea' biscuit 
packets, where a poor seal could leave a hole in the end of the packets, allowing the 
contents to go stale. Different lighting arrangements, including the use of switched 
lamps, as well as coloured and polarizing filters have been investigated, and the results 
are given in this chapter.
Chapter 8 Sealed Packet Inspection (2), Peanut and Sausage Packets.
This chapter presents three case-studies into the inspection of shiny packet 
seals. In these cases, however, the reflective properties of the metallised cellophane 
have been used to highlight the normal surface pattern (produced by the heat sealing 
process) in the first and third cases, and the wrinkles indicative of faults in the second. 
Chapter 9 Hardware Implementation.
Many computer architectures exist for use in image processing, and this chapter 
will provide a short description of each, along with their strengths and weaknesses. 
This chapter will also show how implementation of the inspection system of Chapter 
6 was tackled on a small transputer [lnmos,87] network, and will give an idea of the 
speed gains that can be achieved.
Chapter 10 Conclusions and Summary.
This chapter will present the final conclusions and summary, and will detail 
ongoing and future work.






















Survey of the field
Fig. 1.1. Organisation of chapters within the thesis.
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1.3 Terminology
One problem that I have found in writing this thesis is the considerable in­
consistency between sources in the terminology used to refer to images, the pixels 
thereof, and the operations that apply to them. In order to avoid confusion later on, 
this section will present a few conventions which will be used in the rest of this work.
1.3.1 Images, pixels and gradients
Images' coordinates will be represented in the conventional raster-scan pattern
^ ( 0 , 0 ) ( 1 , 0 )  . . . ( » , 0 ) ^
( 0 , 1 ) ( 1 , 1 )  . . . ( " , ! )
V ( 0 , r a ) ( 1 , ! I . )  . . . ( n , n ) J
rather than the Cartesian system. Where polar coordinates are required, these will use 
the mathematical convention that 0° is in the ‘3 O'clock' position, with 6 increasing 
anticlockwise (0° <  0 <  360°). Usually, images are square, with either 128x128 or 
256x256 pixels, and unless otherwise stated, 8 bits per pixel.
An image plane will be denoted by an uppercase calligraphic letter, thus: I ,  
w ith each pixel being a lowercase italic letter with a subscript denoting its position 
where necessary: i  or i{x,y)- Note that the pixels of an array can be thought of either 
as a collection of values at different points or as a function of position: i { x , y ) ,
the two being interchangeable^. Thus i  may be used either as a function or a value, 
whichever is most appropriate in the context.
Since gradient measures will be used extensively in the work presented here, the 
following notation has been adopted -  the local gradient magnitude will be denoted 
by g (or possibly g(x,y) where necessary), with the individual components d i j d x  and 
d i / d y  by g^ and gy respectively.
When defining window operators such as convolutions (Chapter 2, section 2.2), 
it can become inconvenient to refer to individual pixels as repeatedly, and
t  It may be helpful to think of ‘i  as meaning either 'image' or ‘ intensity function' 
as applicable.
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therefore the following convention will be used. Let the central pixel in the window, 
%(z,y), be denoted by ig, with the surrounding pixels numbered as follows:
Z4 is 22
is ig i l  .
ig  i?  2*8
The exception to this scheme will be in Chapter 2 when chain-codes and skeletoni- 
sation are being discussed. There, to avoid confusion with other sources, Freeman’s 
numbering [Freem an,61] will be used.
1.3.2 Algorithms
In the interests of clarity and consistency, most of the algorithms presented in 
this thesis have been written in a pseudo-programming language, with elements drawn 
from Pascal, Algol and other block-structured languages. Since the structures should 
mostly be self-explanatory, it is not necessary to give a full definition here. However, 
it is useful to provide a few notes on the less obvious features.
Variables are denoted by lowercase italic letters (w ith underscores used to join 
long names), for instance counter or points-used. Where a variable’s type is not 
obvious from the context, it is declared by a VAR  statement at the head of the 
program, as in Pascal.
In order to keep the length of the algorithm listings to a manageable length, 
some sections of code have been omitted and replaced by a call to a procedure or 
function, whose operation should be deducible from its name, or from nearby com­
ments. Procedure and function names are denoted by lowercase roman characters, 
thus: delete_marked_points.
In some cases, comments have been included to clarify longer listings; these 
are enclosed in curly braces: {T h is  is a comment}.
Finally, language ‘keywords' are written in uppercase roman characters. For IF , 
FO R ..D O  and the like, all lines up to the ending keyword (E N D IF , END D O  etc.) are 
executed within that construct, and are indented to show this. One unusual variant 
on the FO R  loop which has been used here is the FO R A L L  construct:
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FO R  A L L  x , y  DO 
{body  of loop}
ENDDO
This is directly equivalent to
FO R  y FR O M  0 TO  ( image^size — 1) DO 
FOR X FR O M  0 TO  { images ize  — 1) DO 
{body  of loop}
EN D D O  
EN D D O
and has been used to simplify the listings.
1.3.3 Terminology in Chapters 3 to 6
In Chapters 3 to 6, reference will often be made to ‘typical’ images and appli­
cations. To avoid ambiguity later on, it is worth explaining here the context in which 
the word ‘typical’ will be used. These four chapters of the thesis will deal w ith small 
industrial parts, produced on a production line at anything between about 10 parts per 
second and 10 seconds per part. Under factory conditions, it will normally be possible 
to arrange lighting so that the images have good contrast, and are relatively free of 
noise and background clutter. Furthermore, these images will only contain a small 
number o f possible items, which will be constrained to lie in a limited range of poses. 
Thus, Figs. 5.7, 5.11 and 6.13 are examples of ‘typical’ images for the purposes of 
these chapters. Specifically, these images show high-precision machine parts for which 
accuracy of location and measurement are limited by available image resolution, rather 
than by the objects themselves. It should be clear that, in other applications, a typical 
image may be completely different.
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Chapter 2
A Survey of Image Processing
“ W lios is th is y mage, and the w ry tiiig  aboue?”
W yc lif, Matt.  (1382)
2.1 Introduction
This chapter will give a survey of the field of image processing, concentrating 
mainly on those methods which are appropriate to high speed industrial inspection 
tasks.
The various tasks involved in locating, recognising and inspecting objects can 
loosely be divided into three levels. The lowest level is that of filtering the image 
to remove noise and to enhance certain features that will be required later, such as 
corners or edges. These will be discussed in section 2.2.
Following on from the filtering processes are those which extract features from 
the image. This will involve taking the enhanced image produced by the filters and 
extracting quantitative data. The latter can be the parameters (such as position, 
strength and orientation) of small features (e.g. corners), or larger extended ones 
(say, circular holes and straight lines). In addition, it may be useful to  extract whole 
objects from the background in order to examine their shapes. These processes are 
covered in section 2.3.
The final stage is that of object location and analysis. One common approach 
to  this is matching between features already known to exist in a model and those 
which have been found in the image. Another approach is to extract the boundary 
of each object in the image and to measure and inspect this for certain distinctive 
features. These two approaches are discussed in section 2.4.
Three-dimensional object inspection is still in its infancy, and many differing 
approaches to this topic are being developed. Section 2.5 gives a brief summary of a 
few of them, and provides a mathematical model of one method of extracting shape
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from shading.
Finally, the chapter ends with a brief discussion of the properties which any 
useful industrial inspection algorithm should possess, viz. speed, robustness and accu­
racy.
2.2 Low-level processing
The term low-level processing is generally used to define any of various filtering 
operations that may be performed on an image prior to feature extraction. The aim of 
these operations is to enhance certain features in an image, such as edges or ‘blobs', 
or to attenuate any noise which might obscure genuine features.
The filtering operations can often be described by means of a function matrix, 
which is applied to each point in the image in turn in the following manner: let the 
function matrix be
/  f ( - i - i )  /(o,-i)
F = I / ( - i ,o )  /(o,o)
V  / ( o , i )
and the image be
X =
%(0 ,0 ) %(1 ,0 ) • • •  * ( 127 ,0 )
* ( 0 ,1 ) * ( 1 ,1 ) • • •  * ( 127 ,1 )
V * ( 0 ,127 ) * ( 1 ,127 ) * ( 127 ,127 ) /
Then each resultant image point j(x,y) will be given by
1 1
~  ^2  f i a t b ) l ’( x  +  a , y + b ) ‘
a =  — l  &= —1
Operators of this type are referred to as convolutions.
A few points are worth noting: (1) The function matrix can be larger than 3x3 ;
(2) the image need not be 128x128 pixels; and (3) the function becomes undefined 
near the edges of the image. In this case i(o,n).i(n,o) J ( i27,n) and i( n , i27) would all 
require points in X  off one side of the image. In practice, either the image J  has to be 
left undefined around the edge, or a dummy intensity value substituted for nonexistent 
points in X. The former solution is the easier to implement in software, and so is used 
in most high-speed applications.
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2.2.1 Noise
One problem present in all off-camera images is electrical noise. Two main 
classes of noise exist. The first is ‘salt-and-pepper’ noise where the intensity of a pixel 
is displaced by a large amount. This tends to be caused by electrical interference and 
is quite rare.
The second class of noise is random fluctuations in intensity present on all 
pixels, and is mainly produced within the electronics of the camera and digitizer. This 
noise tends to be Gaussian, and can be represented by
where ig is the true intensity of that point in the scene.
2.2.2 Noise filtering (lowpass filtering)
Over the years several filters have been proposed to reduce the amount of noise 
in an image. The simplest of these is the unweighted average or mean filte r [Gonzalez,77] 
[Rosenfelcl,82] [Ballard,82]. This can be described by the matrix
Although this does reduce the amount of noise in an image, it also tends to blur any 
small features, some of which may be required later on. This can be overcome to 
an extent by using a simple weighted mean, such as the Butterworth, exponential 
or trapezoidal filters given in [Gonzalez,77], or an approximated Gaussian [Davies,87a]. 
However, it should be obvious that this also to some extent reduces the efficiency of 
the matrix as a noise filter.
In more mathematical terminology, a mean filter works w ithout blurring only 
in cases where V i =  0. Since this is rarely true, an important problem, then, is to 
produce a filte r which can in some way distinguish between a genuine feature and a 
noise point. First it is assumed that genuine features take up a significant part of 
the ‘window’ being looked at by the filter matrix, whereas noise occupies only one or 
two pixels. A good noise filter will therefore compare the centre pixel in the window
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with its surroundings. If there is a high degree of match, then the central pixel can 
be assumed genuine, otherwise it should be replaced by some sort of average of its 
neighbours.
One way to do this is given in [Gonzalez,77], where
{ imean if \imean * (a :,i/) | ^  Ii(x,y) otherwise
Another widely used operator which does this is the median filte r [Rosenfeld,82]. 
In this the (typically) 9 pixels in a window around the centre pixel i(x,y) are sorted 
into order of intensity. It is now assumed that the middle value in the sorted list is 
the correct intensity for that point. If the centre is an isolated noise point, then it 
will be rejected and replaced by the new centre pixel; otherwise the median will be 
approximately equal to the brightness of the centre and it will be left almost unchanged.
Another filte r worth mentioning is the mode filter, in which the result is the 
‘most common' intensity value within the window. The mode;(not always easy to 
calculate, since the intensity distribution within the window is very sparse -  especially 
if there are only 9 pixels spread over an intensity range of 256 grey levels. Therefore 
a large degree of smoothing is required to detect the underlying shape of the curve.
To avoid excessive amounts of computation, it is possible to make an approx­
imation to the mode using a truncated median filter [Davies,84a]. The method here is 
to calculate the median in the normal way. If, now, any points outside the intensity 
range i^n — t to im t (where im  is the median intensity and t \s a suitable threshold) 
are removed from the distribution, and the median recalculated, then the new median 
will generally be a better approximation to the mode. The value of t can be chosen 
automatically within each window by setting it equal to
I'vnin'i^max *?n)>
where imax and im in  are the maximum and minimum pixel intensities within that 
distribution. A useful property of this filter is that it tends to sharpen blurred edges.
These filters have the advantage over the mean in that they will not cause 
significant blurring around a straight-line edge. However, in the more general case of 
a curved edge, erosion of the corner will still occur. This can sometimes be useful
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[Paler,84], but is generally not desirable. Thus a median or mode filte r works well in 
cases where V i  7^  0 but not where V ^ i ^  0.
W hat is required is a filter which will set the output intensity to that of a peak 
in the intensity distribution, but if there is more than one peak, choosing the one 
whose intensity is nearest to that of the central pixel. The way to do this appears to 
be to assume that the original centre pixel intensity is a good approximation to that 
of the correct centre unless evidence indicates otherwise.
Therefore the corner preserving median filter is proposed, the algorithm for 
which is as follows (n  is a parameter chosen by the user). The underlying assumption 
made by this program is that the initial window centre value (ig ) is likely to be a good 
approximation to the correct result, and jg is usually set equal to the median of all 
pixels w ith intensity close to ig. However, if there are few (<  n) pixels ‘near to ' ig, 
then it is probably a noise point, and more pixels from the window are introduced until 
n pixels are present, and the median of this set is found instead.
VAR
sorted: A R R A Y  [1..9] OF IN T E G E R  
FO R  A L L  x ,y DO
{S ort w indow pixels in to  ascending order of intensity, 
and find  threshold, t }
sorted  <— sort(%g, , %2, *3, *4, *5, *6 ,*7, 4 )
IF  (zg -  so rted ll]) <  (sor/ed[9j -  zg) TH E N  
t 4— zg — sorted [l]
ELSE
t <— sorted[^] — zg
E N D IF
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{Tentatively exclude all pixels too far from zg}
low 1 
high  4— 9
FO R  scan FR O M  1 TO  9 DO 
IF  sorted[scan] - f t  <  zg TH E N  
low <— scan - f 1 
E N D IF  
END D O
FO R  scan FR O M  9 D O W N TO  1 DO 
IF  sort€d[scan\ — t >  zg TH E N  
high  <— scan — 1 
E N D IF  
END D O
{Check tha t at least n pixels are le ft, i f  not replace ones nearest to  Z g }
R E P E A T
pixels Je f t  4— high  — loiv - f 1 
IF  pixels Je f t  <  n  TH E N  
replace_nearest _removed_pixel 
p ix e l s J e f t  p i x e l s J e f t  -f 1 
E N D IF  
U N T IL  pixels Je f t  >  n
{F in d  the median of the remaining pixels (which are already sorted)} 
jo  4—  m ed ia .B .{sorted [ low ..h igh ])
END D O
The parameter n is a measure of the minimum size at which a histogram peak is 
considered valid (9 >  n >  1). If n =  1 then any ‘salt and pepper’ noise is let through 
but low intensity Gaussian noise is attenuated, while if n =  9 then the algorithm 
reverts to a straight median filter. Ideally, n  should be set to a value slightly larger 
than twice the expected size of any noise spots in the image (since the median of the 
n  pixels will then always be within the non-noise range).
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Experiments have shown that this filte r does not attenuate noise as well as the 
mean, median or truncated median filters, but it does not erode sharp corners. As 
an example, the different operators were tested on an image with a mean intensity of 
127 and pseudo-random near-Gaussian noise with standard deviation 20.00 grey-levels. 
The amount of noise remaining after one pass of each operator is given in Table 2.1.
Operator Resulting SD Noise remaining
Mean 6.65 33%
Median 6.68 33%
Truncated median 7.99 40%
Corner preserving, n =  Z 12.15 61%
n =  4 11.06 55%
n =  5 10.11 51%
Table 2.1. The effectiveness of several noise filtering operators.
The effects of each operator on noisy images with sharp corners are illustrated 
in Fig. 2.1.
2.2.3 Edge enhancement (highpass filtering)
Generally speaking, little  information is conveyed by areas of an image which 
have constant brightness. However, those areas where the brightness is changing 
rapidly usually represent the edges of objects, and hence contain useful information 
about the scene being viewed.
Several operators exist to enhance these edges, the most common of which 
measure the intensity gradient at each point in the image. The gradient magnitude 
g(x,y) and direction (/>(x,y) can be estimated from the relation
where
9 ( , x , y )  =  +  { 9 y V




Fig. 2.1a. An example image  
with added noise for testing 
the effects of noise filtering 
algorithms.
Fig. 2.1b. The image after 
application of a 3x3 mean  
filter.
Fig. 2.1c. The image after a 
3x3 median filter.
Fig. 2.1d. The image after a 
3x3 truncated-median filter.
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Fig. 2.1e. The image after a 
corner-preseiving median 
filter with n=3.
Fig. 2 .If. The image after a 
corner-preserving median 
filter with n=4.




and similarly for Qy. Note that the gradient magnitude is often approximated by
9 ( x , y )  ^  m a x (|g z |,|g ,|)
to simplify calculation. It can be shown that this is always within a factor \/2  o f the 
correct answer.
Since we are working in a discrete image space, it is necessary to approximate 
to  the partial derivatives, and many operators have been proposed over the years. 
Some examples follow.
The simplest gradient operators are of the 'shift-and-subtract' type [Rosenfelcl,82]:
( —1 1 ) and 1-1
and the Roberts cross
0 1 \  , / I  0
- 1  o j  i o  - 1
However, these even-sized matrices produce a half-pixel shift that is inconvenient to 
deal with. A solution to this is to interpolate the matrix, adding O's in the middle, 
thus [Rosenfeld,82];
( —1 0 1 ) and
One problem with these operators is that they tend to emphasize image noise 
as well as true edges. To reduce the effect, it is normal to perform a degree of local 
averaging. Four examples of gradient operators with built-in averaging are: 
the Prewitt operator [Ballard,82] [Rosenfeld,82]
and
the Frei-Chen "isotropic” operator [Frei,77] [Ballard,82]
and




and a modified Sobel [Grasmiiller,84]
and
Of these, the Frei-Chen masks produce the best estimate of g since the response 
is nearly independent of edge orientation [Frei,77], while (j) is best estimated by the Sobel 
[Foglein,83] [K ittler,83] [Davies,84b]. It is interesting to note that the accuracy claimed for 
the Sobel operator varies greatly. This is probably a result of the differing assumptions 
about the edge itself when making the calculations. K ittler [K ittler,83] and Foglein 
[Fogleln,83] have performed detailed analyses of the accuracy of the Sobel operator and 
show that, for angles within the ranges n7r/2 ±  ta n “ ^ ( l /3 )  (n: integer) the Sobel 
gives the correct angle of an edge. Outside that range the maximum angular error is 
~  2°, while the edge magnitude can be up to 7% out. To improve the direction or 
magnitude accuracy of the Sobel detector, K ittler suggests either an iterative scheme 
for adjusting the Sobel coefficient (in itia lly 2.0), or the use of a lookup table giving 
the correct values of g and (j) for different values of g^ and gy.
Another operator that detects edges, but w ithout computing the x- and y- 
gradients separately is the Laplacian [Gonzalez,77] [Rosenfeld,82], which uses the matrices
or [Dawson,86]
- 1 - 1 - 1
- 1 8 - 1
- 1 - 1 - 1
Flowever, this operator gives no indication of edge orientation, and is also excessively 
sensitive to single noise points.
Other edge detection operators, mainly intended to employ larger windows, 
use a differentiated-Gaussian curve (suitably digitised) [Canny,86] or the ta n h  function 
[Nalwa,86]. Template-masks can also be used to detect edges, and these are discussed 
in section 2.3.3.
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2.2.4 Line, corner and spot enhancing
It is relatively easy to devise operators to detect thin lines, corners and spots 
using a local template-matching approach. Several examples are given in [Gonzalez,77] 
and [Rosenfeld,82]. A few typical operators will be shown below.
For detecting lines:
f - 1 / 2  - 1 / 2  1
and -1 /2  1 -1 /2
\  1 - 1 /2  - 1 /2
and rotated versions thereof.
For detecting corners:
- 4 /5  - 4 /5  - 4 /5  \  / - 4 / 5  - 4 /5
- 4 /5  1 1 and -4 /5  1
- 4 /5  1 1 /  V 1 1
For detecting spots:
- 1/8  - 1/8  - 1/8
- 1/8  1 - 1/8
- 1/8  - 1/8  - 1/8
or the Laplacian given earlier.
2.2.5 Histogram equalization
Histogram equalization is often used to enhance images with poor contrast 
[Gonzalez,77] [Ballard,82]. It is worth noting that these techniques do not remove noise, 
but only make the image clearer.
An image might need enhancing if the important features occupied only a small 
number of the available grey-levels, as in Fig. 2.2. To expand the histogram, a function 
f ( I )  needs to be applied to each point:
j ( x , y )  =  f ( H x , y ) ) :
where /  is not necessarily a linear or even a continuous function.
The simplest transformation is the linear stretch, which can be represented
graphically, as in Fig. 2.3a, or as an equation
0 if -  C <  0
/(*(®,V)) =  { 255 if TO *(*,9) -  C> 255 .
— c Otherwise
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Note that if either of the first two cases in the equation needs to be invoked, then 
information will be lost at the brightest and darkest ‘ends’ of the image. This may be 
necessary to enhance the main areas, but can be avoided by choosing
9)) and m  =  255/  (V 9 ^ (*(* ,9 )) -  c) ■
Fig. 2.3b shows the result of applying such a transformation.
Many other transformations exist, and some of these are dealt with in section 
4.2 of [Gonzalez,77].
2.3 Medium level processing (feature extraction)
Several of the low-level operators described in section 2.2 have the effect of 
enhancing certain features in an image. Having done this, it is often desirable to 
separate these features from the rest of the image, with the aim of reducing the amount 
of information to be processed. For instance, a 128x  128x8 -b it image contains 16384 
bytes of information. However, usually fewer than a tenth of these will be edge pixels; 
thus if these could be separated, the information could be reduced to <~1600 bytes. 
Furthermore, if an object could be located simply by the positions of its corners, 
there could be a further substantial reduction in the information required to, say, 16 
corner pixels. Since the lim iting factor in the analysis of images on a general purpose 
computer is the rate at which the data can be processed, these techniques can greatly 
enhance program speed.
There is, however, an even more important reason for feature extraction. If 
an image is considered as a random sequence of pixels, then there are 256^®^®  ^ (or 
about possible images. W ithout any ‘meaning’ being assigned to parts of the
image, its contents could only be found by matching with a vast number of (128x128) 
templates to see which fitted best. This is totally impractical, and so it is necessary 
to throw away all of the ‘uninteresting’ parts of the image, i.e. those which do not 






Fig. 2.2. The intensity histogram of a poor contrast image.
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Thresholding is the simplest way of separating parts of an image. In its most 
basic form, it can be described by
where t  is the threshold level.
If the image has previously been enhanced, the desired features should be 
at a different intensity to the background, and so the features can now readily be 
separated by thresholding. Alternatively, if an image has a high contrast, and the 
image intensities are unimportant, except to say that a pixel is ‘ ligh t’ or ‘dark’ , then 
thresholding is a useful way of reducing a 16Kbyte image down to 16Kbits.
The problem that arises in thresholding is choosing t. It is often assumed that 
the intensity histogram of an image will be bimodal, as in Fig. 2.4. If this is so, then the 
threshold can be chosen between the two peaks and the parts will be well separated. It 
w ill be assumed that unimodal images cannot meaningfully be thresholded, and that 
polymodal ones can be thresholded between two given peaks, depending on which 
parts are required.
Although the threshold point chosen for a bimodal distribution is usually either 
halfway between the peaks, or else the point of lowest frequency between the two 
[Ballard,82], this does not necessarily give the least probability of misclassification. The 
optimal solution for a distribution with two Gaussian peaks is given in [Rosenfeld,82], 
and is as follows:
Let
f { z )  =  p ( l)p (z  I 1) +  p{2)p{z  I 2), (2.1)
where f { z )  is the intensity distribution, and the two classes are ‘1’ and ‘2’ (p(l) +  
p{2) =  1). The probability of misclassification if the threshold t is chosen is then
p(error) =  p(l) {1 -  P ( t \ 1)) +  p (2 )P {t | 2), (2.2)
where the probability of misclassifying a class 2 point as class 1 is
pt—i
P {t  I 2) =  /  p {z \  2) dz 
Jo
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and the probability of misclassifying a class 1 point as class 2 is
/ 255 p(z I 1) dz.
The minimum error point can be found by differentiating (2.2) to give
X 2 ) X < | 2 ) = p ( l ) p ( f  |1 ).  (2.3)
Now, if we let the two distributions be Gaussian
and similarly for p{z | 2), then setting z =  t, substituting (2.4) into (2.3) and taking 
logs, gives
IncTi + l n p ( 2 )  +  -  =  In 0-1 + l i i p ( 2 )  +  -
or
~  T lŸ  ~  “  T 2 Ÿ — 111 (^ c7-ip (2) )  ’
If P i, p 2 , <^ i and (72 are known, then this is solvable. In some cases, cti — a2 , 
and the equation simplifies to
Furthermore, if p { l)  =  p (2) then
t  =  (2.7)
i.e. the correct point is half-way between the peaks provided the two peaks are the 
same size. Of course, such analytic methods assume that the statistics of the two 
regions to be separated are known, which is not necessarily the case.
However, in many cases, the image intensity profile is more complicated, as in 
Fig. 2.5. In this case the threshold can be difficult to determine. The lazy way is to 
leave it to the operator to determine interactively, but this can be inconvenient in a 
supposedly automated system. Instead it may be necessary to resort to a knowledge 
of what is expected (the p-tile  method). For instance, imagine a program is to find a
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20x20 pixel square object in an edge-enhanced image. This means that there should 
be 80 edge pixels in the thresholded image. The program could be written such that, 
when presented with a typical training image of a square, it selects the threshold that 
will let through 80 points. Of course, some noise points will get through, while some 
genuine edge pixels will be lost, but the result should be good enough. Many other 
techniques for determining the threshold level are given in [Sahoo,88].
As a final point, if the mean image intensity varies across the image, perhaps 
due to irregular lighting, then the modes of the histogram will tend to blur into each 
other. To avoid this it is possible to
(1) highpass filte r the image,
( 2) apply some correction function across the image, or
(3) perform the histogramming and thresholding on segments of the image.
Each solution has its advantages and disadvantages: (1) alters the nature of
the entire image, but (almost) tota lly removes large-scale features, (2) requires that 
the nature of the irregularities in illumination be known. (3) needs no modification to 
the image, but could be confused by large areas of light or dark which would make 
some segments unimodal. It is possible to allow for this problem [Chow,72] [Gonzalez,77], 
but at the expense of computational complexity.
2.3.2 Edge segmentation
Several edge enhancement operators based on intensity gradient measurement 
have already been given in section 2.2.3 and will not be repeated here. This section 
describes other operators, many of which use a form of template-matching, and then 
goes on to show how they are used.
It is best to start by defining an edge. Here are three possible definitions of 
a noise-free edge, depending on the degree of accuracy required. In the interests of 
simplicity, it will be assumed that the edge is vertical and occurs at position x =  0.
The step edge is the theoretical ideal, as in Fig. 2.6a, with a function
where f { x )  is the intensity profile across the edge, and A and fg are the intensities to 





Fig. 2.4. A  bimodally distributed histogram. The image  





Fig. 2.5. A  non-bimodai histogram. An image with a 
histogram such as this would be difficult to threshold 
meaningfully.
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However, most edges tend to be blurred, because of poor camera optics and 
lim ited bandwidth in the electronics. As a result, a linear slope edge (Fig. 2.6b) is a 
better model. It has the form
( i l  (îc <  -S )
/ ( z )  =  { 21 -  (a; -F 6 ) ( 4  -  Î2 ) / (2 6 )  ( - 6  <  a: <  6) ,
[  22 (æ >  S)
where 6 is the width of the blurred region.
If the blurring is Gaussian, then the edge is most accurately represented by
/ O f  oo
p {x ,p )  d p P  i 2 /  p {x ,p )  dp,
- oo Jo
where
and (7^  is the variance of the blurring function, as in Fig. 2.6c. Unfortunately, the 
Gaussian function cannot readily be integrated, except by numeric means. Little 
accuracy is lost if the limits on the integration are changed from ±oo to x ±  3<j, 
though even this is still rather clumsy.
Most good edge detecting operators would attempt a match to one of these 
models, either by finding the gradient and direction of the edge over a certain area, or 
by attempting to f it different templates. In a small 3 x3  window such considerations are 
of little  relevance, and an operator such as the Sobel is as good as any at detecting 
edges. For larger windows, it is possible to approximate to the Gaussian equation 
above, for example the 1x9  matrix for cr =  1.000 is
G  =  [1.000 0.997 0.955 0.683 0.000 -0 .683  -0 .955  -0 .997  -1 .0 0 0 ].
This matrix will detect vertical edges (a similar 9x1 one can be used for horizontal 
edges), and contains a degree of inherent local averaging. It is worth noting, however, 
that although it should give the edge contrast, it will not give intensity gradients 
accurately for any other value of a, nor will it give edge direction.
All the work so far has been aimed at highlighting the edges in some way, but 
w ithout actually locating them. It is now necessary to examine the edge-enhanced 
image in order to determine which pixels belong to an edge and which do not.
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hX
Fig. 2.6a. The intensity profile of an ideal step edge.
■S +S X
Fig. 2.6b. A  linear slope edge.
+2a X
Fig. 2.6c. A  typical edge with Gaussian blurring.
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Having applied an edge-enhancing operator, it should be possible to threshold 
out the edge pixels to produce an edge 'map'. The problems of thresholding have been 
discussed earlier (section 2.3.1), and experience shows that that these edge images are 
rarely bimodal -  usually looking more like a graph o i y =  1 /x . This problem can 
be overcome by using a doubly-differentiated Gaussian G”  [M arr,80] or a difference- 
of-Gaussians (DOG) filte r [W ilson,77] [M arr,80 j. A zero-crossing \n such a function (i.e. 
where the function changes sign) indicates the centre of the edge, assuming a shape 
similar to that of Fig. 2.6c. The additional advantage of these operators is that they are 
essentially one-pass, in that they operate directly on the original image. Unfortunately, 
these operators tend to be more noise sensitive than others and are only suitable when 
large (~  20 x 20 pixel) windows are used.
2.3.3 Storing segmented edges
The previous section ended by describing how edges can be separated out from 
an image. The resulting information can be stored in several ways. The points may 
be stored in a binary image (TRUE =  edge present, FALSE =  no edge). Alternatively, 
the edge magnitude and/or direction can be recorded, in which case the results are 
often referred to as edgels.
In order to reduce the storage space of these edgels, it is often useful to store 
them as a list of coordinates and values, rather than in the usual image array of (say) 
128x128 values, of which most may be empty. If everything is stored as fixed-length 
integers and both edge magnitude and direction are required, then this will save space 
if more than half of the image points are not edges, (The list requires four integers 
per edge pixel for æ-coordinate, ^-coordinate, magnitude and direction. If the image 
is of size n x  n  and there are m  edgels, then a list takes 4m integers, while the image 
takes 2n^. If the proportion of edge pixels in the image is p (0 <  p <  1), then a list 
takes less memory if <  2n^ i.e. p <  0.5).
The storage space can be further reduced, provided the edge pixels form long 
lines, by cbaincoding [Rosenfeld,82] [Kitchin,83], Here, all that needs to be stored (apart 
from any magnitude and direction information) are the coordinates of the first point 
in each string of edgels, and the position of the each subsequent edgel relative to the 
previous one. Since each pixel only has eight neighbours (assuming a convention of
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8-connectedness), this only takes 3 bits of data. The conventional numbering system 
[Freem an,61] is
3 2 1
\  Î  /
4  ^  o  — > 0 .
/  i \
5  6  7
If the number of chains is c, then the space requirement now becomes 2 c + (m —c)-f-2r7??^  
assuming that a full integer is used to store each relative coordinate in the chaincodes.
It is possible to chaincode edges in grey-scale images directly by tracking along 
lines of high gradient [Ashkar,78], though this technique will not be dealt with here. 
The uses of chaincoded images will be discussed later under object recognition.
2.3.4 Thinning lines
It was mentioned earlier that lines in a binary image should be thinned before 
cbaincoding. Attempting to code a line more than one pixel wide is liable to lead to 
the chaincoder wandering randomly to and fro across the width of the line. Many 
algorithms have been proposed to skeletonize images; however, some of them either 
do not guarantee a unit thickness line after processing, or else erode the original image 
to the point where lines are broken.
As an example, an outline of a simple, non-optimal, serial thinning algorithm is 
presented below. Since thinning algorithms will not be used later in the experimental 
parts of this work, the reader is referred to [Duda,73], [Davies,81], [Ballard,82] and [Rosen- 




X — ^   ^ I'k © ik+1 
k=0
(using modulo 8 arithmetic).
X' =  ^ ( 4  Amfc)©(ifc+i ^ n ^ k + l )  
k=Q
where A4 is the image of marked points (see below) and
7
k=0
*The units here are integers.
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where the neighbourhood pixels %o to is are arranged
3^ h  i l
14. ic io •
is is 2?
The simple sequential thinning algorithm is then:
R E P E A T
FO R  A L L  x ,y DO {sequentia lly}
IF  pixel =  1 TH E N
m ark pixel i f  % =  2, %' =  2 and 2 <  cr <  6 
E N D IF  
END D O
remove all pixels which have been marked
U N T IL  no more points have been removed
This algorithm will give a 4-connected skeleton without breaking any lines, but 
it will erode the ends of lines to some extent. The test % =  2 ensures that only 
edge points are removed, while the condition cr >  1 prevents erosion of the ends of 
unit-w idth lines. The complication of calculating is required to prevent lines of 
thickness two pixels from being broken (since both sides of the line are edges, and 
would otherwise be removed). See Appendix A for further details of this algorithm.
2.3.5 Joining broken lines
For various reasons, a line may be broken during thresholding or thinning. If 
this happens, it might be difficult to analyse the outline of a shape, so some method 
would be needed to re-join the line segments. A simple method (from [Rosenfeld,82]) is 
to tentatively extend each line segment in the direction in which it last pointed, as in 
Fig. 2.7a. If a line extension meets another at a shallow angle, as in Fig. 2.7b, then 
the lines are probably related, and can be joined. If a line extension meets an original 
line, or meets another line extension at a large angle, then either (1) there is a missing 
node (Fig. 2.7c), or (2) one of the lines is incorrect. In this case, such factors as the 
length of each line, and whether they join up to others will indicate which of these two
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hypotheses is correct. Any short line which does not join with any other is probably 
noise and may be removed.
If any other information is available, it can be used to help determine whether 
or not two line segments should be joined. For instance, two lines of greatly differing 
edge strengths are probably unrelated. This approach can also be used to improve 
the rather arbitrary way in which edges are usually thresholded, by using a relaxation 
technique whereby a weak edge is enhanced if it forms part of a long line, but weakened 
if it does not. It is normal to repeat the process so that more and more of the weaker 
edge points can be brought in where they are useful', while stronger edges are removed 
if they appear to be unconnected to the rest.
2.3.6 The Hough transform
The name Hough transform is used to refer to a class of operations that trans­
form significant features in the image into points in a ‘parameter space', accumulating 
the results. Hough [Hough,62] originally proposed a method of finding straight lines by 
solving the equation
y =z m x  4- c, (2.8)
where all points on any given line will have the same values for m  and c. However, only 
X and y were known, so it was impossible to solve the equation directly. Therefore an 
(m ,c ) transform space was set up. Then for each edge point, every possible gradient 
m i was taken, the value of ci calculated and the accumulator (m*, c*) incremented. 
This would leave the transform space with many spurious points, but a peak where 
the correct m» and C{ had been plotted. Thus, each peak in (m ,c ) space corresponds 
to  a straight line in the original image.
A disadvantage of the (m ,c ) transform is that both m  and c are unbounded. 
This can be avoided by changing equation (2.8) to
X =  m ' y  + c (2.9)
whenever m  exceeds the range —1 <  m  <  1, but this doubles the work required. Duda
and Hart [D uda,72] proposed that this problem could be avoided by using the ‘normal
parametrization' of a straight line —
X cos 0 y sin 0 =  p,
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♦Fig. 2.7a. Attempting to Join lines by extending a 
line in its current direction.
«■ ■ ■ ■
Fig. 2.7b. Two nearby lines joined by extending both.
Fig. 2.7c. One line extended until it meets another at 
a junction.
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as in Fig. 2.8. Now, if the origin is in the centre of the image then 0 <  ^ <  tt and 
—n / \ / 5  <  p <  n / \ /2  for an n x  n  image. Again, all possible values of (pi^Oi) are 
plotted, and peaks found to locate the lines.
Kimme et al indicated [K im m e,75] that the number of points could be greatly 
reduced, and the noise immunity improved, if the approximate edge direction was 
calculated using a Roberts cross mask. Using the Sobel operator, it is now possible to 
estimate the direction to within ~  2° [K ittler,83], so only one point needs to be plotted 
in transform space for each edge point.
More recently, Davies [Davies,86a] has proposed that instead of using p and 0, 
the intercept between the edge being located and the normal which passes through 
the origin (the ‘foot of normal', (.to, i/o)) should be used, as in Fig. 2.9. This has the 
advantage that (æo,yo) space is congruent with the original image space. However, if 
the line passes near to the origin, xq and yo become close to the origin in transform 
space, and quantization effects reduce the accuracy considerably. Therefore, whenever 
this happens an alternative origin must be used, with any three non-collinear origins 
being sufficient to ensure that no line passes near them all.
The Hough transform can also be adapted to shapes other than straight lines. 
Kimme et a! [K im m e,75] detected circles using the property that a line drawn perpen­
dicular to the edge at any point, with length equal to the expected radius, will end 
at the centre of the circle (see Fig. 2.10). Again, the points will cluster around the 
centre of the circle, and hence its position can be found.
Any curve which can be expressed by a parametric equation can be located 
by a form o f the Hough transform. For instance a circle centred on ((Cr,3/r) has an 
equation [Ballard,81]
(X -  X r f  -\-{y -  VrŸ =
An ellipse with major axis horizontal gives
(,T -  X r f  ( y - V v f  _  ,
where a and h are the major and minor diameters respectively. It can be shown 
[Ballard,81] that this gives the results




Fig. 2.8. The conventional (rhoTheta) parametrization 
of a straight line for the Hough transform.
V
X
Fig. 2.9. The alternative foot-of-normal  
representation of the same line.
Fig. 2.10. The Hough transform for detecting circles.
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and
2 / r  =  2 / ±
! + ( • ? )
where f  is the edge gradient dy/dx* .  This approach could be applied to any other 
differentiable curves, such as y =  sin(a;æ +  or y =  l / { x  +  Xr) yr, but these
rarely occur in real images.
Where the equation has more than two unknowns, it is necessary to revert to 
the ‘try  all possible values of 0’ approach used in early work by Hough and Duda 
8 i  Hart, or to calculate another parameter of the curve, such as the local curvature 
(d^y/dx^) .
Even if the object outline is not analytically defined, it is still possible to use a 
generalized Hough transform [Ballard,81] to locate it. An example is shown in Fig. 2.11, 
Initially we shall assume that its orientation is fixed. A reference point a is chosen -  
usually a point near the centre, to reduce error. If B  is the set of boundary points on 
the object, then a table can be drawn up for a training image, where the location of 
a is known, storing ÿ* and I'i for each Bi ,  as in Table 2.2.
i 4>i I 'i
0 <t>0 I'O
1 I ' l
2 < 2^ 1*2
• • • • • •
Table 2.2. Template r ,  ÿ  table for generalized Hough transform.
Having trained the program, it can now be applied to an unknown image. The 
image is scanned, and for each edge point, ÿ  is found. The table is then searched to 
find all cases where Since it is impossible to tell which B{ is the correct one, a
point is plotted in transform space at each possible r;; thus several extra points could 
be accumulated, but a cluster should appear around the correct reference point (see
* Ballard's paper incorrectly gives terms of and P  on top of the fractions in 
these two equations.
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Fig. 2.12). In order to reduce the processing required while performing the Hough 
transform, it would be possible to reorder the table above, to produce a new one of 
the form given in Table 2.3, where each value of (f) can immediately be matched with 
a list of all possible values of r.
h r
0° i o , r i ,
1° I'm ) l'm4-1 ? ' ■ ’
2° I'nj l'n+1, • • •
. . .
Table 2.3. Reordered table for generalized Hough transform.
The generalized transform can be extended to shapes where the orientation 
is not known, but an array of transform spaces is required, with one plane for each 
possible orientation, which is very expensive on memory. The technique is just the 
same, except that at each boundary point, different offsets are added to the measured 
value of (f) for each transform plane.
2.3.7 Corner and hole detection
Corner detection from grey-scale images, and hole detection are covered in 
chapters 4 and 5 respectively, and will not be discussed in detail here. It is possible to 
look for corners in a chaincode by differentiation, i.e. finding the difference between 
successive codes (remembering that codes 0 and 7 are adjacent). If Ci are the Freeman 
chain code values [Freem an,61], then
angle =  m in (|Q  -  Q + i| ,8  -  \Ci -  Q + i|) .
A degree of local smoothing would be required to remove the 45° quantization steps 
inherently present in a chaincode. Alternatively, the smoothing can be built into the 
way in which the curvature is calculated [Freeman,78].
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BFig. 2.11. A  typical object to be recognised by the generalized  
Hough transform. A  possible centre is marked ‘a ’.
B
Fig. 2.12. Accumulation of points in transform -space. Several 
points on the boundary may have the sam e orientation, giving 
rise to incorrect points accumulated.
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2.3.8 Finding object centres
As well as the obvious reason for locating the centre of an object -  to indicate 
where it is -  this information is also necessary to find the global measurements of an 
object, described in the next subsection. For our purposes the ‘centre’ of an object 
will be the centroid or centre-of-mass of its pixels.
Tang [Tang,83] has shown that the centroid of an object’s chaincode can readily 
be found. This has the advantage over working directly on a binary image that the act 
of chaincoding inherently separates multiple objects in a single image, thus avoiding 
the problem of accidentally counting points into the wrong object. The method of 
finding the centroid is essentially as follows:
1) Track along the chaincode, calculating the Xi and yi coordinates of each bound­
ary point B i .
2) Use these coordinates to calculate -
^ 71 — 1 ^ 71 — 1
X r  =  X i  and y ^  =  -
n n  ^
1 = 0  1 = 0
where n  is the length of the chaincode.
2.3.9 Measurements o f whole objects
Having found the centres, it is now possible to find other global properties of 
objects. The perimeter of an object may be estimated as
"   ^  ^ 1 if e v e n ( C i )  
 ^ n/5 ifo d d (C i)
1 = 0
and the area as
7^ -1 ra:i if Ci E {3,4,5}
if C i E  {0 ,1 ,7 } .
1=0 I 0 otherwise
The maximum and minimum distance of the perimeter from the centre are simple to 
calculate:
m a x  /  /  2  , 2
d m a x  — i= o ,7i - l  y  y
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and similarly for dmin- A common set of measures are the moments of an object
=  E  -  yvYHx.y)-
It is assumed here that the image is binary, hence =  0 outside the object, and 
unity inside. Freeman [Freem an,74] and Tang [Tang,83] show how the moments can be 
calculated from the chaincode rather than the original binary image.
2.3.10 Texture analysis
Textures in surfaces can vary greatly in complexity and regularity. The more 
complex and irregular patterns require extensive work to locate, and are difficult to 
quantify, and the reader is referred to [Ballard,82] for a fuller discussion.
Certain objects, such as the food packets in chapter 9, have regular patterns 
as a result of the way in which they are manufactured. Fig. 2.13a shows the actual 
dot pattern seen from a sausage packet, while Fig. 2.13b gives the underlying pattern, 
which can be broken up into individual texture primitives [Ballard,82] (Fig. 2.13c). Pro­
vided the underlying pattern is known, it should be possible to locate the individual 
texels' (texture elements). It is now possible to measure their positions relative to 
each other. Depending on the types of errors expected, either the measurements can 
be compared with those of an ideal image, or they can be used to produce a model of 
the image. Wherever the model disagrees with the original -  because an extra texel 
appears, or one is missing -  there is a fault in that part of the object.
There is a problem in using texture information in the recognition of objects in 
that the results cannot easily be expressed as a simple set of parameters. Whereas, 
say, a straight line can be expressed by p , 6  and ( if  necessary) its start and end points, 
a texture field is virtually an object in itself, and must therefore be located and its 
boundary studied separately.
2.4 Object recognition and location
Since object recognition covers such a wide area, the work here will be restricted 
to those applications found in typical industrial situations. In a factory environment, 
certain properties of the images to be analysed can be chosen to make inspection
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Fig. 2.13a. An image of a typical sausage packet used in Chapter 7.
N /
Fig. 2.13b. The dot-pattern of the packet above.
Fig. 2.13c. A  single texture primitive, or 'texei', from the pattern 
of Fig. 2.13b.
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easier. The lighting can be point source or diffused, whichever highlights the subject 
better, and the background can be a plain black or white, unlike the case of outdoor 
scenes where grass, trees and buildings produce a profusion of irrelevant features which 
a program must eliminate.
The later parts of this section will concentrate on feature-based recognition, 
rather than a direct template-matching approach. Most industrial parts can be located 
by looking at edges, holes and corners, rather than considering the object as a whole. 
Furthermore, as we shall see later, this approach helps in the location of occluded 
objects. Since section 2.5 deals w ith 3-dimensional analysis, it will be assumed here 
that either the object is thin and flat, or that it always lies on one surface (i.e. that its 
only changes in orientation consist of translation, and rotation about a vertical axis). 
First, however, methods of locating and inspecting objects by chaincodes and radial 
histograms are discussed.
2.4.1 Angular profiles
This subsection will deal briefly with four ways of using edge data to detect 
the presence and orientation of an object -  the (r^O) (or centroidal profile) [Yachida,77] 
[Freem an,78], (s ,# ) [Turney,85] [Perkins,78] and { s , 6 (j)/8 s) [Perkins,78] graphs. The
data can be derived from chaincodes, or found directly by tracking around the boundary 
of an object. All four representations are equivalent in that they present the same data 
in different ways. Fig. 2.14 shows the definitions of r, s, Ss, 0, <j> and 6 (f>, while Fig. 
2.15a shows a simple shape, with the different profiles Figs. 2.15b-e.
Both the (r, 0) and (s,9)  graphs require that the centroid of the object be 
located accurately. This is no problem with well separated objects with no large 
defects, but where the object is occluded or has a major defect, the centroid can be 
displaced, distorting the whole profile. The matching test for the (r, method is:
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Fig. 2.14. Definitions of symbols used in boundary analysis.




Fig. 2.15b. The r-theta  graph of 
the boundary of Fig. 2.15a.
Fig. 2 15c. The s -th e ta  graph.
s
0
Fig. 2.15d. The s -p h i graph
Fig. 2.15e. The s-d(phi)/ds  
graph.
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1) If necessary, rescale the profile under test in the r  direction, so as to make the 
integral under the curve the same as that for the model.
2) Repeat
Check the match between test profile and model, using an RMS error 
measure.
Shift one profile by a small offset in the 9 direction, wrapping the graph 
around at 360°,
Until all offsets have been tried.
3) The lowest RMS error gives the degree of fit.
The repeated shifting can be avoided if some feature, such as the maximum 
value of r, can reliably be located in the profile. If so, then both graphs can immediately 
be shifted so that the feature is at the ^ =  0 position. Alternatively, Yachida and Tsuji 
[Yachida,77] have produced a system which locates straight lines, arcs of circles and small 
holes in a chaincoded image. By using a ‘top-down’ approach -  i.e. attempting to 
locate features expected in a model, rather than finding a model to f it any features 
found -  it is possible to speed up the recognition process to that of locating a relatively 
small number of line segments in the unknown image. A further refinement is the ability 
for the operator to assign a ‘reliability’ factor to each feature, so that an important 
feature such as the outline of the object can be given more weight than, say, small 
drill holes.
The (.3,^ ) and (s ,ÿ ) profiles are both quite similar in form, though because 
of its independence of the centroid, is likely to be more reliable, and can be
used to  locate partially occluded objects. The location of occluded objects requires 
the detection of individual sections of the model’s chaincode in the unknown image. 
It would be possible to take random sections of the model and attempt to f it them 
to the image, but this would be rather slow, haphazard and unreliable. Freeman 
[Freem an,78] proposed the use of segments between ‘critical points’ in the chain. For 
a simple closed curve, these would be the local minima, maxima, points of inflexion 
and discontinuities. Thus the individual segments, bounded by critical points on the 
model, could be fitted to similar segments on the unknown image. Turney [Turney,85] 
uses a notion of ‘salient features’. These are parts of a chaincode which distinguish
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one object from a similar one (Fig. 2.16). Provided a number of these can be found, 
it is possible to  locate the presence of an occluded object, since some of the features 
should be recognisable in the unknown image's chaincode. Given sufficient 'off-line' 
computing time, it is possible to determine the salient points in a series of models by 
computation, rather than using a human operator.
2.4.2 Radial histograms
This technique, devised by Davies [Davies,85], is most appropriate for circularly- 
symmetric objects, where most of the object is visible. It can be used to check the 
radius of the object, and to test for defects.
First the centre of the object must be located, for example by a Hough trans­
form. The image in the region surrounding the centre is then broken up into a series 
of shells, and the pixel intensities within each shell are summed to form a histogram of 
I  against r . The widths the shells can either be constant or inversely proportional to 
the radius (Figs. 2.17a and 2.17b). Using constant width rings has the disadvantage 
tha t the number of pixels within a ring increases with radius, and so the resulting 
histogram will need rescaling if areas of equal intensity are to have equal heights. In 
any case, because the pixels in the image are on a square rather than radial grid, the 
number of pixels in successive shells will be highly erratic, and so each column on the 
histogram must be suitably adjusted. Fig. 2.18a shows a typical histogram of a good 
circular object, while Fig. 2.18b shows that of an object with a section missing. The 
computer should be able to inspect the histograms to determine the radius, and to 
spot any gross defects.
2.4.3 Location o f objects using features
Subsection 2.4.1 described a means by which Yachida and Tsuji [Yachida,77] 
located objects using a top-down approach. This section will discuss a bottom-up 
method where features are first extracted by means of local operators, and an attempt 
is made to f it  the patterns found to a model. Ideally, a recognition system should use 
a combination of the two approaches, where a few easily visible features are used to 
tentatively locate the object, and then a search is made for any other relevant features,
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Figs. 2 .16a and 2.16b. Tw o similar shapes, with the salient features of 
each indicated by a bold line.
Figs. 2 .17a and 2.17b. Pixel shells for the radial histogram. Fig. a uses 
linear shells, while b uses shells of width inversely proportional to 
the radius to give approximately equal areas for each.
I
histograms of complete and broken
circular objects.
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knowing their expected locations. However, this is rarely done as a result of the longer 
execution times and increased program complexity that would be required.
As an example we shall consider the problem of locating the equal-area patterns 
produced by Rosen and Gleason [Rosen,83]. These consist of a circle, square, equilateral 
triangle and rectangle (w ith length to width ratio 2:1), each having an area of tt square 
units. Variants are also provided, each of which has a central hole 1/4 unit diameter, 
as in Fig. 2.19. These shapes can all be located and distinguished using a circle-finding 
Hough transform (see subsection 2.3.6), a corner detector (chapter 4) and small hole 
detector (chapter 5). Each detecting algorithm can be applied to each object in turn, 
and the location of any features found returned as pairs of coordinates. Because the 
position and orientation of each shape is unknown, the absolute coordinates of the 
features are not useful. Instead it is necessary to find the positions of the features 
relative to each other. The circle is readily distinguished, since it is the only object 
amongst the set which will produce a response from the Hough transform (which 
should be expecting a radius of 1 unit). The triangle should also be recognisable, in 
that it will only produce three corners. However, it is best to check their separation, 
in case a corner was obscured by noise. The separation of the corners in the square, 
triangle and rectangle images should provide a good indication of which object is 
present. If the shortest distance between corners is calculated then the results should 
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If the feature separation is not as expected, then(is likely that either a faulty 
object has been found, or there is a noise point in the image that has been detected 
as a feature. Further analysis would be required to determine which is the case, but 
provided sufficient measured distances match with those expected, it should still be 
possible to determine which object is present.
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2.4.4 Location o f partially occluded objects
The problem here is similar to that of locating objects as discussed in the 
previous section. However, the situation is complicated by the fact that not all of 
the features expected might be located, and also that some extraneous features may 
appear from any objects which are occluding the one being searched for. Bolles and 
Cain [Bolles,83] have given a good discussion of how this problem is to be solved. Once 
features have been found, they are grouped into local clusters. The relative positions 
and orientations of the features found should be unique to a particular object in the 
set being looked for. Note that a degree of knowledge of what is being looked for is 
helpful here in deciding which features should be clustered together, thus four holes 
in a square would not be helpful if looking for the hinge illustrated in Fig. 2.20, but 
three holes in a shallow ‘V  formation, as illustrated, would.
Once the features have been clustered, it is possible to match them with clusters 
expected in an ideal image. Where there is a good fit, the object has probably been 
located, and any other clusters agreeing with this provide further evidence. Where 
several disagree, then features from several different objects may be confusing the 
program, as in Fig. 2.21. In this case it may be necessary to look for other formations 
in the objects, or to look for other features in order to resolve the problem. Chapter 6 
will present a graph-matching algorithm which can perform this task, and will present 
in more detail the ways in which the matching can take place.
2.5 Aspects of 3-dimensional image analysis
It may be possible to locate 3D objects using the feature detection methods 
discussed in subsections 2.4.3 and 2.4.4, but the fact that apparently close features 
m ight be widely separated in the z direction is liable to make feature clustering rather 
difficult. The problem, then, is to find the z coordinates of any interesting points 
on the image. Clearly, by analogy with human short-range depth perception, this is 
possible w ith some form of stereo vision system, where two cameras view the scene 
from different angles; however this requires two imaging systems, and is hence rather 
expensive. Alternatively, a camera could be moved around the scene on the end of 
a robot arm, in which case the problem becomes one of recognising features from
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iFig. 2.19. Rosen and G leason’s standard shapes for 
object location program evaluation.
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Fig. 2.20. A  typical hinge bracket.
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Fig. 2.21. How  the holes of two hinge brackets close to 
each other can appear to be part of one hinge.
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different angles and using their positions in two different images to  calculate the 
coordinates o f each feature.
It is also possible to deduce the 3D structure of an object from a single camera 
angle, w ith  the aid of some form of ‘structured lighting ’ . It is these techniques that 
w ill be discussed in the rest of this section.
2.5.1 Shape from shading
It is well known that the shape of a 3D object can be deduced by studying 
the shading produced when it is illuminated by a light source from a known direction. 
Various methods exist to  do this, but either require more than one image [Grimson,84], 
or extensive calculations requiring complex trigonometry [Horn,84]. Nevertheless, it can 
be a fa irly  simple matter to estimate the shape of certain simple objects using a few 
assumptions.
The main assumption (from [Horn,77]) is that the apparent brightness o f a 
sloping Lambertian (m atte) surface is dependent only on the angle of incidence o f the 
light (assuming the intensity of the source and colour of the surface are fixed). In fact,
S — cos e
where 5  is the apparent intensity, and e is the angle of incidence. Thus it would appear 
to  be possible to deduce the slope of a surface simply by finding the arccosine o f its 
apparent brightness, assuming the brightness of a fla t area is known as a reference (to  
which S  can be normalized). The slope is defined here to be
where h is the height (z-coordinate) of the surface, =  dh / dx  and A/?y =  dh/dy.  
The direction o f slope is then =  ta n “ ^ (A /7y/A /? j.).
Unfortunately, only the angle between the surface normal and the incident 
light beam is given, see Fig. 2.22. Even assuming that the position of the light source 
is known, this provides only one known quantity in a situation where the surface 
orientation has two degrees of freedom [ dh / dx  and dh/dy) ,  thus further information is 
required to  deduce the orientation. In all cases where the brightness of a pixel indicates
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its slope, it is necessary to correct for any global variations in either the illumination 
or the sensitivity of the camera. This is readily done by taking two pictures, one with 
a uniform fla t surface under the camera as a reference, and one of the surface to be 
studied. It may also be necessary to correct for any non-linearities in the response of 
the camera to differing light levels -  the graph of output against incident intensity for 
a typical vidicon camera is shown in Fig. 2.23.
The case where the light consists of a parallel beam shining onto the surface at
a shallow angle (Fig. 2.24) will be considered in detail here. The profile of an object
can be built up by integrating one slope component, say A/zj., across the image, in
this case working along the æ-direction, i.e.
X
f c=0
The intention here is to show how A hx  can be approximated, and to provide an upper 
lim it on the error introduced by this approximation.
It is possible to use a vertical beam where shadows would otherwise cause 
problems, but this would lead to problems in determining the slope, even to the extent 
tha t it could be impossible to distinguish between a bump and a dip in the surface 
under inspection, as in Fig. 2.25.
Where the light is incident at an angle, then one side of a bump or dip will 
appear brighter than the other, as in Fig. 2.26. W ithout loss of generality, we shall 
let the illum ination be in the y =  0 plane. It can be shown that the intensity change 
observed for a surface with Ah,. =  0 produces a similar, but lesser, effect than by an 
equivalent slope with Ahy =  0. It will be shown that the error caused by this effect 
is dependent on (a) the angle of illumination, and (b) the (maximum) angle of slope. 
The result is that the angle of incidence (as measured from vertical) must be kept as 
high as possible -  which can cause problems with shadows -  while the slopes must be 
kept as shallow as possible.
Referring to Figs. 2.27 and 2.28, using direction cosines,
N  =  cos(/?)æ,cos(7 )ÿ,cos(<5)z
=  cos(/3)æ,cos(7 )y,
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Fig. 2.22, Locus of possible surface normals for any given epsilon. 
To show how determination of the angle epsilon, between the 
incident ray and the surface normal, only constrains the possible 
surface normal to one of a range of angles.
V)Ut
Fig. 2.23. Typical graph of output vs. input intensity fora  vidicon 
cam era. For best results, the cam era would normally be operated in 














Fig. 2.25. Vertical illumination of a surface. Note how a 








Fig. 2.26. The result for angled illumination. Note that 
opposite sides of the bump or dip produce different 
changes in obseived intensity, unlike in the case above.
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Fig. 2.27. Definitions of symbois used in subsection 2.5.1. The surface  
is shown shaded. ‘N ’ is the normai to the surface, ‘ i’ is the incident 
iight beam and is in the y=0 piane.
Fig. 2.28. The surface of Fig. 2.27 shown side-on. Note that ‘N ’ is 





Î  =  cos(a +  7t / 2 ).t , Oy, cos{a)z.
N . Î  =  cos cos (a  +  7t / 2) +  c o s a \ / l  -  cos^ 7 -  cos^
I N I  =  e =  cos ^ — cos /? sin a  +  cos a \ / l  — cos^ 7 — cos^ /3^  .
Now, apparent brightness =  cose =  N . Î  above; therefore for the ideal case 7 =  t t / 2  
(i.e. for a slope with Ahy  =  0), /? =  t t / 2  — {e — a )  and cos/3 =  Ah^,  the gradient of 
the slope in the æ-direction.
By inserting values for a ,  j3 and 7 in the equations above, is it possible to 
calculate the correct A hx  for 7 =  t t / 2  and the incorrect values of A hx  which would 
be produced by making the assumption that 7 =  t t / 2  even when it is not. Comparing 
these can give an error function for Ahx  in terms of three variables (a , /3 and 7 ). 
This is not very useful, so a new error function has been defined with fewer variables. 
Here the function is in terms of a and an angle $ (corresponding to the maximum 
slope, in the image in any direction). In turn, angle /3 is set equal to 0, with
7 =  7t / 2 .  This gives a correct slope figure for A hx (Ahc) .  Then 7 is set to 6 , and (3 
to 7t / 2. This gives the worst possible error (since the correct ic-slope should now be 
zero), w ith an apparent slope A/ig. The ratio of these two -  Ahg / Ahc  -  gives a new 
error function in a  and 0. Thus, for any given a,  it is possible to work out a maximum 
slope in any direction (0), for which the error is never more than a certain proportion 
of the maximum possible correct slope (for the case (3 =  6 , ^  =  ^ / 2).
Thus it is possible to estimate the slope using
Ah-x =  cos/3
=  cos[7r/2 — (e — a)]
=  sin[e — a]
=  sin[cos“ ^(5) — a],
where s is the apparent intensity, 5, normalized to the range 0 <  5 <  1. Furthermore,
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the maximum error in the slope is
^ m a x  —  A h g  /  A h c
_  c o s 'i [cos $ COS (a  -  t t / 2 ) +  cos a V l  — cos^ 9] 
co s "i [cos a \ / l  — cos^
_  cos~^ [cos 0  sin a  +  cos a  sin 0 ] 
cos^i [cos a  sin 0 ]
_  cos~^ [sin(a +  #)) 
cos"i [cos a  sin B]
_  a  -\r B — '7t / 2  
cos"i [sin a  cos B] ’
where a  is the angle of the incident light beam, and B is the maximum slope expected 
anywhere on the surface.
2.5.2 Sequential illum ination from several directions
It is possible to obtain some information about the shape of an object by 
comparing images taken using illumination from different directions. Clearly, different 
faces of the object will be illuminated by each light source, and, knowing the direction 
from which the light is shining, it is possible to estimate the angle of the surface.
It is also possible to make use of the slight degree of blurring present in any 
image to extract the line-drawing of the object [Shirai,72], and a simple example of this 
is illustrated in Fig. 2.29.
Where the image does not contain sharp discontinuities to produce shadows, it 
is possible to use a method known as photometric stereo [Shiral,87]. Fig. 2.30a shows 
(part o f) a reflectance map of a point source illuminating a lambertian surface from an 
angle. The axes are the x- and ^-gradient of the surface. If the reflectance properties 
of the surface are known, therefore, it is possible to deduce from the observed apparent 
intensity a curve on which the object's gradient
g  =  { 9 x ^ 9 y A )  
must lie. The equation of the curve is [Shiral,87]
1 T 9 x i x  T 9 y ^ y  _____
s —
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where the incident light direction is represented by the vector
1 =  (%zi, 2^)1) •
If at least three light sources are employed sequentially, the three reflectance 
curves will cross at some point, and this must be the actual gradient -  see Fig. 2.30b. 
As w ith the approximate case discussed in subsection 2.5.1, once the gradient at each 
point is known, it is possible to numerically integrate across the image to build up a 
complete profile.
If the surface reflectance properties are not known, then it may require four or 
more images to deduce the gradient.
2.5.3 Patterned light
This is probably the most popular method of analysing the shape of objects, 
and involves shining a pattern of dots, squares or a regular grid onto the scene [Parks,78], 
as in Fig. 2.31. By observing how the pattern appears to curve around the object, it is 
possible to  deduce the shape of the surface being viewed. Fig. 2.32 shows an example 
of a structured light image.
Wei and Gini [W ei,83] have used a tapering light beam (Fig. 2.33) to find the 
z-coordinate and slope in a relatively simple manner. When this beam is projected 
onto a sloping surface, it will produce an elliptical pattern, and it should be clear that
1) The eccentricity of the ellipse will indicate the gradient of the slope,
2) The axes of the ellipse will indicate the direction of slope, and
3) The area of the ellipse will give the distance of the surface from the light source. 
Having illuminated the scene, it should be possible to locate the ellipses using
a Hough transform [Tsuji,78].
2.6 The requirements of industrial inspection
This section will discuss some of the properties required of an algorithm if it is 
to be used in an industrial inspection environment. Essentially, there are three main 
qualities expected of a good algorithm; (1) high speed, (2) robustness of operation, 
and (3) sufficient accuracy. Unfortunately, it is usually true that there is some degree 
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Fig. 2.29. Shape recognition using sequential illumination from 
several directions. The three pictures lettered ‘a ’ to ‘c ’ show an 
irregular tetrahedron illuminated from three different directions. 
The last picture shows the boolean result (a AND b A N D  c).
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Fig. 2.30a. Atypical reflectance map for a lambertian surface. 
Only the curves for apparent Intensity 0.7 to 1.0 have been 
drawn here.
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Fig. 2.30b. Determination of surface orientation using observed 
orientation curves. By superimposing the curves for three 
different light sources, it is possible to locate the actual surface 






Fig. 2.31. The use of a projector to shine patterned iight onto the 
surface to be examined.
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Fig. 2.33. Illumination by a tapered light beam from above, 
as used by Wei and GInl. The light source contains a laser 
and rotating mirrors.
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However, this does not necessarily mean that a slow algorithm is more accurate or 
robust than a faster one -  indeed one of the challenges in this field is that of producing 
algorithms that execute faster than existing ones, whilst producing better results.
2.6.1 Speed
In general any algorithm that takes longer than 10 seconds to run on the target 
system is unlikely to be of any use in the factory, and if the computer is expected to 
inspect products coming down a high-speed production line, then the available time 
may be 100ms or less. A factor 2 in speed improvement can often be obtained (at 
the cost of much human work) by taking all of the time-intensive parts of a program 
-  usually those which are executed many times, or large window operations -  and 
recoding them in assembly language. If this is insufficient to make the program fast 
enough, then purpose-built hardware may be required. This solution can be practical 
where the problem is that of a large number of simple calculations, but where complex 
arithmetic or trigonometrical equations need to be solved, the hardware design problem 
may be too great.
Where 'heavy' mathematics is the problem, the programmer should look to see 
firstly whether some simplification in the underlying equations has been missed. As 
an example, it is tempting to say that for a circle-finding Hough transform
Xr =  xq — r  COS 0 and Vr =  Vo ~  sin 0
where
0 =  tan i^Qy/gx).
However, it can be shown that
X r  =  X q  - r  Q x / g  aiid V r  =  V o  ~  r  gy/g,
thus saving a great deal of unnecessary calculation.
If the mathematics cannot be simplified, it may be possible to make approxi­
mations where accuracy is not critical. Thus the edge magnitude
9 — \J 9 ‘i ' ^  9y
*For the applications considered here.
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can be approximated by
S ~ m a x (|s ^ |,  | ÿ j )  or g -  |g^| +  |g,|, 
or for greater accuracy,
g ~  max(|g^|, |gj,|, 0.707(|g^| +  |g ,|)).
If this is insufficient to make the algorithm run at the required speed, then the chances 
are it is too complex, and another must be sought.
2.6.2 Robustness
Although the lighting and background conditions can be controlled to a large 
extent in an industrial environment, there can still be problems with dirt and foreign 
objects appearing in the field of view. Furthermore, the algorithm must be able to 
recognise faulty objects in order that they can be located and removed. This requires 
tha t the algorithm be able to recognise an object in the presence of spurious noise 
features, and in the absence of some of the features that it would normally look for. 
Ideally, this degree of noise immunity should be built into the operation of the algorithm 
-  for instance a gap in a straight line will not significantly affect the clustering of points 
in (p,0)  space. If this is not possible, the program must be written in such a way that 
it either attempts to reconstruct the area around the fault (such as a line-joining 
algorithm, subsection 2.3.5) or uses enough features, and expects a few errors.
2.6.3 Accuracy
The accuracy required of a program is entirely dependent on the nature of the 
problem. For instance it is scarcely necessary to attempt to measure the radius of a 
biscuit to 0.1mm, whereas this sort of accuracy may be required to inspect a precision 
engine part. Clearly, there are limits to what can be expected for any given image 
size -  most algorithms cannot give results more precise than ±1  pixel. However some 




Commercial Image Inspection Systems
Robby preened himself on his a b ility  to identify  visual images. He had a 
staggering visual memory which enabled h im  to recognise from  among a hundred 
and one in trica te  patterns the one he had but casually glimpsed.”
Ilya  Varshavsky, Robby, in  Path In to  the Unknown, Pan Books (1969)
3.1 Introduction
This chapter contains reviews of three commercially marketed image inspection 
systems. As with most of this thesis, the discussion is centred on the software supplied 
w ith these systems, with hardware being considered only so far as it affects the overall 
functionality. Following on from the reviews is a discussion on what the software 
supplied with such systems should do in order to fulfil a wide range of industrial 
inspection tasks.
The capabilities of image processing hardware have increased considerably over 
the past few years. This allows the combination of a fast (often purpose built) processor 
unit, w ith a high resolution 256x256 or 512x512 pixel framestore with 256 grey levels, 
to be produced as a plug-in module for a small general purpose computer, such as 
an IBM P C /XT  or DEC Micro VAX, or for a standard bus such as the Multibus or 
VMEbus. This allows high-speed processing on a comparatively cheap -  and slow -  
host. Other systems are supplied ‘free-standing’, containing their own ‘host’ processor 
along w ith purpose designed boards for high-speed work.
Commercially produced systems tend to fall into two general categories -  those 
systems which are menu-driven and those which provide either a subroutine library or 
a complete language with built-in image processing functions. Systems in the former 
category are usually limited to simple image parameter measuring, such as finding the 
areas, lengths and perimeters of features. Although these can be useful in a range 
of applications, including counting components or checking their size, they are rather
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lim ited in the more complex tasks which might be expected of a full inspection system.
Systems in the latter category are more flexible, in that the routines or language 
commands can be built up into quite complex algorithms allowing the testing of more 
esoteric properties of objects, such as the size of a particular mounting lug on the 
side of a complex casting. Unfortunately, these libraries rarely go beyond the lowest 
level operators (noise filtering, edge enhancing and so on), and leave it up to the 
programmer to build the complete application. The systems reviewed here all fall into 
this second category.
The three systems to be reviewed here are the DT-IRIS subroutine library [D T ,88] 
from Data Translation Ltd., the ITEX software library [IT ,87a ], [IT ,87b], [IT ,87c], [IT ,88a], 
[ IT ,88b ] from Imaging Technology Inc. and the International Robomation/lntelligence 
Ltd. IRI P256-F system [IR I,85] and VCL programming language [IR I,86]. For the pur­
poses of discussion, we shall leave aside the general ‘housekeeping’ instructions in 
each system -  e.g. those which are required to grab images, save them to disk or host 
memory, or to load them back. Also excluded are operations to draw graphics or text 
onto the display, zoom, pan or scroll the image, or provide pseudocolour mappings 
of a grey-scale image. These are useful for display purposes but are not required for 
general purpose image analysis. The classification of the various functions is as in 
the manufacturer’s literature, and often relates to the way in which they have been 
implemented, rather than to their uses.
3.2 The D T -IR IS  software library
This is a standard library of subroutines designed to be linked in with high-level 
languages, w ith versions available for the IBM PC/AT and DEC MicroVAX II com­
puters. The routines use the arithmetic capabilities of the various frame-grabbers and 
auxiliary boards marketed by Data Translation, thus providing greatly improved execu­
tion times compared with implementations using the host processor alone. The general 
classes of operation supported by DT-IRIS are windowing, arithmetic operations, logic 
operations, convolution and histogramming.
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3.2.1 Windowing
In many images, there are only certain areas which are of interest at any given 
time, and it will waste processing time if operations such as convolutions are carried out 
across the whole image. To avoid this, routines are provided to select a particular area 
of interest over which such operations are to be carried out. In addition, certain tasks 
such as histogram analysis may be made easier if the histogram is only calculated over 
a lim ited portion of the image, rather than including other areas which may contain 
extraneous confusing data.
3.2.2 A rithm etic and boolean operations
Operators are defined to carry out the following simple pointwise operations:
1) Add or subtract two image planes, or an image plane and a constant,
2) M ultip ly or divide an image plane by a constant,
3) Average two frames, and
4) Logical AND, OR or XOR two image planes, or a plane with a constant.
3.2.3 Convolution
Predefined routines are provided for highpass, lowpass and Laplacian filters, as 
well as horizontal and vertical edge enhancement (it is not specified what matrix is 
used to do this). In addition, facilities are provided for defining an arbitrary convolu­
tion matrix of arbitrary size, allowing the creation of any feature-enhancing operator 
required.
3.2.4 Histogramming
The library contains an operation to produce a 256-element histogram from 
the window area selected.
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3.3 The IT E X  subroutine library
This is a library of functions for the PCVISIONplus, Series 100, Series 150/151 
and Series 200 image processing boards, which are available for the IBM PC and 
PC/AT, VMEbus, DEC Q-bus (MicroVAX, LSI-11 and MicroPDP-11), and Multibus 
I. The functions available vary slightly, according to the capabilities of each board, and 
those o f the Series 150/151 will be given here as a representative example.
The image processing functions are split (by Imaging Technology Inc.) into four 
classes: area and image geometry, image analysis/point processing, linear operations 
and non-linear operations. Although not listed as a ‘function' in the manufacturer's 
literature, the hardware of the Series 150/151 and Series 200 systems does support 
windowing or ‘area of interest' processing.
3.3.1 Area and image geometry
This includes various transformations such as rotation and reflections, as well 
as copying one area to another, and clearing an area. These operations could be handy 
for special effects', but are unlikely to be of any use in general inspection applications.
3.3.2 Image analysis/Point processing
This covers a wide range of miscellaneous functions including
1) Computing the fast Fourier transform, and its inverse,
2) Generating an intensity histogram of the image,
3) Using the histogram to equalise the image,
4) Calculating minimum or maximum intensity in image and
5) Performing simple ‘streak array' (chaincode) operations
3.3.3 Linear operations
This category includes the general filtering operations such as highpass (Lapla- 
dan), lowpass and horizontal or vertical edge detection. Again, this system allows the 
user to  define convolution masks. The abilities vary between the different hardware 
boards -  the Series 100 and PCVISIONplus systems allowing matrices between 3 x3  
and 7 x 7  pixels, whilst the Series 150/151 allows larger masks as well as real-time
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{i.e. frame rate) convolution with up to 4 x4  masks. Also included in this category is 
image subtraction (o f incoming video from stored image) as well as the averaging of 
a specified number of frames — a useful ability if the image source is rather noisy.
3.3.4 Non-linear operations
Operations in this category include erosion and dilation of white areas, the 
median filter, and Sobel and Roberts cross edge operators. Further operations only 
available on the Series 150/151 systems with IPA-150/151 processors include skele- 
tonisation and the line finding Hough transform.
3.4 The IRI P256 and VCL
The complete hardware system consists of an MC68000 based 'host' processor, 
along w ith a 256x256 pixel frame grabber, two ‘dedicated iconic processors' for point 
transformations and histogram manipulation, and a SIMD array processor for more 
complex tasks.
VCL (Vision Command Language) is a FORTH-based interpreter with addi­
tional functions provided for image processing. A compiler for the language is avail­
able as an optional extra. As usual, leaving aside the ‘housekeeping' and graphics 
functions, the routines can be split into four classes, according to the processor used: 
The ‘mapping’ iconic processor, the histogram processor, the array coprocessor and 
the 68000 host.
3.4.1 The mapping processor
This performs simple point transformations such as thresholding (single or mul­
tiple level), histogram equalisation, image inversion, and other rescaling functions 
based on user-defined or predefined maps.
3.4.2 The histogram processor
This processor allows the creation and manipulation of intensity histograms 
and profiles as well as providing statistical data on the image. The functions include
1) Acquisition of intensity histogram of the whole image, or from within a window,
2) Histogram smoothing.
3) Location of maxima or minima, and peaks or valleys within the histogram,
4) Calculation of the x ox y intensity profiles and
5) Calculation of mean, standard deviation, mode and sum of the image.
3.4.3 The array coprocessor
As usual, the functions available include convolutions from 3x3  to 7x 7 pixel 
windows, either with predefined masks including the Sobel, Roberts cross and Lapla­
cian, or w ith user-defined masks. The processor can also add, subtract multiply and 
find the absolute difference between two images, correlate images, and compute the 
area, centroid, 2nd moments and orientation of white areas in the image.
3.4.4 Host-implemented functions
This section includes a few miscellaneous routines, such as window definition, 
calculation of grey-scale moments, and erosion and dilation.
3.5 Discussion on imaging systems
A study of the lists of functions provided with each of the three systems reviewed 
here shows a remarkable similarity between them. This degree of functionality seems 
common amongst modern image processing systems -  the Hawke Systems ELTEC 
TopPic library offers broadly the same operations, though with the addition of an 
image feature database system [Hawke,88]. Other simpler systems are also available 
w ith a subset of the 'standard' set, usually omitting convolutions, which require either 
a large amount of processing or a dedicated hardware board, and other higher-level 
functions. Such systems include the IK O N O S  M K  I I  system from TCS Electronics 
and the Image III system and Ramases II software package from Eltime Vision Systems.
Such semi-standardised systems are quite a recent development. In the early 
1980’s processors tended to be binary only, such as the Brown, Boveri & Cie QMS 
Vision System [Hewkin,83], Machine Intelligence Corporation's VS-100 system [Carlisle,83] 
and the S.A.M. Opto-Electronic Picture Sensor from Robert Bosch GmbH [Brune,83]. 
These were generally supplied either with purpose written application software, or with 
a rather ad-hoc series of binary operations. The new series of high-speed grey scale 
inspection systems required the development of custom-built VLSI circuits capable of
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handling the increased quantity of data in real time. Presumably, with the possibility 
of producing hardware capable of performing any desired objective, the manufacturers 
had to research which functions were actually required and this resulted in the similarity 
between the systems available now.
3.5.1 The requirements o f an inspection system
As was mentioned in Chapter 1, despite the advances in image processing hard­
ware technology, there has been little use of such systems in industry. It should be 
clear tha t the current generation of menu-driven packages are rather restrictive. The 
reliance on global parameters of objects can make the inspection of small features 
rather unreliable. On the other hand, the subroutine library systems are rather low 
level (mostly filtering, histogramming and feature enhancement), and with the possible 
exception o f the ELTEC TopPic system, provide little help in generating sophisticated 
applications. The system designer is presented with a large number of small compo­
nents w ith no means of putting them together to form a useful system.
The systems reviewed all appear to be lacking in the medium level feature 
extraction (as opposed to enhancement) operations, as well as any framework for a 
high level matching or measuring system. Clearly, the precise system of matching 
required would be application-specific, but it should be possible to provide a small 
number of ‘skeletons’ on which the individual feature detectors and measurers could 
be ‘hung’ .
W hat is required, then, is either a menu-driven system with the more useful 
feature-based analytical tools built in, or else a subroutine library which contains higher 
level functions capable of providing the feature matching and analysis that a finished 
factory system requires. Until these needs are met, it is unlikely that there will be any 
rapid growth in the use of computerized image analysis, except at large sites where 
the high software (rather than hardware) development costs can be met.
3.5.2 Inspection system hardware
Possible explanations for the software provided with the commercial systems lie 
in the design of the hardware. As was stated earlier, this usually consists of a number of 
fast purpose-designed processing boards connected to a conventional microcomputer.
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Even with the current state of technology, these boards can only perform the simplest 
of functions (albeit at a very high speed), and any more complex tasks have to be 
relegated to the ‘host’ microprocessor. It seems likely that either (1) the host processor 
is unable to perform these tasks in anything like real-time, thus leaving a serious flaw 
in the system that the manufacturers will keep quiet about, or (2) the manufacturers 
assume that the customers are willing to spend many hours writing the ‘top end’ of the 
system (which is rather too much to expect), or (3) in the excitement of developing 
the new hardware and the software to drive it, the inventors completely forgot that 
the customers would require a more complete system, i.e. they produce only whatever 
they find easy to develop.
If the problem is host speed (option (1) above), then a new form of host system 
must be sought. General-purpose networkable processors such as the Inmos transputer 
[lnmos,87] provide such an option. Each processor is relatively cheap and self-contained, 
and networks of arbitrary size can be built up to provide more processing power as 
required. Chapter 9 will discuss differing processor architectures, and will show how 
transputers can be used to provide a speed that increases almost linearly with the 
number of processors. In many cases, a sufficient number of these could even make 
the purpose-built boards redundant, reducing hardware development costs.
3.6 The following chapters
It has been suggested here that systems developed in the near future will have 
simple feature detectors provided. However, several algorithms have been developed 
over the years to detect each of the common features* on mechanical parts. The next 
two chapters will present an analysis of several corner detectors (Chapter 4) and small 
hole detectors (Chapter 5). Chapter 6 will then use one of the better examples of 
each to implement a general purpose object location system using a feature-to-model 
graph-matching scheme. This is one of the useful high-level modules that could be 
supplied with a factory system.
As was mentioned above. Chapter 9 will present an overview of the various 
computer architectures which can be used for image processing, and will show the
* Corners, straight edges and circular arcs, including circles and small holes.
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“ A corner is the towche and metynge of two lynes.”
Trevisa, Barth, de P.R.  (1398)
4.1 Introduction
Numerous algorithms exist for the location of corners in an image. Each has 
its advantages and disadvantages compared with others, and this chapter presents the 
results of work done to compare eight different algorithms in order to find which would 
be the most suitable for a typical set of industrial inspection routines. In order to keep 
the number of algorithms studied to a reasonable level, the ones used were chosen 
according to two criteria:
1) They should operate directly on an original grey-scale image, and
2) They should require only small window operations -  if the algorithm used a 
single step from input to result then a maximum size of 5x5  must be used, 
otherwise a maximum of 3x3.
4.1.1 Definition o f a ‘corner’
Before discussing the algorithms to be compared, it is useful to consider what 
is meant by a ‘corner’ in a grey-scale image. An edge can be considered as the point 
where the brightness of the image changes rapidly, i.e. where the gradient
of the intensity function i { x , y )  is high. A corner is then a place where (a) an edge 
exists, and (b) where this edge changes direction. The rate of change of direction 
(curvature) of the edge could be represented in the following way:-
By means of a suitable mapping function, turn the gradient direction
{9y/9x)
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into an image Q, where brightness denotes direction. Now find the gradient magnitude 
7 o f this image at each point. The gradient at any point denotes the sharpness of 
the corner. One of the routines used in this chapter uses this method to measure the 
sharpness of corners directly, while the others make approximations or use a different 
approach entirely.
Essentially, though, the strength' of a corner can be considered as
c{x, y)  =  g{x , y )  x ^ ( x , y ) .
One point is worth mentioning about the measure of curvature at a corner. In theory, 
the gradient operators should give a measure of the rate of change of direction at 
a point, while in practice it is necessary to use a finite sized window (either 3 x3  or 
5x5  pixels in the programs evaluated here). Thus the operators are measuring the 
angle through which the edge turns within a finite length, rather than the curvature 
at a point. The more sophisticated corner detectors use curve fitting  techniques to 
overcome this problem, though as we shall see below, it is debatable whether this 
added complication provides any better results.
4.2 The algorithms studied
Two conventions were used throughout in implementing the algorithms in order 
to allow meaningful comparisons between the results. The first, as stated in section
4.1, was that the programs used either 5x5  or 3x3  windows. The second was that 
whenever the algorithms called for a gradient operator, the Sobel would be used. The 
reasons for this have been discussed in section 2.2.3.
All of the algorithms were implemented in Pascal on a DEC MicroVAX II, using 
128x128 images. The execution times given later exclude the times taken to read the 
image into the computer’s memory, or to display the final result on the framestore. 
This would be a constant in each case, as it is a function of the system used, and 
is unrelated to the efficiency of the algorithm. The total CPU time used is given in 
each case, but as a result of system overheads (the VAX had a multi-user operating 
system), there is a possible error of ~  ±200 ms. in the timings given.
The eight algorithms are as follows:
1) A matched filter [Li,86],("MF/,
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2) A modified matched fWter,(MMF),
3) The maximum difference in gradient,("MDGJ,
4) The gradient magnitude of gradient direction [K itchen,8 2 ],("GMGDj,
5) The change of direction along edge [K itchen,8 2 ] , /COE/,
6) The turning of a fitted surface [K itchen,8 2 ],/TF5 /,
7) Beaudet’s DET operator [Beaudet,78] [Kitchen,8 2 ],/D F T / and
8) Median filtering [Paler,8 4 ],/M FD /.
4.2.1 Matched filters
This approach, from [Li,86], attempts to f it  template masks to the image at 
each image point. It is assumed that the corners to be looked for are all approximately 
right-angled, as shown in Fig. 4.1. The templates used were
/ - 9 - 9 - 9 - 9 - 9 \ / - 9 - 9 - 9 - 9 16 \
- 9 - 9 - 9 - 9 - 9 - 9 - 9 - 9 16 16
- 9 - 9 16 16 16 5 - 9 - 9 16 16 16
- 9 - 9 16 16 16 - 9 - 9 - 9 16 16
\ - 9 - 9 16 16 16 / \ - 9 - 9 - 9 - 9 16/
and 90° rotated versions thereof, producing a total of eight masks. 
Let the image window matrix I  be defined by
\ %2 1  ^22  • • •  ^ 2 5 /
and similarly for the template mask Y . Now if we define
a =  ^  i n / m ,  (t ]  =  ^ ( i n  -  a f / n i ,
n=l 7 1 = 1
7 1 = 1
6  =  ^  V n / m ,  0 -y  =  ^ ( 3 / 7 1  -  a f  / m ,
7 1 = 1
then the degree of match can be given by
-  a){yn -  6 )/m
P i y  =
'^inVn -  mab
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Fig. 4.1. A  right-angled external corner.
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However, the template masks have been defined such that 6 =  0. Furthermore, since 
SyJ is a constant, it can be ignored, simplifying the equation to
I _ ^^nUn
as in Li’s paper. This is the version implemented here. Other equations in the paper 
make assumptions about the image (that a =  0 and that =  1 respectively) which 
are not generally true. It would be possible to adjust the image by suitable intensity 
transformations, but this would not save any calculation in the long run.
Having defined a ‘degree of f i t ’ measure, it is now possible to apply it to the 
original image. In the original version, all eight template masks were fitted to the 
image window. To allow for corners which were not at precise 45° orientations, the 
best two fits were found, and the average of these two found. This gives an overall 
measure of corner strength’ in the window.
On running the program implementing this algorithm I have found that the two 
best fitting  masks were not necessarily 45° apart, as would be expected. Thus I have 
implemented a modified matched filter. This is identical to the previous one, except 
that the best fitting  template is found, then the best fitting  of the two ‘adjacent’ 
masks is used to find the average. Intuitively, this should give a more reliable result.
4.2.2 ‘Conventional’ corner detectors
The term ‘conventional’ here indicates an operator which calculates, in some 
way, c{x, y)  as defined in section 4.1.1. The algorithms presented here all take the 
Sobel magnitude as a measure of g, but use increasingly sophisticated measures of 7 .
Algorithm (3), the maximum difference in gradient, was developed in order to 
demonstrate the results of an extremely simple curvature measure, and (as would be 
expected) does not give particularly good results. Using the terminology of section
4.1.1, this algorithm calculates
c(x, y)  ~  g(x , y)  x % ^ ( | ^ ( ^ ,2/) -  +  6)| x g{x  +  a ,y +  6))
(remembering that 9 wraps around at 360°). The use of the g{x-^a, y+b)  term ensures 
that significant strength edge points are favoured when determining the maximum
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difference. It should be quite clear that this algorithm will be strongly affected by 
noise points falling near edges, since it contains no degree of averaging outside the 
Sobel operators.
Algorithm (4 ),The gradient magnitude o f gradient direction, conforms to the 
ideal' definition of c given earlier, in that it calculates 7 as the gradient magnitude of 
the Sobel direction image.
Algorithm (5) attempts to decrease the sensitivity to noise by finding the gradi­
ent direction along the edge. Here the gradient direction is found at the centre point, 
and the normal to this found -  Fig. 4.2. Two points are now chosen on this normal, 
each one pixel out from the centre. If these two points have gradient directions Oa 
and Ob , then it should be clear that
7 (æ, î/) ~  -  ^s |-
Finally, the turning o f a fitted  surface algorithm (6) is the most sophisticated, 
in that it attempts to f it a curve to the window being viewed. The derivation of the 
equation is as follows;
tan 0 =  Çy I  Qx
^  sec' e ( ^ \  =  sec' 0 (
_  Û _ 9xy9x ~  9xx9y , _  û -  9yy9x ~  9xy9y
since
sec^ ^ =  1 4- ta n ^  ^ =  1 +  ( p y / p * ) .
Now, a vector along the edge is e =  { — 9 y > 9 x ) ,  giving a unit vector along the edge of
—9y 9xe =
v/(Sx + 5 j ) ’ \/(Sx + 9 l ) J  '
The component of (Ox^Oy) along ê is
n I Û _ ~ 9 y  (  9 x y 9 x  ~  9 x x 9 y \  . 9 x  f  9 y y 9 x  ~  9 x y 9 y \
^ ^ ^ " ^ ^ ^ V { 9 l + 9 l ) \  9 l + 9 l  ) ^ V ( 9 l + 9 l ) \  9 l  +  9 l  )
— / 2 1 2 \3/2 i ~ 9 x y 9 x 9 y  T  9 x x 9 y  T  9 y y 9 x  ~  9 x y 9 y 9 x )
\9x I" 9y)
“  ^ g 2  _j_ ^2^3/2 ^ 3 x x 9 y  +  9 y y 9 x  ~  ‘^ 9 x y 9 x 9 y ) '
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Fig. 4.2. Edge directions for the ‘change of 
direction along edge' operator.
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M ultiplying the result by the local gradient magnitude \ / { g \  +  Qy) gives
,   9 x x 9 y  4" 9 y y 9 x  ~  ^ 9 x y 9 x 9 y
~  9 l + 9 l  ■
All tha t is required is to insert the values of the derivatives and double-derivatives into
the equation for k above, and the resulting value is a measure of the strength of corner
at that point.
4.2.3 Beaudet's DET operator
The DET (or determinant) operator is defined by Beaudet [Beaudet,78] as 
D E T  =  ^
ab
where L is the Laplacian
L =  ^ V „ V „ J .
a
This operator should only take a significant value near corners. Note that the result 
is a signed value, which is different in sign inside and outside of a corner, though the 
absolute magnitude was taken in the implementation here for ease of comparison with 
the other algorithms.
Kitchen and Rosenfeld interpret the DET as
D E T  =  9 x x 9 y y  ~~ 9 xy
and this is the version that has been implemented here. This can be derived as follows, 
assuming V I  =  +  gy and =  gyx-
D E T  =  1 g ( V .V & X ) ( V , V 6%) -  ^
=  2 +  9^y  +  -  { 9 x x  +  9 y y Ÿ ]
r\ i^9xx T  9 yy  T  ^^9xy 9 XX ^ 9 x x 9 y y  9yy^
2
— 9 x y  ~~ 9 x x 9 y y
Note that the sign of this result does not agree with Kitchen and Rosenfeld’s, but the 
essential result is the same.
As an aside, it is worth noting that
9 x x  9 x y  
9 y x  9yy
— 9 x x 9 y y  9 x y )
hence the name determinant.
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4.2.4 Corner detection using the median filte r
This algorithm can be explained simply by reference to section 2.2.2 where 
it was shown that a median filte r tends to round off corners, while leaving areas of 
constant brightness and straight edges relatively unaffected. Thus all that is required 
is to apply a median filte r to an image and then to find the difference between the 
filtered and original images.
4.3 Testing the algorithms
The comparison of the eight algorithms can be broken up into two parts. Firstly, 
the tim ing of each on two simple images and initial observations on their effective­
ness at locating corners, followed by further qualitative studies of the more successful 
algorithms when applied to more ‘d ifficu lt’ images.
4.3.1 The first two images
Fig. 4.3a [cartridge) shows a small magnetic tape cartridge along with its plastic 
case. The points marked A to E, G,H and J are all good right-angled corners, and 
should be easily detectable. F and I  are each pairs of corners close enough to appear 
within a 5x5  window and hence should produce some result. Corners Q to T  are all 
rounded and less easily detectable.
The second image. Fig. 4.3b (termblock) is of a black plastic terminal block. 
Most of the features marked are only of passing interest, but A to H are all good 
right-angled corners, and most of the others should be detectable in some form.
4.3.2 The first results
Each algorithm was tested on each of the two images. The average execution 
times (to the nearest 100ms.) are shown in Table 4.1.
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Fig. 4.3a. Image ‘cartridge’ 
with significant features 
labelled.
Fig 4.3b. Image ’termblock’.
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Algorithm Time (ms)
1 (M F) 53300
2 (M M F) 53100





8 (M ED) 16900
Table 4.1. The execution times of eight corner detectors.
Each algorithm included a short routine to rescale the results to f it into the 256 
brightness levels of the framestore. After running each program, the resulting image 
C(æ,t/), was fed into a variable threshold utility, and the best threshold determined 
by eye. Some consideration was given to implementing an automatic threshold de­
termining system, but the results of the algorithms varied so widely in content that 
this would be virtually impossible. If any of the routines were to be introduced into 
a practical program, the threshold determination would have to take into account the 
nature of the input image and of the algorithm used.
A summary of the various algorithms' abilities to detect corners follows...
1) Correlation;
This algorithm almost completely failed to differentiate corners from other 
edges in the image. As stated earlier, the tendency was for the best matches 
to be in tota lly different orientations. This is probably because the masks will 
to an extent detect straight edges as corners, and with the addition of noise to 
the image, as well as aliasing effects along edges, it can be difficult to discern 
a true corner within the space of a 5x5  pixel mask. Larger masks could be 
used, but the algorithm is already very slow, since eight 25-pixel masks have 
to be correlated with the image at every point.
2) Modified correlation:
This version fared slightly better, and it was possible to separate out many of the 
corners on termblock. Nevertheless, there were still several mis-detections and
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the execution time would seem to make the algorithm impractical for industrial 
inspection tasks.
3) The maximum difference in gradient:
This algorithm detected most of the corners well. The main problem was along 
the lines marked L and M  on cartridge. Here there are two edges running in 
opposite directions, and since they both fall within the bounds of the operators 
used, this algorithm detected them very strongly indeed (since it is looking for 
the greatest difference in direction of edges within the window). Otherwise, 
apart from the rather long execution time, this algorithm was quite successful, 
illustrating that complex curve-fitting methods are not necessarily required.
4) The gradient magnitude of gradient direction:
This was referred to above under ‘definition of a corner' as the algorithm that 
most directly evaluates the curvature of an edge. It is not surprising then that 
it gives the best results of all the algorithms tested on these two images. In 
both cases the resulting image could be thresholded out quite well to reveal 
the corners, including Q to S on cartridge. The result was also different from 
some in that straight edges were hardly detected at all, whereas others often 
produced lines along all edges, with stronger spots at corners. This makes the 
results easier to analyse, since the threshold does not need to be chosen so 
accurately.
5) The change of direction along edge:
This routine also performed well, detecting all of the major corners in the 
images. The only problem encountered was a rather pronounced aliasing effect 
along L and M  in cartridge. Other that that, it performed in much the same 
way as (4).
6) The turning of a fitted surface:
This is one of the routines that produces a significant response along straight 
edges. However, all of the important corners do stand out quite well from the 
edges, and thresholding separated them quite effectively. The more complex 
equation required makes this algorithm slightly slower than (4) or (5), but it is 
still considerably faster than many of those tested.
7) Beaudet’s DET operator:
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This algorithm tended to produce double lines along straight edges, somewhat 
like the effects of doubly-differentiating an image. The corners were rather 
harder to pick out than in (6), and the aliasing effects along L and M  in 
cartridge were very pronounced. Furthermore, corners G and H were blurred 
together. In its favour, this algorithm did produce only small spots at each 
corner rather than the larger blobs of most of the others, but they were not 
always in the centre of the corner.
8) Median filtering:
This algorithm works much better using larger (> 7 x 7  pixel) windows. In a 
5 x5  window the results are very poor, with noise being detected as strongly 
as corners. This was the only algorithm to produce a significant response on 
the noise spot U in cartridge. The execution times are also rather long, though 
a more efficient ordering system involving keeping a running median as the 
window is scanned along the image, rather than recalculating it at each point 
could have improved the speed.
The results when each of the algorithms were applied to cartridge are shown 
in Figs. 4.4a-h.
4.3.3 The last three images
Following the results of the first tests, it was decided to reject all of the algo­
rithms that took longer than 10s., thus leaving numbers (4), (5), (6) and (7).
These were tested on three more images, the first of which was Fig. 4.5a (a ir­
plane). This is different from previous images in that the corners generally are not 
right-angles, and are often rounded rather than sharp. Fig. 4.5b (knob) shows a switch 
knob. This was chosen because it presents rounded corners at A, D and E, and faint, 
fuzzy ones around the internal corners B, C, F and G. Lastly plate, Fig. 4.5c was 
used. This image, unlike the others, has not been noise-reduced by averaging several 
pictures, and is used to check the noise immunity of the algorithms. Corner A is a 
good right-angle, while B and H are all rather shallow. C, D, F and G all have a large 
degree of noise around them. The area marked E represents a faint shadow on the 
metal plate, and some of the algorithms detected this as a series of corners.
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Fig. 4.4a. Image ‘cartridge’ 
after matched filter (MF).
Fig. 4.4b. Image after 
modified matched fiiter 
(MMF).
\  '
Fig. 4.4c. Image after 
maximum difference in 
gradient operator (MDG).
Fig. 4.4d. Image after 
gradient magnitude of 
gradient direction operator 
(GMGD).
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Fig. 4.4e. Image after 
change of direction along 
edge operator (CDE).
Fig. 4.4f. Image after 
turning of a fitted surface 
operator (TFS).
V - ■ ■ ■
Fig. 4.4g. Image after 
Beaudet’s D E T operator 
(DET).
Fig. 4.4h. Image after 
median fiiter corner 
detector (MED).
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Fig. 4.5a. Image ‘airplane’. Fig 4.5b. Image ‘knob’.
Fig. 4.5c. Image ‘plate’.
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4.3.4 More results
Algorithm (4), ‘gradient magnitude of gradient direction', found most of the 
corners on airplane adequately, though it did rather poorly on the two shallow corners 
B and I. Like all the algorithms, it produced a rather weak result at the nose of the 
plane, A. This is because the cockpit windows tend to blur the front edge of the plane, 
reducing the contrast. This algorithm also produced strong aliasing effects along M  
and between S and T.
On knob, the two sharpest corners (A  and E) were detected, w ith some signs 
of the weak internal corners amidst the background noise. However the other external 
corner, D, was lost in aliasing along edge I. Finally, on plate, most of the sharper 
corners were detected adequately, with the two shallow corners hardly at all. This 
algorithm also produced much aliasing along edges E and I.
Algorithm (5), ‘change of direction along edge’ , produced very much the same 
results as (4) on airplane, but w ith a slightly better response on the shallow corners. 
On knob, it detected the strong external corners, but not the internal ones. It also 
produced a response on the glint along edge H. Lastly, on plate, this algorithm proved 
better than (4) at detecting the weaker corners, though it gave a double response at 
B.
Algorithm (6), ‘turning of a fitted surface', gave very similar results on airplane 
as (4), except w ithout the aliasing effects, though it did not fare quite as well on the 
close corners D and E as the others, blurring them together. It worked well on the 
external corners on knob, even detecting the fact that E is really a double corner. It 
also gave some response on two of the internal corners. On plate it detected all o f the 
corners, and ignored the noisy edge E.
Algorithm (7), ‘Beaudet's DET', fared rather badly on airplane, being generally 
unable to distinguish between corners and straight edges. It performed moderately well 
on knob, though producing aliasing along the right-hand end of I. This algorithm was 
unable to detect some of the corners on plate, and produced a large amount of noise 
along I. On average its performance on plate was similar to (4), though it detected 
different corners.
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4.4 A pathological case
One would generally expect that the reliability of a corner locating algorithm 
would improve with the quality of the image with which it was being fed. Fig. 4.6a 
shows an apparently ideal case of four white right-angled corners on a black back­
ground. However, it was discovered that some of the algorithms produced anomalous 
behaviour when presented w ith this image.
The simple correlation program, rather surprisingly, produced very poor results, 
being unable to distinguish between corners and other points on edges. The modified 
correlation worked slightly better, producing slightly brighter blobs at the corners than 
along edges.
The other algorithm to have problems with this image was the ‘gradient mag­
nitude of gradient direction’ . This would detect horizontal straight edges in the image 
as strong corners, whilst ignoring vertical edges. Fig. 4.6b shows the results from the 
test image.
The reasons for the behaviour of some of the algorithms will be discussed in 
subsection 4.5.2 later.
4.5 Conclusions and explanations
In the first part of this section, the algorithms will each be examined to see 
how many arithmetic operations per pixel that they took to perform their functions. 
This should give a good explanation of their relative execution times. Following this 
will be a discussion o f why each algorithm reacted as it did to the differing images, 
with the aim of determining which ( if  any) of the algorithms is ideal for high-speed 
industrial tasks.
4.5.1 Speeds o f the algorithms
The number of arithmetic operations taken by each algorithm does not include 
rescaling the result at the end. This adds 1 multiplication and 1 division per pixel 
to each total. In all cases the Sobel magnitude was approximated by max(^a.,^y) to 
avoid squareroot calculations.
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Fig. 4.6a. Simple ‘cross’ 
image with four right-angled  
corners.
Fig. 4.6b. image after 
gradient magnitude of 
gradient direction operator.
I l l
Algorithms (1) and (2), the matched filters, are clearly too slow and produce 
very poor results. The very long execution times are as a result of the large number 
o f masks that need to be fitted to the image at each point. Each pixel requires the 
calculation of hinV-n, for each of eight masks, and with each calculation being 
made on a 5 x5  mask. Hence the eight correlations takes 25 x (8 +  1) multiplications, 
and summing the results over the pixels take 25 x  (8 +  1 +  1) additions. Thus the 
number of arithmetic operations required for the standard method (1) is approximately 
225 multiplications and 250 additions to calculate the eight correlations, plus 3 mul­
tiplications/divisions, 2 additions/subtractions and 1 squareroot to find the best two 
fits.
Algorithm (2) takes the same number of operations as (1) except that finding 
the best two fits requires 2 multiplications/divisions, 2 Modulo-functions, 5 addi­
tions/subtractions and 1 squareroot.
Algorithm (3) -  the maximum difference in gradient -  is rather faster and pro­
duced better results. The Sobel requires 2 multiplications and 5 additions/subtractions 
to calculate each direction mask. In addition to this, the direction calculation requires 
1 division to find Qy/gx, an addition or subtraction of tt or 7t /2 to extend the range of 
the arctan (which is normally only in the range —tt/ 2  to + tt/ 2 )  and a multiplication 
to rescale the result from 0-27t radians to brightnesses in the range 0-255. Locating 
corners required 5 additions/subtractions per mask pixel to find $ { x , y )  — 6 { x - { - a , y - \ - b )  
(the complication is because 0 wraps around at brightness 255), as well as one m u ltip li­
cation by g(x-\-a ,y-\-b). The final multiplication by g{x , y )  need be done once only per 
mask, giving 25 x 5 additions and subtractions and 25 +  1 multiplications. This gives 
the number of operations required as approximately* 6 multiplications/divisions, 11 
additions/subtractions and 1 arctangent to calculate gradients plus 26 multiplications 
and 125 additions/subtractions to find corners.
The gradient magnitude of gradient direction algorithm (4) was one of the best 
tested provided the images were reasonably free of noise. It detected most corners in 
most of the images producing resulting images which had little  in the way of straight 
edge detection. However, this algorithm missed some of the corners in PLATE, showing
* Assuming the edge is not vertical or horizontal, which is generally true.
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that this relatively simple system is not capable of allowing for noise. It was also 
rather sensitive to aliasing effects on nearly vertical or horizontal edges. This program 
calculated gradients the same way as (3), but the corners were detected by another 
Sobel operator. Again, to allow for the wraparound nature of the direction, two Sobels 
had to be calculated, one using data ‘rotated’ by 128 grey-levels (or tt radians). Thus 
the Sobels required 4 multiplications and 10 additions/subtractions per direction. One 
additional multiplication was also required to multiply j { x , y )  by g(x,y) ,  giving a 
grand tota l of 9 multiplications and 20 additions/subtractions.
Again, algorithm (5) -  the change of direction along edge -  calculated gradients 
the same way as (3), but the operation to find the corners was much simpler. Location 
of the two pixels on the edge required 3 additions, 1 division and 2 MOD functions, 
w ith another 5 additions and subtractions being required to find the difference between 
the two. As before, one additional multiplication is required to find c{x, y). This gives 
a tota l of 1 multiplication, 2 modulo-functions and 9 additions/subtractions.
The turning of a fitted surface, algorithm (6), is the most sophisticated of 
the ‘fam ily ’ (numbers (3) to (6)), in that it attempts to f it  a polynomial curve to 
the edge at each point. Calculations of the first and second order partial derivatives 
each required half of a full Sobel, with two being required for first order {g .^ and 
gy) , and three for second order {gxx, 9yy and g,^y); hence calculating first order 
gradients took 4 multiplications and 10 additions/subtractions; calculating second 
order gradients took 6 multiplications and 15 additions/subtractions; evaluating k 
took 13 multiplications/divisions, 4 additions/subtractions and 1 squareroot.
Although the DET operator -  algorithm (7) -  was relatively fast, it did not 
produce good results, in most cases being inferior to algorithms(3) to (6). This 
algorithm finds gradients as (6), but evaluating D E T  took 2 multiplications and 
1 subtraction.
As stated earlier algorithm (8), the median filter, works far better w ith a large 
window operator, giving results at least as good as the other methods provided that 
the image is largely noise-free. However, here only a 5x5  operator was used in order 
to improve speed and maintain consistency between algorithm implementations. Note 
that in the version used here, the number of grey levels used was only 64 in order to 
keep the number of operations down when calculating the mean within each window. If
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this is increased to 256 levels, the results are slightly better, but a further 96 additions 
are required per window on average, increasing the execution time to ^77s. It is 
also worth noting again that the median was recalculated in this implementation for 
each pixel. This adds a considerable overhead to the program. If this algorithm was 
to be used in a high-speed system, the use of fast median filters would need to be 
investigated. In the implementation used the number of operations was f  25 divisions 
and 25 additions to load the histogram, 32 additions on average to find the median, 
plus 1 multiplication and 1 subtraction to rescale the result and find the difference 
from original. The multiplications and divisions are all required to convert between 
256 and 64 grey-levels.
Table 4.2 shows a summary of the operations required for each algorithm. It is 
interesting to note that, although it ignores such things as comparisons, IF-statements 
and so on, this table still shows why the programs took such different times to run.
Algorithm x ,+ ,M O D + - A/,tan~^ Time (ms)
1 (M F) 228 252 1 53300
2 (M M F) 229 255 1 53100
3 (M DG) 32 136 1 15500
4 (GMGD) 15 22 1 5700
5 (CDE) 10 18 1 5700
6 (TFS) 23 29 1 6900
7 (D ET) 12 26 0 4900
8 (M ED ) 26 58 0 16900
Table 4.2. The arithmetic operations required for eight corner detectors.
If we let the execution time of a multiplication, division or ‘M O D ’ function be 
X, the time for addition or subtraction be y and the time for the complex operators 
be z, then it is possible to produce eight approximate linear equations in x,y  and z, 
e.g. for the matched filter
228x +  252y +  z =  53300.
t  Assuming that the median brightness is 128. Naturally, this depends entirely 
on the image given.
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It is reasonable in solving these equations to assume that z >  æ >  t/ >  0. Since 
the equations are only approximate, it is not possible to solve them by conventional 
algebraic means (for instance algorithms 4 and 5 are inconsistent w ith the assumption 
above). However, using numeric calculation, the following results have been obtained: 
X ~  139, Î/ ~  94 and z ~  1599 (the units of these numbers are milliseconds, but 
multiplied by the image size of 16384 pixels, i.e. the given operation will take that 
number of milliseconds to apply over the whole image). Table 4.3 shows a comparison 
of the estimated execution times with those found in practice. The percentage error 
is defined as
E  =  100 X [te — t a ) / t a^  
where te is the estimated execution time and ta the actual.
Algorithm te (ms) ta (ms) E ( % )
1 (M F) 57000 53300 +6.9
2 (M M F) 57400 53100 + 8.1
3 (M DG) 18800 15500 +21.5
4 (GMGD) 5800 5700 +0.9
5 (CDE) 4700 5700 -1 7 .9
6 (TFS) 7500 6900 +9.0
7 (DET) 4100 4900 -1 6 .1
8 (M ED) 9100 16900 -4 6 .4
Table 4.3. Assessment of the accuracy of the execution time estimates.
The unusually high error found for the median filte r corner detector is probably 
a result of the large number of nested loops within the program. Although these 
contain no explicit mathematical operations, each must perform at least one addition 
to  the looping variable, thus increasing the actual number of additions within the 
program.
W hat this section has shown is that, to a first approximation, it is possible to 
look only at the number of explicit mathematical approximations per pixel for a given 
algorithm, and to use this data to estimate the overall execution time. In general, 
the programs w ith longer execution times can be estimated more accurately, since the
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proportion of time spent on algorithm-specific calculation is higher compared to the 
overheads of loop structures and the like.
4.5.2 The operation o f each algorithm
This section will attempt to explain the results of each algorithm on the differing 
images, w ith a view to determining which of them would be best in a typical industrial 
situation. It is worth remembering that it is the aim of each operator is to determine 
the sharpness of any corner w ithin its window, as well as the steepness of gradient, or
contrast. For the purposes of this investigation, the overall corner strength (c =  g j )  
was considered, but for several of the operators, those described as 'conventional' 
earlier, the sharpness (7 ) and contrast (g) components can be extracted separately.
Matched filte r (or correlation), methods do not appear to be very successful 
in the investigations here. Several masks must be fitted to each point, and for op­
tim um  results masks showing every possible combination of pixels should be used. 
Unfortunately, although (at least in principle) this would give the best results, the 
computation required would be enormous -  requiring 36 different masks per corner 
angle if a precision of ten degrees was required, with 36 different possible corners. 
The masks used here expect right-angled corners with no rounding and orientations in 
multiples of 45°. Although these do give responses for other corners, the results are 
variable. Furthermore, these masks do not give zero response on straight edges -  as 
an example consider the mask
/ - 9 —9 - 9 - 9 - 9 \
- 9 - 9 - 9 - 9 - 9
- 9 - 9 16 16 16
- 9 - 9 16 16 16
\ - 9 - 9 16 16 16 /
applied to a straight vertical edge
Here
/ lO 10 20 30 30 \
10 10 20 30 30
10 10 20 30 30
10 10 20 30 30
\10 10 20 30 30 y
n U n 1500
ty y(S22 -  mc2) / (1 2 0 0 0  -  10000)
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-  33.5,
thus the operator gives a significant response in this case. The problem is worsened by 
the necessity of finding the best two fits in each case. This means that even if one of 
the masks does f it  exactly, as it would at the corners in of Fig. 4.6a, the second-best 
f it  will be less good, and hence tend to lessen the overall goodness-of-fit. W ith the 
addition of noise, the algorithm becomes so unreliable as to be useless.
The second-order derivative family of corner-finders seem the most promising 
of all the algorithms tried here. Of these, the ones which attempt to look only along 
the edge (i.e. Nos. (5) and (6)) tended to be more reliable on difficult images than 
those which blindly compared gradients over the whole mask. It should be clear that 
this would be a great advantage on images where there is significant noise around 
edges, as well as cases of narrow lines (such as L and M  in cartridge) and corners 
occurring close to each other. Examples of these are illustrated in Fig. 4.7. However, 
there seems to be little  improvement in sensitivity between the simple ‘difference in 
gradient along edge’ and the more complex ‘turning of a fitted surface’ .
The strange behaviour of the ‘gradient magnitude of gradient direction’ algo­
rithm on the apparently ideal image of Fig. 4.6a is worth explaining. The problem 
here is that large parts of the image have no gradient. This means that the gradient 
direction is undefined for these points. Now, away from edges none of the algorithms 
tried here will encounter problems, since whichever (possibly meaningless) value they 
return for 7 , it will be multiplied by g, which will be zero. The problem occurs when 
a sharp edge exists in the image, such as in Fig. 4.8a. As can be seen in Fig. 4.8b, 
the gradient direction becomes undefined close to this edge. Now, the ‘maximum 
difference in gradient’ algorithm will immediately reject these undefined points when 
on the edge, since their gradient magnitude is zero, whilst the ‘change of direction 
along edge’ and ‘turning of a fitted surface' algorithms look along the edge, where 
the gradient direction is meaningfully defined. However, the ‘gradient magnitude of 
gradient direction’ places a 3x3  mask around the edge point, and thus attempts to 
use them. The implementation here sets all such undefined points to zero, so that 
if the edge is not also in direction zero, then the Sobel mask will return a nonzero 
result, and an erroneous corner will be ‘detected’ . The only reason that this behaviour 
is not noticed on normal off-camera images is that the edges tend to be blurred, thus 
ensuring that there is some gradient, however small, w ithin a few pixels of each edge.
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a y
Fig. 4.7. Examples of shapes which could cause problems for corner 
detecting algorithms. These are (left to right) noise points near edges, 
narrow lines and two corners close to each other.
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Fig. 4.8a. An example straight 
edge.
Fig. 4.8b. The gradient direction 
around the edge. Points marked 
‘X ’ are undefined.
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The DET operator, although also using second-order derivatives, is rather d if­
ferent in approach to the others. It is obvious that the response to an area of constant
intensity will be zero, and the response to a straight edge can also be shown to be
zero as follows:
Qx — g cos 0 and 9 y  — 9 sin 9
for an edge at an arbitrary angle 9. Thus
9xx — ^  cos 9 =  Qx COS 9 =  g cos  ^9 ax
and similarly, gyy =  gs\v^ 9 and gxy =  g cos9 sii\9. Thus
gxxgyy  =  S i l l^  6»COS^ ^  =  9 l y
However, this working has assumed that 9 is independent of x and y. For a corner, it 
is not. If we let a =  cos 9 and b =  sin then
gx =  ga and gy =  gb,
dg da
9 9 , , d b
9yy =  g^b +  g -  and
dg da
If we let ax =  d a /d x  and ay =  da/dy,  and similarly for by, then
g x x  — g x ^  T g^x<)
9 y y = 9 y ^  +  9^y and
9 x y  — g y ^  T  g ^ y
Thus
DET— gxxgyy g x y
2=  { g x d  +  g o ^ x ) [ g y h  +  g h y ) ~  ( g y a  +  g a y \
=  g x ( ^ 9 y ^  +  g x ^ g h y  +  g a - x g y h  +  g a x g b y  -  g ^ a ?  -  2 g y a g a y  -  g ^ a ^
=  g ‘^ a?b^ + g ‘^ a?by + g'^axb'^ + g^axby -  g'^a^b'^ -  2g^abay -  g^a?y 
=  g^(^a^by T b^a^ T o^x^y ~  2abay — cLy)-
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which is, in general, non-zero.
Unfortunately, though, this algorithm appears rather sensitive to the aliasing 
which is present in all low-resolution images, and is of little  use in this context.
The median filtering approach to corner detection is known to work well for 
large windows on low-noise images, however it performed rather poorly here. There 
are two underlying assumptions that are behind this algorithm. The first, considered 
by Paler et. al. [Paler,84] is that any edges are sloping gradually and monotonically, as 
in Fig. 4.9a. For any segment of these edges, the median value will be approximately 
equal to the intensity of the central pixel in the window. This means that the median 
will make little  difference to such an edge, and the curvature
l ^median
will be near zero. If the edge is not smooth, but is a step as in Fig. 4.9b, then there will 
almost certainly be some degree of aliasing along diagonal edges, and the results will 
be unpredictable. Secondly, the median filte r will erode any small features, such as the 
corner in Fig. 4.10a, and hence the observed curvature will be non-zero. Unfortunately, 
corners are not the only features which are smaller than the median filte r’s window, 
and others such as thin lines (Fig. 4.10b) and small noise spots (Fig. 4.10c) will also 
be removed, causing an erroneous result. This implies that the median filte r algorithm 
will not only detect corners, but also any other small features in the image. Since 
the images being considered here are never very well behaved, this algorithm appears 
unsuitable.
4.5.3 Final conclusions
In all, a good balance between reliability and speed is essential in any algorithm. 
In general, the ‘change of direction along edge' has been shown to be the fastest of all 
those tried, as well as having exhibited no anomalous behaviour. Its performance does 
tend to deteriorate in the presence of noise, probably because of the limited number 
of pixels used in determining edge direction and so, in problem cases, the ‘turning of 
a fitted surface’ could prove better. The ‘change of direction along edge’ algorithm is 
also particularly suited to applications where the corner sharpness and magnitude are
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Fig. 4.9a. A  gradual sloping edge, 
as assumed by Paler.
Fig. 4.9b. A  step edge which will 
cause aliasing, and hence errors 
in corner detection.
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Fig. 4.10. Three features which will be eroded by the median 
fiiter, and hence detected as holes. These are: (a) a genuine 
corner, (b) a thin line, and (c) a small blob.
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required separately, since the two components are calculated independently and only 
combined at the end.
4.5.4 What is to follow
This chapter has investigated several corner detectors, and shown that two of 
them would be useful for most inspection tasks. Chapter 5 will go on to investigate 
several algorithms for detecting small circular features (i.e. holes) in an image. Chapter 
6 w ill then use the best corner and hole detection algorithms found in these two 
chapters to produce a general purpose program to locate the position and orientation 




“ Then he) let me alone w ith  i t ,  I  w ill find a hole in  i t . ”
T . W ilson (1553)
5.1 Introduction
Chapter 4 dealt with general purpose corner detection algorithms. Another use­
ful way of recognising and locating objects is through small holes. This is particularly 
applicable to machine parts which usually have many small holes in regular patterns -  
see Fig. 5.1 for examples.
In this chapter, six hole detection algorithms have been compared in order to 
determine which are the fastest and most reliable on a set of test images. As in chapter 
4, the algorithms work directly on a grey-scale image, but since the aim here is simply 
to detect the presence of a hole, the results of each algorithm were turned into a list of 
hole centres, unlike the previous chapter where an image was returned which indicated 
the ‘strengths’ of the corners.
5.1.1 Definition o f a ‘hole’
Holes come in many shapes and sizes, so it is useful to describe here the types 
of hole which the algorithms will be expected to find. It is assumed that the objects 
used appear as light areas, with the holes being darker. This is not necessarily true 
(for instance in the case of a backlit opaque object), but it is a trivial matter to adapt 
the algorithms to  expect light holes in dark regions.
Furthermore, the holes are assumed to be circular (though one of the algo­
rithms presented here will recognise any fairly regular hole, and another can readily 
be adapted for different shapes), and will typically have a radius of between 1 and 5 
pixels. Anything with radius <1 pixel is simply a single point and can be detected by
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an 8-connected Laplacian operator [Dawson,86]
In practice, all hole edges tend to be fuzzy, with a region between fully light 
and fully dark of typically 1 pixel width. This is a result of both quantization noise 
and blurring in the camera optics. Fig. 5.2 shows a cross section through the centre 
of a standard' hole. Any hole-finding algorithm should allow for this fuzziness as well 
as detecting holes of slightly incorrect radius or which are not perfectly round.
5.1.2 Edge detectors
In chapter 2, the Sobel operator was used as the general purpose edge direction 
and magnitude detector. However, it is not well suited to these applications where 
the hole diameter could be smaller than the 3x3  masks. Instead, a shift-and-subtract 
operator [Rosenfeld,82] was used -
( - 1  1 ) and ^ ^ ^
This gives the smallest mask of any edge detector, the loss of directional accuracy 
being unimportant for the small radii of the holes encountered.
5.2 The a lgorithm s studied
All of the algorithms were implemented in Pascal on a DEC MicroVAX II, using 
128x128 images. The execution times given later exclude the times taken to read the 
image into the computer’s memory, or to display the final result on the framestore. 
This would be a constant in each case, as it is a function of the system used, and 
is unrelated to the efficiency of the algorithm. The total CPU time used is given in 
each case, but as a result of system overheads (the VAX had a multi-user operating 
system), there is a possible error of ~  ±200 ms. per 5 seconds in the timings given. 
The six algorithms are as follows:
1) A standard circle-finding Hough transform [K im m e,75], [Ballard,81] (S-Hough),
2) A high-resolution Hough transform (H-Hough),
3) An alternative Hough transform (A-Hough),
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Fig. 5.1. Examples of parts 
which may be located by 
circular holes.
I
Fig. 5.2. The Intensity profile of a typical hole.
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4) A heuristic algorithm [Kelley,84] (Heuristic),
5) A full template match (Template), and
6) A lateral histogramming template match [Davies,87b] (Lateral).
5.2.1 The standard and high-resolution Hough transforms
The transform used for hole detection was slightly more complex than that 
detailed in section 2.3.6, and so it will be given here. The user is expected to provide 
two threshold values t i  and (which need not be very accurate), as well as the radius 
r. First, the following is executed:
V AR  
i, li:  image-plane 
FO R  A L L  x,y DO
9 x  ^  i { x + l , y )  ~  H x , y )
9 y  ^  'i'{x,y+l) ~  Hx,y)
IF  ^ TH E N
Xh  ^  x - r ( g ^ / g )  
h^h,yh) ^  h^h,yh) - ^9
E N D IF  
E N D D O
This gives the edge magnitude weighted Hough transform of the original image. 
The next step is to locate the approximate centres of each blob. The transform-plane, 
H,  is then searched for any points which have accumulated a value /î(a:,y) >  ^2- When 
such a point has been found, its coordinates [ax,  ay) are stored in a list, and all other 
points within r  pixels of it are deleted. This ensures that each hole is only found once.
The final step is to restore the deleted points in Hough-space, and to find the 
centres of mass of the blobs which generated the approximate centres found earlier. A 




h t o t  =  ^  ^  ^ ( a æ - | - a , a y + 6 )
a =  — r  b =  — r
calculated. The centre æ-coordinates ex are now found as follows:
*^tot  ^ 0
a —r
W H IL E  xtot <  [htot l2)  DO
^ t o t  ^  ^ i o t  +  'Y h b = - r  ^ ( o æ + a . a y + b )  
ex 4— aæ +  a, 
a 4— a +  1 
EN D D O
and similarly for ey. This approach finds the median position of pixels in each blob, 
which is a good approximation to the mode.
The high-resolution Hough transform operates on the same principles as the 
standard one, except that the calculation of ex and ey is done in an alternate Hough 
plane, w ith four times the resolution in each direction. Since the approximate centres 
have already been found, this rather large (512x512) plane does not need to be 
searched to locate the blobs -  only the areas around (ax, ay) need to be used. This 
allows a considerable increase in accuracy w ithout excessively long execution times. To 
avoid recalculating the Hough transform, the same transformed points list is used to 
plot both the low-resolution plane -  for finding ax and ay -  and for the high-resolution 
one, w ith the low-resolution points being scaled down by a factor four.
5.2.2 The alternative Hough transform
The conventional method for finding circles is well known and widely used. 
However, it requires a fair degree of computation which makes it relatively slow. An 
alternative transform technique is described here.
Consider the circle of Fig. 5.3a. All that is known is its radius r. Now, if 
the image is scanned in a conventional raster pattern, then it is possible to look for 
places where a white-to-black edge (w ith ^ >  ^ i)  is followed, w ithin 2r  pixels, by a
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black-to-white one. There is quite a high chance that this sequence will have been 
generated by a hole. Further weight is given to this hypothesis if  the values for gy at 
the two edges have the same sign. Once a pair of edge points has been found, it is 
quite easy to determine their distance apart, d, from the two æ-coordinates xief t  and 
bright- A lookup table can then indicate how far from the centre of the circle this 
chord is (Fig. 5.3b.) using the equation
Vdi sp  =  \ / r 2  -  ( d / 2 f ,
with the sign of gy indicating whether the line is above or below centre. It is now 
a simple matter to add g to where «at, =  (æze/t +  Xright)/2.  The
blob-finding can now proceed as in the more conventional transform.
5.2.3 The heuristic algorithm
As with the alternative-Hough algorithm, this heuristic one, by Kelley and Gouin 
[Kelley,84], works by looking for white-to-black edges followed by black-to-white ones. 
Edges are located using a simple 6x3  mask
1 1 1 - 1 - 1 - 1  
1 1 1 - 1 - 1 - 1  
1 1 1 - 1 - 1 - 1
in the x direction, and a rotated version for the y direction. As well as the edge 
magnitude threshold t i ,  the maximum and minimum hole sizes d i ~  3r and d2 r  
are given. Whenever two edge points are found such that d i >  d >  dg, a point is 
plotted in æ-transform space halfway between the two, as in Fig. 5.4a. The process is 
then repeated using a sideways raster scan so as to find the points in t/-space. This will 
produce a series of vertical rows of points in æ-space, and horizontal rows in y-space 
-  Fig. 5.4b. Wherever these rows cross is the centre of a hole (Fig. 5.4c).
Kelley and Gouin also suggest a method of screening all located potential holes, 
by following their boundaries. This was not implemented here, but will be discussed 
later.
This algorithm is similar to, though less sophisticated than, that of Davies 
[Davies,87c], which effectively averages the x- and y-rows using one-dimensional his­
tograms for each direction.
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Fig. 5.3a. Definitions of terms used for the Aiternative Hough  
transform.
d/2 d /2
Fig. 5.3b. Calculation of ydisp for different values of d. The  




This was a standard template matching program, where a computer generated 
template image of an ideal hole, T ,  Fig. 5.5, would be fitted to the image at each 
point. Generation of the template required three parameters -  the radius r, the ex­
pected background intensity (ie. that of the object)*, and the expected foreground 
intensity i f .  Wherever the template is fitted, the degree of f it
D O F =  255 -  -  2(z+o,y+6)|
a,b
is measured, where c is a scale factor (typically 0.01 to 0.06)t- If the degree of f it  is 
greater than a threshold t f ^ ,  a point is recorded. This leaves a series of blobs which 
can then be shrunk down to a single point, using a thinning algorithm similar to that 
of section 2.3.4, but using only the condition that points with crossing number % =  2 
should be removed (line ends should not be preserved here).
5.2.5 Lateral histogramming
Fitting large templates to the image at each point can be rather slow, so Davies 
[Davies,87b] has produced a pre-screening method to determine likely hole-sites. First 
the X- and ^-intensity histograms are produced:
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xhist(æ) =  Y ^ i ix , y ) ,
y =  0
and similarly for y h ist. These will look similar to Fig. 5.6a, where a dip in intensity 
indicates a hole. Next a one dimensional hole template. Fig. 5.6b, is passed over the 
histograms. Wherever a peak in the degree of f it is found (Fig. 5.6c), with height 
exceeding a threshold ^i, the x- or ^-coordinate is recorded (as appropriate). This
* The object is effectively the background to the hole when looking close up, 
even though it is really the foreground in the image as a whole.
f  The constants 255 and c were added to the equation to ensure that the function 
increased with goodness-of-fit, and that it was scaled to a range such that the degree- 
o f-fit image could be stored using single byte integers to save memory.
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Fig. 5.4a. Plotting points in the heuristic algorithm. Points in 







Fig. 5.4b. The x -  and y -p lan es  after the 
heuristic algorithm. The image contains 
four holes.
Fig. 5.4c. The logical 
OR of the two images  
shows the hole centres.
□
Fig. 5.5. A  typical computer-generated hole template.
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produces a list o f X{- and y j-  coordinates at which a hole is likely to be found. If there 
are Uh holes in the image, then taking each possible pair ( x i ^y j )  gives (allowing for 
noise) at least n j  places to look. A full template, as in the previous section, can now 
be used at each of these points to determine which are genuine holes.
5.3 Quantitative tests
The aim of this series of tests was to find how the execution times of the 
different algorithms varied with the number of holes in the image, and with their size.
5.3.1 Speed versus number o f holes
The holes used here were taken from the edges of tractor-feed listing paper. 
The edges of the page were cut off to produce strips as in Fig. 5.7. For up to eight 
holes these were single strips of paper, but for larger numbers, two or more strips were 
used. The holes in each case were about 2.0 pixels radius. Parameters were chosen to 
find all holes in minimum time. The number of holes used was anything between 0 (a 
blank screen) and 20. The tim ing results are summarised in Table 5.1 and Fig. 5.8.
Algorithm Uh =0 1 2 4 8 12 16 20
1) S-Hough 5140 5220 5210 5300 5410 5510 5780 5780
2) H-Hough 6810 6980 7190 7410 8120 8740 9370 9910
3) A-Hough 3750 3750 3800 3840 3880 3880 3920 3950
4) Heuristic 4410 4410 4440 4650 4690 4780 4780 4810
5) Template 34730 35380 35130 34950 34840 34930 34870 34930
6) Lateral 470 460 480 540 710 - - -
Table 5.1. Table of execution time, in milliseconds, versus number of holes for six hole 
detectors^













Fig. 5.6b. An exampie tempiate used to detect hoies. 




Fig. 5.6c. Application of the d egree -o f-f it  
operator to the lateral histograms.
Fig. 5.7. An exampie of the test images used 
to measure speed vs. number of holes.
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H -H o u g h
4 S -H o u g h  
'1 Heuristic 




16 2012840 H o le s
Fig. 5.8. Graph of execution time vs. number of hoies in image 
for eight corner detectors.
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5.3.2 Speed versus size o f hole
To determine how the execution time of each algorithm varied with the size of 
holes, a series of images similar to Fig. 5.9 were used. Each shows a metal plate in 
which has been drilled a round hole. By zooming the camera in and out, holes with 
radii from about 1.5 to 17 pixels radius could be produced. The tim ing results are 
summarised in Table 5.2 and Fig. 5.10.
Algorithm r  =1.5 1.8 2.1 2.6 3.4 4.3 5.7 7.6
1 ) S-Hough 5550 5570 5660 5720 5760 5820 5880 5970
2) H-Hough 6710 6400 6490 7120 6690 6820 7110 7660
3) A-Hough - - - 3800 3850 3850 3830 3990
4) Heuristic 4450 4470 4460 4490 4530 4430 4570 4510
5) Template 34810 34830 34760 54290 77420 77500 132630 196880
6) Lateral 560 500 520 580 560 610 1150 950
Algorithm r  =10.9 12.6 17.3
1) S-Hough 5930 5990 6070
2) H-Hough 7740 7730 8890
3) A-Hough 3870 3910 3950
4) Heuristic 4470 4450 4660
5) Template 302710 374710 515660
6) Lateral 1360 1190 1190
Table 5.2. Table of execution time, in milliseconds, versus size of hole for six hole 
detectors.
5.3.3 Accuracy
The accuracies of all the algorithms except the high-resolution Hough transform 
were rather similar. During the above tim ing experiments, the displacement of the 
located centre from the true one (judged by eye) was noted. For small radii, most 
gave results to within ~  |  pixel, which is as accurate as is possible if the returned 
coordinates are only given to the nearest pixel. For larger holes, the error increased to 
~  ±1  pixel.
1.36
Fig. 5.9. An example of the 
test images used to measure  
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Fig. 5.10. Graph of execution time vs. size of holes in image 
for eight corner detectors.
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The H-Hough algorithm generally gave results w ithin |  pixel for small holes, 
increasing to |  pixel for larger ones.
5.4 Q ua lita tive  tests and com m ents on use
This section contains various comments about the ease of use and range of 
applications for the different algorithms
5.4.1 Qualitative tests
To get the general 'feel' of the algorithms when presented with a more complex 
image, each was applied in turn to Fig. 5.11, which shows a typical plastic moulding. 
It has several holes with radii about 1.8 pixels, such as the one marked A, which the 
programs should locate. However features such as B and C also have similar radii. 
The complex corners D could also give rise to confusion.
5.4.2 Reliability and ease o f use o f the algorithms
The heuristic and Hough algorithms both found all of the holes in the image 
fairly readily, though the Hough transforms would also frequently detect other features 
containing arcs of approximately the correct radius. Full template matching would also 
find the holes, but the relatively poor contrast in the image meant that the threshold 
to distinguish between a good and bad f it needed to be set fairly accurately. The 
lateral histogram program tended to miss many holes, since these were swamped in 
the histograms by the effects of the many corners in the images -  a corner will often 
produce a sharp discontinuity in the lateral intensity histogram as illustrated in Fig. 
5.12.
The different algorithms varied considerably in the accuracy of the operating 
parameters that had to be supplied to them. The Hough transforms were generally 
very easy to use. Provided the radius was known accurately, the two thresholds t i  and 
2^ could be given a wide range of values. The only problems encountered with the 
standard and high-resolution Hough algorithms were on images which contained arcs 
of circles which did not correspond to actual holes. These arcs would frequently be 
mis-detected, and their centre of curvature returned as a hole centre. The A-Hough 
algorithm worked well, except when set to look for small ( < ~  2 pixel radius) holes.
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In these cases, occasional false detections would occur along straight near-horizontal 
edges. A likely explanation of this is that the aliasing present along these edges 
appeared to be the top and bottom edges of a hole (Fig. 5.13).
The heuristic algorithm did not even need an accurate radius, as a range of 
values could be given. As a result, it was often possible to find all the holes in an 
image first time by guessing the correct parameter values. The reason for the reduced 
accuracy of the heuristic algorithm can be explained by the way in which it locates 
the holes. The central pixel is found only from the positions of the four edge points 
above, below, left and right of it. Therefore, any error in one of these will tend to 
shift the apparent centre. Algorithms like the Hough transform, however, average 
the centre positions from all of the hole's edge points. (In general, the final error is 
proportional to where n is the number of pixels used to find the centre). The
advantage of this simplistic method of locating holes is its insensitivity to mis-shapen 
holes. Provided there are strong edges each side of the hole, there will usually be some 
point at which the æ- and y-lines (Fig. 5.4b) cross, and so the hole will be detected.
The template match and lateral histogram algorithms both needed the fore­
ground and background intensities in the image. For a well lit simple image, this can 
easily be derived from an overall intensity histogram of the image, but is rather a 
problem on more complex images. The degree of f it threshold between the template 
and the image often needed to be found accurately in order to avoid mis-detection 
or non-detection of holes. This was further complicated by the fact that the overall 
difference measure depends on the size of the template (and hence on the radius of 
the hole). The total mismatch measure should be approximately proportional to  the 
area of the template -  but in practice it is not always precisely so. The explanation 
for this is probably that a large mask has a higher proportion of black or white pixels, 
compared to the grey edges of the holes. Consequently, for a large template, even 
if the edges of a hole do not correspond exactly to the model, the degree of f it  will 
still be relatively good. Finally, the lateral histogramming method was rather prone to 
perturbations in the histograms caused by irrelevant features in the image (including 
corners, which are present in almost any real scene). This meant that more complex 
images could not be analysed by the program as it stands. Davies [Davies,87b] has indi­
cated that this problem can be reduced by splitting the image in to  smaller segments,
140
Fig. 5.11. A  typical plastic moulding, including several hoies along 
with other complex features.
I
X
Fig. 5.12. The discontinuity produced in a lateral histogram by an 
object corner.
Fig. 5.13. The alternative Hough transform applied to an aliasing  
step. The two edge points marked may be interpreted as the sides  
of a hole.
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though this was not implemented here as the theory for this appears to be already well 
understood.
5.4.3 Non-circular holes
By their nature, the Hough transform algorithms will detect any arcs of circles of 
the correct radius whether or not they form part of a hole. This may be a disadvantage 
in some situations where rounded corners are expected. Other transforms than the 
ones presented here could be used for non-circular holes, but they would probably be 
more complex and hence slower.
The heuristic algorithm will not only detect circular holes, but also most other 
regular shapes (squares, triangles, etc.), so it can be used in a wide range of applica­
tions.
The template-matching approaches are the most flexible. By adjusting the 
template, virtually any shape may be searched for, though the lateral histogramming 
approach will only work for certain shapes.
5.5 A hole tester
This is a routine from Kelley and Gouin [Kelley,84] to test if a possible hole is in 
fact genuine. It has not been implemented here, but should work for a wide range of 
hole shapes and sizes.
Having found a possible hole centre, a ray is drawn out in some arbitrary 
direction until an edge is found. This edge is now followed, taking each subsequent 
point in a direction perpendicular to the gradient at the current point, the direction 
being approximated by
m a x  _  . ,
( io —
a = l —t'S
as in Fig. 5.14.
Whilst following the edge, various parameters can be found, such as the perime­
ter length and number of sharp corners. These can then be checked against a ‘tem­




Next pixel Maximum gradient
Fig. 5.14. Locating the next pixel along the edge of 
a possible hole.
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5.6 Speeds of the algorithms
As in the previous chapter, this section will attempt to explain the differing 
execution times of the six algorithms when presented with the test images. Unfortu­
nately, the speeds of the algorithms have already been shown to be dependent on two 
factors -  hole radius and number of holes in the image. This means that a detailed 
breakdown of the number of arithmetic operations in each is more difficult.
As stated earlier, the algorithms in this chapter did not use the Sobel operator to 
measure gradients, because of its relatively large size. However gradient magnitudes 
were calculated using a square root (i.e. g =  y^(gl - f g"^)) wherever accuracy was 
necessary. In the descriptions below, n  is the total number of pixels in the image, 
the tota l number of edge points, n ji the number of holes, Up the number of edge 
point pairs on opposite sides of the holes (Fig. 5.3a), and r is the radius of each hole 
(n.p ~  2 rr ih ). is the time taken for an addition or subtraction, the time for a 
multiplication, division or M O D  function, and to the time taken for other operations.
A  The rest of this section is rather heavy reading. All the relevant information is 
summarised in Table 5.3, so the next few paragraphs can be skipped.
Algorithm (1), the standard-résolution Hough transformation, was one of the 
faster algorithms tested. Transformation into Hough space took a base of 3 additions 
and subtractions, 2 multiplications, and one square root per pixel, w ith 3 more ad­
ditions and 4 multiplications and divisions if the point was on an edge. P lotting the 
edge points into Hough space took 1 addition and 1 division. Finding the approxi­
mate centres took 8 additions per pixel plus 2 per hole. Another addition and division 
were then required to replot the Hough space, after which accurate hole location took 
approximately 2 x (2r +  1)^  additions and one division per hole. This gives a tota l of:
ts  — [3t1 -|- 1371 g -f  (4 -f- 87’ -j- 87’^)7?/i]tf +  (277 -(- 077g -j- 77/i)^x 4" 77^ 0-
Algorithm (2), the high-resolution Hough, is slightly more complex. Trans­
formation took 3 additions/subtractions, 2 multiplications and 1 square root, plus 
3 additions and 6 multiplications and divisions per edge pixel. P lotting into low- 
resolution Hough space took 1 addition and 3 divisions. Finding approximate centres
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took the same number of operations as (1). P lotting in high-resolution space took 1 
addition and 1 division, with accurate hole location taking 2 x  (8 r +  1)^ additions and 
one division. Thus the total time is
i n  — [3n +  13rie +  (4 - f 32r - f 128r^ )nh]t^ - f [2n  - f 9?ie +  n /J tx  +  Tifo-
Algorithm (3), the alternative Hough transform, is rather simpler (and hence 
faster) than the more conventional transforms. Calculation of the lookup table need
be done only once per image and so takes only a small fraction of the tota l execution
time, therefore it has been ignored in the calculations below. Calculation of the edges 
always took 2 additions. If an edge point had been found, a further subtraction was 
necessary. If the new point was one of a pair of opposite edge points, then a further 5 
additions/subtractions and 2 multiplications/divisions were required. The rest of the 
algorithm was virtually identical to (1). This gives
tA  — \2ti +  11 Mg +  5Tip +  (3 +  2 r^)n /2,]l(--|- (3rig +  2n,p)tx 
~  [2n - f ll?%g -t- (3 4- lO r +  2r^)ni^]t+  +  (3?%g 4- 4r?%/Jfx-
Algorithm (4), the Kelley and Gouin heuristic, has some similarities to (3) in 
tha t it also searches for edge pairs. However, searches are required in both the x and 
y directions. This added complexity is offset by the reduced amount of calculation to 
be done. Calculation of the x and y edge images took 17 additions and subtractions 
in each direction. Thresholding and finding local maxima in these images required 
several conditional tests, but only one addition per direction. Location of the hole 
centres in each direction required 2 additions and one division per edge pair, w ith 3 
more additions being required to correlate the results into a single centre point. Thus 
the tota l is
tH r — (367?. -f 7np)t^ +  2iiptx 
~  (367% 4- 14r7i/i)^++ Arniitx-
Algorithm (5), the standard template-match, was quite simple in principle, but 
required large amounts of ‘number-crunching’ to produce its results. As can be seen in 
Table 5.2, the results are highly dependent on hole radius. This is because the template 
had to be 2r -j- 3 pixels square. Since the hole template was calculated once only 
per image, it can be ignored here. Matching the template at each point required
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1 -(- 2 X (2 r +  3)^ additions and subtractions and one multiplication. Thresholding 
the result took no arithmetic operations. The time taken to thin the blob to a single 
point was highly variable. Typically, the blobs would only require one thinning pass, 
implying that each blob was no more than 3x3  pixels, so we shall assume that the 
tota l blob volume in the image was 9nh.. Each point to be thinned would require 8 
additions and subtractions, giving a tota l of
t x  — [(19 4- 24r +  8r^ )n +  72nh]t+ +  nt^.
Finally, algorithm (6), the lateral histogram template match, was the fastest of 
all, provided the radius was small. For larger radii, the full template-matching time be­
gan to dominate. Again, the template was calculated once only per image, and can be 
ignored here. Calculation of the lateral intensity histograms took 2 additions per pixel. 
Correlating the one-dimensional template then took 3 + (2r —1) additions/subtractions 
and 1 multiplication per histogram element (there being elements per histogram). 
Recording the peaks in the correlated histograms took 4 additions and subtractions 
per peak, with Uh peaks per histogram per image. Locating the n \  possible hole sites 
took only one addition each, while matching the template took 1 -f 2 x [2 r  +  3)^ 
additions per possible hole. This gives a total of
[2n 4- (4 -F Ar)y/n. -j- Auh -f (20 -f 24r +  8r^ )7%^ ]f_)_ +  2y/ntx.
These results are all summarised in Table 5.3.
Algorithm u tx to
1) S-Hough 37? +  137?e +  (4 -f 8r +  8 r“ )7?./i 2n +  5??g +  7?./, 7?
2) H-Hough 3?? 4- 13??e +  (4 4- 32r +  128?^)??/^ 2 n  +  97?g +  7?./i n
3) A-Hough 2?? +  11?? g +  (3 +  lO r +  2 r ’^ )nii 37?g +  4rnh 0
4) Heuristic 36?? +  14rn.h 4rnh 0
5) Template (19 +  2 4 r+  87’ 2 ) 7? ,+  72??.,, 7? 0
6) Lateral 2r% +  (4 +  4r)y/ri. +  4??./^  +  (20 +  24r +  8r^ )n \ 2 y/n 0
Table 5.3. The arithmetic operations required for six hole detectors
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Before leaving this section, it is worth finding which are the dominant terms 
in these equations. We shall assume that Ug ~  n /10 . For S-Hough, the main terms 
are the constants and 2 ntx  and the edge-dependent IS n e lf and bugtx, w ith the 
becoming significant for large r  and iih- Thus we would expect the execution 
time to be small and fairly constant. For H-Hough, the time is again dominated by the 
constant terms and 2ntx along with 13?%g/+ and 9?%gfx. However, the 1 2 Sr^nh,t^ 
term suggests a greater increase in execution times as the hole numbers and sizes 
increase. Algorithm A-Hough has only the constant 2nt^  and so should be faster, with 
the 2r'^nh,t+ being almost insignificant. The Heuristic algorithm would at first appear 
to be much slower, having a 36nf+ term. However, all the other terms are insignificant. 
This means that the execution time will be moderately fast, and virtually constant over 
all hole sizes and numbers. The Template algorithm is controlled almost entirely by 
the (19 +  24r +  Sr^)nt^. term, which will become very large indeed for large r. On 
the other hand, it will not be dependent to any degree on n/^. Finally Lateral has only 
the 2ni+ for small rih and r  and would be expected to be very fast. However, the 
(24r +  8 r ^ ) n | l f  term would become significant as either r  or Uh increased.
These relationships can be seen by referring back to Tables 5.1 and 5.2 and 
the corresponding graphs.
5.7 Final Conclusions
From all the results found here, it can be concluded that the ideal hole location 
algorithm is dependent on the accuracy required, the time available to do the work, 
and the complexity of the image.
For a simple image containing only a limited number of small holes, the lateral 
histogramming approach is clearly the fastest. However, it can become unreliable if 
the image becomes filled with extraneous junk.
If accuracy is paramount, then an algorithm which works to subpixel accuracy is 
clearly an advantage. Of the different methods investigated here, the Hough transform 
appears the only one well suited to subpixel calculations. The heuristic algorithm is 
intrinsically less accurate, while template matching would require a series of templates 
showing holes shifted by differing fractions of pixels in the x and y directions. This 
would extend the execution time considerably.
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Finally, if high reliability, rather than accuracy, is important then the heuristic 
algorithm is probably the best. It is fairly insensitive to errors in any of its operating 
parameters, and works well even on cluttered images.
To summarize, the best of the algorithms tested for any given task can be 
deduced from the following checklist. The list gives three possible requirements, and 
gives the recommended algorithms (in order of preference) for each.




• If accuracy is important;
1) High-resolution Hough transform,
= 2 ) Standard-résolution or Alternative Hough transforms,
= 2 ) Lateral histogram.
• If robustness is important;
1) Heuristic algorithm,
2) Any of the Hough transforms.
5.8 Coming next...
Chapters 4 and 5 have both discussed methods of locating features found on 
typical machine-made parts, and attempted to determine which algorithms are best 
for typical industrial images. Chapter 6 will now present examples of how these could 




An Object Recognition System
“ To be singlem iiided is to be unm indfu l. M indfulness is keeping many 
tilings  in  m ind  and observing the ir relations and p roportions.”
Ursula K . LeGuin, Always Coming Home, G rafton Books (1985)
6.1 Introduction
Chapters 4 and 5 presented various algorithms for the detection of corners and 
circular holes in objects. This chapter will show how these feature detectors can be 
used to produce a general object recognition algorithm.
Determining the location of partially occluded objects using the chain-code 
[Freem an,61], or ( j ,  ÿ )  graphs has been discussed in chapter 2. This chapter will deal 
with a feature-based system similar to those of Bolles and Cain [Bolles,83] and Rummel 
and Beutel [Rum m el,84]. As with the Bolles and Cain algorithm, the features used are 
holes, external corners and internal corners. The objects under test were placed on a 
backlit surface, so that they showed up as black silhouettes on a white background. 
However, since grey-level operators were used to detect the features, the program 
could be adjusted to accept any dark objects on a light background w ithout having to 
worry about setting an exact threshold level.
6.2 Making the object model
Before an object can be located in a scene, the computer needs a model of 
the features to look for, and their relative positions. At this stage to avoid any errors 
which could prevent the actual location program from performing correctly, the model 
is generated interactively by an operator.
The object is displayed on the framestore, along with a cursor which can be 
moved around as desired. First a reference point, or origin, is required, typically the 
object’s centre, along with a second point which defines the object’s orientation (Fig.
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6.1). The operator can now go on to locate each of the features in the image. The 
feature's type (hole, internal corner or external corner) is selected from a menu, and 
its position is pointed out with the cursor.
If the object is a hole, its radius must be determined. Initially, this is done by 
moving the cursor onto the edge of the hole, when the computer can calculate the 
separation between the two points given. After the first hole, the operator also has the 
option of assigning a new hole the same radius as the previous one. This is important 
at the location stage, where multiple holes of slightly different radius would confuse 
the matching.
If the object is a corner, then its angle and orientation need to be determined 
(the current version of the location program is unable to determine a corner's angle, 
and so matching is done only on orientation). This is done by the operator pointing 
out two points on the object’s edges adjacent to the corner, as in Fig. 6.2.
Once the operator has indicated that all features have been located, their 
positions and orientations relative to the origin are calculated, with the whole model 
being rotated so that the object's orientation becomes horizontal {i.e. 0°). The
program then writes a data file similar to that of Fig. 6.3, showing all of the model 
data that has been given.
6.3 Feature location
Before any matching is possible, the features must be located in the unknown 
image. Corner finding is done by a modified version of the change o f direction along 
edge operator (see chapter 4 and [Kitchen,8 2 ]). The original operator only gives the 
'strength' of the corner, not its orientation or type (external or internal). The orienta­
tion is simple to extract, since it is already used to determine the two adjacent pixels 
from which the change of direction is calculated. The type is found by comparing 
the gradient direction of the centre pixel with that of the two adjacent ones. Figs. 
6.4a and 6.4b show typical internal and external corners, along with the three gradient 
directions. Since the two vectors a and b are not parallel ( if  they were, there would 
be no corner here), they can be extended to the point where they cross (p,q). This 
point can be used to find a new vector x. If g is pointing in approximately the same
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Fig. 6.1. Defining the m odel’s 
orientation by providing two 
points. 'O ' is the origin.
Fig. 6.2. Defining a corner’s angie 
(theta) and orientation (phi).
Object’s name
3 - holed bar— -----
7 (num ber of features)
HOLE









360 (feature 2 ’s [r,theta] coords.) 
0 (feature data)
Radius 6.00 pixels
180 (feature 3 ’s [r.theta] coords.) 
0 (feature data)
EXT-CORNER  
130 170 (feature 4 ’s [r,theta] coords.) 
90 317 (feature data)
EXT-CORNER  
127 190 (feature 5 ’s [r,theta] coords.) 
90 47 (feature data)
EXT-CORNER 
123 349 (feature 6 ’s [r,theta] coords.) 
90 137 (feature data)
EXT-CORNER  
120 11 (feature 7 ’s [r,theta] coords.)
90 227 (feature data)
Orientation 227 ' 
Angle 90'
Fig. 6.3. A  typical model data file.
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direction as x, then the corner must be internal. Conversely, if the directions are nearly 
opposite, then it is external.
Holes are easier to locate. The algorithm used here is a simple Hough transform 
(see chapter 5, [K im m e,75] and [Ballard,8 1 ]), The model data file is used to determine 
the radii which are to be looked for. Since the transform frequently detects holes 
with slightly different radius from that which is being searched for, the strength of the 
blob' in Hough-space is recorded. If it is found later that two holes appear in almost 
the same place, the one with lower strength is assumed false and is discarded from the 
feature list.
6.4 The ob ject location  program
An outline of the inspection program is given in Figs. 6.5a and 6.5b. This 
section will work through the flowcharts in order, describing the action of each box. 
At the start, the program allows the option of reading data stored from a previous run. 
The action of this option should be obvious and will not be described here.
6.4.1 Finding the most significant features
First, the operator gives the filename from which the model data, previously 
prepared, is to be read in. The data is read and stored in a record, Md, such as that 
of Fig. 6.6. At this point it is worth describing the various elements of this record.
Features consists of an array of 50 feature data records (50 being the maximum 
number of features expected in a normal image). Each of these feature records 
has 6 sections.
(r,theta) holds the (r^O) coordinates of the feature relative to the user- 
specified origin.
(x,y) is not used for the model data. It will be used for the unknown 
image to store the absolute coordinates of each feature found in the 
image.
Radius/angle holds either the radius if the feature is a hole, or the angle 
if a corner.
Spare/orientation is not used for holes, but holds a corner’s orientation.
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Fig. 6.4a. Definitions of ‘a\ ‘g’ and ‘x ’ for an
internal corner,
Fig. 6.4b. Definitions for an externai corner.
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None foundObject found
Start, working from filed data
Finish, all objects found
Start, working from image
Sort list by feature priorities 
determined eartlier
(Optionally) store all data in a file  
for later use
Read model and object data stored 
from an earlier run
Search for an object 
(see separate flowchart)
Request parameters for degree 
of f it  between model and 
unknown sample
Read model database.
Sort by frequency to find most 
significant features
Analyse image to produce a list 
of features in the same form as 
that of the model
Calculate table of (r,theta) 
coordinates of every unknown 
object feature relative to every 
other one
Calculate table of (r,theta) 
coordinates of every model 
feature relative to every other 
one
Fig. 6.5a. Matching program, main fi owe hart. The ‘working from fiied 
data’ entry point uses data stored in the optionai box from a previous 




Select next highest priority object 
feature as a possible ‘centre’ 
starting feature
Found
Identify ‘centre’ feature with a 
model feature
Found
Select next highest priority object 
feature as a possible first’ 
feature
I Found 
Find distance between centre’ and 
first’ features. Identif}' first’ feature 
with a model feature, checking type 
and distance. Calculate theta, check 
orientation if first’ is a comer
I Found
Recalculate tlieta by averaging for 
all features found.






Find another feature in unknown 
object image
No
None Enough features found?
Found
identify this feature with a model 




Calculate object’s position 
and orientation
Delete ail object features used 
and tidy list
Display results
Finished, object found in 
image
Fig. 6.5b. Matching program, locating a single object. This flowchart 
shows an expanded v iew  of the box ‘search for an object’ in Fig, 6.5a.
155








(r. theta) (x.y) Radius/ Spare/ Feature Feature
angle orientation strength name
Fig. 6.6. An object feature record.
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Feature strength is also not used for model data. For the unknown image 
it holds the strength of each feature found, used to remove erroneous 
holes detected by the Hough transform.
Feature name holds either 'HOLE', ‘EXT-CORNER’ or ‘ INT-CORNER’ 
as appropriate.
Feature priorities is unused at this stage, but will be described later in this 
subsection.
Object name simply holds a name given to the object by the operator.
Pointer is an integer indicating how many of the feature records have been 
filled.
In order to speed up the matching process, it is useful to look at the rarest 
model features first. This is because each unknown object feature will then be a 
possible match with the smallest number of model features. Consequently, the number 
of features of each type is counted as the model data is read in. The frequencies of 
the three features are then used to determine their matching priorities. If a feature 
does not exist at all in the model, then its place is filled by the 'pseudo-feature' NULL. 




6.4.2 Calculating the model (r,theta) table
Since the location of the origin will not be known for the unknown image until 
after all feature matching has taken place, it is necessary to expand the (r, data 
previously calculated so as to find the coordinates of every model feature relative to 
every other one. This is done by simple trigonometry, and the results are stored in a 
large (up to 50x50) table, Mr$.
6.4.3 Matching parameters
To allow for various errors in the data, and differences between the images 
used, a few parameters need to be supplied to the program at this point. These are:
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Fig. 6.7. A  three-holed metal bar.
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1) The maximum positional error of a located feature relative to that of the model. 
This should allow for both inaccuracies in feature location and distortions pro­
duced by the imaging system.
2) The maximum orientation error of any corners located. Because of the nature 
of the corner detector, this would be set quite high, typically ±30°.
3) The maximum expected radius of any corners in the image. This prevents 
multiple detections of the same corner if it is slightly rounded.
4) The minimum number of features that must successfully be matched for an 
object match to be declared. This should be chosen according to the complexity 
of the object and the degree of occlusion expected.
5) The degree of contrast in the image. This provides a threshold for the corner 
and hole detectors.
6.4.4 Feature location
The nature of the two feature detectors was described in an earlier section. The 
Sobel æ-component, ^-component, magnitude and direction of the unknown image are 
all calculated and stored for use by the corner and hole detectors. To avoid problems 
w ith the Sobel direction becoming undefined each side of an edge, the image is blurred 
slightly using a mean filte r before this component is calculated. Holes are detected 
first, w ith a separate Hough transform for each radius used in the model. The data is 
stored in a new feature record, Ud, of the same type as was used for the model earlier. 
Here, the (r,theta) elements are not used, since the features’ positions relative to the 
origin are not yet known, and instead the (x^y)  coordinates are stored. Having found 
all holes in the image, the list is scanned to detect any pairs of holes that appear too 
close to each other (i.e. with centres within 1 radius of each other), and incorrect 
ones are deleted from Ud-
After all holes have been found, the corner-finding operator is applied to find 
the corner-strength across the image. To avoid small radius holes being detected as 
corners, the corner-strength image plane is set to zero anywhere within two radii of 
a hole centre. The corner strength image is then thresholded, and a blob-finding 
algorithm, similar to that used in the Hough transform, is used to locate the corners.
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Wherever a corner is found, its orientation, type and strength are calculated, and it is 
stored \r\ Ud-
6.4.5 Sorting by priority
The list of features in Ud is initially in no particular order. To allow matching 
to be performed in order through the list, thus making the search easier, it is useful to 
re-order them so that the highest priority features -  i.e. those that were rarest in the 
original model -  appear first. A separate advantage of this process is that any features 
that have been located but which do not appear at all in the model, such as internal 
corners for the bar in Fig. 6.7, will be lost from the sorted list.
Having sorted the features, another feature-to-feature { r , 0 )  table, Ur9 , can be 
generated for the unknown image, similar to that of the model.
All the data has now been acquired for the matching process to take place. If 
the operator wishes, the program can dump all of this to file, so that the matching 
phase can be repeated without passing through all of the previous stages. However, 
since the data and parameters will be the same for each run, this feature is only useful 
for demonstration and program debugging.
6.4.6 The matching phase
Referring to Fig. 6.5b, it can be seen that the matching sequence follows a 
regular pattern, alternately consisting of selecting a new feature from Ud and at­
tem pting to match it w ith one from Md- This structure can easily be programmed in 
a conventional high-level language as follows:
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ob jec t. found  FALSE
R E P E A T
find_a_candidate_centre 
IF  ce n tre - fea tu re - found  TH E N  R EPEAT 
m at ch -cent r  e _wi t l i  _a_mo del _f e at l i r e  
IF  centre-matched-to-model TH E N  R EPEAT 
find-a_first-feature
IF  f i r s t - fe a tu re - fo u n d  TH E N  R E P EA T 
m atch-first-w ith-a-m odeLfeature 
IF  f irs t-m atched .to -m ode l  TH E N  R EPEAT 
fiiid_another-feature 
IF  a no the r- fea tu re - found  TH E N  
mat ch-anot her _wi t li _mo del _feat ure 
IF  another-matched-to-model TH EN
object-found  ^  testif_enough-features-found 
U N T IL  N O T {ano th€ r- fea tu r€ - found )
U N T IL  1^0T(first-match.ed-to-model)  OR object-found  
U N T IL  'H O T [ f i rs t - fe a tu re - fo u n d )  OR object-found  
U N T IL  NOT(centre-matched-to-model) OR ob jec t.found  
U N T IL  N O T{cen tre - fea tu re - found )  OR object . fo u n d
Matching is done in a spider-like fashion, as in Fig. 6.8. First a feature C 
is chosen from Ud, working down the list in order of priority. Next an attempt is 
made to match it with a feature from Md. Since the unknown object’s orientation is 
undetermined at this stage, it is only possible to match on feature type, and if it is a 
hole, radius. It would be possible to check the orientation later if the 'centre’ feature 
were a corner, but this would complicate the program structure.
Having found a possible centre, another feature is sought from Ud,  labelled FI 
in the diagram. Again it is matched with features from Md, checking feature type and 
possible radius, and the distance between C and FI for both the two unknown features 
and their tentative model matches are compared using the tables Ure and Mr$. The 
orientation of FI with respect to C, (j), (again already calculated in U r $ )  can then be 
compared to that of the model, and the tentatively located object’s orientation, 9, 
estimated. This now makes it possible to check the orientation of FI if it is a corner.
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If everything has matched so far, the program can now go on to look for further 
matches between features in the image and the model. Whenever a match is successful, 
9 is recalculated by averaging for all features found so far, and a check is made to 
see if sufficient features have been found for a match to be declared. Regardless of 
whether or not a match has been found, the feature matching continues until no more 
unknown features in Ud can be matched with the model.
Wherever a match fails, or there are no more features to look for at that stage 
of the matching process, the program proceeds back to the previous stage. The only 
exception to this is when the object has been found, at which point the matching will 
stop as soon as all remaining features have been tested.
Finally, another way of looking at the matching phase is through a tree struc­
ture, as in Fig. 6.9. This will also illustrate a few subtler points about the matching 
scheme which have not been brought out yet. We shall assume that the model and 
unknown object are the two (rather contrived) shapes in Fig. 6.10. The shapes have 
been drawn in outline form for clarity. It is also assumed that, since external corners 
and holes are equally common, then external corners have arbitrarily been chosen as 
the highest priority features. The program has been instructed to match at least three 
features.
The matching process starts with 'unknown' feature U1 (step 1), and the first 
successful match is with M l (step 2). Having matched a possible ‘centre’ point, the 
next step is to look at U2. This can be matched as U2=M2; however, neither U3 
nor U4 then match (Fig. 6.11a). Since U2 cannot be matched with anything else, the 
program travels back up the tree to step 2, and attempts to match U3. U3 will match 
w ith M3 (Fig. 6.11b), but U4 still does not match with anything. Back at step 2, 
there is no point in looking at U4, since even if it does match there will be not have 
been sufficient features located for an object match to be declared. Consequently, 
the program will move back up to step 1, and look for another model feature for U l. 
Taking U1=M2, allows U2 to match with M l, U3 with M3 and U4 with M4. There 
are no more features left, and since the matching threshold of three features has been 
crossed, the object has successfully been matched.
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Fig. 6.8. Typical matching pattern, starting with ‘ C ’ and then linking 
with ‘Pr, T 2 ’ and ‘F3’.
U l
m = M i U1 = M 2
U 2 U 3
U 3  U 4
Match found threshold













U 3  = M 3  Match another
u 15 Find another
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U 4  = M 4  Match another















Fig. 6.11a. Attempting to 









Fig. 6.11b. Attempting to 
fit M1=U1 and M 3=U3.
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6.4.7 A fte r matching
Having matched the unknown object's features, the next step is to calculate 
the position of its 'origin' -  its orientation 0 already having been calculated during 
the matching phase. Since the model database Md contains the positions of all 
features relative to its origin, it is a simple matter to calculate the new object's origin 
by trigonometry, with the average position of the origin as predicted by each of the 
matched features being used.
Since the main program is expected to be able to recognise multiple occurrences 
of an object in the image, it is necessary to delete all points from Ud which were used 
to locate the object that has just been matched. To avoid having to reorder Ud and 
then recalculate lUe, this is done simply by setting the feature types to NULL. Finally, 
the results are displayed on the framestore, before the main program attempts another 
match.
6.5 Results
As examples of the results displayed by the program. Fig. 6.12 shows the bar 
of Fig. 6.7, with all the features labelled. To the right of each feature are three labels, 
which are (from top to bottom);
1 the unknown object feature, marked 'U??', where n is the feature number start­
ing from 1.
2 the object letter starting at 'a' for the first found along with a number indicating 
when the feature was matched {e.g. 'a2' indicates the first object, second 
feature to be matched),
3 the model feature with which the unknown feature has been matched, marked 
'Mn'.
Also shown on the display is a cross indicating the centre of the located object, 
along with a label to the left giving the object's letter and orientation in degrees (in 
this case ‘aS39').
A more difficult matching task is illustrated in Fig. 6.13. The first picture is of 
a single bracket, used to make the model. The second shows two such brackets in an 
image, with one partially occluded by a bar. The display here is rather crowded, but
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it is possible to see the two crosses indicating where the objects' centres have been 
located.
6.5.1 Execution times
Providing meaningful timings for execution of the matching algorithm is d iffi­
cult, since its speed depends greatly on the complexity of the image, its quality, and 
even the orientation of the unknown object relative to the model. However, as a rough 
guide, a simple object such as the 3-holed bar. Fig. 6.12, took about 30ms to match 
on a MicroVAX II computer, while the more complex bracket image. Fig. 6.13b, took 
3.0 seconds for the first bracket, and 2.6 seconds for the second. These times do not 
include the time to locate the features in the image, which was typically 80 seconds. 
However, it is worth estimating the highest number of attempted matches which could 
be required.
Let the number of features in the model be m ,  the number in the unknown 
image be u, and the minimum number of features to be matched be fm in- To a 
first approximation, we shall assume that the program matches every feature in Uj. 
w ith every one in Md, with only the last match being correct. The worst possible 
case will be when the matching is successful up to a point just before has been 
reached, and is unsuccessful thereafter. At the top level of the tree, there will be
u features to look at, with each producing m  incorrect matches. Furthermore, each
incorrect match will produce ( i t  — l ) m  incorrect matches at the second layer, (u — 2)m  
incorrect at the third, and so on. If it >  /mm. then the equation can be simplified by 
the approximation*
t  =  {u m  X ( i t  -  l ) m  X (it -  2)m  x  • • • x  [it -  {fm in  ~  l ) ] m} t m
~  ( it 77% X i t  77% X it  77% X • • • X it  77% ) t m  
 ^
f m i n  1
where tm is the time taken to check one match. A more realistic assumption for a 
simple image with only one object is to let i t  =  fm in- Furthermore, it is unrealistic
* In all cases, the conditions u >  fm in  and m >  fm in  must be met for a match 
to  be found.
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Fig. 6.12. The bar of Fig. 6.7 
after location by the program.
Fig. 6.13a. A  single metal 
bracket as used to prepare 
the model.
Fig. 6.13b. A  complex image  
showing two brackets after 
matching.
167
to assume that the features from Ud all match onto the last feature in Md- Instead, 
let the first feature from Ud match onto the last of Md, the second of Ud onto the 
second-to-last of Md and so on. The equation therefore is
t =  (itm X (u — l)(r?% — 1) X (u — 2)(m  — 2) x  • • • x  l) tm  
ulm.\
Letting u — m  {i.e. assuming no extraneous features have been found) further simpli­
fies this to
t =  (%!) tm-
Note that even if u >  fm in  then the result of the above equation will remain little  
changed, since the matching process will attempt to match any remaining features 
even after f ^ i ^  has been passed.
6.6 Comparison w ith  clique-find ing methods
The algorithm presented here can be described as a backtrack search method 
[Ballard,82]. This class of algorithm is essentially sequential, with each feature being 
matched to one in the model (or vice versa) in turn until a match fails. At this 
point, the algorithm works its way back up the tree structure until it can attempt a 
different match. The amount of time such an algorithm will take to make its final 
object match is data-dependent and hence somewhat unpredictable: it might find the 
correct feature matches first time, or it might have to run through all possible feature- 
to-feature matches before coming up with the correct ones. In general, although 
backtracking algorithms take an unpredictable time to run, they should always be faster 
than methods which test all possible matches. However, these methods do fall short 
o f an 'ideal' matching system whenever the data provided is expected to be less than 
perfect. An ideal matching algorithm should return the ‘best’ series of feature matches 
{i.e. the greatest number of matches, with the lowest possible distance and orientation 
deviations from those expected in the model) as the final object match. Unfortunately, 
to  do this would require all possible matches to be investigated, thus losing the speed 
advantages of backtracking methods. The conventional 'ideal' method which does
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test all possible matches is a maximal-diques algorithm [Ballard,82] [Nevatla,82]. The 
algorithm is usually illustrated graphically, as in Fig. 6.14.
As an example, consider the case where the model has four features -  M l and 
M2 are both holes of equal radius, M3 is an internal corner and M4 an external corner. 
From the unknown image, six features have been located -  U l and U2 are holes, 
U3 to  U5 are internal corners and U6 is an external corner. There are eight possible 
object-to-model feature matches, as illustrated in Fig. 6.14a. The maximal-cliques 
algorithm will now attempt to match each unknown-model pair with each other one 
(checking such properties as orientation and separation within the unknown image and 
the model). Wherever a match is successful it is recorded, as in Fig. 6.14b. Now, in 
this context, a clique is defined as a set of unknown-model pairs, with each pair being 
consistent with each other one within that set. A maximal clique is a clique to which 
no more nodes from the graph may be added without destroying the clique property. 
The largest clique, as the name suggests, is simply the largest clique within the graph. 
In the example the set {U 1=M 1,U 2=M 2,U 4=M 3,U 6=M 4} is a maximal clique (o f 
order four), and is also the largest clique -  see Fig. 6.14c.
The maximal cliques algorithm is essentially parallel in operation -  the matches 
between unknown-model pairs can be tested simultaneously, unlike the case of a back­
tracking algorithm, and thus it is suitable for implementation on a MIMD computer 
system. However, when it is run on a conventional serial computer, its performance 
will generally be considerably slower than backtracking systems.
To estimate the execution time as compared to that of the algorithm presented 
in this chapter, we shall make the following assumptions: the time to check if an 
unknown feature could match a model feature (f^ i) is the same as that for matching 
unknown-model feature pairs with other pairs. For the time being, we shall consider 
only the time taken to produce the match graph (Fig. 6.14b), not the time taken to 
extract the clique. Again, let m  be the number of model features and u  be the number 
o f unknown image features located. The time to match unknown features to model 
features is
t i  =  umtmi
and will yield up to u n i  unknown-model pairs. For simplicity, let the number of
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^U 6 = I^
( U 5 ^
(U4=M3J (U2=M2)
Fig. 6.14a. F e a tu re - to -  
model matching graph. This 
shows eight possible 







Fig. 6.14b. Successful pair 
matches. Points are linked 








Fig. 6.14c. Largest maximal 
clique highlighted.
unknown-model pairs um  be represented by n. This gives t i  =  ntm , The time to 
make the feature pair matches depends on the distribution of feature types. In the 
worst case (all features of the same type) the time is (remembering that matches need 
only be formed in one direction and that feature pairs should not be matched with 
themselves)
2^ =  [(M' “  1) +  (?% — 2) +  ( îl — 3) +  • • • - f 1 +  0)frn 
=  n {n  -  l) /m /2 .
This gives a tota l execution time of
f  3 —  “t“ ^2 ~  T  1 ) f  m /2
=  n(7l  +  l)fn%/2.
Again, if we let u — m, the time for the maximal-clique algorithm becomes 
U =  +  l)^m /2 .
Now we come on to the time to analyse the graph to extract the maximal 
clique. Since each of the 7i(?i — l ) / 2  matching 'links’ can be present or not-present, 
this gives the maximum number of different graphs Ug as
Tig =
Clearly, it is not possible to detect the maximal clique by a 'template-matching' ap­
proach of comparing the graph found with every possible one. Instead, a recursive 
clique-finding procedure is used [Am bler,75] [Ballard,82]:
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FU NCTIO N find_cliques(X,y: SET): SET_OF_SETS;
{  X  is a clique, Y  is a set of nodes which includes X .
A call to  find_cliques(0, G) w ill find  all cliques 
in  the graph G. }
B E G IN
z ^  y - x
IF  no node in  Z  is connected to  all of X  TH E N  
find_cliques(X, y ) { X }
ELSE
(/ a node in  Z  connected to all o f X  
find-c liques(X , y )  4—
find_cliques(X U { ^ } , y )  +  find_cliques(X, y  — {%/}) 
E N D IF  
END
Note the distinction between 'U ' and in the above function. Here, 'U ' is used 
to indicate the combining of two sets, e.g. {1 ,2 ,4 }U {4 ,5 ,6 } {1 ,2 ,4 ,5 ,6 } ,  whereas
‘-t-’ indicates the adding of two sets into a set-of-sets, thus {1 ,2 ,4 }  +  {4 ,5 ,6 }  —> 
{ { 1 ,2 ,4 } ,  {4 ,5 ,6 } } .  This function will produce a set of cliques to be examined. It 
should be a simple matter now to locate the maximal cliques or largest clique as 
desired. Non-maximal cliques can be filtered out during the tree searching by the 
inclusion of the test [Ballard,82]
y '  4— {z  G G : z connected to each node of Y  }  
IF  N O T ( r  G y )  THEN R E TU R N
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To estimate the worst-case time to execute this function, assume that each 
recursion generates two new cliques to examine. There will be a tota l of n  layers 
(7 1  =  um ), w ith each candidate y having to be tested against (7 1  — /) nodes, where I is 
the layer number. However, in this scenario, y will be the first possible node looked at 
in each recursion. If it were not, then there would be fewer than the maximum number 
o f cliques in the graph, and this would therefore not be the worst (most complex) case. 
If the time taken to test if two nodes are linked is again tm, then the time taken to 
match the whole graph is
n
^4 =  t m .  2^(71 —  I ) .
1 = 0
Adding this to fg gives
t — 77.(77. +  l ) f m /2  T t-m ^   ^2 ^(77. — I).
1 = 0
Clearly, <C for typical values of 7 7 , so the equation for can be used as a good 
approximation. If we let u =  m  as usual, this gives
1 = 0
which is now in a form to be compared with the time estimate for the backtracking 
algorithm described in this chapter (t =  {u\)"tm)- It should be quite clear that the 
time expected for the maximal-cliques algorithm will be greater for all u >  1, as Table
6.1 shows?"






Table 6.1. Comparison of the functions (u!)^ and X)r=o ^ “  0-
* l t  is worth remembering that these are the worst cases for each algorithm. 




The work in this chapter has shown how the corner- and hole-finding algorithms 
of chapters 4 and 5 can be used to produce a useful general purpose object location 
program capable of dealing with multiple, or partially occluded objects w ith in an image. 
It has proven successful w ith a wide range of different parts, w ith the condition that 
they should have a good number of holes or sharp corners. Slightly rounded corners 
will still be recognised by the corner-finder, though their positions tend to be located 
less accurately, requiring a slackening of the feature matching parameters, w ith a 
consequent increase in the chance of objects mismatching.
Although this program in its present form cannot recognise the presence of 
several different objects within one scene, it would be possible to modify the program 
to load several models from disk, and check each one against the features found. If 
such a capability were required, then it might be beneficial to use a model-feature 
based search rather than the unknown-feature based one used here. The matching 
process would be very similar to that given in subsection 6.4, except w ith the rôles of 
the model and unknown features reversed. This would allow unknown features to be 
ignored if they were above the maximum expected distance from the (model’s) ‘centre’ 
point, this distance easily being derived from the model database. This scheme could 
be particularly useful if the program were expected to work regularly on more complex 
images, such as that of Fig. 6.13b, where there are many completely unrelated features 
from different objects.
The matching algorithm could also be extended to use other feature data if it 
were available, provided the data could be expressed in a record such as that of Fig. 
6.6, i.e. the information should consist of a position in the image, and one or more 
items of supplementary data such as size or orientation.
This chapter concludes the section of this work which deals w ith general purpose 
image inspection. The next two chapters will show how more specific algorithms have 




Sealed Packet Inspection (1 ) 
Biscuit packets
“ Thus the packet becomes suffic iently compact to bear beating w ith  a ham ­
mer o f 15 or 16 pounds weight.”
l i r e ’s Diet. Arts  77 (1875)
7.1 Introduction to chapters 7 and 8
Chapters 3 to 6 dealt primarily w ith the inspection of rigid objects using features 
such as the locations of corners and holes. These two chapters will give the results 
of algorithms developed for the inspection of typical heat-sealed packets used in the 
food industry for crisps, biscuits etc.
First, however, it is useful to discuss the kinds of faults we will be looking for, 
and some of the problems encountered when imaging these packets.
7.1.1 Typical faults
Almost always, any faults in these packets lie in the heat-sealed ends, and so 
algorithms must be devised to take an image of the end of such a packet, and to locate 
any defects that may occur. The examples considered here are in biscuit, and peanut 
or sausage packets.
7.1.2 Biscuit packets
Fig. 7.1 shows three packets of ‘Rich Tea’ biscuits end-on. One has a good 
seal and should be passed, whereas the other two are faulty. The example of Fig. 
7.1b, where the seal is incomplete, allowing air to get in, is the more common. Fig. 
7.1c shows a packet where the wrapper has been overheated. In each case the biscuits 
inside can be seen through the end of the packet.
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V .'. ..
V .  ■
Fig. 7.1a. Image of a good 
‘Rich Tea ' packet.
Fig. 7.1 b. Image of a packet 
with a hole in the seal at 
one end.
&Wn
Fig. 7.1c. Packet with a seal 
that has been overheated, 
allowing the biscuit to show  
through.
176
7.1.3 Peanut and sausage packets
Fig. 7.2 shows the ends of two peanut packets. The problem to look for here 
is a wrinkled seal, which may let air in. Fig. 7.2a shows a good seal, w ith a regular 
pattern -  in this case, straight horizontal lines, while Fig. 7.2b shows a faulty seal 
which should be rejected.
7.1.4 Imaging problems
First, it should be remembered that most industrial imaging systems do not use 
colour images, as this would increase the cost of the hardware, as well as increasing 
the quantity of data to be processed (and hence the execution time). Consequently, 
such obvious ideas as recognising a biscuit showing through a packet by its different 
colour may not be practicable.
However, the most important problem is that of specular reflection, which takes 
the form of glints  or glare (the distinction between these is fuzzy, but we will take glints 
to  be small points of light and glare to apply to larger areas ). Much work has 
been done by Horn and others ([H o rn ,77], [Horn,84], [Horn,86 ]) on the study of m att or 
semi-glossy surfaces, but highly textured shiny surfaces have largely been ignored. In 
many cases, where the surface is almost flat, the glare problem can be avoided by 
suitable lighting. However, this is much more difficult for a typical metallised plastic 
foil wrapper. Fig. 7.3 shows a badly set up lighting arrangement, and the sort of results 
tha t are obtained. The standard rule of optics that should be remembered here is that 
the angle of incidence of the light beam equals the angle of the reflected beam. Thus, 
it would appear possible to eliminate glare entirely by placing the camera directly over 
the shiny surface, and then illum inating from an angle (Fig. 7.4). Unfortunately, the 
surface of a typical sealed packet is never smooth (Fig. 7.5), so it is always likely that 
some glints will be present in an image.
In general, the shallower the angle of incidence of the incident light, the less 
glare will be present. However, if the angle is too low, the uneven surface of the 
packet may then start to cast shadows over the features being looked for, thus making 
them invisible. Somehow, either a way of eliminating the glints must be found, or 
alternatively, they could be used in some way to deduce the shape of the surface.
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Fig. 7.2a. Image of the seal 
of a good peanut packet.






Fig. 7.3a. Example of a badly 
designed lighting arrangement.






Fig. 7.4. Illumination from an 
angle. This will considerably  




Fig. 7.5. Illumination from an angle  
onto a uneven surface. Here the 
lighting arrangement will not totally 
eliminate glints.
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7.1.5 What is to follow
The rest of chapter 7 will deal with the biscuit packet problem, and will show 
how the problem of glare in an image can be overcome by the use of switched light 
beams. Chapter 8 gives the results of different approaches to peanut and sausage 
packet inspection problems. Here the glints in the images have been used to highlight 
the structure of the seal, and hence to determine whether the seal is damaged or not.
7.2 Biscuit packet inspection - the problems
The task attempted was to detect holes in biscuit packets, specifically those of 
‘ Rich Tea' biscuits. These packets are cylindrical, and wrapped in dark blue cellophane 
(except for the writing which is mostly white or yellow). In practice, holes were usually 
found in one end of the packet. A hole can easily be seen by eye, since a small part 
o f the light orange-brown biscuit inside is uncovered.
No attempt was made to build the physical apparatus that would be used in 
a finished system. Instead, the packet was placed under the camera by hand. In 
addition, no system was devised to allow simultaneous viewing of both ends of the 
packet.
At first sight, it would seem that this problem was simply one of standing 
the packet on a black surface, illum inating it, taking a picture from the camera and 
thresholding at a suitable level to extract the light-coloured biscuit from the dark 
packet and background. Unfortunately, two problems immediately appeared:
1) The packet surface was highly reflective, producing glints in the image. The 
surface was sufficiently uneven that the effect could not be removed simply by 
illum inating the packet from an angle.
2) As a result of the way the wrapper was manufactured, the inner surface of the 
cellophane was light blue (this is because the printing was done on the inside 
of the wrapper, with the blue first, where required, and the white and other 
colours on top). At the ends, small sections of the cellophane could be folded 
over, and whereas this did not affect the quality of the seal, it did produce an 
area which was unusually light.
Fortunately, this type of packet had no large areas of printing on the ends, so
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these were not a problem.
7.2.1 The ligh t source
Two general classes of light source were studied - diffused, from a ring fluores­
cent lamp, and directional.
A ring fluorescent lamp placed over the packet as in Fig. 7.6, w ith the camera 
looking down through the middle (a scheme which has been found in this laboratory 
to be successful for many inspection tasks), was found to give too many glints, except 
when the lamp was placed so low over the packet that the biscuit visible through any 
hole would not be illuminated (Fig. 7.7)
A more directional source was found to give fewer glints. This could be in the 
form of a conventional spotlamp or table-lamp. Using a directional lamp, the glare 
could be greatly reduced by angling the lamp and packet appropriately w ith respect 
to the camera.
7.2.2 The use o f filters
In an attempt to improve the image, two types of filte r were evaluated -  
coloured and polarised.
A suitable coloured filte r should considerably reduce the brightness of the light- 
blue areas described at the beginning of section 7.2. Both orange and red filters were 
tried, and it was found that a red filte r could enhance the picture to a point where 
these areas could be removed by thresholding. An orange filte r had a similar effect, 
but was not so effective. W ith no filte r at all, the brightnesses of light-blue areas and
biscuits were so similar that thresholding had only a limited effect and had to be done 
at an accurately defined level.
It is well known that polarized lenses can considerably reduce the glare off 
reflected surfaces if suitably aligned (as in Polaroid sunglasses), so it was decided to 
try  to remove glints with such a lens placed in front of the camera. Experiments 
showed that the lens worked most effectively when
1) Both the angle of incidence of the light source (%) and the viewing angle (v ) 
were large -  i , v  > ~  45°, and
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2) The two angles were similar, as in Fig. 7.8.
Unfortunately, it soon became apparent that these conditions were precisely 
those under which the reflections were strongest. This meant that either the lens had 
little  or no effect, or else that the lighting setup was so badly chosen that the lens only 
improved the picture to a level which could have been achieved by rearranging the 
illum ination.
Thus most of the results given in the remainder of this chapter were obtained 
using only a red filte r in front of the camera. Fig. 7.9 shows a typical image that was 
obtained using this method.
7.3 The  sw itched-lam p solution
The first technique investigated to solve this inspection task was a switched- 
lamp system. The use of switched light sources is not new -  Shirai and Tsuji used 
them to find the outlines of blocks as early as 1972 [Shirai,72] -  however, the following
sections will show how they can be used to greatly reduce the amount of glare in
an image. Ikeuchi [lkeuchi,81] has also used switched lamps for the analysis of the 
shape of specular objects, as an extension to the shape from shading work by Horn on 
Lambertian surfaces. However the task was considerably more complex in that case, 
as was the solution.
For the biscuit packet problem, two or more images would be taken in succes­
sion, w ith the packet illuminated from different directions. The principle here was that 
a glint seen from a point source of light in one direction could not possibly be seen 
from a similar source from another, as illustrated in Fig. 7.10.
7.3.1 Two images
Originally, two images were used. These would be taken and stored in separate 
image planes. Glints could now be removed by finding the minimum of corresponding 
pixels in the two planes, i.e.
where 1  and J  are the two input planes, and 7Z the result.





Fig. 7.6. Eperimental 
setup for evaluating  




Fig. 7.7. H ow  placing 
the lamp too close to 
the surface leaves  





Fig. 7.8. Experimental 





Fig. 7.9. A  typical packet Image taken through a red filter. The large 




Fig. 7.10. Tw o separate light sources cannot produce a glint at the 
sam e point.
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1) Largish (typically 10-30 pixel) light areas where any light-coloured biscuit was 
showing through a hole,
2) Similar sized mid-brightness areas from any light-blue cellophane visible,
3) Small irregular clusters of bright pixels where the edges of glints in X  and J  
were (the reason for this is discussed in subsection 7.3.4).
The image could then quite easily be thresholded to remove the light-blue areas, 
and the remnants of the glints removed by deleting (setting to black) any remaining 
points not surrounded by at least three other bright pixels.
This should leave an image which is completely black, except for white areas 
wherever a biscuit was visible through a hole. In practice, a good success rate [i.e. 
a low misclassification rate) could be achieved provided the lighting was controlled 
carefully. Occasionally, some glints would be let through, producing erroneous hole 
detection. Figs. 7.11a-e show the stages in the process of inspecting a typical faulty 
packet. The light blob remaining in Fig. 7.l i e  is the hole.
7.3.2 M ultip le images
In order to reduce the error rate, the use of more than two light sources was 
investigated. Generally, an even number of lights was more useful, since it allowed 
them to be placed in pairs on opposite sides of the packet -  the configuration which 
was found to eliminate glints the best. Furthermore, anything over four lamps provided 
little  improvement in results, whilst increasing the computational cost.
Given that four lamps seems a good number as a tradeoff between speed and 
accuracy, there remains the question of what operator to apply to the four images in 
order to produce a relatively glint-free result. By analogy with the two-image system, 
the obvious answer is
However, this can produce problems with shadows. If the biscuit is below the level of 
the wrapper, then a light beam shining from an angle will inevitably cast a shadow 
onto the biscuit (Fig. 7.12a). If the packet is illuminated from four different directions, 
then four different shadows will be cast, meaning that most of the visible part of the 
biscuit w ill be in shadow in at least one of the images (Fig. 7.12b). Since a shadow
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Fig. 7.11 a. First image of a 
‘ Rich T e a ’ packet (i).
Fig. 7.11 b. Second image of 
the packet (J).
Fig. 7.11c. Minumum of the 
two images, R=min(l,J).
Fig. 7.1 Id . image R, 
thresholded.
Fig. 7.11 e. Finai result, noise 
fiitered. The remaining biob 
is the hole.
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will invariably be darker than a lit part of the biscuit, taking the minimum of the four 
images will lose a substantial part of the visible biscuit -  possibly even all o f it -  as in 
Fig. 7.12c.
However, taking the second-to-minimum replaces a large part of the lost biscuit. 
Fig. 7.12d, whilst still removing any glints that do not appear in at least three of the 
images (a rare occurrence).
To generalise, for a set of corresponding pixels from several images, sorted in 
order of brightness, the best result to take lies somewhere between the minimum and 
the median of the list. The ideal one will depend on such factors as the size of shadows 
cast, and the 'wrinkliness' of the packet surface.
7.3.3 Lamp switching methods
In the algorithm development system, switching of the lamps between images 
was done by hand. However, in a practical application some automatic system must be 
used, and this section will discuss various possibilities. To operate at production-line 
speeds, the switching has to be done at approximately frame-rate (i.e. about 1/25 of 
a second). Rapid switching of conventional tungsten filament lamps is impossible due 
to  the time taken for the filament to heat up and cool down. Hence either a faster 
lamp, or some sort of shutter mechanism must be used. The fastest lamps generally 
available are xenon flash tubes, and these could be synchronized to flash in the time 
between successive frames of the camera. However, the flash intensity of these tubes 
is somewhat erratic, and whereas the switched-beam algorithm is fairly insensitive to 
changes in illumination, false results might be produced.
The second main option would be to use conventional lamps, always switched 
on, and to block the light as required. Mechanical shutters, similar to those used on 
cine-projectors are quite reliable, and of course could operate at typical frame speeds. 
Alternatively, a liquid crystal panel could be placed in front of each lamp. This would 
require no moving parts, but these displays are not particularly fast. However, it seems 
likely tha t this last option will, in the future, be the most cost-effective and reliable 
one.
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Fig. 7.12a. Illuminating a hole 
from an angle. This will always  
cast a shadow on the biscuit 
Inside the packet.
Fig. 7.12b. Most of the packet 
hole Is In shadow from at least 
one lamp.
V' >
Fig. 7.12c. Effect of the minimum  
function. Here, most of the packet 
hole will be lost.
Fig. 7.12d. Effect of the second  
to-mlnlmum function. This 
Increases the detectable area  
of the hole.
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7.3.4 M ultip le g lints within the same pixel
Although, in theory, it should be impossible for glints to appear in the same 
place from different light sources, the granular nature of the pixels w ithin the image 
does make this possible, as was noted in subsection 7.3.1. Fig. 7.13a shows how this 
occurs. From Fig. 7.13b it can be shown that multiple glints will occur whenever
0 =  2 sin“  ^ ( s /2 r ) ,
where s <  d, d \s the pixel size and r  is the radius of curvature of the wrinkle. From 
this, it can be concluded that
1) Multiple glints may occur whenever 0 <  2s in “  ^ ( d /2 r ) , and
2) Glints will never be a problem if 2r <  d.
7.4 The single-image solution
This proved to be a much more difficult task, since there was no simple way of
elim inating the glints. An attempt was made to separate them by finding the degree
of contrast within any light region, on the assumption that glints would be highly 
contrasted, but in practice glints could always be found that would slip through such 
a test. In fact, it was often very difficult to distinguish between glints and holes by 
eye when looking at a digitised picture.
The only solution that was apparent was to arrange the lighting so as to remove 
most or all of the larger glints, and use size as a measure to detect smaller ones. The 
arrangement shown in Fig. 7.14a is a tradeoff between reducing the glints and keeping 
the hole as visible as possible.
The algorithm was then:
1) Take a picture through a red filter,
2) Threshold to remove light blue areas,
3) Sort all remaining blobs by size and remove all those that are too large (these 
tended to be large glints or areas of printing on the side of the packet), or too 
small.
4) Use a mask (Fig. 7.14b) to remove any points not on the face of the packet. 
This also removes glints found around the edge of the packet.
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Lamp
Fig. 7.13a. H ow  the 
light from two different 
lamps can produce a 




Fig. 7.13b. Diagram  
illustrating how the 
onset of this problem 
can be predicted. See  
text for explanation.
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5) Repeat (3) to remove parts of objects cut o ff by the mask.
The image should now, in theory, contain only light areas where holes were. In 
practice, however, glints sometimes remained (those of about the expected size of a 
hole, near the centre of the packet). The error rate depended on the exact positioning 
of the lamp and packet, but was in any case too high for practical use.
Overall, this method has the disadvantages over the multiple-image solution
that
1) Accurate positioning of the lamp and packet is required to eliminate glints 
whilst keeping the hole visible.
2) The masking requires that the packet be within a narrowly defined area, or the 
wrong areas will be cut off.
3) There is no good reason why all of the glints should be larger or smaller than 
the holes -  and frequently they are not -  whereas the multiple-image method 
is guaranteed to leave only small glints.
It might be possible to improve the success rate by inspecting the shape of any 
light objects, on the assumption that glints tend to be irregular, but it is unlikely that 
any such test could be tota lly successful.
7.5 Conclusions
It is apparent that the glint problem cannot satisfactorily be solved by changing 
the lighting conditions, and that some means of eliminating glints in an image must 
be used. The use of multiple images works well in practice, especially if four or more 
images are used. Setting up the two- or four-image systems is not d ifficult. The 
lighting arrangement is not critical -
1) The lights do not need to be exactly opposite each other, so long as they are 
spaced around the packet,
2) The light intensity (or the distance from the packet) can vary slightly between 
lamps,
3) The angle of incidence can be anything between about 40° and 65° to produce 
acceptable results.
Furthermore, the programs only require one parameter, the intensity threshold, and 
this need only be approximate.
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60°
Fig. 7.14a. Lighting arrangement for the singie-image method. 
Typical angles are shown for the lamp and packet tilt.
Packet
Fig. 7.14b. Angled view  of the packet with mask superimposed. 
This is as the camera would see the packet.
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Although this chapter has considered the lamps to be point sources throughout, 
this is d ifficult to attain in practice. However, the size of the source is not important 
provided the angle subtended at the packet is no more than a few (say, 10) degrees. By 
the same principle as that of section 7.3 and Fig. 7.10, any glint caused by any point 
on an extended light source cannot also be seen from another point on another source. 
Therefore, the only difference that slightly extended sources make is to produce larger 
areas of glare, which will still be cancelled out by the algorithms. Where the sources 
are especially large, however, the risk of the edges of several areas of glare coinciding 
(subsection 7.3.4) increases, so this should be avoided. For all of the experiments 
reported here, conventional domestic spotlamps, placed about 50cm from the packet 
were used, and these provided good results.
Although applied here to the problem of locating holes in biscuit packets, this 
technique could have many applications wherever glints in an image are a problem. 
As an example. Figs. 7.15a-c show how two images of a crumpled piece of paper can 
be combined to produce a much enhanced version.
7.5.1 What is to follow
This chapter dealt with the removal of glints in an image. However, they can 
also provide a good way of highlighting the texture of a shiny surface. Chapter 8 shows 
how this can be used in the inspection of the seals on peanut and other packets.
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Fig. 7.15a. Image of a badly 
crumpled picture of an ant.
Fig. 7.15b. Another Image  
of the same picture, with 
illumination from a different 
angle.
Fig. 7.15c. The minimum of 
the two images. Aithough the 
results are not perfect, they 
show a considerable 
improvement over the originals.
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Chapter 8
Sealed Packet inspection (2 ) 
Peanut and sausage packets
“ As laborin tus... haj^ many... wynclynges and wrynkelynges, f^at w il nou^t 
be unw arled.”
Trevisa, Higden /,  (1387)
8.1 Introduction
Chapter 7 dealt w ith ways of removing the glints from images. However, as 
was hinted at, it may be possible to use them to highlight certain features on a packet. 
This could either be a regular pattern which is expected on the packet, as illustrated 
in Fig. 7.2a, or some unwanted feature such as the wrinkles on the packet in Fig. 8.1. 
The deliberate use of reflections to analyse a surface is uncommon. Fairlie et. a i 
[Fairlie,86] illustrate a technique for aluminium sheet, but this relies on the microscopic 
properties of the surface, rather than larger scale structure.
Three algorithms will be considered here; one for peanut packets and two for 
sausage packets. Typical examples of these are shown in Fig. 8.2. The next three 
sections detail the algorithms, and the lighting arrangements required in each case. A 
discussion of the effectiveness of each algorithm will follow in section 8.5.
8.2 Peanut packet inspection
The ends of these packets are characterised by a well-defined series of horizontal 
creases*. The presence of any vertical creases indicates a possible fault in the packet. 
This property made the inspection algorithm quite simple. First, however, the lighting 
apparatus must be considered.
* Horizontal here will be taken to mean along the seal, while vertical will be 
across it.
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Fig. 8.1. Image of a faulty 
sausage packet.
Fig. 8.2a. A  peanut packet.
%
0
Fig. 8.2b. A  sausage packet, 
as inspected by the first 
sausage packet algorithm.
Fig. 8.2c. A  different packet, 
as inspected by the second 
sausage packet algorithm.
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8.2.1 Peanut packet illum ination
Since the feature being looked for lay in only one direction, the best form of 
illum ination was found to be from strip-lights placed along one edge of the packet, as 
illustrated in Fig. 8.3a. This will produce strong glints along one side of each packet 
crease, whilst leaving the other black -  Fig. 8.3b. Thus the image acquired from the 
camera will consist of a series of alternating black and white horizontal stripes.
If a low-resolution image (128x128 pixels) is used, and the camera zoomed in 
or out by the correct amount, then it can be arranged that the width of each stripe is 
between 1 and 2 pixels. The reason for this will be seen in the next section.
8.2.2 The peanut packet inspection algorithm
Given an image with the correct line spacing, it is possible to detect these lines
with an ordinary 2 x2  mask edge detection operator
-1 - ! ) ’
and a 90° rotated version thereof. The approximate magnitude {g ~  inax(5'a.,^y))
and direction (^) are found at each point. Wherever
g >  t i  and |^ — ^o| >  ^2,
where t i  and t 2 are suitable thresholds and Oq is the expected angle of the gradient 
(i.e. vertical), a wrinkle has been found. Fig. 8.4 shows the detected wrinkles on good 
and bad packets.
If the number of 'wrinkle' pixels is added up over the image, then this will give 
an overall figure-of-merit for the packet. The figure of merit can be compared to that 
o f a packet known to be good, and the packet under test can be passed or failed 
accordingly. The location of the relevant area of the packet to inspect was not tackled 








Fig. 8.3a. Peanut packet lighting arrangement.
Packet surface
Fig. 8.3b. Glints appearing from a regular surface pattern.
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Fig. 8.4a. Results of peanut 
packet inspection algorithm 
applied to a good packet.
Fig. 8.4b. Results from a 
badly sealed packet.
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8.3 Sausage packet inspection (1 )
This section will deal with the type of packet illustrated in Figs. 8.1 and 8.2b. 
These packets have only a very faint pattern on the seal, so inspecting this pattern 
would be nearly impossible. However, it does mean that any wrinkles in the packet 
will be easier to pick out from the background.
8.3.1 Sausage packet Ulumination
In the samples used, the wrinkles could be found running either straight across 
the seal or along the seal from one corner of the packet, as in Fig. 8.5. In order 
to illuminate these wrinkles satisfactorily, three lamps were required, w ith a fourth 
illum inating the yellow printing on the packet, as shown in Fig. 8.6.
8.3.2 The sausage packet inspection algorithm
The main task here was to locate the area in which any wrinkles are to be 
expected. Fig. 8.1 showed a typical packet image. There are essentially 3 different 
brightnesses found in the image -  the white background and glints, the yellow (or 
light-grey in monochrome) packet printing, and the black areas of silver packet where 
no glare is present. An intensity histogram was calculated for the image (Fig. 8.7a), 
and a simple routine located the first significant trough in it. This grey-level was later 
used to threshold the image.
A lateral histogram of the image [Davies,85] was then taken in the ^/-direction, as 
in Fig. 8.7b. This has a substantial trough in it where the edge of the packet is. This 
histogram can now be smoothed and differentiated (Fig. 8.7c), and the first major 





Fig. 8.5. Typical positions 
of wrinkles on a packet 
edge.
4. Lamp
Fig. 8.6. Lighting 
arrangement used for 
the first sausage packet 
Inspection algorithm.
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FU NCTIO N find_positive-peak(/iz5^o, t): integer
æ 0 
R E P E A T
peakfound <— (histo[x] >  t)
IF  'NOT{peakfound) TH E N  x æ +  1 
U N T IL  {x >  255) OR. peakfound 
IF  peakfound TH E N  
y ^  X
R E P E A T 
V ^  2/ +  1
crossedzero <— [histo[y] <  0)
t roughfound  - f 1]) AN D  <  i )
U N T IL  crossedzero OR i roughfound  OR {y >  254)
ELSE
^  ^  2* 3/4
fînd-positive_peak(/î.z52o, 2')
E N D IF
find_positive_peak f— y
The result is either the first local minimum in the differentiated histogram after 
the main peak, or the first zero-crossing, whichever occurs sooner. The constant 2 
sets the size of peak expected in the differentiated histogram. Finding the edge of the 
negative peak is done in an analogous manner, with the æ-scan taking place from 255 
downwards.
This process narrows down the area of interest in the image to a small horizontal 
strip. It is now possible to produce a lateral histogram of this strip. Fig. 8.7d, which 
has a wide area of low intensity between two high intensity bands, where the white 
background is visible. Again, the histogram is differentiated and smoothed, and the 
area between the peaks located -  Fig. 8.7e.
Thus the relevant section of the image under test has been located, as illus­
trated in Fig. 8.8. If the thresholded image (calculated earlier) is now referred to, any 
white areas must be glints, since the yellow packet areas and white background has
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^eak at  23 
Trough at  57
Fig. 8.7a. Intensity histogram for the whole  
image, in these graphs, the blue lines are 
the original histograms, and the pink lines 
the smoothed ones.
Fig. 8.7b. Lateral histogram in y-direction  
for whole image.
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P o s i t i v e  peak ends at  51 








/   ^ V  ^ - '7
] 1 ■■ .............................................. ..............
'w
Fig. 8.7c. Differentiated form of Fig. 8.7b. The  
packet seai lies within the area between the 
vertical lines.
Fig. 8.7d. Lateral histogram in x-direction for 
selected strip. This shows the histogram of the 
area between the vertical lines in Fig. 8.7c.
P o s i t i v e  peak ends at  51 
Negat ive  peak ends at 221
Fig. 8.7e. Differentiated form of Fig. 8.7d. Again, 
the packet seal is between the vertical lines.
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been masked off. The program can now calculate an overall figure of merit for the 
packet
M  =  I  K ( ^ ( z , y )  >  0
^  I 0 otherwise.
Again, a comparison of the result for an unknown packet can be made with one which 
is known to be good.
8.4 Sausage packet inspection (2 )
Fig. 8.2c shows a different type of sausage packet. This has a rather more 
pronounced pattern than those discussed in the previous section, and consisted of a 
regular matrix of small depressions, or dots (Fig. 2.13b). Consequently, with suitable 
lighting, it is possible to enhance these dots so that they may be detected by the 
program and used as the basis for a model.
The lighting arrangement used for these packets was the same at that for the 
peanut packets, and described in subsection 8.2.1. This produced an image such as 
in Fig. 8.9.
8.4.1 The sausage packet inspection algorithm
This is the most complex of all the algorithms devised to inspect packets, so it 
is best to start with an overview of the program:
1) Locate the packet edge.
2) Enhance the horizontal line structure in the image. This can later be used to 
find the dots, and to calculate the orientation (Û) of the packet.
3) Enhance the dots, which always lie between the lines found in (2), and separate 
them from the background.
4) Find the average spacing between dots, d, allowing for some dots in the pattern 
to be missing.
5) Locate two target dots which f it  well into the regular pattern on the packet.
6) Using the original image, find the average intensity for segments of the packet 
edge, p, as well as the overall contrast, a.
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Fig. 8.8. The seal of the packet 
found by the inspection algorithm, 
The rest of the Image has been 
set to black.
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7) Having found the parameters d, d, p  and produce a model of how the 
packet should look. Align the model with the target dots found earlier, and so 
superimpose the model onto the original image.
8) Compare the model and original, and find the degree of fit.
Location of the packet edge was done here by the simple method of scanning 
down the image in a conventional raster pattern until a non-black pixel was found (the 
packet being on a black background). The (/-coordinate of this point was then the 
top of the packet edge. A constant offset, to allow for the very edge of the packet 
being unsealed, was added to this to give the top edge of the expected pattern. The 
packet was assumed to have been positioned approximately centrally in the image in 
the æ-direction.
Enhancement of the horizontal line structure of the packet took several stages. 
First, the image would be blurred horizontally using a 7x1  mean filte r to jo in  the 
bright dots into continuous lines. A line-enhancement operator
was then applied, and the result thresholded. This would leave a series of parallel lines 
of variable thickness, with occasional breaks. Since the lines were all horizontal (or 
nearly so), and typically no more than two pixels wide, thinning could be accomplished 
by the simple operation
_  r o  if  (%(,,,) > 0 )  AND ( i ( , , , _ D > 0 )
7(®,î/) I  i { x , y )  Otherwise.
Joining up broken segments of lines could now be performed by the following algorithm, 
applied at each point in the image, which attempts to extend a line either until it meets 
another or until a length lim it has been exceeded.
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IF  i \ x ,y \  >  0 T H E N  
IF  (i[æ +  l , ÿ  -  1] =  0) A N D  +  l , ÿ ]  =  0) 
A N D  ( i [x  +  l , y  +  1] =  0) TH EN  
<iæ ^  1 
W H IL E  (i[,T +  1 +  dx ,y  -  1] =  0) A N D  ( t [ ic  +  l  +  dx,y]  =  0) 
A N D  { i [x  H- 1 +  dx^y  +  1] =  0) AN D  {dx  <  m a x- jo in . le n g ih )  DO
dx 4— dx +  1
END D O
j o in ed  <— [dx  <  m ax- jo in - leng th )
IF  jo ined  TH E N
FO R xdraw  FR O M  1 TO  dx DO 
i [x ^  xdratu^ y] 4— 1
ENDDO
E N D IF
E N D IF
E N D IF
Having found the straight lines in the image, the program found those which 
crossed the entire width of the packet -  Fig. 8.10a. Since the packet dots are known 
to lie halfway between the lines (the line-enhancement stage earlier extracts the black 
lines between the dots), the program then found which of the continuous lines were 
adjacent pairs, and searched for dots halfway between them.
The advantage of this rather convoluted process is that the dots can now be 
located using a relatively small 7x1  mask
( - 2  0 1 2 1 0 - 2 ),
which is moved along between the line pairs. Wherever the convolution between mask 
and image exceeds a threshold, and is a local maximum, then a dot has been found. 
The dot is then recorded, and labelled (by brightness) according to which line pair 
produced it, as in Fig. 8.10b.
Finding the spacing between dots is done using a four-stage process. The first is 
to run along each row of dots, finding the spacing between successive dots and storing 
the information in a list. Next, the most common spacing, dnominai, between pixels is
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■ W  - ,
m m a
Fig. 8.9. Typical sausage  
packet for the second 
algorithm.
11 LONft.LINES FOUND 
10 LINE PAIRS FOUND
Fig 8.10a.Horizontai lines 
found (algorithm stage 2).
DOTS SHRUNK
Fig. 8.10b. Dots found and 
shrunk to unit size (algorithm 
stage 3).
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found. Provided most of the dots are present, this will give a good first approximation. 
Next, a better approximation, dapproxj is found by averaging the distance between all 
successive dots which are within 80% to 120% of the mode spacing. Finally, to reduce 
the inaccuracy still further, the program finds the distance between dots five apart 
(ds, Fig. 8.11), and works out the average using the formula
dc^ ________* ________
R0UND(rf5/dapprox)'
The R 0 U N D (c ? 5/c /ajjproæ ) term allows for any dots missing within the pattern. In 
order to reduce the error (discussed later in subsection 8.5.3), the dot distance is 
calculated separately for two halves of the image (left and right).
Next, sample dots (xi ^yi )  are required on which to place the model. The packet 
is modelled for each of the two halves with one dot in each half. Since it is known 
approximately where the packet is, the search for the ‘ ideal’ dot starts in the centre of 
each half, as this will reduce any errors resulting from an inaccurate d measurement. 
The ideal dot should be part of the regular pattern, rather than a random noise spot, 
and is thus characterised by having other dots above, below, left and right of it. A 
search is started, radiating out from the centre until a dot is found. A cross, w ith 
arms 12 pixels long (slightly longer than the expected dot separation), is placed over 
the pixels, as in Fig. 8.12. For each arm containing a dot, the ‘figure of m erit’ for the 
centre dot is incremented by 1. Thus a good candidate dot should have a figure of 
merit of 4. The search continues across each half of the packet until a dot w ith merit 
4 has been found. If none exists, then the one nearest the centre with a merit o f 3 is 
used (reducing to 2 or even 1 if necessary).
In order that the model should match the general appearance of the original, 
it is necessary to know the average brightness, p, and degree of contrast (measured 
as the standard deviation of brightness from the mean, a). Since the brightness can 
vary across the image, mostly as a result of the packet surface not being tota lly flat, 
the image is split up into 8 by 4 segments, with p being calculated separately for 
each. It is tempting also to calculate a for each block, However, this would mean 
tha t a tota lly smooth (i.e. unsealed, and hence faulty) area would then be modelled 
by another tota lly smooth patch, and hence would show a high degree of fit. Instead 
(T is calculated globally for the entire packet edge.
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d s
Fig. 8.11. Definition of the distance d5.
&
's ''W V ?. 
V''
# /
Fig. 8.12. ‘Centre dot’ iocation using a cross-shaped mask. In this 
case, four dota are present in the mask in addition to the centre one.
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Given the set of parameters 9, d, p, cr and for each half of the packet,
it is now possible to generate the model. Study of the original images reveals that 
there are two patterns of dots, the bright ones forming the main pattern, found by the 
earlier stages, with fainter dots in between. Consequently the model plotted two dot 
patterns, w ith the contrast, c, for the fainter dots being half that for the bright ones. 
Each dot was then plotted in the appropriate place, using the algorithm below, which 
was found to give a good approximation to a genuine packet.
FO R  dy FR O M  - 2  TO  2 DO 
FO R  dx FR O M  - 2  TO  2 DO
m odel[x-\-dx.,y  T  dy] ^  (200 — bO ^ [ \dx\ +  \dy\ ))/ c 
ENDDO  
END D O
Having produced a model which should look like the original, the final step was 
to subtract one from the other and calculate the RMS error over all the pixels, i.e.
Tnerii — 4 / ^  y j)
.
The lower the figure of merit, the better the packet.
8.5 Discussions on each a lgorithm
This section will discuss the reliability of each algorithm when tested on different 
samples of the appropriate packets. It will also suggest possible ways by which the 
algorithms could be modified in order to improve their performances.
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8.5.1 Peanut packet inspection
This is a very simple algorithm , made possible by the nature o f the packet 
under test. The experimental program used gave the choice o f find ing  pixels which lay 
w ith in  any given range of angles, so tha t either the correct (horizonta l) stripe pixels 
or the wrinkles could be counted. In practice, counting the incorrect pixels gave a 
much more consistent result and could probably be used reliably in a factory system. 
It is w orth noting tha t, if  horizontal or vertical stripes are being looked for, then it 
is possible to  select according to  the pixel's py or g .^ partial-derivatives, rather than 
ca lculating 9 =  { gy / g^).
8.5.2 Sausage packet inspection (1 )
The main problem to  be tackled here was the location o f the packet, since
the ligh ting  had been arranged to pick out the wrinkles on the packet itself. The
a lgorithm  worked well, provided the original images were good. However, problems
occurred if  the packet was not to ta lly  fla t under the glass. In these cases, large areas 
o f the packet would produce glare, and this would subsequently be detected as a large 
wrinkle. Thus the packet positioning and lighting needed to  be controlled carefully 
for th is program to  work reliably. It would be possible to  process out any large white 
areas w ith in  the packet edge using an object labelling routine, but this would be at 
the expense o f com putation time.
8.5.3 Sausage packet inspection (2 )
This program was by far the most complex of those considered here, tak ing  
about 75 seconds of CPU time to execute. Unfortunately, in its present form , it 
is not very good at distinguishing between good and bad packets. There are two 
main problems which reduce the accuracy. First, the camera optics are not perfect, 
producing d istortion towards the edges of the image. This means tha t the dot spacing 
is not constant across the picture. The model w ill be given the average spacing for 
each half o f the image, and so the f it  w ill deteriorate moving away from  the centre 
dots { x i , y i ) .  If the packet edge is 200 pixels wide (i.e. about 4 /5  o f the screen, which 
is typical for the images used here), then w ith the screen split in two, the model must
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be accurate across a width of 100 pixels. Now, the ‘centre dot’ is usually located near 
the centre of each half of the image, so that any point to  be modelled will be w ithin 
about 50 pixels horizontally of the centre dot (distortion vertically was not a problem 
here because of the narrowness of the packet seal). For the model and packet to f it 
reasonably well, they should be aligned to within one pixel, so that the model's dot 
spacing must be within 1 part in 50, or 2%, of the true value. In earlier experiments, in 
which d was calculated for the entire image, the best accuracy that could be achieved 
was about ±4%  towards the sides of the image. By calculating the spacing for each 
half separately, the effects of distortion were reduced to the point where the accuracy 
was approximately ±2% , just within the required tolerances (see Fig. 8.13).
For even greater accuracy, the image could be split again, or else the spacing 
modelled in a more sophisticated manner, for instance using a square-law function. 
However, in the present case this does not appear to be necessary.
The second main problem was in the contrast of the model. Since this was 
determined globally, the value chosen would not necessarily be accurate for each seg­
ment of the image. Some areas had a good contrast, whilst others were either poorly 
lit or saturated out. This leads to a poor degree of f it on a part of the packet which 
is not faulty, giving erroneous results. This second problem could be approached in 
two ways. One would be to reduce the sizes of the segments over which the model is 
generated, and to calculate the contrast separately for each. However, this could lead 
to problems on a bad packet where a recognisable dot pattern did not exist w ithin a 
segment, giving a wholly incorrect model.
Alternatively, the modelling phase could be greatly simplified by not attem pting 
to  model the contrast and brightness, but simply checking to see whether or not dots 
appear where expected. This might, to some extent, also reduce the accuracy problem, 
if the packet dots are allowed to be up to 2 or 3 pixels away from the expected position.
This second solution would give more reliable results than have been obtained 
so far, as well as simplifying the model testing stage and hence reducing the overall 
execution time. Therefore, if this algorithm is to be implemented in a practical system, 
this method of testing will probably be the most suitable.
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MODEL AND PACKET DOTS SUPERIMPOSED
Fig. 8.13. Checking matching of 
enhanced packet dots (the small 
white dots) against the model.
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8.6 Summary
The last two chapters have shown four examples of algorithms that could be 
used to inspect shiny packets. It is worth reiterating that the lighting arrangements 
were of great importance in each case. However, good lighting can never eliminate 
glints entirely on uneven cellophane wrapping; instead it can eliminate large areas of 
glare which would make the image unusable.
Chapter 7 discussed the use of multiple light sources to eliminate glints. This 
is an entirely general technique that could be applied in any situation where a shiny 
surface presents imaging problems. Chapter 8 dealt w ith three examples where the 
textured nature of the surface could be highlighted by suitably arranged lighting. The 
three packet examples are all different in the processing required to extract information 
regarding the quality of the packet seal, and hence the algorithms presented are packet- 





Hardware, 1 Small ware or goods of metal; ironmongery.
A New English D ictionary, O xford (1901)
9.1 Introduction
Most of this thesis so far has been concerned with the software for image 
processing and analysis. However, no work on the field would be complete w ithout 
some discussion of the hardware on which the algorithms may be run. This chapter 
will begin with a section describing the differing classes of hardware, pointing out their 
respective advantages and disadvantages. Following on from this will be an account of 
how the object location program of Chapter 6 is being transferred from conventional 
serial computer to a parallel system. As will be seen, there is not always the increase 
in program speed that might be expected with the increased number of processors.
9.2 Classes of hardware
Several years ago, Flynn [Flynn,72] proposed a simple system of categorizing 
computer systems according to their architectures. The four classes are Single in­
struction stream, single data stream (SISD), Single instruction stream, multiple data 
stream (51MD), Multiple instruction stream, single data stream (M ISD) and M ultiple  
instruction stream, multiple data stream (M IM D ). The following sections will describe 
each architecture.
9.2.1 Some jargon explained
There are a few technical terms used in the description of computer hardware. 
In order to avoid confusion, these will be defined here.
Bit-serial (or word-serial, bit-serial, (WSBS) [Hwang,85 ]) processing units (PUs) 
are the simplest processor building blocks, able to work on one bit of a data word at
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a time, as shown in Fig. 9.1a. In order to carry out more complex tasks on a word, 
either several bit-serial PUs must be used in parallel, or the same processing unit used 
on each bit sequentially. In practice, bit-serial PUs are only ever used as building 
blocks for larger processors. Note the distinction here between processing units' and 
processing elements', which are the individual elements of an array processor, or a 
processor which is essentially another name for a computer.
Word-parallel, bit-serial processing units, (WPBS), consist of several bit-serial 
units placed side-by-side' so that they can operate on corresponding bits of several 
words at a time, as in Fig. 9.1b. Since these are not generally available as LSI chips, 
if required they would be made out of several WSBS chips, or custom fabricated.
Word-serial, bit-parallel processing units, (WSBP), are widely available. The 
simpler units are generally referred to as bit-slice processors and are used as building 
blocks for specialised high-speed processors. Typical examples include the AMD 2901 
(4 bits wide) and the IDT 49C404 (32 bits wide). Fig. 9.1c shows the data on which 
such a processing unit would operate. Again, if the word length is insufficient for a 
particular application, several of these elements can be stacked together. Conventional 
microprocessors also fall into this category.
Finally, word-parallel, bit-parallel processing units, (W PBP), would be able to 
operate on several bits of several words simultaneously (Fig. 9.Id ). Again, chips to do 
this are not generally available and would have to be custom made.
Having differentiated between a processing unit, processing element and a pro­
cessor, it is worth pointing out that each can be referred to by the terms used above. 
Hence, it is possible to build a WPBP array processor using WSBP elements made from 
WSBS processor unit chips. Typical 'serial' microcomputers are WSBP and employ 
WSBP processor units. Note that, although as stated above, WSBP processing units 
are usually referred to as 'bit-slice', a WPBS array is said to use ‘bit-slice processing' 
[Hwang,85]. The reader is advised to beware.
Most current microprocessors are designed to minimize the amount of memory 
required for program storage. Each operation in the instruction set is designated a 
number (usually 8 or 16 bits long) which is then decoded within the microprocessor 
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processor w ith an instruction decoder*. The problem with such a processor architecture 
when building a high speed unit is the time taken within the decoder to determine 
from the arbitrary bit-pattern of the instruction word the series of control lines which 
are required to perform the action required. As an example, for the command “ add 
the contents of address 100 to the number already held in internal register 1 of the 
adder, placing the result in the register” , mnemonic R =  A D D  150,1, the instruction
decoder would have to read both the instruction code (say, 001) and the address (150)
from the program memory, and set the control lines thus:
OE Disabled,
DWE Disabled,
ADDR 150 (01010110 in binary),
DRE Enabled (read the memory),
IE Disabled,
ARS 0 (i.e. load the new value into adder register 0),





RWE Enabled (write the results back to the register).
In a microcoded processor, the instruction decoder is omitted, and the program 
memory ‘widened’ so that a separate data field is available for each control line (though 
in some cases data compression is possible, for instance ARS and SRS in the example 
could be driven from the same bit, since they are never used at the same time). 
This does require more memory, but since computer memory is becoming cheaper 
and speed is important, this may not be a great disadvantage. Fig. 9.2b shows the 
modified processor, and Fig. 2.9c shows the microcode word (or 'm icroword') which 
defines every instruction. For comparison, the original processor might require only an 
8-bit instruction word, followed by an 8-bit address where memory access is required.
* The processor shown would be of very little  practical use -  its design has 
purposely been kept as simple as possible to avoid clutter in the diagram.
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Program memory Program counter
Fig. 9.2a. Diagram of a hypothetical processing eiement.
Expianation of controi iines: OE = Output enabie, DW E = Data write  
enabie, A D D R  = Data address bus, DRE = Data read enabie, IE = 
input enable, A R S  = Adder internai register select, A E  = Adder  
enable, SE = Subtracter enable, S R S  = Subtracter register select, 
GE = Gate enable, RRE = Register read enable, RW E = Register 
write enable.
Expianation of boxes: Data memory is a 256 byte array of memory. 
The i/o port is for reading or writing external data. The Register is 
a one byte temporary memory. The Adder and Subtracter are 
simple arithmetic units. Each has two internal registers. When AE  
or SE is selected, new data is read into the register selected by A R S  
or S R S  and is added to, or subtracted from, the data already present 
in the other register. The Gate is a simple buffer, allowing data to be 
copied between memory, the I/O port and the Register.
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giving a total of either 8 or 16 bits of program per instruction. This simple microcoded 
processor always requires 18 bits to perform exactly the same functions.
In practical microcoded machines, the CPU is considerably more versatile, and 
hence more complex, than in the example here. This requires that the microword 
be quite long. In addition, provision is normally made for the inclusion of constants 
w ith in a program. These will again require a field whose width is that of the processor 
word size. As an example, the SIP processor described in section 9.2.2 uses a 79 bit 
microword.
9.2.2 SISD computers
Most small computers, such as the IBM PC or DEC Micro VAX, manufactured 
today are SISD or serial'. This means that they execute one instruction at a time, 
using a single data stream (usually the memory). Fig. 9.3a shows such a system. 
In Fig. 9.3b, the program and data memories have been separated, whereas in most 
conventional computers they are the same. The I/O  system also has not been shown, 
though the data or results could be passed through such devices rather than using 
main memory. These modifications to the diagram show more clearly the underlying 
principle of the architecture, rather then providing the details.
In addition to the conventional microcomputer, a few other special-purpose 
SISD machines exist. The SIP (Sequential Image Processor) [Edmonds,88] is one such 
example. Here, four high-speed, bit-slice, microcoded processors are used, w ith both 
program and data pipelines to increase execution speed.
The main advantage of the SISD architecture is its simplicity. Since there is 
only one central processor, there is never any conflict over access to memory or I/O  
devices. Furthermore, as humans tend to think in a serial manner, performing one 
action at a time, this is also the easiest way to program. Since this architecture is 
the simplest possible, there is also a cost advantage, with complete systems being
available for well under £1  000.
The main disadvantage with a serial machine for image processing operations 
is its lack of processing power. Fig. 9.3c shows a SISD processor performing some 
function on a 256x256 pixel image array. Since only one item of data can be processed 
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Fig. 9.2b. Diagram of a hypotheticai microcoded processor unit. 














Fig. 9.2c. The microcode word for the processor of Fig. 9.2b.
i/o devices Processor




















Fig. 9.3c. A  SISD machine performing an Image processing 
task. This machine will require one cycle per array element  
to perform an operation on a whole image.
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a single pixel. As an example, consider the case where we require that an image be 
processed in frame tim e’ (i.e. in 1/25 of a second, or 40ms). We shall assume, for 
the sake of simplicity, that fetching the data, processing it and writing back the results 
each take 1 processing cycle. The maximum cycle time is then
40 X 10-^/(65536 x 3) -  0.2;Lts.
Thus a 5 MIPS machine is required even for the simplest of operations. The specialised 
design of SIP is able to come somewhere near this speed, being able to perform a simple 
intensity inversion in 26ms for a 128x128 image [Edmonds,88], and it is possible that the 
forthcoming super graphics workstations’ [Sedacca,89] may be able to provide enough 
processing power, though at a high cost. However, most current microcomputers are 
still inadequate for real-time image processing.
9.2.3 SIMD computers
Most of the large ‘array processors' built have been SIMD machines. Fig. 9.4a 
shows a schematic view of such processors, whilst Fig. 9.4b shows a more realistic layout 
of the processing elements (PEs) for a small two-dimensional array. It is assumed that, 
in addition to a single program memory, there are common clock and control lines for 
all of the PEs.
SIMD processors typically have quite a large program memory, this being pos­
sible because it is shared over the whole array. However, since the data memory is 
repeated for each processor, this has to be kept small. The amount provided per 
processor is usually determined on grounds of cost and ease of system construction (a 
computer w ith a separate memory chip for each of, say, 16384 processors would take 
up a lot of space). The minimum that would be required is enough for two images 
along with a few constants and intermediate results. Similarly, the logic units w ithin 
each PE are kept simple, with bit-serial units being the most common.
A few of the more recent SIMD processors will be described here as typical 
examples. The NPL LAP (Linear Array Processor) [Plum mer,82][Edm onds,88] is a 256x1 
linear array of bit-serial processing elements. The memory provided is 16K 24-bit 











































Fig. 9.4b. Typical structure of a SIMD array processor.
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one row o f processors in the LAP, each line of the image is processed separately. 
Data for windowing operators is obtained from adjacent processors horizontally, and 
by remembering the contents of previous scan lines vertically. Note that, since there 
is no data ‘ look-ahead’ system, a window operator cannot be performed until the last 
line has been accessed, and hence images tend to creep downwards in memory. This 
is corrected for by adjusting the tim ing of the data readout from memory on the next 
pass.
Most SIMD processors use a square array of PEs. Three examples of these are 
the CLIP4 (Cellular Logic Image Processor 4) [D uff,78] designed at University College 
London, the ICL DAP (Distributed Array Processor) [Reddaway,79] and the Goodyear 
Aerospace MPP (Massively Parallel Processor) [Batcher,80]. The CLIP4 processor is a 
96x96 array of simple bit-serial PEs. Each is equipped with 32 bits of local memory. In 
the older versions, the machine was provided with a local ‘kernel’ memory for holding 
subroutines, w ith calls being initiated by the host processor (DEC PDP-11 or SUN), 
now all instructions originate from the host at run time. Each PE may be linked to 
either four, six or eight neighbours, under software control (Fig. 9.5).
The DAP is a 64x64 array of 1-bit PEs, each of which has access to 4K bits 
of the host computer’s memory. W ithin the DAP is a 60x32-b it instruction buffer, 
w ith the program being downloaded from the host ICL 2900 mainframe. The PEs are 
connected to each of their four neighbours. Features of the DAP include an ‘activity 
b it ’ , the use of which is described below, and the ability to link the carry bits of 
horizontally adjacent PEs so that the array may act as a 64-word 64-bit W PBP linear 
arrayj.
Lastly, the MPP is a 128x128 arrayj and again uses bit-serial PEs. In the 
original, each PE is provided with IK  bits of memory, though this is expandable up to 
64K. As w ith the DAP, PEs are all connected to their 4 neighbours. Edge PEs can be
t  This feature is useful for “ numbercrunching", though not necessarily for image 
processing. The DAP is designed to be a multi-purpose machine.
t  Strictly, it is 132x128, but the extra columns are kept as spares in case errors 
are detected in any of the PEs. The array has a set of bypass gates, so that whole 




Fig. 9.5a. Connectivity for the CLIP4  
array, black lines are for a 4-connected  
pattern, while grey lines indicate optional 
extra links for 8-connected array.
Fig. 9.5b. Links for 6-connected mode 
of CLIP4
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left unconnected on the outside, or a wraparound can be added, either w ith or w ithout 
a singe-row vertical shift (which would allow the MPP to emulate a 16384 element 
linear array).
There are two principal advantages of a SIMD array. The first is simply one 
o f speed. Even though the PEs are rather primitive, requiring many instruction cycles 
even for simple additions (The CLIP4 takes 9 cycles, while the DAP needs 27, to 
perform an 8-bit addition [Gerritsen,83]), the large number of elements considerably 
increases the number of calculations that can be performed per second. This is very 
useful where the data consists of a large array of small integers, as in the case of an 
image. As an example, the Sobel filter takes 4204ms for a 128x128 image on a DEC 
PDP-11/73 minicomputer, and only 37.4ms on the LAP [Edmonds.88]. The second 
advantage of a SIMD array processor is in programming for large numbers of pixels. In 
a conventional SISD environment, nested loops are frequently required to access each 
o f the pixels in turn. On a SIMD machine, the loops are implicit in the 2-dimensional 
nature o f the hardware. Furthermore, depending on the design o f the PEs, it may be 
possible to write the results back to the same memory location as that from which they 
were read. Although this facility is usually available on a serial computer, problems will 
arise in computing window operations where already processed data would be used, 
rather than the original, as illustrated in Fig. 9.6.
There are several problems encountered when using SIMD processors. Some 
operations may be more efficient to implement serially, or may require ‘ random access’ 
to  pixels in the array -  the Hough transform being a useful technique which falls into 
the latter category. In general, parallel algorithms can easily be implemented on serial 
machines, though possibly requiring an extra image plane, whereas serial algorithms 
cannot run on parallel ones§. Even when the serial operation can be converted to 
parallel, it is often clumsy and inefficient.
Since the individual processing elements in SIMD machines tend to be very 
simple, special programming techniques may have to be developed in order to make 
use of the lim ited number of logical or arithmetic functions available. In addition the
§ strictly speaking, it would always be possible to run serial algorithms on one 
PE of a parallel system, but this would be extremely inefficient.
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Fig. 9.6. Problem of performing parallel 
operations on a serial processor. When  
processing a window of an array on a 
SISD machine, the shaded pixels will 
already have been processed. If results 
are copied back to the same Image plane, 
then erroneous results will be produced 
on parallel algorithms.
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small amount of data memory provided may require careful programming in order to 
reuse redundant variables.
Although the increased number of processors should give a proportionate in­
crease in speed, this may not be the case whenever only certain parts of the image 
are of interest, for example in edge location after an enhancement operation. Pro­
cessors outside these areas must lie idle for some time, this being achieved either by 
the use of an activ ity b it which enables or disables the operation of the PE depending 
on its state, or by ensuring that the program will produce null results when fed w ith 
"uninteresting" data.
Finally, although the processing may be done in two dimensions simultaneously, 
it is not normally practical to move the images into and out of the array in a like 
manner. In the examples given, the data is shifted in by rows (CLIP4 and M PP) or 
columns (DAP). Thus data I/O  will take as many processor cycles as one dimension 
o f the array, which could easily be as long a time as the program itself. On the MPP, 
this problem can be reduced by shifting image data in and out while the processors 
are using only local RAM.
9.2.4 MISD computers
By analogy with Figs. 9.3b and 9.4a, one would expect a MISD machine to 
look like Fig. 9.7a. However, such a machine would be of very little  use, w ith, perhaps, 
simultaneous calculation of Sobel x- and ^-components being one exception. A more 
practical machine is shown in Fig. 9.7b. This again only has a single data stream, even 
though each PE is working on separate data. Such a machine is said to use pipelined 
data (as opposed to pipelined instructions, which are common and may be found in 
any class of machine). Although such a structure could be used effectively for image 
processing tasks, no general-purpose machine of this class exists [H w a n g ,85].
9.2.5 M IM D  computers
The requirements for a MIMD processor are that the PEs run with independent 
data and instruction sets -  Fig. 9.8. Although many of the current mini- and main­
frame computers can thus be classed as MIMD, in that they have several processor 
boards in one box, such machines are not particularly relevant to the discussion here
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as (a) they are too expensive for industrial inspection tasks, and (b) the operating 
systems o f such machines are designed to hide the architecture from the users, making 
it d ifficu lt to  arrange when, or on which processor unit, each parallel segment o f the 
program will be run.
Until recently, the absence of specially designed parallel processing units has 
required tha t M IM D systems be built out of conventional microprocessor units. An 
example o f this is the Carnegie-Mellon University C.mmp [Hw ang,85], which is made 
from 16 PDP-11 processors configured as in Fig. 9.9. Although such machines are 
usable, the processors employed were not designed for multiprocessing, and the result 
is rather clumsy.
This problem was solved recently when Inmos introduced the transputer [In- 
m os,87]. Each processor unit is provided with four high-speed bidirectional data links, 
which may conveniently be joined up to form a 2-D array (Fig. 9.10a). Each is also 
equipped w ith a small amount of on-chip RAM (2K bytes for the T414, 4K for the 
T800), and has the ability to boot either from ROM or via a link.
In addition to the conventional 2-D array, the flexibility of the transputer allows 
alternative structures, such as the hypercube. Fig. 9.10b, and pyramid. Fig. 9.10c 
[Rosenfeld,83j. Two-dimensional versions of the pyramid are also possible [Lane,89], and 
may be more appropriate for image analysis applications. It is generally held tha t these 
new architectures are potentially very useful, but exploring these uses is still at an early 
stage.
The greatest advantage with MIMD computers, as with SIMD ones, is the 
increased speed over a single processor. Unlike the relatively simple PEs o f a SIMD 
machine, those of a M IMD machine are usually fully-fledged microprocessors w ith the 
same functionality as those of SISD machines. This makes programming a simpler 
matter, leaving only the task of creating parallel programs.
Since the PEs are running independently, idle time spent while other processors 
in the network are doing useful work can, to a large extent, be eliminated. In addition, 
since the PEs can run completely different programs, alternative architectures (such 
as the pyramid above) can be developed with different PEs doing different parts of 
the complete pattern recognition task. Thus the lowest level could locate features, the 
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Fig. 9.7b. An alternative pipelined M iSD processor.
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Fig. 9.8. A  MIMD computer architecture.
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16 PEs ( P D P - l l s )
Switching network
Memory units
Fig. 9.9. Schematic diagream of the C.mmp MIMD computer.
Fig. 9.10a. Simple 2 -D  array structure for 
transputers.
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Fig. 9.10b. Hypercube architecture for a M IMD machine. Diagram  
shows links every 1, 2 and 4 processors. This can be extended  
indefinitely to a link per 8, 16 etc. processors. Note that large 
structures may require more links than are available on present 
transputers.
Fig. 9.10c. Pyramid structure for a MIMD machine.
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The main disadvantage of M IMD machines is their cost. When provided with 
their support chips (memory, tim ing, etc.), the cost of each PE can easily exceed 
£ \  000. Thus a complete image-sized array is impractical, and smaller systems have 
to  be produced.
As w ith SIMD computers, MIMD ones also take a significant time to load 
images into the network and to extract the results. In addition, most algorithms 
w ill require some interprocessor communication. Depending on the algorithm and its 
implementation, the time taken to pass messages may be considerable when compared 
to  the tim e spent actually processing. When this happens, the network may give a 
considerably less than linear improvement in performance against number of PEs.
9.3 Program implementation on a transputer network
This section will describe the first stages of implementation of the object loca­
tion program on a small network of transputers. At the time of writing, the parts of 
the program that have been written are -  (1) the Sobel operator, to determine x- and 
^-components, magnitude squared and direction, (2) the Hough transform to detect 
holes in the object and (3) Corner enhancement using the ‘change of direction along 
edge' operator [K itchen,82].
9.3.1 The hardware configuration
Fig. 9.11 is a schematic diagram of the transputer network used. The PC (an 
IBM P C /AT  compatible) downloads the Transputer Development System software 
[Inm os,88a] onto the ‘host' T414. The host then controls the network, w ith the PC 
acting only as a terminal and file server.
The display consists of a Quintek Harlequin graphics board [Q uintek,88], which 
is able to  display an image up to 512x512 pixels. In this application, the screen was 
used as four 256x256 “ virtual" frame stores. The graphics board has its own program 
which is loaded from the host, allowing it to accept simple instructions to display 
images or graphics.
Finally, there are four ‘network’ T800 transputers, each equipped with 1MB of 
memory. The network transputers are used for the bulk of the processing work, w ith 
the host acting mainly as a message-passer between the user at the PC, the display
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and the network. In Fig. 9.11, several of the transputers’ links are not shown. These 
are not used during the execution of the location program, though some are used to 
boot the network.
The system was programmed in Occam, a parallel language developed by 
Inmos [Inmos,88b].
9.3.2 Sobel calculation
At this point, the reader is advised to refer to Fig. 6,5a for a flow-chart of the 
complete program.
Implementation of the Sobel operator is fairly straightforward. Originally, the 
various tasks, such as calculation of the x- and ^-components, were going to be given 
to different transputers. However, this requires a known number of transputers to be 
present in the network before the algorithm can be designed. Instead, it was decided 
to  make each transputer work on one horizontal slice of the image, as in Fig. 9.12. 
Here, it is a simple matter for the transputers to work out for themselves how big a 
slice each should have at run time, and only one program constant needs to be altered 
if the program is to run on a smaller or larger network.
A  The next paragraph is rather complicated. Read carefully...
For program simplicity, each processor is loaded with the entire image, this 
being passed along the chain from the display processor, via the host, to the network. 
Each then calculates the x- and y- components, the Sobel magnitude squared {g^),  
and the blurred image (see section 6.4.4) for their slice, and passes the results back 
to  processor 0. The complete blurred image is then passed back down the chain so 
tha t the edge direction can be found. The technique of passing images up and down 
the line avoids problems at the edges of each slice, since processor 0 can accumulate 
a complete image each time. Again, each processor passes its slice of the direction 
result back up the line so that the data can be built up by processor 0. Fig. 9.13 shows 















Fig. 9.11. Diagram of the transputer system used in 
the implementation of the object location program.
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Fig. 9.12. Partition of the image into slices, with one 
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Fig. 9.13. Calculation of the ‘gradient magnitude squared’ 
component of the Sobel. The image is fed down the network 
from the display, via the host. Each processor calculates 
the gradient for its slice, and then passes the result back 
up to the previous processor, where it is added to that 
processor’s slice, and passed on again.
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9.3.3 The Hough transform
The details of the circle-finding Hough transform have already been dealt w ith 
in Chapter 5, and will not be dealt with further here.
Having performed the Sobel operator, each processor in the network will have 
the X -  y -  and gf^-components already in memory, at least for its slice of the image, 
and so these do not need to be sent back from processor 0. Each processor can 
then calculate the Hough transform for its slice, accumulating the results in a data 
array. Since the transformed points may lie outside the processor's own slice, after 
performing the transform, the Hough data is passed up the line to processor 0. As it 
passes through each processor on the way, that processor's transform image is added, 
pixel-by-pixel, to the result, so that, again, processor 0 sees the full transformed image.
Following on from this, the Hough image may be passed back up to all proces­
sors so that each can find any hole centres lying in their slices. However, this section 
is yet to be implemented.
9.3.4 Corner enhancing
This stage is fairly straightforward and fast. Again, each processor applies the 
‘change o f direction along edge’ operator across its slice of the image, and the results 
are passed back to processor 0. Following on from this, the processors will locate any 
corners in their section of the image.
9.3.5 Preliminary results
Table 9.1 shows the execution times for the Sobel operator, the Hough trans­
form and corner enhancement (excluding the time taken to actually locate the features 
after they have been enhanced), both for the original MicroVAX implementation of the 
program, as well as for the transputer network. To see how the speed varied with the 
number of transputers, the program was recompiled to run on different of processors, 
from four down to one. The image used for these timings was that of Fig. 6.13a, and 
is 256x256 pixels.
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Hardware Sobel Hough corner
MicroVAX 31580 3510 15170
4 T800s 6360 7340 2170
3 T800s 7760 6370 2660
2 T800s 10890 5340 3640
1 T800 20530 4470 6690
Table 9.1. Execution times (in milliseconds) for the Sobel, the Hough transform and 
corner enhancement for the MicroVAX and transputers.
Several interesting points arise from this data. Even running with only one 
transputer in the ‘network’ , the program still runs faster than on the MicroVAX. 
This implies that a simple transputer-based system is more suitable for high-speed 
processing than the relatively expensive VAX computer.
The speed of execution does not increase linearly with the number of proces­
sors. The Sobel calculation and corner enhancement show the typical case where, as 
more than two processors are added, the time spent communicating becomes a signif­
icant fraction of the total. In both cases, the speed roughly doubles from one to two 
processors, but the improvement as successive processors are added becomes succes­
sively less. The Hough transform clearly shows that the algorithm, as implemented, is 
extremely non-parallel, in that the execution time actually increases w ith the number 
o f processors. Possible explanations for this, as well as alternative approaches, are 
discussed below.
9.3.6 Speeding up the Hough transform
There are two possible explanations for the poor performance of this implemen­
tation of the Hough transform. First, the passing back and forth an entire transform 
image in order to ensure that a few points lying outside each processor’s slice are not 
lost is rather wasteful. It is for each processor to calculate the Hough transforms of 
interesting image points, and a message-passing scheme could be set up to send this 
data to the host transputer where it can be accumulated. An alternative would be
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for each transputer to accumulate those transformed points that lie w ithin its slice. 
However, this would require a more complicated bidirectional message-passer.
The second bottleneck would also be relieved by the scheme proposed above. 
A t present, while the transform images are being passed back, each transputer adds 
its transform space pixel-by-pixel to the image it has just received. During this time, 
the other processors must lie idle, and a significant proportion of the power of the 
M IM D  network is wasted.
Fig. 9.14 shows how this new scheme has been implemented, and Table 9.2 
shows the speed improvement produced. These times compare well w ith the figure of
3510ms for the MicroVAX.%
Hardware old Hough new Hough
4 T800s 7340 620
3 T800s 6370 650
2 T800s 5340 590
1 T800 4470 680
Table 9.2. Execution times (in milliseconds) for the original and improved implemen­
tations of the Hough transform.
9.3.7 A few notes on the transputer implementation
Two points, which have not been brought out so far, are relevant to  the dis­
cussion here.
First, it is interesting to note that the transputers are running in "near-SIMD" 
mode in this program. Each is fed with a copy of the same program, and each is 
running approximately in step. If a program is to be able to run on an arbitrary 
number of processors, this is probably a necessary requirement. The alternative is to 
assign each processor a separate task, but merging or splitting these tasks would be 
d ifficu lt if processors were taken away or added.
Second, the processors here are working on slices of the image with fixed size 
and position. An alternative approach, often used with transputers, is farming. In such
*The fluctuations in the results for the new Hough transform are rather 
inexplicable theoretically and in fact are most likely to be systematic errors 

























Fig. 9.14. Revised implementation of the Hough transform on a 
network of four transputers. Each of the network processors is 
running two processes concurrently, with the message passer 
being given higher priority.
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a program, the host transputer would in itia lly allocate a small slice to each processor, 
and would receive back and accumulate each of the results. As soon as any processor 
had completed its task, it would be allocated a new slice to process. Such a system has 
not been implemented here since the time taken to process each pixel is approximately 
constant, and the four processors would end up working on roughly equal areas of the 
image anyway.
9.4 Conclusions
This section will discuss various points that can be learned from the two sections 
of this chapter.
9.4.1 Hardware review
It has been clear for many years that a single-processor serial machine will have 
d ifficulty in performing typical image processing tasks in a reasonable time. In order to 
improve execution times, several SIMD machines have been developed which use many 
simple processing elements, each working simultaneously on different pixels. These 
machines run considerably faster, but are more difficult to program than conventional 
microprocessor-based machines, and have limited flexibility. Recently, especially with 
the advent of the Inmos transputer, it has been possible to develop M IM D machines. 
Although, for reasons of cost, these usually have fewer PEs than the SIMD processors, 
they do offer a considerable speed improvement over serial machines while still offering 
flexib ility and a more natural programming technique.
From the discussion above, for high-speed industrial applications several archi­
tectures present themselves. These are:
1) A conventional serial processor with purpose-designed boards for specific low-
level image processing tasks,
2) A serial processor acting as a host for a high-speed SISD processor, such as 
SIP,
3) A serial processor acting as a host for a SIMD array processor, or
4) A network of M IMD processors, such as transputers.
Obviously, other combinations, such at the use of both SIMD and M IM D pro­
cessors are possible, but cost will usually rule these out.
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Of the list above, architectures (1) to (3) will be best suited to those cases 
where a series o f simple processes (filtering, feature enhancement, etc.) is followed by 
a decision-making process which requires little  computation -  this last step being done 
on the host. Of these (1) is the least flexible, but will require the least development 
provided suitable hardware is already available. If not, then hardware development is 
likely to  be too expensive. Option (2) is more flexible where the exact requirements of 
the system may change with time. The main consideration here is whether the single 
processor, however fast, is sufficient for the task. If not, (3) should be considered as 
a viable alternative.
Finally, there is the case where the high-level processing forms a large part of 
the application. In this case a SIMD host would be the main bottleneck, and a M IM D 
architecture (4) would be required. The object location program presented in Chapter 
6 is probably an example of this class of application.
9.4.2 Transputer implementation
This work has shown that, under the right circumstances, a modest network of 
transputers can improve the execution time of an algorithm considerably. However, it 
is clear that
1) Despite the quoted link bandwidth of lOM bit/second [Inm os,87], the time taken 
to send data between processors can be considerable. Thus sending entire 
images around the network simply to avoid problems at the boundaries of each 
processor's area is wasteful. It is more efficient for the host processor to send 
only the information that each transputer requires. Similarly, processors should 
only send back useful data (e.g. coordinates of Hough-transformed edges) 
rather than image planes.
2) Even more important, the program design should avoid times where only one 
processor is doing useful work, as when the transform image is being accu­
mulated and passed up the line in the original Hough transform. In each case 
where this occurs, the algorithm must be rewritten to use a different technique. 
From (1) above, it seems reasonable to assume, then, that conventional net­
works of transputers are not ideally suited to the lower-level image processing tasks 
where a large amount of information transfer is necessary between processors. In­
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stead, they are better suited to applications where each processor is running nearly 
independently. However, given careful programming, a small transputer system will 
still outperform a serial computer with similar individual processor power on all normal 
tasks.
It is hoped that the graph-matching stage of the object location program, 
which is yet to be implemented on the multi-transputer system, will show a more 
linear increase in speed with the number of processors. Here, each network processor 
w ill be given complete copies of the sets of model and unknown object features, and 
a farm ing process on the host will allocate subgraphs for each to investigate. Since 
the only data passing required will be a few bytes from the host to indicate which 
unknown object to start from, and a reply from the network processor to indicate 
whether the match was successful or not, data bottlenecks should not be a problem. 
The only problem that might occur is when two or more processors are investigating 
the same object but working from different ‘centre points'. A mechanism will have to 
be developed to avoid this unnecessary duplication of work.
In conclusion, it has been shown that a small M IMD system can significantly 
outperform a serial computer for general image analysis tasks, but the programming 
must be done in a carefully considered manner so as to keep data transfer between 




I... begin to  be weary of w riting ... I th ink  i t  high tim e to hasten to a 
conclusion.”
Boyle, Occas. Refl. (1665)
10.1 Overview of Chapters 3 to 6
This thesis has been split into two parts. The former, and larger, part concerned 
general industrial inspection systems.
Chapter 3 presented a short review of current commercially produced inspection 
systems. These generally consist of a general-purpose host computer (which may be 
specially built, or a standard PC), custom-designed high-speed processing boards for 
specific functions, and a software library or programming language with which to 
develop the required programs. While the hardware provided with these systems is 
usually fast at performing the low-level filtering and convolution functions which are 
necessary in a complete system, little  attention has been paid by the designers to the 
medium-level feature extraction and high-level scene analysis operations. This has led 
to  systems tha t are cheap and fast, but (unless the user is prepared to perform a great 
deal o f programming himself) these are useful for only a limited range of operations.
One of the simplest ways of locating objects in an image is by recognising 
relatively rare features (such as corners, arcs and straight lines) w ithin the large array 
o f data forming the original image, and deducing the object’s position from that of 
the located features. It is not surprising, then, that several algorithms have been 
developed over the past few years to find these features. However, the results of these 
algorithms vary greatly when presented with typical off-camera images. The problem 
is frequently that the mathematical bases on which they are founded do not apply 
to  spatially-quantized, intensity-quantized, noisy images. Chapters 4 and 5 presented 
comparative experiments on several corner and small hole detection algorithms, some
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from existing literature and some new ones, in order to determine which worked better 
on typical images. Although the theoretical basis for each was given in the respective 
chapters, this was considered secondary to the real problem of reliably locating the 
features in the shortest possible time.
The tests showed that the effectiveness of corner detecting algorithms varied 
greatly. O f those examined, four were nearly useless on the test images with the 
remaining four being able to recognise most corners in a well-behaved image. However, 
‘ inconvenient’ features, such as thin straight lines and noise spots, could confuse those 
operators which looked only for the difference between edge gradient directions within 
a window. This left the ‘change of direction along edge’ and the ‘turning of a fitted 
surface’ algorithms [K itchen,82], both of which attempt to find the difference in gradient 
direction running along the edge. These two proved quite reliable and, since the former 
was the simpler, it was the one chosen for the work in chapter 6.
The distinctions between the six hole detecting algorithms was rather less clear- 
cut, except that it was soon apparent that a traditional template-matching algorithm 
was not only unreliable, but far too slow to be of any practical use. Davies’ lateral- 
histogramming program [Davies,87b] proved to be by far the fastest of those tested, since 
most o f the searching was done in two one-dimensional histogram arrays, rather than 
a fu ll two-dimensional image. Unfortunately, the histograms would rapidly become 
confused if the image presented was complex, and a system of subdividing the image 
would be required, increasing the algorithm complexity.
The small-hole standard and high-resolution Hough transforms operated just 
like any other circular feature finding versions of the transform, detecting any circu­
lar arc o f approximately the correct radius. Depending on the nature of the image 
expected, this lack of discrimination may or may not prove a problem. The new al­
ternative Hough transform worked reliably and quite fast, provided the holes expected 
were not too small (about 2 pixels radius minimum). For smaller holes, edge aliasing 
steps would frequently be mis-detected. Finally, the heuristic algorithm of Kelley and 
Gouin [Kelley,84] was highly reliable at detecting holes of a given size range (though not 
necessarily circular ones), and also ran quite fast, but had a rather poor accuracy.
At the end of Chapter 5, therefore, it was impossible to state categorically 
which o f the algorithms were better, and so a list of possible candidates was presented,
250
depending on which properties (speed, accuracy and robustness) were most important 
to  the user.
Chapter 6 took two of the best algorithms from chapters 4 and 5 -  the change 
of direction along edge operator [K itchen,82] to find corners and the circle-finding Hough 
transform [K im m e,75] [Ballard,81] to find small holes -  and used them as the basis for a 
simple object location program. The aim of this program was to provide the fastest 
possible match, assuming that the data is fairly reliable. The approach used was 
tha t o f attempting to match each feature in the scene with one in a model. If the 
match failed, the program backtracked, attempting to f it another model feature to the 
unknown one, or, if that also failed, rejected that unknown feature (at least for the 
time being) to investigate another.
This program does have its lim itations. The first is in situations where the 
observed object almost fits the model in several different positions or orientations. 
In this case, the program will pick the first near match it comes across, w ithout 
investigating the others. This is an unavoidable consequence of the speed optim ization, 
which allows large numbers of possible matches to be ignored once those features have 
been used to form a complete object match.
Another of the lim itations is more fundamental. The program of Chapter 6 can 
be represented by a simple linear flow-chart, as in Fig. 10.1. However, it is generally 
held tha t a feedback ( ‘ relaxation’ ) approach will give more reliable results. Fig. 10.2 
shows a more sophisticated algorithm. Here, where features are expected but not 
found, the feature detection parameters are loosened, in case the feature did exist 
but was lost because of bad parameter selection. Similarly, adjustments are made to 
suppress features which do not f it  the model. Again, although the relaxation techniques 
are better at locating objects in poor images, the increased program complexity and 
repeated feedback would lengthen the execution time unacceptably. Thus the program 
presented here makes an unavoidable compromise between speed and exhaustiveness. 
Here, speed was given precedence, so that the matching could be done in near real-time 
for reasonably simple scenes.
The main bottleneck in the current MicroVAX implementation of this program 
was the feature extraction stage. Calculating the Sobel edge parameters and using 
these to find holes and corners took about 80 seconds (while the matching stage could
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U se m atched features  
to locate object(s)
M atch features to 
those in model
Locate  features in 
unknown scene
Fig. 10.1. A  simplified flowchart showing  
the operation of the object location  








Any features not found 
w here  expected?
Use matched features 
to locate object(s)
Any features found 
which don't match?
Match features to 
those in model






Relax thresholds w here  
feature(s) expected
Tighten thresholds 
w here feature(s) found
Fig. 10.2. A  more complex ‘ relaxation’ algorithm. This uses feedback to 
enhance w e a k  features and suppress extraneous noise.
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take as litt le  as 30ms). In an a ttem pt to  improve th is performance, the a lgorithm  is 
currently being re-implemented on a small transputer network. The prelim inary results 
o f th is were given in Chapter 9.
10.2 Overview of Chapters 7 and 8
These two chapters presented case-studies o f four real inspection problems. 
Each involved the location o f any defects in a different heat-sealed plastic food packet.
Chapter 7 presented the problem o f locating holes in dark-coloured biscuit 
packets. These defects are visible, since the lighter-coloured biscuits inside show 
through, creating a light blob on the image. Two problems presented themselves. The 
firs t was where the fo ld ing  o f the packet at the seal caused the lighter coloured inside 
o f the cellophane to  face outwards. This effect could be reduced greatly by the use 
o f coloured filte rs in fro n t o f the camera, which effectively darkened the blue packet 
areas while leaving the orange-brown biscuit visible.
A more serious problem was tha t o f glints from  the shiny plastic surface. Since 
the packet seal was highly uneven, simply shining the ligh t onto  the packet from  an 
angle proved insufficient -  Fig. 10.3. Instead, a system o f m ultip le  switched ligh t 
sources was developed. By taking several images in succession, each illum inated from  
a d ifferent angle, it was possible to  ensure tha t at least one o f the images did not 
have a g lin t in any given position. By perform ing a 'near-m in im um ' operation on the 
corresponding pixels o f the images, the glints could easily be removed w ith o u t losing 
the view o f the biscuit through any holes in the packet. Having done this, any defects 
could be located by thresholding and looking for large blobs.
Chapter 8 presented work on three more heat-sealed packets. In each case, the 
aim was to  find defects in the sealed packet edge (Fig. 10.4). Two o f the programs 
presented here were quite simple. On the peanut packets, the edge had a regular series 
o f creases across the packet. If there was a fau lt, this pattern would be in terrupted by 
wrinkles running perpendicular to  the creases. By means o f suitably angled illum ina ­
tion , it was possible to  enhance any wrinkles and creases, and a simple edge-detection 
operator could be used to  locate any edges running at the wrong angle.
Again, the firs t sausage packet inspection example was quite simple. Since the 
packet edge in this case was meant to  be smooth, all tha t was required was to  find
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Fig. 10.3a. Illumination from Fig. 10.3b. Results for an uneven 
an angle to remove glints, surface. This will produce glints 
This Is the Ideal case where whatever the angle of Incidence  
the packet surface Is flat. of the Illumination.
Fig. 10.4. A  typical heat-sea led  
foodpacket with wrinkle defects 
running across the seal.
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any edges w ith in the appropriate region. In order to select the region of interest either 
for this, or for the peanut packet application, a simple histogram analysis system was 
devised which made use of the varying intensities of the background, packet edge and 
packet body.
The final example application of Chapter 8 concerned the detection of faults 
in a second type of sausage packet. The seal here had a regular dot pattern, so it was 
decided to  produce a program which would inspect this pattern for any gaps. Since 
the exact position and size of the pattern was not known beforehand, and the lighting 
could vary between samples, this required a system where the model of the packet’s 
dots was derived from any real dots present on the packet thus;
1) Locate the packet edge, then enhance and extract any dots present,
2) Measure the spacing and orientation of the dot pattern, and find a reliable dot 
on which to centre the model,
3) Measure the brightness and contrast of the packet edge,
4) Use the results from (1) and (2) to produce a model of an ideal packet edge, 
and
5) Compare the model w ith the original.
Obtaining sufficient accuracy in the measurements of step (2) proved to be 
d ifficu lt. This was largely overcome by splitting the image into two halves, thus 
doubling the maximum allowable percentage error. The matching scheme used at the 
end of the program -  finding the standard deviation of the intensity difference between 
the model image and the original -  did not work as well as hoped, and this step would 
benefit from further work. Another matching scheme which is more likely to produce 
reliable results was given in subsection 8.5.3.
10.3 Overview of Chapter 9
This chapter reviewed the various computer architectures that can be used for 
image processing and analysis. Following on from this was a preliminary report on the 
implementation of the object locating program of Chapter 6 on a small network of 
Inmos transputers.
The review of architectures was broken down along the lines o f Flynn’s classifi­
cations [Flynn,72]. It has been shown that a conventional SISD or ‘serial’ machine would
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have to  be very powerful to perform useful image processing functions in real-time. 
Those machines that do exist w ith such a capability are either highly specialised or too 
expensive for industrial inspection tasks. For several years, the solution to this prob­
lem has been to build SIMD machines. These use many simple processing elements 
to  perform standard image processing tasks very rapidly. Unfortunately, the design of 
these machines does not allow the efficient implementation of certain serial algorithms, 
such as the Hough transform, nor the higher level graph-matching functions necessary 
for a feature-based recognition system.
The solution to this problem appears to be in M IM D computers, where the 
individual processors can operate independently of each other, even to the extent 
o f running completely different programs if necessary. However, the expense of the 
individual processing elements means that practical M IMD machines tend to be smaller 
than similarly priced SIMD ones. Thus a tradeoff is inevitable between speed and 
flexibility.
The second half of this chapter dealt with algorithm implementation on a 
M IM D  array. At the time of writing, this project is only in its early stages, and hence 
only the preliminary results could be given. The reason for presenting the early results 
here is to give some idea of the speed enhancements that can be achieved with a 
low-cost M IM D system. The three sections of the algorithm implemented so far are 
the Sobel operator, the Hough transform and corner enhancement.
Each algorithm was implemented on all four transputers in the network, with 
each working on an equal-sized horizontal slice of the image. For simplicity, all trans­
puters had a complete copy of the original image, and each passed its results back to 
the firs t processor in the network for accumulation. As indicated above, these were 
the firs t results measured on this system, hence they serve not so much as an indica­
tion o f the power of the transputer network, but as a measure of the efficiency o f the 
parallel algorithm implementations. The results have shown that the Sobel and corner 
enhancing stages are reasonably efficient, with significant improvements in execution 
speed as more transputers are added to the network. However, this improvement is 
not linear, and it may be assumed that data bottlenecks would become significant if 
more than about four transputers were to be used.
The original Hough transform implementation was clearly very inefficient, tak­
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ing longer to  run than on a DEC MicroVAX for one transputer, and even longer as 
more processors are added. This has been tracked down to a combination of data 
bottlenecks and non-parallel program segments. Alternative ways of implementing the 
algorithm were considered, and one of these has been tested and shown to  run about 
ten times as fast.
Once these stages of the location program have been made reasonably effi­
cient, work w ill continue to implement the hole and corner detection (as opposed to 
enhancement) stages, followed by the graph matching section. It is proposed that the 
graph matching stage will make full use of the M IMD nature of the processors, w ith 
the 'host' processor allocating different subgraphs to each of the network transputers 
for investigation. As each finishes its task, it will be allocated a new subgraph. Further 
detail of this forthcoming work is beyond the scope of this thesis, though it has gener­
ally been concluded that M IM D processors are more suitable for these high-level tasks 
than for low-level ones because of the decreased need for interprocess communication.
10.4 Summary
Despite the large amount of work which has been done in the field, many of 
the industrial systems available at the moment seem rather ad-hoc. In a work of this 
size, it would be impossible to completely solve this problem, but it has been possible 
to  address some aspects of the subject.
It has been shown that a sound mathematical basis is not sufficient for a useful 
feature detection algorithm. This is because real off-camera images rarely conform to 
the neat mathematical models used by the algorithm designers. Any useful algorithm 
must also be written with robustness in mind, and, if it is to be useable in industry, 
speed should also be a strong consideration. In the end, however, a proper evaluation 
of differing algorithms requires that they be tested on real images. This has been done 
here for the vital cases of corner and small-hole detection algorithms.
Using two of the best feature detection algorithms tested, a simple and relatively 
high-speed object detection and location program has been devised. The nature of 
the model-based system is such that it could easily be modified to use any features 
for which detection algorithms are available, rather than just using corners and holes 
as it does at the moment. It is assumed that once the object has been located to  a
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fa ir degree of accuracy, another program will either guide a robot to pick it up, or will 
inspect the item for any defects.
It soon became apparent that, although the feature-to-model matching scheme 
adopted was quite fast, the time overheads produced by the feature detectors were 
excessive when the program was implemented on a conventional serial minicomputer. 
To alleviate this problem, the program is currently being rewritten in Occam  to run 
in parallel on an Inmos transputer network.
Although many industrial inspection problems are solvable using off-the-shelf 
standard algorithms, there are other tasks where the nature of the product is less 
well defined. The examples from the food industry presented in the later chapters of 
this thesis show four such examples. The difficulty and completeness of the solutions 
proposed has varied. Unfortunately, there are no fixed rules that are applicable, and 
the algorithms must be devised on an intuitive basis. One important point that these 
examples have shown is that the lighting arrangements are just as important as the 
programs in cases where the surface is shiny and uneven. W ithout proper illum ination, 
glints can swamp a great part of the useful data, making interpretation difficult or 
impossible. Here, application of several different light sources, suitably placed, has 




Chapter 2 presented the algorithm of a simple serial thinning algorithm. Since 
it is not directly related to the rest of the work in this thesis, the detailed discussion 
o f the algorithm has been placed in this appendix.
Let
7
X ~  ^  © f^c+1
A;=0
(using modulo 8 arithmetic),
7
x' = A tth) © ( ik+i  A mT+T)
k= 0
where M  is the image of marked points (see below) and
=(7
k= 0
where the neighbourhood pixels iq to 17 are arranged
23 12 ^1
Î 4  ^0
is Î6 i l
The symbol ‘ 0 ’ denotes the exc /us /V e-0 /?  operation. The algorithm is then:
R E P E A T
F O R  A L L  x,y DO {sequentia lly}
IF  p ixe l =  1 TH E N
m ark pixe l i f  y =  2,% ' =  2 and 2 <  cr <  6 
E N D IF  
EN D D O
remove all pixels which have been marked 
U N T IL  no more points have been removed
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Three measurements are made on the local neighbourhood to determine 
whether or not a pixel may be deleted, these are:
X ,  the crossing number, which measures the number of black-to-white or white- 
to-black transitions in a 1 pixel radius shell around the centre. This number is 
always even; a result of 2 indicates that one edge is present in the window, 4 
indicates two edges, and so on. 
x ',  the crossing number excluding all marked points, i.e. as if they had already 
been removed.
cr, the number of white pixels in the window, excluding the central one.
Four tests are made on these measurements, and the reasons for each are as
follows:
Test (1), X =  2.
This ensures that large objects will be eroded evenly from all sides. Fig. A . l 
shows a block of nonzero pixels. Only pixels which are adjacent to an edge will be 
removed, and thus one layer of pixels will be deleted with each pass of the algorithm.
Test (2), x ' =  2.
This test ensures that lines one or two pixels wide will not be broken. If x ' >  2, 
then two edges will be present in that window once all marked pixels have been re­
moved. If two or more edges are present, then it is likely that a unit-w idth line has 
been located (Fig. A.2a), in which case the central pixel must not be deleted. The 
test X =  2 is insufficient to prevent lines two pixels wide from being broken, since both 
sides of the line would be marked, as illustrated in Fig. A.2b.
Test (3), a > 2 .
If 0- =  1 then a line end has been located, since the centre pixel has only one 
nonzero neighbour. In this case, the centre should not be removed, in order that line 
ends will be preserved. This test is not perfect -  in particular, lines two pixels wide 
are not preserved by this test, and may be eroded (though never broken).
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Test (4), (7 <  6.
This allows for the special case illustrated in Fig. A.3a. Here the pixel marked 
'X ’ passes the criteria that % =  2, =  2 and <r >  2, however removing it would
produce an unwanted hole in the shape being thinned, and this test detects this one 
case. Note tha t once this hole had been made, the pixels around it would never be 
removed, since would be greater than 2. Again, this test is not perfect, as the 
shape of Fig. A.3b would never have any pixels removed, even though a small degree 
of thinning is possible. However, such cases are rare in real images.
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Fig. A.3a. Use of the sigma<7 rule. 
Without this condition, the point marked  
‘X ’ would be deleted. This would produce 









Fig. A.3b. Problem case with the rule 
sigma<7. The points marked ‘X ’ or ‘Y ’ 
could be removed without breaking the 
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