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Abstract. It is usually said that technical solutions should operate ethically, in 
compliance with the law and subject to good governance principles. In this position 
paper we face the problem of behavioural compliance and law enforcement in the 
case of hate and fear speech online. Law enforcement and behavioural compliance 
are ways of coping with the objective of stopping hate online. We contend that a 
combination of regulatory instruments, incentives, training, proactive self-
awareness and education can be effective to create legal ecosystems to improve the 
present situation.  
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1. Introduction  
Violence is a pervasive phenomenon in contemporary global societies. It has been 
fostered by the expansion of the Internet, social media networks and the fast development 
of the web of data. Violent language reflected in bias attitudes is the first step in the 
pyramids of hate and escalation of conflicts. Even in the most extreme case of inhumanity, 
Rabbi Abraham Joshua Heschel noted how “the Holocaust did not begin with the 
building of crematoria, with tanks and guns. It began with uttering evil words, with 
defamation, with language and propaganda” [1]. This is the opinion of most linguists in 
the 20th and 21st c., e.g. [2].  According to some recent studies, media and the way in 
which minority groups are targeted are fuelling this phenomenon. Dichotomic, binary 
categories, and the practice of depicting non-white cultures as “alien” (“othering”), play 
a major role in reinforcing negative, weak, or fearful images of migrants and refugees 
and spreading xenophobia [3]. 
However, detecting, tracking, and monitoring these particular uses of language on 
the web has turned out to be a difficult task, as it implies a meta-cognitive operation of 
annotating, classifying and clustering terms and expressions from a previous 
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interpretation of their context of usage.  Hate speech can partially be fear speech as well. 
But, what is hate and what is fear disguised by hate speech? [4] Violence attracts, 
fascinates and repeal, as shown by the ‘beautiful’ war images displayed newspapers and 
on the media [5]. 
In this position paper, we contend that (i) it is much better to take a proactive ethical 
stance than adopting a passive laissez-faire approach, (ii) there is an effective possibility 
of making errors of judgment (false positives and negatives), (iii) technology offers at 
present some means to overcome or at least reduce these risks (although not completely), 
(iv) the rise of online hate speech is an indicator of cultural change that should be taken 
seriously, (v) there is no simple solution to stop this based on traditional legal instruments  
(i.e. enactment of rules and enforcement of laws), (vi) hence, some regulatory 
imagination is needed, stemming from a combination of hard and soft law, smart 
regulations, multi-stakeholder governance, policies and ethics.  
    
2. Definition 
The first problem is the meaning of the expression. We can identify three stages: (i) 
before World War II and in the inter-war period hate speech was defined as ‘race hate’ 
or ‘group libel’, (ii) in the second half of the past century, definitions become more 
inclusive and sensitive to victimisation processes, e.g.  Human Rights Watch defined it 
as ‘any form of expression regarded as offensive to racial, ethnic and religious groups 
and other discrete minorities, and to women’ (iii) in the 21st century, even this meaning 
that included all kind of sexual and political biases has been broadened to cover all kinds 
of oppression (religious, cultural, political or technological —i.e. based on the lack of 
knowledge or technological skills) [6]. The idea is that human rights and its political side, 
civil rights, are deemed to empower people; hence, all sorts of humiliation implies a loss 
of dignity that constitutes in itself a form of disempowerment, i.e. an aggression that can 
be qualified as a form of violence. Violence finds its own ‘connectomes’ on the Internet, 
producing a permanent and structural harm that can be easily amplified for political and 
economic reasons [7]. Words create worlds, that is, they shape the very fabric of our 
environment. In “linked democracy” scenarios, this particular threat should be avoided 
and considered the first step to tyranny, thus, a negative condition for the construction of 
the global (linked) space [8].   
This approach represents a turning point that shifts the way in which the 
jurisprudence and legal philosophy of the 20th c. described the problem as a constituent 
of political democracies. The USA is the only Western democracy to exclude any kind 
of legal punishment against extreme forms of language intended to foster hatred in the 
public space.1 Free speech, the First Amendment provision, prevails. Against hate speech 
1 The International Convention on the Elimination of All Forms of Racial Discrimination entered 
into force on January 4th 1969 [28]. It has been ratified by 88 states. The Convention also requires 
its parties to outlaw hate speech and criminalize membership in racist organizations. USA ratified 
the Convention, but upon ratification, it stated  the following reservations: “1.That the Constitution 
and laws of the United States contain extensive protections of individual freedom of speech, 
126
bans one of the more persuasive arguments was advanced by Ronald Dworkin [9], who  
pointed out that law enforcement would deny subjects an adequate opportunity for 
dissent. Freedom of speech ‘guarantees and preserves liberalism's commitment to 
equality by offering everyone an opportunity to speak, whereas any other policy, such as 
state regulation, would fail to offer this equal opportunity’ [10].  This egalitarian 
liberalism has recently been contested by Jeremy Waldron, stemming from [11] the 
perspective of the construction of a public space based on dignity, a human constituent 
that cannot be politically bartered nor negotiated.  
 
3. Technology: fostering dignity  
From a technological point of view the nature of the argument, fostering dignity, has 
been perceived as a real need:   
The exponential growth in the Internet as a means of communication has been emulated by 
an increase in far-right and extremist web sites and hate based activity in cyberspace. The 
anonymity and mobility afforded by the Internet has made harassment and expressions of hate 
effortless in a landscape that is abstract and beyond the realms of traditional law enforcement. 
This paper examines the complexities of regulating hate speech on the Internet through legal 
and technological frameworks. It explores the limitations of unilateral national content 
legislation and the difficulties inherent in multilateral efforts to regulate the Internet. [12] 
In the realms of social media, hate speech is a kind of writing that disparages and is likely to 
cause harm or danger to the victim. It is a bias-motivated, hostile, malicious speech aimed at 
a person or a group of people because of some of their actual or perceived innate 
characteristics [6]. It is a kind of speech that demonstrates a clear intention to be hurtful, to 
incite harm, or to promote hatred. The environment of social media and the interactive Web 
2.0 provides a particularly fertile ground for creation, sharing and exchange of hate messages 
against a perceived enemy group. These sentiments are expressed at news review sites, 
Internet forums, discussion groups as well as in micro-blogging sites. [13] 
We address the problem of hate speech detection in online user comments. Hate speech, 
defined as an abusive speech targeting specific group characteristics, such as ethnicity, 
expression and association. Accordingly, the United States does not accept any obligation under 
this Convention, in particular under articles 4 and 7, to restrict those rights, through the adoption 
of legislation or any other measures, to the extent that they are protected by the Constitution and 
laws of the United States. 2. That the Constitution and laws of the United States establish extensive 
protections against discrimination, reaching significant areas of non-governmental activity. 
Individual privacy and freedom from governmental interference in private conduct, however, are 
also recognized as among the fundamental values which shape our free and democratic society. 
[…] 3.  That with reference to article 22 of the Convention, before any dispute to which the 
United States is a party may be submitted to the jurisdiction of the International Court of Justice 




religion, or gender, is an important problem plaguing websites that allow users to leave 
feedback, having a negative impact on their online business and overall user experience. [14] 
Automated detection, clustering, monitoring and managing, and tracking on real 
time are the most common problems. Several approaches have been proposed so far, 
mostly leaning on NLP, AI and semantics:  (i) classifiers can be used to detect the 
presence of hate speech, using sentiment analysis and subjectivity detection in pre-
defined areas (e.g. race, gender, religion) [35], (ii) lexicons  can be created and also used 
for this purpose, (iii) practical projections to real-world discourses can then be applied 
[16], (iv) distributed low-dimensional representations of hate comments can be identified 
using neural language models that can then be fed as inputs to a classification algorithm 
[14], (v) machine learning [15], (vi) annotated datasets, impact of extra-linguistic 
features in conjunction with character n-grams for hate speech detection [16] [17],  (vii) 
qualitative and discourse analysis [16]. The table below displays the top ten expressions 
in Twitter and Wisper [19].  
 
A recent survey on NLP methods also furnishes several examples [20]: 
 
(1) Go fucking kill yourself and die already useless ugly 
pile of shit scumbag. 
(2) The Jew Faggot Behind The Financial Collapse 
(3) Hope one of those bitches falls over and breaks her leg 
 
 
While the set of features examined by [20] in the different works present a great 
diversity, the classification methods mainly focus on supervised learning, surface-level 
features to classify, and generic features, such as bag of words or embeddings. According 
to the authors, character-level approaches work better than token-level approaches, and 
lexical resources, such as list of slurs, may help classification, but usually only in 
combination with other types of features. A benchmark or annotated dataset would be 
needed, as inferences, suppositions and associative tropes are difficult to detect and could 
benefit from a semantic approach considering the contexts and possible scenarios.  
An interesting approach is taken when annotations and descriptions are ground on a 
crowdsourced-bases. Oboler [21] identified ten years ago the main elements of 
antisemitic discourse in social media —what he called “antisemitism 2.0”— as follows: 
(i) The content denies its antisemitic nature; (ii) it promotes antisemitic tropes , (iii) it 
claims its message is a legitimate view people should be free to hold (no different from 
128
choosing to support a particular sports team), (iv) the content is designed to go viral by 
making sharing the content both technically easy and socially acceptable in social media, 
(v) the audience is not the dedicated antisemites but rather the susceptible public. 
The next stage has been the creation of social and collective bonds, seeking for 
awareness and participation [22] [23]: 
 
Based on the recommendations of the Global Forum, the Online Hate Prevention Institute 
(OHPI) in Australia developed FightAgainstHate.com, a cloud based tool for reporting, 
monitoring, and measuring the response to online antisemitism as well as other forms of 
online hate. Using the tool the public can report various types of online hate speech and assign 
both a category and sub-category to the hate they report. 
4. Regulatory models: socio-legal ecosystems  
How should hate speech be effectively regulated? How can compliance with universal 
values such as peace and tolerance be achieved?  
Banks [12] suggests that “a broad coalition of government, business and citizenry is 
likely to be most effective in reducing the harm caused by hate speech”. 
This is a reasonable goal, but not easily achievable. Some governments can use hate 
speech for other political reasons —e.g. to prosecute citizens participating in 
demonstrations.  
We think that what is required is a set of regulatory tools to create socio-legal 
ecosystems, e.g. patterns of behaviour able to show resilience, i.e. leaning on behavioural 
rather than normative compliance [7] [24] Even though, this is not simple.  
Behavioural compliance has been investigated in organisations, companies, and 
administrations. Several studies highlight the importance of social bonding, social 
influence, and cognitive processing [25] [26]. Deterrence does not suffice [27]. Social 
bonds largely influence attitudes toward compliance and foster the adoption of personal 
codes of conduct. However, social bonds that work against racism are not spontaneous. 
Waseem [17] concludes:  
 
We find that amateur annotators are more likely than expert annotators to label items as hate 
speech, and that systems trained on expert annotations outperform systems trained on 
amateur annotations. 
Thus, expert knowledge, guidance (and political will), matter [28]. To make 
effective the protections of the rule of law in the age of linked data, a combination of 
sanctions, training, and educative efforts should be put in place. Therefore, ethics should 
play a new regulatory role on the web of data. We prefer the expression “legal 
governance” rather than “law”. This is a new cultural turn not (or not only) for coercive 




5. Final remarks: behavioural compliance 
We would like to rise some more questions to shed some light on this debate. Behavioural 
compliance is more difficult to achieve than regulatory compliance, for more conditions 
apply to the available regulatory means and instruments. Enforcement can only be a 
component, along with agreement, conformance, and acceptance of values, principles 
and rules. Hence, the acquiescence and cooperation of the subjects must be represented 
as a necessary condition for the regulatory pattern to occur.  
Therefore, the tension between free speech and hate speech limitations cannot be 
solved in one single dimension. At the epistemic level we should introduce (i) the 
complexity entailed by collective interactions and decision-making, (ii) the different 
levels of abstraction in which these concepts are used, (iii) the micro- and macro- societal 
layers in which the implementation of regulations operate.  
Gould observes that ‘hate speech is fuzzed in the abstract but more apparent when 
confronted in person’ [31]. He carried out an interesting empirical analysis, showing that 
despite the judicial hurdles based on the first amendment the concept has pervaded 
American society. We are not facing a discrete category, but a continuum in which 
semantic and pragmatic elements are entangled to produce social adhesion and bonds. 
This would be an example of societal regulation: 
 
Hate speech regulation has permeated other elite institutions like the media and has trickled 
down to influence mass opinion and common understandings of institutional norms. [So] 
extra-judicial law and the power of legal meaning-making […] informal law or mass 
constitutionalism is as powerful as the formal constitution, providing vehicles to change that 
exists without the intervention of courts. [33] 
 
Delgado and Stefancic [32] observe that, at least in USA, there is a tendency to frame 
the debate in “legal” terms, i.e. as one of procedure rather than substance. On the contrary, 
defenders of setting hate speech limitations: (i) ponder the importance of social power, 
and recognize the connection between general, nontargeted hate speech and the rise of 
destructive social movements, (ii) point out that hate speech often targets individuals 
who, by reason of his or her race or physical appearance, have been the object of similar 
attacks many times before.  
Reliability of annotations raise another problem, as “the presence of hate speech 
should perhaps not be considered a binary yes-or-no decision, and raters need more 
detailed instructions for the annotation.”  [33] Researchers working on a German hate 
speech corpus for the refugee crisis in 2016 noticed that building a classifier (i.e. rating 
the offensives of tweets on a 6-point Likert scale) entailed discussions not only among 
raters but researchers, due to personal attitudes.  
The difficulty of automated detections should not be underestimated. In the recent 
First Shared task on Aggression Identification organized with the TRAC workshop at 
COLING 2018, in which 30 teams finally submitted their system, “performance of the 
neural networks-based systems as well as the other approaches do not seem to differ 
much. If the features are carefully selected, then classifiers like SVM and even random 
forest and logistic regression perform at par with deep neural networks” [34]. The task 
was to develop a classifier that could discriminate between Overtly Aggressive, Covertly 
Aggressive, and Non-aggressive texts. The participants were provided with a dataset of 
15.000 aggression-annotated posts and comments (in English and Hindi). Systems 
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obtained a weighted F-score between 0.50 and 0.64. This is consistent with similar scores 
in current researches summarised in this paper (section 3). 
Thus, crowdsourced hate speech reporting face two main challenges: (i) cooperation 
between lay and expert knowledge to annotate the corpus, (ii) the difference between the 
surface of discourse and the environments and contexts that discourses contribute to 
create.  
What is crucial is differentiating between the individual expression and the course 
of collective action in which this expression is embedded. This would help to separate 
hate speech from fear speech. Figures 1 and 2 show how cooperation between lay people 
(reporting), experts (evaluating and counselling) and institutions (receivers) can help to 
solve the puzzle. But even in this case, independent monitoring and evaluation matters, 
as governments may fail in reducing the volume of abusive content on social media 
corporations [36]. In addition, some governments may also divert the definition of hate 
speech, broadening it to target political adversaries.  Thus, hate speech regulations should 
not be understood only from a narrow national perspective, but as a global exercise of 









Figure 2. Facilitation of experts’ tasks. Source: Oboler [23] 
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