Condition Numbers for the Cube. I: Univariate Polynomials and
  Hypersurfaces by Tonelli-Cueto, Josué & Tsigaridas, Elias
ar
X
iv
:2
00
6.
04
42
3v
1 
 [c
s.C
G]
  8
 Ju
n 2
02
0
Condition Numbers for the Cube.
I: Univariate Polynomials and Hypersurfaces
Josué Tonelli-Cueto
Inria Paris & IMJ-PRG
Sorbonne Université
Paris, France
josue.tonelli.cueto@bizkaia.eu
Elias Tsigaridas
Inria Paris & IMJ-PRG
Sorbonne Université
Paris, France
elias.tsigaridas@inria.fr
ABSTRACT
The condition-based complexity analysis framework is one of the
gems ofmodernnumerical algebraic geometry and theoretical com-
puter science. One of the challenges that it poses is to expand the
currently limited range of random polynomials that we can handle.
Despite important recent progress, the available tools cannot han-
dle random sparse polynomials and Gaussian polynomials, that
is polynomials whose coefficients are i.i.d. Gaussian random vari-
ables.
We initiate a condition-based complexity framework based on
the norm of the cube, that is a step in this direction. We present
this framework for real hypersurfaces. We demonstrate its capa-
bilities by providing a new probabilistic complexity analysis for
the Plantinga-Vegter algorithm, which covers both random sparse
(alas a restricted sparseness structure) polynomials and random
Gaussian polynomials. We present explicit results with structured
random polynomials for problems with two or more dimensions.
Additionally, we provide some estimates of the separation bound
of a univariate polynomial in our current framework.
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merical analysis; Computations on polynomials.
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1 INTRODUCTION
The complexity of numerical algorithms is not uniform. It depends
on a measure of the numerical sensitivity of the output with re-
spect to perturbations of the input, called condition number. This
motivates the condition-based complexity analysis of numerical
algorithms. As this analysis is not input-independent, a usual tech-
nique is to randomize the input to obtain a probabilistic complex-
ity analysis that reflects the behaviour of the algorithm in practice.
We refer the reader to [3] for more details about this paradigm of
complexity for numerical algorithms.
After the complete solution of Smale’s 17th problem [17], the
main challenge in numerical algebraic geometry is to extend the
current algorithms and their analysis tomore general inputs, sparse
and structured polynomials. Regarding the solution of sparse poly-
nomial systems over the complex numbers, there is the ground-
breaking work ofMalajovich [19, 20] andMalajovich and Rojas [21,
22]. Additionally, there is significant progress in the probabilis-
tic analysis of the condition number for solving some structured
polynomial systems by Armentano and Beltrán [1], by Beltrán and
Kozhasov [2], and by Ergür, Paouris and Rojas [13, 14].
A common problemwith many of the current techniques is that
they rely onunitary/orthogonal invariance. Developing techniques
that do not rely on this invariance is therefore a central task in the
goal of being able to deal with sparse/structured polynomials and
more general probability distributions. We make another step in
this research direction by developing a condition-based complex-
ity framework that relies on the∞-norm of the cube, and so it does
not rely on the above invariance.
In this paper, we develop the above framework for univariate
polynomials and hypersurfaces. We hope to extend it for polyno-
mial systems in future work. To illustrate its advantages we ap-
ply it to the study of the complexity of the Plantinga-Vegter al-
gorithm [6, 23] and the separation bounds for the roots of a real
univariate polynomials.
In the case of the Plantinga-Vegter algorithm, we are able to
show that this algorithm is efficient (i.e., takes polynomial time on
the average) for a wide class of random sparse polynomials (Theo-
rem 2.10). This significantly extends the results of [7] (cf. [9]). Ad-
ditionally, we also cover Gaussian polynomials, in which all coef-
ficients have the same variance.
We note that our aim is not to show that the Plantinga-Vegter
is the most efficient algorithm for random sparse polynomials, but
that it remains efficient when we restrict it to a wide class of ran-
dom sparse polynomials. A similar approach was employed in [13]
for the algorithm for finding real zeros of real polynomial systems
from [10]. However, unlike [13], our analysis applies to structured
polynomials that are sparse, but with a combinatorial restriction
on the support.We note that our condition is similar to that in [24]
and so is the bound we obtain; the latter is polynomial in the de-
gree and the size of the support and exponential in the number of
variables.
We also note that our bounds depend polynomially on the de-
gree and not logarithmically. The latter would be ideal in view
of the results of Khovanskii˘ [16] and Kushnirenko’s hypothesis,
which bound the size of the Betti numbers of zero sets of sparse
polynomials independently of the degree. However, few progress
have been made in this direction beyond the univariate case [15].
Moreover, many computational problems in real algebraic geom-
etry lack algorithms that are polynomial in the degree, so such
bounds contribute to the state-of-the-art.
In the case of univariate polynomials, our results imply that
the complex roots of a random real univariate sparse polynomial
around the unit interval are well-separated with high probability.
Given than the logarithm of the separation bound is an important
parameter that controls the complexity of many univariate solvers,
this will lead to interesting probabilistic complexity bounds for
these solvers.
Our framework is based on variational properties of the poly-
nomials and considered condition numbers and probabilistic tech-
niques from geometric functional analysis. The former follows the
variational approach to condition numbers of [27, 2§2] and extends [8]
to new norms. The latter has been already applied in [13, 14] and [7],
but our applications these methods takes them to the maximum de-
velopment.
The 1-normon the space of polynomials behaves as the “dual”norm
to the∞-norm on the cube. This norm is naturally suited for subdi-
vision methods on the cube. The analysis of the Plantinga-Vegter
subdivision process using our framework serves the purpose to
convince the reader of the advantages of the new framework for
the analysis of algorithms. It also has the ambition to bring new in-
sights in the study of algorithms in numerical algebraic geometry.
Our approach continues the trend started by [7] of bringing fur-
ther interactions between the communities of numerical algebraic
geometry and symbolic computation.
Notation. Let Pn,d be the space of polynomials in n variables
of total degree at most d , In := [−1, 1]n ⊂ Rn the unit cube
and BC(x, r ) complex disk centered at x of radius r . A polyno-
mial f ∈ Pn,d , is f =
∑
|α |≤d fαXα , even though we commonly
omit the summation index. For X ⊆ Rn , we denote by B(X ) the
set of boxes (i.e., cubes) contained in X . For any B ∈ B(Rn), we
denote by m(B) its midpoint and by w(I ) its width, so that B =
m(B) +w(B)/2[−1, 1]n .
Organization. In the next section, we introduce the randomness
model that we will consider, zintzo random polynomials, and how
our framework applies to the subdivision routine of the Plantinga-
Vegter algorithm. In Section 3, we introduce the norms with which
we will be working and their main properties. In Section 4, we in-
troduce a new condition number adapted to the introduced norms
and we prove its main properties. In Section 5, we develop a proba-
bilistic analysis of the introduced condition number for zintzo ran-
dom polynomials. Finally, in Section 6, we perform the complexity
analysis of the subdivision routine of the Plantinga-Vegter algo-
rithm; and in Section 7, we introduce the separation bound.
2 MAIN RESULTS
In this paper, the main result is a different condition-based frame-
work that allows to control the probability of numerical algorithms
with respect random polynomials that are sparse and don’t have
any scaling in their coefficients, as it has been usual with the so-
called KSS or dobro random polynomials introduced in [7]. We
showcase our techniques with the Plantinga-Vegter algorithm.
2.1 Randomness model
We introduce a new class of random polynomials that is similar to
the class of dobro random polynomials [7]. The main difference is
that we require a scaling in the coefficients of the random polyno-
mials. In this way, the new class is a more natural model of ran-
dom polynomials. Moreover, we explicitly include sparseness in
the model of randomness.
Let us recall some basic definitions.
(SG) We call a random variable X subgaussian, if there exist a
K > 0 such that for all t ≥ K ,
P(|X | > t) ≤ 2 exp(−t2/K2).
The smallest such K is the subgaussian constant of X .
(AC) A random variable X has the anti-concentration property, if
there exists a ρ > 0, such that for all ε > 0,
max{P (|X − u | ≤ ε) | u ∈ R} ≤ 2ρε .
The smallest such ρ is the anti-concentration constant of X .
Definition 2.1. LetM ⊆ Nn be a finite set such that 0, e1, . . . , en ∈
M . A zintzo random polynomial supported onM is a random polyno-
mial f =
∑
α ∈M fαXα ∈ Pn,d such that the coefficients fα are inde-
pendent subgaussian randomvariables with the anti-concentration
property.
Remark 2.2. The word “zintzo” is a Basque word that means hon-
est, upright, righteous. We use this word instead of a variation of
dobro to emphasize that this class of random polynomials is differ-
ent from the class of dobro polynomials.
Remark 2.3. The technical condition 0, e1, . . . , en ∈ M is there be-
cause is needed in our proofs. In layman’s terms, this technical
condition states that all the terms of the first order approximation
of f at 0, f0 + fe1X1 + · · · + fenXn , appear with probability one. In
terms of the Newton polytope, this condition implies that the tan-
gent cone of the Newton polytope at 0 is a simple cone.
Given a zintzo random polynomial, the complexity estimates
that we present in the sequel depend on the product of the follow-
ing two parameters:
(1) the subgaussian constant of f which is given by
Kf :=
∑
α ∈M Kα , (2.1)
where Kα is the subgaussian constant of fα , and
(2) the anti-concentration constants of f which is given by
ρf :=
n+1
√
ρ0ρe1 · · · ρen , (2.2)
where ρ0 is the anti-concentration constant of f0 and for
each i , ρei is the anti-concentration constant of fei .
We note that the product Kfρf that will appear in our estimates
is invariant under multiplication of f by non-zero scalars. It also
satisfies the following inequality, which we will prove in Section 5.
Proposition 2.4. Let f be a zintzo random polynomial supported
on M . Then Kfρf > (n + 1)/4 ≥ 1/2.
LetM ⊆ Nn be such that it contains 0, e1, . . . , en . The following
are the two most important examples of our randomness model.
G A Gaussian polynomial supported on M is a zintzo random
polynomial f supported onM , the coefficients of which are
i.i.d. Gaussian random variables. In this case, it holds that
ρf = 1/
√
2π and Kf ≤ |M |.
U A uniform random polynomial supported on M is a zintzo
random polynomial f supported on M , the coefficients of
which are i.i.d. uniform random variables on [−1, 1]. In this
case, ρf = 1/2 and Kf ≤ |M |.
An important feature of our randomness model is that it in-
cludes the smoothed analysis inside the probabilistic analysis. We
recall that the smoothed case, as introduced by Spielman and Teng [26],
considers a fixed polynomial on which we perform a random per-
turbation. Recall that ‖ f ‖1 :=
∑
α | fα |. The presence of the norm
in the following statement is to make the random perturbation of
size proportional to the size of the polynomial.
Proposition 2.5. Let f be a zintzo random polynomial supported
on M , f ∈ Pn,d a polynomial supported on M , and σ > 0. Then,
fσ := f + σ ‖ f ‖1f is a zintzo random polynomial supported on M
such that Kfσ ≤ ‖ f ‖1(1+σKf) and ρfσ ≤ ρf/(σ ‖ f ‖1). In particular,
Kfσ ρfσ = (Kf + 1/σ )ρf .
The proof of the proposition appears in Section 5. Note that
lim
σ→0Kfσ ρfσ = ∞ and limσ→∞Kfσ ρfσ = Kfρf,
so that we have that the smoothed case recovers both the worst
and the average case. In particular, the worst case emerges as the
perturbation becomes zero and the average case as the perturba-
tion becomes of infinite magnitude.
Remark 2.6. We use the term subgaussian constant instead of the
ψ2-norm since our choice may not agree with the usual definition
ofψ2-norm which is
‖X ‖ψ2 := inf {t > 0 | E exp(−X 2/t2) ≤ 2},
see [28, Definition 2.5.6]. However, one can see that what we call
subgaussian constant is always bounded from above by the ψ2-
norm.
Remark 2.7. Our methods also apply if we replace the subgaussian
property by the more general subexponential property [28, 2.7] or
by probability distributions having stronger tail decays (see [28,
Exercise 2.7.3]).
Remark 2.8. Saying that X has the anti-concentration property
with anti-concentration constant ρ is the same as saying that X
has a density (with respect the Lebesgue measure) bounded almost
everywhere by ρ. See [25] for more details on this.
Remark 2.9. By Proposition 2.5, any probabilistic average complex-
ity analysis includes the smoothed complexity analysis. Because of
this, we will only provide complexity estimates in the average case.
2.2 Complexity results
Our main complexity result is the following probabilistic complex-
ity analysis for the subdivision routine of the Plantinga-Vegter,
PV-Subdivsion, that we prove in Section 6.
Theorem 2.10. Let f ∈ Pn,d be a zintzo random polynomial sup-
ported onM . The average number of boxes of the final subdivision of
PV-Subdivsion using the interval approximations (6.1) and (6.2) on
input f is at most
n
3
2d2n |M |
(
80
√
n(n + 1)Kfρf
)n+1
.
Let us particularize the result for the two main examples of
zintzo random polynomials.
Corollary 2.11. Let f ∈ Pn,d be a random polynomial sup-
ported onM . The average number of boxes of the final subdivision of
PV-Subdivsion using the interval approximations (6.1) and (6.2) on
input f is at most
n
3
2
(
40
√
n(n + 1)
)n+1
d2n |M |n+2
if f is Gaussian or uniform.
We observe that in all these results the bound is polynomial in
the degree, as in [7], providing further theoretical justification of
the practical success of the Plantinga-Vegter algorithm. However,
unlike the estimates in [7], the above results justify the success of
the Plantinga-Vegter algorithm for sparse random polynomials. As
mentioned in the introduction, this is one of the first such proba-
bilistic complexity estimates in numerical algebraic geometry.
3 A NORM TOWORK IN THE CUBE
To work in the cube In , we will use the∞-norm which is
‖x ‖∞ := max
i
|xi |,
for x ∈ Rn . Motivated by duality, we will consider the following
norm on Pn,d , the space of affine polynomials of degree at most d
in n variables:
‖ f ‖1 :=
∑
α
| fα |, (3.1)
for f :=
∑
|α |≤d fαXα ∈ Pn,d .
The motivation to choose the 1-norm emanates from the follow-
ing proposition which shows that we can control the evaluation of
f at x ∈ In , that is f (x), using 1-norm for f .
Proposition 3.1. Let f ∈ Pn,d and x ∈ In . Then | f (x)| ≤ ‖ f ‖1.
Proof. It holds | f (x)| = |∑α fαxα | ≤ ∑α | fα | ‖x ‖ |α |∞ ≤ ‖ f ‖1;
as x ∈ In implies that ‖x ‖∞ ≤ 1. 
Remark 3.2. A reader might wonder why we do not choose an-
other norm. For example, if we choose ‖ f ‖2 :=
√∑
α | fα |2, then
we can prove that for all x ∈ In , it holds | f (x)| ≤ √N ‖ f ‖2. Un-
fortunately, the inequality depends on
√
N . This
√
N factor will
spread throughout the analysis and it will take away any gain we
obtain from choosing the Euclidean norm. Because of this, we pick
the norm that makes our analysis as simple as possible, that is the
1-norm.
An important feature of the 1-norm is that, using the norm of
a polynomial, we can control the norm of its derivative. Proposi-
tion 3.4 and its Corollary 3.5 quantify this feature.
Remark 3.3. We use the convention of writing ∇ f to refer to the
formal gradient vector, whose entries are the formal partial deriva-
tives of f . We write ∇x f to refer to the gradient vector of f at
x , whose entries are the partial derivatives of f evaluated at x . In
this way, for v ∈ Rn , 〈∇ f ,v〉 = ∑i vi ∂i f is a polynomial, while
〈∇x f ,v〉 =
∑
i vi ∂i f (x) is a number.
Proposition 3.4. Let f ∈ Pn,d , x ∈ In , and v ∈ Rn . Then, it
holds ‖〈∇ f ,v〉‖1 ≤ d ‖ f ‖1‖v ‖∞.
Proof. Wehaved ‖ f ‖1‖v ‖∞ =
∑
α d | fα | ‖v ‖∞ and ‖〈∇ f ,v〉‖1 ≤∑
α | fα | ‖〈∇(Xα ,v〉‖1. Therefore, it is enough to prove the claim for
Xα . But then 〈∇Xα ,v〉 = ∑ni=1 αiviXα /Xi and so ‖〈∇Xα ,v〉‖1 ≤(∑n
i=1 αi
) ‖v ‖∞ ≤ d ‖v ‖∞. 
Corollary 3.5. The map fˆ : In → R, given by x 7→ fˆ (x) =
f (x)/‖ f ‖1, is d-Lipschitz with respect the∞-norm.
Proof. By the fundamental theorem of calculus, | f (x)− f (y)| ≤∫ 1
0
|〈∇x+t (x−y) f , x−y〉| dt . Now, by Proposition 3.1, the integrand
is bounded from above by d ‖ f ‖1‖x − y‖∞. Hence | f (x) − f (y)| ≤
d ‖ f ‖1‖x − y‖∞, as desired. 
Recall that, by duality, it is natural to measure the gradient of f
with the 1-norm, which, for y ∈ Rn is
‖y‖1 :=
∑n
i=1
|yi |.
This is so, because this norm is the optimal norm satisfying the
condition that for all x,y ∈ Rn ,
〈y,x〉 ≤ ‖y‖1‖x ‖∞.
This motivates the choice of norms in corollary below.
Corollary 3.6. The map ∇̂ f : In → R, given by x 7→ ∇̂ f (x) :=
∇x f /(d ‖ f ‖1), is (d − 1)-Lipschitz with respect the ∞-norm in the
domain and the 1-norm on the codomain.
Proof. By Proposition 3.4 and Corollary 3.5, themapx 7→ 〈∇x f ,v〉/(d ‖ f ‖1‖v ‖∞)
is (d − 1)-Lipschitz with respect the ∞-norm. Hence for all v ∈
R
n \ 0, it holds
1
‖v ‖∞
〈 ∇x fd ‖ f ‖1 − ∇y fd ‖ f ‖1 ,v
〉 ≤ (d − 1)‖x − y‖∞.
If we maximize the left hand side, then we obtain the 1-norm (as it
is the dual norm of the∞-norm) and so ∇x fd ‖ f ‖1 − ∇y fd ‖ f ‖1

1
≤ (d − 1)‖x − y‖∞,
which concludes the proof. 
4 CONDITION AND ITS PROPERTIES
The following definition adapts the real local condition number [3,
Chapter 19] to our setting.
Definition 4.1. Let f ∈ Pn,d and x ∈ In , the local condition
number of f at x is the quantity
C(f ,x) := ‖ f ‖1
max
{ | f (x)|, 1
d
‖∇x f ‖1
} .
Remark 4.2. We note that C(f ,x) is infinity only when f has a
singular zero at x . In all the other cases, it is finite and it measures
how close is f to having a singularity at x .
Following [27, 2§2], a condition number should satisfy the fol-
lowing properties: regularity inequality, the 1st and the 2nd Lips-
chitz property, and the Higher Derivative Estimate. These proper-
ties are the ones that we usually need to bound the various quan-
tities when we analyze algorithms in real numerical algebraic ge-
ometry.
Proposition 4.3 (Regularity ineqality). Let f ∈ Pn,d and
x ∈ In . Then,
either | f (x)|/‖ f ‖1 ≥ 1/C(f , x) or ‖∇x f ‖1/(d ‖ f ‖1) ≥ 1/C(f ,x).
Proof. This follows from the observation that 1/C(f ,x) is the
maximum of | f (x)|/‖ f ‖1 and ‖∇x f ‖1/(d ‖ f ‖1). 
Proposition 4.4 (1st Lipschitz property). The map Pn,d ∋
f 7→ ‖ f ‖1/C(f , x) is 1-Lipschitz.
Proof. If we apply the reverse triangle inequality several times,
we get
| ‖ f ‖1/C(f ,x) − ‖д‖1/C(д, x)|
≤ |max {| f (x)| − |д(x)|, ‖∇x f ‖1/d − ‖∇xд‖1/d}|
≤ |max {| f (x) − д(x)|, ‖∇x f − ∇xд‖1/d}|
≤ |max {|(f − д)(x)|, ‖∇x (f − д)‖1/d}| .
Finally, Propositions 3.1 and 3.4 conclude the proof. 
Let Σx ≤ Pn,d be the subspace of polynomials that are singular at
0, that is
Σx := {д ∈ Pn,d | д(x) = 0, ∇xд = 0}.
We cannot prove a Condition Number Theorem where the con-
dition number is (the inverse of) the distance to the discriminantal
variety. However, bound the condition number, in both directions,
with this distance.
Corollary 4.5 (Condition Number Theorem). For all f ∈
Pn,d and x ∈ In ,
‖ f ‖1/dist1(f , Σx ) ≤ C(f ,x) ≤ 2d ‖ f ‖1/dist1(f , Σx )
where dist1 is the distance induced by the 1-norm.
Proof. The left hand side follows from Proposition 4.4. For the
right hand side, consider the polynomial
д := f − f (x) −∑ni=1 ∂i f (x)Xi .
It is clear that д ∈ Σx and that ‖ f − д‖1 ≤ | f (x)| + ‖∇x f ‖1.
Hence dist1(f , Σx ) ≤ ‖ f − д‖1 ≤ 2d max{| f (x)|, ‖∇x f ‖1/d} =
2d ‖ f ‖1/C(f ,x), as desired. 
Proposition 4.6 (2nd Lipschitz property). Themap In ∋ x 7→
1/C(f ,x) is d-Lipschitz.
Proof. Without loss of generality, we can assume that ‖ f ‖1 =
1. The proof is analogous, mutatis mutandis, to the proof of Propo-
sition 4.4. By using the reverse triangular inequality, we have 1
C(f , x) −
1
C(f ,y)
 ≤ max {| f (x) − f (y)|, 1d ‖∇x f − ∇y f ‖} .
Now, Corollaries 3.5 and 3.6 conclude the proof. 
We recall that Smale’s gamma, γ , is the invariant given by
γ (f , x) := sup
k≥2
 1k! Dx f † Dkx f  1k−1
= sup
k≥2
(
1
‖∇x f ‖22
 1k! (∇x f )∗ Dkx f 
) 1
k−1
,
where the † is the pseudoinverse, and the norm the operator norm
with respect the Euclidean norm. We also notice that the second
equality follows from computing the pseudoinverse for a covector.
The following proposition serves the purpose of the Higher Deriv-
ative Estimate [3, Prop. 16.45] in our setting.
Proposition 4.7 (Higher Derivative Estimate). Let x ∈ In
be such that C(f ,x) fˆ (x) < 1. Then
γ (f , x) ≤ 1
2
(d − 1)√n C(f ,x).
Proof. Let Dk
X
f (v1, . . . ,vk ) stand for the polynomial obtained
by evaluating the formal kth derivative of f evaluated at v1, . . . ,
vk ∈ Rn . Then, by Proposition 3.4 and induction, we have 1k! DX f (v1, . . . ,vk )1 ≤
(
d
k
)
‖ f ‖1‖v1‖∞ · · · ‖vk ‖∞.
Now, by the above inequality, ‖v ‖∞ ≤ ‖v ‖2 and submultiplicativ-
ity of operator norms, we have that
1
‖∇x f ‖22
 1k! (∇x f )∗ Dkx f  ≤ ‖ f ‖1‖∇x f ‖2
(
d
k
)
.
Since ‖∇x f ‖2 ≥ ‖∇x f ‖1/
√
n, we deduce that can bound the pre-
vious inequality by(
d
k
)√
n
‖ f ‖1
‖∇x f ‖1 ≤
1
d
(
d
k
)√
n C(f ,x),
where the inequality follows from theRegularity Inequality (Propo-
sition 4.3). Finally, we observe that 1
d
(d
k
) ≤ (d − 1)k−1/2k−1; then,
the claim follows by taking the (k − 1)th root and the supremum.

5 PROBABILITY ESTIMATES
We refine the techniques of [7] to obtain explicit constants in the
bounds and to deal with a restricted class of sparse polynomials.
5.1 Probabilistic toolbox
Our probabilistic toolbox should control, on the one hand, the norm
and, on the other hand, the size of the projection. For the former
we need a variant of the Hoeffding inequality, and for latter we
need a bound on small ball probabilities.
Proposition 5.1. Let x ∈ RM be a random vector such that for
each α ∈ M , xα is subgaussian with subgaaussian constant Kα . Then
for all t ≥ ∑α Kα , it have
P(‖x‖1 ≥ t) ≤ 2|M | exp ©­«−t2/
( ∑
α ∈M
Kα
)2ª®¬ .
Proof. We have that
P (∑α ∈M |xα | ≥ t) = P (∑α ∈M |xα | ≥ ∑α ∈M Kα t/(∑α ∈M Kα ))
≤ P (∃α ∈ M | |xα | ≥ Kα t/(
∑
α ∈M Kα ))
≤ |M | max
α ∈M
P (|xα | ≥ Kα t/(
∑
α ∈M Kα ))
≤ 2|M | exp
(
−t2/(∑α ∈M Kα )2) ,
where the first inequality follows from the implication bound –
note that for x,y ∈ Rn
+
, we have that if
∑n
i=1 xi ≥
∑n
i=1 yi , then for
some i , xi ≥ yi , as otherwise the first claim would be false– the
second one from the union bound, and the third one by hypothesis.

Proposition 5.2. Let A ∈ Rk×N be a surjective linear map and
x ∈ RN be a random vector such that the xi ’s are independent ran-
dom variables with densities (with respect the Lebesgue measure)
bounded almost everywhere by ρ. Then, for all measurableU ⊆ Rk ,
P(Ax ∈ U ) ≤ vol(U )
(√
2ρ
)k
/
√
detAA∗.
Proof. Using SVD, write A = QSP where, P ∈ Rk×N is an
orthogonal projection, S a diagonal matrix containing the singular
values of A, and Q an orthogonal matrix.
By [25, Theorem 1.1], see also [18, Theorem 1.1] for the explicit
constant, we have that Px ∈ Rk is a random vector with density
bounded, almost everywhere, by (√2ρ)k . Hence
P(Ax ∈ U ) = P(Px ∈ (QS)−1U ) ≤ vol
(
(QS)−1U
)
(
√
2ρ)k .
This suffices to conclude the proof, since we have vol
((QS)−1U ) =
vol(U )/det(QS) and det(QS) =
√
detAA∗. 
5.2 Condition of zintzo random polynomials
We apply our probabilistic toolbox to zintzo random polynomials.
Theorem 5.3. Let f ∈ Pn,d a zintzo random polynomial sup-
ported on M . Then for all t ≥ e ,
P(C(f,x) ≥ t) ≤ √ndn |M | (8Kfρf)n+1 ln n+12 t
tn+1
.
Lemma 5.4. LetM ⊆ Nn as in Definition 2.1 and Pn,d (M) the set
of polynomials in Pn,d supported on M . Let Rx : Pn,d (M) → Rn+1
be the linear map given by
Rx : f 7→
(
f (x) 1
d
∂1 f (x) · · · 1d ∂n f (x)
)∗
,
and S : Pn,d (M) → Pn,d (M) be the linear map given by
S : f =
∑
α ∈M
fαX
α 7→
∑
α ∈M
ρα fαX
α ,
where ρ ∈ RM
+
. Then for R˜x := RxS
−1 we have that√
det R˜x R˜
∗
x ≥
1
dnρ0ρe1 · · · ρen
,
with respect to coordinates induced by the standard monomial basis.
Proof of Theorem 5.3. We write C(f,x) = ‖ f ‖1/‖Rx f‖, where
Rx is as in Lemma 5.4 and the norm ‖ · ‖ in the denominator is
given by ‖y‖ = max{|y1 |, |y2 | + · · · + |yn+1 |}. By the union bound,
we have that for u, s > 0, it holds
P(C(f,x) ≥ t) ≤ P(‖f‖ ≥ u) + P(‖Ax f‖ ≤ u/t). (5.1)
By Propositions 5.1, we have that for u ≥ Kf,
P(‖f‖ ≥ u) ≤ 2|M | exp
(
−u2/K2
f
)
. (5.2)
Let S : Pn,d (M) → Pn,d (M) be as in Lemma 5.4 with ρα the
anti-concentration constant of fα . Then, we have that Sf has in-
dependent random coefficients with densities bounded (almost ev-
erywhere) by 1 and so we can apply to it to the Proposition 5.2. We
do so with the help of Lemma 5.4, so that we obtain
P(‖Rx f‖ ≤ u/t) = P(‖R˜x (Sf)‖ ≤ u/t) ≤ 2
n+1
n!
dn(
√
2ρfu/t)n+1,
(5.3)
where R˜x is as in Lemma 5.4.
Combining (5.1), (5.2), and (5.3) with u = Kf
√
(n + 1) ln t , we get
P(C(f,x) ≥ t) ≤ 2|M |
tn+1
+
2n+1
n!
dn(
√
2Kfρf(n + 1))n+1
ln
n+1
2 t
tn+1
.
By Stirling’s formula,
(n + 1)n+1/n! ≤ √nen(1 + 1/n)n+1/
√
2π ≤ √nen+1,
and so the desired claim follows for t ≥ e , by Proposition 2.4. 
Proof of Lemma 5.4. The maximal minor of Ax is given by(
1 x∗
0 1
d
I
)
.
This is precisely the minor associated to the subset {1,X1, . . . ,Xn}
of the standard monomial basis of Pn,d (M). Note that at this point
we require the assumption that 0, e1, . . . , en ∈ M .
By the Cauchy-Binet identity,
√
detAxA
∗
x is lower-bounded by
the absolute value of the determinant of the given maximal minor.
Hence the lemma follows. 
Proof of Proposition 2.4. Using the positivity of the subgaus-
sian constants, Kα , of the coefficients of the zintzo polynomial f
and the arithmetic-geometric inequality,
Kfρf ≥ (n + 1) n+1
√
(K0ρ0)(Ke1ρe1 ) · · · (Ken ρen ).
Hence, it suffices to show that for a random variable with X with
subgaussian constant K and anti-concentration constant ρ, Kρ ≥
1/4. Now, by definition,
3Kρ ≥ P (|X | ≤ 1.5K) = 1 − P (|X | > 1.5K) ≥ 1 − exp (−2.25) .
Calculating we get Kρ ≥ 1/4, as desired. 
Corollary 5.5. Let f ∈ Pn,d be a zintzo random polynomial
supported on M . Then,
EfEf∈In C(f ,x)n ≤ 2n2dn |M |
(
10
√
n + 1)Kfρf
)n+1
.
Proof. By the Fubini-Tonelli theorem, we have
EfEf∈In C(f ,x)n = Ef∈InEf C(f ,x)n ,
so it is enough to compute Ef C(f , x)n =
∫ ∞
1
P(C(f,x)n ≥ t). The
latter, by Theorem 5.3, is bounded from above by
en
√
ndn |M |
(
8Kfρf√
n
)n+1 ∫ ∞
1
ln
n+1
2 t
t1+
1
n
dt .
After straightforward calculations, we obtain∫ ∞
1
ln
n+1
2 t
t1+
1
n
dt = n
n+3
2 Γ
(
n + 3
2
)
≤ e√πn n+42
(
n + 1
2e
) n+1
2
,
where Γ is Euler’s Gamma function and the second inequality fol-
lows from Striling’s approximation. Hence, the bound follows. 
We can also bound the global condition number, that is
C(f ) := max{C(f ,x) | x ∈ In}. (5.4)
Corollary 5.6. Let f ∈ Pn,d be a zintzo random polynomial
supported on M . Then, for all t > 2e ,
P(C(f) ≥ t) ≤ 1
4
√
nd2n |M | (64Kfρf )n+1 ln n+12 t
t
.
Proof. The idea is to use an efficient ε-net of In and the 2nd
Lipschitz property to turn our local estimates into global ones, as
is done in [27, Theorem 1§219]. Recall, that an ε-net of In (with
respect to the ∞-norm) is a finite subset G ⊆ In such that, for all
y ∈ In , dist∞(y,G) ≤ ε .
Note that for every ε > 0, we have an ε-net Gε ⊆ In of size
≤ 2nε−n . To construct it, we take the uniform grid in the cube.
Now, we notice that if C(f) ≥ t , then
max{C(f,x) | x ∈ G1/(2dt )} ≥ t/2
by the 2nd Lipschitz property (Proposition 4.6). In this way, by the
implication and the union bound, we obtain
P(C(f) ≥ t) ≤
G1/(2dt )max{P(C(f,x) ≥ t/2) | x ∈ In}.
By Theorem 5.3 and the bound on
G1/(2dt ) , we conclude. 
Nowwe have all the tools to prove Proposition 2.5 which shows
that the smoothed case is included in the above average cases.
Proof of Proposition 2.5. It is enough to show that for x, s ∈
R and a random variable x with subgaussian constant K and anti-
concentration constant ρ, x+sx is a random variable with subgaus-
sian constant ≤ |x |+sK and anti-concentration constant ≤ ρ/s . We
note that the latter follows directly from the definition, so we only
prove the former.
Now, for all t ≥ |x | + sK ,
P(|x + sx | ≥ t) ≤ P(|x | ≥ (t − |x |)/s) ≤ 2 exp(−(t − |x |)2/(sK)2).
We can easily check that t ≥ |x | + sK implies (t − |x |)/(sK) ≥
t/(|x | + sK). Hence, the claim follows. 
Algorithm 1: PV-Subdivsion
Input : f ∈ Pn,d which is non-singular in In
Output :A subdivision S of In into boxes
such that for all B ∈ S, Cf (B) holds
1 S0 ← {In}, S ←  ;
2 while S0 ,  do
3 Take B ∈ S0;
4 if Cf (B) holds then
5 S ← S ∪ {B}, S0 ← S0 \ {B};
6 else
7 S0 ← S0 \ {B} ∪ StandardSubdivsion(B);
8 return S ;
6 PLANTINGA-VEGTER ALGORITHM
The Plantinga-Vegter algorithm [23] is a subdivision-based algo-
rithm that computes an isotopically correct approximation of the
zeros of a univariate polynomial in an interval, of a curve in the
plane, or of a surface in 3-dimensional space. Following [6] and [7],
we will focus on the subdivision procedure, which is extended for
an arbitrary number of variables, and bound the complexity by
bounding the number of boxes that the algorithm produces. We re-
fer to [6], [7] and [27, 5§2] for further justification of the approach
taken here.
Remark 6.1. Even though we present our results for the unit cube
In , we note that our tools apply for a cube of arbitrary size (up
to the technical assumption on the support). To do so, we need to
normalize evaluations appropiately by a power of max{1, ‖x ‖∞}
for ‖x ‖∞ > 1. However, this would obfuscate many of the ideas
presented in this paper. Hence, for the sake of simplicity, we ana-
lyze Algorithm PV-Subdivsion only in the unit cube.
6.1 PV Algorithm and its interval version
The subdivision routine of the PV algorithm, PV-Subdivsion, re-
lies on subdividing the unit cube In until each box B in the subdi-
vision satisfies the condition
Cf (B) : either 0 < f (B) or 0 < {〈∇x f ,∇y f 〉 | x,y ∈ B}.
To implement this algorithm one uses interval arithmetic. Recall
that an interval approximation of a map д : In → Rq is a map
[д] : B(In) → B(Rq), whereB(X ) is the set of (coordinate) boxes
contained in X , such that for all B ∈ B(In), we have
д(B) ⊆ [д](B).
Using the language of Xu and Yap [29], we will consider only the
interval level of the algorithm, leaving the effective version to an
extended version of this work.
We note that Corollaries 3.5 and 3.6 establish Lipschitz proper-
ties for both f and ∇ f , with respect the ∞-norm. This is ideal for
constructing interval approximations to implement PV-Subdivsion.
In our case, our interval approximations will be:
[f ](B) := f (m(B)) + d ‖ f ‖1w(B)/2[−1, 1] (6.1)
and
[‖∇ f ‖1](B) := ‖∇m(B) f ‖1 +
√
2nd(d − 1)‖ f ‖1w(B)[−1, 1]. (6.2)
For these interval approximations, we can interpret the stopping
criterion as follows:
Proposition 6.2. The conditionCf (B) is implied by the condition
C ′f (B) :
{ | f (m(B))| > d ‖ f ‖1w(B)/2
or ‖∇m(B) f ‖1 >
√
2nd(d − 1)‖ f ‖1w(B) .
Hence, PV-Subdivsionwith the interval approximations given in (6.1)
and (6.2) is correct if we substitute the condition Cf (B) by
C
f
(B) : either 0 < [f ](B) or 0 < [‖∇ f ‖1](B).
Proof. The statement follows from Corollaries 3.5 and 3.6, [7,
Lemma 4.4] and the fact that for y ∈ Rn , ‖y‖1/
√
n ≤ ‖y‖2. 
For now on, the interval version of PV-Subdivsion will be a
variant that exploits the interval approximations in (6.1) and (6.2).
6.2 Complexity analysis
As in [6] and [7], our complexity analysis relies on the construction
of a local size bound for PV-Subdivsion and the application of the
continuous amortization developed by Burr, Krahmer and Yap [4,
5].
We recall the definition of the local size bound and the result
that we will exploit in our complexity analysis.
Definition 6.3. A local size bound for the interval version ofPV-Subdivsion
on input f is a function bf : I
n → [0, 1] such that for all x ∈ Rn ,
bf (x) ≤ inf{vol(B) | x ∈ B ∈ B(In) and Cf (B) false}.
Theorem 6.4. [4–6] The number of boxes of the final subdivision
of the interval version of PV-Subdivsion on input f is at most
4nEx∈In
(
bf (x)−1
)
.
Also, the bound is finite if and only if PV-Subdivsion terminates. 
Theorem 6.5. The function
x 7→
(
2d
√
n C(f ,x)
)−n
is a local size bound for PV-Subdivsion on input f .
Proof. Let x ∈ B ∈ B(In). Then ‖m(B) − x ‖∞ ≤ w(B)/2 and
so, by Corollaries 3.5 and 3.6 and the regularity inequality (Prop-
soition 4.3), we have that
| f (m(B))| > ‖ f ‖1
(
C(f , x)−1 − dw(B)/2
)
, (6.3)
and
‖∇m(B) f ‖1 > d ‖ f ‖1
(
C(f ,x)−1 − (d − 1)w(B)/2
)
. (6.4)
Hence,Cf (B) is true as long as, either C(f ,x)−1 ≥ dw(B), or C(f , x)−1 >
2
√
ndw(B). The result follows, since vol(B) = w(B)n . 
Theorem 6.4 and Theorem 6.5 result the following corollary:
Corollary 6.6. The number of boxes of the final subdivision of
the interval version of PV-Subdivsion on input f is at most
8nn
n
2 dnEx∈In C(f , x)n .
Theorem 2.10 follows now from Corollaries 5.5 and 6.6.
Remark 6.7. A similar argument as in the proof of [7, Theorem 6.4]
shows that we can bound the local size bound of [6] in terms of
1/C(f ,x)n . Since the interval approximation of the analyzed ver-
sion is simpler, requiring a single evaluation, we only analyze the
complexity of this.
Remark 6.8. Our tools apply for a cube of arbitrary size (up to
the technical assumption on the support). To do so, we need to
normalize evaluations by a power of max{1, ‖x ‖∞} for ‖x ‖∞ > 1.
However, this would obfuscatemany of the ideas presented. Hence,
for the sake of simplicity, we restrict our analysis to the unit cube.
7 CONDITION AND SEPARATION BOUNDS
The following theorem is a variation of a result due to Dedieu [11,
Theorem 3.2 and Theorem 5.1]. It relates the condition number
with the separation bound, that is the minimum distance between
the roots, in the univariate case.
Theorem 7.1. Let f ∈ P1,d be a univariate polynomial and x ∈ I .
Then, for any two distinct and non-singular roots, α and α˜ , such that
α , α˜ ∈ BC(x, 1/(2(d − 1) C(f , x))),
|α − α˜ | ≥ 1/(16(d − 1) C(f ,x)).
Proof. By [12, Théorème 91], the Newton method converges
for any point in BC(α , 1/(6γ (f ,α)), whereγ is Smale’s gamma. This
means that for any two roots α and α˜ of f , we must have
|α − α˜ | ≥ 1/max{3γ (f ,α), 3γ (f , α˜ )}.
Now, by [12, Lemme 98], for any y ∈ BC(x, 1/(4γ (f ,x))),
γ (f ,y) ≤ 32γ (f , x)/3.
Hence, for any distinct rootsα , α˜ ∈ BC(x, 1/(4γ (f , x))) that are not
singular, and because Smale’s gamma is finite at them, we have
|α − α˜ | ≥ 1/(32γ (f ,x)).
Using the Higher Derivative Estimate (Prop. 4.7) we conclude. 
Recall that the local separation at a root α is given by ∆α :=
minβ ∈f −1(0)\{α } |α − β |. The following corollary controls the local
separation of the roots near an interval I .
Corollary 7.2. Let f ∈ P1,d . Then, for every complex α ∈
f −1(0) such that dist(α , I ) ≤ 1/(3(d − 1) C(f )),
∆α ≥ 1/(16(d − 1) C(f )).
Corollary 7.2 together with Corollary 5.6 allows us to give prob-
abilistic estimates of the separation bound for roots that lie near
the unit interval.
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