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Summary
Nowadays, the staggering increase of the mobile traffic is leading to the de-
ployment of denser and denser cellular access networks, hence Mobile Operators
are facing huge operational cost due to power supply. Therefore, several research
efforts are devoted to make mobile networks more energy efficient, with the twofold
objective of reducing costs and improving sustainability. To this aim, Resource on
Demand (RoD) strategies are often implemented in Mobile Networks to reduce the
energy consumption, by dynamically adapting the available radio resources to the
varying user demand. In addition, renewable energy sources are widely adopted to
power base stations (BSs), making the mobile network more independent from the
electric grid. At the same time, the Smart Grid (SG) paradigm is deeply chang-
ing the energy market, envisioning an active interaction between the grid and its
customers. Demand Response (DR) policies are extensively deployed by the util-
ity operator, with the purpose of coping with the mismatches between electricity
demand and supply. The SG operator may enforce its users to shift their demand
from high peak to low peak periods, by providing monetary incentives, in order to
leverage the energy demand profiles. In this scenario, Mobile Operators can play
a central role, since they can significantly contribute to DR objectives by dynami-
cally modulating their demand in accordance with the SG requests, thus obtaining
important electricity cost reductions.
The contribution of this thesis consists in investigating various critical issues raised
by the introduction of photovoltaic (PV) panels to power the BSs and to enhance
the interaction with the Smart Grid, with the main objectives of making the mobile
access network more independent from the grid and reducing the energy bill.
When PV panels are employed to power mobile networks, simple and reliable Re-
newable Energy (RE) production models are needed to facilitate the system design
and dimensioning, also in view of the intermittent nature of solar energy production.
A simple stochastic model is hence proposed, where RE production is represented
by a shape function multiplied by a random variable, characterized by a location
dependent mean value and a variance. Our model results representative of RE
production in locations with low intra-day weather variability. Simulations reveal
also the relevance of RE production variability: for fixed mean production, higher
values of the variance imply a reduced BS self-sufficiency, and larger PV panels
v
are hence required. Moreover, properly designed models are required to accurately
represent the complex operation of a mobile access network powered by renewable
energy sources and equipped with some storage to harvest energy for future usage,
where electric loads vary with the traffic demand, and some interaction with the
Smart Grid can be envisioned. In this work various stochastic models based on
discrete time Markov chains are designed, each featuring different characteristics,
which depend on the various aspects of the system operation they aim to examine.
We also analyze the effects of quantization of the parameters defined in these mod-
els, i.e. time, weather, and energy storage, when they are applied for power system
dimensioning. Proper settings allowing to build an accurate model are derived for
time granularity, discretization of the weather conditions, and energy storage quan-
tization.
Clearly, the introduction of RE to power mobile networks entails a proper system
dimensioning, in order to balance the solar energy intermittent production, the traf-
fic demand variability and the need for service continuity. This study investigates
via simulation the RE system dimensioning in a mobile access network, trading off
energy self-sufficiency targets and cost and feasibility constraints. In addition, to
overcome the computational complexity and long computational time of simulation
or optimization methods typically used to dimension the system, a simple analyti-
cal formula is derived, based on a Markovian model, for properly sizing a renewable
system in a green mobile network, based on the local RE production average profile
and variability, in order to guarantee the satisfaction of a target maximum value
of the storage depletion probability.
Furthermore, in a green mobile network scenario, Mobile Operators are encouraged
to deploy strategies allowing to further increase the energy efficiency and reduce
costs. This study aims at analyzing the impact of RoD strategies on energy saving
and cost reduction in green mobile networks. Up to almost 40% of energy can
be saved when RoD is applied under proper configuration settings, with a higher
impact observed in traffic scenarios in which there is a better match between com-
munication service demand and RE production. While a feasible PV panel and
storage dimensioning can be achieved only with high costs and large powering
systems, by slightly relaxing the constraint on self-sustainability it is possible to
significantly reduce the size of the required PV panels, up to more than 40%, along
with a reduction in the corresponding capital and operational expenditures.
Finally, the introduction of RE in mobile networks contributes to give mobile op-
erators the opportunity of becoming prominent stakeholders in the Smart Grid
environment. In relation to the integration of the green network in a DR frame-
work, this study proposes different energy management policies aiming at enhancing
the interaction of the mobile network with the SG, both in terms of energy bill re-
duction and increased capability of providing ancillary services. Besides combining
the possible presence of a local RE system with the application of RoD strategies,
the proposed energy management strategies envision the implementation of WiFi
vi
offloading (WO) techniques in order to better react to the SG requests. Indeed,
some of the mobile traffic can be migrated to neighbor Access Points (APs), in
order to accomplish the requests of decreasing the consumption from the grid. The
scenario is investigated either through a Markovian model or via simulation. Our
results show that these energy management policies are highly effective in reducing
the operational cost by up to more than 100% under proper setting of operational
parameters, even providing positive revenues. In addition, WO alone results more
effective than RoD in enhancing the capability to provide ancillary services even in
absence of RE, raising the probability of accomplishing requests of increasing the
grid consumption up to almost 75% in our scenario, twice the value obtained under
RoD. Our results confirm that a good (in terms of energy bill reduction) energy
management strategy does not operate by reducing the total grid consumption, but
by timely increasing or decreasing the grid consumption when required by the SG.
This work shows that the introduction of RE sources is an effective and feasible so-
lution to power mobile networks, and it opens the way to new interesting scenarios,
where Mobile Network Operators can profitably interact with the Smart Grid to
obtain mutual benefits, although this definitely requires the integration of suitable
energy management strategies into the communication infrastructure management.
vii
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Chapter 1
Introduction
Nowadays, Mobile Network Operators are enforced to deploy denser and denser
mobile access networks, due to the staggering increase of the mobile traffic observed
in the recent years, and that is bound to further grow at remarkable pace in the
next future. According to 2017 Cisco forecast [31], by 2021 there will be nearly
4.6 billion Internet users worldwide, accounting for almost 60% of the global pop-
ulation. 27 billion of networked devices and connections are expected by the same
year, with up to 13 connected devices per capita in North America and Western
Europe. Furthermore, the global IP traffic will raise to 3.3 zettabytes, of which 73%
will be wireless traffic, with mobile traffic accounting for the 20% [31]. In particu-
lar, smartphone traffic will exceed PC traffic by 2021, showing a sevenfold increase
in the period 2016-2021, with mobile data traffic growing twice as fast as fixed IP
traffic and becoming 17% (almost 2.5 fold higher with respect to 2016) of the total
Internet traffic [31]. This substantial raise in the cellular traffic entails the need of
deploying properly dimensioned cellular networks, allowing to make Internet access
available everywhere and providing the high bandwidth capacity required for the
increasing number of mobile users and for the introduction of applications that re-
sult more and more demanding in terms of bandwidth requirements. More than 4
billion base station installations could be counted worldwide back in 2012, and this
number is bound to remarkably increase due to the aforementioned reasons [92].
Considering that the access segment is responsible of up to 80% of the total net-
work consumption, it appears evident how the energy demand to operate cellular
networks is rapidly growing and Mobile Operators are facing huge operational costs
due to power supply [12]. Furthermore, mobile networks are usually dimensioned
for satisfying peak traffic load, hence deployed according to an over-provisioning
principle, in order to always accomplish the user demand. Nevertheless, the en-
ergy consumption for Long-Term Evolution (LTE) Base stations (BSs) is very little
traffic proportional. Indeed, at least 80% of the maximum BS energy demand is
anyways consumed even during off peak periods. Considering that over-provisioned
mobile networks actually result underutilized for most of the time, due to the high
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traffic variability, this means that huge amounts of energy are wasted during periods
of low traffic load. Hence, several research efforts are devoted to the deployment of
effective solutions to make mobile networks more energy efficient, with the twofold
objective of reducing costs and improving sustainability.
To this extent, Resource on Demand (RoD) strategies are often applied to wire-
less networks to make them more energy efficient, by dynamically adapting the
available radio resources to the varying user demand [15]. During off peak periods,
unneeded radio resources can be switched off in order to save energy, trading off en-
ergy efficiency and Quality of Service constraints, providing both acceptable levels
of available bandwidth and reasonable frequencies of switching on/off operations.
In addition, the integration of renewable energy (RE) sources in mobile networks to
power BSs results to be a promising approach for making the mobile network more
independent from the electric grid. The installation of a local generator to produce
solar energy for the cellular network operation is a solution widely deployed in real
implementations. Indeed, according to estimates from [110], almost 43,000 solar
powered BSs could be counted worldwide in 2014, and more than 390,000 renewable
powered BSs are expected to be newly installed in the period 2012-2020, at a rate
that will grow up to 84,000 per year in 2020, 6 fold higher with respect to 2012 [92].
This approach is typically adopted in some remote regions or emerging countries, in
order to provide energy supply where the traditional power grid is either unreliable,
due for instance to frequent power outages, or it is not available at all. This solution
may result economically effective also in rural areas, where the installation of a local
renewable energy generator may be less costly than bringing a power cable to the
BS. Even in urban environments, bringing a power connection to a BS may require
digging across a street or a park, with the associated bureaucracy burden. One of
the main issues to be tackled in case of solar energy powering is represented by the
intermittent nature of renewable energy generation, leading to erratic and rather
unpredictable production patterns. Hence, some kind of storage must be envisioned
in order to harvest any extra amount of renewable energy that is not immediately
used, and to make it available for future usage when no renewable energy is cur-
rently produced. This solution looks promising also in terms of cost reduction, both
capital expenditure (CAPEX) and operational expenditure (OPEX), since the ini-
tial investment for providing the required infrastructure -photovoltaic (PV) panels
and a storage system to harvest extra amounts of produced renewable energy- is
compensated on the medium term by the decrease in the amount of energy bought
from the grid [33]. The increasing relevance of renewable energy sources in powering
mobile communication networks motivated several research groups to investigate
the topic. Currently, several papers are available in the literature focusing on the
potentiality of powering BSs with solar energy, considering a setup where the BS
is paired with a photovoltaic panel [27, 81, 24, 26, 83, 25, 6, 72, 8, 113].
In this context, the Smart Grid (SG) paradigm is deeply changing the energy mar-
ket, envisioning several distributed energy sources rather than a single centralized
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supplier and integrating renewable energy sources. In a similar system, the end
user is not merely a consumer, but may become a prosumer, i.e. a consumer and a
producer at the same time, possibly injecting part of its generated energy into the
electric grid. Hence, the power grid has become not merely a provider supplying
energy to passive end users, but an active and dynamic interaction between the
grid and customers is entailed, leading to bidirectional flows both in terms of en-
ergy and information exchanges. In particular, the SG framework enables the grid
operator to effectively perform critical tasks, such as load leverage and voltage con-
trol. One of the challenges of new electricity generation and distribution networks
is coping with the mismatches between electricity demand and supply, mismatches
that are more difficult to predict due to the presence of renewable sources. In-
deed, the increasing penetration of distributed renewable energy generators in the
SG, integrated alongside traditional synchronous centralized generators, has been
responsible of the huge diffusion of the Demand Response (DR) paradigm in re-
cent years. On the one hand, the presence of several additional distributed power
generators may more frequently lead to overrun the absorptive capacity of the tra-
ditional power grid, causing system instability or failure [79]. On the other hand,
the erratic nature of renewable energy production increases the risk of requiring
the activation of additional high inertia generators, in case of peak power demand
and low renewable energy production, and this is neither desirable nor effective in
providing the needed energy supply in a short time. The DR approach represents
a typical paradigm adopted with the purpose of adapting the energy demand to
the energy supply availability rather than vice-versa. In particular, Price Based
Programs are often adopted as effective methods to flatten the pattern of energy
demand, by adjusting the energy prices over time, depending on the varying energy
load. Users are incentivized to shift their demand from high peak to low peak
periods, by receiving a monetary reward or penalty, depending on whether they
are able or not to accomplish the request from the SG of increasing or decreasing
their consumption [79]. To balance the demand and supply, the smart grid opera-
tor (SGO) may ask its users to decrease their energy consumption during periods
of peak demand and raising the grid consumption when the demand is low and
excess grid energy is available. In return, the SG provides monetary incentives.
By satisfying the requests from the grid, the end user contributes to provide an-
cillary services [54] to the SG, for which it receives some rewards, resulting in a
reduction of the energy bill. Clearly, the Demand Response policies applied by the
SG operator may highly affect the energy costs, by introducing huge variability in
the energy prices over time. In this scenario, big consumers can have a central
role. While they can significantly contribute to DR objectives by adapting their
(huge) demand, their convenience consists in the possibility to obtain important
electricity cost reductions. Telecommunication mobile operators are an example of
such big consumers. Today, operators are experiencing huge costs to power their
devices and this is expected to get even worse in the future. At the same time, they
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have some possibility to act on their network by dynamically modulating its energy
consumption in accordance with SGO requests. In this context, the cooperation
between a renewable powered mobile network and the SG in a Demand Response
framework gives raise to great potential for achieving mutual benefits, in terms
of enhanced ancillary service provisioning for the SGO and cost reduction for the
Mobile Network Operator (MNO). To this aim, properly designed energy manage-
ment strategies can be useful to improve the interaction of the mobile network with
the smart grid and to decrease the MNO operational expenditures. In particular,
the reaction to the requests of decreasing the consumption from the grid can be
accomplished by exploiting the local production of renewable energy to power the
BSs, or by drawing previously harvested energy from the battery. In addition, the
application of Resource on Demand strategies allows to switch off unneeded BSs to
reduce the energy taken from the grid. A further option that will be specifically in-
vestigated in this work is the implementation of WiFi offloading (WO) techniques,
allowing to move some of the mobile traffic to neighbor Access Points (APs), in
order to satisfy the requests of decreasing the consumption from the grid, even by
possibly increasing the number of BSs that can be switched off under Resource
on Demand policy. Finally, requests of increasing the grid consumption cannot
be accomplished by raising the traffic load on demand. Nevertheless, in case of a
green mobile network, the presence of a local storage may allow to draw some extra
energy from the grid when required, that can be harvested in the battery and used
in the future.
In this work a scenario consisting of a mobile access network is considered in order
to investigate various critical issues raised by the introduction of renewable energy
to power the BSs and by the possible interaction with the Smart Grid, with the
main objectives of making the mobile network more independent from the grid and
reducing the energy bill. In particular, focusing first on the PV powering system
of a BS that is part of a mobile network, this work proposes a simple stochastic
model of the energy produced by PV panels and investigates the impact of the
energy generation variability on the power supply system performance and its di-
mensioning (Chapter 4). In relation to various stochastic models that are proposed
to characterize the green mobile network operation (Chapter 5), we investigate the
impact of parameter quantization on the design of RE power systems for cellular
BSs (Chapter 6). Furthermore, the problem of renewable energy system dimen-
sioning is studied, both by means of simulation tools and by deriving analytical
formulas for system dimensioning (Chapter 7). To this extent, techniques aiming
at increasing the energy efficiency are deployed and their impact on the dimension-
ing of the renewable energy system is analyzed. In addition, part of this work is
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devoted to investigate the impact of energy saving techniques on RE system di-
mensioning and costs (Chapter 8). Finally, a consistent part of the study focuses
on the design of energy management strategies allowing to enhance the interac-
tion between the MNO and the SG, with the twofold objective of cost saving and
ancillary service provisioning (Chapter 9). These energy management strategies
envision the introduction of local RE generators equipped with some storage units,
besides the possible application of RoD policies and WiFi offloading techniques to
further improve the interaction with the SG. The potentiality of a local RE genera-
tor and of each energy saving technique, either applied alone or variously combined
with each other, to improve the capability of providing ancillary services and saving
operational costs, is analyzed via simulation and by means of Markovian models.
Further details about the objectives of our work and the various topics addressed
in our study, along with related work information, are provided in the next chapter
(Chapter 2). In Chapter 3 a general description of the investigated scenario is pro-
posed and a methodology overview is presented. Moreover, this chapter provides
the description of the energy saving techniques introduced in this study end of the
energy management policies proposed to operate in a Demand Response context.
Finally, Chapter 10 presents the conclusions.
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Chapter 2
Contribution and related work
The specific contributions provided by this study in relation to different topics
connected to renewable powered mobile networks are now detailed, and the related
work is discussed in each corresponding section.
2.1 Coping with the intermittent nature of re-
newable energy production
Mobile system implementations where RE derived from the conversion of solar
radiation by means of PV panels is used to power BSs, are currently deployed to
address the unreliability or unavailability of the traditional electric grid in remote
regions, islands or in some emerging countries. Indeed, the frequent and unpre-
dictable power outages that the grid may undergo in some countries, like in India
[90], affect the continuity of the mobile service. This aspect has represented the
main driver pushing the research towards feasible solutions to provide a contin-
uous energy supply, alternative to those usually available, like diesel generators.
The latter are typically adopted as additional power supply, but they may show
some drawbacks besides not being a green energy source (high fuel transport cost,
possible fuel stealing in unattended areas) [90]. Several examples of actual imple-
mentations of mobile access networks can be found in the literature, where the
solar energy produced by locally installed PV panels is exploited to supply the BSs
demand, especially in developing countries[23]. The interest about the use of RE to
make communication networks more energy efficient and to reduce the electricity
bill is further confirmed by the increasing number and variety of works available in
the literature related to this topic [2, 59, 53].
Nevertheless, the intermittent nature of RE production is one of the main issues
to be addressed when powering mobile network with green energy sources. On
the one hand, the erratic production of RE makes it difficult to predict the solar
energy generation profiles well in advance (i.e. more than one day in advance). On
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the other hand, the mobile network operation requires a continuous power supply.
Indeed, mobile traffic is very little delay tolerant, since mobile users are typically
not willing to postpone their traffic demand due to mobile service unavailability
for BSs running out of power supply. Hence, the presence of some storage com-
ponent must be envisioned in order to save some extra amount of RE, that is not
immediately used, into a battery bank, from which it can be drawn during periods
in which the RE is not produced, for instance by night. Furthermore, this entails
considerable criticalities in terms of system dimensioning: due to the intermittent
provisioning of RE, the PV panel should be over-sized with respect to the average
network power need, in order to feature sufficient capacity to guarantee high RE
production level, hence satisfying the current operation need, and producing extra
amounts of RE large enough to accomplish future power demand during period of
null production. In addition, also the storage capacity should be properly sized
to harvest extra amounts of energy required for operating the network. Of course,
the dimensioning must trade off the need for continuous network operation, the
requirements in terms of energy self-sufficiency of the network, along with cost and
feasibility constraints. The resiliency of similar systems to power outages and their
capacity to reduce or nullify the energy demand from the grid can be evaluated only
in relation to the RE production, which is location dependent. Indeed, the analysis
leading to a proper system dimensioning, both in terms of PV panel and battery
storage size, strictly depends on a reliable characterization of the RE production
profile.
Various studies are available in the literature specifically addressing the dimen-
sioning of PV panels and storage capacity, in relation to the mobile system energy
need, the possibility of taking energy from the traditional grid and the constraints
imposed by costs. Real profiles of sun irradiance are often used to estimate the
solar energy that can be harvested depending on the PV size and either simulate
[84, 80, 18] or model [21] the behavior of the storage system [57]. It is known that
RE production and PV system performance are highly affected by weather variabil-
ity; for this reason, predicting and modeling this variability is a quite critical task.
Many studies in the literature provide stochastic models of solar irradiance, rather
than energy production, over different time scales. In [50] both the short-term and
long-term variations of daily solar power are characterized. In [98], the authors
start from data collected during twenty years in a region in Algeria and model the
monthly production using several distributions: the Weibull, Gamma, Normal, lo-
gistic, lognormal and loglogistic distributions. Some of these distributions are used
in [28] for predicting daily solar irradiance, for six different locations in Taiwan
that have limited seasonal variability. While modeling a hybrid wind/solar system,
in [78] a Beta distribution is used to model solar irradiance observed on a shorter
time scale of the order of a few hours. Beta distribution for solar irradiance is used
also in [9] and in [39]. For [9], the focus is on a stochastic model for dimensioning
hybrid wind/solar systems; the model takes into account also demand variability
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and the solar irradiance is considered at peak demand. In [39], the Beta distri-
bution is used to model the hourly global solar irradiance. Stochastic models of
hourly solar irradiance are proposed also in [10], that uses several distributions,
including Exponential, Weibull, Geometric, lognormal, Gamma. A shorter time
scale of 5 minutes is employed in [69], in this case the Normal distribution is used;
one-minute irradiance is considered in [117].
Our work, considering the PV powering system of a BS that is part of a mobile
network, aims first at proposing a simple stochastic model for the energy produced
by PV panels of relative small size. The model is deployed from the study of
real patterns of the solar irradiance in the city of Turin, and a shape function is
identified, corresponding to the typical production profile of a day. The function is
then scaled through a random variable, that represents the daily variations of the
RE production. The model can be used at different time scales, in order to model
the RE production either adopting a hourly or daily time granularity. Second, this
study investigates the impact of the energy generation variability on the power
supply system performance. Finally, the same model is exploited to analyze the
effect of RE production variability on the system dimensioning. The related results,
presented in Chapter 4, show that the mean and variance of the random variable
representing the daily generation are the key parameters needed to predict, with
high accuracy, the system performance. Performance is evaluated, mainly, in terms
of probability of depleting the energy storage and energy demand from the grid.
Finally, as it will be better described later on Chapter 7, the proposed model will
be used to derive an analytical formula that can be employed as a useful tool for
system dimensioning.
2.2 Designing models to characterize the green
mobile network operation
Several studies are available in the literature that investigate the operation and
performance of green mobile networks [46, 7, 95, 33, 36, 41, 96, 105, 47, 88]. Some
authors analyze the behavior of the RE powered mobile system by means of simu-
lation processes, like in [80] and [85], whereas many papers are based on stochastic
models to characterize the green mobile network operation. In particular, Marko-
vian models are frequently adopted to represent the dynamics of the battery charge
level in scenarios where BSs are powered by hybrid energy sources. These mod-
els based on Markov chains represent an effective tool for studying systems at the
steady state, allowing to investigate the average behavior of the system, which is
useful for system dimensioning and cost prediction. [19] adopts a multistate Markov
model representing the hourly harvested solar energy, whereas [21] proposes an an-
alytic model to evaluate the outage probability of a renewable powered BS, and a
discrete time Markov process is adopted to represent the battery charge level. Even
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in [116] a discrete time Markov chain is used to model the green network operation
and to evaluate the battery depletion probability. Authors in [25, 112, 77] relied on
Markovian models for computing the BS outage probability for solar powered BS.
[25] proposes a discrete-time Markov chain of the battery charge at the BS, also
taking into account weather conditions to classify the day type in terms of solar
energy production level. In [112], a Markovian model of the energy storage model
is employed to deploy a power availability framework for solar energy generation.
Authors in [77] consider two Markov chain models based on solar irradiation data in
two or three consecutive days, to investigate the impact of correlations in weather
conditions.
In accordance with studies available from the literature, the analysis of the solar
powered mobile system performance is performed in our work either via simulation
tools or by means of stochastic models. In particular, various types of Markov chain
models are designed, featuring different connotative characteristics depending on
the different aspects they are focused on and on the main investigation objectives
they aim to achieve. These Markovian models are presented in Chapter 5.
First, a Markovian model embedding weather condition information is deployed in
Sec. 5.1. A discrete time Markov chain is employed to represent the operation of a
RE powered BS, with states characterized by state variables corresponding to the
battery charge level, the daytime and the type of daily weather condition. The
purpose of this model is to investigate the impact of the quantization adopted for
various parameters, included in the configuration settings of the model, on the de-
sign of RE power systems for cellular BSs. The results related to the quantization
issue are presented in Chapter 6.
Second, a very simple model, based on a 3-state only discrete time Markov chain,
is designed in Sec. 5.2 to model the state of the battery charge of a single RE pow-
ered BS. In this case, the 3-state Markov chain is built as a simplified easy-to-use
model to derive an analytical formula for system dimensioning purposes, as it will
be detailed in Chapter 7.
Finally, a more complex Markov model, described in Sec. 5.3, is deployed to repre-
sent the operation of a mobile network in a scenario where multiple BSs are present,
powered by RE and grid energy. This N-state model is deployed with the aim of
specifically studying the interaction of the cellular network with the Smart Grid
in a Demand-Response framework. Hence, in this model, each states is defined
not only by the battery charge level and by the day time, but also by the type of
requests issued by the SG over time. Results derived from the application of this
model will be presented in Chapter 9.
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2.3 Quantization issues in modeling green mobile
networks
As already mentioned in the previous section, several studies about solar pow-
ered mobile networks rely on Markovian models for computing the BS outage prob-
ability for solar powered BS. Depending on the considered work, different granu-
larities are adopted for the discretization of the various parameters adopted in the
model configuration, like the battery charge and RE production levels, the mo-
bile network energy demand, the time of the day, the type of day based on the
weather conditions. For example, [25] proposes a discrete-time Markov chain of
the battery charge at the BS. As stated by the authors, the model can be used
to quantify the relationship between system parameters, such as PV panel size,
battery size, harvested solar energy and load profiles, on the BS outage probability.
In this model, time is discretized with time slots of 1 hour. As regards weather
conditions, each day is classified according to 3 categories, resulting in 3 different
possible levels of daily renewable energy production, and of harvested energy pro-
files. The battery charge level is quantized into rather large blocks of 1 kWh. In
[112], a Markov-chain-based energy storage model is defined, to develop a power
availability framework for PV panel generation. The model may assist in planning
both large and small-scale grid-integrated PV generation, and also quantify power
availability. This work investigates the application of the model in a scenario where
the load is represented by 300 households, with an average daily energy usage of
about 17.6 kWh per household. The time granularity adopted in this study is 1
hour, whereas the energy storage is quantized into steps of 20 kWh (note that the
average hourly energy consumption is about 220 kWh, so that the battery charge
quantization is about 1/10 of the energy consumption in a time slot). No classifi-
cation of the daily level of renewable energy production based on historical data is
considered. Leonardi et al [77] consider two Markov chain models in their analysis:
the first one based on solar irradiation data in two consecutive days, and the second
based on solar irradiation data in triples of consecutive days, with the objective of
exposing the influence of correlations in weather conditions. Different numbers of
quantization levels (5, 8 and 10) are considered for the daily irradiance. A fixed
number of quantization levels is assumed for the energy storage, equal to 100, hence
the discretization step sizes vary depending on the considered battery capacity (10
kWh, 25 kWh, 50 kWh). Both solar energy generation and energy consumption are
accounted on a daily basis. Moreover, only the impact of different battery size on
the system performance is analyzed. The main result is that both models produce
almost equivalent results, so that the impact of weather correlation is small.
The selection of variable discretization settings of the various parameters defined in
similar models may have the potential of highly affect the evaluation of the system
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performance when the model is applied to investigate the operation of a green mo-
bile network. Indeed, different choices made in terms of parameter discretization
may potentially lead to different results that actually depend on the parameter
quantization that is adopted rather than on the specific scenario that is investi-
gated. However, none of the studies available in the literature takes into account
the effects derived from configuring the setting of the various model parameters.
Hence, in order to perform this analysis, we deploy a Markovian model, that is
described in Sec. 5.1. Although our model is similar to the one based on solar
irradiation data in two consecutive days proposed in [77], to the best of our knowl-
edge this is the first work that carefully investigates the impact of quantization of
i) weather characteristics, ii) time slot duration, and iii) battery capacity, on the
key performance measures of power systems based on renewable energy for cellular
network BSs. Our results, presented in Chapter 6, show that the discretization
steps play a significant role in understanding the behavior of such power systems,
hence in correctly dimensioning them.
2.4 Dimensioning renewable energy generation sys-
tems in mobile networks: trading off energy
self-sufficiency and feasibility
As already mentioned, the erratic nature of RE generation raises significant
criticalities in terms of RE system dimensioning, strictly linked to the location
depending variability of solar energy generation cited in Sec. 2.1. The process of
system dimensioning should carefully balance opposing interests, like the guaran-
tee of service continuity, the requirements in terms of energy self-sufficiency of the
network, along with cost and feasibility constraints.
Various studies in the literature investigate algorithms to efficiently manage the
locally produced renewable energy and to properly exploit the energy storage, or
Resource on Demand techniques, in order to make the green mobile network more
independent from the electric grid and to improve the capability of facing possible
power outages, sometimes providing cost analysis [46, 7, 95, 33, 36, 41, 96, 105,
47, 88]. In some paper studying the application of energy management strategies
in green mobile networks connected to the Smart Grid, performance evaluations
are conducted under variable combinations of PV panels and battery sizing [105].
Authors in [87] propose a stochastic model to represent the photovoltaic energy pro-
duced to power BSs. The model is applied considering different locations and solar
panel sizes. Other works, aim at modeling the behavior of BS power systems based
on renewables, with the objective of understanding the characteristics of these sys-
tems, so as to provide generic guidelines for correct dimensioning [81, 24, 26, 83, 25,
112, 77]. Nevertheless, only few studies explicitly focus on the system dimensioning
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issue and thoroughly evaluate the impact of variable system sizing on the renewable
powered network performance, in order to derive a proper system dimensioning [33,
118, 80, 85, 18, 19, 21, 52, 5]. Authors in [118] aim at achieving a feasible system
dimensioning by proposing an algorithm to dynamically adapt the mobile service
of a renewable powered base station, based on the current energy available at the
storage, the weather forecast and the historical pattern of base station consump-
tion. [80] and [85] analyze, via simulation, the problem of properly sizing a PV
generator and the energy storage in order to provide adequate power supply for
a single BS, providing cost analysis and battery lifetime evaluation. Authors in
[18] deploy a model to derive the optimal combination of PV panel and storage
size for powering a BS, subject to the predefined constraint on the worst month
outage probability. [19] adopts a multistate Markov model representing the hourly
harvested solar energy to find the optimal system dimension allowing to minimize
cost, given the limit on the maximum allowed battery depletion probability at a
solar powered BS. The analytic model proposed in [21] is applied to evaluate the
outage probability of a renewable powered BS, and a discrete time Markov process
is adopted to represent the battery charge level. In [52] a green energy provisioning
method is proposed, in order to address the system sizing issue when deploying a
green energy system to power base stations. The presented solution applies a traffic
load balancing algorithm with the aim of minimizing the CAPEX, still satisfying
the constraints on the Quality of Service. [20] proposes a methodology for sizing
the capacity of a RE generator system to power stand-alone base stations. Unlike
most studies that usually base the prediction of RE production on the irradiation
data observed during the Typical Meteorological Year (TMY), [20] employs series-
of-worst-months (SWM) meteorological data, making the technique more accurate
in obtaining a proper dimensioning.
To this extent, in our work a renewable powered mobile network is first studied via
simulation under different combinations of PV panel and system sizes, with possible
application of Resource on Demand strategies, and trading off the battery deple-
tion probability, the feasibility constraints and the capital expenditures. Then, we
investigate the introduction of RoD and WiFi offloading techniques to improve the
interaction of a green mobile network with the Smart Grid, in a Demand Response
context. The impact of the system dimensioning on the capability of accomplish
the Smart Grid requests of dynamically increasing or decreasing the energy con-
sumption is evaluated via simulation under various configurations of the renewable
powered network scenario. Our results, presented in Chapter 7, show that while a
feasible PV panel and storage dimensioning can be achieved only with high costs
and large powering systems, by slightly relaxing the constraint on self-sustainability
it is possible to significantly reduce the size of the required PV panels, by up to
41.3%, along with a reduction in the corresponding capital and operational expen-
ditures. Results related to the impact on system dimensioning of energy saving
techniques (i.e. RoD and WiFi offloading), possibly applied in a Demand Response
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framework, are presented in Chapters 8-9. Considering a green mobile network in a
Demand Response framework, our results prove that even with relatively small PV
panel and storage dimension, the energy bill can be completely nullified, whereas
under larger RE system size positive revenues can be achieved.
Finally, the papers available in the literature typically address the dimensioning
issue proposing simulation or optimization methods. However, the process of di-
mensioning a renewable generation system to power BSs by means of simulations
or optimization models may be computationally complex and require long compu-
tational time. A further contribution presented in this study in Sec. 7.2.2 aims
at providing a simple analytical method for properly sizing a renewable system in
a green mobile network, based on the local RE production profile. To the best
of our knowledge, this is the first work proposing an analytical formula allowing
to determine the capacity of PV panels and batteries required to power BSs in a
given location, in order to guarantee the satisfaction of a defined constraint on the
maximum allowed storage depletion probability.
2.5 Looking for energy efficiency and cost reduc-
tion in green mobile access networks
Given the intermittent and unpredictable nature of RE production, the design
of the BS power supply requires a careful dimensioning of the generators and energy
storage capacity. Moreover, the possibility to introduce energy efficient techniques
to adapt the electric load of the BS (i.e. its consumption) to renewable energy
availability is very interesting to this extent. Indeed, the introduction of RE alone
may help to reduce the energy cost but it may not be sufficient to make the mobile
network completely self-sufficient in terms of energy consumption. Typically, the
traffic load in a mobile access network dynamically varies over time and peak loads
are achieved only for limited periods. Hence, the deployed radio resources result to
be redundant for a considerable fraction of time. RoD strategies allow to target this
issue by dynamically adapting the available radio resources to the current actual
energy need of the network, making the network energy consumption more pro-
portional to the actual user demand [15]. Based on user demand, unnecessary BSs
can be turned off when the load is low and energy can be saved. RoD approaches
implying BS sleep modes are commonly adopted to make mobile networks more
energy efficient, often combined with the use of RE to power the BSs and make
mobile networks more independent from the grid [120, 59, 17]. Various studies are
currently available related to the application of BS sleep mode based RoD strategies
to RE powered BSs, and, depending on the objectives, various sleep mode based
algorithms can be applied for managing the radio resources [47, 88, 36, 125]. [125]
proposes an optimal sleep policy obtained through dynamic programming, along
with a computationally simpler heuristic algorithm allowing to avoid power outages
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for BSs exclusively relying on renewable energy production. In [88] an ON/OFF
switching algorithm, based on reinforcement learning, is deployed to optimize the
self-sustainability of RE powered small cells in mobile networks. [36] considers a
real mobile network in a urban area to deploy different switching ON/OFF strate-
gies, that aim at reducing the energy bought from the grid and whose algorithms
take into account the probability of facing power outages in the next future. Au-
thors in [47] propose a framework to efficiently allocate spectrum resources to users
and, at the same time, switch off unneeded BSs, in order to minimize the power
consumption. Whereas the available studies are usually focused on the objective of
making the RE powered BSs more (or fully) self-sustainable, by reducing the risk
of power outages, the relationship between the application of RoD strategies and
the dimensioning of the RE system and its effects on the probability of facing some
outage due to storage depletion are not well investigated. Moreover, cost analysis
does not usually include the evaluation of capital expenditures due to the instal-
lation of PV panels and battery, and the operational cost related to the system
maintenance and battery replacement.
In this work, we study how the application of an energy saving strategy based on
a RoD approach affects the operation of a mobile access network in which BSs are
powered by PV panels and equipped with energy storage units. We investigate the
effectiveness of the RoD strategy in reducing the energy need of the green mobile
system, making the network more self-sustainable. Furthermore, we evaluate the
impact of the strategy on the energy storage and PV panel dimensioning. A specific
contribution of our work consists of a cost analysis that is conducted including not
only operational expenditures (OPEX), but also the initial investment (CAPEX)
for the PV panels and the storage. The cost estimation is performed keeping into
account the expected lifetime of solar panels and battery units, depending, in the
case of batteries, on the deterioration processes occurring during the system oper-
ation due to several different factors. Our results, derived by means of simulation
tools and reported in Chapter 8, show that up to almost 40% of energy can be saved
when RoD is applied under proper configuration settings, with a higher impact ob-
served in traffic scenarios in which there is a better match between communication
service demand and RE production. Furthermore, a slight relaxation of the net-
work energy self-sufficiency constraint allow to obtain a remarkable raise in the cost
saving, with up to more than 40% reduction in CAPEX+OPEX costs.
As it will be better described in Sec. 2.6, an additional contribution provided by this
study is investigating the role of RoD in a Demand Response framework, in order
to better react to the requests from the Smart Grid. Highlights about the related
results, extensively presented in Chapter 9, are given in the following Section.
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2.6 Mobile network operators as new significant
stakeholders in the Smart Grid
In the recent years, an increasing diffusion of the Smart Grid concept has been
observed. The power grid has become not merely a provider supplying energy to
passive end users, but it can dynamically interact with its clients by means of a
bidirectional communication channel, almost in real-time. In particular, the SG
framework enables the grid operator to effectively perform critical tasks, such as
load leverage and voltage control. One of the challenges of new electricity generation
and distribution networks is coping with the mismatches between electricity demand
and supply, mismatches that are more difficult to predict due to the presence of
renewable sources. However, by making the grid ”smart“ and capable of interacting
with the customers, it is possible to introduce new paradigms of electricity supply
and consumption in which the customers take actively part in the process.
A typical paradigm adopted to this extent is represented by the Demand Re-
sponse approach, aiming at adapting the energy demand to the energy supply
availability rather than vice-versa. With DR approaches the SG Operator aims
at maintaining the demand-supply balance, by providing monetary incentives to
adapt the energy consumption to the production curve. To cope with production
excesses, the SGO enforces its users to decrease their energy consumption during
periods of peak demand, by letting energy prices rise. Conversely, users are induced
to increase the grid consumption when the demand is low and excess grid energy
is available, by setting low energy prices or by providing some kind of reward. By
satisfying the requests from the grid, the end user contributes in providing an-
cillary services [54] to the SG. Furthermore, in the Smart Grid context, the use
of harvested RE can be directed into several objectives such as reducing the grid
energy, decreasing the carbon emissions and minimizing the energy cost [54]. The
latter is of high importance considering the huge and continuous increase of mobile
networks electric cost, which is caused by the tremendous increase in traffic. Thus,
many studies focus on managing the usage of harvested RE (consuming, procuring,
storing or sharing) and using energy efficiency techniques (radio resource manage-
ment, switching-off base station, etc.) to reduce the grid energy cost. It should
be noted that using renewable energy to satisfy other objectives are extensively
studied and interested readers can see more studies in [54, 2]. The problem of
minimizing the electricity bill for a cellular BS powered by the Smart Grid and lo-
cally harvested RE considering hourly-varying electricity prices known a day ahead
is considered in [75]. Several online energy management strategies that require
only causal knowledge of RE generation and the power consumption profiles are
proposed and compared with the optimal energy management policy. Simulation
results show that the performance of the proposed online strategy deviates from
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the optimal by 2% at most. Similarly, authors of [91] study adaptive power man-
agement for wireless BS powered by local RE sources and the Smart Grid under
several uncertainties such as generated power from renewable sources, power price
from the electrical grid, and power consumption of the wireless BS due to varied
traffic. The aim is to minimize the cost of energy consumption as well as meet the
users demand. A multi-period stochastic programming model is formulated and
then translated into linear programming for finding the solution of adaptive power
management. Results have shown that the optimal decision of adaptive power man-
agement can successfully minimize the power cost. In [94], the authors studied the
grid energy cost minimization under dynamic pricing by joint power allocation and
battery management for one BS. In addition to RE allocation, the energy demand
of the BS is reduced by delaying some data when the price of electricity is high. The
problem is modeled as a stochastic program. Without the knowledge of future in-
formation, an online algorithm is proposed and solved using Lyapunov optimization
technique. In [48], the authors proposed a heuristic algorithm to achieve a trade-off
between the network operator profit and its CO2 gas emissions while satisfying a
certain Quality of Service (QoS) requirement. An energy procurement scheme for
active BSs is provided from different retailers, and further energy savings and CO2
emissions reduction is achieved using BS ON/OFF switching. In [55], the authors
proposes an iterative approach that manage the use of renewable energy, adapt the
transmitting power and switch-off base stations to reduce the energy operational
cost of the network considering real-time price of grid energy. A dynamic pro-
gramming approach to minimize the on-grid energy consumption in a large-scale
green cellular network supported by the SG is employed in [29]. BSs are aggre-
gated as a microgrid equipped with RE and central energy storage. The authors
jointly designed an optimal BS ON/OFF operation and on-grid energy purchase
policies in a time-varying traffic load and real-time price of grid energy. Authors
in [40] employ stochastic geometry to determine the amount of energy provided by
multiple energy suppliers to various mobile operators, in order to maximize their
profitability while satisfying the Quality of Service requirements in terms of mobile
coverage. In [45], the authors combine a RoD approach based on BS switching
on/off with an energy management policy in a Demand Response context. The in-
teractions between multiple mobile operators and energy retailers with a number of
renewable sources are investigated by formulating an optimization problem, aiming
at maximizing profits of collaborative mobile operators, achieving environmental
goals and introducing more fairness among mobile operators in the procurement
decision. The performance analysis in terms of impact of the RE production un-
certainty is conducted by simulation, whereas no stochastic models are proposed.
In [108], the authors use energy sharing and load shifting to minimize the grid en-
ergy expenditure of cellular networks powered by both grid and renewable energy.
The problem is formulated as a mixed-integer non-linear programming (MINLP)
and proposes a cost-efficient centralized algorithm leveraging the univariate search
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technique. Moreover, the authors proposed a three-phase distributed control pol-
icy, where base stations and mobile users adjust their strategies independently only
with their local information. In [41], the authors proposed a hybrid energy sharing
framework for cellular network where physical power lines and energy trading with
other BSs using smart grid is used. The energy management framework determines
the quantities of electricity and RE to be procured and exchanged among BSs, re-
spectively, while considering battery capacities and real-time energy pricing. Both
the proposed paper and our work aim at reducing the energy cost of the cellular
network. For more studies of cellular networks powered by renewable energy and
the Smart grid see [60]. In the mentioned studies, cellular networks apply energy
management algorithms and use energy efficient techniques to reduce the energy
cost by enrolling in demand response methods based on real-time price of energy.
To the best of our knowledge, we were the first to consider the case of renewable-
powered mobile network to provide the Smart Grid with ancillary services [58].
In contrast to previous studies, where network decisions are made based on the
real-time price of grid energy, the Smart Grid explicitly asks the cellular network,
enrolled in demand response based on provide ancillary services, to increase or de-
crease its consumption in return for monetary incentives. This approach aims not
only at minimizing the energy operational cost, but also participates in providing
ancillary services to help the SG balance its energy load in a Demand Response
framework [58]. Techniques to provide ancillary services in a Demand Response
context have been widely investigated in the case of industrial, household, Heat-
ing, Ventilation and Air Conditioning (HVAC) loads and with electric vehicles in
Vehicular-to-Grid (V2G) scenarios [68]. On the contrary, in the telecommunica-
tions field, the provisioning of ancillary services has only been studied mainly in
Data Centers [62, 119], whereas very few papers have considered its application in
mobile access networks.
In [58], ancillary services are provided in a RE-powered mobile network scenario by
exploiting delay tolerant users. Delay tolerant users are flexible users that agree on
accepting a possible additional (limited) delay before accessing the network. Their
availability to postpone their access to the network services allows to reduce the
energy consumption, for example by deactivating some sectors of a BS, either for
obtaining longer periods of energy saving or for adapting the load to better accom-
plish the Smart Grid requests. The study is limited to a single base station managed
by a heuristic algorithm, whereas results are solely based on simulations. Our study
aims at investigating the performance of a renewable energy-powered heterogeneous
cellular network that is providing ancillary services to the Smart Grid. An energy
management strategy is designed to better react to the SG requests, hence increas-
ing the received rewards, possibly applying a Resource on Demand strategy. The
network is modeled as a Markov chain, and the performance is evaluated in terms
of probability of low storage, probability of wasting harvested renewable energy
and the total cost of network operation, under different configuration of the system
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sizing, thus supporting the process of properly dimensioning the RE system. Unlike
most of the studies that solely focus on the benefits of cellular network (decrease in
operation cost usually) while engaging in the demand response, this work evaluates
the effect of the cellular network on the Smart Grid by calculating the probability
of satisfying the requests of the Smart Grid. Moreover, an optimization algorithm
is used to derive proper configuration settings of the proposed energy management
strategy, which allows minimizing the energy operational cost. To the best of our
knowledge, our work is the first study that considers a stochastic model for studying
the interaction of a renewable powered mobile network (where Resource on Demand
can also be applied) with the Smart Grid in a Demand Response framework, with
one of the main objectives specifically being improving the capability of providing
ancillary services.
The mobile network operator may hence play a relevant role in the DR framework,
by making the mobile access network actively interact with the SG and dynamically
modulate its energy consumption in accordance with SGO requests. In this study,
we investigate a scenario in which a green mobile network, powered by the grid and
by its own RE generator, interacts with the SG to provide it with ancillary ser-
vices. Among the possible DR programs, the one considered in our work envisions
that every day each user, hence also the MNO, forecasts its energy consumption
for the following day depending on the expected traffic, which is estimated based
on historical data. The information from end users is hence collected by means of
aggregators and provided to the SGO with a granularity of a timeslot with con-
stant duration. Aggregators are entities in the electric market acting as mediators
between several aggregated users and the utility operator. Since each aggregator
represents a significant amount of total demand in the DR market, it can negotiate
on behalf of the end users with the operator more efficiently [51].
During the next day, at every timeslot the SG announces to the end users its
current request, that may be of increasing or decreasing the energy consumption
from the grid with respect to the energy level forecast the day ahead. In some
cases, no specific action is required. Whenever the MNO is able to accomplish the
SG request of raising or decreasing the consumption, it receives a reward, propor-
tional to the increase or reduction in the consumption, respectively; in case it does
not satisfy and even opposes the request, a penalty is due, proportional to the gap
with respect to the expected demand. In this way, end users are incentivized to
dynamically shift their loads in order to accommodate the SGO requests, hence
leveraging the consumption from the grid and balancing the energy demand with
the energy supply. To properly respond to the SG requests, the green mobile net-
work implements an energy management policy that takes into account a number
of aspects: the energy that the mobile network can locally harvest through its own
RE production, the availability of energy in local storage units, the possibility to
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use RoD policies consisting in switching on and off micro-BSs that provide addi-
tional capacity in the considered area. The scenario is studied through a stochastic
model based on Markov chains. The stochastic characterization of input variables,
such as RE production, traffic load, SG requests, is based on real traffic traces. The
system performance is evaluated by deriving various performance parameters, like
the average storage level, the probability of a low storage level, the probability of
satisfying the requests of the SG, the RE wastage and the operational cost. Finally,
this work analyses the impact of a RoD approach in increasing the gain in terms
of cost, thanks to a better response to the grid demands. The results, reported in
Chapter 9, show that the introduction of RE to power the mobile access network,
combined with Resource on Demand strategies, has the potential for improving the
interaction with the SG within a DR dynamics, resulting in a more autonomous
network capable of better answering the requests from the grid. This results, on
one hand, in a remarkable contribution of the mobile network in providing ancillary
services. On the other hand, this leads to a significant additional cost reduction for
the MNO, thanks to the improved interaction with the SG.
A further contribution provided in this study is the introduction of WiFi offload-
ing technique to evaluate its impact on improving the interaction with the Smart
Grid of a green mobile network in a Demand Response context. WiFi offloading
consists in transferring a portion of the mobile traffic from the BSs to some nearby
WiFi Access Points (APs). This technique is commonly adopted to relieve mobile
access networks from a part of their traffic load during peak hours in heterogeneous
networks. Indeed, WO represents a widely adopted technique allowing to migrate
traffic from cellular networks to WiFi networks to tackle the recent explosion of
mobile data traffic [61, 99]. Authors in [47] analyzed the effects of cooperation
between a renewable powered mobile network where RoD is applied, on the one
hand, and, on the other hand, private femto cell access points that accept to serve
external users. However, the application of WiFi offloading to a green mobile net-
work in a Demand Response context to evaluate the impact on the interaction with
the Smart Grid has not yet been investigated in the literature.
In our study, WiFi offloading is introduced as a way to decrease the traffic
load whenever the SG requests a reduction of the consumption. WiFi offloading
alone may not lead to remarkable reduction in the consumption, due to the limited
load proportionality of energy consumption. However, when applied in a scenario
where the base stations can also be switched on and off, WiFi offloading allows
to further decrease the number of active BSs, hence to further reduce the system
consumption. The impact of WO on improving the energy efficiency and reducing
operational costs in a renewable powered mobile access network interacting with
the SG, with possible application of BS sleep mode RoD strategies, is an aspect
that still remains to be investigated.
Our work aims at investigating a portion of a RE powered mobile access network
interacting with the Smart Grid in a Demand Response framework, where WiFi
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offloading techniques are introduced to enhance the response of the cellular network
to the SG requests. The assumptions and conditions under which WiFi offloading
is applied in the considered scenario will be detailed and discussed at the beginning
of Sec. 9.2 and in Sec. 9.2.3. The role of WiFi offloading in reducing the energy
bill is analyzed via simulation and its impact on improving the capability of pro-
viding ancillary services is examined as well. Moreover, we evaluate whether the
WiFi offloading approach may further benefit from the introduction of Resource on
Demand strategies. Our results, presented in Chapter 9, show that the introduc-
tion of WiFi offloading provides mutual benefits for the MNO and the SG. Indeed,
the application of WiFi offloading techniques combined with a properly designed
energy management strategy allows to save up to 100% of the energy bill in our
scenario, when WiFi offloading is applied jointly with RE powering. Furthermore,
the introduction of WiFi offloading is effective in increasing the capability of pro-
viding ancillary services, in particular by raising the probability of satisfying the SG
requests of decreasing the grid consumption by up to almost 75% in the scenario
investigated in our study. Finally, under the application of WiFi offloading, an
increase of the RE generation system size contributes to significantly increase the
network performance in terms of both raising the probability of providing ancillary
services and reducing operational costs, even achieving positive revenues.
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Chapter 3
Scenario and methodology
A general description of the renewable powered mobile access network scenario
considered in this work is provided hereafter in Sec. 3.1. Specificities of single sub-
types of the main scenario are detailed in the corresponding section of chapters
related to the Results (Chapters 4-9). Details about how the green mobile network
is modeled in this work are presented in Sec. 3.2. Furthermore, Sec. 3.3 describes
the energy saving techniques adopted in our study to make the network more energy
efficient and to better react to requests from the Smart Grid, aiming at leveraging
the user energy consumption. Sec. 3.4 presents the Demand Response policy im-
plemented by the Smart Grid Operator to balance the demand-supply mismatch.
Finally, Sec. 3.5 illustrates various possible energy management strategy adopted
by the Mobile Operator in a RE powered network, either integrated in a tradi-
tional power grid or assuming the interaction with the Smart Grid in a Demand
Response framework. In Sec. 3.6, some remarks are exposed about methodology
and an overview about the topics addressed in each result Chapter is presented.
3.1 Scenario overview
The scenario considered in this work, shown in Fig. 3.1, consists of a relatively
small geographical area where the Internet mobile access is provided by a macro
Long Term Evolution (LTE) BS, capable of guaranteeing a baseline coverage over
the whole area. In order to face the increased demand that can be experienced
during peak times, m additional micro BSs are distributed in different points of the
same area to locally increase the overall capacity in case of huge traffic demand.
The cluster of BSs is connected to the electric grid for power supply; in addition,
it can also be powered by locally produced RE, by means of a set of PV panels. To
face the RE production intermittence, the system is equipped with some storage
units, where the extra amounts of produced RE can be harvested and used when RE
is not produced, so that the irregular pattern of RE availability can be leveraged.
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Figure 3.1: The green mobile access network structure. The blue arrows represent
the energy flows, the orange arrows represents the management of the Resource on
Demand and WiFi offloading strategies by the central controller, whereas the green
arrow represents the requests from the Smart Grid Operator.
Typically, storage is only connected to the solar system for energy harvesting. In
our case, an additional connection between the storage and the smart grid is envi-
sioned. Hence, in some cases, storage may be used to harvest energy drawn from
the grid. An active interaction with the Smart Grid in a Demand Response frame-
work may be envisioned. Hence, the mobile access network can exploit various
techniques to adapt its energy demand from the grid to the Smart Grid request, in
order to reduce its cost, thanks to the rewards provided by the SGO for satisfying
its requests, and to contribute in providing ancillary services. For energy saving
purposes, or in order to enhance the capability of responding to the Smart Grid
requests, a Resource on Demand strategy can be applied, by dynamically switching
off unneeded micro BSs when the traffic demand is low. This approach allows to
adapt the overall energy consumption to the actual traffic load, making it more load
proportional. Furthermore, neighbor WiFi Access Points (APs) may be exploited
to transfer and handle some of the traffic from the micro BSs, in order to reduce
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the load of the mobile access network and better answering the requests from the
SG.
All the components of this scenario are reported in Fig. 3.1. The blue arrows show
the possible energy flow directions. A central controller is in charge of handling
the communication and power exchanges between all the system components and
managing the RoD strategy and the WiFi offloading techniques (orange arrows),
when applied. When a Demand Response framework is envisioned, the energy
management decisions are taken also based on the requests sent by the Smart Grid
Operator (green arrow), that may ask its customers to dynamically increase or de-
crease their consumption from the grid. The messages coming from the Smart Grid
Operator as inputs for the central controller are represented by the green arrow in
the figure. Furthermore, besides taking care of the energy management policy, the
central controller is also in charge of managing the Resource on Demand strategy,
taking decisions about which BSs should be periodically switched off. Finally, the
central controller takes care of the application of the WiFi offloading policy, when
it is required. The presence of storage units contributes as well in enhancing the ca-
pability of satisfying the SG requests, by guaranteeing the availability of an energy
source alternative to the grid even when RE is not currently produced. Indeed,
when the smart grid asks to decrease the consumption, the mobile network can
satisfy this request not only by powering the BSs using the currently produced RE,
but also by drawing some energy from the storage.
3.2 The green mobile access network
This study focuses on the investigation of a portion of a mobile access network
where BSs are powered not only by the traditional power grid, but also by locally
produced solar energy. The mobile network is hence equipped with a set of pho-
tovoltaic panels for the renewable energy generation and with a battery bank, in
order to harvest energy which is not immediately employed to power BSs for future
usage. The power model adopted for evaluating the BS consumption, the charac-
terization of the traffic demand, the components of the renewable energy generation
system and the characterization of the renewable energy production are described
hereafter.
3.2.1 BS consumption model
Power models for both macro and micro BSs include a constant component that
is load independent and a variable component, which is proportional to the traffic
load. The proportionality with traffic load is mainly due to the Power Amplifier
(PA) component of the transceiver, whose consumption scales down in case of lower
traffic load. The load proportionality is more evident for the macro BS, where more
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Table 3.1: Values of the parameters of the consumption model for macro and micro
LTE BSs [65].
BS type NTRX PMAX [W] P0 [W] δp
Macro (without RRU) 6 20 130 4.7
Macro (with RRU) 6 20 84 2.8
Micro 2 6.3 56 2.6
than 55% of the overall power consumption at full load is accounted for by the PA
[65]. On the contrary, the PA component is responsible for less than 40% of the
whole power consumption in a micro BS, making it less load dependent [65]. The
BaseBand (BB) processor component of power consumption, which is load inde-
pendent, amounts up to 38% in the latter case, almost 3 fold the value observed in
macro BSs [65].
The European project EARTH developed a model [38] to estimate the power con-
sumption of a macro BS, which has become the standard in the field. The linear
model from [65], denoted as EARTH model, is adopted in our study to estimate
power consumption required by the BS during the operation, denoted as Pin:
Pin = NTX · (P0 +∆p · Pout), 0 ≤ Pout ≤ Pmax (3.1)
where NTX is the number of transceivers, Pmax represents the maximum radio
frequency output power at full load, P0 corresponds to the fixed power consumption
when the radio frequency output power is null and ∆p is the slope of the load
dependent power consumption; Pout is the radio frequency output power due to the
actual BS load, denoted as ρ, and it is expressed as:
Pout = ρ · Pmax, 0 ≤ ρ ≤ 1 (3.2)
The value of the BS load ρ actually corresponds to the BS traffic load normalized
with respect to the maximum traffic amount that can be handled by the BS. The
consumption of the BS in sleep mode is considered negligible.
Different values of the parameters are used to characterize the consumption of
macro and micro BSs. In the case of a macro BS, the values of these parameters
also depend on the presence of the Remote Radio Unit (RRU) technology, which
allows to reduce losses, hence decreasing the consumption by 40% with respect to
the case without RRU, thus making the BS more energy efficient [123]. Typical
values of the parameters are listed in Table 3.1 for a LTE macro BS, either with or
without RRU, and for a micro BS. In this study, macro BS with RRU technology
are usually assumed, unless differently specified.
Part of the results have been derived by assuming a constant consumption for a
BS, based on the fact that the energy demand is very little traffic proportional.
In other cases, a different model has been adopted for the BS consumption, i.e.
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the model proposed in [14], in order to compare results obtained under the typical
model against those obtained assuming a more recent and energy efficient LTE
technology. In case the adopted consumption model is different from the model
presented above, it will be specified in the corresponding section. [33]
3.2.2 Traffic profiles
In order to characterize the parameter ρ, and its variability during the day, real
traffic profiles have been considered, derived from real traces provided by one of the
main Italian mobile operators [124]. The daily traffic profiles for a cell in a business
area (BA) and a cell in a residential area (RA), during week-day (wd) and week-
end (we), measured in a network in operation are provided in Figure 3.2. Traffic
values are obtained by averaging and normalizing the measurements collected at
15-minute intervals during a week. Normalization is such that, for both BA and
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Figure 3.2: Week-day (wd) and week-end (we) traffic loads in a business (BA) and
residential (RA) area.
RA, the maximum 15-minute average load is set equal to the maximum load that
can be carried by the BS (i.e., ρ = 1). This is quite a pessimistic assumption in
terms of power consumption, since significant levels of over-provisioning exist in
the network, especially when a new high-capacity technology is introduced (as is
now happening with 4G), but guarantees that the performance targets are met for
any BS load.
For both the business and residential profiles, traffic fluctuates significantly during
a day, and long periods of low activity can be observed. Fig. 3.2 reports the
average daily traffic patterns observed in a sample week during the weekdays and
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Figure 3.3: Week-day (wd) and week-end (we) energy consumption for an LTE
macro BS without RRU in a business (BA) and residential (RA) area, based on
the EARTH model [38].
the weekend. In a typical weekday, in the BA (continuous red curve, with circles)
the traffic remains very low during the night hours, and sharply increases from 8
a.m. until lunchtime, when a temporary decrease is observed, then raising again
before a new decrease starts at mid afternoon. The traffic pattern in the RA
(continuous blue curve, with squares) shows a different behavior. A slow traffic
increase is observed in the morning, lasting for the whole day, with peak in evening
hours and some traffic persisting during night. During the weekend, in case of
RA (dashed blue curve, with squares), the traffic pattern results rather similar to
weekdays, except for a steeper ascent during daytime hours, with an earlier peak; by
converse, the BA traffic (dashed red curve, with circles) results always very low in
the weekend. These traffic patterns clearly show that outside the peak hours there
are some periods of time during the day in which the radio resources are redundant
with respect to the actual demand. Due to the low traffic proportionality of BS
consumption, a lot of energy is wasted during off-peak periods. This can be clearly
observed in Figure 3.3, showing the corresponding energy consumption (computed
with the EARTH model) for a macro cell without RRU and with RRU, in BA and
RA, both in the weekdays and in the weekend. Even during periods of low traffic
load, around 800 W are consumed by the macro BS (without RRU) due to cooling,
signaling, baseband processing, etc [11]. Similarly, even the power consumption of
a macro BS with RRU never goes below half a kW, even during the weekend in the
BA, when the traffic is almost null for most of the time.
As it will be discussed later on, if the unnecessary resources can be turned off in
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case of low traffic, potentially high amounts of energy can be saved. This can be
done by applying Resource on Demand strategies, allowing to dynamically adapt
the network consumption to the actual traffic demand, by switching off unneeded
BSs when the traffic is low in order to reduce the power consumption. The margin
for saving energy may vary depending on the different day types and traffic areas.
Furthermore, the potential amount of saving may be influenced by the traffic load
varying for each BS, by the adopted RoD strategy and the configuration settings
of its parameters.
3.2.3 Renewable energy generation system
The system used for locally produce solar energy is here presented and de-
tailed in its main components, i.e. the photovoltaic panels and the energy storage.
Furthermore, the characterization of the renewable energy production profiles is
described, based on data derived from real renewable energy production traces.
Photovoltaic panels
The cluster of BSs is equipped with a set of PV panels, made up by multiple
modules enabling the conversion of solar radiation into electricity with an efficiency
that depends on the adopted PV technology. The nominal capacity of a PV module
corresponds to the maximum DC output power obtained by the PV device under
standardized environmental conditions (including a light intensity of 1000 W/m2
and a temperature of 25°C) from the conversion of solar radiation into electricity,
and it is commonly measured in peak Watt [Wp]. Regardless the adopted PV tech-
nology, the size of a PV panel can be expressed in terms of nominal capacity of
the set of PV modules composing it. The efficiency of currently available commer-
cial modules, built with traditional technologies (crystalline silicon), wafer-based
crystalline silicon and thin-films), may achieve 20%, while emerging technologies
(like CPV - Concentrating Photovoltaics) allow to almost double these values (up
to 38.9% in laboratory tests, 33% for commercial solutions) [89, 43, 64]. Consider-
ing some among the most efficient PV modules built with traditional technologies,
i.e. crystalline silicon, and currently available on the market, a nominal capacity
of 0.333 kWp is observed for modules with an area of 1.63 m2, hence a PV panel
surface of about 4.9 m2 can be assumed per each kWp of PV panel capacity [80].
In a real scenario, the actual energy output of the whole PV system is influenced by
multiple factors [37]. Configuration settings such as the tilt angle of the modules
and the azimuth angle of the PV panel may affect the RE production variability
over seasons and within the day. Furthermore, besides temperature and sun radi-
ation, several other environmental factors may induce losses in the RE production
process and should be kept into account. For instance, soiling on the surface of
PV modules and shadows from buildings or trees may reduce the incident solar
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radiation. A performance impairment over time can be observed in PV modules,
due to light-induced cell degradation and aging caused by weathering. In addition,
the DC-to-AC inverter efficiency may affect the level of solar energy production and
electrical and resistive losses may occur, due for example to manufacturing imper-
fections, wiring and electrical connectors [37]. Finally, the PV system performance
may be temporarily reduced in case of system unavailability, due to scheduled shut-
downs for maintenance reasons or unpredictable power outages [37].
Storage
The mobile network is equipped with a variable number of lead-acid batteries
for harvesting purposes, this being one of the most common storage technology
adopted in PV systems [63]. The storage capacity is provided by lead-acid bat-
teries, a storage technology widely adopted for PV systems [63]; storage elements
with capacity 200 Ah and voltage 12 V are considered, corresponding to 2.4 kWh
of nominal storage capability. Battery represents a rather critical component of the
PV system, especially in relation to its charging efficiency and life-cycle duration.
Indeed, the charging efficiency depends on the state of charge (SOC), showing an
optimal operation point at a rather high SOC level (∼80% [114]). Furthermore,
maintaining a high SOC operation allows to prevent sulfation processes, some of
the main responsible of battery aging [107] and capacity loss [63]. However, due to
the naturally intermittent production of RE and the need to continuously power
the BS, lead-acid batteries undergo frequent deep charging and discharging cycles,
thus operating under partial SOC and inducing a variable charging efficiency over
time. This behavior also affects the battery service time, since the lifetime dura-
tion decreases inversely with the Depth of Discharge (DOD), dramatically short-
ening by one order of magnitude for DOD>80%. A tight constraint of maximum
DOD≤50-70 is recommended in RE systems, due to the possibly very slow and
irregular recharge [73]. With a maximum DOD set to 50%, up to 1000 battery
cycles of lifetime duration can be achieved, whereas a maximum allowed DOD
of 80% just guarantees a halved battery lifetime of 500 cycles [44, 66, 86]. The
charging/discharging efficiency may vary depending on the SOC and the maximum
allowed DOD. An average charge efficiency of 85% is commonly assumed for lead-
acid batteries [114]; when considering also the discharging process, the total energy
efficiency is estimated to be 75% [44], meaning that for each energy unit (1 kWh)
drawn from the storage, around 1.33 kWh of RE must have been produced and har-
vested in the battery bank. Typically, a maximum DOD of 70% can be assumed
in RE generation systems, in order to prevent charging efficiency impairment [114],
battery aging [107] and capacity loss [63]. Under this value of DOD, a lifetime dura-
tion of 500-600 cycles can be assumed [66]. Finally, high charging and discharging
rates may reduce battery lifetime and impair its efficiency, especially in case of
frequent charging and discharging events occurring in RE systems. Constraints on
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Figure 3.4: Daily profiles of RE power production [W] per 1 kWp in different sample
months in Torino (PVWatts).
the maximum charging and discharging rate must therefore be taken into account,
by assuming a conservative value for the maximum charge and discharge current
of C/10 A, where C is the numerical value of the battery capacity in Ah [67]. This
means that, for example, the energy drawn in an hour from a battery of 200 Ah
will be at most 240 Wh, from which efficiency losses must then be curtailed. The
same holds in case of battery charging.
In the considered scenario, the RE which is not immediately used by the cluster
is stored into a set of lead-acid batteries, whose overall capacity is denoted as CB
[kWh]. CB represents the available capacity that can actually be used, based on
the maximum DOD.
Renewable energy generation
In this study, the characterization of the RE production has been performed by
using real RE generation profiles obtained from PVWatts [37]. The tool provides,
on an hourly basis and for a given location, the average levels of RE power produc-
tion obtained from a standard PV panel with capacity of 1 kWp during the typical
meteorological year (TMY). As mentioned above, a crystalline silicon technology
is assumed for the PV modules. A DC-to-AC inverter efficiency of 96% is consid-
ered. Given an optimal setting of tilting and azimuth angles for the considered
location (20° and 180°, respectively), an average daily solar radiation of 4 kWh/m2
is observed over the whole year. Typical performance losses found in real systems,
about 14%, are taken into account. The RE production patterns may vary a lot
within the same day, from day to day and over seasons, depending on the location
and on the weather conditions. Fig. 3.4 shows sample curves of the RE production
during different days, curves are grouped by some months representative of different
seasons, namely February, July and December. The solid line in each graph reports
the average curve for the selected month. A typical bell shape can be identified,
with the RE production gradually rising in the morning hours, achieving a peak in
the middle of the day, then decreasing in the afternoon until the beginning of the
night time, when no RE can be produced. Each month has its own variability, but,
clearly, seasonal variations are even more significant, with much higher production
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in summertime with respect to winter months.
For deriving part of the results reported in Chapter 4, the RE generation has been
characterized by considering also irradiation data obtained from traces available in
the Solar Radiation Data (SoDa) web service [111], based on which the actual RE
production level can be obtained.
The real data about RE generation have been used either as input data for simula-
tions or for deriving different types of stochastic models representing the production
of solar energy. Within each of the various chapters reporting the results of our
work, further details are provided about how these data have been used in the
specific part of the study.
3.3 Energy saving techniques
This section presents the techniques applied to reduce the energy consump-
tion of the mobile access network, either based on BS on/off switching or on the
implementation of WiFi offloading.
3.3.1 Resource on Demand strategy
As already mentioned, due to the fact that the BS power consumption is very
little proportional to the traffic demand, a lot of energy is wasted during periods of
low demand. This is even more evident for micro BSs: indeed, whereas in case of
a macro BS (with RRU) around 58% of the consumption at full load is consumed
when there is no traffic, more than 77% of the energy consumption at full load is
consumed by a micro BS when no traffic is present. Hence, the unneeded resources
can be switched off in case of low demand, by applying a Resource on Demand
strategy, in order to provide a dynamic adaptation of the energy consumption to
the actual users’ need and to save energy.
The basic idea of the main proposed policy is quite simple. A time window is
defined, over which the cluster can be reconfigured and some micro BSs can be
switched off (we assume a time window of half an hour to avoid frequent system
reconfigurations). At the beginning of each window, in case of low traffic, one or
more micro BSs are put to sleep mode, i.e., they are turned off, and their traffic is
moved to the macro BS, as long as the macro BS has enough capacity to handle the
traffic. The same maximum capacity, denoted as C, is assumed for all the BSs. We,
thus, define a threshold, ρmin, over the traffic load of micro BSs. At every system
check granularity, a set S of BSs is switched off if the two following conditions hold:{
λi < ρmin ∀i ∈ S
Cr = C − λM ≥ ∑S λi (3.3)
where λM is the current traffic load of the macro BS and Cr represents the residual
capacity in the macro BS. For simplicity, we assume that micro BSs can be switched
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on and off in negligible time. Indeed, switching can take up to a few minutes and
this time can be considered negligible with respect to the time window of half an
hour that we use to decide possible system reconfigurations.
3.3.2 WiFi offloading
WiFi offloading consists in transferring a portion of the mobile traffic from the
BSs to some nearby WiFi Access Points (APs). Currently, WiFi APs are increas-
ingly deployed by more and more operators and private users, making the WiFi
technology become available almost everywhere. This technique is hence commonly
adopted to relieve cellular networks from a part of their traffic load during peak
hours in heterogeneous networks, hence increasing the available bandwidth [61].
However, WiFi offloading can be also exploited as a way to decrease the traffic
load in order to save the energy consumed by BSs, although this technique alone
may not lead to remarkable reduction in the consumption, due to the limited load
proportionality of energy consumption. Nevertheless, when applied in a scenario
where the base stations can also be switched on and off, WiFi offloading allows
to further decrease the number of active BSs, hence to further reduce the system
consumption.
We assume that the neighbor APs available for carrying a fraction of the mobile
traffic in case of DOWN requests are owned by some local business holders and/or
by private individuals residing in the area. Further assumptions and conditions
under which WiFi offloading is applied in our scenario are detailed and discussed
at the beginning of Sec. 9.2 and in Sec. 9.2.3.
3.4 Demand-Response
The green mobile access network presented above is connected to a SG, from
which energy can be taken. The SG operates according to a specific DR program,
deployed in order to leverage the energy demand from its users to better match the
power supply. This is done for example by asking users to reduce their consumption
in case of high peak demands or to increase the amount of energy drawn from the
grid, in order to mitigate voltage unbalance. Those users willing to participate
to the DR program perform an agreement with the SG operator and they will
receive monetary rewards or penalties for positively react or opposing, respectively,
to the SG requests. Every day each user forecasts its energy demand that will be
likely needed from the grid during the following day, providing an estimation of the
predicted consumption level during the next day for every timeslot in which the day
is divided. The duration of each timeslot may typically be of the order of 15 minutes
to one hour. Thanks to aggregators, the SGO in turns knows the overall expected
energy demand from all the end users for the following day, on a timeslot basis.
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Table 3.2: Energy prices, rewards and penalties in [e/MWh] [106].
Price, reward or
penalty
pG rU rD pU pD
Value [e/MWh] 37 24 60 12 30
During the following day, at every timeslot, based on the day-ahead forecasts about
energy demand and on the current energy availability, the SGO sends a request to
its end users. The request is UP (or DOWN) in case the SG is asking the users
to increase (or decrease) their energy consumption, in the following timeslot, with
respect to the energy need foreseen the day ahead. If the SGO does not ask for
any adjustment of the end user consumption from the grid, the request is NULL.
Rewards are envisioned for the amounts of energy used to increase or decrease the
energy taken from the grid with respect to the level predicted the day ahead, in
response to the SG. The requests of type UP and DOWN do not imply the demand
for a specific amount of energy increase or decrease, respectively, with respect to
the forecast consumption. Nevertheless, the provided rewards result proportional
to the energy raise (or reduction) with respect to the predicted levels, hence higher
levels of energy increase or decrease are fostered. The average price per unit of
energy drawn from the grid is denoted as pE. If the user is able to answer the
grid request of UP or DOWN, by increasing or decreasing its grid consumption
respectively, it receives a reward from the grid, since it is contributing to provide
ancillary services. The grid pays a reward, denoted as rU , for each unitary increase
of energy with respect to the day-ahead forecast, in case of request of type UP.
Similarly, rD denotes the reward for a unitary energy decrease with respect to what
announced the day before, in case of request of type DOWN. Tab. 3.2 reports the
values of energy prices, rewards and penalties adopted in this study, obtained from
real pricing adopted by the Réseau de Transport d’Electricité (RTE)-France, the
French electricity transmission system operator [106]. pG is the cost for unit of
energy bought from the grid. rU and rD are the rewards per unit of energy traded
to provide ancillary services in case of U and D, respectively. pU and pD are the
penalties paid for each unit of energy opposing the SG request with respect to the
predicted consumption, in case of U and D, respectively. Let us denote as EG the
energy bought from the grid during a timeslot, whereas EG∗ denotes the predicted
amount of energy bought from the grid during the same timeslot. In case of request
of type DOWN and UP, respectively:
Case DOWN : if (EG − EG∗ < 0) then : Reward = (|EG − EG∗|) · rD
Case UP : if (EG − EG∗ ≥ 0) then : Reward = (EG − EG∗) · rU
These rewards lead to an overall cost reduction, whose value depends on the fre-
quency at which the user can satisfy the grid requests and on the amount of grid
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energy increase/reduction.
3.5 Energy management policies
In a green mobile access network, BSs can be powered by the grid or by the
solar energy produced by the photovoltaic panels or by the energy previously har-
vested in the storage. Furthermore, extra amounts of renewable energy, that cannot
be immediately used for the network supply, must be harvested in the storage for
future usage, for example during the night period when renewable energy is not
produced. In a Demand-Response framework, it may be convenient to take advan-
tage of the incentives provided by the SGO when its users accomplish its requests
of decreasing or increasing the consumption. However, whereas the mobile network
can reduce its consumption from the grid by using the renewable energy currently
being produced, or by exploiting the energy storage, or by applying some Resource
on Demand strategy, the mobile network cannot increase its energy consumption
on purpose, since it depends on the current traffic demand, which, in turns, cannot
be scaled up on demand. Hence, in this case, it is possible to buy some additional
amount of energy from the grid to be stored in the battery, in order to satisfy the
request of the SGO to raise the energy demand.
The decisions about the handling of the energy flows are taken according to prop-
erly designed energy management policies, based on several possible factors, like
the current energy demand, the renewable energy production, the battery charge
level, the likelihood of future power outages, the requests from the SGO in case
of Demand-Response. In this study, two different types of energy management
policies are considered, i.e. a baseline energy management policy, implemented
when the mobile operator is not enrolled in any Demand-Response program, and
a Demand-Response energy management policy, envisioning an active interaction
with the Smart Grid, based on an agreement to negotiate the participation in a
Demand Response program. These policies are briefly presented hereafter, whereas
specific variants and possible implementations are detailed in the corresponding
chapters where they are adopted.
3.5.1 Baseline energy management policy
The energy generated by the panels is first used to power the BSs and, in case of
extra production, is fed into the batteries, according to a first use-then harvest prin-
ciple. Any extra amount of renewable energy that is not needed for current network
operation and cannot be immediately stored in the battery is wasted. Whenever
no renewable energy is currently available, the base stations drain energy from the
batteries for their supply. In case batteries are discharged, the base stations can
be supplied by the power grid. This kind of operation allows to minimize energy
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losses. It corresponds to the application of a Harvest-Use-Store (HUS) policy [97,
122, 71], meaning that as RE is produced during daytime, it is directly used by the
BS, if needed; only the amount of produced RE exceeding the BS energy demand
is stored in the battery for future usage, as long as there is still free available space.
Thanks to the recent deployment of more advanced storage devices improving tech-
nical feasibility of the HUS mode [70], this configuration featuring two harvested
energy flows in parallel (directly to the BS or through the traditional storage) is
preferred to the traditional and less energy efficient Harvest-Store-Use (HSU) ar-
chitecture, where the harvested energy follow a single/unique flow, since it is first
saved to the storage device before being used to power the BS, thus implying higher
losses [115]. An hybrid energy storage system (HESS) is hence envisioned, where a
power efficient storage device, i.e. a supercapacitor, is introduced beside the lead-
acid battery [49, 71, 70], in order to provide immediate use of produced RE. In
fact, supercapacitors feature high power density, fast charging efficiency and longer
lifetime with respect to lead-acid batteries, hence resulting fitted to this purpose.
Furthermore, they allow to smooth RE production on a short time scale to obtain
a constant power output. By converse, they show low energy capacity and high
self-discharge rate with respect to lead-acid batteries, which are more energy dense
devices, hence better suitable to store extra amounts of energy for future usage
[49].
We assume that the renewable energy generator system is shared among the base
stations of the group and energy management decisions are taken in a centralized
way for the whole group of base stations. This means that decisions are based on
the total available energy and the total power demand regardless the actual im-
plementation of the power system that, in its turn, can either be distributed, with
small solar panels and storage units co-located with the base stations, or composed
of a few larger generators.
3.5.2 Energy management policy in a Demand-Response
framework
When the mobile access network actively interacts with the Smart Grid in a
Demand-Response program, the energy management policy must also take into
account, and possibly accommodate, the requests issued by the SGO, in order to
increase the MNO revenues for satisfying the SG requests and, at the same time,
contribute in providing ancillary services.
At every timeslot, different actions can be taken, based on the type of grid request
and the amount of produced RE. The BSs need may be derived from the produced
RE, from the storage (always respecting the maximum discharging rate) or from
the grid. RE may be used to power BSs, harvested into battery or wasted in some
cases. As already mentioned, the RE management is based on a first use - then
harvest principle, meaning that the produced RE can be directly used to power
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the BSs and only the extra amounts are possibly harvested afterwards. In order
to better answer requests of increasing the consumption, an additional amount of
energy can be drawn from the grid and harvested into battery for future usage, as
long as there is still enough space in the storage.
Please note that variants of this policy are possible. For instance, this energy man-
agement policy can be applied even when no RE generation system is present, by
simply assuming photovoltaic panels and battery with null capacity. Furthermore,
specific behaviors are envisioned in the case Resource on Demand and WiFi offload-
ing techniques are applied, since these strategies can be exploited to better respond
to the requests of reducing the energy taken from the grid. Actual implementations
of this energy management policy are better detailed in the corresponding chapters.
In case of U request, a reward is obtained if the total energy taken from the grid,
Eg, is larger than the predicted consumption Cf . The reward is proportional to
the extra amount of energy taken from the grid. By converse, in case it is lower, a
penalty is paid proportional to the energy gap with respect to the reference level Cf
predicted the day ahead. Similarly, in case of D, a reward is obtained if Eg < Cf ,
and vice versa for the penalty.
3.6 Methodology remarks
Depending on the focus of single parts of the study, different and sometimes
simplified variants of the main presented scenario have been adopted in the vari-
ous sections of the work, based on the aspects which had to be investigated. For
instance, when the focus is mainly centered on modeling the renewable energy pro-
duction, the scenario is simplified by considering a portion of the mobile access
network where only a macro BS is present. Hence, the parameter m, correspond-
ing to the number of micro BSs, is set equal to 0. Conversely, when the focus is
mainly set on operational costs or on RE system dimensioning, a complete sce-
nario with multiple micro BSs (m>0) is more likely considered, in order to more
accurately investigate the actual system operation and performance. Furthermore,
although the mobile network is always assumed to be powered by the traditional
power grid, besides the possible use of renewable energy, only in some scenarios an
active interaction with the Smart Grid in a Demand Response framework is envi-
sioned, whereas in other cases no Demand Response policies from the Smart Grid
side are assumed. Finally, the application of Resource on Demand strategies and
WiFi offloading techniques is only adopted in specific scenarios. The details of the
specific variants adopted for the scenario in the different parts are specified within
the corresponding section in each chapter related to the results (Chapter 4-9).
In this work, the green mobile network operation is investigated not only via sim-
ulation, but also using stochastic models, either to represent the storage or the
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renewable energy generation. Specific models adopted in the various parts of this
study are detailed in the corresponding Chapters. The outline of the rest of this
manuscript is highlighted below:
- In Chapter 4, a simple stochastic model of the amount of energy that is
produced by PV panels is proposed, based on just a pair of input parameters
that allow to characterize the renewable energy production: the mean value
and the variance of the level of solar energy daily generation.
- In Chapter 5, various stochastic models designed to model the green mobile
network operation are presented.
- In Chapter 6, the impact of the granularity of the parameter settings on the
performance of the green network operation model is discussed.
- In Chapter 7, useful simulation and analytical tools are presented, deployed
for proper dimensioning of a renewable energy generation system in green mo-
bile networks. In particular, the stochastic model proposed for characterizing
the renewable energy production is exploited to derive a simple analytical for-
mula to derive the proper capacity of photovoltaic panels and storage, based
on the mobile network demand and on the local renewable energy generation
profile.
- In Chapter 8, different energy saving techniques, either based on the applica-
tion of BS on/off switching or WiFi offloading, are investigated via simulation,
in order to evaluate their impact on the system dimensioning, on the energy
consumption from the grid and on MNO cost.
- In Chapter 9, the interaction between the mobile network and the Smart Grid
in a Demand-Response framework is deeply analyzed, via simulation and by
deploying stochastic models, in order to deploy energy management policies
that allow to enhance this interaction, with the twofold objective of reducing
energy cost for the mobile operator and contributing in providing ancillary
services, that represent a remarkable benefit from the SGO side.
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Modeling renewable energy
production
Part of the work presented in this Chapter has already been published in:
• D. Renga and M. Meo. “Modeling renewable energy production for base
stations power supply”. In: 2016 IEEE International Conference on Smart
Grid Communications (SmartGridComm). Nov. 2016, pp. 716–722
The intermittent nature of RE production is one of the main criticalities to be ad-
dressed when powering mobile network with solar energy. The variability of the RE
generation over time, which is location dependent, highly affects the system per-
formance in terms of energy self-sufficiency of the network and resiliency to power
outages. Furthermore, a proper system dimensioning should be based on a reliable
characterization of the RE production profile.
In this study, the renewable energy production has been modeled in different ways,
depending on the aspects of the green mobile network system that had to be inves-
tigated. As it will be shown later on in this manuscript, in some cases real traces
about renewable energy production have been simply employed as input data for
simulations, for instance to analyze the system performance for dimensioning pur-
poses or to study the interaction of the green network with the smart grid in a
realistic setup. In other cases, real data about renewable energy production in a
given location have been exploited to build probability distribution functions, to
provide an empiric stochastic model for the solar energy generation to be applied
in the study of the system performance. Nevertheless this Chapter, focusing on the
PV powering system of a BS that is part of a mobile network, aims at proposing a
simple stochastic model of the energy produced by photovoltaic panels of relatively
small size and investigating the impact of the energy generation variability on the
power supply system performance. The peculiarity of this model is represented by
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the fact that only two parameters are sufficient to characterize the renewable en-
ergy generation in any location, by means of a random variable with a mean value
and a variance.
The stochastic model is described in Sec. 4.1, whereas in Sec. 4.2 the model is
applied to simulate the system, carry out a performance analysis and validate its
effectiveness in representing the RE generation in a real scenario.
4.1 Stochastic model of the renewable energy pro-
duction
Based on the analysis of data about the solar irradiance in the city of Turin,
a simple stochastic model is proposed to characterize the RE production by PV
panels, with its variability. The model is based on the identification of a shape
function that represents the typical production profile of a day; the function is then
scaled through a random variable that represents the production daily variations.
The model can be applied at different time scales, e.g., for representing the daily or
the hourly production. Our results, derived for various dimensioning of PV panels
and storage, show that the mean and variance of the random variable representing
the daily generation are the key parameters needed to predict, with high accuracy,
the system performance; performance is evaluated, mainly, in terms of battery
depletion probability and energy demand from the grid.
The considered scenario is simplified with respect to the general one presented in
Chapter 3 and it is reported in Fig. 5.3. It consists of a single macro LTE BS (the
number of micro BSs, m, is set to 0), that is equipped with a PV panel and an
energy storage. In order to allow normal operation, the BS is first powered by the
RE, when it is currently available. Any amount of solar energy exceeding the BS
need is stored in the battery, as long as there is residual capacity available. When
no RE is produced, the BS can draw the required energy from the battery as a
second option. Finally, in case this is not sufficient for satisfying its demand, the
energy is taken from the grid. No active interaction is envisioned with the Smart
Grid, hence the baseline energy management policy is applied. The model is derived
from the analysis and understanding of data obtained from PVWatts [37] about RE
production during the typical meteorological year (TMY) in Turin. While fitted
and tested for Turin, the model can in general be used to represent the production
in locations in which, similar to Turin, the intra-day weather variability is limited.
As is shown below, the model consists of two elements: a shape function that
represents the profile of production in a day, and a random variable that represents
the daily variability and it is a scale factor to be applied to the shape function.
As mentioned above, the model is derived from data obtained by PVWatts, a
tool that provides, on an hourly basis, the average levels of RE power production
obtained from a standard PV panel with capacity of 1 kWp over the typical year.
40
4.1 – Stochastic model of the renewable energy production
  
LTE MACRO BS
POWER GRID STORAGE PV PANELS
123
CENTRAL CONTROLLER:
1) ENERGY MANAGEMENT
Figure 4.1: The single on-grid green LTE BS.
Fig. 3.4 shows sample curves of the RE production during different days, curves
are grouped by some months representative of different seasons, namely February,
July and December. The solid line in each graph reports the average curve for the
selected month. Each month has its own variability, but, clearly, seasonal variations
are even more significant, with much higher production in summertime with respect
to winter months. To deploy a model suitable also for a proper dimensioning of
PV panels and batteries, a worst-case approach is taken and the season in the year
with the lowest RE production is considered. For the selected location, such period
is represented by the months of November, December and January (92 days), when
an average solar radiation of 1.18 kWh/m2 per day is achieved. Let us denote as
REp the RE power production [W] at peak time, for a unitary PV panel (1 kWp)
and denote with REd the daily total amount of RE production [kWh]. An average
REp of about 193 W per 1 kWp is observed (range [42,349] W); as a reference
consider that the mean value for the whole year is 390 W (range [41,760] W).
To investigate the similarity of the daily patterns of the RE production during
the 3-month period, Fig. 4.2a reports the daily curves of RE production, with
sample granularity of 1 hour, normalized with respect to the REp value of each
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day; the curve of the mean normalized RE production for the whole period is
reported along with the range corresponding to mean value ±SD. Given the REp,
the shape of RE production is very similar in each day. The production in a given
day can then be represented by the red dashed line (obtained by averaging the
production hour by hour) multiplied by a factor that corresponds to the REp of that
day. Hence, REp is the only parameter needed to represent the daily production
and to distinguish the production in different days. Fig. 4.2b reports also the
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Figure 4.2: Daily normalized RE production patterns (average and standard devi-
ation) in the cold season.
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standard deviation of the normalized RE production, for each hour of the day. SD
is always < 10% of REp, and it is larger as we get closer to the curve tails, with
a maximum of 8.6% of the normalized REp. These variations are negligible with
respect to the central peak hours, in terms of total daily RE production. The curve
representing the average normalized RE production during the 3-month period,
denoted by fN(t) (red dashed curve in Fig. 4.2a), can be derived by averaging the
normalized production for each time in a day and interpolating the new obtained
points. The actual RE production curve, denoted as f(t), represents the real RE
pattern production in a specific day:
f(t) = REp · fN(t). (4.1)
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Figure 4.3: Daylight time duration across the three months and normalized daily
RE production with its moving average.
The support of the RE production curves is related to the duration of the day-
light time; in our case, its average is about 9 hours. The selected 3-month period
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is characterized by a period of daylight ranging from 8 h and 45 min to 10 h and
9 min. A maximum variation of just ±10% with respect to the mean value (9 h
and 12 min) is observed. Such a relatively low variability range does not seem to
have a direct and significant impact on the RE production variability, as it can be
seen from Fig. 4.3. The blue curve in Fig. 4.3b represents the value of the daily
production, REd, normalized with respect to the maximum REd in this period
(that is 1.76 kWh), while the red curve is the corresponding moving average over
the previous 10 days; the orange curve in Fig. 4.3a corresponds to the duration of
daylight for each day. The moving average varies within a pretty limited range,
hence resulting rather unrelated to the daylight time variation, which, by converse,
is first decreasing and then increasing in the same period. The lowest values of the
moving average are actually seen around November 27th and January 31st, in two
moments in which the daylight time is longer than in those days showing higher
RE production. Therefore, the small differences in the daylight duration among
days in this period do not affect significantly the level of daily production in the
corresponding days. These observations allow us to assume a profile with a con-
stant support over the considered period. Given the fixed common shape for the
normalized daily RE production (holding for the whole period), fN(t), the actual
daily RE production pattern can be represented as in (4.1) by multiplying fN(t)
by a random variable that represents REp. Denoting the r.v. by A, a sample ai of
A defines the amplitude of REp in day i and the production curve in day i is given
by aifN(t). The r.v. A is simply defined by the probability distribution function.
We will show in what follows that if we simply fit the mean and the variance of the
r.v. A to those of the peak production REp, we obtain a simple model that well
captures the system behavior.
Summarizing, the proposed model for the RE production consists in obtaining
a daily profile of production by multiplying the shape function fN(t) by a r.v. A
whose mean and variance are set equal to those typical of the peak production
in the considered location. The proposed model can be applied for locations with
limited intra-day weather variability, like in the case of Turin and several other
locations, according to PVWatts traces.
4.2 Simulating the system
To prove the utility of the model, we now apply it to a case of practical inter-
est, a BS equipped with PV panels and battery storage. We analyze the system
behavior to understand how the RE production profile affects its performance. In
this section, we describe the simulation environment used for deriving the results.
To define the system we use the following parameters: CBS, the BS power
consumption (in kW), assumed to be constant (1 kW on average); SPV , the PV
panel size (in kWp); B, the storage size (in kWh), intended as the portion of the
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whole capacity provided by the batteries that can actually be exploited. Indeed,
the storage amount defined by this parameter is limited by the maximum Depth
of Discharge (DOD) allowed for each battery element and it may range from 50%
to 70% of nominal capacity, depending on the minimum battery life duration that
we are willing to accept. The RE production is characterized by using the model
described in the previous section, keeping into account that variable amounts of
RE are produced each day, depending on the panel size, SPV , and on the peak
production distribution in the considered location, REp. Furthermore, the proposed
model assumes that each day the RE is produced only during a limited period
of time (daytime), whereas during the rest of the day (nighttime) no RE can be
produced. The amount of RE that is produced during daytime, denoted as RED,
is derived as RED = REd · SPV . According to the proposed model, REd can be
related to REp by means of a constant coefficient, RN :
REd = RN ·REp =
∫
D
fN(t) ·REp
where D is the support of fN(t), i.e. the daytime period, varying with latitude.
fN(t) represents the curve of the normalized RE production per kWp in a given
location. In this work, RN is derived in the worst-case period for the city of Turin,
where latitude is 45.2°N and daytime is about 9 h. The locally produced RE can
be used to directly power the BS; the extra amount is stored in the battery to
be used later on, if there is still space available. In case of battery depletion, the
BS demand can be satisfied by taking energy from the grid. Storage charging and
discharging losses are taken into account, considering a battery efficiency of 85%.
In our simulation, the storage level, along with other performance parameters, is
sampled daily, both at the beginning of daytime (the most critical point for RE
availability), denoted by Sd(i) for day i, and at the beginning of nighttime, Sn(i).
The battery levels are related by:
Sd(i) = min(B,max(0, Sn(i−1) − Cn(i−1)))
where Cn(i−1) = CBS · nighttime is the BS energy consumption during nighttime.
The storage level at the beginning of nighttime, is computed for day i as:
Sn(i) = min(B,max(0, Sd(i) +R(i) − Cd(i)))
where Sd(i) is the storage level at the beginning of daytime in the same day, R(i)
is the RE produced during daytime and Cd(i) = CBS · daytime is the daytime BS
energy consumption.
For BS service continuity and reasonably low values of the depletion probability,
the storage size B must be large enough to store at least the amount of energy
needed to cover the nighttime demand, when no RE is produced.
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Figure 4.4: Battery occupancy, BO, under normal (ND) and uniform distribution
(UD) of REp and ∆BO versus average REp in scenario 1.
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4.3 Performance analysis
In this section, we analyze the performance of the system, focusing on the
impact of the main stochastic characteristics (mean and variance) of the daily
energy production.
Several simulations were run under many different configuration settings of input
parameters, and considering different types of distribution for the random variable
A that represents the daily production REp. In particular, to test the impact of
the distribution of energy production, normal (ND) and uniform distributions (UD)
have been tested, under multiple combinations of the values of mean and variance.
The BS consumption is assumed to be CBS = 1 kW. Results from these two dis-
tributions have been compared with those derived from the simulation under the
empirical distribution (ED) obtained from real traces of sun radiation in Turin.
10,000 samples were collected on a daily basis for each simulation, both at the be-
ginning of daytime and of nighttime, but only the first kind of results are reported,
since they correspond to the worst-case. The system performance has been evalu-
ated by means of the following performance indicators: BO, average daily battery
occupancy; Q90, 90th percentile of battery occupancy; PD, storage depletion prob-
ability; G, average daily grid demand. Two scenarios, 1 and 2, have been selected
to represent the general trend of the results. In scenario 1, the storage capacity is
B = 18 kWh, and the panel size is SPV = 24 kWp; in scenario 2, B = 20 kWh,
SPV = 26 kWp.
Transition from scarce to sufficient RE production regime Fig. 4.4 shows
the average battery occupancy (BO) versus the mean daily production in scenario 1,
both in case of normal distributed production and uniformly distributed production.
Each curve represents a different variance. Clearly, the average charge BO increases
with the average production, with a much faster increase for lower values of the
mean and of the variance. In particular, for low mean production, a higher variance
allows higher levels of charge, whereas, starting from a transition point in the REp
(between 200 W and 250 W), there is an inversion such that, for higher variance,
lower charge levels are observed. The reason is that when production is low, variance
helps in giving more chance to fill the battery; conversely, when production is
enough, variance causes more chances not to fill the battery.
The same considerations hold under the other distributions. However, although
the general trend is similar, for low values of the variance of the production, vR, the
ascent is slightly steeper under UD rather than ND. Similar trends are observed
in scenario 2 (data not reported for lack of space), featuring larger PV panel and
storage size. To better evaluate the differences between the two types of REp
distribution, Fig. 4.4c reports the relative difference observed in the values of BO
under ND versus UD, denoted as∆BO , computed for each configuration of [REp, vR]
in scenario 1. Except for the lowest value of production (200 W),∆BO is never larger
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than ±10%, a quite small value. This shows that the main impact of the variability
of the production can be quite well represented simply by the mean and the variance
of the daily production.
Results about depletion probability, PD, are reported versus the average REp
in Fig. 4.5, in scenario 2 and under UD of REp. The trend is the opposite with
respect to the behavior of the battery occupancy BO, since depletion probability
decreases for increasing values of the mean production, REp, with a huge decrease
and steep descent for low values of average REp. Again, the transition point in REp
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Figure 4.5: Depletion probability, PD, under UD of REp in scenario 2.
can be identified between 200 W and 250 W, below which the depletion probability
remains smaller than 50% for any value of the variance, vR. In relation to the
patterns of PD, three regime zones in REp can be identified for system operation:
• low regime: range of REp values for which depletion probability is > 20%
for any value of variance; daily RE production is not sufficient to satisfy a
significant portion of BS energy demand;
• intermediate regime: range of REp values for which depletion probability
may be < 20%, depending on RE production variance; daily RE production
is sufficient to provide a consistent amount of energy for BS operation;
• high regime: range of REp values for which depletion probability is constantly
< 20% for any RE production variance; daily RE production is sufficient to
make the BS much more independent from the grid and, for variance values
low enough, it may potentially make the BS completely off-grid. In a location
where the variance of REp is rather large, the objective of an off-grid BS can
be achieved only for higher values of daily RE production, hence larger PV
panels may be required.
The identified transition range, i.e. intermediate regime, corresponds to the switch-
ing between two regimes: a RE production not sufficient to significantly satisfy the
BS need and a regime providing a sufficient amount of energy for BS operation.
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Results show that larger values of the battery and PV panel (scenario 2) allow to
more rapidly reduce depletion probability. As observed before, the general trend
is similar under ND and UD, but in the UD case for low values of the variance
of production, the descent is steeper than for ND, while it becomes more gradual,
with respect to the ND case, for higher values of the variance vR. The relative
difference of PD between ND and UD case, ∆PD results to be higher than for BO,
but still within ±30%; higher values of ∆PD are found only when PD is low (less
than 6%).
Effects of REp variance The system is now investigated in terms of how its
performance is affected by the variance of production vR, for fixed average REp.
Fig. 4.6a shows the trend of BO versus the variance for scenario 2 in case of uniform
distribution of REp. Each curve represents a different value of average REp. It
can be observed that for high average values, BO tends to gradually decrease as vR
grows larger. For intermediate values of REp, the descent becomes faster, especially
for small vR. For the lowest vR values, BO tends to rapidly increase, instead of
decreasing, as vR becomes higher. The opposite trend is seen for PD (data not
shown). PD rapidly decreases as vR increases. In general, relatively low values
of depletion probability (smaller than 15%) can be achieved only for average REp
higher than a minimum threshold (∼250 W in the presented results, but it would
be higher in case of smaller SPV ). However, vR may deeply affect the PD that
can be observed. This means that, for a given value of average production, as vR
increases it becomes more and more difficult to have the BS off-grid, unless high
values of mean REp are made available, for example by increasing the PV panel
size. A very similar behavior can be observed for BO and PD in case of normally
distributed average production.
The average daily grid demand, denoted as G, is shown in Fig. 4.6b in case of UD.
G increases as vR becomes larger, with sharper ascent for low REp values. The
curve corresponding to REp=200 W clearly shows that, for low REp, in no case the
produced RE is enough to make the BS completely off-grid, unless by increasing
the PV size: in fact, even with the lowest vR, at least ∼2kWh must be required
from the grid. Notably, despite the difference in the PD curve slopes between
ND and UD case, the G curves result to be much more overlapped even under
the two different distributions (ND data not reported), meaning that although the
frequency of energy requests from the grid may slightly differ in the two cases,
the actual average amount of energy taken from the grid is approximately the
same. Wider differences in BO between ND and UD are seen for higher vR. This
results more evident from Fig. 4.7, showing Q90 versus vR for various REp mean
values and comparing ND (curves with circle points) versus UD (curves with star
points) case. The transition between a constant not null Q90∼2.3kWh (which is
the maximum possible level of residual storage remaining after the nighttime BS
consumption) and Q90=0kWh is very sharp, especially when vR is low with respect
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Figure 4.6: Battery occupancy, BO, and grid demand, G, under uniform distribu-
tion (UD) of REp.
to the mean REp. The vR corresponding to this transition point tends to become
higher for larger mean REp, until the average REp reaches values such that Q90
never becomes null. Furthermore, for the same mean REp, the switching point
becomes higher and higher under ND with respect to UD case, as vR grows larger.
This behavior is consistent with results presented in Fig. 4.6, where PD appears to
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increase faster with raising vR under UD rather than ND case, that seems slightly
outperforming UD to this extent. However, considering the similar trends shown
for G under ND and UN, the difference in Q90 between ND and UD case may not
be relevant, especially for small REp, unless an off-grid target is pursued.
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Figure 4.7: 90th percentile of battery occupancy, Q90, under normal (ND) and
uniform distribution (UD) of REp in the scenario 2 (B=20 kWh, PV=26 kWp).
4.3.1 Further model validation
Further results for model validation are here presented, showing that the uniform
distribution can accurately represent the system behavior and outperforms to this
extent other types of distributions commonly adopted in the literature to represent
the RE production.
Testing the system under empirical distribution of REp
Finally, to further validate the model and confirm the previous findings, we test
the system behavior under the empirical distribution (ED) of REp, as it is derived
from real data of RE production in Turin in the worst-case 3-month period. Fig. 4.8
shows the probability density function (pdf) and cumulative distribution function
(cdf) of REp computed from the empirical data. Two peaks can be identified in the
pdf , likely corresponding to the prevalent types of daily weather conditions during
the whole period. We now compare the results obtained with the ED of energy
production against the other two considered distributions, ND and UD, under the
same values of mean and variance of the daily production. In Fig. 4.10, PD and G
versus SPV are reported for the three types of distribution and two battery sizes
(B=18 kWh and B=26 kWh). The patterns are very similar and curves almost
overlap.
These results show that the proposed model, despite being simple, is accurate
and representative of the RE production in a location, like Turin, in which the
daily weather is quite stable. As indicated in (4.1), the model is simply given by
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Figure 4.8: Peak production REp: pdf and cdf of the empirical distribution
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Figure 4.9: Depletion probability, PD, and grid demand, G, under ED, ND and UD
of REp, for B=18 kWh and B=26 kWh.
two components: a function that gives the shape of the production in a day, and
a random variable that, multiplied by this function, gives the actual value of the
production. In addition, most of the system behavior can be caught by simply
focusing on the mean and variance of this random variable.
Validating the model against additional types of distributions used in
the literature
As already highlighted, the proposed model is generically representative of the
RE production profiles from locations showing a limited intra-day weather variabil-
ity, like in the case of the city of Turin. Based on the results presented above, the
use of the uniform distribution to represent the REd can model the real system
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operation better than the normal distribution. Furthermore, the values of some
performance parameters, like the probability of battery depletion or the amount of
energy that must be bought from the power grid, are close to those obtained under
the empirical distribution derived from the real data about RE generation. In order
to further validate the application of a uniform probability distribution to represent
the random variable REd, additional types of probability distributions have been
tested and the obtained results compared against those derived under the empirical
(ED), normal (ND) and uniform (UD) distributions. The ED of REd allows to test
the system behavior in a realistic setting, since it is derived from real data of RE
production in Turin in the worst-case 3-month period. Various distributions that
are typically adopted in the literature to model the RE generation, i.e. the Gamma
(GD), Beta (BD) and Weibull (WD) distribution, have been evaluated by simu-
lating the operation of the green radio access network (RAN) under each of them.
For all the distribution types, the same mean value (E[REd]) and variance (vR)
of REd obtained from the empirical data have been applied: E[REd]=1.005 kWh,
vR = 439.152 Wh2, with coefficient of variation CV = 43.7%. The average proba-
bility of storage depletion, denoted as PD, and the average amount of daily on-grid
energy demand, denoted as G, have been analyzed. Fig. 4.10 reports the values
of PD and G under the various types of REd distribution, for increasing PV panel
sizes, SPV , and two different battery capacity (18 kWh and 26 kWh), denoted as B.
The results derived using a real location-based distribution of REd are consistent
with results derived from the model using a more general REd distribution. In
general, PD and G tend to decrease as SPV becomes larger. For PV panel capacity
higher than 26 kWp, ND, GD and WD tend to slightly underestimate the daily
energy demand from the grid G with respect to ED, whereas the depletion proba-
bility PD is overestimated under these distributions for any PV panel size. Under
UD and BD, the estimation of PD is very close to the real values for any PV panel
size and the values of G obtained are mostly completely overlapping with those
derived under ED. These results confirm that other types of distributions typically
used to model the RE generation, like GD and WD, do not outperform the UD
in modeling the RE powered RAN operation. Furthermore, the Beta distribution
shows a behavior similar to the uniform distribution in predicting the real system
performance. Hence, the selection of the UD distribution to model the daily RE
production is further confirmed by these results. Moreover, although the system
behavior under UD and BD is rather similar, the first distribution is preferred to
the latter due to the lower computational complexity required during the analysis
process.
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Figure 4.10: Depletion probability (PD) and grid demand (G) under empirical (ED),
normal (ND), uniform (UD), Gamma (GD), Weibull (WD), Beta (BD) distribution
of REd, with B=18kWh and B=26kWh.
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Chapter 5
Modeling the green mobile
network operation
Part of the work presented in this Chapter has already been published in:
• A. P. Couto da Silva et al. “The Impact of Quantization on the Design of
Solar Power Systems for Cellular Base Stations”. In: IEEE Transactions on
Green Communications and Networking 2.1 (Mar. 2018), pp. 260–274
• D. Renga et al. “Improving the interaction of a green mobile network with
the smart grid”. In: 2017 IEEE International Conference on Communica-
tions (ICC). May 2017, pp. 1–7
The operation of a mobile access network powered by RE can be modeled by means
of stochastic models that basically represent the state of the battery charge over
time. This state changes according to the RE availability, based on the dynamic
variations of the mobile network energy demand and depending on the application
of energy management strategies. Part of the results presented in the following
Chapters have been obtained by using simulation tools, whereas some of the re-
sults have been derived by applying stochastic models to represent the renewable
powered mobile network operation. Three different stochastic models, based on
Markov chains, have been deployed and are now presented. Each of them feature
different connotative characteristics depending on the different aspects they are fo-
cused on and on the main investigation objectives they aim to achieve. They can
be summarized as follows:
1. First, a stochastic model is proposed in Sec. 5.1 to describe the operation of a
system consisting of a single BS powered by RE energy. The model takes into
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account the variability of weather conditions from day to day. It is deployed to
study the impact of the quantization adopted for various parameters, included
in the configuration settings of the model, on the design of RE power systems
for cellular BSs. The results related to the quantization issue are presented
in Chapter 6.
2. Second, a very simple Markov chain model, presented in Sec. 5.2, is designed
to model the state of the battery charge in the same scenario with a single RE
powered BS. This model is exploited to derive an analytical formula allowing
to easily dimension the PV panel and battery size to proper values, allowing
to achieve a battery depletion probability lower than a target value, based
on the average RE production and its variability in a given location as input
parameters. The model is described within the current Chapter, whereas the
results related to system dimensioning will be presented in Chapter 7.
3. Finally, a more complex Markov model, described in Sec. 5.3, is deployed to
represent the operation of a mobile network in a scenario where multiple BSs
are present, powered by RE and grid energy. This model allows to investi-
gate a more complex scenario with multiple BSs and possible application of
Resource on Demand strategy to dynamically adapt the consumption to the
actual traffic load. Furthermore, this model is adopted in the studying of the
interaction of the cellular network with the Smart Grid in a Demand-Response
framework, as it will be shown in Chapter 9.
5.1 A Markovian model embedding weather con-
dition information
The stochastic model that is now presented is deployed considering a simple
scenario with a single off-grid LTE BS powered by renewable energy (see Fig. 5.1).
A probabilistic model of the system must account for the energy production process,
for the energy consumption process, and for the evolution of the battery charge with
time. In particular, the model must account for the periods of the day in which
energy production is significant (how high depends on the weather conditions),
and for the periods of no production, for example at night. The model must also
consider that the BS power consumption varies during the day according to the
volume of services offered to end users.
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Figure 5.1: The single off-grid green LTE BS.
5.1.1 Model Formulation
We define a discrete time Markov chain (DTMC) model over time slots of du-
ration ∆T [h]. The DTMC state is defined by three variables:
s = (W,T, S)
where W indicates the weather state; T represents the time of the day, and S
corresponds to the current charge of the battery.
The time granularity ∆T drives the dynamics of the DTMC model. The daily
evolution of the system spans a number of time slots equal to NT = 24/∆T . Hence,
the DTMC moves from a state with T = i, i ∈ {0,1, · · ·NT − 1} to a state with
T = (i+ 1 mod NT ).
The value of the weather variable W , together with the PV panel size, and
energy loss parameters, determines the amount of energy produced by the PV
panel in a time slot. W defines if a day is sunny (high production) or cloudy (low
production). Then, the production in a given time slot depends on both W and
the time of the day represented by the time slot: for example, whatever the value
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of W is, time slots that correspond to night hours have zero production, while time
slots that correspond to midday have large production levels, whose actual value
depends on W , i.e., on whether the day is sunny or cloudy. Since W defines the
weather in a day, its value changes only at the beginning of a new day, that is with
the transition of the variable T from the value NT − 1 to the value 0.
The definition of possible values forW is based on long-term (20 years) historical
data about the daily solar irradiance. The daily solar irradiance is quantized over a
number of levels equal to NW , so that we can define NW types of daily weather, Wi,
with i ∈ {0, NW − 1}. From the same data we compute the probability that after
a day of type Wi a day of type Wj follows, with i, j ∈ {0, NW − 1}. Given a daily
solar irradiance level Wi, the irradiance over time slots is derived from fine-grained
short-term (2 years) solar irradiance historical data, that reflect the variability of
irradiance in different moments of the day, with low irradiance occurring after dawn
and before sunset, and peaks occurring around midday. From the historical data
(long- and short-term), for each type of day, and for each time slot, we compute
the average energy production. The data about solar irradiance are taken from the
SoDa service1.
Finally, the state variable S represents the battery charge level. Let CB, mea-
sured in kWh, represent the battery capacity. By choosing a quantization step Qs,
the set of values for S is {0,1, · · · , NS − 1}, with NS = CB/Qs + 1.
At every DTMC state transition, we compute the energy level in the battery
at the beginning of the next slot as the sum of the energy already in the battery
at the beginning of the current slot, plus the energy produced during the time slot
(that depends on W and T ), minus the energy consumed in the same time slot
(that depends on T ). The value of S is the energy in the battery at the beginning
of the time slot, while the energies produced and consumed refer to the whole time
slot (they are the integrals of the respective powers during the time slot).
5.1.2 Transition Probabilities
The DTMC model deployed to investigate the renewable powered mobile system
operation is depicted in Figure 5.2, where only some of the state transitions are
shown. Each state si = (Wi, Ti, Si) is characterized by different values of day-
type Wi, time of the day Ti and battery charge level Si. Only a sample of all
the possible transitions between different states is highlighted in the figure. In
particular, the transitions starting from states (Wi,0, Si) and (Wi, NT−1, Si) are
represented. These states correspond to the first and last timeslots of a day of
1http://www.soda-pro.com/. Two different data sets are used: the first one provides solar
irradiance data at 15 minutes intervals for a period of 2 years, with a spatial resolution of about
5 km; the second one provides daily solar irradiance data for a period of 20 years, with a spatial
resolution of about 20 km
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Figure 5.2: Markovian model representing the renewable powered mobile system
operation.
each type Wi, respectively, with any possible value of battery charge level. The
cardinality of the state space of the DTMC model is the product of the number of
time slots during a day NT , times the number of solar irradiance levels NW , times
the number of levels considered for the battery charge NS.
However, since the type of day can change only when a new day starts, given
the type of day and the daily traffic profile, the transition from a state si to a state
sj, with si = (Wi, Ti, Si), and sj = (Wj, Tj, Sj), with Ti ∈ {0,1, · · ·NT − 2}, is
possible only with Wj = Wi (the type of day cannot change during the same day),
Tj = Ti + 1 (the time slot increases along the same day), and Sj − Si equal to the
(fixed) difference between the energy produced and consumed during the time slot.
On the contrary, the transition from a state si to a state sj, with Ti = NT −1 is
possible with any value ofWj (the type of day can change at the beginning of a new
day), Tj = 0 (the first time slot of the new day), and Sj − Si equal to the energy
consumed during the time slot (no solar irradiation is present around midnight at
the considered latitudes).
As it can be observed from Figure 5.2, this means that for all states si with
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Ti = NT − 1 the number of possible outgoing transitions is equal to the number of
day-types NW , while for all other states only one outgoing transition is possible.
As a result, the DTMC transition probability matrix is quite sparse.
The model here presented has been adopted to evaluate the impact of quantization
of various parameters on the design of RE power systems for cellular BSs and to
evaluate the model performance under different configuration settings. Related
results are reported in Chapter 6.
5.2 A 3-state Markov chain model for the battery
charge
  
LTE MACRO BS
POWER GRID STORAGE PV PANELS
123
CENTRAL CONTROLLER:
1) ENERGY MANAGEMENT
Figure 5.3: The single green LTE BS.
The stochastic model here described is again designed to represent the operation
of a simple system consisting of a single LTE BS supplied by the electric grid and
by locally produced solar energy, as depicted in Fig. 5.3. The baseline energy
management policy is applied, i.e., as the RE is produced, it is utilized to power
the BS, according to the first-power-then-harvest paradigm. This means that the
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solar energy is first used to power the BS, whereas only the extra amounts of
RE that are not immediately used for powering the BS are harvested into the
storage afterwards, as long as there is still enough space. Following this principle,
charging/discharging losses can be minimized with respect to the principle first-
harvest-then-power, in which the battery is first charged and then the energy is
drawn from the storage to satisfy the BS demand. When no RE is currently being
generated or if its production is not sufficient to satisfy the BS demand, energy
can be drawn from the storage. Only in case the battery results empty, the energy
required is taken from the power grid.
5.2.1 Model formulation
A simple Markovian model is proposed to represent the charging state of the
storage in the same scenario shown in Fig. 5.3, i.e. a single macro BS with constant
power consumption. Based on the stochastic model presented in Chapter 4, the
daily renewable energy production for a PV panel with capacity 1 kWp, denoted as
REd, is proportional to the daily peak production and it can be modeled by means
of a random variable, characterized by a mean value and a variance, which depend
on the location, and featuring a uniform probability distribution. Of course, the
actual total amount of energy that is produced per day during the daylight period,
denoted as RED, depends on the actual PV panel capacity, denoted as SPV . It can
hence be derived as:
RED = REd · SPV (5.1)
In our scenario the storage consists of SB battery units, each with capacity 2.4
kWh. The total nominal capacity of the storage, denoted as B, is defined as:
B = SB · 2.4 [kWh] (5.2)
The actual available capacity, denoted as CB, is derived as:
CB = B ·DOD∗ (5.3)
where DOD∗ is the maximum allowed DOD.
We assume that, for a battery of capacity B, the maximum total available storage
charge is CB, due to the constraint on the maximum DOD. Hence, we consider CB as
the actual capacity of the storage to be modeled. A 3-state Markov chain is defined,
with each state, denoted as S, corresponding to a possible battery charge level that
is observed at the beginning of the day, i.e. at the beginning of the daytime period,
when RE starts being produced. The Markov chain model is represented in Fig. 5.2
and the 3 states are here defined:
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• state E (Empty): no energy is available in the battery and the storage charge
is null:
E = 0 [kWh]
• state L (maximum Level at the beginning of the day): this state represents
the maximum charge level that might be observed at the beginning of the
day after a night of normal BS operation, assuming that, at the beginning of
the previous night period (i.e. after the last hour of RE generation on the
day before), the battery was at full charge (i.e. the battery charge was equal
to CB). Let us denote as Dn the BS energy demand during the night hours.
Considering that during the nighttime no RE is produced, L is defined as
follows:
L = CB −Dn [kWh]
• stateM (Intermediate): the battery charge is at an intermediate level, defined
as:
M = L2 [kWh]
The transition from current state Si to state Si+1 occur with a timestep of 24
hour. In order to define how transition probabilities have been computed, let us
denote as Dd the BS energy demand during the daytime, whereas Dn represents
the nightly demand. Since traffic is very little load proportional, with rather high
power consumption also in those periods during which the traffic is very low, BS
consumption is assumed to be constant. The variable H denotes the amount of
energy that can be harvested daily in the battery, in case the BS daily consumption
is lower than the total RE produced:
H = REd −Dd −Dn (5.4)
Finally, assuming that the current state Si may be either E, I or L, the transition
probability from state Si to state Si+1, denoted as pi,i+1, can be computed as follows:
Case Si+1 = E
pi,i+1 = p(Si +H ≤ 0) (5.5)
Case Si+1 =M
pi,i+1 = p(0 < Si +H ≤ L) (5.6)
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Case Si+1 = L
pi,i+1 = p(Si +H ≥ L) (5.7)
In the computation of transition probabilities, charging and discharging losses are
kept into account.
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Figure 5.4: Markovian 3-state model for the storage.
5.2.2 Storage model validation
The Markovian model proposed to analyze the RE generation for powering a
mobile system has been validated by comparing the performance results obtained
under the model against results derived by investigating the same scenario via simu-
lation. The scenario consists of an on-grid LTE BS powered by photovoltaic panels
and equipped with a set of lead-acid batteries as energy storage. The system is
located in the city of Turin. The BS power consumption is assumed to be constant,
with an hourly energy demand, denoted as Dh, of 1 kWh. The daily RE generation
per kWp, REd, has a uniform distribution, with mean value E[REd]=1.005 kWh,
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variance vR = 439.152 Wh2, and coefficient of variation CV = 43.7%, as derived
from the empirical distribution of RE production in the city of Turin. Since the
system is analyzed during the coldest months, the average light-time duration is
9 hours, hence the daytime energy demand, Dd, corresponds to 9·Dh. RED rep-
resents the average daily peak of total renewable power that can be obtained in a
given location where a PV system of size SPV is present. The local solar radiation
determines the mean value of REd, i.e. the daily energy production per unitary
PV panel capacity, whereas the PV system size SPV is a factor that scales up the
renewable power generation to its actual value RED. RED is hence defined as:
RED = REd · SPV (5.8)
The model has been validated under several combinations of system sizing (SPV ,CB).
At the initial conditions, the battery is assumed to be fully charged. Losses due
to PV panel efficiency and environmental conditions are considered. Charging and
discharging losses are kept into account as well.
Let us denote as pD the battery depletion probability at the beginning of the day-
time: pDSim represents the value of pD obtained by simulation, whereas pDMod is
the estimated value of pDSim , predicted by the Markovian model. pDMod actually
corresponds to the steady state probability π0 for the three-state Markov chain.
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Figure 5.5: Battery depletion probability, pD, obtained through simulation and
from the Markovian model.
Fig. 5.5 reports the values of pDSim and pDMod for increasing levels of peak solar
64
5.2 – A 3-state Markov chain model for the battery charge
-0.2
 0
 0.2
 0.4
 0.6
 4  6  8  10  12  14  16
∆p
D
REp · SPV [kW]
∆pD
(a) CV=2%
-0.2
-0.1
 0
 0.1
 0.2
 0.3
 4  6  8  10  12  14  16
∆p
D
REp · SPV [kW]
∆pD
(b) CV=10%
-0.05
 0
 0.05
 0.1
 4  6  8  10  12  14  16
∆p
D
REp · SPV [kW]
∆pD
(c) CV=20%
-0.05
 0
 0.05
 0.1
 4  6  8  10  12  14  16
∆p
D
REp · SPV [kW]
∆pD
(d) CV=30%
Figure 5.6: Difference between pDSim and pDMod (∆pD) versus RE production level.
power generation (i.e. REp · SPV ) -corresponding to increasing levels of average
daily RE production- and under different values of CV. A fixed CB is assumed (26
kWh). Several values of CV have been tested, although here only some sample val-
ues are shown, in order to highlight the general changes in the pD behaviour under
increasing variance. In particular, the range of CV [0,35]% appears to be more
interesting for observing the impact of CV on the battery depletion probability.
Values of CV as high as those empirically observed for REp in the city of Turin
(43.7%) are hence not shown in this case.
The values of pD obtained by simulation or under the model tends to decrease
sharply for REd around 5-6 kWh in case of lower values of CV (2-10%). Conversely,
when the variance is higher, pD is below 1 even for very low REd and it decreases
gradually as the RE generation increases. The curve representing pDMod is almost
overlapping to the pattern of the depletion probability derived from the simulation
for any SPV , given a fixed location or, alternatively, for any value of REd, given a
fixed SPV . Indeed, the difference between the depletion probability obtained from
the simulation and its model predicted value, denoted as ∆pD = |pDSim − pDMod|,
is always negligible and it is almost null under most set of values of mean RE pro-
duction and variance CV (hence variance), as shown in Fig. 5.6. Higher differences
between the simulated and predicted values of pD can be found in the range of REd
values that correspond to the window during which the switch between two oper-
ating regimes occurs: the regime of insufficient production (low regime) and the
regime of production sufficient for BS operation (high regime). The width of this
65
5 – Modeling the green mobile network operation
window is larger as the CV becomes higher, but the maximum difference between
simulated and predicted value is much lower than in case of smaller CV. In almost
all cases, ∆pD is ≤0.05, whereas in most cases it results to be negligible. Fig. 5.7
shows the values of pDSim and pDMod for increasing values of RED, considering a
location with REd CV=20%. For small RE generation, there is a larger ∆pD in case
of larger battery size, whereas a small battery allows to limit this difference. Nev-
ertheless, ∆pD is always below 0.05 and, for RED > 9 kWh, it is negligible. When
RED is lower, the model results to be very accurate in predicting the simulated
value of pD, since the battery is so small with respect to the average RE generation
level that it will result empty most of the time at the beginning of the day both in
the simulation and under the model, with no effect due to RE generation variability.
When the size of the battery is larger, the model results just slightly less accurate
within the RED window of transition between the two regimes of operation, due
to edge effects occurring when the battery size is small, hence the impact of RE
production variability on the average battery charge level is rather limited.
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Figure 5.7: Difference between pDSim and pDMod (∆pD) under different values of
battery capacity.
The model can be easily extended and applied to other locations featuring differ-
ent RE generation profiles, by simply considering the corresponding mean value of
REd and its variability. The value of CV is adopted instead of the variance, since
it allows to immediately compare the variability degree of REd between different
locations, regardless the actual mean value.
Chapter 7 will describe how this Markovian model can be applied to derive an
analytical formula, allowing to properly dimension the total required RE system
capacity, in terms of SPV and CB, based on the location and on the target level of
energy self-sufficiency (with respect to the electric grid).
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5.3 An N-state Markov chain model for a com-
plex scenario
In this section a stochastic model is proposed to investigate the operation of
a portion of a mobile access network powered by the grid energy and by locally
produced RE, along with its interaction with the SG. The modeled mobile network
consists of a macro BS andm micro BS. Furthermore, this model takes into account
the dynamic variations of consumption of the cluster of BSs that may occur over
time, due for example to the varying traffic demand. Hence, this model is suitable
to study the mobile scenario even when BS switching on/off strategies are applied.
In addition, the RE production variability is considered as well. Finally, this model
is meant to be employed for a mobile network operating in a Demand-Response
framework, in order to investigate the capability of the cellular network of enhanc-
ing its interaction with the Smart Grid and reducing cost, by accomplishing its
requests. Therefore, the model is designed so as to include the dynamic requests
coming from the SG, that aim at shifting electric loads for better balancing the
energy supply and demand. Fig. 5.8 shows the scenario for which this Markovian
model can be applied.
A discrete time Markov chain is considered, where each state is defined by 3 state
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BS CLUSTER
POWER GRID STORAGE PV PANELS
1) ENERGY MANAGEMENT 2) BS ON/OFF SWITCHING
SMART GRID
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Figure 5.8: Cluster of RE powered BSs interacting with the Smart Grid in a De-
mand Response framework.
variables: P , indicating the period of the day; S, representing the current energy
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level of the storage; G, corresponding to the type of the request sent by the smart
grid (UP, DOWN or NULL). Each state in the Markov chain, denoted as x, is
hence defined as x = (P, S,G). The day is divided in five periods, corresponding
to the periods that typically succeed each other over 24 hours: the night period,
during which no RE is produced; the morning period, with intermediate levels of
RE production; the peak period, with the highest RE generation levels; the evening
period, with intermediate RE production; the evening period, without significant
RE generation. The total number of battery energy levels, N , is given by CB
Qs
+ 1,
where Qs is the quantization step used to quantize the energy harvested in the
storage, as well as the produced renewable energy and the energy consumed by the
mobile network.
Transition probabilities, i.e. the probabilities of moving from current state at time
step i, xi=(Pi,Si,Gi), to state xi+1=(Pi+1,Si+1,Gi+1), are derived combining a num-
ber of factors. Changes of P , period of the day, occur in such a way that the average
time spent in a period is equal to the period duration, that may differ from period
to period and is proportional to the number of timeslots included in the specific
period.Let Gi be the grid request at timeslot i in our model. The transition prob-
ability from Gi to Gi+1 is given by the statistical frequency with which requests of
type Gi+1 follow request Gi. The transition probabilities are also derived keeping
into account the predicted average energy consumption of the BS cluster during a
timeslot, namely Ec, that is forecast the day ahead. The traffic profiles tends to
be repetitive and they are rather predictable from day to day, given the type of
residential rather than business area [103]. The application of a RoD strategy may
add some variability in the consumption, but, again, the consumption is rather
predictable, since the number of active BSs is decided based on the current traf-
fic demand and it can be easily forecast the day ahead, based on the predicted
traffic profiles. The fact that the traffic load variation is rather limited within the
same period, together with the little load proportionality in the BS consumption,
allows to assume a constant value for the cluster power demand within each period
[65, 35]. Hence, the value of Ec is fixed within each period of the day and it is
obtained by averaging the cluster consumption within the period, considering the
traffic fluctuations and the possible application of the RoD strategy. On the top of
this, any further variability in the actual consumption of the radio access network,
with respect to the level forecast, is only represented by that generated in response
to requests from the smart grid. For example, if the SG requires to increase the
consumption, an extra amount of energy, besides the energy needed for the network
operation Ec, is drawn from the grid, in order to satisfy the SG request. Finally,
for the RE production, within each period of the day, P , the amount of RE pro-
duced during a timeslot is represented by a random variable, denoted as Rp, whose
probability density function depends on the location and on the period of the day.
The possible occurrence of fast and short term (of the order of minutes) variations
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in the renewable power may lead to slightly overestimate the actual energy pro-
duction per each timeslot, but the error would be limited, with slightly optimistic,
still acceptable, results. The quantization step Qs is adopted also to quantize the
cluster consumption Ec and the amount of RE, Rp, produced during each timeslot.
Clearly, the transition probabilities also depend on the management of the interac-
tion with the SG, performed according to adopted energy management strategy.
The application of this model is helpful to investigate the interaction of the green
mobile network with the Smart Grid and to study to what extent a properly de-
signed energy management strategy allows to improve the capability of the mobile
network of contributing in providing ancillary services to the SG operator and at
the same time to reduce its energy bill. The related results will be presented in
Chapter 9.
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Chapter 6
Impact of parameter quantization
on the design of RE power
systems for cellular BSs
Part of the work presented in this Chapter has already been published in:
• A. P. Couto da Silva et al. “The Impact of Quantization on the Design of
Solar Power Systems for Cellular Base Stations”. In: IEEE Transactions on
Green Communications and Networking 2.1 (Mar. 2018), pp. 260–274
In Chapter 5 various stochastic models have been proposed to represent the
operation of a green mobile access network, possibly actively interacting with the
Smart Grid. Each model features different discretization step values for the quan-
tization of the different parameters considered in the model, i.e. battery charge
level, amount of RE generation, timestep, day-type in terms of weather conditions.
Different configurations of the discretization settings for the parameters defined
in these models may affect the outcome of the system performance investigation.
Nevertheless, the impact of the quantization granularity has not been investigated
in the literature. This Chapter provides useful insights regarding the impact of
quantization on the design of RE power systems for cellular BS. In particular, the
presented results will show how the discretization step for each parameter in a
model should be properly set in order to obtain a model that is representative of
the studied system, still trading off accuracy and model complexity.
A probabilistic model of the system must account for the energy production process,
for the energy consumption process, and for the evolution of the battery charge with
time. In particular, the model must account for the periods of the day in which
energy production is significant (how high depends on the weather conditions), and
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for the periods of no production, for example at night. The model must also con-
sider that the BS power consumption varies during the day according to the volume
of services offered to end users.
Here we consider a macro BS that is equipped with PV panels and a set of bat-
teries in order to satisfy the energy demand for the mobile system operation in a
scenario where the grid is absent, according to the scenario depicted in Figure 5.1.
The discrete time Markov chain model introduced in Chapter 5.1 is adopted to
model the renewable powered mobile system operation and to perform the investi-
gation about the impact of quantization granularity. Transitions probabilities are
defined according to what discussed in Section 5.1.2. Next, we introduce the energy
consumption model used in our analysis in Section 6.0.1. The key performance in-
dicators for the BS solar power system are described in Section 6.1. Section 6.2
discusses the main model design choices, as regards the effect of the discretization
of the various parameters. Finally, in Section 6.3 the system performance is evalu-
ated focusing on the impact on the self-sustainability of different traffic profiles, of
new generations of BSs and of considering locations featuring different irradiance
patterns.
6.0.1 Energy Consumption Model
The model adopted to estimate the power needed to operate a macro BS is the
EARTH model, described in Chapter 3.2.1 [65]. Typical values of the parameters
are listed in Table 3.1 for a LTE macro BS, either with or without RRU, and for a
micro BS. In our study, the data of the case of a LTE macro BS without RRU are
used, since it is both more frequent and more critical.
In order to characterize the parameter ρ, i.e. the instantaneous normalized BS
load, and its variability during the day, we consider the traffic profiles corresponding
to real traces provided by one of the Italian mobile network operators, that have
been presented in Chapter 3.2.2, both for a business (BA) and a residential (RA)
area, during the weekdays and in the weekend [124].
6.1 Performance Measures
From the steady-state solution of our DTMC model, we evaluate a few key
performance indicators for the BS power system. Let π(s) = π(W,T, S) be the
steady-state probability of state s = (W,T, S), with W ∈ {0, · · · , NW − 1}, T ∈
{0, · · · , NT − 1}, S ∈ {0, · · · , NS − 1}.
We define:
1. E[S], the average battery level:
E[S] =
∑
∀W
∑
∀T
∑
∀S
S π(W,T, S);
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2. PD, the empty battery probability:
PD =
∑
∀W
∑
∀T
π(W,T,0);
3. Pf , the full battery probability:
Pf =
∑
∀W
∑
∀T
π(W,T,NS − 1).
6.2 Model Parametrization
We now discuss the main model design choices, as regards the effect of the
discretization of the energy production and consumption models (Section 6.2.1),
discretization of time (Section 6.2.2), and of energy storage (Section 6.2.3). Then,
we present some lessons learned from our analysis (Section 6.2.4).
6.2.1 Renewable Energy Production Model
As previously mentioned, the parameters of the energy production stochastic
model are derived from traces available in the Solar Radiation Data (SoDa) website.
In particular, we used the SoDa 20-year trace collected from January 1st 1985 to
December 31st 2004 in the cities of Turin, Italy, Paris, France, and Maiduguri,
Nigeria. This data is provided by NASA (USA) and MINES Paris Tech/Armines
(France), considering global radiation in the horizontal plane. In the cases of Turin
and Paris, for each year we only looked at the 3 winter months (December, January,
February, i.e., 90 or 91 days per year). These are the periods which result most
critical for the solar power system design, because of shorter daylight periods and
lower irradiance levels at the latitudes of Turin and Paris, in the winter season
of the northern hemisphere. As shown in [77], if the solar power system in Turin
is dimensioned based on the summer period, its performance in winter becomes
unacceptable. We will instead consider the 3 most rainy months (July, August and
September) when looking at the Maiduguri location in Section 6.3.
Starting from the individual values of the daily energy production of a 1 kW
peak solar panel (i.e., a solar panel large enough to produce an output power of 1
kW in standard conditions, including a solar irradiance of 1 kW/m2 - about 5 m2
with the current normal solar cells), we first created a histogram by applying an
equal-range discretization. That is, we first divided the total production range (i.e.,
the difference between the maximum and minimum productions observed over the
20-year period) into NW ranges of equal size. Then, we computed the frequency
(probability) of each interval, and defined NW energy production levels as the
middle values of each interval. Figure 6.1 reports the histograms, and the daily
energy production ranges, in the two cases NW = 5 and NW = 10. The blue bars
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(a) NW=5
(b) NW=10
Figure 6.1: Day-type probability distribution for 5 and 10 day-types (NW=5 and
NW=10) with equal-range discretization, in Turin and Paris, with corresponding
daily produced renewable energy (RE) discretization levels, assuming a 1 kW peak
PV panel.
in the histograms refer to Turin, while the red ones refer to Paris. Probabilities
are reported on the left vertical scale. The blue markers are associated with the
right vertical scale, and report the extremes of the daily energy production ranges
for Turin. The red markers refer instead to Paris. We see, for example, that in the
case NW = 10, the production range number 5, in the case of Turin has extremes
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Figure 6.2: Day-type average values of daily renewable energy (RE) production of a
1 kW peak PV panel, for 5 day-types (NW=5) with equal-probability discretization,
in Turin and Paris, along with the corresponding discretization levels of daily RE.
1.3 kWh and 1.6 kWh, and probability 0.25. The same production range 5 in the
case of Paris has extremes 1.2 kWh and 1.4 kWh, and probability 0.075.
It is also possible to create a histogram by applying an equal-probability dis-
cretization. That is, to divide the total production range intoNW ranges of different
sizes, so that the frequency of each interval is the same, and to define NW energy
production levels as the middle values of each interval. Figure 6.2 reports the en-
ergy production levels obtained with this procedure, for NW = 5, in the cases of
Turin and Paris. With this discretization procedure, the resulting average hourly
production for each day-type, with NW=5, for Turin is reported in Figure 6.3a, and
for Paris in 6.3b. These curves are generated by using both the long- and short-
term solar irradiance datasets, as explained before. We also evaluate the statistical
frequency of consecutive day-types. For each daily production level Wi (i.e., for
each day-type Wi), we count the number of dataset instances where the following
day is of type Wj, and dividing this number by the total number of day pairs we
compute the statistical frequency with which day-type Wj follows day-type Wi.
The statistical frequency is then mapped into the transition probabilities of the
Markov chain. For what concerns the DTMC model design, the most critical de-
cision with respect to energy production is the discretization of the meteorological
data, i.e., the selection of the number NW of energy production levels (also called
day-types).
Figure 6.4 depicts the three main performance indicators of the macro BS power
system for Turin, namely the average battery charge, and the empty and full battery
probabilities, versus values of NW , chosen in the set {3, 5, 7, 10}. The quantization
of the energy production in this case uses equal-ranges over the Turin data, the
battery capacity is 25 kWh, and three different PV panel sizes are used: 20, 30
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(a) Hourly RE production, Turin
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(b) Hourly RE production, Paris
Figure 6.3: Hourly energy production of a 1 kW peak PV panel, per each day-type
in Turin and Paris, for NW=5 with equal-probability discretization.
and 40 kW peak. The time slot is 1 h, and the battery charge quantum is 100
Wh. The results show that the number of day-types has a marginal impact on the
performance indicators: the average battery charge varies within less than ±5 %,
while empty and full probabilities, whose absolute values are quite small, exhibit
acceptable variations. Hence, while a higher number of possible day-types could
be considered preferable, because it provides a more accurate distinction among
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production levels, the impact on results is limited.
Moreover, it must be considered that the choice of NW should also take into
account the fact that with NW energy production levels, we need to estimate NW ·
NW probabilities that after a day of type Wi a day of type Wj follows. A small
value of NW is thus desirable to guarantee not only a smaller size of the DTMC
state space, but also a more reliable estimation of the transition probabilities from
the available data. Considering the 3 winter months in 20 years, we have 1,805
days; from which we need to estimate N2W probabilities. With NW = 10 this
means about 18 samples to estimate one probability, in case of uniformly distributed
probabilities, but actually much less for infrequent cases (such as the sequence
formed by a very cloudy day followed by a most sunny day). From the results in
Figure 6.4 we can thus conclude that good choices for NW could be 5 or 7.
Results for the city of Paris in the same conditions as above are shown in
Figure. 6.5. Paris weather is quite different from the one in Turin, with much
quicker variations that are reflected in a somewhat higher variability in the results
for different values of NW . An explanation for this behavior can be found by looking
at the histograms of the daily energy productions in Turin and Paris, shown in
Figure 6.1, for NW=5 and NW=10. The daily energy production histogram in
Paris has a triangular shape, so that some energy levels are much more likely to
occur than others, meaning that the estimation of transition probabilities for these
less likely levels is not accurate. In cases like this one, it can be convenient to adopt
an equal-probability (rather than equal-range) discretization. Note that this is not
the case for Turin, whose histogram exhibits rather a bell shape.
The results with this kind of discretization are reported in Figure 6.6 for the
case of Paris, and, as expected, are more stable. The results for the case of Turin
are reported in Figure 6.7, and they show similar stability.
In conclusion, the results of our analysis suggest that, depending on the shape
of the day-type histogram, we can choose an equal-range or an equal-probability
discretization. When the histogram is bell-shaped either discretization is accept-
able. Instead, when the histogram shows a triangular shape, an equal-probability
discretization should be preferred. As for the choice of the number of levels NW , a
trade-off between accuracy in representing the production levels and reliability in
the transition probability estimation should be decided.
6.2.2 Time Granularity
Here, we investigate the impact of the choice of the time granularity, i.e., of the
value of the parameter ∆T , which represents the time slot in the DTMC model.
We consider 5 options: (i) Daily model, MD in short, in which ∆T =24 h and
NT = 1; (ii) Periods of day model, MP in short, in which ∆T =6 h and NT = 4;
(iii) Hourly model, MH , with ∆T =1 h and NT = 24; (iv) 30-minute model, M30,
with ∆T =0.5 h and NT = 48; and (v) 15-minute model, M15, with ∆T =0.25 h
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and NT = 96. We discuss the effect of time granularity on the data for Turin. Same
conclusions hold for the case of Paris.
Figure 6.8 presents results for a macro BS located in Turin, loaded with the
residential traffic profile, and powered by a PV panel of variable size, with energy
storage capacity CB = 25 kWh, modeled with granularity 100 Wh. We can highlight
several interesting observations from this first set of results:
1. The daily model, MD, tends to overestimate the average battery charge and
the probability of full battery, when compared against the other considered
time granularity models. This is due to the fact that, with this time granular-
ity, the DTMC model globally accounts for all energy produced and consumed
in one day, overlooking the short term phenomena, such as, for example, the
fact that the battery may become full in some periods during the day, so
that the produced energy is lost, even if in other periods of the same day the
battery is not full. This phenomenon can be understood by looking at the
curves in Figure 6.9, which show the average battery charge for the case of
a macro BS in Turin, with NW = 5, PV panel sizes equal to 20, 30, and 40
kW peak, battery capacity equal to 25 kWh, and stored energy granularity
equal to 100 Wh, for both the residential and business traffic profiles. The
time granularity of the curves is 1 h, and this allows us to see that the daily
dynamic of the battery charge is significant. For example, in the top middle
plot we see that, in a day of type 5, the battery is full from 11 am to 6 pm.
In this period, no energy produced by the PV panel which is not immediately
consumed by the macro BS can be stored. For the rest of the day the battery
is not full, and the excess energy production can be stored. However, if we
look at the whole day, we see that most of the excess energy production can
be stored. This causes the overestimation of the average battery charge, be-
cause the highest energy production occurs in the periods when the battery
is full.
2. The periods of day model, MP , with respect to the daily model, tends to bet-
ter capture the fluctuations between periods of battery charge and discharge
during the day, but exhibits a behavior similar to the daily model when the
PV panel size grows large, because of the same phenomena mentioned above.
Under this model, the empty battery probability results to be significantly
overestimated with respect to the other models. This is due to the fact that,
besides two 6-hour periods in which the renewable energy production is ei-
ther null (during night) or very high (in the middle of the day), the other two
periods exhibit energy generation profiles that include hours of low produc-
tion along with hours of higher generation. In these periods, a model with a
finer time granularity (e.g. 1 hour) is such that hours with higher production
reduce the probability of empty battery (which is measured at the end of the
time interval), whereas under the MP model the total production over these
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6-hour time slots is not enough to balance energy consumption, resulting in
a null battery charge at the end of the period.
3. The hourly, 30-minute, and 15-minute models generate similar values for the
analyzed performance measures in the considered cases. This is an indication
of the fact that going below the time granularity of 1 h does not lead to
significant variations in results.
6.2.3 Stored Energy Granularity
The last parameter that must be considered from the point of view of granularity
is the energy storage. This means that we must define what is the quantum of
energy to be considered within the battery. Since the quantization impacts the
accounting of the amounts of consumed (and produced) energy during one time
slot, and these amounts depend on the slot duration, we look at pairs of values
(∆T , Qs). Considering that the macro BS consumes between about 1300 W (at
peak traffic) and about 800 W (when no traffic is present), and that the PV panel
production must be of the same order of magnitude (with somewhat higher peak, to
compensate for periods of low or no production), with a time granularity of 1 h we
look at stored energy granularity values equal to 100 Wh, 50 Wh, as well as 25 Wh.
Assuming a peak hourly production from the PV panel around 2 kWh, this mean
that the stored energy quantum is about 1/20, 1/40, 1/80 of the peak hourly energy
production, about 1/13, 1/26, 1/52 of the maximum hourly energy consumption,
and about 1/8, 1/16, 1/32 of the minimum hourly energy consumption. Results in
Figure 6.10 show that for the hourly model the three quantization values produce
very similar results of the average battery charge. When we go to a 30 minute
time granularity, keeping the same stored energy quantum values means using 1/4,
1/8, 1/16 of the hourly energy consumption. With a 15 minute time granularity,
keeping the same stored energy quantum values means using values that are 1/2,
1/4, 1/8 of the hourly energy consumption. Then, Figure 6.10 shows that values
of the stored energy quantum of the order of 1/10 of the maximum hourly energy
consumption can be a reasonable choice.
Figure 6.11 confirms this indication, since the values of average battery charge,
of full and empty battery probability computed for ∆T = 1 h, 30 and 15 minutes,
Qs = 100, 50 and 25 Wh do not show significant differences, except for the case of
very large PV panel, where the finer granularities allow a more accurate evaluation
of the amount of energy that can be accepted in the battery.
6.2.4 Takeaways
From our analysis we can draw the following conclusions. First of all, quantiza-
tion has important effects on the model outputs. Developing models with a daily
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time granularity is not sufficient. A careful assessment of the system performance
requires a time granularity that allows capturing the energy production and con-
sumption variations during the day. If the model cannot carefully account for the
fact that the energy that is produced when the battery is fully charged is lost and
cannot be used, the predictions turn out to be optimistic. Our experiments indicate
that a time granularity of 1 h can be a reasonable choice.
The impact of the day-type quantization is also relevant, specially if the his-
togram of the weather conditions produced with the equal-range approach turns out
to have a triangular shape. In this case, an equal-probability quantization seems
advisable. When an equal-probability quantization is used, 5 or 7 levels should be
sufficient to capture the system performance with acceptable accuracy.
Finally, our results indicate that a quantization in the energy storage of the
order of 1/10 of the maximum energy consumption per time slot is acceptable.
6.3 Evaluation of the BS Power System Perfor-
mance
In this section we evaluate, through numerical results derived from the model
presented in Section 5.1, the system performance, and we provide insight into its
behavior. Our main goal in performing these experiments is three-fold: i) measure
how different traffic profiles impact the amount of consumed/stored energy, so as
to understand what can be the potential for the use of RES in different portions
of the Radio Access Network (RAN), ii) discuss the impact, on the use of RES, of
new generations of BSs, that are more parsimonious and more load proportional in
energy consumption [14] with respect to current BSs [38], and iii) present the results
that can be obtained in regions with irradiance patterns very different from what
we considered so far (Turin and Paris); for this we look at the city of Maiduguri in
Nigeria.
6.3.1 Impact of traffic profiles
First, we analyze how the user traffic pattern impacts the dimensioning of the
solar power system of the BS, in order to understand what can be the potential for
the use of RES in different portions of the RAN.
Turin
Figure 6.9 shows the hourly average energy storage level for Turin. In night
hours, the BS activity drains the energy stored in the battery during the peak
production hours. At the end of the day, the balance can be positive (for good
weather days, e.g., type 5), or negative (for bad weather days, e.g, type 1). We
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see that the differences between the curves for the residential and business traffic
profiles are marginal. In addition, as expected, increasing PV panel sizes lead to
larger amounts of stored energy in the battery. However, doubling the PV panel
size (from 20 to 40 kW peak) has a large effect only for bad weather days, whose
curve shows much higher energy values in the battery. For good weather days, the
impact is minimal.
The main effect of the traffic profile is in the rate at which energy is drained
from the battery during the evening (9:00 pm to midnight) and night (midnight to
5:00 am): the load from residential users is heavier on these time periods than that
from business users, so that the battery level goes down faster for the residential
traffic load.
To better visualize the differences between the two types of traffic profiles, Fig-
ure 6.12 shows the maximum values for the empty and full battery probabilities,
respectively, versus the PV panel size. Each of these probabilities corresponds to
the maximum value observed over all day hours, and over all day-types. We can
see that the business area traffic is easier to handle, since it yields lower empty
battery probability, and higher full battery probability for the same size of the PV
panel. This is largely due to the higher correlation between the energy consumption
induced by the business traffic profile and the energy generation of the PV panel.
The fact that in a business area most of the traffic is generated during working
hours allows the PV panel power to be immediately used to run the BS.
Paris
Figure 6.13 shows the hourly average energy storage level for Paris. The behav-
ior of the curves is qualitatively similar to Turin, but the quantitative differences
between different PV panel sizes are now much more pronounced.
To further visually compare the effect of different traffic profiles, in Figure 6.14
we plot the hourly average storage level for PV panel size equal to 30 kW peak,
in residential and business areas, in Turin and Paris. Here we just show curves
for days of types 1 and 5, and the average over all days. Once more, we see that
differences are small, and this means that the solar option to power BSs is equally
viable in business and residential areas.
6.3.2 Impact of new generation base stations
The next aspect that we investigate is related to the technological evolution of
BS technology, in particular as regards energy consumption. We evaluate the re-
duction of PV panel size that can be achieved with the BS technology transitioning
from the one that led to the power model that we used so far and that we call
EARTH model [38], to the one presented in [14], that we call the 2020 model. The
latter type of BS exhibits an energy consumption pattern which is much lower, and
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also more proportional to the traffic load.
We derived results for the 2 x 2 macro BS model described in [14], which leads
to a power saving of 47.7% at full load, when compared against [38]1.
Figure 6.15 presents results for residential and business traffic profiles in Turin,
while Figure 6.16 refers to Paris. By looking at the curves we see that the 2020
model yields better performance than the EARTH model, with half the panel size
(20 kW peak instead of 40). For instance, the empty probability for a 20 kWp panel
size and 2020 model is 1/4 of the value of the EARTH model in Turin (6.15.b) and
almost zero in Paris (6.16.b). Moreover, the battery remains full almost twice the
time with the 2020 model, for all panel sizes. This means that the new generations
of BSs are making the use of solar power less expensive, so that we can expect
an increased diffusion of solar BSs in the coming years. The parallel technological
improvements in solar panels will further reinforce this trend.
6.3.3 Impact of solar irradiance patterns
Finally, we look at the influence of geographic characteristics, which can have
a big impact on solar irradiance patterns. Considering that, as we stated earlier in
this work, renewable energy sources can be particularly useful in areas where the
power grid does not exist or is extremely unreliable, we look at the city of Maiduguri
in Nigeria. Maiduguri is the capital of the Borno State in north-east Nigeria, and
its population is around 1 million people. The city had severe energy problems
over the last years, and is thus a very interesting candidate for the use of solar
panels to power cellular communication equipment. The sub-Saharan location of
Maiduguri, at a latitude of about 12° north, guarantees a very high solar irradiance,
somewhat diminished in the most rainy months, i.e., July, August and September.
Considering, as usual, the least favorable period of the year for the analysis of
the BS power system performance, we look at the solar irradiance in those three
months. Even so, comparing the daily solar irradiance in Maiduguri to those of
Turin and Paris, after a classification into 5 day-types, we see that in the least
favorable day-type the maximum solar irradiance in Maiduguri is about four times
higher than in both Turin and Paris, while the advantage of Maiduguri reduces to
a factor 2 for the most favorable day-type.
Figure 6.17 shows the hourly battery charge for the case of residential area
traffic, with battery capacity 25 kWh, and with PV sizes of 10, 20, 30, and 40 kW
peak, respectively, in plots a), b), c) and d). We can note that the PV panel size
significantly impacts only the curves for day-type 1 (the one with least irradiance).
Otherwise, the curves are much more packed than in the cases of Turin and Paris,
1From [14], a BS with full load needs 702.6 W at full load and 114.5 W at zero load. From
[38], instead, a BS with full load needs 1.344 kW at full load and 130 W at zero load.
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Table 6.1: Full and empty battery probability, Maiduguri, residential profile, CB =
25 kWh.
PV Size [kWp] Pf PD
10 0.23 5.9e-02
20 0.36 5.6e-02
30 0.40 5.2e-02
40 0.40 5.0e-02
the only difference being in the speed at which the battery charge rises at the
beginning of the day. The full and empty battery probabilities are reported in
Table 6.1 for different PV panel sizes. In this case we see that outage probability
differences are very small, in spite of large PV panel size variations. This result
tells us that the system bottleneck is more in the battery capacity rather than in
the energy production capacity.
For this reason, Figure 6.18 shows the hourly average battery charge with PV
size 10 kW peak, and with battery capacity equal to 25, 35, and 50 kWh, respec-
tively, in plots a), b), and c). We can note that the average battery charge grows
significantly for all day-types for increasing battery capacity, thanks to the excess
energy production in days of high solar irradiance which is not wasted with bat-
teries of adequate size. The empty battery probability remains close to 5% for all
battery capacities, mainly due to longer sequences of rainy days.
The observation of the Maiduguri results, and their comparison against those of
Paris and Turin, tell us that optimal BS power solutions based on PV panels and
batteries can be extremely different from one geographical location to another. In
Maiduguri a small PV panel is sufficient, but a larger battery is necessary to obtain
very small outage probabilities. Turin and Paris require much larger PV panels,
but can live with smaller batteries, since the outage probability is more driven by
the PV panel size than by the battery capacity. In order to be able to observe these
effects, carefully engineered stochastic models are necessary, and this is the issue
we address in this study.
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Figure 6.4: Average battery charge, empty (PD) and full (Pf ) battery probabilities
versus number of day-types NW , for different PV panel sizes, for Turin, with equal-
range discretization and time slot ∆T = 1h, for CB = 25 kWh, QS = 100 Wh, with
residential weekday traffic profile, adopting the Earth model.
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Figure 6.5: Average battery charge, empty (PD) and full (Pf ) battery probabilities
versus number of day-types, for different PV panel sizes, for Paris, with equal-range
discretization and time slot ∆T = 1h, for CB = 25 kWh, QS = 100 Wh, with
residential weekday traffic profile, adopting the Earth model.
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Figure 6.6: Average battery charge, empty (PD) and full (Pf ) battery probabilities
versus number of day-types, for different PV panel sizes, for Paris, with equal-
probability discretization and time slot ∆T = 1h, for CB = 25 kWh, QS = 100Wh,
with residential weekday traffic profile, adopting the Earth model.
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Figure 6.7: Average battery charge, empty (PD) and full (Pf ) battery probabilities
versus number of day-types, for different PV panel sizes, for Turin, with equal-
probability discretization and time slot ∆T = 1h, for CB = 25 kWh, QS = 100Wh,
with residential weekday traffic profile, adopting the Earth model.
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Figure 6.8: Average battery charge, empty (PD) and full (Pf ) battery probabilities
versus PV panel size, for different time slots, for Turin, with 5 day-types, with equal-
range discretization, for CB = 25 kWh, QS = 100 Wh, with residential weekday
traffic profile, adopting the Earth model.
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(a) Residential (20 kWp)
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(b) Business (20 kWp)
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(c) Residential (30 kWp)
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Figure 6.9: Average hourly battery charge for a macro BS in Turin versus time,
with NW = 5 and equal-range discretization, time slot ∆T = 1h, PV panel sizes
20, 30, and 40 kW peak, CB = 25 kWh, and QS = 100 Wh, for both the residential
and business weekday traffic profiles, adopting the Earth model.
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Figure 6.10: Average battery charge versus PV panel size, under different discretiza-
tion values of the energy storage (with capacity CB = 25 kWh) and for increasing
time granularity (M15, M30, MH), for Turin with NW = 5 and equal-range dis-
cretization, for residential weekday traffic profile, and adopting the Earth model.
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Figure 6.11: Average battery charge, empty (PD) and full (Pf ) battery probabilities
versus PV panel sizes, for different time slots, for Turin with NW = 5 and equal-
range discretization, for CB = 25 kWh, with residential weekday traffic profile,
adopting the Earth model.
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Figure 6.12: Maximum hourly empty (PD) and full (Pf ) battery probabilities versus
PV panel size, for Turin, with 5 day-types and equal-range discretization, time slot
∆T = 1h, for CB = 25 kWh, QS = 100 Wh, with residential and business weekday
traffic profiles, adopting the Earth model.
92
6.3 – Evaluation of the BS Power System Performance
 0
 5
 10
 15
 20
 25
 30
 5  10  15  20A
v e
r a
g e
 b
a t
t e
r y
 c
h a
r g
e  
[ k W
h ]
Hour
All Days
Type 1
Type 2
Type 3
Type 4
Type 5
(a) Residential (20 kWp)
 0
 5
 10
 15
 20
 25
 30
 5  10  15  20A
v e
r a
g e
 b
a t
t e
r y
 c
h a
r g
e  
[ k W
h ]
Hour
All Days
Type 1
Type 2
Type 3
Type 4
Type 5
(b) Business (20 kWp)
 0
 5
 10
 15
 20
 25
 30
 5  10  15  20A
v e
r a
g e
 b
a t
t e
r y
 c
h a
r g
e  
[ k W
h ]
Hour
All Days
Type 1
Type 2
Type 3
Type 4
Type 5
(c) Residential (30 kWp)
 0
 5
 10
 15
 20
 25
 30
 5  10  15  20A
v e
r a
g e
 b
a t
t e
r y
 c
h a
r g
e  
[ k W
h ]
Hour
All Days
Type 1
Type 2
Type 3
Type 4
Type 5
(d) Business (30 kWp)
 0
 5
 10
 15
 20
 25
 30
 5  10  15  20A
v e
r a
g e
 b
a t
t e
r y
 c
h a
r g
e  
[ k W
h ]
Hour
All Days
Type 1
Type 2
Type 3
Type 4
Type 5
(e) Residential (40 kWp)
 0
 5
 10
 15
 20
 25
 30
 5  10  15  20A
v e
r a
g e
 b
a t
t e
r y
 c
h a
r g
e  
[ k W
h ]
Hour
All Days
Type 1
Type 2
Type 3
Type 4
Type 5
(f) Business (40 kWp)
Figure 6.13: Average hourly battery charge for a macro BS in Paris versus time,
with NW = 5 and equal-probability discretization, time slot ∆T = 1h, PV panel
sizes 20, 30, and 40 kW peak, CB = 25 kWh, and QS = 100 Wh, for both the
residential and business weekday traffic profiles, adopting the Earth model.
93
6 – Impact of parameter quantization on the design of RE power systems for cellular BSs
 0
 5
 10
 15
 20
 25
 30
 5  10  15  20A
v e
r a
g e
 b
a t
t e
r y
 c
h a
r g
e  
[ k W
h ]
Hour
All Days, BUS
Type 1, BUS
Type 5, BUS
All Days, RES
Type 1, RES
Type 5, RES
(a) Turin
 0
 5
 10
 15
 20
 25
 30
 5  10  15  20A
v e
r a
g e
 b
a t
t e
r y
 c
h a
r g
e  
[ k W
h ]
Hour
All Days, BUS
Type 1, BUS
Type 5, BUS
All Days, RES
Type 1, RES
Type 5, RES
(b) Paris
Figure 6.14: Average hourly battery charge for a macro BS in Turin (equal-range
discretization) and Paris (equal-probability discretization) versus time, with NW =
5 and time slot ∆T = 1h, PV panel size 30 kW peak, CB = 25 kWh, and QS =
100 Wh, for both the residential and business weekday traffic profiles, adopting the
Earth model.
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Figure 6.15: Average battery charge level, empty (PD) and full (Pf ) battery prob-
abilities versus PV panel size, for 2020 and Earth models (2020M and EarthM,
respectively), in residential and business areas in the city of Turin. NW = 5 and
equal-range discretization, ∆T = 1h, CB = 25 kWh, and QS = 100 Wh.
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Figure 6.16: Average battery charge level, empty (PD) and full (Pf ) battery prob-
abilities versus PV panel size, for 2020 and Earth models (2020M and EarthM,
respectively), in residential and business areas in the city of Paris. NW = 5 and
equal-probability discretization, ∆T = 1h, CB = 25 kWh, and QS = 100 Wh.
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Figure 6.17: Average hourly battery charge for a macro BS in Maiduguri versus
time, with NW = 5 and equal-probability discretization, time slot ∆T = 1h, PV
panel sizes 10, 20, 30, and 40 kW peak, CB= 25 kWh, and QS= 100 Wh (50 Wh
in case of PV panel size 10 kW peak), for the residential weekday traffic profiles,
adopting the EARTH model.
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Figure 6.18: Average hourly battery charge for a macro BS in Maiduguri versus
time, with NW = 5 and equal-probability discretization, time slot ∆T = 1h, PV
panel size 10 kW peak, battery capacities 25, 35, 50 kWh, and QS = 100 Wh, for
the residential traffic profiles.
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Chapter 7
System dimensioning
Part of the work presented in this Chapter has already been published in:
• M. Dalmasso, M. Meo, and D. Renga. “Radio resource management for
improving energy self-sufficiency of green mobile networks”. In: Performance
Evaluation Review. Vol. 44. 2. Sept. 2016, pp. 82–87
• D. Renga and M. Meo. “Modeling renewable energy production for base
stations power supply”. In: 2016 IEEE International Conference on Smart
Grid Communications (SmartGridComm). Nov. 2016, pp. 716–722
In this Chapter, the RE generation system dimensioning issue is addressed. In par-
ticular, in Sec. 7.1, the impact of photovoltaic panel and battery size on the mobile
system performance is evaluated in a baseline scenario, envisioning a single on-grid
macro BS powered by locally produced RE, assuming constant power demand. The
model proposed in Chapter 4 is used to represent the daily production of the PV
system providing power supply to the BS, in order to investigate the impact of the
energy generation variability on the system performance and its dimensioning. The
daily RE generation is represented by a random variable with location dependent
mean value and variance. The system performance is evaluated in terms of proba-
bility of storage depletion and energy demand from the grid.
Afterwards, under the same RE model, an analytical formula is deployed in Sec. 7.2
to provide a simple tool for system dimensioning in the same scenario. This formula
is derived by exploiting the Markovian model for the storage proposed in Sec. 5.2.
Cost and feasibility considerations are provided as well, raised by the need of trad-
ing off performance and expenditure constraints.
Finally, a more complex scenario, consisting of a single macro BS and multiple mi-
cro BSs, is considered in Sec. 7.3, in order to investigate the system dimensioning
problem taking into account the dynamic load variations over time in a portion of
the mobile access network.
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7.1 Impact of photovoltaic panel and battery size
in a baseline scenario
First, a simple scenario is considered, assuming a single LTE BS with constant
power consumption of 1 kW (see Fig. 5.3). The RE system dimensioning is investi-
gated by characterizing the RE production based on the stochastic model proposed
in Chapter 4, in the city of Turin. The PV panel size, SPV , and the battery size,
B, are the only parameters that, given a location, can be properly tuned in order
to optimize the system performance. In order to better understand their impact on
system performance, the related results are presented considering the coefficient of
variation (CV ) of the RE peak production, REp, instead of its variance:
CV = σ
µ
(7.1)
where σ is the standard deviation of REp and µ is the average value of REp.
Considering a fixed CV, the average amount of RE that can be produced in a day
(RED) can be easily defined as:
RED =M ·RN =M ·
∫
D
fN(t) (7.2)
where fN(t) is the function representing the curve cN and D its support, RN repre-
sents the area under the curve cN and M = REp ·SPV . In this way, RED is simply
expressed as the product of a constant coefficient, RN , by a multiplicative factor,
M , which includes and depends on the location specific mean REp and the adopted
PV panel size, SPV . To obtain the same level of RED in locations showing the same
CV but a different mean value of REp, SPV must be properly selected. Fig. 7.1
presents various plots showing how PD vary with respect to the value ofM , under a
normal distribution of REp and considering all the possible combinations of average
REp and SPV . Three sets of results are reported in the figure, each corresponding
to a fixed value of CV . In order to highligh the differences in the impact on PD
of rather low, intermediate and higher values of CV, the values 4%, 16%, and 32%
have been selected for CV, respectively. Multiple curves are reported in each graph,
one per each value of battery size. For all the three values of CV , there are two
values of B (B = 16kWh and B = 17kWh) for which depletion probability results
to be constantly equal to 1 for any value of M . In these cases the battery size is
clearly under-dimensioned with respect to the BS need; this is further confirmed
by the fact that the average grid demand always remains well above 1 kWh even
for large values of M , corresponding to very high RE production and very large
panel sizes. Considering B ≥ 18kWh, PD tends to be very high for low values of
M , with PD ranging from higher values (PD=1) in case of low CV to lower values
(PD=0.5-0.6) in case of larger CV . As M increases, PD decreases in a sharp way
in case of lower CV , more gradually in case of higher CV . At some point, for
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Figure 7.1: Battery depletion probability versus RE production level for different
battery capacity values.
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Figure 7.2: Average daily grid demand versus RE production level for different
battery capacity values.
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sufficiently high values ofM (very lowM for CV=4%, very highM for CV=32%),
PD reduces to values very close to 0. Furthermore, the descent becomes steeper as
B increases.
A similar trend is observed for average grid demand, G, reported in Fig.7.2. In
case of B ≥ 18kWh, G decreases as M grows larger, with a sharp descent for low
values of M , until it reaches almost null values; in case of CV=32%, G values close
to 0 are achieved only for very high M and only for sufficiently high values of B
(≥ 18kWh). Just as for PD, the descent results steeper for higher values of B.
However, considering very small values of M , whereas PD is lower in case of higher
CV than in case of low CV , G results to be higher when CV is high rather than
when it is lower. This means that when the PV panel is under-dimensioned, al-
though a higher variability in the RE production allows to decrease the probability
of battery outage, the aggregated amount of energy that must be drawn on average
from the grid not only is not reduced, but it is even increased.
Higher values of CV determines a higher variability in the amounts of energy re-
quested from the grid when different battery sizes are considered, whereas in case
of very low CV the battery size does not have a deep impact in contributing to
make the BS independent from the grid (a minimal battery may be sufficient, no
need to further increase its size). Similarly, when the CV is very low, the BS can be
independent from the grid for very low values of M , hence there is not significant
gain in extremely increasing the PV beyond the minimal acceptable value. For
very high CV it might happen that the off-grid target -or a slightly relaxed 95%
off-grid target, meaning being independent from the grid for 95% of the time (i.e.
PD < 5%)- cannot be achieved, since this would occur for very high values of M
and the required SPV might be too huge to be a feasible solution in practice.
7.2 Analytical system dimensioning in a simple
scenario
The simple scenario of Fig. 5.3 is again considered, assuming a single renew-
able powered LTE BS with constant power consumption of 1 kW. The daily RE
production is characterized based on the stochastic model proposed in Chapter 4,
considering the city of Turin as location. The energy storage is modeled according
to the 3-state Markovian model introduced in Sec. 5.2.
7.2.1 Estimating depletion probability pD
Given a location with specific average and variance of daily RE production REd,
different combinations of system dimensioning pairs (SPV , CB) lead to different
values of battery depletion probability, pD. For a fixed combination of (SPV , CB),
the expected value of storage depletion probability can be estimated by applying the
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Markovian model proposed, a fast method that provides reliable results, showing
sufficient accuracy with respect to those derived via simulation. Fig. 7.3 reports
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Figure 7.3: Example of system dimensioning based on the Markovian model, for
CV = 16%.
the values of pD obtained from the Markovian model, pDMod , for increasing values
of daily RE production RED, in a location with CV of REd 16%. The average
level of RED is normalized on the x axis with respect to the daily BS demand,
CBS · 24, i.e. 24 kWh. Each curve in the plot represents a different size of the
storage. Similarly to the RE production levels, the values of the battery capacity
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CB are normalized with respect to the daily BS demand. The results can hence
be easily extended to BSs showing a different power consumption, scaling them up
by a factor corresponding to the daily BS consumption. The curves plotted in the
graph are exponential functions obtained by interpolation of the points obtained
from the model, with a coefficient of determination R2 ≥ 0.95 in all cases. The
storage depletion probability sharply decreases as the RED grows larger, becoming
null for high RE production. As the storage capacity becomes larger, the curves
tends to shift left, meaning that smaller PV panels are sufficient to provide the
same value of storage depletion probability.
Let us assume a location with mean Rp=400 W and CV=16%. In order to proper
dimension the RE system for the considered location, we set the constraint on
the maximum value of PD as 0.15, that defines an upper bound limit on pD (red
horizontal line in Fig. 7.3). According to this constraint, we can move on any battery
curve showing at least a portion below the upper limit of pD and corresponding to
a normalized battery size ≥ CBmin/(24 ·CBS), where CBmin is the minimum battery
size required to guarantee the energy supply from the storage during the night.
Keeping into account the duration of the nighttime (15 hours) and the charging
losses, CBmin = 0.75 ·24 ·CBS kWh. Hence, a battery with capacity CBN ≥ 18 must
be selected. In order to respect the constraint on the maximum pD, the minimum
admitted value of RED depends on the selected storage size (range in the green
vertical rectangle). Considering CB=18 kWh, the normalized RED must be at least
equal to 1.27 (green vertical line). This means that the PV panel size must be at
least:
SPV ≥ 1.27 · CBS · 24
E[REd]
Assuming an average REd =2 kWh, for example, we need at least SPV=15.24 kWp,
corresponding to an area of about 76 m2, which may result to be feasible. Given
fixed battery, we can further reduce pD by using larger PV panels. If a smaller PV
panel size is required due to feasibility and cost constraints, a larger CB can be
considered, in order to achieve a better trade-off between the storage size and the
PV panel capacity. When feasibility issues force the use of rather small PV panels,
slightly larger batteries allow to highly reduce the storage depletion probability.
However, when larger PV panel capacities are adopted, increasing the battery size
does not have a relevant impact on decreasing the pD.
This method allows not only to derive the storage depletion probability for specific
combinations of PV panel and storage sizes in a given location, but, most impor-
tantly, it theoretically allows to dimension the RE generation system in a specific
location providing the average value of REd and its CV, in order to provide a tar-
get maximum depletion probability. Nevertheless, the method is time consuming
due to the high number of combinations of pair (SPV ,CB) that must be tested in
order to increase the accuracy and several interpolation operations that must be
performed afterwards. Furthermore, this process must be repeated for any location
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showing a different variability of RE generation.
Hence, as it will be better described in the next subsection, this study aims at
deploying an analytical formula allowing to provide a proper system dimensioning
to reduce the probability of storage depletion pD below a target threshold, based
on the RE production level (mean value and variance) in a given location.
7.2.2 Deriving an analytical formula for system sizing
An analytical formula is here proposed, based on the Markovian model, to di-
mension the RE generation system in order to obtain a value of the probability of
storage depletion pD lower than a target threshold. Given a location with mean
value and CV of the RE generation and the constraint on the maximum pD, this
formula allows to easily identify a set of feasible combinations of values for the
PV panel size and the storage capacity. Within this feasibility region of possible
solutions, the decision of adopting a specific combination of values can then be
taken based on additional parameters, like costs, for example, considering either
the capital expenditures and the system operation.
Let us consider a generic location with mean value of renewable energy generation
E[RED] and coefficient of variation CV , denoting as pD∗ the constraint set on the
maximum storage depletion probability allowed. The PV panel size SPV and the
storage capacity CB represents the unknown parameters whose (sets of) feasible
values must be found to properly dimension the system. Based on the Marko-
vian model, the relations between the transition probabilities and the steady state
probabilities can be expressed in a closed form by the following system of equations:
π0 = π0 · p0,0 + πM · pM,0 + πL · pL,0 (7.3)
πL = π0 · p0,L + πM · pM,L + πL · pL,L (7.4)
πM = π0 · p0,M + πM · pM,M + πL · pL,M =
= π0 · (1− p0,0 − p0,L) + πM · (1− pM,0 − pM,L)
+πL · (1− pL,0 − pL,L)
(7.5)
where πi is the steady state probability for state i and pi,j represents the transition
probability from state i to state j.
For any i, the probability pi,j of moving to state j, given that the current state is i,
depends on the daily energy demand, i.e. Dd + Dn, which is fixed, and on the daily
RE production, which is a random variable. By knowing the probability density
function of RED, the values of pi,j can easily be computed. For example, the value
p0,0, that is derived as the probability p(RED < Dd + Dn), can be obtained by
integrating the probability density function of RED between the minimum possible
value of daily RE production and the value of the daily BS demand. Similarly, the
probability pL,0 is equal to p(L+RED −Dd −Dn ≤ 0) = p(RED ≤ Dd +Dn −L).
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Hence, it can be computed by integrating the probability density function of RED
between the minimum possible value of daily RE production and the difference
between the daily BS demand and the current level of battery charge. Similar com-
putations can be performed for obtaining the probability of any transition from
state i to state j.
The relations between the parameters provided as inputs (i.e. mean value and CV
of the RE generation, the constraint on the maximum depletion probability allowed
pD∗) and the system size parameters, searched as output, can hence be derived as re-
ported hereafter. For higher accuracy, charging and discharging losses are taken into
account. Let us denote as URED(x) the probability density function of the random
variable RED having a uniform distribution, such that URED(x) = UREd(x) · SPV .
Remember that:
UREd(x) =
1
2σ
√
3
for REmin ≤ x ≤ REmax (7.6)
where σ is the standard deviation of REd, whereas REmin and REmax are the
extremes of the support of UREd(x).
From Equation 7.3:
π0 = π0 ·
∫ a2
a1
URED(x) + πM ·
∫ b2
b1
URED(x) + πL ·
∫ c2
c1
URED(x) (7.7)
where:
URED(x) = UREd(x) · SPV
a1 = b1 = c1 = REmin · SPV
a2 = Dd +Dn
b2 = − M1− lf +Dd +Dn = −
L
2 · (1− lf ) +Dd +Dn
c2 = − L1− lf +Dd +Dn
REmin = E[REd]− 2σ
√
3 = E[REd] · (1− 2
√
3 · CV )
L = CB −Dn
lf denotes the loss factor due to energy losses occurring during the charging or dis-
charging process, and corresponds to 15%, whereas REmin represents the minimum
possible value of daily RE production per 1 kWp PV panel capacity. E[REd] is the
mean value of REd.
From Equation 7.4:
πL = π0 ·
∫ d2
d1
URED(x) + πM ·
∫ e2
e1
URED(x) + πL ·
∫ f2
f1
URED(x) (7.8)
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where:
d1 = Dd +Dn +
L
1− lf
e1 = Dd +Dn +
M
1− lf = Dd +Dn +
L
2 · (1− lf )
f1 = Dd +Dn
d2 = e2 = f2 = REmax · SPV
REmax = E[REd] + 2σ
√
3 = E[REd] · (1 + 2
√
3 · CV )
REmax represents the maximum possible value of daily RE production per 1 kWp
PV panel capacity.
From Equation 7.5:
πM = π0 ·
[
1−
∫ a2
a1
URED(x)−
∫ d2
d1
URED(x)
]
+πM ·
[
1−
∫ b2
b1
URED(x)−
∫ e2
e1
URED(x)
]
+πL ·
[
1−
∫ c2
c1
URED(x)−
∫ f2
f1
URED(x)
]
(7.9)
Based on these algebraic relations, the PV panel size SPV and the battery size CB
can be expressed by means of analytical formulas as functions of the mean value
of REd, its CV and π0. These formulas can then be used to dimension the system,
deriving the set of feasible values of the unknown variables SPV and CB allowing to
provide π0 ≤ pD∗, given the mean value and CV of REd in the considered location.
No constraints are set on the values of πM and πL, except:
π0 + πM + πL = 1
Note that the variable CB represents the portion of the storage corresponding to
the maximum DOD of the whole battery, B. The real size of the battery should
therefore be derived by increasing CB by a fraction such that B = CBDOD .
7.2.3 Application of the analytical dimensioning tool
The analytical formulas introduced in the previous section have been applied for
dimensioning the system, in order to identify the feasibility regions for the PV panel
and the storage sizes, based on the local RE production and the objective storage
depletion probability. Furthermore, the impact of the RE generation variance on
the system dimensioning has been analyzed.
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Figure 7.4: Battery depletion probability at the steady state, π0, for multiple com-
binations of RE generation levels and battery size, under increasing values of CV.
Feasibility regions for system dimensioning
The proper combinations of PV panel and battery sizes allowing to reduce the
storage depletion probability below a target threshold the can be identified by solv-
ing the system consisting of Equations 7.7, 7.8 and 7.9, subject to the constraints:
π0 + πM + πL = 1
π0 ≤ pD∗
Fig. 7.4 reports the values of the target battery depletion probability at the steady
state, π0, in relation to the combination of battery capacity and RE generation
levels that, according to the Markovian model, allow to achieve the desired value
of π0, for different values of CV. In each plot, the first horizontal axis represent the
average daily amount of produced RE, denoted as E[RED]; the latter horizontal
axis corresponds to the storage capacity CB; the vertical axis reports the value of
the depletion probability at the steady state, π0. In general, for any CV, π0 tends
to be higher for combinations with low values of CB and SPV , whereas for very
large values of storage and PV panel capacity π0 becomes null. However, the shape
109
7 – System dimensioning
of the transition between these two extremes varies a lot depending on the variance
of RE production. For locations where the RE production is rather constant over
time (CV=2%), π0 is equal to 1 if the PV panel and the storage are low, but
it rapidly decrease by slightly increasing the size of both the PV panel and the
storage. As the variance of the RE production increases, the maximum values of
depletion probability becomes lower, up to less than 0.4 in case of CV=40% even
with the smallest system size. Furthermore, the transition from size combinations
providing high depletion probability to combinations assuring π0 = 0 becomes more
gradual as the variance in the RE production becomes larger. This means that in
those locations where the variance, hence the CV, is low, small system sizes are
sufficient to obtain a null depletion probability. However, even a slightly under-
dimensioned system may give raise to a steep increase of the depletion probability.
For larger variances, small to intermediate system sizes are sufficient to obtain
depletion probability values lower than 0.25, but larger system sizes are required
for improving the system performance in terms of depletion probability, up to values
below 0.05. When the CV is high, increasing the PV panel size alone is not sufficient
to deeply decrease π0 if the battery is very small, but combining a larger PV
panel and a battery with higher capacity may highly decrease the battery depletion
probability.
Let us consider a location where the average daily RE production per kWp, E[REd],
is equal to n kWh and CV=30% (Fig. 7.4c). Setting a target threshold pD∗ for the
depletion probability on the z axis, the feasible combinations of PV panel and
storage sizes can easily been derived from the set of pairs (E[RED], CB) on the x
and y axes, respectively, corresponding to values of π0 ≤ pD∗. Considering that
E[RED] = E[REd] · SPV , the required PV panel size for the considered location
is obtained as SPV = REDn . Finally, the total required capacity for the battery is
derived as B = CB
DOD
.
Impact of RE generation variance
Fig. 7.5 shows the feasibility regions in terms of combinations of battery size CB
and average daily RE production RED for various values of CV, both normalized
with respect to the average daily consumption of a macro BS, assumed to be 24
kWh. Since the average daily RE generation RED is proportional to the PV panel
size SPV , for a given average daily RE generation per kWp, REd, observed in the
considered location, the various regions correspond to different sets of combinations
of PV panel size SPV and storage capacity CB allowing to achieve different target
depletion probabilities, hence π0:
• π0 < 0.005 (blue squares);
• 0.005 ≤ π0 < 0.01 (light blue asterisks);
• 0.01 ≤ π0 < 0.05 (orange circles);
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Figure 7.5: Feasibility regions in terms of target of battery depletion probability at
the steady state, π0, for multiple combinations of RE generation levels and battery
size, under increasing values of CV.
• 0.05 ≤ π0 < 0.1 (yellow triangles).
Furthermore, the graphs highlight the impact of the variance of RE generation on
the distribution of the feasibility regions.
The minimum sizing required to achieve values of π0 as low as 0.005 or less highly
depend on the CV. For fix REd, a PV panel size capable to provide 1.3 the BS
daily consumption may be sufficient if the variance of the RE production is low;
moreover, the battery size shows no significant impact, hence a small storage with
capacity of less than 4 fold the BS daily need is enough to guarantee very low
depletion probabilities. Conversely, when the CV is higher, the minimum PV panel
size assuring π0 < 0.005 must be capable of providing a RED that is up to more
than 2.5 the BS daily need. However, when the CV is higher, the impact of the
battery size is higher. For example, in case CV=30%, increasing CB by up to
40% allow to reduce SPV by up to 11.8%, still maintaining the same target on the
battery depletion probability. This aspect is relevant when feasibility issues are
considered, since PV panels with lower capacity require a smaller physical area to
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be installed, besides having lower capital costs.
When the variance of RED is high, although the system size is generally larger, a
slight relaxation on the constraint on the target depletion probability -for example
by moving to the feasibility region where π0 is between 0.005% and 0.01%- allows
to reduce the system dimensioning. This becomes more evident by shifting to the
next feasibility region, where π0 = 0.01− 0.05%. Furthermore, a small increase in
the battery capacity (from 0.75 up to 1.05 the daily BS need) leads to a reduction
of the PV panel size of almost 30%. Conversely, in case the variance is low, it is
not convenient to relax the constraint on the target depletion probability, since the
gain in terms of PV panel and battery size reduction would be negligible and there
would be the risk of sharply shifting to a region with very high battery depletion
probability.
7.2.4 Considerations on cost and feasibility
In the process of system dimensioning based on the definition of a target bat-
tery depletion probability in a given location, costs may play a relevant role. In
particular, capital expenditures can be taken into account in order to refine the
identification of the proper system size, hence selecting the best combination of
PV panel size and storage capacity within the feasibility region identified by ap-
plying the proposed analytical method. A cost of 750 e/kWp can be assumed
for the panels, whereas the cost per kWh of battery capacity can be as high as
58.33 e [33]. Considering the range of sizes for PV panels and storage observed
within the feasibility regions in our results, the weight of the PV panel costs is
definitely dominant with respect to the cost of the battery. This means that, in
locations with high variability of the RE generation a small increase in the battery
size will allow to decrease the battery depletion probability at the price of a small
raise in the cost; furthermore, it will be possible to decrease the PV panel size, still
maintaining the same target depletion probability, and significantly reduce cost.
For instance, let us assume a location where the average daily RE generation REd
is 2 kWh, its CV is 30% and the target battery depletion probability is between
0.001 and 0.05. A system with CB = 17 kWh (hence B = 34 kWh, assuming
a DOD=50%) and SPV = 28.2 kWp is capable to meet the target constraint on
the battery depletion probability. Nevertheless, by increasing the battery size by
40%, the PV panel size SPV can be reduced by 30%, leading to a cost reduction
of about 26.5%. Conversely, in those locations showing low variability in the RE
generation, an increase in the battery size does not have a relevant impact on the
PV panel capacity reduction. Hence, once the minimum PV panel size allowing
to meet the constraint on pD is identified, it is advisable to rather select a smaller
battery, although the total CAPEX will result only slightly decreased with respect
to the case of a larger storage. Further investigation is required for more reliable
112
7.3 – System dimensioning in a complex scenario
cost evaluations, by considering the cost required for the energy storage mainte-
nance. Indeed, whereas a PV panel can remain in place up to 25 years, lead-acid
batteries need to be replaced much more frequently, and their lifetime duration is
highly influenced by the high number and the frequency of charging/discharging
cycles they undergo in a RE scenario. To this extent, further insights on RE system
cost evaluation and more details about OPEX will be provided in Sec. 7.3.
On the one hand, the selection of a larger battery may reduce the PV panel size in
locations where the variability of RE production is higher. On the other hand, this
results in an improvement of the system feasibility, since the area of the surface
required to install the PV panel is reduced as well. Assuming an efficiency of the
PV panel of around 19%, an area of about 5 m2 is needed per each kWp of PV
panel capacity [33]. In the aforementioned case (location with E[REd] = 2 kWh,
CV=30%, pD between 0.001 and 0.05) the PV panel size SPV is reduced by 30%,
and the area needed for the installation shrinks from more than 140 m2 to less than
99 m2.
7.3 System dimensioning in a complex scenario
In this section, a more complex network scenario is considered for system di-
mensioning analysis, i.e. a cluster of a macro BS and m=6 micro BSs, powered by
locally produce RE and by the electric grid (see Figure 7.6). Real RE production
patterns derived from PV-Watts are used, assuming the city of Turin as location.
Furthermore, real traffic traces have been adopted in order to take into account the
dynamic variations of the user demand, by considering both a residential (RA) and
business (BA) area for the input traffic profiles. The system dimensioning analysis
is performed via simulation.
7.3.1 Trading off system size and grid demand
We now investigate the relationship between the PV panel and storage dimen-
sioning and the energy self-sufficiency of the system.
Fig. 7.7 reports the total energy demand from the smart grid over one year, de-
noted as EG, for increasing values of the PV panel capacity, here denoted as SPV .
Each curve corresponds to a different value of the capacity of the battery, that is
expressed in terms of number of battery units, here denoted as SB, either in RA or
BA. In general, larger batteries allow to reduce EG. EG can be reduced below 50
kWh only with SPV > 40kWp.
Even though larger PV panel sizes allow to reduce EG, hence making the system
more self-sufficient, this occurs at the price of increasing the RE waste, especially
in summer. We denote as EW the wasted energy over a year, i.e. the yearly amount
113
7 – System dimensioning
  
CENTRAL CONTROLLER:
1) ENERGY MANAGEMENT
POWER GRID STORAGE PV PANELS
BS CLUSTER
Figure 7.6: The cluster of on-grid renewable-powered BSs.
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Figure 7.7: Yearly grid energy, EG, versus SPV in Residential and Business area
(RA and BA), for different values of the energy storage capacity.
of RE production exceeding the BS need that the cannot be completely stored in
the battery, due to capacity overflow. In Fig. 7.8, EG is reported with respect to
SPV in the RA, with SB = 40. As SPV increases, EW has an opposite and mirroring
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trend, as shown in the same figure on the right-hand side y-axis.
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Figure 7.8: Yearly grid energy demand (EG) and wasted energy (EW ) versus SPV
in the Residential area (RA).
It is to be noted that a very large SPV is required, ≥ 80 kWp, in order to achieve
EG ∼ 0 kWh. By denoting as fG the frequency of energy requests from the smart
grid over one year (measured considering the time granularity of half an hour that
is used in our simulator), this condition corresponds to fG ∼ 0%. However, if the
constraint on fG is only slightly relaxed, for instance by admitting the less tight
constraint fG < 1%, a consistent reduction (of 41.3%) of the minimum PV panel
size can be achieved. Further relaxations of the constraint on fG do not provide
such a remarkable further reduction of SPV . This is evident also when other values
of SPV are assumed, as it can be seen from Fig. 7.9, reporting the values of SPV
required to target various fG constraints for different SB, in case of a RA. The gain
obtained by softening the constraint on fG is even more significant when a smaller
storage is used. A similar behavior is confirmed in the BA, although smaller SB are
sufficient to satisfy the same constraints on maximum fG. By converse, the energy
waste as measured by EW tends to be rather high even with loose constraints on
the maximum fG. This means that relaxing the constraint on the maximum per-
mitted fG by just one percentage point allows to significantly reduce the required
PV panel capacity, while the RE waste is not decreased to the same extent.
Similar considerations can be drawn for storage capacity dimensioning given PV
panel capacity (data table not reported here for the sake of brevity). For instance,
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lessening the constraint from fG ∼ 0% to fG < 1%, with a PV panel sized 60
kWp, allows a reduction in the storage size by 60% and 63% in a RA and a BA
respectively; on the contrary, a further increase by 1% in fG constraint allows to
further reduce SB by only 14% and 8% the original size.
Fig. 7.10 reports the frequency at which the mobile network must draw some energy
from the grid for its operation, denoted as fG, and the frequency of wasting the
produced RE that is neither immediately used nor stored in the battery, denoted as
fW , for increasing PV panel size. fG tends to sharply decrease as the PV panel size
increases, whereas fW gradually increases as the PV panel capacity grows larger.
Even with very small PV panels some RE go wasted, whereas for very large PV
panel FW does not show remarkable raise when the PV panel capacity is increased.
Nevertheless, despite the trend observed in the fW pattern for increasing PV panel
size, the actual amount of energy that is wasted over a year tends to increase al-
most linearly with the dimension of the RE system, as it will be shown. In order to
reduce fG at least below 5%, fW ≥ 24% must be admitted; this is true also in the
BA. fG shows a sharp decrease for small values of PV panel size and a more grad-
ual decrease when PV panel size reaches larger values. On the contrary, a rather
gradual increase in fW is uniformly observed within the whole range of considered
PV size values. , even for low values of PV size, given the considered PV size range
which allow to achieve a reasonably low fG (< 5%) for our purposes.
Note that these results are obtained considering a worst-case period, during which
the average RE production level is the lowest in the year. Hence, we can observe
that if a RE generation system is dimensioned to be efficient during the cold season,
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Figure 7.10: Frequency of drawing energy from the grid (fG) and wasting renewable
energy (fW ) versus SPV in Residential area (RA).
it clearly results over-sized during the summer, leading to further energy wastage
with respect to that observed from these results. Conversely, a system that works
with few redundancies during the summer is inefficient during the cold season. In a
smart grid integrated system, in order to compensate the extra amounts of energy
that is produced but not immediately used and that cannot be harvested in the
storage, the extra amounts of RE that cannot be stored for future usage may be
sold to the grid, receiving a reward for the energy exchange.
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Chapter 8
Studying the impact of energy
saving techniques on system
dimensioning and costs
Part of the work presented in this Chapter has already been published in:
• M. Dalmasso, M. Meo, and D. Renga. “Radio resource management for
improving energy self-sufficiency of green mobile networks”. In: Performance
Evaluation Review. Vol. 44. 2. Sept. 2016, pp. 82–87
This chapter investigates the impact on system dimensioning and cost of energy
saving techniques applied to green mobile networks. In particular, the effect of
a Resource on Demand strategy based on BS on/off switching is analyzed. A
renewable powered mobile access network consisting of a macro BS and multiple
micro BSs is considered (see Figure 8.1). The number of micro BSs m is set to 6.
The green network operation in this scenario is studied via simulation in order to
evaluate the impact of the application of the Resource on Demand strategy proposed
in Sec. 3.3.1 on the RE system dimensioning (Sec. 8.2) and on cost (Sec. 8.3). The
RoD strategy is applied under the optimal configuration settings for maximizing
energy savings, that are derived based on the results presented in the next Sec. 8.1.
The optimization study in terms of energy saving of the configuration settings of
the RoD strategy described in Sec. 3.3.1 is now presented. Afterwards, the influence
on the system dimensioning and costs of the RoD strategy application in the green
mobile access network is investigated. Finally, some observations on the effect of
the varying traffic profiles are proposed.
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Figure 8.1: The cluster of on-grid renewable-powered BSs.
8.1 Finding optimal thresholds for Resource on
Demand
This section presents how the optimization of the configuration settings for the
application of the RoD strategy presented in Sec. 3.3.1 has been achieved. The
parameter ρmin defines the threshold on the load of the micro BSs below which a
micro BS is switched off and its traffic moved to the macro BS. The simulations
performed to study the impact of RoD strategy have been conducted by setting its
value in order to maximize the possible savings. As already mentioned, we consider
a scenario with a macro BS and m=6 micro BSs, assuming that each micro BS is in
charge of handling the traffic share exchanged in its area of coverage. Although the
shape of the normalized traffic pattern, as described in Sec. 3.2.2, is the same for
all the m micro BSs, the amplitude of the actual traffic curve, hence the absolute
value of peak traffic, may vary among the various micro BSs. The ratio between the
traffic load of each micro BS and that of the macro BS is expressed by the parameter
µi ∈ (0,1], with i = 1,2, ...,m. Fig. 8.2 shows the total energy consumption with
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respect to the case with all the BSs always active for increasing values of ρmin in a
Business and in a Residential area. Each curve corresponds to a different scenario
in terms of relative traffic load; the values of µi are reported in the legend. When
no strategy is applied, the yearly overall consumption, denoted as E, is similar in
the RA (12.148 MWh) and in the BA (11.672 MWh). Nevertheless, under RoD,
up to 38% of energy can be saved in the BA, almost twice the maximum saving
obtained in RA. Due to the steeper transition between peak and off-peak periods
and to the low traffic load during the weekend, the business traffic profile leads to
lower energy consumption than the RA profile.
For low values of ρmin, the energy consumption rapidly decreases as ρmin in-
creases; indeed, the RoD kicks into play often and for long periods of time. For the
same reason, the steep decrease becomes more evident for those scenarios in which
some BSs are less loaded. The advantage of RoD stabilizes for larger values of ρmin.
This is due to the different relative cost of carrying traffic through the macro and
micro BSs. To investigate this, consider the total power consumption Pin of the
macro and micro BSs carrying a traffic λ. The consumption consists in a constant
component and a load proportional component and can be expressed by using two
coefficients, A and B, according to the following formula:
Pin = A+B · λ (8.1)
where A = NTRX ·P0 and B = NTRX ·∆p ·Pmax. Denote by G the cost, in terms of
energy, derived from switching off the ith micro BS and transferring its traffic load
λi on the macro BS:
G = Eoff − Eon (8.2)
where Eoff is the energy consumption when the traffic of the micro BS is moved to
the macro BS, while Eon is the consumption when both BSs are kept active. Hence:
G = AM +BM · (λM + λi)− (AM +BM · λM + Am +Bm · λi) (8.3)
where M and m stand for macro and micro BS respectively. A negative cost (i.e.,
a saving) is guaranteed for G < 0, hence for:
BM · λi − Am −Bm · λi < 0 (8.4)
λi <
Am
BM −Bm (8.5)
When (8.5) is not satisfied, the additional cost to carry the traffic of the micro
BS through the macro BS does not compensate the saving that can be achieved
by switching off the micro BS. Hence, switching off is of no advantage. On the
contrary, switching off is effective as long as (8.5) holds. The optimal choice for
ρmin, denoted by ρ∗min, is then,
ρ∗min =
Am
BM −Bm (8.6)
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Figure 8.2: Energy consumption in RA and BA, in different scenarios of traffic load
distribution among micro BSs: µarray = [µ1, µ2, ..., µ6]
Adopting the parameter values reported in Tab. 3.1, ρ∗min = 0.37. This value is
adopted for all the results that will be presented below.
Finally, from the same figure observe that for values of ρmin > ρ∗min only a slight
increase in energy consumption can be observed. The tiny increase (almost invisible
in the figure) can be explained by two reasons. On the one hand, even though a
high value of ρmin is used, the traffic load λi remains smaller than ρ∗min for long
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periods of time, especially when µi < 1. On the other hand, most importantly, the
total capacity of the macro BS imposes a limit on the maximum traffic load that
can be transferred from the micro BSs.
8.2 System dimensioning under Resource on De-
mand
Here we investigate how the RoD strategy affects the RE generation system
dimensioning and the energy self-sufficiency of the network. Let us assume µi = 1
for all the BSs and ρmin = ρ∗min, that is the optimal configuration setting of the
strategy to maximize energy saving. Fig. 8.3 shows the total yearly energy demand
from the smart grid, EG, for increasing values of the PV panels, SPV , comparing
the case without any RoD strategy (Fig. 8.3a) and the case where RoD is running
(Fig. 8.3b). Each curve corresponds to a different value of the capacity of the
battery, SB, either in RA or BA. In general, as already observed in Sec. 7.3.1 for
the case without RoD, larger batteries allow to reduce EG. When no RoD is applied,
EG can be reduced below 50 kWh only with SP > 40kWp, whereas under RoD, EG
is remarkably decreased for any PV size. Noticeably in RA, EG < 50 kWh can be
provided with much lower SPV than in BA and the largest SB allows to achieve
this target with a SPV resulting 34% smaller than under no RoD.
8.3 Feasibility issues and CAPEX/OPEX cost un-
der Resource on Demand
When trading off independence from the grid and PV panel and battery dimen-
sioning, feasibility and cost issues should be considered as well. In particular, the
PV module efficiency affects the PV panel area per kWp. Considering a module
efficiency of 19%, a total capacity of 120kWp might not be feasible even with a
distributed PV system, since it would require a total area of about 600 m2. In
this section, we make a preliminary analysis of the impact of RoD on the costs of
the powering system, considering both CAPEX of the PV panels and batteries and
OPEX due to energy purchase from the grid when production is not enough and
the batteries are discharged.
Denote by c the cost per year of a system with a given combination of SPV and
SB. The cost can be evaluated from:
c = SPV · cP
lP
+ SB · cB
lB
+ cG · EG (8.7)
where cP is the cost for 1 kWp of PV panel capacity, cB is the cost for a 200 Ah-
12 V lead-acid battery, cG is the cost for 1 kWh of energy bought from the grid, lP
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Figure 8.3: Yearly grid energy, EG, versus SPV in Residential and Business area
(RA and BA), for different values of the energy storage capacity.
is the life-cycle of a PV panel (in years), lB is the expected lifespan of the set of
batteries (in years) and EG is the yearly amount of energy taken from the grid. The
life-cycle of a PV panel, lP , can be estimated to be around 25 years, whereas the
sets of batteries need to be replaced more frequently and their lifetime duration is
highly influenced by the number of charge/discharge cycles they undergo. Assume
that the set of batteries is replaced after 500 cycles [66], hence lB = 500n , where n is
the number of battery cycles during one year of system operation. A lower value
of n implies a lower frequency of battery replacement, hence less need for human
maintenance. The introduction of the RoD strategy determines a considerable
reduction in n with respect to the no RoD case. The decrease may amount up to
16.6% in RA, while it becomes even more remarkable in BA, where n can be reduced
by percentages as high as 85%. In addition, n may vary depending on the number
of batteries, SB. For small to intermediate SPV , n tends to sharply increase as SPV
grows larger. By converse, for intermediate to very large PV panel sizes, n slightly
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decreases as SPV increases, according to a roughly inverse proportionality. In our
simulations, the maximum value of n achieved under the RoD strategy results to
be higher in RA (n=180.2) rather than in BA (n=121.6). Given the same SB, the
batteries lifespan lB tends to be higher in the BA scenario, with worst-case values
over 4 years, against only 2.8 years in the RA case. For the price of panels, batteries
and electricity we assume cP=750 AC/kWp, cB=140 AC/battery and a rather high
cG=0.223 AC/kWh (as for the Italian electricity market).
Fig. 8.4 shows the values of the yearly cost c together with the requested size
of the PV panel, SPV , for some values of the percentage of energy requests to the
grid, indicated as fGMax , that corresponds to the powering system design target.
For example, the case fGMax = 0 corresponds to a design target that requires that
no energy should be bought from the grid; the case fGMax = 1% allows that up to
1% of the times energy can be purchased from the grid.
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Figure 8.4: SPV and c with no RoD strategy and under RoD strategy, in RA and
BA, with different constraint on fG.
When all the BSs are always kept active, E is comparable in the RA and in
the BA, but the energy saving that can be obtained under RoD in the BA (26.2%)
is more than twice the saving achieved in the RA (11.5%). When the system is
kept totally independent from the grid, the RoD strategy reduces c by 17% in
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RA, against a 39% decrease obtained in BA, thanks to a larger decrease in SPV .
When up to 1% of requests from the grid are allowed, RoD never reduces c by
more than 14.3% in RA, while a 41% reduction is observed in BA, thanks to the
smaller required SPV . Under RoD strategy, the most significant contribution in
improving the system feasibility in relation to SPV and in terms of c reduction
is obtained when the constraint on fG is slightly softened from a self-sufficiency
system to fG < 1%, with up to 41.3% reduction in SPV . By converse, it is not very
effective to further lessen the constraint on fG. Finally, c could be further reduced
by selling to the grid the amounts of produced RE exceeding the BS cluster energy
demand and the storage capability, energy that would be otherwise wasted.
8.3.1 Comparing traffic patterns
From the presented results, it appears that, after introducing the traffic-based
RoD strategy, higher energy savings can be achieved in BA rather than in RA.
Moreover, the RoD strategy has a deeper impact on SPV dimensioning and on c in
case of BA with respect to RA. This behavior can be explained by the fact that
the traffic pattern in the BA almost follows the trend of sun irradiation during the
day, like it can be seen from Fig. 3.2. The coupling between RE production profiles
and traffic patterns makes the usage of RE energy more effective and it reduces the
need for energy storage support.
Finally, given the same total amount of traffic for the BS cluster, the load
distribution among the different BSs highly influences the amount of energy saving
that can be achieved through the RoD approach, even under the same setting of
SPV and SB. This can be deduced, for instance, from Fig. 8.2, considering the case
where all the micro BSs show µi = 1 except for µ1 = 0.2 and the case where 2 micro
BSs show µ1 = µ2 = 0.6. The total normalized traffic is the same, but the curve
representing the energy consumption in the latter case is almost always above the
curve representing the first case.
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Chapter 9
Improving the interaction with
the Smart Grid in a Demand
Response framework
Part of the work presented in this Chapter has already been published in:
• D. Renga et al. “Improving the interaction of a green mobile network with
the smart grid”. In: 2017 IEEE International Conference on Communications
(ICC). May 2017, pp. 1–7
• M. Ali, M. Meo, and D. Renga. “WiFi offloading for enhanced interaction
with the Smart Grid in green mobile networks”. In: 2017 IEEE 14th Interna-
tional Conference on Networking, Sensing and Control (ICNSC). May 2017,
pp. 233–238
The interaction of a renewable powered mobile access network with the Smart Grid
is now investigated. As depicted in Figure 3.1, we consider a scenario consisting
of a portion of the cellular access network possibly powered by PV panels, be-
sides the electric power grid. We assume that the Mobile Operator participates
in the Demand Response program deployed by the SG, with the twofold objective
of obtaining a reduction of the energy bill and contributing in providing ancillary
services. In order to accomplish the requests coming from the SG to adapt the
user load to the actual energy supply, the MNO may operate in different ways. In
case the SG is asking its users to decrease their consumption, the MNO can ex-
ploit the presence of a local RE generator to power the BSs, either using the solar
energy currently produced by PV panels or drawing from the storage the previ-
ously harvested energy. In addition, it can exploit the application of energy saving
techniques, like RoD or WiFi offloading, to reduce the energy network demand.
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Conversely, if an increased energy consumption is required by the SG, the MNO
can positively react only if a storage is locally present, allowing to draw from the
grid an extra amount of energy to be stored in the battery for future usage. In
order to dynamically manage the responses of the mobile access network to the SG,
a central controller is in charge of implementing the energy management strategies
presented in Sec. 3.5.
In Sec. 9.1 we investigate the system performance when a local RE generator is
introduced to power the BSs and a RoD can be applied to reduce the energy con-
sumption from the grid. The performance analysis is conducted by applying the
Markovian model proposed in Sec. 5.3, by evaluating the increase of the capability
of providing ancillary services and the reduction in the energy bill. Results about
the impact on system dimensioning are also derived.
In Sec. 9.2, we analyze the impact of the application of WiFi offloading on en-
hancing the interaction with the Smart Grid, again considering the probability of
providing ancillary services and the reduction of the saving in terms of operational
costs. Further insights on the effects of WO on system dimensioning are presented,
and some remarks about criticalities raised by the application of WiFi offloading
are discussed as well. In this case, the analysis is conducted via simulation.
Finally, Sec. 9.3 provides further final cosiderations about costs.
9.1 Renewable energy and Resource on Demand
for providing ancillary services and reducing
the energy bill
We now present the results of the performance study of a renewable energy-
powered heterogeneous cellular network that is providing ancillary services to the
Smart Grid. The smart grid periodically asks the cellular network to increase or
decrease its energy consumption. An energy management strategy is proposed
to satisfy the Smart Grid’s request, and thus obtain a positive monetary reward.
Indeed, according to the algorithm deployed in this work, the decisions about energy
management are taken considering the requests from the smart grid of increasing
or decreasing the on-grid energy consumption, with the objective of satisfying them
as frequently as possible, so as to receive monetary rewards from the smart grid
operator, proportionally to the contribution provided. Furthermore, a RoD strategy
that switch-Off/On BSs is applied to make the network more energy efficient and
further improving the interaction with the SG.
The network is modeled as a Markov chain, taking into account the randomness
of renewable energy generation, which is modeled as a random variable based on
real RE generation data, variability of network energy demand, which is considered
by dividing the day into periods depending on real traffic traces from an Italian
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operator, and variability of Smart Grid request, for which its transition probability
are calculated using real data from RTE [106].
The Markovian model provides relevant insights in the system performance in-
vestigation by evaluating several performance indicators such as probability of low
storage, probability of wasting harvested renewable energy and the total cost of
network operation. These indicators are calculate for different size of renewable en-
ergy sources and storage capacity, and thus support the decision process of properly
sizing the renewable energy source and the storage capacity. Moreover, an opti-
mization algorithm is used to proper configuration settings of the proposed energy
management strategy, which allows minimizing the energy operational cost.
Unlike most of the studies that solely focus on the benefits of cellular network
(decrease in operational cost usually) while engaging in the Demand Response, this
work evaluates the effect of the cellular network on the Smart Grid by calculating
the probability of satisfying the requests of the Smart Grid.
A portion of a green mobile access network is considered, consisting of a macro BS
and m additional micro BSs for providing further capacity in case of peak demand
(see Fig. 9.1). Assuming that the cluster represents a portion of a dense mobile
access network in a urban environment, the number of micro BSs, m, has been set
equal to 6. The system operation has been modeled based on the stochastic model
proposed in Sec. 5.3, that has been used to study the system behavior at the steady
state, as Markovian models are effective tools for studying systems at the steady
state and they are also adopted for investigating RE powered mobile networks [22,
32, 76]. In particular, it is used to analyze the system performance while the cluster
interacts with the SG and evaluate the effectiveness of the RoD strategy, proposed
in Sec.3.3.1, in improving the capability of the green access network to contribute
in providing ancillary services. Real traffic profiles are adopted, that are those
typical of both a residential area and a business area, as described in Sec. 3.2.2.
Real location-based data about RE production are derived from traces obtained
using the tool PV-Watts [37], based on actual solar irradiation data during the
typical meteorological year in the city of Turin. RE production data are provided
every half an hour. Only the three months featuring the lowest RE production
(January, February, December) have been considered, in order to study the system
performance in the worst case conditions. The real data about RE production have
been used to derive the probability density functions of the random variable Rp
per each period of the day. Each unit of the lead-acid battery set, used for energy
harvesting, features a capacity of 200 Ah and voltage 12 V. Considering the impact
of the maximum allowed DOD on the battery lifetime, a DOD ≤ 70% is advisable
in order to let the battery undergo more than 500-600 cycles before replacement
[66]. As earlier mentioned, CB corresponds to the portion of battery capacity that
can actually be exploited, assuming a DOD of 70%. In the real system, the number
of battery units is hence dimensioned in order to provide a total nominal capacity
equal to 1.43 ·CB. Charging and discharging losses are not considered in this work.
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1) ENERGY MANAGEMENT 2) BS ON/OFF SWITCHING
SMART GRID
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POWER GRID STORAGE PV PANELS
BS CLUSTER
Figure 9.1: The renewable-powered mobile access network interacting with the
Smart Grid.
The energy quantization step Qs is set equal to 50 Wh. Finer quantizations are
not advisable, since they would not provide significant gain in accuracy, but would
increase the model complexity [32]. The complexity in terms of number of states is
proportional to the number of battery levels N and to the number of timeslots in a
day: C = (N · 24[hours]∆T [hours]). N, in turns, depends on the energy quantization step Qs.
In our study the number of states is 200 · 48 = 9600 in the worst case.
The mobile network consumption per timeslot within each period, Ec, has been
obtained by averaging the half-an-hour cluster consumption over each period du-
ration, considering the actual traffic variations and the possible application of the
RoD strategy. Real traffic traces have been considered, provided by an Italian
mobile operator [15], with the granularity of 30-minutes, for a business area and
a residential area (Fig. 3.2). For what concerns changes in the value of the state
variable G, we use real data about grid requests provided by a French grid operator
[106]. The data report grid requests every half an hour for a one year long period.
Pricing data are retrieved from the RÃľseau de Transport d’ElectricitÃľ-France
(RTE-France) database [106] and the values adopted for energy prices, rewards
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and penalty have been computed by averaging over one year the data observed
on a 30-minute basis. The value adopted for the average price per unit of energy
drawn from the grid, pE, is 37 e/MWh. The values of the rewards provided in case
the mobile network is able to satisfy the SG requests of type UP and DOWN are
rU = 24 e/MWh and rD = 60 e/MWh, respectively. The application of the RoD
strategy favors the capability of answering DOWN requests, for which the reward
received is 2.5 higher than the reward obtained in case of UP. The five periods in
which the day is divided have been defined so that they result different in length,
but relatively homogeneous in terms of traffic load and energy consumption, as it
can be observed from Fig. 9.2, which reports the period boundaries, along with the
normalized power consumption for a micro BS during weekday and in the weekend,
for the BA and RA traffic profiles. The thresholds on the RE production and the
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Figure 9.2: Power consumption for a micro BS within a day.
traffic load, based on which the chronological boundaries of the 5 periods have been
defined, are reported below, with RpN denoting the normalized value of Rp:
• night (0:30 am - 3:30 am): RpN = 0; 0.05 ≤ ρ ≤ 0.26
• morning (3:30 am - 8:00 am): 0 ≤ RpN ≤ 0.17; 0.05 ≤ ρ ≤ 0.13
• peak (8:00 am - 1:00 pm): 0.35 ≤ RpN ≤ 1; 0.17 ≤ ρ ≤ 0.4
• afternoon (1:00 pm - 6:30 pm): 0.16 ≤ RpN ≤ 0.94; 0.33 ≤ ρ ≤ 0.6
• evening (6:30 pm - 0:30 am): RpN ≤ 0.06; 0.47 ≤ ρ ≤ 1
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The duration of each timeslot is ∆T = 0.5 h. This time interval is sufficient to allow
a BS to be fully switched off or activated again, since these network configuration
operations can be completed in the order of minutes. A finer time quantization
is not required, since it would increase the complexity (remind that the number
of states is proportional to the number of battery levels N and to the number of
timeslots in a day, i.e. N ·24[hours]/∆T [hours]) without remarkably improving the
accuracy of the performance analysis [32]. Furthermore, the selection of this time
scale is consistent also with the fact that the forecast of the amount of renewable
energy produced in a period of 30 minutes to few hours, based on the knowledge of
short-medium term weather forecast, is sufficiently accurate with negligible error
[121, 13, 42, 30, 109]. Two traffic scenarios have been considered, BA and RA, ei-
ther without and under RoD strategy. The energy management algorithm is always
running. Increasing values of PV size (CPV = 1, 3, 5 kWp) and storage capacity
(CB = 6, 8, 10 kWh) have been tested.
9.1.1 Managing the interaction with the SG
The cluster of BSs can be powered either by the locally produced RE or by the
energy taken from the grid. The storage is used to harvest the extra amounts of
produced RE for future usage or to store the energy taken from the grid when it is
convenient. Energy can be drawn from the battery to power the BSs when needed.
Denote by Ec the energy needed for the cluster operation in the next timestep, by
LB the current battery level, and by Rp the amount of RE that can be produced
in the following timestep. The strategy managing and coordinating the cluster
interactions with the SG is detailed in Alg. 2. The energy needed for the cluster
operation, Ec, may be derived from RE, from the battery or from the grid, depend-
ing on the requests from the grid and on the current battery level. Thresholds on
the battery level are used to take decisions, the thresholds are denoted by thU and
thD for the case of grid request UP and DOWN, respectively. aU represents a fixed
amount of energy that is taken from the grid and stored into the battery when the
request from the grid is UP and there is still enough space in the battery. thU is
defined such that CB ≥ thU + aU +REM , where REM is the maximum amount of
RE that can be produced in the following timestep. The threshold thD must be
larger or equal to Ec. A state denoted as low storage can hence be defined, cor-
responding to any storage level lower than Ec. This means that, according to the
proposed algorithm, if the storage level is lower than the energy amount required
for the mobile network operation Ec, the system is not able to satisfy a DOWN
request from the smart grid, unless some RE is currently being produced. The
threshold thD has been set equal to a fixed value within each period, i.e. the value
of EC in that period, so that in case of NULL request the cluster can completely
rely only on the energy stored in the battery, even in case of peak traffic. On the
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Algorithm 1 Energy management algorithm
1: switch grid request do
2: case UP
3: draw Ec from the grid;
4: if LB ≤ thU then
5: draw aU from the grid and store it into battery;
6: end if
7: case DOWN
8: derive E = min(Ec, Rp) from RE;
9: if LB ≥ thD then
10: if needed, derive Ec − Ep from the battery;
11: else
12: if needed, derive Ec − Ep from the grid;
13: end if
14: case NULL
15: draw Ec from the grid;
16: harvest residual RE into battery, waste the extra amount;
contrary, for each configuration setting of [CPV ,CB], various combinations from a
set of multiple values have been adopted for thU in the different periods and tested,
in order to obtain the best value in this set in terms of cost reduction. Similarly,
different values of aU have been tested, in order to select the best value for this
parameter as well. The average value of Ec in the BA is equal to 678 Wh when no
RoD strategy is applied, against 487 Wh under RoD. In the RA, the average value
of Ec is equal to 701 Wh under no strategy and 635 Wh when the strategy is run.
9.1.2 Performance indicators
The system behavior has been investigated at the steady state, based on nu-
merical solutions, by analyzing the following performance indicators:
Sa - Average storage level
Sa =
∑
J
π(x) · S (9.1)
where π(x) is the probability of state x at the steady state and J is the whole
set of all the possible states in the Markov chain: J =
{
x = (P, S,G) s.t. S ≤
CB, ∀P,G
}
.
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PL - Probability of low storage level (i.e. S < Ec)
PL =
∑
L
π(x) (9.2)
where L is the subset of states in the Markov chain in which the storage level is too
low to satisfy the BS power demand: L =
{
x = (P, S,G) s.t. S < EC , ∀P,G
}
.
PU+, PD+ - Probability of responding to the grid requests this is the prob-
ability providing ancillary services, in case of UP and DOWN request, respectively.
PU+ =
∑
Ir π(x)∑
RU π(x)
(9.3)
where Ir (Increase response) is the subset of states in the Markov chain in which
the SG requires to increase the on-grid energy consumption and the SG request
can be satisfied, since there is still enough space in the battery to store the extra
amount of energy taken from the grid, that in the policy proposed is a fixed amount:
Ir =
{
x = (P, S,G) s.t. S ≤ thU , G = U, ∀ P
}
; RU is the set of all the states in the
Markov chain in which the SG request is of type UP: RU =
{
x = (P, S,G) s.t. G =
U, ∀ P, S
}
.
PD+ =
∑
Pr π(x) · p(Rp > 0) +
∑
Fr π(x)∑
RD π(x)
(9.4)
where Pr (Partial response) is the subset of states in the Markov chain in which
the SG requires to decrease the consumption and the storage level is below the
threshold thD: Pr =
{
x = (P, S,G) s.t. S < thD, G = D, ∀ P
}
. Hence, in this
case the SG request cannot be always fulfilled, since the on-grid energy consumption
can be reduced only in case RE is generated (i.e. Rp > 0 Wh). Fr (Full response)
is the subset of states in the Markov chain in which the request from the SG is of
type DOWN and the grid request can be always satisfied even if RE is not available,
since the storage level is high enough to satisfy the energy demand: Fr =
{
x =
(P, S,G) s.t. thD ≤ S, G = D, ∀ P
}
. RD includes all the possible states in the
Markov chain in which the grid request is DOWN:RD =
{
x = (P, S,G) s.t. G =
D, ∀ P, S
}
.
Wf - Probability of wasting RE it is due to the fact that the RE that is
not immediately used by the BS cluster cannot be stored in the battery for lack of
residual available capacity.
Wf = PUw + PDw + PNw (9.5)
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where PUw , PDw and PNw are the probabilities of wasting a fraction of the RE produced
in the case of requests from the SG of type UP, DOWN and NULL, respectively.
These probabilities are derived as reported below:
• PUw =
∑
RU π(x)·p(Rp > CB−S), where RU is the subset of states in the Markov
chain in which the SG requires to increase the energy consumption and the battery
charge level is higher than thU : RU =
{
x = (P, S,G) s.t. S > thU , G = U, ∀ P
}
.
p(Rp > CB − S) is the probability of generating an amount of RE for which there
is not enough space to entirely store it in the battery.
• PDw =
∑
RD π(x) · p(Rp > CB −S+Ec) where RD, as previously defined, is the
subset of states in the Markov chain in which the SG request is of type DOWN,
whereas p(Rp > CB−S+Ec) represents the probability of producing an amount of
RE such that the RE remaining after having powered the BSs, cannot be entirely
stored in the battery, since the storage space is not sufficient.
• PNw =
∑
RN π(x) · p(Rp > CB − S + Ec) where RN is the subset of states in
the Markov chain in which the SG request is NULL: RN =
{
x = (P, S,G) s.t. G =
N, ∀ P, S
}
Again, p(Rp > CB−S+Ec) represents the probability of producing an
amount of RE such that the RE remaining after having powered the BSs, cannot
be entirely stored in the battery, since the storage space is not sufficient.
c - Total cost for the system operation
c = pE · EG − EU · rU − ED · rD (9.6)
where EG is the amount of energy bought from the grid, EU is the amount of ad-
ditional energy, with respect to the forecast need, drawn from the grid in case of
request UP, and ED is the amount of energy reduction, with respect to forecast
need, in the energy required from the grid in case of request DOWN. EG represents
the total amount of energy that is actually drawn from the grid, hence it includes
EU , but not ED.
The results are derived using, within each period of the day, the optimized values
for thU and aU , in order to minimize operational costs. The optimization of these
parameters has been obtained performing an exhaustive research within a prede-
fined heuristic set of possible values of thU and aU . A set of H possible values of
thU and a set of M different values of aU have been defined to generate the set
T, which includes all the possible pairs (thU ,aU). Within each iteration of the ex-
haustive search, each period of the day has been assigned a different pair, picked
from those in the set T, in such a way that, after all the iterations, all the possible
combinations of pairs in the 5 periods of the day would be tested. Therefore, within
a single iteration, the value of thU (or, similarly, of aU) may differ from one period
to another. The total number of iterations performed hence amounts to (H ·M)5.
In our case, H = M = 3, in order to trade off precision versus complexity. The
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combination of thresholds allowing to achieve the lowest operational cost c has been
adopted to derive all the performance parameters.
9.1.3 RoD strategy and PV panel size role in system per-
formance
Fig. 9.3 shows Sa and PL for increasing CPV in BA and RA, under no RoD
strategy or under RoD, using a battery with CB= 8 kWh. In the BA Sa tends to
increase for growing values of CPV , while PL tends to decrease for larger of CPV
in both cases (no RoD and under RoD), as expected. However, in case of RoD
strategy, the level of Sa and PL results to be respectively higher and lower than
under no RoD strategy. The general trend is similar for the RA, but the Sa results
to be lower, even under RoD strategy, with a higher probability of low level of
storage, resulting in a small difference with respect to the case of no RoD.
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Figure 9.3: Average storage level (Sa) and probability of low battery level (PL),
with and without RoD, in BA and RA.
The probabilities of responding to the grid requests, PU+ and PD+ , are reported
in Fig. 9.4 for increasing values of CPV and fixed CB= 8 kWh. From Fig. 9.4a it
can be observed that, under no RoD strategy, PU+ gradually decreases for larger
values of CPV ; when the RoD strategy is applied, PU+ results to be lower and the
decrease with growing CPV is slightly steeper. This behavior can be explained by
the fact that larger amounts of RE are produced with larger PV panels and, in case
of RoD, smaller amounts of energy are consumed by the cluster, leading to higher
average levels of the storage, like already shown in Fig. 9.3a. Hence, it is less likely
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that the system can draw from the grid additional amounts of energy besides its
current need EC , since the probability of being in a state higher than thU is higher
and in this case there is not enough residual capacity for storing the additional
amount of energy aU from the grid. Conversely, as shown in Fig. 9.4b, PD+ grows
larger for rising values of CPV and its values under RoD strategy are always higher
while the slope of growth is less steeper than without any RoD policy. Indeed, PD+
under RoD may rise up to almost 1 with large panels and it never results to be
lower than 65%. The impact of the PV panel size in increasing PD+ is accounted
for by the higher amounts of RE that are produced with larger panels and that
can be used instead of the grid energy in case of a DOWN request. Furthermore,
the higher level of RE production leads to higher values of Sa, likely higher than
thD, especially under RoD, as it is shown in Fig. 9.3; hence, an additional huge
reserve of energy, represented by the storage, is more likely available in case of
request DOWN, even when the RE is not currently being produced. In the RA
the trend for PU+ and PD+ is very similar to the BA case, but the gap between
the values under no RoD strategy and under RoD is much smaller, especially for
PD+ , whose maximum values are also lower than in the BA. It is to be noted that,
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Figure 9.4: Probability of providing ancillary services, PU+ and PD+ , with and
without RoD, in BA and RA.
when the RoD strategy is adopted, it is not applied just in case of a request from
the SG of decreasing the on-grid consumption. On the contrary, it is continuously
running, regardless the type of SG requests. Therefore, the contribution of the
RoD strategy in improving the interaction with the SG consists in increasing on
average the level of battery charge (Fig. 9.3); on the long term, this leads to higher
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probability of providing ancillary services (i.e. satisfying the SG request) in case
of request of type DOWN rather than in case of UP (see Fig. 9.4), thus resulting
in higher monetary gains, since the reward in case of DOWN is 2.5 higher than in
case of UP. The values of Wf are reported in Fig. 9.5 for rising CPV , under the
same value of battery storage, for the BA and the RA. In general, for smaller CPV
the energy waste is rather limited, around 10%, and no significant difference can be
observed under RoD or without any strategy, both in the BA and RA. Nevertheless,
for CPV as high as 5 kWp, a sharp increase occurs in Wf under RoD in the BA,
rising up to about 30%.
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Figure 9.5: Average probability of wasting RE (Wf ), in BA and RA.
9.1.4 Cost analysis
Fig. 9.6 reports the total cost for the system operation, c, for growing val-
ues of CPV and increasing values of CB, normalized with respect to the cost that
should be paid in case all the energy required by the cluster were bought from the
grid (without any RoD strategy), denoted as cg. The results are shown without
the application of RoD strategy and under RoD, for the case of BA. For the BA
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Figure 9.6: Cost versus CPV and versus CB, without RoD strategy and under RoD
strategy, in BA.
(Fig. 9.6a), the normalized cost is lowered by almost 90% even with the smallest
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CPV , in the case of no RoD policy; a further decrease is observed for increasing val-
ues of CPV , with the most relevant reduction observed moving from CPV = 1 kWp
to CPV = 3 kWp, of about 15 percentage points. The introduction of the RoD
policy determines a further dramatic drop in the total cost for small panels and
the cost is further reduced for larger CPV , although the impact of RoD becomes
limited for CPV= 5 kWp. For any CPV the cost becomes negative, meaning a posi-
tive gain received from the grid, of up to more than 120% of cg. The general trend
is similar in the RA (data not reported), even though the reduction in the cost is
slightly lower. From our results, it can be evinced that the probability of providing
ancillary services in case of DOWN requests, PD+ , provides a major contribution
in reducing the system operational cost c, with respect to PU+ . Fig. 9.6b shows
normalized cost c under RoD and without RoD for increasing values of CB and
fixed CPV= 3 kWp, in the BA. Increasing CB from 6 kWh to 10 kWh allows to
decrease the cost and this effect is more evident when no RoD strategy is applied.
The most significant gain is obtained moving from 6 to 8 kWh, whereas further
rising the storage capacity only provides a limited advantage.
These results show that the stochastic model proposed in this work could find prac-
tical application in system dimensioning. Indeed, it could be useful in supporting
the decisional process aiming at properly sizing the PV panels and the storage
capacity, based on the target reduction in cost, the feasibility constraints and the
possibility of applying RoD strategies.
In order to show that the cost savings are not only due to the overall reduction
in energy consumption, simulations have been performed to investigate the same
scenario of a RE-powered mobile network, with the same set of macro and micro
BSs, the same traffic loads and the same location. A PV panel size of 1 kWp and a
storage capacity CB=8 kWh has been considered. No energy management policies
were applied, hence the interaction with the SG in a Demand Response framework
was excluded. The average daily cost paid for the energy drawn from the grid has
been computed both in the case in which no RoD strategy was applied and in the
case in which the RoD was running, as a baseline reference. Finally, the average
daily costs obtained from our model under the application of the energy manage-
ment policy were compared to the baseline costs obtained from simulations, both
without radio resource management and under RoD strategy. Under no energy
management policy, the application of a RoD strategy allows to achieve significant
cost savings of 28.5%. Nevertheless, the contribution of the energy management
strategy in reducing costs is much higher, since its application on the top of a RoD
strategy allows to further decrease the expenditure by 71.5%, hence erasing the
operational cost. Finally, even energy management alone, i.e. without any RoD
policy, is very effective in reducing costs, even erasing the operational expenditure.
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9.2 WiFi offloading to enhance the interaction
with the Smart Grid
We now analyze the case of a mobile access network interacting with the Smart
Grid in a Demand-Response framework, in which the mobile operator uses WiFi
Offloading in order to respond to the SG requests. Currently, WiFi APs are in-
creasingly deployed by more and more operators and private users, making the
WiFi technology become available almost everywhere. Therefore, WO looks a very
promising solution to increase the capacity of cellular networks [61]. In our case,
WO is exploited to increase the chance of satisfying the requests from the grid of
decreasing the consumption, by reducing the traffic load right when the reward for
providing ancillary service is higher. This technique can also be combined with
RoD to further increase its effectiveness. Indeed, the impact of WiFi offloading in
improving the interaction with the SG is evaluated in two different scenarios. In the
first scenario, all the BSs are always kept active, even during off-peak periods. In
the latter, a RoD strategy is applied in order to adapt over time the network power
consumption to the actual traffic demand, hence saving energy and reducing costs
for energy bought from the grid. The proposed strategy exploits the possibility
of putting the BSs into deep sleep mode, in which negligible consumption can be
assumed.
The application of WiFi offloading techniques in mobile access networks can help
to better answer to the requests form the SG, in particular in those periods in
which the SG asks for a reduction of the consumption. However, their impact may
be constrained on the one hand by the minimum capacity to be guaranteed even
during off-peak periods for an acceptable Quality of Service and, on the other hand,
by the maximum amount of traffic load that can be offloaded to the WiFi APs.
Furthermore, this approach does not provide huge margin to satisfy the requests
to increase consumption from the grid, since the cluster load cannot be forced to
grow. The introduction of photovoltaic panels to power a BS cluster makes it more
energy self-sufficient and further increases the probability of satisfying the SG when
a reduction of the consumption is required. In addition, the presence of batteries,
that are needed to address the typical intermittent and unpredictable nature of
renewable energy production, is useful not only for powering the BSs when the re-
quests from the SG is to decrease the consumption, but also for storing some extra
energy drawn from the grid when the request is to increase consumption.
A portion of a green mobile access network is hence considered, in order to inves-
tigate to what extent the application of a WiFi offloading technique may improve
the capability of providing ancillary services and, at the same time, reducing costs
for the Mobile Network Operator. The scenario, represented in Fig. 9.7, consists of
a cluster composed of one macro and m=6 micro BSs powered by the grid and by
PV panels. WiFi offloading can be activated to satisfy the requests from the Smart
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Figure 9.7: The green mobile access network interacting with the Smart Grid.
Grid of decreasing the grid consumption, by moving part of the traffic to neigh-
boring APs. We assume that the neighbor APs available for carrying a fraction
of the mobile traffic in case of DOWN requests are owned by some local business
holders and/or by private individuals residing in the area that have accepted to
periodically handle a portion of the mobile traffic based on some agreement. Fur-
thermore, we assume that the Internet Service Provider (ISP) with which each of
the local business holders and the private individuals envolved in the agreement
have stipulated a contract for Internet access provisioning to the APs, coincides
with the same Mobile Operator owning the cellular access network infrastructure.
Hence, these APs form a virtual WiFi network available, under certain conditions,
to carry some of the load transferred from the mobile access network. Indeed, some
kind of agreement is envisioned between the WiFi network owners and the Mobile
Operator, allowing to provide for example additional Internet Services for free or
some rate discount to the WiFi network owners in exchange of their consent to
make a fraction of the WiFi capacity available to periodically carry some of the
mobile traffic. We assume that the mobile traffic can be transferred only when the
traffic load of the WiFi network is sufficiently low, in order to be conservative on the
141
9 – Improving the interaction with the Smart Grid in a Demand Response framework
Quality of Service constraints in terms of available bandwidth for both the mobile
users and the WiFi network users. In accordance with data from the literature,
this corresponds to a maximum capacity available for WiFi offloading of 10% of
the peak traffic load handled by the 6 micro BSs, allowing to achieve an average
offloading efficiency approximately between 10-20%, depending on the specific case
[16, 74, 93].
The RoD scheme operates by switching off one or more micro BSs, depending on
the current traffic that has to be handled by each of them, with the purpose of de-
creasing the overall energy consumption from the grid. If the traffic load decreases
below a given threshold, denoted as ρmin, the micro BS can be switched off and its
traffic moved to the macro BS, as long as there is still enough capacity on the macro
BS to handle the additional load [33]. When the RoD is running, the application
of WiFi offloading may allow to increase the number of BSs that can be put into
sleep mode in case of request of type DOWN, further reducing the network energy
demand.
9.2.1 Energy management policy
The energy management strategy applied to respond to the SG requests is de-
scribed here. A general description is provided assuming the presence of a RE
generator, with a set of PV panels whose capacity is SPV and a set of batteries
whose size is B. The same operation holds in case no RE generator is envisioned.
In this case, SPV and B are simply equal to 0. Cf denotes the network consump-
tion for each half an hour forecast the day ahead, while Ca is the actual network
consumption. Every half an hour, different actions can be taken, based on the type
of grid request and the amount of produced RE. The BSs need Ca may be derived
from the produced RE, from the storage (always respecting the maximum discharg-
ing rate) or from the grid. RE may be used to power BSs, harvested into battery
or wasted in some cases. The RE management is based on a first use - then harvest
principle, meaning that the produced RE can be directly used to power the BSs
and only the extra amounts are possibly harvested afterwards. In order to better
answer U requests, an additional amount of energy, denoted as Eb, can be drawn
from the grid and harvested into battery for future usage. Eb is the maximum
amount that can be injected into the battery in half an hour, constrained by the
maximum charging rate and the maximum available battery capacity, i.e. B. The
RE produced every half an hour is denoted as Rp, while Eg represents the energy
drawn from the grid for each half an hour. Er denotes the residual energy need of
the access network after Rp has been used to power the BSs. Every half an hour,
energy management decisions are taken according to Alg. 2. Note that, when the
WO is active and a D request occurs, part of the traffic load is transferred from
some micro BSs to neighboring APs. In case of U request, a reward is obtained if
the total energy taken from the grid, Eg, is larger than the predicted consumption
142
9.2 – WiFi offloading to enhance the interaction with the Smart Grid
Algorithm 2 Energy management algorithm
1: Er = 0; Eg = 0;
2: switch grid request do
3: case U :
4: if (Rp < Ca) then
5: power BSs from the grid;
6: harvest extra energy, Eb, from grid into B;
7: waste Rp;
8: Eg = Ca + Eb;
9: else
10: use Rp to power BSs;
11: store (Rp − Ca) into B, waste the extra amount;
12: end if
13: if (Eg > Cf ) then: a reward is received;
14: else if (Eg < Cf) then: a penalty is paid;
15: end if
16: case D:
17: if WO is active then: offload some traffic;
18: end if
19: use Rp to power BSs;
20: compute residual need Er = max(0, Ca −Rp);
21: if (Er = 0) then
22: store (Rp − Ca) into B, waste the extra amount;
23: else
24: draw Er from B and, if needed, from grid;
25: Eg = max(0, Er −Battery Level);
26: end if
27: if (Eg > Cf ) then: a penalty is paid;
28: else if (Eg < Cf) then: a reward is received;
29: end if
30: case N :
31: code from line 19 to 26;
Cf . The reward is proportional to the extra amount of energy taken from the grid.
By converse, in case it is lower, a penalty is paid proportional to the energy gap
with respect to the reference level Cf predicted the day ahead. Similarly, in case
of D, a reward is obtained if Eg < Cf , and vice versa for the penalty.
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9.2.2 Performance analysis
The system performance has been investigated in terms of energy yearly taken
from the grid, probability of providing ancillary services (ASs), effect of system
dimensioning and cost analysis in two scenarios (no RoD and RoD), also considering
the application of WO and the introduction of a PV system.
Energy demand from the grid
Fig. 9.8a reports the amount of energy taken from the grid over one year, EG, in
the two baseline scenarios (without and under RoD), comparing the case without
WiFi offloading and the case in which WiFi offloading is applied. In the basic
scenario, that is when neither RoD nor WO are applied, EG=12.15 MWh; this
value is considered as the reference value, EG∗, with respect to which the energy
saving is computed. Under RoD, 10.76 MWh are consumed and drawn from the
grid, with a 11.5% saving with respect to EG∗. The application of WO allows to
reduce EG by 6% without RoD and by 13.6% under RoD, again with respect to
EG∗. The case with RE production is also shown in Fig. 9.8a, assuming SPV=10
kWp and B=10 kWh. Without RoD running, a remarkable reduction in EG can
be achieved, always higher than 39%. The smallest value of EG is obtained when
both RoD and WO are applied, with 48.2% saving with respect to EG∗.
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Figure 9.8: Grid demand, EG, without and under RE production.
Providing ancillary services
The probabilities of answering both U and D requests from the grid are here
reported, for the various considered scenarios. Probabilities are defined as follows:
• PU+ : probability of satisfying a grid request of type U (the SG asks to increase
the consumption from the grid and the network is able to do that);
• PD+ : probability of satisfying a grid request of type D (the SG asks to decrease
the consumption from the grid and the network is able to do that).
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Fig. 9.9 shows the results in case no RE is locally produced. U requests can never
been satisfied as it can be seen from PU+=0 under any scenario (without and under
RoD, WO on or off). This is due to two reasons: first, the traffic patterns are
assumed to be exactly known in advance so that the forecast traffic load is exact;
second, the absence of any energy storage does not allow to draw and harvest
extra energy from the grid to answer its U request. D requests can be satisfied
only when WO is applied, due to the same assumption of exact predictability of
traffic. WO offloading allows to achieve PD+=78.9% in the baseline scenario and a
slightly lower PD+=54.3% when RoD is applied. Note that the reward for providing
ancillary services in case of D is 2.5 times higher than for answering U requests.
The probabilities of not answering U or D requests clearly result complementary
to PU+ and PD+ . However, no penalties must be paid under any scenario, since
no opposition to the SG requests is ever registered, meaning that the SG requests
merely result not satisfied.
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Figure 9.9: Probability of providing ASs, without RE production.
In Fig. 9.10 the probabilities of providing ancillary services are reported for the case
in which RE is produced. PU+ is now above 60% under any scenario, with slightly
lower values when WO is active, while PD+ is above 96% under any scenario, with
WO providing values as high as about 99%. Although the reward for providing
ancillary services in case of U is limited and lower than in case of D, a higher
average level of battery allows to better answer D requests, hence further increases
the gain. The probability of not answering grid requests is highly decreased in case
of U requests with respect to the scenario in which no RE is produced and it is
almost nullified in case of D requests. Let us denote as EU+ and ED− the yearly
cumulative amount of energy exceeding the forecast consumption in case of U and
D request, respectively, while EU− and ED+ correspond to the absolute values of
the yearly cumulative amount of energy representing a negative gap with respect to
the predicted consumption in case of U and D requests, respectively. Their values
are shown in Fig. 9.11. When a RE generator and a storage are present, despite
a lower PU− , the probability of opposing the U requests is higher than under no
RE production, as it can be evinced from Fig. 9.11c. This translates into higher
EU− under any scenario (RoD on/off, WO on/off), for which a penalty is due.
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Figure 9.10: Probability of providing ASs, under RE production.
This penalty however is compensated by a null ED− and by the higher PU+ and
PD+ , leading to considerable positive energy gaps with respect to the predicted
consumption levels, for which proportional rewards are provided.
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Figure 9.11: Energy for providing ancillary services (EU+ , ED+) or opposing the
SG requests (EU+ , ED+), under RE production.
Effect of system dimensioning
Fig. 9.12 reports PU+ for the case in which RE is produced and WO is active,
both without and under RoD, for increasing SPV and different battery sizes B. PU+
tends to decrease as SPV grows larger, but the reduction rate is smaller for larger
panels. Larger B provide lower PU+ for fixed SPV , except for very small SPV , for
which a smaller B=5 kWh provides similar (under RoD) or even lower (under no
RoD) PU+ with respect to B=10 kWh. Fig. 9.13 shows PD+ for the case in which
RE is produced and WO is active, both without and under RoD, for increasing
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Figure 9.12: PU+ versus SPV , for different values of B, with WiFi offloading, in the
scenarios without and under RoD.
SPV and different battery sizes B. In this case, the impact of SPV is limited, since
PD+ only slightly increases as SPV grows larger. Conversely, B=5-10 kWh provide
PD+ above 95% under any scenario, while a larger B=15 kWh reduces by up to 17
percentage points the value of PD+ , with lowest value observed when RoD is active.
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Figure 9.13: PD+ versus SPV , for different values of B, with WiFi offloading, in the
scenarios without and under RoD off.
9.2.3 Remarks about WiFi offloading in a Demand Re-
sponse framework
In this study we assume that neighbor APs provide capacity for a fraction of
the mobile traffic transferred from the cellular access network in case of requests of
type DOWN. As better described at the beginning of Sec. 9.2, these APs makes up
a sort of virtual WiFi network that is available to accept part of the traffic from
the BSs under specific conditions, based on some kind of agreement established in
advance with the Mobile Operator, from which the WiFi network owners receive
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some kind of reward to compensate their availability to handle additional traffic
load coming from the close-by mobile network. This may raise some issues both in
terms of global energy balance and Quality of Service.
In relation to the energy balance, this study does not explicitly evaluate the poten-
tial increase in energy consumption that may be experienced by the WiFi network
due to the additional traffic periodically handled by the APs. Nevertheless, some
considerations can be done to this extent. First, it is to be noted that the power
consumption of an AP is by far lower than the power needed to operate a BS. Even
in the case of a micro BS, an AP consumes an amount of energy that is more than
one order of magnitude lower than the BS. Furthermore, the AP consumption is
very little traffic proportional. Moreover, it can be observed that the amount of
traffic that is transferred is limited to a maximum of only 10% of the traffic car-
ried by the micro BSs, and that the WiFi offloading operation is further limited
by the fact that it is active only when requests of type DOWN are issued. Hence,
considering that the APs are assumed to be always active regardless the current
traffic demand, these constraints lead to an increase in the WiFi network energy
consumption, due to the additional traffic transferred from the mobile network,
that is actually very limited. We expect that the raise in the WiFi network energy
consumption due to the periodic migration of a small fraction of the mobile traffic
can likely be neglected with respect to the the energy saving that can be obtained
on the mobile side, also in view not only of the rewards that the WiFi network
owners receive from the Mobile Operator based on the established agreement, but
also in view of the huge cost saving that can be obtained by the Mobile Operator.
Finally, the objective of our work in this case is anyways focused on achieving op-
erational cost reduction rather than on decreasing the overall energy consumption.
Indeed, according to our results, cost savings higher than 100% can be achieved,
against a reduction of just less than 50% of the energy drawn from the grid in
specific scenarios. Anyways, further study will be planned as future work to better
investigate the actual impact of the energy consumption increase of the neighbor
APs, due to the application of WiFi offloading techniques, on the overall energy
efficiency balance.
Regarding the Quality of Service in terms of available bandwidth, further investi-
gation is needed to evaluate whether a minimum bandwidth constraint can always
be guaranteed for both mobile users, whose traffic is moved from the BSs to neigh-
bor APs, and WiFi network users. However, it should be observed that in our
work the application of WiFi offloading is assumed to be only permitted when the
traffic handled by the APs is sufficiently low, so that there is capacity available
for minimum bandwidth guarantee. This results, according to the data from the
literature, in transferring at most 10% of the peak traffic handled by the micro
BSs. Finally, since the mobile traffic is transferred in a limited amount and only
in case of DOWN, the potential reduction in the minimum available bandwidth,
if any, is anyways limited in intensity and in time duration, allowing to be rather
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conservative in terms of Quality of Service. However, future study will focus on the
evaluation of Quality of Service, in order to investigate more accurately whether the
constraint on the minimum bandwidth required to guarantee to mobile users the
same quality of experience encountered under the mobile network can be respected
even when their traffic is moved to neighbor APs. Furthermore, it might be helpful
focusing on the type of traffic that may be transferred to neighbor APs, in order to
investigate whether transferring only data traffic that is delay tolerant, and keep-
ing for example the video streaming traffic managed by the BSs, may provide some
benefit to this extent, achieving a better trade off between Quality of Service and
operational cost reduction.
9.3 Considerations on cost
Clearly, in case of RE production, additional capital expenditures (CAPEX)
should be considered besides operational cost, due to the installation of the PV
panels and the set of batteries. However, although the initial expenditure might
be considerable, based on our results derived for several combinations of SPV and
B, it would be possible to select the proper dimensioning allowing to reduce (and
possibly minimize) the CAPEX+OPEX, taking into account the PV panel and
battery lifetime duration, as shown in Sec. 8.3. Furthermore, according to [85], after
8 years of RE powered mobile network operation the break-even point for CAPEX
cost can be achieved. In addition, the introduction of a new energy management
strategy could be envisioned, allowing to sell back to the SGO extra amounts of
RE that are not immediately used and, in case they cannot be harvested in the
storage, are usually wasted. Assuming that the price per each energy unit that
is sold back to the grid is half the price due for each energy unit bought by the
mobile network operator from the grid, i.e. pG, cost savings result remarkably high
when extra produced RE can be sold back to the grid. To this extent, relevant
results (not reported) are available confirming the potential additional revenues
obtained from the selling of extra energy to the SG, although they were derived by
investigating the same scenario under different settings, i.e. assuming a different
location (Sydney, Australia), using real traces of energy prices (provided by the
local electricity supplier) to derive the sequence of the SG requests, and adopting
a different energy management strategy that envisions, besides the selling of extra
amounts of energy to the SG, the application of both RoD and/or WiFi offloading
only in case of requests of type DOWN. Under these settings, the overall cost saving
results more than twice the energy bill registered in case no RE is present (hence
no energy can be sold back to the SG) and no WO or RoD strategies are applied.
Indeed, up to 223% cost saving can be achieved by applying WO in conjunction
with RoD. However, in relative terms, WO and RoD are equally effective in raising
the cost saving, since, when applied alone, they both provide savings that are about
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1.8 fold higher those assured with the standard energy management strategy. These
revenues may play a relevant role in compensating the higher CAPEX faced for the
initial installation of a RE generation system.
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Conclusion
The staggering increase of the mobile traffic is currently leading to huge oper-
ational costs for Mobile Network Operators due to power supply. The integration
of locally produced renewable energy sources into power supply systems of cellular
access networks is needed for cost reduction purposes and for improving the energy
self-sufficiency of mobile access networks. The contribution of this thesis consists in
investigating various critical issues raised by the introduction of photovoltaic (PV)
panels to power the BSs and to enhance the interaction with the Smart Grid, with
the main objectives of making the mobile access network more independent from
the grid and reducing the energy bill.
When PV panels are employed to power mobile networks, simple and reliable Re-
newable Energy (RE) production models are needed to facilitate the system de-
sign and dimensioning, also in view of the intermittent nature of renewable energy
production. A simple stochastic model was proposed where RE production is rep-
resented by a shape function multiplied by a random variable, characterized by a
mean value and a variance. This random variable characteristics depend on the
sun irradiation of the considered location. Our results show that the model is rep-
resentative of RE production in locations with low intra-day weather variability.
Indeed, when considering different distributions of daily production with the same
mean and variance, very limited differences can be observed. Simulations revealed
also the relevance of RE production variability: for fixed mean production, higher
values of the variance imply a reduced BS self-sufficiency and larger PV panels are
hence required to move to a sufficient RE production regime.
Moreover, properly designed models are required to accurately represent the com-
plex operation of a mobile access network powered by renewables and equipped
with some storage, where electric loads vary with the traffic demand, and some
interaction with the Smart Grid can be envisioned. As Markovian models are often
adopted to analyze the operation of green mobile networks, in this work various
stochastic models based on discrete time Markov chains are designed, featuring dif-
ferent characteristics, which depend on the various aspects of the system operation
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they aim to examine. However, the selection of variable discretization settings of
the parameters defined in similar models have the potential of highly affecting the
evaluation of the system performance when the model is applied to investigate the
green mobile network operation. Hence, we also focused on the analysis of the ef-
fects of quantization in the analytical models that are used to dimension the power
system of solar-powered off-grid base stations. Quantization was investigated for
the three main model parameters: time, weather, and energy storage. That is,
we discussed the size of the time slot according to which the discrete-time model
evolves, the number of levels that are used to describe the weather conditions, and
the quantum of energy that is considered when looking at the system batteries.
Our study unveiled the critical role of quantization for a correct power system di-
mensioning. Our main findings can be summarized by saying that a credible and
accurate model requires: i) a time granularity that allows capturing the energy pro-
duction and consumption fluctuations during the day, and our experiments indicate
that a time slot equal to 1 h can be a reasonable choice; ii) the discretization of
the weather conditions according to an equal-probability quantization, using 5 or 7
levels of average daily solar irradiance; iii) a storage energy quantum of the order
of 1/5 of the minimum energy consumption per time slot.
In addition, we presented numerical results showing how different traffic profiles
impact the amount of consumed/stored energy. Our results showed that differences
between the curves for residential and business traffic profiles are marginal for
both analyzed cases of Turin and Paris. However, quantitative differences between
different PV panel sizes are more pronounced in the case of Paris than for Turin.
Moreover, we discussed the impact on the use of renewable energy sources of the
technological evolution of base stations, with new product generations that are more
parsimonious and more load proportional in energy consumption. Our analysis
showed that it is possible to achieve a better performance, with half the solar panel
size, with the coming generations of base station technology.
Our work helps understanding how the correct design of solar power systems for
off-grid base stations should be approached. In addition, it shows that the solar op-
tion is becoming extremely attractive to power new generations of base stations. If
the promised improvements in solar cell technologies will materialize soon, bringing
efficiency from the current 20% to about 50%, in the coming years the solar option
will become the default solution to power base stations in many geographical areas.
Clearly, the introduction of RE to power mobile networks entails a proper system
dimensioning, in order to balance the solar energy intermittent production, the
traffic demand variability and the need for service continuity. In relation to the
system dimensioning process in real scenarios, approaches available in the litera-
ture typically address the dimensioning issue proposing simulation or optimization
methods. However, the dimensioning of a renewable generation system to power
BSs by means of simulations or optimization models may be computationally com-
plex and require long computational time. In this study, we proposed a simple
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analytical formula for properly sizing a renewable system in a green mobile net-
work, based on the local RE production average profile and variability, in order to
guarantee the satisfaction of a given constraint on the maximum allowed storage
depletion probability.
Moreover, in a green mobile network scenario, Mobile Operators are encouraged
to deploy strategies allowing to further increase the energy efficiency and reduce
costs. In the context of RE powered cellular networks, the application of resource
management, consisting in BS switching on and off based on demand, shows to be
very promising to improve energy efficiency and system feasibility, to reduce costs,
both operational and capital expenditure. Overall, this seems a promising way to
mobile network self-sustainability. To this extent, we have considered a cluster of
BSs powered with a renewable based powering system composed of PV panels and
energy storage units. In particular, the results of our simulations show that up to
almost 40% of energy can be saved when RoD is applied under proper configuration
settings, with a higher impact observed in traffic scenarios in which there is a better
match between communication service demand and RE production. While a feasi-
ble PV panel and storage dimensioning can be achieved only with high costs and
large powering systems, by slightly relaxing the constraint on self-sustainability it
is possible to significantly reduce the size of the required PV panels, up to 41.3%,
along with a reduction in the corresponding CAPEX and OPEX. The combination
of smart resource management of the communication system with new technolo-
gies, both for the communication devices and the power supply, is hence opening
the way to self-sustainability of mobile access networks, a strategic important goal
for the sustainability of future networks.
Finally, the introduction of RE in mobile networks contributes to give Mobile Op-
erators the opportunity of becoming prominent stakeholders in the Smart Grid
environment. Indeed, the increasing penetration of the Smart Grid paradigm has
deeply changed the energy market, with Demand Response approaches extensively
deployed by utility operators to better match the energy demand and the supply.
In this context, Mobile Operators may play a relevant role, by making the mobile
access network actively interact with the SG and dynamically modulate its energy
consumption in accordance with SGO requests. In this study, we investigated a sce-
nario in which a green mobile network is integrated in a Smart Grid. The mobile
network implements some Resource on Demand strategy (consisting in properly
operating the BSs) to adapt its electric load to smart grid requests. The scenario
is investigated through a Markovian model whose parameters are set based on real
data about smart grid requests and about the traffic, and realistic simulation of the
energy that is generated by solar panels. Our results show that energy management
policies adopted in RE-powered mobile access networks to respond to the SG re-
quests are highly effective in reducing the operational cost, that may decrease by up
to more than 100% under proper setting of operational parameters. Furthermore,
the application of Resource on Demand strategies significantly increases the gain in
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terms of operational cost, erasing operational expenditure and even obtaining some
revenues, especially where the traffic patterns show longer periods with low traffic
loads, during which the radio resources are under-utilized. Moreover, our results
show that the stochastic model proposed to represent the system operation could
be useful during the decisional process of PV panels and storage dimensioning.
In addition, this work investigated the impact of WiFi Offloading in improving the
interaction of a mobile access network with the SG in a Demand Response context,
either when WO is applied alone or jointly with a RoD strategy, and considering
also the case in which a RE source is locally available to power the BSs. Results
suggest that in a Demand Response framework WiFi offloading can be very effec-
tive in enhancing the capability of mobile networks to provide ancillary services to
the SG operator and reducing the energy bill for the MNO. WO enhances the an-
cillary service provisioning, even when no RE production is locally available, being
capable of raising the probability of accomplishing D requests from the SG, PD+ ,
up to 74.7% in our scenario. RoD provides only half the benefits obtained under
WO, whereas it does not improve PD+ when applied on the top of WO. The intro-
duction of a local RE generation system combined with some storage remarkably
improves the probability of providing ancillary services, that results always above
70% both in case of U and D requests even for intermediate system dimensioning
in the scenario investigated in our study. Under larger RE systems, the probability
to positively react to requests of consumption decrease becomes close to 1, whereas
PU+ is decreased and no significant differences are observed between the various
combinations of WO and RoD strategies application.
The fact that the migration of a small fraction of the mobile traffic is assumed to
occur only when the WiFi network is low loaded, and only when the request of
type DOWN are issued, allows to be rather conservative in terms of Quality of Ser-
vice degradation. Nevertheless, future work is still required to further investigate
Quality of Service aspects. Moreover, future research efforts should focus on better
quantifying the increase of the energy consumption of the WiFi network due to the
traffic migration to neighbor APs. However, since APs consumption results at least
one order of magnitude lower with respect to BSs, and it is very little traffic pro-
portional, we expect that the raise in the WiFi network energy consumption due to
the periodic migration of a small fraction of the mobile traffic can be negligible with
respect not only to the energy saving that can be obtained on the mobile side, but
also in terms of the huge cost saving that can be obtained. Indeed, besides being
beneficial for providing ancillary services, WO is effective in giving a relevant con-
tribution in cost reduction. When no RE is available, WO alone allows to achieve
cost savings that are twofold those obtained under RoD only. The presence of a
RE generation system allows to achieve remarkably higher cost saving. Although
PV panel and system sizes do not seem to significantly affect the probability of
providing ancillary services, they show a huge impact on cost savings. Even with
relatively small PV panel and storage dimension, the energy bill can be completely
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nullified, whereas under larger RE system size positive revenues can be achieved.
The contribution of RE is dominant with respect to WO and RoD, although RoD
slightly outperforms WO in reducing the energy bill, especially with intermediate
rather than larger system size.
Furthermore, our results show that, in a Demand Response context, the use of RE
and a properly designed energy management strategy allows to achieve relevant
cost savings even without producing remarkable reduction in the energy drawn
from the grid. A reduction of less than 50% in the energy drawn from the grid
may correspond to cost saving higher than 100%, resulting in positive revenues,
and confirming that a good (in terms of energy bill reduction) energy management
strategy does not operate by reducing the total grid consumption, but rather by
timely increasing or decreasing the grid consumption exactly when required by the
SG. Hence, energy saving strategies like WO and RoD can be effectively applied
just for accomplishing D requests from the SG rather than with the purpose of
reducing the network energy consumption, still achieving relevant cost reduction.
Finally, by envisioning the possibility of selling back to the SG the extra produced
RE, cost saving becomes more than twice the energy bill that is paid when no RE
is locally available and no WO or RoD strategies are applied. These revenues may
contribute to compensate for the CAPEX faced by Mobile Network Operators for
the installation of RE generation systems.
Concluding, this work shows that the introduction of RE sources is an effective
solution to power mobile networks, and our results prove that a slight relaxation of
the constraints on the network self-sustainability allows to deploy feasible RE gen-
eration systems at a very reduced cost. Furthermore, the obtained results provide
evidence that the application of Resource on Demand techniques in a green mobile
network context highly contributes not only to further decrease the operational
expenditures, but also to limit the initial investment, by making smaller sized RE
generators sufficient for the normal network operation. Finally, this thesis demon-
strates that the use of RE to power BSs opens the way to new interesting scenarios,
where Mobile Network Operators can profitably interact with the Smart Grid to
obtain mutual benefits. Clearly, this interaction definitely requires the integration
of suitable energy management strategies into the communication infrastructure
management.
The topics of mobile networks powered by renewables and their integration in the
Smart Grid as active participants in Demand Response programs will definitely
steer further research efforts in the years to come. Indeed, in the next future, the
role of renewable energy powering mobile networks is bound to become even more
relevant, also considering the imminent deployment and marketing of more efficient
PV panels, and especially in view of the shift towards 5G mobile networks, envi-
sioning extremely higher data rates. At the same time, the 5G technology that is
widely spreading in mobile networks, entailing the virtualization of the BSs and
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leading to Cloud Radio Access Networks (C-RANs), where few centralized process-
ing units manage several distributed physical radio access points, will pose new
challenges to this extent. Furthermore, the application of Resource on Demand
strategies will have to be adapted to new 5G scenarios, where new constraints will
come up. For instance, with the introduction of mobile edge caching and comput-
ing in the forthcoming 5G networks, the BSs will provide also caching/computing
service, hence it will no longer be possible to apply BS on/off switching strategies
only based on the traffic demand. Also, C-RANs will raise load balancing issues
and entail the need for dynamic mapping between centralized virtual BBUs and
distributed RRH units, therefore these aspects should be considered when designing
RoD policies. To this aim, the deployment of machine learning techniques could be
useful to predict the mobility and the distribution of mobile users. In relation to the
remarkable role that MNOs can play in the SG environment, in the next years the
Demand Response paradigm will tend to move towards even more dynamic grid en-
ergy markets, where real-time energy pricing policies are implemented. In a similar
scenario, new targeted energy management strategies need to be designed for green
mobile networks and machine learning techniques will become essential to investi-
gate the complex interaction between multiple factors leading to the energy price
variability, in order to deploy effective energy management policies allowing MNOs
to optimize their cost saving and revenues. Furthermore, the extensive penetra-
tion of cloud computing techniques and the Software Define Networking paradigm
in communication networks will enforce the capability of providing online learning
techniques that operate in real-time, allowing to increase the accuracy in predicting
both the users’ demand and the energy prices, and to promptly and timely react by
taking efficient decisions in terms of energy management and network configuring.
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Table A.1: Notation of the main variables and performance parameters
m Number of micro BSs providing additional capacity in an area covered by a macro Base Station
ρM , ρi Traffic load of the macro Base Station and of the micro Base Station i, respectively
ρmin Threshold of minimum traffic load below which a micro Base Station can be turned off
SPV Nominal capacity of photovoltaic panels [Wp]
B Nominal storage capacity of the set of lead-acid batteries [Wh]
DOD Depth of Discharge of the battery [%]
CB Actual storage capacity of the set of lead-acid batteries taking into account
the constraint on the maximum allowed Depth of Discharge
SB Number of elementary units of lead-acid batteries that build up the storage
REp Discrete random variable representing the renewable power production [W] at peak time,
for a unitary PV panel (SPV=1 kWp)
M Peak renewable power production [W] for a photovoltaic panel of capacity SPV
REd Discrete random variable representing the daily total amount of renewable energy production [kWh]
for a unitary PV panel (SPV=1 kWp)
RED Total amount of renewable energy that is produced during daytime
with a photovoltaic panel of capacity SPV
CV Coefficient of Variation of the daily renewable energy production REd
Dd, Dn Energy demand during the daytime and during the night, respectively, for a single Base Station
Ec Energy needed for the BS cluster operation during a time slot
S Storage level
QS Quantization step adopted to discretize the produced, consumed and harvested energy
NS Number of energy quantization steps in which the storage capacity is discretized
NW Number of day-types based on the daily weather conditions and on the average level of daily
Renewable Energy production
Wi i
th day-type (of NW day-types) based on the daily weather conditions and on the average level
of daily Renewable Energy production
∆T Duration of each of the time slots in which the time is discretized
NT Number of time slots of duration ∆T in a day
BO Average daily battery occupancy
Q90 90th percentile of battery occupancy
PD Storage depletion probability
PL Probability of low storage level such that the mobile network demand
cannot be satisfied in the considered time slot
Pf Full battery probability
G Average daily grid energy demand of the mobile access network
EG Total energy demand from the Smart Grid over one year of the mobile access network
EW Total amount of renewable energy wasted over one year
fG Frequency of energy requests from the Smart Grid over one year,
measured considering the time granularity of half an hour that is used in the simulator
FGmax Constraint representing the target value of maximum allowed fG
fW Frequency of wasting the produced renewable energy that is neither immediately used
nor stored in the battery
Wf Probability of wasting renewable energy in a unitary time slot
URED(x), UREd(x) Probability density function of the random variables RED and REd, respectively,
having a uniform distribution
REmin Minimum possible value of daily renewable energy production per 1 kWp PV panel capacity
REmax Maximum possible value of daily renewable energy production per 1 kWp PV panel capacity
UP (U) Smart Grid request of increasing the consumption with respect to forecast demand
DOWN (D) Smart Grid request of decreasing the consumption with respect to forecast demand
NULL (N) Smart Grid request with no special action required
PU+ , PD+ Probability of accomplishing requests from the Smart Grid,
i.e. providing ancillary services, in case of UP and DOWN requests, respectively
EU+ , ED+ Energy amounts traded for providing ancillary services in case of UP and DOWN requests
(EU+ and ED+ , respectively), corresponding to the increase or decrease, respectively,
of the grid energy consumption with respect to the forecast need
EU− , ED− Energy amounts opposing the SG requests in case of UP and DOWN requests
(EU− and ED− , respectively), corresponding to the decrease or increase, respectively,
of the grid energy consumption with respect to the forecast need
pE Average price per unit of energy drawn from the grid [e/MWh]
rU , rD Monetary reward per unit of energy traded to provide ancillary services
in case of UP and DOWN request, respectively [e/MWh]
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List of acronyms
• AP - Access Point
• AS - Ancillary Service
• BB - BaseBand
• BS - Base Station
• CAPEX - Capital Expenditure
• DOD - Depth of Discharge
• DR - Demand Response
• DTMC - Discrete Time Markov Chain
• ISP - Internet Service Provider
• LTE - Long-Term Evolution
• MNO - Mobile Network Operator
• OPEX - Operational Expenditure
• PA - Power Amplifier
• PV - Photovoltaic
• QoS - Quality of Service
• RE - Renewable Energy
• RoD - Resource on Demand
• RRU - Remote Radio Unit
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• SG - Smart Grid
• SGO - Smart Grid Operator
• TMY - Typical Meteorological Year
• WO - WiFi Offloading
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