Abstract-This paper presents a new family of block codes referred to as Trellis Coded Block (TCB) codes, which are built using a trellis code and a linear block code (LBC). The TCB code (TCBC) construction is based on an algebraic structure inherent to many LBCs, which allows one to partition an LBC into sub-sets with a constant distance between every pair of code words in the subset. The proposed uniform sub-set partitioning is used to increase the minimum distance of the code, as in trellis coded modulation (TCM). However, unlike conventional TCM, the coding and modulation steps are separated in TCBC. An advantage of this construction is that it can be applied to both discrete as well as continuous channels, while conventional TCM is typically designed for continuous channels. The proposed TCBC is shown to be useful in a variety of applications including forward error correction, low rate quasi-orthogonal sequence generation, lattice code construction, etc. Moreover, the encoder and decoder for TCBC are realized using off-the-shelf trellis and block encoders and trellis decoders. Simulation results demonstrate the performance benefits offered by the TCBC in a variety of applications, and compares them to other existing stateof-the-art codes.
I. INTRODUCTION
Error correcting codes are used in communication systems to provide coding gain, which in turn reduces the energy per bit required for reliable communication.
Besides providing a large coding gain, the key features of a good error correcting code include low encoding and decoding complexity, low latency (delay), etc. Some excellent surveys on the state-of-the-art in classical coding theory include [1] - [3] and [4] . Although modern codes such as low density parity check (LDPC) codes [5] and turbo codes [6] come within a few tenths of a dB from the Shannon's limit, these codes use very long code lengths. Hence, the complexity and latency of the decoder is large, which limits their usage in latency-constrained systems. For example, the LDPC decoder in the IEEE 802.11n receivers cannot use a large number of iterations since the receiver (Rx) must send an acknowledgement to the transmitter (Tx) within the short inter-frame spacing (SIFS) time interval. Thus, it is a challenge to design codes with a desired coding gain and at the same time meet the latency and decoding complexity constraints.
In this paper, we propose a new class of low latency codes that also allow low complexity decoding and can be built using existing linear block and trellis codes.
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We also propose a non-iterative trellis decoder which is amenable to parallel implementation, and hence, the trellis decoder can result in a decoding delay that is significantly smaller than the code length. We demonstrate several interesting features of these codes, namely, that they are applicable to discrete (e.g., binary symmetric channel) as well as continuous (e.g. additive white Gaussian noise (AWGN), Rayleigh fading, etc.) channels. The proposed codes illuminate and exploit an algebraic structure that is inherent in many existing linear block codes. We start with a brief review of of known algebraic structures in linear block codes.
The fundamental structure of a linear block code (LBC) is that it is a group [7] , closed under addition and that all possible n length code-words (n-tuple) can be divided into cosets. There are four known ways of partitioning LBCs:
(i) the sub-codes obtained by a coset decomposition [8] , [9] , (ii) sub-codes of smaller length which constitute the parent code by concatenation [10] , (iii) an association scheme to group code-pairs with a
given Hamming distance between them [11] , and (iv) decomposing n-tuple codes into cosets using finite groups that exploit the algebraic structure available in a Cartesian product space [12] . In this paper, we describe another algebraic structure which allows one to partition the code into disjoint uniform sub-sets (uniform codes are defined in Sec. II) 1 . It was shown in [8] , [9] that one can obtain a coding gain from coset codes, by using the coset (sub-code) partition structure and selecting the cosets using the output of a trellis code. In [14] , the minimum distance of a composite code was improved upon by assigning a code (or a coset) to the transition of fully connected finite state machines. We use an analogous distance improvement technique, but in the Hamming (metric) space. Moreover, the code-partitioning is done within the given code, rather than code-partitioning on the lattice (expanded constellation) or expanded code [15] . Recently, the equitable partitioning of the binary n-tuple vector space, denoted F n 2 , was generalized in [16] . The partitioning considered in this paper is different from this work in that we partition code-words within a given LBC, rather than use the LBC to partition F n 2 .
1 Preliminary work in this direction was done in [13] However, the design of low latency codes that are based on existing trellis and block codes and yet can attain a given target coding gain is relatively unexplored in the literature, and is the main focus of this work. Our main contributions are as follows:
• A new algebraic result describing partitioning of linear block codes into uniform sub-sets is presented.
• An encoder/decoder structure which utilizes the uniform sub-set partitioning in the Hamming space (and hence is usable in both discrete and continuous channels) is proposed. The codes so constructed are referred to as trellis coded block codes (TCBC). The proposed decoder is shown to be a maximum likelihood sequence detection (MLSD) decoder.
• Analytical expressions for an upper bound on the bit-error-rate (BER) performance of the TCBC are provided.
• The theory of TCB codes is extended to construct codes for the Multiple-Input Multiple-Output (MIMO) channel using the Frobenius norm as the distance metric.
• The proposed TCBC are applied in different scenarios to illustrate the performance benefits that can be obtained.
Perhaps the most practically useful implication of this work is that it provides a systematic method of constructing fixed length codes with a desired minimum distance property, using off-the-shelf block and convolutional codes as building blocks. These provide a system designer a convenient way to custom design codes with desired distance properties while also meeting a given decoding latency requirement.
The rest of this paper is organized as follows. Section II describes the new algebraic structure of LBCs. Section III presents the TCB code construction based on the algebraic structure of LBCs. This section also describes the encoding and decoding architectures for the TCBC and discusses the rate, complexity and decoding latency of the constructed codes. Section IV describes several novel applications for the proposed codes. Section V provides simulation results to illustrate the performance of TCBCs, and Section VI concludes the paper.
We use the following notation. We use |X| to denote the cardinality of the set X. A block code C with elements of length n and |C| = q k code-words is denoted as a (n, k) q code where q is the cardinality of the finite field used to construct C. The minimum distance of C is denoted as d min (C), and the (n, k) q code with d min = d is represented as the (n, k, d) q code. The element-by-element multiplication of two code-words x and y is represented as x * y. The Hamming weight of a code word c 1 is denoted as W H (c 1 ). The Hamming distance between two code-words c 1 and c 2 is denoted as D H (c 1 , c 2 ). {φ} denotes the null set and 0 denotes the all zero vector. ⌊x⌋ denotes the largest integer smaller than x and ⌈x⌉ denotes the smallest integer larger than x.
II. UNIFORM SUB-SET PARTITIONING
The following definitions are used in the description of the new algebraic structure of LBC in the binary field F n 2 . Definition 1: Uniform set: A set in F n 2 is said to be uniform if the distance d u between any pair of elements is a constant.
Note that the above definition differs from that of the equi-distant codes used in the coding theory literature [17] in that a uniform set need not be closed under addition.
Definition 2: Maximal uniform set: A uniform set U is said to be maximal if it is the largest possible set in terms of cardinality, for the given length n and the uniform distance d u .
Definition 3: Non-trivial set: A set U is said to be non-trivial if it contains atleast 3 non-zero elements.
If the uniform code is linear, it is a constant weight code, except for the all zero code-word. Hadamard codes [17] are an example of such a uniform code. One straightforward method of partitioning a given code into uniform sub-sets is pair-wise partitioning 2 , where elements are grouped into pairs, such that the distance between the pairs is constant, as explained in the Lemma below.
Lemma 1: For any LBC, there exists a disjoint codeword pair set (partitioning) such that distance between the code-word pairs is constant. In fact, there exists at least one code-word pair partition for every Hamming weight in the code's distance spectrum.
Proof: Let d be a distance in the distance spectrum of C. Then, there exists atleast one code-word c 1 such that D H (c 1 , 0) = d. Now, add any other code-word c 2 to both 0 and c 1 to get the codeword pair (c 2 , c 1 + c 2 ) satisfying D H (c 2 , c 1 + c 2 ) = d. Proceeding this way, we can create disjoint code pairs with distance d for every Hamming weight in the distance spectrum of C.
While the above Lemma is useful, it is desirable to have partitions that have more than two code-words in each subset. This is because having fewer subsets helps reduce the complexity of the outer trellis code that will be introduced later. That is, we seek to find a partition
where L is the number of constituent uniform sub-sets and
In the sequel, Theorem 1 asserts that such partitioning exists for many binary LBCs. Now, we state and prove some useful properties of uniform linear sub-codes, which will set the stage for stating Theorem 1.
Lemma 2: The distance d u for any non-trivial uniform linear code C 0 is even. Moreover, the uniform code is linear if and only if d u = 2W H (c 0 * c 1 ) for any two non-zero c 0 , c 1 ∈ C 0 . Proof: See Appendix A.
Remark: An immediate consequence of the above Lemma is that the uniform distance of a non-trivial linear uniform code and its even parity extension code are the same. This property will be used in the derivations to follow. 
where k is an integer ≥ 1. Moreover, a uniform linear subset C F 0 which spans a vector space with dimension at least 2 can be constructed from C u . Proof: See Appendix C.
We can now state the main theorem of this section. , a linear maximal uniform sub-code of C, from the cosets of C 0 , (ii) Cardinality bounds: The cardinality of C 0 is bounded as 2 2 ≤ |C 0 | ≤ 2 ⌊log 2 n+1⌋ , and (iii) Cardinality of the maximal linear uniform set:
where j * ≥ 1 is the largest integer such that (a) C 0 has a subset C j * with cardinality j * + 1 and non-zero entries such that
where c 0 , c 1 , . . . , c j * ∈ C j * , and (b) For l = 1, 2, . . . , j * − 1, for all subsets C l of C j * with cardinality l + 1,
where, with a slight abuse of notation, c 0 , c 1 , . . . , c l ∈ C l . Proof: See Appendix D.
Discussion: The above theorem leads to the following procedure for obtaining uniform sub-codes for a given code C:
(i) Find code-words in C with Hamming weight d u given by (2) . Denote this sub-set as C u . (ii) Find a sub-set of C u that is closed by using the linearity conditions (3) and (4) in case (iii) of Theorem 1. Denote this sub-set as C 0 . (iii) Now, C 0 and its cosets form a uniform partitioning of C.
If no non-trivial C 0 can be found in step (ii), then a nontrivial uniform sub-code partitioning does not exist for the code C. In this case, we partition the code into subsets with pairs of elements. The sub-sets are constructed from the pair of code-words formed by the all-zero code-word and one of the code-words in C u , and its cosets. Note that the partitioning of C into its maximal uniform linear sub-codes is not unique. However, the number of partitions L is unique due to the linearity of the sub-codes. Moreover, for a given number of subsets, the uniform subset partitioning results in the maximum possible d min among all possible partitions into non-trivial subsets. The utility of finding uniform distance sub-codes with large cardinality, as given by Theorem 1, will be seen in the TCBC construction, presented in the next section. Specifically, the larger the cardinality of the uniform subsets, the lesser the complexity of the CC associated with constructing the TCB code.
Examples:
The following examples illustrate the uniform partitioning given in Theorem 1. The Hamming 
III. TRELLIS CODED BLOCK CODES
We now introduce TCBC, a new family of codes based on the aforementioned uniform subset partitioning. We construct the (n, k) TCB code with k input bits and noutput bits as follows. Let l of the k bits be input into a rate l m trellis code, whose output selects one of 2 sub-sets (partitions) of an (n, k − l + m) LBC, and the k − l additional input bits select one of the code-words in the selected sub-set, resulting in an (n, k) TCB code. Note that, n is the length of the LBC C with 2 k−l+m codewords, which is partitioned into 2 m uniform sub-sets with 2 k−l code-words in each sub-set. The minimum distance of this hybrid code is determined by the smaller of the (constant) minimum distance between code-words in each sub-set and
where K is the constraint length of the CC and d min is the minimum distance of the parent LBC. We choose K such that
, and hence the minimum distance of the TCB code is determined by the uniform distance in any sub-set (assigned to parallel transitions of the trellis of the CC). Thus, by choosing the sub-set partitioning appropriately, one can obtain a coding gain in a conceptually similar manner to TCM/coset codes. Hence, the TCBC can be viewed as a generalization of TCM, where the modulation is not integrated with the codeword construction. This enables the use of TCBC for both continuous (e.g., the AWGN) as well discrete (e.g., the binary symmetric) channels. Also, as the modulation scheme is not coupled with the code design, the signal constellation choice, shaping, etc become flexible.
A. Encoder and Decoder Structure
We now describe the encoding and decoding operations in the proposed TCBC. For simplicity of exposition, we first illustrate the central idea through an example construction, and then present a general procedure for code construction. Figure 1 shows an example of a TCB encoder that uses the Hamming (7, 4) code as the parent LBC. The encoder comprises a trellis code, which selects the sub-set indices (v 0 , v 1 ), a look-up-table (LUT) which selects the data word based on sub-set indices and the remaining input data bits (v 2 , v 3 ), followed by the LBC encoder. The entries of the LUT enforce the sub-set partition structure. For example, for a 4 subset partitioning of the Hamming (7, 4) code as C 0 = {0, 1, 6, 7}, C 1 = {10, 11, 12, 13}, C 2 = {2, 3, 4, 5} and
, the LUT will select the fourth code-word in C 3 , and so on. The complete LUT for the TCBC (7, 3) using the Hamming (7, 4) code is given in Table I as an illustration. Once the data-words to be encoded are determined, the output of the LUT denoted as (u 0 ,u 1 ,u 2 ,u 3 ) is sent to a conventional Hamming (7, 4) block encoder which generates the 7-bit code-word. These coded bits can be transmitted on a binary symmetric channel (BSC) as is, or can be mapped into the constellation symbols of any digital modulation scheme such as binary phase shift keying (BPSK) and transmitted on an additive white Gaussian noise (AWGN) channel.
The decoder structure is shown in Figure 2 . A trellis decoder (e.g., Viterbi decoder, Fano decoder, etc.) is used for detecting the sub-set index. The branch metric 0000  0000  1000  1100  0001  0001  1001  1101  0010  0110  1010  1010  0011  0111  1011  1011  0100  0100  1100  1000  0101  0101  1101  1001  0110  0010  1110  1110  0111  0011 for each transition in the trellis is chosen to be the smallest distance between the received word and the codewords in the sub-code selected by the output of the trellis assigned to that transition. Once sub-set indices are estimated (after tracing the data bits back as in the Viterbi decoder), this information is used to compute the distance (Hamming/Euclidean) between the transmitted (block) code word and the code-words in the selected subset/coset. The code-word with the least distance is used to estimate the remaining data bits. Thus, the decoder can be constructed using off-the-shelf Viterbi and (block) sub-set minimum distance decoders as its components. This enables an efficient hardware implementation of the decoder compared to a brute force minimum distance decoder. Now, we describe a design procedure for constructing a TCBC with a desired d 
Thus, the n-bit TCBC codeword is completely determined for every k input bits. The n bit codeword sequence is now transmitted over the channel after suitable constellation mapping and modulation. At the receiver, the process is reversed: the output of the channel is used to compute the metrics of a Viterbi decoder, which detects the l input bits of the CC. The remaining k − l bits are detected using a minimum distance decoder for the coset chosen by the output of the Viterbi decoder. The minimum distance decoder does not impose a significant computational burden on the receiver since it computes distances only to codewords within the sub-code. Moreover, the following Lemma asserts that the proposed decoder is a maximum likelihood sequence detector (MLSD).
Lemma 5: The proposed TCB decoder is an MLSD decoder for both binary symmetric and AWGN channels. Proof: See Appendix E.
B. Rate and Coding Gain
Recall that the parent LBC used to generate the TCB code has a rate r L = k−l+m n . The TCBC itself has a rate r T = k n . Hence, the rate loss associated with TCBC is m−l n . By choosing m = l + 1, one can restrict the loss in TCB encoder to be 1 n . In many practical codes, the improvement due to increased minimum distance compensates for this small loss ( 1 n ) in the coding rate, and hence the proposed TCBC offers an overall coding gain improvement compared to the parent LBC. Here, the coding gain of a code is defined as the product of its minimum distance and rate. The goal of the TCBC construction prescribed above is to ensure that the gain in the minimum distance due to the uniform distance partitioning offsets the small rate loss incurred in the encoding process. This is analogous to the gain obtained in conventional TCM via first doubling the constellation size followed by set partitioning to increase the minimum distance.
Discussion: Suppose the LBC C with minimum distance d min can be partitioned into the union of uniform cosets with d u given by (2) . Then, for the rate k n TCBC designed using the procedure mentioned above with C as the parent LBC, if
, the coding gain of TCBC, denoted G T , is higher than that C, denoted G L . To illustrate this, consider a modified notation where we use (n, k, d) LBC to design (n, k − (m − l)) TCB code. Table II shows bounds on the ratio of coding gains G T /G L for three 
2 ⌋, the G T /G L is greater than or equal to 1, i.e., there is a coding gain improvement for the TCBC especially when d u /d min is close to 2. Here, we have used the fact that in the designed (n, k −(m−l)) TCB code, the number of bits (m − l) is at most (k − 2). It also can be noticed that d u /d min is closer to 2 which compensates for small rate associated with various values of (m − l) ≥ 1.
C. Latency and Complexity
The TCBC encoder builds its codewords by concatenating short length codewords. Moreover, the short length codes are connected via a trellis to enable MLSD at the receiver. Thus, the length of a TCB code-word is an integer multiple of the length of the parent code used in the encoder, and can be chosen by the system designer depending on the latency constraints. Also, from the TCBC decoder structure, it can be observed that one need not wait till the entire TCB code-word is received, in order to decode the message bits. In fact, the maximum delay incurred in the receiver is the trace-back length used by the Viterbi decoder, which is typically set at about 10 times the constraint length of the CC. Thus, independent of the length of the TCBC, the decoder can start decoding the message bits after receiving a few parent code-words, which will be much smaller than the actual length of the code.
From the proposed encoder and decoder structures for TCBC, it can be seen that the complexity of encoding and decoding is significantly smaller than traditional LBC encoders and decoders with the same rate and overall length. If one has to encode and decode large length block codes without any hierarchical structure, it would involve large generator matrices and look-up tables. The optimal ML decoder for such a code would clearly have formidable computational requirements. Even for codes with structure, the complexity of encoding and decoding in extended Galois-field arithmetic and root-finding algorithms is non-trivial. Hence, constructing large length block codes with structure and good distance property is not an easy task. In this context, TCBCs offer the advantage that they can be used to systematically build good, large length block codes using existing LBCs, and their minimum distance can be easily characterized.
The TCBC encoder has an additional CC code (compared to an LBC) whose complexity is negligible when compared to the complexity of an LBC encoder of the same overall length. Moreover, the LBC encoder needs to work only at the sub-set level, which is a significant computational advantage. The TCBC decoder also implements a Viterbi decoder whose trellis complexity is 2 K+l , where K is the constraint length of the CC and l is the number of input bits given to the rate l m CC encoder. Although the bit metric computation for each of the transitions in the trellis of the CC requires 2 k−l distance computations, total distance computation is only 2 k per trellis stage. After the Viterbi decoding, a minimum distance decoder is used for decoding the remaining k − l bits at the subset level, which requires only 2 k−l distance computations. Note that the minimum distance decoder can reuse the information available in the branch metrics assigned to the trellis, thus further saving on the computational cost. Thus, the TCBC decoder performs MLSD decoding of large length block codes at very low complexity, without constructing the trellis structure of the concatenated parent LBC.
D. Further Properties and Performance Bounds
We now make the following observations regarding the proposed TCB code.
(i) TCBC as a generalized TCM code: The TCBC can be considered as a generalized version of the classical TCM code, since it can separate the coding and modulation, as opposed to TCM. Some key similarities and differences between the TCB and TCM codes are listed in Table III . In Table III , d
CON ST min
represents the minimum distance of the constellation used in TCM. Another difference between TCBC and TCM is that the parallel transition bits in TCBC are coded using codewords within the sub-block code.
(ii) From Theorem 1, the maximum uniform partitioning results in partitions with large cardinality for the given d u , leading to small m in the rate l m CC used to build the code. Codes with small m and high rate are readily available from off-the-shelf designs [18] , which simplifies the TCB code construction. (iii) The uniform distance helps in bounding the bit error rate (BER) of the code, since all error events for parallel transitions have the same effect on the overall BER. For example, using the union bound and the theory of multi-level coding (MLC) [19] , it can be shown that
where
is the number of neighbors of the trellis code at distance d 
IV. APPLICATIONS OF TCB CODES
In this section, four different applications of TCBC are presented to demonstrate the usefulness of the proposed codes.
A. FEC Codes Based on TCBC
The construction of codes for applications such as deep-space missions, storage in magnetic/optical medium, etc require very large minimum distance codes, so that they can operate at very low SNRs and/or the target P b is very small, of the order 10 −10 . TCB codes provide a systematic way for constructing codes with such large minimum distance by choosing the right sub-set partitioning from the underlying parent code and a trellis code whose minimum distance is the same or larger than that of the uniform sub-set obtained from the partitioning.
As an example construction, a 9 23 = 0.39 rate TCB (23q, 9q, 12) code is built using the binary Golay (23, 12, 7) code as parent code along with a rate Figure 3) . Here, q is an integer > 1 which denotes the number of code-word sequences used to build the long-length code. The asymptotic coding gain from this new Forward Error Correction (FEC) code is 10 log 10 ( 12×9 23 ) = 6.7 dB which is 1.5 dB higher than the coding gain C L of the parent code. Figure 7 illustrates the performance of this code with BPSK modulation over an AWGN channel with a block length of 1000 uncoded bits. The coding gain of about 6 dB relative to uncoded BPSK is clear from the graph.
Similarly, one can construct a TCB (31q, 10q, 16) 2 code of rate 0.32, using the BCH (31, 11, 11) code as parent code and a rate 7 8 CC, offering an asymptotic coding gain of 10 log 10 ( 16×10 31 ) = 7.12 dB. Thus, one can construct FECs with a desired minimum distance and rate by uniform sub-set partitioning of the LBC and using a CC with the required constraint length and rate to build the TCBC. 
B. Low Rate Quasi-Orthogonal TCB Codes
Low rate orthogonal (LRO) codes are used in the uplink of a CDMA system, where they provide tolerance against co-channel interferers. LRO codes have a rate of 2 −K , where K is the constraint length of the code. They can be considered as Hadamard codes indexed by the contents of a shift register. Recognizing that Hadamard codes are maximal uniform codes, LRO codes can be viewed as TCBC with trivial uniform sub-set partitioning (i.e, with 1 element in each sub-code). That is, the contents of a K-bit shift register selects a sub-set index, and the corresponding row of Hadamard matrix is transmitted.
However, one can build a low rate quasi-orthogonal code using the principles of TCBC. We describe such a code construction for illustration, which has a coding gain advantage as well as a rate advantage, when compared to an LRO code of the same length. Consider a (16, 3.5) 2 code constructed with quasi-Hadamard code-words by concatenating Hadamard-8 (LRO-8 denoted as H 8 ) and Hadamard-4 (LRO-4 denoted as H 4 ) code words as shown below.
The columns of this matrix can be treated as 12 codewords of length 16 and can be partitioned into 4 orthogonal sub-sets with 3 elements in each. This code and the uniform sub-set partitioning can be used to build a (16q, 2.5q) TCBC, which provides a coding gain over the LRO-16 code. For the above calculation of coding gain of TCBC, a rate 1 2 CC with d CC f ree = 3 is assumed and 1 trit is assumed to be equivalent to 1.5 bits. In the encoder, the output of the CC selects the sub-set index and the 1 trit input selects one of the 3 codewords in the selected sub-set. The coding gain of a LRO-16 code is 10 log 10 (8 × 4/16) = 3 dB. However, with the proposed quasi-orthogonal code, one can get 10 log 10 (16 × 2.5/16) = 3.97 dB, i.e, an additional coding gain of 0.97 dB as well as a higher coding rate ( 
C. TCBC Based Lattice Codes
Lattice codes are capacity achieving coset codes for the AWGN channel [20] , obtained by set partitioning of a lattice into cosets and using a trellis code to select the cosets.
Using the Lemma 3 in [9] , one can associate a lattice with every linear block code. Here, we illustrate such an 8-dimensional lattice code construction with a TCB (8q, 3q) code that uses an extended Hamming (8, 4) code as parent LBC and the QPSK constellation. The TCBC (8q, 3q) is constructed using a rate 2 3 CC whose output selects one of the code-word pairs 7 , and one uncoded bit selects one of the code-words in the pair. To construct the lattice code, we need to partition both the lattice as well as the codewords of the extended Hamming code. First, we partition the extended Hamming code into pairs at the maximum distance (d = 8) from each other as described above. Second, the lattice is partitioned into 32 sub-lattices with 8 elements each. Since the QPSK constellation is employed (4 consecutive QPSK symbols make 1 lattice point in the R 8 lattice), the total number of lattice points available is 4 4 = 256. As an illustration, the coset-0 (lattice Λ) in an 8-dimensional real vector space (R 8 ) is given by
where the modulation symbol mapping is given by s 0 = (−1, 1), s 1 = (1, 1), s 2 = (−1, −1) and s 3 = (1, −1), corresponding to the QPSK constellation points. It can be verified that the minimum distance of the lattice (coset-0) is 8. Although there are 32 sub-lattices, only 16 of them are employed here for ease of implementation. In the next section, a performance comparison between the conventional (CC-based) lattice code and the proposed TCBC-based lattice code is shown. The two codes use the same set of sub-lattices and have identical data rates, but it will be seen that the TCBC-based lattice code offers a better BER performance.
The conventional lattice code is CC-based, and consists of a rate Figure 4a) . Thus, the 8 bits after the CC are mapped to 4 QPSK symbols represented by a point in 8-dimensional lattice. In the above, an alternate construction via a TCBC (8, 3) code was described, which gives out the coset leads and 3 additional bits select the constellation symbols as in the conventional case (see Figure 4b ) (i.e., 8 input bits select the code-word to be transmitted). The reason for the better performance exhibited by the TCBC is that it is driven by a rate 2 3 CC which offers a higher d 
D. Space-Time TCB Codes
It turns out that some of the existing extended spacetime block codes (e.g., [15] , [21] ) can in fact be viewed as TCB codes built based on the uniform sub-set partitioning. One such example is the super-orthogonal space-time trellis codes (SO-STTC) [15] . In SO-STTC, a super set of STBCs for multi-input multi-output (MIMO) systems is found in order to improve the coding gain while achieving 7 The uniform cosets for the extended Hamming code are given by  {0, 15}, {1, 14}, {2, 13}, {3, 12}, {4, 11}, {5, 10}, {6, 9} and {7, 8}. the full diversity. That is, an STBC is extended into a super-orthogonal STBC super-set, and the super-set is set-partitioned. The partitions are selected via a trellis code and specific code word in a sub-set is selected by additional data bits. Thus, an SO-STBC can be viewed as a TCB code in the MIMO scenario. The super-set is created by parametrization of the code-word; for example, by adding an additional rotation in the Alamouti code [22] , the code is parametrized as
, where setting θ = 0 leads to the regular Alamouti code. Using this parametrization, all possible 2 × 2 orthogonal code matrices can be created without increasing the number of constellation alphabets. This forms the parent code for TCBC, and is partitioned such that the diversity order and coding gain are maximized in the sub-sets. The code partitioning proposed in [15] in fact leads to a uniform sub-set with respect to the distance metric
F . On similar lines, Siwamogsatham et al. parametrized the STBCs using unitary rotation matrices and extended the STBC into a super-code [21] . This extended code is partitioned and used as an M-TCM code. This partitioning for maximum diversity and coding gain creates uniform sub-sets, and hence this code can also be viewed as a TCBC-based on the extended STBC. Another work that can be viewed as a TCBC construction for MIMO is one where the extended-STBC code is used to send auxiliary information bits, which are transmitted along with the data bits without extending the bandwidth or the constellation size. Figure 5 shows the block diagram for such an encoder. It is shown via simulations that the diversity available for data bits can be made available for the auxiliary bits as well, by carefully choosing the unitary rotation matrices. Moreover, this method has additional advantage that it creates an STTC [23] by connecting the orthogonal STBCs [24] with a trellis generated by a CC. In the next section, this method is shown to outperform the existing methods in terms of the coding gain achievable.
V. SIMULATION RESULTS
In this section, Monte-Carlo simulation results are presented to illustrate the performance gains due to the proposed TCB codes.
A. Binary Symmetric Channel
To demonstrate the coding gain in a BSC, MonteCarlo simulations are performed with TCBC-based on the Hamming (7, 4) code as the underlying LBC. The encoder and decoder structures shown in Figures 1 and 2 are used to obtain a TCB (7, 3) code for various values of d T CBC f ree . The various LBC partitioning and CC codes used for the simulations are listed in Table IV . Note that the rate of the all the three codes is the same 3 7 , but higher coding gain is obtained by the codes that have higher trellis complexity. The SER curves are plotted in Fig. 6 . The SER in these plots are computed using 10 8 data bits with 10 3 bits in each symbol. The SER performance of the TCB (7, 3) with d T CBC f ree = 4 is similar to that of the Hamming (7, 4) code since a d T CBC f ree of 3 or 4 will have roughly the same SER. It can be observed that the slope of the SER curve matches that of the theoretical curve (of a hypothetical code of the same length and chosen minimum distance) more closely at low channel cross over probability (equivalently high SNR). A higher d H (C i ) improves the performance, as expected. For higher channel cross-over probability (equivalently low SNR), the SER is worse than the theoretical number due to error propagation in the multi-stage decoding (MSD). Finally, the several orders of magnitude improvement in SER relative to the parent LBC obtained using the proposed TCBC is clear from the graph. Ideal−Dmin=5 Fig. 6 . SER of TCBC (7, 3) using the Hamming (7, 4) code in BSC. 
B. AWGN Channel
The performance gain from TCBC in the AWGN channel is now demonstrated through Monte-Carlo simulations. The TCB and CC code-words are mapped suitably to BPSK or QPSK symbols, and sent over the AWGN channel. The performance the proposed codes are compared with a CC code of the same rate and trellis complexity. For benchmarking, the BER performance is also compared with Turbo codes of the same length and rate for two different number of iterations in the Turbo decoder.
1) Comparison with CC Codes:
Here, the TCBC is compared to a CC with the same rate and trellis complexity. The outputs of the CC and TCBC are encoded as BPSK symbols and transmitted on an AWGN channel. Figure 7 compares the BER of a rate 0.47 TCBC against a rate 1 2 CC with K = 4. The rate 1 2 CC is generated using the polynomials [17 13 ]. The Golay-TCB (23q, 11q, 12) code is generated using the rate 8 9 CC with K = 4 given in [18] . It can be seen that the proposed code outperforms the CC by 0.5 dB at a BER of 10 −5 for a block length of 1000 bits. Moreover, this code and CC achieve a coding gain of about 4.25 dB and 3.5 dB respectively, relative to uncoded transmission for a 1000 bit block length. CC generated by the polynomials [7 5 3] in the systematic form. This rate 1 5 code is decoded using an iterative softoutput-Viterbi-algorithm (SOVA) decoder [25] . Note that, this turbo code can be considered as a (175, 35) block code. For comparison, TCBC (161, 35) is constructed using q = 7 consecutive symbols of a TCBC (23q, 5q, 12) (whose rate is slightly higher than that of the turbo code) which is built based on the binary Golay (23, 12, 7) code. The Golay-TCBC is constructed using the rate 2 9 CC 8 . The turbo decoder is run with 10 and 100 iterations. The BER and SER of the two decoders are plotted in Figure 10 . It can be observed that there is little difference in performance of the turbo code and the TCB code for 10 iterations in the turbo decoder at an SER of 10 −3 . Also, the TCBC performs less than 0.5 dB worse than the turbo code for 100 iterations in the turbo decoder at the same SER. Note that, the decoder of TCBC is noniterative and hence can be parallelized to decode with low latency, which is not possible in the case of iterative decoders. Thus, TCB provides an alternate coding and decoding method with low latency which can perform nearly as well as turbo codes in AWGN, when the symbol size is of the order of a few hundred bits. Figure 8 shows the performance of the turbo code (1000, 200) for 10 iterations and Golay-TCBC (920, 200). It can be observed that performance gap is about 1 dB.
3) Comparison with CC-based lattice codes: Figure 9 compares the BER performance of a CC-based lattice code and a TCB based lattice code constructed as explained in the previous section. Both codes are rate 6 8 codes, and the BER of uncoded-QPSK is also plotted for comparison. The TCB-based code outperforms the CC-based lattice code, for the same trellis complexity and using the same lattice partition in R 8 . The CCbased lattice code comprises a (4, 3) CC generated using 8 CC (9,2) is defined by the polynomials [6, 3, 7, 6, 3, 7, 6, 3, 7; 3, 10, 17, 3, 10, 17, 3, 10, 17 ]. CC f ree = 6. The lattice code is generated in R 8 using QPSK constellation points. The lattice code-words are transmitted over an AWGN channel and decoded using the CC-based lattice decoder and TCB-based lattice decoder, respectively. In both decoders, the coded bits are recovered using a standard Viterbi decoder and the uncoded bits are recovered using a minimum distance decoder.
C. MIMO Rayleigh Fading Channel
To demonstrate the performance gains in a fading channel, comparison is made with the regular STBC and a space-time TCBC based STTC using a 2 transmit and 2 receive antenna communication system. Figure 11 shows the BER performance under Rayleigh block-fading conditions. In this simulation, the Alamouti code [22] using 8-PSK constellation symbols, (i.e., the auxiliary bits are made part of the data by increasing the constellation size) is compared with the MIMO-TCBC using QPSK symbols and 2 bits sent as auxiliary bits per O-STBC symbol. Thus, both methods send data at the same rate, and are compared at the same power level. In this simulation, a rate 2/5 convolutional code defined by the polynomials [1 0 2 0 4; 0 1 0 2 0] is used with K = 4. A cyclic group of unitary precoding matrices with 32 elements is used as T n 's. Figure 11 shows the comparison of BER as function of SNR. It can be observed that the BER of data and auxiliary bits shows more than 3 dB coding gain as well as a fourth order diversity when compared to regular Alamouti STBC. 
VI. CONCLUSIONS
In this paper, a new algebraic structure of binary linear block codes (LBC) was presented and a new family of codes referred to as trellis coded block codes was introduced, which can be used in discrete as well as continuous channels. The procedure developed here can be used to obtain a coding gain starting from any LBC. It was shown that, at a small loss in the rate ( 1 n ), the BER performance can be improved relative to the parent code. Such codes could come in handy when one needs to design codes with short length and low decoding latency. This is made possible via the uniform sub-set partitioning of block codes. A simple encoder/decoder structure which uses an off-the-shelf block encoder and a Viterbi decoder was proposed. It was shown that the proposed decoder is a maximum likelihood sequence detector. Analytical expressions for bounds on the BER performance of the TCB code were obtained based on the theory of multistage decoding. It was also shown that using the proposed decoder structure, the latency of decoding can be made significantly smaller than the length of the block code. Moreover, the non-iterative decoder for the TCBC enables parallel hardware implementation. Four different applications of the proposed TCBCs were provided to illustrate their utility in practical systems. Finally, Monte-Carlo simulation results demonstrated the performance gains in BSC, AWGN and MIMO fading channels. A limitation of the TCBC is that depending on the size of the parent LBC, one could require a high rate CC with large l and m, which may not be available in off-the-shelf designs.
Future work could explore the use of iterative techniques to improve the performance of the TCBC decoder and extension of the TCBC for non-binary block codes.
APPENDIX

A. Proof of Lemma 2
Let C 0 be a linear uniform code with distance d u . Since C 0 is non-trivial and linear, there exist c 0 , c 1 , c 2 ∈ C 0 such that c 2 = c 0 + c 1 and c i = 0 for i = 0, 1, 2. Now, the Hamming weight of c 2 is can be expanded as follows:
Since the Hamming weight of c 0 , c 1 and c 2 are all equal to d u , the above equation simplifies to
and hence d u is even. Moreover,
To show the converse, let C 0 be a uniform code with
and hence c 2 ∈ C 0 . This proves that C 0 is linear with respect to the code-words c 0 , c 1 , c 2 .
B. Proof of Lemma 3
Consider the sum c 0 + c 1 + c 2 . Using Lemma 2, one can write 
which establishes the result.
C. Proof of Lemma 4
First, we show that a non-trivial uniform sub-code C u ⊂ F n 2 exists with distance d u given in (2) and then show that a linear subset C F 0 can be obtained from this sub-code. Let M n=4k+i denote the cardinality of the uniform set with code-words of length n = 4k + i for various integer values of k ≥ 1, and i = 0, 1, 2, 3. Since Hadamard matrices exist for n = 1, 2 and 4k [26] , there exist uniform codes with distance d u = n/2 with atleast n code-words for these values of n. That is, M 4k ≥ n and d u = n/2. Moreover, the Hadamard code has the all zero vector as one of its columns. Hence, the Hadamard code can be shortened by 1 bit corresponding to the all zero column, without loss of the distance properties of the code. This implies that M 4k+3 ≥ n and
is known to achieve the equality for uniform codes [27] , and therefore M 4k+3 = n + 1. To compute a bound on the cardinality for n = 4k + 1, consider appending any non-zero column of the Hadamard code for n = 4k to the same code. The appended code has n code-words with code length (n + 1). Since each column of the Hadamard code has n/2 non-zero values, n/2 codewords of the extended code with n = 4k + 1 have
To compute the cardinality for n = 4k + 2, consider the 1 bit shortened code from n = 4k + 3. From Theorem. 2 in [28] , it follows that M 4k+2 ≥ duM 4k+3 n = n+1 2 and d u = n+2 2 . For n ≥ 4, this lower bound is ≥ 2. Thus, we have shown that a uniform sub-code of C u exists with even-valued d u given by (2) and that the cardinality of the sub-code is at least 2 for k ≥ 1. Now, consider any two non-zero code-words and their sum. This creates a non-trivial uniform code. Moreover, c 0 , c 1 , c 0 + c 1 and 0 can be used to form C F 0 , which is now a non-trivial linear uniform sub-code of F n 2 with uniform distance d u given by (2) . Therefore, C F 0 has a cardinality of atleast 4 including the all zero code-word 0. Hence, the dimension of the vector space spanned by C F 0 is at least 2.
D. Proof of Theorem 1
We first prove (i). Note that C 0 is linear and its cosets tile C, as C 0 is an intersection of C and a linear set. Let . The bounds on the cardinality of C 0 in (ii) follow from the arguments presented in the proof of Lemma 4. The lower bound follows since C 0 is a non-trivial uniform set. The upper bound follows from the Plotkin bound and using the fact that the number of elements is a power of 2.
To show (iii), it can be seen from (7) in the proof of Lemma 2 that
where the first 2 k arises because of the number of levels of the recursive expansion of the Hamming weight using (7) , and the 2 k in the denominator arises because of the conditions in (3) and (4). Since 
E. Proof of Lemma 5
Let X N ∈ C L be code sequence of length N = nL generated by a TCB encoder. Let Y N be the received code sequence after possible corruption by noise. The signal model for Y N is given by Y N = X N ⊕ Z N , where Z N represents the noise sequence and the operator ⊕ represents the XOR operation in the BSC and real/complex addition in the AWGN channel.
The MLSD decoder chooses a sequenceX N such that X N = arg max XN Pr(Y N |X N ). For a given channel error probability, the MLSD decoder will pick X N which differs from Y N in the least number of bit positions (or Euclidean distance for the AWGN channel). Since X N is a concatenation of code-words from the parent code, and the noise samples are i.i. The TCB decoder employs minimum distance decoding to decide on the individual code-words x n once the sequence of sub-code indices are known from the Viterbi decoder. Hence, Pr(y i n |x i n ) are maximized by the TCB decoder for every n-tuple. Moreover, note that the Viterbi decoder finds the maximum likelihood sequence of subcode indices. Hence, we need to only show that the branch metric used for the Viterbi decoder is optimum. Recall that the branch metric used for each transition of the trellis is the smallest distance of the received n-tuple y n from each of the uniform sub-codes. Let x n ∈ C be the codeword that is at the least distance from y n . The minimum distance between x n and y n is the same as the minimum distance between the closest codeword to y n in C i , the sub-code containing the code-word x n . Hence, the chosen branch metric is optimum in the sense of maximum posteriori probability, and the decoder is an MLSD decoder.
