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1. INTRODUCTION 
In this note, we study the positive definite square root of a positive definite 
matrix. \Ve are interested in obtaining (c, .i I:*c). Here c may assume only a 
finite number of values. 
Let us describe the contents of the paper. In Section 1. we show ho\v the 
square root may be obtained b!- use of a canonical representation. In Sectiorr 3, 
\\e give a formula from control theory which we use. In Section 4, we show ho\{ 
this formula gives upper and lower hounds. In Section 5. we show how dynamic 
programming may be used with this formula to produce a Riccati equation. In 
Section 6, we show that the same formula may be used to obtain the square root 
of more general operators. 
2. USE OF THE C‘ANONICAL REPRESENTATION 
As is well known, we have 
.-f = T’ (; ,,;) T. 
Here the Ai are the characteristic roots -4. The matrix T has as columns 
characteristic vectors of -4. The matris T’ is the adjunct of T. 
Using this representation, we can readily form various functions of A. 
A disadvantage of this approach is that it requires that we obtain all the 
characteristic roots and vectors of -4. 
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3. A FORMUL.~ FROM CONTROL THEORI 
Let us use the representation 
(c, -4’ ‘c) = $J; & I@‘, u’) + (u, .4u)l df. (1) 
This formula may readily be established using the Euler-Lagrange equation. 
From this formula, various inequalities for the square root may be obtained [4]. 
4. UPPER AND LOWER BOUNDS 
Since we have a representation as a minimum, any trial function yields an 
upper bound. Th is is the Bubnol--Gale&in method. 
Lrsing the adjoint equation, [I]. we obtain lower bounds. The adjunct equation 
involves the inverse matrix. The methods of the first paper of this series [2] 
may be used to calculate this inverse. 
5. DYNAMIC PROCR~nmING 
Let us write 
I( u’, u’) + (u, .4u)l dt. (1) 
Then a simple dynamic programming argument yields the Riccati equation 
R’ = .;I - R’, R(O) = 0. (2) 
For a discussion of various methods of successive approximations for this 
equation, see [3]. 
N’e would obtain this equation if we employed the gradient method. It is 
interesting. however, tn see the interpretation. 
6. DISCUSSION 
U’ith \-arious interpretations of the inner product, we hare a method of 
obtaining the square root of general operators. 
The determination of the square root of a positive definite matrix plays an 
important role in the study of two-point boundary-value problems, as we shall 
discuss subsequently. 
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