In the Ramsey theory of graphs F ! (G; H ) means that for every way of coloring the edges of F red and blue F will contain either a red G or a blue H . The problem arrowing of deciding whether F ! (G; H ) lies in coNP NP and it was shown to be coNP hard by Burr 7]. We prove that arrowing is actually coNP NP -complete, simultaneously settling a conjecture of Burr and providing a rare natural example of a problem complete for a higher level of the polynomial hierarchy. We also show that strong arrowing, the version for induced subgraphs, is complete for coNP NP under Turing-reductions.
Introduction
De nition 1.1 We say that a graph F arrows (G; H) and write F ! (G; H) if for every edge-coloring of F with colors red and blue, a red G or a blue H occurs as a subgraph. We say F strongly arrows (G; H) and write F (G; H) if the subgraph is induced. De ne the generalized Ramsey numbers r(G; H) = minfn : K n ! (G; H)g and r (G; H) = minfjV (F)j : F (G; H)g (where V (F) is the vertex set of F).
Fixing the graphs G and H makes F ! (G; H) a p 1 (that is coNP) 1 problem in input F since checking for xed subgraphs can be done in polynomial time for any coloring. Stefan Burr showed that this problem is complete for p 1 for a large class of G's and H's.
As opposed to the case where G and H are xed we need the full power of p 1 to check the subgraph property and therefore arrowing lies in p 2 . Burr's result implies that arrowing is p 1 -hard, and it is easy to see that it is also p 1 -hard (if H is a single edge and G = K n , then the arrowing relation codes the clique problem). Burr 6, 7] conjectured that arrowing is p 2 -complete. This conjecture is indeed true: Theorem 1.3 arrowing is p 2 -complete.
As a consequence several other Ramsey type questions can be reduced (by a polynomial time algorithm) to a single question F ! (G; H), including Ramsey problems with several colors, or problems of the type F ! (G; H). On the other hand there cannot be a polynomial time algorithm converting a question of the form F 6 ! (G; H) to a question F 0 ! (G 0 ; H 0 ) unless the polynomial hierarchy collapses to the second level.
A modi cation of the proof of Theorem 1.3 will show that the strong version is also p 2 -complete though under a weaker reduction. Theorem 1.4 strong arrowing is Turing-complete for p 2 .
The p 1 -completeness proof of Burr for the restricted version required the construction of particular graphs called determiners and senders. Though the constructions were e ective, they were not feasible, i.e. performable in polynomial time given G and H as inputs. To overcome this obstacle we will not use two three-connected graphs, but a star K 1;p and a complete graph. Though this makes some of the coding more involved it allows us to compute senders and determiners in polynomial time. The actual coding of a 2 sentence is done by looking at it as describing a clique problem uniformly for each assignment to the 8-quanti ed variables in the sentence. The idea now is to use the same clique in the construction of the determiners and senders; the details of the proof can be found in Section 2. Section 3 contains the adjustments necessary to prove the version for induced subgraphs.
The use of the clique in the proof seems to be essential, since arrowing can be solved in polynomial time if both G and H are restricted to be stars (by reducing it to a matching problem as shown by Burr 7] ).
We will talk more about related results in Ramsey theory in the conclusion of the paper. As general references we will use the book by Graham, Rothschild and Spencer on Ramsey theory 15] and the book by Diestel on graph theory 12] . For now we turn to a closer look at the lower levels of the polynomial hierarchy (all unexplained notions from computational complexity can be found in Papadimitriou's book 20]).
The world between the rst and the second level of the polynomial hierarchy is not overcrowded, but in the twenty years since the hierarchy was rst de ned some problems have been placed there, and several of them have been shown to be complete. There is a series of results in logic (non-classical logics) which we will ignore in the following discussion.
It is a widely accepted view that a complexity class is justi ed by its complete problems. Both the number of problems and their naturalness play a role. The classes P and NP excel on both accounts and have become the most popular classes of computational complexity even outside the eld. Nothing similar is true for the higher levels of the polynomial hierarchy, and Garey and Johnson 13, Section 7.2] went so far as to say that the interest of the hierarchy was mainly theoretical and not practical. There is some evidence, however, that even p 2 and p 2 are natural classes of more than theoretical interest. Probably the rst natural problem to be shown p 2 -complete was integer expression inequivalence by Stockmeyer 13, AN18] in 1976 shortly after the polynomial hierarchy was de ned. A couple of problems related to integer expression inequivalence were later shown to be p 2 -complete and p 2 -complete by Wagner 22] (he even mentions one p 3 -complete problem). The basic structure of integer expression inequivalence of testing whether two representations denote the same object is at the root of at least two other completeness results for the second level: Sagiv and Yannakakis 21] proved that deciding whether two monotonic relational expressions are equivalent is p 2 -complete (monotonic expressions contain only the operators select, project, join and union), and a result by Huynh 17] shows that deciding whether two context-free grammars with only one terminal letter generate the same language is p 2 -complete. In a similar spirit Lin 19] recently showed a problem related to pattern matching (and program optimization) to be p 2 -complete. Ko and Tzeng 18] exhibited three p 2 -complete problems that belong to the realm of computational learning theory. The problems are pattern consistency asking whether for two sets of words there is a pattern that matches each word in one of the sets, but none in the other, graph reconstruction asking whether for two sets of graphs there is a graph G such that all graphs in the rst set are isomorphic to a subgraph of G, but none of the graphs in the second set is, and nally generalized 3-cnf consistency which asks whether for two sets of Boolean formulas there is a 3-CNF formula which is consistent with each formula from the rst set, but with no formula from the second set. Ko and Tzeng isolate a pattern common to these three problems, but they also show that this pattern comprises problems not p 2 -complete. It would be interesting to nd a generalization of the three problems that does imply p 2 -completeness. Some famous problems remain candidates for p 2 -completeness. In the sixties and seventies the question of size of machines and programs was investigated in detail, and in parallel to research done in computability, Meyer and Stockmeyer de ned the minimal problem of deciding whether for a given formula ' there is no formula of smaller size that is equivalent to it (the following information is taken from the paper by Hemaspaandra and Wechsung 16]). Later Stockmeyer de ned the re ned problem minimum equivalent expression dnf of deciding whether for a given DNF formula ' there is a formula of size at most k which is equivalent to it. Garey Proof Let m = (t ? 1)(n ? 1). Assume for a contradiction that there is a (T; K n )-good coloring of K m in which some vertex x has red degree at most t ? 3. Let y 1 ; : : :; y t?3 be its red neighbors. Look at the graph K m ? fx; y 1 ; : : :; y t?3 g under the induced coloring. This graph has m ? (t ? 2) = (t ? 1)(n ? 1) ? (t ? 2) = (t ? 1)(n ? 2) + 1 vertices and hence (by Chv tal's result) contains a red T or a blue K n?2 . Neither, however, is possible, since a red T would also be contained in the original graph, and a blue K n?2 together with x would form a blue K n?1 in the original graph.
It is a graph-theoretical folklore fact (a proof can be found in Chv tal's note 11]) that a graph of minimum degree t ? 1 contains every tree on t points. Hence we can draw the following conclusion. Corollary 2.5 The minimum red degree in any (T; K n )-good coloring of K (t?1)(n?1) is t ? 2 where T is a tree of order t. We are interested in the special case that T is K 1;p in which case no vertex can have red degree p, hence by the corollary every vertex has red degree p ? 1. Lemma 2.6 There is a (K 1;p ; K n )-determiner for p 2 and n 3 which can be computed in polynomial time in p and n.
Proof Let m = p(n?1). By Chv tal's result K m has a (K 1;p ; K n )-good coloring. We also know that the red degree of each vertex in any (K 1;p ; K n )-good coloring of K m has to be p ? 1. This means that attaching an edge to any vertex of K m will force that edge to be blue in any (K 1;p ; K n )-good coloring (otherwise it would complete a red K 1;p ). We will use the following construction (see Figure 1 for an example with n = 6): take a K n and single out an edge e with endpoints x and y. For each point z in K n ?fx; yg take a new copy of K m and identify one point of it with z. In any (K 1;p ; K n )-good coloring this will force every edge adjacent with z to be blue. In particular all edges of the original K n with the exception of e have to be blue in any (K 1;p ; K n )-good coloring. Since there cannot be a blue K n , e has to be red. The coloring in which K n is blue with the exception of e which is red, and each K m is colored as in the lower-bound proof shows that there is a (K 1;p ; K n )-good coloring of the determiner.
From determiner Burr built senders and evaluators, the other two tools needed in his completeness proof. For our construction we nd another type of graph more helpful which we can build explicitly now. We will come back to senders in the conclusion where we discuss how our ideas might be applied to three-connected graphs. Lemma 2.8 (K 1;p ; K n )-ip-ops exist for p 2, n 3 computable in polynomial time in p and n. Proof In a rst step we build a graph which contains a K 3 which has at least one red edge in every good coloring, and there are good colorings in which the K 3 has exactly one red edge. Take a copy of K n and single out two adjacent edges e = xy, f = yz with endpoints x,y,z; call the third edge g = xz.
For each point w in K n ? fx; y; zg take a new copy of K m (where m = p(n ? 1)) and identify one point of it with w. In any (K 1;p ; K n )-good coloring this will force every edge adjacent with w to be blue. In particular all edges of the original K n with the exception of e, f and g have to be blue in any (K 1;p ; K n )-good coloring. Since there cannot be a blue K n at least one of e, f or g has to be red. It is easy to see that there are good colorings in which any nonempty subset of fe; f; gg is red while the other edges of the triangle are blue. Call this graph a weak (G; H)-sender for e, f and g. Figure 2 illustrates the construction.
We will now combine eight weak senders to get a ip-op. Let J i with 0 i 7 be eight disjoint weak senders for e i = x i y i , f i = y i z i and g i = x i z i . Identify z i with x i+1 mod 16 for all 0 i 15. This way we get a cycle v 2i = y i , v 2i+1 = z i for 0 i 7. In vertices v 2i+1 (with 0 i 7) attach p ? 2 signal edges of a red-determiner each. This completes the construction of the graph. In a series of claims we will show that it is indeed a ip-op.
(i) No g-edges can be colored red in a good coloring. Suppose (w.l.o.g.) that g 0 was colored red in a good coloring. Because of the p ? 2 red-determiners in v 1 this means that both e 1 and g 1 have to be colored blue. Since J 1 is a weak sender this means that f 1 has to be red. Hence both e 2 and g 2 are blue (because of the red determiners in v 2 ) and therefore f 2 is red. Continuing the argument f 7 has to be red which is not possible since v 15 (ii) In a good coloring at most one of e i and f i can be red for each 0 i 7. The argument is the same as above.
(iii) In a good coloring at most one of f i and e (i+1) mod 8 can be red for each 0 i 7. This is immediate since we attached p ? 2 signal edges of determiners in the vertices connecting these edges.
(iv) In a good coloring the two sets of edges fe i : 0 i 7g and ff i : 0 i 7g are monochromatic and of opposite color. This is what we established in the last three items.
(v) There are good colorings in which e 0 is red and blue. Combining good colorings of the eight weak senders (and the determiners) we can make e 0 either red or blue by coloring the rest of the cycle in alternating colors and the g i edges blue. Remark. We make special note of the following two features of our ip-ops:
Every edge attached to any of the vertices with odd index is forced to be blue in any good coloring (because the red degree in these vertices is already p ? 1). We can attach up to p ? 2 signal edges of red-determiners to each of the vertices with even index and there will still be good colorings (this is because the red degree of these vertices in any good coloring is 1).
With determiners and ip-ops at hand we can now build a graph that codes whether a given 2 sentence is true or not.
Lemma 2.9 Let p 2. For a given 2 sentence we can construct a graph F and compute a number n in polynomial time such that is true if and only if F ! (K 1;p ; K n ). Proof Let = (8x 1 ; : : :; x k )(9y 1 ; : : :; y k )'(x 1 ; : : :; x k ; y 1 ; : : :; y k ) be the formula to be coded with the 2k variables ranging over f0; 1g. We will refer to the x i as the x-variables and the y i as the yvariables. We can assume that ' is in conjunctive normal form with at most three literals per clause and each literal occurs at most twice in the whole formula. We can also assume that each variable occurs at most once per clause.
Let '(a; b) consist of m clauses C 1 ; : : :; C m . We will now mimic the construction that shows that independent set is p 1 -complete. We can already compute n: it is going to be 2m, twice the number of clauses.
Let J be the graph coding the independent set set problem for the clauses C 1 ; : : :; C m (at least for this part of the construction we are treating the x i 's as if they were existentially quanti ed): for each clause C i = ( _ _ ) we create a triangle and label its vertices , and . Similarly a clause with two literals will result in a K 2 labeled with the names of the two literals. We then include edges between vertices which are labeled by a positive and a negative literal of the same variable. Since we were assuming that every literal occurred at most twice the graph J will have degree at most four. Assume rst that is true. Suppose for a contradiction that there is a (K 1;p ; K n )-good coloring of F. Fix that coloring. Let v be an original x-vertex of F labeled with Let v 0 ; v 1 ; : : :; v 15 be the ip-op v is part of. Now v has a duplicate. Say is true, if v is connected by a blue edge to its duplicate, otherwise it is false. Note that through this the truth-value of a variable x i is well-de ned, because in a good coloring the colors in the cycle alternate, and exactly one of the original vertices labeled x i and :x i will be connected to its duplicate by a blue edge and it does not matter which vertex corresponding to we choose for the de nition.
Since is true we can x a truth-assignment to y 1 ; : : :; y k such that '(x 1 ; : : :; x k ; y 1 : : :; y k ) is true (where the x i have the truth-values we just determined from the coloring). This means that each clause C i ( :; x k . The determiners and ip-ops were constructed in such a way that they have good colorings. Now x good colorings for all ip-ops and determiners such that x i is true in the assignment we xed if and only if it is true in the coloring of F (as described above). We claim that merging all these colorings to a coloring of F will yield a good coloring, which concludes the proof. None of the ip-ops and determiners contain either a red K 1;p or a blue K n , so we can concentrate on the vertices from I. By construction all of these vertices have red degree p ? 1, hence we do not have a red K 1;p . Suppose there was a blue K 2m . For each clause there are at most two vertices which can be part of a clique with vertices from other clauses (and original vertex and its duplicate). Hence the size of a maximal blue clique is 2m. The only way that maximum size can be achieved is if for each clause one of the original vertices v and its duplicate is part of the clique. For each clause C i x such a vertex v i and its duplicate v 0 i and call the literal which labels v i true. In this way we get a truth-assignment (by the way I was constructed we cannot get contradictory assignments to literals, since there is no edge between them) which is consistent with the assignment of truth-values to x 1 ; : : :; x k since there is a blue edge between v i and v 0 i . Since I coded the complement of the independent set-set problem, we have therefore found a truth-assignment to y 1 ; : : :; y k which makes '(x 1 ; : : :; x k ; y 1 ; : : :; y k ) true, contradicting our assumptions.
Strong Arrowing
A little more work is necessary to show Theorem 1.4 about induced subgraphs. The basic combinatorics get more involved. It is quite easy to show that for every two graphs G and H there is an F such that F ! (G; H) (just take a su ciently large complete graph), but the analogue for induced subgraphs is quite nontrivial. The existence for every G and H of an F such that F (G; H) was only proved around 1973, independently, by Deuber, by Erd s, Hajnal and P sa, and by R dl 12]. Though these proofs are constructive the graph F they construct will be of doubly exponential size in the input graphs. Hence we have to prove our own induced subgraph result for two very simple graphs: K 1;2 and K n . Lemma 3.1 We can construct a graph F such that F (K 1;2 ; K n ) in polynomial time in n.
It is quite possible that this result is known already, but I have not been able to locate a reference. Burr 2] mentions that not much is known about r (G; H) (the order of the smallest graph F for which F (G; H)). As we mentioned earlier, the known proofs of the induced subgraph theorems only yield exponential upper bounds on r (G; H). The proof of the lemma will imply r (K 1;2 ; K n ) 3n log 2 (3=2) .
Proof We will present a recursive construction of a graph F n (K 1;2 ; K n ). For n = 2 we can just take F 2 = K 1;2 itself. Obviously F 2 (K 1;2 ; K 2 ). For the recursive step take three disjoint copies of F n and call them J 1 ; J 2 ; J 3 . Join them together to form a graph I by including all possible edges between vertices of J 1 and J 2 , and all possible edges between vertices of J 2 and J 3 ; we will call the J i the layers of I. Consider a coloring of I which does not have a red K 1;2 as an induced subgraph. In particular none of J 1 ,J 2 or J 3 will have a red K 1;2 as an induced subgraph, hence each one of them contains a blue clique of size n. Let V i be n vertices from J i which form a blue clique, and consider the graph I 0 that is induced by V 1 V 2 V 3 . By construction no two red edges in I 0 can have a vertex in common, since the only red edges can be between layers. If there were two red edges sharing a vertex, then there would either be no edge connecting the other two vertices, or the edge would have to be blue (being contained in a layer); either case is impossible though, since it would imply the existence of a red K 1;2 . Hence there can be at most n red edges (since all red edges must have a vertex in J 2 ), so without loss of generality we can assume that there are at most n=2 red edges between layer one and layer two. Then the vertices from J 1 together with the at least n=2 vertices from J 2 which are not connected by a red edge to J 1 from a blue clique of size at least (3=2)n. Hence by tripling the number of vertices we can increase the clique size by a factor of 3=2.
The graphs F n constructed above are of no immediate use; as in the case of subgraphs we need Ramsey minimal graphs, i.e. smallest graphs which contain either a red K 1;2 or a blue K n . There the result of Chv tal saved us. For induced subgraphs exact bounds are not known, so we have to make queries to an strong arrowing oracle to compute a Ramsey minimal graph and with that a determiner. This means that in the end we will only get a Turing reduction to strong arrowing.
We will now have to rede ne the notion of a good coloring, and the other notions (determiner, ip-op) which depended on it.
Convention. In this section a coloring of a graph F is called (G; H)-good if it contains neither a red G nor a blue H as an induced subgraph.
With this the notion of a determiner changes, and we will call it a strong determiner in this section.
Lemma 3.2 A strong (K 1;2 ; K n )-determiner can be computed in polynomial time with access to an oracle answering questions of the form F (K 1;2 ; K n ).
Proof By the preceding lemma we can build a graph F such that F (K 1;2 ; K n ) in polynomial time in n. Remove edges from F one by one till we nd a graph F 0 for which F 0 6 (K 1;2 ; K n ) (to do this we use the oracle). The search terminates since ; 6 (K 1;2 ; K n ). Let the last edge that was removed be between vertices v and w. That is F 0 fv; wg (K 1;2 ; K n ) and F 0 6 (K 1;2 ; K n ). Consider any good coloring of F 0 . Adding to F 0 a red edge between vw obviously cannot create a blue clique, so vw must be part of a red K 1;2 which means that at least one of the edges incident to v or w has to be red in any good coloring of F 0 . Take two copies of must be incident to at least one red edge in any good coloring. The only way both G (K 1;2 ; K n ) and G 0 (K 1;2 ; K n ) can hold is if v and w are both incident with a red edge in each good coloring of the original F 0 . Hence in all possible cases we have found a graph and a particular vertex (two of them actually) which will always be incident to a red edge in any good coloring. Using graphs like this to force blue edges we can repeat the construction of a determiner as presented in Lemma 2.6. We will only sketch the rest of the construction, since it is very similar to the subgraph case. We can build weak senders as we did in Lemma 2.8. In the ip-ops we have to include another weak sender at v 1 between the two triangles whose apexes v 0 and v 2 will be labeled x and :x. The reason is that when the ip-op is used to connect vertices in I we might introduce an edge between v 0 and v 2 which is harmless in the subgraph case, but in the case of induced subgraphs leads to problems if the triangle v 0 ; v 1 ; v 2 is colored in red. The rest of the proof continues as in Lemma 2.9. We conclude: Theorem 3.3 Deciding whether F (K 1;2 ; K n ) is Turing-complete for p 2 .
We should point out that more generally deciding F ! (K 1;p ; K n ) is Turing-complete for p 2 . The basic idea of Lemma 3.1 can be easily adapted for K 1;p . As a combinatorial corollary one gets that r (K 1;p ; K n ) (p + 1)n 1=(1?log p+1 (p)) (and therefore r (K 1;p ; K n ) (p + 1)n 2p log p+1 ). The result can be extended to trees.
Conclusion
It is tempting to ask whether completeness results similar to the ones presented in the last two sections also hold for classes of graphs other than stars. In particular if G is a xed three-connected graph, or
We expect the answer to be yes, since computing r(G; K n ) (which amounts to deciding K m ! (G; K n )) for a three-connected G or even for G = K 3 seems to be an intractable problem whereas r(K 1;p ; K n ) can be calculated explicitly.
On the other hand this is exactly what makes it di cult to prove the problem p 2 -complete: for the reduction we need determiners whose construction relies on the knowledge of the Ramsey numbers (or Ramsey-minimal graphs). This problem we can circumvent by allowing Turing-reductions instead of m-reductions. In this way we can compute both Ramsey numbers and Ramsey-minimal graphs, but we run into another obstacle which is more serious. The constructions of determiners and senders as suggested by Burr 7] based on work by Burr, Erd s and Lov sz 8], Burr, Ne et il and R dl 10] and Burr, Faudree and Schelp 9] require the use of exponentially sized hypergraphs (to avoid small circuits) which is something we cannot do in polynomial time.
Perhaps, however, there is a way to build smaller determiners and senders for particular graphs; K 3 would obviously be the rst candidate to investigate. Hence we propose the following conjecture: Conjecture 4.1 Deciding whether F ! (K 3 ; K n ) is Turing-complete for p 2 .
We will support this conjecture by proving a theorem that reduces the whole problem to the e ective construction of determiners.
Let us rst have another look at the completeness construction presented in Lemma 2.9. Suppose we have at our disposal red and blue determiners and ip-ops for G = K 3 , or G three-connected and H = K n . We can run the same construction with the following di erence: instead of attaching red determiners to some vertices to force all other outgoing edges to be blue, we just use blue determiners for all the edges we want to be blue. Since G = K 3 or G is three-connected (and so is H for n 4) monochrome copies of either cannot extend over vertices and so the rest of the proof goes through.
So we are left with the construction of red and blue determiners and ip-ops. Now our ip-ops can be easily built from senders, a kind of graph which was used by Burr To get a ip-op we take thirteen senders and line them up with an overlap of one edge each. Figure 5 illustrates this construction and shows which edges to use for the coding. The resulting graph will work like a ip-op (the reason things are not quite as easy in our construction for stars is that K 1;p is not three-connected, so the overlapping would cause trouble, even if we could construct senders that were exible enough).
Hence all we need are determiners and senders. Burr, Ne et il, and R dl 10] based on an idea from a paper by Burr, Faudree and Schelp 9]) showed that (G; H)-senders (both positive and negative) could be constructed if there were (G; H)-determiners and (H; G)-determiners (which is really the same thing as a blue determiner). As a matter of fact the existence of (G; H)-determiners is su cient: Lemma 4.3 Positive and negative senders for three-connected graphs and K 3 can be constructed in polynomial time from a determiner for the same graphs.
Proof Lemma 2.3 in Burr, Ne et il and R dl 10] shows that if there is a (G; H) determiner and a (H; G) determiner for some three-connected G and H, then there is a negative (G; H)-sender with adjacent signal edges. Their construction works in polynomial time. Thus all we have to prove is that the existence of a (G; H)-determiner implies the existence of a (H; G)-determiner. Take a copy of G and make each edge except for one, (call it e) the signal edge of a (G; H)-determiner. In any (H; G)-good coloring all the signal edges have to be blue and hence e is forced to be red. Since G and H are three-connected it is clear that a monochromatic copy of G or H cannot extend beyond the identi ed edges which means it is either contained in one of the determiners or in the copy of G (the same is true for a K 3 ). Hence a (H; G)-good coloring will result from merging the (H; G)-good colorings of the determiners and making e red.
The above discussion can be summed up in two conditional results. (ii) If a (G; K n )-determiner can be constructed in polynomial time allowing queries of the form F ! (G; K n ), then deciding F ! (G; K n ) is Turing-complete for p 2 .
In conclusion let us point out some other results inquiring into the e ectiveness of Ramsey Theory. Burr showed that deciding whether a nite set of points in the plane can be colored with three colors such that no two points within distance K have the same color is . This seems to be the only computational result in Euclidean Ramsey theory.
The case of general Ramsey theory (as opposed to Graph Ramsey theory) is covered in a forthcoming survey by Bill Gasarch 14], hence we will not go into it. Most of the results in this area belong to computability rather than complexity. There is one exception though which also establishes a link to Graph Ramsey Theory, and that is the computation of Ramsey numbers. Remember the de nition of the generalized Ramsey number of two graphs G and H as r(G; H) = minfn : K n ! (G; H)g. The usual Ramsey numbers can be de ned from this as r(k; l) = r(K k ; K l ).
The question of how hard it is to compute r(G; H) (or r(k; l)) is probably not a good one, since r(G; H) might be exponentially large compared to G and H, so that an algorithm in the polynomial hierarchy might fail just because of the size of the output, whereas we do not think that the problem is hard for exponential time. For this reason Burr 4] considered the question of how hard it is to decide whether r(G; H) < m, where m is part of the input. He showed that this problem is p 1 -hard. Since the best upper bound we have is p 2 again this leaves us with a gap which will be more di cult to close than the one for the arrowing problem, since we rely heavily on the structure of the graph F we are constructing. The situation for r(k; l) seems worse. Burr's proof relies heavily on the fact that one of G or H is a path, so the restriction to complete graphs necessitates new ideas. I am not aware on any lower bounds on the complexity of computing r(k; l).
