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Abstract:
In our previous paper hep-th/0206178 it has been shown that
quantum theory based on a Galois eld (GFQT) possesses a new sym-
metry between particles and antiparticles, which has no analog in the
standard approach. As shown in hep-th/0207192, for massless particles
this symmetry (called the AB one) is compatible with all representation
operators of the symmetry algebra. In the present paper, it is shown
that the AB symmetry is compatible with all representation operators
of the symmetry algebra in the general case. If the AB symmetry is
combined with the spin-statistics theorem, one arrives at the following
conclusions: in quantum theory based on a Galois eld i) any neutral
particle can be only composite but not elementary (this property has
been proved for the massless case in hep-th/0207192); ii) any interaction
can involve only an even number of creation/annihilation operators.
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1 Introduction
In papers [1] we have proposed an approach to quantum theory where
the wave functions of the system under consideration are described
by elements of a linear space over a Galois eld, and the operators
of physical quantities - by linear operators in this space. A detailed
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discussion of this approach has been given in a recent paper [2]. In
particular, it has been shown that at some conditions such a description
gives the same predictions as the standard approach. It has also been
argued that the description of quantum systems in terms of Galois
elds is more natural than the standard description in terms of complex
numbers.
The rst obvious conclusion about quantum theory based on
a Galois eld (GFQT) is as follows: since any Galois eld has only a
nite number of elements, in the GFQT divergencies cannot exist in
principle and all operators are automatically well dened. It is also
natural to expect that, since arithmetic of Galois eld diers from the
standard one, the GFQT has some properties which have no analog in
the standard theory.
Let us briefly discuss how the standard theory explains the
existence of antiparticles. Each elementary particle can be described
in two ways: i) by using a unitary irreducible representation (IR) of
the Poincare (or anti de Sitter) group ; ii) by using a Poincare (or anti
de Sitter) covariant equation. For each values of the mass and spin,
there exist two IRs - with positive and negative energies, respectively.
At the same time, the corresponding covariant equation has solutions
with both, positive and negative energies. As noted by Dirac (see e.g.
his Nobel lecture [3]), the existence of the negative energy solutions
represents a diculty which should be resolved. In the standard ap-
proach, the solution is given in the framework of second quantization
such that the creation and annihilation operators for the antiparticle
have the usual meaning but they enter the quantum Lagrangian with
the coecients representing the negative energy solutions.
Such an approach has lead to impressive success in describing
various experimental data. However, as noted by Weinberg [4], ’this is
our aim in physics, not just to describe nature, but to explain nature’.
From this point of view, the above explanation is hardly can be treated
as satisfactory. Indeed, is it satisfactory that we involve solutions with
negative energies, which in the standard approach are meaningless? It
also seems unnatural that the covariant equation describes the particle
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and antiparticle simultaneously while the unitary IRs for them are fully
independent of each other. Moreover, the unitary IRs with negative
energies are not used at all.
The necessity to have negative energy solutions is related to
the implementation of the idea that the creation or annihilation of an
antiparticle can be treated, respectively as the annihilation or creation
of the corresponding particle with the negative energy. However, since
negative energies have no direct physical meaning in the standard the-
ory, this idea is implemented implicitly rather than explicitly.
As shown in Ref. [2], in the GFQT a particle and its an-
tiparticle are described by the same IR of the symmetry algebra. This
automatically explains the existence of antiparticles and shows that a
particle and its antiparticle represent dierent states of the same ob-
ject. As a consequence, the GFQT possesses a new symmetry between
particles and antiparticles, which has no analog in the standard quan-
tum theory. In Ref. [5] we have called this symmetry as AB one, and
the reason for this name will be clear below. It has also been explicitly
shown that for massless particles the AB symmetry is compatible with
all representation operators of the symmetry algebra. If the AB sym-
metry is combined with the Pauli spin-statistics theorem [6] then one
comes to the conclusion [5] that in the GFQT any massless particle (in
particular the photon) cannot be elementary but only composite.
The main goal of the present paper is to extend the results
of Ref. [5] to the general case. For this purpose one has to know the
construction of modular IRs of sp(2) and so(2,3) algebras. For reader’s
convenience, the main facts about such a construction are given in
Sects. 2 and 3 (a detailed description can be found in Refs. [1, 2, 5]).
In Sect. 4 the notion of AB symmetry is discussed in detail and in
Sect. 5 it is shown that the representation operators are compatible
with this symmetry in the massive case. In Sect. 6 it is shown that the
spin-statistics theorem imposes considerable restrictions on the struc-
ture of the GFQT. In particular, if the AB symmetry is combined with
the spin-statistics theorem, then one arrives at the conclusion that in
the GFQT any interaction can involve only an even number of cre-
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ation/annihilation operators. Finally, Sect. 7 is discussion.
For reading the present paper, only very elementary knowl-
edge of Galois elds is needed. Although the notion of the Galois eld
is extremely simple and elegant, the majority of physicists is not fa-
miliar with this notion. For this reason, in Ref. [2] an attempt has
been made to explain the basic facts about Galois elds in a simplest
possible way (and using arguments which, hopefully, can be accepted
by physicists). The readers who are not familiar with Galois elds can
also obtain basic knowledge from standard textbooks (see e.g. Refs.
[7]).
2 Modular IRs of the sp(2) algebra
If a conventional quantum theory has a symmetry group (or algebra),
then there exists a unitary representation of the group (or a repre-
sentation of the algebra by Hermitian operators) in the Hilbert space
describing the quantum system under consideration. In the present pa-
per we assume that the symmetry algebra is the Galois eld analog of
the anti de Sitter (AdS) algebra so(2,3).
Let p be a prime number and Fp2 be a Galois eld containing
p2 elements. This eld has only one nontrivial automorphism a ! a
(see e.g. Refs. [7, 2]) which is the analog of complex conjugation in
the eld of complex numbers. The automorphism can be dened as
a ! a = ap [7].
In the GFQT, unitary representations in Hilbert spaces are re-
placed by representations in spaces over Fp2. Representations in spaces
over elds of nonzero characteristics are called modular representations.
A review of the theory of modular IRs can be found e.g. in Ref. [8]. In
the present paper we do not need a general theory since modular IRs
in question can be constructed explicitly.
By denition, a particle is called elementary if it is described
by an IR of the symmetry group or algebra in the given theory. This
implies that in our case elementary particles are described by modular
IRs of the so(2,3) algebra. They have been discussed in detail in Refs.
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[1, 2, 5]. For reader’s convenience, in Sects. 2-4 we describe the main
facts about such modular IRs.
A modular analog of the Hilbert space is a linear space V over
Fp2 supplied by a scalar product (...,...) such that for any x, y 2 V and
a 2 Fp2, (x, y) 2 Fp2 and the following properties are satised:
(x, y) = (y, x), (ax, y) = a(x, y), (x, ay) = a(x, y) (1)
By analogy with usual notations, we use  to denote the Hermitian
conjugation in spaces over Fp2. This means that if A is an operator in
V then A is the operator satisfying (Ax, y) = (x, Ay) for all x, y 2 V .
The key role in constructing modular IRs of the so(2,3) algebra
is played by modular IRs of the sp(2) subalgebra. The latter are also
very important for understanding the AB symmetry. On the one hand,
modular IRs of the sp(2) algebra are very simple while on the other
they clearly demonstrate the main dierence between the standard and
modular cases: in contrast to the standard case, where unitary IRs are
necessarily innite dimensional, all modular IRs are nite dimensional
(this statement has been proved in the general case by Zassenhaus [9]).
Representations of the sp(2) algebra are described by a set of
operators (a0, a", h) satisfying the commutation relations
[h, a0] = −2a0 [h, a"] = 2a" [a0, a"] = h (2)
The modular analogs of unitary representations of the sp(2) algebra are
characterized by the conditions that a
′ = a” and h = h.
The Casimir operator of the second order for the algebra (2)
has the form
K = h2 − 2h− 4a"a0 = h2 + 2h− 4a0a" (3)
We will consider representations with the vector e0, such that
a0e0 = 0, he0 = q0e0, (e0, e0) = 1 (4)
One can easily prove [1, 2] that q0 is "real", i.e. q0 2 Fp where Fp is
the residue eld modulo p: Fp = Z/Zp where Z is the ring of integers.
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The eld Fp consists of p elements and represents the simplest possible
Galois eld.
Denote en = (a")
ne0. Then it follows from Eqs. (3) and (4),
that for any n = 0, 1, 2, ...
hen = (q0 + 2n)en, Ken = q0(q0 − 2)en, (5)
a0a"en = (n + 1)(q0 + n)en (6)
(en+1, en+1) = (n + 1)(q0 + n)(en, en) (7)
The case q0 = 0 is trivial and corresponds to zero representa-
tion, so we assume that q0 6= 0. Then we have the case when ordinary
and modular representations considerably dier each other. Consider
rst the ordinary case when q0 is any real positive number. Then IR is
innite-dimensional, e0 is a vector with a minimum eigenvalue of the op-
erator h (minimum weight) and there are no vectors with the maximum
weight. This is in agreement with the well known fact that unitary IRs
of noncompact groups are innite dimensional. However in the modular
case q0 is one of the numbers 1, ...p− 1. The set (e0, e1, ...eN) will be a
basis of IR if a"ei 6= 0 for i < N and a"eN = 0. These conditions must
be compatible with a0a"eN = 0. Therefore, as follows from Eq. (6), N
is dened by the condition q0 + N = 0 in Fp. As a result, N = p − q0
and the dimension of IR is equal to p− q0 + 1.
One might say that e0 is the vector with the minimum weight
while eN is the vector with the maximum weight. However, the notions
of "less than" or "greater than" have only a limited sense in Fp, as well
as the notion of positive and negative numbers in Fp. If q0 is positive
in this sense (see Ref. [2] for details), then Eqs. (6) and (7) indicate
that the modular IR under consideration can be treated as the modular
analog of IR with "positive energies". However, it is easy to see that
eN is the eigenvector of the operator h with the eigenvalue −q0 in Fp,
and the same IRs can be treated as the modular analog of IRs with
"negative energies" (see Ref. [2] for details).
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3 Massive modular IRs of the so(2,3) algebra
The standard AdS group is ten-parametric, as well as the Poincare
group. However, in contrast to the Poincare group, all the represen-
tation generators are angular momenta. In Ref. [2] we explained the
reason why for our purposes it is convenient to work with the units
h/2 = c = 1. Then the representation generators are dimensionless,
and the commutation relations for them can be written in the form
[Mab, M cd] = −2i(gacM bd + gbdM cd − gadM bc − gbcMad) (8)
where a, b, c, d take the values 0,1,2,3,5, and the operators Mab are
antisymmetric. The diagonal metric tensor has the components g00 =
g55 = −g11 = −g22 = −g33 = 1. In these units the spin of fermions
is odd, and the spin of bosons is even. If s is the particle spin then
the corresponding IR of the su(2) algebra has the dimension s + 1.
Note that if s is interpreted in such a way then it does not depend on
the choice of units (in contrast to the maximum eigenvalue of the z
projection of the spin operator).
For analyzing IRs implementing Eq. (8), it is convenient to
work with another set of ten operators. Let (a0j, aj", hj) (j = 1, 2) be
two independent sets of operators satisfying the commutation relations
for the sp(2) algebra
[hj, a
0
j] = −2a0j [hj, aj"] = 2aj" [a0j, aj"] = hj (9)
The sets are independent in the sense that for dierent j they mutu-
ally commute with each other. We denote additional four operators
as b0, b", L+, L−. The meaning of L+, L− is as follows. The operators
L3 = h1 − h2, L+, L− satisfy the commutation relations of the su(2)
algebra
[L3, L+] = 2L+ [L3, L−] = −2L− [L+, L−] = L3 (10)
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while the other commutation relations are as follows
[a01, b
0] = [a02, b
0] = [a1", b"] = [a2", b"] =
[a01, L−] = [a1", L+] = [a
0
2, L+] = [a2", L−] = 0
[hj, b
0] = −b0 [hj, b"] = b" [h1, L] = L,
[h2, L] = L [b0, b"] = h1 + h2
[b0, L−] = 2a01 [b
0, L+] = 2a02 [b", L−] = −2a2"
[b", L+] = −2a1", [a01, b"] = [b0, a2"] = L−
[a02, b"] = [b
0, a1"] = L+, [a01, L+] = [a
0
2, L−] = b
0
[a2", L+] = [a1", L−] = −b" (11)
At rst glance these relations might seem to be rather chaotic but in
fact they are very natural in the Weyl basis of the so(2,3) algebra.
The relation between the above sets of ten operators is as
follows
M10 = i(a1"− a01 − a2" + a02) M15 = a2" + a02 − a1"− a01




2 M25 = i(a1" + a2"− a01 − a02)
M12 = L3 M23 = L+ + L− M31 = −i(L+ − L−)
M05 = h1 + h2 M35 = b
0 + b" M30 = −i(b"− b0) (12)
In addition, if L+ = L−, a
′
j = aj", b
′ = b" and hj = hj then the
operators Mab are Hermitian (we do not discuss the dierence between
selfadjoined and Hermitian operators). In modular IRs of the so(2,3)
algebra, the commutation relations (9-11) are realized in spaces over
Fp2 and the Hermitian conjugation is undestood as explained above.
There exists a vast literature on ordinary IRs of the so(2,3)
algebra in Hilbert spaces. The representations relevant for elementary
particles in the AdS space have been constructed for the rst time in
Refs. [10, 11], while modular representations of algebra (9-11) have
been investigated for the rst time by Braden [12]. In Refs. [1, 2] we
have reformulated his investigation in such a way that the correspon-
dence between modular and ordinary IRs are straightforward. Our
construction is described below.
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We use the basis in which the operators (hj, Kj) (j = 1, 2) are
diagonal. Here Kj is the Casimir operator (3) for algebra (a
0
j, aj", hj).
For constructing IRs we need operators relating dierent representa-
tions of the sp(2)sp(2) algebra. By analogy with Refs. [11, 12], one
of the possible choices is as follows
A++ = b"(h1 − 1)(h2 − 1)− a1"L−(h2 − 1)− a2"L+(h1 − 1) +
a1"a2"b
0 A+− = L+(h1 − 1)− a1"b0
A−+ = L−(h2 − 1)− a2"b0 A−− = b0 (13)
As noted in Ref. [2], such a choice has several advantages and one of
them is that
[A++, A+−] = [A++, A−+] = [A+−, A−−] = [A−+, A−−] = 0 (14)
On the other hand, such a choice is not convenient for investigating the
massless case. Since the latter has been already discussed in full in Ref.
[5], in the present paper we consider only the massive case.
We consider the action of these operators only on the space
of "minimal" sp(2)sp(2) vectors, i.e. such vectors x that a0jx = 0
for j = 1, 2, and x is the eigenvector of the operators hj . It is easy
to see that if x is a minimal vector such that hjx = αjx then A
++x is
the minimal eigenvector of the operators hj with the eigenvalues αj +1,
A+−x - with the eigenvalues (α1+1, α2−1), A−+x - with the eigenvalues
(α1 − 1, α2 + 1), and A−−x - with the eigenvalues αj − 1.
By analogy with the construction of ordinary representations
with positive energy [10, 11], we require the existence of the vector e0
satisfying the conditions
a0je0 = b
0e0 = L+e0 = 0 hje0 = qje0
(e0, e0) 6= 0 (j = 1, 2) (15)
It is well known that M05 = h1 + h2 is the AdS analog of
the energy operator, since M05/2R becomes the usual energy when the
AdS group is contracted to the Poincare one (here R is the radius of the
AdS space while the notion of contraction has been developed in Ref.
9




the AdS energy by two units. Therefore in the conventional theory e0
is the state with the minimum energy. In this theory the spin in our
units is equal to the maximum value of the operator L3 = h1 − h2 in
the "rest state". For these reasons we use s to denote q1− q2 and m to
denote q1 + q2. In the standard classication [10, 11], the massive case
is characterized by the conditions q1 > q2 and q2 > 1 (see also Ref. [2]).
As explained above, in the modular case the notion of ’greater than’
is not so straightforward. Nevertheless, for IRs related to elementary
particles it is possible to formulate an analog of these conditions [2].
As follows from the above remarks, the elements
enk = (A
++)n(A−+)ke0 (16)
represent the minimal sp(2)sp(2) vectors with the eigenvalues of the
operators h1 and h2 equal to Q1(n, k) = q1 + n − k and Q2(n, k) =
q2 + n + k, respectively. It can be shown by a direct calculation (see
Ref. [2] for details) that
A−−A++enk = (n + 1)(m + n− 2)(q1 + n)(q2 + n− 1)enk (17)
(en+1,k, en+1,k) = (q1 + n− k − 1)(q2 + n− k − 1)(n + 1)
(m + n− 2)(q1 + n)(q2 + n− 1)(enk, enk) (18)
A+−A−+enk = (k + 1)(s− k)(q1 − k − 2)(q2 + k − 1)enk (19)
(en,k+1, en,k+1) = (q2 + n + k − 1)(q1 − k − 2)(q2 + k − 1)
(k + 1)(s− k)(enk, enk)/(q1 + n− k − 2) (20)
In the massive case, as follows from Eqs. (19) and (20), k can
assume only the values 0, 1, ...s, as well as in the ordinary case. At the
same time, it follows from Eqs. (17) and (18), that, in contrast to the
ordinary case where n = 0, 1, ...1, in the modular one n = 0, 1, ...nmax
where nmax = p + 2 −m. Hence the space of minimal vectors has the
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dimension (s + 1)(nmax + 1), and IR turns out to be nite-dimensional
and even nite since the eld Fp2 is nite.





where, as follows from the results of this and preceding sections,
n1 = 0, 1, ...N1(n, k) n2 = 0, 1, ...N2(n, k)
N1(n, k) = p− q1 − n + k N2(n, k) = p− q2 − n− k (22)
As follows from Eqs. (7) and (21), the quantity
Norm(n1n2nk) = (e(n1n2nk), e(n1n2nk)) (23)
can be represented as
Norm(n1n2nk) = F (n1n2nk)G(nk) (24)
where
F (n1n2nk) = n1!(Q1(n, k) + n1 − 1)!n2!(Q2(n, k) + n2 − 1)!
G(nk) = (enk, enk)/[(Q1(n, k)− 1)!(Q2(n, k)− 1)!] (25)
In standard Poincare and AdS theories there also exist IRs
with negative energies (as noted in Sect. 1, they are not used in the
standard approach and instead, for describing antiparticles one is us-
ing negative energy solutions of the corresponding covariant equation).
They can be constructed by analogy with positive energy IRs. Instead












0) 6= 0 (j = 1, 2) (26)
where the quantities q1, q2 are the same as for positive energy IRs. It
is obvious that positive and negative energy IRs are fully independent
since the spectrum of the operator M05 for such IRs is positive and
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negative, respectively. At the same time, as shown in Ref. [2], the
modular analog of a positive energy IR characterized by q1, q2 in Eq.
(15), and the modular analog of a negative energy IR characterized by
the same values of q1, q2 in Eq. (26) represent the same modular IR.
Since this is the crucial dierence between the standard quantum theory
and the GFQT, we give below the proof following Refs. [2, 5].
Let e0 be a vector satisfying Eq. (15). Denote N1 = p−q1 and
N2 = p− q2. Our goal is to prove that the vector x = (a1")N1(a2")N2e0
satises the conditions (26), i.e. x can be identied with e00.
As follows from Eq. (5), the denition of N1, N2 and the
results of the preceding section, the vector x is the eigenvector of the
operators h1 and h2 with the eigenvalues −q1 and −q2, respectively,
and, in addition, it satises the conditions a1"x = a2"x = 0.
Let us now prove that b"x = 0. Since b" commutes with the




As follows from Eqs. (11) and (15), a02b"e0 = L+e0 = 0 and b"e0 is the
eigenvector of the operator h2 with the eigenvalue q2 + 1. Therefore,
b"e0 is the minimal vector of the sp(2) representation which has the
dimension p− q2 = N2. Therefore (a2")N2b"e0 = 0 and b"x = 0.
The next stage of the proof is to show that L−x = 0. As
follows from Eq. (11) and the denition of x,
L−x = (a1")N1(a2")N2L−e0 −N1(a1")N1−1(a2")N2b"e0 (28)
We have already shown that (a2")
N2b"e0 = 0, and therefore it is suf-
cient to prove that the rst term in the r.h.s. of Eq. (28) is equal
to zero. As follows from Eqs. (11) and (15), a02L−e0 = b
0e0 = 0, and
L−e0 is the eigenvector of the operator h2 with the eigenvalue q2 + 1.
Therefore (a2")
N2L−e0 = 0 and we have proved that L−x = 0.
The fact that (x, x) 6= 0 immediately follows from the deni-
tion of the vector x and the results of the preceding section. Therefore
the vector x can be indeed identied with e00 and the above statement
is proved.
12
The fact that the same modular IR can be treated as the
modular analog of ordinary positive energy and negative energy IRs si-
multaneously, does not mean of course that modular IRs of the so(2,3)
algebra contradict experiment. As shown in Ref. [2], at one end of
the spectrum there exists the correspondence between the modular IR
and the ordinary positive energy IR while at the other end - the corre-
spondence between the same modular IR and ordinary negative energy
IR.
In the standard theory, negative energies have no direct physi-
cal meaning but they are associated with antiparticles in the formalism
of second quantization. In the next section this question is discussed
in detail for both, the standard theory and the GFQT.











In the modular case the trace of each operator Mab is equal to zero. For
the operators (a0j, aj", L, b
0, b") this is clear immediately: since they do
not contain nonzero diagonal elements at all, they necessarily change
one of the quantum numbers (n1n2nk). The proof for the diagonal
operators h1 and h2 is as follows. For each IR of the sp(2) algebra with
the minimal weight q0 and the dimension N + 1, the eigenvalues of the
operator h are (q0, q0 + 2, ...q0 + 2N). The sum of these eigenvalues is
equal to zero in Fp since q0 + N = 0 in Fp (see the preceding section).
Therefore we conclude that
∑
n1n2nk
Mab(n1n2nk, n1n2nk) = 0 (30)
This property is very important for investigating a new symmetry be-
tween particles and antiparticles in the GFQT (see the next section).
4 AB symmetry
Since (n1n2nk) is the complete set of quantum numbers for the ele-
mentary particle in question, we can dene operators describing anni-
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hilation and creation of the particle in the states with such quantum
numbers. Let a(n1n2nk) be the operator of particle annihilation in the
state described by the vector e(n1n2nk). Then the adjoint operator
a(n1n2nk)
 has the meaning of particle creation in that state. Since we
do not normalize the states e(n1n2nk) to one (see the discussion in Ref.
[2]), we require that the operators a(n1n2nk) and a(n1n2nk)
 should
satisfy either the anticommutation relations
fa(n1n2nk), a(n01n02n0k0)g =
Norm(n1n2nk)δn1n′1δn2n′2δnn′δkk′ (31)








Then, taking into account the fact that the matrix elements satisfy
the proper commutation relations, it is easy to demonstrate that the











satisfy the commutation relations in the form (8) or (9-11).
In the standard theory, where the particle and its antiparticle
are described by independent IRs, Eq. (33) describes either the quan-
tized eld for particles or antiparticles. To be precise, let us assume
that the operators a(n1n2nk) and a(n1n2nk)
 are related to particles
while the operators b(n1n2nk) and b(n1n2nk)
 satisfy the analogous
commutation relations and describe the annihilation and creation of
antiparticles. Then in the standard theory the operators of the quan-
























where the quantum numbers (n1n2nk) in each sum take the values
allowable for the corresponding IR.
In contrast to the standard theory, Eq. (33) describes the
quantized eld for particles and antiparticles simultaneously. When the
values of (n1n2n) are much less than p, the contribution of such values
correctly describes particles (see Ref. [2]) for details). The problem
arises whether this expression correctly describes the contribution of
antiparticles in the GFQT. Indeed, when the AdS energy is negative,
the operator a(n1n2nk) cannot be treated as the annihilation operator
and a(n1n2nk)
 cannot be treated as the creation operator.
Let us recall (see Sect. 3) that at any xed values of n and
k, the quantities n1 and n2 can take only the values 0, 1...N1(n, k) and
0, 1...N2(n, k), respectively (see Eq. (22)). Then, as follows from Eq.
(21), the element e(n1n2nk) is the eigenvector of the operators h1 and
h2 with the eigenvalues Q1(n, k)+ 2n1 and Q2(n, k)+ 2n2, respectively.
As follows from the results of Sect. 2, the rst IR of the sp(2) algebra
has the dimension N1(n, k) + 1 and the second IR has the dimension
N2(n, k) + 1. If n1 = N1(n, k) then it follows from Eq. (21) that the
rst eigenvalue is equal to −Q1(n, k) in Fp, and if n2 = N2(n, k) then
the second eigenvalue is equal to −Q2(n, k) in Fp. We use ~n1 to denote
N1(n, k) − n1 and ~n2 to denote N2(n, k) − n2. Then it follows from
Eq. (21) that e(~n1~n2nk) is the eigenvector of the operator h1 with the
eigenvalue −(Q1(n, k) + 2n1) and the eigenvector of the operator h2
with the eigenvalue −(Q2(n, k) + 2n2).
In the GFQT the operators b(n1n2nk) and b(n1n2nk)
 can-
not be independent on a(n1n2nk) and a(n1n2nk)
. The meaning of the
operators b(n1n2nk) and b(n1n2nk)
 should be such that if the values
of (n1n2n) are much less than p, these operators can be interpreted as
those describing the annihilation and creation of antiparticles. There-
fore it is reasonable to think that the operator b(n1n2nk) should be
dened in such a way that it is proportional to a(~n1, ~n2, n, k)
 and
b(n1n2nk)
 should be dened in such a way that it is proportional to
a(~n1, ~n2, n, k). In this way we can directly implement the idea that the
creation of the antiparticle with the positive energy can be described
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as the annihilation of the particle with the negative energy, and the an-
nihilation of the antiparticle with the positive energy can be described
as the creation of the particle with the negative energy. As noted in
Sect. 1, in the standard theory this idea is implemented implicitly.
As follows from the well known Wilson theorem (p−1)! = −1
in Fp (see e.g. [7]) and Eq. (25)
F (n1n2nk)F (~n1~n2nk) = (−1)s (35)
We now define the b-operators as follows.
a(n1n2nk)
 = η(n1n2nk)b(~n1~n2nk)/F (~n1~n2nk) (36)
where η(n1n2nk) is some function. Note that in the standard theory
the operators a and b are dened independently of each other and
refer only to positive energies. In that case, CPT-transformation in
Schwinger’s formulation transforms a to b [14, 15]. On the contrary,
in the modular case these operators are not independent, and Eq. (36)
represents not a transformation but the denition of b in terms of a.




 = a(~n1~n2nk)F (n1n2nk)/η(~n1~n2nk)
b(n1n2nk) = a(~n1~n2nk)
F (n1n2nk)/η(~n1~n2nk) (37)
Eqs. (36) and (37) dene a relation between the sets (a, a)
and (b, b). To understand whether this relation denes a new sym-
metry, we should investigate whether the (b, b) operators satisfy the
same commutation or anticommutation relations as the (a, a) opera-
tors and whether the operators Mab written in terms of (b, b) have the
same form as in terms of (a, a). We call the new symmetry as AB
symmetry.













in the case of commutators.
Now, as follows from Eqs. (25), (31), (35-37), Eq. (38) is
satised if
η(n1n2nk)η(n1, n2, nk) = (−1)s (40)
At the same time, in the case of commutators it follows from Eqs. (25),
(32) and (35-37) that Eq. (39) is satised if
η(n1n2nk)η(n1, n2, nk) = (−1)s+1 (41)
We now represent η(n1n2nk) in the form
η(n1n2nk) = αf(n1n2nk) (42)
where f(n1n2nk) should satisfy the condition
f(n1n2nk) f(n1, n2, nk) = 1 (43)
Then α should be such that
αα = (−1)s (44)
where the plus sign refers to anticommutators and the minus sign to
commutators, respectively. We now assume that this relation can be
satised but postpone its detailed discussion till Sect. 6.
5 Compatibility of representation operators with
AB symmetry in massive case
Let us consider the operators (33) and use the fact that in the modular
case the trace of the operators Mab is equal to zero (see Eq. (30)).
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Therefore, as follows from Eqs. (31) and (32), one can rewrite Eq. (33)
as







where the minus sign refers to anticommutators and the plus sign - to
commutators. Then by using Eqs. (35-37) and (42-44), one obtains in
the both cases














We rst consider the AdS energy operator which is diagonal.
As follows from Eqs. (5) and (22), the matrix elements of the M05




0k0n1n2nk) = (m + 2n + 2n1 + 2n2)δn1n′1δn2n′2δnn′δkk′ (47)




[m + 2(n + n1 + n2)]a(n1n2nk)
 
a(n1n2nk)/Norm(n1n2nk) (48)
At the same time, as follows from Eqs. (43), (46), (47) and the deni-




[m + 2(n + n1 + n2)]b(n1n2nk)
 
b(n1n2nk)/Norm(n1n2nk) (49)
In Eqs. (48) and (49), the sum is taken over all the values
of (n1n2nk) relevant to the particle modular IR. At the same time, for
the correspondence with the standard case, we should consider only
the values of the (n1n2n) which are much less than p (see Refs. [1, 2]).
The derivation of Eq. (49) demonstrates that the contribution of those
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(n1n2n) originates from such a contribution of (n1n2n) to Eq. (48) that
(~n1, ~n2) are much less than p. In this case the (n1, n2) are comparable
to p. Therefore, if we consider only such states that the (n1n2n) in the
a and b operators are much less than p then the AdS Hamiltonian can











means that the sum is taken only over the values of the
(n1n2nk) which are much less than p. In this expression the contribu-
tions of particles and antiparticles are written down explicitly, and the
corresponding standard AdS Hamiltonian is positive denite.
The above results show that as far as the operator M05 is
concerned, Eq. (36) indeed denes a new symmetry since M05 has the
same form in terms of (a, a) and (b, b) (compare Eqs. (48) and (49)).
Note that we did not assume that the theory is C-invariant (in the
standard theory C-invariance can be dened as the transformation
a(n1n2nk) $ b(n1n2nk)).
It is well known that C-invariance is not a fundamental symmetry.
In the standard theory only CPT-invariance is fundamental since, ac-
cording to the famous CPT-theorem [16], any local Poincare invariant
theory is automatically CPT-invariant. Our assumption is that Eq.
(36) denes a fundamental symmetry in the GFQT. To understand its
properties one has to investigate not only M05 but other representation
generators as well.
By analogy with the case of the operator M05, it is easy to
show that at the same conditions, the operators h1 and h2 have the
same form in terms of (a, a) and (b, b).
Consider now the operator a1" (see Sect. 3). As follows from






0k0n1n2nk) = δn1,n′1−1δn2n′2δnn′δkk′ (51)
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a(n1 + 1, n2nk)
a(n1n2nk)/Norm(n1n2nk) (52)







b(n1 + 1, n2nk)
b(n1n2nk)/Norm(n1n2nk) (53)
As follows from Eqs. (46) and (51), Eq. (53) is indeed valid if
f(n1n2nk) f(n1 − 1, n2nk) = −1 (54)
Since the action of the operator a01 can be written as
a01e(n1n2nk) = a
0
1a1"e(n1 − 1, n2nk)







0k0n1n2nk) = n1(Q1(n, k) + n1 − 1)δn1,n′1+1δn2n′2δnn′δkk′ (55)







n1(Q1(n, k) + n1 − 1)a(n1 − 1, n2nk)
a(n1n2nk)/Norm(n1n2nk) (56)
By analogy with the proof of Eq. (53), one can prove that in terms of






n1(Q1(n, k) + n1 − 1)b(n1 − 1, n2nk)
b(n1n2nk)/Norm(n1n2nk) (57)
if
f(n1n2nk) f(n1 + 1, n2nk) = −1 (58)
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Note that in the process of derivation, n1 transforms to N1(n, k)+1−n1
and therefore
n1(Q1(n, k) + n1 − 1) ! (N1(n, k) + 1− n1)(Q1(n, k) +
N1(n, k)− n1) = n1(Q1(n, k) + n1 − 1) (59)
in Fp since N1(n, k) + Q1(n, k) = 0 in Fp. This derivation clearly has
no analog in the standard theory.
Analogously we can prove that the secondly quantized oper-
ators a2" and a
0
2 also have the same form in terms of (a, a
) and (b, b)
if
f(n1n2nk) f(n1, n2 + 1, nk) = −1
f(n1n2nk) f(n1, n2 − 1, nk) = −1 (60)
As follows from Eqs. (43), (54, (58) and (60), the function
f(n1n2nk) necessarily has the form
f(n1n2nk) = (−1)n1+n2f(n, k) (61)
where the function f(n, k) should satisfy the condition
f(n, k) f(n, k) = 1 (62)
The next step is to investigate whether the remaining opera-
tors (b0, b", L+, L−) have the same form in terms of (a, a) and (b, b).
Consider rst the operator b". Since it commutes with a1" and a2" (see




and, as follows from Eq. (13)
b"enk = (A
++ + a1"A
−+ + a2"A+− + a1"a2"A−−)enk (64)
By using this expression and Eqs. (14), (16), (17, (19) and
(63), we obtain
b"e(n1n2nk) = [(q1 + n− k − 1)(q2 + n + k − 1)]−1
[k(s + 1− k)(q1 − k − 1)(q2 + k − 2)e(n1, n2 + 1, n, k − 1) +
n(m + n− 3)(q1 + n− 1)(q2 + n− 2)e(n1 + 1, n2 + 1, n− 1, k) +
e(n1, n2, n + 1, k) + e(n1 + 1, n2, n, k + 1)] (65)
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Here we assume that if k is not in the range 0, 1, ...s or n is not in
the range 0, 1, ...nmax then e(n1n2nk) is assumed to be a null vector.
Analogously, at given values of n and k, the quantities n1 and n2 should
satisfy the condition (22), otherwise the vector e(n1n2nk) is assumed
to be a null vector.
As follows from this expression and Eqs. (29) and (33), the




[(q1 + n− k − 1)(q2 + n + k − 1)]−1
[a(n1, n2, n + 1, k)
 + a(n1 + 1, n2, n, k + 1) +
k(s + 1− k)(q1 − k − 1)(q2 + k − 2)a(n1, n2 + 1, n, k − 1) +
n(m + n− 3)(q1 + n− 1)(q2 + n− 2)a(n1 + 1, n2 + 1, n− 1, k)]
a(n1n2nk)/Norm(n1n2nk) (66)
if one assumes a convention that a(n1n2nk) or a(n1n2nk)
 are the null
operators if one of the quantities (n1n2nk) is out of the range specied
above.
By using Eqs. (24), (35-37), (42), (44) and (61), one can now
show that in both cases | commutators or anticommutators | this
expression can be represented in the form
b" = −∑n1n2nk[(q1 + n− k − 1)(q2 + n + k − 1)G(nk)]−1
f(nk)b(~n1~n2nk)
[f(n + 1, k)b(~n1, ~n2, n + 1, k)/F (~n1, ~n2, n + 1, k)−
f(n, k + 1)b(~n1 − 1, ~n2, n, k + 1)/F (~n1 − 1, ~n2, n, k + 1)−
k(s + 1− k)(q1 − k − 1)(q2 + k − 2)f(n, k − 1)
b(~n1, ~n2 − 1, n, k − 1)/F (~n1, ~n2 − 1, n, k − 1) +
n(m + n− 3)(q1 + n− 1)(q2 + n− 2)f(n− 1, k)
b(~n1 − 1, ~n2 − 1, n− 1, k)/F (~n1− 1, ~n2 − 1, n− 1, k)] (67)
Consider the rst term in this expression. It is easy to see
that it involves the sum over n from n = 0 to n = nmax − 1, the sum
over n1 from n1 = 0 to n1 = N1(n, k)− 1, the sum over n2 from n2 = 0
to n2 = N2(n, k)− 1 and the sum over k from k = 0 to k = s. We rst
change the summation variable n ! (n− 1). Then the sum over n will
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be in the range [1, nmax] and, as follows from Eq. (22), the sum over
n1 will be in the range [0, N1(n, k)] and the sum over n2 - in the range
[0, N2(n, k)]. The next step is to change the summation variables as
n1 ! N1(n, k)− n1 and n2 ! N2(n, k)− n2. By using Eqs. (18), (23)
and (25), it is easy to show that
G(n− 1, k) = (q1 + n− k − 1)(q2 + n + k − 1)G(nk)
[n(q1 + n− k − 2)(q2 + n− k − 2)(m + n− 3)
(q1 + n− 1)(q2 + n− 2)]−1 (68)
Then we conclude that the rst term in Eq. (67) has the same form in
terms of (b, b) as the fourth term in Eq. (66) in terms of (a, a) if
f(n, k) f(n− 1, k) = −1 (69)
Analogously one can show that the fourth term in Eq. (67)
has the same form in terms of (b, b) as the rst term in Eq. (66) in
terms of (a, a) if
f(n + 1, k) f(n, k) = −1, (70)
the second term in Eq. (67) has the same form in terms of (b, b) as
the third term in Eq. (66) in terms of (a, a) if
f(n, k − 1) f(n, k) = 1 (71)
and the third term in Eq. (67) has the same form in terms of (b, b) as
the second term in Eq. (66) in terms of (a, a) if
f(n, k) f(n, k + 1) = 1 (72)
We conclude that the operator b" is compatible with AB symmetry if
there exists a function f(nk) satisfying Eqs. (69-72). Let us recall that
f(nk) should also satisfy Eq. (62). It is easy to conclude that the only
solution of these conditions is such that f(nk) does not depend on k
and has the form
f(n, k) = c(−1)n (73)
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where c is any constant such that cc = 1.
Consider now the operator b0. As follows from Eqs. (11) and
(21),
b0e(n1n2nk) = b0(a1")n1(a2")n2enk = (a1")n1b0(a2")n2enk +
n1(a1")
n1−1L+(a2")n2enk = (a1")n1(a2")n2b0enk +
n2(a1")
n1(a2")
n2−1L−enk + n1(a1")n1−1(a2")n2L+enk +
n1n2(a1")
n1−1(a2")n2−1b"enk (74)
We use Eq. (64) for computing b"enk, while for computing the action
of the operators (b0, L+, L−) on enk we derive from Eq. (13) that
b0enk = A−−enk L−enk = (A−+ + a2"A−−)(h2 − 1)−1enk
L+enk = (A
+− + a1"A−−)(h1 − 1)−1enk (75)
The rest of calculations can be carried out by analogy with the case of
the operator b".
The operators (L−, L+) can be considered according to the
same scheme. By using Eq. (11) we rst express their action on
e(n1n2nk) in terms of the action of (b", L−, L+) on enk. The result
is






Then we use Eqs. (64) and (75), and the rest of calculations can be
carried out by analogy with the case of the operator b0.
Our nal conclusion is as follows. The only possible solution
for η(n1n2nk) is
η(n1n2nk) = α(−1)n1+n2+n (77)
where α satises Eq. (44). Then all the representation operators are
compatible with AB symmetry. Hence it is indeed a fundamental sym-
metry in the GFQT.
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6 Role of spin-statistics theorem in GFQT
At this end we have not yet discussed whether the spin-statistics the-
orem imposes any restrictions on the structure of the GFQT. Let us
now return to the discussion of Eq. (44).
If the normal spin-statistics relation is satised, i.e. we have
anticommutators for odd values of s and commutators for even ones
then Eq. (44) has the form
αα = −1 (78)
for both commutators and anticommutators. This relation is a conse-
quence of the fact that our basis is not normalized to one (see Ref. [2]
for discussion). In the standard theory such a relation is impossible, so
the question arises whether it can be satised if α 2 Fp2.
Consider rst the case when α is "real", i.e. α 2 Fp. Then
Eq. (78) becomes a condition that α2 = −1 in Fp. The solution of
this relation exists if −1 can be represented as a square of an element
from Fp or, in the terminology of number theory, if −1 is a quadratic
residue in Fp. A well known fact in number theory is that −1 is a
quadratic residue in Fp if p = 1 (mod 4), and a quadratic nonresidue if
p = 3 (mod 4) [7]. For example, if p = 5 then −1 is a square in F5 since
2  2 = 4 = −1 (mod 5), but if p = 7 then −1 cannot be represented
as a square of an element from F7. We see that if (for some reasons)
α 2 Fp then the GFQT is compatible with the spin-statistics theorem
only if p = 1 (mod 4).
In the general case, when α 2 Fp2, a solution of Eq. (78)
always exists. Indeed, we can use the fact that any Galois eld is cyclic
with respect to multiplication [7]. Let r be a primitive root of Fp2. This
means that any element of Fp2 can be represented as a power of r. As
mentioned in Sect. 2, Fp2 has only one nontrivial automorphism which
is dened as α ! α = αp. Therefore if α = rk then αα = r(p+1)k.
On the other hand, since r(p
2−1) = 1, we conclude that r(p
2−1)/2 = −1.
Therefore there exists at least a solution with k = (p− 1)/2.
If the normal relation between the spin and statistics is bro-
ken, then αα = 1, and this condition can be trivially satised. There-
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fore the representation operators are compatible with AB symmetry
regardless whether the normal relation between the spin and statistics
is satised or not. In particular, the standard AdS Hamiltonian given
by Eq. (50) is positive denite in the both cases. Let us recall the
well known fact, that in the standard approach, the canonical Hamil-
tonian for spin 1/2 particles is positive denite only if they obey the
Fermi-Dirac statistics [14, 15].
We now consider two examples where the requirement about
the normal spin-statistics connection is very important.
Suppose that the particle in question is neutral, i.e. the par-
ticle coincides with its antiparticle. On the language of the opera-
tors (a, a) and (b, b) this means that these sets are the same, i.e.
a(n1n2nk) = b(n1n2nk) and a(n1n2nk)
 = b(n1n2nk). As a conse-
quence, Eq. (36) has now the form
a(n1n2nk)




Since ~nj = Nj(n, k) − nj (j = 1, 2) where the Nj(n, k) are given by
Eq. (22), then, as follows from Eqs. (25) and (77), Eqs. (79) and (80)
are compatible with each other only if αα = 1, i.e. the normal relation
spin-statistics relation is broken.
We see that the requirement about the normal spin-statistics
relation excludes the existence of neutral elementary particles in the
GFQT. For the massless case this fact has been already proved in Ref.
[5] and there it has been argued that the existence of such particles
in the GFQT would represent a serious problem. Indeed, since one
modular IR simultaneously describes a particle and its antiparticle, the
AdS energy operator necessarily contains the contribution of the both
parts of the spectrum, corresponding to the particle and its antiparticle
(see Eq. (50)). If a particle were the same as its antiparticle then Eq.
(50) would contain two equal contributions and thus the value of the
AdS energy would be twice as big as necessary.
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We believe that our second example about the role of the
spin-statistics theorem in the GFQT is extremely important. Note
rst that the AB symmetry has been formulated as the condition that
the representation operators have the same form in terms of (a, a) and
(b, b). In that case the operators (b, b) are dened in terms of (a, a) by
Eqs. (36) and (37). A desire to have operators which can be interpreted
as those relating separately to particles and antiparticles is natural in
view of our experience in the standard approach. However, in the spirit
of the GFQT, there is no need to have separate operators for particles
and antiparticles since they are dierent states of the same object. For
this reason the operators (b, b) are stricly speaking redundant. We can
therefore reformulate the AB symmetry as follows. Instead of Eqs. (36)
and (37), we consider a transformation dened as
a(n1n2nk)
 ! η(n1n2nk)a(~n1~n2nk)/F (~n1~n2nk)
a(n1n2nk) ! η(n1n2nk)a(~n1~n2nk)/F (~n1~n2nk) (81)
Then the AB symmetry can be formulated as a requirement that the
operators related to physical quantities are invariant under this trans-
formation.
The results of the previous section can now be reformulated
in such a way that the representation operators are compatible with
this new formulation of the AB symmetry (strictly speaking, the name
"AB symmetry" is not appropriate anymore but we retain it for "back-
ward compatibility"). Therefore it is reasonable to believe that the AB
symmetry in the new formulation is the fundamental symmetry in the
GFQT.
Let us now apply the AB transformation twice. Then, as
follows from Eq. (81), the same expressions which are used in proving
nonexistence of neutral elementary particles in the GFQT, lead now to
the conclusion that the square of the two AB transformations (81) is
given by
a(n1n2nk)
 ! −a(n1n2nk) a(n1n2nk) ! −a(n1n2nk) (82)
Here the minus signs arise as a consequence of Eq. (78), i.e. they are
a direct consequence of the spin-statistics theorem.
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If we return back to the usual spin units, then the relation
(82) can be formulated in such a way that, as a consequence of the
spin-statistics theorem, any particle in the GFQT (with integer or half-
integer spin) has the AB2 parity equal to −1. Therefore in the GFQT
any interaction can involve only an even number of creation and anni-
hilation operators.
7 Discussion
In the present paper we have considered massive IRs in quantum theory
based on a Galois eld (GFQT). One of the crucial dierences between
the GFQT and the standard theory is that in the former a particle
and its antiparticle represent dierent states of the same object. As
a consequence, the annihilation and creation operators for a particle
and its antiparticle can be directly expressed in terms of each other.
This imposes additional restrictions on the structure of the theory. In
particular, Eq. (36) denes a new symmetry which has no analog in
the standard theory. We have shown in Sect. 5 that this is indeed a
symmetry in the massive case since the representation operators have
the same form in terms of annihilation and creation operators for par-
ticles and antiparticles. Since for the massless case this result has been
already proved in Ref. [5], we conclude that the symmetry (called the
AB one in Ref. [5]) indeed plays a fundamental role in the GFQT.
It will be shown in a separate paper that the AB symmetry is also
compatible with supersymmetry.
The results of Sects. 4 and 5 are valid regardless whether
the spin-statistics theorem (proved by Pauli in the framework of local
quantum eld theory [6]) is broken or not. As shown in Sect. 6, if we
assume additionally that the theorem is valid in the GFQT, then the
following conclusions can be drawn:
 Statement 1: Any neutral particle can be only composite but
not elementary.
 Statement 2: Any interaction can involve only an even number
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of creation/annihilation operators.
Statement 1 has been proved in the massless case in Ref. [5]
and therefore we can conclude that it is a general property of the GFQT.
Some readers might have a desire to immediately conclude
that Statement 2 has no relevance to physics. Indeed, the existing
quantum theories of electromagnetic, electroweak, strong and grav-
itational interactions are based on interactions involving three cre-
ation/annihilation operators. These theories have achieved so great
success in describing experimental data that it seems unreasonable to
doubt about the fundamental role of triple interactions. At the same
time, the fact that three local elds interact at the same space-time
point, is the main source of diculties and inconsistencies of the mod-
ern local quantum eld theory. The matter is that interacting local eld
operators can be treated only as operator valued distributions (see e.g.
Ref. [17]) and therefore their product at coinciding points is not well
dened.
The absolute majority of physicists believes that agreement
with experiment is much more important than the lack of mathemati-
cal rigor, but not all of them think so. For example, as noted by Dirac
in Ref. [18]: 0The agreement with observation is presumably by co-
incidence, just like the original calculation of the hydrogen spectrum
with Bohr orbits. Such coincidences are no reason for turning a blind
eye to the faults of the theory. Quantum electrodynamics is rather like
Klein-Gordon equation. It was built up from physical ideas that were
not correctly incorporated into the theory and it has no sound math-
ematical foundation.0 One could agree or disagree with this statement
but in any case the majority of physicists believes that the modern
local quantum eld theory is a 0low energy approximation to a deeper
theory that may not even be a eld theory, but something dierent like
a string theory0 [15].
For these and other reasons we believe that Statement 2 could
play an important role in the future quantum physics.
It is clear from the considerations in Sect. 6 that Statement
1 and Statement 2 are related to each other. First of all, their proofs
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are based on the same formulas. It is also clear that if the photon is
not an elementary particle then the triple interaction in QED is only
an approximation. A possibility that the photon is composite has been
already discussed in the literature. For example, in Refs. [19, 20, 21] a
model where the photon is composed of two Dirac singletons [22] has
been investigated. However, in the framework of the standard theory,
the compositeness of the photon is only a possible (and attractive)
scenario while in the GFQT this is inevitable.
After the original proof of the spin-statistics theorem in the
framework of local quantum eld theory, a lot of eorts have been made
to prove the theorem under the most general assumptions (see e.g. Ref.
[23] and references therein). In deriving Statement 1 and Statement 2,
we have used the theorem in the form of Eq. (78). As explained in
Sect. 6, this expression has the following consequence. Consider the
AB transformation in the form of Eq. (81). It transforms a to a and a
to a. The repeated action of the transformation transforms a to ηa
and a to ηa where η can be called the AB2 parity. As a consequnce
of the spin-statistics theorem, η = −1 for any particle (with integer or
half-integer spin). This observation and the fundamental role of the
AB transformation in the GFQT indicate to a possibility that the most
general formulation of the spin-statistics theorem is simply this: the
AB2 parity of any particle is equal to -1. In turn, this fact immediately
leads to Statement 2. For these reasons it seems very interesting to
investigate whether the spin-statistics theorem can be proved in the
framework of the GFQT.
Let us also consider the following question. In Sect. 1 we have
argued that the standard approach to antiparticles is not quite consis-
tent. At the same time, our arguments do not apply if the symmetry
group is the de Sitter (dS) group SO(1,4). The standard theory based
on the dS group has many unusual features. For example, even in the
representation describing a free particle, the operator M05 (which is
the dS analog of the energy operator) has the spectrum in the inter-
val (−1, +1). The dS mass operator of the system of free particles
with the dS masses m1, m2...mn is not bounded below by the value of
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m1 + m2 + ...mn and also has the spectrum in the interval (−1, +1)
[1, 24]. For these and other reasons there exists an opinion that the dS
group is not suitable in particle physics. At the same time, unitary IRs
of the dS group can be interpreted in such a way that the same IR de-
scribes simultaneously a particle and its antiparticle [25]. In view of the
above discussion, this property seems to be very attractive. As shown
in Ref. [26], dS invariant theories have several interesting features. For
example, they do not contain bound states at all and, as a consequence,
the free and interacting operators are unitarily equivalent. This poses
the problem whether the notion of interactions is needed at all. It is
interesting to investigate how these results can be generalized to the
case of the GFQT.
As Weinberg says in Ref. [4], ’The other possibility, which I
have to admit is a priori more likely, is that at very high energy we
will run into really new physics, not describable in terms of a quantum
eld theory.’ The results of the present paper support the assumption
made in Ref. [1, 2, 5] that the future quantum physics will be based on
Galois elds rather than the eld of complex numbers.
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