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Resolutions for unit groups of orders
Sebastian Scho¨nnenbeck
Abstract We present a general algorithm for constructing a free resolution for
unit groups of orders in semisimple rational algebras. The approach is based on
computing a contractible G-complex employing the theory of minimal classes of
quadratic forms and Opgenorth’s theory of dual cones. The information from the
complex is then used together with Wall’s perturbation lemma to obtain the res-
olution.
Keywords Homology of arithmetic groups · Maximal Orders · Voronoi theory ·
Computational Homological Algebra
1 Introduction
Let K be an imaginary quadratic number field with ring of integers ZK . The in-
tegral homology of GL2(ZK) (or often rather the closely related group PSL2(ZK)
known as a Bianchi group) is a widely studied concept in the literature (see for ex-
ample Berkove (2000); Rahm and Fuchs (2011); Schwermer and Vogtmann (1983);
Cremona (1984)). In higher dimensions considerably less is known but there are
still some results available (see Dutour Sikiric´ et al (2011, 2016)).
The group GL2(ZK) can be thought of as the unit group of the maximal
ZK-order EndZK (Z
2
K) in the simple Q-algebra K
2×2. Thus questions about the
homology of GL2(ZK) naturally generalize to questions about the homology of
unit groups of general maximal orders in simple Q-algebras. In this article we
present an algorithm to construct a free resolution in this very general setup. The
approach generalizes the ideas used in Dutour Sikiric´ et al (2011) to compute the
integral homology of PSL4(Z) and Dutour Sikiric´ et al (2016) to compute the
integral homology of GL3 over imaginary quadratic integers. Moreover the ideas
presented here were recently used to compute maximal subgroups and presenta-
tions of these unit groups (see Coulangeon and Nebe (2014); Braun et al (2015)).
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We start out by constructing a cell complex with suitable action in the Voronoi
cone of positive definite forms (following Opgenorth (2001) which itself is a gener-
alization of Koecher (1960)). The resulting cell complex does not directly yield a
free resolution (seeing as there are usually nontrivial cell stabilizers), however, it
can be used in a subsequent step together with Wall’s perturbation lemma (Wall
(1961)) to actually construct one.
The algorithm has been implemented (using a combination of Bosma et al
(1997); GAP (2016); Ellis (2013)) in a few sample cases. In particular we were
able to construct cell complexes for certain groups of type SL2 over imaginary
quadratic integers having only finite cell stabilizers (where previously only com-
plexes with infinite stabilizers were known) and we supplement some of the results
of Dutour Sikiric´ et al (2016) by computing the torsion in the integral homology
of GL3(ZK) for K = Q(
√−7) and K = Q(√−1) in low dimensions.
The article is organized as follows. We start by reviewing some basic notions on
maximal orders in simple Q-algebras and the associated cone of positive definite
forms. In section 3 we then construct the cell complex of minimal classes and
study its geometry. Section 4 is devoted to the construction of a free resolution
starting from the non-free resolution we obtain from the cell complex and finally
in Section 5 we present some examples of the results we were able to achieve using
this method.
2 Prerequisites
In this section we want to review some facts on maximal orders in simple Q-
algebras and the cone of positive definite forms. A standard reference for the
former is Reiner (1975) and for the latter we refer to Coulangeon and Nebe (2014)
and Braun et al (2015).
2.1 Maximal orders
Let us first fix some notation. For the remainder of this article let A denote a
finite-dimensional simple Q-algebra. Then we have A ∼= Dn×n for some finite-
dimensional Q-division algebraD and n ∈ N. Furthermore we will writeK = Z(D)
for the center of K, ZK := IntZ(K) for its ring of integers, and denote a maximal
ZK-order in D by O.
Definition 1 An O-lattice of rank n is a finitely generated O-submodule of the
right D-module V := Dn containing a D-basis of V .
Remark 1 1. Let L be some O-lattice of rank n. Steinitz’s theorem (Reiner 1975,
Thm 4.13, Cor. 35.11) implies that there exist right O-ideals c1, ..., cn as well as
a D-basis e1, ..., en of V such that L = e1c1⊕ ...⊕ encn. The Steinitz invariant
of L is defined to be the class St(L) := [c1] + ...+ [cn] in the group of stable
isomorphism classes of right O-ideals.
2. If n ≥ 2 two lattices L1, L2 of equal rank are isomorphic if and only if St(L1) =
St(L2). In particular if St(L1) = [c] we have L1 ∼= On−1 ⊕ c.
3. The endomorphism ring EndO(L) = {X ∈ A | XL = L} is a maximal order in
EndD(V ) ∼= A and any maximal order in A is of this form (Reiner 1975, Cor.
27.6).
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2.2 The cone of positive definite forms
Taking the scalar extension of our simple Q-algebra A with the reals yields a
semisimple R-algebra AR := A⊗Q R which is therefore isomorphic to a direct sum
of matrix rings over R, C and H (the quaternions), respectively. We resort to the
notation of Coulangeon and Nebe (2014) and set d2 := dimK(D). Moreover let s
be the number of real places of K which ramify in D, r the number of real places
of K which do not ramify in D, and t the number of complex places of K. Having
fixed this notation we know that
DR := D ⊗Q R ∼=
s⊕
i=1
Hd/2×d/2 ⊕
r⊕
i=1
Rd×d ⊕
t⊕
i=1
Cd×d. (1)
On this algebra we define the involution ∗ (which is canonical up to the choice of
the above isomorphism) componentwise to be transposition on the matrix rings
over R and transposition and entrywise conjugation (complex or quaternionic,
respectively) on the matrix rings over C or H. This definition yields in the usual
way a map
† : Dm×nR → Dn×mR (2)
via transposition and applying ∗ componentwise, in particular we get an involution
on AR ∼= Dn×nR .
Definition 2 1. Let Σ := {F ∈ AR | F † = F} ⊂ AR denote the R-subspace of
†-Hermitian elements of AR.
2. On Σ we may define a positive definite bilinear form via
〈F1, F2〉 := Tr(F1F2) (3)
where Tr indicates the reduced trace of the semisimple R-algebra AR.
3. P will denote the cone of positive definite elements in Σ:
P := {(q1, ..., qs, f1, .., fr, h1, ..., ht) ∈ Σ | qi, fj , hk positive definite}. (4)
The elements of VR := V ⊗Q R correspond to elements of Σ in the sense that for
each x ∈ VR := V ⊗Q R we have xx† ∈ Σ.
Lemma 1 (Coulangeon and Nebe 2014, Lemma 3.2) Let F ∈ Σ, then F defines
a quadratic form on VR via
F [x] := 〈F, xx†〉, x ∈ VR. (5)
This form is positive definite if and only if F ∈ P .
With this lemma in mind we shall also refer to the elements of Σ as ’forms’.
Lemma 2 1. P is an open subset of Σ.
2. Let F1, F2 ∈ P then 〈F1, F2〉 > 0.
3. For all F1 ∈ Σ−P there exists 0 6= F2 ∈ P with 〈F1, F2〉 ≤ 0, where P denotes
the topological closure of P .
Proof 1. This is well known.
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2. We may prove this componentwise. But then the spectral theorem holds and
we may assume F1 to be a diagonal matrix with positive real entries. In this
case the assertion is obvious.
3. Let F ∈ Σ − P . In this case the form which F defines on VR is not positive
and there exists some 0 6= x ∈ VR with 〈F, xx†〉 ≤ 0. Now xx† is positive
semidefinite and therefore in the topological closure of P . ⊓⊔
The preceding lemma shows that P ⊂ Σ constitutes a self-dual cone in the
sense of Opgenorth (2001).
3 The CW-complex of well-rounded forms
We keep the notation from the previous section and are now prepared to construct
(for a given unit group of a maximal order) a cell complex with a suitable action.
The cell complex is constructed by decomposing the cone P into so called minimal
classes which were first introduced in Ash (1984) which is also our primary source.
3.1 Minimal classes
We will first introduce the notion of minimal classes which will define the desired
cell structure. Most of the paragraph will closely follow the ideas of Coulangeon and
Nebe (2014). For the remainder of this section let L denote a fixed O-lattice of rank
n, Λ := EndO(L) its ring of endomorphisms, and GL(L) := Λ
∗ the corresponding
unit group.
Lemma 3 The set ML := {ll† | 0 6= l ∈ L} is discrete in AR and admissible in
the sense of Opgenorth (2001), i.e. for each sequence (Fi)i≥1 ⊂ P converging to
an element F ∈ P − P the sequence (minx∈ML Fi [x])i≥1 converges to 0.
Proof L is discrete in VR, hence ML is discrete in Σ. Let now F ∈ P − P be a
positive semidefinite form. It suffices to construct a sequence (li)i ⊂ L− {0} such
that (F [li])i converges to 0. To do this we decompose VR = rad(F )⊕ U into the
radical of the form defined by F and an arbitrary complement U (in particular F|U
is positive definite). Now let Uǫ be the open ball of radius ǫ around 0 in U relative
to the norm defined on U by F . Then rad(F )⊕Uǫ is convex, centrally symmetric
around the origin and of infinite volume. Minkowski’s lattice point theorem then
implies that there is some 0 6= lǫ ∈ L ∩ (rad(F )⊕ Uǫ) and we have F [lǫ] ≤ ǫ. We
may therefore construct the desired sequence and the assertion follows. ⊓⊔
We will now give a short introduction to the notion of weights which was
introduced in Ash (1984) and which allows us to construct several non-equivalent
cell decompositions of the same space.
Definition 3 1. A weight ϕ on L is a GL(L)-invariant map from the projective
space P(Dn) to the positive reals with maximum 1.
2. By ϕ0 we will denote the trivial weight, i.e. ϕ0(x) := 1 for all x.
In what follows we will not strictly distinguish between a weight ϕ : P(Dn)→ R>0
and the induced map L− {0} → R>0, l 7→ ϕ(lD).
Resolutions for unit groups of orders 5
Definition 4 1. Let L = e1c1 ⊕ ...⊕ encn be a lattice. To 0 6= l =
∑n
i=1 eili ∈ L
we associate the integral left O-ideal al :=
∑n
i=1 c
−1
i li and its integral norm
N(al) := |O/al| = NK/Q(nr(al)d).
2. Let x ∈ Dn and 0 6= λ ∈ D arbitrary with xλ ∈ L. We define
Nx := N([nr(axλ)]) = min
I⊳O,[nr(I)]=[nr(axλ)]
NK/Q(nr(I)
d). (6)
3. For x ∈ Dn we set ϕ1(x) := N−2/|K:Q|x .
Proposition 1 (Coulangeon and Nebe 2014, Lemma 4.3) The function
ϕ1 : P(D
n)→ R, [x] 7→ ϕ1(x) (7)
is a well-defined weight.
We mention the strange looking weight ϕ1 at this point as in some cases (e.g.
when D is an imaginary quadratic number field) it is in some sense more natural
to work with ϕ1 instead of ϕ0 (see Coulangeon (2004) for an exposition). For the
remainder of this section we will now fix - in addition to the lattice L - a weight
ϕ.
Definition 5 1. Given F ∈ P we define the L-minimum of F with respect to ϕ
to be
minL(F ) := min
0 6=l∈L
ϕ(l)F [l] . (8)
2. The set of shortest vectors in L with respect to F and ϕ is then denoted by
SL(F ) := {l ∈ L | ϕ(l)F [l] = minL(F )}. (9)
The following remark is essential for all computations with these definitions.
Remark 2 Let F ∈ P . The set SL(F ) is finite, since
SL(F ) ⊂
{
0 6= l ∈ L | F [l] ≤ minL(F )
min0 6=y∈L ϕ(y)
}
(10)
which is a set of shortest vectors in a Z-lattice and hence finite. The set is well-
defined because ϕ attains only finitely many values.
We are now prepared to define the cell decomposition of P with respect to the
lattice L and the weight ϕ.
Definition 6 1. Let F ∈ P . ClL(F ) := {H ∈ P | SL(H) = SL(F )} is called the
minimal class of F .
2. If C = ClL(F ) is a minimal class we set SL(C) := SL(F ).
3. A minimal class C is called well-rounded if SL(C) contains a D-basis of V .
4. F ∈ P is called perfect if ClL(F ) = {aF | a ∈ R>0}.
Note that all these definitions depend on the choice of the lattice L as well as the
choice of the weight ϕ.
Remark 3 GL(L) acts on P via gF := gFg† and this action respects the decom-
position of P into the minimal classes. We therefore get a natural action of GL(L)
on the set of minimal classes.
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Lemma 4 ((Coulangeon and Nebe 2014, Lemma 5.3)) Let C ⊂ P be a
well-rounded minimal class and set TC :=
∑
x∈SL(C)
xx†. Then TC is a positive
definite form, StabGL(L)(C) = StabGL(L)(T
−1
C ), and the class C
′ is in the same
GL(L)-orbit as C if and only if T−1C and T
−1
C′ lie in the same GL(L)-orbit.
Thus it is computationally easy to construct stabilizers of minimal classes or check
whether two minimal classes lie in the same GL(L) orbit.
Remark 4 The above lemma directly implies that StabGL(L)(C) is finite for any
well-rounded class C.
3.2 A closer look at the decomposition
Let us now take a closer look at our decomposition and its geometry.
First of all note that P is a convex and thus contractible topological space.
However we do not want to use P for our computations since we have already seen
that we can only guarantee finiteness of cell stabilizers for well-rounded minimal
classes. Let us introduce some additional notation.
Definition 7 1. We will use the notation Σwr := {F ∈ P | F well-rounded} for
the space of well-rounded forms.
2. Σwr=1 will denote the space of well-rounded forms whose L-minimum is 1.
Since any form may be rescaled to have minimum 1 we will from now on think
of well-rounded minimal classes as subsets of Σwr=1.
The following result shows us that Σwr=1 is still a suitable candidate to help us
in constructing a free resolution.
Proposition 2 ((Soule´ 1978, Thm. 1)) The space Σwr (and thus Σwr=1) is a
(GL(L)-invariant) deformation retract of P and thus contractible.
As we already know about some finiteness results it is important to note that
the action of GL(L) on the cells in Σwr=1 admits only finitely many orbits. To see
this we need the following result of A. Ash.
Theorem 1 ((Ash 1984, Thm. (ii))) The set Σwr=1/GL(L) is compact.
Corollary 1 Up to positive real homotheties and the action of GL(L) there are
only finitely many perfect forms.
Proof Lemma 3 implies that (Opgenorth 2001, Lemma 1.6) holds. Hence the set
of perfect forms in Σwr=1 is discrete. Together with Ash’s aforementioned theorem
this implies the assertion. ⊓⊔
To show that this finiteness result also holds for the minimal classes of non-
perfect forms we first need some further results.
Lemma 5 Let C ⊂ Σwr=1 be a minimal class. Then C is convex.
Proof Let F1, F2 ∈ C and λ ∈ [0, 1]. Then for all l ∈ L we have
λϕ(l)F1 [l] + (1− λ)ϕ(l)F2 [l] ≥ λminL(F1) + (1− λ)minL(F2) = 1. (11)
And equality holds exactly for l ∈ SL(F1) = SL(F2). Hence C is convex. ⊓⊔
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Definition 8 On the set of minimal classes we define the following partial order-
ing:
C  C ′ :⇔ SL(C) ⊂ SL(C ′). (12)
Obviously this partial ordering is compatible with the GL(L)-action. In fact the
following lemma shows that it coincides with the inclusion ordering arising from
the cell decomposition.
Lemma 6 Let C ⊂ Σwr=1 be a minimal class and C its topological closure in Σwr=1.
Then
C =
⋃
C′C
C ′. (13)
Proof Let (Fi)i ⊂ C be a sequence converging to F . Since taking the L-minimum
is continuous, F will again have L-minimum 1 and attain this value on the elements
of SL(C). Hence by Lemma 3 we have F ∈ P and SL(C) ⊂ SL(F ) so F lies in the
above union. This shows that
⋃
C′C C
′ is in fact a closed set.
On the other hand let F ′ be in said union and F ∈ C. We set Fλ := (1−λ)F +
λF ′ and see that Fλ ∈ C for all λ ∈ [0, 1) since
ϕ(l)Fλ [l] = ϕ(l)(1− λ)F [l] + ϕ(l)λF ′ [l] ≥ (1− λ) + λϕ(l)F ′ [l] ≥ 1 (14)
with equality if and only if l ∈ SL(F ) = SL(C). Hence there is a sequence of
elements of C converging to F ′ and the assertion holds. ⊓⊔
Lemma 7 Let C ⊂ Σwr=1 be a minimal class. Then the topological closure of C
contains only finitely many perfect forms.
Proof Since we already know that there are only finitely many perfect forms up
to the action of GL(L) it suffices to show that for a given perfect form F there are
only finitely many g ∈ GL(L) with gFg† ∈ C. Now the following holds
gFg† ∈ C ⇔ SL(gFg†) ⊃ SL(C)⇔ g−†SL(F ) ⊃ SL(C)⇔ SL(F ) ⊃ g†SL(C).
(15)
Now SL(C) contains a basis for V and thus g† is uniquely determined by its values
on SL(C). Since SL(C) and SL(F ) are finite there are only finitely many maps
from SL(C) to SL(F ) and therefore in particular only finitely many g ∈ GL(L)
fulfilling the condition. ⊓⊔
Note that (Opgenorth 2001, Prop. (1.6)) implies that there always is a perfect
form in the closure of a minimal class.
Definition 9 Let C ⊂ Σwr=1 be a minimal class and N := dimR(Σ).
1. The dimension dimR(〈xx† | x ∈ SL(C)〉) is called the perfection rank of C, the
codimension N − dimR(〈xx† | x ∈ SL(C)〉) the perfection corank of C.
2. The affine space generated by C will be denoted by Aff(C).
Lemma 8 Let C ⊂ Σwr=1 be a minimal class. Then C is open in Aff(C).
Proof This a direct consequence of (Opgenorth 2001, Lemma (1.3)) which is ap-
plicable because of Lemma 3. ⊓⊔
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The following lemma shows that the perfection corank is actually a feasible way
to determine the dimension of a minimal class.
Lemma 9 Let C ⊂ Σwr=1 be a minimal class. Then Aff(C) = {F ∈ Σ | ϕ(l)F [l] =
1 ∀ l ∈ SL(C)}. Moreover the (affine) dimension of Aff(C) is precisely the perfec-
tion corank of C.
Proof We set M := {F ∈ Σ | ϕ(l)F [l] = 1 ∀ l ∈ SL(C)}. It is easy to see
that ϕ(l)〈F, ll†〉 = 1 is an affine condition on F and therefore dimR(M) is in
fact the perfection corank of C. Obviously C ⊂ M and therefore Aff(C) ⊂ M
holds. To see the converse let F ∈ C and let m1, ...,mr be a basis for the space
of translations of M . We may rescale m1, ...,mr such that F +mi ∈ P for all i.
Clearly (F +mi) [l] = 1 for all l ∈ SL(C) and after rescaling the mi again we may
also assume that (F +mi) [l] > 1 for all 0 6= l ∈ L−SL(C). But then F +mi ∈ C
for all 1 ≤ i ≤ r and C contains an affine basis of M . ⊓⊔
The following corollary is now easy to see.
Corollary 2 The perfection rank is a strictly increasing function on the set of
minimal classes with the partial ordering defined above.
Remark 5 Let C ⊂ Σwr=1 be a minimal class. Then C is bounded (as a subset of
Σ).
The last two assertions have prepared us to prove the most important of the
structural properties of our cell decomposition.
Theorem 2 Let C ⊂ Σwr=1 be a minimal class. Then its closure is the convex hull
of the perfect forms it contains.
Proof We will prove this via induction on the perfection corank. If C is the class
corresponding to a perfect form there is nothing to show. If C is not the class of
a perfect form let F ∈ C and let F ′ ∈ C be a perfect form. Now we know that C
is bounded, hence there is some ρ > 0 such that F ′′ := F + ρ(F − F ′) is in the
boundary of C. Since C was open in Aff(C) we have ClL(F
′′)  C. By induction
F ′′ is a convex combination of perfect forms in the closure of C. Now F is a convex
combination of F ′ and F ′′ which implies the assertion. ⊓⊔
This theorem has some computationally very useful consequences.
Corollary 3 Up to the action of GL(L) there are only finitely many well-rounded
minimal classes.
Corollary 4 If C ⊂ Σwr=1 is a minimal class there are only finitely many minimal
classes contained in C.
Corollary 5 Let C ⊂ Σwr=1 be a minimal class. C is a bounded polytope whose
faces are exactly the minimal classes C ′  C.
4 Homology computations
The previous section provided us with a finite-dimensional CW-complex together
with a cellular GL(L)-action. Hence the cellular chain complex arising from the
decomposition of Σwr=1 into minimal classes is in fact a chain complex of GL(L)-
modules. We want to use this information to compute a free Z[GL(L)]-resolution
of Z which may then be used for homology computations.
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4.1 Perturbations
First note that the GL(L)-modules appearing in the cellular chain complex of
Σwr=1 are not free as each cell has a non-trivial stabilizer. Hence the cellular chain
complex itself does not constitute a Z[GL(L)]-free resolution of Z. However the
following theorem originally due to C. T. C. Wall (Wall (1961)) allows us to com-
bine the cellular chain complex with free resolutions of Z over the group rings of
stabilizers of minimal classes to obtain the desired resolution. We do not worry
here about finding resolutions for the stabilizers as all these groups are finite in
which case there are computational methods readily available (see for example
Ellis (2004)).
Theorem 3 ((Ellis et al 2006, Prop. 1, Prop. 4)) Let {Ap,q | p, q ≥ 0} be a
bigraded family of ZG-free modules und d0 : Ap,q → Ap,q−1 homomorphisms such
that (Ap,∗, d0) is an acyclic chain complex for each p. We set Cp := H0(Ap,∗)
and assume furthermore that there are homomorphisms ∂ : Cp → Cp−1 such that
(C∗, ∂) is a chain complex. Then the following holds:
1. There are homomorphisms dk : Ap,q → Ap−k,q+k−1 for k ≥ 1, p > k such that
d = d0 + d1 + d2 + ... : Rn :=
⊕
p+q=n
Ap,q → Rn−1 =
⊕
p+q=n−1
Ap,q (16)
is the differential of a chain complex R∗ of free ZG-modules.
2. The canonical chain map φp : Ap,∗ → H0(Ap,∗) yields a chain map φ∗ : R∗ →
C∗ which induces an isomorphism in homology.
3. Assume that there are Z-homomorphisms h0 : Ap,q → Ap,q+1 with d0h0d0(x) =
d0(x) for all x ∈ Ap,q+1 (a so called contracting homotopy). Then we can
construct dk by first lifting ∂ to d1 : Ap,0 → Ap−1,0 and setting
dk = −h0(
k∑
i=1
didk−i) (17)
recursively on the free generators of Ap,q.
In our situation this reads as follows:
Let X := Σwr=1 denote the CW-complex of well-rounded forms of minimum 1.
For p ∈ Z≥0 let ep be a system of representatives of minimal classes of perfection
corank (dimension) p. Then
Cp(X) ∼=
⊕
c∈ep
Z[GL(L)]⊗Z[Stab(c)] Zχc (18)
where Stab(c) := StabGL(L)(c) is the stabilizer of c in GL(L) acting on Z via the
character χc induced by the action of Stab(c) on the orientation of c. Now let R
c
∗
be a Z[Stab(c)]-free resolution of Zχc then⊕
c∈ep
Z[GL(L)]⊗Z[Stab(c)] Rc∗ (19)
is a Z[GL(L)] free resolution of Cp(X) and the theorem becomes applicable.
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The algorithm to compute a free resolution in this setup is part of the GAP-
package “HAP” (Ellis (2013)) and needs as input the combinatorial structure of
the cell complex and the finite stabilizers.
The above algorithm cannot only be used for homology computations of the
full group GL(L) but also for subgroups of finite index in GL(L) if enough about
them is known (e.g. if we can check for membership and know the index in GL(L)).
For example one can do the computations for unit groups of non-maximal orders
or special linear groups over imaginary quadratic number fields. Note that if said
subgroup is torsion free every stabilizer is trivial and the cellular chain complex is
already a free resolution without first applying Wall’s perturbation lemma. Fur-
thermore all of the above still holds if we quotient by a subgroup acting trivially
on P (in most cases this will only be 〈−1〉).
5 Computational results
In this section we want to present some results obtained using the algorithm we
described in the previous section.
5.1 Groups over imaginary quadratic integers
We start with an example that is meant as a reliability check for our computations
since the homology presented here was already computed by Rahm and Fuchs
(2011) and the results presented there match ours in all considered dimensions.
Consider the imaginary quadratic number field K = Q(
√−5) and the group
Γ := PSL2(ZK). We obtain a resolution of Z over Z[Γ ] and compute:
n Hn (Γ,Z)
1 Z/2Z × Z/6Z × Z2
2 Z/2Z × Z/12Z × Z
3 (Z/2Z)2 × Z/6Z
4 (Z/2Z)3 × Z/6Z
5 (Z/2Z)4 × Z/6Z
6 (Z/2Z)5 × Z/6Z
7 (Z/2Z)6 × Z/6Z
8 (Z/2Z)7 × Z/6Z
9 (Z/2Z)8 × Z/6Z
10 (Z/2Z)9 × Z/6Z
Table 1 The integral homology of PSL2(ZK) for K = Q(
√−5)
If the ring of integers of the imaginary quadratic number field has class number
greater than one there are multiple conjugacy classes of maximal orders and the
method described here can be used to compute a resolution for each of the unit
groups. In many cases this can be used to distinguish between these groups.
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Consider the imaginary quadratic number field Q(
√−6). Then its ring of in-
tegers ZK = Z
[√−6] has class number two and thus there are two isomorphism
classes of ZK-lattices of dimension two represented by L0 := Z
2
K and L1 := ZK⊕p
where p = 〈2,√−6〉. Consequently there are two conjugacy classes of maximal or-
ders in K2×2 with corresponding unit groups GL(L0) = GL2(ZK) and GL(L1).
We compute the integral homology of these two unit groups up to degree 10 and
can for example conclude that GL(L0) and GL(L1) are not isomorphic as abstract
groups.
n Hn (GL(L0),Z) Hn (GL(L1),Z)
1 (Z/2Z4 (Z/2Z)4
2 (Z/4Z)2 × Z/12Z × Z (Z/2Z)2 × Z/12Z × Z
3 (Z/2Z)9 × Z/24Z (Z/2Z)8 × Z/24Z
4 (Z/2Z)7 (Z/2Z)6 × Z/4Z
5 (Z/2Z)13 (Z/2Z)13
6 (Z/2Z)8 × (Z/4Z)2 × Z/12Z (Z/2Z)10 × Z/12Z
7 (Z/2Z)17 × Z/24Z (Z/2Z)16 × Z/24Z
8 (Z/2Z)15 (Z/2Z)14 × Z/4Z
9 (Z/2Z)21 (Z/2Z)21
10 (Z/2Z)16 × (Z/4Z)2 × Z/12Z (Z/2Z)18 × Z/12Z
Table 2 The integral homology of GL2(ZK) and GL(ZK ⊕ p) for K = Q(
√
−6)
For linear groups over imaginary quadratic number fields in dimension higher
than 2 only little is known. The only results known to the author appeared in
Dutour Sikiric´ et al (2016) where the authors computed the homology in dimension
3 up to small torsion. Since the complexity of our cell complex grows rapidly with
the dimension and apparently with the discriminant of the order (see also 5.5) we
are not capable of computing the homology in these cases up to a high degree,
however we can compute the (so far missing) torsion in low degrees.
We consider the imaginary quadratic number field K = Q(
√−7) and the group
Γ := GL3(ZK). Using our method we can compute the integral homology up to
dimension 3 including torsion.
Hn (Γ,Z) =


Z/2Z n = 1
(Z/2Z)3 n = 2
(Z/2Z)4 × (Z/4Z)× (Z/12Z)2 × Z2 n = 3
(20)
For K = Q(
√−1) and Γ = GL3(ZK) we compute the homology up to dimension
2.
Hn (Γ,Z) =
{
Z/4Z n = 1
(Z/2Z)2 n = 2
(21)
Note that these results (in particular the dimensions of the free parts) are com-
patible with those of Dutour Sikiric´ et al (2016).
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5.2 Groups over real quadratic fields
Consider the groups GL2(ZK) where K is one of the real quadratic fields Q(
√
2)
and Q(
√
3). The groups of this type are closely related to the so-called Hilbert
modular groups. We compute the integral homology up to dimension 8 and 7,
respectively, and obtain:
n Hn
(
GL2(Z[
√
2]),Z
)
Hn
(
GL2(Z[
√
3]),Z
)
1 (Z/2Z)2 × Z (Z/2Z)2 × Z
2 (Z/2Z)6 (Z/2Z)5 × Z
3 (Z/2Z)7 × Z/48Z (Z/2Z)6 × (Z/24Z)2 × Z
4 (Z/2Z)11 × Z/24Z (Z/2Z)10 × Z/12Z × Z/24Z
5 (Z/2Z)13 × Z/4Z (Z/2Z)13 × Z/4Z
6 (Z/2Z)18 (Z/2Z)18
7 (Z/2Z)19 × Z/48Z (Z/2Z)18 × (Z/24Z)2
8 (Z/2Z)23 × Z/24Z
Table 3 The integral homology of GL2(ZK) for K = Q(
√
2),Q(
√
3)
Again we can also consider the case of a number field whose ring of integers is
not a principal ideal domain. For K = Q(
√
10) there are two isomorphism classes
of ZK-modules of dimension 2 represented by L0 = Z
2
K and L1 = ZK ⊕ p where
p = 〈2,√10〉. As was the case for Q(√−6), the integral homology is sufficient to
distinguish between the two groups GL(L0) and GL(L1).
n Hn (GL(L0),Z) Hn (GL(L1),Z)
1 (Z/2Z)2 × Z (Z/2Z)2 × Z
2 (Z/2Z)8 × Z (Z/2Z)7 × Z
3 (Z/2Z)12 × Z/12Z × Z/24Z × Z (Z/2Z)11 × Z/6Z × Z/24Z × Z
4 (Z/2Z)19 × (Z/12Z)2 (Z/2Z)18 × Z/6Z × Z/12Z
5 (Z/2Z)24 × (Z/4Z)2 (Z/2Z)24 × Z/4Z
6 (Z/2Z)32 × Z/4Z (Z/2Z)32
7 (Z/2Z)36 × Z/12Z × Z/24Z (Z/2Z)35 × Z/6Z × Z/24Z
8 (Z/2Z)43 × (Z/12Z)2 (Z/2Z)42 × Z/6Z × Z/12Z
Table 4 The integral homology of GL2(ZK) and GL(ZK ⊕ p) for K = Q(
√
10)
5.3 A quaternion order
While we mainly used the described algorithms to work out the homology of
Bianchi groups, in principle they work in a very general setup, e.g. for unit groups
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of maximal orders in quaternion algebras. Let A =
(
2,3
Q
)
be the rational quater-
nion algebra ramified at 2 and 3 and M2,3 be a maximal order in A. Then M
×
2,3
has periodic integral homology (since 〈−1〉 is the only torsion) and we obtain for
n ≥ 1:
Hn(M
×
2,3,Z) =
{
Z/24Z n ≡ 1 (mod 2)
Z/2Z n ≡ 0 (mod 2) (22)
In Braun et al (2015) one can find an algorithm to compute a presentation of
the unit groups we consider. One of the explicit example given is
M
×
2,3/{±1} ∼= 〈a, b, t | a3, b2, atbt〉. (23)
This information can also be used to study the integral homology (cf. Baumslag
et al (1981)) and an implementation is available in the software package MAGNUS
(cf. Baumslag and Miller (1997)). We compared the results obtained from the
presentation and from our implementation and are happy to report that both
yield the same integral homology, namely:
Hn(M
×
2,3/{±1},Z) =


Z/12Z n = 1
Z/6Z n ≡ 1 (mod 2), n > 1
{0} n ≡ 0 (mod 2)
(24)
The presentations for the other groups considered in this section appear to be
to complicated for MAGNUS to compute the integral homology from them.
5.4 Additional examples
For imaginary quadratic number fieldsK = Q(
√−d) with 1 ≤ d ≤ 26 we computed
resolutions for the groups GL(L) and SL(L) where L runs through a system of
representatives of isomorphism classes of lattices in K2 (whence EndZK (L) runs
through a system of representatives of conjugacy classes of maximal orders). These
complexes are freely available in the GAP-package HAP (GAP (2016); Ellis (2013))
and on the author’s homepage.
For imaginary quadratic number fieldsK = Q(
√−d) with d ∈ {1, 2, 3, 7, 11, 15}
we computed contractible complexes for the groups GL3(ZK). These complexes
are available from the author’s homepage in HAP-readable format.
For real quadratic number fields K = Q(
√
d) with 2 ≤ d ≤ 15 squarefree we
computed contractible complexes for the groups GL(L) where L runs through a
system of representatives of the ZK-isomorphism classes of modules of dimension
2. These complexes are also available from the author’s homepage in HAP-readable
format.
5.5 Sizes of the cell complexes
As previously noted the complexity of our cell complex appears to increase with
growing discriminant. To illustrate this and to give a picture of the scaling of the
algorithms we give some information in the following table. We consider the groups
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of type GL2(ZK) and GL3(ZK) with K = Q(
√−D) where −D is the discriminant
of ZK . These groups have virtual cohomological dimension 2 and 6, respectively,
and we present the number of pairwise inequivalent cells in all relevant dimensions,
the maximal number of cells appearing in the boundary of a cell (which is always
realized at a cell of maximal dimension), some information on the largest appearing
stabilizer, and the time it took to construct the full complex (i.e. without applying
Wall’s lemma). The computations were performed on an Intel core i7 processor
running at 2.93 GHz.
D nbr. of cells max. bound. max. stab. runtime
n = 2
3 [1, 1, 1] 6 Order 72 solvable < 1 sec.
4 [1, 1, 1] 4 Order 96 solvable < 1 sec.
7 [1, 2, 1] 6 Order 12 solvable < 1 sec.
8 [1, 2, 1] 4 Order 48 solvable < 1 sec.
11 [1, 2, 1] 6 Order 24 solvable < 1 sec.
15 [2, 4, 4] 6 Order 12 solvable < 1 sec.
n = 3
3 [2, 2, 3, 4, 3, 2, 1] 54 Order 1296 solvable ∼ 4.5 min.
4 [1, 1, 3, 5, 4, 3, 2] 76 Order 348 solvable ∼ 1 min.
7 [2, 2, 8, 11, 9, 6, 3] 70 C2 × PSL3(2) ∼ 1 min.
8 [2, 7, 28, 37, 26, 16, 5] 220 Order 96 solvable ∼ 6 min.
11 [12, 51, 125, 150, 91, 34, 8] 478 Order 48 solvable ∼ 59 min.
15 [11, 86, 299, 454, 338, 137, 28] 474 Order 48 solvable ∼ 16 h
Table 5 The well-rounded complexes of GL2 and GL3 over imaginary quadratic integers
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