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1 Introduction
Given two probability measures ν1 and ν2 on R
n, with finite second moments, con-
sider the set P(ν1,ν2) of probability measures on the product sample space R
2n,
such that the two n-dimensional margins have the prescribed distributions, X1 ∼ ν1
and X2 ∼ ν2. The index
W 2 = inf
{
Eµ
[
‖X1−X2‖
2
]∣∣∣µ ∈P(ν1,ν2)}
as a measure of dissimilarity between distributions has been considered by many
classical authors e.g., C. Gini, P. Levy, and M.R. Fre´chet. There is considerable con-
temporary literature discussing the indexW , which is usually called Wasserstein dis-
tance. E.g., the monograph by C. Villani [37]. We want also to mention Y. Brenier [9]
and R.J. McCann [27].
There is an important particular case, where the above problem reduces to the
Monge transport problem. Borrowing the argument from M. Knott and C.S. Smith
[18], assume Φ : Rn → R is a smooth strictly convex function and ∇Φ(X1) ∼ ν2.
Clearly, the condition
Eµ
[
‖X1−∇Φ(X1)‖
2
]
≤ Eµ
[
‖X1−X2‖
2
]
, µ ∈P(ν1,ν2) ,
turns out to be equivalent to Eµ [X1 ·∇Φ(X1)]≥ Eµ [X1 ·X2]. Latter inequality shows
that the minimum quadratic distance is attained. In view of the new formulation, let
us provide a proof.
IfΨ denotes the convex conjugate of Φ . We have
X1 ·X2 ≤Φ(X1)+Ψ(X2)
and the equality case is
X1 ·∇Φ(X1) = Φ(X1)+Ψ(∇ΦX1) .
By assumption X2 ∼ ∇Φ(X1) so that
Eµ [X1 ·∇Φ(X1)] = Eµ [Φ(X1)+Ψ(∇Φ(X1))] =
Eµ [Φ(X1)+Ψ(X2)]≥ Eµ [X1 ·X2] .
This argument, including an existence proof, is in Y. Brenier [9]. In the present
paper we shall study the same problem where all the involved distributions are Gaus-
sian. It would be feasible to reduce the Gaussian case to the general one. However,
we resort to methods specially suited for this case.
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1.1 The Gaussian case
Given two Gaussian distributions νi =Nn (µi,Σi), i= 1,2, consider the set G (ν1,ν2)
of Gaussian distributions on R2n such that the two n-dimensional margins have the
prescribed distributions, Xi ∼ νi. The corresponding index is
W 2 = inf
{
Eµ
[
‖X1−X2‖
2
]∣∣∣µ ∈ G (ν1,ν2)} . (1)
Observe that if µ1 = µ2 = 0 andU is a symmetric matrix such thatUΣ1U = Σ2,
then the previous argument applies by means of the convex function Φ(x) = 1
2
xtUx.
The value ofW 2 in Eq. (1) as a function of the mean and the dispersion matrix has
been computed by some authors, in particular: I. Olkin and F. Pukelsheim [28], D. C.
Dowson and B. V. Landau [12], C. R. Givens and R. M. Shortt [14], M. Gelbrich
[13]. They found the (equivalent) forms
W 2 = ‖µ1− µ2‖
2+Tr
(
Σ1+Σ2− 2
(
Σ
1/2
1 Σ2Σ
1/2
1
)1/2)
= ‖µ1− µ2‖
2+Tr
(
Σ1+Σ2− 2(Σ1Σ2)
1/2
)
.
(2)
Further interpretations of W are available. R. Bhatia et al. [8] showed that W
is also the solution of constrained minimization problems for the Frobenius matrix
norm ‖M‖=
√
Tr(M∗M), when µ1 = µ2 = 0. Especially,
W =min
{∥∥∥Σ1/21 U−Σ1/22 V∥∥∥∣∣∣U and V orthogonal} .
Notice that Σ1/2U is the generic transformation of the standard Gaussian to the Gaus-
sian with dispersion matrix Σ .
Because of the exponent 2 in Eq. (1), the W distance is more precisely called
L2-Wasserstein distance. Other exponents or other distances could be used in the
definition. The quadratic case is particularly relevant asW is a Riemannian distance.
More references will be given later.
In an Information Geometry perspective, we can mimic the argument of the sem-
inal paper by Amari [4], who derived the notion of both Fisher metric and natural
gradient, from the second order approximation of the Kullback-Leibler divergence.
It will be shown (see Sec. 2) that the value W 2 of Eq. (2) has the differential
second-order expansion for small H:
Tr
(
Σ +(Σ +H)− 2
(
Σ1/2(Σ +H)Σ1/2
)1/2)
≃ Tr(LΣ [H]ΣLΣ [H]) , (3)
where LΣ [H] = X is the solution to the Lyapunov equation XΣ +ΣX = H.
The quadratic form in the RHS of Eq. (3) provides a candidate to be the Rieman-
nian inner product associated with the distanceW . In addition, if f is a smooth real
function defined on a small W -sphere. i.e., W (Σ ,Σ +H) = ε for small ε , then the
increment f (Σ +H)− f (Σ) is maximized along the direction
grad f (Σ) = ∇ f (Σ)Σ +Σ∇ f (Σ) ,
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where here ∇ denotes the Euclidean gradient. The operator grad is Amari’s natural
gradient, i.e., the Riemannian gradient.
It is remarkable that all geometric objects shown in the previous equations above
may be expressed as matrix operations. In this paper, we proceed in developing sys-
tematically the Wasserstein geometry of Gaussian models according to such a for-
malism.
1.2 Relations with the literature on the general transport theory
TheWasserstein distance and its relevant geometry can be studied non-parametrically
also for general distributions. We do not pursue in this direction and refer to the
monograph by C. Villani [37]. The L2-Wasserstein metric geometry has been shown
to be Riemannian by F. Otto [29, §4] and J. Lott [21]. Cf. the earlier account by J.D.
Lafferty [19].
Let us briefly discuss Otto’s approach in the language of Information Geometry,
i.e., with reference to S. Amari and H. Nagaoka [3]. In view of the non-parametric ap-
proach first introduced in [33], and denoted by M the set of n-dimensional Gaussian
densities with zero mean, the vector bundle
HM =
{
(ρ ,φ)
∣∣∣∣ρ ∈M ,φ ∈ L2(ρ),∫ φ ρ = 0}
is the Amari Hilbert bundle on M . The Hilbert bundle contains the statistical bundle
whose fibers consist of the scores d
dt
logρ(t)
∣∣
t=0
for all smooth curves t 7→ ρ(t)∈M
with ρ(0) = ρ . In turn, the statistical bundle is the tangent space of M considered as
an exponential manifold, see [33,32].
In our present case, since the model M is an exponential family, the natural pa-
rameter is the concentration matrixC = Σ−1. The log-likelihood is
logρ(y;C) =−
1
2
log2pi +
1
2
logdetC−
1
2
y∗Cy .
If V is a symmetric matrix, the derivative ofC 7→ logρ(y;C) in the direction V is
dV logρ(y;C) =
1
2
Tr
(
C−1V
)
−
1
2
y∗Vy= Tr(φ(y;C)V )
where φ(y;C) = 1
2
(C−1− yy∗) is a symmetric matrix identified with a linear operator
on symmetric matrices Sym(n), equippedwith the Frobenius inner product. The fiber
at ρ(·;C) consists of the vector space of functions Tr(φ(·;C)V ), V ∈ Sym(n). The
inner product in the Hilbert bundle, restricted to the parameterized statistical bundle,
is the Fisher metric
FC(U,V ) =
∫
dU logρ(y;C)dV logρ(y;C) ρ(y;C) dy=
−
∫
dU Tr(φ(y;C)V ) ρ(y;C) dx=
1
2
Tr
(
UC−1VC−1
)
. (4)
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The study of the Fisher metric in the Gaussian case has been done first by L.T. Skov-
gaard [35].
F. Otto [29, §1.3], who was motivated by the study of a class of partial differential
equation, considered a inner product defined on smooth functions of the ρ-fiber of
the Hilbert bundle, as
(φ1,φ2) 7→
∫
∇φ1(x) ·∇φ2(x) ρ(x) dx . (5)
In the non-parametric case, Otto’s metric of Eq. (5) is related to the Wasserstein
distance, for a detailed study of such a metric see J. Lott [21].
If we apply this definition to our score Tr(φ(y;C)V ) = Tr
(
1
2
(C−1− yy∗)V
)
and
V ∈ Sym(n), the gradient is ∇Tr(φ(y;C)V ) =−Vy and the metric becomes
GC(U,V ) =
∫
∇Tr(φ(y;C)U) ·∇Tr(φ(y;C)V ) ρ(y;C) dy=∫
y∗VUy ρ(y;Σ) dy= Tr
(
UC−1V
)
. (6)
The equivalence between the metric in Eq. (6) and the one in Eq. (4) can be seen
by a change of parameterization both in M and in each fiber. First, one must define
the inner product at Σ to be the inner product computed in the bijection Σ ↔ C, to
get Tr(UΣV ), which is the form of the metric provided by A. Takatsu [36, Prop. A].
Second, one has to change the parameterization on each fiber of the statistical bundle
byU 7→UΣ +ΣU . The involved change of parameterization in the statistical bundle
(C,U) 7→ (C−1,UC−1+C−1U) whose inverse is (Σ ,X) 7→ (Σ−1,LΣ [X ]) produces
the desired inner product.
We mention also that the Machine Learning literature discusses a divergence in-
troduced by A. Hyva¨rinen [16], which is related to Otto’s metric. Precisely, in the
concentration parameterization the Hyva¨rinen divergence is
DH(D|C) =
1
2
∫
|∇ logρ(y;D)−∇ logρ(y;C)|2 ρ(y;C) dy=
1
2
∫
|Dy−Cy|2 ρ(y;C) dy= Tr
(
C−1(D−C)2
)
,
and the second derivative of D 7→DH(D|C) at C is
d2DH(C|C) [X ,Y ] = Tr
(
XC−1Y
)
.
In Statistics, Hyva¨rinen divergence is related to local proper scoring rules, seeM. Parry
et al. [31].
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1.3 Overview
The first two sections of the paper are mostly review of known material. In Sec. 2 we
recall some properties of the space of symmetric matrices. In particular: Riccati equa-
tion, Lyapunov equation, and the calculus regarding to the two mappings sq : A 7→ A2
and sqrt : A 7→ A1/2. The mapping σ : A 7→ AA∗, where A is a non-singular square
matrix is shown to be a submersion and the horizontal vectors at each point is com-
puted. Despite of our manifold being finite dimensional, there is no need of choosing
a basis, as all operations of interest are matrix operations. For that reason, we rely on
the language of non-parametric differential geometry of W. Klingenberg [17] and S.
Lang [20].
In Sec. 3 we discuss known results about the metric geometry induced by the
Wasserstein distance. These results are re-stated in Prop. 3 and, for sake of complete-
ness, we provide a further proof inspired by [12]. It is possible to write down an
explicit metric geodesic as done by R.J. McCann [27, Example 1.7], see Prop. 4. The
space of non-degenerate Gaussian measures (or, equivalently, the space of positive
definite matrices) can be endowed with a Riemann structure that induces the Wasser-
stein distance. This is elaborated in Sec. 4, where we use the presentation given by
[36], cf. also [8], which in turn adapts to the Gaussian case the original work [29, §4].
The remaining part of the paper is offered as a new contribution to this topic. The
Wasserstein Riemannian metric turns out to be
WΣ (U,V ) = Tr(LΣ [U ]Σ LΣ [V ]) =
1
2
Tr(LΣ [U ]V ) , (7)
at each matrix Σ , and where U,V are symmetric matrices. By submersion methods
we study the more general problem of the horizontal surfaces in GL(n), characterized
in Prop. 8. As a specialized case we get the Riemannian geodesic which agrees with
the metric geodesic of Section 3.
The explicit form of Riemannian exponential is obtained in Sec. 5. The natural
(Riemannian) gradient is discussed in Sec. 6 and some applications to optimization
are provided in Sec. 6.1. The analysis of the second-order geometry is treated in
Sec. 7, where we compute the Levi-Civita covariant derivative, the Riemannian Hes-
sian, and discuss other related topics. However, the curvature tensor will not be taken
into consideration in the present paper.
In the final Sec. 8, we discuss the results in view of applications and in Informa-
tion Geometry of statistical sub-models of the Gaussian manifold.
2 Symmetric matrices
The set G n of Gaussian distributions onRn is in 1-to-1 correspondencewith the space
of its parameters G n ∋Nn (µ ,Σ)↔ (µ ,Σ) ∈R
n×Sym+ (n). Moreover, G n is closed
for the weak convergence and the identification is continuous in both directions. A
reference for Gaussian distributions is the monograph T.W. Anderson [6].
For ease of later reference, we recall a few results on spaces of matrices. General
references are the monographs by P. R. Halmos [15], J. R. Magnus and H. Neudecker
[22], and R. Bhatia [7].
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The vector space of n×m real matrices is denoted by M(n×m), while square
matrices are denoted M(n) = M(n× n). It is an Euclidean space of dimension nm
and the vectorization mapping M(n×m) ∋ A 7→ vec(A) ∈Rnm is an isometry for the
Frobenius inner product 〈A,B〉= (vec(A))∗(vec(B)) = Tr(AB∗).
Symmetric matrices Sym(n) form a vector subspace of M(n) whose orthogonal
complement is the space of anti-symmetric matrices Sym⊥ (n). We will find it con-
venient the use, with regard to symmetric matrices, of the equivalent inner product
〈A,B〉2 =
1
2
Tr(AB), see e.g. Eq. (18) below. The closed pointed cone of non-negative-
definite symmetric matrices is denoted by Sym+ (n) and its interior, the open cone of
the positive-definite symmetric matrices, by Sym++ (n).
Given A,B ∈ Sym(n), the equation TAT = B is called Riccati equation. If A ∈
Sym++ (n) and B ∈ Sym+ (n), then the equation TAT = B has unique solution T ∈
Sym+ (n). In fact, from TAT = B it follows A1/2TA1/2A1/2TA1/2 = A1/2BA1/2 and,
in turn, A1/2TA1/2 =
(
A1/2BA1/2
)1/2
because T ∈ Sym+ (n). Hence, the solution to
Riccati equation is
T = A−1/2
(
A1/2BA1/2
)1/2
A−1/2 . (8)
Notice that det(T ) = det(A)−1/2det(B)1/2, consequently det(T ) > 0 if det(B) > 0.
In terms of random variables, if X ∈Nn (0,A) and Y =Nn (0,B), then T is the unique
matrix of Sym+ (n) such that Y ∼ TX .
A more compact closed-form solution of the Riccati equation is available. Given
A∈ Sym++ (n) and B∈ Sym+ (n), observe that AB=A1/2(A1/2BA1/2)A−1/2. By sim-
ilarity, the eigenvalues of AB are non-negative, hence the square root
(AB)1/2 = A1/2(A1/2BA1/2)1/2A−1/2 (9)
is well defined, see [7, Ex. 4.5.2]. Therefore, an equivalent formulation of Eq. (8) is
T = A−1A1/2
(
A1/2BA1/2
)1/2
A−1/2 = A−1(AB)1/2 . (10)
Since AB= A(BA)A−1, the eigenvalues of AB and BA are identical, so that the same
argument used before yields too
T = (BA)1/2A−1 . (11)
The square mapping sq : A 7→ A2 is an injection of Sym++ (n) onto itself with
derivative dX sq(A) = XA+AX . Hence, the derivative operator d sq(A) is invertible.
An alternative notation for the derivative we find convenient to use now and then is
dX sq(A) = d sq(A)[X ].
For each assigned matrixV ∈ Sym(n), the matrix X = (d sq(A))−1V is the unique
solution X in the space Sym(n) to the Lyapunov equation
V = XA+AX . (12)
Its solution will be written X = LA [V ]. Clearly we have also
V = LA [V ]A+ALA [V ] and X = LA [XA+AX ] . (13)
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The Lyapunov operator itself can be seen as a derivative. In fact, the inverse of
the square mapping sq is the square root mapping sqrt : Σ → Σ1/2. By the derivative-
of-the-inverse rule,
dV sqrt(Σ) = (d sq(sqrt(Σ)))
−1[V ] = LΣ1/2 [V ] . (14)
If Σ is the dispersion of a non-singular Gaussian distribution, then C = Σ−1 ∈
Sym++ (n) is the concentration matrix and represents an alternative and useful pa-
rameterization. From the Lyapunov equation V = XΣ +ΣX we obtain Σ−1VΣ−1 =
Σ−1X+XΣ−1, hence
LΣ [V ] = LΣ−1
[
Σ−1VΣ−1
]
and LΣ−1 [U ] = LΣ [ΣUΣ ] .
Likewise, another useful formula is
LΣ [V ] = Σ
−1/2
LΣ
[
Σ−1/2VΣ−1/2
]
Σ−1/2 . (15)
There is also a relation between the Lyapunov equation and the trace. From XΣ +
ΣX =V , it follows Σ−1XΣ +X = Σ−1V . Then
Tr(LΣ [V ]) =
1
2
Tr
(
Σ−1V
)
. (16)
We will later need the derivative of the mapping A 7→LA [V ], for a fixed V . Dif-
ferentiating the first identity in Eq. (13) in the directionU , we have
0= dULA [V ]A+LA [V ]U+ULA [V ]+AdULA [V ] .
Hence dULA [V ] is the solution to the Lyapunov equation
dULA [V ]A+A dULA [V ] =−(LA [V ]U+ULA [V ]) ,
so that we get
dULA [V ] =−LA [LA [V ]U+ULA [V ]] . (17)
It will be useful in the following to evaluate the second derivative of the mapping
sqrt : Σ 7→ Σ1/2. From Eqs. (14) and (17) it follows
d2 sqrt(Σ)[U,V ] = LΣ1/2
[
LΣ1/2 [V ]LΣ1/2 [U ]+LΣ1/2 [U ]LΣ1/2 [V ]
]
.
Lyapunov equation plays a crucial role, as the linear operator LA enters the
expression of the Riemannian metric with respect to the standard inner product,
see Eq. (7). As a consequence, the numerical implementation of the inner product
WΣ (U,V ) will require the computation of the matrix LΣ [U ]. There are many ways
to write down the closed-form solution to Eq. (12). They are discussed in [7]. How-
ever, efficient numerical solutions are not based on the closed forms, but rely on
specialized numerical algorithms, as discussed by E. L. Wachspress [38] and by V.
Simoncini [34].
We now turn to the computation of the second-order approximation of W 2 in
Eq. (2).
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Fix Σ ∈ Sym++ (n) and let H ∈ Sym(n) so that (Σ ±H) ∈ Sym++ (n). Hence,
Σ +θH ∈ Sym++ (n) for all θ ∈ [−1,+1]. Consider the expression ofW 2 with µ1 =
µ2 = 0, Σ1 = Σ , Σ2 = Σ +θH, namely
θ 7→W 2(Σ ,Σ +θH) = 2Tr(Σ)+θ Tr(H)− 2Tr
((
Σ2+θΣ1/2HΣ1/2
)1/2)
.
By Eq. (14) and Eq. (16), the first-order derivative is
d
dθ
W 2(Σ ,Σ +θH) = Tr(H)− 2Tr
(
L
(Σ2+θΣ1/2HΣ1/2)
1/2
[
Σ1/2HΣ1/2
])
=
Tr(H)−Tr
((
Σ2+θΣ1/2HΣ1/2
)−1/2(
Σ1/2HΣ1/2
))
.
Observe that d
dθW
2(Σ ,Σ +θH)
∣∣
θ=0
= 0.
The second derivative is
d2
dθ 2
W 2(Σ ,Σ +θH) = Tr
(
d
dθ
(
Σ2+θΣ1/2HΣ1/2
)−1/2(
Σ1/2HΣ1/2
))
with
d
dθ
(
Σ2+θΣ1/2HΣ1/2
)−1/2
=
(
Σ2+θΣ1/2HΣ1/2
)−1/2
×
L
(Σ2+θΣ1/2HΣ1/2)
1/2
[
Σ1/2HΣ1/2
](
Σ2+θΣ1/2HΣ1/2
)−1/2
,
so that
d2
dθ 2
W 2(Σ ,Σ +θH)
∣∣∣∣
θ=0
= Tr
(
Σ−1LΣ
[
Σ1/2HΣ1/2
]
Σ−1Σ1/2HΣ1/2
)
=
Tr
(
Σ−1/2LΣ
[
Σ1/2HΣ1/2
]
Σ−1/2H
)
= Tr(LΣ [H]H) ,
where Eq. (15) has been used. Finally, observe that
Tr(LΣ [H]ΣLΣ [H]) = Tr(LΣ [H]LΣ [H]Σ) =
1
2
Tr(LΣ [H] (LΣ [H]Σ +ΣLΣ [H])) =
1
2
Tr(LΣ [H]H) (18)
We can conclude that
W 2(Σ ,Σ +θH) =
θ 2
2
Tr(LΣ [H]H)+ o(θ
2) = θ 2Tr(LΣ [H]ΣLΣ [H])+ o(θ
2) .
Therefore, the bi-linear form in the RHS suggests the form of the Riemannian metric
to be derived.
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2.1 The mapping A 7→ AA∗
We study now the extension of the square operation to general invertible matrices,
namely the mapping σ : GL(n)→ Sym++ (n), defined by σ(A) = AA∗. Next propo-
sition shows that this operation is a submersion. We recall first its definition, see [10,
Ch. 8, Ex. 8–10] or [20, §II.2 ].
Let O be an open set of the Hilbert space H, and f : O →N a smooth surjection
from the Hilbert space H onto a manifold N , i.e., assume that for each A ∈ O the
derivative at A, d f (A) : H → Tf (A)N is surjective. In such a case, for each C ∈N ,
the fiber f−1(C) is a sub-manifold. Assigned a point A ∈ f−1(C), a vectorU ∈ H is
called vertical if it is tangent to the manifold f−1(C). Each such a tangent vectorU is
the velocity at t = 0 of some smooth curve t 7→ γ(t)with γ(0) = A and γ˙(0) =U . Pre-
cisely, from f (γ(t)) =C for all t we derive the characterization of vertical vectors. We
have d f (A)[γ˙(0)] = 0 i.e., the tangent space at A is TA f
−1( f (A)) =Ker(d f (A)). The
orthogonal space to the tangent space TA f
−1( f (A)) is called the space of horizontal
vectors at A,
HA = Ker(d f (A))
⊥ = Im(d f (A)∗) .
Let us apply this argument to our specific case. Let GL(n)⊂M(n) be the open set
of invertible matrices; O (n) the subgroup of GL(n) of orthogonal matrices; Sym⊥ (n)
the subspace of M(n) of anti-symmetric matrices.
Proposition 1 1. For each given A ∈ GL(n) we have the orthogonal splitting
M(n) = Sym(n)A⊕Sym⊥ (n)(A∗)−1 .
2. The mapping
σ : GL(n) ∋ A 7→ AA∗ ∈ Sym++ (n)
has derivative at A given by dXσ(A) = XA
∗+AX∗. It is a submersion with fibers
σ−1(C) =
{
C1/2R
∣∣∣R ∈O(n)} .
3. The kernel of the differential is
Ker(dσ(A)) = Sym⊥ (n)(A∗)−1
and its orthogonal complement, HA = Ker(dσ(A))
⊥, is
HA = Sym(n)A.
4. The orthogonal projection of X ∈M(n) onto HA is LAA∗ [XA
∗+AX∗]A.
Proof We provide here the proof for sake of completeness. See also [36] and [8].
1. If 〈B,CA〉= 0, for allC ∈ Sym(n) i.e.,CA ∈ Sym+ (n)A , then Tr(BA∗C) = 0, so
that BA∗ ∈ Sym⊥ (n) that is, B ∈ Sym⊥ (n)(A∗)−1.
2. Let the matrix A be an element in the fiber manifold σ−1(AA∗). The derivative
of σ at A, X 7→ XA∗+AX∗, is surjective, because for eachW ∈ Sym(n) we have
dσ(A)
[
1
2
W (A∗)−1
]
=W . Hence σ is a submersion and the fiber σ−1(AA∗) ={
(AA∗)1/2R
∣∣R ∈O(n)} is a sub-manifold of GL(n).
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3. Let us compute the splitting of M(n) into the kernel of dσ(A) and its orthogonal:
M(n) = Ker(dσ(A))⊕HA. The vector space tangent to σ
−1(AA∗) at A is the
kernel of the derivative at A:
Ker(dσ(A)) = {X ∈M(n)| XA∗+AX∗ = 0}= {X ∈M(n)| (AX∗)∗ =−AX∗} .
Therefore, X ∈ Ker(dσ(A)) if, and only if, AX∗ ∈ Sym⊥ (n), i.e., Ker(dσ(A)) =
Sym⊥ (n)(A∗)−1. We have just proved that this implies HA = Sym(n)A.
4. Consider the decomposition of X into the horizontal and the vertical part: X =
CA+D(A∗)−1 with C ∈ Sym(n) and D ∈ Sym⊥ (n). By transposition, we get
X∗ = A∗C−A−1D. From the previous two equations, we obtain the two equa-
tions XA∗ = C(AA∗) +D and AX∗ = (AA∗)C−D. The sum of the two previ-
ous equations is XA∗+AX∗ =C(AA∗)+ (AA∗)C, which is a Lyapunov equation
having solution C = LAA∗ [XA
∗+AX∗]. It follows that the projection is CA =
LAA∗ [XA
∗+AX∗]A
3 Wasserstein distance
The aim of this section is to discuss the Wasserstein distance for the Gaussian case
as well as the equation for the associated metric geodesic. Most of its content is an
exposition of known results.
3.1 Block-Gaussian
Let us suppose that the dispersion matrix Σ ∈ Sym+ (2n) is partitioned into n× n
blocks, and consider random variables X and Y such that[
X
Y
]
∼ N2n (µ ,Σ) , Σ =
[
Σ1 K
K∗ Σ2
]
,
so that Ki j = Cov(Xi,Yj) if i = 1, . . . ,n and j = (n+ 1), . . . ,2n. It follows that K
2
i j ≤
(Σ1)ii(Σ2) j j ≤
1
2
((Σ1)ii+(Σ2) j j), which in turn imply the bounds
‖K‖22 ≤ Tr(Σ1)Tr(Σ2) and sup
i j
∣∣Ki j∣∣≤ 1
2
(Tr(Σ1)+Tr(Σ2)) . (19)
For mean vectors µ1,µ2 ∈ R
2 and dispersion matrices Σ1,Σ2 ∈ Sym
+ (n), define
the set of jointly Gaussian distributions with given marginals to be
G ((µ1,Σ1),(µ2,Σ2)) =
{
N2n
([
µ1
µ2
]
,
[
Σ1 K
K∗ Σ2
])}
,
and the Gini dissimilarity index
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W 2((µ1,Σ1),(µ2,Σ2)) =
inf
{
E
[
‖X−Y‖2
]∣∣∣∣[XY
]
∼ γ,γ ∈ G ((µ1,Σ1),(µ2,Σ2))
}
=
‖µ1− µ2‖
2+Tr(Σ1)+Tr(Σ2)− 2sup
{
Tr(K)
∣∣∣∣[Σ1 KK∗ Σ2
]
∈ Sym+ (2n)
}
(20)
Actually, in view of either of the bounds in Eq. (19), the set G ((µ1,Σ1),(µ2,Σ2)) is
compact and the inf is attained.
It is easy to verify that
W ((µ1,Σ1),(µ2,Σ2)) =
√
min
{
E
[
‖X−Y‖2
]∣∣∣∣[XY
]
∼ γ,γ ∈ G ((µ1,Σ1),(µ2,Σ2))
}
defines a distance on the space Gn ≃ R
n×Sym+ (n). The symmetry ofW is clear as
well as the triangle inequality, by consideringGaussian distributions onRn×Rn×Rn
with given marginals. To conclude, assume that the min is reached at some γ . Then
0=W ((µ1,Σ1),(µ2,Σ2)) = Eγ
[
|X−Y |2
]
⇔ µ1 = µ2 and Σ1 = Σ2 .
A further observation is that distanceW is homogeneous i.e.,
W ((λ µ1,λ
2Σ1),(λ µ2,λ
2Σ2)) = λW ((µ1,Σ1),(µ2,Σ2)), λ ≥ 0 .
3.2 Computing the quadratic dissimilarity index
We will present a proof as given by Dowson and Landau [12], but with some correc-
tions.
Given Σ1,Σ2 ∈ Sym
+ (n), each admissible K’s in (20) belongs to a compact set
of M(n) thanks to bound (19), so the maximum of the function 2Tr(K) is reached.
Therefore, we are led to study the problem
α(Σ1,Σ2) = max
K∈M(n)
2Tr(K)
subject to
Σ =
[
Σ1 K
K∗ Σ2
]
∈ Sym+ (2n)
(21)
The value of the similar problem with max replaced by min will be denoted by
β (Σ1,Σ2).
Proposition 2
1. Let Σ1,Σ2 ∈ Sym
+ (n). Then
α(Σ1,Σ2) = 2Tr
((
Σ
1/2
1 Σ2Σ
1/2
1
)1/2)
and β (Σ1,Σ2) =−α(Σ1,Σ2) .
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2. If moreover det(Σ1)> 0, then
α(Σ1,Σ2) = 2Tr
(
(Σ1Σ2)
1/2
)
.
Proof (point (1)) A symmetric matrix Σ ∈ Sym(2n) is non-negative defined if, and
only if, it is of the form Σ = SS∗, with S ∈M(2n). Given the block structure of Σ in
(21), we can write [
Σ1 K
K∗ Σ2
]
=
[
A
B
][
A∗ B∗
]
=
[
AA∗ AB∗
BA∗ BB∗
]
,
where A and B are two matrices in M(n× 2n).
Therefore, problem (21) becomes
α(Σ1,Σ2) = max
A,B∈M(n×2n)
2Tr(AB∗)
subject to
Σ1 = AA
∗, Σ2 = BB
∗
We have already observed that the optimum exists, so the necessary conditions
of Lagrange theorem allows us to characterize this optimum. However, the two con-
straints Σ1 = AA
∗ and Σ2 = BB
∗ are not necessarily regular at every point (i.e., the
Jacobian of the transformation may fail to be of full rank at some point), so we must
take into account that the optimum could be an irregular point. To this purpose, as a
customary, we shall adopt Fritz John first-order formulation for the Lagrangian (see
[25]).
We shall initially assume that both Σ1 and Σ2 are non-singular.
Let then (ν0,Λ ,Γ )∈ {0,1}×Sym(n)×Sym(n), (ν0,Λ ,Γ ) 6= (0,0,0), where the
symmetric matrices Λ and Γ are the Lagrange multipliers. The Lagrangian function
will be
L= 2ν0Tr(AB
∗)−Tr(ΛAA∗)−Tr(ΓBB∗)
= 2ν0Tr(AB
∗)−Tr(A∗ΛA)−Tr(B∗ΓB)
The first-order conditions of L lead to{
ν0B= ΛA, ν0A= ΓB
Σ1 = AA
∗, Σ2 = BB
∗ . (22)
In the case ν0 = 1, i.e., the case of stationary regular points, Eq. (22) becomes{
B= ΛA, A= ΓB
Σ1 = AA
∗, Σ2 = BB
∗ , (23)
which in turn implies {
ΛΣ1Λ = Σ2
Γ Σ2Γ = Σ1
, Λ ,Γ ∈ Sym(n) (24)
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and further
K = Σ1Λ = Γ Σ2.
Of course, Eqs. (24) could be more general than Eqs. (23) and thus possibly con-
tain undesirable solutions. In this light, we establish the following facts, in which
both matrices Σ1 and Σ2 must be nonsingular. Notice that in this case Eqs. (24) imply
that both Λ and Γ are nonsingular as well.
Claim 1: If (Γ ,Λ) is a solution to (24) and Λ−1 = Γ , then the couple (Γ ,Λ) are
Lagrange multipliers of Problem (21).
Actually, let Σ1 = AA
∗, A ∈ M(n× 2n) be any representation of the matrix Σ1.
Define B= ΛA so that A= Λ−1B= ΓB. Moreover
BB∗ = ΛAA∗Λ = ΛΣ1Λ = Σ2 ,
and so (Λ ,Γ ) are multipliers associated with the feasible point (A,B).
Claim 2: The set of solutions to (24), such that Γ−1 = Λ , is not empty. In particular,
there is a unique pair
(
Λ˜ ,Γ˜
)
where both Λ˜ and Γ˜ are positive definite.
We have already observed that Eqs. (24) imply that Λ and Γ are nonsingular.
Moreover, we have Γ−1Σ1Γ
−1 = Σ2. Recalling that Riccati’s equation has one and
only one solution in the class of positive definite matrices, then X = Λ = Γ−1.
Now we proceed to study the solutions to ΛΣ1Λ = Σ2 and we shall show that Eq
(24) has infinitely many solutions. In correspondence to each one Λ , the value of the
objective function will be given by 2Tr(K) = 2Tr(Σ1Λ). Therefore, we must select
the matrix Λ such that Tr(Σ1Λ) be maximized.
Following [12], we define
R= Σ
1/2
1 ΛΣ
1/2
1 ∈ Sym(n) ,
so that, in view of (24), we have
R2 = Σ
1/2
1 ΛΣ
1/2
1 Σ
1/2
1 ΛΣ
1/2
1 = Σ
1/2
1 ΛΣ1ΛΣ
1/2
1 = Σ
1/2
1 Σ2Σ
1/2
1 ∈ Sym
+ (n) . (25)
Moreover,
Tr(R) = Tr
(
Σ
1/2
1 ΛΣ
1/2
1
)
= Tr
(
Σ
1/2
1 Σ
1/2
1 Λ
)
= Tr(Σ1Λ) = Tr(K) .
Eq. (25) shows that, though the Lagrangian can have many rest points (i.e., many
solutions Λ ) the matrix R2 = Σ
1/2
1 Σ2Σ
1/2
1 ∈ Sym
+ (n) remains constant. Not so the
value of the objective function Tr(K) = Tr(R) which depends on R (i.e., on Λ ).
Let
R2 = ∑
k
λkEk
denote the spectral decomposition of R2, then the solutions to R will be
R= ∑
k
εkλ
1/2
k Ek
Wasserstein Riemannian Geometry of Gaussian Densities 15
with εk = ±1. Hence Tr(K) = Tr(R) will be maximized whenever εk ≡ 1 and so
R ∈ Sym+ (n). Clearly the objective function will be minimized if εk ≡ −1. From
now on the proof of the min statement follows similarly.
Hence the maximum of the trace occurs at
R=
(
Σ
1/2
1 Σ2Σ
1/2
1
)1/2
,
namely Λ = Σ
−1/2
1
(
Σ
1/2
1 Σ2Σ
1/2
1
)1/2
Σ
−1/2
1 . Thanks to Claims 1-2 this matrix is a
multiplier of the Lagrangian and so we would have
α (Σ1,Σ2) = 2Tr
(
Σ
1/2
1 Σ2Σ
1/2
1
)1/2
, (26)
as long as the optimum is attained at a regular point. In fact, to complete the proof,
we must still examine the case ν0 = 0, for which Eq. (22) becomes
ΛA= 0, ΓB= 0 .
It follows
ΛΣ1 = ΛAA
∗ = 0
Γ Σ2 = ΓBB
∗ = 0 ,
and consequently Λ = Γ = 0. Therefore there is no irregular point, provided Σ1 and
Σ2 are not singular matrices. So we have proved the relation (26) under the above
assumptions.
Last step will be that of extending our result to possibly singular matrices Σ1 and
Σ2.
Given the two matrices Σ1,Σ2 ∈ Sym
+ (n), set
Σ1 (ε) = Σ1+ εIn and Σ2 (ε) = Σ2+ εIn, with ε ∈ [0,1] .
If ε > 0, then
det(Σi+ εI) =
n
∏
j=1
(λi, j+ ε)> 0, i= 1,2 .
where λi, j, j = 1, . . . ,n is a set of eigenvalues of Σi , i = 1,2. Let us consider the
parametric programming problem
α(Σ1(ε),Σ2(ε)) = max
K∈M(n)
2Tr(K)
subject to[
Σ1(ε) K
K∗ Σ2(ε)
]
∈ Sym+ (2n)
Observe that the feasible region is contained in a compact set independent of ε ∈ [0,1]
because of the bound (19).
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Now the continuity of the optimal value ε 7→ α(Σ1(ε),Σ2(ε)) follows easily from
Berge maximum theorem, see for instance [2, Th. 17.31]. Hence
α(Σ1,Σ2) = lim
ε→0
α(Σ1(ε),Σ2(ε)) = 2Tr
(
(Σ
1/2
1 Σ2Σ
1/2
1 )
1/2
)
and the assertion is proved for any Σ1,Σ2 ∈ Sym
+ (n).
Proof (point (2)) From Eq. (9) we have
Tr
((
Σ
1/2
1 Σ2Σ
1/2
1
)1/2)
= Tr
(
Σ
1/2
1
(
Σ
1/2
1 Σ2Σ
1/2
1
)1/2
Σ
−1/2
1
)
= Tr
(
(Σ1Σ2)
1/2
)
.
The following result provides exact both lower and upper bounds ofE
[
‖X−Y‖2
]
.
Proposition 3 Let X ,Y be multivariate Gaussian random variables taking values in
Rn and having means µ1 and µ2 and dispersion matrices Σ1 and Σ2 respectively.
Then
‖µ1− µ2‖
2+Tr
(
Σ1+Σ2− 2
(
Σ
1/2
1 Σ2Σ
1/2
1
)1/2)
≤ E
[
‖X −Y‖2
]
≤
‖µ1− µ2‖
2+Tr
(
Σ1+Σ2+ 2
(
Σ
1/2
1 Σ2Σ
1/2
1
)1/2)
.
If detΣ1 6= 0, then the extremal values are attained at the joint distribution of
[
X
µ2±T (X− µ1)
]
∼
N2n
([
µ1
µ2
]
,
[
Σ1 ±TΣ1
±Σ1T Σ2
])
= N2n
([
µ1
µ2
]
,
[
Σ1 ±(Σ2Σ1)
1/2
±(Σ1Σ2)
1/2 Σ2
])
,
respectively, where T ∈ Sym+ (n) is the solution to the Riccati equation TΣ1T = Σ2.
Proof From Proposition 2 and Eq. (20), it follows
min
[
‖X −Y‖2
]
= ‖µ1− µ2‖
2+Tr(Σ1)+Tr(Σ2)− 2Tr
((
Σ
1/2
1 Σ2Σ
1/2
1
)1/2)
,
max
[
‖X −Y‖2
]
= ‖µ1− µ2‖
2+Tr(Σ1)+Tr(Σ2)+ 2Tr
((
Σ
1/2
1 Σ2Σ
1/2
1
)1/2)
.
To check the extremal points it suffices to observe that, in view of relation (8):
Tr(TΣ1) = Tr
(
Σ
−1/2
1
(
Σ
1/2
1 Σ2Σ
1/2
1
)1/2
Σ
1/2
1
)
= Tr
((
Σ
1/2
1 Σ2Σ
1/2
1
)1/2)
.
Hence it is verified that the extremal values are attained at Y = µ2±T (X − µ1). In
the second form of the distribution we are using Eq. (10) and Eq. (11).
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The W -distance defines on R× Sym++ (n) a metric geometry with geodesics.
This result is due to [27].
Proposition 4 The relation
W ((µ1,Σ1),(µ2,Σ2)) =
√
‖µ1− µ2‖
2+Tr
(
Σ1+Σ2− 2
(
Σ
1/2
1 Σ2Σ
1/2
1
)1/2)
(27)
defines a distance on Rn× Sym+ (n). The geodesic from (µ1,Σ1) to (µ2,Σ2), with
(µ1,Σ1),(µ2,Σ2) ∈R
n×Sym++ (n), is the curve
Γ : [0,1] ∋ t 7→ (µ(t),Σ(t)) ,
where µ(t) = (1− t)µ1+ tµ2 and
Σ(t) = ((1− t)I+ tT)Σ1((1− t)I+ tT ) =
(1− t)2Σ1+ t
2Σ2+ t(1− t)
(
(Σ1Σ2)
1/2+(Σ2Σ1)
1/2
)
,
and T is the (unique) non-negative definite solution to the Riccati equation TΣ1T =
Σ2.
Proof Clearly, Γ (0) = (µ1,Σ1) and Γ (1) = (µ2,Σ2). Let us compute the distance
between Γ (0) and the point
Γ (t) = (µ(t),Σ(t)) = (µ1+ t(µ2− µ1),((1− t)I+ tT )Σ1((1− t)I+ tT)) .
We have
Σ
1/2
1 Σ(t)Σ
1/2
1 = Σ
1/2
1 ((1− t)I+ tT )Σ1((1− t)I+ tT)Σ
1/2
1
=
(
Σ
1/2
1 ((1− t)I+ tT)Σ
1/2
1
)(
Σ
1/2
1 ((1− t)I+ tT)Σ
1/2
1
)
,
so that (
Σ
1/2
1 Σ(t)Σ
1/2
1
)1/2
= Σ
1/2
1 ((1− t)I+ tT )Σ
1/2
1 ,
and hence
Tr
((
Σ
1/2
1 Σ(t)Σ
1/2
1
)1/2)
=
Tr
(
Σ
1/2
1 ((1− t)I+ tT)Σ
1/2
1
)
= (1− t)Tr(Σ1)+ tTr(TΣ1) .
We have
Tr(Σ(t)) = Tr(((1− t)I+ tT )Σ1((1− t)I+ tT))
= (1− t)2Tr(Σ1)+ 2t(1− t)Tr(TΣ1)+ t
2Tr(Σ2)
Collecting all the above results,
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Tr
(
Σ1+Σ(t)− 2
(
Σ
1/2
1 Σ(t)Σ
1/2
1
)1/2)
= Tr(Σ1)+
(1− t)2Tr(Σ1)+ 2t(1− t)Tr(TΣ1)+ t
2Tr(Σ2)− 2(1− t)Tr(Σ1)− 2tTr(TΣ1) =
t2Tr(Σ1)+ t
2Tr(Σ2)− 2t
2Tr(TΣ1) = t
2Tr
(
Σ1+Σ2− 2
(
Σ
1/2
1 Σ2Σ
1/2
1
)1/2)
.
In conclusion,
W (Γ (0),Γ (t)) =√
‖µ(0)− µ(t)‖2+Tr
(
Σ(0)+Σ(t)− 2
(
Σ(0)1/2Σ(t)Σ(0)1/2
)1/2)
=
tW (Γ (0),Γ (1)) .
We end this section by adding a few remarks.
In metric space, the definition of geodesic we use here is related to Merger con-
vexity property, see [30, p. 78]. A stronger definition requires the proportionality of
the distance between couple of points on the curve, i.e.,
W (Γ (s),Γ (t)) = |t− s|W (Γ (0),Γ (1)) ,
for s, t ∈ [0,1]. It will be proved later that in fact our geodesics enjoy such a stronger
property.
Clearly Proposition 4 still holds under the only assumption that Σ1 is not singular,
but the case in which both the distributions are degenerate remains excluded.
The simplest example occurs when the two subspaces, RangeΣ1 and RangeΣ2,
are orthogonal. In this case, for all joint distribution of the random vector (X ,Y ),
with marginals X ∼N2 (0,Σ1) and Y ∼ N2 (0,Σ2) , the values of X and Y will lie into
orthogonal subspaces, so that XY ∗ = 0. Hence ‖X−Y‖2 = ‖X‖2+ ‖Y‖2, and
E‖X−Y‖2 = E‖X‖2+E‖Y‖2 = Tr(Σ1)+Tr(Σ2) .
So any joint distribution (X ,Y ) attains the optimal value
√
Tr(Σ1)+Tr(Σ2).
If we now define X(t) = (1− t)X+ tY , then
E
[
‖X−X(t)‖2
]
= E
[
t2‖X−Y‖2
]
= t2 [Tr(Σ1)+Tr(Σ2)] ,
consequently X(t) is the geodesic joining the two random vectors X and Y .
The previous example can be extended by taking two singular matrices
Σ1 = σ
2
1 vv
∗ and Σ2 = σ
2
2ww
∗
where v 6= w ∈ Rn and ‖v‖= ‖w‖= 1. Clearly, RangeΣ1∩RangeΣ2 = {0} and they
are one-dimensional spaces spanned by vectors v and w, respectively (it is not restric-
tive to assume v∗w≥ 0, too). By Eq. (27),
G(Σ1,Σ2) =
√
σ21 +σ
2
2 − 2σ1σ2v
∗w.
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Despite singularity of these matrices, it can be directly found the point realizing the
minimum in (20), which is the singular matrix in Sym+ (2n):[
σ21 vv
∗ σ1σ2vw
∗
σ1σ2wv
∗ σ22ww
∗
]
=
[
σ1v
σ2w
][
σ1v
∗ σ2w
∗
]
.
4 Wasserstein Riemannian geometry
We have seen how to compute the geodesic for the distanceW . Since the component
Rn carries the standard Euclidean geometry, we focus on the geometry of the matrix
part, i.e., we shall restrict our analysis to 0-mean distributions Nn (0,Σ). Moreover,
Σ will be assumed to be positive definite. Our purpose is to endow the open set
Sym++ (n) with a structure of Riemannian manifold whose metric tensor generates
the Wasserstein distance. The Riemannian metric is obtained by pushing forward the
Euclidean geometry of square matrices to the space of dispersion matrices via the
mapping σ : A 7→ AA∗ = Σ . This approach has been introduced by F. Otto [29] in the
general non-parametric case and developed in the Gaussian case by A. Takatsu [36]
and R. Bhatia [8].
In view of Prop. 1, σ : GL(n)→ Sym++ (n)⊂M(n) is a submersion and HA =
Sym(n)A is the space of horizontal vectors at A.
We recall that a submersion f : GL(n)→ Sym++ (n) is called Riemannian if for
all A the differential restricted to horizontal vectors
d f (A)|
HA
: HA → Tf (A)Sym
++ (n) = Sym(n)
is an isometry i.e.,
U,V ∈HA ⇒ 〈d f (A)[U ],d f (A)[V ]〉 f (A) = 〈U,V 〉 . (28)
A linear isometry is always 1-to-1 and, if it is onto, we can write backward that
X ,Y ∈ Tf (A)Sym
++ (n)⇒ 〈X ,Y 〉 f (A) =
〈(
d f (A)|
HA
)−1
X ,
(
d f (A)|
HA
)−1
Y
〉
.
Conversely, the previous equation provides the definition of a metric on Sym++ (n)
for which the submersion f is Riemannian.
If UA is the projection of U on HA, then d f (A)[U ] = d f (A)[UA] and Eq. (28)
becomes
U,V ∈ Sym(n)⇒ 〈d f (A)[U ],d f (A)[V ]〉 f (A) =
〈d f (A)[UA],d f (A)[VA]〉 f (A) = 〈UA,VA〉 .
In general, a submersion induces a local diffeomorphisms from horizontal spaces
to the image manifold. In our case, the submersion σ provides a global parameter-
ization of the manifold of symmetric matrices. Fix a matrix A ∈ GL(n) such that
σ(A) = AA∗ = Σ , and consider the open convex cone
H
++
A = Sym
++ (n)A⊂HA.
We denote by σA the restriction to H
++
A of σ .
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Proposition 5 For all A ∈ GL(n), the mapping
σA : H
++
A ∋ B 7→ BB
∗ =C ∈ Sym++ (n)
is a surjective bijection, with inverse
σ−1A (C) =C
−1/2(C1/2ΣC1/2)1/2C−1/2A .
Proof For eachC ∈ Sym++ (n), the equation
C = BB∗ = (BA−1A)(BA−1A)∗ = (BA−1)Σ(BA−1)∗
is a Riccati equation for BA−1. As B ∈ Sym++ (n)A, we have BA−1 ∈ Sym++ (n) and
BA−1 =C−1/2(C1/2ΣC1/2)1/2C−1/2
is the unique solution.
We come now to the point, i.e., the construction of a metric based on horizontal
vectors at a given matrix Σ . We are here using Prop. 1.
Proposition 6 The inner product
〈U,V〉Σ ≡WΣ (U,V ) = Tr(LΣ [U ]ΣLΣ [V ]) , U,V ∈ Sym(n) ,
defines a metric on Sym++ (n) such that σ : A 7→ AA∗ is a Riemannian submersion.
Proof Let X ∈M(n) and consider the decomposition of X = XV +XH with XV vertical
at A and XH horizontal at A. Then dσ(A)[X ] = dσ(A)[XH ] and the restriction of the
derivative dσ(A) to the vector space HA of horizontal vectors at A is 1-to-1 onto the
tangent space of Sym++ (n) at AA∗, that is, Sym(n). For such a restriction, for each
H ∈HA,
U = dσ(A)[H] = HA∗+AH∗ = HA−1AA∗+A(HA−1A)∗
= (HA−1)AA∗+AA∗(HA−1)∗ = (HA−1)AA∗+AA∗(HA−1) ,
so that the inverse mapping of the restriction is given by
H =
(
dσ(A)|
HA
)−1
(U) = LAA∗[U ]A , (29)
Let us push-forward the inner product from HA to TAA∗ Sym
++ (n).
From Eq. (29), we have
WAA∗(U,V ) =
〈(
dσ(A)|
HA
)−1
(U),
(
dσ(A)|
HA
)−1
(V )
〉
=
〈LAA∗ [U ]A,LAA∗[V ]A〉= Tr(LAA∗ [U ]AA
∗
LAA∗ [V ]) .
which depends on AA∗ = Σ only.
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Next proposition provides a useful tensorial form of Wasserstein Riemannian
metric.
Proposition 7 It holds
WΣ (U,V ) =
1
2
〈LΣ [U ],V〉 ≡ 〈LΣ [U ],V 〉2 .
Proof We have
Tr(LΣ [U ]ΣLΣ [V ]) = Tr(LΣ [V ]ΣLΣ [U ]) = Tr(LΣ [U ]LΣ [V ]Σ) ,
and, taking the semi-sum of the first and the last term of the previous equation,
WΣ (U,V ) =
1
2
Tr{LΣ [U ] [LΣ [V ]Σ +ΣLΣ [V ]]}=
1
2
Tr{LΣ [U ]V} .
After having shown in Prop. 4 the existence of a metric geodesic for the Wasser-
stein distance, connecting a pair of matrices Σ1,Σ2 ∈ Sym
++ (n), we prove that the
same curve is the Wasserstein Riemannian geodesic, see R.J. McCann [26] and also
[36,8]. More generally, we now discuss the existence of affine horizontal surfaces in
GL(n) and the existence of geodesically convex surfaces in Sym++ (n). As a partic-
ular case, the result gives rise to the desired Riemannian geodesics.
A surface θ 7→ A(θ ) ∈ GL(n), with θ ∈ Θ and Θ open subset of Rn, is called
horizontal for the submersion σ : A 7→ AA∗, if ∂/∂θ jA(θ ) ∈HA(θ) for each j and θ ,
i.e., (
∂
∂θ j
A(θ )
)
A(θ )−1 ∈ Sym(n) . (30)
A surface is horizontal if, and only if, every smooth curvewhich lies in it is horizontal.
Proposition 8 1. The surface Θ ∋ θ 7→ A(θ ) ∈ GL(n) is horizontal for σ if, and
only if,
∂
∂θ j
A∗(θ )A(θ ) = A∗(θ )
∂
∂θ j
A(θ ), j = 1, . . . ,k , θ ∈Θ . (31)
2. Let
A(θ ) = A0+
k
∑
i=1
θi(Ai−A0) , θ ∈Θ , (32)
be a surface in GL(n) with the k-simplex of Rk contained in Θ . The surface is
horizontal if, and only if,
A∗jAi = A
∗
i A j , i, j = 0, . . . ,k .
3. Let be given Σ0,Σ1 ∈ Sym
++ (n) and choose A0,A1 such that Σ0 = A0A
∗
0 and
Σ1 = A1A
∗
1. The line
A(θ ) = (1−θ )A0+θA1 (33)
is horizontal for θ in an open interval containing 0 and 1 if, and only if, A1 =
TA0 with T ∈ Sym
++ (n). This implies T is the solution of the Riccati equation
TΣ0T = Σ1.
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4. Let be given Σ j = A jA
∗
j ∈ Sym
++ (n), j = 0,1 . . . ,k. The surface
θ 7→ A0+
k
∑
j=0
θk(A j−A0)
is horizontal in an open set of parameters containing the k-simplex if, and only if,
Ai = Ti jA j with Ti j ∈ Sym
++ (n), i, j = 0, . . . ,k.
Proof 1. Eq. (30) is equivalent to A∗(θ )−1∂/∂θ jA
∗(θ ) = ∂/∂θ jA(θ )A(θ )
−1 hence
to ∂/∂θ jA
∗(θ )A(θ ) = A∗(θ )∂/∂θ jA(θ ).
2. For the surface in Eq. (32) we have ∂/∂θ jA(θ ) = A j so that Eq. (31) becomes
A∗j(θ )A(θ ) = A
∗(θ )A j(θ ), j = 1, . . . ,k , θ ∈Θ .
If θ = 0, it holds A∗jA0 = A
∗
0A j, j = 1, . . . ,k. If θ = ei then it holds A
∗
jAi = AiA
∗
j
for i, j = 1, . . . ,k. The converse holds by linearity.
3. Assume θ 7→ A(θ ) of Eq. (33) is horizontal on Θ . Then, from the previous item
we knowA∗1A0=A
∗
0A1. In turn, this impliesA
∗
0
−1A∗1 =A1A
−1
0 , hence T =A1A
−1
0 ∈
Sym(n). It follows TΣ0T = A1A
−1
0 Σ0(A
∗
0)
−1A∗1 = Σ1. It remains to show that T
is positive definite. Actually, it holds
(1−θ )A0+θA1 = ((1−θ )I+θT )A0 ∈ GL(n) , θ ∈Θ .
If λi are eigenvalues of the matrix T , then the eigenvalues of the matrix (1−
θ )I+ θT are (1− θ )+ θλi. As they are never zero for any θ ∈ [0,1], it follows
that no λi can be negative. The λi are not zero by assumption and the conclusion
T ∈ Sym++ (n) follows.
Conversely, if T ∈ Sym++ (n) and TA0 = A1, then A
∗
1A0 = A
∗
0TA0 is symmetric.
Consequently, for all θ such that (1− θ )A0 + θA1 ∈ GL(n) the curve is hori-
zontal. On the other hand, (1− θ )I+ θT is the convex combination of positive
definite matrices then it is positive definite on an open interval containing [0,1].
4. The proof follows exactly the same arguments as in the 2-points case of the pre-
vious item.
We conclude by discussing the existence of the geodetic surfaces that have been
characterized in the previous proposition. The result shows that there is equality be-
tween the metric geodesic derived from the Wasserstein distance and the the geodesic
we obtain from the submersion argument. Moreover, we characterize the existence of
geodesically convex surfaces with given vertices.
Corollary 1 1. Given Σ0,Σ1 ∈ Sym
++ (n), there exists an open interval Θ ⊃ [0,1]
such that the curve
Σ(θ ) = ((1−θ )I+θT )Σ0 ((1−θ )I+θT) , θ ∈Θ , (34)
is the Wasserstein Riemannian geodesic through Σ0 and Σ1, with TΣ0T = Σ1.
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2. Let Σ0, . . . ,Σk ∈ Sym
++ (n), there exists an open set Θ containing the k-simplex
such that the surface
Σ(θ ) =
(
I+
k
∑
j=1
θ (Tj− I)
)
Σ0
(
I+
k
∑
j=1
θ (Tj− I)
)
, θ ∈Θ ,
is the Wasserstein Riemannian geodesic surface through Σ0, . . . ,Σk if, and only if,
the matrices Tj, which are the positive definite solution of the Riccati equations
TjΣ0Tj, j = 1, . . . ,k, pairwise commute.
Proof 1. Pick A0 = Σ
1/2
0 U , with U ∈ O(n), and A1 = TA0, where T is the positive
definite solution of the Riccati equation TΣ0T =Σ1 and so A1A
∗
1 =Σ1. By Prop. 8,
Item 3, θ 7→ A(θ ) is horizontal in GL(n). Consequently, Σ(θ ) = A(θ )A∗(θ ) is a
geodesic.
2. In view of Prop. 8, Item 4, Ti j = TiT
−1
j . The surface is horizontal if, and only
if, each Ti j is symmetric, that is, TiT
−1
j = TjT
−1
i , which, in turn, is equivalent to
TiTj = TjTi.
Unlike the two-points case, the commutativity condition puts severe restrictions on
the set of matrices Σ0,...,Σk generating a geodesic surface, when k> 1. For instance, if
Σ0 = I, then we have Ti =Σ
1/2
i . Hence, Corollary 9 entails that the matrices I,Σ1,...,Σk
generate a geodesic surface if, and only if, they pairwise commute.
5 Wasserstein Riemannian exponential
We aim now at reformulating a Riemannian geodesic in terms of the exponentialmap.
In other words, the purpose is that of writing the geodesic arc passing through a given
point and having a given velocity at the point itself.
The velocity of the geodesic of Eq. (34) is
Σ˙(θ ) = (T − I)Σ0+Σ0(T − I)+ 2θ (T − I)Σ0(T − I) .
Using the horizontal lift Σ(θ ) = A(θ )A∗(θ ), the velocity turns out to be
Σ˙(θ ) = A˙(θ )A∗(θ )+A(θ )A˙∗(θ ) = A˙(θ )A−1(θ )Σ(θ )+Σ(θ )A∗(θ )−1A˙∗(θ ) ,
where A˙(θ )A−1(θ ) ∈ Sym(n) by Eq. (30). Therefore,
A˙(θ )A−1(θ ) = A∗(θ )−1A˙∗(θ ) = LΣ(θ)
[
Σ˙ (θ )
]
.
In particular, the initial velocity is
Σ˙(0) = (T − I)Σ(0)+Σ(0)(T − I) . (35)
and T − I = LΣ(0)
[
Σ˙ (0)
]
.
Let us compute the norm of the velocity in the Riemannian metric. The value of
W 2(Σ˙ , Σ˙) at Σ(θ ) is
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Tr
(
LΣ(θ)
[
Σ˙ (θ )
]
Σ(θ )LΣ(θ)
[
Σ˙(θ )
])
=
Tr
(
A˙(θ )A−1(θ )A(θ )A∗(θ )A∗(θ )−1A˙∗(θ )
)
=
Tr
(
A˙(θ )A˙∗(θ )
)
= Tr((T − I)Σ(0)(T − I)) .
It is constant, as we expect from the definition by isometric submersion. Also, we can
confirm that the length of the geodesic is
√
Tr((T − I)Σ(0)(T − I)) =
√
Tr(Σ0+Σ1+TΣ0+Σ0T ) =√
Tr
(
Σ0+Σ1+ 2(Σ
1/2
0 Σ1Σ
1/2
0 )
1/2
)
.
The last equality follows from the relation Σ
1/2
0 TΣ
1/2
0 = (Σ
1/2
0 Σ1Σ
1/2
0 )
1/2.
By substituting Eq. (35) into the equation of the geodesic (34), we get
Σ(θ ) = Σ(0)+θ [(T − I)Σ(0)+Σ(0)(T − I)]+θ 2(T − I)Σ(0)(T − I)
= Σ(0)+θΣ˙(0)+θ 2LΣ(0)[Σ˙(0)]Σ(0)LΣ(0)[Σ˙(0)] .
We are so led to the following definition, see [1, p. 101–102]) for example.
Definition 1 For anyC ∈ Sym++ (n) and V ∈ Sym(n)≃ TC Sym
++ (n), the Wasser-
stein Riemannian exponential is
ExpC (V ) =C+V +LC[V ]CLC[V ] = (LC[V ]+ I)C(LC[V ]+ I) , (36)
Next proposition collects some properties of the Riemannian exponential.
Proposition 9
1. All geodesics emanating from a point C ∈ Sym++ (n) are of the form Σ(θ ) =
ExpC (θV ), with θ ∈ JV , where JV is the open interval about the origin:
JV =
{
θ ∈ R
∣∣I+θLC [V ] ∈ Sym++ (n)} .
2. The map V 7→ ExpC (V ) , restricted to the open set
Θ =
{
V ∈ Sym(n) : I+LC[V ] ∈ Sym
++ (n)
}
,
is a diffeomorphism of Θ into Sym++ (n) with inverse
LogC (B) = (BC)
1/2+(CB)1/2− 2C ;
3. The derivative of the Riemannian exponential is
dX (V 7−→ ExpC (V )) = X+LC[X ]CLC[V ]+LC[V ]CLC[X ] .
Wasserstein Riemannian Geometry of Gaussian Densities 25
Remark 1 Notice that I+θLC [V ] =LC
[
1
2
C−1+θV
]
hence, θ ∈ JV if
1
2
C−1+θV ∈
Sym++ (n).
Clearly, 0 ∈ JV and ExpC(0) = C and the maximal open interval containing 0
in which ExpC(θV ) ∈ Sym
++ (n) is precisely JV . Moreover, the interval JV is un-
bounded from the right, i.e., it is of the kind JV =
(
θ¯ ,+∞
)
, providedV ∈ Sym+ (n).
Likewise, JV =
(
−∞, θ¯
)
, if −V ∈ Sym+ (n). Similarly, Θ is an open set containing
the origin and so V 7→ ExpC (V ) is a local diffeomorphism around the origin.
Since the geodesics are not defined for all the values of the parameter t ∈ R, we
infer that the Riemannian manifold Sym++ (n) is geodesically incomplete. Of course
this is not a surprising fact: Sym++ (n) is not a complete metric space, and hence
Hopf-Rinow theorem implies that it cannot be geodesically complete, see M.P. do
Carmo [10].
Proof 1. Let
Σ(θ ) = ExpC (θV ) =C+θV +θ
2
LC[V ]CLC[V ] , θ ∈ JV .
Clearly, Σ(0) =C and Σ˙ (0) =V . Pick a scalar θ¯ ∈ JV and consider the two matri-
ces Σ (0) and Σ
(
θ¯
)
belonging to the curve Σ . Introduce the new parameterization
Σ˜ (τ) = Σ
(
τθ¯
)
, so that Σ˜ (0) = Σ (0) and Σ˜ (1) = Σ
(
θ¯
)
. We have,
Σ˜ (τ) =C+ τ(θ¯V )+ τ2LC
[
θ¯V
]
CLC
[
θ¯V
]
. (37)
Setting T˜ − I = LC
[
θ¯V
]
, we have T˜ ∈ Sym++ (n) and
T˜CT˜ = (I+LC
[
θ¯
]
)C(I+LC
[
θ¯
]
) = Σ˜ (1) ,
and the Eq. (37) above becomes
Σ˜ (τ) =C+ τ(T˜ − I)C+ τC(T˜ − I)+ τ2(T˜ − I)C(T˜ − I) =
=
[
(1− τ)I+ τT˜
]
C
[
(1− τ)I+ τT˜
]
,
which is the geodesic connecting Σ(0) = Σ˜(0) =C to Σ˜(1) = Σ(θ¯ ).
2. By Eq. (36) the solution to Riccati equation
ExpC (V ) = (I+LC[V ])C(I+LC[V ]) = B
is
I+LC[V ] =C
−1/2(C1/2BC1/2)1/2C−1/2
provided I+LC[V ] ∈ Sym
++ (n). This is true in a sufficiently small neighbor-
hood ‖V‖ < r of the origin. The inversion of the operator LC[·] and Eq. (9) pro-
vide the desired formula for LogC (B).
3. The derivative follows from a simple bilinear computation.
The second order properties of the geodesic and the Riemannian exponential will
be discussed in Sec. 7.6.
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6 Natural gradient
We have found the form of the Riemannian metric associated to Wasserstein distance.
In turn, the inner product equals the second order approximation of W 2. This is a
general fact, whose interpretation is based on the discussion of the natural gradient
of the metric as solution to the problem
max f (X +H)− f (X)
subject to
W 2(X ,X+H) = ε (small and fixed)
which allows the identification of the direction of the maximal increase of the func-
tion f with the natural gradient, according to the name introduced by Amari [4], i.e.,
the Riemannian gradient as defined below.
The Riemannian gradient is the gradient with respect to the inner product of the
metric. We denote by ∇ the gradient with respect to the inner product 〈·, ·〉2 and by
grad the gradient with respect to the Riemannian metric. By Prop. 7, WΣ (X ,Y ) =
〈LΣ [X ] ,Y 〉2, hence for each smooth scalar field φ we have
gradφ(Σ) = L −1Σ [∇φ(Σ)] = ∇φ(Σ)Σ +Σ∇φ(Σ) ,
where the second equality follows from the definition of LΣ . Conversely,
LΣ [gradφ(Σ)] = ∇φ(Σ) .
The gradient flow of a smooth scalar field φ is the flow generated by the vector
field
γ 7→ (γ,−gradφ(γ)) ,
that is, the flow of the differential equation
γ˙(θ ) =−gradφ(γ(θ )) =−(∇φ(γ(θ ))γ(θ )+ γ(θ )∇φ(γ(θ ))) .
The gradient flow equation is the model for many optimization problems which
are based on various discrete time approximations of the gradient flow. It should
be noted that the expression of the natural gradient in the Wasserstein Riemannian
metric is simple and does not require any time-consuming operation as it is the case
in optimization methods using the Fisher Riemannian metric. We do not discuss this
issue here and refer to [4,1,24].
6.1 Gradient flow and optimization
With reference to the full Gaussian distribution, one can consider smooth functions
defined on Rn×Sym++ (n). The first component of the gradient does not require a
special gradient as the Riemannian structure is the Euclidean one. The full gradient
will thus have two components:
gradφ(µ ,Σ) = (∇1φ(µ ,Σ),grad2 φ(µ ,Σ)) =
(∇1φ(µ ,Σ),∇2φ(µ ,Σ)Σ +Σ∇2φ(µ ,Σ)) . (38)
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An important example is based to the gradient flow of the mean value of an objec-
tive function f : Rn →R. Its Euler scheme is used in optimization, see [1, Ch. 4] and
[23]. In the second example in Sec. 6.2 we discuss the gradient flow of the entropy
function of a centered Gaussian.
We call relaxation to the full Gaussian model of the objective function f :Rn→R
the function
φ(µ ,Σ) = E [ f (X)] , X ∼ Nn (µ ,Σ) .
If we would include the Dirac measures in the Gaussian model, then f (x) =
φ(x,0) and the function φ would actually be an extension of the given function. How-
ever, we consider only Σ ∈ Sym++ (n) in order to work with a function defined on
our manifold.
There are two ways to calculate the expected value as a function of µ and Σ . Each
of them leads to a peculiar expression of the natural gradient.
The first one arises from the relation
φ(µ ,Σ) = E
[
f (Σ1/2Z+ µ)
]
, Z ∼ Nn (0, I) .
which will lead to an equation for the gradient involving the derivatives of f . The
second one uses
φ(µ ,Σ) =
∫
f (x)(2pi)−n/2 det(Σ)−1/2 exp
(
−
1
2
(x− µ)∗Σ−1(x− µ)
)
dx .
In this second case the natural gradient will be achieved by an equation not involving
the gradient of the function f . Both forms have their own field of application.
Let us start with Case (6.1). Under standard conditions regarding the derivation
under the expectation sign, we have
∇1φ(µ ,Σ) = E
[
∇ f (Σ1/2Z+ µ)
]
= E [∇ f (X)] .
By means of Eq. (14), it is straightforward to compute dU (Σ 7→ φ(µ ,Σ)).
Note that ∇ f is the column vector and so ∇∗ f will be a row vector. We have
dUφ(µ ,Σ) = E
[
d f (Σ1/2Z+ µ)[LΣ1/2 (U)Z]
]
= E
[
∇∗ f (Σ1/2Z+ µ)LΣ1/2 (U)Z
]
= E
[
Tr∇∗ f (Σ1/2Z+ µ)LΣ1/2 (U)Z
]
.
Under symmetrization (and setting X = Σ1/2Z+ µ):
dUφ(µ ,Σ) =
1
2
E
[
TrLΣ1/2 (U)(Z∇
∗ f (X)+∇ f (X)Z)
]
= 〈U,E((Z∇∗ f (X)+∇ f (X)Z))〉Σ1/2
=
1
2
ETrLΣ1/2 (Z∇
∗ f (X)+∇ f (X)Z)U
=
〈
ELΣ1/2 (Z∇
∗ f (X)+∇ f (X)Z) ,U
〉
2
.
It follows that
∇2φ(µ ,Σ) = E
[
LΣ1/2 (Z∇
∗ f (X)+∇ f (X)Z)
]
.
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Calculating the natural gradient:
grad2 φ(µ ,Σ) =
ΣE
[
LΣ1/2 (Z∇
∗ f (X)+∇ f (X)Z)
]
+E
[
LΣ1/2 (Z∇
∗ f (X)+∇ f (X)Z)
]
Σ .
If we set Ξ = E [Z∇∗ f (X)+∇ f (X)Z], the natural gradient admits the representation
grad2 φ(µ ,Σ) = ΣLΣ1/2 (Ξ)+LΣ1/2 (Ξ)Σ .
We move on to consider the second Case (6.1). Following the standard computa-
tion of the Fisher score and starting from the log-density p(x;µ ,Σ) of Nn (µ ,Σ), we
have
log p(x;µ ,Σ) =−
n
2
log2pi−
1
2
logdetΣ −
1
2
(x− µ)∗Σ−1(x− µ)
=−
n
2
log2pi−
1
2
logdetΣ −
1
2
−Tr
(
Σ−1(x− µ)(x− µ)∗
)
.
(39)
Denoting the partial derivative du (µ 7−→ log p(x;µ ,Σ)) as du log p(x;µ ,Σ), and
the other derivative dU (Σ 7−→ log p(x;µ ,Σ)) as dU log p(x;µ ,Σ), we get:
du log p(x;µ ,Σ) = (x− µ)
∗Σ−1u=
〈
Σ−1(x− µ),u
〉
dU log p(x;µ ,Σ) =−
1
2
Tr
(
Σ−1U
)
+
1
2
Tr
(
Σ−1UΣ−1(x− µ)(x− µ)∗
)
=
1
2
〈
Σ−1(x− µ)(x− µ)∗Σ−1−Σ−1,U
〉
=
〈
Σ−1 ((x− µ)(x− µ)∗−Σ)Σ−1,U
〉
2
So that
duφ(µ ,Σ) =
∫
f (x) du log p(x;µ ,Σ) p(x;µ ;Σ) dx
=
〈
Σ−1
∫
f (x)(x− µ)p(x;µ ;Σ) dx,u
〉
and
dUφ(µ ,Σ) =
∫
f (x) dU log p(x;µ ,Σ) p(x;µ ,Σ) dx
=
〈
Σ−1
∫
f (x)((x− µ)(x− µ)∗−Σ) p(x;µ ,Σ) dx Σ−1,U
〉
2
.
At last, thanks to Eq. (38), the natural gradient of φ(µ ,Σ) will be
∇1φ(µ ,Σ) = Σ
−1
∫
f (x)(x− µ)p(x;µ ;Σ) dx
grad2 φ(µ ,Σ) =
∫
f (x)((x− µ)(x− µ)∗−Σ) p(x;µ ,Σ) dx Σ−1
+Σ−1
∫
f (x)((x− µ)(x− µ)∗−Σ) p(x;µ ,Σ) dx.
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6.2 Entropy gradient flow
The flow of entropy can be easily calculated by Eq. (39). We have
E (µ ,Σ) =−
∫
log p(x;µ ,Σ)p(x;µ ,Σ) dx
=
n
2
log2pi +
1
2
logdetΣ −
1
2
Tr
(
Σ−1Σ
)
=
n
2
(log2pi− 1)+
1
2
logdetΣ .
The entropy does not depend on µ so that ∇1E (µ ,Σ) = 0. Moreover (see [22,
§8.3]) we know that ∇E (Σ) = Σ−1, so that
gradE (Σ) = (Σ−1Σ +ΣΣ−1) = 2I.
The entropic flow will be solution to the equations
µ˙(t) = 0, Σ˙(t)+ 2I = 0 ,
that is
µ(t) = µ(0), Σ(t) = Σ(0)− 2tI .
The integral curve is defined for all t such that 2t < λ∗, λ∗ being the minimum of
the spectrum of Σ(0).
7 Second order geometry
Recall that Sym++ (n) as an open set of the Hilbert space Sym(n), endowed with the
inner product 〈X ,Y 〉2 =
1
2
Tr(XY ). Prop. 7 shows that the Wasserstein Riemannian
metricW can be expressed in terms of the inner product of Sym(n) by
WΣ (X ,Y ) = 〈X ,Y 〉Σ = 〈LΣ [X ] ,Y 〉2 ,
for each (Σ ,X) and (Σ ,Y ) in the trivial tangent bundle T Sym++ (n)≃ Sym++ (n)×
Sym(n). In the equation above, L : Sym++ (n) 7→ L(Sym(n) ,Sym(n)) is the field
of linear operators defining the Wasserstein metric with respect to the standard inner
product.
In the trivial chart, a smooth vector field X is a smooth mappingX : Sym++ (n)→
Sym(n). The action of the vector field X on the scalar field f that is, X f , is expressed
in the trivial chart by dX f , i.e., the scalar field whose value at point Σ is the derivative
of f in the direction X(Σ). Similarly, dYX denotes the vector field whose value at
point Σ is the derivative at Σ of X in the direction Y (Σ). The Lie bracket [X ,Y ] of
two smooth vector fields X ,Y is given by dXY − dYX .
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7.1 The moving frame
While we prefer to express our computation by matrix algebra, in some cases it may
be useful to employ a vector basis. We discuss below a field of vector bases of partic-
ular interest.
The set of symmetric matrices
E p,q = epe
∗
q+ eqe
∗
p, p,q= 1, . . . ,n ,
ep being the p-th element of the standard basis of R
n, spans the vector space Sym(n).
Notice that Tr(E p,q) = 2δp,q, where δ is the Kronecker symbol. To avoid repeated
elements, a unique enumeration is obtained by taking indexes in the set A of the parts
of {1, . . . ,n} having 1 or 2 elements.
The generating set of Eq. (7.1) is related to the symmetric product of matrices by
the equation
E p,qEr,s+Er,sE p,q = δq,rE
p,s+ δq,sE
p,r+ δp,rE
q,s+ δp,sE
q,r ,
where δ is the Kronecker symbol.
In particular, if we take the trace of the equation above, we get
〈E p,q,Er,s〉2 = δp,rδq,s+ δp,sδq,r ,
which in turn implies
〈E p,q,Er,s〉2 =

0 if {p,q} 6= {r,s},
1 if {p,q}= {r,s} and p 6= q,
2 if {p,q}= {r,s} and p= q
In the sequel, we denote by (Eα)α∈A the vector basis above, properly normalized
to obtain an orthonormal basis. We do not write down the normalizing constants in
order to simplify the notation.
For each Σ ∈ Sym++ (n) the sequence
E
α(Σ) = EαΣ +ΣEα , α ∈ A , (40)
is a vector basis of Sym(n)≃ TΣ Sym
++ (n), because it is the image of a vector basis
under a linear mapping which is onto. We will call such a sequence of vector fields
the (principal) moving frame.
Notice the following properties:
E
α = dEα Σ
2 ; LΣ [E
α(Σ)] = Eα ; E α(I) = 2Eα .
At a generic point Σ , we can express each E α in the (Eβ )β ’s orthonormal basis
as
E
α(Σ) = ∑
β
gα ,β (Σ)E
β , gα ,β (Σ) = Tr
(
Eα ΣEβ
)
. (41)
Since
WΣ (E
α ,E β ) = Tr
(
LΣ [E
α(Σ)]ΣLΣ
[
E
β (Σ)
])
= Tr
(
Eα ΣEβ
)
,
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the matrix [gα ,β ]α ,β is the expression of the Riemannian metric in such a mov-
ing frame. Namely, if X ,Y are vector fields expressed in the moving frame as X =
∑α xαE
α and Y = ∑β yβ E
β , then
WΣ (X ,Y ) = Tr
(
LΣ
[
∑
α
xα(Σ)E
α
]
Σ(Σ) LΣ
[
∑
β
yβ (Σ)E
β
]
(Σ)
)
=
Tr
((
∑
α
xα(Σ)E
α
)
Σ
(
∑
β
yβ (Σ)E
β
))
= ∑
α ,β
xα(Σ)yβ (Σ)gα ,β (Σ) .
This expression of the inner product is to be compared to that used in [36].
In this way, any vector field X has two representations: one with respect to the
moving frame (E α)α and another one with respect to the basis (E
α)α . These two
representations are related to each other as follows. We have
X = ∑
α
xαE
α = ∑
α
xα ∑
β
gα ,βE
β = ∑
β
(
∑
α
xαgα ,β
)
Eβ ,
so that
〈X ,Eγ〉2 =
1
2
Tr(XEγ) = ∑
β
(
∑
α
xαgα ,β
)
Tr
(
EβEγ
)
= ∑
α
xαgα ,γ ,
hence, by applying the inverse matrix [gα ,β (Σ)] = [gα ,β (Σ)]
−1, we have
xα = ∑
γ
gα ,γ 〈X ,Eγ〉2 . (42)
For example, LΣ [V ] = ∑α ℓ
α
Σ (V )E
α(Σ), with
ℓαΣ (V ) =∑
γ
gα ,γ(Σ)〈LΣ [V ] ,E
γ〉2 =WΣ (V,∑
γ
gα ,γEγ) .
7.2 Covariant derivative in the moving frame
If X and Y are vector fields, denote by DYX the action of a covariant derivative,
namely, a bilinear operator satisfying, for each scalar field f , the following two con-
ditions:
(CD1) D fYX = fDYX ,
(CD2) DY ( f X) = (dY f )X + fDYX .
see e.g [10, Sect. 3] or [20, Ch. 8.4].
A convenient way to express a covariant derivative in the moving frame (40) is to
define Christoffel symbols in the moving frame as
∑
γ
Γ
γ
α ,β E
γ = DE α E
β = EβEα +EαEβ .
32 L. Malago`, L. Montrucchio, G. Pistone
Each Γ
γ
α ,β
is to be computed by means of Eq. (42).
If X = ∑α xαE
α and Y = ∑β yβ E
β , by using (CD1), (CD2), and Eq. (41), we
obtain
DXY = ∑
α ,β
xαDE α (yβ E
β ) = ∑
α ,β
xα
((
dE α yβ
)
E
β + yβ
(
DE α E
β
))
=
∑
α ,γ
xαdE α yγE
γ + ∑
α ,β ,γ
yβ Γ
γ
α ,β
E
γ = ∑
γ
∑
α ,β
xα
(
dE α yγ + yβΓ
γ
α ,β
)
E
γ .
The inner product of DXY and Z = ∑δ zδ E
δ is
〈DXY,Z〉Σ = ∑
α ,β ,γ,δ
xα
(
dE α yγ + yβΓ
γ
α ,β
)
gδ ,γzδ .
7.3 Levi-Civita derivative
The Levi-Civita (covariant) derivative of a vector field, is the unique covariant deriva-
tive D that, for all vector fields X ,Y,Z, is
(LC1) compatible with the metric, dXW (Y,Z) =W (DXY,Z)+W(Y,DXZ),
(LC2) torsion-free, DYX−DXY = [X ,Y ] = dYX− dXY .
In order to keep a compact notation, it will be convenient to make use of the
symmetrized of a matrix A ∈M(n), defined by {A}S =
1
2
(A+A∗). If either A or B
is symmetric, then Tr({A}SB) = Tr(AB). We denote by X ,Y,Z smooth vector fields
on Sym++ (n). We shall use repeatedly the expression for the derivative of the vector
field Σ 7→LΣ [X ]. In view of Eq. (17) and under our notation for the symmetrization,
it holds
dYLΣ [X ] =−2LΣ [{LΣ [X ]Y}S] .
Proposition 10 The Levi-Civita derivative DXY is implicitly defined by
〈DXY,Z〉Σ = 〈dXY,Z〉Σ + 〈X ,{LΣ [Y ]Z}S〉Σ
−〈X ,{LΣ [Z]Y}S〉Σ −〈Y,{LΣ [Z]X}S〉Σ =
〈dXY,Z〉Σ +
1
2
Tr(LΣ [X ]ZLΣ [Y ])−
1
2
Tr(LΣ [X ]YLΣ [Z])−
1
2
Tr(LΣ [Y ]XLΣ [Z]) , (43)
while the Levi-Civita derivative itself is given by
DXY = dXY −{LΣ [X ]Y +LΣ [Y ]X}S+ {ΣLΣ [X ]LΣ [Y ]+ΣLΣ [Y ]LΣ [X ]}S .
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Proof In our case, Eq.MD3 of [20, p. 205] becomes
2〈DXY,LΣ [Z]〉2 =
2〈dXY,LΣ [Z]〉2+ 〈Y,dXLΣ [Z]〉2+ 〈X ,dYLΣ [Z]〉2−〈X ,dZLΣ [Y ]〉2 . (44)
By Eq. (17) we have
〈Y,dXLΣ [Z]〉2 =−2〈Y,LΣ [{LΣ [Z]X}S]〉2 =−2〈Y,{LΣ [Z]X}S〉Σ ,
and, analogously,
〈X ,dYLΣ [Z]〉2 =−2〈X ,{LΣ [Z]Y}S〉Σ , 〈X ,dZLΣ [Y ]〉2 =−2〈X ,{LΣ [Y ]Z}S〉Σ .
This way, Eq. (44) becomes the first part of Eq. (43).
The second part of Eq. (43) is then easily obtained. For instance,
〈X ,{LΣ [Z]}S〉Σ =
1
2
Tr(LΣ [X ]{ZLΣ [Y ]}S) =
1
2
Tr(LΣ [X ]ZLΣ [Y ]) .
Regarding the explicit formula of the Levi-Civita derivative (10), observe that
1
2
Tr(LΣ [X ]ZLΣ [Y ]) =
1
2
Tr(LΣ [Y ]LΣ [X ]Z) =
1
2
Tr({LΣ [X ]LΣ [Y ]}S Z) =
1
2
Tr(LΣ [{LΣ [X ]LΣ [Y ]}S Σ +Σ {LΣ [X ]LΣ [Y ]}S]Z) =
〈{LΣ [X ]LΣ [Y ]}S Σ +Σ {LΣ [X ]LΣ [Y ]}S ,Z〉Σ =
〈{ΣLΣ [X ]LΣ [Y ]}S+ {ΣLΣ [Y ]LΣ [X ]}S ,Z〉Σ =
〈{ΣLΣ [X ]LΣ [Y ]+ΣLΣ [Y ]LΣ [X ]}S ,Z〉Σ .
Moreover,
1
2
Tr(LΣ [X ]YLΣ [Z])+
1
2
Tr(LΣ [Y ]XLΣ [Z]) =
1
2
Tr({LΣ [X ]Y +LΣ [Y ]X}SLΣ [Z]) = 〈{LΣ [X ]Y +LΣ [Y ]X}S ,Z〉Σ .
Therefore, Eq. (43) can be written as
〈DXY,Z〉Σ =
〈dXY −{LΣ [X ]Y +LΣ [Y ]X}S+ {ΣLΣ [X ]LΣ [Y ]+ΣLΣ [Y ]LΣ [X ]}S ,Z〉Σ ,
and the desired result obtains.
We have computed the Levi-Civita covariant derivative using its explicit expres-
sion in term of derivatives of the metric. However is easy to check the result directly
using the properties of the Lyapunov operator.
34 L. Malago`, L. Montrucchio, G. Pistone
7.4 Levi-Civita derivative in a moving frame
Let us express the Levi-Civita derivative in the moving frame (40). Note that X(Σ) =
E α(Σ) = Eα Σ +ΣEα and Y (Σ) = E β (Σ) = Eβ Σ +ΣEβ are vector fields.
Proposition 11 For the Levi-Civita covariant derivative D, it holds
DE α E
β = EβEα Σ +ΣEαEβ .
Proof Eq. (10) yields
DE α E
β = dE α E
β −
{
LΣ [E
α ]E β +LΣ
[
E
β
]
E
α
}
S
+{
ΣLΣ [E
α ]LΣ
[
E
β
]
+ΣLΣ
[
E
β
]
LΣ [E
α ]
}
S
. (45)
We are going to compute one by one the three terms in this equation.
The first term of Eq. (45) is
dE α E
β = d(Eα Σ+ΣEα )(E
β Σ +ΣEβ ) =
Eβ (Eα Σ +ΣEα)+ (EαΣ +ΣEα)Eβ =
EβEα Σ +Eβ ΣEα +EαΣEβ +ΣEαEβ .
The second one is
−
{
LΣ [E
α ]E β +LΣ
[
E
β
]
E
α
}
S
=
−
{
Eα(Eβ Σ +ΣEβ )+Eβ (Eα Σ +ΣEα)
}
S
=
−
{
EαEβ Σ +EαΣEβ +EβEα Σ +Eβ ΣEα
}
S
=
−
1
2
(
EαEβ Σ +EβEα Σ +ΣEβEα +ΣEαEβ
)
−
(
Eα ΣEβ +Eβ ΣEα
)
.
Their sum is
1
2
(
EβEα Σ +ΣEαEβ
)
−
1
2
(
EαEβ Σ +ΣEβEα
)
.
The third term is
{
ΣLΣ [E
α ]LΣ
[
E
β
]
+ΣLΣ
[
E
β
]
LΣ [E
α ]
}
S
=
{
ΣEαEβ +ΣEβEα
}
S
=
1
2
(
ΣEαEβ +ΣEβEα +EβEα Σ +EαEβ Σ
)
.
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The computation of the Christoffel symbols ∑γ Γ
σ
α ,β
E γ = DE α E
β would require
the solution of the equations
EβEα Σ +ΣEαEβ = ∑
γ
Γ
γ
α ,β
(Σ)(Eγ Σ +ΣEγ) .
We do not discuss that here.
Instead, let us take now X = xαE
α and Y = yβ E
β . Properties (CD1) and (CD2)
lead to
D(xα E α )(yβ E
β ) = xαDEα (yβE
β ) = xα
(
dEα yβE
β + yβDEαE
β
)
=
xαdEα yβE
β + xαyβ
(
EβEα Σ +ΣEαEβ
)
.
Finally, for general X and Y ,
DXY = ∑
α ,β
xαdEα yβE
β + ∑
α ,β
xαyβ
(
EβEα Σ +ΣEαEβ
)
which is the desired result.
7.5 Parallel transport
The expression of the Levi-Civita derivative in Eq. (43) can be re-written as
〈DXY,Z〉Σ = 〈dXY,Z〉Σ + 〈Γ (Σ ;X ,Y ),Z〉Σ ,
where Γ (Σ ; ·, ·) is the symmetric tensor field defined by
〈Γ (Σ ;X ,Y ),Z〉Σ =
1
2
Tr(LΣ [X ]ZLΣ [Y ])−
1
2
Tr(LΣ [X ]YLΣ [Z])−
1
2
Tr(LΣ [Y ]XLΣ [Z]) =
1
2
Tr(LΣ [Y ]LΣ [X ]Z)−
1
2
Tr((LΣ [X ]Y +LΣ [Y ]X)LΣ [Z]) =
1
2
Tr(LΣ [Y ]LΣ [X ](LΣ [Z]Σ +ΣLΣ [Z]))−
1
2
Tr((LΣ [X ]Y +LΣ [Y ]X)LΣ [Z]) =
1
2
Tr((ΣLΣ [Y ]LΣ [X ]+LΣ [Y ]LΣ [X ]Σ −LΣ [X ]Y −LΣ [Y ]X)LΣ [Z]) =
〈{ΣLΣ [Y ]LΣ [X ]+LΣ [Y ]LΣ [X ]Σ −LΣ [X ]Y −LΣ [Y ]X}S ,Z〉Σ .
We have
Γ (Σ ;X ,Y ) = {ΣLΣ [Y ]LΣ [X ]+LΣ [Y ]LΣ [X ]Σ −LΣ [X ]Y −LΣ [Y ]X}S ,
and, on the diagonal,
Γ (Σ ;X ,X) = ΣLΣ [X ]LΣ [X ]+LΣ [X ]LΣ [X ]Σ −LΣ [X ]X−XLΣ [X ] .
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Γ (Σ ;X ,Y ) is the expression in the trivial chart of the Christoffel symbol of the
Levi-Civita derivative as in [17]. In [20], −Γ is called the spray of the Levi-Civita
derivative.
Given the Christoffel symbol, the linear differential equation of the parallel trans-
port along a curve t 7→ Σ(t) is{
U˙V (t)+Γ (Σ(t); Σ˙ (t),UV (t)) = 0 ,
UV (0) =V ,
see [20, VIII, §3 and §4]. Recall that the parallel transport for the Levi-Civita deriva-
tive is isometric.
We do not discuss here the representation in the moving frame of Eq. (7.5). We
limit ourselves to mention that the action of the Christoffel symbol on vector fields
expressed in the moving frame can be computed from
Γ (Σ ;E α ,E β ) ={
ΣLΣ
[
E
β
]
LΣ [E
α ]+LΣ
[
E
β
]
LΣ [E
α ]Σ −LΣ [E
α ]E β −LΣ
[
E
β
]
E
α
}
S
={
ΣEβEα +EβEαΣ −Eα(Eβ Σ +ΣEβ )−Eβ (Eα Σ +ΣEα)
}
S
={
ΣEβEα +EβEα Σ −EαEβ Σ −EαΣEβ −EβEαΣ −Eβ ΣEα
}
S
=
− (EαΣEβ +Eβ ΣEα) .
7.6 Riemannian Hessian
According to [1, Def. 5.5.1] and [10, p. 141], the Riemannian Hessian of a smooth
scalar field φ : Sym++ (n)→ R, is the Levi-Civita covariant derivative of the natural
gradient gradφ . Namely, for each vector field X , it is the vector field HessX φ whose
value at Σ is
HessX φ(Σ) = DX (gradφ)(Σ) = DX(∇φ(Σ)Σ +Σ∇φ(Σ)) .
The associated symmetric bilinear form is (see [1, Prop. 5.5.3])
Hessφ(Σ)(X ,Y ) = 〈DX(gradφ)(Σ),Y 〉Σ .
To our purpose it will be enough to compute the diagonal of the symmetric form.
Therefore, letting X = Z =V in the second part of Eq. (43), we obtain
Hessφ(Σ)(V,V) = 〈dVY,V 〉Σ +
1
2
Tr [LΣ [V ]VLΣ [Y ]]−
1
2
Tr [LΣ [V ]YLΣ [V ]]−
1
2
Tr [LΣ [V ]VLΣ [Y ]] =
〈dVY,V 〉Σ −
1
2
Tr [LΣ [V ]YLΣ [V ]] ,
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where Y = gradφ (Σ). After plugging Y = gradφ (Σ) = Σ∇φ (Σ)+∇φ (Σ)Σ into it,
we get easily
Hessφ(Σ)(V,V) =
〈
∇2Vφ (Σ)Σ +Σ∇
2
Vφ (Σ) ,V
〉
Σ
+
Tr [∇φ (Σ)VLΣ [V ]]−Tr [LΣ [V ]∇φ (Σ)ΣLΣ [V ]] .
Plugging V = LΣ [V ]Σ +ΣLΣ [V ] into the second term of the RHS, we have at
last
Hessφ(Σ)(V,V) =
〈
∇2Vφ (Σ)Σ +Σ∇
2
Vφ (Σ) ,V
〉
Σ
+Tr [∇φ (Σ)LΣ [V ]ΣLΣ [V ]] .
Relation (7.6) substantiates the following important property that links the Hes-
sian to the derivative along a geodesic (see the proof of Prop. 5.5.4 of [1]).
Proposition 12 Let φ : Sym++ (n)→R be a smooth scalar field and define
ϕ (t) = φ (expΣ (tV)) .
It holds
ϕ¨ (0) = Hessφ(Σ)(V,V ) .
Proof By Proposition 9
Σ(t) = ExpΣ (tV ) = Σ + tV + t
2
LΣ [V ]ΣLΣ [V ]
where Σ(0) = Σ and Σ˙ (0) =V. Hence ϕ˙ (t) =
〈
∇φ(Σ(t)), Σ˙ (t)
〉
2
, and
ϕ¨ (t) =
〈
∇2φ(Σ(t))[Σ˙ (t)], Σ˙(t)
〉
2
+
〈
∇φ(Σ(t)), Σ¨ (t)
〉
2
that evaluated at t = 0, provides
ϕ¨ (0) =
〈
∇2φ(Σ)[V ],V
〉
2
+ 2〈∇φ(Σ),LΣ (V )ΣLΣ (V )〉2 .
In view of Eq. (7.6),
Hessφ(Σ)(V,V ) =
〈
∇2Vφ (Σ) ,V
〉
2
+ 2〈∇φ (Σ) ,LΣ [V ]ΣLΣ [V ]〉= ϕ¨ (0) .
8 Conclusion
In the present paper we have discussed in some detail the Wasserstein geometric
properties of the Gaussian densities manifold. We have followed a known argument
based on the geometric notion of submersion. We have improved upon what is known
in the literature by offering a number of further results. In particular, we have studied
the geodesic surfaces and provided an explicit form for the Riemannian exponen-
tial. More important, a new formulation of the metric based on the field of operators
Σ 7→ LΣ [·] is introduced. This field of operator expresses the Riemannian metric
by the Frobenius inner product:WΣ (X ,Y ) = 〈LΣ [X ] ,Y 〉2. This gives rise to an ex-
plicit identification of the Riemannian gradient as well as to the calculation of the
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Levi-Civita covariant derivative, through the partial derivatives of the metric. The
equations of the parallel transport and of the Riemannian Hessian have been also
derived.
While the form of the natural gradient is simple and may be a source of applica-
tions such as those of interest in Machine Learning, the Levi-Civita covariant deriva-
tive turns out to be more involved and it is not clear how to use it in applications.
However, we have produced a simpler form by the introduction of a special moving
frame. In view of this issue, we have not proceeded in this paper to compute other
geometrical quantities of interest, like the curvature tensor.
Numerical as well as simulation methods for the relevant equation of the geom-
etry, like geodesics, parallel transport, Hessians, should be also considered. Appli-
cations of special interest are in the area of the linear optimization, by means of the
natural gradient as direction of increase and by using the Riemannian exponential as
a retraction, cf. [1] and in Amari monograph [5]. Also, second order optimization
methods (Newton method), via the Riemannian Hessian and the Riemannian expo-
nential, cf. [1] and [5], are source of promising researches.
The issue of a comparison between Fisher andWasserstein metric is not discussed
here as it is, for example, in Chevallier et al. [11].
From the point of view of applications in Statistics and Machine Learning, the use
of the full Gaussian model is not realistic in many cases. We expect our results to be
used to compute the Wasserstein geometry induced on parsimonious sub-manifolds
such as those listed below.
1. Sub-manifold of the correlation matrices i.e, with unitary diagonal elements. In
this case, the tangent space at each point is the space of symmetric matrices with
zero diagonal.
2. Sub-manifold of trace 1 matrices. This case is of particular interest in Physics and
prompts for a generalization of the theory to complex Gaussians i.e., Gaussians
densities on Cn. Such distributions have Hermitian covariant matrices, a case that
is discussed in [8].
3. Sub-manifold of the concentration matrices with a given sparsity pattern. Notice
that concentration matrices and dispersion matrices are both elements of the same
space Sym++ (n). In this case the statistical interpretation of the Wasserstein dis-
tance is not available but nevertheless other interpretations of the distance are
mentioned in the Introduction.
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