The problem of scale in shape from texture is addressed. The need for (at least) two scale parameters is emphasized; a local scale describing the amount of smoothing used for suppressing noise and irrelevant details when computing primitive texture descriptors from image data, and an integration scale describing the size of the region in space over which the statistics of the local descriptors is accumulated.
:L Introduction
This paper addresses the problem of scale in shapefrom-texture. Any shape-from-texture method, e.g. [14, 35, 29, 1, 7, 15, 8, 5, 131, must begin by extracting some description of the image texture. In real-life situations it is hardly ever possible to know in advance at what scales to compute these. Size variations of image structures can occur because a surface texture contains structures of different physical size, because of artifacts in the image formation process, and also because of the very perspective effects one is trying to analyze.
We would like to thank Narendra Ahuja and John P. Frisby for kindly providing some of the images used in the paper. This Although (traditional) scale-space theory [36, 17, 2, 37, 20, 18, 10, 231 provides a methodology for handling such size or scale variations in image data, it does not address the problem how to select appropriate scales and structures for further analysis. As a new tool for approaching this problem, we propose a heuristic principle that local eztrema over scale of different (possibly non-linear) combinations of normalized scale-invariant derivatives are likely to correspond to interesting structures. We also emphasize the need for and make explicit use of two different scale parameters in the shape from texture problem; a local scale describing the amount of smoothing used for suppressing irrelevant fine scale structures when computing non-linear descriptors from grey-level data, and an integration scale describing the size of the region in space used for accumulating the statistics of such local descriptors into entities that can be used as cues to the structure of the 3D world.
The proposed computational model is expressed completely in terms of diflerential invariants defined from Gaussian derivatives at multiple scales in scalespace. This makes it attractive for theoretical analysis and immediate implementation in a visual front end. In fact, shape cues can be directly computed from image data using only the following types of retinotopic operations; (large support) diffusion smoothing, (small support) derivative computations, and (pointwise) nonlinear combinations of these.
Due to lack of space the presentation is heavily condensed; see [25] for an extensive description.
Background: Shape from texture
This section reviews the shape-from-texture problem, and defines the multi-scale image descriptor we propose.
Review of imaging geometry
Following [12], consider the perspective mapping of a smooth surface S onto a unit viewsphere E. At any point p on C let (p, f, 6) be a local orthonormal coordinate system with p as view direction. The tilt direction f is parallel to the direction of the gradient of the distance from the focal point, and b = p x I. Denote by F : C -+ S the perspective backprojection, and by F,, : Tp(C) + T'@)(S) the derivative (linear approximation) of F at any point p on C, where Tp(C) is the tangent plane of C at p, and Tp@)(S) is the tangent plane of S at F ( p ) . In T' (,,J((~) , let T and B be the normalieedjm_agea of t and b respectively. In the bases (i, 6) and (T, B) the expression for F,, is where r = IIF(p)II is the distance along the visual ray from the center of projection to the surface (measured in units of the focal length) and U is the slant of the surface. The inverse eigenvalues of F,,, m < M , describe how a unit circle in TF(,)(S) is transformed when mapped to Tp(C) by FG'; it becomes an ellipse with m as mino! axis (parallel to f) and M as major axis (parallel to b).
If the local linearized transformation F., can be estimated (up to certain scale factors) from the local image structure, it can then be directly interpreted in When image data are given in a planar image 11 rather than on the viewsphere C, F,p can nevertheless be computed from the derivative A,, = F,,G,, of the composed mapping A = F o G, since the derivative of G : II, q -+ C, p is known if the camera geometry is.
Definition of image texture descriptor
Let L ( t , y ) be the image brightness, and let VL = (Lz, 15,)~ be its gradient. Given a symmetric and normalized window function w, a useful image texture descriptor is the windowed second moment matrix [25] , where Q E II denotes the image point where it is computed (compare with [ll, 8, 5, 4, 31, 33, 12, 131) . From its components, pi, = E, (L,,L,,) (where E, represents the operator corresponding to (2)), introduce
as well as the two derived (anisotropy) measures Q=JZ%ZF, Q = Q / P .
(3)
It can be shown [25] that pL(q) is a well-defined (coordinate independent) differential geometric entity in the image domain. It is invariant to translations, and has a nice behaviour with respect to uniform rescalings in the spatial domain and affine brightness transformations. Although the matrix itself is not invariant to rotations, its eigenvectors, ( Z l , Zz), and eigenvalues, XI 2 A2, are.
A1,2
P f Q = P (1 f Q). 
. For example, a rotationally symmetric pattern has 0 = 0, while Q = 1 for a translationally symmetric distribution. Rotational symmetry is, however, not necessary in order to give Q = 0; e.g., any pattern with N 2 2_ uniformly distributed (unsigned) directions satisfies Q = 0.
Linear transformation property
Under an invertible linear transformation of the image domain 7 = Be, where B : lR2 --+ R2 and (, ' 7 E R2, it can be shown that if a transformed intensity pattern R is defined by L(e) = R(Be), then pL(q) transforms as
where p~( p )
is the second moment matrix of R at p = Bq computed with respect to the "backprojected" normalized window function ~' ( 7 -p ) = (det B)-'w(<-q).
2.4
The importance of the second moment matrix with respect to shape-from-texture analysis can be realized from its transformation property under the linearized perspective mapping F,p. With B = A,, (5) gives Deriving shape cues from image data
where p = G ( q ) and p s ( F ( G ( q ) ) ) denotes the second moment matrix defined in the tangent plane to the surface with respect to the window function w'(9 -F ( G ( q ) ) ) = (detA,q)-lw([ -q). The general procedure, then, for estimating shape from texture is to combine estimates of pL(q) with assumptions about the structure of the surface brightness pattern p s ( F ( G ( q ) ) ) in order to infer the structure of A,, . This permits computation of F,, after compensation with respect to G,,.
A simple but often fruitful assumption is that where tct is the normal curvature of the surface in the tilt direction, and r is the geodesic torsion in the same direction. From this entity surface orientation can be recovered if the curvature is known or (assumed to be) small. There is no ambiguity in the sign of the tilt direction, unlike the previous case of foreshortening.
Scale problems in texture analysis
Computation of the image second moment matrix, or any other non-trivial texture descriptor, involves the integration of the image directional statistics over finite-sized local image neighborhoods. This immediately leads to two fundamental scale problems.
First, the image statistics must be collected from a region large enough to be representative of the texture. Yet, the region must not be so large that the local linear approximation of the perspective mapping becomes invalid. For example, for an ideal texture consisting of isolated blobs, a lower limit for the extent of the integration region is determined by the size of the individual blobs, while an upper limit may be given by the curvature of the surface or interference with other nearby surface patches. This scale controlling the window function is referred to as integration scale (denoted s).
Moreover, the image statistics must be based on descriptors computed at proper scales, so that "irrelevant" image structures, e.g. due to noise, can be suppressed. In the method above, which is based on first order spatial derivatives of the image brightness, it is obvious that useful results can hardly be expected if the derivatives are computed directly from unsmoothed noisy data. This scale determining the amount of initial smoothing is referred to as local scale (denoted t ) .
Basic idea for scale selection
Given a 2D signal f , the scale-space representation L is defined as the solution to the diffusion equation For the sinusoidal signal the amplitude of a normalized derivative as function of scale is given by i.e., it first increases and then decreases. It assumes a unique m,aximum at tmoz,L = i/wi. Introducing A0 = 2n/wo shows that the scale value (measured in 4) for which L,i,ma,(t) assumes its maximum is proportional to the wavelength, XO, of the signal:
Observe that the maximum value is independent of the frequency of the signal (see Figure 1) . In other words, for these normalized derivatives it holds that sinusoidal signals are treated in a similar (scale invariant) way independent of their frequency.
Note the fundamental differences compared to a local Fourier transform; (i) the normalization factor, and (ii) this method allows for local estimates of the frequency content without any explicit setting of window size. 
3.2
As shown above, the scale at which the normalized derivative assumes its maximum in the case of a sinusoidal signal is proportional to the wavelength of the signal. We now propose to generalize this observation to more complex signals, leading to the following heuristic principle: In the absence of other evidence, a scale level at which some (possibly non-linear) combination of normalized derivatives assumes a local maximum can be treated as a characteristic dimension of a corresponding structure contained in the data. This principle is similar although not equivalent to the parameter variation method in [21, 221, where interesting scale levels are determined from maxima over scales of a (normalized) blob measure. Clearly, the maxima over scales in the top row of Figure 2 are obtained at finer scales than in the bottom row. An examination of the ratio between the scale levels where the graphs attain their maxima shows that this value is roughly equal to the ratio of the sizes of the sunflowers in the centers of the two images respectively, as predicted by the heuristic principle.
It should be pointed out that this principle for scale selection is not restricted to texture analysis; see [24] for further applications to junction detection and edge detection.
3.3
We will now describe some properties of the scale selection heuristic for slightly more complex signals. A more extensive treatment is given in [25] .
Consider first a sum of two parallel (2D) sine waves.
fpar(z,y) = sinwlx + sinwzz, where w1 5 w2. It is easy to show that for both ~~V n o r m L~~~ and tracepr. there is a unique scale maximum when wz/w1 is close to one, while there are two scale maxima for sufficiently large W Z / W~ (wbifurc 2.4). A similar result holds for two orthogonal waves, forth(z,y) = sinwlz + sinwzy.
If the latter signal is interpreted as the orthographic projection of an isotropic pattern with foreshortening c = W I / W~, then the interpretation is that the response changes from one to two peaks at slant Ubjfurc = arccos( l/wgtfurc) w 65'.
The determinant of the windowed second moment matrix, det p~, behaves somewhat differently; it is identically zero for f,,, , while there is always a unique peak More generally, for an isotropic pattern (with Q = 0, or equivalently, X I = A,) the scale maxima of trace p~ and det p~ coincide. This is easily proved from tracepr, = XI + A 2 = 2x1 and detpL = XlXz = A:, which gives 8, det pr. = 0 For a unidirectional pattern (with Q = 1, or equivalently, A 2 = 0) det p~ is identically zero, while trace , u~ Properties of the selection method in forth.
8, tracepr. = 0.
is non-zero. Hence, detpr. only responds when there are significant variations along both the coordinate directions, typically for blob-like signals.
More importantly, the scale maxima of d e t p~ are mations of the image coordinates. Given an invertible Further properties are analysed in [25] . It is shown that when using a Gaussian window function with integration scale 8 proportional to the local scale t , i.e , s = rTt, the sensitivity of the selected scale levels and the average gradient magnitude at that scale is for a periodic sine wave signal proportional to exp(-2-y;). The sensitivity is higher for a (Gaussian) blob model.
3.4
A, natural window function to use in (2) is a Gaussiian function. It is rotationally symmetric and has a nice scaling behaviour, which means that the invariance properties in Sec. 2.2 are preserved. More importantly, however, then and only then, the components of pL constitute scale-space representations of the components of (VL)(VL)T. This is a direct consequence of the uniqueness of the Gaussian kernel for scale-space representation given natural front-end postulates (e.g , causality [17], or scale invariance [lo] ). In the rotationally symmetric case, this definition is therefore unique:
^^

Uniqueness of the window function
/U(.; 1, s) = g(.; . ) * ((VL)(.; 1) (VL)(.; V). (16) Of course, separate smoothing of the components of a multi-dimensional entity is not guaranteed to give welldefined (coordinate independent) results. In [25] it is, however, proved that (16) is a meaningful operation.
Methodology for computing p L
Computation of the windowed second moment matrix p~ requires selection of both the local scale t and the integration scale s. In its most general form, the adaptive scheme we propose for setting these scales can be summarized as follows. Given any point in the image; 1. vary the two scale parameters, the local scale t and the integration scale s, according to some scheme; 2. accumulate the scale-space signature for some (normalized) differential entity; 3. detect some special property of the curve, e.g. the global maximum, or all local extrema, etc;
5. compute p~ at this fixed integration scale while varying the local scale between a minimum scale, e.g. t =-0, and the integration scale, and then select the most appropriate local scale(s) according to some criterion.
Our specific implementation of this general scheme is described below.
Scale variation. A completely general implementation of
Step l would involve a full two-parameter scale variation. Here, a simpler but quite useful approach is used; the integration scale is set to a constant times the local scale, s = 7: t (typically y1 = 2). In light of the scale selection heuristic, this scale invariant choice means that the size of the integration region is proportional to the characteristic length of the local smoothing kernel. For example, in the case of periodic patterns, this implies that the size of the integration region at each local scale is proportional to the wavelength for which the normalized first derivative at that scale would give a maximum response.
Selecting integration scales. Concerning Steps 2-3, we propose to set the integration scale(s) from the
where the normalized strength of p~, represented by det p~, assumes a local or global mazimum. This choice is motivated by the observation that for both simple periodic and blob-like patterns, the signature of det p~ has a single peak reflecting the characteristic size (area) of the two-dimensional pattern.
Once Sdet p L has been determined, it is advantageous to compute p~ at a slightly larger integration scale s = 7 ; S&t p L == yTyz & p t (typically y2 = 2), in order to obtain a more stable descriptor. More formally, this can be mot,ivated by the fact that the estimates of the directional information in p.1~ are more sensitive to small window sizes than are the magnitude estimates [25] .
Selecting local scales. The second stage selection of local sc<ale in Step 5 aims at reducing the shape distortions due to smoothing. We propose to set the local scale('s) to the scale(s), denoted t g , where the normalized antsotropy, Q, assumes a local maximum. This is motivated by the fact that in the absence of noise and interfering finer scale structures, the main effect of the first stage scale-space smoothing is to decrease the anisotropy, and it therefore leads to a systematic uaderestimate of slant; e.g., for the orthographic projection f(2, y) = g(z; 1;) g(y; 1:) of a Gaussian blob (12 = II cos U ) , the slant estimate varies as Typical example of the result of using nonadaptive selection of the (here constant) local and integration scales -geometrically useful shape descriptors are obtained only in a small part of the image.
suppressing (uniformly distributed) noise and interfering finer scale structures increases the anisotropy. Selecting the maximum point gives a natural trade-off. Note that under the assumption of weak isotropy a maximum in Q is equivalent to a maximum in 6.
Experiments. Fig. 3 illustrates these effects for a synthetic image with different amounts of noise. Note that the scale-space signature of det p~ has a unique maximum when the noise level, v , is small, and two maxima when v is increased. Table 1 gives numerical values using the proposed method for scale selection. Notice the stability of S d e t P r . with respect to noise. 19 increases with U , while Q decreases at t = 0. The accuracy in the orientation estimate assuming weak isotropy is presented by the 3D angle A~!J,, between the estimated and true surface normal. Fig. 4 illustrate these results graphically, by ellipses representing the second moment matrices, with the size rescaled to be propor-
As a comparison Fig. 5 displays a typical result of using non-adaptive (globally constant) scale selection. Here, useful shape descriptors are only obtained in a small part; the window size is too small in the lower part, while the first stage smoothing leads to severe shape distortions in the upper part. Fig. 3 using different amounts of additive Gaussian noise and automatic scale selection.
Spatial selection and blob detection
Although the above method for selecting appropriate scales for smoothing and integration at a given point has been demonstrated to give highly useful results on different types of real and synthetic images [25] , it has obvious limitations if applied (blindly) to regions containing little or no image structure. Now, the complementary problem of selecting where to apply the multiscale analysis will be addressed. The scale selection principle can be easily extended to spatial selection by selecting points ( 2 , y) and scales t that are local maxima with respect to both scale and spatial position. Such points are called normalized scale-space eztrema of the differential entity considered, Even though det p t can be useful also for spatial selection, it can be desirable to use an entity based on second order derivatives (which typically gives rise to spatial maxima at blob centers) in contrast to first order derivatives (which are zero at extrema). We have considered the squared trace and the determinant of the normalized Hessian matrix, 'HnormL. For a nonuniform Gaussian blob g(z; 1:) g(y; l i ) , the scale maxima are assumed at tdetpr, = 11/2/(1 + 27:)'/' and tde.7.&,,r,L = 1112. (The expressions for the corresponding trace-based entities are more complicated although qualitatively similar when 1; M 1%). Observe that t,,, gives a natural measure of the area of the blob. In practice, a second stage smoothing step with s = 7:t is applied to traceX,,,,L and det'H,,,,L before the extrema detection (this is not an essential step, but only a simple way to suppress less significant maxima).
The second column in Fig. 6 shows results of applying this method to real and synthetic images. Every scale-space maximum is illustrated by an ellipse representing p~ computed with integration scale s = 7:-y:tma, and local scale determined from Step 5 in Sec. 4. Note the ability of the method to zoom in to different scales, and how well the computed ellipses describe the blobs in the image, considering how little information is used in the processing. This mulii-scale blob detector has obvious limitations compared to other approaches [34, 7, 22] , since it only represents the shape of each blob by a second moment matrix. However, we propose that it is well suited as a pre-processing step for the shape-from-texture estimation since it produces precisely the information needed for estimating local linear distortion and size changes.
Estimating surface orientation
The theory developed in the previous sections will now be applied to the problem of estimating local surface orientation in perspective images of textured surfaces. The methodology can be summarized as follows:
Step 1. Compute local texture descriptors p~ as described in Sec. 4. This can either be done at selected spatial positions corresponding to normalized scalespace extrema as described in Sec. 5, or at a uniform grid of points generated by some default principle.
Step 2. Determine points where surface orientation estimates are to be computed. This set of points can be the same as that used for computing the texture descriptors, or it can be smaller, e.g. a uniform grid. Associate with each point a (Gaussian) window that specifies the weighting of the texture descriptors in the neighborhood of the point. The scale of this window function will be referred to as the texel grouping scale'. 2Fkom the semi-group property of Gaussian smoothing it follows that p~ at a c o m e scale can be computed from p~ at any finerscaleby p~( . ; t , s z ) =g(.; sz -q ) * p~, ( . ; t , s l ) .
Step 3 Experiments. Fig. 6 shows results of applying this composed method to images with known and unknown camera geometry. For the synthetic planar sine wave image (true orientation at center ( U , e) = (60.0°, 90.0'), noise 1.4%;) the foreshortening and area gradient estimates are very accurate, (60.7', 90.1') and (61.6', 89.0') respectively. For the synthetic image of the curved cylinder (true orientation (!is', go'), noise 25%) the estimate from foreshortening gives (56.8', 90.4"), while the area gradient underestimates slant (36.2', 86 .1'), since the curvature is non-zero (compare with (8)). For the real (planar) wall-paper image, foreshortening gives (47.9', 84.6') and the area gradient (51.4', 76.6') to be compared to the reference value (50.8', 85.3') computed by stereo correspondence. Finally, for the sunflower image [7] the camera geometry is unknown, so the area gradient is represented by a set of lines determining the horizon (which is independent of the focal length). Note that for this image the weak isotropy assumption gives the orientation of the individual flowers, while the constant area assumption reflec:ts the orientation of the underlying surface.
Summary and discussion
This paper addresses the shape-from-texture problem from a general standpoint. Results from previous and new theories are combined and extended into a framework that, in fact, models all the steps in the computation of local slant and tilt information from raw greylevel data. The method is general in the sense that the description stage is decoupled from any specific assumptions about the type of texture considered; in fact, all such choices are postponed to the interpretation stage, where difierent assumptions can be selected depending upon the type of situation.
Concerning limitations of the work, the genuine twoparameter scale variation has so far not been implemented in the selection of integration scale. The current implementation gives best results when either the textures iire approximately periodic, the relative integration scale is known (given by 71 and yz), or the image contains relatively distinct blob-like structures.
Multiple scale maxima and coherent surfaces.
In the experiments only the most dominant scale was selected at each point, but it is clearly desirable to be able to handle patterns containing structures at multiple scales. Moreover, the experiments primarily concerned local (or regional) estimation of surface orientation; some mechanism is needed for combining such (agreeing and conflicting) slant and tilt estimates computed at different points into hypotheses about coherent surfaces.
Non-uniform smoothing. In the treatment above uniform (rotationally symmetric) smoothing has been used throughout. This is motivated by the principle that in the absence of any a priori information, the vision system should be as uncommitted as possible, and, for example, have no preferred directions. It is clear, however, that such uniform smoothing leads to shape distortions (compare with Sec. 4; see also [32] ).
Given initial slant and tilt estimates (6,i) computed by uniform smoothing, a straightforward compensation technique is to let the scale parameters in the (estimated) tilt direction, ti and si, and the perpendicular direction, t6 and S C , be related by ti = t i cos2u and si = si cos26. If, say, under the assumption of weak isotropy, this estimate is correct, then the slant estimate will be unaffected by this non-uniform smoothing. Applying (one iteration) of this method to the experiment in Table 1 gives that at noise levels 10.0, 31.6 and 100.0, the slant estimates change from 58.9' to 59.9', from 55.3' to 61.1', and from 52.3' to 62.9' respectively (the reference value is 60'). It is not argued that this method describes any "optimal" way to reduce the shape distortions. The intention is rather to demonstrate that shape adapdlion of the smoothing kernels can be performed within this framework. A formal description in [25] shows that the entire shape-from-texture method becomes inwariant with respect t o the locally linearized perspective mapping. Incidentally, this provides an alternatAve way to define anisotropic diffusion [30] .
Active vision. The effect of the smoothing operation is closely related to the issue of view direction. Ideally, in noise free and unsmoothed data it should be sufficient to compensate p~ computed at a peripheral point q using (6) and the (known) gaze transformation G*q.
However, the isotropic smoothing in the flat image and the use of non-infinitesimal integration domains lead to non-linear effects not covered by this. A natural solution is to map the intensity to the viewsphere, and perform the diffusion there in order to obtain invariance with respect to view direction. In an active vision situation, however, the situation can also be improved by redirecting the camera towards the point of interest, since then the peripheral perspective effects are as smallest, and symmetric around the point considered. Note that under the weak isotropy assumption the slant and tilt estimates at the central point are independent of the focal length. 
