Turbo equalization is an iterative equalization and decoding technique that can achieve impressive performance gains for communication systems. In this letter, we investigate the turbo equalization method for the decoding of the Davey-MacKay (DM) construction over the IDS-AWGN channels, which indicates a cascaded insertion, deletion, substitution (IDS) channel and an additive white Gaussian noise (AWGN) channel. The inner decoder for the DM construction can be seen as an maximum a-posteriori (MAP) detector. It receives the beliefs generated by the outer LDPC decoder when turbo equalization is used. Two decoding schemes with different kinds of inner decoders, namely hard-input inner decoder and soft-input inner decoder, are investigated. Simulation results show that significant performance gains are obtained for both decoders with respect to the insertion/deletion probability at different SNR values.
Introduction
Synchronization errors, i.e., bit insertions and deletions happening during the information transmission, will lead to catastrophic consequences for communication systems. Channels with synchronization errors have received a lot of attention recently due to their occurrence in practical systems such as internet transmission [1] , speech watermarking systems [2] and bit-patterned media (BPM) recording system [3] , [4] . Channel coding provides a feasible way to combat synchronization errors. To date, the most promising coding schemes reported over synchronization channels are based on concatenated schemes employing an inner code for correcting synchronization errors, and an outer code for correcting substitution errors due to imperfect synchronization from the inner decoder [5] - [8] . The DaveyMacKay (DM) construction [6] concatenates an outer nonbinary low-density parity-check (LDPC) code with an inner watermark code. The synchronization is achieved by means of the forward-backward algorithm [9] . A similar scheme, which concatenates an outer LDPC code with an inner marker code, is investigated in [7] , [8] .
BPM recording has recently been proposed as a promising technology for high-density magnetic recording to overcome the "superparamagnetic limit". A challenging problem for the BPM recording is written-in errors, which are due to the imperfect synchronization between the write pulses and the discrete, predetermined magnetic islands. In [10] , written-in errors are modeled as a binary-symmetric channel (BSC) channel and detection methods for the BPM recording channel with written-in errors are considered. In [11] , the authors investigated the coding scheme for the composite of a BSC and a binary-input additive white Gaussian noise (AWGN) channel (referred to as the BSC-AWGN channel). Since there are also insertion and deletion errors when recording on BPM [3] , a coding scheme based on the DM construction is considered over a cascaded insertion, deletion, substitution channel and an AWGN channel * (referred to as the IDS-AWGN channel) [12] . The IDS-AWGN channel can be seen as an extension of the BSC-AWGN channel. In [12] , the decoding performance of four different decoding methods for the DM construction over the IDS-AWGN channel are reported, including hardinput/soft-input bit-level and symbol-level synchronization decoding. However, when considering the inner decoder as an maximum a-posteriori (MAP) detector, turbo equalization principle can be used to make further performance improvement.
In this letter, we consider the turbo decoding for the DM construction over the IDS-AWGN channel. Though the proposed turbo decoding shares a same structure with the one presented in [13] for the IDS channel, we investigate a more realistic IDS-AWGN channel model for BPM recording. Moreover, both hard-input and soft-input inner decoders with different decoding complexity are investigated. Simulation results in Section 4 show that significant performance gains are obtained with respect to the insertion/deletion probability at different SNR values.
Channel Model and the DM Construction
The IDS-AWGN channel is depicted in Fig. 1 . At first, the DM codeword t is modulated to the sequence z by the binary phase-shift-keying (BPSK) modulator. Then z enters the IDS channel and the sequence r is obtained. Specially, at each channel use, either a random bit −1 or +1 is inserted in the sequence z with probability P i , the next queued bit is deleted with probability P d , or the next queued bit is trans- Fig. 1 The IDS-AWGN channel model. mitted correctly with probability P t (1 − P s ), or is flipped from ±1 to ∓1 with probability P t P s , where
The output sequence of the channel is y = r + g, where g ∼ N(0, σ 2 ). In the DM construction, the outer code is a q-ary
i=0 of the outer code is transformed into a sparse binary string s = {s i } Nn−1 i=0 of length Nn by mapping each q-ary code symbol to a low-weight binary string of length n, n > k. The density of s, i.e., the proportion of 1s in s, averaged over all s, is denoted by f . The string s is then added modulo-2 to a binary watermark string w to yield the input vector t = {t i } Nn−1 i=0 to the channel. The overall rate of the DM code is therefore Kk Nn .
Iterative Decoding for the DM Construction over the IDS-AWGN Channel
Based on the received sequence y and the knowledge of the watermark sequence w, the inner decoder infers the synchronization errors by the forward-backward algorithm and outputs the probabilities of each sent symbol P(y|d ι ), ι = 1, 2, ..., N. P(y|d ι ) is then fed into the LDPC decoder. When turbo equalization is used, the soft information generated by the LDPC decoder is fed back to the inner decoder. The structure of the iterative decoder for the DM construction is shown in Fig. 2 . The decoder input is the channel output y orỹ, the hard-decision version of y. The output of the inner decoder Fig. 2 is slightly different with the structure of the conventional turbo equalization system, see [14, Fig. 1(d) ] for example. In [14, Fig. 1(d) ], the input of the decoder is the output of the detector minus the input of the detector. While for our iterative structure there is no need to subtract the input of the inner decoder. This is because the output of the inner decoder P(y|d ι ) or P(ỹ|d ι ) is already the extrinsic information needed by the LDPC decoder (see [13, Sect . V] for details).
The remaining problem is how to use the information obtained by the LDPC decoder for the inner decoder. There are four alternative inner decoding methods for the DM con- Fig. 2 The structure of the iterative decoding for the DM construction over the IDS-AWGN channel.
struction over the IDS-AWGN channel. When we take hard decisions for the received sequence y, the bit level synchronization (BLS) [6] and the symbol level synchronization (SLS) [15] decoding methods can be used. When y is used directly for decoding, the BLS and SLS soft-input inner decoders [12] can be used. In this letter, we choose the SLS hard-input inner decoder and the SLS soft-input inner decoder as the inner decoders used in Fig. 2 . The BLS inner decoders are not used because of the following two reasons: (1) The decoding performance of the BLS inner decoders is worse than the SLS approaches; (2) It is not very easy to incorporate the symbol level extrinsic information derived from the LDPC decoder to the BLS inner decoder.
For the hard-input inner decoder, P(ỹ|d ι ) is calculated as in [15, Sect. III] using the forward-backward algorithm. Note that the effective substitution rate [6] used for the decoding of the DM construction over the IDS-AWGN channel should be recalculated. This is because, except for the IDS channel, the AWGN channel also introduces substitution errors when hard decision is used. In this case, the effective substitution error rate is calculated by f (1 −P s ) + (1 − f )P s whereP s = P s (1 − P AWGN ) + P AWGN (1 − P s ), [12] . Using the same notations, we restate the forward metric α(ι, x 2 ) and the backward metric β(ι, x 1 ) in [15] as follows:
In the RHS of (1), Pr r|
when turbo equalization is considered. Pr r|
, t ι in the RHS of (2) can be calculated in a similar way. Thus the connection between the inner decoder and the outer decoder in Fig. 2 (d ι ) is used the same as the hard-decision version described before. Note that at the first turbo iteration in Fig. 2 , no information is available from the LDPC decoder and the symbol d ι are assumed to be equally likely.
Simulation Results
In this section, we report the performance improvement involving our iterative decoding for the DM construction over the IDS-AWGN channel. The code C is chosen to be a (999,888) LDPC code over GF (16) , the rate of the inner code is k/n = 4/5 and the whole rate of the DM construction is 0.71. The watermark string of length 4995 is generated once randomly and used throughout the simulations. As in [6] , we set P i = P d . The maximum allowed drift x max is set to 35 for C such that the accuracy of our simulation results is not significantly affected. The maximum insertion length I is set to 5. For the outer LDPC decoder, we use the logdomain belief-propagation (BP) decoder [16] , with a fixed number of iterations set to 50. The SNR for the AWGN channel is defined as 1/(2σ 2 ). In Fig. 3 , we plot the frame error rate (FER) performance versus P i = P d for the code C with the hard-input and soft-input inner decoders over the IDS-AWGN channel at SNR=6 dB, P s = 0. The simulation is performed with a fixed number of turbo iterations β (e.g., β=30 for hard-input inner decoder, and β=10 for soft-input inner decoder in our simulation) and a different number of BP iterations δ for each turbo iteration (e.g., δ=5, 10, 15 and 20 in our simulation). It can be seen that (1) the performance gain obtained by the turbo equalization is significant for both decoders (2) the performance gain is large when δ increases from 5 to 10, but it diminishes when δ increases beyond 10. To find out the performance improvement at high SNR regions, we do similar simulations for SNR=8 dB. The results shown in Fig. 4 reveal that the performance gain for the turbo equalization do not decline at high SNR values. We also perform simulations to see whether the performance gains are preserved for turbo decoding when P s > 0. Simulation results show that increasing P s causes a leftward shift in the FER curve of P s = 0. However, the performance gap between the turbo decoding and the non-iterative decoding for P s > 0 is kept similarly as P s = 0. Due to the space limit, we do not provide it in our letter.
The most complex part for the decoding in Fig. 2 is the inner decoder. Thus the whole decoding complexity will be low if the convergence of the turbo iterations is quick. To understand the complexity of the iterative decoding system, we obtain some statistics for the average number of turbo iterations when decoding at different values of δ.
The statistics for hard-input and soft-input inner decoders at SNR=6 dB with different values of P i = P d are reported in Table 1 and Table 2 , respectively. From the tables, it can be seen that the average number of turbo iterations decreases as the value of P i = P d gets smaller. This result also indicates that for small P i = P d , the performance improvements afforded by iterative decoding come at a price of only a small increase in decoding complexity compared to non-iterative decoders, as the average number of turbo iterations is close to 1 in this case. The average number of turbo iterations at SNR=8 dB is similar. Finally, in Fig. 5 , we show the FER performances for the iterative decoding between various numbers of turbo iterations (e.g. β=10, 20, 30, 50 for hard-input inner decoder, and β=10, 15, 20 for soft-input inner decoder) with a sufficient number of BP iterations (e.g. δ=50) at SNR=8 dB, P s = 0. It can be seen that, there is a little performance gain when the number of turbo iterations becomes large. This is not surprising because of the following two reasons: (1) The average number of turbo iterations is small in Tables 1  and 2 , which means the convergence of the turbo iterations is quick; (2) The performance gains are diminished when δ increases beyond 10 in Figs. 3 and 4 .
Conclusion
In this letter, iterative decoding for the DM construction over the IDS-AWGN channel has been investigated. For both hard-input and soft-input inner decoders, significant performance gains with respect to the insertion/deletion probabil- Table 1 The average number of turbo iterations for iterative decoding of C with hard-input inner decoder over the IDS-AWGN channel at SNR=6 dB and P s = 0. Table 2 The average number of turbo iterations for iterative decoding of C with soft-input inner decoder over the IDS-AWGN channel at SNR=6 dB and P s = 0. ity are obtained. Moreover, the complexity of the proposed iterative decoder is close to the non-iterative decoder when the insertion/deletion probability becomes small, as the average number of turbo iterations is close to 1 in this case.
