Abstract-Detection and monitoring of corrosion and erosion damage in pipe bends are open challenges due to the curvature of the elbow, the complex morphology of these defects, and their unpredictable location. Combining model-based inversion with guided ultrasonic waves propagating along the elbow and inside its walls offers the possibility of mapping wall-thickness losses over the entire bend and from a few permanently installed transducers under the realm of guided wave tomography (GWT). This paper provides the experimental demonstration of GWT of pipe bends based on a novel curved ray tomography algorithm and an optimal transducer configuration consisting of two ring arrays mounted at the ends of the elbow and a line of transducers fixed to the outer side of the elbow (extrados). Using realistic, localized corrosion defects, it is shown that detection of both the presence and progression of damage can be achieved with 100% sensitivity regardless of damage position around the bend. Importantly, this is possible for defects as shallow as 0.50% of wall thickness (WT) and for maximum depth increments of just 0.25% WT. However, due to the highly irregular profile of corrosion defects, GWT generally underestimates maximum depth relative to the values obtained from 3-D laser scans of the same defects, leading in many cases to errors between 3% WT and 8% WT.
I. INTRODUCTION

P
IPE bends are widely used in upstream and downstream pipelines and are critical structural elements to the integrity of oil and gas assets. In this context, the primary form of damage that can determine structural failure is wall-thickness loss caused by corrosion and/or erosion. With gas lines, it can be expected that damage is driven by erosion mechanisms and forms primarily on the outer side of the elbow (extrados) [1] although other locations are also possible in the presence of highly turbulent flow. In the presence of liquid or multiphase flow, damage can result from corrosion, erosion, or their synergetic combination and can occur at any location around the pipe elbow including its welds [2] - [4] .
In order to implement effective life management strategies, plant operators require tools to predict the residual life of the asset. The effectiveness of these tools hinges on the availability of information about: 1) the current state of the asset and 2) the rate at which it is changing. To assess the current state, it is necessary to know whether wall-thickness loss is present and if so where, how wide, and most importantly how deep. Similarly, it must be known if damage is growing and if so where and how rapidly.
Accessing this information is made challenging by the complexity of the defects produced by corrosion and erosion. Corrosion defects vary significantly in size and morphology, from small corrosion pits (5-10 mm diameter) to large areas of generalized corrosion, and typically exhibit small growth rates-in many cases, defect depth increases by 1 mm/year or less [5] and so only a few micrometers per day. On the other hand, erosion defects tend to be wide and depending on the operation conditions can have a very rapid growth rate-100% wall-thickness losses in a single day have been experienced in pipe elbows of gas lines with high sand content.
Life management of pipe bends, therefore, requires monitoring techniques that can probe the entire volume of the elbow including its welds and can sample its state with relatively high frequency, ideally on a daily basis so as to implement corrosion mitigation methods, e.g., by injecting corrosion inhibitors in the flow [6] . As a consequence, due to the typically low corrosion rates, the monitoring technique must be sensitive to wall-thickness changes that are in the order of a few tens of micrometers in order to provide prompt feedback to the asset operators. This poses extraordinary performance requirements on the monitoring technology which needs to detect changes that can be orders of magnitude smaller than the tolerances with which the pipe is manufactured and must do so across the entire elbow.
While permanently installed ultrasonic thickness gages can provide sufficient sensitivity to detect small wall-thickness changes [7] , their area coverage is limited to the transducer footprint (typically the size of a coin), and therefore, they are not effective if they are not located at the position of damage. Inspection pigs [8] traveling inside the pipeline and instrumented with ultrasonic or magnetic probes have no limitations in terms of the area that they can inspect; however, their accuracy is limited to ±0.5 mm [9] , [10] and most importantly they cannot be used in bends especially when the bend radius is small.
Ultrasonic guided wave tomography (GWT) offers an attractive compromise between sensitivity and area coverage by combining the long-range propagation characteristics of guided ultrasonic waves with the principles of modelbased inversion. Successful demonstrations of GWT have been reported for platelike structures [11] - [15] and more recently for straight pipes [16] - [19] . Here, the pipe section to be monitored is delimited by two ring arrays of ultrasonic transducers that encircle the pipe and measure guided wave signals after traveling inside the pipe wall from one array to the other. The signals are interpreted by GWT algorithms to form a wall thickness (WT) map of the entire pipe section.
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Although the benefits of extending the scope of GWT to the bend problem are apparent, no demonstration of the feasibility of such an approach has been reported in the literature, with the sole exception of a preliminary numerical study by Volker and van Zon [20] . Indeed, there are two main obstacles to the development of GWT for pipe bends: 1) the complexity of the forward model required to describe guided wave propagation along the bend and 2) the presence of wave phenomena that occur at the extrados of the elbow, which are not present in the case of straight pipes.
In straight pipes, the propagation of guided waves and their interaction with defects can be approximated by a 2-D acoustic model in which defects are modeled as phase or group velocity perturbations. Moreover, the 2-D model is defined over a rectangular domain that corresponds to the pipe midsurface unwrapped onto a plane. Instead, for a bend, the torus that defines the elbow midsurface cannot be unwrapped without introducing stretching and compression, and therefore, the guided wave problem cannot be formulated in terms of the standard acoustic model. In [21] , we have shown that it is possible to model guided wave propagation in a bend using a 2-D rectangular domain in which the acoustic model is made artificially inhomogeneous and elliptically anisotropic (INELAN). The ability of INELAN to simulate traveltime shifts caused by shallow defects and small defect depth increments has been demonstrated experimentally in a companion paper [22] . Importantly, the INELAN model achieves fast computation of the forward model, which is critical to the inverse problem that requires several forward simulations before convergence is achieved.
Around the extrados, two important wave phenomena occur when guided wave signals are excited and detected by ring arrays placed at the two ends of the elbow. Since wave pulses follow Fermat's law of least traveltime, guided waves tend to avoid the extrados to travel closer to the inner side of the elbow (intrados), since here the wave paths are shorter. As a result, first-arrival traveltimes tend to encode little information about defects on the extrados and one must use later arrivals corresponding to wave paths that have wrapped around the pie circumference multiple times before reaching the receivers [21] . In addition, a self-focusing effect occurs at the extrados, which results in a secondary source that radiates a strong wavefield trailing behind the first-arrival signals [21] . The secondary field partially interferes with the first arrivals and complicates signal interpretation.
The objective of this paper is to develop an inversion method based on the INELAN forward model and to integrate it with a new array configuration that can increase ray density on the extrados and, therefore, lead to more accurate wall-thickness map reconstructions.
Section II reviews the main properties of the INELAN forward model, which is then used in Section III to develop a new curved ray tomography algorithm based on the nonlinear conjugate gradient method. Numerical validation of the inversion scheme is provided in Section IV where the performance of GWT is studied for the standard array configuration consisting of two ring arrays and a new configuration that includes a line of transducers along the extrados. Using the methods described in Section V, the proposed approach is validated experimentally in Section VI, which is followed by concluding remarks in Section VII.
II. FORWARD MODEL Let us consider a pipe bend consisting of two straight sections joined by an elbow. The midsurface of the pipe wall around the bend can be approximated by two circular cylinders of radius, r , joined by a torus of angular aperture γ and radius of curvature, R, according to Fig. 1(a) . For all the examples presented in this paper, a 90°, 1.5-D elbow will be considered which corresponds to γ = π/2 and R = 3r , respectively. Each straight pipe section is instrumented with a ring array containing N transducers mounted at distance δ from the elbow. In addition, an optional line array consisting of 2M, equally spaced, transducers is mounted along the extrados of the pipe. The N transducers of one ring array and their closest M elements of the line array act as sources, while the other N + M transducers are receivers. Furthermore, let {O, x, y, z} denote a system of Cartesian coordinates describing the physical space of the bend and {O , x , y } the coordinate system for the corresponding 2-D acoustic domain. We consider the orthogonal parametric representation of a torus
which provides a nonisometric one-to-one mapping between the points r ≡ (x , y ) of the 2-D domain and the points r ≡ (x, y, z) of the torus. According to the theory presented in [21] , the traveltime τ (x , y ) from a source to a point (x , y ) can be obtained by solving the INELAN eikonal equation [23] 
in which the function α(r ) captures the inhomogeneity of the acoustic model and is defined as
The term c ph [r(r )] is the phase velocity at point r on the torus corresponding to point r in the 2-D domain through the mapping in (1)-the reciprocal of c[r(r )] is the slowness s[r(r )]. For a given inspection frequency, f , and pipe WT at point r, t (r), the value of c is determined from the phase velocity dispersion curve of the selected guided wave.
In our analysis, we consider the fundamental flexural mode A 0 around the so-called constant group velocity point to optimize sensitivity and signal analysis as explained in [24] . It should be stressed that due to the anisotropy of the INELAN model, the phase and group velocities in the 2-D domain do not have the same meaning as the group and phase velocities in the pipe [21] . The traveltime provided by (2) is always the group traveltime in the INELAN domain, which is equivalent to the phase traveltime measured on the torus, since c ph [r(r )] appears in (2) . The equivalence between the INEALN group traveltime and the phase traveltime measured on the physical pipe is discussed in the Appendix of the companion paper [22] . Hereafter, τ refers to the group traveltime when considering the INELAN model and equals the phase traveltime measured on the physical pipe. The origin of the coordinate system {O , x , y } is set at the beginning of the elbow with the y -axis mapping onto the extrados of the elbow while the x -axis spans the circumferential direction. The sections of the domain labeled A and C correspond to the straight pipe segments between the arrays and the welds and are characterized by an homogeneous and isotropic velocity map (α = 1). The domain contains three rectangular regions of width equal to the pipe circumference (2πr ), which are identical replicas of the first region. For one source-receiver combination, there exists infinite wave paths that connect the source to the receiver, since the wave can wrap around the pipe multiple times before reaching the receiver. Therefore, the first region is used to describe the direct wave paths that perform no more than a full turn around the pipe circumference, the second to model wave paths up to two full turns, and so on. Similarly, the physical arrays are expanded into virtual arrays obtained through the same replication principle. For the example in Fig. 1(b) where all the wave paths that perform up to three full turns are considered, the physical source and receive ring arrays correspond to a 12 × 3 = 36 virtual transmit array along the line y = −δ and a 36 virtual receive array along the line y = π(R + r )/2 + δ, respectively. Similarly, the 2M = 8 transducer in the line array triple and lie on the lines x = 0, x = 2πr , and x = 4πr .
In this paper, the eikonal equation is solved by using an anisotropic implementation of the fast marching method (FMM) [25] .
III. CURVED RAY TOMOGRAPHY
The aim of the inversion is to reconstruct the slowness map, s[r(r )], and hence, c[r(r )] from the set of (N + M)×(N + M) waveforms that are measured for all the possible transmitreceive pairs. The velocity map is then converted into a wall-thickness map, t (r), using the dispersion curve of A 0 . Assuming that modes that have performed up to m full turns around the elbow are used, the input data to the inversion algorithm are the U ∈ R m(N+M)×m(N+M) matrix of traveltimes arising from the virtual arrays [18] , [22] .
The numerical formulation of the inverse problem starts from the discretization of the propagation domain into a grid of nodes where the traveltime, τ (r ), is defined. For a grid containing l nodes, τ (r ) can be represented by an l × 1 vector, τ , so that the i th entry defines the traveltime at the i th node of the grid. Similarly, the slowness function s(r ) can be represented by a p × 1 vector of parameters, s. The value of p depends on the number of nodes, l, and the order of the shape function used to represent the slowness distribution within each element of the grid. Here, it is assumed that s(r ) is uniform inside each element and, therefore, the i th entry of s corresponds to the average value of the slowness inside the i th element. Rearranging the columns of the matrix U into a single vector u m , the inverse problem attempts to find the solution s to the set of nonlinear equations
where F represents the forward model described by the INELAM model of (2). To illustrate the main aspects of the inversion, it can be observed that the forward problem defined by (2) can be expressed as
where G contains the lengths of the ray paths to all the nodes of the grid from a single source position. In particular, the i jth entry of G is the length of the ray segment intersecting the j th element and reaching the i th node. Finally, it should be emphasized that the dependence of G on s is included to account for ray bending caused by the inhomogeneity of the INELAN model. The forward model provided by (5) can be used to predict traveltimes measured by the arrays for a known s-map and leads to a synthetic data vector u s . The objective of the inversion is to determine the vector s by minimizing the residual between the measured and predicted data
This is achieved in a least-squares sense minimizing the cost function based on the L 2 -norm of the residual
where the superscript T refers to the matrix transpose. The minimization requires the use of iterative techniques, such as gradient, Newton, or Gauss-Newton methods [26] . Among these, gradient methods are more computationally efficient due to the large size of vector s. Good convergence rates are obtained with the nonlinear conjugate gradient method, which starts from an initial guess of the slowness map s 0 and defines the slowness map at the k + 1 iteration step as
where η k is the step size obtained from a line search that minimizes the cost function E(s) along the descent direction δ k , that is
With the steepest descent method, δ k is chosen to be opposite to the gradient of the cost function, i.e.,
On the other hand, more rapid convergence is obtained using a different descent direction given by
where ξ k is the conjugate gradient update parameter. Various formulas for ξ k have been proposed [27] , in this paper, we adopt the Fletcher-Reeves formula
Each iteration step requires knowledge of the partial derivatives ∂ E/∂s i , which form the gradient ∇ E. Direct computation of the derivatives is highly inefficient, since the large number of parameters in s would require the computation of a vast number of forward models. However, this is not necessary as the gradient can be calculated by back-projecting the residual δu along the rays that join the source to the receivers as in the filtered back-projection method [28] used in computerized tomography. As a result, calculation of the gradient can be achieved with the computation of a single forward model. It should be stressed that due to the anisotropy of the INELAN model, the phase front travels in a direction that is typically different from that of the group envelope. Since the phase traveltime measured experimentally corresponds to the group traveltime of the INELAN model [21] , it is necessary to consider the rays tangent to the group velocity direction when back-projecting the residuals. The block diagram shown in Fig. 2 summarizes the steps involved in the iterative solution to the inverse problem. The iteration begins with an initial guess for the slowness map, s 0 , which is assumed to be the slowness of the undamaged pipe. The slowness map is passed to a forward solver that predicts the synthetic data set u s using the FMM method. The synthetic and measured data are then used to compute the residual δu and evaluate the cost function E. If E does not meet the convergence criterion, the slowness map is updated computing its gradient ∇ E and using the recursive expressions (8)- (11) until convergence is achieved. The convergence criterion is typically based on a threshold level applied to the cost function or its slope. Here, we stop the iteration at step k when
To address the instability of the inverse problem and ensure the convergence of the iteration, the cost function in (7) can be modified by adding a regularization correction
where μ is a regularization parameter and D is a weighting operator. If D coincides with the identity operator, the minimization of (12) is equivalent to the damped least-squares minimization. In this paper, however, the regularization parameter is set to zero and instead the solution is constrained based on the prior knowledge that corrosion and erosion damage can only cause the WT to decrease and that the slowness map is replicated across the aperture of the virtual transmit and receive arrays. The first type of constraint is achieved by imposing phase velocity extrema. The phase velocity of A 0 increases monotonically with the frequency-thickness product f · t and, therefore, a wall-thickness loss can only cause a reduction in phase velocity. In this case, the regularization condition is c[r(r )] ≤ c 0 , where c 0 is the phase velocity of A 0 corresponding to f · t 0 , with t 0 being the nominal WT of the undamaged pipe. The second type of constraint is dependent on the maximum order m used for the inversion. As discussed in Section II to account for modes that have performed up to m full turns around the pipe, the 2-D domain has to be expanded by adding m − 1 replicas. If l is the number of nodes used to discretize a single subdomain, the total number of nodes of the extended domain is l e = ml. Therefore, s has the cyclic structure
Condition (13) is imposed when updating the slowness map in (8) .
The method introduced in this section provides a generalization of the curved ray tomography method, which is widely used in seismic exploration [29] , [30] , to the case of anisotropic media.
IV. NUMERICAL STUDY
In this section, the performance of the inversion is studied using synthetic data sets as opposed to the experimental ones, which will be considered later in Section VI. The synthetic data sets are obtained using the INELAN forward model given by (2) and, therefore, are consistent with the forward model used by the inversion.
The numerical models are based on the pipe bend geometry and guided wave frequency used in the experiments presented in Section V. The pipe midsurface diameter is 2r = 211 mm, the nominal WT t 0 = 8.25 mm, and the center frequency f = 140 kHz, which on a carbon steel plate result in c 0 = 2458 m/s phase velocity and v 0 = 3266 m/s group velocity. The bend radius is R = 3r = 316.5 mm, which is similar to the nominal radius of an 8-in, 1.5-D elbow (305 mm). The reconstructions are obtained by considering all the modes that have performed up to three full turns around the circumference (m = 3). Therefore, the 2-D domain contains two replicas as shown in Fig. 1(b) with each replica discretized using 5.5 mm × 5.5 mm squared elements with 120 × 187 nodes (circumferential × azimuthal).
Circular defects of diameter equal to the pipe midsurface radius = r = 105.5 mm and uniform depth are studied as a function of defect depth and position around the elbow as shown in Fig. 3(a)-(c) . The defects are placed at the center of the elbow and are modeled as a phase velocity perturbationfor each depth d the phase velocity c(r) inside the defect is obtained from the A 0 dispersion curve at the frequencythickness product f · (t 0 − d).
The two array configurations considered in Section II are simulated using: 1) two 16-element ring arrays (N = 16) mounted on the straight pipe sections at distance δ = 100 mm from the elbow and 2) two 12-element ring arrays (N = 12) at the same location as in case 1) and with a line array of 2M = 8 transducers along the extrados.
Examples of the reconstructed wall-thickness loss maps for the array configuration that includes the line array on the extrados are shown in Fig. 3(d) and (e). The size and position of the reconstructed defect closely matches the defect in the model, while the sharp edges of the model defect are lost due to the limited spatial resolution of GWT. Fig. 4 provides the reconstructed maximum depth versus the nominal defect depth as a function of the defect position around the pipe circumference-depth is expressed as percentage of the nominal WT. Fig. 4(a) refers to the array configuration without the transducers on the extrados. If the inversion achieved unlimited accuracy, all the curves would lie on the true depth line, instead it can be observed that accuracy varies with defect depth and most importantly with defect position. In particular, depth is significantly underestimated for defects close to the extrados. This is due to the low ray coverage around the extrados as shown in Fig. 5(a) , which provides the ray paths radiating from the transmit ring array when the transducer closest to the extrados is excited. The direct wave paths do not intersect the extrados region, and therefore, GWT must rely on the wave paths that have performed at least one full turn around the circumference to reconstruct the defect. On the other hand, by adding source transducers on the extrados, guided waves are forced to propagate on the extrados leading to a denser ray coverage, Fig. 5(b) . The same effect is obtained by adding receivers on the extrados by reciprocity. As a result, the accuracy of the reconstructions improves significantly as shown in Fig. 4(b) . For defect depths up to 30% depth, the error in maximum depth estimation varies between −3% and +6% of WT. The largest errors are over estimations (positive sign) that occur for defects around the intrados, 0 < ϑ < 60 • , where ϑ is measured starting from the intrados.
To investigate the effect of the number of replicas used for the inversion, Fig. 6 shows the reconstructed maximum depths for the same cases considered in Fig. 4 but when only modes that have performed up to two full turns around the pipe (m = 2) are considered. It is clear that reducing m from 3 to 2 has a detrimental effect on accuracy when considering the two ring configuration, especially when defects are close to the extrados, compare Figs. 4(a) and 6(a). This is to be expected, since the ray coverage offered by the direct wave paths is very limited on the extrados, and therefore, there is significant benefit in adding higher order modes. This is also consistent with the trends observed with straight pipes [18] . On the other hand, the value of m is less critical to the array configuration that includes the transducers on the extrados, compare Figs. 4(b) and 6(b) , since now the direct wave paths provide a more homogenous coverage of the extrados. Indeed, for some defect configurations, the results for m = 2 are marginally more accurate than m = 3. This is due to the fact that the accuracy of ray tomography decreases as wave path length increases due to the widening of the so-called Fresnel zone (see [31] ). The length of the propagation path also poses an upper bound to the value of m which is dictated by experimental conditions. In fact, as the path length increases, the pulse amplitude decreases due to dispersion, possible energy leakage into surrounding media [32] , and the continuous distortion of the wavefront with propagation distance, which causes energy redistribution into multiple branches [21] . Since accurate traveltime estimations require the signal amplitude to be well above the noise floor, it is important that the wavepath length is limited-experimentally, we have found that there is no benefit in using m > 3.
For the case m = 3, the inversion is performed on a PC with an Intel(R) Core i7-3770k CPU and convergence is typically achieved after 60 iterations resulting in a total computation time under 4 min.
In concluding this section, it should be emphasized that the reconstructed wall-thickness loss maps do not show streak artifacts, which, therefore, implies that the total number of sensors used in the simulations provides adequate sampling of the wavefield. With wave-based inversion methods, such as diffraction tomography, the minimum number of sensor required to avoid aliasing artifacts is well defined [33] . For a straight pipe with the same diameter and schedule as the bend considered in the simulations, it leads to around 70 sensors per array. On the other hand, the sampling requirements of ray tomography are much less stringent due to its lower resolution.
V. EXPERIMENTAL METHODS
Experimental validation of GWT was conducted on the two pipe bend specimens shown in Fig. 7 , hereafter, identified as Pipes I and II. Pipe I was instrumented with two ring arrays according to configuration 1) in Section IV, while Pipe II also included the transducers on the extrados-configuration 2) of Section IV. In both cases, the transducers were left in position as multiple defects were added. Each specimen consisted of two 8-in diameter (220 mm measured O.D.), schedule 40 (8.18-mm nominal WT), 1.5-m length straight carbon steel pipes welded to a 90°, 1.5-D elbow (R = 305 nominal bend radius). While the inversion scheme assumes that the WT is uniform for the undamaged pipe, the actual thickness varied significantly due the presence of the weld caps, which were approximately 2 mm thickness, and manufacture tolerances that at the elbow of Pipe I led to peak-to-trough thickness variations of 1.72 mm, i.e., 21% of the mean WT estimated to be 8.25 mm [22] . This information was not used in the inversion.
Each pipe contained three sets of defects labeled Defects I, II, and III located at the intrados, side, and extrados, respectively. To simulate corrosion progression, the depth of each defect was increased in consecutive steps using an angle grinder or the method of impressed currents to produce accelerated corrosion as described in [22] . All the defects were introduced on the elbow outer surface with the exception of the extrados defect of Pipe II, which was introduced on the inner surface. This defect was produced using the impressed current corrosion method with an electrolytic cell similar to that used in [22] mounted inside the pipe elbow before it was welded to the straight pipe sections. Defect depth was mapped by performing a 3-D laser scan using the system described in [22] , which provides a spatial resolution in the order of 0.5 mm and depth estimation precision of ±100 μm. For the interior defect of Pipe II, it was not possible to map its depth with the laser, and therefore, the thickness was sampled at two points using two 15 MHz, 0.25 in (6.4 mm) diameter probes permanently attached to the outer surface of the elbow.
The geometrical properties of all defects on Pipe I are summarized in Table I and the defects on Pipe II in  Table II . Defects exhibited an irregular depth profile leading to maximum depth that was typically more than 100% deeper than the defect mean depth when the angle griding method was used. For the accelerated corrosion defects, the maximum depth was more than 60% deeper than the mean depth for defects on the outer surface of the elbow. For the interior defect, the maximum and mean depths could only be estimated from the thickness measurements at two locations. However, at the end of the corrosion tests, the maximum depth was more than 500% deeper than the mean depth. As a result, all the defects can be classified as localized corrosion, since, for generalized corrosion, the maximum depth is typically less than 10% deeper than the mean depth according to the oil and gas industry standards. Finally, defect size ranged from 70 mm × 60 mm (azimuthal × circumferential) to 120 mm × 120 mm. Guided wave measurements were performed with 32 electromagnetic acoustic transducers (EMATs) driven by a 32 channel controller by ClampOn as described in [21] . The transducers were excited by a two-cycle Gaussian windowed toneburst centered at 140 kHz, which corresponds to a wavelength λ = 18.6 mm. This frequency corresponds to f · t = 1.16 MHz-mm, which is at the low end of the CVG spectrum, where the dispersion of the group velocity of A 0 is negligible and was chosen, because the EMATs employed in this paper are designed to work on thicker pipe walls. To suppress random electronic noise, each signal was averaged 512 times. All the possible transmit-receive combinations, 16×16 = 256, were recorder in under 30 min to form one data set. To mitigate the effect of parametric uncertainties in the geometrical properties of the bend and the position of the transducers, the input matrix U to the inversion scheme contained the traveltime changes between two states of the pipe rather than the absolute traveltimes between transducers pairs. Therefore, a baseline data set was measured at the time when the arrays were first installed on the pipe and, then, current data sets were continuously acquired as the experiments progressed. The rationale is that the measured traveltime between two transducers is a function of the defect depth, τ m (d), that can be expressed as the sum of the traveltime that would be measured without uncertainties, τ (d), and a term τ u (d) that incorporates the effect of uncertainty, i.e.,
To a first-order approximation, τ u (d) is independent of defect depth and, therefore, it cancels out when considering the traveltime shift (14) between the measured current τ c m and baseline τ b m traveltimes, i.e., δτ is only dependent on defect depth. As a result, matrix U was populated by evaluating δτ for all the transmit-receive pairs using the zero crossing method applied to the baseline and current signals as explained in [18] and [22] . Examples of measured U matrices for the defects in Pipe I are given in a companion paper [22] where it is shown that the INELAN model can predict the matrices with accuracy that is within the experimental error.
VI. RESULTS AND DISCUSSION
We first discuss the results obtained with the two-ring array configuration of Pipe I. Fig. 8 shows the GWT reconstruction of the intrados defect, Defect I1. In the 2-D map, the vertical axis (labeled axial position) corresponds to the azimuthal direction along the elbow, while the horizontal axis coincides with the circumferential direction around the pipe-the extrados lies on the two vertical edges of the map. In order to unwrap the complex 3-D surface of the elbow, the intrados length is stretched by a factor two to match the length on the extrados, while the length along the circumferential direction is left unchanged. Both the 2-D image and the 3-D rendering are maps of wall-thickness loss in which the color of each pixel gives the local defect depth according to the color bar on the right.
The reconstruction provides the correct location of the defect. Its size is estimated from the 2-D map setting a −15 dB threshold level and is found to be 100 mm × 90 mm (azimuthal × circumferential) which is in good agreement with the 110 mm × 80 mm measured with the 3-D laser scan (note that the length of the defect along the intrados appears doubled in the 2-D map due to stretching). On the other hand, the reconstruction underestimates the maximum depth giving 0.65 mm versus the 1.24 mm obtained with the laser scan. The underestimation is due to the highly irregular profile of the defect, which causes the largest depth to occur in an area contained within a 5 mm × 10 mm rectangle. Thanks to its high resolution (0.5 mm), the laser scan can accurately map the depth profile within the rectangle. On the other hand, the size of the rectangle is smaller than the wavelength of A 0 (18.6 mm) thus meaning that the GWT reconstruction is a smoothed version of the true depth profile leading to an underestimation of the maximum depth. A rigorous characterization of the resolution scale of the GWT method introduced in this paper and how it affects the accuracy of the reconstructions is made difficult by the highly nonlinear nature of the inversion [34] . This implies that the reconstructed depth profile cannot be expressed as the convolution of the true profile with the so-called point spread function, which is the reconstructed profile for an ideal wall-thickness loss, which has vanishingly small lateral size but finite depth (see [31] ). Initial results suggest that reconstruction accuracy begins to degrade when the defect size is smaller than a length scale, , that is greater than the wavelength λ but smaller than (πλR/2) 1/2 , which corresponds to the resolution scale of straight ray tomography (λL) 1/2 [35] , where L is the mean source-to-receiver distance that in the case of the bend pipe is about π R/2. A better characterization of the accuracy limit of GWT would require a large scale parametric study that is beyond the scope of this paper. Fig. 9 (a) provides the reconstructed maximum depths for all the depth increments of Defects I, II, and III of Pipe I against the corresponding maximum depths estimated from the laser scans-all the values are expressed as percentage of the mean WT (8.25 mm) . If the GWT reconstructions matched the laser measurements exactly, the data points would lie on the diagonal line. However, due to limited spatial resolution, GWT underestimates depth compared with the laser measurements. Nevertheless, GWT achieves 100% sensitivity 1 by detecting three out of three defects and also correctly locating their position around the elbow. Moreover, it detects damage progression with 100% sensitivity by showing increased depth for 16 out of 16 depth increments.
For the intrados defect, the differences between the laser and GWT maximum depth estimations are between 2% and 7% of WT. The discrepancy between the two sets of measurements increases for the defects on the side and extrados causing underestimations between 4% and 22% of WT. This is due to the nonideal ray coverage afforded by the two ring array configuration and is in line with the results of the numerical simulations of Section IV. 1 Sensitivity sometimes also referred to as true positive rate or probability of detection, is defined as the ratio between the number of defects detected by the inspection system relative to the true number of defects and ranges between 0, no defect detected, to 100% all defects detected. We now consider the reconstructions for the defects introduced in Pipe II, which was instrumented with two ring arrays and a line of transducers along the extrados. Fig. 9(b) again compares the GWT reconstructions against the maximum depth estimations from the laser scans for Defects I and II and the two permanently attached ultrasonic probes for Defect III. The 3-D renderings of the wall-thickness loss maps are shown in Fig. 10 for the last four depth increments of each defect.
As in the case of the two ring array configuration, defects are reconstructed at the correct position and their presence and progression are detected with 100% sensitivity. The difference between the GWT and laser estimations is between 3% and 7% of WT for the defect on the intrados, which essentially reproduces the performance obtained with the two ring arrays. However, the addition of the line of transducers on the extrados significantly improves the depth estimation of the defect on the side narrowing the gap between the GWT and laser estimates from 4%-22% to 4%-8% of WT.
For the defect on the extrados, GWT appears to overestimate the maximum depth. However, the true maximum depth is unknown, since the defect was on the interior surface of the elbow and depth could only be sampled at the two locations of the ultrasonic sensors mounted on the outer surface of the pipe. Fig. 11(a) shows the interior surface of a section of pipe wall removed from the elbow in correspondence of the area of Defect III-the circles indicate the position of the ultrasonic probes. The surface is covered in corrosion scale that at some locations spalls from the base metal. The WT is highly irregular showing point-to-point variations exceeding 2 mm. Most importantly, a through-thickness (100% WT loss) corrosion pit with lateral size of approximately 8 mm × 12 mm is present. The contour of the pit is irregular and varies with depth. Defect depth was increased in 13 steps during which the two ultrasonic probes provided the wall-thickness loss readings shown in Fig. 11(c) . It can be observed that initially, when the defect is shallow, the two probes yield similar results thus suggesting that the defect is relatively uniform. However, from defect increment #6, the readings start to diverge implying that the defect profile becomes more irregular and that the corrosion pit initiates. This hypothesis is corroborated by the fact that the corrosion times needed to produce the first six depth increments were consistent with the expected corrosion rate of the impressed current method, while they increased significantly beyond depth increment #6. Therefore, while the ultrasonic probes may provide an accurate estimation of maximum depth for increments #1 to #6, they certainly underestimated maximum depth for defects #7 to #13, since they could only inspect the areas indicated by the circles in Fig. 11(a) . For the shallow defects (#1 to #6), GWT follows the trend of the ultrasonic measurements but overestimates depth by about 100 μm as it can be seen in Fig. 11(d) . Importantly, GWT is sensitive to maximum depth changes that could be as small as 20 μm as it can be deduced from the first six depth steps of Defect III (see Table II ). For the largest depths #11 to #13, GWT provides a better indication of the severity of the corrosion pit by showing that defect depth continues to increase at a high rate, Fig. 9(b) , while the ultrasonic measurements imply that the corrosion rate has slowed significantly [see Fig. 11(c) ]. However, neither GWT nor the ultrasonic probes provide an indication of 100% wallthickness loss for defect #13, which corresponds to the through thickness hole caused by the corrosion pit.
VII. CONCLUSION
This paper has presented the experimental demonstration of GWT of pipe bends based on a novel inversion algorithm and a new array configuration.
It has been shown that the inversion can be performed by extracting traveltimes from guided wave signals and interpreting the information they encode based on a 2-D acoustic model that is artificially INELAN. The numerical efficiency of the INELAN forward model means that rapid solution of the inverse problem can be achieved using an iterative scheme based on the conjugate gradient method, which leads to a generalization of the curved ray tomography method for anisotropic media. As a result, a wall-thickness loss map of the entire elbow can be formed in under 4 min on a standard PC.
The extrados' limited ray coverage offered by two ring arrays mounted at the ends of the elbow can cause severe underestimation of the depth of defects close to the extrados. This limitation is addressed by introducing a line of transducers along the extrados, which leads to a more uniform ray coverage of the elbow, and, hence, significantly reduces the dependence of the accuracy of GWT on defect position around the pipe circumference.
Experimental validation has been conducted on two 8-in diameter, schedule 40, carbon steel pipe bends with a 90°e lbow, 1.5-D radius of curvature. It has been shown that the detection of both the presence and progression of damage can be achieved with 100% sensitivity regardless of damage position around the bend and for defect sizes in the order of 100 mm. The shallowest detected defect could have been just under 40-μm maximum depth, while the smallest depth change was approximately 20μm. This is a remarkable result for a guided wave-based method, since 20μm is about 0.25%, the nominal WT and most importantly given that the pristine pipe shows point-to-point variations as large as 1.72 mm due to manufacturing tolerances. These unpredictable variations are not included in the forward model and are eliminated by using differential traveltime measurements between two states of the pipe.
For the defects considered in this paper, GWT generally underestimated maximum depth relative to the values obtained from 3-D laser scans of the same defects leading in many cases to errors between 3% and 8% of WT. All the defects simulated localized corrosion and had irregular depth profiles with the regions of maximum depth confined to narrow areas of a few millimeters in size. Several of these defects were introduced with the method of impressed currents, which reproduces the electrochemistry of corrosion but with an accelerated kinetics. As a result, the morphology and length scale of damage around the deepest points should be representative of realistic defects. While the sharpness of the WT minima did not cause significant loss of accuracy for the 3-D laser scans, which have a resolution scale ≈0.5 mm, they affected the accuracy of GWT, since the wavelength of the A 0 mode used in the experiments was λ = 18.6 mm. Therefore, GWT could only provide a smoothed reconstruction of the true depth profile that caused the maximum depth to be underestimated relative to the 3-D laser scans.
