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ABSTRACT
Com a crescente expansa˜o da capacidade instalada dos par-
ques eo´licos, tornou-se necessa´rio investir na qualidade da
previsa˜o de gerac¸a˜o de energia eo´lica para agendamento dia´-
rio e em tempo real, a fim de reduzir a necessidade de re-
serva de energia e permitir o melhor uso dos recursos. Nesse
sentido, este artigo propo˜e desenvolver uma ana´lise com-
parativa entre modelos de previsa˜o de gerac¸a˜o de energia
de fonte eo´lica utilizando me´todos de redes neurais MLP e
NARX e me´todos de se´ries temporais Arima e Arimax, uti-
lizando um conjunto de dados com as informac¸o˜es histo´ricas
dos parques eo´licos. Verificou-se que as redes MLP e NARX
apresentaram melhores resultados, quando comparados os
erros das previso˜es. A partir desses resultados, podemos
concluir que as te´cnicas de Machine Learnig testadas nesse
trabalho sa˜o promissoras para a utilizac¸a˜o em previsa˜o de
gerac¸a˜o de energia eo´lica.
ABSTRACT
With the increasing expansion of installed capacity of wind
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farms, it has become necessary to invest in the quality of
wind power forecasting for daily and real-time scheduling,
to reduce the need for power reserve and allow better use
of resources. In this sense, this paper proposes to deve-
lop a comparative analysis between wind power generation
forecasting models using MLP and NARX neural network
methods and Arima and Arimax time series methods, using
a database with the historical information of wind farms. It
was found that MLP and NARX networks presented better
results when compared the forecast errors. From these re-
sults, we can conclude that the Machine Learnig techniques
tested in this work are promising for use for wind power
forecasting.
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1. INTRODUÇÃO
Atualmente, a gerac¸a˜o da energia eo´lica no mundo tem
um posicionamento privilegiado dentro das matrizes ener-
ge´ticas, principalmente por se tratar de uma fonte de ener-
gia renova´vel e amplamente dispon´ıvel, detalhes no atlas da
Ageˆncia Nacional de Energia Ele´trica [3]. Esse tipo de ge-
rac¸a˜o de energia possui uma clara vantagem sobre as outras
fontes de gerac¸a˜o de energia ele´trica por ser uma energia
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limpa e que na˜o causa poluic¸a˜o do ar, da a´gua ou da terra.
No entanto, houve inicialmente forte restric¸a˜o quanto ao seu
emprego, devido a`s dificuldades em se prever suas variac¸o˜es,
com a consequente incerteza quanto ao seu planejamento e
uso mais eficiente.
Na˜o obstante, no Brasil, o ı´ndice de crescimento de ener-
gia eo´lica atualmente supera o de outras fontes de energia,
colocando o pa´ıs entre os 10 maiores produtores do mundo
dessa fonte [3]. O pa´ıs apresenta um grande potencial eo´-
lico, sobretudo nas regio˜es sudeste, nordeste e sul do pa´ıs
e e´ identificado como tendo um dos maiores potenciais de
gerac¸a˜o de energia eo´lica no mundo.
A grande dificuldade dessa fonte de energia e´ a variabili-
dade da gerac¸a˜o em curtos per´ıodos, aliada a` complexidade
de prever a condic¸a˜o futura da gerac¸a˜o eo´lica, devido a de-
pendeˆncia de varia´veis climatolo´gicas de cara´ter estoca´stico.
Tal situac¸a˜o causa grandes dificuldades para a operac¸a˜o do
sistema energe´tico do pa´ıs, uma vez que a qualidade da pre-
visa˜o afeta diretamente o despacho hidrote´rmico, a mitiga-
c¸a˜o de problemas ele´tricos, a limitac¸a˜o de escoamento de
energia entre regio˜es, entre outros.
Desta forma, torna-se necessa´rio o aperfeic¸oamento de te´c-
nicas de previsa˜o de gerac¸a˜o ele´trica de fonte eo´lica e e´ de
suma importaˆncia dispor de bons modelos de previsa˜o desta
gerac¸a˜o, reduzindo, assim, o custo de operac¸a˜o do Sistema
Interligado Nacional (SIN).
1.1 Trabalhos relacionados
Recentemente, te´cnicas de aprendizagem de ma´quina teˆm
sido utilizadas para manipular grandes quantidades de da-
dos. Existem algoritmos capazes de extrair comportamen-
tos t´ıpicos em conjunto de dados muito grandes e que sa˜o
muito u´teis para previsa˜o de se´ries temporais [17]. Neste
contexto, a utilizac¸a˜o de tais te´cnicas em previsa˜o de gera-
c¸a˜o de energia eo´lica tem se mostrado bastante promissora,
com diversas pesquisas na a´rea.
Em Coelho [7], foi testada uma te´cnica de aprendizagem
de ma´quina atrave´s da aplicac¸a˜o da rede Long Short Term
Memory (LSTM) na previsa˜o de gerac¸a˜o de energia eo´lica.
Esta rede possui a competeˆncia de separar acontecimentos
recentes e distantes e atribuir valores diferentes para essas
ocorreˆncias, ale´m de desconsiderar memo´rias que possam
ser desprez´ıveis para estimar a pro´xima sa´ıda. Constatou-
se uma boa precisa˜o e estabilidade nos resultados atingidos
para a gerac¸a˜o de energia de fonte eo´lica.
Em Santos [9], utilizou-se as redes Radial Basis Function
Network (RBFN) e Multi-Layer Perceptron (MLP) para pre-
ver futuras poteˆncias geradas por um parque eo´lico a partir
de suas poteˆncias anteriores. De acordo com os dados apre-
sentados, o me´todo de redes RBFN teve o menor Erro Me´dio
Absoluto.
No trabalho desenvolvido em Hiruma [13], foi implemen-
tada a te´cnica de Redes Neurais Artificiais (RNA) para as
previso˜es de velocidade do vento e de gerac¸a˜o ele´trica na
Usina Eo´lio-Ele´trica de Palmas (PR), que cumpriu plena-
mente seus objetivos essenciais e realizou previso˜es satisfa-
to´rias para o horizonte de curt´ıssimo prazo, assim como foi
verificado no trabalho desenvolvido em Souza [8], que apli-
cou, de outro modo, a modelagem Box & Jenkins.
Em Alencar [2], foram usados cinco modelos de previsa˜o:
Seasonal Autoregressive Integrated Moving Average (SARI
MA), SARIMA + Wavelet, Redes Neurais, SARIMA + Re-
des Neurais e um Modelo Hı´brido Proposto (SARIMA +
Redes Neurais 1 + Redes Neurais 2). Dos modelos utili-
zados, o modelo h´ıbrido proposto foi o que apresentou os
melhores resultados com os menores erros na previsa˜o.
1.2 Objetivos
Este trabalho tem como objetivo geral verificar o compor-
tamento de algoritmos de redes neurais artificiais, em es-
pecial a rede Nonlinear autoregressive exogenous (NARX),
para a previsa˜o de gerac¸a˜o de energia eo´lica. Para tanto,
sera´ desenvolvida uma ana´lise comparativa entre modelos
de previsa˜o de gerac¸a˜o de energia de fonte eo´lica do Sistema
Interligado Nacional (SIN) utilizando Redes Neurais Multi-
layer Perceptron (MLP) e Nonlinear autoregressive exoge-
nous (NARX) e os me´todos estat´ısticos Autoregressive Inte-
grated Moving Average (ARIMA) e Autoregressive Integrated
Moving Average with Exogenous Variable (ARIMAX).
Como objetivos espec´ıficos, podemos destacar:
• Oferecer mais suporte ao operador em relac¸a˜o aos efei-
tos da gerac¸a˜o eo´lica no SIN;
• Analisar o comportamento de redes neurais com reali-
mentac¸a˜o externa para sistemas de previsa˜o de gerac¸a˜o
de energia eo´lica;
• Comparar os me´todos tradicionais com me´todos de
machine learning para o caso proposto.
2. MATÉRIAS E MÉTODOS
2.1 Conjunto de dados
Os dados dispon´ıveis para este trabalho sa˜o oriundos de
uma base de dados real, de uso do Operador Nacional do
Sistema Ele´trico (ONS). Os dados de gerac¸a˜o verificada sa˜o
obtidos da base histo´rica de tempo real do Sistema de Super-
visa˜o e Controle do ONS (discretizac¸a˜o de 4 em 4 segundos) e
do Sistema de Medic¸a˜o e Faturamento da Caˆmara de Comer-
cializac¸a˜o de Energia Ele´trica (CCEE) (discretizac¸a˜o em in-
tervalos 5 minutos e 1 hora). Os dados observados/medidos
da velocidade do vento sera˜o tratados como vento verifi-
cado, esses dados sa˜o obtidos do Sistema de Supervisa˜o e
Controle do ONS (discretizac¸a˜o de 4 em 4 segundos) e do
Sistema Acompanhamento das Medic¸o˜es Anemome´tricas da
Empresa de Pesquisa Energe´tica (EPE) (discretizac¸a˜o em
intervalos 10 minutos).
Para compor os dados histo´ricos relativos a`s se´ries tem-
porais de velocidade do vento e de gerac¸a˜o de fonte eo´lica,
armazenam-se os dados relativos a` informac¸a˜o de velocidade
do vento verificada e prevista, bem como os dados de gerac¸a˜o
eo´lica verificada provenientes das diversas fontes de informa-
c¸a˜o. Como a discretizac¸a˜o temporal e´ diferente, dependendo
da origem, todos os dados histo´ricos foram transformados
para discretizac¸a˜o de 30 minutos, utilizando me´dias dos in-
tervalos quando a discretizac¸a˜o original e´ menor que 30 mi-
nutos e atrave´s de interpolac¸a˜o linear quando a discretizac¸a˜o
original e´ maior que 30 minutos.
Os dados de gerac¸a˜o verificada, obtidos da base histo´rica
de tempo real do ONS, possuem indicadores de qualidade
das medidas coletadas e, adicionalmente, valores estimados
advindos de estimadores de estado. Assim sendo, esses da-
dos apresentam boa qualidade. Neste contexto, o processo
de tratamento causa menor impacto nos dados de gerac¸a˜o
verificada. Entretanto, em alguns momentos, os estimadores
e a pro´pria medida apresentam-se em falha.
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Os dados de vento verificado obtidos do sistema de super-
visa˜o e controle do ONS possuem, tambe´m, indicadores de
qualidade das medic¸o˜es. No entanto, por na˜o ser uma me-
dida ele´trica, na˜o existem estimadores capazes de reproduzir
os valores nos momentos de erros na coleta dos dados. Con-
sequentemente, nesta situac¸a˜o, a aplicac¸a˜o do tratamento e´
bem mais atuante, uma vez que existem muitos dados com-
prometidos.
O ONS criou um processo que realiza a identificac¸a˜o dos
dados de gerac¸a˜o considerados espu´rios [16]. Tal processo
pode ser resumido nas seguintes etapas:
• Correlacionar dados do ONS com dados da CCEE de
1h;
• Eliminar resultados ruins do Estimador de Estados do
ONS;
• Eliminar dados onde: Ger < 0MW ou Ger > 1.1 ·
PinstMW;
• Eliminar dados congelados (ao longo dos dias e das
horas);
• Eliminar dados dos dias com menos de 2,5 horas va´li-
das.
O processo de selec¸a˜o dos dados va´lidos de vento verificado
pode ser resumido da seguinte forma:
• Correlacionar os dados de vento verificado do PI com o
vento verificado da EPE e com a gerac¸a˜o da CCEE1h;
• Eliminar dados onde: Ven < 0 m/s ou Ven > 30 m/s;
• Eliminar dados congelados (ao longo dos dias e das
horas);
• Eliminar dados dos dias com menos de 2,5 horas va´li-
dos.
Maiores detalhes sobre o algoritmo de identificac¸a˜o de da-
dos espu´rios podem ser encontrados na Nota Te´cnica do
Operador Nacional do Sistema Ele´trico [ONS 2018].
Uma vez que ha´ redundaˆncia de informac¸o˜es de gerac¸a˜o
verificada, do ONS e da CCEE, e de vento verificado, do
ONS e da EPE, e´ poss´ıvel montar uma se´rie histo´rica de ge-
rac¸a˜o verificada em intervalos de 30 minutos com os melhores
dados poss´ıveis. Ainda assim, nem sempre e´ poss´ıvel obter
os dados medidos para todos intervalos de tempo a partir
destas fontes. Para tanto, foram criados alguns processos de
reconstruc¸a˜o das informac¸o˜es de gerac¸a˜o verificada. Maiores
detalhes em [ONS 2018].
As se´ries de vento previsto, bem como as demais varia´veis
climatolo´gicas utilizadas, sa˜o oriundas do modelo Global Fo-
recast System (GFS), do National Oceanic and Atmospheric
Administration (NOAA), com resoluc¸a˜o espacial de 25km e
temporal de 1h, estendendo a previsa˜o para o dia corrente e
va´rios dias a` frente [15].
Os arquivos oriundos desse modelo nume´rico sa˜o recebi-
dos por quadr´ıcula. Sendo assim e´ necessa´rio associar cada
usina a` sua respectiva quadr´ıcula. Ha´ um algoritmo que
gera arquivos associando cada usina a` sua correspondente
quadr´ıcula em relac¸a˜o aos arquivos de vento previsto. A
Figura 1 ilustra as quadr´ıculas para o Nordeste e o Sul do
Brasil, respectivamente, do modelo GFS. Nestas figuras sa˜o
Figure 1: Quadr´ıculas do modelo GFS para Nor-
deste e Sul
[16]
marcados pontos em vermelho representando exemplos de
usinas eo´licas consideradas pelo ONS.
A Tabela 1 descreve um resumo dos dados dispon´ıveis,
usados neste trabalho, com os atributos e a descric¸a˜o de
cada informac¸a˜o. Sa˜o utilizados dados de 7 (sete) usinas,
sendo uma usina de cada estado brasileiro com capacidade
instalada significativa de usinas eo´licas.
Table 1: Descric¸a˜o do conjunto de dados
2.2 Métodos de séries temporais
Os me´todos de Box-Jenkins [5] para a previsa˜o se baseiam
no ajuste de modelos com valores observados da se´rie tempo-
ral, de forma que a diferenc¸a entre os valores gerados pelos
modelos e os valores observados resulte em se´ries de res´ıduos
de comportamento aleato´rio em torno de zero.
As varia´veis consideradas podem ser assim definidas:
• Se´rie temporal (gt): conjunto de observac¸o˜es discretas
ordenadas no tempo e que apresentam uma dependeˆn-
cia serial;
• Ru´ıdo branco (t): sequeˆncia de varia´veis aleato´rias
independentes, usualmente com distribuic¸a˜o normal de
me´dia zero e variaˆncia constante.
Esses me´todos podem, para facilitar a compreensa˜o, ser
separados em modelos complementares:
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• Modelo autorregressivo (AR): o nome autorregressivo
se deve ao fato de que gt no instante t e´ func¸a˜o dos g
′s
nos instantes anteriores a t. O primeiro somato´rio da
Equac¸a˜o (1) mostra a componente de um modelo AR
de ordem (p);
• Modelo me´dias mo´veis (MA): neste modelo gt uma fun-
c¸a˜o soma alge´brica ponderada dos t que se movem no
tempo. O segundo somato´rio da Equac¸a˜o (1) apresenta
um modelo de me´dia mo´vel de ordem (q).
Estes modelos geralmente sa˜o utilizados em se´ries na˜o es-
taciona´rias. Para torna´-las estaciona´rias, deve-se transfor-
mar a se´rie. Isso e´ feito, normalmente, diferenciando a se´rie,
o que gera um outro paraˆmetro do modelo (d). A junc¸a˜o
destes modelos e´ denominada Arima - Autorregressivo Inte-
grado de Me´dias Mo´veis.
Dado o exposto, o me´todo Arima e´ denotado porArima(p,
d, q): onde p esta´ relacionado ao nu´mero de componentes au-
torregressivos; d o nu´mero de diferenciac¸o˜es necessa´rias para
tornar a se´rie estaciona´ria; e q e´ a ordem da me´dia mo´vel.
Os me´todos Arimax - Autorregressivo Integrado de Me´-
dias Mo´veis com Varia´veis Exo´genas possuem os mesmos
paraˆmetros do me´todo Arima, adicionada a considerac¸a˜o
de varia´veis exo´genas, com e o nu´mero de varia´veis exo´-
genas consideradas no modelo [4]. O me´todo e´ explicitado
na Equac¸a˜o (1).









βkvk + t (1)
Sendo: gt gerac¸a˜o eo´lica no tempo t; k e´ uma constante;
Φi e´ o paraˆmetro da parte autorregressiva; gt−i e´ a gerac¸a˜o
defasada por i passos; θj e´ o paraˆmetro relacionado a me´dias
moveis; t−j e´ o erro no tempo t defasado de j passos; βk
coeficiente do termo das varia´veis exo´genas; vk representa
as varia´veis exo´genas; t N(0, σ
2), erro o normal de me´dia 0
e variaˆncia constante; v o conjunto de varia´veis exo´genas.
Atrave´s da se´rie temporal original e´ poss´ıvel obter uma
aproximac¸a˜o que explique o processo gerador da se´rie, atra-
ve´s das func¸o˜es de autocorrelac¸a˜o Autocorrelation Function
(ACF) e autocorrelac¸a˜o parcial Partial Autocorrelation Func-
tion (PACF), assim definidas: autocorrelac¸a˜o mede o com-
primento e a memo´ria de um processo, ou seja, a extensa˜o
para o qual o valor tomado no tempo t depende daquele
tomado no tempo t − i; autocorrelac¸a˜o parcial: correlac¸a˜o
entre duas observac¸o˜es seriais eliminando a dependeˆncia dos
termos intermedia´rios. Tais func¸o˜es ajudam na escolha da
ordem dos modelos atrave´s da significaˆncia de um determi-
nado lag. Os lags, por sua vez, sa˜o definidos como o nu´mero
de per´ıodos de tempo que separa os dados. Detalhes pode
ser encontrado em [5].
Neste trabalho sera˜o utilizadas se´ries temporais do vento
(mo´dulo e direc¸a˜o), temperatura, umidade e pressa˜o.
2.2.1 Redes Neurais Artificiais (RNA)
As Redes Neurais Artificiais (RNA) se constituem em uma
te´cnica de aprendizagem de ma´quina cuja aplicac¸a˜o pra´tica
esta´ se tornando cada vez maior. As RNAs esta˜o sendo am-
plamente aplicadas e apresentando um comportamento sa-
tisfato´rio em diversas a´reas de pesquisas tais como: classifi-
cac¸a˜o e reconhecimento de padro˜es, aproximac¸a˜o de func¸o˜es,
processamento de imagens e de se´ries temporais, otimizac¸a˜o,
entre outras [6].
As RNAs sa˜o mecanismos paralelos distribu´ıdos e compos-
tos por unidades de processamento, chamados de neuroˆnios
artificiais, que calculam determinadas funcionalidades ma-
tema´ticas (normalmente na˜o lineares). Esta forma de com-
putac¸a˜o na˜o-algor´ıtmica e´ caracterizada atrave´s de sistemas
que lembram a estrutura do ce´rebro humano. Os maiores re-
cursos destes me´todos esta˜o em sua capacidade de aprender,
generalizar ou extrair regras automaticamente de conjuntos
de dados complexos [12].
A seguir sa˜o apresentados os me´todos de redes neurais
utilizados neste trabalho.
2.2.2 Rede Perceptron com múltiplas camadas (MLP)
As redes MLP apresentam uma grande importaˆncia na
classe de Redes Neurais Artificiais. E´ uma RNA que corres-
ponde a um processador paralelo, constitu´ıdo de neuroˆnios
(unidades de processamento). Os neuroˆnios sa˜o dispostos
em uma ou mais camadas interligadas por um grande nu´-
mero de conexo˜es.
As conexo˜es esta˜o associadas a pesos que representam o
conhecimento. As redes MLP teˆm sido aplicadas com su-
cesso para resolver problemas dif´ıceis, atrave´s do seu trei-
namento de forma supervisionada com um algoritmo muito
popular conhecido como algoritmo back-propagation. Este
algoritmo e baseado na regra de aprendizagem por correc¸a˜o
de erro [11].
2.3 Rede MLP baseada no método Auto Re-
gressivo Não Linear com Entradas Exóge-
nas (NARX)
A rede neural NARX e´ uma rede dinaˆmica e recorrente
com alto desempenho. E´ considerada mais robusta do que as
redes recorrentes convencionais [10] pois, nesta arquitetura,
ha´ a realimentac¸a˜o pelo pro´prio sistema, conforme mostrado
na Figura 2.
Figure 2: Arquitetura da rede NARX
Adaptado de [1]
Como pode-se observar na Figura 2, a arquitetura gene´rica
da rede NARX e´ formada por uma MLP com realimentac¸a˜o
da sua sa´ıda y para a entrada, com uma linha de atrasos
ideˆntica a` linha de atrasos da entrada. Tal caracter´ıstica
aumenta a capacidade de mapeamento na˜o linear da rede.
3. METODOLOGIA PROPOSTA
                                                                                                                                                                              351
Revista de Sistemas e Computação, Salvador, v. 9, n. 2, p. 348-358, jul./dez. 2019
                               http://www.revistas.unifacs.br/index.php/rsc
3.1 Características dos modelos de previsão
Para o desenvolvimento dos modelos utilizados neste tra-
balho, foram consideradas treˆs me´todos:
• Redes neurais MLP: associa as varia´veis meteorolo´gi-
cas previstas com a gerac¸a˜o verificada de cada usina;
• Redes neurais NARX: associa as varia´veis meteorolo´-
gicas previstas com a gerac¸a˜o verificada de cada usina,
utilizando tambe´m essas varia´veis com atraso tempo-
ral;
• Se´ries temporais: me´todo autorregressivo sem e com
varia´vel exo´gena (Arima e Arimax): os modelos forne-
cem o valor esperado da gerac¸a˜o em func¸a˜o do vento
previsto e da gerac¸a˜o realizada. Esses modelos sa˜o
utilizados, nesta pesquisa, para comparac¸a˜o com os
demais modelos de inteligeˆncia artificial apresentados.
3.2 Modelo de séries temporais
Para o desenvolvimento dos modelos utilizando os me´to-
dos Arima e Arimax, mostrado nas sec¸o˜es posteriores, foi
utilizada a linguagem R na versa˜o 3.5.2.
Quando observada a se´rie temporal na sua ordem natural,
tem-se seus valores seguidos pelas horas e pelos dias, respec-
tivamente, conforme ilustrac¸a˜o a` esquerda da Figura 3. En-
tretanto, quando e´ modelada a se´rie temporal desta forma,
os modelos apresentam bom desempenho apenas para pou-
cas horas a` frente. Todavia, quando estamos fazendo previ-
so˜es para o dia seguinte e temos histo´ricos observados ate´ o
final do dia anterior, estamos realizando previso˜es para dois
dias a` frente. Nesta situac¸a˜o, essa modelagem na˜o gera bons
resultados.
Como algumas caracter´ısticas f´ısicas dos ventos ocorrem
em hora´rios espec´ıficos, como e´ o caso dos ventos al´ısios
no Nordeste, uma modelagem da se´rie temporal de cada
intervalo em separado acarreta benef´ıcios nos resultados das
previso˜es. A ilustrac¸a˜o a` direita da Figura 3 mostra essa
situac¸a˜o.
Figure 3: Esquema da se´rie temporal para previso˜es.
3.3 Modelo utilizando Redes MLP
Para desenvolvimento do algoritmo de previsa˜o, foi usado
o software Matlab versa˜o 2013. Foram realizados dois exem-
plos, ajustando 48 redes neurais, uma para cada intervalo do
dia. No primeiro exemplo, foi considerada apenas a veloci-
dade do vento previsto como entrada e, no segundo exemplo,
foram utilizadas as varia´veis meteorolo´gicas velocidade e di-
rec¸a˜o do vento, temperatura, pressa˜o e umidade, previstas
pelo modelo GFS. Na sa´ıda da rede, foi usada a gerac¸a˜o
verificada.
Para os testes, os dados foram separados em 70% para trei-
namento, 20% para validac¸a˜o e 10% para o teste, de acordo
com as ana´lises feitas. Ale´m disso, uma outra parte dos da-
dos foi considerada para simulac¸a˜o de previso˜es futuras. A
Figura 4 ilustra o esquema de uma rede neural do tipo MLP
no Matlab.
Figure 4: Exemplo de rede MLP no Matlab.
3.4 Modelo utilizando redes NARX
Similarmente ao modelo com MLP, no desenvolvimento do
modelo de previsa˜o com a rede NARX foi usado o software
Matlab versa˜o 2013, novamente ajustando 48 redes neurais,
uma para cada intervalo do dia. Como entrada da rede
foram utilizadas as varia´veis meteorolo´gicas previstas pelo
modelo GFS. Como sa´ıda da rede, foi utilizada a gerac¸a˜o
verificada. Por se tratar de uma rede com realimentac¸a˜o, a
entrada tambe´m leva em considerac¸a˜o a gerac¸a˜o verificada
com defasagem no tempo.
Os conjuntos de dados foram separados conforme o mo-
delo com redes MLP, 70% para treinamento, 20% para vali-
dac¸a˜o e 10% para o teste. A mesma quantidade de dados foi
considerada para simulac¸a˜o de previso˜es futuras. A Figura
5 ilustra o esquema de uma rede neural do tipo NARX no
Matlab.
Figure 5: Esquema da NARX no Matlab
Na rede NARX foi considerado 1 (um) atraso temporal nas
varia´veis de entrada, tanto no exemplo com apenas a veloci-
dade do vento quanto no exemplo com a velocidade e direc¸a˜o
do vento, temperatura, umidade e pressa˜o, valores previs-
tos pelo modelo GFS. e dois atrasos na gerac¸a˜o verificada
para a realimentac¸a˜o da rede. Ou seja, no tempo t deseja-
se realizar a previsa˜o g(t + 1), para isso utiliza-se vGFS(t),
vGFS(t+ 1), g(t) e g(t− 1). Em ambos os os modelos, com
MLP e com NARX, foram utilizadas: func¸a˜o de treinamento
traingdx (gradient descent with momentum and adaptive le-
arning rate backpropagation); func¸a˜o de transfereˆncia tansig
(tan-sigmoid); nu´mero ma´ximo de 500 (quinhentas) e´pocas;
func¸a˜o de desempenho mse (mean squared normalized erro);
1 (uma) camada escondida com 12 (doze) neuroˆnios na rede
MLP e 20 (vinte) neuroˆnios na rede NARX. Esses paraˆme-
tros foram escolhidos apo´s diversas simulac¸o˜es para ana´lise
do processo.
4. RESULTADOS E DISCUSSÕES
Esta sec¸a˜o tem por objetivo descrever alguns resultados
obtidos pelo uso dos modelos de previsa˜o de gerac¸a˜o eo´lica
apresentados. O desempenho do modelo esta´ relacionado a`
qualidade dos dados verificados, que sa˜o essenciais para um
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bom ajuste. O fator preponderante, no entanto, e´ a qua-
lidade de previsa˜o de vento. Por mais bem calibradas que
estejam as func¸o˜es Vento x Poteˆncia, previso˜es meteorolo´-
gicas distantes da realidade acarretam um resultado ruim
na previsa˜o de gerac¸a˜o eo´lica. Primeiramente, os testes fo-
ram feitos utilizando apenas o vento previsto como varia´vel
de entrada. Em seguida, tambe´m foram feitas ana´lises uti-
lizando mais varia´veis meteorolo´gicas e o vento verificado
como entrada do sistema.
Previamente a` criac¸a˜o dos modelos, foi necessa´ria uma
investigac¸a˜o das se´ries temporais. Vale salientar algumas
concluso˜es importantes.
As previso˜es de vento do modelo GFS apresentam desvios
em relac¸a˜o ao vento que de fato ocorre. A Figura 6 apre-
senta um BoxPlot com os desvios de cada intervalo para uma
determinada usina. Observa-se, no entanto, comportamento
de desvio t´ıpico, ou seja, a previsa˜o de vento apresenta, em
quase todos as usinas eo´licas, um vie´s em relac¸a˜o ao vento
verificado, o que felizmente propicia um tratamento vanta-
joso para a previsa˜o de gerac¸a˜o de fonte eo´lica. Cada regia˜o
apresenta um vie´s caracter´ıstico para cada intervalo do dia,
conforme pode ser visto na Figura 6. Esta e´ enta˜o outra
raza˜o para uma modelagem por intervalo, o que acarreta
resultados melhores na previsa˜o.
4.1 Métricas utilizadas para avaliação dos des-
vios de previsão
Va´rias me´tricas podem ser utilizadas para avaliac¸a˜o de
desempenho dos modelos de previsa˜o, tais como: ME (mean
error); MAE (mean absolute error); MSE (mean squared er-
ror); MAPE (mean absolute percentage error); RMSE (root
mean square error); NMAPE (normalized absolute percen-
tage error). Todas as me´tricas apresentam caracter´ısticas
positivas e negativas, conforme descrito em [ONS 2018]. O
ME denota se o modelo de previsa˜o que possui algum vie´s na
sua previsa˜o e, devido esse valor ser muito baixo nos modelos
apresentados, na˜o sera˜o utilizados neste trabalho. O MAE,
o MSE e o RMSE acarretam uma informac¸a˜o de quanto se
erra da grandeza prevista, entretanto, como estamos inte-
ressados em comparar erros de gerac¸a˜o (em MW) de usinas
com diferentes capacidades, saber esses valores de forma ab-
soluta na˜o e´ relevante para as comparac¸o˜es. O uso dessas
me´tricas seriam interessantes para grandezas naturais, como
velocidade do vento (m/s) por exemplo. Considerando as
ana´lises em questa˜o, optou-se pela utilizac¸a˜o da me´trica do
MAPE, com a normalizac¸a˜o pelo valor da grandeza verifi-
cada, e da me´trica do NMAPE, com a normalizac¸a˜o pela
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A me´trica do MAPE e´ muito u´til na ana´lise de desvios de
previsa˜o [ONS 2018]. Entretanto, deve-se ter cuidado com
seu uso, uma vez que e´ um somato´rio de frac¸o˜es onde o deno-
minador e´ a gerac¸a˜o verificada. O inconveniente disso e´ que
muitas vezes a usina eo´lica pode apresentar gerac¸a˜o muito
baixa ou zerada, levando a` superestimac¸a˜o do desvio. Por-
tanto, o uso do MAPE para usinas individuais ou pequenos
conjuntos na˜o e´ indicado [ONS 2018].
Exemplificando, no ı´ndice MAPE um mesmo desvio abso-
luto leva a considerac¸o˜es de desvio percentual bem distantes,
dependendo do valor verificado. Um desvio de 2 unidades
pode ter MAPEs totalmente distintos: Se
∣∣∣ verif1−prev1verif1 ∣∣∣ =∣∣ 4−2
4
∣∣ = 50% e se ∣∣∣ verif2−prev2verif2 ∣∣∣ = ∣∣ 2−42 ∣∣ = 100%. Pore´m,
para avaliac¸a˜o de desvios de um conjunto agregado maior de
usinas, como por exemplo a avaliac¸a˜o de desvios por ponto
de conexa˜o, por estado, ou para uma regia˜o, seu uso pode
ser aceito.
Para o NMAPE, esse inconveniente na˜o ocorre, dado que
em ambas situac¸o˜es a refereˆncia e´ a mesma. Em Hodge,
et al. [14] podem ser encontradas comparac¸o˜es de previ-
so˜es de alguns operadores de rede mundiais utilizando essa
me´trica. No ca´lculo do NMAPE tomando como refereˆn-
cia, hipoteticamente, o valor 4, tem-se o mesmo erro, ou
seja, se 1
4
|verif1 − prev1| = 14 |4− 2| = 50% ou se Erro2 =
1
4
|verif2 − prev2| = 14 |2− 4| = 50%. Como pode ser ob-
servado, os ı´ndices que apresentam maior concordaˆncia sa˜o
os do NMAPE.
4.2 Previsões com modelo utilizando Arimax
e Arima
A seguir sera˜o apresentados os resultados dos modelos de
se´ries temporais dos me´todos de Box - Jenkins. Estes mode-
los servira˜o como base para comparac¸a˜o com os modelos com
redes neurais, propostos neste trabalho, por serem te´cnicas
bastante difundidas na a´rea.
O per´ıodo histo´rico considerado para calibrac¸a˜o dos mode-
los estende-se de janeiro/2017 a dezembro/2018. O per´ıodo
para testes de avaliac¸a˜o do desempenho vai de janeiro/2019
a fevereiro/2019. Esses horizontes sa˜o va´lidos para todas as
simulac¸o˜es que sera˜o apresentadas adiante.
O gra´fico superior da Figura 7 ilustra a curva Vento x
Poteˆncia para os dados observados de gerac¸a˜o e velocidade
do vento. Na parte inferior desta figura, e´ apresentado o
gra´fico de gerac¸a˜o com o vento GFS e a dispersa˜o entre
a gerac¸a˜o prevista pelo modelo com o Arimax e o vento
previsto pelo GFS.
Como pode ser observado na Figura 7, na dispersa˜o em
azul, as disperso˜es dos gra´ficos inferiores deveriam ter a
mesma forma. Em resumo, o formato dessas disperso˜es de-
veria seguir uma func¸a˜o log´ıstica. No entanto, devido aos
erros de previsa˜o, sua forma e´ relativamente distorcida.
Os me´todos da classe Arimax apresentam uma limitac¸a˜o,
pois sa˜o me´todos lineares e, como se nota na Figura 7, ha´
regio˜es da curva que apresentam caracter´ısticas na˜o lineares.
Esses me´todos geralmente sa˜o utilizados para prever se´ries
temporais mensais, pore´m o interesse neste trabalho e´ utili-
zar em dados com discretizac¸a˜o semi-hora´ria ou dia´ria. Por
serem conhecidos na literatura, oferecem a possibilidade de
comparac¸a˜o com os modelos propostos.
A Figura 8 ilustra o erro, a autocorrelac¸a˜o (ACF) e a au-
tocorrelac¸a˜o parcial (PACF) da se´rie do erro entre a gerac¸a˜o
verificada e a previsa˜o de 48 horas a` frente, utilizando o mo-
delo Arimax. Neste caso, como pode ser constatado, na˜o
existe nenhum lag com valor da PACF significativo, por-
tanto os res´ıduos sa˜o descorrelatados linearmente no tempo,
indicando que todo o comportamento linear da se´rie de erro
ja´ foi abstra´ıdo com o modelo. E´ considerada uma previsa˜o
sempre para as 10 horas da manha˜.
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Figure 6: Desvios do vento previsto por intervalo.
Figure 7: Curva Vento x Poteˆncia com dados originais, vento previsto GFS e previsa˜o com Arimax.
O gra´fico superior da Figura 9 ilustra a aplicac¸a˜o do mo-
delo com Arimax para o conjunto de treinamento, validac¸a˜o,
teste e simulac¸a˜o. Os modelos na˜o foram calibrados nova-
mente em cada dia de previsa˜o do per´ıodo de teste de simu-
lac¸a˜o. O gra´fico intermedia´rio da Figura 9 apresenta o erro
em MW dos mesmos conjuntos de dados. O gra´fico inferior
da Figura 9 amplifica a parte final do gra´fico superior, com
os resultados para o teste simulac¸a˜o.
Embora o modelo utilizando o me´todo Arimax na˜o ne-
cessite desta divisa˜o dos dados para sua calibrac¸a˜o, essa foi
mantida para posteriores comparac¸o˜es com os modelos com
redes neurais.
Para fins de comparac¸a˜o dos modelos, sera˜o analisados
os dados referentes ao per´ıodo para testes de avaliac¸a˜o de
desempenho, que vai de janeiro/2019 a fevereiro/2019. A
Tabela 2 descreve o NMAPE para o modelo com Arimax
de todas as usinas consideradas, utilizando os dados deste
per´ıodo.
O modelo com Arimax utiliza uma ponderac¸a˜o entre o
Table 2: NMAPE do Arimax de todos os conjuntos
para as usinas consideradas
passado da se´rie com os paraˆmetros de explicac¸a˜o da se´rie
com a pro´pria se´rie e a varia´vel exo´gena vento previsto. Para
se ter uma noc¸a˜o do impacto dessa varia´vel exo´gena, foi
ajustado um simples modelo com me´todo Arima, ignorando
a varia´vel exo´gena. Sendo assim, realizaram-se as previso˜es
apenas com o que pode ser explicado com o passado da se´rie.
A Tabela 3 descreve o NMAPE para o modelo com Arima
de todas as usinas consideradas, usando os dados do per´ıodo
para teste de avaliac¸a˜o de desempenho.
4.3 Previsões com redes MLP
A seguir, sera˜o apresentados os resultados do modelo com
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Figure 8: Erro de previsa˜o do intervalo das 10 horas, do modelo com Arimax func¸a˜o de autocorrelac¸a˜o e
func¸a˜o de autocorrelac¸a˜o parcial.
Figure 9: Aplicac¸a˜o do modelo com Arimax para o conjunto de treinamento, validac¸a˜o, teste e simulac¸a˜o.
Table 3: NMAPE do Arima de todos os conjuntos
para as usinas consideradas
redes MLP, que ajusta uma func¸a˜o de transfereˆncia entre o
histo´rico da gerac¸a˜o observada e o histo´rico das previso˜es
de vento do modelo GFS para dois dias a` frente. A Figura
10 ilustra os resultados da aplicac¸a˜o da rede MLP para o
conjunto de treinamento, validac¸a˜o e teste, bem como um
per´ıodo adicional utilizado para a simulac¸a˜o dos modelos
criados.
A Tabela 4 exibe o NMAPE de todas as usinas considera-
das, usando os dados do per´ıodo para teste de avaliac¸a˜o de
desempenho. Para o levantamento das me´tricas de desem-
penho, foi rodado o modelo 10 vezes pegando a me´dia dos 8
melhores ajustes. Conforme pode ser observado, os desvios
variam muito de uma usina para outra. Entretanto, essa
variac¸a˜o tambe´m e´ causada pela normalizac¸a˜o pela poteˆncia
instalada, que e´ diferente para cada usina.
Table 4: NMAPE da rede MLP de todos os conjun-
tos das usinas consideradas
Neste modelo, quando se observa a func¸a˜o de autocorre-
lac¸a˜o e autocorrelac¸a˜o parcial dos res´ıduos, mostrados na
Figura 11, percebe-se um pequeno valor da PACF no lag
1. Isso indica que o modelo com redes MLP ainda na˜o con-
seguiu extrair todas as caracter´ısticas modela´veis da se´rie
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Figure 10: Aplicac¸a˜o da rede MLP para o conjunto de treinamento, validac¸a˜o, teste e simulac¸a˜o.
temporal.
Figure 11: Erro de previsa˜o do modelo com MLP,
func¸a˜o de autocorrelac¸a˜o e func¸a˜o de autocorrelac¸a˜o
parcial
As caracter´ısticas, expostas na Figura 11, impulsionaram
a pesquisa para um outro tipo de rede, mais avanc¸ada, capaz
de extrair as informac¸o˜es do passado da se´rie, bem como da
varia´vel exo´gena vento previsto do modelo GFS.
4.4 Previsões com redes NARX
A Figura 12 mostra os resultados da aplicac¸a˜o da rede
NARX para o mesmo conjunto de treinamento, validac¸a˜o
e teste, bem como um per´ıodo adicional utilizado para a
simulac¸a˜o dos modelos criados, e para as mesmas condic¸o˜es
utilizadas no modelo com redes MLP.
A seguir, na Tabela 5, sa˜o apresentados os erros obti-
dos para o modelo com redes NARX para todas as usinas,
usando os dados do per´ıodo para teste de avaliac¸a˜o de de-
sempenho. Para o levantamento das me´tricas de desempe-
nho, foi rodado o modelo 10 vezes pegando a me´dia dos 8
melhores ajustes.
Pode-se observar, que os erros dos modelos com redes
MLP e NARX sa˜o muito pro´ximos, superior em alguns casos
Table 5: NMAPE da rede NARX de todos os con-
juntos para as usinas consideradas
e inferior em outros. No entanto, conforme pode ser obser-
vado na Figura 13, em nenhum lag ha´ valor significativo da
ACF e da PACF, indicando que foi poss´ıvel extrair todas
as caracter´ısticas modela´veis da se´rie temporal utilizando o
modelo com redes do tipo NARX.
4.5 Comparação e análises dos modelos utili-
zando apenas o vento como como entrada
do sistema
A fim de fornecer um maior entendimento de cada um
dos modelos, foi calculado o NMAPE dos resultados apre-
sentados de todos os modelos testados, utilizando o vento
como varia´vel de entrada. A Figura 15 mostra os resultados
obtidos.
Conforme podem ser observados nas simulac¸o˜es, os des-
vios apresentados para o teste da simulac¸a˜o com o modelo
utilizando o me´todo Arima sa˜o significativamente mais ele-
vados que os apresentados para o modelo com Arimax. Tal
situac¸a˜o ja´ era esperada, dado que informac¸a˜o do vento pre-
visto tem maior poder explicativo que o passado da se´rie.
Isso ocorre devido a` grande variabilidade desta se´rie tem-
poral e sua grande dificuldade preditiva. Desta forma, para
previsa˜o eo´lica o modelo com Arimax seria mais indicado do
que modelos com Arima simples.
O modelo com redes MLP, mesmo sem utilizar o passado
da se´rie para prever, consegue desempenho superior aos mo-
delos com Arima e Arimax. Apesar do modelo com Arimax
considerar a varia´vel exo´gena vento previsto, a representac¸a˜o
no modelo e´ feita de forma linear, conforme Equac¸a˜o (1), no
entanto a relac¸a˜o entre a gerac¸a˜o e o vento e´ na˜o linear, prin-
cipalmente nas extremidades da dispersa˜o, conforme pode
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Figure 12: Aplicac¸a˜o da rede NARX para o conjunto de treinamento, validac¸a˜o, teste e simulac¸a˜o
Figure 13: Erro de previsa˜o do modelo com NARX,
func¸a˜o de autocorrelac¸a˜o e func¸a˜o de autocorrelac¸a˜o
parcial
Figure 14: NMAPE dos modelos considerados de to-
dos os conjuntos de dados para as usinas analisadas
ser visto na Figura 7. Todavia, o modelo com redes MLP
consegue capturar a na˜o linearidade presente nas grandezas
envolvidas, e assim obte´m ganhos mais significativos mesmo
sem considerar o passado recente da se´rie temporal.
Finalmente, comparando os erros obtidos pelos me´todos
MLP e NARX, verifica-se que sa˜o muito pro´ximos, superior
para algumas usinas e inferior para outras. Sendo assim, a
escolha de um modelo ou outro dependera´ do desempenho
para cada parque eo´lico. Tal situac¸a˜o indica que um poss´ıvel
modelo combinado com redes MLP e NARX poderiam ter
resultados ainda melhores.
4.6 Comparação e análises dos modelos acres-
centando outras variáveis meteorológicas
Com o objetivo de ampliar as ana´lises em relac¸a˜o a`s varia´-
veis de entrada, foram feitas novas simulac¸o˜es acrescentando
uma maior variedade de varia´veis exo´genas: vento (magni-
tude e direc¸a˜o), temperatura, umidade e pressa˜o, valores
previstos pelo modelo GFS. A Figura 15 ilustra o gra´fico
dos desvios para aplicac¸a˜o do modelo com MLP e NARX,
considerando os histo´ricos para calibrac¸a˜o de marc¸o/2018 a
dezembro/2018. O in´ıcio desse histo´rico e´ em 2018 e na˜o
em 2017 conforme as demais simulac¸o˜es. Isso deve-se ao
fato de na˜o se possuir as informac¸o˜es de todas as varia´veis
meteorolo´gicas para o per´ıodo anterior. Todavia, o per´ıodo
de avaliac¸a˜o de desempenho e´ o mesmo, de janeiro/2019 a
fevereiro/2019. Apesar de os per´ıodos serem diferentes dos
resultados anteriores, os resultados sa˜o compara´veis, dado
que as simulac¸o˜es dos testes anteriores foram realizadas para
o horizonte de janeiro/2017 a dezembro/2018 e os desempe-
nhos sa˜o muito similares.
Figure 15: NMAPE dos modelos MLP e NARX com
e sem as demais varia´veis meteorolo´gicas
Conforme pode ser observado, a adic¸a˜o de novas varia´veis
na˜o acarretou melhorias para todas as usinas, indicando que
simplesmente o vento previsto e´ uma informac¸a˜o de grande
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importaˆncia na previsa˜o da gerac¸a˜o eo´lica. Pore´m, essa con-
clusa˜o pode ser alterada a` medida em que ha´ um aumento do
per´ıodo e uma maior qualidade nos histo´ricos considerados
para estimac¸a˜o dos modelos.
5. CONCLUSÕES
Este trabalho propoˆs uma comparac¸a˜o entre os me´todos
de se´ries temporais (Arima e Arimax) e redes neurais (MLP
e NARX) para previsa˜o de gerac¸a˜o de energia eo´lica. O au-
mento da demanda de energia eo´lica no Brasil e´ crescente e
essa fonte de energia tem se mostrado muito promissora por
ser na˜o delete´ria ao meio ambiente. No entanto, sua produ-
c¸a˜o depende de condic¸o˜es climatolo´gicas, apresentando uma
caracter´ıstica estoca´stica. Nesse sentido, o desenvolvimento
de algoritmos inteligentes que tragam suporte para o sistema
de gerac¸a˜o eo´lica e´ extremamente importante. Esta pesquisa
mostrou que as te´cnicas utilizando redes neurais artificiais
sa˜o promissoras e trouxe a utilizac¸a˜o de redes NARX como
uma proposta pertinente em previsa˜o de gerac¸a˜o de energia
eo´lica.
As simulac¸o˜es realizadas, com os dados dispon´ıveis, mos-
traram que os resultados com algoritmos baseados em redes
neurais apresentam erros menores em comparac¸a˜o com as
tradicionais te´cnicas de se´ries temporais Arima e Arimax. A
rede NARX apresentou resultados ainda mais satisfato´rios
que a rede MLP devido a sua caracter´ıstica de realimen-
tac¸a˜o do sistema com dados previstos, o que aumenta sua
capacidade de mapeamento na˜o linear.
A partir dos resultados demonstrados neste trabalho, sugere-
se como trabalhos futuros o desenvolvimento de algoritmos
h´ıbridos utilizando te´cnicas de redes neurais artificiais. Ale´m
disso, as simulac¸o˜es mostraram que algoritmos com rea-
limentac¸a˜o do sistema com dados previstos, como a rede
NARX, melhora o desempenho da previsa˜o devido a`s carac-
ter´ısticas estoca´sticas pro´prias do sistema de gerac¸a˜o eo´lica.
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