We introduce a general Solow model on time scales and derive a nonlinear first-order dynamic equation that describes such a model. We first assume that there is neither technological development nor a change in the population. We present the Cobb-Douglas production function on time scales and use it to give the solution for the equation that describes the model. Next, we provide several applications of the generalized Solow model. Finally, we generalize our work by allowing technological development and population growth. The presented results not only unify the continuous and the discrete Solow models but also extend them to other cases "in between", e.g., a quantum calculus version of the Solow model. Finally it is also noted that our results even generalize the classical continuous and discrete Solow models since we allow the savings rate, the depreciation factor of goods, the growth rate of the population, and the technological growth rates to be functions of time rather than taking constant values as in the classical Solow models. CUBO 15, 1 (2013)
The Classical Solow Model
Modern growth theory is mainly based on the works of Solow [12] and Swan [13] . In the Solow model, it is assumed that the national income Y depends on consumption C and investment I, i.e., Y(t) = C(t) + I(t).
Moreover, it is assumed that the national income is a function of the capital stock K and the product of the technological progress A and the population N, i.e., Y(t) = F (K(t), A(t)N(t)) ,
where the production function F satisfies the following conditions:
1. F(λK, λL) = λF(K, L) for all λ, K, L ∈ R + (constant returns to scale); 2. F(K, 0) = F(0, L) = 0 for all K, L ∈ R + ;
3. ∂F ∂K > 0, ∂F ∂L > 0, ∂ 2 F ∂K 2 < 0, ∂ 2 F ∂L 2 < 0; Furthermore, the change of the capital stock in a particular period does not only depend on the new investment but also on the depreciation of goods. In other words, we take for granted that
lim
with given initial capital stock K(0), where δ is the depreciation rate of the goods. As usual, we presume that S(t) = I(t) = sY(t),
where s is the savings rate, and thus the savings S is the portion of the national income which is not consumed. Plugging (1) and (3) into (2), we obtain the nonlinear first-order differential equation K ′ (t) = sF (K(t), A(t)N(t)) − δK(t).
In this paper, we assume that the technological knowledge of the society grows exponentially with rate r, that is, A ′ (t) = rA(t), i.e., A(t) = e rt A(0),
where A(0) is the initial technological standing of the nation. Similarly, we suppose that the population of the nation grows with growth rate n and an initial population of N(0), hence N ′ (t) = nN(t), i.e., N(t) = e nt N(0).
Both n and r can be positive or negative depending on which nation we are talking about. Of course, it seems quite unrealistic that r is negative. Solow also took the capital stock per efficiency of labor k into account, which he defined as the stationary variable
.
We use constant returns in order to define the intensive version of the production function to be
This allows us now to rewrite (4) as
A simple calculation shows that
Table 1 summarizes all the variables with their meanings that appear in the Solow model. For a more detailed discussion of stability and qualitative analysis of the Solow model, the reader might consult [9] . The discrete analogue of Solow's model is discussed in [11] , featuring some results similar to those in the continuous Solow model. So far this dynamic process was regarded either as solely continuous or solely discrete. In this paper, we generalize these two theories in such a way that the continuous and the discrete versions of the Solow model are only special cases of [10] . The two books [7, 8] by Bohner and Peterson offer an introduction with applications to time scales calculus along with some advanced topics. Applications of time scales calculus can be found in many areas, also in economics. Tisdell and Zaidi [14] in particular already generalized some economic topics, and also Bohner et al. discussed multiplier-accelerator models and utility functions on time scales in [5, 6] .
The set up of this paper is as follows. In Section 2, we give a brief introduction to the time scales theory. In Section 3, we present the Solow model on time scales and derive the nonlinear first-order dynamic equation that describes this model. In Section 4, we define the generalized Cobb-Douglas production function on time scales and provide examples for various time scales. Furthermore, we state a theorem that gives the solution of the nonlinear first-order dynamic equation, and we also provide examples for several time scales. We finally state a result that addresses asymptotic stability of the solution. Section 5 is used to show some important properties of the production function, called the Inada conditions. Finally, in Section 6, we point out how our model can be extended, assuming the presence of technological and population growth (or decay), i.e., by assuming n = 0 as well as r = 0. We present the Cobb-Douglas production function for this more general case and also derive the equilibrium solution for this extended model.
It is also noted that our results even generalize the classical continuous and discrete Solow models since we allow the savings rate, the depreciation factor of goods, the growth rate of the population, and the technological growth rates to be functions of time rather than considering constant values as in the classical Solow models.
Time Scales Preliminaries
In this section, we introduce some elements of time scales calculus. For a more rigorous time scales introduction, we refer the reader to [7, 8] .
Let T be a time scale, i.e., a nonempty closed subset of R. For t ∈ T, the forward jump operator σ : T → T is defined by
while the backward jump operator ρ : T → T is defined by
In this definition, we set inf ∅ = sup T (i.e., σ(t) = t if T has maximum t) and sup ∅ = inf T (i.e., ρ(t) = t if T has minimum t). If σ(t) > t, σ(t) = t, ρ(t) < t, and ρ(t) = t, then t is called right-scattered, right-dense, left-scattered and left-dense, respectively. The graininess function µ :
We also need the set T κ which is defined in the following way: If T has a left-scattered maximum m, then
is defined as the number (provided that it exists) such that for every ε > 0, there exists a neighborhood U of t (i.e., U = (t − δ, t + δ) ∩ T for some δ > 0) such that
We call this number f ∆ (t) the delta derivative of f at t. Moreover, f is called rd-continuous provided it is continuous at right-dense points in T and its left sided limits exist (finite) at left-dense points in T. The function
In our calculations, we use the so-called "simple useful formula"
We denote the set of rd-continuous functions by C rd = C rd (T) = C rd (T, R). Next, f is said to be regressive given that
holds. The set of all regressive and rd-continuous functions is denoted by R = R(T) = R(T, R).
We also define the set R + of all positively regressive elements by
Let now p, q ∈ R. We define the "circle plus" addition ⊕ on R by
and the "circle minus" subtraction ⊖ on R by
We put
For α ∈ R and p ∈ R(α), we define
The time scales exponential function e p (·, t 0 ) is defined for p ∈ R and t 0 ∈ T as the unique solution of the initial value problem
We have e p (·, t 0 )e q (·, t 0 ) = e p⊕q (·, t 0 ) and e p (·, t 0 ) e q (·, t 0 ) = e p⊖q (·, t 0 ).
If α ∈ R and p ∈ R(α), then e α⊙p = e α p (see [8, Theorem 2.44] ). Let α ∈ R \ {1}. We say that 
Solow Model on Time Scales
Assume that F and f are production functions as defined in Section 1. We now introduce the generalized Solow model on an arbitrary time scale:
where we require δ(t) > 0 and s(t) > 0 for all t ∈ T
and n, r ∈ R.
The economical meanings of δ, s, r, and n are the same as described in Table 1 . If (K, Y, A, N, I) solves (9), then
Define
which are regarded as the capital stock per efficiency unit of labor and the production per efficiency unit of labor, respectively. By (12) and (13), we have
Theorem 3.1. Assume (9), (10), and (11). If k is defined as in (13), then
Proof. The time scales quotient rule [7, Theorem 1.20 (v)] provides
i.e., (15) holds. 
Proof. Suppose k solves (16). Then we use the "simple useful formula" to obtain
Hence
Dividing by (1 + µn)(1 + µr) yields (15). If k solves (15), then (16) follows by reversing the above steps.
Theorem 3.4. Assume (10) and (11). If (16) holds, then
If (17) holds and µ(t) = 0, then (16) holds.
Proof. Suppose k solves (16). Then we multiply (16) by µ(t) and use the simple useful formula to obtain
which results in (17). If (17) holds at t ∈ T such that µ(t) = 0, then the above steps can be reversed.
Example 3.5. If T = Z, then σ(t) = t + 1 and µ(t) = 1 for all t ∈ T. Thus (17) can be rewritten as (1 + n(t))(1 + r(t))k(t + 1) = s(t)f(k(t)) + (1 − δ(t))k(t).
This equation can be found in [11] .
Example 3.6. If T = hZ with h > 0, then σ(t) = t + h and µ(t) = h for all t ∈ T. Thus (17) can be rewritten as
Example 3.7. If T = q N 0 with q > 1, then σ(t) = qt and µ(t) = (q − 1)t for all t ∈ T. Thus (17) can be rewritten as
(1 + (q − 1)tn(t))(1 + (q − 1)tr(t))k(qt) = (q − 1)ts(t)f(k(t)) + (1 − (q − 1)tδ(t))k(t)
Analysis of the Basic Solow Model
In this section, we assume that (10) holds and that there is no technological development and no population change, i.e., n = r = 0. Then (16) simplifies to
Let
If
then we define the generalized Cobb-Douglas production function on time scales by
Proof. Assume µ(t) = 0. Then at t, we have
which shows (22). 1 (2013) Proof. Assume µ(t) > 0. Then at t, we have
which shows (23). Then (20) holds and the Cobb-Douglas production function is defined and equals
Proof. Using Proposition 4.3, we see that
is independent of t and therefore equals f(x). By (21), f(x) = x f(x). gives us that (20) is satisfied and that the Cobb-Douglas production function is defined and equals (note that (24) is satisfied in this case with s = sh and δ = δh)
(25) Example 4.6. If T = Z and δ, s are constants and satisfy (10), then Example 4.5 gives us that (20) is satisfied and that the Cobb-Douglas production function, i.e., the discrete version of the classical Cobb-Douglas production function, is defined and equals
Example 4.7. If T = q N 0 with q > 1 and δ, s satisfy (10) and (24), i.e., s := (q − 1)ts(t) and δ := (q − 1)tδ(t) are independent of t ∈ T, then Proposition 4.4 gives us that (20) is satisfied and that the Cobb-Douglas production function is defined and equals
Using (21), we rewrite equation (18) 
Then the solution of (26) with initial condition k(t 0 ) = k 0 > 0, where t 0 ∈ T, is given by
provided the quantity in curly braces in (29) is always positive.
Proof. Suppose k solves (26) such that k(t 0 ) = k 0 . Define x := k α−1 . By [8, Theorem 2.37], we have
which shows that x solves the logistic equation on time scales (see [1] and [8, Section 2.4]). Define y := 1/ x. Then
i.e., using the "simple useful formula",
i.e., y ∆ = −py σ + g.
Using g = (1 − α)s = (1 − α)δκ = κp and the variation of constants formula [7, Theorem 2.74], the solution of (30) is given by
From the substitutions we performed, we have that y 0 = k 1−α 0 as well as k(t) = 1 y(t)
, which shows (29). Conversely, k given by (29) is easily seen to be a solution of (26).
Using Theorem 4.10, we obtain the asymptotic stability of the unique equilibrium point of (26). 
Therefore, using (31), 
which is true if and only if (use the properties of ⊙ and the definition of g)
i.e., κ = κ. This completes the proof. (10) and (27). Then (29) reads
If, in addition, t 0 = 0 and δ is constant (this implies that s is constant as well), then 
If, in addition, t 0 = 1 and δ := (q − 1)tδ(t) is constant (this implies that (q − 1)ts(t) is constant as well), then
Properties of the Production Function
In this section, we show that our Cobb-Douglas production function f given in (21) satisfies the time scales Inada conditions (see [2, 3] 
where ζ : T → R is defined in the following lemma.
Lemma 5.1. Assume (10) and define
Then ζ(t) ≥ 0.
Proof. If µ(t) = 0, then ζ(t) = 0. If µ(t) > 0, then, as in the proof of Proposition 4.3, we have
Now using the well-known Bernoulli inequality, we obtain
This proves the claim. This shows that all conditions in (32) are satisfied.
General Solow Model on Time Scales
Let us now assume (10) and (11) so that we allow now that the technology develops exponentially and/or the population increases exponentially. All results from Section 4 and Section 5 still hold true when we replace s and δ in (18) by s 1 + µ(n ⊕ r) and δ + (n ⊕ r) 1 + µ(n ⊕ r) ,
