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1. INTRODUCTION 
In an investigation of three dimensional competitive systems, Freedman 
and Waltman [3] gave sufficient conditions for persistence. While per- 
sistence is important in that it shows that the ecosystem survives, it does 
not give information about the ultimate behavior of trajectories. In [S] 
Smith showed that three dimensional competitive systems behave like two 
dimensional (not-necessarily-competitive) systems in many ways-in par- 
ticular, any limit cycle contains a critical point “inside” it (in a sense which 
can be made precise). In this paper we combine these two results to 
provide a complete (in a generic sense) classification of the behavior of the 
solutions of a class of problems which include three dimensional com- 
petitive systems with one interior equilibrium point (also called critical 
points; these terms are used interchangeably in this paper). 
2. THE BASIC PROBLEM 
Consider a three dimensional system of the form 
x; = Xjfi(X) 
xi(o) > OF 
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where x = (xi, x2, xj) and fi: R3 -+ R, fie C*, i = 1,2, 3. (A Lipschitzian 
derivative is actually sufficient.) The form of the equations and the 
uniqueness of solutions imply at once that the nonnegative cone, R:, is 
invariant under the flow generated by (2.1), (2.2). Since, if x,(0)=0, then 
xi(t) = 0, for all t > 0, and a lower dimensional dynamical system results. In 
particular, each of the two dimensional faces bounding the nonnegative 
cone and each of the coordinate axes is invariant for (2.1). 
The system (2.1) is said to be 
persistent if lim inf, _ o. Xi(t) > 0, for every trajectory of (2.1), (2.2); 
unzyormly persistent if there is a real number CI > 0 such that 
lim inf, _ o. xi(t) > a > 0 for every trajectory satisfying (2.1), (2.2). 
In [33 the following hypotheses were assumed. 
(Hl) There exist equilibria of the form (x:, 0, 0), (0, x:, 0), (0, 0, x:) 
whose stable manifolds include the respective axes. Moreover fi(O, 0,O) > 0 
and dfi/&tj<O. 
(~2) af,lax, < 0. 
(H3) The linearization about any equilibrium has eigenvalues with non- 
zero real part. 
(H4) No equilibrium Q of the boundary of the positive cone has a 
portion of its stable manifold, M’(Q), interior to that cone. 
Given (Hl )-(H4) and the existence of a critical point interior to one of 
the two dimensional faces bounding Rc , the system (2.1) is persistent [3]. 
Using [2], it is uniformly persistent and there is a critical point (an 
equilibrium point) in the interior of RI (denoted &+). 
The presence of a critical point on one of the interior faces prevents a 
“cycle” in the terminology of [ 1, 21. This is necessary as shown by the 
example of May and Leonard [7]. We explain this concept in the current 
context of competitive systems so that we may use the more general 
hypothesis in our theorem. The omega limit sets on the boundary are 
solutions of a one or two dimensional dynamical system and hence are 
critical points (there are no limit cycles for two dimensional competitive 
systems). Two critical points P,, P, are said to be chained, written P, -+ P, 
if there exists a point x # P,, P,, such that the omega limit set of x, II +(x), 
satisfies /1 +(x) = P2 and the alpha limit set, K(x), satisfies K(x) = P,. If 
a finite set, P, ... P,, is chained, P, -+ P, -+ . .. --) P,, with P, = P,, the set 
is said to be a cycle. There are no cycles in any of the two dimensional 
faces of three dimensional competitive systems, but there may be one [7], 
connecting equilibria on different faces. We say that (2.1) is acyclic if there 
is no cycle on the boundary of R:. 
THREE DIMENSIONAL COMPETITIVE SYSTEMS 327 
Hypothesis (Hl) was basically used to show that the system is dis- 
sipative (all trajectories eventually enter a bounded set), (H2) was used to 
make it competitive, and (H3) is a nondegeneracy condition (hyperbolicity 
condition). We will work with these consequences. In particular we will 
assume that the system is dissipative (all trajectories eventually are in a 
compact set) and irreducibile (a consequence of (H2)), that all equilibria 
and limit cycles are hyperbolic, and that the system is uniformly persistent. 
The principal tool is the theory of competitive and cooperative systems as 
developed by Hirsch [46] and Smith [8,9]. 
3. LIMIT CYCLES 
The classification will depend on the number of limit cycles of the system 
(2.1). The basic information about limit cycles for irreducible, three dimen- 
sional, competitive systems can be found in Smith [8,9]. The essential 
results are summarized in this section. 
Let y be a nontrivial closed orbit of (2.1) corresponding to a solution of 
period T. Then y is situated in fi: in such a way that no two distinct points 
of y are related by the usual componentwise ordering Q on R3. The 
Floquet multipliers of y are positive, and one, denoted by eY, belongs to the 
open interval (0, I), is simple, and is strictly smaller than the others (recall 
that 1 is a “trivial” multiplier so in addition to 1 and e, there is one more). 
Corresponding to this “most stable” multiplier eY is a two dimensional 
cylindrical manifold, C,, consisting of solutions which approach y as t 
becomes large at the exponential rate O(eyT). This cylindrical manifold sits 
in R3 in a way which can be described as follows: there exists a dif- 
feomorphism h mapping S’ x ( - 1, 1) onto C, with h(S’ x { 0} ) = y and for 
each 8 E S’, h,: (- 1, 1) + C, given by h&S) = h(8, S) is a strictly increasing 
(in each component) function. The image of he consists of those points of 
C, whose iterates under the Poincart (period) map P: x(0) --f x(T) 
approach he(O) E y. Note that C, is the local stable manifold of y if the third 
multiplier is larger than or equal to one but C, is only the “most stable” 
portion of the stable manifold of y if the third multiplier is less than one 
(and y is orbitally asymptotically stable). 
In [8 J, it is show that this local cylinder manifold can be extended to a 
global manifold, under appropriate conditions, and the geometry of this 
global manifold, as well as individual solutions on it, is described there. In 
order to describe the global version of C, it will be convenient to divide C, 
into two pieces Cc = h(S’ x [O, 1)) and C; = h(S’ x (- 1, 01) and to 
describe separately the global extension of each. Since the critical point 0 
satisfies 0 < y (that is, 0 < x for every x E y), Theorem 1.4 in [8] implies 
that e; = Ut,,, d,(C;) is a cone with a critical point, x,, at is apex. The 
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critical point x, E R: satisfies 0 < xi < y and if x, is hyperbolic then it must 
be a repeller (one can show that xi attracts an open set under the time 
reversed flow). Another way to view the extension of C; to C; is that 
each of the strictly increasing maps h,: (- LO] --f fi:, 0 ES’, can be 
extended to a strictly increasing map h,: ( - co, 0] + d: such that 
xi = lim s-.-mhe(s) for each 8~s~. Hence C;=h(S’x(--m,O])u(x,}. 
We drop the “-” over C;_since we no longer need the local version. The 
global extension of Cc, Cc = lJIGO b,( CT ), can be treated in a similar 
fashion. If there is a critical point x3 > y, then CT is a cone with a critical 
point x2 at its apex where y < x2 d x3 and x2 is a repeller if it is hyperbolic. 
If there is no such critical point x3 then CT is an unbounded cylinder dif- 
feomorphic to S’ x [0, cc). Since we no longer need CT but only its global 
extension, we drop the ‘I*” in the notation for the extension. Like its local 
version, CT is foliated with strictly increasing curves. (see Fig. 4.1.) It is 
important to note that C, is a separatrix in R:. We let D, denote the 
“inside” component of the complement of C, in R3 and D, = D, u C,. 
FIG. 4.1. The invariant manifolds Ci, i = 0, 1,2, in the case n = 2 and x1 = 0. Trajectories 
have been sketched on C,, and C,. 
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We point out that a certain invariant manifold is also associated with a 
steady state, x,,, of (2.1) in 8:. As a consequence of our competitive and 
irreducibility hypotheses, there is a real, simple eigenvalue of the Jacobian 
of the right-hand side of (2.1) which is strictly smaller than the real part of 
any other eigenvalue (see, e.g., [9]). If this eigenvalue is negative, then 
there exists (see [9]) a C’ map h: R -+ &: such that h(0) =x0, h is a 
strictly increasing function, and C, = {h(t): t E R j is an invariant manifold 
for (2.1). Moreover, x1 = lim, _ _ m h(t) exists, is a critical point of (2.1), 
and is a repeller if it is hyperbolic. If there is a critical point xg > x1 then 
x2 - lim,,, h(t) exists, is a critical point of (2.1) with x1 < x2 d xg, and is a 
repeller if it is hyperbolic. If no such critical point xj exists then 
lim I _ o. h(t) = co and Co is unbounded in I?+. 
There is a sense in which a critical point of (2.1) must be “inside” the 
closed orbit y. The following facts were shown in [S]. The set k = {XC R3: 
x is not related to any point y E y by 6 > = (y + R: )’ n (y-R: )’ is an open, 
positively invariant set consisting of two components, one unbounded 
and one bounded. The bounded component, labeled K or K(y), is 
homeomorphic to the open unit ball in R3. In order to aid the reader’s 
image of the geometry, we note that the cylindrical manifold C, separates 
the two components of k in the sense that C, n k = 0, C, n k = y, and K is 
contained D,. K is positively invariant and contains at least one 
equilibrium x0 (and this is the precise meaning of xg being inside y). If x0 is 
the only equilibrium in K and if x0 is hyperbolic then its stable manifold, 
denoted M+(x,), has dimension one or three. 
4. THE CLASSIFICATION 
Let 
i-2= {n+(X) 1 xmq); 
that is, Q is the set of all omega limit points of all trajectories with initial 
conditions in the positive cone. The object of this section is to classify $2 for 
a generic set of dissipative, competitive, irreducible systems with one 
interior critical point. 
It will be convenient to establish some notation to be used in the proofs. 
We write b,(x) for the solution x(t) of (2.1) which satisfies x(O) =x. The 
inequalities < and < between vectors in R3 are to be interpreted as 
holding componentwise. 
PROPOSITION 4.1. Suppose (2.1) is dissipative, competitive, irreducible, 
and persistent, Then there exists at least one interior critical point. If in 
addition (H3) holds, then there exists an interior critical point, x,,, which is 
either a saddle point or an attractor and there exists a repeller, x,, with 
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x1 < x0. If in addition to the above hypotheses, (2.1) is untformly persistent 
and all critical points and closed orbits are hyperbolic then there is an odd 
number of interior critical points. 
Proof If x E &+ then A +(x) c I?: by persistence. By [S, Theorem 2.21, 
either A+(x) contains a critical point (and we are done) or A+(x) is a 
periodic orbit y. But then by our discussion above, K(y) c k: contains a 
critical point and we are done. 
If (H3) holds and A+(x) contains a critical point then that critical point 
cannot be a repeller. If A +(x) = y then by a topological degree argument 
[8, p. 181, K(y) contains a critical point which is not a repeller. Hence in 
either case we have found an interior critical point, x0, which is not a 
repeller. But then the monotone invariant curve Co associated with x0 
connects x0 to a repeller x1 with x1 <x0. 
That there are an odd number of critical points is a simple degree 
argument based on uniform persistence and dissipativeness. Since we will 
assume a unique interior equilibrium, this argument is omitted. 
THEOREM 4.2. Let (2.1) be dissipative, competitive, irreducible, and 
untformly persistent. Suppose that there exists at most one interior critical 
point and that all critical points and limit cycles are hyperbolic. Then there 
exists an interior critical point x0 (either an attractor or a saddle point) and 
a repeller x, on the boundary of R: with x, < x0. For some n = (0, 1, 2, ,..}, 
~={Yo,Y,,...JL}, yo=xo, and yi are nontrivial closed orbits in fi:, 
i = 1, 2, . . . . n, satisfying 
(1) CicDi+l, i=O, 1,2 ,..., n-l, C,,cI!:, where Ci=C,,, Di=D,,, 
i = 0, . . . . n. Moreover, x, is the apex of Ci, i = 0, 1,2, . . . . n. 
(2) Yn, Y”c2, Yn--49 ... are orbitally asymptotically stable and y,, _ 1, 
Yn-3, ... are saddle orbits. 
(3) If B(y,)= {x~&+:A+(x)=y~} then B(y,)=R:\D,_,, 
B(Y,-~)=C,-~, ~L2)=D,-1\~,~3, W,-3)=C,-3,.... 
Proof The existence of an interior critical point, x0, which is either an 
attractor or a saddle point and the existence of a repeller xi on the boun- 
dary of R: with x1 <x0 follow from Proposition 4.1 together with our 
hypotheses of uniqueness of interior critical points. In fact, the monotone 
invariant curve Co associated with x0 must limit on x1, as we showed in 
the proposition. 
If there exists a closed orbit y then K(y) contains x0 and Co must be con- 
tained in D, since Co and C, are invariant. Hence x1 must be at the apex of 
C,. Similar reasoning establishes that the closed orbits must be “nested” in 
the sense that either C,, c D,, or C,, c D,, for two closed orbits yi and y2. 
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If there are nontrivial closed orbits they must be finite in number. The 
periodic orbits are totally ordered by the order y1 c y2 if y1 c Dy,. If there 
were infinitely many closed orbits then one could find an accumulation 
point x* of the set of closed orbits lying in A: (by uniform persistence). 
Clearly the entire orbit through x* must consist of accumulation points of 
the set of closed orbits and hence /i +(x*) must also consist of 
accumulation points of the set of closed orbits. By uniform persistence, 
/1+(x*) c l?: and must be either x0 or a closed orbit. Since the closed 
orbits are totally ordered and n +(x*) consists of accumulation points of 
closed orbits, every neighborhood of /1 +(x*) must contain an entire closed 
orbit. This contradicts hyperbolicity. 
Let n denote the number of closed orbits. If n = 0, then x,, is a global 
attractor relative to R” + . If n # 0, then the global separatrixes C,, CZ, . . . . C, 
numbered from near x0 out are nested as noted above: Ci c Bi+ , . The fact 
that yn must attract &> \iT,,, the hyperbolicity assumption, and the fact 
that for each XE I?:, n+(x) must be either x0 or one of the y’s make the 
remaining assertions obvious. 
In fact, one can make a stronger statement about the positioning of the 
yi, namely 
YicK(Yi+lh i=o, 1, . ..) n- 1. 
As a consequence, no point of yi is related to a point of yj by 6 for 
i,jo{O,1,2 ,..., KZ> (this holds for i = j if the points are distinct). The proof 
of the above inclusion follows from the fact that Ci n K(y,+ 1) is nonempty 
and K(y j+ 1) is positively invariant. If x belongs to this intersection then 
w(x)=yic K(y,+ ,). However, if there is a point yeyi which is not in 
K(Y,+~) then y is related to some ZE~~+~, e.g., z<y. Applying $-,, t >O, 
to both sides of this inequality yields der(z) c&((y) for t >O (see [8]) 
and hence there is a neighborhood of yi which does not intersect K(Y,+~). 
This contradicts that yic K(y,+ i) and the assertion is established. 
Smale [lo] shows that given any flow on d , = {x E R: x, + x2 + x3 = 1 } 
one can find a competitive and irreducible, dissipative system (2.1) for 
which A, is an attractor and the given flow on A, is precisely the dynamics 
on A, of (2.1). This result implies that every possible Q described in 
Theorem 4.2 can be realized. 
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