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Wavelength
Fringe coordinates
Fringe order number
Fizeau wedge height at given location
Fringe spatial period
Fizeau wedge angle
Fringe separation
Fringe irradiance
Optical power in fringe
Fringe half-width at half-power
Aperture function of detector element
Width of detector element
Continuous non-integer variable in detector plane
Detector response function
Detector response variation about a mean value
Current output from detector array at location, x.
Current quantization value
Current fluctuation due to noise
Signal-to-Noise Ratio
Number of detector elements contained in fringe width
Error parameter describing fringe location uncertainty
Probability density function
Spectral width
Parameter describing detector element separation
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Abstract
An estimate of the wavelength accuracy of a laser wavemeter is
performed for a system consisting of a multiple-beam Fizeau interferometer
and a linear photosensor array readout. The analysis consists of
• determining the fringe position errors which result when various noise
sources are included in the fringe forming and detection process. Two
methods of estimating the fringe centers are considered: 1) maximum pixel
current location, and 2) average pixel location for two detectors with
nearly equal output currents. Wavelength error results for these two
methods are compared for some typical wavemeter parameters.
Introduction
The use of tunable laser sources in fields such as spectroscopy and
lidar often require that some method be used to accurately determine the
wavelength of the laser. Depending upon the constraints of the particular
application factors such as weight, volume and spectral coverage can dictate
what types of wavelength measuring devices are suitable to satisfy the
experimental requirements. For those applications where space is limited
and where both pulsed and cw lasers are used, Fabry-Perot or Fizeau
interferometers interfaced with linear diode array sensors are attractive.
In this approach, the wavelength is determined by measuring the fringe
locations of the various laser sources by the diode array. Since the
measured fringes are, in general, distorted by errors introduced in the
• detection process. the accuracy of this method depends upon how well the
position of the measured fringes corresponds to the true fringe positions
generated by the interferometer.
2In this paper, the wavelength accuracy of a Fizeau-type wavemeter
having a linear photosensor array readout is presented. The results show
that the wavelength errors depend upon both the method used to measure the
fringe locations and to errors in the system including: (1) response
non-uniformity of the sensor array; (2) current quantization errors;
(3) electronic signal-to-noise ratio; and (4) spectral irradiance
non-uniformity across the interferometer aperture.
Background
Basically, interferometers are classified into two groups: (1) two-
beam interferometers where the fringes can be described according to two-
beam interference; (2) multiple-beam interferometers where fringe sharpening
is obtained by the interference of multiple beams. A good example of a
wavemeter of the first type is one developed by Snyder, et al. (Ref. 1) in
which a Fizeau wedge with uncoated plates is used. This low finesse
interferometer attains wavelength accuracy through the combined use of
selected electronic filtering and computer algorithms to determine the
period of interference fringes. An example of a wavemeter of the second
type is one employing either a Fabry-Perot (Refs. 2, 3) or Fizeau interfero-
meter (Ref. 4) in which the plates are coated for high reflectivity. This
form of wavemeter has much sharper fringes (high finesse) than the two-beam
type and consequently can resolve and display complex spectral structure.
The analysis presented in this paper is for an interferometer of the
second type. Specifically, the equations are developed for a multiple-beam
Fizeau using a standard laser of known wavelength (e.g., frequencystabil-
ized He-Ne) as a reference. However, the procedures used for error deter-
mination of the fringe positions may be applied to any measurement device in
3which the relative position of known and unknown laser fringes are measured
via a linear photosensor array.
Wavelength Measuremen~_Concept
Figure 1 shows the basic geometry of a Fizeau interferometer. In this
diagram, the two inner surfaces of the plates are inclined at a wedge angle,
S, and the positions of the fringes resulting from illuminating the aperture
of the interferometer with spectrally uniform, nearly collimated light of
wavelengths, Ao (known wavelength), and Au (unknown wavelength) are shown
at coordinates xo' xu' and xO+l' These coordinates correspond to the fringe
orders ~,mu' and mO+l and wedge heights of ho' hu' and hO+l' If we
assume that the medium separating the two surfaces is evacuated (index = 1)
then the period of the unknown and known fringes is given by ~ = Au/2S
and ~ = Ao/2S. If the separation of the unknown fringe of order, mu'
relative to the known fringe of order, mo' is given by L = Xu - xo' then it
is ea~y to show that the relationship between these fringes is
(1 )
As can be seen from fig. 1, the detected fringes, whose peaks are
located at the stated coordinates, possess finite widths due to the
quasi-monochromatic nature of the laser sources and also due to the fringe
broadening effects of the interferometer (i.e., the instrument finesse).
Further, since these fringes have been distorted by errors in the detection
process (e.g., non-uniformity of photosensor response, etc.), the accuracy
with which the wavelength can be determined depends upon the values of L
and ~ of the distorted fringes relative to the values which would be
4obtained if the detection process were perfect. Taking differentials of
both sides of eq. (1) and assuming that mo can be determined exactly by
calibration procedures with the known laser, one may determine the relative
uncertainty in the order, mu' to be
6.1..0 6. Au
+ -_.- +-
Ao Au
(2)
where we have taken only plus signs as a worst case value. If from other
means (e.g., a pre-monochrometer, etc.) the order, mu' can be determined
such that its uncertai nty is mu < 0.5, and assumi ng /::'fo/Ao « /::''Au/Au•
then an upper bound on the relative wavelength uncertainty is given by
< (3)
From the definitions of Land :[0 the accuracy of this wavelength
determination depends upon the errors obtained in measuring the various
coordinate locations of the fringes.
Estimate of Linecenter by Peak Location
For a given set of spectral lines, or fringes, which have been detected
and stored for processing, several methods can be used to measure their
positions. The particular approach chosen depends upon several factors.
These include the wavelength accuracy required, any a priori knowledge of
..
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the fringe shape, and the time allowed for processing the measurement data.
One method for this measurement in a system with a diode array readout is by
peak location. In this approach it is assumed that the peak of the fringe
irradiance incident upon a perfect array generates the maximum signal
current. Thus, the determination of the diode location having the maximum
current locates the peak. As will be shown, however, noise in the detection
process leads to current fluctuations which distort the true shape of the
fringe and consequently the peak location.
Error Analysis
The error analysis of this method begins with reference to fig. 2 which
illustrates the fringe irradiance incident on the array. In this figure we
have negl ected the s1i ght asymmetri c fri nge shape and flri ngi ng fI that is
characteristic of the multiple-beam Fizeau (Ref. 5) and have assumed the
fringe shape to be Lorentzian, i.e., having the same shape as Fabry-Perot
fringes (Ref. 6). Consequently, we can write the irradiance of a single
fri nge as
A(x)
--l-;t~or (4)
where Po is the optical power contained in the fringe incident on the
detector plane at x = Xo and 2p is the full-width-half-max (FWHM) of the
fringe.
6If a sensor element of width, ~, is located with its center at xd' and
has an aperture function given by t(x) = Rect [(x-xd)/t,J, the optical power
incident upon the element is the convolution
dx. (5)
Let us assume that Xo is located within some particular sensor element
whose center is defined as the center of our coordinate system (i .e., Ixol ~
0.5). Further, let us replace the variable, x, in eq. (5) by x = kt,
where k is continuous and has values at the centers of the sensor.elements
of kd = 0, ±1, ±2, •.. Using these conditions and defining a diode
response function, Rd(ktJ, whose value depends upon the coordinate, kli, then
the current output from the array is
I(kli)
The values
(k-X/t, + 1/2)li
= Rd(kliHPoI'IT)j d~/p
1 + (1;/ p) 2
(k-x /li- 1/2)lio .
= Rd(kil)(P/u) !tan-1((k-x/il + 1/2) il/p]-tan-1((k-x/il - 1/2) X
il/p] I. (6)
at kd = 0, ±1, ±2, give the current from the various detector
elements.
If we further define the array response function to be Rd(kli) =Ro +
r(kli) where Ro is the response at kt, = 0 and r(kli) is the variation of
7the response about this value, then equation (6) can be expressed as
[
r(kfl)]
1 + R
o
-1tan
(7)
In this equation, 80 = 2tan-1(flJ2p) and the current, 10 , is the current
obtained when k and Xo are zero and Rd =Ro {i .e., 10 = (Ropoeo)J 7T ).
For a perfect array with uniform response, a plot of output current
from the array for different values of the parameter, IxolJfl, is shown in
fig. 3. Note that for IxolJ~ = 0.5, the peak current is the same on
adjacent elements so that the actual location of the peak is uncertain to
fO.5fl.
The function, Rd{kfl), present in eq. (7) accounts for those current
fluctuations which are due to response non-uniformities of the diode array.
This function can also be used to account for errors which are introduced
into the measurement by non-uniform spectral irradiance across the Fizeau
apertu re.
If a small noise modulation is added to the irradiance function given
by eq. (4) the corresponding optical power incident on a single diode ;s
obtained by modifying eq. (5) to include a small power fluctuation, Pn. The
diode array output current is then
•
I'(kl.l) = P(kl.l) [ Ro + r(kl.l) + Ro' Pp" + r. Pp" ] •
If the last term in this equation is small then the current is
(8)
8( 9)
where rn = Ro(Pn/P) is the effective .response variation in the array due
to the non-uniform illumination. If we define a total response variation.
rt = r+rn• ,and ),etR = rt/Ro. the pr.eviousequation becomes
I ... ( kii) ~ P( kii) Ro [1 + R].
In addition to the current fluctuations just described. other
fluctuations are present in the form of ~urrent quantization errors and
(l0)
signal-to-noise considerations. Specifically. if the maximum signal current
from the diode array is digitized into Q current intervals of iiI = Io/Q.
then a current error of iilq = ±iiI/2 is present in the detection process as
well as a current fluctuation of ± an if signal-to-noise effects are
included. Thus. the signal currents shown in fig. 3 for uniform response
and no noise must be modified. This results in a peak location uncertainty
which is greater than our previous result of ±0.5ii. Referring to fig. 4. it
is easy to see that a worst-case combination of these error sources results
in an uncertainty of the signal peak given by the relation
= +r t ] +a + iiI/2n (11 )
,.
•9
where J'(k~;rt) is given by eq. (7) with r replaced by rt. Solving
this expression for k~ gives the coordinate location which satisfies eq.
(11). The corresponding value of k is
k =x ± 1/2 X
-1
1+R
(12 )
where we have defined the parameters x = xo/~, SNR = Jolon' and N = 2p/~
is the number of diodes that are contained in the fringe width, 2p. Since
the diode centers are located at integer multiples of ~, the value obtained
in eq. (12) is reduced to the integer which satisfies kd < Ikl.
From the integer obtained above~ reference to fig. 4 shows that the
absolute error, I~Xil~ in locating the peak of a particular fringe at
coordinate, xi' is given by I~Xil = Ik~ - xol. However, since the
location of Xo within the kd = 0 diode is unknown to within ± ~/2, the
value of Xo must be varied within these limits such that the difference
Ik~ - xol is maximum. The maximum absolute error relative to the fringe
width is thus
l!1x. I
e - -L.ll. max
2p.
1
max (13 )
where the error parameter, e, is a function of the wavemeter parameters R,
SNR, Q, and N. Values of e for various values of these wavemeter
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parameters are shown in the appendix. The particular value of x which
maximizes e is also shown. The values for R (0.05, 0.03, and 0.01) were
chosen as somewhat representative of typical devices and employing
progressive degrees of response calibration (Ref. 7). In addition to the
table of values in the appendix, a plot of e vs. the number of diodes in
the width, 2Pi, is shown in fig. 5 for some specific wavemeter parameters.
Notice that the discrete nature of the diode sampling causes fluctuations in
the error parameter until the fringe width is spread over about 10 diodes.
As an example of these results an experimental situation in which SNR =
100, Q = 256, a total non-uniformity of R = 0.05, and N =10 diodes generates
a value of e = 0.184. The fringe center can thus be determined to about
1/5.4 of the FWHM by the fringe peak method. If R is reduced to 0.01 by
suitable calibration of the diode response and beam non-uniformities are
negligible this method can determine the fringe center to approximate
one-tenth of the fringe width.
,~~._-, .. Wavelength Error
The results of the preceding analysis estimate the errors, IMi I, that
one might expect in locating the various fringe centers by using the fringe
peak method. In order to translate these results into wavelength errors
through use of eq. (3), we proceed with some statistical notions regarding
these coordinate errors.
As can be seen from fig. 1, the errors, 6L and ~~, present in eq.
(3) are related to the errors in the fringe locations, 6xi' by 6L = 6(xu-Xo)
and ~ =6(xO+I-Xo)' If the fringes to be measured are spread across a
large number of diodes, then repeated measurements of 6xi would result in
a histogram or probability density function, P(6xi)' which increases
11
monotonically toward the origin, i.e., it would be peaked at ~xi = O. A
more conservative situation for these measurements would be to consider the
errors as random. The probability density function would be a rectangular
distribution where P(~xi) = 0 when I~Xil > e(2Pi) and P(~xi) = 1/e( 2Pi)
when I~Xil ~ e(2pi). This distribution might be reasonable when the number
of diodes in the FWHM is relatively small and for situations where no
a priori knowledge of the fringe location is assumed. For such a
distribution, the mean square value of ~i is given by the expected value
of (~xi)2, i.e.,
00
2epi
f
-2epi
(14 )
The mean-square error obtained in eq. (14) can now be used with eq. (3)
to find the mean-square error of ~AU/AU. Assuming that the coordinate
error, ~xu' is independent of the errors, ~xo and ~xO+l' but that some
correlation exists between the various orders of the known laser, an upper
bound on the rms error of ~AU/AU can be shown to be
• llAU e
\" rms < /j mo~ (15 )
The widths, 2~ and 2RJ' in this equation are the spatial FWHM
values. They can be converted to spectral FWHM values, CA U and CAo' by
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the Fizeau relationships which relate the free-spectral-range, order number,
and spatial period of the fringes at the respective wavelengths, Au and
Ao. If the wavelength of the standard or reference laser is chosen
sufficiently close to the unknown laser wavelength, then eq. (15) becomes
< (16 )
The spectral widths in the previous equation contain both the laser
linewidths of the reference and unknown laser and also the resolution width
of the wavemeter. If we assume that reference laser linewidth is small
compared to the resolution width, and that the fringe shapes are Lorentzian,
then the absolute rms error is
ILiAulrms < e (17)
where OA R is the Fizeau resolution and oAR, u is 1i newi dth of the
unknown laser. Thus, for specific values of ILiAuIrms' OAR' and LiAR,U' the
requ i red va 1ue of e can be determined and the corresponding values of the
parameters R, SNR, Q, and N found.
Figure 6 shows an application of eq. (17) in which ILiAulrms is
plotted against the error parameter, e, for a laser linewidth of 1.0 pm and
three values of wavemeter resolution. For the case of an experiment which
requires absolute knowledge of the wavelength to within 0.25 pm and a
resolution of 0.50 pm, eq. (17), and fig. 6, indicate that fringe locations
must be determined to within 0.231 of their respective widths. From the
13
appendix, this value can be obtained by several combinations of the various
parameters. One such combination which satisfies this value is for a sensor
where the total non-uniformity of the array and input illumination has value
the of R = 0.05, and the maximum current from the fringe is digitized by
an 8-bit analog-to-digital converter (0 = 256). For these conditions, the
value of e = 0.231 can be obtained if SNR ~ 26, and the fringe is spread
over at least 10 diodes. From fig. 5, any combination of these parameters
which results in the curve lying below the value of e = 0.231 will achieve
the wavelength accuracy required in this example.
Estimate of _Linecenter Using_Two-Sensor Positio~ Average
The centers of the fringes which are used to determine the wavelength
can be found from procedures other than the peak method just described. One
method which can be used involves searching the array for two diodes (kd+
and kd-) whose output currents are equal to within a specified tolerance.
The linecenter, xc' is then given by the average position of these two
diodes, i.e., Xc = (kd+ + kd-)~/2.
Analysis of this method for errors in determining the fringe center can
begin with reference to fig. 3 where the current output from an error-free
diode array is shown. For the two cases where Xo = 0 and Xo = 0.5~, the
position average of various diode pairs having equal currents gives a fringe
center location which corresponds exactly with the true fringe center (xc =
• xo). For Xo = 0.2~ (or any other value between 0 and 0.50 ~) no two
diodes have equal current outputs and clearly some current interval, or
tolerance must be specified.
The value of this current interval is somewhat arbitrary but clearly
the smallest interval that could be chosen is the quantization interval,
14
IoIQ, described previously. For actual cases where noise and error sources
are introduced into the fringes, searching for two diodes whose current
difference is this small could lead to difficulty. One value of a specified
current difference which could be used is the relative difference between
two successive diodes in the FWHM region of the array output. For Xo = 0
and for a perfectly uniform array response (R=O), this relative current
interval can be shown to be given approximately by liN where N is the number
of diodes contained in the FWHM.
To determine a worst-case error for finding the fringe center we
proceed in a manner similar to that used in the fringe peak method. We are
searching for two currents at diode locations xd+ = kd+~ and xd- = kd-~
whose outputs due to both the irradiance incident on the array and all the
various noise sources are equal to within some margin, oIm• With
reference to fig. 7, the current output from the array, Id'(k~) (see eq.
(10)), is shown plotted for an error-free system having a fringe center at
Xo = O. If the various errors.which were discussed in the previous analysis
are now introduced into the system, a worst-case error exists by the
relationship
(18 )
where
•
15
(19)
Substituting eq. (7) for Id" equations (18) and (19) combine to give a
worst-case error condition
1 [ 2/N ]
- ta n- k-Ll- x ) 2 1
1+ d 0 - 2"
p N
-1tan
-R 1 [ 2/N ]tan- (k+Ll- x )2 1
1+ d 0 - 2"
p N
1 [ 2/N ] I+ ta n- (k-Ll- x 1
1+ d 0 --
N2p
-1 ( 1)= 2tan N [ 20N + M + OI M]I I I000
(20)
The average location of these two diodes at x; and xd is given by
Xc = (k++k-)Ll/2 resulting in an absolute error of the fringe linecenter of
d d
/xo-xcl. If this absolute error relative to the width, 2p, is defined as in
eq. (13), then one can show the following relationships:
+kdt.-Xo
--- = z-2ep
kdt.-Xo
--- = -z.-2ep
where we have defined the parameter, z, by z = (k~-kd)/N. With these
equations, one may solve eq. (21) for the error parameter, e,
16
( 21)
(22)
where we have assumed N» 1 and e/z« 1.
Specific Cases
The error parameter, e, for this method of determining the fringe
center can be compared to some values obtained with the fringe-peak method.
If we assume the current interval, aIM/lo' is given by liN as discussed
previously and the two sampled diodes (k~ and kd) are at approximately the
FWHM points, then z ~'1, and eq. (23) becomes
e(z=l} = 1/2(R + 2/SNR + l/Q + liN). (23)
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For Q = 256 and R = 0.05, we have the following table of values of e(z=l)
vs. SNR:
Error Parameter vs. SNR and N
._-------------_._------------
e(z=l)
SNR N = 10 N = 20 N = 30 N = 40
-_..__..
----._-
5 0.28 0.25 0.24 0.24
10 0.18 0.15 0.14 0.14
20 0.13 0.10 0.094 0.089
30 0.11 0.085 0.077 0.073
50 0.097 0.072 0.064 0.059
75 0.090 0.065 0.057 0.053
100 0.087 0.062 0.054 0.049
Comparison of the results in this table against the corresponding
values shown in the appendix for the fringe-peak method shows a smaller
error. For example, for N = 10, Q = 256, R = 0.05, and SNR = 100, the
fringe peak method was shown to give a value of e = 0;184 whereas this
method gives e = 0.087 or a decrease of about a factor of two in the error
parameter. However, it must be remembered that we have applied this
two-position sensor average procedure to relatively smooth fringe shapes.
In many cases, especially those where the wavelength of pUlsed, multi-mode
lasers is to be determined, the shapes are more complex and often have
multiple, asymmetric peaks. In addition, the pulse-to-pulse repeatability
of these complex shapes have not been characterized sufficiently for
inclusion in this error analysis. For these reasons, then, one would expect
that the improved accuracy shown in the latter method would decrease and
approach that obtained by measuring only the peaks. It may be possible,
however, to regain some of this accuracy by using more than one pair of
pixel outputs in a statistical averaging process.
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Conclusions
The wavelength accuracy that can be obtained from wavemeters employing
multiple-beam Fizeau interferometers and CCD-type readouts is dependent upon
several parameters. The non-uniformity of the detector array response and
fluctuations found in the wavemeter input illumination affect the accuracy
as well as the current fluctuations in the output due to noise sources such
as current quantization errors and electronic signal-to-noise ratio.
Since the wavelength is determined by measuring the locations of fringe sets
generated by the wavemeter, the method used to determine the fringe
coordinates also affects the accuracy. The two procedures investigated in
this paper showed that greater accuracy can be obtained on smooth,
repeatable laser pulses by the two-position sensor average method, but that
a simpler technique exists in which only the peak locations are measured.
Furthermore, when complex, non-repeatable fringe shapes are included, the
accuracies of the two methods are similar unless a statistical averaging
process is applied to more than one sensor-pair.
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Error Parameter vs. System Parameters
e X R Q SNR N
1.27000 .4600 .050 256 'J 'Jv L
I .25500 .4900 .030 256 3 2
.87500 .2500 .010 256 3 ')....
1.27000 . 4600 .050 512 3 2·
1.25000 -.5000 .030 512 3 2
1.25000 .5000 .030 512 3 2
.87000 .2600 .010 512 3 2
.39000 .2200 .050 256 10 2
.37000 .2600 .030 256 10 2
.35500 .2900 .010 256 10 2
.:39000 .2200 .050 c'!') 10 2J!L
.37000 .2600 .030 51') 10 2. ,<-
.35500 .2900 .010 512 I0 2
.30000 .4000 .050 256 100 2
.28000 .4400 .030 256 100 2
.25500 .4700 .010 256 100 2
.29500 .4100 .050 512 100 2
.28000 .4400 • (1:3 0 5 f ? 100 2I ....
.26500 . 4700 .010 512 100 2
.29000 .4200 .050 256 300 2
.27500 .4500 .030 255 300 2
.26000 .4800 .010 256 300 2
.29000 .4200 .050 512 300 ..L
.27500 .4500 .030 512 300 2
.26000 .4800 .010 512 300 2
.29000 .4200 .050 256 1000 2
.27500 .4500 .030 256 1000 2
.25000 .4800 .01 0 256 1000 2
.29000 .4200 .050 512 1000 2
.27500 .4500 .030 512 1000 2
.25500 .4900 .01 a 512 1000 2
28
e X R Q SNR N
.91000 .2700 .050 256 3 3
.88667 .3400 .030 256 3 "'),j
.85667 .4000 .010 256 3 3
.91000 .2700 .050 512 .-") 3'J
.88667 .3400 .030 512 3 3
.85667 .4000 .010 512 3 3
.34000 -.0200 .050 256 10 3
.31333 .0600 .030 256 10 3
.29000 .1300 . 010 256 10 r,..:>
.33657 -.0100 .050 512 10 3
.31333 .0600 .030 512 10 :3
.29000 .1300 . 010 512 10 3
.22667 .3200 .050 256 100 3
.20667 .3800 .030 256 100 3
.18667 .4400 .01 0 256 100 3
.22333 .3300 .050 512 100 3
.20667 .3800 .030 512 100 3
· 18667 .4400 .01 0 512 100 3
.22000 .3400 .050 256 300 3
.20000 .4000 .030 256 300 3
· 18000 .4600 .010 256 300 3
.21657 .3500 .050 512 300 3
.19667 .4100 .030 512 300 3
.18000 .4600 .010 512 300 3
.21567 .3500 .050 256 1000 3
· 19667 .4iOO .030 256 1000 3
· 17667 .4700 .010 256 1000 3
.21667 .3500 .050 512 1000 3
· 19667 .4100 .030 512 1000 3
.17567 .4700 .01 0 512 1000 3
'.
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e X R 0 SNR N
.90750 .3700 .050 256 3 4
.88500 .4600 .030 256 3 4
.75000 0.0000 .010 256 3 4
•
.90500 .3800 .050 512 3 4,
.88250 .4700 .030 512 3 4
~ .74750 .0100 .010 512 3 4
.35250 -.4500 .050 256 10 4
.31750 -.2700 .030 256 10 4
.28000 -. 1200 .010 255 10 4
.35000 -.4400 .050 512 10 4
.31500 -.2500 .030 512 10 4
.27750 - . i i 00 .010 512 10 4
· 19750 .2100 .050 256 100 4
· '17250 .3100 .030 256 100 4
.15000 .4000 .0iO 256 100 4
· 19750 .2100 .050 512 100 4
· 17250 .3100 .030 512 100 4
.15000 .4000 .010 512 100 4
· '19000 .2400 .050 256 300 4
.15500 .3400 .030 256 300 4
· i 4250 .4300 .010 256 300 4
· 18750 .2500 .050 512 300 4
· 15500 .3400 .030 512 300 4
· 14000 .4400 .010 512 300 4
· 18500 .2600 .050 256 1000 4
· 15250 .3500 .030 256 1000 4
· 14000 .4400 .010 256 1000 4
· 18500 .2600 .050 512 1000 4
.16000 .3600 .030 512 1000 4
· 13750 .4500 .010 512 1000 4
30
e X R Q SNR N
.90600 .4700 .050 256 3 5
.79200 .0400 .030 256 3 5
.75600 .2200 .010 256 3 5
.90400 .4800 .050 512 3 5'
.78800 .0600 .030 5'12 3 5
.75400 .2300 .010 512 3 5
.33600 .3200 .050 256 10 5
.31800 .4100 .030 256 10 5
.30000 -.5000 .010 256 10 5
.30000 .5000 .0'10 256 10 5
.33600 .3200 .050 512 10 5
.31600 .4200 .030 512 10 5
.30000 -.5000 .010 512 10 5
.30000 .5000 .010 512 10 5
.18800 .0600 .050 256 laO 5
.15800 .2100 .030 256 100 5
.13000 .3500 .01 0 256 100 5
· 18600 .0700 .050 512 100 5
.15600 .2200 .030 512 100 5
· 12800 .3600 . 010 512 100 5
· 17800 . 1100 .050 256 300 5
· 14800 .2600 .030 256 300 5
.12000 .4000 .010 256 300 5
.17600 .1200 .050 512 300 5
· 14600 .2700 .030 512 300 5
.11800 .4100 .01 a 512 300 5
· 17400 .1300 .050 256 1000 5
· 14400 .2800 .030 256 1000 5
· 11800 .4100 .010 256 1000 5
· 17200 .1400 .050 512 1000 5
; 14400 .2800 .030 512 1000 5
.11600 .4200 .010 512 1000 5
31
e X R 0 SNR N
.83833 -.0300 .050 256 3 6
.79667 .2200 .030 256 " 6..:>
.76833 .3900 .010 256 3 6
,.
.83333 0.0000 .050 512 3 6'
.79500 .2300 .030 512 3 6
.75667 .4000 .010 512 3 6
.32333 .0600 .050 256 10 6
.30000 .2000 .030 256 10 6
.28000 .3200 .010 256 10 6
.32333 .0600 .050 512 10 6
.30000 .2000 .030 512 10 6
.27833 .3300 .010 512 10 6
.18667 -. 1200 .050 256 100 6
.15157 .0900 .030 256 100 6
.11833 .2900 .010 256 100 6
· 18500 -.1100 .050 512 100 6
.15000 .1000 .030 512 100 6
· 11667 .3000 .010 512 100 6
.17500 -.0500 .050 256 300 6
· 14000 .1500 .030 256 300 6
.10667 .3600 .010 256 300 6
.17333 -.0400 .050 512 300 6
· 13833 .1700 .030 512 300 6
.10500 .3700 .010 512 300 6
· '17000 -.0200 .050· 256 1000 6
· 13667 .1800 .030 256 1000 6
.10333 .3800 .010 256 1000 6
.16833 -.0100 .050 512 1000 6
· ·13500 . 1900 .030. 512 iOOO 6
.10167 .3900 .010 512 1000 6
32
e X R Q SNR tl
.83857 .1300 .050 256 3 7
.80429 .3700 .030 256 3 7
.74714 -.2300 .010 256 3 7 (,
.83429 .1600 .050 512 3 7
.80286 .3800 .030 512 3 7
.74143 - . 1900 .010 512 3 7
.32714 -.2900 .050 256 10 7
.2971 4 -.0800 .030 256 10 7
.27000 • t 100 .010 256 10 7
.32571 -.2800 .050 512 10 7
.29571 -.0700 .030 512 10 7
.26857 .1200 .010 512 to 7
.19286 -.3500 .050 256 100 7
.15143 -.0600 .030 256 100 7
· 11143 .2200 .010 256 100 7
· 19000 -.3300 .050 512 100 7
· 14857 -.0400 .030 512 100 7
.11000 .2300 .010 512 100 7
· 17714 -.2400 .050 256 300 7
.13714 .0400 .030 256 300 7
.09857 .3100 .010 256 300 7
.17571 -.2300 .050 512 300 7
.13571 .0500 .030 512 300 7
.09714 .3200 .010· 512 300 7
.17286 -.2100 .050 256 1000 7
.13286 .0700 .030 256 1000 7
.09429 .3400 .010 256 1000 7
· 170 00 -. T900 .050 512 1000 7
· 13000 .0900 .030 512 1000 7
.09286 .3500 .010 512 1000 7
33
e X R Q SNR N
.84250 .2600 .050 256 3 8
,81250 -.5000 .030 256 3 8
.81250 .5000 .030 256 3 8
.74000 .0800 .0iO 256 3 8
•
.83875 .2900 .050 512 3 8
.79750 -.3800 .030 512 3 8
• .73625 . 1100 .01 0 512 3 8
,32750 .3800 .050 256 10 8
.30500 -.4400 .030 256 10 8
.27000 -. 1600 .010 256 10 8
.32625 ,3900 .050 512 10 8
.30250 -.4200 .030 5t2 10 8
.26875 - .1500 .010 512 10 8
,19375 .4500 .050 256 100 8
· 15250 -.2200 .030 256 100 8
· 10875 . '1300 .010 256 100 8
· 19250 .4600 .050 512 100 8
· 15125 -.2100 .030 512 100 8
.10625 .1500 .010 512 100 8
.18375 -.4700 .050 256 300 8
· 13750 - .1000 .030 256 300 8
.09375 ,2500 .a10 256 300 8
.18125 -.4500 .050 512 300 8
· 13500 -.0800 .030 512 300 8
,09250 .2600 .010 512 300 8
· 17750 -.4200 .050 256 iOOO 8
· 13250 -.0600 .030 256 1000 8
.08875 .2900 .010 256 1000 8
· 17500 -.4000 .050 512 1000 8
.13000 -.0400 .030 512 1000 8
.08750 .3000 .010 512 tOOO 8
34
e X R Q SNR N
.84567 .3800 .050 256 3 9
.78444 -.0600 .030 256 3 9
.74444 .3000 .010 256 3 9
.-
.84444 .4000 .050 512 3 9'
.78000 -.0200 .030 512 3 9
.74222 .3200 .010 512 3 9
.32111 . 1100 .050 256 10 9
.29889 .3100 .030 256 10 9
.27778 -.5000 .010 256 10 9
.27778 .5000 .010 256 10 9
.32000 .1200 .050 512 to 9
.29778 .3200 .030 512 10 9
.27556 -.4800 .01 0 512 10 9
.18778 .3100 .050 256 100 9
· 15778 -.4200 .030 256 100 9
.10667 .0400 .010 256 100 9
.18667 .3200 .050 512 100 9
.15556 -.4000 .030 512 100 9
· 10444 .0600 . 010 512 100 9
· 17889 .3900 .050 256 300 9
· 14000 -.2600 .030 256 300 9
.09111 .1800 .010 256 300 9
.1777B .4000 .050 512 300 9
· 13667 -.2300 .030 512 300 9
.08889 .2000 .010 512 300 9
.17556 .4200 .050 256 1000 9
.13333 -.2000 .030 256 1000 9
.08556 .2300 .010 256 1000 9
.17444 .4300 .050 512 1000 9
.13111 -.1800 .030 512 1000 9
;08333 .2500 .010 512 1000 9
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e X R Q SNR N
.85100 .4900 .050 256 3 10
.78500 .1500 .030 256 3 10
.75200 .4800 .010 256 3 10
.,
.84300 -.4300 512 10'.050 3
.78200 .1800 .030 512 3 1a
.. .75000 -.5000 . 010 512 3 10
.75000 .5000 .010 512 3 10
.32200 -.2200 .050 256 10 10
.29500 .0500 .030 256 10 10
.27100 .2900 .010 256 10 10
.32000 -.2000 .050 512 10 10
.29400 ,0600 .030 512 10 10
.26900 .3100 .010 512 10 10
· 18400 .1600 .050 256 100 10
· 15600 .4400 .030 256 roo 10
.10700 -.0700 .010 256 100 10
· 18300 .1700 .050 512 100 10
.15500 .4500 .030 512 100 10
.10500 -.0500 .010 512 100 10
.17400 .2600 .050 256 300 10
· 14400 -.4400 .030 256 300 10
.08900 . 1100 .010 256 300 10
.17300 .2700 .050 512 300 10
.14100 -.4100 .030 512 300 10
.08700 . 1300 .010 512 300 10
.17100 .2900 .050 256 1000 10
.13700 -.3700 .030 256 1000 10
.08300 .1700 .010 256 1000 10
· 16900 .3100 .050 512 1000 10
.13400 -.3400 .030 512 1000 to
.08000 .2000 .010 512 1000 10
36
e X R Q SNR N
.83733 .4400 .050 256 3 15
.78400 .2400 .030 256 3 15
.73600 -.0400 .010 256 3 15
.83467 .4800 .050· 512 3 15
.78067 .2900 .030 512 3 15
.73267 .0100 .01 0 512 3 15
..
.32000 . 2000 .050 256 10 15
.29667 -.4500 .030 256 10 15
.26733 -.0100 .010 256 10 15
.31867 .2200 .050 512 10 15
.29467 -.4200 .030 512 10 15
.26600 .0100 .010 512 10 15
· 18400 .2400 .050 256 100 15
· 15000 -.2500 .030 256 100 15
.10933 .3600 .010 256 100 15
.18267 .2600 .050 512 100 15
· 14800 -.2200 .030 512 100 15
.10733 .3900 .010 512 100 15
.17400 .3900 .050 256 300 15
· 13600 -.0400 .030 256 300 15
.09200 -.3800 .010 256 300 15
.17267 .4100 .050 512 300 15
· 13400 -.0100 .030 512 300 15
.08800 -.3200 .010 512 300. 15
· 17067 .4400 .050 256 1000 15
· 13067 .0400 .030 256 1000 15
.08267 -.2400 .010 256 1000 15
· 16933 .4600 .050 512 1000 15
· 12867 .0700 .030 512 1000 15
.07867 - . 1800 .010 512 1000 15
37
e X R Q SNR N
.83300 .3400 .050 256 3 20
.78350 .3300 .030 256 3 20
.73650 .2700 .010 256 3 20
.83000 .4000 .050 512 3 20o
.78050 .3900 .030 512 3 20
.73400 .3200 .010 512 3 20
.32050 -.4100 .050 256 10 20
.29400 .1200 .030 256 to 20
.26800 -.3600 .010 256 10 20
.31900 -.3800 .050 512 10 20
.29250 .1500 .030 512 10 20
.26650 -.3300 .010 512 10 20
· i 8400 .3200 .050 256 100 20
· 14900 .0200 .030 256 100 20
.10700 - . 1400 .010 256 100 20
· 18250 .3500 .050 512 100 20
.14700 .0600 .030 512 100 20
.0' 0400 -.0800 .010 512 faD 20
.17350 -.4700 .050 256 300 20
· 13650 .2700 .030 256 300 20
.08900 .2200 .010 256 300 20
· 17150 -.4300 .050 512 300 20
· 13450 .3100 .030 512 300 20
.08650 .2700 .010 512 300 20
.16850 -.3700 .050 256 1000 20
· °13200 .3600 .030 256 1000 20
.08300 .3400 .010 256 1000 20
.16700 -.3400 .050 512 1000 20
· 13000 .4000 .030 512 1000 20
,08050 .3900 .010 512 1000 20
38
e X R Q SNR N
.83120 .2200 .050 256 3 25
.78320 .4200 .030 256 3 25
.73760 -.4400 .010 256 3 25
.82760 .3100 .050 512 3 25- ;.
.78040 .4900 .030 512 3 25
.73320 . -.3300 .010 512 3 25
.31920 .0200 .050 256 10 25
.29400 -.3500 .030 256 10 25
.26760 .3100 .010 256 10 25
.31800 .0500 .050 512 10 25
.29240 -.3100 .030 512 10 25
.26600 .3500 .010 512 10 25
.18360 .4100 .050 256 100 25
· 14920 .2700 .030 256 100 25
· 10720 .3200 .01 0 256 100 25
· 18240 .4400 .050 512 100 25
· 14760 .3100 .030 512 100 25
· 10520 .3700 .010 512 100 25
.17200 -.3000 .050 256 300 25
· 13680 -.4200 .030 256 300 25
.08880 -.2200 .010 256 300 25
· 17040 -.2600 .050 512 300 25
· 13440 -.3600 .030 512 300 25
.08560 -. 1400 .010 512 300 25
.16760 - . 1900 .050 256 1000 25
· 13120 -.2800 .030 256 1000 25
.08120 -.0300 .010 256 1000 25
.16600 -. 1500 .050 512 1000 25
· 12880 -.2200 .030 512 1000 25
.07800 .0500 .010 512 fOOO 25
39
e X R 0 SNR N
.83067 .0800 .050 256 3 30
.78300 -.4900 .030 256 3 30
.73533 -.0600 .010 256 3 30
.82700 .1900 .050 512 3 30,
.77867 -.3600 .030 512 3 30
"
.73200 .0400 .010 512 3 30
.31967 .4100 .050 256 10 30
.29367 .1900 .030 256 10 30
.25700 -.0100 .010 256 10 30
.31833 .4500 .050 512 10 30
.29233 .2300 .030 512 10 30
.25533 .0400 . 010 512 10 30
· 18357 .4900 .050 256 100 30
· 15000 -.5000 .030 256 100 30
· 15000 .5000 .030 256 100 30
.10567 -.2000 .010 256 100 30
.18200 -.4500 .050 512 100 30
· 14767 -.4300 .030 5 '12 100 30
· 10400 -. 1200 .010 512 100 30
.17167 -. 1500 .050 256 300 30
.13557 -.0700 .030 256 300 30
.08900 .3300 .010 256 300 30
· 17000 -.1000 .050 512 300 30
· 13367 -.0100 .030 512 300 30
.08633 .4100 .010 512 300 30
.15733 -.0200 .050 256 1000 30
· T3067 .0800 .030 256 1000 30
.08267 -.4800 .010 256 1000 30
· 16567 .0300 .050 512 1000 30
· 12867 . '1400 .030 512 1000 30
.07867 -.3500 . 010 512 1000 30
40
e X R Q SNR N
.83057 -.0700 .050 256 3 35
.78200 -.3700 .030 256 3 35
.73571 .2500 .01 0 256 3 35
.82657 .0700 .050 512 3 35'
.77771 -.2200 .030 512 3 35
.73257 .3600 .010 512 3 35
.31914 -.1700 .050 256 10 35
.29371 -.2800 .030 256 10 35
.26714 -.3500 .010 256 10 35
.31771 - . 1200 .050 512 10 35
.29229 -.2300 .030 512 10 35
.25571 -.3000 .010 512 10 35
.18343 -.4200 .050 256 100 35
.14914 -.2200 .030 256 100 35
· 10686 .2600 .010 256 100 35
· 18143 -.3500 .050 512 100 35
· 14714 -. 1500 .030 512 100 35
.10457 .3400 .010 512 100 35
.17143 0.0000 .050 256 300 35
· 13571 .2500 .030 256 300 35
.08829 -.0900 . 010 256 300 35
.16971 .0600 .050 512 300 35
.13371 .3200 .030 512 300 35
.08543 .0100 . 010 512 300 35
· 16743 . 1400 .050 256 1000 35
.13114 .4100 .030 256 1000 35
.08114 . 1600 .010 256 1000 35
· 15571 .2000 .050 512 rooD 35
.12943 .4700 .030, 512 1000 35
.07829 .2600 .010 512 1000 35
41
-
e X R Q SNR N
.83050 -.2200 .050 256 3 40
.78125 -.2500 .030 256 3 40
.73600 -.4400 .010 256 3 40
.82650 -.0600 .050 512 3 40 '
.77750 -.1000 .030 512 3 40
.73225 -.2900 .010 512 3 40
.31925 .2300 .050 256 10 40
.29350 .2600 .030 256 10 40
.25700 .3200 .01 0 256 10 40
.31775 .2900 .050 512 10 40
.29225 .3100 .030 512 10 40
.26550 .3800 .010 512 10 40
· '18300 -.3200 .050 255 100 40
· 14875 .0500 .030 256 100 40
· 10675 -.2700 .010 256 roo 40
· '18125 -.2500 .050 512 100 40
.14700 . 1200 .030 512 100 40
.10400 - . 1600 .010 512 100 40
· 17150 . 1400 .050 256 300 40
· 13600 -.4400 .030 256 300 40
.08900 .4400 .010 256 300 40
.17000 .2000 .050 512 300 40
· 13375 -.3500 .030 512 300 40
.08600 -.4400 .010 512 300 40
· 16750 .3000 .050 256 1000 40
· 13075 -.2300 .030 256 1000 40
.08125 -.2500 .010 256 1000 40
.16600 .3600 .050 512 1000 40
· 12875 -.1500 .030 512 1000 40
.07800 - . 1200 .010 512 1000 40
42
e X R Q StJR N
.83089 -.3900 .050 256 3 45
.78111 - . 1500 .030 256 3 45
.73533 -.0900 .010 256 3 45
.82667 -.2000 .050 512 3 45"
.77756 .0100 .030 512 3 45
.73200 .0600 .010 512 3 45
.31933 -.3700 .050 256 10 45
.29356 -.2100 .030 256 10 45
.25689 -.0100 .010 256 10 45
.31778 -.3000 .050 512 10 45
.29200 -. 1400 .030 512 10 45
.26533 .0600 .010 512 10 45
.18289 -.2300 .050 256 100 45
· 14911 .2900 .030 256 100 45
.10667 .2000 • .Q 10 256 100 45
· 18133 - .1600 .050 512 100 45
.14711 .3800 .030 512 100 45
.10422 .3100 .010 512 100 45
· 17156 .2800 .050 256 300 45
· 13556 -.1000 .030 256 300 45
.08822 .0300 .010 256 300 45
.17000 .3500 .050 512 300 45
.13356 -.0100 .030 512 300 45
.08533 .1600 .010 512 300 45
.16778 .4500 .050 256 1000 45
· 13067 . 1200 .030 256 1000 45
.08133 .3400 .010 256 1000 45
· 16600 -.4700 .050 512 1000 45
· 12867 .2100 .030 512 1000 45
.07844 .4700 .010 512 1000 45
..
43
e X R Q SNR N
.83100 .4500 .050 25G 3 50
.78100 -.0500 .030 25G 3 50
.73540 .2300 .01 0 25G 3 50
.82580 -.3400 .050 512 3 50
.77740 . 1300 .030 512 3 50
.73220 .3900 .010 512 3 50
.31900 .0500 .050 25G 10 50
.293GO .3200 .030 25G 10 50
.26700 -.3500 .010 256 10 50
.31760 .1200 .050 512 10 50
.29220 .3900 .030 512 10 50
.25540 -.2700 .01 0 512 1a 50
· 18280 - .1400 .050 25G 100 50
.14920 -.4600 .030 256 100 50
· 10680 -.3400 . 010 256 100 50
· 18120 -.0600 .050 512 100 50
.14720 -.3600 .030 512 100 50
.10420 -.2100 .01 0 512 100 50
.17180 .4100 .050 256 300 50
· 13560 .2200 .030 256 300 50
.08880 -.4400 .010 25G 300 50
.17020 .4900 .050 512 300 50
· 133GO .3200 .030 512 300 50
.085GO -.2800 .010 512 300 50
· 16760 -.3800 .050 256 1000 50
.13100 .4500 .030 25G 1000 50
.08100 -.0500 .010 25G 1000 50
.16580 -.2900 .050 512 1000 50
.12900 -.4500 .030. 512 1000 50
.07780 . 1100 .010 512 1000 50
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