A new line list including positions and absolute intensities (in the form of Einstein A values and oscillator strengths) has been produced for the OH ground X 2 Π state rovibrational (Meinel system) and pure rotational transitions. All possible transitions are included with v and v up to 13, and J up to between 9.5 and 59.5, depending on the band. An updated fit to determine molecular constants has been performed, which includes some new rotational data and a simultaneous fitting of all molecular constants. The absolute line intensities are based on a new dipole moment function, which is a combination of two high level ab initio calculations. The calculations show good agreement with an experimental v=1 lifetime, experimental µ v values, and ∆v=2 line intensity ratios from an observed spectrum. To achieve this good agreement, an alteration in the method of converting matrix elements from Hund's case (b) to (a) was made. Partitions sums have been calculated using the new energy levels, for the temperature range 5-6000 K, which extends the previously available (in HITRAN) 70-3000 K range. The resulting absolute intensities have been used to calculate O abundances in the Sun, Arcturus, and two red giants in the Galactic open and globular clusters M67 and M71. Literature data based mainly on [O I] lines are available for the Sun and Arcturus, and excellent agreement is found.
Introduction
The OH radical is very important in atmospheric chemistry due to its high reactivity with volatile organic compounds [1, 2] , and it is the major oxidizing species in the lower atmosphere [3] . OH is also produced in the upper atmosphere in excited vibrational levels, and near infrared emission to lower levels is the main cause of the nighttime airglow of the up- (DMFs) calculated for the OH ground state [19, 20, 21, 22, 23, 24] . Accurate experimental dipole moments were obtained for the v=0, 1, and 2 levels by Peterson et al. [25] , and these were used by Nelson et al. [27, 26] in combination with their own experimental relative line intensities to calculate a DMF at internuclear distances between 0.70 and 1.76 Å. Another experimental DMF was obtained by Turnbull and Lowe [28] , also using the Peterson et al. values and their own experimental intensities. The various DMFs have all disagreed to some extent [26] (also see Figure 1 ), including around the equilibrium internuclear distance (r e ), where the intensities are most sensitive to the DMF. A set of transition probabilities was calculated by Mies [29] , and more recently Goldman et al. [30] produced a set of intensities, which is now the most widely used for abundance calculations, for example by Meléndez and Barbuy [17] . This list by Goldman et al. is currently in the HITRAN [31] database, and more extensively in the HITEMP [32] database . The intensities are based on the DMF of Nelson et al. [26] between 0.70 and 1.76 Å, and that of Langhoff et al. [22] at other internuclear distances. Another line list including ab initio Einstein A J J values was calculated recently [23, 24] , however the accuracy can be improved, and it did not cover all of the available vibrational levels (up to v=9 as opposed to v=13). This DMF is included in the comparisons in Figure 1 .
Bernath and Colin [33] performed a fit to obtain molecular constants up to v=13 in 2009, using the best data available at the time. Lines from the extensive study of Melen et al. [34] were included, along with the rovibrational measurements of Abrams et al. [15] (22 bands, ∆v=1-3, up to v=10), Nizkorodov et al. [35] (11-9 band), and Sappey and Copeland [36] (12-8 band) , and B 2 Σ + -X 2 Π system lines from Copeland et al. [37] (v=7-13 in the X 2 Π state and v=0-1 in the B 2 Σ + state). They also assigned new rotational lines in v=4 in an ATMOS (1994) [38] solar spectrum. The fit of Melen et al. [34] included rotational lines in v=0-3, from both their assignments of an ATMOS (1985) [39] solar spectrum and laboratory measurements, and rovibrational laboratory data from Maillard et al. [13] . Hyperfine rotational data in v=0-3 from several other studies [40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58] were also included in the fit by Melen et al. [34] . Despite hyperfine structure not being included in the results of Bernath and Colin [33] , they took some of this information into account by adding pseudotransitions to the fit, between e and f parity levels and various J levels ("Λ-doubling data"), based on the term values calculated by Melen et al. [34] . For a further description of the sources of the included transitions, the reader is referred to Table 1 of Bernath and Colin [33] and Figure 4 of Melen et al. [34] .
Due to limitations in the fitting program used by Bernath and Colin [33] , four separate fits were required to calculate all of the molecular constants. In addition, more rotational data in v=0-2 has recently been reported [59] , which has a higher reported accuracy than the previously available lines. A fit in which this new data was included and all parameters were floated simultaneously was performed in this work, and is described in Section 2.
In this paper, the currently available HITRAN intensities are compared with experimental data (a v=1 lifetime [60] , ∆v=2 H-W ratios (this work), and µ v values [25] ). Based on these comparisons, it was concluded that the calculation of a new set of line intensities would be beneficial, and Sections 3 to 6 describe their calculation and validation. Partition function calculations are described in Section 7, and Section 8 uses the newly calculated line intensities to calculate the O abundance in the Sun and three other stars, to demonstrate their use in astronomical calculations.
Molecular Constant Fit
A new fit of molecular constants was performed, which was based mainly on that of Bernath and Colin [33] . Line weightings from the previous fit were retained, all parameters were floated simultaneously, and lines were replaced by new pure rotational data from Martin-Drumel et al. [59] where possible, which was the only new data included. The Λ-doubling data included by Bernath and Colin [33] was also included here, and as with their fit, no hyperfine structure constants were calculated.
The fit of Bernath and Colin [33] was very extensive in terms of the number of molecular constants obtained. A number of higher order constants that had unreasonable fitting uncertainties were fixed at values based on extrapolation and careful inspection of the energy level patterns.
The same molecular constants as used by Bernath and Colin [33] were used here, and those that were fixed previously were also fixed. Floating these constants was attempted, but their resulting uncertainties were too large. As all parameters were now being floated, the uncertainties in general increased, and some of the higher order constants that were successfully determined in the fit of Bernath and Colin [33] were fixed at their previous values. Compared to the work of Bernath and Colin [33] , the small amount of new data and simultaneous determination of all constants resulted in only a small improvement in the fit. Specifically, the total unweighted average line position error changed from 0.02649 to 0.02637 cm −1 , and the weighted average error improved by a factor of 1.32.
See Table 1 for the final molecular constants. b Fixed here at the value from Bernath and Colin [33] , but floated in their fit.
Kitt Peak Experimental Spectrum and Herman-Wallis Ratios
Relative intensities were extracted from an experimental FTS spectrum from Abrams et al. [15] , for later comparison to our calculated values. The spectrum was recorded at the Kitt Peak National Observatory, Arizona, by observing OH emission from the H + O 3 reaction, and it has an excellent signalto-noise ratio. The intensity axis of the observed spectrum was calibrated using a NIST traceable tungsten ribbon lament lamp (Optronics Model 550C), a spectrum of which had been recorded using the same equipment. The ∆v=2 region was chosen for analysis as the OH lines are strongest here, it is the cleanest region (mostly due to the presence of water lines in the ∆v=1 region), and the calibration curve is much flatter in the ∆v=2 region. Lines were fitted using wspectra [61] , the areas were taken as the intensities, and Herman-Wallis (H-W) ratios (described below) were obtained for bands up to 9-7.
OH contains a light H atom, and so exhibits a strong H-W effect [62] , meaning that the transition intensity heavily depends on J. The obvious effect on the spectrum is that the P branches are more intense than the R branches. When comparing calculated intensities to an observed spectrum, this effect can be exploited to validate the line parameters. The intensity ratio of an R branch line to a P branch line with the same upper J level will vary with J, and as the same upper (for an emission spectrum) J level is used, the effects on intensity due to energy level population are canceled. This intensity ratio is hereafter referred to as the H-W ratio.
Line Intensity Calculation Method

Summary
For a full description of the general line intensity calculation procedure, see our other recent work [63, 64] , as these calculations were carried out in the same manner.
Briefly, equilibrium constants (Table 2) were calculated by least-squares fitting to the usual power series expansions in v + 1/2 (equations shown in the supplementary material), using the constants T v and B v from Table 1 . These were employed in the program rkr1 [65] to generate a potential energy curve, which was then entered into level [66] along with the DMF. level generates vibrational wavefunctions and transition matrix elements (MEs), but does not include electron spin. These MEs are therefore in terms of N and not J, and we refer to them as Hund's case (b) MEs. They were converted to case (a) MEs which include electron spin using a transformation equation, which was derived in our recent CN work [63] , and adjusted here in Section 4.2. pgopher [67] sets up standard N 2 Hamiltonians using the molecular constants from Table 1 , and adjusts the case (a) transition MEs to include the required averaging over the angles between space and body fixed axis systems. The Hamiltonians are then diagonalized, and the resulting eigenvectors are combined with the transition matrices to give "transformed" transition matrices in terms of the real states. The square of these MEs are the line strengths, S J J , 
We report our line intensities in the form of Einstein A values, and also oscillator strengths ( f -values), which are calculated as follows:
where S J J is in debye, and A J J is in seconds.
Transformation from Hund's case (b) to (a) Matrix Elements
For transition strengths, we require the MEs of the space fixed electric dipole operator, T k p (µ) in spherical tensor notation. This is conventionally expanded [69] in terms of a molecule fixed dipole moment operator, T k q (µ), and a Wigner D matrix, D k p,q (ω), that gives the transformation between the space and molecule fixed axis systems:
In a Hund's case (a) basis the wavefunctions can be expressed as a product of a rotational part, |JMΩ , and a vibronic part, |ηΛv; S Σ , where η represents the remaining electronic and vibrational quantum numbers. Taking matrix elements of the dipole operator, the standard approach yields a product of terms:
with the first term containing integrals over the rotational wavefunctions leading to Hönl-London factors and the second term, the vibronic transition moment being a band strength independent of rotation. To allow for case (a)/(b) mixing the standard methods will give rotational wavefunctions that are linear combinations of the basis functions, giving slightly more complicated expressions. Given a potential energy curve, V(r), derived as described above, the vibrational wavefunctions, Ψ(r), can be calculated by solving the one dimensional Schrödinger equation:
The vibronic transition moment is then evaluated by integrating the DMF, µ(r) over the vibrational wavefunctions involved:
The H-W effect arises because the vibrational wavefunctions change with rotation which can be modelled by adding a centrifugal term:
to the potential energy in the Schrödinger equation above. A separate vibrational wavefunction, Ψ v,J (r) then arises for each value of J, and the formally vibronic transition moment acquires a variation with J. To reflect this we add additional labels to the transition moment: (10) This means that the Schrödinger equation must be solved separately for each value of J. There are two approaches to taking the spin into account. In the method described by Chackerian et al. [70] , that has been used by Goldman et al. [30] to prepare the line list used in HI-TRAN 2012, a pair of coupled differential equations are set up, one for Ω = 1/2 and one for Ω = 3/2. This essentially corresponds to a Hund's case (a) basis. The diagonal terms are the one-dimensional Schrödinger equation as above, with the addition of a constant spin-orbit coupling term, AΛΣ = ±A/2. Note that the spin-orbit coupling constant, A, was assumed to be independent of r by Chackerian et al.. This is an approximation, though table 1 indicates a relatively small variation of A with v and thus r. The off-diagonal term is −B(r) √ J(J + 1) − ΩΩ , analogous to the −BĴ +Ŝ − term normally used to model case (a)/(b) mixing ("spin uncoupling"). Solving the pair of equations gives a vibrational wavefunction for each v, J, and Ω, and the vibronic part of the transition moment is then evaluated by integrating the DMF over each pair of wavefunctions on the assumption that it is independent of Ω. While the dipole moment itself should be diagonal in Ω (with case (a) basis functions), transitions off-diagonal in Ω will arise by virtue of the case (a)/(b) mixing.
We use a simplified approach here, allowing us to use where N is the angular momentum excluding electron spin (J = N ± 1 2 here). This will give different results; the most obvious change is that the effective case (a)/(b) mixing term involves an average value of B, rather than an operator that depends on r. We expect the differences to be small, given that this is anyway the approach used in calculating energy levels, and there are less stringent requirements on the accuracy of intensity calculations. Integrating the dipole moment over wavefunctions derived in this manner gives essentially vibronic transition moments in a case (b) basis, which must be transformed to a case (a) basis for use by pgopher, as it always works in a case (a) basis. The required transformation has been derived and used in our previous papers, but it became clear as part of this work that a small but important correction is required, so we now summarise the revised derivation of the transformation.
The transformation between case (a) and functions, defined in terms of Ω = Λ + Σ, and case (b) functions, defined in terms of N, is [71] :
This allows any given case (a) matrix element to be expressed in terms of case (b) MEs:
The matrix element of the transition dipole moment given in equation (2) above in a Hund's case (a) basis is:
and in a Hund's case (b) basis: 
In this expression, η Λ |T 
A more complete derivation is given in the supplementary material. The key difference from the previous version [64] is the removal of the condition that Ω = Ω , and in the OH case this results in matrix elements with ∆Ω = ±1 in addition to the ∆Ω = 0 matrix elements expected in a simple Hund's case (a) basis. That this is a direct consequence of the N (or J) dependence of the vibronic transition moment follows from the result (shown in the supplementary information) that if the vibronic transition moment is independent of N the expected result follows:
and the vibronic transition moment is independent of J and has the selection rule ∆Ω = ∆Λ (or ∆Σ = 0). The H-W effect therefore has the effect of introducing small matrix elements off-diagonal in Ω in the case (a) basis. For example, for the (2,0), R(1.5) transition, the transition matrix changes as shown in Table 3 4.
Comparison to HITRAN Calculations
To show that the results obtained using this adjusted transformation equation are reasonably equivalent to the potentially more accurate HITRAN style calculation involving separate vibrational wavefunctions for each Ω component, calculations were performed using a DMF equivalent to that used for HI-TRAN, and also the HITRAN molecular constants. The DMF was constructed using the Nelson et al. [26] DMF at short range (the same range as used for HITRAN), and our ACPF DMF (Section 5) at long range (as the long range part used for HI-TRAN does not appear to have been published). This means that compared to the actual DMF used for HITRAN, it is identical at short range, but then diverges slightly. Hereafter, it is referred to as the "HITRAN DMF". Figure 2 plots the ratio of the transition intensities obtained using both the revised and original transformation methods, and the HITRAN DMF and molecular constants. Much better agreement is seen with the use of the revised transformation method. As the potential used in this comparison is not exactly that used for HITRAN, some of the discrepancies are due to to this small difference. Transitions are only shown up to v = 2 as the potential and DMF will begin to diverge from those of HITRAN at higher v levels.
The improvement in the transformation method is further demonstrated in Figure 3 , which compares the H-W ratios obtained with the previous transformation method and HITRAN DMF, with those observed as described in Section 3. The main feature in this graph is the splitting of the solid ( 
Dipole Moment Functions
Final DMF and Ab Initio Calculations
A new DMF was used in this work, which is a combination of two ab initio DMFs. At large internuclear distances, an averaged coupled-pair functional (ACPF) [72, 73, 74, 75 ] DMF was used, and at small distances, a unrestricted open shell coupledcluster method with single, double, and perturbative triple excitations UCCSD(T) [76] DMF was used.
The ACPF DMF was calculated using molpro 2012.1 [77] , using an aug-cc-pV6Z basis set [78, 79, 80] . This followed a complete active space self-consistent field (CASSCF) [81, 82] calculation using an active space of four σ, four π, and one δ orbital. The UCCSD(T) DMF was calculated with molpro 2010.1 [76] , and with the aug-cc-pV6Z basis set [78, 79, 80] . For both DMFs, all core correlation was included, and the dipole moments were calculated by the finite field method.
A comparison of these DMFs and others is shown in Figure  1 . A full description of the mixing of the two DMFs to produce the final version is provided in Section 5.3.
Results From Using Only Ab Initio DMFs
The full calculations were performed using both ab initio DMFs individually, and the results were analysed by comparison to the experimental dipole moments of Peterson et al. [25] , an experimental lifetime obtained recently by van de Meerakker et al. [60] , and H-W ratios.
Better agreement with the Peterson et al. [25] dipole moments was shown with the ACPF DMF than any of the other DMFs shown, except for that of Nelson et al., which is expected as v a n d e r L o o a n d G r o e n e n b o o m ( 2 0 0 8 )
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P e t e r s o n ( 1 9 8 4 ; e x p t . ) N e l s o n ( 1 9 8 9 ; e x p t . ) A C P F ( T h i s w o r k ) L a n g h o f f a n d B a u s c h l i c h e r ( 1 9 8 9 the Nelson et al. DMF is partly based on these experimental measurements. This is shown in Figure 4 , where it can also be seen that the UCCSD(T) DMF does not agree as well. The lifetime of the v=1 level was calculated as the weighted (for e and f parity levels) sum of the Einstein A values for all possible transitions from a single upper J level (J=1.5, F 1 ), and taking the reciprocal. Unfortunately, the result of 65.36 ms does not fall within the error bounds of the recent experimental measurement. The UCCSD(T) DMF produces a lifetime in excellent agreement of 59.14 ms. Lifetimes were also calculated using our methods, potential, and line positions, but using the other literature DMFs. All of these are shown in Table 4 , which shows that the UCCSD(T) lifetime is the best match to the experimental value.
H-W ratios calculated from the Kitt Peak spectrum as described in Section 3 were obtained for ∆v=2 bands up to (9, 7) , and compared to our calculated values and those of HITRAN. Results from the two DMFs are quite similar for the low vibrational bands, and are closer to the observed ratios than HI-TRAN. This is shown for the 2-0 band as an example in Figure  6 . For the higher vibrational bands, the calculated ratios show worse agreement with the observed ratios for the UCCSD(T) DMF than the ACPF DMF.
Mixing of Ab Initio DMFs to Form Final DMF
The v=1 lifetime is determined mainly by the gradient of the DMF around R e , and as can be seen in Figure 1 , this varies between the various DMFs that have been calculated. The shape of the DMF also determines the magnitude of the H-W effect, and as the UCCSD(T) DMF reproduces these well, its shape is likely to be accurate. The match to the experimental µ v values can be improved by subtracting a constant from the DMF, whilst retaining its shape. The single-reference Table 4 : Calculated and experimental lifetimes of the OH X 2 Π, v=1, J=1.5, F 1 level, using different DMFs. The first column is the literature source of the DMF. The second is the lifetime reported in that paper, and the third is the lifetime calculated using the specified DMF, but with our methods, potential, and line positions. UCCSD(T) method does not perform well at longer range (in this case above about 2.1 Å). Therefore, it was decided to use the UCCSD(T) at short range, the ACPF at long range, and to mix them in the intermediate region.
The best intermediate region that gave a resulting DMF with smooth first and second derivatives was found to be 1.5 to 2.1 Å. Also to achieve this, a value was added to the ACPF DMF. To ensure that the ACPF still decreased smoothly to zero, this value was smoothly decreased to zero with increasing range.
Specifically, the ACPF DMF was split into three regions, one where the full amount was added (r < 1.5 Å), one where the amount added was smoothly decreased to zero (1.5 Å < r 3.0 Å), and one where nothing was added (r > 3.0 Å). The amount added in the smoothing region was equal to
where a is the maximum amount added. In the mixing region, the final DMF is a linear combination of the two adjusted ab initio DMFs:
where the coefficient c is equal to
A fit of the DMF was performed, in which the final intensities were fitted to the ∆v=2 H-W ratios (from 100 upper J levels) and the Peterson et al. [25] µ v values, and the parameters floated were the maximum value added to the ACPF DMF (0.04988 D), and the value subtracted from the UCCSD(T) DMF (0.001534 D). The µ v values were weighted such that their weights were proportional to reciprocal of their reported uncertainties, and the sum of their weights was equal to the sum of the weights of all of the H-W ratio data. The H-W ratios were weighted using the reciprocal of their uncertainties (calculated as described in Section 3). The v=1 lifetime was not used in the fit, as all of the floated parameters have a negligible effect on it, and it is already reproduced well by the DMF. The mixing of the two DMFs using the final parameters is shown in Figure 5 , and the DMFs are all available in the supplementary material.
Comparison to Nelson et al. [26] Fit
Nelson et al. [26] calculated their DMF by fitting an expansion about R e to three sets of of experimental values: the three Peterson et al. [25] µ v values, about 70 ∆v=1 H-W ratios from their own experimental spectrum, and ∆v=2 to ∆v=1 ratios for nine upper J levels. The uncertainties of their ∆v=1 H-W ratios were larger than for our ∆v=2 H-W ratios, possibly partly due to the ∆v=2 region being much less contaminated by other lines. For the lower vibrational bands, our calculated ∆v=1 H-W ratios match their observed values about as well as theirs do. These differences increase for the higher vibrational bands, but the overall weighted root mean square error using our calculated Einstein A values compared to those of HITRAN is only 1.41 times higher (for F 11 ), and 1.22 (for F 22 ). For comparison, for the ∆v=2 H-W ratios, these errors are 3.27 and 4.02 times higher using the HITRAN Einstein A values compared to using ours.
A figure equivalent to Figure 3 was produced using the final data ( Figure 6 ), which shows a good match to the observed data. Our calculated lifetime (59.13 ms) is also much closer to the experimental measurement of van de Meerakker et al. [60] than that calculated using the HITRAN DMF (56.6 ms; Table 4 ). 
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Figure 6: Observed and calculated H-W effect in the OH X 2 Π, (2,0) band, using the final DMF and calculation method. See Figure 3 for full description.
Final Line List, Lifetimes, and Band Strengths
A line list was produced for all possible rovibrational and rotational transitions within the X 2 Π state, for v up to 13, and J up to between 9.5 and 59.5, depending on the band. Transitions are reported between J levels that are a few higher than those observed for each vibrational level. Vibrational lifetimes were calculated for all of the v levels observed, and are shown in Table 5 .
Einstein A v v values have been calculated for all reported vibrational bands, and these are available in the online supplementary material. They are calculated by summing over the Einstein A J J values for all possible transitions from J =1.5, F =1, for each band. The Einstein A v v values have also been converted into vibrational band oscillator strengths ( f v v 
where Λ = Λ = 1.
Partition Function
The partition sums currently provided with the HITRAN database are those from TIPS2011 code described by Laraia et al. [84] . The values are given between 70 and 3000 K. Considering that OH is observed in both very cold and very hot environments, we decided to extend this range to 5-6000 K. As we now have an extended number of calculated energy levels, we calculated the partition function using direct summation over the levels derived in Section 2. Our values agree well with those calculated using TIPS2011 and those provided in the JPL spectroscopic catalogue based on ref. [85] .
The hydrogen I=1/2 hyperfine structure is taken into account simply by including a twofold degeneracy for each level, consistent with the approach taken by HITRAN. As the hyperfine splitting is very small, this makes a negligible difference to the calculated values. Figure 7 shows the relative differences between partition sums calculated here, and those calculated using TIPS2011 and through direct summation of the energy levels given in the JPL database (which include hyperfine splitting for every level). In general there is good agreement; the discrepancy at low J is an artefact of the interpolation scheme used in TIPS2011, which is based on values tabulated at 25 K intervals. The growing divergence from the JPL values at higher temperatures appears because the JPL catalogue includes only first three vibrational levels. However, in this work we now provide the data between 5-6000 K, which is a significant and important extension to the previously available partition sums. The list of partition sums is given in the supplementary material. Relative differences between the partition sums calculated in this work, and those calculated using TIPS2011 and through direct summation of the energy levels given in the JPL database. TW stands for "this work".
OH and the Oxygen Abundances of the Sun and Stars
General Remarks
OH rovibrational bands can be important features for determination of oxygen abundances in cool stars (those with effective temperatures T e f f ≤ 5500 K). They can be attractive alternatives to the visible-region 6300, 6363 Å [O I] red lines, which are often weak and blended with other atomic/molecular transitions, and to the 7770 Å high-excitation O I triplet lines, whose strengths are subject to significant departures from local thermodynamic equilibrium (LTE). Here we report preliminary oxygen abundance analyses from OH lines for a handful of stars, and compare our results to published abundances in the literature.
We applied the new OH rovibrational line list to highresolution spectra of the Sun and three cool giant stars in the 1.5-1.8 µm wavelength region (the astronomical photometric H band). Many lines of the ∆v=2 system occur in the H band, but a large fraction of them are blended with transitions of neutral atomic species, and especially with molecular CN and CO bands. Therefore for the present exploratory analysis we limited our line list in this spectral region to 15 relatively clean transitions used in a pioneering study of the ∆v=2 band system [86] .
Several large telescopes now have instruments capable of obtaining high resolution (R ≡ λ/∆λ = 20,000−80,000), high signal-to-noise (S /N) H-band spectra, e.g. VLT CRIRES [87] , SDSS APOGEE [88] , and newly-commissioned McDonald IGRINS [89] . These facilities will yield a rich set of cool stars with easily detectable OH lines. The four stars chosen for analysis here represent different temperatures, gravities, metallicities and Galactic population memberships, and they have published oxygen abundances. These stars offer differing challenges for OH analyses. In Figure 8 we display a small spectral interval in each of our program stars. This wavelength range was chosen to match that in Figure 1 of Meléndez [86] . The OH lines are strong in Arcturus and the cool giants of M67 and M71, but are challenging to detect in the other stars.
Lines of the OH ∆v=1 system have been studied as part of a comprehensive investigation of the solar oxygen abundance [90] . The ∆v=1 lines are much stronger than the ∆v=2 ones, but they occur in the 3−4 µm spectral domain (the photometric L band). This bandpass is difficult to access with ground-based high-resolution spectroscopy because the thermal background is higher and the telluric H 2 O absorption is more time-variable in the L band than in the H band. It is challenging to construct efficient high-resolution spectrographs for the L band. Therefore relatively few chemical composition studies have featured L-band data. However, high-quality spectra are available for the Sun and the mildly metal-poor giant Arcturus, and we have applied the new line lists to ∆v=1 lines in these two stars.
In §8.2 we describe the analyses of each star in turn. Standard stellar spectroscopic notation are employed here: (a) the "absolute" abundances of a given element A in a star is defined as log (A) = log (N A /N H ) + 12.0 ; (b) the relative abundance ratio We employed the 15 lines given in Table 1 of Meléndez [86] but did not adopt their equivalent widths (EW) for our solar OH analysis. These lines are all extremely weak: 0.7 mÅ ≤ EW ≤ 1.4 mÅ, with EW ≈ 1.1 mÅ= 1.1×10 −7 µm. This translates to a mean reduced width of RW ≡ EW /λ −7.2. Such lines are at the limit of reliable EW measurement, and given the potential for contamination by other solar photospheric and telluric absorptions, we opted to derive an oxygen abundance for each line by matching synthetic and observed spectra. Our analyses followed closely those of previous papers in this series on MgH [91] , C 2 [92] , and CN [93] ; here we briefly summarize those methods.
We synthesized a small spectral range, usually 12 Å, surrounding each OH line, using the LTE stellar spectrum analysis code MOOG [94] 3 . Assembly of the synthesis transition list began with the atomic line database of Kurucz [95] , adding or updating the line parameters of atomic species that have had recent lab analyses by the Wisconsin atomic physics group ( [96] and references therein for Fe-group elements; [97] and references therein for neutron-capture elements). Molecular transitions of CO [95] , CN [93] and OH [this study] were merged with the atomic data. Since these line lists were also to be applied to the spectra of giant evolved stars, we include the major CNO isotopologues: 12 CN, 13 CN, 12 CO, and 13 CO, For the solar analysis we adopted the photospheric abundances recommended by Asplund et al. [98] , in particular log (C) = 8.43, log (N) = 7.83, log (O) = 8.69, and 12 C/ 13 C = 89. To maintain consistency with previous papers in this series, we used the empirical model photosphere of Holweger and Müller [99] . Model atmosphere parameters for the Sun and all other stars are given in Table 6 . The observed spectrum was that obtained by by L. Delbouille, G. Brault, J.W. Brault, and L. Testerman at Kitt Peak National Observatory 4 . With the model, line list and observed spectrum inputs we created synthetic spectra and altered the oxygen abundance until best synthesis/observation matches were obtained. Results for each line and the mean abundance statistics are listed in Table 7 .
Our OH solar photospheric oxygen abundance, log (O) = 8.72, is only 0.03 dex larger than that recommended by Asplund et al. [98] from multiple oxygen-containing species (significantly weighted by the [O I] 6300 Å transition). Given the extreme weakness of the OH ∆v=2 solar lines, we regard the offset as negligible. We also examined the photospheric L-band spectrum, finding a few very weak and unblended OH ∆v=1 transitions. From these we estimate log ( (O) 8.75, in reasonable agreement with the results from the ∆v=2 transitions.
Thick Disk Red Giant Arcturus
The very bright mildly metal-poor star Arcturus has been studied many times at high spectral resolution. Our recent study of the CN red and violet systems [93] featured Arcturus; that paper gives references to previous analyses. Its OH lines are strong (panel (b) of Figure 8 ) and straightforward to analyze. We used model atmosphere parameters derived by Ram et al. [92] to generate synthetic spectra, and compared them to the Arcturus spectral atlas [100] . The resulting mean O abundance (Table 6 ) of log = 8.68 translates to a relative overabundance of [O/Fe] = +0.51. This value is slightly larger than that derived from the [O I] lines by Sneden et al. [93] , but is in excellent accord with that derived by Ram et al. [92] .
Red Giants in Galactic Open and Globular Clusters
Members of star clusters are tempting targets for chemical composition studies since their atmospheric parameters T e f f 4 Available at http://bass2000.obspm.fr/solar spect.php and log g can often be reliably estimated simply by broad-band photometry. APOGEE 5 [101] is a dedicated high-resolution spectroscopic survey of more than 100,000 stars in the H band. The APOGEE instrument covers most of the H band at a resolving power of R = 20,000, and currently is producing publiclyavailable spectra for both field and cluster red giant targets. From a list kindly supplied by Gail Zasowsky, we acquired APOGEE spectra of solar-metallicity old open cluster M67 star 2M08490674+1129529, and mildly metal-poor globular cluster M71 star 2M19533986+1843530. The APOGEE database 6 gives derived atmospheric quantities for these stars that we adopt here (Table 6) In summary, the new OH line lists reported in this paper yield O abundances that are in excellent agreement with those determined from visible spectral region features. The Einstein A values used in these calculations are around 13% lower than in HITRAN, which translates to a log(gf) change of -0.06 (from HITRAN to this work). If the calculations were performed with the HITRAN values, the resulting abundances would therefore be approximately 0.06 dex lower. For the Sun, this would result in log (O) = 8.66, in equally good agreement with the recommended values as our result. The HITRAN value for Arcturus would be log (O) = 8.66, equal to the value shown in Table 6 (calculated by Sneden et al. [93] ), but our value is in better agreement with another recently calculated value (8.76 ±0.17; reported by Ramírez and Allende Prieto [102] ). Preliminary analyses of OH lines appearing in new high-resolution IGRINS [89] spectra of several evolved stars have also shown better matches to previous abundances for our values than those of HITRAN.
Summary and Conclusion
New absolute line intensities have been calculated for the OH Meinel system that we believe to be the most accurate avail-able. The absolute line intensities in common use are based on a DMF from 1990 [26] , and using the newly calculated UCCSD(T)/ACPF mixed DMF, a better match to an experimental lifetime [60] and ∆v=2 H-W ratios is observed. Similarly good agreement is seen with the experimental µ v values, but slightly worse agreement with the ∆v=1 H-W ratios observed by Nelson et al. [26] . The new line list includes transitions for v up to 13, and J up to between 9.5 and 59.5, depending on the band, and is available in the online supplementary material.
The "transformation equation", that converts transition MEs from Hund's case (b) to (a) (and between level and pgopher)
was changed to include ∆Σ 0 MEs. For molecules with a small H-W effect, the effect of this change is very small. It is important when the H-W effect is large such as for OH, but also for NH, for which we recently published a list of intensities [64] .
The NH list will be updated with the use of this adjusted method in the very near future. Partition sums have been calculated using the energy levels calculated in this work, and are available in the online supplementary material. They cover the temperature range 5-6000 K, which is an increased range compared to what was previously available in HITRAN (70-3000 K). This will enable the calculation of line intensities in cold environments such as interstellar clouds, and hot environments such as stars.
The absolute intensities for 15 ∆v=2 transitions have been used to calculate O abundances in the Sun and three other stars, which are compared to abundances recommended in the literature where available. The OH-based O abundances for the Sun and Arcturus are in agreement with the values derived from the [O I] 6300 Å lines, and those for the two cluster targets are consistent with their expected O abundances. Additionally, our preliminary analyses of OH lines appearing in new high-resolution IGRINS [89] spectra of several evolved stars, including an extremely metal-deficient star, yield very reliable O abundances.
The visible spectral region [O I] lines can be difficult to work with in many stars, due to contamination by other atomic/molecular stellar features and by telluric O 2 absorption and night-sky [O I] emission. Given good high-resolution Hband spectra, the OH lines in some cases will easily be able to serve as the primary O abundance indicators, particularly for target stars that are heavily reddened.
The line list produced in this work will be useful in the fields of atmospheric science, astronomy, and combustion science.
Acknowledgements
Support for this work was provided by a Research Project Grant from the Leverhulme Trust and a Department of Chemistry (University of York) studentship. Some support was also provided by the NASA Origins of Solar Systems program. MA was supported by the Turkish Scientific and Technological Research Council (TÜBİTAK, Project 112T929). We are grateful to Gail Zasowski for assistance with the APOGEE database. Thanks also go to Jeremy J. Harrison for helpful discussions about the transformation equation.
