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ABSTRACT 
 
 
Wind power is one of the most attractive and reliable options for renewable and clean energy. In the 
last years, the installed capacity for exploitation of wind energy has consistently increased worldwide. 
Alongside, the technological evolutions of this sector have been based on the development of multi-
MW systems with increasingly larger structures elements, such as support structures and rotor blades. 
These wind turbines present considerable advantages considering the power production; however, 
they also represent several structural challenges: these wind turbines have become increasingly flexible 
structures, prone to resonance phenomena and to rapid wear. 
In that sense, the structural integrity and proper operation of large wind turbines is a concern for 
owners and operators, specially in turbines installed offshore. Monitoring systems capable of 
evaluating the condition of structural elements such as foundation, tower and blades, are seen as a 
suitable response to address this problem. Among the several techniques available, vibration-based 
systems reveal a great potential for structural monitoring. 
Therefore, this thesis is focused on the development and implementation of a vibration-based dynamic 
monitoring system for wind turbines. This system is based on Operational Modal Analysis tools, 
capable of accurately estimate the modal properties of wind turbine structures from their dynamic 
response. The efficiency of these tools in the modal identification of wind turbines was validated with 
the analysis of vibrational data collected during a short period from onshore (Izar Bonus 1.3MW/62) 
and offshore (Vestas V90-3.0MW) models. 
Afterwards, a vibration-based monitoring system was implemented on a 2.0 MW Senvion MM82 wind 
turbine allowing the collection of data during more than one year. Throughout this program, the 
system was defined with two main purposes: detection of structural anomalies (based on the 
continuous estimation and statistical analysis of the variations of the modal properties) and fatigue 
assessment (based on a reduced number of installed sensors). The program was complemented with 
the analysis of alternative solutions for optimization of the number of installed sensors. The usefulness 
of the system was tested with different damage scenarios. It was concluded that the monitoring system 
is capable of detecting small damages in the support structure of both onshore and offshore wind 
turbines. The tools developed for fatigue evaluation using the estimated modal responses showed 
promising results but a complete validation of their accuracy need further research. 
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RESUMO 
 
 
Energia eólica é uma das mais atrativas e fiáveis opções para energia renovável e limpa. Nos últimos 
anos, a capacidade instalada para aproveitamento do recurso eólico tem crescido de forma consistente 
em todo o mundo. Ao mesmo tempo, a evolução tecnológica do sector tem sido baseada no 
desenvolvimento de sistemas com múltiplos MW, recorrendo a elementos estruturais de dimensões 
cada vez maiores, tais como estruturas de suporte e pás. Estas torres eólicas apresentam vantagens 
consideráveis do ponto de vista da produção; no entanto, representam também diversos desafios 
estruturais: estes aerogeradores tornaram-se estruturas cada vez mais flexíveis, propensos a fenómenos 
de ressonância e a um desgaste rápido. 
Nesse sentido, a integridade estrutural e a correta operação de modernas torres eólicas é uma 
preocupação para donos e operadores, especialmente em turbinas instaladas em offshore. Sistemas de 
monitorização capazes de avaliar a condição de elementos estruturais, tais como fundação, torre e pás, 
são vistos como uma resposta adequada para lidar com este problema. De entre as várias técnicas 
disponíveis, sistemas baseados na análise de vibrações revelam um grande potencial para 
monitorização estrutural. 
Assim, esta tese foca-se no desenvolvimento e implementação de um sistema de monitorização 
dinâmico baseado na análise de vibrações para torres eólicas. Este sistema é baseado em ferramentas de 
Análise Modal Operacional, capazes de estimar com precisão as propriedades modais das estruturas de 
aerogeradores a partir da sua resposta dinâmica. A eficácia destas ferramentas na identificação modal 
de torres eólicas foi validada com a análise de dados de vibração colhidos durante um curto período de 
tempo para uma torre instalada em terra (Izar Bonus 1.3MW/62) e uma outra em offshore (Vestas 
V90-3.0MW). 
Posteriormente, um sistema de monitorização foi implementado numa torre eólica Senvion MM82, 
permitindo a recolha de dados duranta mais de um ano. Ao longo deste programa, o sistema foi 
definido com dois objetivos principais: deteção de anomalias estruturais (baseado na estimativa 
contínua e análise estatística das variações das propriedades modais) e avaliação da condição de fadiga 
(com base num reduzido número de sensores instalados). O programa foi complementado com a 
análise de soluções alternativas para otimização do número de sensores instalados. A utilidade do 
sistema foi testada com diferentes cenários de dano. Foi concluído que o sistema de monitorização é 
capaz de detetar danos reduzidos na estrutura de suporte de torres instaladas em terra e em offshore. 
As ferramentas desenvolvidas para avaliação de fadiga, através de estimativas de respostas modais, 
mostraram resultados promissores, no entanto uma validação completa da sua precisão requere 
desenvolvimentos adicionais. 
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NOMENCLATURE 
 
 
ܣ Area of cross section 
ܣ, ܤ, ܥ, ܦ State-space model matrices 
ܥଵ Damping matrix  
ܥ஽ Drag coefficient 
ܥ௅ Lift coefficient 
ܥ௉ Power coefficient 
ܥ்  Thrust coefficient 
ܦ Diameter, Damage 
ܧ Young modulus 
ܨ Excitation force 
ܩ Next-state output correlation matrix, Gyroscopic matrix 
ܪ Frequency response function 
ܪ௦  Significant wave height 
ܫ Identity matrix, Second moment of inertia of the cross section 
ܭ Stiffness matrix, Kalman gain 
ܭ஼  Geometric stiffness matrix  
ܭ௠ Modal Kalman gain 
ܯ Mass matrix, Bending moment 
஻ܰ Number of blades 
ܱ Extended observability matrix 
ܲ Power 
ܳ, ܴ, ܵ Noise covariance matrices 
ܴ Correlation matrix, Radius, Rotation matrix 
ܵ Spectrum matrix, Scour depth 
ܶ Torque, Period of time 
Vibration-Based Structural Health Monitoring of Wind Turbines
 
   
௣ܶ  Peak period 
௭ܶ  Mean zero-crossing period 
ܷ wind speed 
ܸ Modal output matrix 
ܼ Matrix with predictor variables 
  
ܽ Axial induction factor 
ܽᇱ Angular induction factor 
ܿ Airfoil chord 
݁௞  Innovation sequence 
݂ Natural frequency 
݈ Number of outputs sensors 
ሶ݉  Mass flow rate 
݊௥  Number of reference outputs 
݌ Pressure 
ݍ Modal coordinates 
ݎ Position of the blade under consideration  
ݑ Input vector 
ݒ Vectors containing noise due to sensor inaccuracy 
ݓ Vector containing noise due to disturbances and modelling inaccuracies 
ݔ State vector (which contains the displacement and velocity vectors of the system) 
ݔ௠,௞  Modal state vector at ݇ instant 
̅ݔ Mean value of the distribution 
ݕ Output vector, displacement (in time domain) 
ݖ௞  State vector 
ݖ௠,௞  Modal state vector 
  
Γ Reversed extended stochastic controllability matrix 
Λ Modal state matrix 
Ψ Matrix with eigenvectors 
Ω Rotational frequency of the rotor 
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ߙ Angle of attack 
ߚ Vector with weight parameters of the predictor variables 
ߝ̂ Residual error 
ߠ Pitch angle 
ߣ Tip speed ratio, system poles 
ߦ Damping ratio 
ߩ Mass density 
ߪ Standard deviation 
ߪ′ Local solidity 
߶ Matrix with the mode shape configurations at the measured degrees of freedom, angle of inflow 
߱ Circular frequency, angular velocity of the wake 
  
ሺ∗ሻ஽  Diagonal elements of a matrix 
∗ற Moore-Penrose pseudo-inverse 
∗் Transpose operator 
⊗ Kronecker product operator 
ܣܾݏሺ∗ሻ Absolute value 
ܥ݋ݒሾ∗ሿ Covariance 
ܧሾ∗ሿ Expectation value 
ܴ݁ሺ∗ሻ Real part 
ݐݎሺ∗ሻ Trace of a matrix 
  
CAPEX Capital Expenditure 
CM Condition Monitoring 
FA Fore-Aft 
FEM Finite Element Model 
LCL Lower Control Limit 
MAC Modal Assurance Criterion 
MBC Multi-Blade Coordinate 
OMA Operational Modal Analysis 
OPEX Operational Expenditure 
PDF Probability Density Function 
RBE Rotor Blade Extension 
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RMS Root Mean Square 
SCADA Supervisory Control And Data Acquisition 
SHM Structural Health Monitoring 
SS Side-Side 
SSI-COV COVariance-driven Stochastic Subspace Identification 
SSI-DATA DATA-driven Stochastic Subspace Identification 
UCL Upper Control Limit 
  
p-LSCF poly-reference Least Squares Complex Frequency Domain 
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1  
INTRODUCTION 
 
 
1.1 RESEARCH CONTEXT 
The electricity sector has undergone profound changes in the last years. The awareness for the 
environmental conservation, in particular to the greenhouse effect, alongside with the desire of higher 
energy independence by importing countries on fossil fuels, has led to the investment in the 
exploitation of renewable energy sources. In fact, renewable sources are in the focus of current energy 
policies. Almost all major world economies have developed studies and programs to introduce more 
clean energy into their energy mix. In particular, The European Union has been implementing a 
program with challenging objectives for 2020, known as “20-20-20” targets (Commission of the 
European Communities, 2008). Among them, it was defined a 20 % share of renewable energies in 
overall European Union energy consumption by 2020 (European Commission, 2013), including a 
target of 34 % of the electricity demand supplied by renewable sources (European Commission, 
2015c). Subsequent programs for 2030 (European Commission, 2015a) and 2050 (European 
Commission, 2015b) are already under development.  
In Portugal, until a few decades ago, the hydroelectric production represented almost the whole 
renewable contribution to the energy mix. From the 1990s, wind energy began to arouse some interest 
and the initial wind farms were installed. In the next decade, large investments in the implementation 
of wind turbines were made, which increased the importance of this source in the national electricity 
mix. Successively, wind power has gained importance in the national panorama, recently achieving 
power production numbers close (or even higher) to the hydropower generation. Currently, Portugal 
has been presenting very good results in the introduction of energy from renewable sources in its 
electrical system. The results obtained in 2015 are very good indicators: 50 % of the electrical energy 
demand was supplied from renewable sources, with wind power accounting for 22 % (Portuguese 
Renewable Energy Association (APREN), 2015). This value confirms the importance of this source in 
the national electric system. 
Apart from these aspects, two additional perspectives may promote (once again) the installation of 
new wind turbines in Portugal (Government of Portugal, 2015). The first one is related to the future 
prospects from the national government of achieving a share of 40 % of the gross final consumption of 
energy from renewable sources by 2030, including a strong participation of wind power for electric 
power demand. The second perspective is related to the future possibility of establishment of European 
electric power interconnections. This possibility is related to the export of energy produced by 
renewable sources to countries with difficulties to meet the targets agreed with the European 
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Commission. This interconnection, which could achieve 15 % of the total installed capacity by 2030, 
would lead to a considerable boost of implementation of new wind power plants. Alongside, an 
important portion of the installed wind power capacity in Portugal is achieving its design lifetime, with 
repowering operations being expected in the next years. 
Given this policy background, it is consensually accepted that wind power is a key element in the 
present and future electric energy strategy. New wind turbines are expected to be installed in the next 
few years with power outputs considerably higher than the nowadays common values, mainly due to 
cost aspects. In addition, offshore locations are becoming very attractive to install turbines due to their 
higher production yields. Three significant difficulties will be faced by this new wind turbine models: 
o The increase of the wind turbines dimension, particularly the increase of the height of tower 
and blades length, will turn the wind turbine into more flexible structural systems. 
Consequently, the study of the dynamic characteristics of the structure will be of major 
importance in order to avoid resonance problems and rapid wear of the components; 
o The installation of wind turbines in offshore locations is still shrouded in some uncertainty 
concerning the real wear suffered by the structures. On the other hand, the costs associated 
with offshore wind turbines are still high, which demand for optimization in their design; 
o Apart from reducing the cost of installation of the wind power plants (CAPEX), the reduction 
of the costs over the period of its operation (OPEX) also represents an important vector for 
competitiveness. A crucial aspect to lower this cost is the optimization of the maintenance 
strategy. Considering the high power outputs of new models, the downtime of a single wind 
turbine may represent a significant income loss. In that sense, several monitoring system are 
being developed to remotely assess the condition of several components of the wind turbine, 
allowing to optimize the maintenance interventions according to expected loss of production 
during downtime, availability of replacing components and meteorological conditions (in the 
case of offshore wind farms or onshore wind farms in mountains). 
These facts address the new challenges that, from a structural point of view, will concern the owners of 
wind farms. In that sense, a real-time monitoring system capable of assessing the structural integrity of 
the support structure of wind turbines (including tower and foundation) can be a very useful tool to 
aid decision-making. With a monitoring system, the wind farm owner can analyse the structural health 
of the wind turbines in remote locations and adapt the maintenance strategy according to the received 
data. In short, in possession of this information, the owner could maximize the investment. 
In order to be effective, a monitoring system installed at a wind turbine support structure should be 
able to answer two important questions: 
o Is the structure damaged? 
o How is the fatigue condition of the structure? Is the structure able to fulfil its period of life? Or 
should the structure be disassembled before (or after) this period? 
To meet these two aspects, different modules need to be integrated into one vibration-based structural 
health monitoring (SHM) system: a structural anomalies detection monitoring system and a fatigue 
monitoring system. 
The structural anomalies detection monitoring system is a tool with the aim of detecting damage. It 
can be based on the continuous tracking of the modal properties of the structure. For this purpose, 
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tools already tested on civil engineering structures can be used in wind turbines in order to extract the 
monitored features. These tools, from a branch of the experimental modal analysis field named as 
Operational Modal Analysis (OMA), permit to identify the modal characteristics of structures during 
the various operating conditions of the turbines. Thus, considering that damage is usually associated 
with stiffness reductions, the natural frequencies of the various vibration modes can be used as damage 
indicators. The study of the evolution and variation of these indicators indirectly evidence the 
existence of damage in the structure. 
The second module comprises the fatigue analysis of the structure. Fatigue assessment is a key point in 
wind turbines, since these structures are mainly subjected to dynamic loads. Thereby, this module 
permits to assess the evolution of the wear of the wind turbine support structure over time. This 
information can then be compared with the estimated lifetime of the structure in order to validate the 
suitability of this period. 
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1.2 OBJECTIVES AND MAIN CONTRIBUTIONS 
The main goal of this thesis consists on the development of a complete vibration-based monitoring 
system capable of delivering useful results to assess the integrity of the wind turbine support structure. 
To achieve this goal, this thesis addresses the following objectives: 
o Implementation of output-only modal identification algorithms in the context of wind 
turbines and development of strategies for continuous identification of the modal properties of 
these structures; 
o Development of a monitoring system to identify structural changes in the support structure of 
wind turbines based on the identified modal properties; 
o Development of a methodology to estimate the fatigue damage at the support structure of 
wind turbines based on a small number of sensors; 
o Integration of the two components (damage identification and estimation of the fatigue wear) 
of the vibration-based dynamic monitoring system in a single software package, 
demonstrating with full-scale applications the usefulness of the system in the management of 
wind farms. 
It is expected that the outcomes presented in this thesis may represent a step forward in the 
development of global systems to monitor the most important components of wind turbines. In that 
sense, the main contributions of this thesis are the following: 
o Synthesis of the major technical progresses of wind turbines and current state of evolution 
(Chapter 2); 
o Description of the main components of a wind turbine, with a main focus on the different 
types of support structure, including costs breakthrough and reliability (Chapter 3); 
o Description of the main characteristics related to the dynamic behaviour of wind turbine 
structures (Chapter 4); 
o Analysis of the implications of the application of output-only modal identification algorithms 
to vibration signals from wind turbines (sections 5.3 and 5.7); 
o Adaptation of the post-processing tool originally developed to the SSI-DATA algorithm to 
decompose the vibration signals into modal responses to be used together with the SSI-COV 
and p-LSCF algorithms (section 5.5.2); 
o Application of  the developed algorithms to data sets recorded on the blades and tower of a 
Izar Bonus 1.3MW/62 wind turbine using two different measurement systems: based on fibre 
Bragg grating sensors and accelerometers (section 5.8); 
o Application of the developed algorithms to data sets collected during a short period on the 
support structure of an offshore Vestas V90-3.0MW wind turbine; 
o Development of a strategy to estimate the fatigue state along the support structure of a wind 
turbine based on a reduced number of sensors (section 6.4.1); 
o Creation of a vibration-based dynamic monitoring system, specially designed to meet the 
requirements of a wind turbine, able to perform, in a first module, the online automatic 
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identification of the modal parameters under all operating conditions, to remove the influence 
of operational and environmental effects and to compute indices permitting to detect the 
presence of small structural anomalies; and, in the second module, estimate the fatigue 
conditions along the support structure of a wind turbine (section 7.2); 
o Conception, assembly and operation of a monitoring system on a Senvion MM82 wind 
turbine for a period of one year, where the developed routines were tested, demonstrating the 
ability of the system to detect the occurrence of small damages (section 7.3); 
o Optimization analysis concerning the ability (and loss of accuracy) of the dynamic monitoring 
system to operate with a reduced number of installed sensors (section 7.3.8). 
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1.3 ORGANIZATION OF THE THESIS 
The present thesis is divided in 9 chapters. It was the intention of the author to start from a global 
perspective of the wind energy industry to adequately frame the problem of wind turbine monitoring 
based on modal analysis. The text is then progressively oriented towards more detailed aspects of the 
implementation of the vibration-based monitoring system. A description of the contents addressed in 
each chapter is presented in the following paragraphs. 
Chapter 1 introduces the present work. A small contextualization of the work is presented followed by 
a brief description of the organization of the text throughout the chapters. 
Chapter 2 describes the evolution of the wind turbines from the initial models to the current offshore 
solutions. In addition, some important aspects of the wind energy market are introduced and some 
potential future trends are also analysed. 
Chapter 3 is essentially dedicated to the description of the components of current wind turbine 
models. The operation of a wind turbine is explained according to the Blade Element Theory, serving 
as a mean for a better understanding of some operational aspects of these power plants. 
Chapter 4 introduces important aspects concerning the dynamic characteristics of wind turbines. The 
typical dynamic behaviour of the tower and rotor blade elements is described, as well as some aspects 
regarding the different contributions to the damping of the structure. 
Chapter 5 addresses the topic of the Operational Modal Analysis, which is a core aspect of the 
dynamic monitoring system. Some output-only algorithms are introduced, namely the SSI-COV, the 
SSI-DATA and the p-LSCF methods, and the main challenges associated with their application to wind 
turbines are addressed. In addition, some capabilities of these algorithms are introduced, namely post-
processing tools to decompose the dynamic response into modal and harmonic responses. Then, the 
algorithms previously introduced are used to analyse vibrational data from two case studies: the Izar 
Bonus 1.3MW/62 and the Vestas V90-3.0MW wind turbines. 
Chapter 6 begins with a brief description of the main dynamic loads acting on a wind turbine and the 
particularities of the fatigue design of these structures. The chapter continues with the description of a 
methodology to estimate the fatigue condition of the support structure based on a reduced number of 
sensors and with the presentation of a virtual sensors technique to estimate the acceleration at 
unmeasured locations. 
Chapter 7 presents the bridge between the algorithms and methodologies described in Chapter 5 and 6 
and the developed dynamic monitoring system. The methodologies implemented for removing the 
environmental effects on the damage indicators are introduced, as well as the statistical procedure to 
identify structural damage. Alongside, the estimation of the remaining fatigue lifetime based on a 
reduced monitoring time is also addressed. Then, a detailed description of the monitoring program of 
the Senvion MM82 wind turbine is introduced. The main results obtained with the routines developed 
in the scope of the monitoring system are presented  
Finally, Chapter 8 summarizes the main conclusions of this thesis and highlights some potential future 
research topics. 
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2  
FROM WINDMILLS TO THE MODERN 
WIND TURBINES 
 
2.1 TECHNOLOGICAL DEVELOPMENT 
2.1.1 THE ONSHORE DEVELOPMENT 
Wind power has been exploited for several centuries, from mechanical to, more recently, electrical 
purposes. The first wind turbines came almost directly from wind mill concepts. From these models, 
several technological progresses were made, which led to current multi-MW turbines. Thus, in this 
section, an overview of the most important steps in the technological development of wind turbines is 
presented. 
 
2.1.1.1 The First Attempts 
The first references to the development of electricity generator windmills are shared between Charles 
F. Brush in 1888 (Shepherd, 1990) and Poul LaCour in 1891 (Gasch and Twele, 2012). It is interesting 
to note that, even in the beginning of its technological development, different strategies from a 
conceptual point of view were followed. The Brush wind turbine (Figure 2.1), installed in Ohio, 
Cleveland, in 1888, was an adaptation of the American windmill. It presented a power output of 12 kW 
based on a low-speed, multi-blade design. On the other hand, the LaCour wind turbine, erected in 
1891 in Askov, Denmark, was designed following the principles of the new engineering science of 
aerodynamics (Figure 2.2). In that sense, it stepped away from the low tip-speed ratio design (ratio 
between the blade tip speed and the wind speed) of the Brush model since it was not suitable for 
electric generation (Gasch and Twele, 2012). The LaCour model was based on the European windmill 
and presented some aerodynamic refinements, such as low solidity rotor (ratio between the blade area 
and the swept area), leading-edge camber and a low drag coefficient (Shepherd, 1990). This design was 
later adapted for commercial purposes, being characterized by its reliability and efficiency (Hau, 2006). 
From Windmills 
 
28 
Figure 2.1 
 
After the Fi
field, Albert
paper (later
factor of kin
Chapter 3). 
Some new m
Marcellus a
was designe
(Figure 2.3)
to the sever
tested. It wa
due to chan
problems re
This wind tu
3.0 kW (Ha
to the Modern W
- The Brush win
rst World W
 Betz presen
 edited in a 
etic energy 
odels were
nd Joseph Ja
d with a th
. One of the
e vibration 
s noted that
ges in gyros
lated to win
rbine was a
u, 2006). 
ind Turbines 
d turbine (An
ar (1914-19
ted in 1920
book (Betz, 
extractable 
 presented d
cobs, whose
ree-bladed r
 most intere
problems d
, during yaw
copic inertia
d turbines an
 great comm
 
on, 1890) 
18), some i
 the actuato
1926)), Betz 
from the flu
uring this p
 developme
otor (the no
sting aspects
etected whe
ing operati
 (Shepherd, 
d led to a d
ercial succe
 
Figu
mportant de
r disc theor
presents his
x of energy 
eriod. From
nt started in
wadays stan
 in to the d
n an initial
ons of the tu
1990). This 
ifferent desig
ss, with mod
re 2.2 - LaCou
velopments
y to the win
 considerati
from wind 
 those, the o
 1922 in the
dard design
evelopment 
 rotor solut
rbine, abno
is one of the
n solution, 
els with pow
r wind turbine 
 took place. 
d turbine (B
ons about th
(also called “
ne develope
 USA, stand
) with a 4 
of this wind
ion based on
rmal vibrati
 first descrip
based on a th
er output ra
 
 (Hau, 2006) 
In the theor
etz, 1920). 
e ideal max
Betz Limit”
d by the bro
s out. The m
m diameter 
 turbine is r
 two blade
ons were de
tions of dyn
ree-bladed 
nging from 
 
etical 
In his 
imum 
 – see 
thers 
odel 
rotor 
elated 
s was 
tected 
amic 
rotor. 
1.8 to 
  
 
Two 
referr
axis t
some
Howe
conce
The s
Rotor
This 
level 
of the
reaso
innovative c
ed to the Sa
urbine, whic
 popularity d
ver its low
pt is still see
econd conc
 had two or
concept pre
(where main
 blades was
n, the blades
Figu
oncepts of w
vonius rotor
h S-shaped 
ue to its sim
 efficiency p
n in some sm
ept was pres
 three blades
sented some
tenance is e
 designed to
 could be ch
re 2.4 - Savoni
Figure 2.3 
ind energy
, introduced
cross section
ple constru
revented it
all-scale wi
ented by Ge
 connected 
 advantages
asier) and th
 minimize th
eaper. This c
 
us Rotor 
- Jacobs wind t
 exploitation
 in 1925 (Sa
s working b
ction and its
s commerci
nd exploitat
orges Jean D
at the top an
, such as the
e exemption
e bending s
oncept was 
urbine (Hau, 2
 were prese
vonius, 193
y lift (Figur
 ability to op
al success (
ion devices.
arrieus in 
d at the bot
 placement 
 of a yaw sys
tress along 
later employ
Figure 2
 
006) 
nted during
1). It was ch
e 2.4). This 
erate with w
Shepherd, 1
1926 (Darrie
tom to the c
of the powe
tem. Furthe
its length (S
ed in an util
 
.5 - Darrieus Ro
 this period
aracterized 
type of turb
ind from an
990). Never
us, 1931). T
entral shaft 
r train near
rmore, the c
hepherd, 19
ity-scale mo
tor (Darrieus, 
Chapter 2
 29
. The first is
by a vertical
ine achieved
y direction.
theless, this
he Darrieus
(Figure 2.5).
 the ground
urved-shape
90). For this
del. 
 
1931) 
 
 
 
 
 
 
 
 
 
 
 
From Windmills 
 
30 
In the decad
is placed in
low solidity
longitudina
worked una
The Great D
USA (a pro
rural areas)
were not co
history of w
the electric 
worldwide e
 
2.1.1.2 Th
One of the
(Sectorov, 1
Crimea, ne
control (adj
primitive so
results.  Thi
to be interco
Figure 2.6
 
In late 1939
York with a
project start
is considere
production 
to the Modern W
e of 1930s, t
 front of the
. The rotor b
l axis). Its el
ttended and
epression in
gram in whi
, led to the 
st effective t
ind turbine
grid in ord
nergy short
e First Larg
 first large 
973) (Figure
ar the Black
ustment ove
lutions (suc
s machine w
nnected to 
 - Balaclava win
, the Ameri
 new wind tu
ed in 1941 o
d a landma
costs with la
ind Turbines 
he typical w
 tower, orien
lades opera
ectrical syste
 was said to b
 the 1930s 
ch loans wer
demise of th
o compete w
s, the investm
er to reduc
ages (Shephe
e Machines 
projects wa
 2.6). It had
 Sea. It had
r the angle o
h as gears m
as connecte
an AC utility
d turbine (She
can Enginee
rbine with 
n the top of
rk in the wi
rge wind tur
ind turbine 
tated to the
ted at a vari
m was com
e very reliab
alongside wi
e provided t
e small turb
ith the inv
ents would
e the cost 
rd, 1990). 
s the 100 k
 a 30 m heig
 a three-bla
f the blade f
ade of wood
d to a steam
 system (She
 
pherd, 1990)
r Palmer C.
the latest tec
 a mountain
nd energy h
bines with h
was compos
 wind – see
able speed w
posed by a 1
le and long
th the exten
o the install
ines. Furthe
estments in 
 be turned 
of wind en
W, 30 m d
ht steel latt
ded rotor w
acing the wi
 and simple 
 power statio
pherd, 1990
Figure
 Putnam ap
hnology (Vo
 called “Gran
istory. This
igh power o
ed by a horiz
 Chapter 3) 
ith a fixed p
2 or 32 V D
-lived (Sheph
sion of the R
ation of elec
rmore, the 
central pow
over to large
ergy and to
iameter Bal
ice tower an
ith an auto
nd – see Cha
blade surfac
n and is con
). 
 2.7 – Smith-P
proach the S
aden, 1943)
dpa’s Knob
 model refle
utputs. 
ontal upwin
with two or 
itch (angle o
C generator
erd, 1990). 
ural Electrif
trical distrib
small turbin
er plants. At
r wind turb
 prevent fu
aclava wind
d was locate
matic yaw 
pter 3). Alth
e treatment)
sidered the 
utnam wind tu
. Morgan Sm
. The constr
” (near Verm
cts the dem
 
d rotor (the
three blade
f blades alo
. This typica
ication Act 
utions syste
es up to thi
 this point 
ines connec
ture problem
 turbine in
d at Balaclav
system and 
ough it had
, it achieved
first wind tu
 
rbine (Hau, 20
ith Compa
uction of thi
ont, USA) 
and for red
 rotor 
s with 
ng its 
l unit 
in the 
ms in 
s date 
in the 
ted to 
s of 
 1931 
a, on 
pitch 
 some 
 good 
rbine 
06) 
ny of 
s new 
and it 
ucing 
Chapter 2 
 
    31 
Technically, the Smith-Putnam wind turbine was a remarkable and giant project for that time. It had a 
53.3 m diameter, 2-bladed upwind rotor that generated a power output of 1.25 MW with a 
synchronous (AC) generator (Shepherd, 1990) and a steel lattice tower with a height of 33.5 m 
(Voaden, 1943) (Figure 2.7). It included some technological innovations such as (Shepherd, 1990): 
o Full span active control of the blade pitch (the blades were made of stainless-steel); 
o The use of individual flapping hinges on the blades to reduce gyroscopic loads on the shaft (a 
similar problem previously faced in the development of the Jacobs turbine); 
o Active yaw control by mean of a servomotor turning a pinion meshing with a large bull gear 
between the machinery house (or nacelle) and the tower. 
The generator was connected to the electrical system at wind speeds higher than 8 m/s, reached its 
rated power at 13.4 m/s (Voaden, 1943) and it ran until the maximum wind speed of 32 m/s (Johnson, 
2001). The Smith-Putnam wind turbine is considered the first large wind turbine with two blades 
(Johnson, 2001) and it was the largest wind turbine for almost 40 years. Notwithstanding, it faced 
some important drawbacks. From the technical point view, it was concluded that the blades were 
undersigned, presenting several cracks after some operating time. From the economic point of view, it 
demonstrated that some improvements would have to be taken in order to be become cost effective 
with respect to the conventional power generation processes (Gasch and Twele, 2012). 
At this time, the increase of the capacity of the wind turbines was already a confirmed trend. Although 
the Smith-Putnam wind turbine had been a one-off project, some previous and future projects 
confirmed this trend, some of them with utopic designs (like the design of Hermann Honnef with a 
power output of 20 MW (Hau, 2006)). 
In 1939, the World War II began. From the end of World War I (1918) to 1939, the interest in wind 
power in Denmark decreased (Vestergaard, Brandstrup et al., 2004). The price of coal and oil had 
become sufficiently low to decelerate the interest in wind energy. However, with the beginning of the 
World War II, the increase in the price of fossil fuels led, once again, to the rise of wind energy interest. 
Some old commercial LaCour machines were reactivated and some new wind turbines were built. 
Also in Denmark, a new company (F.L. Smidth Company) developed a new model during this period, 
relying in a small, conservative design. In addition, new concepts of modern aerodynamics (modern 
airfoils) were applied to the blades (Ackermann and Söder, 2002). Under this philosophy, reliable 
models with power outputs ranging from 50 kW to 70 kW were developed, with rotor diameters of 
17.5 m and 24 m, respectively. It is interesting to note that the model with the higher power output was 
designed with a concrete tower, not a very common solution at the time. 
The models developed by the Smidth Company are an example of a development trend, choosing 
simple designs over heavy and complicated models, in opposition to the Smith-Putnam turbine design. 
In fact, the Smidth wind turbines are considered the forerunners of modern wind turbine generators 
by some authors and one of the pioneers of the Danish wind energy market (Shepherd, 1990; 
Ackermann and Söder, 2002). By the first half of the 20th century, the wind energy market was already 
a reality due to the number of small wind turbines installed, being the primary energy source in some 
areas (Hau, 2006). 
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refurbished in the mid-1970s at the request of NASA for measurements, in the framework of an 
American program (Hau, 2006). 
Although Hutter and Juuls’ projects were considered a success, the wind turbine projects in general 
were not yet reliable, with numerous problems and faults to be dealt with (Hau, 2006). Besides these 
reasons, the extremely low prices of primary fuels after the World War II, along with the increased 
investments in nuclear energy, demonstrated that the wind generated electricity was too expensive to 
compete with other sources (Gasch and Twele, 2012). Due to this, the wind energy industry suffered 
another breakdown during the 1960s. 
 
2.1.1.3 The Modern Wind Turbine Concept 
In the late 1960s - beginning of 1970s, the awareness of dependency on the oil exporting countries 
started to take place. The oil crisis in 1973 and 1979 confirmed this misgiving, having led to supply 
problems and an increase in the oil prices in the western economies. With the aim of reducing this 
situation, national programs for the development of renewable energy sources were created. 
In the USA, the Federal Wind Energy Program began in 1972 (Ramler and Donovan, 1979). The 
National Aeronautics and Space Administrator (NASA) was selected to manage the technology 
development and initial deployment of large wind turbines in the Lewis Research Center. This project 
represents one of the most extensive development program in the wind energy field, in which several 
variations of structural configurations and mechanisms were tested. 
The first wind turbine developed and built by this program was the NASA/DOE Mod-0 in 1975. This 
wind turbine was a two-bladed, 38 m rotor diameter with a power output of 100 kW at a wind speed of 
8 m/s (Ramler and Donovan, 1979). This turbine had a 30 m high tower. The Mod-0 wind turbine was 
extensively tested with a large number of modifications along its operation life: with a teeter and rigid 
hub, different blade materials, with pitch and stall control, with stiff and more flexible supporting 
towers, different kinds of generators, among others (Spera, 1994) (Figure 2.11). The turbine operated, 
in most of the time, as a downwind rotor, although the upwind solution had also been tested, as well as 
a one-bladed rotor solution (Corrigan and Ernsworth, 1986). One of the most noticeable characteristic 
of this wind turbine was the influence of the tower in the blade vibration when the rotor was 
downwind, one important dynamic characteristic of this type of turbines. The Mod-0 was dismantled 
in 1987 (Spera, 1994). 
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The large wind turbines developed during the 1970s and 1980s failed, in general, one of their main 
purposes: to produce energy at a competitive price. They were not as reliable as expected, with short 
life periods due to several failures. In (Johnson, 2001), it is referred the fact that smaller turbines (in 
the 100 kW range) could be built at lower costs and with better performance than the larges turbines as 
one of the reasons to the end of the American program. In fact, the seek for larger and powerful wind 
turbines underestimated the difficulty of building reliable machines of this size. The Growian wind 
turbine is an example in which the size of the turbine is too large for the time in which it was built. 
On the other hand, for the first time in the history of the wind energy, there was a consistent 
experimental and theoretical knowledge of wind turbines. This knowledge was fundamental for the 
beginning of the commercial market of wind turbines as it is known today. 
In hindsight, it is possible to evidence three distinct groups of approaches on the structural and control 
level over the evolutionary history of wind turbines (Thresher and Dodge, 1998): 
o Turbines designed to withstand high wind loads. These models were considerably robust, with 
low rated power and were optimized for reliability. An example of this philosophy was the 
Gedser wind turbine; 
o Turbines designed to be compliant and shed loads. These models were optimized for 
performance. Their design had an important concern with the reduction of weight and with 
the optimization of the aerodynamic profile of the blades. An example of this design concept 
was the W-34 wind turbine; 
o Turbines designed to manage loads mechanically and/ or electrically. These turbines were 
optimized for control, with several mechanical and electrical innovations (such as hinged 
blade connections and variable speed generators). An example of this concept was the Smith-
Putnam turbine. 
The first approach was indubitably the most durable and reliable. However, the increase of knowledge 
in the industry has led to less conservative designs, with the aim of weight reduction (to reduce cost) 
and control (to optimize the production). Thus, a joint of the second and third approaches is currently 
the main driver of the design concepts. 
An illustration of the principal projects held during this period of development is shown in Figure 
2.23. The evolution of the dimension of the wind turbines is notorious. 
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Figure 2.23 – Main projects developed during the 1970s and 1980s (adapted from (Spera, 1995; Gasch and Twele, 2012)) 
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2.1.1.4 Current situation and future trends 
Nowadays, wind turbines present a mature state of technology. In fact, wind is considered the 
renewable source of energy with the widest and most successful deployment over the last two decades 
(Arántegui, Corsatea et al., 2013). The current state-of-art of onshore wind turbine is composed of: 
o Horizontal axis turbines; 
o Steel, concrete or hybrid shell towers; 
o Upwind rotor, with three blades; 
o Rotor with variable speed (this feature enhances the efficiency of the system); 
o Yaw system for rotor orientation according to wind direction; 
o Active pitch control of blades (for high wind speed regulation); 
o Synchronous or induction generator; 
o Utilization of a gearbox (although some models with direct-driven generators are available). 
In order to better understand the state of technical evolution of the wind energy industry, a survey 
about the currently available wind turbine models was conducted. In this research, the onshore models 
presented in the portfolio of the most relevant manufacturers were considered1. 
Figure 2.24 presents the main results obtained, namely the relationship between rotor diameter and 
rated power for available wind turbines. As can be seen, the majority of the models available have a 
rated power below 4.0 MW, although there are already some models with higher power outputs 
(achieving a maximum value of 7.58 MW). One interesting aspect is the apparent stagnation of the 
rotor size of the largest wind turbines. However, due to the limited number of models with power 
outputs higher than 4.0 MW currently available, this is a trend that will need further investigation. 
Another relevant characteristic is the large variation of rotors size for the same rated power. This is 
partly explained by the development of models designed for sites characterized by low-wind speed 
conditions. These models usually present high towers (around 120 m to 146 m of height) and larger 
rotor diameters. 
The data collected is also used to illustrate the “position” of the two onshore models studied in this 
work, the 2.0 MW Senvion MM82 and the Izar Bonus 1.3MW/62 (indicated with a red circle in Figure 
2.24). It is visible that, while the latter is located in the low range of power capacity, the Senvion model 
is more in line with the common available models between 2.0 MW and 3.0 MW. 
                                                     
1 In this study, the manufacturers considered were: Alstom, AMSC, Darwin, Enercon, Gamesa, GE Energy, GoldWind, MY 
Wind, Nordex, Samsung, Senvion, Siemens, Sinovel, Suzlon and Vestas. 
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Figure 2.24 – Rated power and rotor diameter of onshore wind turbines 
 
2.1.2 THE OFFSHORE DEVELOPMENT 
The transfer of wind energy technology from land to the sea was a natural development. The 
implementation of wind turbines at sea presents some important advantages (Henderson, Morgan et 
al., 2003): 
o Wide continuous areas available for large wind farm projects; 
o Higher wind speed, which generally increases with the distance from the shore; 
o Less turbulence, which allows the turbines to harvest the available energy more effectively,  
with reduced fatigue loads on the turbine; 
o Lower wind shear (i.e. the boundary layer of slower moving wind close to the surface is 
thinner), thus allowing the use of shorter towers; 
o Possibility of faster rotational speeds than on land, due to lower noise restrictions.  
On the other hand, some disadvantages are naturally present in offshore turbines: 
o Being a more recent technology, the design of wind turbines is still in an initial phase. 
Consequently, the costs are still quite high when compared to onshore technology; 
o The structures are subjected to a higher variety of dynamic loads; 
o The maintenance is more difficult and costly. 
A description of the offshore evolution is briefly presented in the next sections. 
 
2.1.2.1 The first offshore projects 
The first turbines were installed at sea in the early 1990s. At that time the developed machines already 
presented some reliability, with power outputs in the 500 kW range. 
The countries bordering the Baltic and North Sea were the first to install offshore wind turbines. Both 
the Baltic and the North Sea present very good conditions for the implementation of offshore 
technology: they both have shallow waters and good wind speeds.  
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o Personnel access platforms; 
o Special design of the foundation and the transition piece (component between the foundation 
and the tower – see Chapter 3). 
Some other technical features are often also included (Musial and Ram, 2010): 
o Monitoring systems for better diagnostic information of the structure and turbine; 
o Onboard service cranes; 
o Bearing-lubrication and oil-temperature regulation systems; 
o Sometimes a heliport is included at the top the structure. 
The current state-of-art is similar to the onshore model in terms of mechanical solutions, although the 
dimensions of rotor diameter and the rated power tend to be higher. This is justified by the absence of 
some limitations present on the transportation on land (such as bridges height, road bends and short 
transition curves in vertical alignments). Beside these limitations, the installation of wind turbines with 
higher rated power allows to reduce the cost per MW, which is an important aspect to counterbalance 
the high costs associated with the installation of offshore turbines.  Another feature of offshore models 
is the lower hub height due to the lower wind shear. In most of the times, tower height is defined for 
the specific site of installation. However, the smaller experience in offshore installations still leads to a 
lower standardization of the models compared with the onshore variant. For this reason, there is still a 
wide variety of offshore wind turbine foundations (see Chapter 3). 
The same market study presented in section 2.1.1.4 for onshore wind turbines was also developed for 
the offshore models. The offshore models were characterized once again by their rotor diameter and 
rated power. The main results are presented in Figure 2.26 (including the Vestas offshore model 
studied in this work). 
As can be observed, the current offshore models present larger rotor diameters and higher power 
output than the onshore models (Figure 2.24), with several models in the 4.0 MW – 6.5 MW range. 
Nevertheless, there are already some models presenting capacities higher than 7.0 MW. 
 
Figure 2.26 – Rated power and rotor diameter of offshore wind turbines 
 
Another important aspect in the offshore development is related to the distance to the shore and water 
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circles). Over the years, the distance to shore has increased, as well as the water depth of the sites of the 
projects. The average distance to shore was 32.9 km and the average water depth of wind farms was 
22.4 m, at the end of 2014 (European Wind Energy Association (EWEA), 2015a). Looking at Figure 
2.27, it is possible to assume that the trend of installation of wind farms away from the shore will 
continue. 
 
Figure 2.27 – Average water depth and distance to shore of online, under construction and consented European wind 
farms, at the end of 2014 (adapted from (European Wind Energy Association (EWEA), 2015a)) 
 
The main design drivers for the future of offshore wind turbines will be the cost reduction and the 
implementation of turbines at higher water depths. Furthermore, the increase of the turbine power 
output and of their reliability will continue, alongside with a better understanding of the influence of 
the environment on the structure of the wind turbine. 
Currently, the levelized cost of offshore energy is slightly higher than twice the onshore cost (World 
Energy Council (WEC), 2013; Bloomberg New Energy Finance, 2015; U.S Energy Information 
Administration, 2015). In order to become viable, the capital and operational expenditure of offshore 
investments need to be reduced. A part of the reduction of the initial investment is achieved with the 
decrease of the structure weight (Butterfield, Musial et al., 2007). With light-weight structures, the 
loads tend to decrease through all the structure, including in the foundation. Some new and more 
expensive materials might be used for this purpose, such as, in special cases, carbon in the blades 
(Butterfield, Musial et al., 2007). However, less material (and then less stiffness and mass) leads to a 
more flexible structure which, considering the dynamic loads, requires a thorough understanding of 
the dynamic behaviour of the structural system. 
Another possibility for weight reduction is the adoption of two-bladed rotors (Butterfield, Musial et al., 
2005). This solution was almost abandoned for the onshore turbines due to lower yield and for 
aesthetic reasons, as well as some technical problems that were not solved in the past - like the one 
described for the Jacobs wind turbine (Butterfield, Musial et al., 2007). However, the reduction of one 
blade (with the consequent weight decrease) could be balanced by the increase in blade tip speed of the 
offshore turbines. In addition, the higher rotor speeds lead to a lower input torque and lower gear 
ratios, which permit to reduce some mechanical components located in the nacelle. The increase in 
rotor tip speed could also lead to the utilization of direct-drive generators (drivetrains without 
gearboxes) (Musial and Ram, 2010). 
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In the future, another major change may take place for the offshore turbines. The continuous 
increasing of rotor diameters may lead to a definition of the blade design by a deflection limit in 
upwind rotors, instead of a load limit criterion (Butterfield, Musial et al., 2007). This is due to the 
increased levels of strength and flexibility achieved in blades. For this reason, downwind rotors may be 
an option for future offshore wind turbines because, contrary to the upwind solution, the blades 
deflect away from the tower. The downwind solution was abandoned in the past due to vibrations and 
noise problems (Butterfield, Musial et al., 2007) with the blades passing through the tower shadow. 
Nevertheless, for large distances from the shore, noise disturbances are not a problem. 
Some other perspectives for future developments of wind turbines are presented in (European 
Commission, 2011). In the report of the UpWind program, some considerations are made for the 
design of a giant 20 MW wind turbine. Although the program was not exclusively for the offshore 
market, the dimensions of the turbines under analysis make them suitable for the implementation at 
offshore locations. Among other considerations, some important aspects are referred for the feasibility 
of turbines with this dimension: 
o Reduction of the magnitude of fatigue loads. For this, advanced rotor control strategies are 
required (the concept of “smart turbine” is introduced); 
o Implementation of control systems for detection and evaluation of upcoming wind loads 
(gusts or vortex) with the aim of load alleviation (such as LIDAR systems mounted at the 
nacelle); 
o Individual pitch control of each blade; 
o Application of materials with lower mass to strength ratio; 
o Introduction of monitoring technologies to assess the structural integrity of the system; 
o Due to transportation issues, the blades might have to be splitted into two pieces since the 
rotor of the studied 20 MW wind turbine has a diameter of 252 m. For this reason, this joint 
might be an important focus of attention; 
o The need for optimization of the offshore substructure (foundation and transition piece). 
The offshore substructure is another important topic for the future of offshore wind turbines. 
Nowadays there is a large variety of commercially implemented, tested and concept designs (see 
Chapter 3). The future trend, as stated earlier, is to increase the distance from the shore. In this 
situation, due to a larger water depth, floating structures seem to be the most suitable option. Until 
today, a few number of experimental projects have been deployed. For the next years, many floating 
wind turbine projects are schedule to start in several countries (Main(e) International Consulting LLC, 
2012). 
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2.2 BRIEF MARKET ANALYSIS 
2.2.1 THE START OF THE DANISH AND AMERICAN MARKET 
The wind energy market gained relevance in the second half of the 20th century (Hau, 2006). In 
Denmark in the early 1980s, some small manufacturers of agricultural machines entered in the market 
with simple wind turbines with power outputs around 30 - 75 kW (Hau, 2006; Gasch and Twele, 
2012). These machines followed the Juul’s concept with a three-bladed, stall-regulated, upwind rotor 
working at a fixed speed with an induction generator (Burton, Sharpe et al., 2001). This market was 
initially sustained by an appropriate feed-in tariff set by the government (Gasch and Twele, 2012). A 
consequence of the development of the Danish market was the creation of a certificate by the Wind 
Turbine Test Station in Risø to attest the maturity and safety of the wind turbines. 
On the other hand, the American market was created mainly due to politic measures. Consecutive 
measures took by the Senate that culminated in the Public Utilities Regulatory Policy Act (PURPA) in 
1978 (Hau, 2006), conducted to a favourable situation of subsidies for wind energy investments. The 
state which provided the best incentives, and which also had good wind conditions, was California 
(Manwell, McGowan et al., 2010). Thus, the first wind farms were built there between 1979 and 1980. 
Due to economic viability, these wind farms were constituted by 100 or more turbines (Johnson, 
2001). These small wind turbines, with power outputs up to 100 kW, were initially manufactured by 
American companies. However, the initial operation of these wind turbines was characterized by 
several difficulties due to the technological immaturity of the models (Manwell, McGowan et al., 
2010). Sometime later, Danish wind turbines entered in the American market and became more 
successfully than native companies, mainly due to their larger experience. 
After the initial problems, the number of wind farms increased very quickly around 1981, with an 
installed capacity over 1500 MW (Johnson, 2001). However, in the years between 1986 and 1987, the 
economic situation changed in California (Hau, 2006). The conjugation of the expiration of the tax 
credits for the investors, alongside with the lower supply tariffs offered by the utilities, led to a 
slowdown (and, sometime later, to the stagnation) of the growth of wind farms (Hau, 2006). 
In the rest of Europe, the wind energy market started in the 1990s with a support scheme mainly based 
in feed-in tariffs for wind power generation (Ackermann and Söder, 2002). 
 
2.2.2 ONSHORE WIND TURBINE MARKET 
The analysis of the evolution of the wind energy market and its current situation is a clear way to attest 
the success of this industry in the last 15 years. In this section, a brief market analysis is made for the 
entire market (onshore together with offshore), since the latter still has a minor importance in terms of 
total installation numbers (around 2.4 % of the total installed capacity). 
Analysing the cumulative installed capacity in the world (Figure 2.28), it is possible to observe the 
consistent growth of the wind energy market, with a total installed capacity already exceeding the 350 
GW. Qualitatively, it is also possible to observe that Europe and Asia are the leaders in the installed 
capacity. In fact, Asia became the region in the world with the largest installed wind park during 2014. 
The main driver of this situation is China, which has become the world leader in installed capacity 
when it surpassed the USA during 2010 (Global Wind Energy Council (GWEC), 2011). The top 10 
countries with the largest cumulative installed capacity are presented in Figure 2.29. 
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Figure 2.28 – Cumulative installed capacity (the share at the end of 2014 results is presented in brackets) (EWEA 2007, 
2008, 2009, 2010, 2011b, 2012b, 2013c, 2014b, 2015b) (GWEC 2007, 2008, 2009, 2010, 2011, 2012, 2013, 2014, 2015) 
 
 
Figure 2.29 – Top 10 Countries in cumulative installed capacity in the end of 2014 (European Wind Energy Association 
(EWEA), 2015b; Global Wind Energy Council (GWEC), 2015) 
 
On the other hand, European investments stagnated during the last years which can be justified by the 
financial crisis installed in this continent (Figure 2.30). In the opposite side, China was responsible, 
during 2013 and 2014, by more than 45 % of the new installations (Figure 2.31). These recent 
investments led China to a position of market domination. 
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Figure 2.30 – Annual installed capacity (the share at the end of 2014 results is presented in brackets) (EWEA 2007, 2008, 
2009, 2010, 2011b, 2012b, 2013c, 2014b, 2015b) (GWEC 2007, 2008, 2009, 2010, 2011, 2012, 2013, 2014, 2015) 
  
 
Figure 2.31 – Top 10 Countries in new installed capacity in the 2014 (European Wind Energy Association (EWEA), 2015b; 
Global Wind Energy Council (GWEC), 2015) 
 
In Portugal, large investments were done in wind energy since the first wind farm was commissioned 
at Madeira in 1986. Portugal is the 12th country in the world with largest installed power and the 8th in 
Europe with a cumulative installed capacity of 4 914 MW (European Wind Energy Association 
(EWEA), 2015b; Global Wind Energy Council (GWEC), 2015) (Figure 2.32). 
However, the investments have been declining in recent years. This situation may be explained by the 
financial crisis, by the minor incentives given by the Government and by some limits imposed for 
penetration in the national electrical system. 
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Figure 2.32 – Annual cumulative and installed capacity in Portugal (since 2005) (EWEA 2007, 2008, 2009, 2010, 2011b, 
2012b, 2013c, 2014b, 2015b) 
 
Figure 2.33 shows the geographical distribution of wind farms in the continental territory of Portugal. 
As can be observed, the major part of wind farms is located in the north and centre of the country, 
mainly in interior highlands. 
 
Figure 2.33 – Installed wind farms in Portugal at the end of 2014 (Institute of Mechanical Engineering and Industrial 
Management (INEGI) and Portuguese Renewable Energy Association (APREN), 2015) 
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2.2.3 OFFSHORE WIND TURBINE MARKET 
Compared to the onshore market, offshore wind power is still in the beginning, with slightly less than 
9 GW installed, corresponding to 2.4 % of the total installed capacity worldwide (Figure 2.34). At the 
end of 2014, there were only 17 countries in the world with offshore wind turbines installed. From 
these, the major part is from Europe. The implementation in this continent represents more than 90 % 
of the world installed capacity. 
 
Figure 2.34 – Annual cumulative capacity of offshore wind turbines .The share values in brackets are referred to the end 
of 2014 (EWEA 2011a, 2012a, 2013b, 2014a, 2015a) (GWEC 2012, 2013, 2014, 2015) 
 
In today’s market, the UK is clearly dominant with more than 50 % of the entire global capacity. The 
UK has been doing a large investment in the offshore market in the last years, as can be seen in Figure 
2.35. Portugal has a small portion of the entire market with just one 2.0 MW experimental floating 
offshore wind turbine. 
 
Figure 2.35 – Annual installed capacity of offshore wind turbines (data from 2013 is only referred to European countries). 
The share values in brackets are referred to the end of 2012 (EWEA 2011a, 2012a, 2013b, 2014a, 2015a) (GWEC 2012, 
2013, 2014, 2015) 
 
The dominance of the offshore market by the Northern countries of Europe is a clear evidence. For 
this fact, the water depth conditions present in these countries should be considered as an important 
driver. Analysing Table 2.1, it is evident the large portion of shallow waters present in the north of 
Europe, in opposition to the situation at the south regions, where the water depth increases rapidly 
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with the distance from the coast. In addition, it is also possible to note the apparent good conditions 
for the USA to install offshore wind farms. However, in the last years, investments in this area were not 
considered a priority by this country. 
 
Table 2.1 – Percentage of water depths in different regions up to 100 km offshore (Henderson, 2003) 
Region 
Water Depth 
< 25 [m] 25 – 50 [m] 50 – 100 [m] 100 – 300 [m] 
North Europe 21 26 32 20 
South Europe 16 11 23 49 
Japan 22 9 18 51 
USA 50 26 13 11 
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2.3 FINAL CONSIDERATIONS 
This chapter described the evolution of wind turbines, since the first attempts to modern utility-scale 
models. In the same manner, the emergence and development of offshore turbines, from land-based 
models to especially designed models to be installed offshore, was covered. Apart from the efficiency in 
the exploitation of energy from the wind, two important aspects defined the success of some models 
over others: reliability and cost effectiveness. 
The second part of the chapter briefly introduced the wind energy market. It was attested the 
importance of this sector, with a consistent growth sustained by both consolidated and emergent 
markets. In addition, the potential growth of the offshore market, still in an early phase of deployment, 
was referred. 
This chapter is especially important to frame the scope of the present work. A monitoring system, able 
to detect structural damages at an early stage and perform an estimation of the fatigue condition of the 
support structure, represents an important tool to remotely control the condition of the wind turbine 
and, thus, its reliability. At the same time, this continuous assessing provides helpful information to 
timely prepare maintenance actions, as well as possible retrofitting needs, allowing to optimize the 
reduction of OPEX (cost over the period of operation – see Chapter 3).  
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3  
BASICS OF WIND TURBINES 
 
 
3.1 GENERAL LAYOUT 
3.1.1 WIND TURBINE TYPOLOGY 
Historically, wind turbines can be defined according to several design configurations. Concerning 
conceptual design aspects, a major distinction is made according to the position of the axis of rotation 
of the wind rotor: the axis can be positioned vertically or horizontally. 
Vertical-axis wind turbines, such as the Savonius and Darrieus rotor (Figure 2.4 and 2.5), are rarely 
used in modern large wind turbines. Although this kind of turbines presents some advantages, some 
negative aspects such as the low tip-speed ratio, the inability to self-start and the difficulty to control 
the rotor speed (Hau, 2006) led to low interest in their development during the 1970s and 1980s. 
The horizontal-axis wind turbine is the most common solution. This type of wind turbines can be 
subdivided into two main groups considering the configuration of the rotor with respect to the wind 
flow direction: upwind and downwind rotors (being the latter almost not used nowadays). 
In this work, the main focus is oriented towards the horizontal-axis upwind turbines, the typical 
nowadays configuration. Notwithstanding, some considerations are made about other solutions. The 
layout of a nowadays common onshore and offshore wind turbine is shown in Figure 3.1. The 
represented offshore example refers to a monopile foundation solution (see section 3.1.1.5). In Figure 
3.2 the terminology for the translational and rotational degrees of freedom of a wind turbine is 
introduced. 
A brief description of the main components of nowadays onshore and offshore wind turbines is 
presented in the following sections. 
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             a)                                            b) 
Figure 3.1 – Main wind turbine components of horizontal-axis upwind wind turbines: a) offshore; b) onshore 
 
 
Figure 3.2 – Terminology of the principal axes of translation and rotation of a wind turbine structure 
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3.1.1.1 Rotor 
The rotor is the key component of a wind turbine, converting the kinetic energy of the wind into 
mechanical energy. It is composed by the blades which are connected to the hub. 
The design of a blade is one of the most complex tasks in the development of a wind turbine. Blades 
have to be designed in order to optimize the energy extraction from the wind flow. However, at the 
same time, the progressive increase in the power output of the turbines demands increasingly larger 
blades (with models of 83.5 m already being produced (Quilter, 2013)). 
For these reasons, blades present complex cross sections (named airfoils) which vary along their length 
(Figure 3.3). In addition, blades have to be sufficiently light, stiff and strong, at the same time, to not 
contribute with enormous gravitational loads (for the blade itself and for the tower), to not deflect too 
much (which would drive to loss of efficiency and, even more important, could lead to a collision with 
the tower) and to resist to a very high number of cycles during their lifetime (of around 107 to 108 
(Hau, 2006)). In order to accomplish all these prerequisites, composite materials are used (usually 
epoxy resins with glass fibres, although carbon fibres may be also used in the blade composition). 
In Figure 3.4 two common solutions for the structure of a blade are presented. 
 
Figure 3.3 – Variation of the airfoil along blade length 
 
Considering the rotor position, wind turbines may have a wide variety of configurations. As previously 
referred, the rotor can be placed in front (upwind) or behind (downwind) the tower. This latter 
solution is rarely used today because of noise, vibrations and efficiency problems. Due to the presence 
of the tower upstream of the rotor, the flow is disturbed before it reaches the blades and, every time a 
blades pass behind the tower, the momentary absence of aerodynamic force leads to additional 
vibrations (shadow effects). In addition, large downwind rotors also need a yaw system (which is not 
necessary in small downwind turbines). Several examples of downwind wind turbines were presented 
in Chapter 2. 
The number of blades is another aspect that contributes for the variety of rotor configurations. 
Historically, wind turbines have one, two or three blades. The difference between two or three-bladed 
rotors implies, besides differences in tip-speed and efficiency, different vibration problems. Figure 3.5 
presents an example of the yaw moment created by an asymmetrical wind flow on wind turbines with 
different rotor solutions (Hau, 2006). As can be seen, one and two-bladed rotor wind turbines suffer 
from a noteworthy time-varying yaw moment while this excitation is almost undetected with rotors 
with three or more blades. This effect is due to the variation of the rotor moment of inertia with the 
blades revolution. Whereas in one or two-bladed rotors, this asymmetry in the moment of inertia is 
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relevant and leads to a pulsating load profile during a revolution (Hau, 2006), three or more blades 
confer an almost symmetrical moment of inertia to the rotor. 
 
a) 
 
b)  
Figure 3.4 – Two common design concepts for blade cross sections with different load-carrying solutions (adapted from 
(Tong, 2010)): a) shear web; b) box girder 
 
 
Figure 3.5 – Yaw moment caused by asymmetrical wind flow on wind turbines with different number of blades (adapted 
from (Hau, 2006)) 
 
With the aim of alleviating these loads created by two-bladed rotors, some solutions were developed. 
These solutions focus on the flexibility of the connections between blades and the hub (Figure 3.6). 
The simplest solution is the rigid hub connection. This solution connects the blades to the hub at fixed 
positions and, consequently, the loads are directly transmitted to the drive train by the hub. This is the 
common solution for three-bladed rotors and for some rotors with two blades (such as the 1983 WTS-
75 Nasudden, see Figure 2.19)). 
A more flexible solution is the teetering hub. This hub connection allows the rotor to teeter about the 
rotor shaft due to a hinge located at the hub. This solution permits to balance out some asymmetrical 
loads. This solution is intended for two-bladed rotors (and was used in the 1982 Growian wind 
turbine, see Figure 2.21). 
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Another flexible solution is the flapping hinge rotor. In this solution, a hinge is installed in each blade 
allowing the individual rotation of the blades (the 1941 Smith-Putnam wind turbine used this solution, 
see Figure 2.7)). 
 
Figure 3.6 – Hub solutions 
 
3.1.1.2 Nacelle 
The nacelle is the component of a wind turbine which encloses the mechanical and some electrical 
elements (Figure 3.7). 
In the nacelle, the rotor shaft (or main shaft) receives the torque (mechanical energy) from the hub. In 
nowadays most common turbines, this shaft is connected to a gear box. The gear box increases the 
rotational speed from the rotor shaft to a more convenient speed to the generator. The connection 
between the gearbox and the generator is made by the generator drive shaft. The generator produces 
electric energy from the mechanical energy. There is also a mechanical brake with the aim of stopping 
the turbine when necessary and a yaw system that mechanically orients the nacelle to the wind 
direction. The components of the nacelle are supported by the bedplate. 
Although the previous description refers to the most common nacelle layout, there are also some 
different concepts, such as the absence of a gear box (direct-driven generators). 
 
                                  a) b) 
Figure 3.7 – a) Main components inside the nacelle. b) Detail of the drive train (adapted from (Hau, 2006)) 
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3.1.1.3 Tower 
Wind turbine tower elevates the rotor to the desire height. Since the wind flow presents higher speed 
and lower turbulence at higher heights, the towers tend to be very tall. In addition, wind turbine 
towers are also very slender which, alongside with the rotor motion, leads to complex dynamic 
problems. 
The more common towers are of four types: steel tubular, steel lattice, concrete tubular and hybrid 
solutions. There are also some special designs, such as guyed supported towers. However, since these 
are almost not used nowadays, they are not covered in this work. 
   
a) b)                   c) d) 
Figure 3.8 – Various wind turbine tower types: a) steel tubular; b) lattice; c) concrete tubular; d) hybrid solution (adapted 
from (Tricklebank, Halberstadt et al., 2007)) 
 
Steel Tubular Tower 
The most currently used solution is the steel tubular tower. It is composed by steel sheets which are 
rolled into a circular shape and then welded together to form a circular section with a length of around 
20 m – 30 m. These sections are assembled on-site by bolted connections. Thus, no on-site welding 
processes are needed. 
The main advantages of this solution are its short on-site assembly and erection time. From a design 
point of view, steel tubular towers also present some benefits, such as an uniform behaviour for all yaw 
directions (due to the circular cross section) and a good control over the dynamic characteristics, since 
it is a solution with a large accumulated experience. 
On the other hand, steel tubular tower have shown some difficulties in following the growth in 
dimensions for onshore wind turbines. With higher tower height, also a larger tower base diameter is 
usually required. Since a diameter of around 4.0 m – 4.5 m is the common limit for road 
transportation, alternative solutions need to be considered. Besides this, the increase in height also 
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introduces some difficulties concerning the stiffness of the tower. For that reason, this solution is not 
used in some models due to the required structural stiffness that a steel tubular tower cannot deliver. 
 
Steel Lattice Tower 
Steel lattice towers were the preferred solution of the first experimental turbines and of the first smaller 
commercial turbines (see for example Figure 2.6 and 2.7) (Hau, 2006). This solution is constituted by 
legs and bracings connected by bolted or welded joints. 
Lattice towers can be a solution for high towers, since they can be transported disassembled. They 
present a satisfactory stiffness and strength with regard to the material consumed. They are also lighter 
than the tubular solutions and usually present a higher structural damping due to the numerous joints 
of the structure. 
In contrast, the assembling of the structure is very time-consuming and complex. Also the expenditure 
with maintenance is considerably higher than for tubular sections due to the high number of joints. In 
the past, this solution was considered as “ugly”, not being endorsed by populations. This solution is 
not very common in nowadays installations. 
 
Concrete Tubular Tower 
Concrete solutions for wind turbine towers have a long tradition in some countries, such as Denmark 
(Hau, 2006). It is generally used with precast concrete, alongside with pre or post-stressed tendons, 
although concrete mixed on-site is also used. 
Concrete towers present the main advantage of higher stiffness and damping than steel tubular. This is 
the reason why some very large wind turbines use this solution. Also, if the concrete is mixed on-site, 
the problem of transportation of large components does not arise. 
Some disadvantages are also inherent to this solution. If the concrete is mixed on-site, the construction 
process is time consuming and might be dependent on the weather conditions. Also, the post and pre-
stressing operations are complex and require special precautions. From a design perspective, the 
fatigue analysis is difficult to handle, leading to conservative designs in many situations. 
 
Hybrid Tower 
A compromise solution is obtained with tubular hybrid towers. This solution is characterized by a 
concrete tower for the lower part of the tower (usually mixed on-site), while the upper portion is made 
of steel. Thus, it is possible to increase the stiffness of the structural system with a short period of 
concrete curing and without transportation of large steel components. This is a solution mainly for 
high wind turbine towers (100 m or higher).  
 
Basics of Wind Turbines 
 
64   
3.1.1.4 Transition Piece 
The transition piece only exists in offshore wind turbines. It connects the foundation to the tower. This 
element is considered one of the most critical points of the structural integrity of offshore wind 
turbines. 
This element is grouted on the top of the foundation and, in this operation, any lack of verticality is 
corrected (Figure 3.9). The transition piece usually attaches a structure for boat landing, platforms, 
ladders and the j-tube (a metallic tube that guides the cables to the seabed). 
Although the transition piece is utilized in several types of foundations for offshore wind turbines, 
other offshore solutions may not need this element. 
 
Figure 3.9 – Grouted joint for the connection between the foundation (monopile) and the transition piece. In this 
situation, the verticality is corrected by the connection (Gasch and Twele, 2012) 
 
3.1.1.5 Foundation 
The foundation is the component that best distinguishes onshore and offshore wind turbine 
structures. While onshore turbine foundations follow traditional in-land civil engineering solutions, 
offshore models have been progressively adopting solutions from oil and gas offshore industry. 
However, both onshore and offshore foundations have the same function: to ensure stability and drive 
the loads from the structure to the ground, which means, to prevent the structure from sinking due to 
gravitational loads, from sliding due to horizontal loads and from fall over due to base overturning 
moments. Besides this, it is important to bear in mind that the definition and implementation of the 
designed foundation will influence the dynamic behaviour of the entire structural. 
 
Onshore Solutions 
The foundations for onshore wind turbines employ well-known and controlled solutions. There are 
mainly two possibilities: slab foundations or pile foundations (Figure 3.10). 
tower base flange
grounted joint
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scour protection
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a)                                                 b) 
Figure 3.10 – Examples of foundations for onshore wind turbines: a) slab foundation; b) pile foundation 
 
Slab foundations are used when the ground near the top is of good quality. They consist on reinforced 
concrete slabs which usually have a polygonal geometry (such as an octagonal shape) with a tapered or 
constant thickness. 
This kind of foundation resists to the overturning moment with the eccentricity of the reaction. The 
vertical and horizontal loads are resisted by the dispersion of the load through the foundation area and 
by the friction between the ground and the foundation, respectively. 
Pile foundations are used for weaker soils. They are constituted by a pile cap from which a certain 
number of piles are connected and extended until a good soil layer is reached. In this situation, the 
loads are absorbed by the soil through axial and lateral pile resistance against the soil. Once again, 
reinforced concrete is used in this solution. 
 
Offshore Solutions 
In contrast to onshore turbines, there is the need for diversified offshore solutions, depending on the 
water depth. In addition, these solutions are considered far more complex than for onshore. 
Offshore solutions for wind turbines can be divided in three categories: for shallow waters (up to 25 – 
30 m), for transitional waters (from around 30 to around 60 m) and for deep waters (more than 60 m). 
The most appropriate solutions for each water depth are presented in Table 3.1. 
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the three concepts, although generally relying on one primary source for stability (Butterfield, Musial 
et al., 2005). 
A representative design of each of the listed concepts is presented in Figure 3.17. 
 
                                a)                             b)                           c) 
Figure 3.17 – Floating solutions for offshore wind turbines(adapted from (Butterfield, Musial et al., 2005)): a) ballast; b) 
mooring lines; c) buoyancy 
 
3.1.1.6 Monitoring and Control System 
Modern wind turbines are usually equipped with a monitoring and control system named SCADA 
(Supervisory Control and Data Acquisition system). This system consists of a microprocessor, together 
with several sensors, to control the operation and monitor the performance of the turbine. 
Under this system, several data is registered through sensors that record, among others: 
o Wind speed and direction; 
o Rotor speed; 
o Nacelle orientation; 
o Generator speed; 
o Pitch angle. 
With this data, the control system is responsible for operations like the start and stop of rotor rotation, 
emergency shut-down, adjustment of nacelle orientation and pitch angle. The system is also used to 
monitor the power production from a remote location, since it is usually connected through any 
means of communication (such as internet network). The information provided by the SCADA system 
can be also used to monitor the condition of several components (see Chapter 5). This data represents 
an important part in the architecture of the developed monitoring system (see Chapter 7). 
 
3.1.2 COSTS BREAKTHROUGH 
The investment costs of wind farms are of paramount importance for the feasibility of wind energy. 
These costs are divided into capital costs (CAPEX - including all the costs for the implementation of 
the farm) and variable costs (OPEX - including all the costs over the period of its operation – e.g. 
operation and maintenance, land rental, insurance, among others). 
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The NREL study present in (Tegen, Hand et al., 2012) describes some costs related to onshore models 
of U.S. wind projects during 2010. Figure 3.18 presents the principal results of this study, namely the 
capital cost share of the principal components of a wind turbine located in wind farm. These costs are 
grouped in larger groups, namely: 
o Turbine – comprises the wind turbine itself, which includes the tower, nacelle and rotor 
components (Blanco, 2009); 
o Balance of plant – including all the infrastructure except the turbine (foundations, buildings, 
roads, among others) (Department of Energy & Climate Change, 2010); 
o Installation and commissioning – including the installation and commissioning of the turbine 
and balance of plant (Department of Energy & Climate Change, 2010); 
o Development and consent – includes the multifaceted process of taking a wind farm from 
inception through to the point of financial close or commitment to build, depending on the 
contracting model, including several studies and contracts (Department of Energy & Climate 
Change, 2010). 
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Figure 3.18 – Installed capital costs for onshore wind turbine farms (Tegen, Hand et al., 2012) 
 
The main installed capital costs of offshore wind turbines are shown in Figure 3.19 (Department of 
Energy & Climate Change, 2010). These values are adjusted in order to give representative results for a 
500 MW+ wind farm of approximately 5 MW turbines on jacket foundations in typical UK east coast 
conditions around 80 km from shore in water depth of 30 m and considering market dynamics 
prevailing at the start of 2010. 
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Figure 3.19 – Installed capital costs for offshore wind turbine farms (Department of Energy & Climate Change, 2010) 
 
Since offshore models are largely dependent on the water depth of implementation, a qualitative 
representation of costs for different substructures is presented in Figure 3.20 (Musial and Ram, 2010). 
 
Figure 3.20 – Cost of offshore wind turbine substructures with water depth (adapted from (Musial and Ram, 2010)) 
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As can be seen from the previous figures, the main costs come from the turbine group. However, for 
offshore turbines, the costs are more evenly distributed mainly due to the increased cost of 
foundations and installation of the turbines (Department of Energy & Climate Change, 2010).  
Another interesting aspect is the high relative cost importance of the tower, blades and gearbox. This is 
highlighted in Figure 3.21 (capital costs of a 5.0 MW turbine from Senvion). 
 
Figure 3.21 – Share of capital costs of the Senvion 5M wind turbine (Wind Directions, January/ February 2007) 
 
3.1.3 WIND TURBINE COMPONENTS RELIABILITY 
Wind turbines are located, to a large extent, in remote sites. Considering the case of Portugal as an 
example (see Figure 2.33), most onshore wind farms are located on mountainous locations, with 
difficult access. This fact makes the access of people and necessary machinery/ equipment for 
maintenance and/ or reparation much more difficult and costly. If the offshore situation is considered, 
in addition to the higher costs compared to the onshore solutions, the access to the structure is also 
dependent on the weather conditions (Nielsen and Sørensen, 2011). 
Considering all these constraints, a rigorous reliability analysis is necessary to optimize power 
production (and profitability). Several strategies for maintenance exist today (Faulstich, 2010), from 
simple derivation from past experience to more complex models with the help of installed sensors. 
However, a simple separation of strategies can be used (Sørensen and Sørensen, 2011): 
o Corrective maintenance – this model follows a reactive approach, which means that 
maintenance is performed if a component has failed; 
o Proactive maintenance – this strategy aims to anticipate and avoid the failure of components. 
This kind of maintenance can be subdivided into two categories: preventive and predictive. 
Preventive maintenance (also known as time-based) is referred to a strategy based on 
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scheduled activities defined according to statistical models based on the historic of failures. On 
the other hand, predictive maintenance is a strategy based on the assessment of the 
components health through sensors installed in the components/ structure. The monitoring 
system developed and described in this work falls in this category. This is the strategy expected 
for future large onshore and offshore wind turbines. 
Modern wind turbines achieve a high availability1, of around 97 %, when the maturity and teething 
problems of the turbines are solved (Harman, Walker et al., 2008). However, several failures still occur, 
implying unscheduled down times (Faulstich, 2010). 
The UpWind project (Faulstich, 2010) analysed wind turbine failures in the German market between 
1989 and 2006. It presents two major groups of failure causes: 
o External causes (such as lightning, grid outage, icing, storm). These failures mostly affect 
electric subassemblies and occur more frequently. However, the downtime associated with 
each occurrence is usually short. For these cases, design optimization is suggested as solution 
for prevention; 
o Operation causes (such as wear out and relaxation). This type of failure mainly affects 
mechanical components and, although seldom, usually implies large downtimes. An 
assessment of the condition of the components through the use of sensors is recommended for 
prevention of these failures. 
Among different components, electrical systems represent the most common failures for onshore wind 
turbines (Figure 3.22). However, rotor blades (including pitch system), the yaw system, the gearbox 
and also electrical systems are the ones which imply longer downtime, according to Figure 3.23 
(Faulstich, 2010; Wilkinson and Hendriks, 2011). 
 
Figure 3.22 – Normalized failure rate of sub-systems and assemblies for turbines of multiple manufacturers (for onshore 
wind turbines) (adapted from (Wilkinson and Hendriks, 2011)) 
                                                     
1 Availability time is defined as the ratio between the time during which the wind turbine is available to produce (with 
none component failure) and the entire time under analysis. 
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Figure 3.23 – Normalized hours lost per turbine per year due to faults in sub-systems and assemblies for turbines of 
multiple manufacturers (for onshore wind turbines) (adapted from (Wilkinson and Hendriks, 2011)) 
 
Although the tower is not considered as a major source of problems, some aspects must be analyzed, 
since the support structure of a wind turbine is fundamental for the integrity of the whole system. The 
main problems assigned to the tower refer to corrosion and cracking (Liu, Tang et al., 2010), alongside 
with more routine maintenance tasks, such as bolt tightening. 
Some dramatic failures are registered in literature. In Devon, England, a small 50 kW wind turbine 
collapsed in 2013. The cause was said to be the lack of resistance of the tower to the registered high 
wind speeds (Gray, 2013). In Taiwan, a large wind turbine collapsed in 2008 due to insufficient 
strength of bolts (Chou and Tu, 2011). Other cases of tower buckling due to a typhoon are reported in 
(Li, Chen et al., 2013). A list of tower collapses is presented in (Chou and Tu, 2011), however, in some 
cases, the causes are not available. In all these cases, the wind turbine was completely destroyed. The 
share of wind turbine accident causes up to 2009 is presented in Figure 3.24. As can be seen, structural 
failure represents a significant portion. 
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Figure 3.24 – Failure types of wind turbine accidents (Chou and Tu, 2011) 
 
Figure 3.25 presents the estimated maintenance, repair and replacement costs of wind turbines (Gasch 
and Twele, 2012). It classifies the support components (tower and foundations) as the elements with 
the higher number of years between significant investments. This is expectable, since tower and 
foundations are designed to maintain their structural integrity during the entire life period of the wind 
turbine. However, this figure also demonstrates the high investment expected for the tower before the 
expected period of 20 - 25 years, which means that, in average terms, this expenditure would have to be 
considered. 
 
Figure 3.25 – Estimated maintenance, repair and replacement costs of wind turbines (adapted from (Gasch and Twele, 
2012)) 
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3.2 WIND TURBINE PERFORMANCE 
3.2.1 ROTOR POWER CHARACTERISTICS (PHYSICS) 
The understating of the operation of a wind turbine has been continuously improved. The axial 
momentum theory, initially developed by Rankine in 1865 (Rankine, 1865), was the first explanation of 
power extraction at a rotor from a free-stream. In 1878, Froude originally developed the blade element 
theory, where he studied the effects of the flow on blades. Based on the axial momentum theory, Betz 
in 1920 (Betz, 1920) (and also, independently, Lanchester in 1915 and Joukowsky in 1920 (van Kuik, 
2007)) calculated the maximum efficiency of an ideal wind turbine rotor, known as the Betz limit. 
Besides these initial works, other authors such as Glauert and Prandtl also contributed with subsequent 
developments (Burton, Sharpe et al., 2001). In this section, the combination of the axial momentum 
theory with the blade element theory is presented, which constitute the base of the nowadays procedure 
to analyze the wind turbine system aerodynamic performance. 
 
3.2.2 AXIAL MOMENTUM THEORY (THE ACTUATOR DISC) 
The axial momentum theory (also known as the actuator disc theory) assumes that a stream tube passes 
through a disc, where the kinetic energy of the flow is extracted. In this theory, it is assumed that just 
the mass of air that passes through the disc is affected (Figure 3.26). The mass flow rate remains 
constant during the whole process. So, with the approach to the disc, the air stream slows down and, 
consequently, expands its cross section area (due to the principle of linear momentum). 
 
Figure 3.26 – The energy extracting stream tube of a wind turbine (adapted from (Burton, Sharpe et al., 2001)) 
 
This theory considers the following assumptions (Manwell, McGowan et al., 2010): 
o Homogenous, incompressible, steady state fluid flow; 
o No frictional drag; 
o An in-plane continuous disc (similar to an infinite number of blades); 
o Uniform thrust over the disc; 
o A non-rotating wake; 
o The static pressure far upstream and far downstream of the rotor is equal to the undisturbed 
ambient static pressure. 
A schematic illustration of the flow mechanism according to this theory is presented in Figure 3.27. 
Flow Direction
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Figure 3.27 – Actuator disc with stream tube. Velocity and pressure development along the stream tube (adapted from 
(Tempel, 2006)) 
 
Considering the variation of linear momentum of the volume of air in the stream tube and the mass 
conservation principle, it is possible to calculate the axial thrust force of the rotor (ܨ஺), considering the 
variation of the cross section between 0 and ܹ), represented in Figure 3.27: 
 
 ܨ஺ ൌ ܷ଴ሺߩ௔௜௥. ܣ. ܷሻ଴ െ ܷ௪ሺߩ௔௜௥. ܣ. ܷሻ௪  (3.1) 
with: 
ܨ஺ Axial thrust force of the rotor  
ߩ௔௜௥  Mass density of air  
∗ܷ wind velocity (in section *)  
ܣ∗ Area of cross section (in section *)  
∗଴ Section far ahead of the rotor  
∗௪  Section far wake of the rotor  
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Since the flow is considered as in a steady state, it is possible to consider: 
 
 ሶ݉ ൌ ሺߩ௔௜௥. ܣ. ܷሻ଴ ൌ ሺߩ௔௜௥. ܣ. ܷሻ௪ (3.2) 
with: 
ሶ݉  Mass flow rate  
 
The thrust force can then be defined as: 
 
 ܨ஺ ൌ ሶ݉ ሺܷ଴ െ ܷ௪ሻ (3.3) 
 
Applying the Bernoulli equation between the sections far ahead and in the vicinity ahead of the rotor 
(∗஽,଴), and between the vicinity of the rotor wake (∗஽,ௐ) and the far wake of the rotor, it becomes: 
 
 ݌଴ ൅ 12 . ߩ௔௜௥. ܷ଴
ଶ ൌ ݌஽,଴ ൅ 12 . ߩ௔௜௥. ܷ஽,଴
ଶ  
(3.4) 
 ݌஽,௪ ൅ 12 . ߩ௔௜௥. ܷ஽,௪
ଶ ൌ ݌௪ ൅ 12 . ߩ௔௜௥. ܷ௪
ଶ  
with: 
݌∗ Pressure (in section *)  
 
As exposed in Figure 3.27, the flow velocity is the same immediately before (section ܦ, 0) and after 
(section ܦ,ܹ) the actuator disc and the pressure is identical far away of the rotor disc (ahead and 
after). 
So, defining the thrust force according to the variation of pressure on each vicinity of the disc: 
 
 ܨ஺ ൌ ܣ஽൫݌஽,଴ െ ݌஽,ௐ൯ (3.5) 
 
and introducing (3.4) in equation (3.5), one obtains: 
 
 ܨ஺ ൌ 12 . ߩ. ܣ஽ሺܷ଴
ଶ െ ܷௐଶ ሻ (3.6) 
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From equation (3.6) and considering ሶ݉ ൌ ሺߩ. ܣ. ܷሻ஽ in equation (3.3), it is possible to conclude that 
the velocity in the disc section is the average value of the upstream and downstream flow speed:  
 
 ܷ஽ ൌ ܷ଴ ൅ ܷௐ2  (3.7) 
 
Introducing the axial induction factor (ܽ) as: 
 
 ܽ ൌ ܷ଴ െ ܷ஽ܷ଴  (3.8) 
 
it is possible to rewrite equation (3.7) as: 
 
 ܷ஽ ൌ ܷ଴ሺ1 െ ܽሻ 
(3.9) 
 ܷௐ ൌ ܷ଴ሺ1 െ 2. ܽሻ 
 
As shown in the previous equations, ܽ defines the degree of slowdown of the wind at the actuator disc. 
From equation (3.9), it is concluded that, in the extreme case, the induction factor can be ܽ = 1/2. 
However, in this situation, the flow would cease and, thus, the flow mechanism would not be possible. 
Since the power output (ܲ) is obtained as the rate of work done by the force at the actuator disc, it can 
be written as: 
 
 ܲ ൌ ܨ஺. ܷ஽ ൌ ൤12 . ߩ. ܣ஽. ܷ଴
ଷ൨ . ሾ4. ܽሺ1 െ ܽሻଶሿ (3.10) 
 
where the term defined in the first square brackets represents the power that is present in the flux, 
while the second square brackets represents the efficiency of the power capturing. 
Considering equations (3.6) and (3.9), the thrust force is defined as: 
 
 ܨ஺ ൌ 12 . ߩ. ܣ஽. ܷ଴
ଶ. 4. ܽሺ1 െ ܽሻ (3.11) 
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Usually, both ܲ and ܨ஺ parameters are characterized by non-dimensional coefficients: the power 
coefficient (ܥ௉) and the thrust coefficient (ܥ்), respectively: 
 
 ܥ௉ ൌ ܲ݋ݓ݁ݎ	ܧݔݐݎܽܿݐ݁݀ܲ݋ݓ݁ݎ	ܣݒ݈ܾ݈ܽ݅ܽ݁ ൌ
1
2 . ߩ. ܣ஽. ܷ଴ଷ. 4. ܽሺ1 െ ܽሻଶ1
2 . ߩ. ܣ஽. ܷ଴ଷ
ൌ 4. ܽሺ1 െ ܽሻଶ (3.12) 
 ܥ் ൌ ݄ܶݎݑݏݐ	ܨ݋ݎܿ݁ܦݕ݊ܽ݉݅ܿ	ܨ݋ݎܿ݁ ൌ
1
2 . ߩ. ܣ஽. ܷ଴ଶ. 4. ܽሺ1 െ ܽሻ1
2 . ߩ. ܣ஽. ܷ଴ଶ.
ൌ 4. ܽሺ1 െ ܽሻ (3.13) 
 
In Figure 3.28 both coefficients are represented. As expected, the maximum values of the coefficients 
are attained for different values of ܽ (as already referred, values of ܽ greater than 1/2 are unrealistic). 
 
Figure 3.28 – Variation of ܥ௉ and ܥ்  with the axial induction factor 
 
The calculation of the induction factor for the maximum values of the coefficients is obtained with: 
  
 
dܥ௉
dܽ ൌ 0 → ܥ௉,ெ஺௑ ൌ
16
27 ≅ 0.593, ܽ ൌ
1
3 (3.14) 
 
dܥ்
dܽ ൌ 0 → ܥ்,ெ஺௑ ൌ 1, ܽ ൌ
1
2 (3.15) 
 
While the results obtained for the thrust coefficient are not of too much importance (due to the fact 
that the maximum value is obtained for an unrealistic situation), the result of equation (3.14) 
represents an important achievement. The value of 16/27, named as Betz Limit, is considered the 
theoretical maximum limit for power extraction from the flow. This means that, no matter the 
efficiency of the machine, no wind turbine can extract more than 59.3 % of the kinetic energy of the 
wind. 
Obviously, this theory does not accurately characterize the real physical situation: the rotor is not 
composed by a uniform disc with only axial thrust acting on it and the wind does not continue as an 
undisturbed axial flow after passing through the rotor, among other things. To overcome these 
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simplifications, the variation of angular momentum in the flow is considered in the theory presented 
in the next section. 
 
3.2.3 ANGULAR MOMENTUM THEORY 
The angular momentum theory also studies the extraction of power from the wind flow. However, this 
theory, unlike the axial momentum theory, assumes the rotation of the rotor and, consequently, the 
creation of a rotational wake flow. This rotational wake flow has an opposite direction from the rotor 
rotation in reaction to the torque exerted by the flow on the rotor. 
An important difference from the axial momentum theory is that the energy extracted from the flow is 
lower. This is due to the energy employed in the rotor and wake rotation. It is assumed that the 
angular velocity of the rotor (Ω) is high when compared to the angular velocity of the wake flow (߱). 
Since the tangential speed of the rotor is not the same for all radial positions, annular rings of radius ݎ 
and thickness dݎ are considered, defining areas of 2. ߨ. ݎ. dݎ (Figure 3.29). 
 
Figure 3.29 – Annular ring in the stream tube and decomposition of wake wind speed (adapted from (Manwell, McGowan 
et al., 2010)) 
 
As shown in Figure 3.29, the wake flow has an axial speed of ܷ଴ሺ1 െ ܽሻ (like in the axial momentum 
theory) and a rotational speed of ߱. 
Defining an angular induction factor as: 
 
 ܽ′ ൌ ߱2. Ω (3.16) 
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dr
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the angular velocity of the wake flow can be written as: 
 
 ߱ ൌ 2. Ω. ܽ′ (3.17) 
 
The torque of the annular stream is defined as the rate of change of angular momentum (due to the 
rotational speed): 
 
 
dܶ ൌ ߩ. 2. ߨ. ݎ. dݎ. ଴ܷሺ1 െ ܽሻ. 2. Ω. ܽᇱ. ݎଶ ൌ 
ൌ 4. ܽᇱ. ܷ଴ሺ1 െ ܽሻ. ߩ. Ω. ݎଷ. ߨ. dݎ 
(3.18) 
with: 
ܶ Torque on the actuator disc  
 
With the defined rotor torque, it is possible to calculate the power output due to it: 
 
 dܲ ൌ T. Ω (3.19) 
 
Defining the relationship between the tangential speed of the rotor at a radial distance ݎ and the wind 
speed as the local speed ratio (or tip speed ratio, for the case of ݎ ൌ ܴ): 
 
 
Ω. ݎ
ܷ଴ ൌ ߣ௥ 
Ω. ܴ
ܷ଴ ൌ ߣ 
(3.20) 
 
The power output (3.19) for each ring of radius ݎ and thickness dݎ can be written as: 
 
 dܲ ൌ ൤12 . ߩ. ܷ଴
ଷ. 2. ߨ. ݎ. dݎ൨ . ሾ4. ܽ′ሺ1 െ ܽሻ. ߣ௥ଶሿ (3.21) 
 
Once again, the term defined in the first square brackets represents the power of the flux, while in the 
second square brackets, the efficiency of the capturing element is quantified (also known as blade 
element efficiency (Burton, Sharpe et al., 2001)). 
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As shown in (3.21), the power output extracted from the wind when the rotational wake is considered, 
depends not only on ܽ and ܽᇱ, but also on the tip speed ratio. The power coefficient is defined by: 
 
 dܥ௉ ൌ
dܲ
1
2 . ߩ. ܣ. ܷ଴ଷ
⇒ ܥ௉ ൌ 8ߣଶ න ܽ′ሺ1 െ ܽሻߣ௥
ଷ dߣ௥
ఒ
଴
 (3.22) 
 
Although the calculation of the integral in the equation (3.22) is not presented in this work (it can be 
consulted in (Manwell, McGowan et al., 2010)), it is important to note two things: 
o The power coefficient (ܥ௉) depends on the tip speed ratio (λ); 
o The maximum power that can be extracted from the wind tends to the Betz Limit (16/27). 
Figure 3.30 illustrates the previous statements. 
 
Figure 3.30 – Evolution of ܥ௉ with λ according to angular momentum theory 
 
Considering the previous statements, it is possible to conclude that the evolution from rotors with 
fixed-speed to rotors with variable-speed was a major evolution step for the efficiency in energy 
harvesting. Whereas in a fixed-speed, the optimum tip-speed ratio is only achieved for a specific wind 
speed, with a variable-speed turbine, it is possible to have different optimum points of operation for 
each wind speed (Figure 3.31). 
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Figure 3.31 – Power output as function of rotational speed for a fixed- and variable-speed wind turbine for different wind 
speed classes (adapted from (Tempel, 2006)) 
 
Although the previous momentum theories already explain the power extraction from a wind flow, the 
problem is still not solvable yet due to unknown axial and angular induction factors (ܽ and ܽᇱ). For 
this reason, an additional approach to this problem is needed: the blade element theory. 
 
3.2.4 BLADE ELEMENT THEORY 
In this theory, the forces acting on the blades are expressed as a function of their shape and 
orientation. The following assumptions are adopted: 
o Each blade is divided into ݊ elements along its longitudinal axis; 
o There is no radial flow (the aerodynamic interaction between elements is ignored); 
o The forces acting on the blades are determined only according their airfoil characteristics: lift 
(ܥ௅) and drag (ܥ஽) coefficients; 
o Three-dimensional effects are neglected. 
Figure 3.32 presents a different perspective of the rotor annular ring of the Figure 3.29. It also presents 
a detailed illustration of a blade, with an arbitrary airfoil and the wind and rotor velocities associated 
with one element (grey area). 
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Figure 3.32 – Rotor annular ring and detail of a blade element (adapted from (Burton, Sharpe et al., 2001)) 
 
As previously introduced, a blade element with a radius ݎ and a radial width dݎ is subjected to an axial 
wind speed of ܷ଴ሺ1 െ ܽሻ and a rotational wind speed2 of Ω. ܽᇱ created by a rotor angular speed of Ω. 
Since tangential speeds are obtained from rotational speed multiplied by ݎ, the resultant relative 
velocity between the blade element and the wind is: 
   
 ܷோ௘௟ ൌ ඥሾܷ଴ሺ1 െ ܽሻሿଶ ൅ ሾΩ. ݎሺ1 ൅ ܽ′ሻሿଶ (3.23) 
 
An illustration of the relative velocity, its components and the associated lift (ܨ௅) and drag (ܨ஽) forces 
is presented in Figure 3.33 (where the chord of the airfoil is represented by ܿ, ߠ represents the pitch 
angle and ߶ represents the angle of inflow). 
           
Figure 3.33 – Relative wind velocity applied to the airfoil and the subsequent lift and drag forces   
 
                                                     
2 The rotational speed of the blade element is obtained assuming a linear increase from 0 (at the far ahead location) to 
2. Ω. ܽ′ (in the far wake location). 
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Having in mind the relative velocity defined in equation (3.23), it is possible to define the drag and lift 
forces: 
 
 dܨ஽ ൌ 12 . ܥ஽ሺߙሻ. ߩ. ܷோ௘௟
ଶ . ܿ. dݎ (3.24) 
 dܨ௅ ൌ 12 . ܥ௅ሺߙሻ. ߩ. ܷோ௘௟
ଶ . ܿ. dݎ (3.25) 
with: 
ܨ஽ Drag force  
ܨ௅ Lift force  
ߙ Angle of attack  
 
3.2.5 BLADE ELEMENT MOMENTUM 
The Blade Element Momentum (BEM) is defined as a joining of the momentum and blade element 
theories, in order to solve the blade load problem. 
Summarizing the results obtained with the previous deductions, one gets from the axial momentum 
theory: 
 
 dܨ஺ ൌ 4. ܽሺ1 െ ܽሻߩ. ܷ଴ଶ. ߨ. ݎ. dݎ,  
Considering: dܣ஺௡௡௨௟௔௥ ௥௜௡௚ ൌ 2. ߨ. ݎ. dݎ 
(3.26) 
 
and from the angular momentum theory: 
 
 dܶ ൌ 4. ܽᇱ. ܷ଴ሺ1 െ ܽሻ. ߩ. Ω. ݎଷ. ߨ. dݎ (3.27)  
 
Considering now the results presented for the blade element theory (equations (3.24) and (3.25)) and 
calculating their effects on the rotor, the following expressions for dܨ஺ and ݀ܨ் are obtained: 
 
 dܨ஺ ൌ ஻ܰ. 12 ߩ. ܷோ௘௟
ଶ ሾܥ௅ܿ݋ݏሺ߶ሻ ൅ ܥ஽ݏ݅݊ሺ߶ሻሿܿ. dݎ (3.28) 
 dܶ ൌ ஻ܰ. 12 ߩ. ܷோ௘௟
ଶ ሾܥ௅ݏ݅݊ሺ߶ሻ െ ܥ஽ܿ݋ݏሺ߶ሻሿܿ. ݎ. dݎ (3.29) 
with: 
஻ܰ Number of blades  
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Taking into account the following relationships: 
 
 ߪᇱ ൌ ஻ܰ. ܿ2. ߨ. ݎ (3.30) 
 ܷோ௘௟ ൌ ܷ଴
ሺ1 െ ܽሻ
ݏ݅݊ሺ߶ሻ  (3.31) 
with: 
ߪ′ Local solidity  
 
it is possible to obtain expressions for the axial and angular induction factors, equating (3.11) with 
(3.28) and (3.18) with (3.29), respectively: 
 
 
ܽ
ሺ1 െ ܽሻ ൌ
ߪ′ሾܥ௅. ܿ݋ݏሺ߶ሻ ൅ ܥ஽. ݏ݅݊ሺ߶ሻሿ
4. ݏ݅݊ଶሺ߶ሻ  (3.32) 
 
ܽ′
ሺ1 െ ܽሻ ൌ
ߪ′ሾܥ௅. ݏ݅݊ሺ߶ሻ െ ܥ஽. ܿ݋ݏሺ߶ሻሿ
4. ݏ݅݊ଶሺ߶ሻ. ߣ௥  (3.33) 
(According to some authors (Wilson and Lissaman, 1974), it is acceptable to set ܥ஽  as zero) 
 
However, it is important to consider that this theory refers to an independence of each annular section 
of the blade to the adjacent ones. Although this does not correspond to reality, for normal operations 
tip speed ratios, the error is considered as acceptable. Beside this aspect, some corrections should be 
introduced to the BEM theory: 
o According to equation (3.9), the axial induction factor has to be lower than 0.5, otherwise a 
reversal of the wake flow would be induced. Since this cannot occur, a different explanation is 
needed for this situation. In reality, for high values of ߣ (which lead to high values of ܽ), the 
permeability of rotor is almost comparable to a disc. Some authors, such as Glauert (Glauert, 
1926), proposed a correction for the axial induction factor curve (Figure 3.34); 
 
Figure 3.34 – Trend of thrust coefficients for high values of axial induction factor (adapted from (Manwell, McGowan et 
al., 2010)) 
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o Another correction that should be taken into account is the loss of power production near the 
tip of the blades - called tip-loss factor. This is due to the discrete number and finite length of 
real blades, which is not accounted in the classical approach of the BEM theory. The most 
common approach to this problem is through the Prandtl’s approximation. 
 
Figure 3.35 – Span-wise variation of combined tip/root-loss factor for a three-blade turbine optimized for a tip speed ratio 
of 6 and with a blade root at 20% span (Burton, Sharpe et al., 2001) 
 
3.2.6 CONTROL STRATEGIES OF WIND TURBINES 
At this point, the most important aspects of the theories explaining the performance of a wind turbine 
were introduced. Having those in mind, it is now possible to introduce some aspects related to control 
in the operation of the turbine. These control operations have an important influence in the dynamic 
behaviour of the overall structural system. 
The performance of wind turbines requires some kind of control (passive or active) in order to 
adequately operate as expected. This is a crucial aspect mainly due to two reasons: to maximize the 
power production and to avoid excessive loads that could jeopardize the integrity of the structure. 
In this subsection, three types of control will be briefly described: blades aerodynamic control (stall 
and pitch control) and rotor speed. The purpose of the description is to present the basic aspects 
related to control operations behind the different operating regimes of the wind turbines that will be 
later described in this work.   
 
3.2.6.1 Stall Control 
Stall control is a solution to control the aerodynamic loads acting on the rotor. This solution is based 
on the separation of the flow at the surface of the blades with increasing the wind speed for a constant 
tangential velocity of the rotor (without changing the blades pitch angle). This flow separation leads to 
a decrease of the lift force of the blade, limiting the aerodynamic power input. 
Historically, stall control is a passive solution. As can be seen in Figure 3.36, with the increase of the 
wind speed, the angle of attack increases for a fixed blade pitch angle. The graph in the lower left 
corner of Figure 3.36 shows the evolution of the lift coefficient with the angle of attack for a common 
airfoil. With this graph, it is visible that the increase of the angle of attack beyond a certain limit leads 
to the creation of instability, dropping the lift force. 
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Figure 3.36 – Aerodynamic stall effect on a blade profile 
 
Wind turbines with this design present a lower aerodynamic efficiency below rated regime than with a 
solution based on pitch control, since the rotor must operate closer to stall. 
Although stall control seems to be a simple solution, it has some drawbacks, such as a less precise 
control of the power production and the inability to drop the thrust force of the rotor at high wind 
speeds  (when compared to the pitch control solution) (Hau, 2006). For this reasons, the stall control is 
usually only used with turbines with a power output up to 1.5 MW. 
With large wind turbines, the attempts to introduce this control technology have been made with a 
more complex construction, with the use of an active blade pitch angle adjustment. That is the case of 
the Izar Bonus 1.3MW/62 studied in Chapter 5. 
 
3.2.6.2 Pitch Control 
Pitch control of the blades is the nowadays standard solution in the wind industry. With this design, 
the blades are able to turn about their longitudinal axis with the help of actuators, allowing adjusting 
the angle of attack of the blade in order to regulate the rotor speed while keeping the load torque 
constant. Rotor blades are able to pitch until reach a feathered position (around 90º). This mechanism 
is illustrated in Figure 3.37. 
 
Figure 3.37 – Pitch control mechanism 
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Pitch control of the blades allows a better control of the rotor speed, resulting in a more constant 
power output. In Figure 3.38, the power curves of two wind turbines with stall and pitch control are 
shown. As can be seen, the last part of the curve (after the rated speed), is considerably more flat with 
pitch control. This is the solution implemented in both the Vestas V90-3.0 MW and Senvion MM82 
studied in Chapters 5 and 7. 
 
Figure 3.38 – Power curve of a 500 kW wind turbine with rotor regulation by active pitch and passive stall (adapted from 
(Burton, Sharpe et al., 2001)) 
 
3.2.6.3 Rotor Speed Control 
In the case of variable-speed generators, it is possible to control, under a certain range, the speed of the 
rotor (or generator). As previously referred, this is an important advantage since the optimum 
production efficiency is achieved at the optimum tip speed ratio. Thus, a (theoretically) continuous 
adjustment of the rotor speed would be required to keep up with the variation of the wind speed 
(according to equation (3.20)). According to equations (3.10) and (3.20), the power output can be 
defined by: 
 
 ܲ ൌ 12 . ߩ. π. ܴ
ହ. ܥ௉ߣଷ . Ω
ଷ (3.34) 
  
The maximum aerodynamic power is defined by introducing the optimum tip speed ratio (λ୭୮୲) and 
the maximum power coefficient (ܥ௉ሺ௠௔௫ሻ) in equation (3.34), while the rotor speed is optimum 
(Ω୭୮୲). Equation (3.34) can then be rewritten as: 
 
 ܲ ൌ ܭ.Ωଷ (3.35) 
 
where 
 
 ܭ ൌ 12 . ߩ. π. ܴ
ହ. ܥ௉ߣଷ  (3.36) 
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Equation (3.35) shows that the maximum aerodynamic efficiency is proportional to the cubic of the 
rotor speed. In the same sense, the torque is defined as proportional to the square of the rotor speed: 
 
 ܶ ൌ ܭ.Ωଶ (3.37) 
 
Considering these equations, it is concluded that, under steady state conditions (and assuming that the 
variables from equation (3.36) are at their optimum values), the maximum efficiency can be achieved 
by varying the rotor torque according to the squared value of the rotor speed. This is the control 
strategy for maximum efficiency. However, some restraints prevent the operation of the turbines 
following this strategy over the whole operating regimes. 
Figure 3.39 illustrates the relationship between the torque and speed of the generator from a variable-
speed wind turbine with pitch control. For this turbine, the referred strategy is followed between the 
operating points B and C. In this operating regime, the generator torque is proportional to the square 
of the generator speed, in order to be in line with the optimum power coefficient (red line in Figure 
3.39). This means that, (theoretically) optimal power extraction occurs within this operating zone. 
Due to aerodynamic noise, loads and other design constraints, it is not possible to follow the optimum 
ܥ௉ curve for all wind speed regimes, being the maximum allowable rotor speed achieved at a relatively 
low wind speed (Burton, Sharpe et al., 2001). For that reason, when reaching the operating point C, a 
different control strategy is followed. At this point, the increase of power production (with the increase 
of wind speed) is obtained by increasing the torque, while the rotor speed is kept at its rated value (line 
CE). When the rated generator rotor torque value is achieved, the power production is maintained at 
the same level by adjusting the pitch angle of the blades, which allows controlling the input torque 
generated by higher wind speeds (point E). 
It should be noted that the described chain of operating regimes are referred to a situation in which no 
limitations are present for control. In reality, some constraints are present in the definition of the 
control algorithms, leading to the need of transitional regimes. Thus, the dashed line A’B’C’D’E’ 
defines a chain of operating conditions more in line with the operation of wind turbines in real 
conditions. 
 
Figure 3.39 – Illustration of the torque-speed curve for a variable-speed wind turbine with pitch control (adapted from 
(Burton, Sharpe et al., 2001)) 
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3.3 FINAL CONSIDERATIONS 
This chapter starts with the description of the main structural elements of wind turbines. A special 
focus is given to the support structure (tower and foundation – in onshore models; tower, transition 
piece and foundation – in offshore models). This element conditions, in a large extent, the modal 
properties and, consequently, the dynamic behaviour of wind turbines. 
The chapter continues with a depiction of the main costs related to a wind farm project for onshore 
and jacket-based offshore models. A high relative cost is found for the support structure and blades. 
Specially in the case of offshore installations, the foundation represents an important share of the 
overall cost. 
Also the reliability of the various elements of wind turbines is analysed. It is seen that accumulated 
experience demonstrated that the support structure in onshore wind turbines is not a commonly 
problematic element. However, the increase of the wind turbine dimensions, together with the 
installation of turbines in offshore harsh environments, is expected to introduce new problems. The 
evaluation of the reliability of the wind turbine components is a key aspect on the definition of the 
maintenance procedures, including new strategies based on data collected by installed monitoring 
systems. 
Lastly, a brief description of the wind turbine performance based on the axial momentum and blade 
element theories is introduced. This theoretical background represents a helpful insight for the 
comprehension and definition of the various operational conditions of a wind turbine. The variation 
of the conditions requires the definition of control strategies for the proper operation of the turbine. In 
that sense, simplified aerodynamic and rotor torque control strategies are included in this chapter. As 
will be seen in the following chapters, the variations imposed by the various regimes of operation of a 
wind turbine influence its modal properties. 
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4  
STRUCTURAL BEHAVIOUR OF WIND 
TURBINES 
 
4.1 STRUCTURAL DYNAMICS 
Wind turbine structures are highly dynamic systems. As illustrated in Figure 4.1, the normal operation 
of a wind turbine is a process in which different types of dynamic excitation take place. However, two 
main sources of excitation are evident: environmental conditions (wind loading and offshore 
conditions, if applicable) and the rotating machinery during operation, mainly the rotor. 
 
Figure 4.1 – Sources of dynamic excitations of an offshore wind turbine (for onshore turbines, tides, currents and waves 
are, obviously, not applicable) 
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Thus, an accurate description of the dynamic behaviour is extremely important in this context, 
otherwise resonance phenomena are very likely to occur due to several sources. 
A complete wind turbine structure can be idealized as an assembly of coupled multi degree-of-freedom 
mass-spring-damper systems. With this in mind, the structure is defined according to its mass, 
damping and stiffness properties (Clough and Penzien, 1995): 
 
 ܯ. ሷܻ ൅ ܥଵ. ሶܻ ൅ ܭ. ܻ ൌ ܨሺݐሻ (4.1) 
with: 
ܯ Mass matrix  
ܥଵ Damping matrix   
ܭ Stiffness matrix  
ܻ Displacement vector  
ܨሺݐሻ Excitation force  
 
Although the complete characterization of a wind turbine might be complex, simplifications for some 
components can be made for initial considerations. Within the scope of this thesis, the most important 
aspects related with the dynamic characterization of the tower, blades and the tower-blades coupling 
are presented. 
 
4.1.1 DYNAMIC CHARACTERIZATION OF THE TOWER 
The tower structure of a wind turbine is a component for which a rigorous dynamic characterization is 
essential. However, simple geometric sections are usually used (namely, tubular sections) and a 
sufficiently accurate characterization of the material is also often achievable with simple methods 
(mainly for steel structures). Furthermore, the rotation of the rotor introduces small influence on the 
first natural frequency of the tower, which enables its calculation with the rotor at stand-still position 
with sufficient rigorous results. Taking this into account, a simple cantilevered column with 
distributed mass and a concentrated mass at the top (Figure 4.2) can be used for initial assessment of 
the natural frequency of the first tower bending mode. 
 
Figure 4.2 – Simplified structure for calculation of the natural frequency of the tower bending mode  
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With this configuration, approximate values of the tower first natural frequency can be obtained 
through: 
 
 ଵ݂ ൌ ௙ܿ,ଵ2. ߨ ඨ
ܧ்௢௪௘௥. ܫ்௢௪௘௥
்݉௢௣. ܮ்௢௪௘௥ଷ ൅ ௙ܿ,ଶ. ்݉௢௪௘௥. ܮ்௢௪௘௥ସ  (4.2) 
with: 
ଵ݂ Tower first natural frequency  
௙ܿ,ଵ Constant value: 1.732 (Young and Buynas, 2002) or 1.7436 (Vugts, 2000), depending 
on literature sources 
 
௙ܿ,ଶ Constant value: 0.236 (Young and Buynas, 2002) or 0.227 (Vugts, 2000), depending 
on literature sources 
 
ܧ்௢௪௘௥  Tower elastic modulus  
ܫ்௢௪௘௥  Tower section inertia  
்݉௢௣ Tower top mass (including nacelle, all the equipment in it and the rotor)  
்݉௢௪௘௥  Tower mass per unit length  
ܮ்௢௪௘௥  Tower height  
 
Figure 4.3  presents an illustration with the mode shape configuration of the first vibration mode for 
the fore-aft (1 FA) and side-side (1 SS) directions. 
 
Figure 4.3 – First tower vibration mode for fore-aft and side-side directions: undeformed (grey) and deformed (black) 
structure (adapted from (Skjoldan, 2011)) 
 
4.1.2 DYNAMIC CHARACTERIZATION OF THE ROTOR 
The definition of the dynamic properties of the rotor blades presents a more complex nature than for 
the tower structure. Besides the material composition and geometry of the blades, it is important to 
realize that the dynamic behaviour of the rotor acts as a whole, which means that the stiffness of the 
shaft supporting bearings has a direct influence on the vibration modes. It is also important to 
understand that, when the wind turbine is operating (and the rotor is spinning), two particular effects 
take place which affect the dynamic behaviour of the structural system: gyroscopic and centrifugal 
stiffening effects. 
1 FA 1 SS
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The rotor modes of wind turbines can be divided into two groups: flapwise and edgewise (see Figure 
3.2). For each order of these modes, three “sub-modes” need to be considered, namely, one symmetric 
and two asymmetric modes in each direction. These modes are presented in Figure 4.4. The symmetric 
mode is characterized by the deflection of the three blades in the same direction: 
o Flapwise modes: the blades deflect in the rotor out-of-plane direction (1 FS); 
o Edgewise modes: the blades deflect in the rotor plane direction (1 ES). 
On the other hand, the two asymmetric modes are defined accordingly to the direction of the motion 
of the blades: 
o Flapwise modes: tilt (1 FT) and yaw mode (1 FY); 
o Edgewise modes: horizontal (1 EH) and vertical mode (1 EV). 
 
Figure 4.4 – First order rotor modes (for low values of pitch angle): undeformed (grey) and deformed (black) structure 
(adapted from (Skjoldan, 2011)) 
 
These asymmetric modes are associated with translation and rotation of the rotor. This is the reason 
why the stiffness of the supporting elements of the rotor has an important role in these modes. 
When the wind turbine is under operation and the rotor is spinning, two particular effects need to be 
accounted for: gyroscope effects and centrifugal stiffening. These effects should be considered in the 
equation of motion (equation (4.1)) of the rotor as: 
 
 ܯ. ሷܺ ൅ ሺܥଵ ൅ ܩሻ ሶܺ ൅ ൅ሺܭ ൅ ܭ஼ሻܺ ൌ ܨሺݐሻ (4.3) 
with: 
ܩ Gyroscopic matrix  
ܭ஼  Geometric stiffness matrix   
1 F Y1 F T1 F S
1 E V1 E H1 ES
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Gyroscope Effect 
The rotation of the rotor introduces a well-known characteristic in the context of rotor dynamics: the 
gyroscopic effect. This effect is due to the flexibility of supporting bearings of the rotor which leads to 
deviation of the rotating axis from the bearing centre line (Yoon, Lin et al., 2013). Essentially, when the 
rotor is rotating at the shaft axis, the motion in the two orthogonal axes is coupled. This is evident by 
the skew-symmetric nature of the gyroscopic matrix (Ewins, 2000; Yoon, Lin et al., 2013). Thus, under 
rotation, the rotor suffers two rotational movements: the rotation of the shaft itself; and a whirl 
rotation due to gyroscopic effects. There are two types of whirl rotation, namely, forward (when the 
rotation is in the same direction of the shaft) and backward (when the rotation is in the opposite 
direction). Figure 4.5 illustrates these two phenomena for two different situations: one where the 
rotor/ stator system is symmetric and another where the system is non-symmetric. 
 
     a.1)     a.2)                      b.1)     b.2) 
Figure 4.5 – Motion of the rotor system (for a fixed reference) including the gyroscopic effect (the smaller trajectory 
represents the rotation of the shaft around itself, while the larger path indicates the whirl motion): a) represents a 
symmetric rotor system; b) represents a non-symmetric system; .1 represents the backward whirl mode; .2 represents the 
forward whirl movement (adapted from (Ewins, 2000)) 
 
The dynamic behaviour of wind turbine rotors is similar to what was described above. With the 
rotation of the rotor, the two asymmetric modes couple (the tilt with the yaw flapwise mode; and the 
horizontal with the vertical edgewise mode), resulting in the development of the whirl modes. The 
frequency of these whirl modes (backward – BW - and forward - FW) drift, from a fixed-frame 
reference, due to the rotor rotation. This situation is illustrated in Figure 4.6. As exposed in Figure 4.5, 
the forward and backward definition of the whirl modes refers to the rotation of the rotor centre of 
mass in the same or against the rotor direction, respectively (Skjoldan, 2011). 
Ω Ω
Ω Ω
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Figure 4.6 – Campbell diagram of fixed-frame natural frequencies (O) for the first 10 structural modes of a 600 kW three-
bladed wind turbine. Lines denote the centre frequencies of the rotor whirling modes given േΩ added to the fixed-frame 
natural frequencies (adapted from (Hansen, 2007)) 
 
Figure 4.6 illustrates some important phenomena that should be considered when studying the 
dynamic behaviour of wind turbine rotors. 
When the rotor is stopped, modes 4 and 5 (first flapwise yaw and flapwise tilt modes) are very close. 
The difference between them is due to different elastic supports in the corresponding directions. 
Usually, the yaw mode is lower than the tilt mode because towers are stiffer in tilt than in yaw 
direction (Hansen, 2003). The 6th mode, the flapwise symmetric mode, is slightly higher than the 
asymmetric ones. This is justified by the fact that this mode, in which all the blades vibrate 
simultaneous in-phase, beholds also some fore-aft motion of the tower in out-of-phase (Hansen, 
2003). When the rotor starts to operate, a change in the frequency value of the modes is evident. As 
highlighted in Figure 4.6, the pair of asymmetric modes starts to couple and became pairs of whirling 
modes. Thus, FW and BW modes start to drift, increasing and decreasing their frequency values, 
respectively, in an amount equal to the rotor speed (±Ω). This splitting phenomenon, identified 
considering a fixed reference of observation, is due to the gyroscopic effect. 
Modes 7 and 8 have a similar behaviour as the described for the 4th and 5th mode. These frequencies are 
also slightly different when the rotor is stopped due to different flexibilities of the rotor supports. 
When the rotor starts to spin, a similar splitting effect is noticeable. 
In the last two modes (2 flapwise FW and BW modes), the difference at parked situation of these two 
frequencies indicates an even greater difference in the requested flexibility of the support in both 
directions. Although the behaviour of these two modes is very similar to modes 4 and 5, it is important 
to refer that it is less pronounced due to the lower contribution of the gyroscopic reaction forces 
(Hansen, 2007). 
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The evolution of the frequencies with the rotor speed usually leads to situations where two different 
modes stay very close to each other. In the presented situation, the 1st flapwise FW with the 1st 
symmetric mode and the 1st edgewise FW with the 2nd flapwise BW feature very close frequencies. In 
these situations, the vibrations modes interact with each other, presenting a mode shape with a mixed 
configuration. 
One last aspect should also be mentioned. If Figure 4.6 is observed carefully, it is possible to verify that 
the frequency of the 1 FS mode, which does not contain any gyroscopic effect, also increases with the 
rotor speed. This situation is also noticeable for the centre lines of the whirl modes (solid line) which 
imply that another effect is present that increases the value of the frequencies too. This phenomenon is 
called centrifugal stiffening. 
 
Centrifugal Stiffening Effect 
As introduced in the previous section, the centrifugal stiffening effect is responsible for the increase of 
the rotor modes frequencies with the rotor speed. As referred, this effect is very pronounced in the 
flapwise modes, being the responsible by the curved path of these frequencies in the Campbell diagram 
(Figure 4.6). 
This effect is justified by an increase in stiffness due to centrifugal forces acting on the rotating blades. 
This centrifugal stiffening is then defined by the additional tensile forces installed on the blades for a ݎ 
position along the blade (Naguleswaran, 1994): 
 
 ܨ஼ሺݎሻ ൌ න ߩ஻௟௔ௗ௘. ܣ஻௟௔ௗ௘. Ωଶሺܴு௨௕ ൅ ݎሻ
௅ಳ೗ೌ೏೐
௥
dݎ (4.4) 
with: 
ܨ௖  Centrifugal force  
ߩ஻௟௔ௗ௘  Density of the blade  
ܣ஻௟௔ௗ௘  Cross section area of the blade  
Ω Rotational frequency of the rotor  
ܮ஻௟௔ௗ௘  Blade length  
ܴு௨௕  Rotor hub radius  
ݎ Position of the blade under consideration   
 
Alongside with the tensile force presented in the blade due to the centrifugal forces, the influence of 
the gravity (self-weight) can also be introduced. This effect, which is reflected by an axial force acting 
on the blade, depends on the position of the blade (Murtagh, Basu et al., 2005). Thus, the effect of the 
self-weight of the blade should be added or subtracted to its stiffness, either it is a tensile or a 
compressive force, respectively. However, it is referenced that this gravity effect is negligible when 
compared to the effect of the centrifugal stiffening (Arrigan, Pakrashi et al., 2011). 
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Several authors, among which (Naguleswaran, 1994) and (Yoo and Shin, 1998), studied the problem of 
determination of natural frequencies of simple beams rotating on a hub taking into account the 
centrifugal stiffening. However these studies focused on simple beams, with constant parameters along 
the length of the beams, which diverge substantially from a common wind turbine blade. More 
complex studies were developed for the specific case of the blades, e.g (Hansen, 2003), however they 
are outside the scope of this work. Nevertheless, a rough estimation of the increase of the natural 
frequency of a blade due to centrifugal stiffening is presented (Putter and Manor, 1978): 
 
 ߱஻௟௔ௗ௘,ோଶ ൌ ߱஻௟௔ௗ௘ଶ ൅ ܿௌ௛௢௨௧௪௘௟௟. Ωଶ (4.5) 
with: 
߱஻௟௔ௗ௘,ோ  Angular frequency of a rotating blade  
߱஻௟௔ௗ௘  Angular frequency of a blade at stand-still position  
ܿௌ௛௢௨௧௪௘௟௟  Southwell coefficient: 1.73 (Madsen, Frandsen et al., 1984)   
 
Although this effect is important and should be considered when studying the dynamic behaviour of 
the rotor vibration modes, it is not very noticeable in edgewise modes. This is justified by the softening 
effect that is also introduced by the centrifugal forces on the linear stiffness of deflection in the rotor 
plane that almost cancels the stiffening effect (Hansen, 2007). 
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4.2 FOUNDATION SOIL STIFFNESS 
The consideration of the soil stiffness is an important aspect when trying to accurately simulate the 
behaviour of tall, slender structures. Thus, wind turbines are no exception. As an example, the 
guidelines of the Danish standard (Det Norske Veritas (DNV), 2002) refer a reduction between 0 % 
and 5 % up to a maximum of 20 %, when comparing a model with fixed boundary conditions and 
another with the consideration of the soil stiffness. A larger variation is presented by Hau (Hau, 2006) 
for an onshore wind turbine with a slab foundation (Figure 4.7). 
 
Figure 4.7 – Influence of the soil stiffness on the first natural bending frequency of a wind turbine tower (Hau, 2006) 
 
For the modelling of the soil stiffness, the recommendations defined in the DNV guidelines (Det 
Norske Veritas (DNV), 2002) are then presented. In order to introduce the effect of the soil, four 
foundation springs must be included: 
o Vertical spring stiffness - ܭ௏; 
o Horizontal spring stiffness - ܭு; 
o Rotational (rocking) spring stiffness - ܭோ ; 
o Torsional spring stiffness - ܭ். 
It is important to note that soil behaves in a non-linear manner. But instead of using non-linear 
springs, it is common to model the springs according to the strain level of the soil and then using 
springs with linear behaviour. DNV (Det Norske Veritas (DNV), 2002) suggests three different levels 
of dynamic loading (and corresponding shear strains ߛ): 
o From earthquakes: large shear strains up to 10-2 to 10-1; 
o From wind and ocean waves: moderate shear strains up to 10-2, typically 10-3; 
o From rotating machines: small shear strains, usually less than 10-5. 
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After deciding which load case is of interest, it is necessary to compute the shear modulus ܩ of the soil. 
This is usually accomplished through the use of the plot presented in Figure 4.8 together with the 
initial shear modulus ܩ଴. The value of ܩ଴ can be obtained according to the empirical expression: 
 
 ܩ଴ ൌ ܣ
ሺ3 െ ݁ሻଶ
1 ൅ ݁ ඥߪ଴′ሺܱܥܴሻ
௞  (4.6) 
with: 
ܩ଴ Initial shear modulus (in kPa)  
ܣ Coefficient depending on material (size, angularity of grains, …) - ܣ ൎ 3000 േ 1000  
݁ Void ratio  
ߪ଴′ Effective stress (in kPa)  
ܱܥܴ Over consolidated ratio for clay soil (equal to 1.0 for sand)  
݇ Coefficient depending on the plasticity index ܫ௣ (according to Table 4.1) 
 
Once the shear modulus of the soil is obtained, the Young modulus of soil is calculated according to: 
 
 ܧ ൌ 2. ܩሺ1 ൅ ߭ሻ (4.7) 
with: 
ܧ Young modulus  
߭ Poisson’s ration (according to Table 4.3)  
 
Table 4.1 – Coefficient k  Table 4.2 – Coefficient K  Table 4.3 – Poisson ratio 
Plasticity Index 
(I୮) 
k 
 
Type of soil K 
 
Type of soil ν 
  
0 0  Loose sand 8  Dense sands 0.25 – 0.30 
20 0.18  Dense sand 12  Loose sands, stiff 
clays 
0.35 – 0.45 
40 0.30  Very dense sand 16  
60 0.41  Very dense sand and 
gravel 
30 - 40 
 Saturated clays ≃ 0.50 
80 0.48     
> 100 0.50       
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Two simpler alternative expressions for the determination of ܩ଴ can be used for sand: 
 
 ܩ଴ ൌ 1000.ܭ.ඥߪ଴′ (4.8) 
with: 
ܭ Coefficient depending in the type of soil (according to Table 4.2)  
 
and for clay: 
 
 ܩ଴ ൌ 2600. ݏ௨ (4.9) 
with: 
ݏ௨ Undrained shear strength  
 
After computing the value of the initial shear modulus, the value of shear modulus (ܩ) and damping 
(ߦ) of the soil can be obtained with the help of Figure 4.8. Once these values are calculated, the stiffness 
of the foundation springs for circular slab footing are given by the equations presented in Table 4.4. 
 
Figure 4.8 – Shear modulus and damping ratio according to strain level (adapted from (Det Norske Veritas (DNV), 2002)) 
 
It is important to refer that the values obtained from these tables are related to static stiffness (for 
excitation frequencies approaching zero). This assumption is correct for majority of the dynamic 
loading acting on wind turbines, although may introduce some errors for high frequency excitations. 
After the foundation stiffness is calculated, springs should be introduced in the wind turbine model 
according to Figure 4.9 in order to more accurately reproduce the boundary conditions between 
structure and soil. 
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Figure 4.9 – Illustration of the foundation springs
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Table 4.4 – Stiffness of foundation springs for circular footing on different substratum conditions (adapted from (Det Norske Veritas (DNV), 2002)) 
Foundation 
spring 
 
 
 
 
 
Vertical ܭ௏ ൌ 4. ܩ. ܴ1 െ ߥ ൬1 ൅ 1.28
ܴ
ܪ൰ ܭ௏ ൌ
4. ܩଵ. ܴ
1 െ ߥଵ .
1 ൅ 1.28. ܴܪ
1 ൅ 1.28. ܴܪ .
ܩଵܩଶ
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4.3 TOWER-ROTOR DYNAMIC COUPLING 
The previous characterization of the tower and rotor components (see sections 4.1.1 and 4.1.2) permits 
to analyse possible situations of dynamic coupling between these components. This analysis is of high 
importance since towers are becoming increasingly flexible. 
Under operation, blades suffer with the action of the wind, besides cyclic gravitational forces. The 
resultant forces of the blades are then transmitted to the tower. However, when the forces “reach” the 
tower, they were already “filtered”. In other words, considering only the wind loading, the spectral 
content of the wind changes when passing through the rotor. It is changed, in a larger extent, by the 
rotation of the blades, and, in a smaller fraction, by the dynamic properties of the blades. 
In a situation of a rotor diameter sufficiently larger than the gusts size, the distribution of the wind 
energy spectrum when experienced by a rotating blade can differ significantly from the spectrum of 
the same wind observed by a fixed object (Connel, 1980). This alteration is reflected on a shifting of 
energy from lower frequencies to higher frequencies of the spectrum, with peaks located at integer 
multiples of the rotational frequency of the rotor (Figure 4.10) (Murtagh, Basu et al., 2005). This 
situation is explained by the fact that when the blades are spinning, they pass through a gust once per 
rotor revolution (if the gust is large enough) and, consequently, suffer a load peak with a frequency 
value of Ω. For the support structure (like the tower), the excitation will thus be ஻ܰ. Ω  (3Ω for the 
common three-bladed wind turbine) since, within the period of 1/Ω, the same gust will be transversed 
஻ܰ times. 
This “changed” wind turbulence spectrum will act on the rotor blades and, subsequently, will be 
detected on the response of the tower (see section 4.6). 
 
Figure 4.10 – Illustration of the spectral energy distribution for rotationally sampled spectrum. The peaks refer to integers 
of the rotor frequency of rotation (adapted from (Murtagh, Basu et al., 2005)) 
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4.4 DEFINITION OF TOWER STIFFNESS 
In Chapter 2, during the introduction about the historic developments of the wind turbine technology, 
reference was made about the different design concepts of the tower. In fact, the tower stiffness is a 
major consideration in the overall design of a wind turbine. In a wind turbine system, it is imperative 
to avoid a match of the natural frequency of the tower with the frequency of rotor rotation in order to 
prevent resonant problems. Thus, it would be desirable to have very stiff towers. In this situation, 
resonant situations would be avoided, since the frequency of rotation of the rotor (and its harmonics) 
would be considerable lower than the tower natural frequency. This was the strategy followed in the 
MOD-0 and WTS-75 models in the past (Hau, 2006). However, the increase of the size of the rotors 
and the need to reduce costs led to the need of reduction of the tower weight. Thus, a progressive 
increase in the tower flexibility led to the usually defined “soft-soft” towers. These soft-soft towers are 
characterized by a natural frequency lower than the rotor rotational frequency. This was the design 
strategy followed for the MOD-2 and WTS wind turbines. There is also an intermediate solution 
(named as “soft-stiff”), where the tower natural frequency is tuned in order to be placed between the 
rotational frequency (1Ω) and its first integer multiple (2Ω or 3Ω, for, respectively, two- or three-
bladed wind turbines). In Figure 4.11 a simple scheme is presented with these three configurations. 
 
Figure 4.11 – Frequency intervals for tower stiffness for a fixed rotational speed wind turbine 
 
Figure 4.11 refers to a situation of a fixed-speed wind turbine. For these cases, since there is only one 
operational rotational speed, the range of possible values for the tower natural frequency is wider. 
However, in the case of variable-speed wind turbines, further considerations had to be taken into 
account. In these situations, the range for the tower natural frequency becomes much narrower. With 
the purpose of a clearer explanation, a Campbell diagram of a 1.5 MW three-bladed variable-speed 
wind turbine is presented in Figure 4.12. In it, the natural frequencies of several components of the 
wind turbine are plotted against the rotational speed. The range of operation of the rotor is also shown. 
As can be seen, the first natural frequency of the tower remains above the rotational speed (1Ω) and 
below the integer multiple 3Ω. Thus, this is considered a soft-stiff tower. 
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Figure 4.12 – Campbell diagram of a 1.5 MW three-bladed rotor, variable-speed wind turbine (adapted from (Gasch and 
Twele, 2012)) 
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4.5 DAMPING 
In the dynamic characterization of the wind turbine system, other important parameters that need to 
be determined, besides the value of the natural frequencies, are the damping coefficients. With the aim 
of illustrate the importance of these parameters on the supporting structure, a simple single degree of 
freedom (SDOF) structure, defined by its mass ܯ, stiffness ܭ and damping ܥଵ, is presented in Figure 
4.13 a). Its dynamic amplification factor (DAF – which represents the magnification the structure 
response suffers with the application of a dynamic load relative to the response to a static force) is 
defined by (Clough and Penzien, 1995): 
 
 
ܦܣܨ ൌ 1
ඨቈ1 െ ൬ ௅݂௢௔ௗ݂ ൰
ଶ
቉
ଶ
൅ ൬2. ߞ. ௅݂௢௔ௗ݂ ൰
ଶ
 
(4.10) 
with: 
௅݂௢௔ௗ  Applied load frequency  
݂ Natural frequency of the structure  
ߦ Damping ratio of the structure   
 
In Figure 4.13 b), the DAF for a simple SDOF structure was calculated for two different values of 
damping ratios. As can be observed, the DAF value is highly dependent on the damping value. The 
value of the structural response in resonance is considerably higher for a structure with a damping 
ratio of 0.2 % (a common value for a wind turbine in an idling or parked situation) than for a structure 
with ߦ = 4 % (a conservative value for a wind turbine under production). For this reason, it is easy to 
understand that, for structures subjected to dynamic excitations (such as wind turbines), their 
damping value is a key-factor to handle with the problem of fatigue. 
The damping of a wind turbine can be considered as linear sum of different damping sources: 
structural, aerodynamic, from devices, soil and hydrodynamic. From their nature, the last two are only 
referred to offshore wind turbines. 
 
a)           b) 
Figure 4.13 – a) SDOF structure. b) DAF values for different damping ratios 
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4.5.1 STRUCTURAL DAMPING 
Structural damping is referred to the portion of damping that is intrinsic to the structure. It is due to 
the absorption of vibrations by internal friction and conversion into heat. 
Structural damping depends on the type of material (e.g. concrete or steel) and on the type of 
contacting surfaces (e.g. types of connections in the structure). Also, offshore wind turbines usually 
present a higher damping value than onshore models, mainly due to the grouted connection (Tarp-
Johansen, Andersen et al., 2009) or higher complexity of the foundation. Thus, different tower 
concepts and connections lead to different damping values. 
Typical values of structural damping ratios are in the order of 0.2 % to 0.8 % (Det Norske Veritas 
(DNV), 2002; Tarp-Johansen, Andersen et al., 2009). 
 
4.5.2 AERODYNAMIC DAMPING 
One of the most important components of damping is the aerodynamic contribution. Aerodynamic 
damping has its origin in the wind load acting on the rotor or, more accurately, in the interaction 
between the wind flow and the motion of the structure. This phenomenon, which occurs for flexible 
structures, can be a source of instability under certain situations. However, for the along-wind 
direction, it is favourable and should be accounted for during the design stage and the evaluation of 
structure integrity along its lifetime. This interaction between wind flow and wind turbines can be 
explained through the simple description presented in (Kuhn, 2001): 
 
“A motion of the tower top in the wind direction (…) results in a smaller angle of attack at the rotor 
blades [see Figure 3.33] because the apparent out-of-plane velocity component [U଴ሺ1 െ aሻ] is reduced by 
the tower top velocity. A smaller angle of attack corresponds, for attached flow conditions, to lower 
aerodynamic lift and drag forces [equations (3.24) and (3.25)] and to a reduction of the thrust force (…). 
Likewise a movement of the nacelle against the wind direction increases both the angle of attack and the 
thrust force. In both situations the alternation of the thrust is oriented opposite to the disturbing tower 
top motion and is experienced as aerodynamic damping. (…) 
For higher angles of attack, stall occurs and the dynamic damping is lower or may even become negative 
because the slope of the lift curve is reduced. Under such conditions aero-elastic instability can occur if 
insufficient damping exists.” 
 
For the purpose of illustration, Figure 4.14 presents the experimental results for lift and drag 
coefficients for the NACA 63-415 airfoil obtained in a wind tunnel by Bak et al (Bak, Fuglsang et al., 
2000). As can be seen, the lift coefficient has an almost linear increase for the initial range of angle of 
attack. Then, the slope of the curve starts to decrease until a peak is reached. After this point, the 
variation of the lift coefficient with the angle of attack becomes negative. The values of drag 
coefficients for angle of attack of around 15º are considerable low. 
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Figure 4.14 – Variation of lift (ܥ௅) and drag (ܥ஽) coefficients with the angle of attack (adapted from (Bak, Fuglsang et al., 
2000)) 
 
Garrad (Kuhn, 2001) presented a simple equation (4.11) for the calculation of the aerodynamic 
damping for a wind turbine support structure. It assumes that the wind turbine is operating under 
stationary rotor dynamics at a high tip speed ratio, where the inflow angle (߶) is small and the drag 
forces are negligible compared to lift forces (Freris, 1990; Salzman and Tempel, 2005). 
 
 ߦ௔ ൎ ஻ܰ. ߩ௔௜௥. Ω8. ߨ. ி݂஺ ଵ.ܯி஺ ଵ න
dܥ௅
dߙ . ܿሺݎሻ. ݎ dݎ
௅ಳ೗ೌ೏೐
଴
 (4.11) 
with: 
ி݂஺	ଵ Frequency of the first fore-aft vibration mode  
ܯி஺	ଵ Modal mass of the first fore-aft mode  
ܮ஻௟௔ௗ௘  Length of the blade  
ܿ Airfoil chord  
 
From the previous equation, some important aspects should be highlighted. The aerodynamic 
damping is inversely proportional to the natural frequency (and modal mass of the structure). This 
mean that structures with different philosophies of tower stiffness design (as presented in section 4.4) 
will lead to very different values of aerodynamic damping. On the other hand, the increase of the 
rotational speed of rotor increases the value of this additional portion of damping. 
Some other important aspects should be also mentioned: 
o The aerodynamic damping is specially noted for the first bending mode of the tower in the 
rotor out-of-plane direction (the first fore-aft vibration mode). This is expected since the 
aerodynamic forces act mainly in this direction; 
o In the rotor plane direction (the side-side direction) the effect of the aerodynamic damping is 
expected to be negligible since there is a very low level of aerodynamic forces in this direction; 
o In idling or parked situations, the effect of aerodynamic damping is expected to vanish for 
both orthogonal directions. This situation is due to the fact that, in these situations, the blades 
are usually in a feathered position (with high angles of attack). Nevertheless, some effect could 
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be noted for the side-side direction due to the opposition of the blade to the wind flow in this 
direction; 
o Variable and fix rotor speed turbines present different values for aerodynamic damping 
(Salzman and Tempel, 2005). Fix speed turbines operate at high tip speed ratios in low wind 
speeds and lower tip speed ratios at high wind speeds (due to the constant rotor speed). For 
these reasons, in low wind speed the angle of attack is small and, consequently, the flow is 
attached to the blade. When the wind speed is higher, the angle of attack increases which lead 
to higher angles of attack and some separation of the flow at the blade. In the case of variable 
speed rotors, since they operate with their blades close to stall under rated wind speed, there is 
some flow separation which leads to an aerodynamic damping below the optimal value. For 
the higher wind speed, the flow stays attached to the blade and the damping is higher. 
 
4.5.3 TOWER DAMPERS 
One artificial method for additional introduction of damping in the support structure can be achieved 
with the installation of special devices, typically in the form of a mass pendulum. This technique is a 
widely implemented solution in tall structures. Ideally, it consists in the attachment of an additional 
mass, linked to the structure through a spring and a damper (Figure 4.15). The damper system is tuned 
according to the vibration mode which response is desired to be attenuated. Commonly, solutions 
consisting in a pendulum immersed in high viscous oil (Damgaard, Ibsen et al., 2013a), a tuned mass 
damper (Shirzadeh, Devriendt et al., 2013) or a liquid damper (Tarp-Johansen, Andersen et al., 2009) 
are used in wind turbines, usually installed offshore. 
The damping value introduced by these devices depends on the implemented damper system and on 
the tuning accuracy. In (Colwell and Basu, 2009), a numerical study about the efficiency of a tuned 
liquid column damper in an offshore monopile wind turbine is presented. 
 
Figure 4.15 – Idealized structural system with the damper system (index 2) attached to the main system (index 1) 
 
4.5.4 SOIL DAMPING 
The operation of a wind turbine introduces vibrations at the ground level, causing cyclic motion of the 
surrounding foundation soil. In offshore wind turbine, the effect of the soil in the introduction of 
damping should be analysed. It is considered one of the most complex components of damping to be 
determined (Germanischer Lloyd (GL), 2005). Soil damping is formed by a combination of two parts: 
geometrical dissipation and material damping. Geometrical dissipation is due to wave propagation 
into the soil. However, it is referred that this effect is insignificant at frequencies below 1 Hz 
(Andersen, 2010). On the other hand, material damping is due to the internal friction of soil grains 
and should be accounted for. 
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The damping introduced by the soil is dependent on the type of soil and also, to some extent, on the 
type of foundation. Along with the inherent complexity of this phenomenon, it is comprehensible that 
there is a quite wide range of values between published works. Damping ratio values between 0.23 % 
and 1.00 % for monopile foundations are referred in (Tarp-Johansen, Andersen et al., 2009; 
Versteijlen, Metrikine et al., 2011; Damgaard, Ibsen et al., 2013a). Damgaard et al (Damgaard, Ibsen et 
al., 2013b) also studied the influence of soil damping in an offshore prototype wind turbine with a 
bucket foundation and found a value of 0.16 % for the damping ratio during power production. 
 
4.5.5 HYDRODYNAMIC DAMPING 
In offshore wind turbines, there is also another component of damping, the hydrodynamic damping. 
This component is essentially constituted by two terms: one due to wave radiation and another due to 
hydrodynamic drag. In order to assess the relative importance of each term, the value of the Keulegan-
Carpenter number is usually analysed: 
 
 ܭܥ ൌ ݑ௔. ܶܦ  (4.12) 
with: 
ݑ௔  Flow velocity amplitude  
ܶ Wave period  
ܦ Characteristic length (diameter of cylinder section for a pile)  
 
For small values of ܭܥ (below 2 (Naess and Moan, 2012)), the radiation damping is dominant; while 
for high value of ܭܥ, the drag component prevails. Thus, the contribution of each damping term 
depends on the type and size of the foundation solution (and also on the sea conditions). 
Some authors refer the larger contribution of the radiation damping with respect to the viscous drag 
component for monopile wind turbine foundations (Tarp-Johansen, Andersen et al., 2009; Shirzadeh, 
Devriendt et al., 2013). Some typical values for the wave radiation component of the hydrodynamic 
damping are present in published works. Leblanc and Tarp Johansen (LeBlanc and Tarp-Johansen, 
2011) present a value of 0.12 % for the damping ratio of an offshore wind turbine with a pile diameter 
of 4.7 m, with a water depth of 20 m and a natural frequency value of 0.3 Hz. Also in (Germanischer 
Lloyd (GL), 2005), the value of 0.11 % for damping ratio of a monopole wind turbine is presented. 
Likewise, Tarp-Johansen et al (Tarp-Johansen, Andersen et al., 2009) present a value of 0.22 %, 
following a numerical procedure. 
Besides the hydrodynamic effect of the pile, the presence of mooring lines in floating wind turbines 
also represents an important contribution to the damping of the system (Hall, Buckham et al., 2013). 
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4.6 CYCLIC VIBRATION LOADS 
As mentioned earlier, wind turbines are subjected to a large variety of dynamic loads (Manwell, 
McGowan et al., 2010). In this section, a special reference is made to cyclic loads. These loads hold a 
large importance when studying the response of the structure. With a dynamic monitoring system, it is 
expected to capture the resonance peaks of the structure in order to identify its natural frequencies. 
However, as cyclic loads are acting on the structure, some peaks will be present in the records that do 
not correspond to the dynamic properties of the structure. For this reason, there is the need for 
previous identification of these peaks. There are mainly three sources of this kind of loads: 
aerodynamic forces, mass unbalance or wave forces. 
In Figure 4.16, the frequency domain spectrum response (acceleration) at the top of a three-bladed, 
fixed-speed wind turbine (obtained in a numerical analysis) is presented. This turbine was subjected to 
a three-dimensional turbulent wind field. As can be seen, several peaks spaced by 3Ω (highlighted by 
the red dashed line) are easily detected. 
 
Figure 4.16 – Frequency domain spectrum of the acceleration of the top of the tower of a wind turbine due to turbulent 
wind inflow 
 
In the situation of the Figure 4.16, the cyclic loads are only due to aerodynamic forces of three types: 
o Rotational sampled turbulence spectrum: As already explained in section 4.3, for each 
revolution, each blade passes through a gust once. This will lead to an excitation of 1Ω for the 
blades and of ஻ܰ.Ω for the structures that support the rotor (3Ω in the case of Figure 4.16); 
o Tower shadow: For an up-wind rotor, the presence of the tower disturbs the wind flow, 
retarding the wind speed. The decrease in the wind speed leads to a decrease of the force on 
the blade every time it passes in front of the tower, causing a cyclic excitation on the blade 
(and, consequently, on the tower). For down-wind rotors, the effect of the tower is more 
severe. The retardation of the flow is felt at larger distances and lead to strong excitations; 
o Vertical wind shear: The mean wind velocity increases with height (Figure 4.17). With today’s 
large rotor diameters, blades are long enough to experience a reasonable variation of wind 
speed from top to bottom position. Thus, blades will complete a cycle from the maximum to 
the minimum mean wind load in each rotor revolution. 
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Figure 4.17 – Vertical wind shear 
 
Unbalanced rotors represent another source of cyclic loads. It leads to a rotating force that can excite 
lateral vibrations of the nacelle and tower (Gasch and Twele, 2012). As examples of causes of 
unbalanced rotors, manufacturing defects and accumulation of ice can be pointed out. In Figure 4.18, a 
comparison of the response between an unbalanced mass rotor and a balanced rotor is shown. The 
time history was obtained through a numerical analysis, where the unbalanced rotor was defined by an 
abnormal mass at the tip of one of the blades with the purpose of evidence the described phenomenon. 
As can be observed, the unbalance presented in the rotor introduced an excitation with a frequency of 
1Ω in the support structure. 
 
Figure 4.18 – Time history of the tower top accelerations for a balance and unbalance mass rotor  
 
For offshore wind turbines, another source of excitation forces needs to be accounted for. Wave 
excitation acts on support structures in a wide range of frequencies, usually bellow the tower natural 
frequency (Tempel, 2006). Thus, time histories of the motion of an offshore tower will likely record 
these excitations, which need to be analysed and discharged when a dynamic continuous monitoring 
system is installed in a wind turbine. The usual wave excitation range of frequency is illustrated in 
Figure 4.19. As can be seen, the frequencies of excitation are not very well defined as are for 
aerodynamic forces. 
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Figure 4.19 – Range of frequencies of wave excitation on an offshore wind turbine (Tempel, 2006) 
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4.7 NUMERICAL MODEL OF A WIND TURBINE 
A numerical model of a wind turbine was developed with the HAWC2 software (Larsen and Hansen, 
2007) in order to illustrate some of the methods presented throughout this thesis. HAWC2 is an 
aeroelastic code developed at Risø DTU and intended to calculate wind turbine response in the time 
domain. It uses a multibody formulation to model the wind turbine structure through beam elements, 
allowing to model each component of the wind turbine as an independent body. Each body is 
implemented in the model according to the finite-element theory. 
HAWC2 code allows simulating the structural response of wind turbines at onshore and offshore 
environments, subjected to hydrodynamic and aerodynamic loading. Since the main case study of this 
work is an onshore wind turbine, only aerodynamic loads were considered. The aerodynamic model 
implemented in the HAWC2 code is based on the blade element theory (briefly introduced in Chapter 
3). The implemented model is extended to account for the dynamic and skew inflow, wind shear effect, 
the effect due to large deflections of the blades, tip loss effect and dynamic stall. In addition, the tower 
shadow effect, referred in section 4.6, is also included. 
The developed numerical model of the onshore wind turbine is based on the NREL 5MW reference 
wind turbine (Jonkman, Butterfield et al., 2009), which is available on (HAWC2 web site, 2013). This 
model was used as a basis for the numerical model described in the case study of the section 7.3. 
The NREL 5MW reference wind turbine is a conceptual model of a representative utility-scale wind 
turbine. It is a three-bladed, upwind rotor with a variable-speed turbine and with pitch control 
mechanism. The power curve and the relationship between the wind speed and the rotor speed of the 
NREL 5MW wind turbine is presented in Figure 4.20. 
The main dimensions of the model are presented in Figure 4.21, alongside with the position of the 
sensors considered to collect the accelerations of the structure. 
  
Figure 4.20 – Power curve (in blue) and relationship 
between rotor speed and wind speed (in red) of the NREL 
5MW 
Figure 4.21 – Illustration of the numerical model of the 
NREL 5MW and position of the accelerometers 
 
The aeroelastic analysis was performed for a time length of 700 s, with a time step of 0.02 s. The first 
100 s were disregarded to avoid transient responses from the start of operation of the turbine. 
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During the analysis, the wind turbine was subjected to artificially generated wind speed time series 
with a mean wind speed of 15 m/s (Figure 4.22). The turbine was operating at the rated power output 
conditions. At this regime, the pitch angle is used to control the rotor speed and, for that reason, it 
varies along the analysed 600 s. The rotor mean speed is 12.1 rpm. The evolution of the rotor speed 
and of the blades pitch angle throughout the analysis is shown in Figures 4.23 and 4.24. 
Figure 4.22 – Generated wind speed at the hub height (time and frequency domain) 
 
Figure 4.23 – Rotor speed Figure 4.24 – Blade pitch angle 
 
The acceleration time series obtained from the analysis of the considered sensors are presented in 
Figure 4.25, in both time and frequency domain. In this figure, only the considered 600 s are shown. It 
is interesting to note that the vibration levels recorded by sensor S2 (height + 60.000) are the highest 
from the three sensors. 
In the frequency domain plots, the frequencies of the 3Ω, 6Ω, …, 24Ω harmonics are indicated with 
vertical dashed lines. The influence of the first 5 harmonics in the structural response of the wind 
turbine is clearly visible. 
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Figure 4.25 – Wind turbine acceleration captured by the sensors (time and frequency domain) 
 
In order to ease the comprehension of some procedures presented throughout this thesis, only the two 
first tower vibration modes were considered. The dynamic properties of the wind turbine were 
obtained through an eigensolver implemented in the HAWC2 code. The natural frequency and the 
modal damping ratio of these two modes are presented in Table 4.5. It is important to note that the 
damping values presented are only referred to the structural component of damping and, for that 
reason, do not necessary reflect the effective damping of the modes during the analysis since the 
aerodynamic damping is not considered in the eigensolver and, consequently, in the values of shown 
in Table 4.5. 
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Table 4.5 – Modal properties of the HAWC2 model 
Mode 
Natural frequency 
[Hz] 
Damping ratio     
[%] 
1st tower bending mode   
(1 FA) 
0.333 0.24 
2nd tower bending mode  
(2 FA) 
2.686 1.91 
 
The configuration of the considered vibration modes is illustrated in Figure 4.26. The 1st tower 
bending mode is clearly a pure tower bending mode, with a first order configuration of the tower 
motion (Figure 4.26 a)). On the other hand, the 2nd tower bending mode beholds, besides the tower, an 
important contribution of the rotor to the global motion of the mode (Figure 4.26 b)). 
  
a) d) 
Figure 4.26 – Illustration of the considered vibration modes: a) 1 FA; b) 1 FS and c) 2 FA 
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4.8 FINAL CONSIDERATIONS 
In this chapter, a dynamic characterization of the wind turbine structural system is developed. It starts 
with a description of the tower and rotor blades dynamic behaviour, including the commonly 
identified vibration modes. In addition, the importance of the soil condition to the dynamic properties 
of the structure is also highlighted. These properties of the support structure are usually used to define 
the type of wind turbine based on its stiffness. It can be defined as “soft-soft”, “soft-stiff” and “stiff-
stiff”, depending on the relationship between the frequency of the first natural frequency of the tower 
and the rotor speed. This analysis is fundamental to avoid resonance phenomena in the wind turbine 
structural systems. 
Afterwards, a characterization of the damping in wind turbines is performed. This is a property of 
utmost importance in the dynamic analysis of these structures since it is directly involved in the wear 
caused by fatigue loading. The several components of the damping that might be present in a wind 
turbine are referred, namely structural, aerodynamic, from external devices, soil and hydrodynamic. 
The influence of the rotor blades rotation and rotor unbalances in the load spectrum of the support 
structure is also described. These two phenomena modify the wind loading spectrum, imposing well-
defined excitations around the rotation harmonic frequencies of the rotor. The influence of these 
imposed loading on the identification of the modal properties of wind turbines is addressed in the next 
chapter. 
Finally, a numerical model of the NREL 5MW used in the context of this thesis is described. A 
numerical simulation subjecting the model to an artificially generated wind speed time series is 
presented. The response obtained with the analysis will be used, in the following chapters, to illustrate 
some concepts introduced in this thesis. 
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5  
OPERATIONAL MODAL ANALYSIS OF 
WIND TURBINES 
 
5.1 INTRODUCTION TO OPERATIONAL MODAL ANALYSIS 
The experimental identification of modal properties of structures is a subject of study with a long 
tradition. It was initially applied to small structures of mechanical engineering (most of the times in 
laboratory environment), in order to estimate modal frequencies, damping ratios and mode shapes. In 
these tests, an input force was applied to the structure that reacts with a particular response (output). 
In this type of traditional Experimental Modal Analysis (EMA), both the input and the output were 
measured in order to identify the modal properties of the structure. For this reason, this type of modal 
identification procedure is usually named as input-output method. 
Later, EMA techniques were applied to larger civil engineering structures, like bridges, dams and 
buildings (Magalhães and Cunha, 2011). However, the transposition from small to large structures 
introduced critical difficulties regarding the excitation of the structure. Heavy and expensive means are 
often necessary to perform shaker, impact or pullback tests used for this kind of procedure (Felber, 
1993). Some examples of application of EMA on large structures are presented in (Cunha and Caetano, 
2006). 
In the early 1990’s, a remarkable evolution in the field of experimental identification gained great 
attention (Zhang, Brincker et al., 2005). With the technological developments of sensors and A/D 
converters, it became possible to measure lower levels of vibration alongside with lower levels of noise. 
Thus, sources of operational (like traffic) and ambient (like wind) excitation became sufficient to 
analyse the dynamic response of the structure. For this reason, new identification methods requiring 
only the measurement of the structure response were developed. These were named output-only 
methods. Compared to EMA, this new philosophy of experimental identification, usually also called 
Operational Modal Analysis (OMA) or Ambient Vibration Test, presents several advantages (Zhang, 
Brincker et al., 2005): 
o OMA is cheaper and faster to conduct, avoiding the necessity of large masses or heavy 
excitation devices; 
o Dynamic characteristics of the complete system under real loading conditions can be obtained; 
o OMA can be used not only for dynamic design and structural control but also for vibration-
based health monitoring and damage detection. 
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Nevertheless, OMA presents some disadvantages inherent to its concept (Magalhães and Cunha, 
2011): 
o Although the excitation is assumed to be of broad band nature, the frequency content may not 
cover the whole spectrum of interest, mainly in the case of structures with high natural 
frequencies. Also, if the excitation does not correspond to a flat distribution of energy along 
the frequency spectrum, some misidentification might occur; 
o The modal mass is not estimated. 
OMA has been widely used in the last years in several engineering domains. In civil engineering, this 
technique has been applied in diverse structures. Bridges (Cunha, Caetano et al., 2001), (Caetano, 
Magalhães et al., 2007), (Brownjohn, Magalhães et al., 2010), dams (Rodrigues, 2004)) and buildings 
((Ventura, Finn et al., 2003), (Shi, Shan et al., 2012), (Gentile and Saisi, 2007) are among the most 
commons examples of structures tested with OMA methodology. In mechanical engineering, OMA is 
also applied in different structures, such as helicopters (Peeters, Cornelius et al., 2007), (Ameri, 
Grappasonni et al., 2013), aircrafts (Mevel, Benveniste et al., 2006), (Hermans and Auweraer, 1999) or 
vehicles (Goursat, Döhler et al., 2010), (Hermans and Auweraer, 1999). 
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5.2 APPLICATION OF OMA TO WIND TURBINES 
The dynamic behaviour of wind turbines is a major concern, as exposed in the previous chapters. 
Thus, an experimental dynamic characterization of the system became a required tool in order to 
prevent possible resonance effects. 
Wind turbine presents three important particularities that highlight the importance of application of 
OMA in these structures: 
o Considering the typology and size of wind turbines, it is easy to understand the difficulty in 
providing means to adequately excite these structures; 
o Wind turbines are located in windy locations. Thus, wind can be used as an ambient source of 
excitation (with a broadband spectrum); 
o It is important to adequately identify the modal characteristics of the structural system, both in 
parked and in real operation conditions, since rotor operation can introduce important 
variations in these properties. 
Therefore, it is not surprising that modal identification of wind turbines played an important role in 
the development of OMA. 
The first formalized modal testing of blades and turbines began in the late 1970s (Carne and James Iii, 
2010). In 1982, (Carne, Lobitz et al., 1982) developed a finite element procedure to be applied to 
vertical-axis wind turbines. In order to validate the procedure, an input-output test was performed in a 
2 m height, research vertical axis wind turbine at parked condition and at different operating speeds. 
In the parked test, the excitation was achieved through a traditional impact hammer and 
accelerometers were used as sensors. For the tests realized under operation, it is referred that there 
were some difficulties in exciting the structure (Carne and James Iii, 2010). The solution adopted 
consisted on a pretensioned cable attached between the tower and one blade. When the cable was 
suddenly released, it created a broad-brand step-relaxation excitation  (Carne and Nord, 1983). In this 
test, accelerometers were also used, alongside with strain gauges. The identified modal parameters 
consisted in frequency values, damping ratios and mode shapes, and the correlation obtained between 
numerical and experimental results was very good. However, the procedure for the step-relaxation 
technique was very time-consuming because, every time a new test was performed, the turbine had to 
be brought to parked condition. 
Later in 1986, Carne et al performed a modal test of the 110 m height Éole VAWT in parked 
conditions (machine introduced in Chapter 2) (Carne, Lauffer et al., 1988). Since it was extraordinary 
higher than the 2 m height VAWT previously tested, a different approach was followed in this test: a 
traditional input-output test, where the excitation consisted in two forces of 45 kN and 135 kN applied 
on one blade and on the tower, respectively; and a second test in which the wind turbine was only 
subjected to wind loading and only the structural response was recorded. The later consisted in one of 
the first ambient vibration tests in which a full modal analysis was performed, including mode shapes, 
frequencies, and damping values (Carne and James Iii, 2010). In this test, four separate setups of 
response measurements were recorded, with four reference channels repeated in every setup. Then, 
auto- and cross-spectral densities were computed in order to extract the modal properties of the Éole 
turbine. The obtained results showed a very good correlation between the two experimental tests 
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(Carne, Lauffer et al., 1988), evidencing the advantages of ambient vibration tests (considerably faster 
and more practical) with regard to forced vibration tests. 
The success achieved with the previous application led to the development of a new identification 
method named Natural Excitation Technique (NExT) (James, Carne et al., 1993). This technique was 
further validated and used in numerical (FloWind Corporation 19 m VAWT) and experimental tests, 
both in parked - FloWind Corporation 19 m VAWT - and in operation – DOE/ Sandia 34 m VAWT - 
situations (James, Carne et al., 1993). Reference should also be made to the application of NExT to a 
rotating 100 kW horizontal axis wind turbine (James, 1994). 
After these initial tests, other authors have also performed some modal identification analysis on wind 
turbine structures. Molenaar (Molenaar, 2003) performed an experimental modal test on a 750 kW 
horizontal axis wind turbine, under parked conditions, in order to compare the results with a 
numerical model. For the test, the wind turbine was excited through the step-relaxation technique by 
applying a static load on the tower top and the structural response was measured with 19 
accelerometers mounted both on tower and blades. 
In (Osgood, Bir et al., 2010), continuing earlier works (Osgood, 2001), a parked 600 kW three-bladed 
horizontal axis wind turbine was experimentally tested following both forced and ambient vibration 
test procedures. For the forced vibration test, two independent hydraulic actuators were used, which 
excited the structure at the top in both orthogonal directions. The turbine was heavily instrumented 
with accelerometers, totalling 75 channels distributed in the tower, rotor and drive train. A very good 
correlation was obtained with the two tests (although it was possible to detect additional modes in the 
forced vibration test). 
(Hansen, Thomsen et al., 2006) explored different excitation techniques for wind turbine testing. 
Experimental results obtained with two different types of harmonic excitation were confronted with 
the results from an ambient vibration test. The harmonic excitation was induced by blade pitch angle 
variation and by electrical torque variation. However, it was concluded that the excitation of wind 
turbines with these techniques presents some problems, namely: 
o The excitation of high-frequency and highly damped modes is not technically possible due to 
limitation of the blade pitch actuators; 
o The excited structure vibrations are not pure modal vibrations and the estimated damping is 
therefore not the actual modal damping. Since it is not possible to isolate the desired modes, 
the estimation of damping for modes with close frequencies will result in considerable errors. 
In the opposite way, the authors (Hansen, Thomsen et al., 2006) concluded that the results obtained 
with the adopted output-only tool confirmed its suitability for identifying closely-spaced modes. 
Griffith et al (Griffith, Mayes et al., 2010) conducted a modal identification test on a small 60 kW 
VAWT under parked conditions. As in the above references, an ambient vibration and forced 
vibration (excitation from an impact force, from step-relaxation and from human random excitation) 
were performed and both accelerometers and strain gauges were used. The results revealed good 
agreement between all the tests. 
Chauhan et al (Chauhan, Tcherniak et al., 2011) and Carcangiu et al (Carcangiu, Tcherniak et al., 
2012) experimentally studied a 3 MW, 100 m diameter wind turbine. In this work, OMA techniques 
were applied in order to extract the main vibration modes of the tower and rotor. For that purpose, 
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several accelerometers were placed on the tower, nacelle, gearbox and generator. Several vibration 
modes were identified and presented for different rotor speed regimes. A numerical aeroelastic model 
was also developed and the results obtained were correlated with the experimental ones. 
Ozbek et al (Ozbek, Rixen et al., 2010; Ozbek and Rixen, 2012) monitored the dynamic response of a 
2.5 MW HAWT using conventional instrumentation (strain gauges) and optical measurement systems 
(laser interferometry and photogrammetry). The wind turbine was tested under parked (both with 
strain gauges and laser interferometry) and rotating (both with strain gauges and photogrammetry) 
conditions. Although good results were achieved, two important drawbacks associated with the use of 
optical measurement systems are referred: laser interferometry is not suitable for rotating conditions 
testing; and the available camera systems used for the photogrammetry testing had a reduced memory, 
allowing to record only small measurement segments. 
Also Marinone et al (Marinone, Cloutier et al., 2014) performed both experimental and operational 
modal analysis on two 225 kW wind turbines, in parked condition. A very complete instrumentation 
was used, with 80 accelerometers installed on the blades, hub, nacelle and tower and 6 seismic 
accelerometers installed at the foundation. The authors of the study were able to identify 18 vibration 
modes in the 0 – 15 Hz frequency range and the correlation between the results from the EMA and 
OMA was very good. 
Apart from the entire wind turbine structure testing, blades properties are important features that 
need to be identified (Yang and Sun, 2013). (Thomsen, Petersen et al., 2000) tried to identify damping 
of edgewise blade modes of a 600 kW wind turbine under operation. For that purpose, the authors 
installed eccentric rotating masses in the nacelle to excite the desired modes. Modal identification tests 
are also often conducted under laboratory conditions (Griffith, Smith et al., 2006; Griffith and Carne, 
2010; White, Adams et al., 2010). 
Yang and Allen (Yang and Allen, 2012) also performed a modal analysis on a small wind turbine blade 
based on a laser scanning technique. The test was performed under parked conditions and the authors 
accomplished to identify some vibration modes (frequencies and mode shapes). 
Another important field of application of OMA techniques on wind turbines is in offshore situations, 
since different foundation designs lead to different structural behaviours (section 3.1.1.5). Moreover, 
the contribution of the different types of damping is also difficult to predict (see section 4.5). Thus, the 
extraction of the modal parameters under operating conditions reveals as an essential tool for the 
correct comprehension of the dynamic behaviour of these structures. 
Some work in this area has already been published. In (Devriendt, Magalhães et al., 2014), the modal 
identification of a 3.0 MW offshore wind turbine with monopile foundation is introduced. This study 
analyses the acceleration data recorded during 2 weeks (under non-operating conditions). The modal 
results obtained were then confronted with collected environmental data, such as tidal level and wind 
speed. This wind turbine is also study in section 5.9 of the present work. 
In (Shirzadeh, Devriendt et al., 2013), the same wind turbine is experimentally tested. The main goal of 
the test was to calculate the damping value of the fundamental fore-aft (FA) vibration mode. For this 
purpose, both ambient and rotor-stop tests were performed. Rotor-stop tests (sometimes named 
“overspeed stop tests”) are a type of forced vibration test, in which the turbine is operating at a normal 
situation until a sudden pitch-out of the blades (Figure 5.1). In this procedure the wind turbine is 
highly excited by the sudden absence of aerodynamic loads on the blades. Furthermore, the 
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aerodynamic damping contribution from the rotor almost does not interfere in the decay response of 
the structure, since the blades are pitched-out. The authors were able to identify the first pair of 
vibration modes (in FA and SS directions) and the obtained value of the damping in the FA direction 
was similar in both ambient and forced vibration tests. An aeroelastic model was also developed, in 
which the two tests were simulated with good results. 
 
a) b) 
Figure 5.1 – Example of fore-aft acceleration a) and blade pitch variation b) on a rotor-stop test (adapted from 
(Damgaard, Ibsen et al., 2013)) 
 
In (Damgaard, Ibsen et al., 2013) the dynamic characteristics of offshore wind turbines with monopile 
foundations are also studied. In this study, the value of damping of the fundamental mode for the side-
side direction was investigated. Once again, ambient vibration and rotor stop tests were performed 
with the aim of extracting frequency and damping values for this vibration mode. In the analysis of the 
results, some considerations are also made concerning the damping introduced by the soil. 
Like the previous authors, (Versteijlen, Metrikine et al., 2011) studied the damping effect present in an 
offshore wind turbine located in the Burbo Banks wind farm. 12 rotor stop tests were realized in order 
to assess the influence of the soil. 
In (Ibsen and Liingaard, 2006), a different type of offshore wind turbine is studied. A 3 MW wind 
turbine with a prototype suction caisson foundation is tested in three different conditions: idling; 
without blades; and without blades and nacelle. For the test, 15 accelerometers were installed along the 
tower, and the structure was subjected to ambient excitation. The experimental results were compared 
with a numerical model of the structure. 
  
Fo
re
-A
ft 
Ac
ce
le
ra
tio
n 
[m
/s2
] 
-0.8
-0.6
-0.4
-0.2
0.0
0.2
0.4
0.6
0.8
0
10
20
30
40
50
60
70
80
90
Bl
ad
es
 P
itc
h  
[°]
Time [s] Time [s]
20 40 60 80 100 1200 20 40 60 80 100 1200
Chapter 5 
 
    133 
5.3 PARTICULARITIES OF OMA APPLICATION TO WIND TURBINES 
In the previous section, the main modal identification tests performed on wind turbines were 
presented. Although some refer to wind turbines under operation, there is an important part that only 
discusses the modal properties of the structure under parked or idling condition. This might seems a 
contradiction to one of the main advantages of OMA techniques – the ability to extract the modal 
characteristics under real operating conditions - but there is one main reason for that: the application 
of OMA to wind turbines under operation violates some of its basic assumptions (Tcherniak, Chauhan 
et al., 2010a; Ozbek, Meng et al., 2013). 
There are mainly four assumptions for the applicability of OMA (Tcherniak, Chauhan et al., 2010a): 
o The structure does not vary in time; 
o The forces should have broadband frequency spectra; 
o The forces have to be uncorrelated; 
o The forces have to be distributed over the entire structure. 
When in operation, wind turbines can be idealized as a set of connected substructures with rotations 
with respect to each other: the tower is fixed, the nacelle rotates on the top of the tower and the rotor 
spins relative to the nacelle. This is an obvious case of violation of the time invariance assumption of 
the structure. 
Addressing the previous assumptions related to the input force, it is correct to assume that the wind, as 
exciting force, would validate all the conditions listed. This is the reason why OMA works in a 
straightforward way for wind turbines under parked situations: the structure is fixed (there is no 
relative movement between substructures) and the acting wind is the only excitation force. However, 
when the rotor is operating, the spectrum of the forces acting on the rotor changes from a flat 
spectrum to one with several peaks (as explained in Chapter 4). 
Tcherniak et al (Tcherniak, Chauhan et al., 2010a) presents an analytical study in which evidences the 
violation of the temporal and spatial randomly distributed nature of the excitation forces, due to the 
effect of the operating rotor. The authors studied the temporal auto-correlation at different blade 
radius. The main results are presented in Figure 5.2. 
 
Figure 5.2 – Normalized power spectral density of the temporal auto-correlation functions computed for points on the 
same blade (for different radii cases) (adapted from (Tcherniak, Chauhan et al., 2010a)) 
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As can be seen, the power spectral density functions (for radii higher than 0) are not flat as in a 
common wind spectrum (Kármán, 1948). Moving from the centre of the rotor to the blade tip, peaks 
with a frequency equal to the frequency of rotation of the rotor (and its harmonics) become more 
pronounced. This is motivated by the same phenomena exposed in Chapter 4: 
o Every time a blade passes through a region with a determined wind speed (gust), the action on 
the blade is somehow “similar” to the prior passage (considering the gust is long enough) – 
this fact justifies the existence of the peaks; 
o With the increase of radius of the point on the blade, the ratio between tangential speed of the 
point and the mean wind speed increases – this fact justifies the increase of the peaks with the 
increase of the radius of the point. 
This is the reason why the second assumption presented earlier is violated. On the other hand, the 
results obtained for the point with ݎ = 0, since it is stationary, do not present any peak. This is the 
reason why this assumption is not violated under parked conditions. 
The third assumption of OMA (spatial non-correlation of the input excitation) was also investigated in 
(Tcherniak, Chauhan et al., 2010a). For this study, the authors computed the coherence (ߛ஺஻ଶ) 
between the wind speed fluctuations at different points (ܣ and ܤ) on the same and different blades: 
 
 ߛ஺஻ଶ ൌ
|ܵ௨஺஻ሺ߱ሻ|ଶ
ܵ௨஺஺ሺ߱ሻ. ܵ௨஻஻ሺ߱ሻ (5.1) 
with: 
ߛ஺஻ଶ  Coherence  
ܵ௨௜௝  Auto- or cross-spectrum of wind turbulence at points i and j (respectively, if i ൌ j and i ് j ) 
 
The results presented in (Tcherniak, Chauhan et al., 2010a) for points with different radii are shown in 
Figure 5.3. It is once again evident that several peaks are presented at rotor frequency (and its 
harmonics), leading to the violation of the third OMA assumption. 
 
Figure 5.3 – Coherence functions for 2 points under different study scenarios (adapted from (Tcherniak, Chauhan et al., 
2010a)) 
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One important observation that should be noted is the wide shape of the peaks in Figure 5.3 (and also 
noted in Figure 5.2). This situation, in which the peaks have “thick tails”, leads to the spread of the 
assumption violation for a quite wide frequency band around the harmonics. Contrary to a situation 
with narrow peaks, in which the signal is only “polluted” in a very narrow band of frequency around 
the harmonic, Figure 5.3 highlights the fact that the band between harmonics in which the coherence 
is approximately 0 is very narrow. This fact may increase the difficulty in applying OMA to wind 
turbines. 
The last assumption, in which is referred that the forces have to be distributed over the entire 
structure, is almost fully fulfilled. Although the top of the supporting structure is subjected to a 
considerable higher loading when in operation (due to the rotor), the remaining part is also excited by 
the wind. Hence, this assumption does not introduce any additional concern in the modal analysis of 
wind turbines. 
In spite of these difficulties, it is still possible to apply OMA to operating wind turbines. Section 5.4 
describes the modal identification algorithms used in this work. Some possible solutions to overcome 
the problem of the assumptions violation are presented in section 5.6. 
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5.4 OUTPUT-ONLY STOCHASTIC IDENTIFICATION METHODS 
In this section, an overview of the output-only algorithms implemented in Matlab (MathWorks, 2012) 
and used in this work is presented. 
 
5.4.1 ALGORITHMS BASED ON IDENTIFICATION  OF STATE-SPACE MODELS 
This section introduces two different time-domain, parametric modal identification algorithms: the 
SSI-COV and the SSI-DATA. They both aim to identify a state-space model of the structural system 
from the measured signals (in this case, accelerations). For a better understanding of the methods, 
some considerations about state-space models and Kalman filters are also presented in this section. 
 
5.4.1.1 State-Space model 
A stochastic state-space model is an alternative time domain formulation of a dynamic system. In its 
discrete version, a stochastic state-space model is characterized by (Juang, 1994): 
 
 ݔ௞ାଵ ൌ ܣ. ݔ௞ ൅ ܤ. ݑ௞ ൅ ݓ௞ 
(5.2) 
 ݕ௞ ൌ ܥ. ݔ௞ ൅ ܦ. ݑ௞ ൅ ݒ௞ 
with: 
ݔ State vector (which contains the displacement and velocity vectors of the system)  
ݕ Output vector (which contains the measured output values)  
ݑ Input vector  
ܣ State matrix  
ܤ Input matrix  
ܥ Output matrix  
ܦ Direct transmission matrix  
ݓ Vector containing noise due to disturbances and modelling inaccuracies  
ݒ Vectors containing noise due to sensor inaccuracy  
 
Among all the elements previously presented, a special reference should be made to the ܣ matrix since 
it characterizes the structural system (it is possible to extract the modal properties of the system from 
its eigenvalues and eigenvectors). This is the reason why the main goal of these algorithms is to 
estimate this matrix. 
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In situations in which the inputs are unknown, as is the case of OMA, the terms related to ݑ௞ can be 
grouped together with the noise terms. In this situation, equation (5.2) can be rewritten as: 
 
 ݔ௞ାଵ ൌ ܣ. ݔ௞ ൅ ݓ௞ 
(5.3) 
 ݕ௞ ൌ ܥ. ݔ௞ ൅ ݒ௞  
 
The state-space model from equation (5.2) can also be defined in a modal basis. Considering a special 
case of similarity transformation: 
 
 ݔ௞ ൌ Ψ. ݔ௠,௞  (5.4) 
with: 
Ψ Matrix with eigenvectors of ܣ in each column 
ݔ௠,௞  Modal state vector at ݇ instant  
 
it is possible to define the modal state-space model: 
 
 ݔ௠,௞ାଵ ൌ Λ. ݔ௠,௞ ൅ Ψିଵ. ݓ௞  
(5.5) 
 ݕ௞ ൌ ܸ. ݔ௠,௞ ൅ ݒ௞  
with: 
Λ Modal state matrix (Λௗ ൌ Ψିଵ. ܣ.Ψ)  
ܸ Modal output matrix (ܸ ൌ ܥ.Ψ)  
 
One important property of the modal state-space model is that, due to the diagonal structure of the Λ 
matrix, it is possible to decouple the contribution of each vibration mode to the response of the 
structure. In the same way, the ܸ matrix contains the observable components of the mode shapes in 
each column, in accordance with the eigenvalues from the Λ matrix. 
Due to these characteristics, it is possible to reduce the order of the state-space model in order to 
consider only the desired modes. This property will be applied and discussed in section 5.5.2.3. 
 
5.4.1.2 SSI-COV algorithm 
The COVariance driven Stochastic Subspace Identification method is a time-domain, parametric 
method that identifies a stochastic state-space model from the output covariance matrix (or 
correlation, since the mean value of the signals is assumed to be zero). The algorithm presented in this 
work was developed and described in (Peeters, 2000). 
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The algorithm is based on the principal assumption that the correlation functions of the response of a 
structure excited by white noise are defined by a sum of sinusoids with exponential decrement. Since 
these sinusoids are related with the impulsive structural response, the dynamic characteristics of the 
structure can be then extracted from these functions. 
The method starts with the computation of estimates of the output correlation matrix for 2.݅-1 lags, 
being ݅ an input of the method to be tuned by the analyst. 
These correlation matrices are organized in a Toeplitz matrix: 
 
 
ଵܶ|௜
௥௘௙ ൌ
ۏێ
ێێ
ۍ ܴ௜௥௘௙ ܴ௜ିଵ௥௘௙ … ܴଵ௥௘௙
ܴ௜ାଵ௥௘௙ ܴ௜௥௘௙ … ܴଶ௥௘௙… … … …
ܴଶ.௜ିଵ௥௘௙ ܴଶ.௜ିଶ௥௘௙ … ܴ௜௥௘௙ے
ۑۑ
ۑ
ې
 (5.6) 
with: 
∗௥௘௙ Refers to the reference sensors. Reference sensors are a subset of sensors that should present relevant 
modal ordinates of the modes to be identified. All sensors might be assumed as reference sensors. 
ܴ௜௥௘௙ Correlation matrix evaluated at time lag ݅, between all sensors and reference sensors 
 
Considering that the inputs are idealized as realizations of white noise processes and that the state 
vector can be characterized by a stationary stochastic process with zero mean, each correlation matrix 
ܴ௜ can be factorized according to (Overschee and Moor, 1996): 
 
 ܴ௜ ൌ ܥ. ܣ௜ିଵ. ܩ (5.7) 
with: 
ܩ Next-state output correlation matrix  
 
Considering the application of the property presented in equation (5.7) to the Toeplitz matrix, one 
obtains: 
 
 
ଵܶ|௜
௥௘௙ ൌ ൦
ܥ
ܥ. ܣ
…
ܥ. ܣ௜ିଵ
൪ . ሾܣ௜ିଵ. ܩ௥௘௙ … ܣ. ܩ௥௘௙ ܩ௥௘௙ሿ ൌ ௜ܱ. Γ௜௥௘௙  (5.8) 
with: 
ܱ Extended observability matrix 
Γ Reversed extended stochastic controllability matrix 
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Computing the singular value decomposition of the same Toeplitz matrix, the following factorization 
is obtained: 
 
 ଵܶ|௜
௥௘௙ ൌ ܷ. ܵ. ்ܸ ൌ ሾ ଵܷ ܷଶሿ. ቂ ଵܵ 00 0ቃ . ቈ
ଵ்ܸ
ଶ்ܸ
቉ ൌ ଵܷ. ଵܵ. ଵ்ܸ  (5.9) 
 
Comparing now equations (5.8) and (5.9), it is possible to define O and Γ matrices in a different way: 
 
 ௜ܱ ൌ ଵܷ. ଵܵ
ଵ ଶൗ  (5.10) 
 Γ௜௥௘௙ ൌ ଵܵ
ଵ ଶൗ . ଵ்ܸ  (5.11) 
 
Considering that matrix A characterizes the dynamic behaviour of the structural system, and observing 
equation (5.8), it is possible to state that, with the equalities from equations (5.10) and (5.11), the 
identification problem is solved. Since it is known that the ܥ matrix is defined by the first ݈ rows of the 
matrix ܱ (݈ represents the number of measured outputs), the ܣ matrix can be obtained through several 
ways. In this work, the following formulation was implemented: 
 
 
൦
ܥ
ܥ. ܣ
…
ܥ. ܣ௜ିଶ
൪ . ܣ ൌ ൦
ܥ. ܣ
ܥ. ܣଶ
…
ܥ. ܣ௜ିଵ
൪ ⟺ ܣ ൌ ൦
ܥ
ܥ. ܣ
…
ܥ. ܣ௜ିଶ
൪
ற
. ൦
ܥ. ܣ
ܥ. ܣଶ
…
ܥ. ܣ௜ିଵ
൪ (5.12) 
with: 
∗ற Moore-Penrose pseudo-inverse 
 
Computing the eigenvalues (ߤ௡) and eigenvectors decomposition of matrix ܣ, the results in discrete 
time are obtained: 
 
 A ൌ Ψ. Λ.Ψିଵ (5.13) 
with: 
Ψ Matrix with eigenvectors in each column 
Λ Matrix with eigenvalues (ߤ) in the diagonal 
 
 
 
 
Operational Modal Analysis of Wind Turbines 
 
140   
The natural frequency values and modal damping ratios for each vibration mode are then obtained 
taking into account the conversion of the eigenvalues from discrete time to continuous time model: 
 
 
௡݂ ൌ
ܣܾݏ ቀlnሺߤ௡ሻ ∆ݐൗ ቁ
2. ߨ  (5.14) 
 
ߦ௡ ൌ െ
ܴ݁ ቀlnሺߤ௡ሻ ∆ݐൗ ቁ
ܣܾݏ ቀlnሺߤ௡ሻ ∆ݐൗ ቁ
 (5.15) 
with: 
௡݂  Frequency value of the nth vibration mode 
ξ୬ Damping ratio of the nth vibration mode 
߂ݐ Sampling interval of the outputs  
ܣܾݏሺ∗ሻ Absolute value of * 
ܴ݁ሺ∗ሻ Real part of * 
 
With the values of the frequency and damping identified, the only missing result is the mode shape of 
each vibration mode. The observable components of each mode shape are thus obtained with: 
 
 ߶ ൌ ܥ.ߖ (5.16) 
with: 
߶ Matrix with the mode shape configurations at the measured degrees of freedom 
 
Some further considerations should be mentioned concerning the application of the SSI-COV 
algorithm to real structures. Considering the system identification of theoretical structures, the 
application of the Singular Value Decomposition to the Toeplitz matrix, leads to singular values equal 
(or very close) to zero after a certain order (see equation (5.9)). In other words, there should be a clear 
gap between singular values that defines the order of the model. However, in real structures, due to the 
noise contained in the signals and due to the fact that the used correlation functions are estimates, 
there is not a clear gap between singular values. Thus, it is common to calculate the results for different 
orders of the matrices ܣ and ܥ. With this method, a group of modal results is obtained for each order. 
Then, these results are compared with the results from the previous model order by analysing the 
variation between the estimated modal parameters. If the variation is within a previously defined limit, 
the result (or pole) is considered stable. The results obtained for different orders are usually presented 
in a stabilization diagrams as illustrated in Figure 5.5. 
 
Example 
The SSI-COV algorithm was applied to the acceleration time series obtained with the numerical model of 
the NREL 5MW wind turbine introduced in section 4.7. For this analysis, the three sensors were defined 
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as reference and 257 points were considered for calculation of the correlation functions (2.݅ -1 = 257). The 
obtained correlation functions are presented in Figure 5.4. 
   
   
   
Figure 5.4 – Correlation functions 
 
Considering the following stabilization criteria: 
o Maximum variation of natural frequency (Δ݂): ≤ 1 %; 
o Maximum variation of damping ratio (Δߦ): ≤ 5 %; 
o Minimum MAC value (ܯܣܥ): 0.99; 
o Maximum damping ration value (ߦெ஺௑): 10 %. 
a stabilization diagram considering results from models with orders between 1 and 50 was obtained 
(Figure 5.5). As can be seen, there are several clear alignments of stable poles. The alignments referred to 
the two first tower bending modes are well identified and are highlighted by red boxes. 
In addition, other stable alignments are also noticed. Some of them coincide with frequency values 
corresponding to rotor rotation harmonics (3Ω to 12Ω). These alignments are identified at the top of the 
plot. As shown in Figure 5.5, these harmonics are misidentified by the algorithm as regular vibration 
modes. The remaining stable alignments are related to vibration modes from the rotor, which are not 
analysed in this example. 
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The modal damping of the stable poles is shown in Figure 5.6. In this figure, the poles related with the two 
considered vibration modes are also highlighted by red boxes. 
 
Figure 5.5 – Stabilization diagram obtained with the SSI-COV method (average spectra at the background) 
 
 
Figure 5.6 – Modal damping ratio estimates for the stable poles 
 
The identified modal properties from the two vibration modes are shown in Table 5.1. 
 
Table 5.1 – Modal properties: SSI-COV results vs reference results 
 SSI-COV results Reference results 
Mode 
Natural frequency 
[Hz] 
Damping ratio 
[%] 
Natural frequency 
[Hz] 
Damping ratio 
[%] 
1 0.332 7.15 0.333 0.24 
2 2.639 2.08 2.686 1.91 
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The results obtained for the natural frequency are in a good agreement with the reference values. On the 
other hand, the identified damping ratio for the 1st vibration mode is considerably higher than the value 
obtained with the HAWC2 eigensolver. This discrepancy is due to the fact that the identified damping is 
related to the effective damping of the mode during the 600 s. Thus, besides the structural damping, the 
identified value also includes the aerodynamic component of the damping. The results obtained with the 
SSI-COV algorithm clearly show the influence of the aerodynamic damping on the 1st vibration mode of 
the tower. This effect is not relevant for the 2nd vibration mode of the tower. 
 
5.4.1.3 Kalman filter 
The Kalman filter is an important aspect of the SSI-DATA algorithm. In that sense, a brief 
introduction to the non-steady-state Kalman filter is presented. A more detailed description can be 
found in (Juang, 1994). 
The main goal of the Kalman filter is to compute an optimal estimation of the state vector at the 
instant ݇ (ݔො௞) based on the observations up to ݇ െ 1 and on the system matrices. Considering an 
initial state estimate ݔො଴ and the initial covariance of the state estimate ଴ܲ ൌ ܧሾݔො଴. ݔො଴் ሿ, the non-steady-
state Kalman filter estimates ݔො௞  are obtained with the recursive utilization of the equations: 
 
 ݔො௞ ൌ ܣ. ݔො௞ିଵ ൅ ܭ௞ିଵሺݕ௞ିଵ െ ܥ. ݔො௞ିଵሻ (5.17) 
 ܭ௞ିଵ ൌ ሺܩ െ ܣ. ௞ܲିଵ. ܥ்ሻሺܴ଴ െ ܥ. ௞ܲିଵ. ܥ்ሻିଵ (5.18) 
 ௞ܲ ൌ ܣ. ௞ܲିଵ. ܣ் ൅ ሺܩ െ ܣ. ௞ܲିଵ. ܥ்ሻሺܴ଴ െ ܥ. ௞ܲିଵ. ܥ்ሻିଵሺܩ െ ܣ. ௞ܲିଵ. ܥ்ሻ்  (5.19) 
with: 
ܭ௞  Kalman filter gain at instant ݇ 
௞ܲ  Kalman error covariance matrix 
ܴ଴ Correlation matrix of the outputs (with zero time lag) 
 
The Kalman filter state sequence organizes the Kalman filter state estimates obtained with equations 
(5.17) to (5.19): 
 
 ෠ܺ௜ ൌ ሾݔො௜ ݔො௜ାଵ … ݔො௜ାேିଵሿ (5.20) 
 
5.4.1.4 SSI-DATA algorithm 
The DATA-driven Stochastic Subspace Identification algorithm is another time-domain, parametric 
algorithm. Just like the SSI-COV algorithm, it aims to identify a state-space model in order to compute 
the modal properties of the system. However, instead of using the covariance between signals, SSI-
DATA uses the projection of row space of future output into the row space of the past reference 
sensors. The concept behind this operation is the retention of all past information that is important to 
predict the future. 
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The version of SSI-DATA algorithm implemented in this work is presented in (Peeters, 2000), which 
in turn is based on (Overschee and Moor, 1996). 
The SSI-DATA algorithm starts with the organization of the data in an Hankel matrix: 
 
 
ܪ௥௘௙ ൌ 1√ܰ
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ ݕ଴௥௘௙ ݕଵ௥௘௙ … ݕேିଵ௥௘௙
ݕଵ௥௘௙ ݕଶ௥௘௙ … ݕே௥௘௙… … … …
ݕ௜ିଵ௥௘௙ ݕ௜௥௘௙ … ݕ௜ାேିଶ௥௘௙ݕ௜ ݕ௜ାଵ … ݕ௜ାேିଵݕ௜ାଵ ݕ௜ାଶ … ݕ௜ାே… … … …
ݕଶ.௜ିଵ ݕଶ.௜ … ݕଶ.௜ାேିଶے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
ൌ ቈ ଴ܻ|௜ିଵ
௥௘௙
௜ܻ|ଶ.௜ିଵ
቉ ൌ ቈ ௣ܻ
௥௘௙
௙ܻ
቉ ↕↕
݊௥. ݅
݈. ݅
		"݌ܽݏݐ"
			"݂ݑݐݑݎ݁" (5.21) 
with: 
2. ݅ ൅ ܰ െ 1 Total number of data points (per channel) 
݈ Number of outputs sensors 
݊௥  Number of reference outputs 
݅ Parameters of the method to be defined by the analyst  
 
It is common to divide the Hankel matrix into a past reference and a future part, the upper and lower 
part of the matrix, respectively. Considering this division, the projection operation can then be defined 
as: 
 
 ௜ܲ
௥௘௙ ൌ ௙ܻ	/	 ௣ܻ௥௘௙ ൌ ௙ܻ൫ ௣ܻ௥௘௙൯
் ቀ ௣ܻ௥௘௙൫ ௣ܻ௥௘௙൯
்ቁ
ற
௣ܻ
௥௘௙  (5.22) 
 
The definition of the ௜ܲ
௥௘௙ is a very important aspect of the algorithm. In fact, the SSI-DATA algorithm 
relies on fact that the ௜ܲ
௥௘௙ can be factorized as product of the extended observability matrix ௜ܱ and the 
Kalman filter state sequence ෠ܺ௜: 
 
 
௜ܲ
௥௘௙ ൌ ௜ܱ. ෠ܺ௜ ൌ ൦
ܥ
ܥ. ܣ
…
ܥ. ܣ௜ିଵ
൪ . ሾ ෠ܺ௜ ෠ܺ௜ାଵ … ෠ܺ௜ାேିଵሿ (5.23) 
 
The most computational efficiency way to calculate ௜ܲ
௥௘௙ is through the application of the ܴܳ1 
factorization to the Hankel matrix: 
 
 ܪ௥௘௙ ൌ ቈ ௣ܻ
௥௘௙
௙ܻ
቉ ൌ ܴ. ்ܳ  (5.24) 
                                                     
1 In a ܴܳ factorization, the ܳ is an orthonormal matrix (்ܳ. ܳ ൌ ܳ. ்ܳ ൌ ܫே) and ܴ is a lower triangular matrix. 
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Omitting the columns filled only with zeros in the ܴ matrix, the ܴ and ܳ matrices can be organized as 
follow: 
 
                                                               	݊௥. ݅ 			݊௥ ݈ െ ݊௥ ݈ሺ݅ െ 1ሻ 		ܰ	 
                             ↔						 ↔ 		↔ 			↔ 										↔ 
 
ܪ௥௘௙ ൌ
ݎ. ݅
ݎ
݈ െ ݎ
݈ሺ݅ െ 1ሻ
↕
↕
↕
↕
൦
ܴଵଵ 0 0 0ܴଶଵ ܴଶଶ 0 0ܴଷଵ ܴଷଶ ܴଷଷ 0ܴସଵ ܴସଶ ܴସଷ ܴସସ
൪ .
ۏێ
ێێ
ۍܳଵ்ܳଶ்
ܳଷ்
ܳସ் ے
ۑۑ
ۑې
↕
↕
↕
↕
݊௥. ݅݊௥
݈ െ ݊௥
݈ሺ݅ െ 1ሻ
 (5.25) 
 
Computing the singular value decomposition of ௜ܲ
௥௘௙, the following factorization is obtained: 
 
 ௜ܲ
௥௘௙ ൌ ܷ. ܵ. ்ܸ ൌ ሾ ଵܷ ܷଶሿ. ቂ ଵܵ 00 0ቃ . ቈ
ଵ்ܸ
ଶ்ܸ
቉ ൌ ଵܷ. ଵܵ. ଵ்ܸ  (5.26) 
 
From the factorization process, ௜ܱ and ෠ܺ௜ can be calculated according to: 
 
 ௜ܱ ൌ ଵܷ. ଵܵଵ/ଶ (5.27) 
 ෠ܺ௜ ൌ ௜ܱற. ௜ܲ௥௘௙  (5.28) 
 
On the other hand, the projection of future row spaces into past row spaces can be expressed with the 
help of the ܴ and ܳ submatrices: 
 
 
௜ܲ
௥௘௙ ൌ ൥
ܴଶଵܴଷଵܴସଵ
൩ . ܳଵ்  (5.29) 
 
After the estimation of ෠ܺ௜, it is necessary to compute the state sequence ෠ܺ௜ାଵ: 
 
 ෠ܺ௜ାଵ ൌ ௜ܱିଵற . ௜ܲିଵ௥௘௙  (5.30) 
 
The extended observability matrix ௜ܱିଵ is obtained after deleting the last ݈ rows of ௜ܱ, while ௜ܲିଵ௥௘௙ is 
given by: 
 
 ௜ܲିଵ
௥௘௙ ൌ ሾܴସଵ ܴସଶሿ. ቈܳଵ்ܳଶ் ቉ (5.31) 
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At this point, the system matrices can be estimated through the application of the system of equations 
from the state-space model (see equation (5.3)): 
 
 ൤ ௜ܺାଵ௜ܻ|௜ ൨ ൌ ቂ
ܣ
ܥቃ . ෠ܺ௜ ൅ ൤
௜ܹ
௜ܸ
൨ (5.32) 
 
where the ௜ܻ|௜ matrix can be defined resorting, once again, to the ܴ and ܳ submatrices: 
 
 
௜ܻ|௜ ൌ ൤ܴଶଵ ܴଶଶ 0ܴଷଵ ܴଷଶ ܴଷଷ൨ . ቎
ܳଵ்
ܳଶ்
ܳଷ்
቏ (5.33) 
 
Once all matrices all calculated, equation (5.32) can be used to estimate matrices ܣ and ܥ. Since it is an 
overdetermined problem, it can be solved through: 
 
 ቂܣܥቃ ൌ ቈ
෠ܺ௜ାଵ
௜ܻ|௜
቉ . ෠ܺ௜ற (5.34) 
 
Once state-space matrices ܣ and ܥ are obtained, the modal properties of the structural system can be 
calculated with the already presented equations (5.13) to (5.16). 
An important property of the SSI-DATA algorithm is that it allows to recover the noise covariance 
matrices ܳ, ܴ and ܵ from the state-space model equations: 
 
 ൤ ܳ ்ܵܵ ܴ൨ ൌ ൤
௜ܹ
௜ܸ
൨ . ሾ ௜்ܹ ௜்ܸ ሿ (5.35) 
 
Like in the case of the SSI-COV, it is common to calculate the state-state matrices (ܣ and ܥ) for 
different orders. Then a similar strategy is followed, where the results from the different orders are 
compared in order to identify the stable poles. 
 
Example 
The simulated acceleration time series from the NREL 5MW wind turbine were used to illustrate the SSI-
DATA algorithm. For this analysis, three sensors were considered as reference and a value of ݅ = 80 was 
used. 
The stabilization criteria defined in the SSI-COV example were also used in this example. The obtained 
stabilization diagram is presented in Figure 5.7. The damping values of the stable poles are shown in 
Figure 5.8. 
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Figure 5.7 – Stabilization diagram obtained with the SSI-DATA method (average spectra at the background) 
 
 
Figure 5.8 – Modal damping ratio estimates for the stable poles 
 
The values of natural frequencies and damping ratios of the two founded vibration modes are shown in 
Table 5.2. The values are very similar to those previously obtained with the SSI-COV algorithm. Once 
again, the contribution of the aerodynamic damping is noticeable for the 1st vibration mode. 
 
Table 5.2 – Modal properties: SSI-DATA results vs reference results 
 SSI-DATA results Reference results 
Mode 
Natural frequency 
[Hz] 
Damping ratio 
[%] 
Natural frequency 
[Hz] 
Damping ratio 
[%] 
1 0.332 6.85 0.333 0.24 
2 2.625 1.98 2.686 1.91 
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5.4.2 P-LSCF 
The third and last identification method covered in this work is the poly-reference Least Squares 
Complex Frequency Domain method (p-LSCF), also known as Polymax. This is a parametric, 
frequency-domain method which was initially developed in order to identify the modal characteristics 
of a system from its frequency response functions (Guillaume, Verboven et al., 2003; Peeters, 
Auweraera et al., 2004). Later, the previously developed methodology was adapted by (Peeters and 
Auweraer, 2005) to work based on the output half-spectrum functions, an output-only version of this 
method. In this work, only this last version is presented. 
 
5.4.2.1 Half-Spectrum 
Prior to the application of the p-LSCF routine, the half spectrum matrix should be estimated. 
Considering the input excitation as white noise, the input spectrum (ܵ௨௨) is constant and not 
dependent on frequency, and the output spectrum is obtained by: 
 
 ܵ௬௬ሺ߱ሻ ൌ ܪሺ߱ሻ. ܵ௨௨. ܪுሺ߱ሻ (5.36) 
 
Considering the modal decomposition of the frequency response function (Heylen, Lammens et al., 
2007), 
 
 ܪሺ߱ሻ ൌ ෍ ߶௞. ݈௞
்
݅. ߱ െ ߣ௞ ൅
߶௞∗. ݈௞ு
݅. ߱ െ ߣ௞∗
௡
௞ୀଵ
 (5.37) 
with: 
݊ Number of vibration modes in the frequency range under analysis 
߶௞  Observable components of mode shape ݇ 
݈௞  Modal participation factor of mode ݇ 
ߣ௞  System poles (ߣ௞, ߣ௞∗ ൌ െߦ௞. ߱௞ േ ݅. ට1 െ ߦ௞ଶ. ߱௞) 
 
it is possible to define the output spectrum as a summation of the contribution of structural vibration 
modes (Peeters, 2000): 
 
 ܵ௬௬ሺ߱ሻ ൌ ෍ ߶௞. ݃௞
்
݅. ߱ െ ߣ௞ ൅
߶௞∗. ݃௞ு
݅. ߱ െ ߣ௞∗ ൅
݃௞. ߶௞்
െ݅. ߱ െ ߣ௞ ൅
݃௞∗. ߶௞ு
െ݅. ߱ െ ߣ௞∗
௡
௞ୀଵ
 (5.38) 
with: 
݃௞  Operational reference vector of mode ݇ 
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As can be observed, the previous equation has four poles for each mode which impose the use of 
models with twice the order of the system defined by equation (5.37). For this reason, the positive (or 
half) spectrum is usually used: 
 
 
Since the frequency response function (5.37) and the half spectrum (5.39) present similar modal 
decomposition, they both can be parameterized in exactly the same way (Peeters and Auweraer, 2005). 
In this work, the Correlogram approach, restricted to the positive time lags of the correlation function, 
is used for the estimation of the half spectrum: 
 
 ܵ௬௬ା൫ ௝߱൯ ൌ ܴ௬௬
ሺ0ሻ
2 ൅෍ܴ௬௬ሺ݇. Δݐሻ݁
ି௜.ఠೕ.௞.୼௧
௝೘
௞ୀଵ
 (5.40) 
with: 
݆௠ Number of time lags to analyse 
 
With the Correlogram approach, an exponential window should be applied to the correlations before 
the use of equation (5.40). This window is important mainly for two reasons: to reduce the effect of 
leakage and to reduce the influence of the higher time lags, which have a larger variance (Peeters and 
Auweraer, 2005). The used exponential window follows the equation: 
 
 ݓ௞ ൌ ݁ିఉ.௞.୼௧ , for 1 ൑ ݇ ൑ ݆௠ (5.41) 
with: 
ߚ Decay rate of the window 
 
The application of the exponential window leads to biased values of damping for the computed poles. 
For this reason, the damping values should be corrected according to (Cauberghe, 2004): 
 
 ߦ௘௦௧௜௠௔௧௘ௗ ൌ ߦ௥௘௔௟ ൅ ߚ߱ (5.42) 
 
5.4.2.2 Right Matrix-Fraction Description 
The p-LSCF method uses a mathematical representation of the dynamic system called right matrix-
fraction description (RMFD). The RMFD is used to model linear time-invariant systems, 
 ܵ௬௬ାሺݓሻ ൌ ෍ ߶௞. ݃௞
்
݅. ߱ െ ߣ௞ ൅
߶௞∗. ݃௞ு
݅. ߱ െ ߣ௞∗
௡
௞ୀଵ
 (5.39) 
Operational Modal Analysis of Wind Turbines 
 
150   
parameterizing the transfer function as a right division of two polynomial matrices ܣோ  and ܤோ  
(Reynders, 2009): 
 
 ܪሺݏሻ ൌ ܤோ. ሺܣோሻିଵ 
(5.43)  ܪሺݏሻ ൌ ൦෍ܤ௥ோ
௣ೃ್
௥ୀ଴
. ݏ௥൪ . ቎෍ܣ௥ோ
௣ೃೌ
௥ୀ଴
. ݏ௥቏ 
with: 
ܣ௥ோ , ܤ௥ோ  Polynomial matrices 
݌௔ோ , ݌௕ோ  Model order of the ܣோ  and ܤோ  matrices, respectively 
ݏ Complex variable 
 
For the implemented version of the p-LSCF method, it is of great importance to refer the conversion 
from a RMRD model to a state-space model (Reynders, 2009). Assuming that matrices ܣோ  and ܤோ  
have the same order (݌) and that the degree of the polynomial with the determinant of ܣோሺsሻ is equal 
to	݌. ݈ (where ݈ refers to the number of structure inputs), the matrices ܣ, ܤ, ܥ and ܦ from the state-
space model are obtained through (the subscript ∗ୖ is dropped for simplification): 
 
 
ܣ ൌ ൦
െܣ௣ିଵ. ܣ௣ିଵ െܣ௣ିଵ. ܣ௣ିଶ … െܣ௣ିଵ. ܣଵ െܣ௣ିଵ. ܣ଴
ܫ 0 … 0 0
⋮ ⋱ … ⋮ ⋮
0 0 … ܫ 0
൪ 
(5.44)  ܤ ൌ ൤ܣ௣ିଵ0 ൨ 
 ܥ ൌ ൣܤ௣ିଵ െ ܤ௣. ܣ௣ିଵ. ܣ௣ିଵ … ܤ଴ െ ܤ௣. ܣ௣ିଵ. ܣ଴൧ 
 ܦ ൌ ܤ௣. ܣ௣ିଵ 
with: 
ܣ௣ State matrix (of order ݌) 
ܤ௣ Input matrix (of order ݌) 
ܫ Identity matrix 
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5.4.2.3 p-LSCF algorithm 
The p-LSCF method models the half spectrum matrix using a right matrix-fraction description 
(RMFD) in the discrete-time frequency domain, the z-domain (Magalhães, 2010). This is achieved 
through the use of matrices ܣோ  and ܤோ . Considering both matrices as polynomials of the same order ݌, 
they are defined as: 
 
 
ܵ௬௬ା൫ ௝߱൯ ൌ ܤோ. ሺܣோሻିଵ ൌ ቎෍ܤ௥. ݁௜.ఠೕ.୼௧.௥
௣
௥ୀ଴
቏ . ቎෍ܣ௥. ݁௜.ఠೕ.୼௧.௥
௣
௥ୀ଴
቏
ିଵ
 (5.45) 
 
Bearing in mind that these matrices contain the modal parameters of the dynamic system, the main 
goal of this method involves the calculation of ܣோ  and ܤோ  that reduce the approximation error 
associated to equation (5.45). The nonlinear least squares problem can be simplified to a linear 
problem according to (Guillaume, Verboven et al., 2003): 
 
 ܧ௅ௌ൫ ௝߱൯ ൌ ቎෍ܤ௥. ݁௜.ఠೕ.୼௧.௥
௣
௥ୀ଴
቏ െ ܵ௬௬ା൫ ௝߱൯. ቎෍ܣ௥. ݁௜.ఠೕ.୼௧.௥
௣
௥ୀ଴
቏ (5.46) 
 
Considering the polynomial basis functions evaluated at each frequency (ω୨) organized in one row 
with (݌ ൅ 1) components: 
 
 Ω൫ ௝߱൯ ൌ ൣΩ଴൫ ௝߱൯ Ωଵ൫ ௝߱൯ … Ω௣൫ ௝߱൯൧ ൌ ሾ݁௜.ఠೕ.୼௧.଴ ݁௜.ఠೕ.୼௧.ଵ … ݁௜.ఠೕ.୼௧.௣ሿ (5.47) 
 
equation (5.46) can be re-written as: 
 
 
ܧ଴௅ௌ ൌ Ω൫ ௝߱൯.
ۏێ
ێێ
ۍܤ଴௢ܤଵ௢⋮
ܤ௣௢ے
ۑۑ
ۑې ൅ ൣΩ଴൫ ௝߱൯. ܵ௬௬ା௢ Ωଵ൫ ௝߱൯. ܵ௬௬ା௢ … Ω௣൫ ௝߱൯. ܵ௬௬ା௢൧. ൦
ܣ଴ܣଵ⋮
ܣ௣
൪ (5.48) 
with: 
݋ Line of the ܧ, ܤ௥  or ܵ௬௬ା matrix (which varies from 1 to the number of measured outputs - ݊௢) 
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Introducing the following definitions: 
 
 
ߙ ൌ ൦
ܣ଴ܣଵ⋮
ܣ௣
൪ (5.49) 
 
ߚ଴ ൌ
ۏێ
ێێ
ۍܤ଴௢ܤଵ௢⋮
ܤ௣௢ے
ۑۑ
ۑې, with ݋ ൌ 1, 2, … , ݊௢  (5.50) 
 
equation (5.48) can be written in a more compact form: 
 
 ܧ଴௅ௌሺߚ௢, ߙሻ ൌ ሾܺ௢ ௢ܻሿ. ቂߚ௢ߙ ቃ (5.51) 
 
where: 
 
 
ܺ ൌ ቎
Ωሺ߱ଵሻ⋮
Ω ቀ߱௡೑ቁ
቏ (5.52) 
 
଴ܻ ൌ ൦
ቀΩ଴ሺ߱ଵሻ		…			Ω௣ሺ߱ଵሻቁ ⊗ መܵ௬௬ା௢ሺ߱ଵሻ…
൬Ω଴ ቀ߱௡೑ቁ		…			Ω௣ ቀ߱௡೑ቁ൰⊗ መܵ௬௬ା௢ ቀ߱௡೑ቁ
൪, with ݋ ൌ 1, 2,… , ݊௢ (5.53) 
with: 
⊗ Kronecker product operator 
߱ଵ, ߱௙ Limits of the frequency range under analysis 
 
Expanding equation (5.51) with all the parameters from matrices α and β, one obtains: 
 
 
ܧ଴௅ௌ ൌ ൦
ଵܺ 0 … 0 ଵܻ0 ܺଶ … 0 ଶܻ⋮ ⋮ ⋱ ⋮ ⋮
0 0 … ܺ௡బ ௡ܻబ
൪ .
ۏێ
ێێ
ۍ ߚଵߚଶ⋮
ߚ௡଴ߙ ے
ۑۑ
ۑ
ې
ൌ ܬ. ߠ (5.54) 
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The solution for the identification problem can be solved through ܬ. ߠ ൌ 0. However, this is very 
computationally demanding. For this reason, a different approach is usually followed. It consists on 
determining the model parameters through a linear least squares cost function obtained by adding all 
the squared elements of the matrix ܧ଴௅ௌ evaluated at each discretized frequency: 
 
 ߳ ൌ ෍෍෍ܧ௢,௥൫ ௝߱൯. ܧ௢,௥൫ ௝߱൯∗
௡೑
௝ୀଵ
௡ೝ
௥ୀଵ
௡೚
௢ୀଵ
 (5.55) 
with: 
݊௥  Number of reference outputs 
 
From equations (5.52) and (5.53), (5.55) can be written as: 
 
 ߝ ൌ ሺߚ௢, ߙሻ ൌ ෍ݐݎሼܧ௢ሺߚ௢, ߙሻு. ܧ௢ሺߚ௢, ߙሻሽ ൌ
௡೚
௢ୀଵ
෍ ݐݎ ൜ൣߚ௢் ߙ்൧. ൤
ܴ௢ ܵ௢
ܵ௢் ௢ܶ൨ . ቂ
ߚ௢ߙ ቃൠ
௡೚
௢ୀଵ
 
ܴ௢ ൌ ܴ݁൫ܺ௢ு. ܺ௢൯; ܵ௢ ൌ ܴ݁൫ܺ௢ு. ௢ܻ൯; ௢ܶ ൌ ܴ݁൫ ௢ܻு. ௢ܻ൯ 
(5.56) 
with: 
ݐݎሺ∗ሻ Trace of the matrix * 
 
Thus, the minimum of the cost function is obtained with: 
 
 ߲ߝሺߚ௢, ߙሻ
߲ߚ௢ ൌ 2ሺܴ௢. ߚ௢ ൅ ܵ௢. ߙሻ ൌ 0 (5.57) 
 ߲ߝሺߚ௢, ߙሻ
߲ߙ ൌ 2෍൫ܵ௢
். ߚ௢ ൅ ௢ܶ. ߙ൯
௡೚
௢ୀଵ
ൌ 0 (5.58) 
 
Eliminating the unknowns ߚ଴, the size of the system of equations can be reduced: 
 
 2෍ሺܴ௢. ߚ௢ ൅ ܵ௢. ߙሻ ൌ 0 ⇔ ߚ௢ ൌ െܴ௢ିଵ. ܵ௢. ߙ
௡೚
௢ୀଵ
 (5.59) 
 
Then, the α matrix is obtained through: 
 
 2෍൫ ௢ܶ െ ܵ௢். ܴ௢ିଵ. ܵ௢൯ߙ ൌ 0 ⇔ ܯ. ߙ ൌ 0
௡೚
௢ୀଵ
 (5.60) 
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Figure 5.9 – Half-spectrum functions 
 
The stabilization diagram for models with order between 2 and 35 was created considering the same 
stabilization criteria defined for the SSI-COV and SSI-DATA algorithms (Figure 5.10). The modal 
damping ratio results associated with the stable poles are shown in Figure 5.11. 
 
Figure 5.10 – Stabilization diagram obtained with the p-LSCF method (average spectra at the background) 
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Figure 5.11 –Modal damping ratio estimates for the stable poles 
 
The final results obtained with p-LSCF algorithm are presented in Table 5.3. The results are similar to 
those previously obtained with the other two identification algorithms. 
 
Table 5.3 – Modal properties: p-LSCF results vs benchmark results 
 p-LSCF results Benchmark results 
Mode 
Natural frequency 
[Hz] 
Damping ratio 
[%] 
Natural frequency 
[Hz] 
Damping ratio 
[%] 
1 0.339 6.791 0.333 0.24 
2 2.641 1.99 2.686 1.91 
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5.5 MODAL RESPONSE ESTIMATION 
One interesting post-processing methodology of the presented stochastic identification methods 
allows using the computed state-space matrices to reconstruct the measured acceleration signals as a 
sum of modal contributions. With this tool, the measured acceleration signals are splited into several 
modal responses. A modal response is defined as the acceleration response of a SDOF with the same 
modal properties of the considered mode. 
This result is obtained with the definition of a forward innovation model from the state-space model 
matrices. This methodology is presented for the three parametric stochastic identification models: SSI-
DATA, SSI-COV and p-LSCF. 
 
5.5.1 FORWARD INNOVATION MODEL 
The state-space model, presented in 5.4.1.1, can also be represented under different forms. One of 
these representations is the forward innovation model. This representation is obtained with the 
application of the Kalman filter to the stochastic state-space model (Overschee and Moor, 1996): 
 
 ݖ௞ାଵ ൌ ܣ. ݖ௞ ൅ ܭ. ݁௞ 
(5.63) 
 ݕ௞ ൌ ܥ. ݖ௞ ൅ ݁௞ 
with: 
ݖ௞  State vector 
݁௞  Innovation sequence 
 
The innovation sequence ݁௞ is a white noise vector, with the covariance matrix defined as: 
 
 ܧൣ݁௣. ݁௤் ൧ ൌ ܴ௘. ߜ௣௤  (5.64) 
 
The forward innovation model is thus defined with the matrices ܭ and ܴ௘, in addition to the state-
space matrices A and C already defined. These matrices can be obtained through the solution of the 
discrete Riccati equation [(Peeters, 2000)]: 
 
 ܲ ൌ ܣ. ܲ. ܣ் ൅ ሺܩ െ ܣ. ܲ. ܥ்ሻሺܴ଴ െ ܥ. ܲ. ܥ்ሻିଵሺܩ െ ܣ. ܲ. ܥ்ሻ்  (5.65) 
with: 
ܲ Forward state covariance matrix (ܲ ൌ ܧሾݖ௞. ݖ௞் ሿ) 
ܩ Next-state output correlation matrix 
ܴ଴ Correlation matrix of the outputs (with zero time lag) 
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After calculation of the forward state covariance matrix, the covariance matrix of the innovation 
sequence is obtained as: 
 
 ܴ௘ ൌ ܴ଴ െ ܥ. ܲ. ܥ்  (5.66) 
 
and, finally, the Kalman gain is computed according to: 
 
 ܭ ൌ ሺܩ െ ܣ. ܲ. ܥ்ሻܴ௘ି ଵ (5.67) 
 
5.5.2 APPLICATION  TO THE STOCHASTIC IDENTIFICATION ALGORITHMS 
The methodology herein presented for modal response estimation is applied to the three parametric 
identification algorithms. 
Initially, the methodology for the SSI-DATA algorithm is introduced. It is based on the technique 
presented in (Peeters, 2000). Then, an adaptation of this methodology for the SSI-COV and p-LSCF is 
introduced. This constitutes one of the new developments included in the present work, with practical 
relevance in the context of the continuous dynamic monitoring (see Chapter 7). 
 
5.5.2.1 Application to the SSI-DATA algorithm 
The definition of the forward innovation model after the SSI-DATA algorithm (introduced in section 
5.4.1.4) requires the computation of the next-state output correlation matrix ܩ and the correlation 
matrix ܴ଴. These matrices can be directly calculated once the noise covariance matrices ܴ, ܳ and ܵ 
from the state-space model are recovered (equation (5.35)). 
Then, the Lyapunov equation is used to obtain Σ: 
 
 Σ ൌ ܣ. Σ. ܣ் ൅ ܳ (5.68) 
 
Finally, the ܴ଴ and ܩ matrices can be computed as: 
 
 ܴ଴ ൌ ܥ. Σ. ܥ் ൅ ܴ (5.69) 
 ܩ ൌ ܣ. Σ. ܥ் ൅ ܵ (5.70) 
 
Once these matrices are obtained, it is possible to define a forward innovation model (equation (5.63)) 
through the application of equation (5.65) to (5.67). 
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The forward innovation model from equation (5.63) can then be defined in the modal basis: 
 
 ݖ௠,௞ାଵ ൌ Λௗ. ݖ௠,௞ ൅ ܭ௠. ݁௞  
(5.71) 
 ݕ௞ ൌ ܸ. ݖ௠,௞ ൅ ݁௞  
with: 
ݖ௠,௞  Modal state vector (ݖ௠,௞ ൌ Ψିଵ. ݖ௞) 
ܭ௠ Modal Kalman gain (ܭ௠ ൌ Ψିଵ. ܭ) 
 
The advantage of using the model in a modal basis is that, since Λୢ is a diagonal matrix,	ݖ௠,௞ 
represents the separate contribution of each vibration mode to the total response signal. Rearranging 
equation (5.71), it can be written as: 
 
 ݖ௠,௞ାଵ ൌ ሺΛௗ െ ܭ௠. ܸሻݖ௠,௞ ൅ ܭ௠. ݕ௞  
(5.72) 
 ݁௞ ൌ െܸ. ݖ௠,௞ ൅ ݕ௞  
 
At this point, it is possible to use the system of equations (5.72) as a state-space model in order to 
estimate the modal state sequence ݖ௠,௞ and the innovation sequence ݁௞ from the measured 
acceleration ݕ௞ . The measured acceleration can then be reconstructed as the sum of an estimated 
response part (ݕො௞) with an estimation error part (݁௞): 
 
 ݕ௞ ൌ ݕො௞ ൅ ݁௞ ൌ ൫ܸ. ݖ௠,௞൯ ൅ ݁௞  (5.73) 
 
In the previous equation, ݕො௞ represents the estimated contribution to the response from the vibration 
modes, while ݁௞ represents the estimation error, i.e., the part of the response that cannot be explained 
by the stochastic state-space model. 
In addition, the acceleration signal estimation ݕො௞ can be also thought as a sum of contributions from ݊ 
single vibration modes. The estimated modal response can be split in single modal responses as: 
 
 ݕො௞ ൌ෍ݕො௜ೖ
௡
௜ୀଵ
ൌ෍ݒ௜. ݖ௠,௞೔
௡
௜ୀଵ
 (5.74) 
with: 
ݕ௜ೖ  Estimated modal response of the ݅-th vibration mode 
ݒ௜  Column vector with the observable components of the mode shape of the ݅-th vibration mode 
ݖ௠,௞೔  Array vector from the modal state vector corresponding to the ݅-th vibration mode 
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Naturally, ݕො௜ೖ  is a complex modal response. However, if the complex modal response of the pair of 
complex-conjugated poles from the same vibration mode is combined, the real modal response is 
obtained. 
 
5.5.2.2 Application to the SSI-COV algorithm 
The methodology presented in 5.5.2.1 uses specific results obtained with the SSI-DATA algorithm to 
estimate the modal response. The adaptation of this methodology to the SSI-COV cannot be done 
directly since the noise covariance matrices (ܳ, ܴ and ܵ) from the state-space model are not obtained 
with this method. 
Thus, a procedure to estimate the modal response from the identified state matrix ܣ and output matrix 
ܥ is introduced in this section. In its development, some steps from the SSI-DATA algorithm are used 
in order to estimate the noise covariance matrices from the state-space model. 
The procedure starts with the computation of the Hankel matrix with the projection of row space of 
future output into the row space of the past reference sensors (equation (5.21). Then, the ܴܳ 
factorization of the Hankel matrix is performed (equation (5.24) in order to compute the matrices ෠ܺ௜, ෠ܺ௜ାଵ and ௜ܻ|௜, respectively equations (5.28), (5.30) and (5.33). 
Then, the residuals from the state-space model can be computed with the ܣ and ܥ matrices obtained 
with the SSI-COV algorithm and with the calculated matrices: 
 
 ൤ ௜ܹ
௜ܸ
൨ ൌ ቈ ෠ܺ௜ାଵ
௜ܻ|௜
቉ െ ቂܣܥቃ . ෠ܺ௜  (5.75) 
 
Finally, the noise covariance matrices are obtained with: 
 
 ൤ ܳ ்ܵܵ ܴ൨ ൌ ൤
௜ܹ
௜ܸ
൨ . ሾ ௜்ܹ ௜்ܸ ሿ (5.35) 
 
At this point, it is now possible to use the methodology introduced in 5.5.2.1. 
The validation of this procedure is illustrated through a simple example in the Appendix A. 
 
5.5.2.3 Application to the p-LSCF algorithm 
The procedure introduced in section 5.5.2.1 can also be used with the results from the p-LSCF, since it 
is possible to define a state-space model from a RMFD model (section 5.4.2.2). However, some 
additional challenges are present in its application. 
The main restriction to the application of this procedure to the state-space matrices obtained with the 
p-LSCF algorithm is that the resolution of the Riccatti equation requires that all poles ߣ (see equation 
(5.37)) from the state matrix ܣ are stable (Overschee and Moor, 1996). 
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In order to evaluate the stability of the poles and exclude the unstable poles (i.e. associated with 
negative modal damping ratios), the unit circle can be used. The unit circle limits the stable region of 
the poles in the ݖ-domain. The radius of pole ݅ in the unit circle is given by: 
 
 ݖ௜ ൌ ݁ିక೔.ఠ೔.୼௧  (5.76) 
with: 
߱௜  Natural frequency (of the pole ݅) 
Δݐ Time sampling interval 
 
The unit circle is illustrated in Figure 5.12. 
 
Figure 5.12 – Identification of a stable and unstable pole in the unit circle 
 
Since it is desired to only account for the stable poles (and the respective vibration modes), it is 
necessary to eliminate the unstable poles from the ܣ and ܥ state-space model matrices. 
In this work, a truncation based methodology of the modal state-space model is used. The identified ܣ 
and ܥ matrices are initially transformed into the modal basis: 
 
 Λ ൌ Ψିଵ. ܣ.Ψ (5.77) 
 ܸ ൌ ܥ.Ψ (5.78) 
 
As referred in section 5.4.1.1, the Λ is a diagonal matrix with the eigenvalues of the system and ܸ is a 
matrix with the observable components of the vibration modes in the columns. After the 
transformation from equations (5.77) and (5.78), the eigenvalues corresponding to the unstable poles 
can now be removed, deleting the corresponding lines and columns from matrix Λ. Similarly, the 
columns from the ܸ matrix can now be removed in accordance to the deleted eigenvalues. This 
truncation operation is illustrated in Figure 5.13. 
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Figure 5.14 – Modal responses of the top sensor S3 (only the 1 FA and 2 FA modes and the 3Ω and 6Ω harmonics were 
considered) 
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5.5.3 QUANTIFICATION OF THE MODAL CONTRIBUTIONS 
An interesting outcome from the decomposition of the original signal into several modal acceleration 
responses is that the relative contribution from each of these modes can be quantified (Cara, Juan et 
al., 2013). 
The procedure starts after the estimation of the modal acceleration response from each vibration mode 
and the associated error: 
 
 ݕ ൌ ݕො ൅ ݁ (5.73) 
with: 
ݕ Time series of the original signal 
yො Time series of the estimated modal response 
݁ Time series of the innovations 
 
Equation (5.73) can be also written as a sum of the estimated vibration mode acceleration: 
 
 ݕ ൌ෍ݕො௜
௡
௜ୀଵ
൅ ݁ (5.73) 
with: 
ݕො௜  Time series of the estimated modal response of the ݅-th vibration mode 
 
Multiplying each element from the previous equation by the transpose of ݕ and retaining only the 
diagonal elements of the matrices, the following is obtained: 
 
 ሺݕ. ݕ்ሻ஽ ൌ ൭෍ݕො௜
௡
௜ୀଵ
. ݕ்൱
஽
൅ ሺ݁. ݕ்ሻ஽ ⇒ 
ሺݕ. ݕ்ሻ஽ ൌ ሺݕොଵ. ݕ்ሻ஽ ൅ ሺݕොଶ. ݕ்ሻ஽ ൅⋯൅ ሺݕො௡. ݕ்ሻ஽ ൅ ሺ݁. ݕ்ሻ஽ 
(5.79) 
with: 
ሺ∗ሻ஽  Diagonal elements of matrix * 
 
 
 
 
 
Chapter 5 
 
    165 
In the previous equation, the diagonal elements of ݕො௜. ݕ் and ݁. ݕ் represent, respectively, the 
covariance between the estimated modal response from mode ݅ and the original signal and the 
covariance between the estimation error and the original signal. Normalizing equation (5.79), one 
obtains: 
 
 ቂሺݕ. ݕ்ሻ஽ିଵ. ሺݕ. ݕ்ሻ஽ቃ ൌ ቎ሺݕ. ݕ்ሻ஽ିଵ. ൭෍ݕො௜
௡
௜ୀଵ
. ݕ்൱
஽
቏ ൅ ቂሺݕ. ݕ்ሻ஽ିଵ. ሺ݁. ݕ்ሻ஽ቃ 	⇒ 
ൣ1൧ ൌ Δ௠ ൅ Δ௘ ⇒ ൣ1൧ ൌ Δଵ ൅ Δଶ ൅⋯൅ Δ௡ ൅ Δ௘  
(5.80) 
with: 
ൣ1൧ Vector filled with elements equal to one 
Δ௜  Vector with the contribution of the estimated modal response of the ݅-th vibration mode 
Δ௘  Vector with the contribution of the estimation error 
 
The procedure presented so far is referred to an acceleration signal from a single sensor. Thus, the 
contribution of each vibration mode to the original signal is only referred to that single sensor. 
However, it is common to have more than one sensor installed on the structure. In that case, a global 
assessment of the modal contribution can be obtained with the mean value of the Δ௜ and Δ௘ vectors 
obtained from the l installed sensors: 
 
 ߜ௜ ൌ 1݈ ෍Δ௜ሺ݊ሻ
௟
௡ୀଵ
 (5.81) 
 ߜ௘ ൌ 1݈ ෍Δ௘ሺ݊ሻ
௟
௡ୀଵ
 (5.82) 
with: 
ߜ௜  Global contribution of the ݅-th vibration mode 
ߜ௘  Global contribution of the estimation error 
 
Example 
The acceleration signals obtained with the NREL5 MW wind turbine model were once again used to 
illustrate the procedure presented in this section. 
In that sense, the modal responses obtained with the forward innovation model defined with the state-
space model of order 50 from the SSI-DATA algorithm was used to estimate the modal contribution to 
the recorded acceleration from the 3 sensors. Once again, only the 1 FA and 2 FA modes and the two first 
rotor harmonics were considered. 
Figure 5.15 presents the contribution of each considered modes/ harmonic excitations for the three 
sensors, together with the estimated error (Δ௘). It should be noted that the sum of the presented 
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contributions (including error) is not equal to 1, since some residual contributions from the other modes/ 
harmonic excitations are not presented in the figure. 
The acceleration time series recorded by the sensors S1 and S2 are clearly dominated by the 2 FA. It is an 
expected result because the mode shape of this mode presents higher modal amplitudes at the positions of 
these sensors than the 1 FA mode. On the other hand, the acceleration signal captured by the S3 sensor is 
dominated by the 3Ω harmonic excitation and, in a smaller scale, by the 1 FA mode. This is justified by 
the fact that motion configuration of this mode/ harmonic presents its higher modal amplitude at the top 
of the tower. 
 
Figure 5.15 – Modal contributions from the 1 FA and 2 FA modes, 3Ω and 6Ω harmonics and error to the acceleration 
signals obtained for sensors S1, S2 and S3 with the NREL 5MW wind turbine model 
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5.6 AUXILIARY TOOLS TO OVERCOME OMA VIOLATIONS 
In section 5.3, some violations of the OMA assumptions were presented and discussed. It was justified 
why, under operating conditions, OMA identification algorithms (such as the ones presented in 
section 5.4) cannot be directly applied to wind turbine signals in the same way as when under parked 
conditions. Thus, alongside with the application of the identification algorithms, some auxiliary tools 
may need to be used. Reference should be made that for some strategies presented below, some input 
information, usually obtained with the data collected by the SCADA system, is required. 
 
5.6.1 COORDINATE TRANSFORMATION - NACELLE ROTATION 
There are some alternative procedures to handle the problem of structure time-variance due to nacelle 
rotation. The choice between then should be made according to the quality of the data available from 
the SCADA system. 
Considering sensors installed in the tower, framed into a global stationary reference, it is necessary to 
apply a coordinate transformation to the collected signals so that these will follow the nacelle 
orientation, defined by the fore-aft (FA) and side-side (SS) directions (moving reference). On the other 
hand, if sensors are installed in the nacelle, no transformation is required since they are framed into 
the moving reference. 
 
Yaw angle data acquisition rate is high enough 
When yaw angle data is available with an acquisition rate sufficiently high (equal to the acquisition rate 
of the sensors or high enough to track the nacelle rotation with a good precision), the raw data 
obtained from the sensors should suffer a coordinate transformation according to: 
 
 ൤ܺ′ሺݐ, ߠሻܻ′ሺݐ, ߠሻ൨ ൌ ܴሺߠሻ. ൤
ܺሺݐሻ
ܻሺݐሻ൨ 
(5.83) 
 ܴሺߠሻ ൌ ൤ ܿ݋ݏሺߠሻ ݏ݅݊ሺߠሻെݏ݅݊ሺߠሻ ܿ݋ݏሺߠሻ൨ 
with: 
ܺ′, ܻ′ Nacelle (moving) reference coordinates  
ܺ, ܻ Tower (stationary) reference coordinates  
ܴ Rotation matrix  
ߠ Angle between the tower sensors referential and nacelle orientation (see Figure 5.16) 
 
This transformation leads to the projection of the collected acceleration time series in the FA and SS 
directions (Figure 5.16). 
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Figure 5.16 – Illustration of the angle between the sensors referential and nacelle orientation (θ) 
 
Yaw angle data consists of time-averaged values 
When the data from yaw angles is only available in the form of time-averaged values (e.g. 10 minutes 
mean values), there are two possible strategies to proceed with the coordinate transformation: 
o The same rotation matrix (equation (5.83)) should be used for the entire raw data from that 
period; 
o As an alternative, OMA algorithms can be applied directly to the raw data without any pre-
processing. Then, the configuration of the mode shapes should be multiplied by the same 
rotation matrix of equation (5.83). 
This approach only provides adequate results when the nacelle does not suffer important rotations 
during the adopted time interval. 
 
5.6.2 COORDINATE TRANSFORMATION - ROTOR ROTATION 
The spinning rotor, as referred earlier, is another source of violation of the structure time-invariance 
requirement. The rotation of the rotor with respect to the nacelle introduces time-dependence in the 
mass, stiffness and gyroscopic matrices (Ewins, 2000). In experimental testing, a coordinate 
transformation is required in situations where sensors are located in the rotating components of the 
rotor (such as blades), under operating conditions. 
 
 
 
 
 
 
 
 
 
θ
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Y
X’ ≡ FAY’ ≡ SS
Chapter 5 
 
    169 
The referred violation can be faced through Multi-Blade Coordinate (MBC) transformation (also 
named as Coleman transformation) (Hansen, 2007; Bir, 2008). The MBC transformation helps 
integrate the dynamics of individual blades into the whole structural system, converting the motion of 
each blade in the rotating blade frame into the ground-fixed frame (the same of the tower coordinate 
system). With this transformation, the periodic terms in the equations of motion are eliminated 
(Hansen, 2007). The MBC transformation is defined, for the most common case (3-bladed rotor wind 
turbines), as (Bir, 2008): 
 
 ܽ଴ ൌ 13෍ݍ௜
ଷ
௜ୀଵ
 
(5.84) 
 ܽଵ ൌ 23෍ݍ௜. cosሺ߰௜ሻ
ଷ
௜ୀଵ
 
 
ܾଵ ൌ 23෍ݍ௜. sinሺ߰௜ሻ
ଷ
௜ୀଵ
 
with: 
ܽ଴, ܽଵ, ܾଵ Multi-blade coordinates (ground-fixed frame) 
ݍ௜  Deflection of the ݅-th blade (rotating frame) 
߰௜ 
Azimuth location of the ݅-th blade: ߰௜ ൎ Ω. ݐ ൅ ሺ݅ െ 1ሻ. ଶగଷ  (it is assumed that for ߰ ൌ 0, the blade is 
vertically up) 
 
The new degrees of freedom in the ground-fixed frame (ܽ଴, ܽଵ and ܾଵ) represent now a cumulative 
behaviour of all rotor blades, instead of each individual blade (ݍ௜). Two examples of the physical 
meaning of the new coordinates is presented in (Hansen, 2007), for operating conditions with a low 
value of blades pitch angle: 
 
If ݍ௜  → flapwise blade deflection shape (Figure 5.17) If ݍ௜  → edgewise blade deflection shape 
ܽ଴ → simultaneous flapwise motion of all blades 
ܽଵ → tilt  motions of the rotor 
ܾଵ → yaw motions of the rotor 
ܽ଴ → simultaneous edgewise motion of all blades 
ܽଵ → horizontal motions of the rotor 
ܾଵ → vertical motions of the rotor 
 
Figure 5.17 – Multi-blade coordinate when qi represents flapwise motion (Skjoldan, 2011) 
a0 a1
b1
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The inverse transformation (from ground-fixed coordinates to the rotating frame) is given by: 
 
 ݍ௜ ൌ ܽ଴ ൅ ܽଵ. cosሺ߰௜ሻ ൅ ܾଵ. sinሺ߰௜ሻ (5.85) 
 
In (Tcherniak, Chauhan et al., 2010b), a routine for the application of MBC transformation to records 
from sensors located on the rotor is proposed: 
1. The signals of points located on the blades and tower (and also other locations) and the 
azimuth angle are acquired as time histories; 
2. The signals data from the rotating parts are subjected to MBC transformation using the 
azimuth data. The signals data from the non-rotating components (tower and nacelle) are not 
transformed; 
3. The new signals obtained with MBC transformation and the signals from non-rotating 
components are the inputs to OMA identification algorithms; 
4. The frequencies and damping values are determined; 
5. The resulting mode shapes are subjected to inverse MBC transformation (5.85); the results can 
be directly animated overlaid by the rotor rotation. 
Although MBC is an useful tool to eliminate the periodic effect of the rotor, there are some practical 
aspects that may complicate its application (Ozbek, Meng et al., 2013): 
o If the measurements are only taken from one blade, the transformation cannot be applied; 
o The measurements must be taken at equal radial locations for all the blades; 
o The application of the MBC transformation requires the knowledge of the instantaneous 
position of the blade (azimuth angle). 
Two last comments should be made about the use of MBC transformation to wind turbines. There is 
one fundamental assumption of this method (verified for almost all wind turbines): the rotor has to be 
isotropic, which means, the all the blades are identical, identically pitched and symmetrical mounted 
on the hub (Hansen, 2003). Another important aspect about the effects of utilization of this technique 
is that, although it removes the periodicity from the matrices, it does not eliminate the periodicity 
character of the excitation forces. 
 
5.6.3 PERIODIC NATURE OF THE EXCITATION FORCES 
The periodic nature of the excitation is probably the most difficulty OMA assumption violation to 
overcome. Since the structural response contains harmonic components due to rotor rotation, the 
modal identification process can be considerable hindered (or even become impossible). Thus, 
auxiliary processing tools may be important to remove the pollution in the signal due to the presence 
of harmonics. In that sense, three methodologies are introduced. 
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5.6.3.1 Kurtosis-based Methods 
One alternative method associated to the detection of harmonics is based on the properties of kurtosis. 
Kurtosis is a statistical measure that can be used to estimate how peaked or flat a distribution is when 
compared to the normal distribution. It is defined as: 
 
 ߚଶሺ௫|ఓ,ఙሻ ൌ
ܧሾሺݔ െ ̅ݔሻସሿ
ߪସ  (5.86) 
with: 
ܧሾ ሿ Expectation value  
̅ݔ Mean value of the distribution  
ߪ Standard deviation of the distribution  
 
where ߚଶ > 3, ߚଶ = 3 and ߚଶ < 3 define distributions as leptokurtic (distribution more peaked than 
normal distributions), mesokurtic (normal distribution) and platykurtic (more flat than normal 
distribution), respectively. It is common to express this measure in the form of excess kurtosis: 
 
 ߚ∗ଶሺ௫|ఓ,ఙሻ ൌ
ܧሾሺݔ െ ̅ݔሻସሿ
ߪସ െ 3 (5.87) 
 
With this designation, leptokurtic, mesokurtic and platykurtic distributions will be defined as ߚଶ∗ > 0, 
ߚଶ∗ = 0 and ߚଶ∗ < 0. 
This kurtosis can also be used as an indicator of the presence of harmonic components (Brincker, 
Andersen et al., 2000): 
o It is assumed from the central limit theorem that any linear combination of a large number of 
random variable tends to a normal distribution independently of the statistical properties of 
the variables. Thus, the stochastic structural response, due to loading from a sufficient large 
number of independent sources, will be approximately Gaussian (see Figure 5.18 for the 
Gaussian probability function). For this reason, the value of excess kurtosis will be ߚଶ∗ = 0 
(mesokurtic distribution); 
o In the case of a pure harmonic, the probability function presents a characteristic shape with 
two symmetric peaks approaching infinity (Figure 5.18). As result, it will present a value of 
excess kurtosis of ߚଶ∗= - 1.5. 
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Figure 5.18 – Normalized probability density function of a pure structural mode (blue line) and pure harmonic 
component (red dashed line) 
 
Based on these properties, some methodologies were proposed (Jacobsen, Andersen et al., 2006; 
Andersen, Brincker et al., 2007; Jacobsen, Andersen et al., 2008). However, some difficulties are 
expected regarding the application of these methods to the modal identification of wind turbines.  In 
fact, it is referred that when the harmonic is located closed to the natural frequency of a structural 
mode, the results may deteriorate (Jacobsen, Andersen et al., 2008). 
 
5.6.3.2 Cepstral Method 
The Cepstral method is another methodology aiming to eliminate the effect of harmonics in a signal. 
The concept of cepstrum was initially introduced with the aim of detecting echoes in seismic analysis 
(Bogert, Healy et al., 1963). This method consists in editing the vibration signals in the cepstrum 
domain. The Cepstral method proposed in (Randall and Sawalhi, 2011) consists in editing the real 
cepstrum while keeping the original phase. The cepstrum can be obtained as: 
 
 ܥሺݐሻ ൌ ݅ܨܨܶൣlog൫ܺሺ߱ሻ൯൧ (5.88) 
 
where: 
 
 ܺሺ߱ሻ ൌ ܨܨܶ൫ݔሺݐሻ൯ ൌ |ܺሺ߱ሻ|. ݁௜.௔௡௚௟௘൫௑ሺఠሻ൯ (5.89) 
with: 
|ܺሺ߱ሻ| Magnitude of the Fourier transformation of ݔሺݐሻ  
݈ܽ݊݃݁൫ܺሺ߱ሻ൯ Phase angle of the Fourier transformation of ݔሺݐሻ  
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and, consequently: 
 
 log൫ܺሺ߱ሻ൯ ൌ lnሺ|ܺሺ߱ሻ|ሻ ൅ ݅. ܽݎ݃ሺ߱ሻ (5.90) 
 
Equation (5.88) will result in the “complex cepstrum”. On the other hand, if the phase of ܺ is set to 
zero, “real cepstrum” is obtained. 
The main steps of this methodology are presented in Figure 5.19. It consists on the combination of the 
edited “real cepstrum” (where influence of the harmonics is removed) with the unmodified phase 
information.  The complex spectrum is then retrieved by exponentiation. 
 
Figure 5.19 – Algorithm of the Cepstral method used to eliminate the effect of harmonics in signals (adapted from 
(Randall and Sawalhi, 2011)) 
 
The application of this methodology to vibration signals from wind turbine is described in the 
literature. The results indicated that the use of the cepstral method is still not a definite solution to 
solve this problem. In some cases (Manzato, White et al., 2013), the application of the cepstral method 
led to an improve of the results, while in other situations (Manzato, Devriendt et al., 2014), its 
application spoiled the modal identification. 
 
5.6.3.3 Time Synchronous Averaging 
The Time Synchronous Averaging (TSA) method aims to transform a signal containing time-varying 
frequency components (as varying rotor speed) into a constant frequency component. The main 
feature of this method is the digitally resample of the original signal (acquired with a constant time 
interval – time domain) to a constant angular spacing – angular domain. This resampling process is 
illustrated with the help of Figure 5.20. After this step, the “varying” harmonic, transformed into a 
“constant” frequency harmonic, should be eliminated with a filter. 
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a) b) c) 
Figure 5.20 – Graphical representation: a) sine with constant frequency; b) sine with increasing frequency with constant 
Δݐ; c) sine with increasing frequency and constant Δߠ (adapted from (Blough, 2006)) 
 
Time synchronous averaging represents an useful tool to identify a varying frequency of excitation 
along time. As example, Peeters et al (Peeters, Cornelius et al., 2007) refers a successfully case study in 
which this technique was applied to an helicopter. 
However, the application of this method for the analysis of vibration signals from wind turbines 
presents some drawbacks, including the need to know the position or frequency/ radial speed of the 
rotor with very good precision, which implies the installation of additional sensors at the turbine. 
Other important difficulties are also referred in literature regarding the application of TSA to wind 
turbines. Tcherniak et al (Tcherniak, Chauhan et al., 2010a) refers that it should not work properly 
since this method suits better in situations where the harmonics are identified as well-defined sharp 
peaks. As shown in section 5.3, the peaks obtained from the harmonic excitation present the 
previously introduced “thick tail” characteristic. This difficulty was experimentally confirmed in 
(Manzato, White et al., 2013). 
Although different methodologies to identify and remove the effect of harmonics in vibration signals 
have been developed, their application to wind turbine signals have not revealed as a definite solution 
for this problem. In that sense, other types of strategies are usually employed, as shown in Chapter 7. 
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5.7 AUTOMATED OPERATIONAL MODAL ANALYSIS 
In the implementation of a dynamic monitoring system, it is desirable to have the least possible human 
intervention. In that sense, an additional procedure has to be added to the output-only identification 
algorithms presented in section 5.4 to avoid the intervention of an experienced operator in the analysis 
of stabilization diagram. For this reason, an algorithm for automated extraction of the desired modal 
parameters from the stable poles on a stabilization diagram is necessary. 
According to (Reynders, Houbrechts et al., 2012), three major types of strategies have been proposed 
to automate the identification process: histogram analysis, non-hierarchical and hierarchical 
clustering. 
In histogram analysis, with the aim of identify vertical alignments of stable poles, the frequency axis is 
divided into a certain number of bins and the poles contained in each bin are counted. Scionti et al 
(Scionti, Lanslots et al., 2003) presented an algorithm based on this procedure. 
Another approach to perform an automatic interpretation of stabilization diagrams is cluster analysis. 
Cluster analysis is a multivariate statistical analysis technique of classification, in which the objects 
(poles) are partitioned into a certain number of classes (Gordon, 1999). This partition of data into a set 
of disjoint classes (or clusters) leads to the integration (of similar objects) and separation (of unrelated 
objects) of the data. Concerning the actual problem presented in this work, clustering analysis is used 
as a tool to group physical poles that refer to the same vibration mode. This can be accomplished by 
considering poles as objects with quantitative parameters – the modal parameters. Clustering analysis 
can be divided in mainly two categories: hierarchical and non-hierarchical algorithms. 
Non-hierarchical clustering procedures allocate data poles into a pre-specified number of clusters. 
Initial seeds are defined by the user among which the clusters will be created (Reynders, Houbrechts et 
al., 2012). The poles will be then assigned to the cluster in order to optimize the criterion of high 
internal homogeneity (within clusters) and high external heterogeneity (between clusters). A famous 
mathematical algorithm is the k-means method (Gordon, 1999). The major drawbacks of non-
hierarchical algorithms are the need of a priory definition of the number of clusters (vibration modes) 
and the selection of the seeds (although the latter may be overcome by a random selection of the seeds 
(Magalhães, 2010)). An illustration of this algorithm is presented in Figure 5.21). Some examples of 
application of this algorithm for automated classification of poles on system identification are 
presented in (Verboven, Parloo et al., 2002; Scionti and Lanslots, 2005). 
 
Figure 5.21 – Non-hierarchical clustering 
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The last described strategy is the hierarchical clustering analysis. With this strategy, each initial pole is 
considered a cluster. Then, and in each step, the closest poles are aggregated into the same cluster until 
all poles are combined in one large cluster (Figure 5.22). The algorithm of a hierarchical clustering 
methodology is as follows: 
1. Definition of distance between poles. This property will measure the closeness between poles; 
2. Calculation of similarity between every clusters. The criteria for similarity calculation has to be 
chosen (the more common are single link, complete link, group average link, Ward’s method, 
centroid method and median (Gordon, 1999)); 
3. Linking of the clusters in an hierarchical tree; 
4. Definition of a rule to cut the hierarchical tree. This rule will define the final number of 
clusters. 
It should also be referred that, contrary to what can happens in non-hierarchical methods, a pair of 
poles grouped together at a certain step cannot be separated in subsequent steps. Pappa et al (Pappa, 
III et al., 1997) is said to be the first author to report the utilization of this kind of strategy for 
automatic system identification (Reynders, Houbrechts et al., 2012). Other descriptions are presented 
in (Verboven, Guillaume et al., 2003) and (Magalhães, Cunha et al., 2009) with examples of application 
with the LSCF and SSI-COV method, respectively. 
 
Figure 5.22 – Hierarchical clustering 
 
5.7.1 IMPLEMENTED HIERARCHICAL CLUSTER ANALYSIS 
The strategy implemented in the monitoring system described in this work is based on a hierarchical 
clustering algorithm. The aim of application of this algorithm is to automatically separate spurious 
poles from the physical ones and to aggregate the latter in clusters according to the different vibration 
modes. 
Taking into account the algorithm presented earlier, the initial step of the analysis comprises the 
computation of the distance between all pairs of poles. For this calculation, the modal properties of 
each pole should be used. However, the utilization of the modal damping usually presents two 
important drawbacks: different modes may present the same value of damping and the extracted 
values of damping ratios present high variance. For these reasons, the use of the modal damping as a 
GCBA ED F
C,D
F,G
F,G,HA,B
E,F,G,HA,B,C,D
A,B,C,D,E,F,G,H
cut level
- Cluster
- Final Cluster
H
Chapter 5 
 
    177 
pole property for calculation of similarity between poles was dropped. Thus, the frequency value and 
the mode shape (more specifically, the MAC value) were the properties used for distance calculation 
between poles (Magalhães, Cunha et al., 2009): 
 
 ݀௜ି௝ ൌ ቤ ௜݂ െ ௝݂௝݂ ቤ ൅ ൫1 െ ܯܣܥ௜,௝൯ (5.91) 
with: 
௜݂,௝  Frequency value of pole ݅ or ݆  
ܯܣܥ௜,௝  Modal assurance criterion between mode shapes of pole ݅ and ݆  
 
The different parameters of equation (5.91) can be computed with weighting factors, which allows 
assigning different importance to each property. However, this possibility was not used in the 
monitoring system. As can be concluded from the observation of equation (5.91), the shorter the 
distance is, the greater the similarity between poles and the higher the probability that both are 
referred to the same vibration mode. 
After the calculation of the distance between poles, it is necessary to decide a criterion to assess the 
similarity between clusters. In the implemented strategy, the single link was used. This criterion 
defines the distance between two clusters as the smallest distance between poles contained in different 
clusters. This distance is the same as defined in equation (5.91). 
Once the hierarchical tree is constructed, it is necessary to define another criterion for the cut level. 
This decision cannot be based on a hard criterion, like a final number of clusters: it is not possible to 
know how many clusters will be formed containing spurious poles; besides, there are structural modes 
which will not be detected in every setup. These aspects introduce an uncertainty about the final 
number of physical and spurious clusters. Thus, the chosen criterion imposes a degree of homogeneity 
inside the cluster: a maximum distance between any point and its closest point in the same cluster. 
However, this maximum distance has to be carefully evaluated, since it can lead to the split of similar 
poles into different clusters (if the distance is too tight) and the aggregation of different poles into the 
same cluster (if the distance is too large). 
After the application of the previous criterion, it is necessary to pick the final clusters containing 
physical poles. Considering that poles referring to physical modes are consistent along the different 
orders of the system identification algorithms, an initial cut-off criterion should be implemented to 
eliminate clusters with a reduced number of poles. Then, the modal properties of the remaining cluster 
can be compared with the reference properties of the vibration modes intended to be tracked. These 
reference properties can be defined during an initial training period. 
 
Example 
The results obtained with the application of the SSI-COV algorithm to the acceleration time series from 
the NREL 5MW wind turbine model were used to illustrate the implemented hierarchical cluster 
methodology. In this example, the maximum distance between poles was set to 0.02 and a minimum 
number of poles in a cluster in order to be considered was defined as 5. The results obtained with the 
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cluster analysis are presented in Figure 5.23, where the considered cut level of 5 poles is represented by the 
dashed red line). 
The natural frequency and damping ratio of the poles found after the consideration of the cut level are 
shown in Figure 5.24. In this figure, the small circles represent the properties of the stable poles, while the 
large circles indicate the mean values of the poles inside each cluster. 
  
Figure 5.23 – Number of poles obtained for each cluster 
defined according to the implemented hierarchical cluster 
analysis (the red dashed line indicates the cut level) 
Figure 5.24 – Natural frequency and damping ratio of the 
selected clusters (the small circles represent the properties 
of the pole, while the large circles indicate the mean 
values of the poles inside each clusters 
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5.8 CASE STUDY – IZAR BONUS 1.3MW/62 
5.8.1 INTRODUCTION 
This section presents the most relevant results from the experimental identification of the dynamic 
properties of a Izar Bonus 1.3MW/62 wind turbine. This analysis is integrated in a project to upgrade 
the wind turbine with an extension of the blades, hereafter designated as Rotor Blade Extension (RBE). 
This project was led by Energiekontor Windpower Improvement GmbH and was developed in 
collaboration with the Institute of Science and Innovation in Mechanical and Industrial Engineering 
(INEGI). 
In the scope of the RBE project, several tasks were developed in order to assess the feasibility of the 
rotor upgrade. Among them, the bending stress of the blades, the evaluation of debris in the gear box 
oil and the definition of the wind turbine power curve before and after the rotor extension were 
analysed. The Laboratory of Vibrations and Monitoring (ViBest) of FEUP was invited to perform 
dynamic tests of the wind turbine blades (Oliveira, Magalhães et al., 2014). 
In the context of the project, the assessment of the blades dynamic properties before and after the 
extension allows to analyse three important aspects: 
o Assessment of the natural frequency of the rotor blades modes – it is of the utmost importance 
to guarantee that the frequency values of the extended blades are not close the tower modes 
and to the frequency of rotation of the rotor; 
o Assessment of the damping ratios from the rotor blades modes – it is important to assess if 
there is significant change in the structural damping of the blades after the extension; 
o Independent assessment of the natural frequency of each blade – this analysis is intended to 
check if the RBE does not change the structural similarity between the blades. 
Within the RBE project, data collected by two different measurement systems were used: one system 
based on fibre Bragg grating sensors and another based on accelerometers. 
The results presented in this section are mainly focused on the assessment of the dynamic properties of 
the wind turbine blades before and after the rotor extension. However, it was given the opportunity to 
performed an ambient vibration test (before the implementation of the RBE), including simultaneous 
measurements at the tower and blades. In this context, a rotor-stop test was also performed in order to 
assess the damping ratio of the first and second tower bending modes in the FA direction. 
 
5.8.2 DESCRIPTION OF THE WIND TURBINE 
The Izar Bonus 1.3MW/62 wind turbine presents a traditional configuration, with a three-bladed 
upwind rotor with a diameter of 62 m (Figure 5.25). The tower is in steel and the hub is 68 m height. 
The wind turbine is part of the Penedo Ruivo wind farm, located in the northern part of Portugal, in a 
highly complex terrain. The turbine started operating in 2005. 
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5.8.3 MEASUREMENT SYSTEM 
As previously referred, two distinct measurement systems were used in this analysis: one based on 
fibre Bragg grating sensors and another based on accelerometers. 
 
5.8.3.1 Measurement System Based on Fibre Bragg Grating Sensors 
The measurement system based on fibre Bragg grating sensors is a permanent system installed in the 
wind turbine. It is composed by strain and temperature sensors installed at each blade; all sensors are 
connected in the hub to an interrogation unit which processes the data and delivers it in a local 
industrial PC which stores the information. 
The system is intended to measure strains at the blades root due to bending stresses. For each of the 
three blades, four sensors, referred here as A, C, E and K, were installed at their roots, measuring the 
strains at these positions. Sensors A and E are referred to the motion in the flapwise direction (bending 
around the weaker axis), while sensors C and K are related to the edgewise direction (bending around 
the stronger axis). Each pair of sensors measures the strains at opposite positions of the same direction. 
Figure 5.27 illustrates the position of the sensors on the blades. 
The data was acquired with a sampling frequency of 100 Hz and then decimated to focus the analysis 
in the frequency range 0 – 5 Hz. 
 
Figure 5.27 – Position of the sensors of the measurement system based on fibre Bragg grating sensors 
 
5.8.3.2 Measurement System Based on Accelerometers 
In the context of the RBE project, it was also possible to perform an ambient vibration test (including 
measurements at the tower and blades) and a rotor-stop test of the wind turbine (with measurements 
at the tower). This test took place only before the extension of the blades. 
During the ambient vibration test, six tri-axial 24-bit strong motion recorders GeoSIG GSR-24 (with 
internal force balance accelerometers), synchronized by GPS, were used to collect acceleration time 
series at different position of the wind turbine. Three data sets of 16 minutes were recorded at a 
sampling frequency of 100 Hz and then decimated in order to focus the analysis in the frequency range 
of 0 – 5 Hz. 
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In each setup, a different wind turbine blade was monitored, alongside with the instrumentation 
installed at the tower. The test was conducted under low wind speed conditions and the nacelle 
presented a misalignment of around 110º to the wind direction. The elements monitored in each setup 
are identified in Table 5.4. 
 
Table 5.4 – Measurement setups and corresponding instrumented structural elements during the ambient vibration test 
Data set Time length [min] Sensors Instrumented elements 
1 16 
S1 to S4 
S5 and S6 
Tower 
Blade A 
2 16 
S1 to S4 
S5 and S6 
Tower 
Blade B 
3 16 
S1 to S4 
S5 and S6 
Tower 
Blade C 
 
Throughout the test, four accelerometers (S1 to S4), were kept fixed at tower positions at the platform 
levels 6, 8 and 10, as schematized in Figure 5.28. Both sensors S3 and S4 were placed at the top 
platform in order to identify possible torsion components of the vibration modes. 
 
Figure 5.28 – Accelerometers position kept fixed at the tower during the three data sets 
 
In each set, a different wind turbine blade was monitored with two accelerometers (S5 and S6). The 
blade to be instrumented was oriented in the horizontal position and the two accelerometers were 
placed inside the parked blade in the positions characterized in Figure 5.29 (the mechanical brake was 
activated and the blades were pitched with an angle of 97º). The position of the sensors at the blade for 
the three setups is presented in Figure 5.30. 
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a) b) 
Figure 5.31 – Instrumented elements of the wind turbine: a) isometric view; b) front view 
 
The performed rotor-stop test was conducted at the end of the day, when the wind speed was around 
4.5 m/s. The test consisted in the sudden stop of the rotor, when the wind turbine was operating at 
normal conditions, with a rotor speed of 13 rpm. The stop was accomplished through the activation of 
the mechanical brake and the change of the blades pitch angle. With this operation, it was possible to 
create an impulse at the top of the wind turbine in the FA direction. 
In the scope of the rotor-stop test, only the acceleration at the tower was recorded. For that reason, 
only the sensors S1 to S4 from Figure 5.28 were considered. 
 
5.8.4 ANALYSIS BEFORE THE INSTALLATION OF THE RBE 
The identification of the dynamic properties of the wind turbine blades, prior to the installation of the 
RBE, was performed with data from the installed fibre Bragg grating sensors and data recorded by the 
accelerometers. 
The signals collected with the fibre Bragg grating system were used as primary source of data, since the 
response of the three blades is recorded simultaneously. The test with accelerometers placed both at 
the tower and blades allowed to better understand the configuration of the vibration modes. 
 
5.8.4.1 Analysis of fibre Bragg grating sensors measurements 
The data collected by the measurement system based on fibre Bragg grating sensors corresponds to a 
setup of 18 min. It is referred to a period when the wind turbine was parked, with the mechanical 
brake activated and the blades pitched with an angle of 97º. The mean wind speed, during the 18 
minutes was, roughly, 10 m/s. 
In this analysis, the signal from the sensor E installed in blade C was not recorded and, for that reason, 
only 11 channels were considered. Figure 5.32 shows the recorded signals from the three blades during 
the considered period. As can be seen, for the considered period, the vibration amplitude in the 
flapwise direction is higher than in the edgewise direction. 
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Figure 5.32 – Strain measured by the fibre Bragg grating sensors: a) complete time series; b) zoom of a period of 14 
seconds 
 
As preliminary analysis, the averaged normalized power spectrum density of the time series collected 
by each sensor of the three blades was computed. It is presented in Figure 5.33. It is visible how several 
resonance peaks can be identified in this figure. 
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Figure 5.33 – Averaged normalized power spectrum density from each sensor (the dashed lines indicate the main peaks 
of the spectra) 
 
The identification of the modal parameters was based on the application of two different parametric 
identification algorithms: the SSI-COV (see section 5.4.1.2) and p-LSCF (see section 5.4.2). In this 
analysis, the 11 collected signals were processed all together. 
The results obtained with the two algorithms were very similar and in accordance with the spectra 
from Figure 5.33. The stabilization diagram obtained with the p-LSCF algorithm is presented in Figure 
5.34. 
 
Figure 5.34 – Stabilization diagram obtained with the p-LSCF algorithm for the data obtained with the measurement 
system based on fibre Bragg grating sensors 
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spaced modes (around 0.40 Hz, 1.14 Hz and 3.76 Hz). The results obtained with the two algorithms 
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Table 5.5 – Comparison of results obtained with the SSI-COV and p-LSCF methods 
 SSI-COV p-LSCF 
Mode 
Natural frequency 
[Hz] 
Damping ratio   
[%] 
Natural frequency 
[Hz] 
Damping ratio   
[%] 
1 - - 0.441 0.38 
2 - - 0.456 0.17 
3 0.610 7.22 0.610 8.51 
4 1.136 2.44 1.129 1.93 
5 1.146 3.05 1.146 2.51 
6 1.328 0.76 1.329 0.59 
7 1.447 0.60 1.449 0.47 
8 2.035 0.71 2.039 0.54 
9 - - 2.108 1.00 
10 3.404 1.61 3.399 1.14 
11 3.512 0.55 3.512 0.55 
12 3.745 1.44 3.745 1.31 
13 3.776 0.47 3.776 0.42 
 
Since the available layout of sensors only assessed the modal curvature at the blades root, a complete 
description of the mode shapes is not possible. Nevertheless, considering that the shape of the first 
modes of wind turbine rotors usually follows a typical configuration, an estimation of the first modes is 
presented. The modal curvatures at the blades root from each identified vibration mode, alongside 
with an illustration of the theoretical shapes of the first 8 modes, are presented in Figure 5.35. Since the 
data from channel E from blade C was not available, the symmetric value obtained for the sensor A of 
the same blade was used for purposes of illustration (identified with the white bar). 
The mode shapes from the first two vibration modes do not resemble any typical rotor mode shape 
configuration. These two modes present natural frequency values in accordance with typical first tower 
bending modes in the FA and SS directions. Nevertheless, this fact was only confirmed with the 
analysis of the results obtained with the ambient vibration test (section 5.8.4.2). 
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                       ଵ݂ = 0,44 Hz                         ଶ݂ = 0,46 Hz 
                        ଷ݂ = 0,61 Hz                         ସ݂ = 1,13 Hz 
 
                        ହ݂ = 1,15 Hz                         ଺݂ = 1,33 Hz 
                        ଻݂ = 1,45 Hz                         ଼݂  = 2,04 Hz 
Figure 5.35 –Amplitude of the modal curvature obtained for the identified vibration modes and respective illustration 
(the rotor configuration during the measurement period may not exactly match the illustration) 
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It is noticed that the illustrations presented for the rotor vibration modes are referred to the wind 
turbine under parked condition. Under this condition, the flapwise motion occurs in the rotor plane, 
while the edgewise motion is related to motion out of plane of the rotor. This configuration is opposite 
to the one when the wind turbine is operating and, for that reason, these illustrations should not be 
extrapolated for that condition. 
Furthermore, the third identified vibration mode (݂ = 0.61 Hz) is probably dominated by the drive 
train inertia and by the support condition of the rotor (the mechanical brake was activated). 
 
5.8.4.2 Analysis of accelerometers measurements 
In order to clarify the source of the resonance peaks around 0.4 Hz and 4.0 Hz, and to validate the 
previous results obtained with the fibre Bragg grating sensors , an ambient vibration test and a rotor-
stop test were performed with a set of tri-axial accelerometers. 
 
Ambient Vibration Test 
Firstly, an independent analysis was performed for the data collected from the blades and from the 
tower. 
The three data sets recorded during the ambient vibration test by the accelerometers located at the 
blades are shown in Figure 5.36, together with the normalized power spectra density. The analysis 
permitted to conclude that the spectra obtained for each blade are very similar. The shape of the 
spectrum obtained for blade A shows a larger difference for the range 2 – 4 Hz when compared with 
the other two data sets, though. This fact may be explained by the impulsive excitation on the blade A 
at around 400 s, which may have excited, in a larger extent, the modes in this frequency range. This 
impulsive excitation was due to a strong gust that occurred during the measurement period. 
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a) b) 
Figure 5.36 – Recorded data sets from the accelerometers placed at the blades, during the ambient vibration test: a) time 
domain; b) normalized power spectral density 
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difference of the horizontal accelerations. With this strategy, it is possible to identify modes with 
relevant bending (with the half-sum) and torsion (with the half-difference) components of the tower. 
The averaged normalized power spectral density of the acceleration time series in the FA direction 
recorded by the sensors placed at the tower top is presented in Figure 5.37 a). On the other hand, the 
averaged normalized power spectral density of the accelerations in the SS direction is presented in 
Figure 5.37 b). Both spectra clearly evidence one important resonance peak around 0.4 Hz. In addition, 
the spectra referred to the SS direction evidence a second important peak around 4.0 Hz. It is also 
visible, for the half-difference signal combination in the SS direction, a resonance peak at 3.3 Hz that is 
not seen for the half-sum combination. Thus, this peak is probably due to a vibration mode with an 
important torsion component. 
  
a) b) 
Figure 5.37 – Averaged normalized power spectral density of the of the acceleration time series recorded by the sensors 
placed at the tower in the a) FA and b) SS direction 
 
The identification of the modal parameters was also based on the application of the SSI-COV and p-
LSCF algorithms. In this analysis, each data set was analysed separately and all signals from tower and 
blades were considered together. With the purpose of illustrating the obtained results, Figure 5.38 
shows the stabilization diagram associated with the acceleration time series collected during setup 2. 
 
Figure 5.38 – Stabilization diagram obtained with the p-LSCF algorithm for the data collected with the measurement 
system based on accelerometers during setup 2 
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The analysis of the three data sets led to the identification of 16 vibration modes of the wind turbine. 
Table 5.6 summarizes the modal properties from these vibration modes identified with the p-LSCF 
algorithm. The obtained results present a good agreement for the different analysed data sets. It is 
observed that, apart from some modes, the majority of them simultaneously evidence motion of the 
rotor blades and tower. From the identified modes, only the 1st, 2nd, 15th and 16th mode presented a 
dominant tower motion (without important motion of the blades). For that reason, it was concluded 
that they represent the 1st and 2nd pair of tower bending modes. 
The obtained results are in good agreement with the ones estimated with the measurement system 
based on fibre Bragg grating sensors. However, the modal properties of 3rd vibration mode present an 
important deviation between the two measurement systems. This may be due to a worst identification 
of this mode with the accelerometers since the resonance peak of this mode is almost not noticeable in 
Figure 5.36.  
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Table 5.6 – Natural frequencies (݂) and modal damping ratios (ߦ) of the identified vibration modes with the data recorded 
by the accelerometers and comparison with the results obtained with the fibre Bragg grating measurement system 
(F.B.G.) using the p-LSCF algorithm 
Mode 
Data set 1 Data set 2 Data set 3 F.B.G. 
Description 
݂ [Hz] ߦ [%] ݂ [Hz] ߦ [%] ݂ [Hz] ߦ [%] ݂ [Hz] ߦ [%] 
1 0.452 2.51 0.445 1.93 0.455 1.89 0.441 0.38 Tower SS 
2 0.456 0.13 0.459 0.22 0.456 0.17 0.456 0.17 Tower FA 
3 0.520 10.95 0.530 10.30 0.542 9.41 0.610 8.51 Blade flapwise 
4 1.128 0.28 1.134 0.54 1.120 0.47 1.13 1.93 
Blade flapwise 
Tower SS 
5 1.140 0.52 1.140 1.18 1.156 1.18 1.146 2.51 
Blade flapwise 
Tower SS 
6 1.326 0.76 1.324 0.89 1.318 0.64 1.329 0.59 Blade edgewise 
7 - - 1.474 0.41 1.492 0.61 1.447 0.47 
Blade flap/edgewise 
Tower FA 
8 1.994 1.56 2.016 0.79 2.020 0.91 2.029 0.54 Blade flap/edgewise 
9 2.078 0.81 2.062 1.02 2.062 0.86 2.108 1.00 Blade flapwise 
10 3.260 0.90 3.330 1.02 3.310 0.86 3.399 1.14 
Blade edgewise 
Tower torsion 
11 3.485 0.33 3.498 0.35 3.490 0.42 3.512 0.55 
Blade flapwise 
Tower FA 
12 3.735 0.29 3.742 0.36 3.738 0.38 3.776 0.42 
Blade flap/edgewise 
Tower FA 
13 4.038 0.35 4.034 0.33 4.034 0.36 - - Tower SS 
14 4.874 0.32 4.862 0.37 4.8868 0.40 - - Tower FA 
 
The mode shapes of some of the identified vibration modes are shown in Figure 5.39, following the 
illustration introduced in Figure 5.31 (only the instrumented elements are plotted). Although the 
measurement system based on accelerometers allows identifying two additional vibration modes 
(when compared to the fibre Bragg grating system), the interpretation of the mode shapes with 
important rotor motion presents greater difficulties. 
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ଵ݂ = 0.45 Hz 
   
ଶ݂ = 0.46 Hz 
   
ଷ݂ = 0.53 Hz 
   
Figure 5.39 – Mode shapes of the first three vibration modes identified with the measurement system based on 
accelerometer 
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Rotor-stop Test 
In addition to the ambient vibration test, a rotor-stop test was also performed with the aim of 
identifying the damping ratio of the first tower bending mode in the FA direction. The acceleration 
time history recorded by the sensors oriented in the FA direction is shown in Figure 5.40. A maximum 
value around 0.6 m/s2 was achieved. The motion of the wind turbine after the sudden stop is mainly in 
the FA direction; however movement in the orthogonal direction is also noticed (Figure 5.40). 
  
a) b) 
Figure 5.40 – a) Time history from the recorded acceleration by the sensors oriented to the FA direction. b) Movement 
seen from above from the accelerations at S4 sensor (top sensor) 
 
The main modes excited with the rotor-stop test are the 2nd vibration mode (1st tower FA mode) and 
the 8th vibration mode (the identified rotor symmetric out of plane mode) in Table 5.6. The spectra 
obtained with the recorded acceleration time series are presented in Figure 5.41, where the resonance 
peaks of the referred modes are evidenced. 
 
Figure 5.41 – Power spectral density from the acceleration time series recorded during the rotor-stop test 
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In order to determine the damping level of the 1st FA tower bending mode, the signals recorded by 
sensors were filtered and an exponential function was adjusted to the envelope of the free decay signal. 
The used exponential function is defined according to: 
 
 ݕሺݐሻ ൌ ܣ. ݁ିక.ଶ.గ.௙.௧ (5.92) 
 
For this analysis, a low-pass band filter with a cut of frequency of 1 Hz was used. Considering that the 
filtered response does not present a perfect theoretical free decay response, three different amplitude 
ranges were considered to adjust an exponential window: the initial part, the last part and the whole 
decay. Figure 5.42 a) to c) presents the fittings performed to the acceleration time series recorded by 
sensor S4, considering the three signal ranges. 
The fitting obtained with the exponential function considering the first part of the signal is clearly 
misfit. It is visible from Figure 5.42 a) that the function does not follow the progress of the signal. On 
the other hand, the other two fittings seems to properly envelope the free decay signal. 
  
a) b) 
  
c) d) 
Figure 5.42 – Identification of the modal damping ratio of the 2nd and 8th vibration mode through filtering and fitting of 
an exponential function to the envelope of the free decay response 
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The same procedure was also applied to the 8th vibration mode. This mode is characterized by a 
symmetric in-phase bending of the three blades in the FA direction and, for that reason, was clearly 
excited during the test. For this mode, a band-pass filter for the frequency range 1.5 – 2.5 Hz was 
considered since the influence of other modes in this range seems negligible. The filtered response 
obtained for this mode presents an almost perfect free decay shape and, for that reason, only one 
adjustment was performed. Figure 5.42 shows the fitting operation performed for the 8th vibration 
mode. 
In addition to the referred analysis, a second procedure was also used to estimate the damping value of 
the 2nd and 8th modes. This procedure is based on the application of the SSI-COV algorithm 
(introduced in section 5.4.1.2). This algorithm is adapted to consider the free decay signals as input of 
the method, instead of the correlation functions calculated from the ambient responses (Magalhães, 
Cunha et al., 2010). This procedure was applied to the same range of points previously presented for 
the two modes. 
The results obtained with both procedures are shown in Table 5.7. For the 2nd vibration mode (1st FA 
mode), the fitting obtained with the initial part of the decay, associated with higher vibration levels, 
provided an higher value, which can be an indication that the damping may increase with the 
increasing of the vibration amplitude. The other two fittings performed for this mode represent a good 
estimation of the damping value for lower vibration amplitudes with a good agreement between the 
two used procedures. This value is considerable higher than the value obtained with the ambient 
vibration test, which is consistent with hypothesis of the damping dependency with the vibration 
amplitude 
The damping value obtained for the 8th mode is coherent with the values obtained with the ambient 
vibration test. 
It should be noted that damping values associated with operating condition can be considerable 
different, and generally higher, than these ones identified with parked conditions. 
 
Table 5.7 – Natural frequencies (݂) and modal damping ratios (ߦ) of the 2nd and 8th vibration modes identified with the 
rotor-stop test with the filtering and fitting procedure and with the SSI-COV method 
 Filtering and fitting SSI-COV 
Mode 
Considered 
range 
Natural frequency 
[Hz] 
Damping ratio 
[%] 
Natural frequency 
[Hz] 
Damping ratio 
[%] 
2 Initial 0.453 0.77 0.452 0.68 
2 Last 0.453 0.32 0.453 0.29 
2 All 0.453 0.38 0.453 0.32 
8 - 2.044 0.66 2.043 0.81 
 
Operational Mod
 
198 
5.8.5 ANA
The RBE co
blades leng
production 
The RBE in
These two 
extended wi
45 kg, whic
summarized
For the ana
collected by
 
Table 5.8 –
applied
Le
Extens
Upd
Increase
Weight 
Variati
 
5.8.5.1 A
The data co
parked. The
were availab
The average
seen, the sp
collected pr
values of the
al Analysis of W
LYSIS AFTER
nsists on a 
th. With the
on wind farm
stallation co
shells are th
th 1.5 m len
h represents
 in Table 5.8
lysis of the d
 the measure
 Main characte
 to the Izar Bon
ngth of RBE 
ion of the blad
ated diameter
 swept rotor a
of RBE (per bla
on of blade ma
 
nalysis of the
nsidered fo
 mean wind
le. 
d normalize
ectra presen
ior to the in
 vibration m
ind Turbines 
 THE INSTAL
blade tip th
 increase o
s. An illust
nsists on th
en fixed wit
gth tips, inc
 an increas
.  
ynamic cha
ment system
ristics of the R
us 1.3MW/62 
3.0 m 
e 1.5 m 
 65 m 
rea 8.6 % 
de) 45 kg 
ss + 1 % 
 fibre Bragg
r the analys
 speed obser
d power spe
t a shape th
stallation of
odes. 
LATION OF T
at is attache
f the swept 
ration of the
e overlappi
h adhesive 
reasing the s
e of 1 % of 
racteristics o
 based on fi
BE 
 grating sens
is correspon
ved during t
ctrum densi
at is simila
 the RBE). H
HE RBE 
d to the ori
rotor area, 
 RBE is pres
ng of the o
resin. With 
wept area of
the blade m
f the wind t
bre Bragg gr
Figure 5.43
ors measure
ds to a setu
he setup was
ty of each se
r with the o
owever, th
ginal blades
this is a sol
ented in Figu
riginal rotor
this solution
 the rotor in
ass. The ma
urbine blade
ating system
 – Illustration o
ments 
p of 18 mi
 7.5 m/s. In
nsor is prese
ne shown in
ere is a decr
 in order to
ution to im
re 5.43. 
 blade tip b
, the length
 8.6 %. Each
in propertie
s after the R
 was consid
f the RBE (Sala
nutes in wh
this data set
nted in Figu
 Figure 5.3
ease in the 
 
 extend the
prove the e
y two half 
 of each bl
 blade tip w
s of the RB
BE, only th
ered. 
vessa, 2014) 
ich the roto
, all the 12 se
re 5.44. As c
3 (related to
natural freq
rotor 
nergy 
shells. 
ade is 
eights 
E are 
e data 
 
r was 
nsors 
an be 
 data 
uency 
Chapter 5 
 
    199 
 
Figure 5.44 – Averaged normalized power spectrum density from each sensor (the dashed lines indicate the main peaks 
of the spectra) 
 
The decrease in the natural frequency values is more evident when the signals collected before and 
after the RBE are confronted. Figure 5.45 shows the averaged normalized power spectrum density 
functions of the signals collected before and after the extension of the blades. Although, the global 
shape of the spectra is kept, there is an evident decrease of the frequency values of the resonance peaks. 
  
Figure 5.45 – Averaged normalized power spectrum density of the three blades before and after the RBE 
 
The identification of the modal properties of the wind turbine after the RBE was performed with the 
same output-only algorithms. Once again, the results obtained with both algorithms were similar. In 
order to illustrate these results, the stabilization diagram obtained with the p-LSCF algorithm is 
presented in Figure 5.46. 
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Figure 5.46 – Stabilization diagram obtained with the p-LSCF algorithm for the data obtained after the RBE 
 
Several vibrations modes were again identified. However, due to the difficulty in the interpretation of 
their mode shapes, only the first 8 modes were considered. The results are presented in Table 5.9. The 
correspondence between the modes identified before and after the RBE was done considering the type 
of mode (in plane or out of plane) and the proximity between natural frequencies 
From the results, it can be seen that the first two modes (tower bending modes) are only slightly 
affected by the RBE. However, the accuracy on the identification of these modes is lower than for the 
others since the main element of motion (the tower) is not instrumented. 
The remaining modes, mainly related with motion of the rotor, present a consistent decrease on the 
value of the natural frequencies. It was noted that for modes 6 and 7 there is a change on the mode 
configuration (from yaw to tilt and vice versa). This might be motivated by a different position of the 
blades in the rotor plane during the two testing periods. 
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Table 5.9 – Natural frequencies (݂) and modal damping ratios (ߦ) from the first 8 identified vibration modes before and 
after the RBE (p-LSCF algorithm) 
Mode 
Before RBE After RBE 
Δ݂ [%] 
݂ [Hz] ߦ [%] Description ݂ [Hz] ߦ [%] Description 
1 0.441 0.38 1st Tower SS 0.432 2.69 1st Tower SS -2.0 
2 0.456 0.17 1st Tower FA 0.456 0.10 1st Tower FA 0.0 
3 0.610 8.51 
In plane (symmetric) 
+ 
drive train 
0.589 6.39 
In plane (symmetric) 
+ 
drive train 
-3.4 
4 1.129 1.93 In plane (vertical) 1.068 2.96 In plane (vertical) -5.4 
5 1.146 2.51 In plane (horizontal) 1.095 2.98 In plane (horizontal) -4.5 
6 1.329 0.59 Out of plane (yaw) 1.286 0.75 Out of plane (tilt) -3.2 
7 1.449 0.47 Out of plane (tilt) 1.425 0.76 Out of plane (yaw) -1.7 
8 2.039 0.54 Out of plane (symmetric) 1.949 0.70 
Out of plane 
(symmetric) -4.4 
 
5.8.6 CONCLUSIONS 
This section presented the work carried out in the experimental identification of the dynamic 
properties of an Izar Bonus 1.3MW/62 wind turbine. In this study, different measurement systems 
were used to collect vibration signals from the tower (accelerometers) and blades (fibre Bragg grating 
sensors and accelerometers). 
The analysis of the data allowed to identify 14 vibration modes, including the first two pairs of tower 
bending modes and the 6 first order rotor blades modes. The results obtained with both measurement 
systems revealed to be consistent. 
After the installation of the Rotor Blade Extension, and the consequent increase of blades mass in 1 %, 
the decrease of the rotor modes natural frequencies was clearly identified, showing the ability of the 
used tools to identify small changes of the structural elements of the wind turbine. 
A rotor-stop test was also performed, enabling the analysis of the modal damping ratio of the 1st tower 
bending mode in the FA direction and the 1st symmetric flapwise mode with greater precision. In that 
sense, two alternative procedures were used. A good coherence of results was obtained with both 
methods. 
  
Operational Mod
 
202 
5.9 CASE
5.9.1 INT
This section
dynamic m
developed w
wind turbin
The data us
Lab (OWI-L
 
5.9.2 WIN
The Vestas 
the Bligh B
3.0MW turb
 
The studied
speed of 16
power curve
• B
ZA
al Analysis of W
 STUDY – V
RODUCTION
 presents th
onitoring sy
ith the aim
es.  
ed in this a
ab - www.o
D TURBINE 
V90-3.0MW
ank, North 
ines founde
Figure 5
 Vestas wind
.1 rpm. The
 of the turbi
• 
46 km
• Oost en
LIG H
NDBANK
B
ind Turbines 
ESTAS V90
 
e results ob
stem installe
 of verifyin
nalysis was 
wi-lab.be/). 
DESCRIPTIO
 wind turbin
Sea (Figure 
d on monop
.47 – Location
 turbine is c
 pitch angle
ne is introdu
• Ze
de
• Brugge
elwind
-3.0MW 
tained with 
d at a Vesta
g the suitab
kindly provi
N 
e is part of 
5.47). This 
iles, leading
 
 of the Belwind
haracterized
 of the thre
ced in Figur
ebrugge
the analysis 
s V90-3.0M
ility of the d
ded by the 
the Belwind
offshore wi
 to a total po
 wind farm (Be
 by a 90 m 
e rotor blad
e 5.48. 
of 80 accele
W offshore 
eveloped to
Offshore Wi
 wind farm, 
nd farm is 
wer output c
lwind Offshor
diameter, up
es is contro
ration data s
wind turbin
ols when ap
nd Infrastru
46 km off th
composed b
apacity of 1
e Energy, 2009
wind rotor, 
lled by a pi
 
ets collected
e. This stud
plied to off
cture Applic
e Belgian co
y 55 Vestas
65 MW. 
) 
with a rated
tch actuator
 by a 
y was 
shore 
ation 
st, on 
V90-
 
 rotor 
. The 
  
 
The s
is 20.
piece
on av
soil a
Fi
 
upport struc
6 m. The tr
 is 17 m abo
erage, 72 m 
t the location
gure 5.49 – Ve
72
LAT
ture of the w
ansition pie
ve sea level. 
above sea le
 is consider
stas V90-3.0MW
Po
w
er
 [k
W]
0 2
200
600
1000
1400
1800
2200
2600
3000
25 m
 m
Figure 5.48
ind turbine
ce is 25 m h
The water d
vel. Figure 5
ed stiff, mos
 wind turbine
4 6 8
20.6 m
22.9 m
17 m
 – Vestas V90-
 is a monop
igh and the
epth at the 
.49 illustrate
tly consistin
 
 installed at th
Wind sp
10 12 14
3MW power cu
ile with a di
 interface be
turbine loca
s the main d
g of sand (D
e Belwind wind
eed [m/s]
16 18 20
rve 
ameter of 5 
tween the t
tion is 22.9 m
imensions o
evriendt, We
 farm (Belwind
22 24 26
 
m. Its penet
ower and th
 and the h
f the wind 
ijtjens et al.
 Offshore Ene
28 30
Chapter 5
 203
ration depth
e transition
ub height is,
turbine. The
, 2014). 
rgy, 2009) 
 
 
 
 
 
Operational Modal Analysis of Wind Turbines 
 
204   
5.9.3 MONITORING SYSTEM DESCRIPTION 
The Vestas wind turbine is instrumented with several sensors, among which accelerometers, strain 
gauges, load cells and displacement sensors (Weijtjens, 2014). Alongside, a subset of the SCADA data 
was made available by the wind farm owner. In the scope of this study, only the accelerometer data, 
together with the respective SCADA data, was considered. 
The accelerometers are installed at the tower and transition piece, using 10 sensors distributed along 4 
levels of measurements (19 m, 27 m, 41 m and 69 m above sea level). At the 4 levels of measurement, 2 
sensors record the horizontal motion in both orthogonal directions, while 2 additional accelerometers 
are installed at the top level to capture the torsional motion of the support structure (Devriendt, 
Magalhães et al., 2014). The measurement locations are illustrated in Figure 5.50. 
The data acquisition system is mounted at the transition piece. The accelerometer data is acquired with 
a sampling rate of 5 kHz and then re-sampled with a sampling frequency of 12.5 Hz. Lastly, the 
coordinate transformation introduced in section 5.6.1 is performed to the recorded signals to orientate 
them according to the FA and SS directions. 
 
Figure 5.50 – Position of the accelerometers at the different levels of the wind turbine (Devriendt, Magalhães et al., 2014) 
 
5.9.4 ACCELERATION DATA SETS  
The data analysed in this section is referred to 80 setups of 10 minutes, grouped into 4 different 
operation conditions. 
Case 1 is referred to a situation in which the turbine is not operating. Figure 5.51 presents an example 
of a data set from this case. As can be seen in the SCADA data plotted in Figure 5.52, the wind turbine 
is idling with large values of blades pitch angle. Under these conditions, the wind turbine support 
structure mainly vibrates in the SS direction probably due to the larger opposition of the blades to the 
air flow in this direction (due to large pitch angle values) and to some possible misalignment of the 
rotor to the wind (due to the fact that the turbine is not operating). This is visible in the bottom plot of 
Figure 5.51, where the RMS values of the acceleration from each sensor are shown (sensors 3 and 4 
were not considered in the plot). 
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Figure 5.51 – Example of measured acceleration time series (top 
plot) and RMS values of the 20 data sets from Case 1 (bottom plot) 
Figure 5.52 – SCADA data of the 20 data sets from 
Case 1 
 
The remaining 3 cases are referred to production periods under different conditions. The data sets 
from Case 2 consist of acceleration time series during periods when the turbine is operating close to 
the rated wind speed, with the highest wind speed values from the 4 cases (Figure 5.54). The 
acceleration levels from the 20 data sets of this case present also the largest values (Figure 5.53). Under 
these conditions, with the rotor orientated to the main wind direction and the blades with low pitch 
angles, the turbine support structure vibrates mainly in the FA direction. It is also interesting to note 
that the measurement level with the highest vibration level is not the top level  (+ 69 m) like in the data 
from Case 1,  but the + 41 m level. In fact, it is observed that the top level present similar vibration 
levels to the +27 m level. This phenomenon is analysed in Chapter 7 in another case study. 
Figure 5.53 – Example of measured acceleration time series (top 
plot) and RMS values of the 20 data sets from case 2 (bottom plot) 
Figure 5.54 – SCADA data of the 20 data sets from 
case 2 
 
Case 3 consists of data sets with varying rotor speeds (Figure 5.56). Similarly to case 2, the turbine also 
presents the highest acceleration levels of the support structure at +41 m level (Figure 5.55). 
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Figure 5.55 – Example of measured acceleration time series (top 
plot) and RMS values of the 20 data sets from case 3 (bottom plot) 
Figure 5.56 – SCADA data of the 20 data sets from 
case 3 
 
Lastly, Case 4 comprises the time series under operating conditions with the lowest acceleration levels 
(Figure 5.57). This case is referred to data sets in which the turbine is operating with a nearly constant 
rotor speed of 10 rpm (Figure 5.58). The only exception is the 6th data set, where a stoppage of the 
operation seems to occur. 
Figure 5.57 – Example of measured acceleration time series (top 
plot) and RMS values of the 20 data sets from case 4 (bottom plot) 
Figure 5.58 – SCADA data of the 20 data sets from 
case 4 
 
The colour map shown in Figure 5.59 illustrates the distribution of energy in the analysed frequency 
range (0 – 4.5 Hz) using the first singular value spectra of the 80 acceleration data sets within the 
frequency range 0 - 4.5 Hz. The frequency values corresponding to the harmonics 3Ω to 24Ω are also 
represented by dashed lines. From an initial analysis of the figure, a vertical alignment with high 
energy around 0.36 Hz is immediately noticed throughout the 4 studied cases. This alignment is 
probably due to the 1st pair of support structure bending modes, since its value is within the common 
values of these modes. It is also interesting to observe the large scattering of energy around the 
frequency values below this alignment. This situation is probably due to the wave excitation. As 
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introduced in Chapter 4, the range of frequencies of wave excitation is usually spread along a relative 
wide range of frequencies below the 1st pair of bending modes. 
The presented colour map also highlights an important aspect in the analysis of the data from this 
offshore wind turbine. The energy scattering of the 4 cases is very different from each other. The first 
20 data sets (referred to Case 1), present a clean spread of energy, with three well-defined alignments 
around 1.20, 1.44 and 1.50 Hz and three additional not so well-defined alignments around 3.24, 3.60 
and 3.90 Hz, besides the aforementioned alignment around 0.36 Hz. However, for the remaining 3 
cases (corresponding to operating conditions), only the alignment around 0.36 Hz is clearly identified, 
due to the important influence of the rotor harmonics in the spectra. Notwithstanding, a frequency 
range of high energy is still seen around 1.50 Hz, although with a considerably higher dispersion than 
in Case 1. Alignments of high energy corresponding to the possible modes around 3.24, 3.60 and 3.90 
Hz are also hard to identify in Figure 5.59 in these 3 operating cases. 
 
Figure 5.59 – Colour map with the 1st singular value spectra of the 80 data sets (the regions with the hotter colours 
represent the highest energy) 
 
Figure 5.60 illustrates the difference in the spectra from operating and non-operating conditions. As 
expected, the presence of harmonics is clearly evident. The 3 alignments around 1.20, 1.44 and 1.50 Hz 
visible in Figure 5.59 are also easily identified in Figure 5.60 for non-operating conditions. Under 
operating conditions, the obtained spectrum is apparently changed in this frequency range. The peak 
corresponding to the vibration mode around 1.20 Hz is not present in this frequency. At the same 
time, a new (but smaller) peak with a slightly lower frequency value (around 1.17 Hz) is found for the 
turbine under operating conditions. This may be a sign that this mode corresponds to a rotor vibration 
mode, changing its frequency value according to the pitch angle of the blades. Two very close peaks 
around 1.42 Hz and 1.46 Hz are found in the spectra corresponding to operating conditions, while 
only the latter is identified in the spectra from non-operating conditions. In addition, the resonance 
peak around 1.50 Hz found under non-operating conditions is apparently not identified under 
operating conditions due to the interference of the 6Ω harmonic in this frequency range. 
The three modes around 3.24, 3.60 and 3.90 Hz, identified in the colour map referred to the Case 1 are 
also identified in Figure 5.60 for both situations. However, it is expected that some harmonics may 
affect the quality of the identification process of these modes. It is interesting to note that these 3 
modes do not present a well identified resonance peak as the other modes do. This is the reason why 
the energy alignments of these modes in Figure 5.59 are not as clear as the others. 
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Lastly, the spectra in Figure 5.60 also allow assessing the influence of the wave excitation in the 
dynamic response of the wind turbine support structure. This excitation is spread in small peaks with 
frequency values below the first resonance peak (around 0.36 Hz). 
 
 
Figure 5.60 – ANPSD from two different setups: under non-operating conditions (rotor speed = 0 rpm; wind speed = 6 
m/s) and operating conditions (rotor speed = 16.0 rpm; wind speed = 17 m/s). The vertical dashed lines indicate the 
frequency values of the rotor speed 3Ω and its harmonics 
 
5.9.5 MODAL RESULTS 
In the context of the analysis of the modal properties of the Vestas V90 offshore wind turbine, the SSI-
COV and the p-LSCF modal identification algorithms were used. Figure 5.61 presents the stabilization 
diagrams obtained with the p-LSCF algorithms to a data set corresponding to non-operating 
conditions. From the figure, it is possible to clearly identify 8 alignments of stable poles. These 
alignments are in agreement with the previous considerations made for non-operating conditions. The 
right side of Figure 5.61 shows a zoom of the same stabilization diagram between 0.30 and 0.40 Hz, 
attesting the presence of two closely spaced alignments (corresponding to the first pair of support 
structure bending modes). Furthermore, it is also possible to observe the presence of some additional 
poles mainly due to the wave excitation. 
 
Figure 5.61 – Stabilization diagram obtained with the p-LSCF algorithm in a data set corresponding to non-operating 
conditions 
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Figure 5.62 introduces the stabilization diagram obtained for a data set recorded during operating 
conditions with the p-LSCF algorithm. From this figure, it is visible that the rotor harmonics are 
identified as alignments of stable poles, just like real vibration modes. Notwithstanding, both the first 
pair of bending modes and the modes around 3.24, 3.60 and 3.90 Hz have clear alignments of stable 
poles. 
The right plot of Figure 5.62 shows a zoom of the stabilization diagram between 1.1 and 2.2 Hz. From 
this figure, it is possible to see the existence of stable alignments around 1.17, 1.75 and 2.10 Hz. While 
the former is close to a resonance peak identified during non-operating conditions (around 1.20 Hz), 
the last two are only identified when the turbine is operating. In addition, two close alignments of 
poles are also visible around 1.41 and 1.44 Hz. This situation is different from the one obtained with 
the turbine under parked/ idling conditions, where only one vibration mode was identified in this 
frequency range. As will be seen ahead, these two modes present a similar mode shape. 
 
Figure 5.62 – Stabilization diagram obtained with the p-LSCF algorithm in a data set corresponding to operating 
conditions 
 
Since only a limited number of data was analysed, it is not possible to clearly attest the nature of some 
vibration modes, as well as the correspondence of some modes between parked/ idling and operating 
conditions. Thus, it is not possible to elaborate a clarifying Campbell diagram, which could help to 
better interpret the identified vibration modes. If a proper Campbell diagram could be obtained, it 
would be possible to check which modes are related to the blades rotor motion as these modes are 
highly dependent on the rotor speed when fixed sensors are used, as explained in Chapter 4. 
Notwithstanding, some modes are clearly identified and their nature is indubitably understood. This is 
the case of the first pair of support structure bending modes, which natural frequencies are kept fairly 
constant during non-operating and operating conditions. 
The mode shapes of the 8 vibration modes identified under non-operating conditions are presented in 
Figure 5.63. These modes are identified by the index “non” (from non-operating conditions). The two 
first modes are indubitably the first pair of bending modes (in FA and SS direction). The 3rd, 4th and 5th 
identified modes present a second-order configuration for their mode shapes in the FA, SS and FA 
direction, respectively. However, it is noticed that 3rd mode presents practically null displacement at 
the top sensor, while the other two show some motion at this level. The last three identified modes also 
present a similar configuration, potentially a 3rd order shape configuration. However, since the first 
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level of measurement is around + 19 m, it is not possible to accurately estimate the configuration of 
this mode in the lower part of the support structure. 
ଵ݂,௡௢௡ = 0.37 Hz (FA) ଶ݂,௡௢௡  = 0.37 Hz (SS) ଷ݂,௡௢௡  = 1.21 Hz (FA) 
   
ସ݂,௡௢௡  = 1.44 Hz (SS) ହ݂,௡௢௡  = 1.57 Hz (FA) ଺݂,௡௢௡  = 3.24 Hz (FA) 
   
଻݂,௡௢௡  = 3.60 Hz (SS) ଼݂ ,௡௢௡  = 3.91 Hz (FA)  
  
 
Figure 5.63 – Tower mode shapes of the identified vibration modes under non-operating conditions 
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ଵ݂,௢௣.  = 0.37 Hz (FA) ଶ݂,௢௣. = 0.37 Hz (SS) ଷ݂,௢௣. = 1.17 Hz (SS) 
   
ସ݂,௢௣. = 1.39 Hz (FA) ହ݂,௢௣. = 1.45 Hz (FA) ଺݂,௢௣. = 1.75 Hz (SS) 
   
଻݂,௢௣. = 2.09 Hz (SS) ଼݂ ,௢௣. = 3.27 Hz (SS) ଽ݂,௢௣. = 3.43 Hz (FA) 
   
ଵ݂଴,௢௣. = 3.92 Hz (SS)   
 
  
Figure 5.64 – Tower mode shapes of the identified vibration modes under operating conditions 
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Figure 5.64 introduces the mode shapes of the 10 identified vibration modes during operating 
conditions, identified with the index “op.”. The two first modes are the 1st pair of support structure 
bending modes, also identified during non-operating conditions. The 3rd, 6th and 7th are modes 
vibrating in the SS direction that were not identified with the data corresponding to Case 1. Thus, 
these are modes potentially linked to asymmetric edgewise blades rotor motion, since this type of 
modes creates a reaction at the top of the tower in the SS direction, due to the configuration of the 
blades with low pitch angles (contrary to the configuration in standstill conditions, where the pitch 
angle is usually around 80º - 90º). On the other hand, the configurations of 4th and 5th modes (both in 
FA direction) resemble the ones from the 3rd and 5th modes under parked/ idling conditions. However, 
a mode with a configuration similar to the 4th mode (in the SS direction) was not identified in the 
analysed data sets, turning it difficult to assess the nature of these modes. Lastly, the 8th, 9th and 10th 
modes show a similar configuration to the 6th, 7th and 8th modes identified under non-operating 
conditions. However, it is interesting to note that all of them changed their direction of vibration. The 
reasons behind this phenomenon are probably related to the interference of the blades pitch angle in 
the motion of these modes. A more profound comprehension of these modes would require the 
analysis of a more extended period of data. 
After the main vibration modes were preliminary analysed, all the data was automated processed in 
order to obtain the modal properties of the introduced modes. After the application of the output-only 
identification algorithms to the recorded acceleration time series, the cluster algorithm described in 
section 5.7.1 was applied to the obtained stable poles. A maximum distance of 0.02 was defined for the 
single linkage criterion. Figure 5.65 shows the computed clusters from the stabilization diagrams 
represented in Figures 5.61 and 5.62, quantifying the average frequency value of the poles included in 
each cluster and the number of poles of each cluster. In this analysis, it was decided to exclude the 
clusters with a number of poles lower than 6, as identified by the red dashed line. 
  
Figure 5.65 – Characterization of the clusters: average frequency and number of poles included in each cluster 
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mode shape) was kept. Figure 5.66 shows the representative frequency value of the considered clusters 
for each data set. In this figure, each selected results was defined as FA or SS, according to the main 
direction of vibration of its mode shape. This figure is illustrative of the increased difficulty in the 
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around the 1st pair of bending modes due to the wave excitation, the same does not occur for the 
remaining cases. Under operating conditions, the appearance of relevant clusters due to the presence 
of the harmonics is evident. Besides the harmonics, this figure allows to confirm some previous 
referred considerations. For example, it is evident that the last 3 modes detected for both under 
parked/ idling and operating conditions inverted theirs main direction of vibration. Furthermore, both 
the 6, ݋݌. and 7, ݋݌. modes are clearly distinguished once the turbine is operating (although not in 
every case). Lastly, the two closely spaced modes 4, ݋݌. and 5, ݋݌. are also identifiable only in cases 2, 3 
and 4. 
 
Figure 5.66 – Considered poles from each data set according to the main direction of vibration of the mode shape (the 
dashed lines refer to the frequency value of the harmonics of each data set) 
 
In order to identify the selected reference vibration modes from the poles obtained with the 
identification algorithms, the modal properties presented in Figures 7.63 and 7.64 were used as 
reference properties of the modes. Thus, for each data set, the clusters with a frequency value close to a 
reference natural frequency value were selected. The frequency range adopted to consider a pole varied 
between 10 % (for the 1st pair of bending modes) and 20 % (for the others). Within the considered 
poles, the one with highest correlation with the reference mode shape (i.e. the highest value of MAC 
coefficient) is selected. Only modes with MAC values higher than 0.80 were considered. 
This procedure was applied together with the p-LSCF and SSI-COV modal identification algorithms, 
as already stated. For the p-LSCF method, positive time lags of the correlation with 1024 points were 
used to calculate the spectra, together with an exponential window with a factor of 0.1. A maximum 
model order of 50 was considered. In order to assess the stability of a pole, the criteria exhibited in 
Table 5.10 were followed. These settings were already used for the results previously presented in this 
section. 
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Table 5.10 – Stable pole criteria for models of consecutive orders 
Modal parameter Maximum allowed variation
Frequency Δf  ≤ 1 % 
Damping Δξ  ≤ 5 % 
Mode Shape MAC  ≥ 0.97 
 
Figure 5.67 presents the results obtained after the comparison of the selected cluster properties with 
the properties of the reference modes. From this figure, it can be seen that the modes were successfully 
identified throughout all the cases. Only the identification of the 3, ݋݌. mode shows a poor success 
rate, being only identified in case 2. In this figure, the colours selected for the tracked modes from Case 
1 purposely does not match with the colours from the other Cases since it was not intended to link the 
identified vibration modes from non-operating conditions with the ones from operating conditions. 
 
Figure 5.67 – Tracked vibration modes 
 
The identified modal properties of the vibration modes with the p-LSCF algorithm throughout the 4 
cases are summarized in Table 5.11. From these results, it is interesting to note that, under non-
operating conditions, the 2nd mode (the 1st bending mode in the SS direction) presents higher damping 
values than its pair in the FA direction. However, under operating conditions, this situation is 
inverted, being the mode in the FA direction the one with the highest damping values. This situation is 
caused by a possible deviation of the rotor from the wind direction and to the high pitch value of the 
blades when the turbine is parked/ idling (Case 1). Under this configuration, the blades present a 
larger opposition to the air in the SS direction, leading to the appearance of some contribution of 
aerodynamic damping in this direction. When the turbine is operating (Case 2, 3 and 4), the rotor is 
oriented to the main wind direction and the blades present a low pitch angle. Under these 
circumstances, the main opposition to the air by the rotor is presented in the FA direction, vanishing 
the aerodynamic contribution in the SS direction. Since the aerodynamic damping component 
increases with the increase of the wind speed (assuming similar blades pitch angle), the damping 
values of the mode in the FA direction shows its highest values in Case 2, corresponding to the data 
sets with the highest wind speed. 
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Another interesting aspect of the results obtained is related with the damping values of the last 3 mode 
shapes of both parked/ idling and operating conditions. It is noted that for non-operating conditions, 
the SS vibration mode (7th mode) presents the highest damping values, while the other 2 modes 
vibrating in the FA direction present similar damping values. When the turbine is operating, the two 
SS modes present similar damping values (8th and 10th modes), while the 9th mode (in the FA direction) 
shows the highest damping ratio. This correspondence reinforces the idea of these modes found in 
Case 2, 3 and 4 may be linked to the last three modes found in 1 case. 
 
Table 5.11 – Mean values of natural frequency and damping ratio obtained with the p-LSCF algorithm 
Case 1 Case 2 Case 3 Case 4 
Mode ݂ [Hz] ߦ [%] ݂ [Hz] ߦ [%] ݂ [Hz] ߦ [%] ݂ [Hz] ߦ [%] 
1 0.374 1.77 0.364 4.68 0.375 2.16 0.373 2.87 
2 0.366 2.23 0.368 1.66 0.361 1.56 0.365 1.40 
3 1.207 0.65 1.174 0.77 - - - - 
4 1.444 1.20 1.393 1.39 1.390 1.52 1.428 0.88 
5 1.571 1.01 1.453 1.00 1.457 1.30 1.487 0.89 
6 3.239 0.56 1.746 1.10 - - - - 
7 3.600 1.70 2.085 1.09 2.126 0.80 2.054 1.16 
8 3.907 0.89 3.269 0.67 3.278 0.93 3.290 0.79 
9 - - 3.423 1.19 3.484 1.49 3.503 1.65 
10 - - 3.910 0.49 3.958 1.07 3.960 0.52 
 
The same strategy was also followed with the SSI-COV algorithm. For this method, 512 points of the 
correlation functions were used. The state-space models were defined with a maximum order of 100. 
Table 5.12 sums up the main results obtained with this algorithm. Although similar, the results 
attained with this algorithm were not as good as the ones obtained with the p-LSCF, for the analysed 
data. This is particularly relevant due to non-identification of 3rd and 7th vibration mode during 
operating conditions.  
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Table 5.12 – Mean values of natural frequency and damping ratio obtained with the SSI-COV algorithm 
Case 1 Case 2 Case 3 Case 4 
Mode ݂ [Hz] ߦ [%] ݂ [Hz] ߦ [%] ݂ [Hz] ߦ [%] ݂ [Hz] ߦ [%] 
1 0.366 1.66 0.365 6.78 0.370 5.19 0.366 4.23 
2 0.366 2.01 0.369 2.07 0.365 2.40 0.364 1.91 
3 1.207 0.57 - - - - - - 
4 1.444 1.29 1.397 1.23 1.399 1.24 1.413 0.90 
5 1.573 1.12 1.444 1.60 1.457 0.79 1.473 1.19 
6 3.236 0.72 1.741 0.95 - - - - 
7 3.591 1.51 - - - - - - 
8 3.902 1.02 3.273 0.57 3.281 0.61 3.288 0.61 
9 - - 3.458 1.93 3.494 2.01 3.483 1.13 
10 - - 3.923 0.56 3.935 0.72 3.978 0.21 
 
5.9.6 CONCLUSIONS 
This section presented the results obtained with the analysis of vibration data collected during a short 
period of time from a Vestas V90-3.0MW offshore wind turbine. In this analysis, four different 
scenarios of operation were studied, including idling and power production conditions. 
The analysis undertaken permitted to identify 8 vibration modes during non-operating conditions and 
10 modes during power production conditions. It was noticed that the dynamic properties of the wind 
turbine are considerably different depending if the system is operating or not. 
An automated procedure was successfully applied to the data to automatically track the modal 
properties of the identified vibration modes throughout the different cases. The results obtained gave a 
good indication about the possibility of development of a generic dynamic monitoring system to be 
installed in both onshore and offshore, as exposed in (Oliveira, Weijtjens et al., 2014). 
Due to the restricted period of analysis, it was not possible to attest the accuracy of the monitoring 
system to detect small damages on the support structure of the wind turbine. Notwithstanding, work 
developed on the same wind turbine using a long period of data revealed a good accuracy in the 
detection of structural changes in the foundation (Weijtjens, Verbelen et al., 2015). 
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6  
FATIGUE ASSESSMENT OF WIND 
TURBINES 
 
6.1 INTRODUCTION TO FATIGUE PROBLEMS IN WIND TURBINES 
Wind turbines are structures predominantly subjected to dynamic loads. During a life period of 20 
years, long and flexible blades from a large rotating component (the rotor) suffer from both the 
turbulent wind and the gradient wind shear. This rotating equipment is placed at the top of a slender 
structure (prone to resonance problems), suffering from a cyclic wind flow disturbance (the tower 
shadow effect). This scenario illustrates the harsh environment that the wind turbine structure has to 
withstand. 
From a fatigue point of view, the design of a wind turbine is a very complex task. Wind turbines are 
composed by large structural components designed with several materials, leading to different 
properties and assessment procedures (Sutherland, 2000). Also, the definition of the loading scenarios 
is a difficult and extensive task (especially for offshore turbines). Apart from quasi-static loads (such as 
sea current), environmental loads acting on the wind turbines show a dynamic, non-deterministic 
nature, leading to a considerable uncertainty in their quantification and frequency of occurrence. 
Some published studies refer the complexity and uncertainty associated with the fatigue assessment of 
wind turbines support structures. In (Tempel, 2006), the fatigue assessment of the monopile support 
structure was performed using a numerical frequency-domain approach. In this work, a large number 
of environmental conditions were analysed, aiming to reproduce the wind and sea states. 
The study present in (Dong, Moan et al., 2012) shows a different approach for fatigue analysis of 
welded connections on offshore jacked support structures for wind turbines. In this work, the 
uncertainties associated with several design aspects, such as loading scenarios, dynamic behaviour of 
the structure and corrosion, are taken into account to perform a fatigue reliability analysis. 
The numerical assessment of the fatigue damage in a floating wind turbine is described in (Kvittem 
and Moan, 2015). In this work, the need for a correct tuning of the dynamic properties is said to be 
very important to avoid a rapid increase of fatigue damage at the support structure. 
The work described in (Weijtjens, Iliopoulos et al., 2015) presents the initial results obtained with the 
installation of fibre Bragg gratings  strain sensors at the tower and transition piece of the Vestas V90-
3.0 MW introduced earlier in Chapter 5. In the present research, a clear relationship between fatigue 
damage rate and wind turbulence intensity is evidenced. 
In this work, the fatigue assessment is focused on the tower of the wind turbine. 
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6.2 FATIGUE DESIGN LOADS 
Wind turbines are subjected to a large variety of dynamic loads contributing to the fatigue wear of the 
structure. There are mainly three sources of fatigue loads for wind turbines: 
o Wind; 
o Rotor operation (and all the consequences of its rotation, such as the tower shadow effect); 
o Waves. 
Wind loading is the primary external source of excitation of wind turbines. In Chapter 3, a brief 
theoretical explanation about the rotor thrust force introduced by the wind was already developed. In 
the context of fatigue analysis, it is also of interest to understand how it dynamically affects the wind 
turbine structure. 
Time varying wind speed time series are usually assumed as the sum of two components: a mean wind 
speed ܷ and a turbulent component ݑ. Considering the HAWC2 example introduced in Chapter 4, the 
two aforementioned components of the wind speed at the hub height are illustrated in Figure 6.1. 
 
Figure 6.1 – Mean wind speed and turbulent component of the wind speed at the hub height (simulated in the context of 
the NREL 5MW wind turbine example) 
 
The turbulent component of the wind can thus be seen as the component responsible for the dynamic 
excitation of the wind turbine. It is considered a non-deterministic variable and, for that reason, it is 
usually defined by statistical means. A common way to define the turbulence intensity of the wind ܫ௪ 
in the flow direction is through the ratio between the standard-deviation of the wind speed and its 
mean value: 
 
 ܫ௪ ൌ ߪ௪ܷ  (6.1) 
 
In addition to the turbulence in the mean wind direction, also the lateral and vertical turbulence are 
defined similarly. 
The turbulence is usually represented in the spectral form. This representation allows understanding 
the frequency regions with higher excitation energy. The most commonly used turbulence spectra 
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models are the von Kármán and the Kaimal spectra (Burton, Sharpe et al., 2001). Figure 6.2 presents 
the von Kármán turbulence autospectral density function for several mean wind speeds. As can be 
seen, the energy is essentially concentrated at the very low frequency values. 
For common wind turbine structures, whose lowest vibration mode is usually around 0.30 – 0.40 Hz, 
the energy from the lowest part of the spectrum is mainly responsible for the quasi-static response of 
the structure, i. e., with high amplitude displacement cycles with large periods of occurrence. On the 
other hand, the remaining frequency range of the spectrum is responsible for the resonance driven 
motion of the wind turbine. This means that, in this frequency range, the motion of the wind turbine is 
commanded by resonance of the main support structure vibration modes. 
The mean component of the wind may be also important for fatigue analysis of some structural details. 
For example, the assessment of fatigue damage of some materials (such as composite or concrete) or 
elements (such as prestressed bolted connections) is dependent on the mean value of the stress cycles. 
Notwithstanding, other elements (such as steel towers) do not require any consideration about the 
mean stress level for fatigue analysis according to the main standards/ guidelines (section 6.3.2). 
 
Figure 6.2 – Von Kármán longitudinal turbulent spectra for various mean wind speeds (I୵= 10 %) 
 
The rotor operation is another source of excitation of wind turbines. As stated in section 4.6, the 
rotation of the rotor introduces cyclic loads at integer multiples of the rotor speed. For the wind 
turbine support structure, the energy of this excitation will be mainly located at the frequency of 3Ω 
and its integer multiples. For a common variable-speed wind turbine (with a rotor operating regime 
between 8 and 20 rpm), the 3Ω harmonic excitation presents a frequency between 0.4 Hz and 1.0 Hz. 
Figure 6.3 illustrates the change introduced in the aerodynamic rotor thrust by the rotor rotation using 
data from the NREL 5MW wind turbine example. In this figure, the (theoretical) aerodynamic force 
that would be obtained if the harmonic effect is vanished (“aerodynamic force”) is compared with the 
actual aerodynamic rotor thrust calculated by the HAWC2 code (“aerodynamic rotor thrust”). These 
forces represent the load transmitted by the rotor blades to the support structure of the wind turbine. 
The effect introduced by the rotor rotation is clearly visible, with well-defined peaks at the harmonic 
frequencies. It is thus concluded that, during operating periods, the wind load really applied on the 
support structure does not follow a turbulence spectrum like the one from Figure 6.2 but one similar to 
the presented in Figure 6.3. 
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Figure 6.3 – Averaged normalized spectrum of the aerodynamic force and aerodynamic rotor thrust 
 
At offshore conditions, wave excitation is another important source of dynamic loading of the wind 
turbine support structure. Waves are mainly originated as result of the wind action along the surface of 
the sea. Thus, just like the wind, waves also present an apparent random behaviour (wave loading is 
considered a non-deterministic process too). 
The formation of waves can be seen as a combination of several regular waves, defining the sea surface. 
It is thus helpful to define the energy distribution in the frequency domain. In that sense, two 
important statistical properties should be referred: the significant wave height (ܪ௦) and the peak 
period ( ௣ܶ). The significant wave height is related to the magnitude of the waves. It is approximately 
four times the standard deviation of the sea surface height (Manwell, McGowan et al., 2010). The peak 
period is the wave period associated with the most energetic waves (which can be also defined in terms 
of frequency - ௣݂). 
The wave spectrum is an essential tool to assess the loading environment to which the wind turbine 
will be subjected. The two most commonly used wave spectra are the Pierson-Moskowitz and the 
JONSWAP spectra. 
The shape of the Pierson-Moskowitz wave spectrum was fitted to measurements from the Atlantic 
Ocean during long periods of constant environment conditions (Pierson and Moskowitz, 1964). This 
spectrum only considers the wind speed as input. Later, this spectrum was updated to consider ܪ௦ and 
௣ܶ as input. 
The JONSWAP spectrum corresponds to a modified version of the Pierson-Moskowitz spectrum 
(Hasselmann, Barnett et al., 1973). It is based on measurements performed in the North Sea. The 
JONSWAP spectrum is characterized by a higher and narrower peak (when compared to the Pierson-
Moskowitz spectrum). For that reason, the JONSWAP spectrum is often used for extreme event 
analysis (Manwell, McGowan et al., 2010). 
Figure 6.4 presents the 22 representative sea state conditions for the 20 m water depth Offshore Wind 
farm Egmond aan Zee (OWEZ), located in the Dutch North Sea (Tempel, 2006). For this figure, the 
Pierson-Moskowitz wave spectrum was used. It is seen that the highest energy is related to low 
frequency values, below the common values of natural frequency of the 1st support structure bending 
mode. Notwithstanding, it is also visible that, although the peak may present a wide spread of energy 
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for low values of wave height, the energy is almost zero for very low frequencies. This is an indication 
that the wave loading may not induce a quasi-static response of the wind turbine. 
 
Figure 6.4 – Wave spectra from the OWEZ site (the probability of occurrence of the first 7 states with higher wave height 
is shown) 
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6.3 APPLICATION TO WIND TURBINE SUPPORT STRUCTURES 
6.3.1 MAIN STRUCTURAL DETAILS 
Wind turbine structures, due to their geometry and assembly process, have several details that need to 
be verified against fatigue. Considering only the tower structure, there are mainly three spots of 
interest: the flanged connection between tower segments (including bolts), the welded connection 
between the cylindrical sheet and the flange; and the stress concentration due to the door opening at 
the bottom of the tower. 
  
 
a) b) c) 
Figure 6.5 – a) Bolted connection between flanges. b) Welded connection between cylindrical sheet and the flange. c) 
Door opening at the bottom of the tower 
 
The connection between the tower and the foundation is also another sensitive location for fatigue 
(Currie, Saafi et al., 2015). Considering onshore wind turbines, the constant vibration of the structural 
system can lead to cracking of the concrete around the ring imbibed in the foundation (see Figure 6.6). 
The problem of fatigue is even more severe in offshore wind turbines. The grouted connection of the 
transition piece is a very delicate location for fatigue and is subjected to very high stresses (see Figure 
3.9). In addition, also some offshore foundation models (such as the tripod and jacket foundations) 
need an accurate analysis of fatigue efforts, due to their complicate geometry and high number of 
joints. 
 
Figure 6.6 – Detail of the connection between the insert ring and the slab foundation 
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6.3.2 FATIGUE ANALYSIS ACCORDING TO STANDARDS/ GUIDELINES 
The main standards/ guidelines of wind turbines, including (International Electrotechnical 
Commission (IEC), 2009; International Electrotechnical Commission (IEC), 2014), (Det Norske 
Veritas (DNV), 2011) and (Germanischer Lloyd (GL), 2010; Germanischer Lloyd (GL), 2012), suggest 
the application of the linear accumulation of damage for fatigue assessment of elements of the support 
structure. These standards refer the use of a S-N curve according to the detail under analysis, together 
with the Rainflow Counting method for determination of the histogram with the stress cycles. 
For the design of steel support structures, all the standards/ guidelines define similar S-N curve 
equations for fatigue analysis. As example, (Germanischer Lloyd (GL), 2010) defines the same S-N 
curve as the EC 3 but disregards the threshold value of the fatigue strength. The S-N curve defined in 
EC 3 and GL for a particular detail is presented in Figure 6.7. 
 
Figure 6.7 – S-N curve defined in GL and EC 3 (detail 71) 
 
In addition, corrections to the S-N curves are proposed in some standards/ guidelines, considering 
thickness, corrosion and material effects, among others. 
The consideration of the mean stress in fatigue analysis is also referred in the standards/ guidelines, 
since different structural details required different approaches: 
o The fatigue analysis of concrete elements, such foundations and grouted joints, requires the 
knowledge of the mean stress; 
o The study of fatigue state of the pre-loaded bolted joints also requires the consideration of the 
mean stress level. This is due to the non-linear relation between the stress state of the tower 
and the forces in the bolts (Sørensen and Sørensen, 2011); 
o For the analysis of steel elements from the support structure, the mean value of the stress 
cycles is usually disregarded. Some standards/ guidelines present a correction coefficient to 
consider the mean stress effect. However, this consideration only introduces a positive effect 
when a portion (or the whole range) of the stress range is in the compression side. Thus, in 
this context, the disregarding of this coefficient (and consequently, of the mean stress effect) is 
conservative. 
These documents also define partial safety factors to account for the uncertainties about material, 
loads and consequences of failure (although some documents do not define each value separately). 
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Both IEC, GL and EC 3 consider the safety factors that increase the loads. On the other hand, DNV 
defines a safety factor (named Design Fatigue Factor - DFF) which is considered as a magnification 
factor of the accumulated damage ܦ. As example, the safety factors defined in the referred documents 
for the steel elements of an onshore tower are summarized in Table 6.1. 
 
Table 6.1 – Partial safety factors defined in standards/ guidelines 
Standard/ 
Guideline 
Load Material 
Consequences of 
failure 
Total 
GL 1.0 - 1.15 1.15 
EC 3 1.0 1.15 - 1.15 
IEC* 1.0 1.1 1.15 1.265 
DNV* - - - 2.00 
*  These documents are referred to offshore wind turbines 
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6.4 FATIGUE ASSESSMENT USING ACCELEROMETERS 
The structural response due to fatigue loading is usually monitored using strain gauges. The use of 
strain gauges requires the installation of sensors in each section under study. This usually requires 
scrapping the point of the structure, which is not well regarded by the wind farm owners. Other 
important drawback about using strain gauges is their sensitivity to harsh environment. Thus, it is 
difficult and expensive to estimate the stress condition of structural details of offshore wind turbine 
under the water level with these sensors. This represents an important issue, since the inspection of 
these elements is only possible using underwater equipment. 
In that sense, a method enabling the analysis of the fatigue condition along the entire wind turbine 
support structure would represent a useful tool for the management of a wind farm. This would be 
especially important for offshore turbines, since it would allow estimating the condition of underwater 
structural details. 
One important aspect of the wind turbines structures is that they are highly dynamic systems, 
subjected to important dynamic loading excitations, as referred in section 6.2. Consequently, the use of 
a sensor capable of recording this dynamic motion would likely be an important source of information 
for fatigue analysis. Thus, it seems legitimate to use accelerometers to evaluate the dynamic response of 
wind turbine support structures and then perform the fatigue analysis with this input. 
Displacements (and, consequently, stresses) can theoretically be computed from acceleration data. 
Considering the acceleration function given by ݕሷ , the velocity and displacement functions are given, in 
the time domain, by the single and double integration of ݕሷሺݐሻ, respectively: 
 
 
ݕሶ ሺݐሻ ൌ න ݕሷሺݐሻ
௧
଴
݀ݐ ൅ ݕሶ଴ 
ݕሺݐሻ ൌ න ݕሶሺݐሻ
௧
଴
݀ݐ ൅ ݕ଴ 
(6.2) 
with: 
ݕሺݐሻ, ݕሶ ሺݐሻ, ݕሷ ሺݐሻ Displacement, velocity and acceleration functions (in time domain) 
ݕሶ଴ Initial velocity 
ݕ଴ Initial displacement 
 
Nonetheless, the computation of displacements from accelerations cannot be performed directly, as it 
may lead to considerable errors. Observing the previous equation, it is immediately noted that the two 
initial conditions (ݕ଴ and ݕሶ଴) are not known and, if they are not null, they will introduce errors in the 
double integration process. These errors are illustrated in Figure 6.8. Both illustrated displacement 
functions departed from the same acceleration function but with different initial conditions. As can be 
seen, there is an initial offset (due to ݕ଴) and a drift along the function (due to ݕሶ଴) that leads to a 
considerable lag between the two functions. 
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Figure 6.8 – Results from double integration of acceleration functions with different initial conditions 
 
Notwithstanding, there are some methodologies published regarding the estimation of the stress time 
history from accelerometers. However, they are focused on the dynamic component of the 
displacements, i. e., the quasi-static displacements, which depend on the initial conditions and on the 
static loads, are disregarded. 
In (Hjelm, Brincker et al., 2005) and (Aenlle, Skafte et al., 2013), an interesting methodology is 
presented. This procedure uses the measured accelerations to estimate the dynamic properties of the 
structure. Alongside, the measured accelerations are integrated twice to obtain an estimation of the 
displacements. Using the estimated displacements and the experimentally identified vibration modes, 
the modal coordinates can be estimated according to: 
 
 ݕሺݐሻ ൌ෍߶௘௫௣,௜. ݍ௘௫௣,௜ሺݐሻ
௡
௜ୀଵ
 (6.3) 
with: 
ݕ Estimated displacements  
߶௘௫௣,௜  Mode shapes experimentally obtained  
ݍ௘௫௣,௜  Modal coordinates 
݊ Number of considered vibration modes 
 
Equation (6.3) can be solved directly if the number of mode shapes equals the measured degrees of 
freedom. If the measured degrees of freedom exceed the number of vibration modes considered, the 
equation can be solved with the least square method. 
 
 
 
0 2 4 6 8 10 12 14
-1
-0.5
0
0.5
1
Time
Di
sp
lac
em
en
t
y0 = 0
y0 = 0
y0 = 0.2
y0 = 0.06 
.
.
Chapter 6 
 
    227 
Once the dynamic characteristics are known, a finite-element model of the structure is developed, 
which is calibrated and updated based on the experimental results. With the numerically obtained 
mode shapes, it is possible to estimate the displacements at any point of the structure through: 
 
 ݕሺݐሻ ൌ෍߶ிாெ,௜. ݍ௘௫௣,௜ሺݐሻ
௡
௜ୀଵ
 (6.4) 
with: 
߶ிாெ,௜  Mode shapes obtained from the finite-element model  
ݍ௘௫௣,௜  Modal coordinates obtained from equation (6.3) 
 
Considering that the relationship between bending moment and curvature at a given section of the 
structure is defined by: 
 
 ܯ ൌ ܧ. ܫ. ݀
ଶݕ
݀ݖଶ (6.5) 
with: 
ܧ Young modulus of the material  
ܫ Second moment of inertia of the cross section 
 
and that the bending stress is given by: 
 
 ߪ ൌ ܯܫ ݄ (6.6) 
with: 
ߪ Bending stress  
ܯ Bending moment  
݄ Distance from neutral axis to the point of interest of the section 
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the bending stress at any point along the height of the structure (ݖ axis) is then calculated according to 
the combination of equations (6.5) and (6.6): 
 
 ߪሺݖ, ݐሻ ൌ ܧ ݀
ଶݕሺݖ, ݐሻ
݀ݖଶ ݄ ൌ෍ܧ
݀ଶ߶௜ሺݖሻ
݀ݖଶ ݍ௜ሺݐሻ. ݄
௡
௜ୀଵ
 (6.7) 
with: 
߶௜  Mode shape from ݅-th vibration mode  
ݍ௜ሺݐሻ Modal coordinate from ݅-th vibration mode 
 
This formulation implies that the function describing each vibration mode has to be derived twice (in 
order to the height) to obtain the stress at any point of the structure. An example of application of the 
methodology to a reduced two story building model is presented in (Aenlle, Hermanns et al., 2013). 
The described procedure is developed with the support of a finite-element model. However, its 
application to wind turbines presents some important drawbacks. Firstly, the need of a properly 
calibrated finite-element model of a wind turbine can be an obstacle, since geometrical and material 
characteristics of the nacelle and rotor are usually not provided by the manufacturer. In addition, the 
direct use of the experimentally obtained mode shapes in equation (6.7), avoiding the need of a finite-
element model, may lead to important errors in the double derivative operation. Lastly, the quasi-static 
component of the displacements, mostly due to wind action, is not considered. 
In order to overcome these obstacles, a procedure to assess the stress condition at any location of a 
wind turbine support structure is presented in next section. 
 
6.4.1 PROPOSED PROCEDURE FOR FATIGUE ASSESSMENT 
The procedure for fatigue assessment at any location of the wind turbine support structure is proposed 
in this section. The procedure is inspired on the one presented in the previous section, albeit with 
some modifications. 
The procedure is based on the estimation of the acceleration modal responses at any point of the wind 
turbine support structure. These (modal) acceleration time series are later integrated into 
displacements, which are used to estimate the stress condition of the support structure. 
The procedure starts after the estimation of the modal properties of the wind turbine (with application 
of the algorithms presented in section 5.4). The estimated state-space matrices ܣ and ܥ are then used 
to define a forward innovation model to estimate the modal acceleration responses at the sensors 
position, as explained in section 5.5. 
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Once the modal acceleration responses are computed, the modal displacements can be estimated 
through a double integration process. In this work, the acceleration time series are transformed into 
the frequency domain and thereafter double integrated. The modal displacement of the structure 
motivated by the ݅-th vibration mode at one of the sensors position is thus defined as: 
 
 ௜ܻሺ߱ሻ ൌ െ
ሷܻ௜ሺ߱ሻ
߱ଶ  (6.8) 
with: 
ܻ Displacement (in the frequency domain)  
ሷܻ  Acceleration (in the frequency domain)  
 
The obtained displacements are then transformed back to the time domain. 
After the displacement field for each vibration mode is achieved, it is possible to compute equivalent 
forces imposing the same (modal) deformation. The equivalent forces acting along the height of the 
support structure at the ݇ time step from the ݅-th vibration mode are obtained according to: 
 
 ܨ௜ೖ ൌ ܭ. ݕ௜ೖ  (6.9) 
with: 
ܨ௜ Equivalent forces from the ݅-th vibration mode  
ܭ Stiffness matrix of the support structure of the wind turbine  
ݕ௜  Vector with displacements regarding the ݅-th vibration mode  
݇ Time step  
 
Equation (6.9) requires the definition of the stiffness matrix of the wind turbine support structure. 
Contrary to the nacelle and rotor, the support structure can be defined through very simple models. 
The tower structure can be assumed as a simple cantilevered beam, once the material and structural 
characteristics (variation of the bending stiffness along the height) are known. 
The total equivalent forces acting along the height of the support structure at the ݇ time step are 
obtained as a sum of the contribution from the ݊ identified vibration modes: 
 
 ܨ௞ ൌ෍ܨ௜ೖ
௡
௜ୀଵ
 (6.10) 
 
Equation (6.9) defines equivalent loads at the measurements points (where the modal amplitudes of 
the mode shapes are known) imposing the same modal deformation of mode ݅. Thus, if the mode 
shape is defined by a limited number of points (as is usual the case, since the number of accelerometers 
placed along the structure is reduced), equation (6.9) will conduct to large concentrated loads at few 
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points of the structure. In this case, the stress condition obtained for the support structure will not 
correspond to reality. 
In order to overcome this problem, an interpolation of the experimentally found mode shapes is used 
(e.g. spline interpolation) to obtain a more detailed estimation of the modal amplitudes of the mode 
along the height of the support structure. As referred in section 5.5, the information about the mode 
shapes is contained in the ܸ matrix from the forward innovation model (see equation (5.71)). When 
the mode shapes are interpolated, a new ܸ matrix is defined, named ூܸ௡௧௘௥௣, which can be used to 
estimate the accelerations at the interpolation points: 
 
 ݕො௞ ൌ ூܸ௡௧௘௥௣. ݖ௠,௞  (6.11) 
 
Once the acceleration time series at the interpolation points are obtained, the presented procedure can 
be used to estimate equivalent loads at these points. Considering that a fine resolution is used in the 
interpolating operation, the loads will resemble a distributed load, leading to a stress field in 
accordance with the reality. 
The interpolating operation has the advantage of avoiding the need of a well calibrated finite-element 
model. However, the suitability of the interpolation must be carefully analysed. In situations where the 
number of sensors is limited and vibration modes with high order modal configurations are important 
for the displacement response, this operation may introduce important errors. In the case of support 
structures of wind turbines, the displacement response is mainly conditioned by the first bending 
mode and low order harmonics. These mode shapes (and operating deflection shapes) present smooth 
configurations. Thus, a large number of sensors is not required for their correct definition. 
Figure 6.9 illustrates the application of the presented methodology to a wind turbine support structure, 
using three levels of measurement. In this figure, the red circles represent the identified modal 
amplitudes from the considered mode shapes, which are used to obtain the interpolation presented by 
the thick line. The stress at any point of the structure is then obtained as a sum of the stress 
contribution from each vibration mode. However, it is important to refer that the equivalent forces 
computed with equation (6.9) should not be confused as real loads acting on the structure, since they 
are just a gimmick used to recreate the deformed structure. 
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Figure 6.9 – Illustration of the proposed methodology to estimate the equivalent forces along the tower height 
 
One critical step when using accelerometers for fatigue assessment of structures is the double 
integration operation. From equation (6.8), it is noticed that the result is prone to errors for frequency 
values close to zero. Figure 6.10 illustrates a typical result obtained with the double integration of 
acceleration time series from wind turbines support structures. It presents the estimation of the 
displacement at the top position (computed according to equation (6.8)) from a simulated acceleration 
(sensor S3) of the HAWC2 example. The displacement directly obtained with the numerical analysis, 
from which the mean value was subtracted, is also presented. The comparison between the two signals 
evidences a clear distortion of the estimated signal in the time domain. The estimated displacement is 
governed by an erroneous large period cycle, masking the real displacement time series. This illustrates 
the difficulty in estimating displacements from accelerations. 
  
Figure 6.10 – Time and frequency representation of the displacement (from which the mean value was subtracted) 
obtained with the HAWC2 model (original) and estimated displacement computed through the double integration 
process without any filtering window 
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It is thus comprehensible that this procedure is not capable of estimating the stress associated with the 
very low frequency range of the spectrum. This part of the response spectrum, usually related to the 
quasi-static component of the wind loading, will be referred in this work as “quasi-static” component 
of the stress. 
On the other hand, the described procedure is adequate to estimate the stress condition associated 
with the remaining part of the spectrum, which includes the contribution of the vibration modes and 
sinusoidal excitations (such as waves and rotor rotation driven harmonics). This component will be 
referred as the “dynamic” component of the stress. 
A complementary approach is thus required to estimate the quasi-static component of the stress. This 
approach takes advantage of the fact that most of the wind action is applied on the support structure as 
a thrust force at the hub level. Thus, it can be assumed that the quasi-static deformation of the 
structure is similar to a cantilevered beam with a concentrated load at the top (Figure 6.11). The 
stiffness matrix defined for the estimation of the dynamic component of the stress can then be used to 
estimate this deformation. 
Once this deformation shape is known, the knowledge of the quasi-static condition of a reference 
point along the support structure is enough to estimate the stress condition along the entire structure. 
This reference quasi-static condition can be the stress (measured with strain gauges), the displacement 
(measured with GPS antenna) or the curvature (measured with inclinometers) evolution along time at 
an adequate section of the support structure. 
The use of a single measurement point to estimate the condition of the whole support structure is 
illustrated in Figure 6.11. Assuming the deformed shape of the structure and a known reference 
condition, the bending moment from the quasi-static component (and, consequently, the bending 
stress) can be extrapolated for the rest of the structure. 
 
Figure 6.11 – Thrust force applied to the wind turbine and illustration of the equivalent deformation and bending 
moment of the support structure due to the quasi-static component of the loading 
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6.4.1.1 Estimation of the Quasi-Static and Dynamic Stresses Contributions to Fatigue 
During the proposed procedure for fatigue assessment of wind turbine support structures, the 
contribution for fatigue damage of the quasi-static and dynamic components of stress are splitted. 
Each component is analysed by different methodologies in order to estimate the bending stresses along 
the structure. It is thus necessary to define which parts of the response spectrum correspond to the 
quasi-static and dynamic components and how the response should be separated. 
As previously referred, the main problem associated with the integration of accelerations is related to 
the lowest range of frequencies of the spectrum. When performing the double integration operation 
with equation (6.8), the estimation of the displacement corresponding to this range loses accuracy. 
In that sense, the separation of the structural response in the two components should eliminate this 
problem. The dynamic component should then be defined only for frequency values in which these 
errors are not present. This can be achieved by applying a high-pass filter to the response acceleration 
signal. At the same time, this frequency range should include all the contributions from vibration 
modes and external dynamic loading excitations. On the other hand, a low-pass filter should be 
applied to the measured reference quasi-static signals in order to contain only the frequency content 
associated to the quasi-static component of the wind loading. 
Based on these requirements, two window filters were designed. The high-pass window was design to 
despise the frequency content below the frequency cut ௖݂ଵ. From this point, a cosine taper window is 
defined between ௖݂ଵ and ௖݂ଶ. From ௖݂ଶ, the signal is kept unaffected. The filter is intended to be used 
with the acceleration signal, in the frequency domain, before the double integration process 
introduced with equation (6.8). On the other hand, the low-pass filter is designed as the 
complementary of the high-pass, in such a way that no energy is lost during the process. Both filter 
windows are shown in Figure 6.12. 
 
Figure 6.12 – Low-pass and high-pass filter window 
 
The filter parameters ( ௖݂ଵ and ௖݂ଶ) should be adjusted according to each situation. The main 
constraints to define the parameters are the lowest natural frequency of the wind turbine, the first 
detected harmonic excitation, the wave loading spectrum (if the turbine is located offshore) and the 
eventual frequency limits for the linear behaviour of the accelerometers. The filter should then be 
defined in order to consider these effects in the dynamic component of the displacements. 
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The main steps of the proposed procedure for fatigue assessment of the wind turbine support structure 
are summarized in Figure 6.13. As previously described, the procedure starts with the computation of 
the low-pass filtered quasi-static signal from the quasi-static input data (stress, displacement or 
curvature). Similarly, the dynamic acceleration data is obtained with the application of the referred 
high-pass filter to the collected acceleration signals. From this point, two independent procedures are 
applied in order to compute the two contributions to fatigue. 
The quasi-static contribution to fatigue is obtained assuming the applied forces acting solely on the 
rotor blades (and then transmitted to the tower through the hub). Since the deformed shape of a 
cantilever beam with a concentrated force at the top is known, the stress condition along the support 
structure can be estimated based on the quasi-static condition of a reference point (installed sensor). 
The procedure to estimate the dynamic contribution to fatigue requires a more complex methodology. 
It starts with the decomposition of the “dynamic” acceleration data into modal (and harmonic, if the 
turbine is operating) responses. These acceleration time series are integrated to obtain modal (or 
harmonic) displacement responses. Then, the modal (or harmonic) displacement responses are 
estimated at non measured locations through an interpolation of the experimentally found mode 
shapes. Lastly, equivalent forces are obtain, for each vibration mode (or harmonic), imposing the same 
(modal) deformation. 
Once the quasi-static and dynamic contributions to stress are estimated, the fatigue condition at an 
arbitrary position of the wind turbine support structure can be obtained by summing these two 
components. 
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Figure 6.13 – Chain of events included in the proposed procedure for fatigue assessment at any position of the wind 
turbine support structure  
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Example 
In order to illustrate the proposed methodology, an additional sensor was introduced in the equipment 
layout shown in Figure 4.21. This sensor is required to obtain the reference quasi-static condition. It is 
assumed that the displacement at the position of sensor S1 is known. 
For the analysis, the filter parameters ௖݂ଵ and ௖݂ଶwere defined as 0.10 Hz and 0.15 Hz, respectively. The 
measured displacement and the signal obtained after the application of the low-pass filter are presented in 
Figure 6.14. 
 
Figure 6.14 – Measured displacement and low-pass filtered displacement time series at S1 sensor position  
 
Once the displacement at the S1 position is known, it is possible to estimate the quasi-static condition at 
any position along the support structure. Figure 6.15 shows the comparison between the real (“original” - 
which was filtered with the same low-pass window), and estimated quasi-static displacements at the S2 
and S3 sensors position. As expected, the agreement between the signals is very good. 
  
Figure 6.15 – Original and estimated low-pass filtered displacements at S2 and S3 sensors position  
 
Together with the stiffness matrix, the low-pass filtered signal of the measured displacements at S1 
position is used to estimate quasi-static component of the bending moment at the foundation level. The 
obtained results are shown in Figure 6.16. An almost perfect correlation is observed between the 
estimated and the original quasi-static base bending moment. 
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a) b) 
Figure 6.16 – Comparison of the estimated quasi-static component of the base bending moment with: a) original 
bending moment; b) low-pass filtered bending moment 
 
After the estimation of the quasi-static component, it is necessary to compute the dynamic component of 
the bending moment. In this example, the SSI-COV modal identification algorithm was used. Using the 
modal acceleration responses estimated with the algorithm presented in section 5.5, the dynamic 
component of the displacements at the sensors position was computed. The results were then compared 
to the displacements obtained with the HAWC2 simulation after application of the high-pass filter. Figure 
6.17 shows the very good agreement between both results. 
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Figure 6.17 – Original and estimated high-pass filtered displacements at the sensors position (the right hand plots are a 
zoom of the left hand figures) 
 
During the integration process in the frequency domain, numerical errors are introduced in the 
displacement signal due to the application of the filter window over the acceleration time series. In order 
to minimize these errors, a window is applied to the acceleration signal (in time domain) to attenuate the 
amplitude of the signal in the beginning and end, prior to the integration. Figure 6.18 compares the 
dynamic displacement obtained without and with the application of the attenuate window. It is visible 
that, if the window is not used (Figure 6.18 a)), an error is present in the signal. Although the use of the 
window may distort even further the initial and last part of the signal, it allows to confidently control the 
length of these erroneous segments. With this strategy, it is thus possible to disregard these two time 
segments when computing the bending stress for fatigue analysis purposes. 
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a) b) 
Figure 6.18 – Estimated dynamic displacements at sensor S1: a) without using the attenuate window; b) using the 
attenuate window 
 
The estimated dynamic displacements are then used to compute the dynamic component of the bending 
moment at any position of the support structure. In this example, the foundation level was chosen. 
Through the procedure introduced in section 6.4.1, the dynamic component of the bending moment at 
the foundation level was estimated. The result is presented in Figure 6.19 alongside with the high-pass 
filtered bending moment obtained as results of the numerical analysis. In this figure, the effect of the 
applied attenuating window is seen in the beginning and end of the estimated time series. These two 
segments should then be disregarded. 
 
Figure 6.19 – Comparison of the estimated dynamic component of the base bending moment with the original high-pass 
filtered bending moment 
 
With both quasi-static and dynamic components estimated, the total bending moment can be obtained 
with a sum between the two components. The total bending stress at the foundation level is shown in 
Figure 6.20, where the initial and last transient segments were already eliminated. 
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Figure 6.20 – Comparison between the original and 
estimated base bending stress 
Figure 6.21 –Histogram with the number of cycles from 
the original and estimated bending stress at the 
foundation level 
 
At this point, the histogram of the loading cycles can be computed. This histogram is compared with the 
one corresponding to the original bending moment in Figure 6.21 (from which the same initial and last 
parts were also not considered). 
It would be interesting to characterize the relative contribution of each component (quasi-static and 
dynamic) to the total fatigue condition of a wind turbine. In that sense, numerical analyses were 
performed to assess each contribution for different wind conditions. However, it was noticed that the 
contributions are dependent on the control system (mainly, on the pitch control) and, for that reason, 
they are not generalizable to any wind turbine.  
 
6.4.2 VIRTUAL SENSORS 
The methodology presented in the previous section requires the installation of a certain number of 
accelerometers along the wind turbine support structure. Nevertheless, nowadays wind turbines are 
usually equipped with a bi-directional accelerometer at the top as part of their SCADA system. Thus, 
the use of this single sensor for dynamic monitoring of the wind turbines would avoid the need of 
installing additional sensors (and, consequently, reduce the cost of the monitoring system). 
The use of a top sensor as the only measurement sensor of the monitoring system introduces an 
important limitation, concerning the fatigue assessment of the wind turbine support structures. Since 
it is only possible to obtain a single modal amplitude per direction, it is not possible to accurately 
estimate (and, later, interpolate) the configuration of vibration modes along the height of the structure. 
In order to overcome this problem, two solutions may be regarded: the use of a calibrated finite-
element model; or the characterization of the mode shapes during a training period. 
The use of a calibrated finite-element model can be used to obtain the configuration of the vibration 
modes. The contribution of each mode to the response can then be scaled according to the modal 
amplitude obtained with the single accelerometer. Then, the procedure presented in section 6.4.1 can 
be used. Notwithstanding, the development of a finite-element model of a wind turbine presents 
important challenges as previously referred. 
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The characterization of the mode shapes during a training period was used in this work. With this 
approach, a suitable number of temporary sensors is installed at the wind turbine support structure 
during a short period of time (e.g. between two scheduled maintenance operations). Throughout this 
period, the modal tracking of the wind turbine modes is accomplished with all the sensors (permanent 
plus temporary), allowing to characterize the modal amplitudes at the measurement positions, under 
different operating conditions. In addition, the characterization of the operational deflection shapes of 
the wind turbine vibrating at harmonics frequencies along the operating regime of the turbine is also 
necessary. The number of installed sensors during this period has to be sufficient to obtain a 
satisfactory characterization of these vibration configurations. 
After the training period, the mode shapes (and operational deflection shapes) are well characterized at 
the positions of the permanent and temporary sensors. At this point, the continuous monitoring of the 
wind turbine is performed with the single sensor. As result, the identified modes shapes are 
characterized by a single modal amplitude per direction (at the permanent sensor position). These 
modal amplitudes are used to scale the contribution of mode shapes (and operational deflection 
shapes) characterized during the training period. With this step, a new ܸ matrix is defined and the 
estimated acceleration time series at the unmeasured locations are obtained with: 
 
 ݕො௞ ൌ ܸ. ݖ௠,௞  (6.12) 
 
Example 
The methodology based on virtual sensors was applied to the numerical NREL 5MW wind turbine 
example. In this example, the recorded acceleration time series from one sensor was used to predict the 
acceleration at the location of the other two sensors. The mode shapes obtained with the analysis in which 
all sensors were considered were adopted to define the ܸ matrix, simulating the results from a training 
period. 
Three different analyses were then performed, considering in each one a different single sensor. Initially, 
the single acceleration time series was used as input for the output-only modal identification algorithm. 
For this example, the SSI-COV algorithm was selected. From the identification results, a suitable model 
order was considered to define the state-space model. 
Considering the selected state-space model, the forward innovation model was obtained as introduced in 
section 5.5.2. Then, the acceleration time series at the location of the non-considered sensors were 
estimated through equation (6.12). 
Figure 6.22 illustrates the results obtained with this analysis. In this figure, each column is referred to an 
analysis where a single sensor was used to estimate the acceleration from the other two. For example, the 
first column is referred to the analysis where the S1 sensor was used as single sensor. The predicted 
acceleration to the considered single sensor is also presented in each column to show the error associated 
with application of the model (see equation (5.73)). 
The results presented in this figure show a good agreement between the predicted and original time series 
at the unmeasured places. However, it is noticed that the consideration of the top sensor S3 as single 
sensor produces the worst results. This situation is due to the fact that the acceleration response at the S1 
and S2 location is mainly dominated by vibration modes with reduced modal amplitude at the tower top. 
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Consequently, the identification of these modes will be worse when a sensor at the tower top is considered 
as single sensor, leading to a poorer agreement between the predicted and the real acceleration signal. 
  
  
 
 
 
Figure 6.22 – Comparison between the recorded and estimated acceleration at the sensors position when a single sensor 
is used to estimate the time series of the other two sensors. Each column is referred to the results obtained with the 
consideration of a different single sensor 
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6.5 FINAL CONSIDERATIONS 
The fatigue assessment of wind turbine structures is an important indicator for the evaluation of their 
structural integrity. Due to the highly dynamic nature of the loads, the structure is almost continuously 
subjected to cyclic excitations, requiring a special attention to guarantee a proper operation 
throughout its life. 
In that sense, this chapter introduced the main aspects related to the fatigue assessment of the wind 
turbine support structure. The main loads acting on the support structure were described for both 
onshore and offshore wind turbines. Also, a survey covering the main standards and guidelines about 
the design method for fatigue assessment of the support structure was developed. 
A methodology for estimation of the fatigue state at any point of the wind turbine support structure 
was proposed in this chapter. The method is based on the independent estimation of the quasi-static 
(using sensors measuring strains, displacements or curvatures) and dynamic (using accelerometers) 
contributions to fatigue. This procedure was illustrated using the results obtained with the NREL 
5MW numerical example. 
Lastly, the possibility of using a single level of measurement of acceleration to estimate the dynamic 
contribution to fatigue was addressed. It was noticed that the sensor usually installed in the nacelle is 
not enough to accurately estimate the acceleration at other positions of the support structure. Two 
alternative positions for installation of a single level of measurement were tested, which provided 
better results. 
The proposed methodology to estimate the fatigue condition at any point of the wind turbine support 
structure is further exploited in the next chapter, where experimental data is used to test the accuracy 
of the method. In the same way, the ability to reduce the number of sensors and, at the same time, 
maintain the level of accuracy is also addressed in the next chapter. 
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7  
STRUCTURAL MONITORING OF 
WIND TURBINES 
 
7.1 INTRODUCTION TO STRUCTURAL MONITORING OF WIND TURBINES 
The assessment of the integrity of wind turbines and their components is a field of study with a high 
level of interest. As exposed in section 3.1.3, some mechanical and electronic components present 
relative high rate of failures and consequent downtime. This non-production time (together with the 
cost of repair/ replacement of the components) considerable increases the revenue losses, both for 
onshore and offshore locations. This is even more critical for high power rated turbines. It should also 
be highlighted that the specificity of offshore environment introduces some new variables in the cost 
function: 
o Offshore turbines are expected to become considerably larger than onshore ones (in 
dimension and rated power). This situation introduces two important variables: downtime 
corresponds to a greater loss of income; and the components to be replaced are heavier and 
larger, which makes their transportation and installation more difficult; 
o The need of adequate weather conditions to reach the structure at offshore locations, leads to 
longer downtimes. 
Considering the reasons presented above, the continuous monitoring of the condition of the support 
structure (foundation, tower and, in some situations, transition piece) can introduce some important 
advantages. Firstly, it should be noticed that if the support structure fails and collapse, the entire 
investment is lost. Thus, a system able to anticipate such dramatic damage at the tower is very 
important since it allows earlier reparation, preventing the failure of the entire system. Besides this, 
three important aspects should also be considered for the installation of a monitoring system at the 
support structure: 
o The qualitative and quantitative assessment of vibration levels might lead to the identification 
of high-vibrational events and/ or periods of time corresponding to reduced turbine 
performance; 
o If the natural frequency of the tower is close to the rotational frequency of the rotor (or its 
multiples), Germanischer Lloyd Guidelines (Germanischer Lloyd (GL), 2010; Germanischer 
Lloyd (GL), 2012) refer the need of a continuous monitoring vibration system. With this 
system, it is possible to track the value of the natural frequency along the life of the wind 
turbine and evaluate possible resonance problems; 
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o The continuous assessment of the structural condition and operation of the support structure 
might give a good support to decide about the extension of operation after the initial 
predefined period of life or, in the other hand, if the structure should be dismantled (or 
reinforced) before the expected period of life due to unforeseen loads and/ or degradation.  
Considering specifically offshore wind turbines, the installation of a monitoring system at the support 
structure is even more advantageous. Being this type of structures fairly recent, the degree of 
knowledge is not as mature as for onshore systems. Mainly for this reason, some additional 
motivations should be considered for the installation of a monitoring system: 
o The effects of the sea acting at the structure (mainly waves) are still not mastered. For this 
reason, there is some uncertainty when dealing with the fatigue life of these structures. 
Furthermore, some structural aspects, like foundations and the grouted joint in the transition 
piece (Rücker, 2007), are prone to rapid wear, which may require specific structural health 
assessment procedures; 
o One specific problem of offshore wind turbines is scour around the foundation piles. This 
problem increases the flexibility of the entire structure and leads to reduction of the support 
structure natural frequency (Zaaijer, Tempel et al., 2002; Prendergast, Gavin et al., 2015). This 
situation may lead to resonance problems if the natural frequencies of important support 
structure vibration modes are reduced to values close to the harmonics of the rotor speed. 
Figure 7.1 shows the evolution of the 1st and 2nd natural frequency values of a monopile 
support structure. It is seen that these modes (especially the 2nd mode) are very sensitive to this 
problem; 
o Conversely, the increasing of the foundation stiffness might also represent a problem when the 
correspondent increase of the frequency values brings them close to harmonics. This is the 
case of soft-stiff solutions. A real case study in which a progressive increase of the modes 
frequency values was noted is presented in (Weijtjens, Verbelen et al., 2015). It is referred that 
this phenomenon may be related to soil stiffening due to cyclic loading. 
 
Figure 7.1 – Variation of natural frequencies of offshore wind turbines with scour (adapted from (Zaaijer, Tempel et al., 
2002) and (Prendergast, Gavin et al., 2015)) 
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improvements in the definition of an Operation and Maintenance (O&M) strategy, following a 
predictive maintenance (see section 3.1.3). With this kind of maintenance, a continuous assessment of 
the condition of the components is available, which permits to detect damages at an early stage. At this 
stage, different strategies can be considered, such as derating of the turbine (Griffith, Yoder et al., 
2013) with the goal of operating with minimal increase of the damage and of preventing the damage of 
one component from spreading to others (Hyers, McGowan et al., 2006) (e.g. if the pitch of one blade 
is not working properly, the aerodynamic asymmetry created will introduce additional loads on the 
drive train which may damage this component). Besides this, with the early damage detection, it is 
possible to order replacement components and schedule maintenance in a timely manner with 
minimum downtime (Adams, White et al., 2011) and avoid the abrupt shutdown of the plant. 
Considering the potential benefits of the introduction of monitoring systems in wind turbines, it is 
comprehensible the interest of all industry agents involved, including insurers. Insurers play an 
important role in the wind energy business, since a significant portion of O&M are due to insurance 
costs (Morthorst and Jacobsen, 2004). Thus, the acceptance by insurer institutions that monitoring 
systems have an important role in maintenance management could contribute for better conditions for 
wind turbine owners. Receptivity to this change by insurers started around 2002, when some German 
insurers introduced a review clause in which it was required that all roller bearings in a drive train 
have to be replaced after either 40 000 operating hours or five years (whichever is earlier) unless an 
appropriate Condition Monitoring System had been installed (Becker and Poste, 2006). Gothaer 
(Wind Power Monthly, 2003), GCube (Appleyard, 2013) and Allianz (Gellermann, 2012) also refer 
monitoring system as a need for proactive maintenance measures. The latter also highlights the 
importance of monitoring of other components, such as blades, tower and foundation (Gellermann, 
2012). 
Alongside with the insurances perspectives, another key aspect is the economic benefit of the 
installation of a monitoring system. McMillan and Ault (McMillan and Ault, 2007) studied this subject 
for a predictive maintenance strategy (with the introduction of a condition monitoring system for the 
generator, gearbox, blades and power electronics system) against the more common periodic 
maintenance for a 5 MW offshore wind turbine. They concluded that the predictive strategy 
introduces economic benefits, if the monitoring system provides accurate diagnosis, of around 60 % to 
80 %. 
The CONMOW project also studied the costs of preventive and corrective maintenance for offshore 
wind turbines (Wiggelinkhuizen, Watson et al., 2007). It was concluded that the costs of corrective 
maintenance are a factor of 2 higher than for preventive maintenance. 
The monitoring of the condition of wind turbine components can be performed by various techniques, 
in particular Condition Monitoring (CM) and Structural Health Monitoring (SHM). Conceptually, 
these two techniques refer to different fields of operation: CM is oriented to the machinery, mainly 
rotating components (such as drive trains), whilst SHM deals with major structural components (such 
as foundations, tower and blades). This is the guidance that will be used throughout this work. 
Nonetheless, the scope of application of the two concepts is not universal (Carden and Fanning, 2009) 
and there seems to be a unification of the monitoring systems around the name Condition Monitoring 
(e.g. GL guidelines (Germanischer Lloyd (GL), 2003) encompasses the monitoring system for every 
components of a wind turbine, such as gear boxes and towers, under the CM definition). 
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7.1.1  CONDITION MONITORING OF WIND TURBINES 
Condition monitoring is referred as “the process of monitoring a parameter of condition in machinery, 
such that a significant change is indicative of development failure” (Wiggelinkhuizen, Watson et al., 
2007). It is a technique used to assess the condition and detect early damages and/ or malfunctions in 
components machinery. Condition monitoring is widely used in other fields of industry (Şeker, Ayaz 
et al., 2003; Fast and Palmé, 2010). 
As referred previously, Condition Monitoring has been steadily gaining some support from the 
industry, especially due to the considerably high rates of failure from some components. A sign of 
confidence in the application of monitoring systems in wind turbines is the requirement, by some 
guidelines/ standards, of their installation in offshore turbines. For example, GL guidelines 
(Germanischer Lloyd (GL), 2003) define as mandatory, as minimum components to be monitored, 
main bearings, gearbox and generator. 
Condition Monitoring can be applied to a large variety of components. However, the components of 
major concern are usually rotors, pitch mechanisms, drive trains (including gearboxes and bearings) 
and generators (Hyers, McGowan et al., 2006). For this, various techniques have been developed to 
detect problems related to these components, which stand, among others: 
o Vibration-based analysis; 
o Acoustic emission; 
o Ultrasonic testing techniques; 
o Oil analysis; 
o Strain measurements; 
o Electrical effects; 
o Thermography; 
o Performance monitoring. 
A more complete list of techniques and processing tools can be accessed in (Hameed, Hong et al., 
2009; Liu, Tang et al., 2010; García Márquez, Tobias et al., 2012; Yang, Tavner et al., 2014; Liu, Tang et 
al., 2015). Although currently there is a long list of CM techniques in the context of wind turbines, 
Germanischer Lloyd Guidelines (Germanischer Lloyd (GL), 2003) states that, to be within its 
certification standards, the monitoring system should be defined by a vibration-based analysis. This 
requirement is justified by the fact that this technique allows an earlier detection (Figure 7.2). 
 
Figure 7.2 – Detection of damage by different systems defined by GL Guidelines (Germanischer Lloyd (GL), 2003) 
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7.1.2 SHM OF WIND TURBINES 
A possible definition of the Structural Health Monitoring concept is presented in (Boller, Chang et al., 
2009): ”SHM is the integration of sensing and possibly also actuation devices to allow the loading and 
damaging conditions of a structure to be recorded, analysed, localized, and predicted in a way that 
nondestructive testing becomes an integral part of the structure.”. Thus SHM methods deal with the 
problem of assessing the structure integrity through the installation of sensors with the aim of 
detecting early damage. This kind of monitoring concept dates back from earlier the 1980s (Boller, 
Chang et al., 2009). Over the time, the knowledge in this field increased at a very high rate, mainly due 
to the easier and cheaper access to various sensors. Some theoretical definitions were developed (see, 
for example, the fundamental principles of SHM presented in (Worden, Farrar et al., 2007)). One 
important idea presented by Rytter (Rytter, 1993) is referred to the different levels in damage detection 
(Figure 7.3). 
LEVEL 1 – DETECTION (qualitative assessment that damage is present (or not) in the structure) 
 
 
LEVEL 2 – LOCALIZATION (probable location of the damage) 
 
 
LEVEL 3 – ASSESSMENT (the extent of damage is evaluated) 
 
 
LEVEL 4 – CONSEQUENCE (information about the actual safety of the structure, prognosis of the 
remaining lifetime) 
 
Figure 7.3 – Levels in damage assessment 
 
SHM systems have been applied for years in different types of civil engineering structures. Magalhães 
et al (Magalhães, Cunha et al., 2009) implemented a monitoring system in concrete arch bridge. Hu et 
al (Hu, Moutinho et al., 2012) implemented a similar SHM system in a footbridge. Brownjohn 
(Brownjohn, 2007) presents several examples of SHM applications in a variety of structures, among 
which dams, offshore installations, nuclear installations and tunnels. Some examples of very complete 
SHM systems installed in bridges are presented in (Boller, Chang et al., 2009). 
Lately, the application of SHM to wind turbines has been one of the main topics of study. Blades have 
been the preferred substructure of study due to their high propensity for failures. However, recently 
also the support structure (tower and foundation) have focused some attention concerning safety 
issues. This is mainly due to the increasingly higher dimensions of the tower, alongside with larger 
loads and masses at the top, due to larger rotor diameters, and due to the lack of knowledge of the 
environmental situations at sea and greater wear of structures in offshore installations. 
Several methods of SHM for application in wind turbines have already been developed. An exhaustive 
list of methods (referred to blades) is introduced in (Boller, Chang et al., 2009) and (Ciang, Lee et al., 
2008). Also in (Wymore, Van Dam et al., 2015), a general overview of the state of development of 
health monitoring systems is presented. When considering SHM for support structures, essentially two 
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methods are used: vibration-based and strain measurement. The present work deals with the 
application of SHM to the support structure of wind turbines through the application of vibration-
based methods. 
Some numerical studies about the feasibility of using the frequency values of the vibration modes to 
identify structural damage in wind turbines are present in the literature. Adams et al (Adams, White et 
al., 2011) simulated three different types of damage in different locations in a numerical model: blade 
root section, low-speed shaft and yaw joint. Through a sensitivity analysis, the variations of the first 14 
natural frequencies were calculated for each damage scenario. Also, some developments have been 
made in order to assess the evolution of the frequency values of the support structure with scour 
(Zaaijer, Tempel et al., 2002; Sørensen and Ibsen, 2013; Prendergast, Gavin et al., 2015). 
A good example of the use of vibration-based methodologies for damage detection on the support 
structure is given in (Pelayo, López-Aenlle et al., 2011). In this work, high levels of vibration, together 
with cracks at the foundation, were detected in two wind turbines. For diagnosing the cause of this 
anomaly, operational modal tests were performed in these two turbines, alongside with a similar but 
healthy wind turbine. For these tests, accelerometers were placed on the foundation and on the lower 
part of the tower. The results showed that both damaged wind turbines presented lower values of 
natural frequencies than the healthy turbine (around 7 % to 3 %). After this assessment, the 
foundations of the two wind turbines were reinforced. Then, the tests were once again performed and 
the results indicated an increase in the natural frequencies (in line with the healthy wind turbine). 
Also, in (Currie, Saafi et al., 2015), problems related to high levels of vibration at the foundation level 
of onshore wind turbines, due to damage around the bottom flange of the embedded ring, were 
described. 
In the experimental field, some cases of implementation of vibration-based monitoring systems are 
described in literature. During the HISTWIN project (Veljkovic, Heistermann et al., 2012), a 
monitoring system was implemented on a wind turbine for almost one year. For the instrumentation, 
accelerometers, strain measurements, temperature sensors and inclinometers were used, together with 
some SCADA data. During this period, the modal identification of the tower was performed, as well as 
the fatigue assessment of the tower and bolts from the flanged connections between segments. 
A different approach for a monitoring system is described by Braam et al (Braam, Obdam et al., 2012). 
In this work, a strategy of monitoring an entire wind farm with the installation of additional sensors in 
just a few reference turbines is presented. On the reference turbines, fibre optic sensors were installed 
on the blades with the aim of measure strains (load indicators) and evaluate the fatigue state of these 
turbines. The relations between these load indicators and the parameters measured by the SCADA 
system (present in every turbine of the wind farm) were then established, in order to extrapolate the 
load accumulation of the non-reference turbines. This methodology allows defining a maintenance 
strategy considering the most mechanically loaded wind turbines. In (Guo and Infield, 2012), also a 
more economical SHM system is presented, since it only uses built-in SCADA parameters. It consists 
in the processing of data from the SCADA system, mainly 10 min. averaged values of the tower top 
and drive train accelerometers. This data is then correlated with other SCADA data and analysed in 
the context of the different operational regimes of the rotor. 
Also in (Hu, Thöns et al., 2015b; Hu, Thöns et al., 2015a), a study about the implementation of a 
vibration-based monitoring system at a prototype 5 MW wind turbine with tripod foundation installed 
onshore is described in two parts. For this system, 8 accelerometers distributed along the support 
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structure were used. In the first part, the main results concerning the dynamic characterization of the 
wind turbine are presented. Then, in the second part, the modal results obtained during a period of 2 
years were used to assess the detection of damage at the tower and foundation. 
The offshore Vestas V90-3.0 MW, introduced in section 5.9, is also used in the context of a project 
aiming to develop monitoring systems based on the dynamic properties of wind turbines. The results 
obtained up to date are described in (Weijtjens, Verbelen et al., 2015). 
The assessment of the variation of natural frequencies in order to detect blade damage is also a field of 
current study. The majority of published works, both in the experimental (Wang, Liang et al., 2014; 
Ulriksen, Tcherniak et al., 2015) and numerical domain (Hoell and Omenzetter, 2014), refer the small 
sensitivity of the frequency values of the first order blades vibration modes to common small damages. 
Notwithstanding, in (Marulo, Petrone et al., 2015), an experimental study of the sensitivity of the 
dynamic properties  of a small-scale blade to a very severe damage is described. The blade was tested to 
buckling and its modal properties were analysed before and after the buckling. In this case, the 
variation was notorious, exposing that the application of this kind of monitoring technique may be 
only effective for detection of heavy damages. 
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7.2 VIBRATION-BASED SHM SYSTEM 
The structural health monitoring system presented in this work is developed based on a vibration-
based methodology. The system is composed by two modules, aiming to present a solution for two 
important problems within the scope of structural condition assessment of the support structure of 
wind turbines: detection of damage at an early stage and fatigue life estimation. 
One of its components (damage detection), follows a modal approach (Fritzen, 2005). In this system, 
the modal parameters of the wind turbine structure (natural frequencies, damping ratios and mode 
shapes) are continuously extracted and tracked over time. Thus, anomalous variations of modal 
parameters, which may be caused by the occurrence of damage, are detected. As damages are normally 
associated with stiffness reduction, and assuming a negligible variation of mass (which is perfectly 
admissible on wind turbines), abnormal reductions of the natural frequencies are assumed as presence 
of damage. Thus, natural frequencies are considered a prime indicator for damage detection in wind 
turbines, as already exposed in previous sections. Some examples of similar monitoring system 
implemented on civil engineering structures are presented in (Peeters, 2000; Magalhães, 2010; Hu, 
2011). 
The second module of the monitoring system is referred to the estimation of the fatigue life condition 
of the support structures of wind turbines. This component is based on the procedure introduced in 
Chapter 6. Once a continuous estimation of the loading cycles of the structure is obtained, an on-line 
evaluation of the increment of damage in virtually every structural detail can be achieved. Then, it is 
possible to perform some estimation regarding the real fatigue life of the support structure. 
 
7.2.1 DAMAGE DETECTION 
The damage detection module of the monitoring system aims to detect abnormal structural changes at 
an early stage. In that sense, the monitored frequency values of the vibration modes are used as 
damage indicators. In this section, the procedures implemented to reduce the variability of the tracked 
frequency values and to identify possible situations of damage are introduced. 
 
7.2.1.1 Removing of Environmental and Operational Effects on Natural Frequencies 
Wind turbines are subjected to a large variability of environmental effects, such as ambient 
temperature, wind, boundary conditions, among others (Sohn, 2007). Alongside, the operation of 
wind turbines also introduce important modifications on their structural condition, such as variation 
of pitch and yaw angle, varying rotor speed, among others (see section 3.2.6). These effects are an 
important source of variability of the modal properties of the support structures, often introducing 
variations with greater amplitude than the damage itself. Consequently, if it is desirable to detect small 
scale damage at an early stage, the influence of external factors has to be “cleaned” from the modal 
properties. Usually, only the natural frequencies are used. 
Some practical cases studied are also presented in the literature. Magalhães et al (Magalhães, Cunha et 
al., 2012) studied the variation of natural frequencies due to temperature in a concrete arch bridge, 
while Hu et al (Hu, Caetano et al.) and Moser and Moaveni (Moser and Moaveni, 2011) performed a 
similar work in footbridges. For its turn, interesting correlations between the modal properties of the 
offshore Vestas V90-3.0 MW and the tidal level are presented in (Devriendt, Magalhães et al., 2014). 
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In order to understand and remove the influence of environmental and operational effects on the 
modal properties of the structure, three different types of approaches can be followed: physical models, 
models whose environmental effects are used as input and models which do not consider these inputs. 
The last two models were tested in the context of the dynamic monitoring system described in this 
work. These methods are considerable easier and quicker to implement and operate, however they 
required a period of training in which a representative variation of the environmental and operational 
effects should be included. 
The methods considering the measurement of the environmental and operational effects in the 
conception of the model are defined as input-output methods. The application of these methods for 
removal of the external influences in the context of wind turbines seems, from a conceptual point of 
view, very suitable. Since the SCADA system collects a variety of operational and environmental data 
related to the wind turbine in which it is installed, the access to these records is easier and do not 
require the installation of any additional sensor. In this approach, two methodologies are described 
based on Multivariate Linear Regression Models and Dynamic Regression Models. 
On the other hand, the approach not requiring the measurement of the operational/ environmental 
effects is referred as output-only methods. In the context of wind turbines, output-only methods can 
be also used in association with the previously presented input-output methodologies with the aim of 
achieving a “cleaner” time evolution of the natural frequencies. This can be obtained since there may 
be external factors not recorded by the SCADA system that also influence the modal properties. 
Within this scope, the approach based on the Principal Component Analysis was tested (Johnson and 
Wichern, 2002). However, it was observed that the application of this method did not improve the 
results obtained with the linear regression models. For that reason, this method was not considered in 
the context of the monitoring system described in this work. 
 
Multivariate Linear Regression Models 
Multivariate Linear Regression Models deal with the problem of predicting values of response 
(dependent) variables from a collection of predictor (independent) variable values (Johnson and 
Wichern, 2002). These models can also be used to assess the effects of the predictor variables on the 
responses. In order to expose a clearer explanation, these models will initially be address to the 
situation of just one dependent variable and, at the end, the generalization for multiple response 
variables is introduced. 
For the present case of study, the natural frequency values of one vibration mode is considered the 
response variable, while the predictor variables are represented by the operational/ environmental 
effects. Initially, the degree of influence in the variation of the response is assessed and quantified for 
each environmental effect (predictors). Then, the defined model is ready to predict response values 
from a particular moment according to known predictors of the same moment. Finally, real and 
predicted response values can be compared and the magnitude of the deviation evaluated. 
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The mathematical definition of a Multivariate Linear Regression Model is provided by (Johnson and 
Wichern, 2002): 
 
 ݕ ൌ ܼ. ߚ ൅ ߝ (7.1) 
with: 
ݕ Vector with ݊ observations of the dependent variable  
ܼ Matrix with the ݊ values of the ݌ predictors variables (for ݌ operational/ environmental effects) 
ߚ Vector with weight parameters of the ݌ predictor variables  
ߝ Vector with the values of the random error  
 
The vector ߝ, which represents the random error due to measurement issues and due to the existence 
of variables not explicitly considered in model, presents the following properties (Johnson and 
Wichern, 2002): 
 
 
ܧሾߝሿ ൌ 0 
ܥ݋ݒሾߝሿ ൌ ܧሾߝ. ߝ்ሿ ൌ ߪఌଶ. ܫ 
(7.2) 
with: 
ܧሾ∗ሿ Expected value operator  
∗் Transpose operator  
ߪ∗ Standard deviation  
ܫ Identity matrix  
 
When defining the matrices from equation (7.1), some considerations are employed. The first column 
of ܼ is filled by ones, so this matrix contains ሺ݌ ൅ 1ሻ columns. Also, the values of ܼ are usually 
normalized, being each element subtracted from the mean values and then divided by the standard 
deviation of the variable: 
 
 ܼ௜ᇱ ൌ ܼ௜ െ ܧ
ሾܼ௜ሿ
ߪ௓೔
 (7.3) 
with: 
ܼᇱ Normalized value of ܼ  
 
With this configuration, the first element of the vector ߚ contains the mean value of the observed 
variable. 
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Before the definition of the model, it is needed to assess which predictors influence the response 
variable. For this step, the predictors with high correlations with the response variable and low 
correlations with the other predictors should be selected (Magalhães, 2010). A suitable tool for the 
evaluation of the correlation between two variables ݔ and ݕ is the Pearson’s product-moment 
correlation coefficient (Johnson and Wichern, 2002): 
 
 ݎ௫௬ ൌ ܥ݋ݒ
ሺݔ, ݕሻ
ߪ௫. ߪ௬  (7.4) 
 
where values close to zero represent a low linear correlation, while values close to one (in absolute 
value) might indicate a good correlation. It should be noted that this tool only considers linear 
correlations. Thus, if a zero value is obtained, it does not imply that a non-linear relation is also not 
present.  
Once the choice of the relevant predictors is complete, the vector β should be estimated. This vector 
(named as ߚመ) is obtained through application of the least squares method and defined in (Johnson and 
Wichern, 2002): 
 
 ߚመ ൌ ሺ்ܼ. ܼሻିଵ. ்ܼ. ݕ (7.5) 
 
Since the weight factors of the predictor variables are already defined, the vector ߝ should then be 
evaluated. In that sense, an estimation of the residual random errors is given by the difference between 
the real and estimated response variable (Johnson and Wichern, 2002): 
 
 ߝ̂ ൌ ݕ െ ݕො ൌ ሺܫ െ ܼ. ሺ்ܼ. ܼሻିଵ. ்ܼሻ. ݕ (7.6) 
 
Two ways for assessing the quality of the model adjustment can be used. The first one is through the 
computation of the estimation of variance of ߝ̂: 
 
 ߪොఌଶ ൌ 1݊ .෍ ߝ௞
ଶ
௡
௞ୀଵ
 (7.7) 
 
However, this indicator has the disadvantage of being dependent of the absolute values of y variable. 
To solve this problem, a coefficient is presented in (Johnson and Wichern, 2002) that avoids this 
inconvenience: 
 
 ܴଶ ൌ 1 െ ∑ ߝ௞
ଶ௡௞ୀଵ
∑ ሺݕ௞ െ ݕതሻଶ௡௞ୀଵ ൌ
∑ ሺݕො௞ െ ݕതሻଶ௡௞ୀଵ
∑ ሺݕ௞ െ ݕതሻଶ௡௞ୀଵ  (7.8) 
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The coefficient ܴଶ is a ratio of variances that aims to quantify the proportion of variance of ݕ 
“explained” by the selected predictor variables (it varies from 1 to 0, where 1 holds to situations where 
the adjust passes through all data points – a “perfect adjust” -, while 0 corresponds to a total 
independence between response and predictor variables). 
After the assessment of the residual errors is complete and the results are accepted, the model is ready 
to predict future values of the response variable (ݕො଴) based only on the predictors not considered for its 
definition (ݖ଴): 
 
 ݕො଴ ൌ ݖ଴. ߚመ  (7.9) 
 
At this point, the model is capable of predicting natural frequencies (the response variable), based on 
the environmental effects (the predictor variables) from the same period. Thus, observed and 
forecasted values can be compared. Since errors (ߝ) from this difference are inevitable, the definition of 
a range in which the errors are acceptable is required. In that sense, if the errors ߝ are considered as 
normally distributed, a confidence interval of 100ሺ1 െ αሻ % is given by (Johnson and Wichern, 2002): 
 
 ݕො଴ േ ݐ௡ି௣ିଵ ቀߙ2ቁ . ඥߪොఌሾ1 ൅ ݖ଴்ሺ்ܼ. ܼሻିଵ. ݖ଴ሿ ൌ ݕො଴ േ ܫሺݖ଴ሻ (7.10) 
with: 
ݐ௡ି௣ିଵ ቀߙ2ቁ The upper 100ሺ1 െ ߙሻth percentile of a t-distribution with n-p-1 degrees  
 
The previous equation set a range ሿ	ݕෝ଴ െ ܫሺݖ଴ሻ; 	 	ݕෝ଴ ൅ ܫሺݖ଴ሻሾ with a defined confidence level in which 
the new values of response variable should lay in. If the previously referred considerations about the 
construction of the matrix ܼ are met (first column of ܼ is filled with ones and the elements of the other 
columns are normalized), the confidence interval can be written as (Magalhães, 2010): 
 
 ݕത െ ܫሺݖ଴ሻ ൏ ݕ෤଴ െ෍ߚ௝. ݖ଴௝ ൏ ݕത ൅ ܫሺݖ଴ሻ
௣
௝ୀଶ
 (7.11) 
with: 
ݕ෤଴ New response variable value (which was not considered for the definition of ߚ)  
 
The previous equation can be interpreted in the context of the monitoring situation under study. Once 
the training period for the definition of matrix ߚመ  is complete, predictions of the frequency values (ݕത) 
from the subsequent periods can be computed. These predictions will be formulated considering the 
entire set of environmental effects covered during the training period. For this reason, predicted 
frequencies will present variations that are interpreted as normal, i.e., this variations do not refer to 
any kind of damage since the training period is assumed to have occurred during a healthy stage of the 
structure. When comparing the predicted and real values of the natural frequencies from the 
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subsequent periods, their difference should be evaluated. If it is abnormally high (i.e., the value is 
outside the confidence interval defined in equation (7.11)), the variation cannot be explained by the 
environmental effects considered during the training period, and an abnormal condition affecting the 
structure, such as damage, may be present. 
The generalization of the presented method is easily performed for several dependent variables 
(frequency values of several vibration modes). This can be achieved by formulating the previous 
methodology as many times as response variables or through the matrix equation: 
 
 ܻ ൌ ܼ. ܤ ൅ ܧ (7.12) 
with: 
ܻ Matrix with n observations of the m dependent variables  
ܼ Matrix with the n values of the p predictors variables (p environmental effects)  
ܤ Matrix with weight parameters of the p predictor variables  
ܧ Matrix with the values of the random error  
 
One last property from these models should also be referred: Multivariate Linear Regression Models 
are not valid for extrapolations. For that reason, a period of training with a wide range of values from 
the environmental effects should be used. 
 
Dynamic Regression Models 
An extension of the previous approach is given by the Dynamic Regression Models. In the previous 
section, it was shown that a Multivariate Regression Model, in order to predict a response value at a 
time instant ݇, uses the observations of the predictor variables at the same ݇ time instant – it is then 
considered a static model. On the other hand, a Dynamic Regression Model considers that 
observations of predictor variables at previous time instants also influence the foreseen of the 
dependent variables. This consideration is very useful when dealing with response variables with a 
large inertia to variations of predictors. 
The implementation of Dynamic Regression Models follows the same procedure as the Multivariate 
Models. The only change in the methodology is the introduction of additional predictors consisting of 
“past” observations of the independent variables. 
 
7.2.1.2 Damage detection 
The described statistical techniques allow estimating a variable (the residual error) which can be used 
as an indicator of abnormal conditions (usually damage) of a monitored wind turbine structure. 
However, since it is desired that the monitoring system operates in an autonomous way, an automatic 
procedure to identify situations of damage is required. 
A general procedure to control the residual error from the frequency values of several vibration modes 
is obtained with the application of control charts. Control charts, one of the simplest techniques of 
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statistical process control, are used to evaluate if one or more variables are kept within predefined 
limits, which indicates that the process is occurring without abnormalities. For this reason, control 
charts are a very suitable technique to monitor possible frequency deviations due to damage. 
A typical control chart is presented in Figure 7.4. It consists of a graphical display, with horizontal 
development (usually associated with time), in which observations are plotted. There are also some 
control parameters: a centre line, which represents the average value of the quality characteristic under 
study; an upper (UCL) and lower control line (LCL) defining an interval in which the observations are 
considered “in-control”. If an observation has a value considered as abnormal, it falls outside this 
interval and is considered as “out-of-control”. 
 
Figure 7.4 – Control chart 
 
A common control chart to assess the evolution of a single variable is the Shewhart തܺ-chart. In the 
process control, the points (in the plot) under control represent a single observation or the mean of a 
group of observation (subsample). For a തܺ-chart, the definition of the upper and lower control lines is 
given by (Montgomery, 2009): 
 
 
ܷܥܮ ൌ ̅̅ݔ ൅ ܴ. ߪ 
ܮܥܮ ൌ ̅̅ݔ െ ܴ. ߪ 
(7.13) 
with: 
̅̅ݔ Mean value from all observations  
ߪ 
Standard deviation. When each point represent one single observation, ߪ is the standard deviation 
from all observations; if each point represents the mean of a subsample with ݎ elements, ߪ is given by 
the quotient between the standard deviation from all observations and √ݎ 
ܴ “Distance” between the control lines and the centre line. If ܴ ൌ 3 is defined in a distribution 
considered as normal, the control limits correspond to a confidence level of 99.7 % 
 
When dealing with a situation with more than one variable (like ݉ vibration modes), it is required a 
slightly evolution from a univariate technique (such as the തܺ-chart) to a multivariate technique. A 
similar technique of the Shewhart തܺ-chart for monitoring more than one parameter is the ܶଶ control 
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chart. The ܶଶ control chart is a simple tool to detect deviations in the characteristics under evaluation. 
Although very similar to തܺ-charts, ܶଶ control charts present two distinct characteristics: the vertical 
axis does not represent the quality characteristic under evaluation, but a statistic test named ܶଶ; and 
the LCL is always zero. 
This multivariate statistical parameter control can be also applied to individual observations or 
subgrouped data (subsamples). When every observation is checked (i.e. each point of the plot 
represents one observation), the ܶଶ- statistic and the UCL are computed according to (Montgomery, 
2009): 
 
 
ܶଶ ൌ ݊݊ ൅ 1 . ሺݔ െ ̅̅ݔሻ
். ܵିଵ. ሺݔ െ ̅̅ݔሻ 
ܷܥܮ ൌ ሺ݊ െ 1ሻ.݉݊ െ 3 . ܨ௠,௡ି௠ሺߙሻ 
(7.14) 
with: 
݊ Number of observations collected during the reference period  
ݔ Individual observation (vector with ݉ components)  
ܵ Covariance matrix 
ܨ௠,௡ି௠ሺߙሻ ߙ percentage point of the ܨ distribution with ݉ and ݊ െ݉ degrees of freedom 
 
If, instead of checking all the observations, subsamples with ݎ observations are verified, the ܶଶ- 
statistic and the UCL are computed according to (Montgomery, 2009): 
 
 
ܶଶ ൌ ݎ. ሺ̅ݔ െ ̅̅ݔሻ். ܵିଵ. ሺ̅ݔ െ ̅̅ݔሻ 
ܷܥܮ ൌ ݉. ሺݏ ൅ 1ሻ. ሺݎ െ 1ሻݏ. ݎ െ ݏ െ ݉ ൅ 1 . ܨ௠,௦.௥ି௦ି௠ାଵሺߙሻ 
(7.15) 
with: 
̅ݔ Subgroup average  
̿ݔ Process average  
ݏ Number of groups collected during the reference period 
 
7.2.2 FATIGUE MONITORING 
Wind turbines are structures predominantly subjected to dynamic loads throughout their period of 
life. In that sense, the continuous assessment of the fatigue condition of structural components can 
anticipate a fatal damage. Although failures from fatigue damage are also not expected to occur (if the 
structural design is correct), there is a large uncertainty about the real loading condition that the wind 
turbines will face. Thereby, the conditions considered during the design stage might not correctly 
recreate the actual conditions, leading to an over or underestimation of the components life. For these 
reasons, the implementation of a fatigue monitoring system can be an important advantage for the 
management of wind farms. 
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Support structures, as seen in Chapter 3, are a fundamental component of wind turbines that cannot 
fail at any circumstance, otherwise the whole system is jeopardized. Furthermore, their design is 
usually very conservative with respect to fatigue, which may lead to real fatigue life considerably higher 
than 20 years (the usually considered expected fatigue lifetime). Thus, the implementation of a fatigue 
monitoring system for assessment of the real solicitation of the support structure can introduce several 
advantages. If the monitoring system indicates that damage is not present in the structure, the fatigue 
monitoring system can be extremely useful in the following aspects: 
o Estimation of the evolution of real fatigue condition of the support structure and its suitability 
with the expected lifetime (usually 20 years); 
o Since an estimation of the real condition of fatigue damage is known, the results of the fatigue 
monitoring system could be an essential element for a decision about extending the lifespan of 
the structure, leading to a higher profitability of the investment; 
o Possibility of repowering or overpowering of the system, while keeping the support structure. 
If the fatigue monitoring system indicates a considerable margin of safety at the end of the 
period of life initially stipulated, together with a situation of non-damage detection by the 
dynamic monitoring system, one of these two options could be considered. For that purpose, a 
careful inspection of the structure would have to be carried out on-site. However, the results 
obtained with both components of the monitoring system, could provide a factual evidence of 
the overall good condition and low level of structural loading during the first period of life. 
The decision about repowering and overpowering could greatly reduce the cost of tower + 
foundation portion, which contributes with 18 % and 23 % of the capital cost for onshore and 
offshore installations, respectively (see section 3.1.2). 
The description of fatigue monitoring systems and publication of results from long periods of data 
acquisition is not very common in literature. In the context of the HISTWIN project (Veljkovic, 
Heistermann et al., 2012), a 2.1 MW wind turbine tower was monitored with strain rosettes, among 
other sensors. Results from two periods of 139 and 159 days for the most unfavourable structural detail 
lead to the conclusion of a considerable overdesign of the fatigue strength. 
Another work considering the problem of fatigue in the support structure of a wind turbine is reported 
in (Pollino and Huckelbridge, 2012). A 100 kW wind turbine was monitored with strain gauges during 
approximately one year. The authors studied the principal structural details of the tower and also 
concluded that the fatigue life of these elements were significantly higher than 20 years. 
An interesting study is described by Thies et al (Thies, Johanning et al., 2014) about the fatigue damage 
assessment of the mooring lines of an offshore floating marine energy converter. This equipment, that 
also comprises a 1.2 m diameter wind turbine, was monitored with load cells to measure the tension 
forces in the mooring system. 
Outside the scope of wind turbine support structures, there is a greater range of studies about the 
assessment of fatigue and prediction of the remaining period of life on steel structures. As an example, 
Ye et al (Ye, Ni et al., 2012) presented a study about a long-term monitoring data of dynamic strain on 
a steel bridge (the Tsing Ma Bridge). 
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7.2.2.1 Estimation of the Remaining Lifetime 
The results of fatigue damage of the support structure obtained during a representative time period 
may be used to estimate the remaining fatigue life of the structure. A direct way of doing this is 
considering the monitored period as representative of the whole period of life. In that case, the 
estimated accumulated damage at the end of the design fatigue life of the structural detail is obtained 
as: 
 
 ܧሾܦሿ ൌ ௟ܶ௜௙௘௧௜௠௘௠ܶ௢௡௜௧௢௥௘ௗ . ܦ௠௢௡௜௧௢௥௘ௗ (7.16) 
with: 
T୪୧୤ୣ୲୧୫ୣ Design fatigue life (usually 20 years)  
௠ܶ௢௡௜௧௢௥௘ௗ  Period of time which was considered for fatigue monitoring  
ܦ௠௢௡௜௧௢௥௘ௗ  Accumulated damage throughout the monitored period  
 
However, this extrapolation assumes that the monitored period is representative of the loading 
scenarios from the whole period of operation of the wind turbine. Considering that the monitored 
period may not be representative of the environmental loading along the estimated period of life, a 
more complex approach should be followed. 
An alternative approach can be obtained if the information about the environmental data is recorded. 
In that case, loading scenarios should be defined according to the simultaneous occurrence of the 
various environmental parameters. Important parameters such as mean wind speed, turbulence 
intensity and wind direction should be considered. Also, the significant wave height and peak period 
should be included for offshore installations. The variability of the parameters is usually reduced into 
bins with a representative magnitude in order to ease the computation of probability. Figure 7.5 shows 
part of the scatter diagram from the OWEZ site, where the probability of occurrence of loading 
scenarios with a mean wind speed of 10 m/s combined with various wave conditions is shown. In this 
figure, the wave loading condition is defined by the significant wave height ܪ௦ (introduced in section 
6.2) and the mean zero-crossing period ௭ܶ (instead of the peak period ௣ܶ). This period is referred to 
the mean value of the zero up-crossings of a point at the sea surface (Tempel, 2006). 
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Figure 7.5 – Part of scatter diagram corresponding to the mean wind speed of 10 m/s (the values represent the 
probability of occurrence of the loading scenarios) (Tempel, 2006) 
 
Once a representative probability of occurrence of the environmental loading scenarios is obtained, 
the accumulated damage at the end of the design fatigue life of the structural detail can be estimated 
according to: 
 
 ܧሾܦሿ ൌ ௟ܶ௜௙௘௧௜௠௘௠ܶ௢௡௜௧௢௥௘ௗ .෍ ௜ܲሺܷ, ܫ௪, … ሻ. ܦ௜
௠
௜ୀଵ
 (7.17) 
with: 
T௟௜௙௘௧௜௠௘  Design fatigue life (usually 20 years)  
௠ܶ௢௡௜௧௢௥௘ௗ  Period of time which was considered for fatigue monitoring  
௜ܲ  Probability of occurrence of the load scenario ݅  
ܦ௜  Accumulated damage of load scenario ݅ during the monitoring period ( ௠ܶ௢௡௜௧௢௥௘ௗ)  
 
The monitoring period of the structure (which might be much shorter than the monitoring period of 
the loading conditions) should include all the important load conditions for the quantification of D୧. 
 
7.2.3 OVERVIEW OF THE DYNAMIC MONITORING SYSTEM MAIN STEPS 
At this point, all the important aspects of the dynamic monitoring system were already introduced. 
This section briefly summarizes the chain of processes throughout the developed system. 
The chart with the chain of procedures is presented in Figure 7.6. The processing starts with the 
acquisition of the 10 min. acceleration time series and data from environmental and operational 
conditions. Initially, the acceleration signals are decimated and a coordinate transformation is applied 
to these signals according to the yaw angle recorded by the SCADA system, in order to orientate the 
signals according to the FA and SS direction. 
After this preprocessing, the module related to structural damage detection starts with the automated 
modal analysis. The first step is referred to the application of the output-only identification algorithms 
6
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(SSI-COV, SSI-DATA and p-LSCF) to the acceleration signals. These algorithms were introduced in 
section 5.4. The results obtained are then analysed through a cluster analysis (section 5.7.1), in which 
the poles with similar modal properties are gathered into the same clusters. Lastly, these clusters are 
compared with reference modal properties (frequency values and mode shapes) of the vibration modes 
intended to be tracked in order to separate the clusters referred to these modes from the other ones. 
These reference properties are defined during a training period prior to the automated processing. 
Once they are defined, these properties are saved in a database, being used in every processing cycle. 
From the moment the modal tracking is complete, it is necessary to remove the influence of the 
operational and environmental effects on the frequency values of the identified modes. In that sense, 
multivariate linear regression models have to be defined during a representative period (again, prior to 
the automated process). Once these models are set, they are applied to the identified frequency values 
in order to reduce their variability. This process was presented in section 7.2.1.1. 
The last step of the module is referred to the assessment of important deviations of the frequency 
values (damage detection). The implemented procedure, based on control charts, was introduced in 
section 7.2.1.2. A caveat should be made at this level that, if subsamples with more than one 
observation are used, the damage detection step is only processed after the required number of 
observations is achieved. 
The module related to the fatigue assessment of the wind turbine support structure starts after the 
application of the output-only identification algorithms to the acceleration signals. At this point, it is 
necessary to select an order of the state-space model. This selection should take into consideration the 
order with the highest number of identified modes with important contribution to the support 
structure motion. For that reason, the results from the modal tracking represent an important 
information. Furthermore, the selected order should contain poles related to the low order harmonics 
(when the turbine is operating). Thus, the data from the SCADA system is also important at this point. 
Once the state-space model order is selected, it is possible to define the forward-innovation model. 
With the transformation of the model into the modal basis, it is thus possible to obtain the modal state 
vector, essential information to estimate the acceleration at unmeasured locations (this procedure was 
presented in section 5.5). At this point, a detailed estimation of the mode shapes along the height of the 
support structure is required to estimate the acceleration time series at every location. Two options are 
available: 
o If the number of installed sensors at the structure is enough to estimate the mode shapes of the 
most important modes along the height of the support structure, an interpolation of the 
experimentally found mode shapes can be used. This methodology was referred in section 
6.4.1; 
o On the other hand, if a reduced number of sensors is used, reference support structure mode 
shapes of the important modes should be used. In addition, operational deflection shapes of 
the harmonics should also be used for situations under operation. Both mode shapes and 
operational deflection shapes must be defined after a period of training and should consider 
the different operating conditions of the wind turbine. This procedure was described in section 
6.4.2. 
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With the possibility of estimate the acceleration time series at every position of the wind turbine 
support structure, the fatigue damage of the structure is assessed with the procedure proposed in 
section 6.4.1. During this process, the stiffness matrix of the support structure is required and should 
be previously calculated according to the mechanical properties of the support structure. 
Lastly, the fatigue damage estimations from the 10 min. time series should be continuously summed in 
order to obtain a cumulative damage of the support structure. Once representative damage 
accumulation events from the various environmental loading scenarios are recorded, it is possible to 
perform an estimation of the damage condition at the end of the designed fatigue life and, thus, predict 
the real lifetime of the structure. This procedure was introduced in section 7.2.2.1. 
 
 
Figure 7.6 – Chain of events included in the dynamic monitoring system (the dashed box is only referred to situations in 
which a reduced number of sensors is used) 
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Table 7.1 – Main technical characteristics of the Senvion MM82 
Model Senvion MM 82 
General 
Rated-power [MW] 2.0 
Cut-in wind speed [m/s] 3.0 
Rated Wind speed [m/s] 13.0 
Cut-out wind speed [m/s] 25.0 
IEC class IIa 
Rotor 
Nº blades 3 
Rotor orientation 
Horizontal axis 
Up-wind rotor 
Rotor speed range [rpm] 8.5 – 17.1 (±16 %) 
Rotor diameter [m] 
82.0 
(Blade length: 40 m) 
Control systems Pitch and rotor speed control 
Machinery 
Generator type 
Variable-speed 
asynchronous generator 
Gearbox 
3 stage Planetary/ helical gear          
(ratio: 105.4) 
Yaw system Active system with disc brake 
Tower 
Type Steel tubular 
Hub height [m] 80 
Base diameter [m] 4.300 
Top diameter [m] 2.955 
 
Aiming to obtain an initial approach of the modal properties of the Senvion MM82 wind turbine, two 
numerical models were developed. Initially, the structural behaviour of the tower was modelled with 
the ANSYS software (Ansys Inc., 2011), according to technical drawings made available by the 
manufacturer. Four-node shell elements with six degrees of freedom at each node were used to model 
the shell components of the tower, while the flanged bolt connections were simulated with beam 
elements. For the nacelle and rotor blades components, a point element with a representative 
concentrated mass was employed on their centre of gravity. The connection between tower and 
foundation was defined as fixed. Figure 7.9 presents a global view and a detail from the door opening 
of the finite element model. 
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Figure 7.9 – Global view and detail of the door opening of the Senvion MM82 finite element model  
 
The second numerical model of the Senvion MM82 wind turbine was developed using the HAWC2 
aeroelastic code (Larsen and Hansen, 2007). For this model, an improvement on the previous model 
developed using ANSYS was introduced. In addition to modelling the tower structure according to 
technical drawings, the nacelle and rotor blades were also modelled. Since the characteristics of these 
elements were not provided, the characteristics from the NREL 5MW reference wind turbine 
(Jonkman, Butterfield et al., 2009) were scaled down to meet the characteristics of the Senvion MM82 
wind turbine. The connection between tower and foundation was also defined as fixed. 
The results obtained after the modal analysis of both models for the frequency values of the first 2 pairs 
of tower bending modes are shown in Table 7.2. It is observed that the results achieved with both 
models are coherent, giving a good indication about the expected frequency values of these modes. 
 
Table 7.2 – Natural frequency values of the first 2 pairs of tower bending modes obtained with the numerical models 
developed using ANSYS and HAWC2 
 Natural frequency [Hz] 
Modes ANSYS HAWC2 
1 SS 0.378 0.366 
1 FA 0.378 0.361 
2 FA 2.963 2.771 
2 SS 2.967 2.830 
 
The mode shapes of the referred modes are illustrated in Figure 7.10. It is seen that second pair of 
bending modes includes an important participation of rotor blades motion, while this contribution is 
imperceptible in first pair. 
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1 SS 
  
1 FA 
  
2 FA 
  
2 SS 
  
Figure 7.10 – Mode shapes of the first 2 pairs of tower bending modes obtained with the numerical models (left column: 
ANSYS; right column: HAWC2) 
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7.3.3 OPERATING CONDITIONS 
The Senvion MM82 operates within a wind speed regime between 3 and 25 m/s, reaching its rated 
power at a wind speed of 13 m/s. This power production condition is expressed in the power curve of 
the turbine (Figure 7.11). 
 
Figure 7.11 – Senvion MM82 power curve 
 
Figure 7.11 also indicates the various operating conditions of the wind turbine. The first region is 
upper-limited by the cut-in speed of the turbine and is characterized by very low wind speeds. In this 
region, the wind speed is not enough to create a consistent rotor torque and, thus, the turbine does not 
operate and the rotor is usually parked or idling. While in this region, the control strategy of the 
turbine involves the analysis of the wind condition in order to evaluate a feasible start of the turbine 
operation. 
When the wind speed is higher than the cut-in value, the turbine enters in Region 2. In this region, the 
wind turbine starts the power production regime in which the rotor operates close to an optimal tip-
speed ratio. This regions corresponds to line BC’ in Figure 3.39 and characterized by an important 
variation of rotor speed. 
Once the Region 3 is achieved, the wind turbine enters in a regime defined by line C’D’ in Figure 3.39. 
This is a transition condition in which the rotor torque achieves its rated value while the rotor speed 
slightly increases. During both Regimes 2 and 3, the pitch angle of the blades is kept constant on its 
minimum value and the system acts on the yaw actuator to keep the rotor orientated to the main 
direction of the wind. 
Region 4 is defined by the start of operation of the blades pitch actuator. In this region, the rotor 
reaches its rated speed and the blade pitch angle is adjusted to keep the rotor speed under defined 
values. 
Once the turbine is operating at its rated power, the Region 5 is reached. In this region, the main goal 
of the control system is to keep constant this production level. For that goal, the blade pitch angle is 
controlled over this region, increasing its value with the increase of the wind speed. The actuation of 
the control system over the blade pitch permits to control the rotor speed, keeping the production 
constant, as well as to avoid exceeding electrical and mechanical load limits. 
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The last region of Figure 7.11 is referred for wind speeds higher than the cut-out value. At this point, 
the wind load acting on the system is excessive and the production is stopped. In order to avoid 
extreme loads, the turbine is shutdown, the blades are pitched out of the wind. 
These six regions define, in a simplistic way, the control system of a wind turbine for different wind 
speed conditions. Thus, if it is desired to track the modal properties of the wind turbine over its period 
of life, the variations occurring within each region need to be considered. For that reason, the data 
recorded by the SCADA system has an important role in the monitoring system. 
The different operating regions are also evident in the evolution of the rotor speed with the wind speed 
(Figure 7.12). In this figure, the rotor speed range from the variable-speed generator system is evident. 
During the period in analysis, Region 6 was not detected. 
 
Figure 7.12 – Rotor speed vs wind speed 
 
The behaviour of the pitch angle with the rotor speed is depicted in Figure 7.13. In this figure, the 
different operating conditions of the wind turbine system are also visible. Up to the wind cut-in speed, 
the pitch angle is kept with high values (around 70º to 90º). Under this condition, the blades are only 
able to slowly rotate, which is desire since the wind speed is too low for production. From the moment 
the wind speed is higher than the cut-in speed, the pitch decreases and the generator starts operating 
(from around 8.8 rpm). The pitch angle is kept low until the Region 4 is reached. Since the pitch 
actuator acts practically at the rated rotor speed, the increase of the pitch angle in Region 4 and 5 is not 
completely perceptible in the plots of Figure 7.13. 
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a) b)
Figure 7.13 – Pitch angle vs rotor speed: a) all regimes; b) only operating regimes 
 
The illustration of evolution of the blades pitch angle actuator with the wind speed (Figure 7.14) is 
helpful to understand the pitch mechanism in Region 4 and 5. In this figure, the start of the actuator 
around 11 m/s is clearly visible. From the observation of Figure 7.14 b), it is also possible to attest that 
the increase rate of the pitch angle with the wind speed is lower in Region 5 than in Region 4. 
  
              a)            b)
Figure 7.14 – Pitch angle vs wind speed: a) all regimes; b) only operating regimes 
 
The analysis of the recorded SCADA data also permitted to conclude that the main wind incidence 
direction is around 110º.  It is concluded, from the wind rose of Figure 7.15, that the higher wind speed 
regimes are also obtained for this direction. 
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Figure 7.15 – Wind rose histogram of mean wind speed Figure 7.16 – Local orography on the wind turbine site 
 
The local orography at the wind turbine site is represented in simplified form in Figure 7.16. In this 
figure, the origin of the referential represents the wind turbine location. It is interesting to note that at 
the direction of 110º, the terrain presents an apparent depression. 
 
7.3.4 MONITORING SYSTEM DESCRIPTION 
The implemented monitoring system is based on a central acquisition system to which all sensors are 
connected. It is composed by 9 uni-axial accelerometers distributed along the tower height and at the 
foundation level, according to the scheme presented in Figure 7.17. All the accelerometers were fixed 
to the tower through fixing clamps on the tower flanges. The central acquisition system is located at 
the first platform, around +20.000 m. All the equipment is placed inside the wind turbine. 
With the considered instrumentation layout, the acceleration on both horizontal directions at three 
different tower sections is measured. In addition, the pair of sensors S5 and S7 enables the 
characterization of motion associated with torsion modes. 
 
                   a)                    b)
Figure 7.17 – Position of the accelerometers at the different levels of the wind turbine: a) front view; b) top view of the 
instrumented sections 
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The dynamic monitoring system is complemented by the SCADA system of the wind turbine. This 
system records the mean, maximum and minimum value from 10 min. period of several operational 
and environmental parameters. Among them, some were important for the context of this structural 
health monitoring project: 
o Wind speed and direction; 
o Rotor speed; 
o Yaw angle; 
o Blades pitch angle; 
o Outdoor temperature. 
Since it was not possible to connect the central acquisition system to an external GPS antenna, the data 
recorded by the CR-5P was manually synchronized to the SCADA data. This operation was tuned 
using the date information of startup and shut-down events of the turbine recorded by the SCADA 
data, which were correlated to events of sudden increase or decrease of the tower vibration levels. 
The dynamic monitoring system was installed at the wind turbine on the 22th of July of 2013. 
Unfortunately, problems related to electrical power supply of the central acquisition system prevented 
a continuous operation. Moreover, it was only possible to have access to the equipment during 
maintenance periods, which annulled the possibility to make rapid interventions once the problems 
were noticed. For that reason, it was not possible to avoid some periods with a low rate of recorded 
setups (or even inactivity of the system). A total number of 37 685 data sets were collected during this 
period. The percentage of recorded setups for each month between 22/07/2013 and 21/07/2014 is 
evidenced in Table 7.3. 
 
Table 7.3 – Percentage of recorded setups between 22/07/2013 and 21/07/2014 
Year 2013 2014 
Month 7 8 9 10 11 12 1 2 3 4 5 6 7 
Recorded 
Setups [%] 100 100 63 0 23 89 89 100 100 94 67 59 53 
 
7.3.5 PRELIMINARY RESULTS 
The processing of the continuously collected data comprehends an initial task of filtering and 
resampling to reduce the sampling frequency to 25 Hz. After this step, a coordinate transformation is 
applied to the acceleration time series measured at the tower in order to obtain signals that are always 
aligned with the FA and SS directions. 
Examples of the different excitation conditions that the wind turbine is subjected to are illustrated in 
Figures 7.19 to 7.21. Figure 7.19 shows the acceleration time series of the recorded setup with the 
highest observed mean wind speed (23.3 m/s). On the other hand, Figures 7.20 and 7.21 present two 
situations of sudden increase and decrease of the vibration level related to a situation of startup and 
shutdown of the rotor, respectively. 
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Figure 7.19 – Acceleration time series 
from a setup with the highest 
observed mean wind speed (23.3 m/s) 
Figure 7.20 – Acceleration time series 
during a startup event 
Figure 7.21 – Acceleration time series 
during a shutdown event 
 
The variation of the vibration levels during the monitored period is shown in Figures 7.22 and 7.23 for, 
respectively, the RMS and maxima values from each recorded 10 min. time series. The maximum 
acceleration recorded in FA direction was 3.73 m/s2 while in the SS direction was 3.10 m/s2. As 
expected, the vibration levels at the foundation are considerably lower than in the tower. 
 
 
 
 
Figure 7.22 – Time evolution of the RMS values of the acceleration time series collected during the monitored period 
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Figure 7.23 – Time evolution of the maxima values of the acceleration time series collected during the monitored period 
 
It is interesting to observe that the higher values of acceleration do not occur at the tower top but at 
+48.392 m level. This is a common situation when the turbine is operating (the majority of the time). 
However, when the turbine is parked or idling, the highest vibration levels were recorded by the top 
sensors (+ 74.988 m). This behaviour was also noticed in the analysis of the offshore Vestas V90 wind 
turbine (section 5.9). 
Figure 7.24 shows the RMS values of acceleration in the FA direction for operating and non-operating 
situations. It can be seen that, when the turbine is operating, the acceleration level at the +48.392 m 
height is clearly higher than at the other two levels. Indeed, the vibration levels at the top (+ 74.988 m) 
and +21.772 m are similar. On the other hand, when the turbine is not operating, the level of vibration 
usually increases from the lowest part to the top of the tower structure. Nevertheless, the vibration at 
the +48.392 m sometimes exceeds the value from the top sensor. The causes for this behaviour will be 
further analysed in section 7.3.6.4. 
  
a) b) 
Figure 7.24 – Time evolution of the RMS values of the acceleration time series during: a) operating conditions and; b) 
parked or idling conditions 
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The wind excitation is, naturally, the main driver of wind turbine vibration. Figure 7.25 presents the 
time evolution of the RMS values at the +74.988 m level in the FA direction and of the wind speed. As 
expected, there is a clear coherence between acceleration level and wind speed. 
The relationship between the RMS values of acceleration and the wind speed is also illustrated in 
Figure 7.26. From the figure, it seems that the acceleration continuous increases with the increase of 
the wind speed. 
  
Figure 7.25 – RMS values of acceleration of the +74.988 m 
sensor in the FA direction vs the wind speed 
Figure 7.26 – Correlation of the RMS values of the sensors 
in the FA direction with the wind speed 
 
The variation of the vibration amplitude with the yaw angle is an important analysis to check the 
directions with greater wear of the support structure. As expected, the vibration level is highly 
dependent on the rotor orientation (which is conditioned by the wind direction). Figure 7.27 presents 
the RMS values of the acceleration in FA direction according to the yaw angle. As can be seen, this 
figure is coherent with the main wind directions illustrated in the wind rose of Figure 7.15. 
 
Figure 7.27 – RMS values of the acceleration in the FA direction according to the yaw angle 
 
Figure 7.27 clearly indicates the directions according to which the structure vibrates with the highest 
levels. However, as the wind speed is not evenly distributed across all the directions (as shown in 
Figure 7.15), it is not possible to make any consideration about the heterogeneity of the support 
structure just with this observation. 
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In order to compare the vibration amplitude for different angles of nacelle orientation, only the 
recorded setups from a narrow range of wind speeds, under operating conditions, were selected. With 
this consideration, it can be assumed that the wind excitation is roughly similar across all directions. 
Still, differences can exist in terms of wind turbulence. 
Figure 7.28 presents the box plots obtained for the RMS values of acceleration in the FA direction for 
the top sensor considering only setups when the turbine was operating and the wind speed was 
between 6 and 7 m/s. For the analysis, the yaw angles were grouped in 18 ranges of 20º, from 0º to 
360º. In this figure, the line connects the median value of each group, while the edges of the box 
represent the 25th and 75th percentiles. The whiskers were extended to the most extreme points not 
considered as outliers. In the background, the data considered for the analysis is plotted in light grey. 
This figure clearly indicates that, for roughly similar wind conditions, the structure presents higher 
vibration levels for the ranges 100º – 140º and 180º – 240º than for remain directions. The first range 
coincides with the main direction of the wind. 
  
Figure 7.28 – Box plots of the RMS values of acceleration of 
the top sensor in the FA direction according to the yaw 
angle, considering setups when the turbine was operating 
and the wind speed was in the 6 – 7 m/s range 
Figure 7.29 – Median values of the RMS values of 
acceleration of the top sensor in the FA direction 
according to the yaw angle, considering setups when the 
turbine was operating and several wind speed ranges 
 
This analysis is further extended to ranges of wind speed whose number of recorded setups is 
representative of all yaw sectors. For that reason, ranges with the largest wind speeds were not 
considered since they mainly occur in a few yaw sectors. Figure 7.29 presents the results obtained with 
this analysis, considering wind speed ranges between 3 and 8 m/s. In this figure, only the median 
values are shown. The results obtained are in line with the conclusion already introduced for Figure 
7.28. It is interesting to note that, for example, the highest values obtained with the wind speed range 4 
– 5 m/s are similar to the values obtained for the 7 - 8 m/s in the 300º - 360º region. From this analysis, 
it seems that the foundation is less stiff along the directions that are more excited by the wind. 
However, it should be noticed that this analysis should have taken into account the turbulence of the 
wind flow, which also influences the dynamic excitation of the support structure. Since this 
information is not provided by the SCADA system, it is not possible to confirm the presented 
considerations. 
It is also interesting to assess the evolution of RMS values of acceleration with the rotor speed (Figure 
7.30). As expected, the vibration levels tend to increase with the increase of the rotor speed. 
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Figure 7.30 – RMS values of acceleration vs the rotor speed 
 
The colour map presented in Figure 7.31 illustrates the frequency content of the acceleration signals 
during a period of one month. This figure is a top view of the first singular value spectra of the 
spectrum matrices obtained from each recorded setup. The regions with the hotter colours represent 
the highest energy. Two vertical alignments with high energy are clearly visible around 0.35 Hz and 
2.80 Hz (indicated by arrows). These frequency values are coherent with the results obtained for the 
first and second pairs of tower bending modes of the numerical models described in section 7.3.2. 
Albeit with less energy, two additional alignments are also visible around 1.30 Hz and 1.80 Hz (also 
indicated by arrows). 
In the same figure, the rotor speed frequencies from the 1Ω, 3Ω and 6Ω harmonics are represented by 
dashed lines. As expected, the excitation introduced by the rotor rotation is visible, mainly for the 3Ω 
harmonic. In a small scale, the 6Ω harmonic is also detected and seems to cross the 1.30 Hz alignment 
several times. The 1Ω harmonic alignment is very tenuous and is only visible in a few setups. 
 
Figure 7.31 – Colour map with the variation of the signals frequency content during the 15/02/2014 and 15/03/2014 
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7.3.6 CONTINUOUS CHARACTERIZATION OF THE DYNAMIC PROPERTIES 
The design of a dynamic monitoring system requires the previous knowledge of the wind turbine 
modal properties. In that sense, the results obtained with an ambient vibration test (Oliveira, 
Magalhães et al., 2013) and with the analysis of initial recorded data were used to characterize the 
dynamic properties of the wind turbine. This initial characterization was used to tune the dynamic 
monitoring system to detect possible damage situations. 
 
7.3.6.1 Dynamic Characterization of the Wind turbine 
As presented in section 7.3.3, wind turbines are time-varying structures subjected to different 
operating conditions. As example, Figure 7.32 presents the averaged normalized power spectrum 
density of two different setups, one referring to a non-operating situation and another referred to an 
operating condition. The shape of the spectra are considerable distinct. The most distinguished feature 
is the appearance of peaks at the harmonics frequencies in the operating setup. These peaks are due to 
the external excitation caused by the tower shadow effect. From the figure, it is also visible a small peak 
around 1Ω. As expected, this peak is considerable smaller than the ones associated with other 
harmonics. 
Besides the harmonic peaks, other interesting characteristics are also evident. The two peaks around 
1.10 Hz and the peak at 2.30 Hz, clearly identified under non-operating conditions, are practically not 
visible in the operating setup. Furthermore, the peaks from the non-operating conditions spectrum at 
1.30 and 1.80 Hz seem to move to slightly higher frequency values. 
 
Figure 7.32 – ANPSD of two different setups: under non-operating conditions (rotor speed = 0 rpm; wind speed = 1.9 m/s) 
and operating conditions (rotor speed = 16.4 rpm; wind speed = 10.7 m/s). The vertical dashed lines indicate the 
frequency values of the rotor speed and its harmonics 
 
It is thus important to perform a preliminary analysis of the properties of the most relevant vibration 
modes and their variation throughout the various operating conditions. In that sense, the recorded 
setups were initially processed with the modal identification algorithms introduced in section 5.4. 
Then, an automatic interpretation of the produced stabilization diagrams was performed by the 
algorithm based on the hierarchical clustering presented in section 5.7.1. The same datasets used to 
plot the ANPSD in Figure 7.32 are used to illustrate this preliminary analysis. The methodology is 
similar to the one described in section 5.9 for the case study related to the Vestas V90. 
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Figure 7.33 shows the stabilization diagrams associated with the selected datasets provided by the SSI -
COV algorithm, including an averaged spectrum at the background. As expected, the spectrum and 
the stabilization diagram associated with the parked condition are clearer. Still, in the other 
stabilization diagram several vertical alignments of stable poles can be easily identified. 
 
  
Figure 7.33 – Stabilization diagrams obtained with the SSI-COV algorithm for operating and non-operating conditions  
 
The automatic processing of the stabilization diagrams generated by the identification algorithms (the 
three tested methods produce similar stabilization diagrams) is then obtained with the cluster 
algorithm. Figure 7.34 characterizes the obtained clusters by the average frequency of the poles 
included in each cluster and by the number of poles. At this preliminary stage, it was decided to 
exclude just the clusters with a very low number of poles (less than 6, as marked by the red dashed 
line). 
  
Figure 7.34 – Characterization of the clusters: average frequency and number of poles included in each cluster  
 
For each considered cluster, a representative value of frequency, damping and mode shape was 
retained. Each cluster was then classified as FA or SS, according to the direction of its representative 
mode shape. After this preliminary analysis, it is possible to plot all the considered clusters in a 
Campbell diagram, considering the main direction of vibration (Figure 7.35). In this figure, several 
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alignments of clusters are clearly identified, corresponding to vibration modes. However, it also shows 
some clusters located around the diagonal dashed lines (corresponding to the harmonics associated 
with the rotor rotation). These clusters, are only present when the turbine is in operation (rotor speed 
higher than 8.7 rpm), corresponding to poles motivated by the harmonic excitation. 
 
Figure 7.35 – Campbell diagram of considered clusters of stable poles. The vertical dashed lines separate the non-
production situation, a transition state and the operating regimes of the wind turbine. The diagonal dashed lines 
represent the harmonic frequencies associated with the rotor rotation (multiples of 3Ω) 
 
From this figure, some initial considerations should be highlighted. The two well defined vertical 
alignments around 0.35 Hz and 2.80 Hz in Figure 7.31 are clearly visible in the Campbell diagram 
along the whole rotor speed regimes. In fact, they both correspond to two pairs of closely spaced 
vibration modes in the FA and SS directions, as initially indicated by the numerical models. For the 
pair of cluster around 2.80 Hz it is interesting to note that for high values of rotor speed (higher than 
15 rpm), the number of SS clusters of this pair tend to decrease. On the other hand, FA poles appear in 
the same alignment of the SS poles. This phenomenon is clearly visible in Figure 7.36, where the 
clusters are compared with the wind speed. Apparently, after a certain point of operation (Figure 7.37), 
the mode vibrating in the SS direction tends to change its main direction of vibration to FA (although 
not perfectly aligned to the FA direction as its FA clusters pair). Looking at Figures 7.13 and 7.14, it 
can be attested that this point of operation coincides with the start of the blades pitch actuation. 
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Figure 7.36 – Zoom of the clusters around 2.70 Hz and 2.95 
Hz vs. wind speed 
Figure 7.37 – Zoom of Campbell diagram around 2.70 Hz 
and 2.95 Hz 
 
In addition, the other two referred alignments (1.30 Hz and 1.80 Hz) are also distinguished as SS 
clusters in all operating conditions. It is interesting to note that the frequency value of these two modes 
seems to decrease and increase, respectively, with the increase of the rotor speed (Figure 7.38). As 
referred in section 4.1.2, this is an expected behaviour of rotor whirling modes when considering a 
fixed reference (as is the case of the implemented monitoring system with sensors at the tower). 
Nonetheless, this figure also evidences that, with the start of the blades pitch actuation, both modes 
tend to decrease their natural frequency, changing their behaviour. It is also interesting to note that 
these two modes do not seem to be affected by the rotor harmonics, even when their frequency value is 
close (or coincident) with the one from the harmonic. 
  
Figure 7.38 – Zoom of Campbell diagram around 1.20 Hz 
and 1.90 Hz 
Figure 7.39 – Zoom of Campbell diagram around 0.70 Hz 
and 1.10 Hz 
 
The alignment of clusters around 3.70 Hz is composed by FA and SS clusters (although it is not clearly 
visible in Figure 7.35). A detailed analysis of this alignment shows that it is referred to only one mode, 
since the FA and SS cluster do not appear at the same time. This phenomenon is analysed in more 
detail in the next section. 
The analysis of Figure 7.35 is also important to assess the influence of the rotor excitation on the 
detection of the vibration modes throughout the operating regimes. It is observed that some stable 
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horizontal alignments of cluster are only visible until the start of the turbine operation. The alignment 
of FA clusters around 0.80 Hz is an example of this phenomenon (Figure 7.39). This alignment may be 
related to vibration modes whose influence on the tower motion is too low to be noticed when the 
rotor starts spinning. Another example of the harmonic effect is illustrated with the horizontal 
alignment of FA clusters around 2.30 Hz. From the rotor speed of 8.7 rpm, it is noticed that this 
alignment tend to fluctuate according to the harmonics that cross it. 
Considering this initial analysis, 9 modes were decided to be followed in the scope of the dynamic 
monitoring system. This decision was made based on the importance of the mode to the wind turbine 
motion and on influence of the harmonics over the mode. 
A nomenclature is also given for the monitored modes. It is referred to the number of the order of the 
mode and to the main direction of vibration. In addition, when the evolution of the identified 
frequency value of a mode is clearly dependent on the rotor speed, an “*” is added to the name since it 
may be referred to a rotor mode. The vibration mode with frequency value around 3.70 Hz is labelled 
as 3 FA/ 3 SS, since, as referred, it seems to vibrate either way. 
Considering the results obtained with this preliminary analysis, 6 operating regimes were adopted to 
define the reference properties of the monitored vibration modes. For each regime, reference values of 
frequency value and mode shape of the 9 considered modes were kept. These regimes are characterized 
in Table 7.4. 
 
Table 7.4 – Regimes considered for reference modal properties of the vibration modes 
Operating regime Wind turbine condition 
1 Parked or idling (with high pitch angle values higher than 72º) 
2 Parked or idling (with pitch angle value lower than 72º) 
3 Transition regime from non-operation to operation (rotor speed between 0 and 8.7 rpm) 
4 
Operating regime, defined by the lowest operating rotor speed and the 
point where the pitch angle starts to increase to avoid excessive rotor 
torque values (around mean wind speed of 10 m/s) 
5 Operating regime, between regime 4 and the highest operating rotor speed 
6 Wind speed higher than cut-out speed 
 
Regime 1 is referred to setups when the pitch angle of the blades is at its maximum level. As 
introduced in Figure 7.14, under certain non-operating conditions, the pitch angle of the blades is set 
to values around 90º. Regime 2 is also referred to non-operating situations, but the pitch angle is 
defined to values of around 70º. 
The region defined as a transition state in Figure 7.35, related to setups where the turbine starts 
operating, is named as Regime 3. Since the SCADA system records 10 min. mean values, the rotor 
speed values of this regime are between 0 and the lowest operating rotor speed (8.7 rpm). 
Regime 4 is regarded to setups in which the rotor speed is higher than 8.7 rpm and the pitch angle is 
kept at its lower level, i.e., before the pitch actuator is actively varying the angle of attack of the blades. 
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Once the pitch angle starts increasing in order to avoid excessive rotor speed values, it is considered as 
Regime 5. This Regime extends to the limit operating conditions of the turbine. 
Lastly, Regime 6 is referred to situations when the wind speed is higher than the turbine cut-out wind 
speed. However, this regime was not identified during the monitoring period. 
With the aim of illustrating the 9 considered vibration modes, the reference mode shapes from Regime 
4 are presented Figure 7.40. At the bottom of each mode shape, a polar plot shows the magnitude and 
phase angle of the modal amplitude of the sensors orientated to the main direction of vibration. It can 
be seen that some are not perfect real modes, since some amplitudes present phase angles slightly 
different from 0º or 180º. 
From the illustrations of Figure 7.40, it is possible to conclude that the two pairs of closely-spaced 
modes around 0.35 Hz (modes 1 SS and 1 FA) and 2.80 Hz (2 FA and 2 SS) are, respectively, the first 
and second pairs of tower bending modes, which is in accordance with the results of the numerical 
models described in section 7.3.2 (Oliveira, Magalhães et al., 2013). 
The remaining modes are certainly related to motion from other structural elements besides the tower, 
such as the rotor blades. This fact is in line with the behaviour observed in the Campbell diagram for 
the modes 1 SS*, 2 SS* and 3 SS*. 
Mode 1 SS Mode 1 FA Mode 1 SS* 
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Mode 2 SS* Mode 2 FA Mode 2 SS 
   
 
 
 
 
 
 
Mode 3 FA/ 3 SS Mode 3 SS* Mode 4 FA 
   
   
Figure 7.40 – Tower mode shapes of the tracked vibration modes  
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7.3.6.2 Automated Identification of the Modal Parameters  
Three output-only modal identification algorithms were used to perform an automated analysis of the 
modal parameters of the wind turbine: SSI-COV, SSI-DATA and p-LSCF. Once the reference modal 
properties of the vibration modes intended to be tracked were defined, it was possible to perform the 
identification in a completely automated way. 
The strategy introduced in previous sections was followed. For each identification algorithm, a pole is 
classified as stable in a stabilization diagram if it respects the limits presented in Table 7.5 for 
variations between models of consecutive orders. Once the stable poles are identified, the hierarchical 
cluster algorithm is applied. For this process, a maximum distance of 0.02 was defined for a single 
linkage criterion. 
 
Table 7.5 – Stable pole criteria for models of consecutive orders 
Modal parameter Maximum allowed variation
Frequency Δ݂  ≤ 1 % 
Damping Δߦ  ≤ 5 % 
Mode Shape MAC  ≥ 0.97 
 
From the obtained clusters, only the ones with a number of poles higher than 6 were considered. Then, 
for each reference mode, the clusters presenting an average natural frequency that did not differ more 
than a predefined percentage value (10 % to 20 % depending on the mode type) from the reference 
natural frequency value were selected. From those, it is selected the one that presents the average mode 
shape with the highest correlation with the reference mode shape (evaluated with the MAC 
coefficient). Modes with MACs lower than 0.80 are not considered. 
The stated parameters were tried on several initial datasets and proved to deliver good and coherent 
results. Figure 7.41 shows the Campbell diagram after the tracking (comparison of the cluster 
properties with the reference properties of the vibration modes intended to be monitored). It can be 
seen that, in this particular application, this simple tracking procedure was adequate to eliminate the 
influence of the harmonics in the modes under analysis. For that reason, it was not necessary to use the 
methods presented in section 5.6.3. 
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Figure 7.41 – Campbell diagram with the tracked vibration modes (p-LSCF algorithm)  
 
Naturally, it was also necessary to define the input parameters for each modal identification algorithm. 
Initial datasets were used to tune these parameters. 
The SSI-COV algorithm requires two input parameters: the ݅ number of points of the correlation 
function and the maximum order of the model. It was decided to adopt correlation functions of 128 
points and a maximum order of 70. 
Table 7.6 presents the main statistics related to the performance of this algorithm in the automated 
identification of the 9 considered vibration modes. A success rate above 60 % is consistently obtained, 
except for the 3 FA/3 SS, 3 SS* and 4 FA modes. Also, the 1 FA mode shows a considerably lower 
success rate than its pair. This fact is probably due to the high values of damping of this mode which 
hinders the identification of this mode by the algorithms. For the 3 FA/3 SS mode, the low success rate 
is explained by the fact that this mode presents an unusual behaviour, which tends to change its main 
direction of vibration according to the nacelle orientation. Thus, since a minimum MAC value for the 
modal tracking was defined, only a small portion of the clusters identified in the frequency range of 
this mode were considered. On the other hand, the low value obtained for the identification of the 3 
SS* and 4 FA modes are mainly related to non-operating conditions (Regimes 1 and 2) and to the 
Regime 5. In these three regimes, the success rate was considerably low. 
From the analysis of Table 7.6, it is interesting to check that within the first pair of tower bending 
modes, the 1 SS mode presents a much smaller dispersion of its natural frequency than the 1 FA mode. 
Again, the high values of damping of the 1 FA mode may have influenced the quality of the detection 
of this mode. 
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Table 7.6 – Statistics related to the results obtained with the SSI-COV algorithm 
Mode Success Rate [%] ௠݂௘௔௡  [Hz] ௦݂௧ௗ  [Hz] ௖݂௢௘௙. ௩௔௥. 
1 SS 81.2 0.354 0.002 0.005 
1 FA 67.4 0.355 0.007 0.020 
1 SS* 63.4 1.325 0.051 0.039 
2 SS* 78.3 1.791 0.060 0.034 
2 FA 75.8 2.792 0.024 0.009 
2 SS 83.7 2.828 0.030 0.011 
3 FA/ 3SS 9.1 3.673 0.042 0.011 
3 SS* 29.5 3.782 0.043 0.011 
4 FA 38.3 4.236 0.072 0.017 
 
The second time domain identification algorithm used was the SSI-DATA. For this algorithm, two 
parameters were defined: the number of ݅ blocks of the Hankel matrix and the maximum order of the 
model. After initial tuning, it was concluded that ݅ = 70 blocks, together with a maximum model order 
of 70 led to the best results. 
The main statistics about the automated modal identification with the SSI-DATA are introduced in 
Table 7.7. The results are in line with the ones obtained with the SSI-COV. On the identification of the 
4 FA mode, a considerably increase was obtained. 
 
Table 7.7 – Statistics related to the results obtained with the SSI-Data algorithm 
Mode Success Rate [%] ௠݂௘௔௡  [Hz] ௦݂௧ௗ  [Hz] ௖݂௢௘௙. ௩௔௥. 
1 SS 84.7 0.355 0.002 0.006 
1 FA 67.4 0.358 0.008 0.022 
1 SS* 84.9 1.330 0.050 0.038 
2 SS* 89.8 1.793 0.057 0.032 
2 FA 74.0 2.789 0.024 0.009 
2 SS 60.2 2.829 0.030 0.011 
3 FA/ 3SS 14.9 3.690 0.039 0.011 
3 SS* 44.9 3.789 0.047 0.012 
4 FA 82.3 4.266 0.079 0.019 
 
The last identification algorithm used in the dynamic monitoring system was the p-LSCF. Positive 
time lags of the correlation with 1024 points were used to calculate the spectra. An exponential 
window with a factor of 0.1 was also used. A maximum model order of 40 was considered. The 
obtained results show that this algorithm provided much higher success rates for the modes not so 
successfully identified with the other two algorithms. 
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Table 7.8 – Statistics related to the results obtained with the p-LSCF algorithm 
Mode Success Rate 
[%] ௠݂௘௔௡  [Hz] ௦݂௧ௗ  [Hz] ௖݂௢௘௙.		௩௔௥. 
1 SS 80.8 0.354 0.002 0.006 
1 FA 64.7 0.354 0.007 0.019 
1 SS* 87.4 1.330 0.049 0.037 
2 SS* 85.5 1.793 0.058 0.032 
2 FA 80.1 2.796 0.017 0.006 
2 SS 85.5 2.831 0.026 0.009 
3 FA/ 3SS 43.2 3.700 0.030 0.008 
3 SS* 67.8 3.809 0.058 0.015 
4 FA 95.1 4.276 0.081 0.019 
 
Once the modal parameters are identified, it is possible to analyse the variation of the parameters with 
the operational and environmental factors. Figure 7.42 characterizes the evolution of the natural 
frequencies of the 9 monitored vibration modes along the monitoring period. The variability of the 
frequency values is evident. 
 
Figure 7.42 – Variation of the of the monitored natural frequencies 
 
Figure 7.43 a) shows a zoom of the frequency variation of 1 FA and 1 SS vibration modes along the 
recorded setups. It is visible that the variability of the 1 FA mode is much higher than of the 1 SS, 
which is in agreement with the results presented in Tables 7.6 to 7.8. Figure 7.43 b) evidences the 
variation of the natural frequencies of the 1 SS* and 2 SS* modes, mainly due to their dependence on 
the rotor speed. 
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            a)            b) 
Figure 7.43 – Zoom of the natural frequencies along the recorded setups: a) 1 FA and 1 SS; b) 1 SS* and 2 SS* 
 
In order to better understand the behaviour of the modal parameters of the 9 tracked modes, Figure 
7.44 shows the variation of the natural frequencies for each operating regime. This graphic evidences 
the suitability of defining different Regimes for modal tracking. For example, the variation of the 
frequency values of the modes 1 SS* and 2 SS* is notorious. Apart from these modes, also the 2nd pair 
of tower bending modes shows a different behaviour when the turbine starts operating, with a better 
separation of the two modes. 
 
Figure 7.44 – Variation of the natural frequency, for each operating regime, of the monitored vibration modes 
 
Figure 7.45 a) presents a closer look of the first pair of tower bending modes. It is interesting to note 
that the variability of the 1 FA mode is smaller than the 1 SS mode for non-operating conditions. Once 
the turbine starts operating, the dispersion of the frequency values from this mode greatly increases. 
On the other hand, the variability of the 1 SS mode is kept almost constant throughout the different 
operating regimes. These facts reinforce the idea that the high values of damping of the 1 FA mode, 
during operating conditions, may have influenced the accuracy of the detection of this mode. Figure 
7.45 b) evidences the better separation of the 2nd pair of tower bending modes under operating 
conditions. 
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a) b) 
Figure 7.45 – Variation of the natural frequency, for each operating regime, of: a) 1 FA and 1 SS; 2 FA and 2 SS 
 
The results obtained with the identification of the natural frequencies and damping ratios of 9 
monitored vibration modes with the p-LSCF algorithm are shown in Tables 7.9 and 7.10 for each 
regime. 
 
Table 7.9 – Results obtained for each operating regime: natural frequencies 
Mode 
1 2 3 4 5 
௠݂௘௔௡  
[Hz] 
௦݂௧ௗ    
[Hz] 
௠݂௘௔௡  
[Hz] 
௦݂௧ௗ   
[Hz] 
௠݂௘௔௡  
[Hz] 
௦݂௧ௗ   
[Hz] 
௠݂௘௔௡  
[Hz] 
௦݂௧ௗ   
[Hz] 
௠݂௘௔௡  
[Hz] 
௦݂௧ௗ   
[Hz] 
1 SS 0.353 0.003 0.353 0.003 0.354 0.002 0.355 0.001 0.355 0.002 
1 FA 0.352 0.001 0.352 0.001 0.355 0.004 0.357 0.006 0.349 0.006 
1 SS* 1.258 0.011 1.277 0.011 1.400 0.020 1.362 0.033 1.294 0.018 
2 SS* 1.625 0.011 1.812 0.017 1.729 0.025 1.793 0.045 1.844 0.013 
2 FA 2.767 0.012 2.784 0.013 2.781 0.022 2.799 0.015 2.796 0.014 
2 SS 2.792 0.020 2.790 0.021 2.819 0.022 2.842 0.016 2.841 0.012 
3 FA/ 
3SS 
- - 3.659 0.042 3.664 0.038 3.702 0.028 3.702 0.026 
3 SS* 3.668 0.050 3.683 0.055 3.748 0.053 3.812 0.036 3.870 0.018 
4 FA 4.107 0.033 4.167 0.046 4.253 0.068 4.301 0.040 4.349 0.048 
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Table 7.10 – Results obtained for each operating regime: damping ratios 
 1 2 3 4 5 
Mode ߦ௠௘௔௡  [%] 
ߦ௦௧ௗ   
[Hz] 
ߦ௠௘௔௡  
[%] 
ߦ௦௧ௗ   
[Hz] 
ߦ௠௘௔௡  
[%] 
ߦ௦௧ௗ  
[Hz] 
ߦ௠௘௔௡  
[%] 
ߦ௦௧ௗ   
[Hz] 
ߦ௠௘௔௡  
[%] 
ߦ௦௧ௗ   
[Hz] 
1 SS 0.974 0.631 0.733 0.438 0.707 0.590 0.630 0.394 1.096 0.548 
1 FA 0.351 0.482 0.213 0.356 1.490 1.128 3.659 1.390 7.868 2.169 
1 SS* 0.502 0.207 0.646 0.316 0.845 0.232 0.932 0.236 0.860 0.152 
2 SS* 0.543 0.261 0.746 0.297 0.746 0.271 0.916 0.247 1.113 0.211 
2 FA 0.175 0.100 0.195 0.120 0.624 0.231 0.884 0.320 1.291 0.284 
2 SS 0.301 0.127 0.254 0.167 0.344 0.162 0.451 0.225 0.662 0.181 
3 FA/ 
3SS - - 0.778 0.275 1.013 0.350 1.395 0.427 1.820 0.407 
3 SS* 0.572 0.230 0.551 0.228 0.660 0.224 0.719 0.149 0.888 0.232 
4 FA 0.476 0.170 0.457 0.178 1.079 0.433 1.598 0.374 1.566 0.467 
 
The evolution of the 1 SS* and 2 SS* modes with the rotor speed is illustrated in Figure 7.46. This 
figure resembles the typical behaviour the of rotor whirling modes. It is visible that, when the turbine 
is consistently rotating (for rotor speed higher than 8.7 rpm), the 1 SS* and 2 SS* modes have a similar 
behaviour with, respectively, a backward and a forward whirling mode. Considering that, when in 
operation, these modes are detected by tower motion in the SS direction, i. e., in the direction of the 
rotor plane, these two modes are most likely related to edgewise vibration modes. From the three 
configurations of first order edgewise modes shown in Figure 4.4, only asymmetrical modes create a 
reaction force at the rotor and, thus, are capable of inducing a detectable tower motion. For these 
reasons, it expected that 1 SS* and 2 SS* modes are in fact the first backward and forward edgewise 
modes, respectively. 
A regression model for each vibration mode is also presented in Figure 7.46 in dashed lines. These 
regression models were adjusted to the frequency values obtained for the two modes during events 
regarding Regime 4. Regime 5 was not considered for the definition of the models because this regime 
implies the variation of the blades pitch angle which introduces changes in the behaviour. The 
intercept of the regression models with the origin (rpm=0) gives an approximation of the frequency 
values of these two modes under parked conditions and with a pitch angle around 0º. Values of 1.526 
Hz and 1.558 Hz were obtained for, respectively, the backward and forward mode. However, this 
configuration does not occur in the monitored wind turbine. When under parked conditions, the 
blades are usually oriented with a pitch angle between 72º and 90º, changing the direction of vibration 
of the edgewise modes from in-plane rotor motion (when in operation) to out-of-plane (when in non-
operation conditions). Consequently, the support conditions of the blades are also changed with this 
transition. Due to these reasons, modes vibrating at the referred frequencies were not detected. It was 
then investigated if, during events from Regime 1 and 2, there were modes with natural frequencies 
next to these frequencies and with a tower mode shape similar to the ones from the 1 SS* and 2 SS* 
modes but vibrating in the FA direction (as referred, during non-operating conditions, the edgewise 
modes vibrate out of the plane rotor). The cluster referred to the found vibration modes during 
Regime 1 and 2 are shown in Figure 7.46 in lighter colours. It is seen that, while for the 1 SS* mode, the 
identified modes have natural frequencies close to each other during Regime 1 and 2 (݂ ≈ 1.26 Hz), the 
same does not happen for the 2 SS* (݂ = 1.63 Hz and ݂ = 1.81 Hz for, respectively, Regime 1 and 2). In 
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fact, the identified clusters for the 2 SS* mode present a considerably change in the natural frequency 
between Regime 1 and 2. Unfortunately, this situation could only be deeper investigated if 
instrumentation at the blades would be available. Even though, the referred clusters for Regime 1 and 2 
were considered for monitoring purposes. 
 
Figure 7.46 – Evolution of the frequency values of the 1 SS* and 2 SS* with the rotor speed 
 
Likewise, although on a smaller scale, the natural frequencies of the second pair of tower bending 
modes (2 FA and 2 SS) also shows an increasing trend with the operating regimes. On the other hand, 
the 1 FA and 2 SS modes do not have a very distinct trend over the regimes, as shown in Figure 7.47 
  
  
            a)              b) 
Figure 7.47 – Median (and box plots) of the frequency values: a) 1 FA mode; b) 1 SS mode 
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Globally, the damping ratio of the FA modes increases with the increase of the wind speed (which 
usually implies a higher rotor speed). This is mostly due to the contribution of the aerodynamic 
component of damping. As expected, this increase of the damping values is not notorious in the SS 
modes due to the lower opposition to the wind flow in this direction. It is however noticed that the 
damping of SS modes increases in Regime 5. This is probably due to the aerodynamic change 
introduced by the increase of the blades pitch angle.  
The analysis of the evolution of the damping of the two pairs of bending modes illustrates the complex 
dynamics of a wind turbine. For non-operating conditions (Regimes 1 and 2), the damping values of 
the SS modes are higher than for the FA modes. This situation is due to the deviation of the rotor from 
the main wind direction and to the high pitch value of the blades. Under these conditions, the blades 
present a larger opposition to the wind flow in the SS direction, leading to the appearance of 
aerodynamic damping in this direction. 
Once the turbine starts operating, the rotor is orientated to the main wind direction and the blades 
pitch angle is set to its minimum value. These conditions, together with the higher wind speed, lead to 
the increase of the aerodynamic damping in the FA modes and the almost vanishing of this 
contribution in the SS modes. Since the aerodynamic damping component increases with the increase 
of the wind speed, the damping values of the 1 FA and 2 FA modes are consistently growing over the 
operating regimes. This effect is more noticeable for modes with large modal amplitude at the tower 
top, where the wind force is higher. For this reason, the 1 FA mode presents higher values than the 2 
FA (whose modal amplitude at the top is very small).  
The top plots of Figure 7.48 illustrate the evolution of the damping ratio of the 1 FA and 1 SS vibration 
modes with the rotor speed. The increase of the damping values of the 1 FA mode when the turbine 
starts operating is evident. It is also noted that the damping increases when reaching the final part of 
the rotor speed range. Notwithstanding, these figures only shows the evolution of damping until the 
wind rated speed is achieved (around 13 m/s). For that reason, the lower graphic of Figure 7.48 
presents the evolution of the damping of the 1 FA mode with the wind speed. The shape of the 
adjusted line clearly shows a drop in the damping value around 15 – 17 m/s. This situation is 
consequence of the increase of the pitch angle in Regime 5 which reduces the thrust force at the tower 
top and, consequently, reduces the rotor blades opposition to the wind flow in the FA direction. 
On the other hand, the adjusted line for the damping values of the 1 SS mode only shows small 
variations over the different operating conditions, with a reduction when the turbine starts operating 
and an increasing when reaching its rated speed. 
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a) b) 
Figure 7.48 – Median (and box plots) of the damping ratios: a) 1 FA mode; b) 1 SS mode 
 
The situation illustrated in Figures 7.36 and 7.37, about the possible change of mode shape orientation 
of the 2 SS mode for high wind speed conditions, was further investigated during the modal tracking. 
In that sense, an additional reference “mode” named 2 SS(/FA), based on the 2 SS mode but with an 
orientation between the FA and the SS direction, was considered. As results, it was possible to confirm 
that this “mode” was identified on setups in which the 2 SS was missing. Considering the number of 
setups in which the 2 SS(/FA) “mode” was tracked, the success rate of the 2 SS increases from 67.1 % to 
85.5 % (with the p-LSCF algorithm). 
  
a) b) 
Figure 7.49 – a) Evolution of the 2 FA and 2 SS modes with the wind speed. b) Evolution of the 2 FA, 2 SS and the 2 SS/(FA) 
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7.3.6.3 Damping Estimation from Free Decay Responses 
The previous section showed the evolution and characterization of the modal properties of the wind 
turbine main vibration modes under different operating conditions. One of the most important 
features obtained with this analysis is the characterization of the modal damping, mainly the damping 
of the first tower bending (1 FA) mode. This is a crucial property with strong influence on the fatigue 
lifetime of the support structure of a wind turbine. 
During the monitored period, several recorded events related to shutdown situations were detected. 
These are events in which the wind turbine is initially operating and, at a certain point, the wind 
turbine cease power production, stopping the rotor. The reasons behind these events are usually 
associated to situations when there is a wind speed reduction to values below the cut-in or to very high 
wind speed (above the cut-out speed) and it is accomplished through the increase of the blades pitch 
angle to values close to 90º. 
Under these circumstances, when the blades pitch angle is changed, an instantaneous impulse acts at 
the top of the tower, imposing a free decay response of the structure. This decay can then be used to 
accurately estimate the damping of the vibration modes. This methodology usually provides more 
accurate estimates of the damping than with the ambient vibration response [(Magalhães, Cunha et al., 
2010)]. 
Taking advantage of the information provided by the SCADA system, the acceleration events with a 
maximum and minimum rotor speed values, respectively, above and below the minimum rotor speed 
were initially selected. From these, the ones regarded to start up events were dismissed. The remaining 
ones were then visually inspected to assess the quality of the free decay response. Only the acceleration 
time series containing a clean exponential decay shape of the acceleration response were kept. Figure 
7.50 a) illustrates an example of a considered free decay response, where the referred exponential decay 
shape can be observed. On the other hand, Figure 7.50 b) shows an example of a disregarded shutdown 
event. As can be seen, the decay response does not resemble the referred decay shape. This fact may be 
due to the lack of a sudden absence of the thrust force at the top of the tower. 
  
           a)  b)
Figure 7.50 – Events in which a shutdown was detected: a) structural response following an exponential decay; b) 
example of structural response not following the common exponential decay 
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From the initially pre-selected events, 51 were chosen to be analysed. The majority of the events are 
referred to situations in which the wind speed dropped to values below the cut-in. In addition, 7 events 
were detected whose measured maximum wind speed was above the rated speed and the minimum 
wind speed as also above the cut-in value. However, in none of these events, the maximum wind speed 
is above the cut-out value. Figure 7.51 illustrates the minimum and maximum wind speed measured 
by the SCADA system for the selected events. 
 
Figure 7.51 – Measured maximum and minimum wind speed occurred in the selected 10 min. events containing a free 
decay response 
 
Figure 7.52 illustrates the diversity of the acceleration levels observed within the selected free decay 
responses. Figure 7.52 a) shows the decay response from an event whose maximum and minimum 
wind speed was, respectively, 19.4 m/s and 10.1 m/s. On the other hand, Figure 7.52 b) presents the 
acceleration time series of a decay response from a period in which the wind speed varied between 4.2 
m/s and 1.0 m/s, which means that the turbine stopped because the wind speed was too low for power 
production. Comparing both figures, the difference in the level of acceleration is notorious. 
  
          a)             b) 
Figure 7.52 – Free decay response from: a) a high wind speed event; b) a low wind speed event  
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a top view of the tower motion, the hotter colours correspond to the beginning of the time segment 
while the cold colours correspond to the final instants of the analysed period. 
  
a) b)
Figure 7.53 – Evolution of the FA and SS acceleration (top view) from: a) a high wind speed event; b) a low wind speed 
event (the hotter colors correspond to the beginning of the time segment while the cold colors are referred to the final 
instants) 
 
Initially, the two events introduced in Figure 7.52 were analysed by fitting an exponential function to 
the free decay envelope, in the same manner as in section 5.8.4.2 for the rotor-stop tests performed for 
the Izar Bonus 1.3MW/62 wind turbine. A low-pass filter with a frequency cut of 0.5 Hz was applied to 
both signals. The exponential function was then fitted to the local maxima points of the filtered signals, 
as illustrated in Figure 7.54. The results obtained for the frequency value and damping ratio of the 1 
FA mode are presented in Table 7.11. 
  
a) b)
Figure 7.54 – Identification of the modal damping ratio of the 1 FA vibration mode through filtering and fitting of an 
exponential function to the envelope of the free decay response from: a) a high wind speed event; b) a low wind speed 
event 
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time segments defined to fit the exponential function in Figure 7.54 were used as inputs of the 
algorithm. The obtained stabilization diagrams are shown in Figure 7.55. Besides the one referred to 
the 1 FA mode, other vertical stable alignments are also evident. The results obtained for the 1 FA 
mode are summarized in Table 7.11. 
  
a) b) 
Figure 7.55 – Stabilization diagram obtained with the application of the SSI-COV algorithm 
 
The results obtained with the two procedures presented very similar values for frequency and damping 
ratio. It is also visible that there is no apparent influence of the wind speed on the damping values of 
the mode. It should be noted that in both free decays, due to change of orientation of the blades (from 
low angles of pitch to values to close to 90º), the contribution of the aerodynamic damping for the FA 
mode is not relevant. 
 
Table 7.11 – Natural frequency (݂) and modal damping ratio (ߦ) of the 1 FA vibration mode identified with the filtering 
and fitting procedure and the SSI-COV method 
 Exponential window SSI-COV 
 ݂ [Hz] ߦ [%] ݂ [Hz] ߦ [%] 
high wind speed event 0.349 0.58 0.349 0.59 
low wind speed event 0.351 0.60 0.352 0.62 
 
The described analysis was then extended to all the selected free decay events. For the procedure based 
on filtering and fitting, a routine was developed to find the best exponential function to fit the decay 
response of the wind turbine. The results obtained were then visually analysed in order to validate the 
results. The obtained results are presented in Figure 7.56. 
The segment of the acceleration time series used for the filtering and fitting procedure was also 
considered as input for the SSI-COV algorithm. In order to automate the procedure based on this 
method, a cluster analysis was performed after each run of the algorithm. With this processing 
solution, the procedure becomes similar to the one described for the continuous modal identification 
in section 7.3.6.1. The results obtained are also shown in Figure 7.56. 
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Figure 7.56 – Results obtained for the 1st FA mode with the filtering and fitting procedure and SSI-COV algorithm for 
frequency value (top plot) and damping ratio (bottom plot) 
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explain this variance. Figure 7.57 illustrates the evolution of the modal properties identified with the 
SSI-COV methodology with maximum absolute values (MAX) of the selected segments of the 
acceleration decay responses. From these figures, it is visible that the majority of the decays is related 
to events with values smaller than 0.4 m/s2 which difficulties the identification of a clear trend. 
Notwithstanding, there is an apparent decrease of the frequency values of the 1 FA mode with the 
acceleration. However, the number of events with MAX values higher than 0.4 is too low to confirm 
this trend. 
On the other hand, the identified values of modal damping do not present a distinct dependency on 
the acceleration level. This conclusion is contrary to what usual occurs in common civil structure, 
where the damping tends to increase with the acceleration level. 
Theoretically, the study of the free decay events could allow the study of the structural damping of the 
wind turbine. However, comparing the damping values identified with the free decay events with the 
results from the automated modal tracking, it is visible that they are considerably higher than the ones 
from the non-operating Regime 1 (in which the blades orientation is equal to the observed in the free 
decay events after the impulse) and lower than the ones observed in Regime 3 (in which the wind 
conditions are similar to the free decay events). 
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a) b) 
Figure 7.57 – Evolution of the frequency value (a)) and damping ratio (b)) of the 1st FA mode with the maximum absolute 
values of acceleration 
 
Although the study of the frequency values indicates some possible relations with the vibration level, it 
is not sufficient to explain the variation detected along the 51 decay events. This variation is mostly 
related to the temperature dependency of this modal property. This relation is shown in Figure 7.59, 
where a clear trend is visible. In this figure, some points (enclosed in a red circle) are visible with 
frequency values lower than what the trend suggests. These points are referred to events with high 
acceleration amplitudes, suggesting that, in fact, the vibration level may interfere in the frequency 
values of this mode. 
With regard to the damping, it cannot be identified the source of the observed scatter. 
 
Figure 7.58 – Evolution of the frequency value of the 1st FA mode with temperature 
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forward innovation model. While in the example of section 5.5, a manual selection was performed 
based on the observation of the stabilization diagram, an automated strategy for choosing the best 
model order is required as part of a monitoring system. The implemented strategy is thus based on the 
selection of the order with the highest number of stable poles whose clusters were chosen during the 
tracking procedure. When the turbine is operating (Regimes 4 and 5), cluster referred to the 
harmonics were also considered in the selection of the model order. For a cluster to be considered as 
representative of the stationary response due the harmonic excitation, its frequency value has to be 
within a range of േ10 % of the multiples of the mean rotor speed from the setup under analysis. In 
cases in which there is more than one cluster meeting this condition, the cluster containing the higher 
number of poles is chosen. If this cluster has more poles than a pre-defined minimum number, it is 
defined as representative of the wind turbine response due to the harmonic excitation. In this 
application, a minimum number of 6 poles was defined. The 1Ω, 3Ω and 6Ω harmonics were 
considered in this analysis, although the first was only identified in 5.6 % of the operating setups. 
Figure 7.59 characterizes the RMS values of the modal contributions associated with the modes 
vibrating in the FA direction, alongside with the harmonics, at the +74.988 m level. It is visible that the 
dynamic motion is dominated mainly by the 3Ω harmonic and the 1 FA mode. As expected, the 
acceleration response in 1Ω harmonic frequency represents a very low level. It is also interesting to 
note that the 1 FA mode (and also the 6Ω harmonic) present a different behaviour from the other 
responses, do not continuously increasing with the increase of the rotor speed (or wind speed). It is 
observable that, when the turbine starts operating, there is a steep increase on the values from the 1 FA 
mode, which tend to disappear when the turbine reaches the 10 rpm. This increase in the modal 
acceleration response of the 1 FA is probably due to the excitation of this mode by the 3Ω harmonic. 
Considering Figure 7.35, it is possible to attest that the 3Ω harmonic is close to the 1 FA mode at rotor 
speeds between 8.7 and 10 rpm which can lead to the excitation of this mode and, consequently, to the 
increase of the vibration amplitudes. A similar situation seems to occur with 6Ω harmonic response. 
For wind speed around 3 m/s (corresponding to the start of the turbine), an increase of the 
acceleration levels is also visible in Figure 7.59 b). This situation is probably justified by the interaction 
between this harmonic and the non-tracked FA mode with a frequency around 0.80 Hz (Figure 7.35). 
 
a) b)
Figure 7.59 – RMS values from the modal and stationary responses in the FA direction at level +74.988 m with: a) rotor 
speed; b) wind speed 
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Once the recorded acceleration time series are decomposed into modal (and stationary) responses, it is 
possible to use the procedure introduced in section 5.5.3 to quantify the relative contribution of each 
responses to the measured signal. Likewise in the example from section 5.5.3, the acceleration 
responses due to the harmonic excitation were also considered in this analysis. This analysis is helpful 
to better understand the changes in the dynamic behaviour of the wind turbine structure over the 
different conditions. 
Figure 7.60 shows the evolution of the relative modal contribution of the FA modes and 1Ω, 3Ω and 6Ω 
harmonics to the measured acceleration at the tower top sensor with the wind speed. The median 
values (from each range of 0.5 m/s of wind speed) from the biggest contributors responses (1 FA 
mode, 3Ω and 6Ω harmonics) are represented by the lines in light colour. For low wind speed 
conditions (non-operating scenarios), the dynamic behaviour at the tower top is clearly dominated by 
the 1 FA mode, with participations of almost 100 % in certain setups. Once the turbine starts 
operating, the response is partially dominated by the 3Ω harmonic and by the 1 FA mode, whose 
participation is still representative mainly due to the excitation of this mode by the 3Ω harmonic, as 
previously explained. From the moment this effect vanishes, it is observed that the acceleration is 
practically dominated by the 3Ω harmonic. From this point, the participation of this harmonic and the 
1 FA mode tend to converge to a participation of 30 % each with the increase of the wind speed. The 
participation of the 6Ω harmonic is only relevant when the turbine starts its operation, decreasing 
from this point to participation levels below 5 % with the increase of the wind speed. 
 
 
Figure 7.60 – Variation of the participation of the modal and stationary responses in the measured acceleration in the FA 
direction at level +74.988 m with wind speed 
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FA direction. The results are presented in Figure 7.61. The acceleration, in the FA direction, is 
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for the 1 FA mode. This result is probably justified by the excitation introduced by the blade rotation 
(due to the tower shadow effect) at the level +48.392 m, corresponding to the maximum modal 
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2 FA mode. This is confirmed later in section 7.3.7. 
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a) b)
Figure 7.61 – RMS values from the modal and stationary responses in the FA direction at level +48.392 m with: a) rotor 
speed; b) wind speed 
 
The quantification of the contribution of the modal and stationary responses to the measured 
acceleration time series was also assessed. The results are shown in Figure 7.62. In this figure, besides 
the modes considered in Figure 7.60, the stationary response due to the 9Ω harmonic was also 
included. However, it is important to note that around a rotor speed of 14 rpm, this harmonic crosses 
the potential untracked FA vibration mode, identified with a frequency of around 2.30 Hz (Figure 
7.35). Since this potential mode was not considered during the tracking procedure, the automated 
algorithm developed to identify clusters related to the harmonics cannot distinguish, for this region of 
the Campbell diagram, a cluster representative of the 9Ω harmonic from one representative of this 
mode. Thus, it is possible that clusters referred in Figure 7.62 as due to the 9Ω harmonic are actually 
representative of this potential mode. 
The results presented in Figure 7.62 clearly show that, under low wind speed conditions (non-
operating regimes), the acceleration is dominated by the 1 FA mode. Some sparse points from the 1 FA 
with high modal contribution are also visible for high wind speeds but these are referred to setups with 
no power production. When the rotor starts operating, the contribution of the 1 FA drops drastically, 
keeping low for every wind speed condition. As expected, the acceleration is dominated by the 2 FA 
mode while the remaining the modes and harmonics are kept low during all operating conditions. 
Notwithstanding, it is observed that, for wind speeds around 7 and 13 m/s, the relative contribution of 
the 2 FA decreases slightly. This region coincides with the increase of the contribution of the 9Ω 
harmonic. This increase is due to the cross of this harmonic with the referred potential vibration mode 
with frequency of 2.30 Hz, leading to a possible interaction or resonance of this mode. For wind speeds 
higher than 13 m/s, the relative contribution of the 2 FA increases to levels similar to the ones obtained 
to winds speed below 7 m/s and the contribution of the 9Ω harmonic drops, meaning that this effect 
was reduced. 
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Figure 7.62 – Variation of the participation of the modal and stationary responses in the measured acceleration in the FA 
direction at level +48.392 m with wind speed 
 
7.3.6.5 Removal of Operational and Environmental Effects 
The characterization of the influence of the operational and environmental factors on the modal 
properties of the tracked vibration modes is an important step to remove a significant part of their 
variability. As these effects may introduce variations on the modal parameters with higher amplitudes 
than the damage itself, the removal of the influence of these effects is crucial to detect small damages at 
an early stage. 
Wind turbines are equipped with sensors measuring several operational and environmental 
conditions. This data is usually accessed through the SCADA system, as is the case of the Senvion 
MM82 wind turbine. Some of the results obtained with this data were used to illustrate the operating 
conditions of the turbine in section 7.3.3. For that reason, the application of methods to remove the 
influence of the effects that take into account measurements of the predictors (input-output methods) 
represents a suitable option to be applied to wind turbines. 
The definition of the regression models is usually performed considering a period of data large enough 
to include all the important variations of the predictors. In that sense, a period of one year is usually 
used to define the regression model (Magalhães, Cunha et al., 2012). This model is then used to 
evaluate the possible occurrence of damage in the following years. Since it was only possible to acquire 
acceleration data corresponding to a period of about one year, a slightly different strategy was followed 
in this work. Thus, the whole data was split into two different periods, consisting each one in data 
from intercalary days. With this strategy, both periods contain results within a period of one year, but 
from different days. Period 1 was then used to define a suitable multivariate regression model, while 
Period 2 was used to assess the existence of damage. 
The influence of some operational factors on the modal properties was already presented throughout 
section 7.3.6.2. As example, the effect of the rotor speed on the frequency values of the modes, namely 
for the 1 SS* and 2 SS*, was shown. The changes on the behaviour of the natural frequencies with the 
different operating regimes were also presented in Figure 7.44. The variability shown between regimes 
evidences the effect that different factors have on the wind turbine. For that reason, a different 
multivariate linear regression model was established for each operating regime, reflecting the different 
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conditions. The operational and environmental factors recorded by the SCADA system and 
considered in this analysis were: 
o Wind speed (w. s.); 
o Outdoor temperature (temp.); 
o Rotor speed (r. s.); 
o Blade pitch angle (pitch). 
The operating regime 1 is characterized by values of blades pitch angle (around 90º) with small 
variations, during non-production setups. Thus, the considered predictors influencing the most the 
variability of the frequency values are the temperature and, in a small scale, the wind speed. These 
expected results are confirmed by the obtained correlation coefficients (computed according to 
equation (7.4)) and presented in Table 7.12. This coefficient permits to highlight the modes whose 
natural frequencies are more (linearly) influenced by the factors under study. Figures 7.65 and 7.66 
show two examples of the correlation between natural frequency and the wind speed and temperature 
for two different modes, respectively. 
 
Table 7.12 – Correlation coefficients between natural frequencies and operational/ environmental factors (Regime 1) 
 w. s. temp. r. s. pitch 
1 SS 0.12 -0.23 0.08 0.08 
1 FA 0.38 -0.28 0.34 -0.03 
1 SS* -0.49 -0.36 -0.44 0.09 
2 SS* 0.19 -0.57 0.01 0.46 
2 FA 0.25 -0.64 0.15 -0.02 
2 SS -0.13 -0.43 -0.13 -0.08 
3 SS* 0.29 -0.70 0.21 -0.11 
4 FA -0.36 -0.49 -0.35 -0.01 
 
 
Figure 7.63 – Natural frequency of 1 SS* mode (Regime 1) 
vs wind speed 
Figure 7.64 – Natural frequency of 2 FA mode (Regime 1) 
vs temperature 
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Regime 2 is similar to Regime 1 to the extent that they are both referred to non-production setups, in 
which the blades pitch angles is kept almost constant (although at lower values in Regime 2). Thus, it is 
comprehensible that the predictors with the highest correlation with the natural frequencies are again 
the wind speed and the temperature, as seen in the results of Table 7.13. 
 
Table 7.13 – Correlation coefficients between natural frequencies and operational/ environmental factors (Regime 2) 
 w. s. temp. r. s. pitch 
1 SS 0.27 -0.28 0.33 -0.06 
1 FA -0.11 -0.64 0.01 0.03 
1 SS* -0.45 -0.36 -0.39 0.06 
2 SS* -0.19 -0.39 -0.13 -0.03 
2 FA -0.06 -0.57 0.03 0.03 
2 SS -0.18 -0.36 -0.09 -0.05 
3 SS* -0.12 -0.35 0.04 -0.12 
4 FA -0.07 -0.31 -0.01 -0.15 
 
The correlation coefficients obtained between natural frequencies from Regime 3 and operational/ 
environmental factors are shown in Table 7.14. Operating regime 3 corresponds to transition situation 
in which the turbine changes from parked/ idling configuration to operating conditions, or vice-versa. 
For that reason, both the rotor speed and pitch angle show important changes during these setups. 
However, apart from some modes (such as 1 SS*, 2 SS* and 4 FA modes), these changes do not seem to 
have an important influence on the frequency values. 
 
Table 7.14 – Correlation coefficients between natural frequencies and operational/ environmental factors (Regime 3) 
 w. s. temp. r. s. pitch 
1 SS -0.09 -0.33 -0.08 -0.01 
1 FA 0.03 -0.19 0.22 -0.23 
1 SS* -0.70 -0.37 0.09 -0.23 
2 SS* 0.56 -0.26 -0.01 0.19 
2 FA 0.02 -0.38 -0.02 0.00 
2 SS -0.03 -0.31 0.25 -0.22 
3 SS* 0.25 -0.12 0.05 0.02 
4 FA 0.17 -0.20 0.32 -0.23 
 
The number of identified setups regarded to Regime 4 is considerably higher than for the first 3 
regimes. This fact permitted to obtain a better characterization of the variations of the natural 
frequencies for this regime. The results obtain for the correlation analysis are presented in Table 7.15. 
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Table 7.15 – Correlation coefficients between natural frequencies and operational/ environmental factors (Regime 4) 
 w. s. temp. r. s. pitch 
1 SS 0.22 -0.50 0.27 0.08 
1 FA -0.40 0.02 -0.39 -0.14 
1 SS* -0.93 0.15 -0.95 -0.26 
2 SS* 0.91 -0.42 0.97 0.15 
2 FA 0.44 -0.51 0.51 0.05 
2 SS 0.23 -0.54 0.34 -0.05 
3 SS* 0.84 -0.53 0.88 0.15 
4 FA 0.41 -0.55 0.48 0.10 
 
Both the rotor speed and wind speed (which are themselves correlated) present interesting high values 
of correlation with the frequencies. As expected, the pitch angle does not represent an interesting 
source for explanation of the frequencies variability, since its value is practically constant during this 
Regime. On the other hand, the temperature presents important linear relationship with the 
frequencies, which are confirmed by visual observation of the results. The evolution of the frequency 
values of the 2 FA mode with the temperature is illustrated in Figure 7.65. 
The highest correlation values are obtained with the rotor speed. Due to the nature of the whirl modes, 
this fact is especially important for the 1 SS* and 2 SS* modes. This phenomenon is illustrated for the 2 
SS* mode in Figure 7.66. 
Although slightly lower than with the rotor speed, the correlation coefficients obtained with the wind 
speed are also relevant. However, this fact is mainly related to the relation between the wind speed and 
the rotor speed than to physical relations between the wind and the natural frequencies.  
  
Figure 7.65 – Natural frequency of 3 SS* mode (Regime 4) 
vs temperature 
Figure 7.66 – Natural frequency of 2 SS* mode (Regime 4) 
vs rotor speed 
 
Finally, Regime 5 is related to production setups with the strongest wind speed conditions. It is 
characterized by an increase of the blades pitch angle with the wind speed in order to control the rotor 
speed. This Regime is then commanded by the pitch angle, which in turn is defined according to the 
wind speed. The relation between the pitch angle and the wind speed was already introduced in Figure 
7.14. Again, the 1 SS* and 2 SS* present a large variability of their frequency values due to operational 
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factors. The variation introduced by the pitch angle in the frequency values of the 1 SS* mode is shown 
in Figure 7.67. Also the temperature seems to be an important predictor of the natural frequency of the 
1 SS mode. This relationship is illustrated in Figure 7.68. 
 
Table 7.16 – Correlation coefficients between natural frequencies and operational/ environmental factors (Regime 5) 
 w. s. temp. r. s. pitch 
1 SS -0.02 -0.47 0.00 -0.01 
1 FA -0.31 -0.27 -0.34 -0.34 
1 SS* -0.91 -0.19 -0.68 -0.92 
2 SS* -0.68 -0.32 -0.42 -0.67 
2 FA -0.22 -0.56 -0.26 -0.22 
2 SS -0.06 -0.57 -0.05 -0.04 
3 SS* -0.22 -0.47 -0.01 -0.19 
4 FA 0.42 -0.11 0.33 0.43 
 
  
Figure 7.67 – Natural frequency of 1 SS* mode (Regime 5) 
vs blades pitch angle 
Figure 7.68 – Natural frequency of 1 SS* mode (Regime 5) 
vs temperature 
 
Once the influence of the predictors was analysed for each regime, two alternative regression models 
were considered: SM1 and SM2. 
SM1 only considers the predictors with important physical relations with the natural frequencies. For 
that reason, even predictors with high correlation coefficients (such as wind speed in Regime 4 and 5) 
were not considered, since the coefficient value is not related to a physical relation with this predictor 
but to a correlation between other predictors, as previously referred. The predictors considered for this 
model are presented in Table 7.17. On the other hand, the SM2 model considers all predictors, aiming 
to define a general regression model with potential application without any previous analysis (Table 
7.17). 
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Table 7.17 – Considered predictors for regression models SM1 and SM2 
SM 1 Regime   SM 2 Regime 
Predictors 1 2 3 4 5   Predictors 1 2 3 4 5 
w. s. x x x     w. s. x x x x x 
temp. x x x x x   temp. x x x x x 
r. s.    x    r. s. x x x x x 
pitch     x   pitch x x x x x 
 
The suitability of both models to produce forecasts was quantified through the computation of the 
coefficient of determination ܴଶ௙௢௥ , presented in equation (7.8). For its calculation, the Period 2 of data 
was used to assess the quality of the forecasts (as previously referred, this period of data was not 
considered in the construction of the regression models). The results obtained for the two models are 
very similar (Table 7.18). In that sense, the SM 2 was chosen since it considers all predictors, making 
its use more general to be implemented in any wind turbine in any regime. 
It is observed from Table 7.18 that the modes related to rotor motion (1 SS*, 2 SS* and 3 SS*) present 
the highest values of ܴଶ௙௢௥ . The good quality of the predictions of these modes is justified by the fact 
that the variability of these modes is mostly driven by the rotor speed, which is a known predictor. On 
the other hand, the 1st tower bending modes (1 SS and 1 FA) presents the lower coefficients of 
determination of all modes, showing that their variability is less dependent on the considered 
operational/ environmental effects. One possible cause to the low coefficients obtained for some 
modes might be related to the potential influence of asymmetric soil conditions on the natural 
frequency values, which could be considered by using the yaw angle as predictor in the regression 
model. However, it was decided not to use this predictor in order to assess the accuracy of the 
monitoring system to detect foundation asymmetries (see section 7.3.6.6). Notwithstanding, in 
situations in which the installation of the monitoring system is performed at an early stage of the 
turbine operation, the consideration of the yaw angle in the model would increase the accuracy of the 
system to detect abnormal structural changes. 
 
Table 7.18 – Coefficients of determination obtained with the regression models 
Modes SM 1 SM 2 
1 SS 0.295 0.297 
1 FA 0.377 0.391 
1 SS* 0.965 0.967 
2 SS* 0.950 0.952 
2 FA 0.458 0.458 
2 SS 0.706 0.719 
3 SS* 0.860 0.864 
4 FA 0.777 0.780 
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Although steel structures do not usually present a significant thermal inertia, concrete structures do. 
Considering the importance of the support conditions (i. e. concrete foundation) in the definition of 
the dynamic properties of wind turbines, alternative dynamic models were also analysed in order to 
assess the influence of temperature records from previous time instants on the structure (see section 
7.2.1.1). In that sense, 5 dynamic models were considered. These models consider all the predictors 
from the SM 2 model (including the temperature at the instant under consideration), along with the 
temperature records referred to different time delays of 3, 6, 12, 18 and 24 hours. For each dynamic 
model referred to a temperature measurement from a previous time instant, the temperatures from the 
more recent time instants were also considered. This means that, for a dynamic model considering 
temperature record with a delay of 12 hours, the temperature measurements from the current time 
instant and from time delays of 3, 6 and 12 hours were considered. The results obtained are shown in 
Table 7.19. In this table, the dynamic models are identified by the largest time delay considered. It can 
be seen that, although some improvements are noticed for the 1 FA and 3 SS* modes, smaller values 
were obtained for the 2nd pair of tower bending modes. Since the 2 FA and 2 SS modes are very 
sensitive to structural changes in the foundation condition and, consequently, represent important 
features to assess the existence of damage, the static model SM 2 was considered to be adequate to 
eliminate the environmental and operational effects on the frequency values. 
 
Table 7.19 – Coefficients of determination obtained with the dynamic models (the largest time delay considered for each 
model is indicated within parenthesis) 
Modes DM 1 (3 hours) 
DM 2 
(6 hours) 
DM 3 
(12 hours) 
DM 4 
(18 hours) 
DM 5 
(24 hours) 
1 SS 0.296 0.293 0.292 0.284 0.299 
1 FA 0.396 0.399 0.392 0.388 0.391 
1 SS* 0.966 0.967 0.966 0.964 0.965 
2 SS* 0.949 0.949 0.951 0.947 0.947 
2 FA 0.450 0.445 0.436 0.440 0.428 
2 SS 0.716 0.713 0.721 0.707 0.710 
3 SS* 0.866 0.866 0.864 0.871 0.875 
4 FA 0.775 0.774 0.771 0.767 0.770 
 
In order to illustrate the quality of the SM 2 model, Figure 7.69 presents the predicted values of natural 
frequency of the 1 SS* and 4 FA modes for some data sets from Period 2, alongside with the identified 
values of these modes with the monitoring system. The accuracy of the prediction obtained with this 
model is clearly visible in this figure. 
Structural Monitoring of Wind Turbines 
 
314   
  
Figure 7.69 – Identified and predicted frequency value of the 1 SS* and 4 FA using the SM 2 mode during (data 
corresponding to Period 2) 
 
Using the regression model SM2, the effect of operational and environmental effects on the natural 
frequencies of the modes can be then minimized. Figure 7.70 shows the time evolution of the 
frequency values of the 1 SS* mode before and after the removal of these effects during period 2. These 
effects (mainly the rotor speed) have a large influence on the variation of the frequency values of this 
mode. Notwithstanding, the SM2 model is capable of mitigating the influence of these effects, as seen 
in the bottom figure. 
 
 
Figure 7.70 – Time evolution of the frequency values of the 1 SS* mode before (top) and after (bottom) the removal of the 
operational and environmental effects during period 2 
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Figure 7.71 presents the frequency values of the 2 FA vibration mode along the time. Although this 
mode does not present a variability as high as the 1 SS* mode, it is also possible to attest its reduction 
after the correction of the frequency values with the regression model SM 2. 
 
 
Figure 7.71 – Time evolution of the frequency values of the 2 FA mode before (top) and after (bottom) the removal of the 
operational and environmental effects during period 2 
 
The reduction of variability of the frequency values of the vibration modes is also evident in the 
histograms of Figure 7.72. As can be seen, the 1st tower bending mode in the SS direction presents the 
lowest reduction in its variability from the three considered modes. This result is in accordance with 
the results from Table 7.18. The reduction obtained with the correction of the frequency values of the 2 
FA mode is notorious in the histogram, where the corrected frequencies are concentrated in a 
narrower range. Lastly, the histogram of the 1 SS* mode illustrates the large reduction of variability 
obtained with the regression model. It is also interesting to note the considerable different shape of the 
histogram of this mode before the correction, illustrating the different nature of these rotor modes in 
comparison with tower modes. 
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Figure 7.72 – Histograms of the natural frequencies of the 1 SS, 1 SS* and 2 FA modes before and after the removal of 
operational and environmental effects 
 
7.3.6.6 Damage Detection 
The definition of the static regression model in the previous section and the subsequent removal of the 
influence of the operational and environmental effects allowed reducing the variability of the 
frequency values of the tracked vibration modes. Thus, it is now possible to assess the variations of 
these values in order to detect the occurrence of small structural changes. 
One important issue related to structural changes in wind turbines is the possible reduction of the 
foundation stiffness along time. Although this problem is more related to offshore turbines, due to 
scour, it is also relevant in onshore since problems in the connection of the tower with the foundation 
have already been observed in several towers. Therefore, it is interesting to assess if a variation of 
frequency is noticed in the monitored Senvion wind turbine. As referred in section 7.1, the 2nd pair of 
tower bending mode is one of the most sensitive modes to changes in the stiffness of the foundation. In 
that sense, the frequency values of the 2 FA and 2 SS modes from periods 1 and 2 were corrected 
according to the model SM 2 and plotted against the yaw angle. The results obtained are presented in 
Figure 7.73. In these figures, also the median values and the box plots corresponding to the 25th and 
75th percentile are shown. It is seen that, although small, both plots present coherent fluctuations. The 
mode in the FA direction presents the highest values of frequency at 150º and at 330º (= 150º + 180º). 
On the other hand, the smallest values are found for yaw angles of 70º and 240º (≈ 70º + 180º). It is 
interesting to note that the highest values of frequency of the 2 SS mode are obtained for the directions 
of the smallest values of 2 FA mode and vice-versa. This means that it is very likely that the foundation 
or the connection of the tower to the foundation is not structurally homogeneous, with the stiffest 
direction in the 150º - 330º direction and a (practically) orthogonal softest direction in the 70º-240º 
direction. 
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Figure 7.73 – Corrected frequency values of the 2 FA (top) and 2 SS (bottom) from Period 1 and 2 vs yaw angle 
 
Although in a smaller scale, it is also possible to identify the same variation of the frequency value of 
the 1 SS vibration mode with the yaw angle (Figure 7.74). This variation is similar to the one presented 
by the 2 SS, which reinforces the idea of a possible asymmetry of the foundation stiffness. The 1 FA 
mode do not evidences a noticeable variation, probably due to its larger variability which probably 
hinders possible fluctuations due to asymmetric foundation conditions. 
Nevertheless, it is not possible to say, at this moment, that these conclusions attest the existence of 
damage in the foundation or, more likely, in the tower-foundation connection. It is possible that this 
non-homogeneity of the foundation is already present since the beginning of operation of the turbine 
and that is related to slightly different soil conditions under the large foundation of the support 
structure. In that sense, the installation of a continuous dynamic monitoring at the initial stage of the 
turbine operation would lead to conclusive results, permitting to identify if this non-homogeneity is a 
consequence of structural changes occurred throughout its period of life or if it just represents the 
stiffness of the foundation conditions. 
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Figure 7.74 – Corrected frequency values of the 1 SS from 
Period 1 and 2 vs yaw angle 
Figure 7.75 – Median values of the RMS values of 
acceleration of the top sensor in the FA direction 
according to the yaw angle, considering setups when the 
turbine was operating and several wind speed ranges 
 
In the previously presented Figure 7.29, the variation of RMS values of acceleration from narrow 
ranges of wind speeds with the yaw angle was analysed. This plot is again presented in Figure 7.75. It is 
interesting to see that the direction with the highest acceleration RMS values (around 180º - 240º) 
coincides with the softest direction. Still, the acceleration levels around 70º are very low, which may 
seems a contradiction. However, the number of recorded operating events with the nacelle oriented to 
the yaw sector between 0º and 70º is smaller than for the other sectors, which may not be 
representative and, thus, hinder the effect of the softest foundation when the turbine is oriented to this 
sector. 
The yaw sector between 110º and 140º is also a sector with high acceleration RMS values. This is the 
direction of the main wind incidence, as shown in Figure 7.15. This sector is located in a transition 
location between the stiffest and softest directions of the foundation. For that reason, the high 
acceleration levels detected might be also related to the wind action itself (higher levels of turbulence) 
than just motivated by a possible loss of stiffness of the foundation. 
As previously referred, damage in wind turbine support structures is usually related to foundation 
problems. For offshore turbines, scour problems are likely to occur, decreasing the strength of the 
foundation and potentially decreasing the expected fatigue life of the structure (Sørensen and Ibsen, 
2013). Although in a small scale, some problems of excessive levels of vibrations were also detected due 
to damage in the interface connection between tower and foundation (Pelayo, López-Aenlle et al., 
2011; Currie, Saafi et al., 2015). 
Apart from foundation problems, rotor blades are also elements prone to damage and with a costly 
replacement, as shown in section 3.1.3. In that sense, it would be interesting to assess the sensitivity of 
the identified rotor vibration modes to small structural damages of the blades. 
In order to evaluate the ability of the dynamic monitoring system to detect the presence of small 
damage in the previously referred elements of a wind turbine, a strategy based on the introduction of 
artificial damage was followed. For the assessment of damage at the foundation, two scenarios were 
studied. The damage scenario D1 is related to scour problems in offshore wind turbines. In that sense, 
the evolution of the first natural frequency of the support structure with the scour depth presented in 
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(Prendergast, Gavin et al., 2015) was considered (see Figure 7.1). A small scour depth of around 0.075 
times the base diameter of the monopile is considered. For the case of the Senvion MM82, with a tower 
base diameter of 4.300 m, this damage corresponds to a scour depth of around 0.32 m, while for the 
offshore Vestas V90 wind turbine represents a depth of 0.38 m. This damage is said to correspond to a 
decrease of the first tower bending mode of around 0.2 %. However this study only considers the 
evolution of the first natural frequency, while nothing is said about the second mode of the support 
structure. To overcome this situation, results of the studies introduced in (Sørensen and Ibsen, 2013) 
and (Zaaijer, Tempel et al., 2002) were considered. These studies present a ratio between the decrease 
of the second tower bending mode relative to the first tower bending mode of  2.1 times to 2.6 times, 
respectively, for monopile foundations. Following these results, a conservative value of 2.0 was used in 
this damage scenario. Since it is not expected that rotor blades modes are influenced by this damage, 
their frequency values is not changed. 
The second case of foundation damage (scenario D2) reproduces the frequency variation detected in 
(Pelayo, López-Aenlle et al., 2011). This study describes the dynamic tests performed in three wind 
turbines, from which two of them presented anomalous vibration levels. It was also found that these 
turbines presented cracks at the foundation. The test indicated that the frequency values of the 
identified vibration modes from these two turbines were consistently lower than the ones from the 
third healthy turbine. Initially, the frequency deviations of the first and second tower bending modes 
presented by the turbine with the smallest amplitude of variations were considered in this scenario. 
However, since this damage scenario was clearly identified, a smaller variation was studied. Thus, a 
variation 5 times smaller than the variation reported in the study was used for this damage scenario. 
Due to the difficulty in the comparison between the 4 FA mode and the vibration modes presented in 
this study, this mode was also not considered. Again, the frequency value of the rotor blades modes 
was not changed for this scenario. 
The last damage scenario (D3) is related to blade damage. As referred in section 7.1.2, the majority of 
published studies refer the small sensitivity of the natural frequencies of the blade modes to small, 
common damages. In that sense, the model of the Senvion MM82 developed in the HAWC2 code 
(introduced in section 7.3.2) was used to assess the sensitivity of the 1 SS* and 2 SS* modes to 
structural damage at the blades. Considering that the eigenvalue analysis performed by the HAWC2 
code is related to the turbine with the blades according to an operating configuration but under parked 
conditions, the expected frequency value of these two modes, introduced in section 7.3.6.2, was used to 
tune the stiffness of the blades. Due to the high uncertainties in modelling the structural elements 
located inside the nacelle, as well as the rotor blades, the estimation of the frequency value of the 3 SS* 
mode was not possible. The comparison between the frequency values obtained with the numerical 
model and with the monitoring system is introduced in Table 7.20. 
 
Table 7.20 – Comparison between the expected frequency values of the 1 SS* and 2 SS* modes during the monitored 
period (non-operating conditions) with the results obtained with the HAWC2 model 
 Natural frequency [Hz] 
Modes Monitoring HAWC2 
1 SS* 1.526 1.530 
2 SS* 1.558 1.556 
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The presence of damage at just one (or two) blades leads to an anisotropic rotor. In that sense, the 
identification of such damage would be more easily detected through the identification of the 1Ω 
harmonic (as illustrated in Figure 4.18) or through the identification of phenomena such as the ones 
described in (Ramírez, Tcherniak et al., 2015), where a clear distinction in the singular values spectrum 
of the structure is identified between an isotropic and an anisotropic rotor. 
Therefore, the damage scenario D3 is referred to a similar deterioration of three blades, which may be 
caused by continuous wear of the blades due to operation. The stiffness of the three blades was 
decreased in 15 % over a length of 2 m, corresponding to 5 % of the total length of the blade. The 
damage was located at around 33 % in chord length from the blade root, which is said to be the 
location more prone to damage (Ciang, Lee et al., 2008). The imposed variation of stiffness led to a 
decrease of -0.65 % of the 1 SS* and 2 SS* rotor vibration modes. It was also noticed that the imposed 
stiffness variation was not significantly reflected in the other modes. For that reason, only the rotor 
modes 1 SS* and 2 SS* were used to detect this damage scenario. 
The variation of the natural frequencies of the vibration modes with the considered damage scenarios 
is resumed in Table 7.21. It is considered that the damage from each scenario occurred at the middle of 
Period 2. The artificial damage is thus introduced in the detected frequencies from the second part of 
Period 2 by reducing their values according to the values presented in Table 7.21.  
 
Table 7.21 – Variation of the natural frequencies of the modes associated with the damage scenarios  
 Δ݂ [%] 
Modes D1 D2 D3 
1 SS -0.20 -0.50 0.00 
1 FA -0.20 -0.50 0.00 
1 SS* 0.00 0.00 -0.65 
2 SS* 0.00 0.00 -0.65 
2 FA -0.40 -0.24 0.00 
2 SS -0.40 -0.24 0.00 
3 SS* 0.00 0.00 - 
4 FA - - - 
 
The methodology followed to assess the presence of damage in the wind turbine is based on the use of  
ܶଶ control charts, already introduced in section 7.2.2. This multivariate technique allows assessing the 
evolution of several vibration modes in the same chart. For the construction of these control charts, 
the residual error was used. As referred, the residual error is the difference between the identified 
frequency value of a vibration mode and its predicted value according to the defined SM 2 regression 
model, as illustrated in Figure 7.69. 
The control charts obtained for an undamaged situation and the three damage scenarios are presented 
in Figure 7.76. In their construction, groups with 36 observations were considered (corresponding to a 
quarter of a day). It is seen that the damages are clearly detected in all situations. However, a different 
upper limit control of the chart from the one defined in equation (7.15) was used due to the large 
number of false alarms obtained with this limit. This situation is most likely due to the fact that 
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features considered do not respect all the assumptions adopted for the definition of the limits 
(Magalhães, Cunha et al., 2012). To overcome this limitation, a different limit was imposed. This limit 
is defined by considering that 95 % of the values from the training period are considered within the 
safety region. 
  
  
Figure 7.76 – ܶଶ control charts associated with a scenario where no damage is present and with the three defined 
damage scenarios 
 
This is a very relevant result, since it demonstrates that quite small damages in the foundation (and, 
although with less accuracy, in the blades) can be detected with the developed monitoring 
methodology. In the case of scenario D1, it is relevant to note that the identified damage 
(0.075	ܦெ௢௡௢௣௜௟௘) is considerably smaller than the recommended design value of 1.30	ܦெ௢௡௢௣௜௟௘  (Det 
Norske Veritas (DNV), 2011). 
It should be further referred that a longer monitoring period would even permit the detection of 
smaller frequency variations due to a better and more complete regression model and due to the 
possibility of using more observations to compute the ܶଶ control chart, leading to more robust results. 
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7.3.7 FATIGUE ASSESSMENT RESULTS 
The characterization of the fatigue condition of the wind turbine support structure was performed 
according to the procedure introduced in section 6.4.1. Unfortunately, it was not possible to install, 
during the period of this thesis, additional sensors to quantify the quasi-static motion of the tower. 
Consequently, this work is only focused on the estimation of the dynamic component of fatigue 
damage. 
The procedure is illustrated with 10 min. acceleration time series recorded during a period of strong 
wind conditions, with a mean wind speed of 20.9 m/s and maximum (instantaneous) speed of 35.9 
m/s. During this period, the turbine operated at its rated rotor speed (around 16.5 rpm) and the blades 
pitch angle varied between 11.1º and 27.9º, in order to control the rotor torque. The acceleration time 
series collected by the dynamic monitoring system in the FA direction are presented in Figure 7.77. 
 
Figure 7.77 – Acceleration time series in the FA direction 
 
Prior to the integration process, the acceleration time series were multiplied by a time window with the 
aim of softening the start and end of the time series as discussed in section 6.4.1.1. These initial and 
last parts are then disregarded in the integrated displacement time series. After an initial analysis of 
several setups, it was considered that the disregarded of the initial and last 30 seconds would guarantee 
a safety margin to avoid transient errors. 
For the double integration process, the filter introduced in section 6.4.1.1 (Figure 6.12) was used. The 
constants of the filter ( ௖݂ଵ and ௖݂ଶ) were set to only consider the dynamic component of the 
displacements. 
A good solution to tune these two parameters would be possible with the temporary use of 
instrumentation to measure the stress condition of the tower at an arbitrary condition. Since it is 
possible to estimate the stress condition at any position of the support structure with the presented 
methodology, the results obtained with the temporary instrumentation would be compared with the 
ones estimated with the accelerometers in order to tune the parameters. Since it was not possible to 
install this instrumentation, a compromise between the amplification of possible low frequency errors 
and the loss of relevant dynamic component information was studied with the help of numerical tests 
performed with the HAWC2 code (Larsen and Hansen, 2007). As result, the constants fୡଵ and fୡଶ were 
defined as, respectively, 0.10 Hz and 0.15 Hz. In that sense, the analysis described in this section 
regarding the fatigue assessment of the Senvion MM82 wind turbine is focused on the validation of the 
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developed procedure considering only the dynamic component of the fatigue, and not on the 
estimation of the real fatigue condition of the structure. 
Figure 7.78 shows the obtained displacements at the measurement levels in the FA direction. As 
expected, the displacements are higher at the top, in opposition to what was obtained with the 
acceleration time series (Figure 7.77). This result was expected since the displacements are mainly 
driven by the 1st pair of tower bending modes. In this figure, the transient initial and last parts are 
indicated by the vertical dashed lines and correspond to the referred 30 seconds in each part. 
 
Figure 7.78 – Dynamic displacement time series in FA direction (the vertical dashed lines indicate the disregarded initial 
and last part)  
 
Once the dynamic displacements along the turbine support structure are obtained, it is possible to 
estimate the dynamic component of the stress condition at any level of the tower. As an example, the 
bending stress at one point of the tower section at the foundation level was computed using the 
procedure based on the SSI-DATA identification algorithm described in section 6.4.1.1. The result is 
presented in Figure 7.79. 
 
Figure 7.79 – Estimated dynamic bending stress at the foundation level due to motion in the FA direction (the vertical 
dashed lines indicate the disregarded initial and last part) 
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Lastly, the load cycles are counted with the Rainflow algorithm. The histogram with the number of 
bending stress cycles associated with different stress amplitudes is shown in Figure 7.80. The damage 
due to fatigue can then be assessed with the S-N curve defined for the detail under analysis. 
 
Figure 7.80 – Histogram with the number of bending stress cycles 
 
Considering that sensors installed at the tower structure are capable of detecting the motion in both 
orthogonal directions, the stress due to bending in the SS direction can also be computed with this 
methodology. With the stress condition computed in both FA and SS directions, it is thus possible to 
estimate the bending stress condition at any point of the tower cross section. Initially, the bending 
moment vectors in the FA and SS directions are reoriented according to the original SCADA 
referential (N-S, E-W). This coordinate rotation, illustrated in Figure 7.81, depends on the yaw angle. 
  
Figure 7.81 – Coordinate rotation from FA-SS referential to 
NS-EW referential 
Figure 7.82 – Calculation of the bending stress at a generic 
point P 
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After defining the moment vectors in the original SCADA referential, it is then possible to estimate the 
stress condition at any point of the support structure cross section. This operation is illustrated in 
Figure 7.82 for a generic point ܲ. The stress condition at the point ܲ is then defined according to: 
 
 ߪ௉ ൌ ܯேିௌ
ሾܴ. sinሺߚሻሿ
ܫ ൅
ܯாିௐሾܴ. cosሺߚሻሿ
ܫ  (7.18) 
with: 
ܫ Area moment of inertia of the cross section  
ܴ Radius of the cross section  
 
A discretization of the cross section in 18 sectors was considered in order to assess the fatigue 
condition at the foundation level. The detail 71 from Eurocode 3 (European Comitee for 
Standardization (CEN), 2005) was used to study the welding-on flange connection between the tower 
and the foundation (Sørensen and Sørensen, 2011). The S-N curve corresponding to this detail was 
already introduced in Figure 6.7. 
Alongside with the bending stress estimation, it is also of utmost importance to have confidence on the 
obtained results. Since the procedure estimates the acceleration time series as a sum of vibration 
modes/ harmonics, it is necessary to evaluate if the estimations do not underestimate the motion of the 
structure (due to a badly defined state-space model) or, on the other hand, overestimate the 
importance of some frequency content (due to numerical residues). In that sense, the residual error ∆௘ 
from the forward innovation model (equation (5.80)) can be used to assess the quality of the estimated 
acceleration time series. However, in the context of stress estimation, in which a double integration is 
performed to estimate the displacement time series, the use of residual error as the only quality control 
parameter is not sufficient. 
Figure 7.83 shows an example of an estimated acceleration time series obtained from the forward 
innovation model, using all the 7 installed sensors. The residual error ∆௘ obtained is low (2 %), 
indicating that the estimation is good. The good agreement between the two signals is visually verified. 
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Figure 7.83 – Measured and estimated acceleration time series at the level +21.772 in the SS direction, considering all 
sensors as input for the forward innovation model (the right hand side figure shows a zoom of the time segment 
identified in the left hand side figure by the dashed lines) 
 
However, looking at these results in the frequency domain, important errors in the lowest part of the 
frequency range are observed. Figure 7.84 shows the power spectral density of the measured and 
estimated acceleration time series illustrated in Figure 7.83 (the spectrum is averaged with segments of 
1024 points in order to facilitate the explaination). From this figure, it is possible to attest that, 
although a good estimation is obtained around important resonance peaks (namely the 1st and 2nd 
tower bending modes, as well as the 3Ω and 6Ω harmonics), there is an erroneous increase of the 
amplitude of several peaks in the low part of the spectrum. Since the response is clearly dominated by 
the 2nd bending mode, these errors are almost imperceptible in time domain, as evidenced in Figure 
7.83. This is the reason why the error ∆௘ is low. 
 
Figure 7.84 – Measured and estimated acceleration time series (in frequency domain) at the level +21.772 in the SS 
direction, considering all sensors as input for the forward innovation model 
 
The main problem related to the bad estimation of the lower part of the spectrum occurs during the 
integration process to estimate the displacement time series. As referred in section 6.4.1.1, during this 
operation, the amplitude of vibrations related to the low frequencies is increased. Consequently, the 
displacement time series obtained from the measured and estimated acceleration will lead to 
considerably different results. Figure 7.85 illustrates the displacement time series obtained from the 
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measured and estimated acceleration signals represented in Figure 7.83. The erroneous majoration of 
the displacements obtained from the estimated signals is evident. Under these circunstancies, the 
estimation of the stress condition would naturally lead to erroneous results. 
 
Figure 7.85 – Displacement time series obtained with the double integration process based on the measured and 
estimated acceleration signals 
 
Due to possible occurrence of situations such as the one described, an additional quality index of the 
estimation is required to assess the adjustment in the lowest part of the spectrum. An index ∆௙௥௘௤  
based on the relative difference of the energy countained in the lowest part of the frequency range of 
the estimated and measured acceleration signals was chosen. This index is defined as the ratio between 
the area defined by the difference of the spectra of the estimated and measured acceleration and the 
area defined by the spectrum of the measured acceleration signal (dark grey area in Figure 7.86). Only 
the frequency range between ଵ݂ and ଶ݂ is considered to compute this index. In the present work, these 
values were defined as 0.10 Hz (equal to ௖݂ଵ) and 0.35 Hz, in order to evaluate the adjustment of the 
signal for the frequency range below the 1st tower bending mode. 
 
Figure 7.86 – Definition of the area between the spectra of the estimated and measured acceleration signals and the area 
from the measured signal 
 
The results obtained for the quality indices using data sets collected during one year of monitoring 
were initially assessed. It was observed that the quality index ∆௘ is not very restrictive. Figure 7.87 a) 
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shows the evolution of percentage of selected 10 min. time series events with the value adopted for ∆௘ 
considering the results obtained with the three tested modal identification algorithms. It is seen that 
for the method based on the SSI-DATA algorithm almost all events are considered for an admissible 
level of 0.15. For the other algorithms, it is visible that the estimations are apparently not so good. 
  
a) b)
Figure 7.87 – Percentage of considered events with the evolution of: a) ∆ୣ index; b) ∆୤୰ୣ୯ index 
 
The values computed for the second quality index ∆௙௥௘௤ , referred to the quality of the adjust on the 
lowest frequency range of the spectrum, were also initially assessed. The percentage of events 
considered with the evolution of the ∆௙௥௘௤  index is presented in Figure 7.87 b). It was concluded that 
most results contain an increase of the energy in the frequency range considered for this index (0.1 – 
0.35 Hz). It was thus noticed that the biggest problem associated with the bad estimation of this part of 
the spectrum is related to the unrealistic increase of the computed stress levels of the structure. It is 
interesting to note that the quality of the results provided by the alternative identification methods is 
inverse to the quantified by the index ∆௘. Nevertheless the difference is not very large. 
Based on this preliminary analysis of the quality indices, a strategy was defined to accurately disregard 
bad estimations of the fatigue damage. In that sense, it was decided to use the ∆௘ index to identify and 
dismiss events in which the defined forward innovation model was clearly not capable to estimate the 
acceleration time series as a sum of contributions of vibration modes/ harmonics. A value of ∆௘ = 0.20 
was thus chosen, since it considers almost all events and, at the same time, imposes a limit that 
guarantees the quality of the estimates. The maximum admissible value of the ∆௙௥௘௤  was defined to 
admit a maximum error ∆௙௥௘௤  = 0.90. With this value, a rate of considered events of more than 90 % 
was achieved when the combination of the best estimations obtained from the three algorithms is 
computed. 
At this point, the fatigue damage estimation from the recorded acceleration time series can be 
computed. Figure 7.88 shows the evolution of accumulated damage calculated with the SSI-DATA 
algorithm at the welding-on flanged connection between the tower and the foundation using the S-N 
curve from the GL standard. From this figure, two periods of time with a rapid increase of damage are 
noticed. The first period corresponds to events occurred during November 2013, while the second 
occurs in February 2014. It is interesting to note that these two periods correspond to two long periods 
of consecutive data sets with high mean wind speeds. 
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It is also interesting to confirm that the most damaged sectors are the 100º-120º (and its symmetric 
280º-300º) which is in accordance with the main wind direction of the wind (around 110º, see Figure 
7.15). 
 
Figure 7.88 – Time history of the accumulated damage at the foundation level (with S/N curve from GL standard) using 
the methodology based on the SSI-DATA algorithm 
 
A direct extrapolation of the accumulated damage to the expected life of the wind turbine (20 years) 
can be performed according to equation (7.16). The results obtained with the three methods are 
presented in Table 7.22. As expected, the values obtained with the S-N curve from the EC3 code are 
slightly lower due to the consideration of the threshold referred in section 6.3.2 (Figure 6.7). 
 
Table 7.22 – Direct extrapolated accumulated damage at the end of the design life 
 SSI-DATA SSI-COV p-LSCF 
GL 0.0420 0.0422 0.0213 
EC3 0.0319 0.0339 0.0195 
Success rate [%] 76.8 64.0 46.7 
 
The results obtained present very low values of accumulated damage. Nevertheless, some important 
aspects should be highlighted. Firstly, it should be noted that the estimated damage is only referred to 
the dynamic component of the bending stress. Large loading cycles from the quasi-static frequency 
regime, which might have important contributions to the fatigue damage of the structure are not 
considered in these results. Two additional causes for this low accumulated damage should be also 
referred. The location of the Senvion MM82 wind turbine is considered a low-turbulence site, which 
means that high amplitude stress variations are not expected to occur frequently. This aspect has a 
direct impact on the estimation of the fatigue life of the analysed structural detail, since it only depends 
on the measured amplitude of the stress cycles and not on the mean stress level. In addition, technical 
problems occurred at the beginning of October, preventing the operation of the dynamic monitoring 
system during this month and almost the entire month of November. Thus, considering the detected 
high rate of damage during the end of November, it is very likely the occurrence of important events 
0
1
2
3
4
5
6
7
8
x 10
-4
Ac
cu
m
ul
at
ed
 D
am
ag
e
 
 [0º-20º]/[180º-200º]
[20º-40º]/[200º-220º]
[40º-60º]/[220º-240º]
[60º-80º]/[240º-260º]
[80º-100º]/[260º-280º]
[100º-120º]/[280º-300º]
[120º-140º]/[300º-320º]
[140º-160º]/[320º-340º]
[160º-180º]/[340º-360]º
Jul
2013
Aug
2013
Sep
2013
Oct
2013
Nov
2013
Dec
2013
Jan
2014
Feb
2014
Mar
2014
Apr
2014
May
2014
Jun
2014
Jul
2014
Time
Structural Monitoring of Wind Turbines 
 
330   
during this period that were not measured, which may have masked the real value of accumulated 
damage at the end of the monitoring period. 
Considering the confidentiality usually associated with projects related to the measurement of real 
fatigue damage values, it is not easy to frame the obtained results. Nevertheless, the work presented in 
(Loraux and Brühwiler, 2015), related to the fatigue analysis of a wind turbine tower using strain 
gauges, highlights the conservatism of the current codes, based on a preliminary assessment of 
experimentally obtained accumulated fatigue damage. Although the results are not comparable, it is 
interesting to note that, even when the static, quasi-static and dynamic responses are taken into 
account, a considerably higher fatigue lifetime than the design value of 20 years is expected. 
The direct extrapolated estimation of total accumulated damage due to the dynamic component of the 
bending stress shows a considerably variation, with values between 0.0420 and 0.0213 (using the S-N 
curve from the GL standard) and 0.0319 and 0.0195 (using the S-N curve from the EC3 standard). This 
discrepancy is mainly related to the different acceleration time series considered in each algorithm for 
fatigue estimation (due to the quality indices restrictions), leading to different results at the end. This 
situation is partially shown by the different success rate presented at the last line of the table. The 
methodology using the SSI-DATA presents a higher rate. These values are comprehensible since the 
original methodology is based on the SSI-DATA, while the other two are adaptations of the method. 
The methodology based on the p-LSCF presents the worst success rate probably because it requires the 
manipulation of the state-space matrices to remove the unstable poles. 
One consequence of using different acceleration events to extrapolate the accumulated damage at the 
end of the expected fatigue life of the structure is that different wind loading conditions are 
considered. Figure 7.89 a) shows the number of events for each mean wind speed in the sector 100º - 
120º (corresponding to the main wind incidence direction) during one year using the data recorded by 
the SCADA system. Alongside, Figure 7.89 b) presents the probability density function (PDF) of the 
same data. In the same figures, the distribution of the events considered in the fatigue estimation with 
each algorithm is also shown. It is seen that, while the events considered for the SSI-DATA algorithm 
seems to follow the wind speed distribution, the other two methods diverge considerably. The SSI-
COV shows an increase in the occurrence of events in the low (lower than 7 m/s) and high wind 
speeds (higher than 15 m/s), while there is a notorious lack of events in the range 7 - 15 m/s. On the 
other hand, the events considered with the p-LSCF algorithm focus on the low wind speed region. 
These facts contribute to the discrepancy in the results presented in Table 7.22. 
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a) b) 
Figure 7.89 – Histogram a) and probability density function b) of mean wind speed (in the sector 100º-120º) during one 
year according to the data recorded by the SCADA system and to the data considered for fatigue estimation with the 
three algorithms 
 
A simple way to attest the quality of the results obtained with the three algorithms is the computation 
and comparison of damage estimated from the same acceleration time series events. In that sense, the 
results obtained with the SSI-DATA were considered as reference, since they consider more data sets, 
and only the events that were both considered for the other algorithms and the SSI-DATA were used 
to compute the estimated damage. The accumulated damage obtained with SSI-COV and p-LSCF 
algorithm is directly compared to the one computed with the SSI-DATA since they are related to the 
same acceleration events. Table 7.23 shows the results obtained with this study, presenting the 
deviation obtained relative to the reference method (SSI-DATA algorithm). As can be seen, the 
agreement is now much better, especially for the estimation based on the SSI-COV where an error 
lower than 8 % was achieved. 
 
Table 7.23 – Deviation of accumulated damage of coincident events relative to the methodology based on SSI-DATA 
algorithm 
 
 SSI-DATA SSI-COV p-LSCF 
GL - + 7.5 % - 19.8 % 
EC3 - + 7.8 % - 20.6 % 
 
The advantage of using different algorithms to estimate the fatigue damage for the same period of time 
is the ability to choose the best estimations obtained with each method for each acceleration time 
series event according to the quality indices. The results obtained for the direct extrapolated damage 
(according to the S-N curve from the GL and EC3 standards) using the best estimations from the three 
algorithms are shown in Table 7.24. It is visible the increase of the success rate to 91.0 %. 
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Table 7.24 – Estimation of accumulated damage at the end of design life considering a direct extrapolation and an 
adjusted extrapolation according to the PDF of the wind speed using the best estimations from the three algorithms 
 Direct extrapolation Adjusted to wind speed PDF 
GL 0.0371 0.0357 
EC3 0.0283 0.0271 
Success rate [%] 91.0 
 
Another advantage of using different algorithms to estimate the fatigue damage for the same period of 
time is the possibility of consider more loading scenarios and, consequently, approximate the 
considered wind conditions to the actual distribution of wind conditions. This advantage is illustrated 
in Figure 7.90, where the PDF of the mean wind speed in sector 100º - 120º obtained with the data 
considered when the best estimations from the three algorithms were used is compared with the PDF 
defined with the data recorded by the SCADA system during one year. Both PDFs seem to be similar 
enough to allow an adjustment of the results obtained with the best estimations to follow the “real” 
distribution of wind speed (as introduced in section 7.2.2.1). In this case, it was only possible to 
quantify the damage accumulation associated with the mean wind speed of 10 min. period. The results 
of accumulated damage at the end of the design life after adjusting the loading scenarios according to 
the PDF of the mean wind speed are shown in Table 7.24. 
 
Figure 7.90 – Probability density function of mean wind speed (in the sector 100º-120º) during one year of data recorded 
by the SCADA system (1 year) and the events included in the best estimation obtained with the three algorithms 
 
Naturally, the estimation of damage due to the dynamic component of fatigue would improve if more 
data from the monitoring system was available or, in case it is not possible, if a characterization of the 
wind conditions over a longer period was known.   
 
7.3.8 OPTIMIZATION OF THE MONITORING SYSTEM 
The installation of the dynamic monitoring system is desirable if it adds value to the investment. As 
referred in section 6.4.2, nowadays wind turbines are already equipped with a bi-directional 
accelerometer at the nacelle level as part of its own control system. Thus, it would be interesting to 
assess the level of accuracy that can be achieved with a dynamic monitoring system with a reduced 
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number of sensors, both for modal tracking and fatigue assessment. At the most extreme solution, it 
would be interesting to only use the top sensor as part of the monitoring system. 
This section introduces the results obtained with the two modules of the monitoring system using 
three different solutions of sensors layout. The first solution uses only one biaxial sensor at the top 
level (+74.988 m) to perform both modal tracking (for damage detection) and fatigue analysis. This 
represents the aforementioned most interesting solution from the economic point of view. The second 
proposed solution uses only one biaxial sensor at the +48.392 m level of measurement (around 2/3 of 
the tower height). Lastly, the third solution is based on the use of two biaxial sensor placed at +74.988 
m and at +48.392 m levels. 
 
7.3.8.1 Layout 1 (+74.988 m level) 
The option based on the use of only the top level of measurement (sensors S8 and S9) is the most 
interesting solution. Since wind turbines are nowadays equipped with a bi-directional accelerometer 
sensor at this position, the use of this sensor for damage detection and fatigue assessment of the 
support structure would represent an important benefit without any relevant investment. 
Although interesting from an optimization point of view, this solution presents an important 
drawback: due to the very low modal amplitude of the 2nd pair of support structure bending modes at 
this level (2 FA and 2 SS modes from Figure 7.40), it is not possible to accurately identify and track 
these two modes. This handicap has consequences for both modules of the dynamic monitoring 
system. In the context of damage detection, this optimization solution prevents the tracking of the 
most interesting indicators of foundation damage. This situation will necessarily influence the degree 
of precision in the detection of small damages at the foundation level. Moreover, it is not possible to 
consider these two modes for fatigue assessment, since it is very difficult (or even impossible) to use a 
very small modal amplitude as a reference value to scale a mode shape. 
 
Modal Tracking and Damage Detection 
The acceleration data recorded by the sensors at the top level was used to perform the tracking of the 
vibration modes. The strategy presented in section 7.3.6.2 was followed to process to the recorded data 
during the monitored period. The same input parameters for the three modal identification algorithms 
were used and the same criteria to assess the stability of the poles (Table 7.5) were followed. However, 
instead of a minimum MAC value of 0.80 in order to consider a cluster of poles to the tracking 
procedure, a minimum value of 0.50 was defined. This value was chosen due to the poor definition 
that is achieved with only one bi-directional sensor (representing only one modal amplitude per 
direction) and corresponds to a differentiation between modes in the FA and SS direction. 
Figure 7.91 illustrates the Campbell diagram obtained after the tracking procedure. From this figure, it 
is visible that, as expected, the 2 FA and 2 SS modes are badly estimated and, for that reason, should be 
disregarded. On the other hand, it is interesting to note that the influence of the harmonics is still 
disregarded after the tracking procedure. This fact is due to the complex nature of the operational 
deflection shape exhibited by poles referred to the harmonics, in contrast to the more real nature of the 
vibration modes. 
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Figure 7.91 – Campbell diagram with the tracked vibration modes with Layout 1 (SSI-COV algorithm) 
 
The statistics related to the success in the identification of the 9 vibration modes are introduced in 
Table 7.25. Comparing these results with the ones obtained when all sensors are used (Tables 7.6 to 
7.8), it is concluded that the success rate of the first 4 modes have increased when only the top sensors 
are considered. Although this might seem a contradiction, it is explained by the lower MAC condition 
imposed to consider a cluster of poles. With this MAC condition, it is only possible to distinguish 
between FA and SS modes which are, in fact, the only information that can be extracted from the mode 
shapes with this sensors layout. The coefficient of variation of the frequency values of these modes 
does not present an important increase relative to the solution using all sensors, which is a good 
indicator for their use in damage assessment. 
As regards the last 3 modes, the success in their identification was rather low and, for that reason, these 
modes were not considered for damage detection. 
 
Table 7.25 – Success rate and coefficient of variation obtained with the identification algorithms (with Layout 1) 
Mode 
SSI-COV SSI-DATA p-LSCF 
Success Rate 
[%] ௖݂௢௘௙.		௩௔௥. 
Success Rate 
[%] ௖݂௢௘௙. ௩௔௥. 
Success Rate 
[%] ௖݂௢௘௙.		௩௔௥. 
1 SS 93.8 0.005 95.5 0.005 86.3 0.005 
1 FA 86.6 0.022 87.3 0.019 43.3 0.018 
1 SS* 90.5 0.037 92.0 0.037 56.5 0.035 
2 SS* 96.9 0.031 96.9 0.031 93.6 0.029 
2 FA - - - - - - 
2 SS - - - - - - 
3 FA/ 3SS 31.7 0.012 39.7 0.018 42.8 0.012 
3 SS* 19.3 0.022 29.6 0.019 30.6 0.019 
4 FA 27.5 0.017 56.7 0.019 84.8 0.019 
 
The ability of the dynamic monitoring system to detect damage was then assessed using the first pair 
of bending modes (1 FA and 1 SS) and the rotor blades modes 1 SS* and 2 SS*. Initially, the same 
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damage scenarios shown in Table 7.21 (for a sensor layout with all sensors) were tested. It was verified 
that the damage scenario D1, related to the scour problems in an offshore wind turbine, was not 
properly detected. This scenario is especially relevant to the second pair of bending modes which are 
not detected with this solution. For that reason, a new scenario D1* related to scour damage was 
defined, reflecting the minimum detectable frequency variation of the first pair of modes. It was 
concluded that, in order to be detectable, the scenario D1* would have to imply a frequency variation 
of -0.50 % of the first pair of support structure bending modes (an increase of 2.5 times when 
compared to the original D1 scenario). In terms of scour damage, the new damage scenario D1* 
represents a depth of 0.162 times the base diameter of the monopile, i. e., a depth of 0.70 m and 0.82 m 
if the Senvion MM82 tower base and the Vestas V90 monopile are used as reference, respectively. 
Although this value is more than twice the value achieved when all sensors are used, it still represents a 
very early state of damage, being considerably lower than the recommended design value of 1.30.ܦ 
(Det Norske Veritas (DNV), 2011). 
The second damage scenario D2, reproducing a frequency variation 5 times smaller than the one 
described in a test of damaged onshore wind turbines (Pelayo, López-Aenlle et al., 2011), was also 
analysed and it was concluded that, even with this layout solution, it would be detected. In fact, the 
variation imposed by this damage scenario for the first pair of tower bending modes is similar to the 
one observed in the scenario D1*. 
The last damage scenario (D3) is related to blade damage. It was concluded that, for the same imposed 
stiffness variation described in section 7.3.6.6, the damage is still detected with this layout solution. 
 
Table 7.26 – Variation of the natural frequencies of the tracked modes associated with the damage scenarios 
 Δ݂ [%] 
Modes D1* D2 D3 
1 SS -0.50 -0.50 0.00 
1 FA -0.50 -0.50 0.00 
1 SS* 0.00 0.00 -0.65 
2 SS* 0.00 0.00 -0.65 
2 FA - - - 
2 SS - - - 
3 SS* - - - 
4 FA - - - 
 
Figure 7.92 introduces the control charts obtained for the referred damage scenarios with Layout 1. As 
can be seen, the damage is easily detected which attest the feasibility of this solution. Although some 
accuracy was lost in the damage scenario D1, it is seen that it provides a good solution for detection of 
damage at an early stage. 
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Figure 7.92 –  ܶଶ control charts associated with a scenario where no damage is present and with the three defined 
damage scenarios (Layout 1) 
 
Fatigue Results 
The estimation of fatigue damage using a single level of measurement is an interesting application for 
the methodology introduced with the virtual sensors in section 6.4.2. With this methodology, it is 
possible to estimate the response of the wind turbine support structure at any point of the structure, 
using only a (“well positioned”) single reference measurement point. In the case of the Layout 1, this 
reference point is the top measurement level. However, as was previously referred, this measurement 
position cannot be considered as “well positioned” since it coincides with a level of very low modal 
amplitude of an important vibration mode. Thus, it is not possible to accurately estimate the mode 
shape of this mode. In that sense, it was decided to despise all vibration modes and harmonics with a 
frequency value higher than 2 Hz. With this imposition, not only the second pair of bending modes is 
disregarded, but also some integer multiples of the harmonics are avoided since their operational 
deflection shapes also present a very low modal amplitude at the top of the tower. 
The importance of the second pair of tower bending modes in the context of the dynamic behaviour of 
the wind turbine structure was already described in section 7.3.6.4. It is thus expected that, using this 
sensor layout, the estimation of the acceleration at the middle and lower part of the tower will be 
underestimated. Figure 7.93 illustrates this problem, using the acceleration time series collected by the 
S8 and S9 sensors during a production period (rotor speed = 12.4 rpm). The acceleration signals were 
then processed by the methodology based on the p-LSCF algorithm. The top figures compare the 
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original signal recorded by the sensor in the FA direction with the estimated signal as a sum of modes/ 
harmonics at the measured level in time and frequency domain. On the other hand, the plots at the 
middle and bottom of Figure 7.93 are referred to the estimations of the acceleration at unmeasured 
levels. Taking advantage of the non-used sensors (at levels +21.722 m and +48.392 m), the estimated 
acceleration time series at unmeasured locations are compared with the real measured time series. 
  
  
  
Figure 7.93 – Original and estimated acceleration time series at the measured level (+74.988 m) and unmeasured levels 
(+48.392 m and +21.772 m) in the FA direction 
 
The observation of the plots in Figure 7.93 clearly shows that, as expected, the disregard of the energy 
contribution from the spectrum for frequency values higher than 2 Hz leads to an important 
underestimation of the acceleration at the lowest 2/3 of the tower. Nevertheless, it is seen that, for the 
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considered frequency range, the agreement between the estimated and the real acceleration signal is 
quite good. Even the contribution of the 3Ω harmonic (represented by the large peak around 0.62 Hz), 
which requires the estimation of its operational deflection shape, shows a good agreement. 
The processing for fatigue damage estimation was then applied to the estimated acceleration signals. In 
order to illustrate the quality of the results obtained with this layout configuration, the dynamic 
component of the bending stress from a 10 min. period acceleration event at the foundation level was 
computed. The results were compared with the stress estimation obtained with the methodology based 
on the SSI-DATA considering the three levels of measurement, since it is considered the most accurate 
of the implemented procedures. The bending stress computed with the two procedures is shown in 
Figure 7.94. It is visible that the bending stress is underestimated mostly due to the non-consideration 
of the energy of the spectrum for frequency values higher than 2 Hz. Computing the damage 
associated with the two estimations (using the S-N curve from the GL standard), it is concluded that 
the value obtained with the procedure based on the p-LSCF with Layout 1 is 3.2 times lower than the 
value achieved with the SSI-DATA methodology using all sensors. 
  
Figure 7.94 – Estimated dynamic bending stress at the foundation level due to motion in the FA direction (the vertical 
dashed lines indicate the disregarded initial and last part) 
 
The same quality indices introduced in section 7.3.7 (∆௘ and ∆௙௥௘௤) were used to despise erroneous 
estimations of fatigue damage. Naturally, these indices are only referred to the results associated with 
the considered S8 and S9 sensors. Figure 7.95 illustrates the evolution of percentage of acceleration 
events with the increase of the indices. Comparing these results with the ones presented in Figure 7.87, 
it is visible with the index ∆௘ that the errors associated with the quality of estimation of the 
acceleration time series are higher. Qualitatively, it is seen that the procedure based on the SSI-DATA 
algorithm shows the best results, followed by the SSI-COV and, lastly, the p-LSCF, just like when all 
sensors were used. In relation to the index ∆௙௥௘௤ , the p-LSCF algorithm shows, again, the best results. 
However, with this sensor layout solution, the difference to the other methods is higher than when all 
sensors are used. 
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a) b) 
Figure 7.95 – Percentage of considered events with Layout 1 with the evolution of: a) ∆ୣ index; b) ∆୤୰ୣ୯ index 
 
As referred in section 7.3.7, the comparison of the direct extrapolated damage obtained with each 
methodology does not lead to a correct estimation of the quality of the results since it compares 
estimations of damage from different events. It is visible in the probability density function of Figure 
7.96 a) that the considered events for each methodology differ considerably from each other. 
  
a) b) 
Figure 7.96 – Probability density function of wind speed (in the sector 100º-120º) recorded by the SCADA system and 
from the data considered for fatigue estimation with Layout 1 with: a) the thee algorithms; b) best estimations from the 
thee algorithms 
 
Thus, the estimated damage obtained with each methodology was compared with the damage 
estimated with the SSI-DATA using all sensors (considered the reference methodology) for the same 
events. The deviations obtained with the three methodologies are presented in Table 7.27. 
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Table 7.27 – Deviation of accumulated damage of coincident events between results with Layout 1 and the methodology 
based on SSI-DATA algorithm using all sensors 
 SSI-DATA (All sensors) SSI-DATA SSI-COV p-LSCF 
GL - -67.4 % -69.3 -41.2 % 
EC3 - -68.9 % -71.1 -42.0 % 
Success rate [%] 76.8 60.7 37.4 26.7 
 
From the results, it is evident that the damage estimations with Layout 1 were not very good. The 
damage obtained with the three methodologies is clearly underestimated. Also the success rate 
achieved is low, with only one methodology (based on the SSI-DATA) showing a rate higher than 50 
%. 
Lastly, the fatigue damage using the best estimations from the three algorithms was computed. With 
this estimation, the distribution of considered wind speed events is close to the distribution obtained 
with the SCADA data (Figure 7.96 b)). The results are introduced in Table 7.28, where they are 
compared to the ones obtained with the best estimation using all sensors. Again, the values are 
considerably underestimated. 
 
Table 7.28 – Estimation of accumulated damage at the end of design life considering an adjusted extrapolation according 
to the PDF of the wind speed using the best estimations from the three algorithms 
 All sensors Layout 1 Error 
GL 0.0371 0.015 -57.8 % 
EC3 0.0283 0.013 -52.4 % 
Success rate [%] 91.0 79.4 - 
 
7.3.8.2 Layout 2 (+48.392 m level) 
Layout 2 represents an optimization of Layout 1. While the use of the top level as single level of 
measurement showed that it is not possible to consider the 2nd pair of bending modes, Layout 2 
optimizes the selection of the single level of measurement. It was decided to use the measurement level 
at around 2/3 of the tower height (+48.392 m), since it (theoretically) enables the identification of all 
the important vibration modes. Looking to Figure 7.40, it is visible that none mode shape presents a 
reduced modal amplitude at this level. 
 
Modal Tracking and Damage Detection 
The same procedure described in section 7.3.6.2 was followed using the acceleration data collected by 
sensors S6 and S7 (at level +48.392 m). Just like in the case of Layout 1, a minimum MAC value of 0.50 
was imposed during the modal tracking in order to distinguish between FA and SS modes. The 
Campbell diagram defined by the results obtained with the modal tracking procedure based on the p-
LSCF algorithm is presented in Figure 7.97. From this figure, it is visible the good quality of the 
identification of the second pair of tower bending modes, confirming the suitability of the 
measurement location. On the other hand, it is visible that the 15Ω harmonic hinders the identification 
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of the 3 SS* mode. In fact, some clusters referred to this harmonic are misidentified as being from this 
mode. As for the other vibration modes, no further erroneous modal identifications were detected. 
 
Figure 7.97 – Campbell diagram with the tracked vibration modes with Layout 2 (p-LSCF algorithm) 
 
The success rate in the identification of the 9 vibration modes is summarized in Table 7.29. It is 
concluded that the results are good for the 1 SS, 1 SS*, 2 SS*, 2 FA and 2 SS modes, with high rates of 
success in the tracking process. On the other hand, the identification of the 1 FA presents a very low 
success rate, especially for the p-LSCF. 
 
Table 7.29 – Success rate and coefficient of variation obtained with the identification algorithms (with Layout 2) 
Mode 
SSI-COV SSI-DATA p-LSCF 
Success Rate 
[%] ௖݂௢௘௙. ௩௔௥. 
Success Rate 
[%] ௖݂௢௘௙. ௩௔௥. 
Success Rate 
[%] ௖݂௢௘௙. ௩௔௥. 
1 SS 90.0 0.005 94.8 0.005 64.6 0.005 
1 FA 46.0 0.018 61.0 0.019 18.6 0.016 
1 SS* 48.7 0.040 84.7 0.037 29.6 0.034 
2 SS* 84.6 0.031 93.4 0.031 72.5 0.029 
2 FA 90.6 0.009 92.1 0.009 90.3 0.006 
2 SS 73.5 0.012 83.3 0.011 72.8 0.010 
3 FA/ 3SS 7.2 0.017 12.2 0.016 18.4 0.016 
3 SS* 55.2 0.019 61.6 0.021 63.9 0.018 
4 FA 30.6 0.018 76.2 0.018 96.2 0.018 
 
After the modal tracking, the environmental and operational effects were removed from the frequency 
values, using a multivariate analysis (similar to the procedure described in section 7.3.6.5). Thus, using 
the frequency values as damage indicators, the three damage scenarios presented in section 7.3.6.6 
(considering the dynamic monitoring system with three levels of measurement) were tested (see Table 
7.21). 
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The control charts obtained are shown in Figure 7.98. It is evident that the three damage scenarios are 
well identified. Notwithstanding, the detection of damage referred to scenario D1 is not as clear as 
when all sensors are used. 
  
  
Figure 7.98 –  ܶଶ control charts associated with a scenario where no damage is present and with the three defined 
damage scenarios (Layout 2) 
 
Fatigue Results 
Considering the position of the selected measurement level, it is expected that the problems noticed 
during the estimation of the acceleration time series with Layout 1 would disappear with this solution. 
In that sense, the frequency cut of 2 Hz defined with the Layout 1 was not imposed. 
An example of the estimation of the acceleration time series obtained during production regimes (with 
a mean rotor speed of 11.7 RPM) in introduced in Figure 7.99. In this figure, the estimation of the 
acceleration at the measured level (+48.392 m) is presented alongside with the estimations at two 
unmeasured levels. Again, the +74.988 m and +21.772 m levels were selected in order to be possible to 
compare the estimations with the real acceleration time series. In this example, the methodology based 
on the SSI-COV algorithm was used. The very good agreement of the estimations at the unmeasured 
spots is notorious. 
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Figure 7.99 – Original and estimated acceleration time series at the measured level (+48.392 m) and unmeasured levels 
(+74.988 m and +21.772 m) in the FA direction 
 
Naturally, the same quality indices were used to discharge erroneous estimations. It is noted that, 
qualitatively, the results are similar to the ones obtained with Layout 1. Nevertheless, there is an 
important improvement in the index ∆௙௥௘௤  for the methodology based on the SSI-COV algorithm. 
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a) b)
Figure 7.100 – Percentage of considered events with Layout 2 with the evolution of: a) ∆ୣ index; b) ∆୤୰ୣ୯ index 
 
The considered events for each methodology are again not enough to independently reproduce the 
density function of the wind speed, as seen in Figure 7.101 a). Thus, the same strategy previously 
followed to compare only the coincident events between the reference results (methodology based on 
SSI-DATA, using all sensors) and the various methods using Layout 2 was followed. The results are 
summarized in Table 7.30. 
  
a) b)
Figure 7.101 – Probability density function of wind speed (in the sector 100º-120º) recorded by the SCADA system and 
from the data considered for fatigue estimation with Layout 2 with: a) the thee algorithms; b) best estimations from the 
thee algorithms 
 
The results obtained confirm the good premise indicated by the quality of the estimations. Both the 
methodologies based on the SSI-DATA and SSI-COV show damage estimations very close to the ones 
obtained with the reference results. The success rate achieved with the SSI-COV algorithms should 
also be highlighted, which is considerably higher than the with SSI-DATA. This is an indication of the 
quality of the adaptation of the post-processing tools presented in section 5.5 (originally developed to 
the SSI-DATA) to the SSI-COV algorithm. Again, the p-LSCF presented the worst results, both for the 
success rate and damage estimation.  
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Table 7.30 – Deviation of accumulated damage of coincident events between results from Layout 2 the methodology 
based on SSI-DATA algorithm using all sensors 
 SSI-DATA (All sensors) SSI-DATA SSI-COV p-LSCF 
GL - -8.1 % -1.8 % -47.8 % 
EC3 - -7.7 % +2.3 % -49.4 % 
Success rate [%] 76.8 46.5 69.4 44.7 
 
Lastly, the best estimations from the three algorithms were selected to estimate damage. With this 
consideration, the success rate increased to values similar to the ones obtained when the three levels of 
measurement are considered. At the same time, the distribution of the wind speed becomes similar to 
the one recorded by the SCADA system during one year (Figure 7.101 b)). Under these circumstances, 
the estimated damage is again close to the estimation using all sensors, with an error lower than 15 %. 
Considering the sensitivity of the S-N curve to small variations of the load cycles and the reduced 
number of recording channels used with this solution, this result has to be considered a very good 
approximation. 
 
Table 7.31 – Estimation of accumulated damage at the end of design life considering an adjusted extrapolation according 
to the PDF of the wind speed using the best estimations from the three algorithms 
 All sensors Layout 2 Error 
GL 0.0371 0.0305 -14.5 % 
EC3 0.0283 0.0233 -14.1 % 
Success rate [%] 91.0 91.0 - 
 
7.3.8.3 Layout 3 (+74.988 m and +48.392 m levels) 
Lastly, Layout 3 is a natural consequence of the two previous solutions. Layout 1 showed to be 
impractical for fatigue damage estimation, while Layout 2 demonstrated that it is a good choice for a 
single measurement level. However, opting for Layout 2 requires the installation of an additional level 
of measurement, while the top sensors are already installed. This means that the additional cost of 
using the Layout 2 or a solution based on the use of both levels of measurement is the same. For that 
reason, Layout 3 explores this possibility. It consists on the use of the two levels of measurement: at the 
top (+74.988 m) and around 2/3 of the tower height (+48.392 m). 
 
Modal Tracking and Damage Detection 
Again, the procedure previously described for the other solutions was applied to this case. The 
acceleration data recorded by sensors S6, S7 S8 and S9 was used as input for the monitoring system. 
The same input parameters described in section 7.3.6.2 were implemented. Also, since two levels of 
measurement enable a good level of detail of the mode shapes, a minimum MAC value of 0.80 was 
imposed to consider a cluster for the tracking procedure (the same value used when all sensors were 
considered). 
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The Campbell diagram obtained for the analysed period of data with this layout solution is shown in 
Figure 7.102. The results are in good agreement with the ones obtained when all sensors were used. 
However, it is noted a small influence of the 15Ω harmonic on the identification of the 3 SS* vibration 
mode, although in a smaller extent than in Layout 2. 
 
Figure 7.102 – Campbell diagram with the tracked vibration modes with Layout 3 (p-LSCF algorithm) 
 
The statistics about the identification of the 9 vibration modes are summarized in Table 7.32. A 
significant improvement is clearly noticed in the success rate of the identification of almost all 
vibration modes. In fact, for some modes, the results are better than the ones obtained when all sensors 
are used. Nevertheless, the identification of the 1 FA mode by the p-LSCF algorithm is slightly lower 
than when all sensors are considered. 
 
Table 7.32 – Success rate and coefficient of variation obtained with the identification algorithms (with Layout 3) 
Mode 
SSI-COV SSI-DATA p-LSCF 
Success Rate 
[%] ௖݂௢௘௙.		௩௔௥. 
Success Rate 
[%] ௖݂௢௘௙. ௩௔௥. 
Success Rate 
[%] ௖݂௢௘௙.		௩௔௥. 
1 SS 94.2 0.005 95.9 0.005 90.6 0.005 
1 FA 82.7 0.021 80.2 0.019 59.7 0.020 
1 SS* 80.7 0.038 89.3 0.037 85.9 0.037 
2 SS* 93.9 0.031 95.4 0.030 93.3 0.030 
2 FA 91.1 0.009 92.2 0.008 90.5 0.006 
2 SS 74.1 0.012 82.3 0.011 69.4 0.010 
3 FA/ 3SS 12.4 0.013 17.6 0.012 48.3 0.010 
3 SS* 44.1 0.018 56.6 0.018 81.8 0.018 
4 FA 19.3 0.019 56.8 0.020 97.0 0.019 
 
Considering the quality of the results achieved, the same damage scenarios defined in section 7.3.6.6 
were also tested for this layout solution (see Table 7.21). 
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The control charts obtained for the three damage scenarios are exposed in Figure 7.103. It is visible 
that the damage events are clearly identified, with results in line with the ones presented for a layout 
solution based on all sensors. 
  
  
Figure 7.103 – ܶଶ control charts associated with a scenario where no damage is present and with the three defined 
damage scenarios (Layout 3) 
 
Fatigue Results 
Given the distribution of sensors in Layout 3 and the good results achieved with the modal tracking, it 
is expected that the estimation of the acceleration time series at unmeasured locations would be also 
good. Just like in the Layout 2, the frequency cut imposed for Layout 1 was not implemented in this 
solution. 
The good estimation of the acceleration time series at unmeasured locations can be attested with 
Figure 7.104, referred to an event during a production period (with a mean rotor speed of 14.1 RPM). 
In this figure, the estimated accelerations at measured (+74.988 m and +48.392 m) and unmeasured 
(+21.772) positions in the FA direction are compared with the recorded time series by the sensors at 
the same positions. For this example, the methodology based on the SSI-DATA algorithm was used. It 
is visible that the estimated acceleration time series at the unmeasured position is very good. 
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Figure 7.104 – Original and estimated acceleration time series at the measured levels (+74.988 m and +48.392 m) and 
unmeasured levels (+21.772 m) 
 
Figure 7.105 evidences the evolution of the number of events with the increase of the two considered 
quality indices (߂௘ and ߂௙௥௘௤) referred to the 4 used sensors. The results obtained with this layout 
solution are similar to the ones achieved with all sensors. 
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a) b) 
Figure 7.105 – Percentage of considered events with Layout 3 with the evolution of: a) ∆ୣ index; b) ∆୤୰ୣ୯ index 
 
The deviation associated with the direct comparison of the damage estimated with each methodology 
(using Layout 3) and the damage estimated with the reference methodology (SSI-DATA algorithm, 
using all sensors) for coincident events was again used to assess the quality of the results. The 
deviations are presented in Table 7.33. It is seen that results obtained with the SSI-DATA algorithm 
represent a very good agreement with the reference results, also showing a good success rate. Both the 
other two algorithms show lower success rates. Notwithstanding, they both show a good agreement of 
the damage estimation with the reference results, especially the methodology based on p-LSCF 
algorithm. 
  
a) b) 
Figure 7.106 – Probability density function of wind speed (in the sector 100º-120º) recorded by the SCADA system and 
from the data considered for fatigue estimation with Layout 3 with: a) the thee algorithms; b) best estimations from the 
thee algorithms 
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Table 7.33 – Deviation of accumulated damage of coincident events between results from Layout 3 the methodology 
based on SSI-DATA algorithm using all sensors 
 SSI-DATA (All sensors) SSI-DATA SSI-COV p-LSCF 
GL - +7.9 % -20.7 -13.3 % 
EC3 - +9.8 % -20.7 -13.1 % 
Success rate [%] 76.8 70.8 39.4 30.5 
 
Using the best estimations provided by the three algorithms to increase the range of damage scenarios 
included in the analysis, it is possible to extrapolate the damage expected at the end of the design 
fatigue life according to the measured probability density function (PDF) of the mean wind speed. 
Figure 7.106 compares the PDF of the mean wind speed measured for the sector 100º-120º for the 
acceleration events considered when the best estimations from the three algorithms are used with the 
PDF obtained with the data recorded by the SCADA system during one year. The results obtained with 
the best estimation were then adjusted to follow the PDF of the mean wind speed obtained from the 
SCADA system. The results obtained are summarized in Table 7.34. It is visible that the estimation 
obtained with this layout solution is very similar to the estimated using all sensors (deviations smaller 
than 7 %), while a good success rate is also achieved. 
 
Table 7.34 – Estimation of accumulated damage at the end of design life considering an adjusted extrapolation according 
to the PDF of the wind speed using the best estimations from the three algorithms 
 All sensors Layout 3 Error 
GL 0.0371 0.0374 +4.93 % 
EC3 0.0283 0.0289 +6.87 % 
Success rate [%] 91.0 86.8 - 
 
7.3.9 CONCLUSIONS 
This section presented a complete analysis of the installation and implementation of a vibration-based 
structural health monitoring system in a 2.0 MW wind turbine. It starts with the presentation of the 
main characteristics of the wind turbine, together with a description of its operating conditions. 
Alongside, the modal results obtained with two developed finite element models are presented, serving 
for an initial assessment of the wind turbine vibration modes. 
Then, the dynamic behaviour of the wind turbine structure under operational and parked conditions 
was analysed. The application of the implemented algorithms (SSI-COV, SSI-DATA and p-LSCF) for 
modal identification was successfully employed, allowing to identify 9 vibration modes, among tower 
and rotor blades modes. The continuous assessment of the wind turbine dynamic properties permitted 
to completely characterize its modal parameters throughout the different operating regimes. The 
developed methodology allowed to remove the influence of the harmonics in the identification of the 
most important vibration modes. 
The analysis of the collected data during more than one year permitted to identify 51 data sets 
corresponding to free decay events. These acceleration events were analysed using two different 
Chapter 7 
 
    351 
methodologies: one based on the adjustment of an exponential window and another based on the SSI-
COV algorithm. The results obtained with both methods presented very coherent outcomes. 
Nevertheless, the values obtained for the damping of the 1 FA mode showed some variability which 
could not be fully explained. 
An analysis about the relative contribution of the vibration modes and rotor harmonics to the 
measured acceleration was also performed following the procedure described in section 5.5. It was 
noticed that the participation of the modes/ harmonics on the measured signal is clearly dependent on 
the operating conditions and on the tower section under analysis. 
After this, the identified natural frequency values of the tracked vibration modes were used to assess 
the influence of operational and environmental effects. In that sense, static and dynamic models were 
tested. Among these, the static model SM2 provided the best results, demonstrating the ability of the 
implemented methodology to minimize the influence of these external effects on the measured natural 
frequencies. 
Using the outcomes obtained with the application of the regression model to the identified natural 
frequencies, the ability of the developed methodology to detect abnormal structural changes was 
tested. It was demonstrated the accuracy of the system to identify small variations of the tower bending 
modes along the yaw angle. This represents an important achievement since it allows to identify 
possible asymmetric conditions of the foundation stiffness. In addition, the methodology also proved 
being able to detect frequency variations associated with small damages on the foundation of onshore 
and offshore wind turbines and, although with a smaller precision, on the blades. 
The fatigue condition of the wind turbine tower was also assessed following the procedure introduced 
in section 6.4.1.1. Due to the impossibility to install sensors to quantify the quasi-static motion of the 
tower, it was only possible to estimate the condition of the structure due to the dynamic component of 
fatigue. In that sense, the considerations made in this context only intended to validate the proposed 
methodology and did not aim to analyse the real fatigue condition of the structure. It was 
demonstrated that, for this scenario of study, the methodology based on the SSI-DATA and SSI-COV 
algorithms delivered the best results. A strategy based on the use of the best estimation from the three 
algorithms was also tested with good results. 
Finally, an optimization of the dynamic monitoring system considering different sensors layout was 
proposed and tested. The first solution, based on a biaxial sensor at the tower top, revealed some 
deficiencies on the identification of some modes. Even though, it has proved successful in the 
identification of small damages (although without the precision of the solution based on all sensors). 
On the other hand, this layout performed very poorly for the fatigue assessment of the tower. Both 
layout solutions 2 and 3, based on one and two biaxial sensors, respectively, evidenced the good ability 
for detection of damage at an early stage and for fatigue assessment of wind turbine towers. 
In short, this section proved the suitability of the developed vibration-based monitoring system to be 
implemented in wind turbines. The usefulness of the damage detection module was clearly 
demonstrated, while the component regarding the fatigue assessment of the tower is still at a 
development stage, requiring additional testing. Nevertheless, the results already obtained permit to 
anticipate the potential of this solution. 
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8  
CONCLUSIONS AND FUTURE 
RESEARCH 
 
8.1 CONCLUSIONS 
This work explored the potential of using operational modal analysis in the monitoring of wind 
turbines. In this scope, several processing routines were developed and implemented to extract the 
maximum information that a monitoring system based on the dynamic response of wind turbines can 
deliver. The developed methodology was implemented into a vibration-based monitoring system, 
capable of operating continuously and in an automated way, that transforms the collected data into 
useful information for the wind farm owners. 
The thesis starts with a global perspective of the wind energy industry. An overview of the main 
technical evolutions of wind turbines was presented, focusing on two crucial aspects that defined the 
success of some models: reliability and cost effectiveness. Then, a description of the main structural 
elements of wind turbines is made, with a special emphasis on their reliability and cost. A brief 
description of the main theories describing the performance of wind turbines is also introduced, 
aiming to facilitate the comprehension of the response of the turbine under different operating 
conditions. 
Then, the focus of the thesis is orientated to the analysis and characterization of the dynamic 
behaviour of wind turbines. This characterization was helpful to study the applicability of the OMA 
techniques, used in the context of the work (SSI-DATA, SSI-COV and p-LSCF), to wind turbines. 
Several methodologies developed and implemented in the context of the dynamic monitoring system 
are also described: 
o Automated procedure for operational modal analysis; 
o Computation of the relative contribution of the vibration modes and harmonics to the 
measured acceleration response; 
o Statistical tools for detection of damage; 
o Fatigue assessment of the support structure using a reduced number of sensors. 
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The processing tools developed in this thesis were validated using three case studies. The first case 
study comprises the analysis of vibration data collected during two distinct periods on an Izar Bonus 
1.3MW/62 wind turbine. With this study, some important achievements should be referred: 
o The ability of the SSI-COV and p-LSCF algorithms to accurately identify the main tower and 
rotor blades vibration modes of the Izar Bonus 1.3MW/62 wind turbine using both 
accelerometers at the tower and fibre Bragg grating sensors at the blades was demonstrated; 
o Analysis of the data collected before and after the Rotor Blade Extension was used to 
demonstrate the precision of the implemented modal identification algorithms to detect small 
variations of frequency, being able to detect the frequency shift associated with an increase of 1 
% of the blades mass. 
The second case study is an offshore Vestas V90-3.0MW wind turbine. For this study, a short period of 
data collected with a dynamic monitoring system was considered. The main conclusions regarding this 
analysis were: 
o The potential of the SSI-COV and p-LSCF algorithms to identify the most important vibration 
modes of an offshore wind turbine was demonstrated for operating and non-operating 
conditions; 
o The developed methodology for automated identification of the modal properties of the wind 
turbine was successfully employed, giving a good indication about the possibility of its 
application to generic onshore and offshore wind turbines. 
Lastly, the third case is the most complete study of this thesis. It comprises the analysis of the 
acceleration data collected during a period of one year at a Senvion MM82 wind turbine. The major 
achievements obtained with this analysis are: 
o The methodology developed for continuous assessment of the modal properties was 
successfully tested in the Senvion MM82 wind turbine. With this analysis, the suitability of this 
methodology for identification of the properties of the main vibration modes under several 
operating conditions was demonstrated; 
o The analysis of the relative contribution of the vibration modes and harmonics for the 
acceleration response of the wind turbine showed the influence of the varying operating 
conditions on the dynamic behaviour of the turbine. Depending on the tower section under 
analysis and on the conditions of operation, the acceleration response may be dominated by 
the structural response due to the harmonic excitation 3Ω or by the 1 FA or 2 FA vibration 
modes; 
o The use of a regression model demonstrated to be a suitable solution to minimize the 
operational and environmental effects. A model composed by individual static regression 
models for each operating regime proved to deliver the best results; 
o The developed monitoring methodology showed its ability to detect small variations of the 
natural frequencies, associated with damages at a very early stage on foundation of onshore 
and offshore turbines. A lower precision was achieved in the detection of blades damage; 
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o The proposed procedure for assessment of the wind turbine tower due to the dynamic 
component of fatigue was validated. Additional testing is required to extract meaningful 
results from this methodology; 
o An optimization of the dynamic monitoring system considering a reduction of the number of 
sensors was tested. It was concluded that significant results can be obtained for detection of 
damage using only one biaxial sensor at the tower top. However, in order to achieve results for 
both damage detection and fatigue assessment with a precision similar to the ones obtained 
when all sensors are considered, a solution based on one biaxial sensor installed on a 
convenient position or a solution based on two biaxial sensors are required. This last solution 
may, in fact, only require the installation of one additional sensor if the sensor incorporated in 
turbine control system can be used. 
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8.2 FUTURE RESEARCH 
The work presented in this thesis contains useful contributions for the development of a vibration-
based monitoring system to be implemented in wind turbines. Notwithstanding, some future research 
is still needed to benefit from all the potential that a dynamic monitoring system can provide. Some 
interesting topics are presented in the following paragraphs: 
o By continuing the collection of data of the Senvion MM82 wind turbine, it would be possible 
to assess the increase in precision in the detection of damage using a more complete regression 
model (improving the mitigation of the external effects over the natural frequencies) and using 
more observations to compute the ܶଶ control chart (which would lead to more robust results); 
o The installation of sensors in the rotor blades would permit to assess the increase in precision 
in the detection of damage in these structural elements, with regard to the accuracy obtained 
with the sensors installed at the tower. However, it is expected an additional difficulty in the 
analysis of the blades vibration data due to the influence of the rotor rotation. In that sense, 
effective tools to remove this effect need to be developed; 
o The fatigue assessment of the wind turbine support structure requires further developments. 
In that sense, the installation of sensors for measuring the quasi-static motion of this structure 
is needed. Using this data, it would be possible to integrally apply the proposed procedure for 
fatigue assessment described in section 6.4.1; 
o The accuracy of the estimated displacements obtained by integration of the acceleration time 
series requires an experimental validation. Thus, the installation of strain gauges in the wind 
turbine support structure would permit to study the precision obtained with this process 
(mainly for the lower frequency range of the spectrum); 
o Alternative sensors to measure the dynamic response of wind turbines, such as MEMS sensors, 
should be also tested, in order to lower the installation costs. The precision obtained with this 
low-cost sensors should be then compared with the one obtained with more expensive sensors, 
such as the ones used in this work. With this information, a cost-benefit analysis would give an 
important insight about the possibility of making the system more accessible, allowing its 
installation on a larger number of turbines. 
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APPENDIX A 
MODEL RESPONSE ESTIMATION - 
VALIDATION 
 
 
A.1. INTRODUCTION 
In order to validate the concepts introduced in section 5.5, related to the decomposition of the 
recorded acceleration signal into several modal (and harmonic) responses, a simple example is 
presented in this section. In that sense, a simple small-scale model of a two-floor frame structure is 
used. The analysis is conducted using only one direction, as shown in Figure A.1 a). The stiffness ܭ, 
mass ܯ and damping ܥଵ matrices of the structural system are introduced in Figure A.1 b). 
 
 
ܭ ൌ ቂ14.655 െ7.328െ7.328 7.328 ቃ	ሺ݇ܰ/݉ሻ 
 
ܯ ൌ ቂ0.0018 00 0.0018ቃ	ሺݐ݋݊ሻ 
 
ܥଵ ൌ ቂ 0.0046 െ0.0023െ0.0023 0.0023 ቃ	ሺܭܰ. ݏ/݉ሻ 
a) b) 
Figure A.1 – a) Illustration of the two-floor frame structure; b) Structural matrices of the model 
 
With the previously introduced matrices, two vibration modes with well separated natural frequency 
values are obtained. The natural frequency and modal damping ratio values of the system as presented 
in Figure A.2, as well as illustrations of the mode shapes. 
 
 
 
 
y1(t)
y2(t)f2(t)
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ଵ݂ ൌ 6.336 ܪݖ 
ߦଵ ൌ 0.618	% 
 
ଶ݂ ൌ 16.587 ܪݖ 
ߦଶ ൌ 1.618	% 
 
Figure A.2 – Modal characteristics of the two-floor frame structure 
 
A.2. NUMERICAL SIMULATION 
Using the introduced structural system, a numerical simulation was performed using the methodology 
presented in (Magalhães, 2010). Initially, a broadband excitation was artificially generated with 
normally distributed random numbers. This excitation was applied at the floor levels ( ଵ݂ሺݐሻ and ଶ݂ሺݐሻ).  
The response of the structural system was obtained based on the discrete-time state-space model from 
the structural system, using a frequency sampling of 50 Hz. The considered time length of the 
simulation was 600 s. The simulated acceleration time series at the floor levels (yଵሺtሻ and yଶሺtሻ) were 
computed as outputs. 
Once the acceleration signals from the two floors were obtained, the methodology described in section 
5.5 was applied using the three different modal identification algorithms. In that sense, it was required 
to tune the input parameters from each method. After an initial period of training, the parameters 
shown in Table A.1 were selected. The first line of the table (“Modal Identification”) refers to the 
different input parameters required for each algorithm, while the second line (“Modal Response”) 
denotes the values of the ݅ parameter for the post-processing tool, according to section 5.5. Since the 
SSI-DATA algorithm uses the ݅ parameter in the modal identification process, it is not necessary to 
define a new value for the post-processing step. 
 
Table A.1 – Input parameters of the different algorithms used for modal identification and modal decomposition of 
the signal 
 SSI-DATA SSI-COV p-LSCF 
Modal 
Identification 
݅ 100 2. ݅ െ 1 257 Nº of points of 
the Half-spectra 
512 
Modal Response - - ݅ 90 ݅ 100 
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The results obtained with the application of the modal response post-processing tool to the output 
acceleration time series from the first floor are presented in Figure A.3. In this figure, the simulated 
acceleration is shown at the top, while the modal responses corresponding to the 1st and 2nd mode are 
illustrated in the middle and bottom plots. It is possible to attest that the estimated modal responses 
obtained with the different algorithms are almost coincident. 
 
 
 
Figure A.3 – Output acceleration time series at level 1 (top) and estimated responses for the 1st and 2nd vibration modes 
obtained with the different algorithms during the whole period of simulation 
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Aiming to highlight the good initial impression given by Figure A.3, Figure A.4 presents the same 
results from the previous figure for a shorter time length (10 seconds). Again, the top plot refers to the 
numerically obtained acceleration, while the other two shows the modal responses from to the 1st and 
2nd modes obtained with the different algorithms. In this figure, the very good agreement between the 
modal responses is evident. 
 
 
 
Figure A.4 – Output acceleration time series at level 1 (top) and estimated responses for the 1st and 2nd vibration modes 
obtained with the different algorithms during a period of 10 seconds 
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The analysis previously presented for the results achieved for the first floor of the structural system was 
also performed with the acceleration output of the second floor. 
Figure A.5 – Output acceleration time series at level 2 (top) and estimated responses for the 1st and 2nd vibration modes 
obtained with the different algorithms during the whole period of simulation 
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A detailed representation of the results is introduced in Figure A.6. In this figure, the good agreement 
obtained for the modal responses is clearly noticed. 
 
 
 
Figure A.6 – Output acceleration time series at level 2 (top) and estimated responses for the 1st and 2nd vibration modes 
obtained with the different algorithms during a period of 10 seconds 
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APPENDIX B 
IZAR BONUS 1.3MW/62 WIND 
TURBINE – MODE SHAPES 
 
 
B.1. INTRODUCTION 
In this annex the mode shapes of the identified vibration modes of the Izar Bonus 1.3MW/62 wind 
turbine are presented. 
 
B.2. ANALYSIS OF ACCELEROMETERS MEASUREMENTS 
The mode shapes estimated from the acceleration measurements included ordinates at the 
instrumented blade and at the instrumented sections of the tower. For each mode, two lateral views 
(along the FA and SS direction) and one top view are presented in Figure B.1. 
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ଶ݂ = 0.46 Hz 
   
ଷ݂ = 0.53 Hz 
   
ସ݂ = 1.13 Hz 
   
-20 0 20
0
10
20
30
40
50
60
70
FA direction
-20 0 20
0
10
20
30
40
50
60
70
SS direction
-30 -20 -10 0 10 20 30
-30
-20
-10
0
10
20
30
FA direction
SS
 d
ire
ct
io
n
-20 0 20
0
10
20
30
40
50
60
70
FA direction
-20 0 20
0
10
20
30
40
50
60
70
SS direction
-30 -20 -10 0 10 20 30
-30
-20
-10
0
10
20
30
FA direction
SS
 d
ire
ct
io
n
-20 0 20
0
10
20
30
40
50
60
70
FA direction
-20 0 20
0
10
20
30
40
50
60
70
SS direction
-30 -20 -10 0 10 20 30
-30
-20
-10
0
10
20
30
FA direction
SS
 d
ire
ct
io
n
Appendix B 
 
    365 
ହ݂ = 1.14 Hz 
   
଺݂ = 1.32 Hz 
   
଻݂ = 1.47 Hz 
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଼݂  = 2.02 Hz 
   
ଽ݂ = 2.06 Hz 
   
ଵ݂଴ = 3.33 Hz 
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ଵ݂ଵ = 3.45 Hz 
   
ଵ݂ଶ = 3.74 Hz 
   
ଵ݂ଷ = 4.03 Hz 
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ଵ݂ସ = 4.86 Hz 
   
Figure B.1 – Mode shapes of the vibration modes identified with the measurement system based on accelerometers 
 
B.3. ANALYSIS OF FIBRE BRAGG GRATING SENSORS MEASUREMENTS (AFTER RBE) 
The amplitude of the modal curvatures from the first 6 rotor related vibration modes identified after 
the RBE are compared with correspondent modes identified before the RBE in Figure B.2. The modes 
related with tower motion are not presented since the influence of the installation of the RBE is more 
relevant in the rotor modes. 
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ହ݂ = 1.15 Hz ହ݂ = 1.10 Hz 
  
଺݂ = 1.33 Hz ଺݂ = 1.29 Hz 
  
଻݂ = 1.45 Hz ଻݂ = 1.43 Hz 
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଼݂  = 2.04 Hz ଼݂  = 1.95 Hz 
  
Figure B.2 – Comparison of the amplitude of the modal curvature of the first 6 identified rotor related modes before and after 
the RBE 
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