Abstract-In a future scenario where many devices can be controlled using the voice, easy and intuitive access will be crucial for avoiding cognitive overload when users are faced with many different systems and interaction models. We propose a model for interaction with spoken language interfaces applied to heterogeneous tasks for service robots, based on the idea of using a family of lifelike characters. We argue that we can signal important features of the speech interface by using certain visual cues. The aim is to facilitate learning and transfer between interfaces. We discuss challenges for dialogue design affecting learnability in the light of the speech interface constructed for our full-scale robot prototype CERO.
I. INTRODUCTION

R
ECENT developments in service robotics promise a future where robots become part of the electronic landscape of our offices and homes. In addition, the cost of hardware will become low enough to equip any kind of device with a spoken language interface.
A general assumption of this work is that careful dialogue design may have beneficial effects on the complexity of interactions that the system needs to handle. We will discuss some issues which we have found to be important for dialogue design, starting with the general question of how models of human-to-human conversation can be used to reduce the effort of learning required by users to handle speech interfaces for service robots.
Engaging in dialogue from the robot's perspective can, in computational terms, be formulated as finding the solution to the problem of executing the next appropriate system task, i.e., a physical action, an utterance, or a combination of these two. Identifying the attributes and conditions that determine what an appropriate action is requires careful design efforts. From a software engineering perspective spoken human-machine dialogue, using a conversational style of interaction, requires advanced models of discourse and task-related domain knowledge. The contribution of this work is rather how naturalness can be sup- ported through means of dialogue design than an attempt at addressing the computational aspects of human-robot interaction.
This paper is organized as follows. Initially, we discuss learnability issues of speech interfaces in general and the affordances of human conversational agents. Then, we present some usage scenarios and how we have addressed these within the design of the speech interface for our fetch-and-carry robot CERO ( Fig. 1 ; see also [1] ). After this, we turn to a more general discussion of an interface metaphor where the central idea is to use what we call a family of lifelike characters. The aim is to reduce the effort spent on learning a new style of interaction as users switch between interfaces with diverse tasks. We conclude our paper by discussing some remaining issues of speech interfaces based on our analyses of video-recorded dialogues.
II. LEARNABILITY OF SPEECH INTERFACES
One of the arguments that has been used for natural language user interfaces using a conversational style of interaction is that learning is not required. In reality, learning always takes place, since even state-of-the-art spoken language interfaces only provide more or less poor imitations of human behavior and intelligence. Consequently, the user needs to acquire a specific style of interaction for every new speech interface.
One of the key issues for the usability of speech interfaces is that the barrier for first-time use must be as low as possible, preferably as low as to afford first-time success.
Learnability is defined in ISO 9126 as attributes of a system that have a bearing on the effort required by its users to learn its application [2] . Other factors affecting usability are the ability for users to understand the concept of the system (understandability) and the effort required to control the interface (operability).
There is a wide range of principles that affect learnability in human-machine interaction [3] . The ones that are most applicable to human-robot communication are predictability, consistency, and familiarity (e.g., affordances). Designing for learnability in this sense means, in practical terms, to use design elements that give the user intuitive cues for understanding the functions that the system offers.
One way to facilitate learning is to use a design where functions and features of the speech interface are consistently used in many different speech interfaces. Rosenfeld et al. ([4] , [5] ) discuss a framework called Universal Speech Interfaces (USIs). The fundamental hypothesis of this is that when a user has acquired the skills needed to handled one USI-based application, learning speed is improved for new applications that use the same interface model. This is achieved by using the same commands and style of interaction (i.e., the "say-and-sound" of the interface) for the types of phenomena recurring in many dialogues (e.g., asking for help, error handling, navigation commands). The practical consequence of this is that interface components behave and look in a similar fashion for all the applications running within the same system environment.
Another important means of increasing usability and learnability are the practical techniques to guide the users' speech using specific prompts as discussed by Yankelovich [6] . For example, explicit hints, or help messages, can encourage the user to utilize specific discourse strategies. The use of tutorials for novice users has also been proposed by Kamm et al. [7] as a factor that may have positive effects on the usability for speech interfaces.
III. AFFORDANCES OF CONVERSATIONAL AGENTS
Natural language interaction is one of the most prominent human activities. From very early years we learn to recognize what it means to use language in a social setting. We learn and adapt to patterns of interaction that are common to all humans within a certain community. For this purpose, we possess mental models, just like we have mental models of interaction with doorknobs, stoves, and light switches.
In the following, we take the view that embodied human-like agents afford human-like communication. The anthropomorphic features of these agents, together with their behavior, signal to users what kinds of natural language interaction they support.
The concept of affordances perhaps needs some further explanation. In a psychological perspective, objects afford different kinds of behavior (e.g., a door handle affords pulling, a button affords pushing) [8] , which are determined by cognitive and cultural factors. Gaver [9] points out that the affordances of an object are related to both the physical attributes of the object to be acted upon, and the way the actor perceives and understands them. Relationships like these can often be described using terms like, e.g., "graspability," describing the relation between ball size and hand size, or "climbability," meaning a relation of individual stairs and how people perceive how difficult it is to climb them.
A common view is that the affordances of the human body, especially the human face, play a special role during language perception and understanding. For instance, facial gestures (e.g., mouth movements) seem to aid the auditory perception process [10] . Thus, the affordances of human-like embodied agents are believed to provide strong cues for interaction and people seem to find them engaging [11] .
According to linguistic theories of human-to-human conversational behavior, the participants of dialogue are engaged in joint cooperative behavior to achieve common goals [12] , [13] . During the dialogue, the interlocutors try to establish mutual belief by performing coordinated actions that are oriented toward a set of goals [14] . Issuing feedback is one important feature of the process of achieving common ground in human dialogue. Feedback signals may be either linguistic, using back-channels and other linguistic structures, or nonverbal, using the body to issue gestures (e.g., nod, shake, raise eyebrows). Thus, speech and body gestures can be viewed as the two primary modes of production of feedback. These two modalities either reinforce each other by introducing redundancy or add information to one another. Allwood et al. [12] list the following functions of body gestures:
1) adding emotions and attitudes, e.g., smiling to display a friendly attitude; 2) adding illustrations to verbal content, e.g., pointing in a certain direction, or drawing the shape of an object; 3) adding information pertaining to interactive communication management, e.g., nodding to show that the current message has been understood. The concept of affordances of embodied agents and the models of conversational behavior described above can be combined when designing speech interfaces. Consequently, a design of a speech interface that uses embodied characters needs an appropriate set of affordances that signal what the communicative behavior of that interface are. The REA system developed by Cassell et al. [15] is a good example of how conversational behavior can be used in a spoken language interface, e.g., the system uses head gestures to manage turn taking. It also raises its eyebrows for providing feedback when a sentence has been understood.
IV. USERS AND DIVERSE SPEECH INTERFACES
We have created a set of scenarios in order to reflect upon how users may encounter speech interfaces in their daily life. Scenarios where a user is interacting with a single service robot poses interesting challenges, but the challenges become even greater when considering the case of multiple speech interfaces providing a wide range of services. We are especially interested in what kind of metaphors could provide viable models for straightforward and intuitive access to devices where the underlying system has diverse tasks.
A. Scenario 1: Interfacing a Single Agent
The following simple scenario illustrates the kind of tasks that we intend that the users will be able to perform using the dialogue interface of a robot. The tasks that the robot performs seem simple from a robotics perspective, but our experience is that there are a number of nontrivial issues concerning modeling the human-robot dialogue, as we will see below.
Delivering:
The user Kim wants to send a commented article to one of her colleagues. She summons the robot by turning to the robot, saying "Robot." The robot is activated by the command word and responds: "How may I help." Kim says "Deliver." The robot asks for a place where the object should be delivered. When the robot has enough information it starts navigating to the office of Kim's colleague. Upon arrival, the robot states its mission and waits. Then, after a short while, it returns to its standby position.
B. Scenario 2: Diverse Interfaces
In the following scenarios the user interface requires the use of a different model for user interaction. The scenarios listed below are different with respect to the style of interaction they demand.
Microwave oven: Kim comes into the kitchen. She puts a pizza in the microwave oven. After the lid is closed, the oven utters "Pizza! Cook time 3 minutes. Push yes button to start cooking, or specify the time, please." Kim thinks for a while, but does not push the button. Instead she picks up the microphone hanging from the microwave oven and says "2," the oven lights up, and the pizza is cooked for two minutes.
Refrigerator: When Kim shuts the refrigerator after taking the last can of soda, it makes a beeping noise and says: "Last soda taken, should I place an order?" Kim responds to this by uttering "yes," speaking into the microphone beneath the screen, and the refrigerator replies "How many?" Kim says "A dozen." The refrigerator makes a beep and goes quiet. Recalling different styles of interaction from memory is generally hard for users to do, and there is clearly a need for consistency in interfaces like the ones exemplified above. Designing for transfer between interfaces is, therefore, an important question that needs to be addressed from different perspectives. At the abstract level of software architectures, it is necessary to provide abstract interfaces to find uniform ways of interacting with the user [16] . One of the goals of dialogue design addressing issues of consistency and learnability is to reduce the effort of users transferring between interfaces [4] .
V. SPEECH INTERFACE INFRASTRUCTURES
The currently used infrastructures for speech interfaces are mainly centered around a single application. This means that there is a one-to-one relationship between a speech interface and an application. Common examples of this kind of system are various voice dictation applications available for personal computers. Most research systems for service robots also have a centralized model using a dedicated speech interface, e.g., the JIJO-2 robot [17] . In a setting where there are several speech interfaces available, solving diverse tasks, the user will most likely be required to learn many different models of interaction.
If we consider how interaction will appear from the user's point of view it is important what kind of infrastructure is used to record the user's commands. We are considering two main architectures for interfacing multiple speech interfaces.
• Direct/Situated: Speaker-independent speech interfaces are directly attached to devices [see Fig. 2(a) ].
• Centralized (Voice-Portal): Every user carries a personal interface device [see Fig. 2(b) ].
VI. CERO SPEECH INTERFACE
Our full-scale prototype robot CERO (Fig. 1) has been developed with the aim of assisting users with everyday tasks such as fetching and delivering objects in an office environment. The target users suffer from physical impairments that make it difficult to move around and to carry lightweight objects. The work model can be characterized as user centered, meaning that we bring users into the process at different stages of development [18] - [20] .
The development of the spoken dialogue interface started by analysing the types of tasks, relevant to the user, that the robot platform would be able to perform. The physical capability of the current system allows the robot to move between points in a predefined map. This means that the robot normally performs tasks based on instructions issued by a single user. In some cases, other users may also be engaged, by the robot or by the first user, in a collaborative effort to solve the task.
With these constraints as a starting point, we have worked with simulation techniques as well as with synthetic dialogues, i.e., dialogues constructed in order to explore possible commands and dialogue patterns.
A. Synthetic Dialogues and Wizard-of-Oz Simulation
By constructing dialogue examples, we were able to explore what type of dialogue capabilities we need to address when building the dialogue system. Others have also used this method as a means of assessing how users envision their interchange with a robot (e.g., [21] and [22] ). The sample dialogue of Example 1 illustrates such a constructed dialogue.
Example 1 is a prototypical (synthetic) dialogue illustrating an explicit style of grounding a task.
U: Robot! R: What is the mission? U: Go to the kitchen R: Go to the kitchen? U: Yes
R:
Going to the kitchen However, the use of synthetic dialogues can only take us as far as our own educated guesses allow. Subsequently, we wanted to assess how our ideas would be received by real users. This was done by letting users interact with the robot to solve a task in an office environment. For this purpose, we used a first prototype of our robot equipped with a provisional transport compartment and a loudspeaker to play prerecorded synthetic speech. The robot's movements and responses were controlled by two so-called wizard operators. The user is made to believe that she is interacting with a fully functional system. This technique is referred to as Hi-Fi or Wizard-of-Oz Simulation, and it has been used for different types of agent-based systems [23] , [24] . From the data collected, we were able to qualify a set of dialogue acts that needs to be handled within the system.
B. Dialogue Design
The dialogue handling in the CERO dialogue system is based upon a set of rules which decides what actions are appropriate given the input and the current system state. The interaction between the system and the user can be modeled as a finite-state machine. A state-based design only deals with the ideal flow of dialogue and, thus, there is a need for general principle for handling errors and breakdowns within the dialogue.
To support learnability, we are striving for predictability and consistency of the utterances used in the system. The way we accomplish this in the CERO dialogue system is to use prompts that initially request the user to specify a task, then, prompts that reflect, or repeat, what the system has recognized. Another strategy for providing predictability is to provide explicit prompts that limit the range of possible user responses, e.g., yes/no questions or requests that limit the set of possible responses ("Say 'go' to confirm or 'cancel' to stop the mission!"). One behavior of the system that is aimed at providing predictability is asking for confirmation. This means that the robot should always ask the user before performing a task like "move to the kitchen." As a means of providing consistency, the system always asks for confirmation in the same manner for every task.
The dialogue in Example 1 shows a successful dialogue which starts by the user uttering a command which is interpreted as a summoning action.
C. Low-Level Feedback Using a Lifelike Character
During early user studies using a simulated robot interface, users sometimes said that the robot seemed very "quiet" since it was using neither its speech synthesis nor moving. The users also informed us that they lacked a sense of direction or heading of the robot. In response to this, we devised a lifelike character, CERO (see Figs. 1 and 3) , with the twofold purpose of: 1) providing a visible direction for the robot and 2) working as an interface component with the ability of providing low-level feedback gestures as a supplement to the spoken feedback issued by the dialogue system.
The gesture repertoire of the CERO character is limited to a set of basic conversational gestures. This set includes head nods and head shakes for positive and negative feedback. Raising the character's head, which can be seen as a special case of nodding, is intended to convey that the system is attending. To contact or to call the attention of users the arms may also be used for issuing different waving gestures. The kind of conversational gestures we are considering have also been used in screen-based conversational interfaces that use the embodied agent metaphor, like Gandalf and REA [15] , [25] .
The different gestures of the system are issued reactively based on system states. In the design, we have considered a classification of system feedback discussed by Brennan and Hulteen [26] . They proposed a rank of eight categories, or system states, which can be seen as a measure of the depth of grounding.
We argue that there is a need for some kind of unifying metaphor or a model that enables easy and intuitive transfer between diverse speech interfaces, and that the use of lifelike characters, like CERO, is a candidate for such a model. To support learnability we suggest the different interface characters that share features like shape, color, size, and gestures for conversational behavior (see [27] ). We are referring to this metaphor as a family of interface characters against the background of Wittgenstein's notion of family resemblance [28] . The idea is that one can easily spot who are members of the same family because they look like each other. It is easy to Fig. 4 . Here, two characters are placed on the corner of a VCR and a microwave oven. They each have a microphone and an array of LEDs which can give feedback about the signal strength of the user's voice. realize that they have some features in common, but specifying what these features are is generally very hard.
The illustrations in Fig. 4 with two similar lifelike characters attached to a VCR and a microwave oven are two examples intended to illustrate how this could be utilized in a home environment. In a system where the microphone and speaker are placed in the immediate proximity of the service-providing device, together with visual information that tells the user that there is a speech interface available, the user will most likely infer that the interface is for that particular device. In short, we believe that if we can signal what type of speech interface the user faces by using visible cues the user will be able to use the experience of using one interface to increase learnability of other speech interfaces.
VII. CHALLENGES FOR FURTHER DESIGN
Prototypical dialogues like the one in Example 1 are very rare in practical settings. In order to further inform our dialogue design, we have collected and analyzed video-recorded data from user interactions with the working prototype. The purpose of these analyses is to discover issues that pose challenges for further development of the speech interface. One important difference between the interactions with the simulated system and the ones with the prototype system is that in the wizard study performed earlier the users had no previous experience with the system, whereas the user interacting with the implemented system in the examples below is a member of the research staff who is well acquainted with the way the system works.
A. Sequencing Breakdowns
Ideally, the sequencing of contributions is supposed to follow the patterns A-B-A-B. However, in the dialogues collected in the Wizard-of-Oz study the user does not always wait for the system. Example 2 shows a transcribed excerpt of a Wizard-of-Oz dialogue. In this dialogue, the user picks up a magazine, turns to the robot, and performs the action of putting the magazine in the compartment of the robot. The robot (controlled by the wizard operator) is slow in its responses. This causes a breakdown in the sequencing, which subsequently makes the user suggest alternative actions to the system. In Example 2, the user first tells the robot that he will accompany it to the goal destination, then asks for explicit feedback from the system (using the request "Are you ready?"). 
U: Are you ready? R: I am going to Maria
In the video-recorded transcript shown in Example 3, the system is also slow in its responses, causing a breakdown in the dialogue sequencing. In this case, the reason for the breakdown is that the speech recognizer does not manage to translate the utterance to text, something which causes the system to fail at providing feedback in time. The strategy of the trained user is first to speak louder with a changed intonation before trying to rephrase the command.
Example 3 is a dialogue with a patient user. Going to Lars office! In terms of learnability there is a difference between the inexperienced user and the trained user. It seems that the users in the wizard study did not get the appropriate prompts, but, also, they lacked models of interacting with the system. Consequently, when breakdowns occurred they resorted to using general conversational patterns of human-to-human dialogue. In contrast to this, the trained user in Example 3 has learned ways of interacting with the system and, therefore, has a good idea of what types of utterances the system expects. Consequently, he is able to apply another set of strategies which has greater chances of being successful (e.g., change tone of voice or use commands known to work) than the more natural style of interaction of the inexperienced user (e.g., eliciting feedback using "ok?" or "robot?"). In both cases above, it seems that relevant feedback from the system, like answering to the user summoning the robot, would reduce the problems described.
B. Time to Response
We have also observed a pattern concerning the timing between the system failing to respond in a certain time and the user's issuing of a new command. There are two cases when the time to response is important: 1) time between an utterance and a system response; 2) time between the end of an utterance and the time when the user realizes that the system has failed to respond. It seems that the user in Example 3 has learned how long a time it takes before the system issues a response (interpreted by the user as a sign of successful input). In Example 3, the 5-s delay between the first and second issuing of the command "Go to Lars office!" can be divided into a first part and a second part. In the first half of the 5-s pause, the user first waits a couple of seconds for the system response, then, after noticing the failure to respond, needs another couple of seconds. The strategy then seems to be to wait at least the amount of time that it usually takes for the system to respond to a command. This may also explain the fact that the user stops speaking in the middle of the confirming utterance "Ok" on line 4 of Example 4. After noticing that the robot starts moving, there is no need to confirm the action. 
C. System Actions
Both the wizard study and the examples discussed here show that the users closely monitor the behavior of the system. Users interpret even small movements of the robot as signs of the robot's intentions. In the fetch dialogue (Example 4, above) the user monitors the behavior of the robot. It only takes a slight movement of the robot to make the user believe that the robot is about to perform its mission.
In the wizard study the users were not aware as to what extent the robot was actually able to perform a mission. The majority of users accompanied the robot while it performed its task. This suggests that a user who has been using the system for a long time will be more apt to interpret movements as acknowledgment by the robot that it is going to perform the specified mission.
In this paper, we have mainly been addressing issues concerned with learnability of first-time use of a system. As users gain more experience with the system, other design strategies and techniques can be employed, e.g., to use explicit prompts in the beginning of the dialogue, and then use implicit prompts later, when tasks are repeated (see [6] ). The current version of the system always asks for confirmation using an explicit paraphrase of the task, as specified by the user. For an experienced user, it might suffice with a simple "OK" accompanied by the physical movement of the robot, after a command has been given.
VIII. CONCLUDING REMARKS
Our aim with this paper has been to stimulate discussion about what kind of metaphors and design strategies can be used for supporting learnability and access to situated natural language interfaces. The question of how, and if, we can enhance learnability by employing lifelike characters in spoken language interfaces needs to be considered carefully. Our findings suggest that the following points are important for situated natural language interfaces.
• A design that enables easy and intuitive transfer between different kinds of interfaces is necessary for practical use.
• Relevant and immediate feedback is crucial for enabling successful dialogue.
• Designing for learnability is essential for first-time users.
• The use of lifelike characters can be an important form factor to achieve a low threshold for first-time users and users switching between different speech interfaces. Further research efforts should be spent on gaining knowledge about the principles that affect learnability in human-robot communication. Together with controlled studies of specific dialogue phenomena, it is important to perform long-time studies in realistic settings, studying patterns of use emerging from daily encounters with robots.
