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It is clear, of course, that the relation input-output is .a consecutive one in time and involves a d e f i r, 1 t e p a s t = f u t u r= e o r d e r .;e• i.:v ha t.. i s p e r l1 a p s n o t so clear is that the theory of the sensitive auto-mata is a statistical oneo We are scarcely ever interes·ted in the performance of a comrnunication-engineerfng machine for a single inputa To function adequately, it must give a satisfactory performance for a whuie class of inputs, and ;this means a statistically satisfactory perfofmance for the c I a s s o f i n p u t \V h i c h i t i s st a t i s t i c a I I y e x p e ct e d t o r e c e i v .e • 
No r b e rt 'wV i en e r · --
Cyb err, et i cs 
The most probable value in use is somewhat I imited, and i t rn i g ht vv e I I , vv i t ho u t ha rm , be I e ft out of the who I e theory of pr() b ab i I i t i 12 s ~ Just be ca.use an event is the most probable it does by no means f O ( I O \V f t i S a V e r y p r O b a b i e e V en t • I n fa Ct t he e x p r e s s i c> n ( ""\(2 n s p q ) - i \V h i c h f o r t a r g e v a I L, e s o f ( s ) c o n v e r g e s t o vv a r cl z e r o s h o vv s t ha ·t t h e mo s t p r o b a b I e event in reality is a very improbable event~ 
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I NTRODUCT I O~J ( 
This paper is.the result of an initial investigation 
' 
The selection of a feedback control system is generally 
based on economic reasons, betause each additional control 
• -
-- __ .,.·,:__ •• 
_1..,_ 
action usually requires an additional piece of equipment 
that must be purchased, installed, and ~aintained. In 
addition, proportional sensitivity and time are control 
parameters that require adjustments. Another disadvantage 
- . of proportional control is that a specifi~ measurement of 
the product is required as the basis for the proportional 
adjustmerit, hence ft does not lend itself to attributes 
data. Nearly al I feedback control devices today incorporate 
some form of proportional control. 
The investigation covered in this paper concerns itself 
with incremental control as opposed to proportional control. 
The advantage of this system is that proportional calcu-
lations are not involved in the control equipment, the 
system needs only to make an incremental adjustment. The 
method lends itself to attribute processes and wi I I make 
tv1 i.n i mum 
disturbance to the operating process is achieved~ The 
body of the paper also wi 11 dea·I vvith determining the method 
of contra l over both the mean and the variance ·of the { 
process. 
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STATEMENT OF PROBLEM 
A s to c ha st i c p r o c e s ~ i s a . pro c es s o p e r a-t i n g i n a ,, 
rar1dom manner across ·time. In manufacturing the additional 
consideration of random process variabi I ity is a compli~ 
eating factor not usually dealt with in synthesizing a feed-
2 back control system. Feedback control systems for stoch-
astic processes require some form of measurement on each 
d i;screte unit of output of the process. The contra 11 er 
acting upon this random variation provides an additional 
variation to the process variation. 
There are processes for which it is desirable to make 
only simple measurements on the product in the form of 
attributes. Examples are products that are classified OQly 
.- -'k. --'.>~;, -, ,·· i 
"i! . . ·.,, ' 
as over or under a specified I imit. In this case, it is the 
number of units ~tiat are over or under the limit that 
becomes important. If the process is self-regulating, 
feedback system is necessary to achieve control. 
As has been pointed out by a number of authors1,2, 
J 
some 
the 
selection of a feedback control system is general iy based on 
economic reasons, because each <)additional control action 
usually requires an additional piece of equipment that must . . 
' \ 
be purchased and maint~/ined. Th1s often requi-res consider-
lnstal lat ion andRmaintenance time fn order to obtain the 
;, 
1. Eckrnan, Dona id P., Autornatic ·Process Control, John ·vvf ley 
a n d S o ,1 s , I 11 c o , 1 9 5 8 , p 1 04 • ~ . 
I 
•-' . 
2. Bishop 9 Albert D., Feedback Control of Discrete Random Processes, Unpublished Master's Thesis, Ohio State Univ_ersity, 1953, p 85. \ 
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proper adjustment of parameters. Consequently, the simplest 
.,. .• ... ;:. b y·1.-,1,,.,. ~~""' ... \ ""~ m ~ d. ~-; ... J?::.C,c9,\t~ J, (l~t·~4$i~~:.J.d:-e·:qua;t7·:e \'.c t o n t r o I i s u s u a I I y t h e mo s t d e s /i r -.. ~~_{:' ''.', •• ,{,,·.;. • v,-~~-~ ... ;:·}::·:;..·.\.:::,.•:;;,;,;:.:·.,,,,,,< .. ,.~,,.;;,,-·•" :'. -,,. . 
.l 
i 
able. A feedback control system {hereafter referred to as 
a controller) that does not require a precise measurement 
..,. . and its accompa~ying calculations would be a much simpl ier 
controller and thus a more economical one. 
This thesis is directed towards improvement of the 
process variation that comes about from the action of a 
controller upon the random variation of the process. This 
may be accomplished with a non=parametric controller with 
'\ incremental adjustments as opposed to proportional feedback 
adjustments. 
The problems then seem to be: 
1 • \~ i i I non - par am et r i c cont r o I I er s i mp rove the 
vari~nce of a stochastic process? 
.,.._r, 2 • VJ i I I i t b e s u ff i c;. i e n t I y r e s po n s i v e to p r o c e s s 
variables external to the stochastic process? 
What size incremental adjustments in the feedback 
' shoul·d be made for optimum control? 
4. What are the· effects of control I imits? ' 
5. Where should the control I imits be placed for 
maximum efficiency? 
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SCOPE 
This thesis wt I I be I imited to the comparison of two 
. 
• I ' ~ • • ... ' ' 1,,o .. ~. C ,,. 
.. \. ,. • , 1 
.... _( 'I ' " ' ,,..,_ .,,~ 
.. 
controller and a comparison·of the abf lity of each to re~ 
spend to the same stochastic process and a process with a 
known and control led input •. 
An attempt wil I be made to determine either the con-
trol parameters and/or a rule for determining the size of 
increment ad~ustments for the process studied. \ 
.. , 
I 
The m.odel for the generally accepted practice in.,. 
proportional control was selected from the chapter on 
rrclosed Loop in Automatic ControlH fro111 the book, Auto..;. 
;....,-,: 
matte Process Control by Donald P. Eckman, John Wiley 
and Sons, .Inc., 1958. 
Time ~ermits the analysis of only two processes; but 
,, 
. ~ .-.:: r, ·.f#.:· 
... ., .. -:· .,··. ·• . •. · .... .,,.· ...... 
. ' . ; ~ /\' .; , 
,,,.._t, ~: .: ·"'; ~ -'i . 
it is sincerely hoped that the approaci1 fol lowed and the· ,. 
-.,• information contained herein wi I I be useful in itself and 
\Vi I I st i mu I ate ·further i n vest i g at ion i n non-par arn et r i c 
incremental feedback controllers. 
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FEEDBACK CONTROLLERS 
- ~ 
" 
The feedback controller, including its measuring means, 
determines the value of the controlled variable, compares 
the actua I va I ue to tbe de-s~i,,re.d, .. -.v,a·lu~_,,:.:~.:-,d,.~t.e-,,r.m .. i nes the -dev fa-
.. • , t,-..;.. • ·'-~·, •. -:.,'"'"' • f"'• ~·.r;. .,,~-, "-'.- . :1'< Pr''''" ~ ,· "t..-. \, . "t . 
tion, and produces the counteraction necessary to maintain 
... 
the smallest possible deviation. The method by which the 
feedback controller produces the counteraction js cal led the 
,, 
control action. 
rr 
In analyzin~ a specific control problem, a choice based 
on economfc factors must be m~de among the various control 
actions. Generally speakfng, the more difficult the conttol .~~~" ',~ .·•. :··,_-. ·, ,., ,• ' /f, ... , l J. • t .:,.~~ii ' 
... "t.'11 • •' ~ • • - ' . \!,.',,:, 
problem, the moreJ:omplicated the control ling means become. 
' . .,. ' 
""..:.- , f; ' ~ ... ·~' ::: - . ., " ..... ,.. ·. : . , " 
However, this does not al al I mean that a complicated auto-
matic controller is necessary to produce good automatic 
control; on the contrary, the simplest control devices are 
often capable of providing high quality control on complex 
systems. 
The control actions may operate through either mechani-
cal, pneumatic, hydraulic or electrical means. 
A controller with feedback (Fig 1) consists of a meas-
-uring eleme·nt (c-+ b), an input element (X-+ r), an actu-
ating signal element (r,b -e), and a control element. 
The mea,suring element converts the control led variable (c) ,;, 
into an indicated variable (b). The input element converts 
-
the set point (X) into a reference input of the same units 
as the feedback variable (b). The actuating element is a 
~: •. . ... 
r • 
.-, 
.5 
/ 
-,•• • -- e ~ ·,, ,."', 
.. L \. 
D 
••• ,. 'i' ••• ~ .,.- ·,, • 
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. i : . l • 
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CLOSED LOOP CONTROL SYSTEM 
Controller 
I j 
Process I 
I 
-, r- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -, r ~ --- - -- 11>3 = ~ ':'.ca C9ll_ ~,-~.~,.~~~t_.~~"!~l~~'";'.1:,, . .$.ti:C'::;.:...;5;::,ijf',~;~~~;'i-~~ 
,. . . . . ·.·. , l. .. . . . :· .. ·. .. . . . . . I I - I 
> ' 
I I u LOI\O I ·, I 
: : : EL Ei.ai s ~,i r r ... 1 , 
1 ~ -rr~PUT r 
1
, CONTROL i I I m I SYSTEM + 1 
I ELEMENT ELEMENT I I I ·1 ELEMENT I I 
I ' _ l; - I 
I b FEEDBi\C~: . I I 
I EL E fv1 E N T I I 
L.- - - - - - - - - - - - - - - - - - - - - .... - .... -=cm=.:, :.··:;;:::,,~:;:,-~ j L - - - - - - - - - - - .... - - - .._ - - - - - - .J 
c = c.ontrol led variable (electricai current, temp., etc.) 
-x = set point (electrical current, temperature, etc.) 
_,. -, ,-; ' ' I ~ • • ,•, : ' ~- ·,'_ ' • ~-' 
· :.• .<,: .. • t:·~~~·~ ... ,,/!~~.\,':-~(,~. ·. ~-:~~·i.fa. ~::(-r/:il~ ,:. ~-, /":, .. , ._ -~:"" , ' .··<, .· , ... ,:. ~·' ,· w-·:j"-;'. .· ", 
,,'~'",~~. .. ""'·'~.;·.·,., , .. ····"o·· =·' ·feedback var f ab I e (di sp I acement or e I ectr i ca I sf gna I) 
. . I• 
- ,., 
-,.I.I" 
. ' 
' 
I 
IH' 
' 
,, 
- I• :..= ::::J • 
f~- .. 
.... 
:• .. _ ..... . ,... .. -.... ..-...... .., ~--· ·-·-. -
r = reference input (same units as feedback variable) 
e = actuating signal (difference between rand b) 
m - manipulated variable (stored mem·bry of adjustments) 
u = load ·variable (external forces on system) 
ere~ variance of the controlled variable 
Pc= P r o p o r t i o n a I co ,1 t r o· I o r p r o p o rt i o ;1 a I s e n s i t i v i t y 
Fig 1 
30 C 
0: 2 
C 
J 
Process Distribution 
Fig 2 
., 
\ 
30 .-· ..... 
:-.- ·.. . .;. 
-· .... ,, "· . ..,. . ..., 
.. -~ .. 
,,: 
·1,. 
'i .. 
. - ..... - . -- --·---·------------,-----~----··-·--~-
. · .. -·:. 
·,'". 
',' 
:: 
.ill 
·subtracting device fol lowfhg the law 
e = r --b 
.. 
I . 
-~ 
( 1 ) 
;... 
The control element alters the actuating signal by ampli-
fying, differentiating, integrating, etc. to produce a 
controller output which operates a final control element 
for changing the magnitude of the manipulated variable (m). 
The study of controlling means and the modes of control 
fs made easier if some simplifications of these detai Is are 
made. First, industrial automatic controllers usually 
involve a steady value of the set point. Consequently, the 
... ... ~' _-: \1' •. • ·:''(j~ .... _ ...• , 1·~.\-J,.·~. '. ~-:, . • r t I. L'7 .,. • J;_'f'"~ ' ,, ... " ~ ~ "'-1,,, \( • ,. , ","' 
i n put ri'i'ea ( is ;-.; '&3'u~i i.r c:r', ~ltn',fy~tdf e~eh~}{(c i I o,r, e I e 'Ct~ f Ca I 
" . :r::•": .· .. 
t. ,, . "·"'.\';' · . 
' , l"!':1 ' 
.. :"'.;., 
device. The set point is identical to the r~f~rence input and 
u expressed in the same units as the control led variable. Thus 
throughout this thesis we shal I take 
-
-X = r (2) 
Second, the measuring lag wi II be assumed negligible, so 
C = b ( 3) 
Therefore, the actuating signal (e) is termed the deviation, 
and 
-
-
e = x - c · = r - b = r· - c ( 4) 
Deviation is the difference between the controlled variable 
(c) and set point (~) expressed in units of the control led 
variable (c). Throughout this paper, ft is assun1ed that 
the ffnal control element is a linear element such that the 
I ' 
' 
control I er output produces a proportional change, in the 
manipulated variable (m). 
'· 
. ~· : 
7.· ;. ·-·- ":-i:.. ... ·:..-_:#~· .~: . .-.-·~--~- . ,-· . .' '. ... ;_. ~ • . 
• 
--·· ·-· - "' . -:r..:• ... .•. ., . 
;',• 
~ 
i'. 
., 
,, 
,, 
,. ·~ 
' 
,, 
' 
·B 
'·, 
,'fr .. 
,:·, 
. 
The closed-loop system f_s obtained by connecting the 
P r O C e S S a n d t h e C o n t r o I I .e r _ as. s hewn-by :,~'"ti'f~ 'gf"iirtf "'"ff:; f ~~,:::j>i:,;~?t{;f,J~";~"t',.i .. , .:, ; 
. .;:,, .. 
~-.1 . .,,"tr' ' "-• 
The process is represented by the Gaussian distribution 
(FI g 2). Feedback from the process to the contra j I er f s 
. denoted in the diagr·am· by the lower I ine acting to the 
I eft. The feedback is n e,gat i ve, so that an increase in 
the control led variable (c) effects a reduction of the 
manipulated variable (m), which fn turn acts to reduce the 
. . . . _ . ._ _ .. "·· ~ , ._ .. -.~i,:p,o.µqt,.-: ·-~·f .c hang e of the cont r o I I e d var i ab I e • : ;;~: · ... tf~-f~ ,\~ .· ~:··:·~·~.;·:::~,·7·~~-~.;~i~t~~~ ~.r:;.i~~t~iv.\Sit# ;f:i.-1if ·, .... ~ ... ·! J. •• ,--. ··~ •• .~. • • • Feedback fs 
"' 
• ,y·i 
•· 
physically embodied in the measuring element of the 
automatic controller. 
The load variables (u) of the process represents all 
other independent variables except the control led variable 
(c) and the manipulate·d variable (m). The load variables 
are changing either continuously or sporadically with 
some function of time. It is expected that the feedback 
control I er wi 11 correct for fluctuations in load variables 
and maintain the controlled variable (c) at the desired 
-
value (x). 
.. 
-~. 
' ; ~ . .. .... .- .. ·•. .- :~ :.: : .. ·; 
J 
.,. i: 
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PROPORTIONAL CONTROL 
Proportional control is a method of action in which 
' there ·fs a continuous linear re·lation between values of 
-
the deviation (e = r - b) and the manipulated variable (m). 
The Proportional Controller equation in general 
operatfonal form is 
m = Pc e 
where Pc= proportional sensitivity 
, e---= deviat,on equation (4) 
- . • .. 1 
. . ' . 
'• ,;.•.l'~•~·,•ll4,·~:·:l:t.'\·,·. . I • '}•-· ,-., "'•~··1-. ' '·• 
· ,.) . · · . ,._.,>"; f, (. ,~:·-':,<' ,·:>:·' ·"/; :°"'.~_;:.t;·;,;.:\.ri··-i·-.f;,/_·_,: I;::i,~~{, .. ;;s;;:~\"~~,, ,:· :' ,:~ :: ·-..)~ · ·\; -~rt ... ,, , . 
0 
.f. 
T h e P1 r O p O rt i On a , I S en S i t i V i t y pc . , f 's t 11 e " "t:;h a 'n 9 e 
( 5 )· 
man i p u I at e d v a r i a b I e", c a u s e d b y a u n i t c h a n g e o f d e v i a t i o n • 
In this study the proportional sensitivity wi II be a 
numerical percent value~- . 
\· 
I 
For a discrete change in deviation 
e = O 
r-e = r.. 
t < 0 
t >" 0 
-
-
where (E) fs a step change and (t) is time. 
< 
Substituting in the above equation 
m = Pc E 
The change in manipulated variable (m) corresponds 
( 6) 
exactly to the change in deviation with a degree of ampli-
,, 
ficatfon depending upon the setting of proportional sensi-
! 
'1 
Thus a proportional c\9ntrol/ler· is sfmpfy·· an 
,l ~ . 
amplifier with adjustable gain. 
• 
The problem of stochastic process control origLnates 
with the necessity for minimizing the effect of changes in, 
I 
,, ... 
9 
" 
J 
,. 
i i 
'1 
., ·'; 
I 
t>lo 
.... load variables. The process and the feedback· controller, 
acting toge.,.c.her, con1prise the control led system, and the 
characteristics of the controller affect the performance 
of the comp I ete. system. ,, 
The process equation in gen.~ral operational forrr1 is, 
\ 
. ,i . n . 
c = ms +£ N 1 u 1 
, i = 1 
where S = process system function 
Nf -= process lo~d function 
u1 = load variables 
. (7) 
The con~rof ler ~qu~tfon in general operational form is, 
~ ~ ~. . ~ 
m = Pc ·e 
-where .~ -e = X - C 
The control led process performance is found by 
combining equations (4), (5) and (7) to eliminate 
variables (m) and ( e) : ,_ 
Pc s n N· • 
- L -C - -· - X + u; \ 1+Pc s ' 
- I 
f i =1 
This equati~ relate,s the magnft1Jde of the control led 
(5) 
(4) 
( 8) 
-variable (c) to the magnitude of the set point x and the 
magnitude of I oad vari ab I es (u i). 
The control led process performance is also found from 
the same equations by eliminating variables (m). and (c): 
e = 
1 
- ~- Nj 
X - i~1 . 1 +Pc S Uf ' ( 9) 1 +Pc S 
'.~,:-• ·,• ' ... -· ,;"-, 
,: .. . . . ' ~ 
. .. 
" ' ... I,~ 
------ ----
- --._ -·-
10 
'.'.' ... 
. " 
- ----
4' ...... . . 
,. 
. ---:-----_ ____ -- - --~-. ., 
\ . 
.•. 
. ·.• ... ,. 
·'' 
, 
,I 
\ 
\ 
/ 
The control led process equations (8) and (9) i I lustrate 
that there are two direct sources of variation: 
( a) variation of load variables, U· 1 ... 
-( b) variation of set poir1t, X 
·,ii,'· These source.s a,re. reg.ar-cled as the ''disturbances", the effect 
·of which the feedback controller is expected to minimize. 
From the stand.poiMt of industrial process control we 
" are generally interested in that part of the deviation due ... 
to chang~s in ~road variables. For a constant set point, the 
deviation caused by any one of the load variables (u 1) is 
'rf 1 
.. IL 
·,·· ' ,.., 
. ..:r· 
1 + Pc S u i 
>, 
F r om the stand po i n t of "f o I I ow i n g" ch an g es i n the 
-process n,ean (set point x), but with al I load variables (u 1) 
constant, the deviation is 
e- = 
-X 
-
-X 
1 
1 + Pc S 
The deviation resulting from a variation in the process 
mean from the set point is employed to establish stability 
of performance of the system. 
The choice of a value of~-proportional sensiti'vity (Pc) 
determines the damping ratio of ,th·e system3. As pro por-
t i o n a I s en s i t i v i t y i s m:a d e sm a I I e r , t h e r e s p o n s e i s ma d e 
more stable, but the offset is larger (Fig 3). 
3. Goode and Machol, Systems Engineering, McGr~w Hil I Book Company, Inc., 1957, p 462. 
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,, .. 
Period of ___ _...., 
Osc i 1 I at i on 
Critically 
damped response Pc= 1 
Underdamped 
response Pc< 1 
Offset 
Response of a simple servomechanism to a step input 
Fig 3 
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•· 
a damping ratio of about 0.331 is generally considered 
satisfactory. 
It can be seen from Figure 3 that underdamping may 
be desirable in order to bring the response close to the 
command in a short time; on the other hand, critical damping 
(or nearly critical damping) may be desirable to damp out 
c::, 
oscil lati'fs as quickly as possible. The choice between 
these wil I depend on the case in hand, but it is clear that 
overdampfng wil I almost never be desirable. 
1. Eckman, D.P., Autornatic Process Control, p 86. 
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The Incremental Controller differs from the proportional 
/: 
,. 
,. 
controller in the way th.e feedback adjustments are maqe_. In 
the proportional controller a proportion of the deviation (e) 
~ is calculated. In the incremental controller a predetermined 
' fix~d incremental adjustment4 is made for each deviation 
signal.~ In place of the proportional controller equation 
(5) ·we now have 
m = ± n a 
where ~=a positive or negative deviation 
a= predetermined fixed adjustment 
:: 
( 1 2) 
The incremental adjustment eliminates the proportional 
_ . ., ~,, . ., ·i~:-- . ,. · ~. ,-_,>~_:_~d ·-..:. _,...:.-::~\, ,:~,.:::.,,'::.1 · .. -;~ :·.n· : .. ~--·- .. ,F!_··:·~. '.:i:t_:-,·~·~· ·.·~~· .... ,_ ·-':·., .-. -. :·· . sens it f vi ty ca I cu I at ion. T;he ·meas,,t,:rJ:ra.··g'.fr··,~e.:·1~·em"~fl~· :mu.st .on I y C' . ' ·- . ' .·., . •l .:.,.-J' • ·- • 
/ determine if __ t .. h';~ ... f'=~e.1h.~t.',,\\: .. ~·'~~i-i-.~oJ. e ( c) is above or below the ., . · .. ; -~- . .,. ~·,; t.~ ..... c.:d ·-~~~~- .. ,~· .. , 
-set point (x). If above, then a fixed incremental adjust-
ment (a) is subtracted from the process mean (Fig 4). If 
-(c) is below the set point (x), the incremental adjustment 
(a) is added to the process mean which is the manipulated 
varia.ble (m) 
-X = r C 
m 
( +) 
Process Distribution 
Fl'g 4 
(J 2 
C 
-· - .. ..,.....: ~ 
-~ 
.... ,::-,·" ., .. ,; :--- .... - ~· --=·-. ·- - . 
" 
4. R. F • Br e \Ver·, J. A. tio sf or d, J • Vv. tv'i c Grat h, Au t on1 a ·t i c Cont r o i f o r As s em b I y tvl a c h i n e s , U • S • P cl t e n t .2 , 8 9 6 , 3 1 3 , J u I y 1 9 5 9 • 
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The central limit theorem, of Laplace, asserts that. 
_. L 
LJnder very generat. conditions that (c) has a distribution ~-
. -
with a mean (m) .and standard deviation 0-c for which th_e. 
• ,. .. __.. .• ~;.. •:~ ;-.·, I•"".~• •fl""' • ~ •·• " I., • • ,J, -,,:.· .... --. 
. 
moment generating function exists, then the variable 
t = { c - m) v'N / er . has a distribution that approaches the 
the dfstribution ~is quite symmetrical about the origin. C , 
In a continuous distribution each observation has a 
half chance of being above and a half chance of ·being below 
the median as these chances are independent. In a stoch-
astic process operating in control the incremental adjust-
ment s ( a ) w i I I nu I I i f y t h ern s e I v e s • I f a r ea I c ha n g e ta k es 
- -place f n the process (x - c) then there wi 11 be more cor-
recting adjustments in one direction than the other. The 
sum total of the correcting adjustments wi I I act to bring 
the process back in control (Fig 5). The process average 
(C) becomes the manipulated variable (m). 
-
-X (-) 
-C = m 
( +) 
2· 
0-c 
class x = negative adjustments= nxa(-) 
' 
etas$ z =.positive adjustments= n2 a(+) 
Stochastic Process Variations 
Ffg 5 
,, 14 
1 
'I 
D 
~I' 
~. 
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-. ' ---,._.., 
s·,.....:.. 
j 
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The probabf lfty that a controlled variable (c) will 
' 
,, . . , . fa I I e 1-t her in c I ass z ( - ) or c I ass x ( +) may be denoted ··.-·~ ....... ~~~.-''.\~-'?<. -~,."'.· ' ..... , ·•.- "'!'"''''"(•' J··,~' ~ .· -.,. . . "'. 1o. ~ :'.ef.P: r.-.,~~~\J!'~ ·~~s·, :·,· { \;;. .· :~ ~ (.~~ • 't; .... ~ . ..:. ,,J.i~~~·~,.:.f:i .Ii ' , 1 ' ». 
r 'I , 
,' .>.,,. ' ;f, ,:, I /'.- · -.,., M;,,~ r'•o·">,(,,,c,,.',1)•••'-di:L ' - • )~t fl ) ' • ,. . ' ., ., . ~-... ' .&,• . ..,.., .. _'- ·' .-.,,..-( r-,. . '!·' .,, ., ' ..• ,,. • ........ 
~ 
- ..... -. -•· _ .. ---···-.•l•' ·--. . 
)!,·· 
~ 
.... - ·-·- -----f'.:______----~ 
re~_pe_ct f ve I y by p and q, whe.re ·, ... 
p·+ q = 1 
""' . 
~ 
~ 
"' - -
( 1 3) 
-and class x 
and class z 
( +) = 
(-) = 
sum of negative adjustments where c 1 > x 
-
-sum of positfve adjustments where Cf< x. 
,. 
If in a $tochastic process the variabies (c) are examined 
uniformaly or randomly sampled, then the number in each .. 
class is 
nz + nx =" N z X ( 14) 
-where ·n - 1 ff C. < x and the adjtJstment f s nz c\+) z - 1 
-
) 
and where 1 ff >x and ·the ad ju strn ent • 
~-) nx 
- Ci 1 S nx -
then the difference 
( 1 5) 
wf 11 be sensitive to changes in popLi1at1on mean, unti 11 
· (n 2 a(+) - nxa<-~-a I imit near O as Nzx ~ oo ( 16) 
under feedback conditions, then 
(~ - cn)-o as n ~ 00 ( 1 7) 
where 
combining equations 
e·qLJ at ion 
I 
when n ,a :::: z (+) 
where 
- n 1 
Cn = .E c i ;; 
1 ::: 1 
(16),(17) and 
-th·en -n a X X (-) 
-
-c00 =Limcn 
n~oo 
15 
( 1 8) 
( 1 8) \Ve have the null 
' ' . - . '. ". 
-
- C = 00 0 ( 19) 
(20) 
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NON-P~RAME~~IC INCREMENTAL CONTROLLER ... 
.. 
A refinement to the Incremental Controller about the 
M ea n i s t h e i n t rod LI ct i on of c on t r o I I i rn i t s • As . s ho v,1 n b y 
equations (8) ·and (9) a process can go out of control 
practically in one of three ways: 
1. The mean may shift, wi·th the resulting movement of 
-
the distribution, \tJithout change of shape. (x - c·). 
2. The load variables (standard deviation) may change ! --~~.i-:--,~\,t'~ ,n ,. •, • ... 
2 ~ without a change of mean. ~ = (ere /n)~ 
3. Both the mean and the standard deviation may change. 
A control system based on the use of limits must detect 
separately and independently the three types of breakdown in 
control noted above. Shewhart 6 explicitly mentions the 
economic aspects of setting control I imits so that an--,ade-
quate compromise between risks due to false al~_arrns and 
failure to detect lack of control is effected. vVithout , 
. formal treatment. he offeJ 30'as the statistic being cc~
1
n-
sidered as ~n economic I imit, where~ is defined as 
2 1 11 n ( - )2 1.. 1 " 2 1 • C 2 r'f" Lim Oc 
_ 1....1m L ci - n vc = n-+ n 
- n+oo i=1 n 
n 
= Lim , Cf 
n+oo 4,,, 11-,..a, n 
,, .. :· ..... --· ... , ... -····· -· 
( 21 ) 
(22) 
6. Shewhart, VJe.lter A., Economic Control of Quality of Manufactured Product, D,Van Nostrand Co.,1931, p 277. 
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Stevens, W.L.7 in his paper on Control by Gauging, has 
,. 
,' ~ d~,v~·10P:e,d.by:t~pographical methods, ~arrow I imits that are 
'( 
sensitive to changes in th~ mean anrj standard deviation. 
He u s e s t h r e e· c I a s s e s "' ( + ) , ( O ) a n d · ( - ) r e p r e s e n t e d b y x , y 
J, 
and z in my notational system. The probabi I ity that the 
variable (c) wi 11 fal I into one of t·hree classes is denoted 
respectively by p,q and r where 
,, ·~t 
p + q + r = 1 
/ ) (23) 
and the number in each of the three classes are 
( 24) 
The limits dividing the three classes are symmetrically 
-
spaced with respect to (i) and are represented by 
·.::-., 
(25) 
then nx = 1 if c i > t0'1 and the adjustment is nx ~-J ( 26) 
ny = 1 ff t0'2 Lim<c 1 <t0'1 Lim (27) 
n 2 = 1 if ci <to-2 and the adjustment is n 2 ~+l (28) 
From equations (26) and (28) w~ ~ay extract the deviation 
equation ( 15) 
.. , 
I I 
~ = nz~+} - n X 8c-) ( 15) 
I (coo) wh.,i Ch j s sensitive to c hang e/s • the 1 n 
and the variations of the surn of equations ( 26) and (26) 
(29) 
1 
· · .: wl 11 be sensitive to changes in the standard deviation (O'c ) 
• 
of the control I ed variable (Cf). 
7o Stevens, ~V.L., Cont·rol by Gauging, Journal of the.Royal 
Statistical Society, Vol x, Series B, 1948, pp .54-108 • 
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Stevehs7 gives the fol Lowing values for maxfmum .. 
efficiency in establishing narrow control limits: 
Stevens suggests the compromise value because ft gives 
greater weight to the mean. The mean efficiency is'.78% 
and the standard deviation efficiency 46%. 
-x 
t 1 
• 
(-) ( +) .• Qt!, • 
./· 
Fig 6 
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It is the contention of the author that equations (15) 
and (29) are proportional to the deviq"i..Jor1 equation ~(4)- of ' .... 
. 
. ..... . .. 
... ~-
• -~ 
. ... 
. ' ,. . ·'Ill .... 
-.... ~ . 1 ~ ~~~~.-~,:!'. ri'e~at i ve feedback contro I' I ers, thus 
... , 
-.~ 
= -
(30) 
X - C 
On the basis of non-parametric information(+) values and 
(-) values uti I izing feedback of incremental adjustments, 
it can be seen from equation (30) that the" f ncremental 
controller is capable of proportional control and from 
\ 
~ equation (19) that it can be driven to a nul I. From 
e·quatfons (15) and (29) it was shown that the control 
system would respond to both changes in mean and standard 
deviation. 
' It is also the contention of the author that fn a, 
stochastic process the variation within! t~ limits (see . 
Fig 7~) f s random; thus for class y equation (27) we have 
no valid reason for making control adjustments on values 
of (c) occuring within this band. It can be concluded 
from eq~ations (15) and (29) that any real change occuring 
i n a s t o c h ri s t i c p r o c e s s vv f I I b e d et e c t e d out s i d e of t h e t <11 
/ 
/ and tcr2 limits represented by the number of values· of (c) 
in class x and class z. 
-As a res·ult of not making adjustments in classy there 
fs less disturbance 
expect the variance 
to the 
2 O"c of 
stochastic process and we might 
the incremental controller to 
be less than that of the proportional controller. \ 
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PROCEDURE 
A known stochastic process was selected··, (Fig 8). The 
_,,_ 
·-~ 
7.m~'MJ._facture of Dry Reed Switches is a tr_ue .. stocha,e_ti~. pr,o~c~ . 
... 
•• "/,. . ..._,'oQl.·:,,.~· ...... ·.'·J''"·.····.~:-'.'"·,' '.,:··,.., 
,• °' l\ ''"' • ..... ' ';!' "' ., . ~ 
ess ·truat has b'een running fo·r a period of five years. The 1 
) 
-control led variable (c) has be~n analyzed and the process 
is under control of an incremental controller. In the man-
ufacturing process the switch gap determines the finai 
electrical characteristics.of .the switch. The current 
requireq to operate the switch has a specification mean of 
" 90 with an upper I imit of 102 and a lower limit of 78. The 
glass seal causes a variation in the product which may be 
corrected for by adjusting the switch gap. 
In order to evaluate incremental control as compared 
' 
to proportional control, a mathematical mod~I of each type 
of controller was programed for a Royal McBee LGP-30 
' 
computer. Appendix I. 
The stochastic process data were collected from switch 
values obtained sequentially over a period of four hours. 
During this time the machine's feedback system had been 
disconnected and there was no control on the process data 
collected. For the uncontrolled process, the raw data 
-,:;pl) 
plotted sequentially (Fig 9) had a mean of 85.64 and was 
s ·1 i ght 1 y skewed fo·r about 5% of the va I ues ( prob ab i I ity 
'· 
plot Fig 10). These data were then fed into the three 
~ 
modelsi/to represent the uncontrolled system element "(S) in 
the process equation (7). 
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MANUFACTURING PROCESS FOR MAKING DRY REED SWITCHES8 
s. ~ . . I. 
. ' ,, 
... s. +.. m· 
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• 
m 
I Pee L;!1a I 
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C 
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l'' I. 
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Fig 8 
8. Dry Reed Switches-Type 224A-Western Electric Co. 
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The proportional controller (equation 5) was selected 
as a,n_standard of referer1ce. The' i ncrernent.a I cor,tro 11 ers 
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sensitivity (Pc) values selected were .25, .33, .50 and .66. 
For the incremental controllers equation' (12) the predeter-
mined fixed-adjustment values (a) were .250-, .33~, ~ 
• 500-, • 750-, 0- and 1 • 2CJ. 
For the non-parametric incremental controller with 
limits the various adjustment factors were tested against 
v a r i o u s n a r r o vv I i m i t s ( e q u at i on 2 5 ) w h f c h w e r e • 8 0-, O'. 1 • 2 (J, 
a.11 d 1 ~ 3 er. T h e e x p e r f m e n t a I d e s i g n f o r t h e i n c r em e n t a I c o n -
t r o I I e r vv i t h I i m i t s may b e s e en i n F i g u re 1 1 • 
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' To test the ability of the various controllers to 
respond to a varying situation an artificial program was 
simulated. The simulated data had the same variance as 
' 
the stochastic process data, but the data were generated 
from tables of random numbers then,fftted to a sine curve 
(Ffg 12). 
From the computer run off the output values {c) were 
collected, Appendix II. The average values, variar1ce and 
percent defective were determined for each program that 
was run. 
The evaluation of results was accomplished by Analysis 
of Variance and by Multiple ..... Linear Regression .• 
··\ ( 
\.,_ .. )··" 
.- .. -.... 
,, .. '·"." 
,, . . 
,. ·,. 
. .. ... . 
. •. • "'.l,: 
.... ::;- \" 
... -fi.: -~ . .,)'_ 
·' " '·!, 
.,:,, 
~· 
~ - . p•·- • ~ ..... - • " 
,. 
25 
-~ ,i 
~. :-· 
..... 
• 
.,-:, 
.. 
:-, · .. 
' 
-,-~-.: .. -_ v; - __ , .. - ? ,.~ -- .... ---- _ .. 
.. 
~-
' l 
~ ; 
~ 
' j 
·, 
\ 
i 
\ 
t 
) 
i 
' ! 
t 
1 
1 f'\) .,, 0\ f~ 
.c_; 
'! 
\ 
I 
\ 
I 
'l 
l 
I 
r 
- 130 
\: 
I 
I· 
l 
120 
\: 
' \ I 110 
I 
I iO I 
. \ -u 
\ f11 
.,, !: ::o 100 
)> 
-· . --1 lO . Pl 
~ hl) ~ 90 
::0 
,fll 8 
··.z 0 
·-t 
... 
70 
.60 
50 
" 
.•·. 
., 
' 
• I 
X 
6 
------- ---~.-,---
-
~ - ----- - ,-.-.. - ._ ~ - ._ LOWER SPECIFICATION LIMIT 
\ 
1 }ffi 
TIME 
·~ 
l 
i 
< 
I 
' ( 
·~ 
,. 
,· 
$ 
~ 1, 
' '
~-\ 
t 
~ 
~-
~ 
'b 
~-. j~ 
·i : : f 
-~ 
.~ 
:1 
UPPER SPECIFICATION(LIMIT 
-----.----------- ---~~ ----~ f. t '. 
' 
' 
. ·"" ,· 
,f; 
- -· - - - - - - - _.., - - - - - --{ 
~, 
:i: • 
h 
.. 
:~-: 
) 
,.-
2 HR 3 1ffi 
~ 
• 
:u 
Q) 
::J (/) 
0. ..... 
0 s 
3 C 
r 
0 ~ 
n> --4 
r+ f11 
p.) -=-°=-
--
.,, (/.) 
- ..... 
c+ z 
r+ rr, 
(l) 
0.. 
c+ 
0 
Q) 
(/) 
-· :, 
(1) 
0 c, 
., 
< 
m 
(") 
C 
:lJ 
< 
Pl 
-0 
::0 
0 
0 
f11 
(/J 
(/) 
·' 
.,. 
l 
,. 
1 ~. 
{ 
.-r 
~ 
'I' 
.. 
,. 
, . 
. ' 
RESULTS FOR STOCHASTIC PROCESS 
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• The results are tabulated in Tables 1, 2, 3 and 4. 
Table 1 lists.the rnean values and the variances for all 
' 
experiments performed. The defects I isted are the number 
of values found outside of specification limits. By 
Inspection of Table 1, the reader may note that the best 
results for proportional control are obtafne~ from the 
' 
minimum adjustment value Pc= .25, but the offset of the 
mean value from the desired mean is larger. For best 
prictice, a value of Pc of 0.33 should be given the great-
est weight. 
The incremental control fer about the mean had larger 
C , 
varfance~_.·~_;,~.,an the other two methods. However, the incre-{(l/--JJ 
men ta I (~ro 11 er about the mean did correct the off set in 
the average value of the original uncontrolled data. 
The non-parametric incremental controller with narrow 
I imits at 1 .3 0- provided the best control. This compares 
favorably with the narrow limit gauging value of 1.256 0-
gfven by Stevens7 for the greatest efficiency of joint mean 
and standard deviation ·sensitivity. Al I the variances for 
1.3 ~ I imits were smaller than the best values of the pro-
portional controller, and were statistically significant at 
a. level less than 1%. The means Qf the incremental control-
lers with narrow limits had slightly larger offset values 
from the set point than those of the proportional control~ 
, I er s . • 
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Table 2 lists the percent defective for the best three 
.. , ., 
I ~ .:• : ... • .... , 
.. 
. . : , ... 
It· wi I I be noted that the percent defectives were I ower for 
1
the incremental control data. Because the variance is less, 
the probabi I ity of defects is less and this improvement in 
variance is much greater than the loss in offset from the 
mean. This is confirmed by the probability plot (Fig i3) 
and the empirical data for defects (Table 1). 
)Table .3 lists the analysis of variance for comparing 
the best three results of proportional control with the · 
best three results of non-parametric incremental control 
with 1.3 ~ limits. The analysis of variance shows that the 
differences between the two types.of controllers are highly 
significant. The difference in adjustments made on the 
process also has a statistically significant effect. 
The multiple regression analysis (Table 4) indicated 
that there was no regression present that was statistically 
,• 
significant. The multiple regression equation gives the 
· be s t ad ju st m en t v a I u e for t h i s p r o c es s , a s • )6 0-. Th i S 
result compares favorably with the results obtained from 
, 
the experimental data • 
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TABLE 1 
STOCHASTIC PROCESS RESULTS 
( 
.•. ) .. · 
Defects 
Average Variance + - Total 
O r i g f n a I u n c o n t r o I ·1 e d d at a 8 5 • 64 3 1 • 04:-~ - 1 5 6 
Proportional cont ro I 
.25 89.75 36.35 3 1 4 
.33 Best Practice 89. 81 37 .90 3 2 5 
.50 89.88 41 • 20 3 2 5 
.,.. - 89.92 44.58 ) 2 t:; .bb 
-
-
Incremental control • 
about the mean· 
.33 (; 90 .37 39.34 4 2 
.50 (] Not run 
.75 (1 Not run ~ 
1 .oo Cf 90.89 58.$9 :s 4 l2 
'I;: •. -· ~ . 
... . 
;. ,~. 
.it: ·a.· ·:: .• 
·' 
-~ .... 
·~ 'V' . 
~ .... 
Incren1enta I control 
Vv it h I imits 
Adjustn1ent 
.25 O' 1 • 3 0- 88.80 
.33 (j 1 • 3 O' 89 .34 
.so (J 1 • 3 O' 89.02 VO 1 • 2 cY 89.09 
.50 ~ 1 • 2 Cf 90.05 ~ 1 • 0 er 89. 51 
.50 er 1 .o er 89.42 
O' 1 • 0 O"' 89.90 
.8 ··, · 89. 79 er O" . ,•' 
TABLE 2 
·PERCENT DEFECTIVES 
+ 
Original uncontro 11 ed data .5 % 
Proportional control 
.25 4.8 
.33 4.6 4 /" ...... - -•t-· ·- . . - -
.• 50 .o 
"" 
Incremental control· .25 er 3.4 
with 1 • 3 Cf I i mi ts 
.33 (j 3.5 
.so (j 3.5 
. 
., 
,· . 
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-33.77 2 2 4 
34 ,'79 2 1 3 
35.76 2 2 4 
34 .17 3 2 5 
34.92 3 2 5 
35.49 3 3 6 
35.39 3 3 6 
42. 72 3 l 4 
38.34 3 1 4 
·,:.. 
-
To t··a I 
11 • 0 A 11. 5 % % . • ..
2,3 7. 1 
2.3 6.9 
3. 5 - 8. 1. - . 
; 
3.5 6.9 
2.3 5.8 
2.3 5 •. 8. 
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TABLE 3 
ANALYSIS OF VARIANCE 
Source of Variance 
Sums of 
_Squares 
C Control I ers 
S Process 
A Adjustrnents 
cs 
SA 
CA 
Residual 
73~72 
17,723023 
7,,66 
5024t95 
142.90 
5.68 
103027 
Mean 
OF Squares 
1 ,.. . 73 e 72 
84 ?11. 57 
2 3.83 
84 5.98 
168 • 85 
2 2.84 
168 .61 
-
'£. = 89 .44 
509 
Residual Variance= .61 
Standard Deviation= .78 
.. . ' . ';\ .. 
Confidence Limits for Mean 
- 1% 
f 
- + t 2.58 .78 C = (j - X -
- .15 \ -
-~ -v'1b8 
89.44 + • 15 Upper Limit - 89. 59 - -Lower Limit - 89 .29 -
Confidence Limits for Variance - 1% 
. ;• : --
er ! CJ' • 78 4 = --J 2N ='72x168 = ~ .o 
~ 
TABLE 4 _( 
MULTIPLE LINEAR REGRESSION 
Average Values - ~ 
Time· (midpoint) 
Adjustment Variable 
variance Cfc2 
Standard Deviation - ~ 
R2 (maximum I ikelihood~ 
Const a. n t. 1- e rrn 
. ( 
• 
Proportional 
Controller 
89 e82 
43.00 
o. 36 
38 .18 
6.18 
• 0011 
89 .29 Time Variabie (S} '" 
. ... '.. -~ . ...... . ' ..... ,,., ... ,.... ...•... , ... 
• ... ' ' Reoressfon Coefficient - B 
-Regression Standard Error 
Conf i der1ce Leve I 
Adjustment Variab~e (A) 
Regression Coefffcient - B 
Reg,ress ion Staridard Error 
Confidence Leve I 
•. -olJ, q 
30 
.0080 
.016 
• 10 
.0049 
.037 
' >- • 1 0 
. ' 
,., 
. ,..,,;· ·.-
:if.,.-. 
variance 
Ra t i. <?... ,,, /'§i;J~9':S~i2!:'.•·;; .;.: ·,;_._·; ?> - · .. 
··f 2-0··: 8: · · • oo 1 
346. 7 .001 
6.3 .005 
9.8 .001 
1 .4 .01 
4. 7 .01 
., . 
• 
... 
Non-parametric 
Incremental 
Controij !er 
89006 
43.00 
, 0. 36 <T 
34.56 
5.88 
.0014 
8 8. 5 2-,;se.;,,~<c.,,~K'"°;~r~"~ 
...... ·"-:_: .. , .. 
. • J, . . ........ -·-- ,.- •. ,. ··, 
.. 
.0089 
.015 
.1 Q 
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.035 
,. .10 
J 
~--
I 
1 
' 
. r 
I > 
' . 
Ii j 
i j 
' I 
.. 
. ....,) 
··'< 
·~· 
; 
· l· 
.. 
-~ 
t il 
' 
' 
:112 
110 
108 
106 
104 
102 
88. 1 
86 
.84 
82 
,, 
80 
78 
. \ 
·r·: . · .. 
~ 
""' 
.. 
4.~ 
' 
' PROCESS TJNDER FEEDBACK· '.CO!f];RQL 
' 
'~ ~ 
'.: if I 
,: 
'}' 
j ,1 ;: 
; ) 
; ' 
'; i ~ 
.. 
:~ UPPER SPECIFIC;ATI01J LIMIT 
-i 
-
-Set Point - X 
3.5'/o 
t 
.2 .5 1 2 5 10 
' 
20 
I 
.,, 
I 
I 
)f 
i I 
/ 
-- -I 
/ 
~ 
I 
e 
-C 
;, 
,. 
\ 
LOWER SPEelFICATIOT.J LIMIT 
----....---~----- --------~- . ) 
30 40 50 60 70 80 · 90 95 98 99 99.5 99.8 
-u 
:0 ~ 
0 
OJ 
)> 
(I) 
...... 
r 
8---4 Cl) 
-I --t 
-< 0 
0 
,:; :r:: 
r )> 
0 co 
-I --t 
...... 
0 C) 
.,, 
-u 
)> :D- ---
< 0 
Pl 0 
,0 fT1 
'~ )> Cl) 
G) Cf) 
f11 
< ).'> 
r 
C 
.,., 
(/J 
·.1,,.,. 
'. 
l 
,, 
RESULTS FOR SIMULATED SINE CURVE DATA 
I I 
This experiment was devised to test the control systems 
under a varying load condition and determine the ability of 
f\, 
I 
the controllers to respond and correct the varying condition. 
The results are tabulated in Tables 5, 6, 7 and 8, 
Table 5 lists the mean vaiues, variance and number of values 
., . '~..... ~~,1 - \.' ( ·-: ,. .., >-· /' (' - :t:: !>>-~-~~ . /> found outside of specification I f n1i t;$" for".";~r!'f, eX'pe r i merits 
· .• ··', ' /1 
-... ·~~ ~·1 ... /,.., .. r--t,, '-' 
,_ ,.· .... 1:-.r ·-/~">,.I·,-;·.,.':;· 
perforrned. The ,best ·~r-~s.y I t.s.·· fQrt:::::':pr:t:;t,QfJ,r:.t~i.f ona I contro I vvere 
·-~ /Jl\ ·<·'\','~' 'l :._,, ·~-- -->'~,-::,\:; .:, • .' ', ',,,,;.c{, ':,:,'· ;, 0" ,) 
a Ch i e Ve d w i th Pr Op Ort i On a I sen S i t i V i t y ( PC ) · Set at O • 50 • 
The incremental control about the mean maintained good 
control on the mean.· The best incremental adjustment was 
for 1.0 er. The incremental controller about the mean 
improved the variance of the process and this was signif-
icant at the 1% level. 
For the non-parametric incremental controller, the 
. 
best results were achieved with narrow I imfts set at .8 ~ 
which might be compared with the best compromise suggested 
by Stevens7. Although Stevens did not numerat~ these 
limits, use of the 20% values results in narrow I imits of 
0.85 Cfo The best control for these limits was ob·tained 
· w i t ·h i n c rem en ta I adj tr st n1 en ts of 1 • 2 CJ. 
Table 6 gfves the percent defective for the best 
conditions. The best conditions give equal results. The 
· prObability plot (Fig 14) also indicates very little dif-
ference bet~,een the best conditions for each controller. 
' 
Although the median values favor the non-parametric 
f n creme n ta I cont r o I I er • 
t • 
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TABLE 5 
:"t . ·-~-. ·1;.:, ··,·\ !', ·~ . ._._ ~- .:.,, 
. I 
SIMULATED SINE CURVE PROCESS RESULTS 
.' ,. ·•· Defects .. . . 
Average Var l,a:rrlce · . ~ ·'' -· :Tcfta1··· 
I) 
.. 
:,i, 
~-. 
... 
• ...... "\i . . •• 
-
Orfgina! Uncontrolled Data 90.11 127.81 
Proportional Control 
.25 89.94 65.88 
.33 Bes·t Practice 89.96 57.79 
.50 89095 51e82 
.66 89 .• 94 53.46 
1 ,.oo 89.92 67.67 
Incremental Control 
_..1,.,._,,-9-
ClUVU I... 
.L ...... 
L 11 e mean 
.33 CJ' f~ ot Run 
-v1o 91. 39 80.03 
,.50, o·w Not Run 
.75 (J> 91 .20 70.59 
1.00 (J 90.02 61.35 
1.20 (f 89.70 70. 71 
Non·e=.1Pe~ ram et r i c Incremental 
~ 
Control with Limits 
Adj.ustment Limits 
1.20 a .80 (J 90.38 56.59 
1.00 (Y 1.20 ~ 
. . ' ss·.ss 57.90 
1.00 (J .80 (j 89~44 58.53 
1.00 (J 1.00 (f 89.00 59. 14 
.75 (j 1.00 er 89 .19 64.50 
.50 u 1.00 (5 90.67 70.79 
, 
TABLE 6 
PERCENT DEFECTIVE 
' rv1 e d i an ' + 
Original Uncontrolled 
Proportional Control 
.25 
Data 88.2 14.0% 
.33 
.50 
e66 
Incremental Control 
about the ~1ean . 
1 ~O v 
- (j 
Non=parametric Incremental 
Controi With Limits 
Ad j u s t n1 e r·1 ·t L i m i ·t s 
1 • 20 u • so er 
1.00 a 1.20 rr 
1 .• oo a • so er -
1.00 rr 1.00 (J 
87.0 
86.8 
86.8 
88.2 
., ,• 
8.0 
4.o 
4.o 
4.2 
88.4 4.o 
85.6 4.o 
86.4 4.o 
85.2· 4.0 
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. TABLE 7 
SIMULATED SINE CURVE PROCESS 
Analysis of Variance 
Sums of Mean 
Source of Variance ~quares °F Squares 
C C Q,n t r p 1 I e .r .s .. ; ~a ~. · .. ,] 7 • 0 5 . · 1 , · · 3 7 o O 5 
t, ... 
S Process. 21,047066 .~ 49 4,295044 
A Adjustments 128047 7 183e52 
cs 249024 49 5.09 
Residual (CAS) 1,260.78 293 4.30 
Total 22,723.20 399 
E = 89.65 Residual V~riance = 4.303 
Standard Deviation= 2.075 
Confidence Limits for Mean - 1% 
-
C = t (J = 2.58 X 2.075 =±.313 
v'N -y293 
89.65 ! .31 Upper Limit 89.96 
Lower Limit 89.34 
Confidence Limits for variance - 1% 
-
-
TABLE 8 
Variance 
Rat i-o 
. 8062 
999000 
42.70 
I • 1 8 
Sign if. 
.01 
.001 
.001 
NONE 
(• ... 
Multiple Linear Regression 
-Average Val~es - c 
Variance CT"c 
Standard Deviation - ~ 
R2 (maximum likelihood~ 
C,....ns+"lf"\+ T"-r-v, \..0.1! I.- I Cl If 
Regression Coefficient· 
Conf i der1ce Leve I 
Proportional 
Contro I I er 
89.96 
51.82 
7.20 
.00013 
90. 12 . 
-.0064 
> .10 
Non-parametric 
Increroenta I 
Controller 
89 C 34 
56.59 
7.51 
.0097 
85.98 
-.022 
) .10 
' .;. ' . ' ....... -~:--~•.' .. 
-· -- . .. - -· - . ·:-· 
·.f. 
._.,· 
:,:., 
·35 
-. 
.,,.. . 
•• 
, .. • ,:. 
' . . 
.. 
' 
,. 
Table 7 is the analysis of variance for comparing 
,. 
variance indicates there is a significant difference 
between controllers, the probabi I ity plot (Fig 14) f ndf-
cates that the difference is not of practical value. 
Table 8 indicates that there fs no regression of 
any sfgniffcance. 
'),I} 
._... J.. • 
To summarize thi results of the simulated sine curve 
Ei~~rimerits, the data indicates both controllers were 
. . 
able to sm~cit~ out the sine curve to an equal degree. 
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CONCLUSIONS 
The thedry and experimental work upon whfch this 
thesis is based have shown that the variance of a· stochastic 
............ • • 0 • • • ~ M 
...... ,., .• ,fl.,. 
process control led by a non-parametric incremental control-
ler is less than the variance of the same population con-
trol led by a proportional controller. On the other hand the \ (control of the mean was held closer to the set point by the \ 
proportional control I er. Ho~ever, the overa 11' effect of 
this is not that these effects ubalar1ce out'', but rather 
... 
·~ 
that . the n On-par am et r i C i n Creme n ta I ' c.-9 nQt~.r O,.l.l.e~r ,,. i $. C -~-. J. i. ght I Y: '·'v·,< ·:\:·~.~ _··i?:.~: .. ' ' • •.• -.--.•,A. Jc--:·•,J .... -_ , •. "(·.~~:!;··,,~.·•.-<',·.b·.,<l:,:.•-.,"-l'"'r(u ... ·,.,.· ~' '• •1:\~; ... ~·:::y_:>t,i,"r<-.;"'.,.hf;,.,•,•>::•·\','.~.(' ~,.,J; .. ··:· ~-•' ; .. ' ;__, • • 1.,-~-~,·~·;:i\h•,_:~·.,._-. -o·.:~ +·, . .:. . -:it , . #>1'1· • -~ • 
superior in terms of percent defective. The results of the 
simWlated sine curve process showed that the non-parametric \ 
controller was as responsive as the proportional controller 
to a varying situation. It is the opinion of the author 
that this is justification for stating that a non-parametric 
controller is certainly no less satisfactory from the view-
point of the Systems Engineer and may wel I be considered 
' 
more satisfactory. 
The present practice is to specffy some form of propor-
tional control. The results, however, indicate that propor-
tional controllers "over-control" for'a stochastic process. 
The cost of proportional controllers is generally greater, . I 
due to the additional mechanisms involved. 
The improved ·vari:ance of the ~on~parametric controller 
comes about because no adjustments are made to \he process 
" for values lying within the narrovv ,control I imits. It 
therefore appears that the use of narrow limf~s should 
( 
• 
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' 
. increase significantly in automatic control systems. This 
' paper has shown how these limits may be applied to an in-
cremental control system to simplify a feedback controller. 
The paper has shown some typical results and, hopefully, 
suggests some usages. 
For a stochastic process where stabf lity is desired 
with a low percent defective, the author recommends a non-
.,.,,'"'""'.,'""' :_~,~F~!1-Jt~lrr\~~;,~'Qt11:t<Q';i.ler with narrow fimits at ± 1.25 er and . ~!kf;',;;ir,.< ,;>,-7.;#"'.~iJ·:'J((\\ -, ·c:,:'-"' ,:·• ·-- .,. 
-· 
F(!~-~!l. ... ~~:·:r - ~ - .. ~ . ~· .. - ·\i 
. ····+ . ,,... .... ~-. - . .. . ........... . 
an increinental adjustment of about .33 Cf. For an unstable 
process where the mean is varying, the I imits should be 
.. 
·tightened to as much as :t .E:15 O' and the incremental adjust-:, 
ment may be increased to as much as 1.25 cr. It is the 
authors opinion, however, that narrow limits at± 1.0 er 
and adjustments at 1.0 ~would probab~y be more statisfac-
tory in the latter case •. 
• 
RECOMMENDATIONS FOR FUTURE WORK 
fv1ore analysis needs to be done on processes with· 
varying means and varying standard deviations to determine 
the optimum narrow limits and adjustments~ 
.• There is no reason vvhy the narrow I imit _concept need ' 
. 
not be applied to proportional controllers. This field 
might be further-explored. 
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APPENDIX I 
PROFORTIONAL CONTROL PROGRAM 
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I INCREMENTAL CONTROL PROGRAM 
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NON-PARAMEI'RIC - INCREMENTAL CONTROLLER 
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APPENDIX III. . ·-• .,. ,. ,. . f .,.. . .. - •. ,,. 
CALCULATIONS 
'· . 
NON·-·PARAMETRIC. INCREMENTAL CONTROLLER . . . . . 
-C = 88·. 52 + • 0089 t + . 004 3 a 
89.44 = 88.52 + .0089 (,~5) + .oo43i a-
a = 39 
,•' ••·· I• 
. r··, 
SIMULAT@ SINE CURVE PROCESS 
NON-PARA.METRIC INCREMENTAL CONTROLLER 
-C = 85._98 + 4.68 a + .022 t - 2,3 1-
•, 
:~ ·. ·-•".< ... . ,.i_:; . ··''., ··:'., :".Js:·'·f-',/';;,j-,,:; - "-', .· .. : . 
:-ti!· .• ,-•' 
·~ . 
.,.. 
·.; ...;. "";,. . . 
89.34 = 85.98 + 4.68 (1.00) + .022 (..2.·,.5) -· .2.·2:3- .1 
1 = .84 
Limits=+ .84 
-
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VITA 
Name: Robert Floyd Brewer 
'Place of Birth: Waynesburg, Pa. 
Date of Bf rth: June 28, 1923 
Name of Parents: Glenn J. and Fay H. Brewer 
Name of Wife: Madlyn M. Brewer 
Chf ldren: Barbara, Donald and Beverly 
Education: 
Vv a y n e s bu r g H i g h S c fto o J ,(*i<Wa-y n e s bu r g Pa • , 1 9 38-1 9 41 • 
Pennsylvania State University, Mechanical Engineering, 
1942-1944. 
Army Air Force, Technical School, Yale University, 
Aircraft Maintenance Engineering, 1944-1945. 
Pennsylvania State University, 1947-1948, B.S. Degree 
in Industrial Engineering. 
.~. 
Lehigh University, 1957-1963, M.S. Degree fn Industrfal 
Engineering. 
Mf I itary Experfence 
Engineering ~fficer, U.S. Air Force, 1944-1947. 
Reserve Officer~ USAFReserves, Major. 
Registered Professional Engineer - Pennsylvania. 
Employment: Senior Development Engineer, Western Electric 
Company, Allentown, Pa., Development of manufacturing 
processes for electronic products. 1948-
Hold 8 Patents on Automatic Machines. 
r 
' ' 
I· 
.:· 
49 
... 
,·-:- '. ' 
