Inspired by Kalman filtering, simulated Kalman filter (SKF) has been introduced as a new population-based optimization algorithm. The SKF is not a parameter-less algorithm. Three parameter values should be assigned to P, Q, and R, which denotes error covariance, process noise, and measurement noise, respectively. While analysis of P has been studied, this paper emphasizes on Q and R parameters. Instead of using constant values for Q and R, random values are used in this study. Experimental result shows that the use of randomized Q and R values did not degrade the performance of SKF and hence, one step closer to the realization of a parameter-less SKF.
Introduction
The simulated Kalman filter (SKF) [1] is a relatively new optimization algorithm compared to some well-known optimizer such as genetic algorithm (GA) [2] , particle swarm optimization (PSO) [3] , and gravitational search algorithm (GSA) [4] . Since the first introduction of SKF, it has been modified and applied extensively. These include fundamental improvements to SKF. For example, to solve combinatorial optimization problems, anglemodulated SKF [5] , binary SKF [6] , and distance evaluated SKF [7] have been presented to enable the SKF to operate in binary search space. The SKF also has been hybridized with PSO and GSA [8] [9] . From the application point of view, airport scheduling has been solved using SKF [10] . Also, recently, the SKF has been employed to select the most significant features for peak detection of EEG signal [11] .
The Original and Modified SKF Algorithms
The simulated Kalman filter (SKF) algorithm is illustrated in Figure 1 . Consider n number of agents, SKF algorithm begins with initialization of n agents, in which the states of each agent are given randomly. The maximum number of iterations, tmax, is defined. The initial value of error covariance estimate, (0) , the process noise value, , and the measurement noise value, , are also defined during initialization stage. Then, every agent is subjected to fitness evaluation to produce initial solutions, The fitness values are compared and the agent having the best fitness value at every iteration, t, is registered as Xbest(t). For function minimization problem,
whereas, for function maximization problem,
The-best-so-far solution in SKF is named as Xtrue. The Xtrue is updated only if the Xbest(t) is better (( ( ) < for minimization problem, or ( ) > for maximization problem) than the Xtrue.
The prediction step is subjected to the following timeupdate equations:
where ( ) and ( | ) are the current state and transition/predicted state, respectively, and P(t) and P(t|t) are previous error covariant estimate and transition error covariant estimate, respectively. The next step is measurement. Measurement, Zi(t), of each individual agent is simulated based on the following equation:
where is a uniformly distributed random number in the range of [0,1].
The final step is the estimation. During this step, Kalman gain, ( ), is computed as follows:
Then, the estimation of next state, Xi(t), is computed based on Eq. (7).
(
and the error covariant is updated based on Eq. (8) .
Finally, the next iteration is executed until the maximum number of iterations, tmax, is reached.
The SKF algorithm requires the determination of P, Q, and R parameters. Earlier, P = 1000 and Q = R = 0.5 has been suggested [1] . However, based on an analysis on P, it was found that the parameter P alone did not affect the performance of SKF when Q = R = 0.5. Hence, Q and R parameters greatly affect the performance of the SKF. Since the determination of Q and R parameters is critical, this study suggests the determination of those parameters Fig. 1 . The SKF algorithm.
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could be avoided. Thus, in this work, random numbers, randn ∈ [0,1], normally distributed at the mean of 0.5, is generated whenever Q and R values are required, at every iteration, every agent, and every dimension.
In the proposed SKF with randomized Q and R values, Eq. (2) is replaced with Eq. (9) as follows:
since the P parameter is dependent on Q. On the other hand, Eq. 
Experiment, Result, and Discussion
The experiment was conducted based on CEC2014 benchmark dataset for function minimization problems (http://www.ntu.edu.sg/home/EPNSugan/index_files/C EC2014/CEC2014.htm), which includes 30 set of problems. Every run consists of 10,000 function evaluations. After a single run, the same experiment was implemented again until 50 results were recorded and average values were calculated. The average value for every function is depicted in Table 1 . Note that for original SKF algorithm, P = 1000 and Q = R = 0.5. The Figure 2 shows an example of convergence curve, which mostly the same. 
Conclusion
Parameter tuning of an optimization algorithm could be a tedious task, especially, if the algorithm is employed to solve a specific problem. This study proves that Q and R tuning of SKF can be avoided, which is important towards the parameter-less SKF. Original SKF Random QR SKF
