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ABSTRACT
In this work, a detailed study of nonconventional sampled data control systems, 
SDCS, is performed. The main contribution is a Block Multirate Input-Output Model that 
stands out the control possibilities of multirate SDCS: Structure assignment, reference 
matching and state reconstruction. The proposed design methodology is suitable for mul­
tivariable, multirate, nonsynchronous SDCS. This model gives a direct way to represent, 
design and understand either periodic or predictive controllers.
The author is a Visiting Professor with the Department of Electrical and Computer Engineering and a Visiting 
Research Professor with the Coordinated Science Laboratory, University of Illinois at Urbana-Champaign. (This work was 
partially supported by the "Conselleria de C.E.y C. de la Comunidad Autonoma Valenciana," Grant 87/1617.)
2INTRODUCTION
It can be said that theory for linear time invariant continuous time control systems is 
quite well defined, understood and applied. The same happens with linear time invariant 
discrete-time control systems. Most of the main issues are well developed and some 
refinement appear from time to time. Questions such as controllability and observability, 
stability, state feedback, observers, optimal LQR, robustness, classical frequency methods 
are well established and known. Among the abundant literature covering these topics the 
recent report on control theory from the IF AC Technical Committee on Theory [1], and 
the references wherein, gives an overview of the state of the art.
Unfortunately, this is not the case for linear sampled-data control systems. The 
classical approaches to study these systems are either by discretizing the continuous-time 
results assuring that a small sampling period is taken or assuming an ideal sampling pro­
cess, synchronous, instantaneous and then studying the system as a discrete-time one. In 
both cases we are sacrificing basic properties of these systems to get simplicity and easy 
mathematical treatment. But sampled-data systems are much more than either approxi­
mate continuous-time systems or discrete-time systems. They combine the properties of 
both. The works of Kalman and Bertram [2], with the state space representation and Jury 
[3] with the z-transformation, tried to generalize the study of the basic sampled-data sys­
tems to a broader class of systems allowing nonsynchronous and multirate sampling 
schemes. Nevertheless, these extensions kept the same approach used for discrete systems, 
resulting in complex expression and loosing their easy physical interpretation.
To avoid the limitations of linear time-invariant control systems, a number of 
authors have proposed the use of time-varying and periodic feedback control laws, dis­
covering the great improvements are achievable with this kind of controllers. Among the
3first contributions in this approach are the works of Chammas and Leondes [4], [5], 
improving the pole assignment design by periodic output feedback. Recently, some impor­
tant contributions have been done [6]-[8] in the use of periodic controllers with enlarged 
properties. The classical transfer function or the state-space representation are the model­
ing tools used. The suggestive work of Kabamba [9], investigates the use of generalized 
sampled-data hold functions in the control of linear systems, proving very nice properties 
with quite difficult real time implementation.
The aim of this report is to present a new model for multirate sampled-data systems 
giving an insight into the possibilities of SD control systems as well as solving in a natural 
manner the periodic feedback controllers and the predictive controllers [10], that recent 
papers are claiming for.
In the next section we define the kind of systems we are going to deal with. We 
emphasize that a Sampled Data Control System, SDCS, is composed by a continuous time 
plant, a discrete controller subsystem and a sequence of events [12]. According with this 
sequence of events different kinds of SDCS can be derived. Some basic topics in control 
systems are considered in Section 2. Controllability of multirate SDCS leads us to a key 
result, the enlarging of the input matrix rank. A similar result, from the observability 
analysis, is stated for,the output matrix. Section 3 establishes a design approach based on 
the main features of the multirate SDCS: Structure assignment, model matching and state 
reconstruction. As a further result we present in Section 4 the main contribution of this 
work: a new model for multirate SDCS that we call Block Multirate Input /Output model 
(BMIO). It can be stated either directly from input-output relationships or through a 
state space representation. This double point of view gives a great power and understand­
ing to this representation, and provides some useful relationships between state-space
4representation matrices and the coefficients of the input-output transfer function matrix. 
Section 5 presents further results in the analysis of multirate SDCS based on this model. 
A simple example clarifies the main results in Section 6. The work finishes with a conclu­
sions section and references.
1. SAMPLED-DATA CONTROLLED SYSTEMS PRELIMINARIES
We will consider a finite dimensional linear time invariant continuous time (LTICT) 
system S described by
x(t) =  Ax(t) + Bu(t) + d(t) 
y(t) = Cx(t) + v(t) ( 1. 1)
where x(t)€Rn is the state vector, u(t)€Rm is the control vector, y(t)€Rp is the output 
vector, d(t)€Rn is a state disturbance vector, v(t)€Rp is a measurement noise vector, and 
A, B, C are real matrices of appropriate dimensions. B(C) is assumed a m-column rank 
(p-raw rank) matrix.
m,k
Figure 1.
On this LTICT System we define different linear SDCS just with the following assump­
tions:
5Information is taken from the output (state) at discrete instants of time.
Control inputs are stairwise and determined by linear functions of measurements, 
external inputs and previous controls.
Y i  = y^rii.k) tk-1 <  tm.k <  tfc for 1=1....P
u‘(t) =  uk tk <  t < tk+1 for i= l ....m (1.2)
Uk =  f'(yk>rk’uk-l,^)
where the superindex i denotes the i-component of a vector, the subindex denotes the 
order of a sequence of changes in the component, and time t is marked with these events.
Definition l.a: A SDCS with t^  k =  tk, tk+1 — tk = T, constant, for all i will be called a
Linear Time Invariant Periodic SDCS. That is, any event either measurement or control, 
for any variable, take place periodically and at the same time.
Definition l.b: A periodic SDCS will be called delayed SDCS if tm k ^  tk.
Definition l.c: If in a SDCS, tk+1 — tk = Tjf either for any measurement or control, and
T:Tj 5* Tj for some i ^  j, we will call Multirate SDCS, if —  is rational. Delayed events can 
also be considered in that case.
TDefinition l.d: Under the previous conditions but if —i is not rational, we will call
Time-Varying Multirate SDCS.
Definition l.e: If some T, is randomly variable then we have Random SDCS.
l.a. Implies the strongest assumption given us the simplest controlled system model, a
discrete time one.
6l.b. Is very realistic.
l.c. Should be very convenient.
l.d-e. Will not be considered here.
Remark: To allow signal reconstruction Tj is upper bounded (Shannon Theorem [l l]).
Under these assumptions we can make the definition of the systems we are going to con­
sider:
Definition l.f: A linear multirate sampled-data control system, is the composite concept
consisting of a continuous time linear time invariant system as above described, S, a 
discrete controller (1.2), and a sequence of events E over the period of time T0, such that 
conditions in Definition l.c are satisfied.
This general concept of sampled data system can model quite well the actual com­
puter controlled systems, where multi-microprocessing, parallel and distributed control 
systems are more and more used. We are far away from the simplest sampled-data struc­
ture of one sampler, one hold circuit and one instantaneous synchronous controller, exten­
sively adopted for the study of digitally controlled continuous time processes.
2. SAMPLED-DATA CONTROLLED SYSTEMS ANALYSIS
Let us consider the continuous linear time invariant system S described by (1.1).
We will consider a discrete control subsystem, where the sequence of events at sam­
pling outputs and at hold circuits is, at this moment, asynchronous. Let us denote by bit
i=l....m, the column vector of B matrix related to the Uj component of the control vector,
and by q, i=l,...,p the i-row of C, related to the output vector component y^
7Proposition 2.1: If the pair (A,B) is controllable, for almost any sequence of control
inputs such that Uj (i=l,m) appears at least n-m times, the sampled-data system is con­
trollable, i.e., given any initial state x(0) there is a control sequence that transfer the state 
to zero. This is always true if the interval between control events is short enough. The 
proof is omitted as it is a direct application of the controllability matrix of the pair (A,B), 
using the Heymann Lemma [l 1 ].
Remark 2.1: For periodic sampled-data system this is a well-known result. If (A,B) is
controllable, the pair (eAT,^ eATdrB) is controllable except if T =  where wd is the
imaginary part of any complex eigenvalue pair of A [2].
Assume that m=l. Proposition 2.1 means that under the stated T-constraints if a 
sequence of control is applied at time instants t0,tl t . . .  , t ^ , ^ ,  the matrix Q, dim nxn is 
rank n, with
qi = eA<,”",') /  eA(t,_r) b dr (2.1)ti-l
the i-column vector of Q.
If m> 1 we will require less than n control events if more than one input is updated 
at the same time.
Remark 2.2: The Proposition 2.1 allows us to transfer the state of the system (2.1) to
zero in a time interval as short as desired, providing the proper control sequence is applied 
in that time interval.
A dual proposition can be stated for the state reconstructibility.
8Proposition 2.2: If the pair (A,C) is observable, for almost any sequence of sampled
measurements E such that yj (i = 1 to p) appears at least n times, the initial state x(0) can 
be reconstructed from the measurements. This is always true if the measurement inter­
val between two same output samples is short enough.
Remark 2.3: For periodic SDCS that means that if (A,C) is observable, (eAT,C) is also 
observable, under the same T-constraints as in Remark 2.1.
Remark 2.4: The Proposition 2.2 allows us to reconstruct the state of the system (2.1)
at initial time, in a time interval as short as desired, providing the proper measurement 
sequence is applied in that time interval.
In the following we will call
where F(X) is the transition matrix of A and G(Aj the input matrix of the discretized sys­
tem.
Comment: In a sampled-data system from (1.1) xk+1 = F(-)xk + G(0uk, F(-) is always
invertible.
2.1. Increasing the Rank of the Input (Output) M atrix
Let us assume a continuous time system defined by (A,B). With constant input u0, 
the dimension of the controllable subspace is m. After an interval T this subspace is the 
range space of G(T). If u varies in a stairwise form, with instants of change defined by the 
sequence t0,t1,t2, . . . ,  ts, the controllable supspace is enlarged to the range space of
F(X) = eAX (2.2a)
(2.2b)
9The system state after this control sequence will be
x(ts) =  F(ts—ts_i)x(ts_j) + G(tj—ts_,)u(ts_j) (2.4)
Or, referring to the state at time t0,
u(t0)
x(ts) = F(ts—t0)x(t0) + Wm :u(ts_!) (2.5)
when s is such that Wm is full raw rank (=n) the state x(ts) can be transferred to any 
desired value, that is, x(ts) can be arbitrarily assigned. Then if we choose x(ts) =  X x(t0) 
we get
and the appropriate control sequence can be f ound.
2.2. Increasing the Rank of the Output Matrix
It is the dual case of the previous one and similar result can be stated for the state 
reconstruction.
In this section we state one of the main result of this work: SDCS structure assign­
ment. We will consider first the simplest case, that is, periodic SDCS.
Define T0, the evolving period, as a global period of time suitable to represent the 
system behavior, and Tj as the shortest sampling period to avoid numerical and measure­
ment problems, that is, such as FCT^, GCTj) can be computed without numerical errors
(S  -  F)xCt0) =  Wm ( 2.6 )
3. SAMPLED-DATA SYSTEMS: CONTROL DESIGN
10
and measured variables increments are detectable.
We will assume that, with respect to the process parameters, the inequality
T0 >  T..N , where N =  sup[— , —]m p
holds. As sampling period we adopt
(3.0)
T = T0/N .
Let us assume initially that m=l, p=l. That is, a SISO system.
3.1. Structure Assignment
From the system S definition (1.1), we have
x[(k+l)T0] =  eAT° x(kT0) + £  eA(T° t) b u(r)d7
where we have assumed N=n. If we consider stairwise control, and
u(r) =  uik (kT0 + iT) ^  r < kT0 + (B-l)T
i+ l ToAT0 . Nv ,1 Nr A(T0—r) . ,xk+ i= e °xk + Z  /  e bd r.u ik 
1=0 tJtto
AT N -i a 2 L I t0 V n= eAT»xk + Z  e N¡=o “ eAT b dr U;i.k
where xk =  x(kT0).
xk+1 =  F(T0)xk + [Fn- 'G ........ G]. u?,k
u N -l,k
(3.1)
(3.2)
(3.3)
(3.4)
=  F(T0)xk + W.Uk
11
with F = F(T), G =  G(T), to simplify the notation, and Uk the vector of input values dur­
ing the k evolving interval.
As W is invertible for (F,G) controllable, we can arbitrarily assign the system 
matrix, such as:
xk+i = ^ xk I (3.5)
then,
u Q,k
u N -l,k
= W-H5 -  F(T0)]xk = r x* (3.6)
gives the control law, that is, the control sequence [ u 0 ,U j, . . . , uN_ Jk over the time inter­
val T0.
If we choose A arbitrarily, the structural changes in the system may require strong 
control actions. It is well known that if a great control action is used [13] the system is 
very sensitive to delays in control action updating as well as to unmodelled dynamics. To 
avoid this problem, A can be chosen with some other criteria. For instance, we can specify 
some structural properties such as input/output coupling and eigenvalues region, and then 
minimize a norm of the control feedback matrix:
r  =  p r K H  -  F(T0))|| .
This alternative procedure will be applied in Section 6 example.
3.2. Model Matching
If the reference input is also varied at rate T, then, the control law
(3.7)
Uk = Ri + W -'ta  -  F(T0)]xk (3.8)
where Rk is the vector of reference values during the k evolving interval, will give a
12
closed loop state equation (at intervals T0)
xk+i = F(T0)xk + W Uk =  Âxk + W Rk , (3.9)
So, Uk is determined to get the desired closed loop structure, and Rk is designed to place 
the system zeros, with respect to the external reference input.
3.3. State Reconstruction
If we sample the output at rate T, and reconstruct the state at rate T0, we have
y(kT0 + it) = yi k =  CF(iT)xk -I- CGuH1 k+...+CF[(i— l)T]Gu0k i=l,...,N . (3.10)
So,
or
y!,k CG 0...0 CFG ...0 CFCF2
YÑ.k CFn-1G ...CG u N -l ,k c f n
(3.11)
Yk = ®xk + $  Uk
where ® is invertible if the pair (A,C) is observable, and yN K = y0 k+1 
Then,
xt  =  ©_1Yk -  0 _1<ï> Uk .
(3.12)
(3.13)
To avoid the one period delay, we can use the measurements during an interval to predict 
the state at the end of this interval. So
Xk+1 =  FCTo)©-^ + [W -  F(T0)©-1<t>]Uk . (3.14)
Note that the state is then estimated with the last available information, y0k+1. 
Nevertheless, a set of zero-eigenvalues are introduced [14] in the global system, when the
control law is built from the reconstructed state:
13
uk = r xk .
3.4. Control Design Methodology
In the previous paragraphs we stated the main ideas we now summarize as 
line for system control design when a periodic synchronous sampling is adopted.
The general equations are:
Process: x[(k+l)T0] = F(T0)x(kT0) + WU(kT0)
State reconstructor: xk = FN@_1Y[(k—1)T0] + [W — FN@-1<l>]U[(k—1)T0] 
Controller: U(kT0) = rX(kT0) + R(kT0)
Output: Y(kT0) =  0xk + <i> Uk
where
U(kT0) =
Y(kT0) =
R(kT0) =
x(kT0) =
u(kT0)
u(kT0+N.T-T) 
yCkTp+Tj) 
y(kT0+NT) 
r(kT0)
r(kT0+NT-T)
XjCkTo)
= Ut
= Yi
= Rv
xn(kT0) = X^
The design parameters will be:
( 1 ) T: sampling period
(2) T0: evolving period
(3.15) 
a guide-
(3.16a)
(3.16b)
(3.16c)
(3.16d)
(3) 5: desired closed-loop behavior
14
(4) : system transmission zeros.
These design parameters will determine the controller matrices
-From T, T0 the matrices F(T0), G(T0), W, <i>,0 are determined as well as the state 
reconstructor matrices.
-The closed-loop behavior A, determines T.
-The system transmission zeros are defined by Rk.
3.5. Delayed and Multivariable SDCS
Let us extend our results in the previous paragraphs to the more general case, of 
multirate SDCS, Definition l.f, considering that the events are not synchronous and the 
continuous time system is MIMO.
If during an evolving period T0, the sampling and control updating events are not 
synchronized, or even not equally spaced, slight modifications must be introduced in the 
key equations.
The controllability matrix W used in (3.4) should be replaced by
Wd == [F(tjj tj)G(tj t0)G(tN tj^_j) • • • F(tN tj^_j)G(tfj_j tN_2)] (3.18)
that, under the sampling assumptions of Proposition 2.1 is nonsingular. Then, control law 
(3.6) and related expressions, like (3.14), will be applied with Wd instead of W.
The same can be done with output measurements. The key equation (3.11) should be 
rewritten with powers of F(T) replaced by transitions matrices F(-), in a similar way as 
we have done in (3.18). Then, again the new @d matrix will be nonsingular and will 
replace © in (3.14) and related equations. Also matrix 4> defined by (3.11), (3.12) should 
be conveniently rewritten. To avoid an increment in vector Uk dimension it is assumed
15
that both input and output are updated at time kT0.
If a MIMO system is considered, the notation becomes quite more complex. First, 
because we can allow only partial changes in the input vector or sampling a reduced 
number of outputs at a time. The fast rate sampling will be selected according with (3.0). 
But, under the assumptions of Proposition 2.1 a new controllability matrix Wm similar to 
(2.3) can be constructed. Now we will usually need no more than n-m time input events 
to get a full rank matrix \Vm, but it will be rectangular. So whenever W_1 is used in the 
previous results, it should be replaced by WJf, where # means the pseudoinverse of a 
matrix.
A similar reasoning will be applied to deal with the output vector.
Then, equations (3.16) will be generalized to:
Process: x[(k+l)T0] =  F(T0)x(kT0) + WmU(kT0) (3.19a)
State reconstructor: x(kT0) =  F(To)0^Y [(k-l)T o]+[Wm-F(To)©I^ 4>rn]U[(k-l)To] (3.19b) 
Controller: U(kT0) = W *[Ä-F(T0)] x(kT0) + R(kT0) (3.19c)
where Wm is as in (2.3), and
C F(t1-k T 0) 
C F(t2-k T 0)
C F(ts‘-k T 0)
(3.20)
$  =
C G(tj—kT0) o n
C F(t2—tjjG ftj—kT0) CG(t2—tj) q
C F(ts—tjGCt!—kT0) CFCt-tOGCtj-t,) CG(t!- t I. | )
(3.21)
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4. BLOCK MULTIRATE INPUT-OUTPUT MODEL
In this section, a new model of multirate SDCS is presented. It follows in a natural 
way from the results previously obtained, but it can also be stated directly from 
input/output considerations. Both points of view give a great power and understanding to 
this representation.
To simplify the notation let us assume first SISO system with synchronous events.
From (3.12) and (3.14) we can express
Yk =  P Ym  +  OiUk_, +  Q2Uk (4.1)
where
P =  © Fn©-1
Qj = © W — P <i> (4.2)
q2 = $-
This equation represents the system behavior and as we are going to see, it can be directly 
stated from an input/output point of view.
Let us consider a transfer function representation of the continuous time system 
(1.1) with SISO, discretized at time interval T,
yUT) =  B(q~*} u(iT) (4.3)A(q-1)
where A(q-1) and B(q-1) are polynomials in the delay operator q-1 of order n, such as
B(q_1) =  £  bjq_i (4.4a)i=l
A(q_1) = 1 + 2  ajq-1. (4.4b)i=l
With the notation of the previous section, let us consider an evolving period T0 = NT,
17
N ^  n, and then express as a vector of outputs Yk, like (3.17), the set of relations derived 
from (4.3) for i =  kT0 + T, • • • kT0 + NT.
We can express:
Yk = A Yk + B Uk + j8 Uk_! + a  Yk_j (4.5)
where
ooo bi 0 0-?1 •B = bm“ an Q
0  -an -a i  0 : bm bl
0 0 b n b2 0 an — a.
3 = bn Oi — an. o
 
o . o
 
o
(4.6)
Comparison of (4.1) and (4.5) shows very interesting relationships between matrices 0, 
W, F and 4> and the transfer function coefficients a{, b,, as well as an easy way to compute 
the equation (4.1) matrices.
From (4.2) and (4.6) it results:
p =  (I—A)-1 a
Qj = (I—A)-1 j8 (4.7)
Q2 = (I—A)“1 B .
Observe that from (4.6), (I—A) and B are nonsingular, and so, Q2 is also invertible, as it 
was deduced from (3.11). The expression for Q2 appears in [l 1, p. 1023.
The multirate input-output model (4.1) can be interpreted as an amplified like 
state-space representation of system (4.3) if a one period delayed control is applied, [13]. 
Then, considering as state vector [Y^,UkT3T, w’e have:
18
Yk P Qi Yk_, q 2
— +
u k 0 0 Uk- i 1
U, (4.8)
If a feedback control law is assumed:
Ut =  M,Yk_j + M2Uk_i
and then the full system will be:
P+Q2M1 Q1+Q2M2
(4.9)
Yk
u k M, M-
Yk_,
Uk-, (4.10)
It is clear that (4.9) can be designed with different control purposes. The control problem 
can be stated in the following way:
Find the control sequence Uk, given the input-output measurements over the past 
interval T0 to get any desired output response Yk. Note that as Q2 is invertible any out­
put sequence can be matched. Then, a control law Uk = ~Q2-1[PYk_1+Q1Uk_1] will deter­
mine a null output vector Yk.
If the only constraint is to achieve a final output y(kT0 + T0) = 0, the control 
sequence can be determined to minimize a cost index. It can be shown [15] that the Gen­
eralized Predictive Control [10] can be expressed as a particular case of this design metho­
dology. Equation (4.10) will allow us to study initial transient behavior. Note that the 
vector Yk, Uk can be shifted any T sampling period, and the same (4.1) equation holds. 
This allows an easier initialization of control (4.9).
Once again, MIMO can be easily handled but with some notation burden. Let us 
assume synchronous sampling, and p =  m. For any of the outputs we can write
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mAi(q""1)y¡(kT) =  ¿  B¡j(q_1)Uj(kT) i=l,...,m . (4.11)
j= i
Following the notation in (4.6), we can express:
Qi = fOi.ijl , Qi.ij = Cl-Aj)“1 Bjj (4.12a)
P = [Pj , Pi = (I-A j)-1 ofj (4.12b)
0  =  [Qjj] , Qij =  (I-A i)"1 3ij (4.12c)
and
Yk =  [Y,Tk , Y2Tt .........Ymk]T (4.13a)
Uk =  [U,Tk...... um kF . (4.13b)
Then,
Yk = Qi Uk + 0  Uk_! +  P Yk_! (4.14)
with similar properties than (4.1).
If the events belonging to a sampling period T were not synchronized, coefficients a ,^ 
by will not have the same meaning than before but it is clear that a model similar to the 
previous one can be stated. If, to simplify the notation we consider a SISO, the Block 
Multirate Input/Output model will be like (4.1) but with vector components:
Yk =
y(kT0 + tml) 
y(kT0 + tm2)
y (k t0 +  tmn)
Uk =
u(kT0) 
u(kTq + tj)
u(kT0 + tn_ j )
(4.15a)
(4.15b)
where times are as defined in Figure 1.
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Matrices in (4.5) will have the same triangular structure but now the aj and bi­
coefficients may be different f rom one row to another, according to the events interval.
4.1. Disturbed Systems
Let us consider the single output system, as the simplest but easely generalizable
case.
The model plant can be written as
A(q_1)y(kT) =  B(q-1)u(kT) + C(q_1)d(kT) (4.16)
where, as before, A and B, and also C, are polynomials in the delay operator q-1 of order 
n, and d is the disturbance. Let us first assume that d(kT) = d0, a constant disturbance. 
If the disturbance has been applied at time t = (k—Z)T, the vector of future outputs can be 
expressed by
(I-A)Yk+1 = B Uk + j3 Uk_j + a  Yk_j + y d0 (4.17)
where y is a N-vector with elements
i+/7 i = Z C j .  (4.18)j=0
If the disturbance is measurable and nonconstant a feedforward control U1>k can be 
applied to counteract it. Otherwise, classical approaches based on integral action can be 
applied. See that if Uk is chosen as (4.9) to vanish the output, it will be
Yk+1 =  (I—A)-1y do . (4.19)
For small T, I-A tends to I and y tends to zero.
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5. PROPERTIES OF MULTIRATE SAMPLED-DATA CONTROLLED SYSTEMS
Let us study briefly some of the properties and drawbacks of the control system 
developed in the previous section. Structure assignment property gives an open field to 
consider its suitability to classical control problems such as model uncertainty, robust­
ness, nonlinearities, time varying controllers among others, that are under development. 
Here we only give some preliminary results.
5.1. M ultirate Sampled-Data Systems Invariants
It is clear that system I/O decoupling is one of the immediate features of structure 
assignment, if we consider I/O variables at time intervals kT0.
From the system S, we consider again (3.1),
where xk =  x(kT0), and y[(kN+i)Tj = Cx[(kN+i)T]. We have shown that, by proper selec­
tion of u(r) as a stairwise function of ykN+i, the resulting system, (3.5)
has as only invariant the order n. No other invariants such as Kronecker, Popov, Brunov- 
sky invariants hold.
5.2. Disturbance Rejection
(a) Unmeasured Disturbance
Let us consider the disturbed system (1.1)
(5.1)
x = Ax 4- Bu + d . (5.2)
If we discretize it with period T:
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x((k+l)T) = eAT x(kT) + £  eATB u(r) dr
T+ ^  eAT d(r) dr .
(5.3)
Assuming multirate, synchronous sampling with
T0 = NT , u(t) =  Uj k kT0 + iT ^  t < kT0 + ( l+i)T (5.4a)
d(t) =  dk kT0< t < (k+l)T0 (5.4b)
then
x[(k+l)T0] = F(T0)xk + W Uk + H(T0)dk (5.5)
*0where F(T0), W and Uk is above defined, and H(T0) =  *^eATdr. By proper selection of Uk:
xKk+DTj = Ax(kT0) + H(T0)dk (5.6)
where A is any desired nxn matrix.
The steady-state behavior for d(t) = const. = d0
x^ = (I — A) 1 H(T0)d0 5* 0 always (5.7)
If T0 is sufficiently small H(T0) ~  T0I. Then, A = 0 gives x^ = T0d0 as small as desired. A 
practical constraint is that: T0 > T cannot be too small to avoid numerical problems in 
handling F(T), G(T), and H(T).
(b) Measurable Disturbances
Assume that disturbances are measurable. As before we have (5.5). Then we con­
sider two control actions, the first one to assign the closed loop behavior and the second 
one to counteract the disturbances. Then
23
The component
Uk — u lfk + u 2 k
w u 2 t = —H(T0)dk ; U2,k =  -W -'H (T 0).dk
cancels the disturbance effect. The second one
U1Jt =  W->(£ -  F(T0))xt
assigns the system matrix Ä. Explicitly we will have
u,(kT0+ (N -l)T ,)
Ui(kT0)
u2(kT0+(N—l)Tj) 
u2(kT0)
and the total control the sum of both.
U1>k = 
U2.x =
6. EXAMPLE
Let us consider the process defined by
Xi =  x2 + d 
x2 = u 
Y =  •
If we discretize it with period T, we get
XjUk+DT)
x2((k+l)T)
1 T 
0 1
XjCkT)
x2(kT) +
T2/2
T u(kT )+
T
0 d(kT)
(5.8)
(5.9)
(5.10)
or in short,
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x[(k+l)T] = F(T)x(kT) + G(T)u(kT) + H(T)dCkT) .
We adopt T0 =  2T. Assume d is measurable and we want a deadbeat decoupled closed 
loop response, (A = 0).
Design step 1: The controller, from (5.10), will be
where
U 11
U 10
= W_1[—F(T0)]xk
W = [F(T)G(T) G(T)] = 3 X 2/2 T 2 ¡ 2  T T
Then,
u 1Jt =
Ull T 2 3/2T-1
^10 -T " 2 — 1 / 2T 1
The disturbance can be cancelled with (5.9)
u 2,k =  -  W_IH(T0)dk
that give a feedforward control:
U2.k =
So, the control law, assuming state measurement, will be:
u21,k 2T- i=  —
u20,k —2T"1
u,
Ur
T~2 3/2T-1
-T “ 2 -1 /2T-1 Xv —
2T-i 
—2T-1
The figures shown the continuous time response when this control is applied.
25
Figure 2
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First a sampling period T =  0.5 sec is assumed. Figure 2a shows the state variables 
trajectory with initial state x0 = [l l]T, and d = 0. The control sequence is u0 = —7, 
ux = 5. Figure 2b shows these trajectories for the disturbed system, d =  1, with initial 
state x0 =  0. It is interesting to note that at kT0 instants of time x(kT0) = 0 but some 
oscillations appear between the control sequence is {u} =  {—4,4,—4,4,...}. Then we can 
recognize the classical solution of cancelling a constant by an oscillating action, usually 
applied to the system as a dither signal [16].
Figures 2d- - show the same trajectories when a sampling period T =  1 sec is applied. 
For the undisturbed system x0 =  [l 1], the control sequence is u0 = ——, Uj = For
d = l ,  x0 =  0 it is {u} = {—2,2,—2,2,...}. Then, lower control action is applied. On the 
other hand, note that in the same ratio the maximum value of Xj has been increased. The 
conclusion is that reducing the sampling period stronger control action is applied and 
greater disturbance rejection is achieved on xv This can be expected as coherent with the 
high gain feedback control technique [17]. Figure 2c shows the state trajectories for the 
disturbed system d =  1, x0 =  0, when the disturbance is not measured.
Design Step 2: Input/output control.
If the state is not measurable, then state reconstruction from output measurements 
can be implemented
y lx  =  CF(T)xk +  CG(T)u1>k 
Yo,k+i = C F(2T)xk + CG(T)ul k + C F(T)G(T)uo k
CF(T) -1 1 T -l 2 -1
CF(2T) 12T _'■p—i 'j'—l
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CG(t) 0 T2/2 0CF(T)G(t) CG(T) 3T2/2 T2/2
Then,
0
_•p— i
0 00 T/2
The controller together with the state reconstructor will give:
u fc = r x i
Uk =
+ jLt—^ ^ x~2
2 2
_ 1 2 3 nr'—2
2 2
Y k - i  +
0 -3 /4  
0 1/4 Ut _k-l
Same result is obtained by (4.5) and (4.6) from the z-transfer function and applying 
(4.9). Obviously, greater transient results owing to the one period delay the state recon­
structor introduces. Nevertheless, the global system eigenvalues are formed by those of 
the controlled system and a set of zeros belonging to the delay [14].
Alternative Design Step 1
Assume for the A matrix the structure:
Then if X =  0, a deadbeat response is obtained for any a-parameter value. If we allow 
small eigenvalue X , I X I < e, we have additional freedom to determine the control action. 
The control feedback matrix will be:
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r =  w ‘ [S -  F(T0)] =
(X -O T -
- ( X - l) T '2 —x _2(a—2T
Then we can choose X and a in such a way that
||r|| =  max ( £  I Ti? I ) =  max y 5
1 j= i 1
is minimized. In particular, for k = 0 we get a = T.
So, the control action will be, for the undisturbed case:
Uk ~ W H S  -  F(T0))xk ;
T  =
-T “2 —1/2T“1 
T-2 —1/2T-1
And the response to initial state x0 = [l 01] is given by the control sequence 
u0 x = —5, ulfl =  3, u0 2 = —4 and u1>2 =  4, which as expected is a smoother response, and 
so is also the control.
7. CONCLUSIONS
This paper presents a new approach to the study of nonconventional sampled data 
systems, based on a Block Multirate Input/Output model. The model is developed for 
multivariable multirate nonsynchronous sampled data control systems. This model can 
be derived either from input output considerations and then by the use of z-transfer 
function matrix coefficients or from the state space representation of the continuous time 
plant to be controlled. This double point of view allow us to establish very useful matrix 
relations between controllability, observability and impulse response matrices and those
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formed by transfer function polynomial coefficients.
Based on this representation a new methodology for control system design is 
presented. The main feature is the freedom to achieve simultaneous important objectives 
such as structure assignment and then decoupling, desired transient behavior, as well as 
reference matching, optimal control or disturbance rejection.
Compared with some actual results it allows: design of digital periodic controllers, 
easy computation of predictive controllers matrices, easy implementation and computa­
tion of generalized stairwise sampled data hold circuits and disturbance rejection by shor­
tening the fast sampling rate. This last result shows a new point of view of the high gain 
feedback approach to disturbance rejection.
Many control issues remain open and are under development: robustness, parameter 
estimation, adaptive control and stochastic processes. This new model provides a power­
ful f ramework to deal with all these problems.
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ABSTRACT
Digital control systems involve time delays in the control subsystem operation. This 
paper examines the effects of data acquisition control algorithm, computation and other 
delays inherent in digital control implementation. A design method is proposed whereby 
an advanced observer to compensate for the delay is included. Advantages of this design 
are illustrated on a simple example.
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INTRODUCTION
Continuous-time controllers rarely takes into account time delays. Time delays can 
be present in the process and/or in the actuators, and sometimes in the sensor instrumen­
tation when the measurement requires some sort of transportation. Anyway, these delays 
are usually considered as a part of the process to be controlled.
This is not the case when digital controllers are used. Besides the above mentioned 
delays some sources of unavoidable time delay appear: analog to digital conversion, con­
trol algorithm computation, D/A conversion and control signals interfacing as well as 
digital actuators updating. On the other hand, it is usual to consider the ideal controller 
designed for the sampled data process, without taking into account these delays.
When digital controllers are implemented on microprocessors and the processes to be 
controlled are very fast, sampling period must be shortened and these delays may degrade 
the system control performances if they were not considered in the design stage.
This is what happens, for instance, in the case of robot controllers where some axis 
dynamics must be sampled every few milliseconds and complex control algorithms must 
be implemented. Also some heavy computational effort is generally encountered in the 
data acquisition system. A similar situation happens in the control of open loop unstable 
systems. The inverted pendulum problem as well as the control of undamped mechanical 
structures under vibrations, pose the same kind of problems: delays in the control action 
may make the system unstable. Of course, control performance degradation is always 
present but what we mean is that in controlled systems that seem to be closed-loop well 
damped and stable may present stability problems if significant time delays happen. We 
show later that, if a great control effort has been used to get the nominal control very 
short time delays become significant.
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A recent work [2], in the framework of optimal control, assumes a one-sampling- 
period time delay to design the proper controller, making the system more sensitive than 
necessary to plant parameters uncertainties and external disturbances.
This paper presents some tools for the study of these problems and gives guidelines 
for the selection of some design parameters, such as the sampling frequency or the control 
effort. The main contribution of this work is the design of a predictor observer that 
minimizes the delay effect and allows the use of the state feedback control computed for 
the undelayed case. This observer is based on the properties of sampled-data systems and 
introduces some modifications in the control algorithm to be used.
1. PRELIMINARY REMARKS
Let us consider the time delays effects as they would occur in continuous-time sys­
tems. Assume a process modeled by the pair (A,b) where A is a system matrix dim nxn, 
and b a matrix input dim nxl. (i.e., a single-input process):
x(t) = Ax(t) + b u (t) . (1.1)
If a linear state feedback control law is designed as a result of a pole assignment or optim­
ization methodology the controlled system will be, nominally:
x(t) =  (A + bk)x(t) + br(t) (1.2)
with
u(t) = kx(t) + r(t) (1.3)
as the control law. Assume a delay of T0 units of time in the control action. Then the 
complete system will be
x(t) = Ax(t) + bkx(t—T0) + br(t) . (1.4)
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The open loop transfer function will be (Figure 1),
G(s) = b(sl — A)_1ke °S . (1.5)
If k has been obtained from an optimal LQR design, a phase margin PM of at least 7r/3 rad 
is assured for the nominal design. A similar figure is usually adopted with any other 
design approach. This means that the maximum time delay to keep the system stable is
or more precisely
T0 < (1.6a)
(1.6b)
where cof is the maximum frequency such as I G(<of) I = 1. This frequency is usually 
smaller than the system bandwidth and of course smaller than the cut-off frequency.
Now let us assume that the controller (1.3) is implemented digitally. It is well 
known that the feedback matrix should be redesigned to take into account the sampling 
time T [l]. But in the ideal case, that is, if the period T is short enough, system perfor­
mances are maintained with the same constant gain. Considering this case as the limit,
Figure 1
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(1.6) establish an upper limit in the sampling time if a one-period delay is assumed.
In most applications this is not a problem because the controller delays are shorter 
than a period and the sampling frequency is larger than the system bandwidth. What
(1.6) points out is that if our sampling period T = 2?r/<i>s is close to T0, that is, if o>s =  6 <af 
(this is not unusual), system will violate the stability condition if a one-sampling-period 
time delay control is implemented. This extreme situation warn for any delay significant 
w.r.t. the sampling period, if it has been chosen very tight to that given by the sampling 
theorem.
2. PROBLEM STATEMENT
Given a continuous-time process (A,B,C) with a zero-order hold, it is well known
that
x(t) = F ( t- tk)x(tk) + G ( t - t J u ( t J
where
and
u(t) =  u(tk) tk < t < t
w *  . A A i t - V  FU—t j  = e
k*l
G(t—tk) = /  eAr d7 B .
Let us assume a linear feedback law
(2.1a)
(2.1b)
(2.1c)
u(kT) = Kx(kT)*+ r(kT) (2.2)
from the state sampled any T seconds. If there is a delay AT between the instant the con­
trol action is applied and that of the measurement sampling, the discrete-time model for 
this sampled-data system can be expressed by [3] an augmented state vector including the
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delayed input:
xk+l F(T)+G(T—AT)K F(T—AT)G(AT) Xk G(T-AT)
= +
uk K 0 uk-l I
where the subindex refers to the period T of time and rk is the external reference input 
and it is assumed 0 ^  A ^  1. Of course (2.3) can be generalized for any greater value of 
A, with a larger state vector. Two problems will be addressed in the following: (a) study 
the effect of A in the stability of (2.3) assuming that the undelayed system is stable, 
{\j€X[F(T)+G(T)K], I I < 1}. (b) Given a desired closed loop behavior defined over the 
initial continuous-time system how the control structure can counteract the presence of 
this delay to get performances as close as possible to those of the undelayed system. 
Problem (a) is analytically unfeasible in the general case. Some general ideas can be taken 
from the scalar case we present in the next section, where we also give guidelines for key 
parameters selection in the design stage, such as sampling period or control effort. In the 
multi-input case or even in the n-dimensional single input case only very particular situa­
tions can be solved. On the other hand, some computer aided design tools, such as those 
exposed in [4], [5] allow an easy simulation analysis of this problem. Problem (b) is 
solved in the following sections. An advanced observer is defined, based on the intrinsic 
properties of sampled-data systems, and the proposed solution can be applied even with 
variable time delay.
3. TIME DELAY EFFECTS ON FIRST ORDER SYSTEMS
Let us consider the first-order process
x(t) = ax(t) + bu(t) . (3.1)
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Equation (2.3) can be detailed as:
xk+l elT+b/a(e1<T-AT)— 1 )k b/ae1<T"AT)(eaAT- l  ) xk g= +
uk k 0 uk-i 1
rk . (3.2)
Introduce the following notation:
a: continuous—time open loop pole 
a =  a + bk: continuous—time closed loop pole ( < 0) 
f = eaT: discrete—time open loop pole 
f = e : discrete—time closed loop pole ( I f I < 1)
T
g = /  ear dr.b: discrete input coefficient o
(3.3a)
(3.3b)
(3.3c)
(3.3d)
(3.3e)f — f =  gk: discrete control effort.
For A = 0, (3.2) has two poles, f and zero. It can be shown that pole sensitivity analysis 
does not give any insight into process relative stability because both poles becomes closer 
each other for small values of A. So the unstability condition appears when two complex 
poles cross the unity circle. From (3.2), the characteristic equation is a second order one. 
Then the system becomes unstable when:
, a(T—AT .—k —(e —1) =  1 (3.4)
but, from (3.3)
kb , aT— (e —l) = kg =  f —f a (3.5)
So (3.4) can be written as:
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— 1—f A — lf - f -------- - f A l . O < A < l .  (3.6)
l - f*
This equation can be solved for different values of the parameters. Figure 2 shows the 
control effort, f—f, with respect to the maximum delay allowed to maintain the system 
stable. Data from simulations are also plotted for A >  1. It is interesting to point out 
that (3.6) is almost insensitive w.r.t. f. Figure 3 shows this delay w.r.t. the open loop and 
closed loop poles position.
Note that the control effort is inversely proportional to permissible time delay. This 
is also shown with the double integrator example, (see Section 6), and can be extended to 
general systems when a time scaling is the control objective, without changes in the poles 
damping. In the general case, internal mode interaction can mask this effect. For the 
scalar process gk should be less than 1 to keep the system stable if a period of time delay 
is considered. This can be also shown in the parameter space [6]. This last remark is quite
Figure 2
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important. Assume a scalar process open loop stable but with an external disturbance we 
try to reject. If the feedback gain is such that gk > 1 the system will become unstable if 
one period of time delay happens.
Figure 3 can be used as a design tool for the first-order case, or the n-dimensional 
process if only one unstable pole is shifted to the stable region. Given a and a, (3.3), T can 
be chosen in such a way that the expected delay AT does not reduce the stability margin 
below some prescribed value. The sampling period must meet the continuous-time 
requirement
Some other interesting guidelines can be taken from this first-order case. For 
instance, from (1.6b) it follows that when the sampling period decreases and tends to zero 
the critical delay time AT approaches Tm, the maximum continuous-time delay. It can be 
shown on these figures that given an open-loop and closed-loop pole situation the longer 
the sampling period T is, the more time delay sensitive the design is (lower critical AT).
Figure 3
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But, below some specific value, an increment in the sampling frequency does not decrease 
AT. This happens when AT is close to Tm.
4. ADVANCED OBSERVER
In this section, we will consider that the control action is applied in nominal time 
but, due to digital delays, the measurements has been taken AT seconds before, Figure 4. 
Let us assume first that the complete state is measurable. The control input uk is usually 
computed from the state, ideally measured at the same time, xk, (2.2). Let us denote by 
Xm,k the state measured at time T(k-A). We have assumed u(t) =  uk, kT <  t <  (k+l)T.
If (2.1) is applied in the delay interval,
xk =  F(AT)xmk + G(AT)uk_j (4.1)
with xk the predicted state at kT obtained from the measured state and input. So, the 
control law (2.2) will be:
uk = KF(AT)xmJc + KG(AT)uk_j . (4.2)
>
If xk = xk then there is no difference between the process controlled by the ideal control
—  measurement 
^ ----------  control
(k-A)T kT (k+l-A)T (k+l)T
xm,k xk xm,k+l Xk+1ym,k Uk ym,k+l Uk+1
Figure 4
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law (2.2) and (4.2). Some differences can appear if either there are some uncertainties in 
the process model (A,B) or some unmeasured disturbances exist. Nevertheless, in both 
cases the control law (2.2) will not fulfill the control objectives when these disturbances 
were not taken into account in the design stage.
A similar result can be stated if the state is not fully measured. Then, assuming 
state observability an observer can be built. Let us call ym k the output measured at time 
t = T(k—A). Then,
ym,k = Cxm>k . (4.3)
From (4.1)
xmJ[ =  F"‘(AT)[xk -  G(AT)uk_,] (4.4)
where F *(AT) =  F(—AT), (2.1). So, a computed measurement of the state at kT can be 
expressed by the output equation
yk = ym>k + CF(—AT)G(AT)uk_1 = CF(-A)xk . (4.5)
The advanced observer will be defined by:
xk+1 = F(T)xk + G(T)uk + K0(yk -  yk) (4.6a)
yk = CF(—AT)xk (4.6b)
yk being expressed by (4.5). K0 is the observer gain. It is standard to prove that if the
pair [F(T),C] is observable the pair [F(T),CF(—AT)] is also observable.
The control scheme is that of Figure 5, where blocks are numbered as a reference in 
the control sequence. The proper sequence of events should be:
(1) A measurement is taken from the process, ymk.
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(3) Then the observer is updated.
To avoid the use of delayed information the observer updating must include [3]:
(3.1) State estimation from past inputs.
(3.2) Error output computation.
(3.3) Error correction.
(3.4) State updating (31 adding xk + K0(yk—yk)).
(4) New control is computed and applied.
Note that if A —♦ 0, G(AT) —* 0 and F(—AT) —* I, the conventional observer is obtained. In 
a similar way a reduced order observer can be developed.
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It is important to notice that observers built up without the current information can 
greatly degrade the control performances.
We must point out that in this approach no reference is made to how K, the control 
gain, or K0, the observer gain, are obtained. Any useful methodology such as pole place­
ment, dead beat, LQR optimal design or whatever design resulting in a linear control law 
can be applied. Equations (4.1) and (4.6) just solve the problem of delays in digital con­
trollers.
4.1. Separation Principle
It is easy to show, just taking as enlarged state vector components xk and the estima­
tion error xk—xk, that the separation principle holds for the full system defined by:
Process: xk+1 = F(T)xk + G(T)uk (4.7a)
Observer: xk+1 = F(T)xk + G(T)uk + K0(yk- y k) (4.7b)
yk = CF(-AT)xk (4.7c)
yk = CF(-AT)xk (4.7d)
uk =  Kxk (4.7e)
where an exact process model has been assumed in (4.7c). The same result can be obtained 
if yk is computed from the state at time (k-l)T. In this case the delayed input must be 
considered as an augmented state vector and the global system eigenvalues are split into: 
(i) the controlled plants eigenvalues, those of [F(T)-KG(T)j; (ii) the observer eigen­
values, those of [F(T)+K0C} and (iii) a set of zero eigenvalues due to increase of order in 
the augmented system [2]. In that case, the state space equation when xk, xk—xk and 
uk—kxk are chosen as the state vector components shows the three eigenvalue blocks.
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The full model for the defined observer can also be expressed, from Figure 5 and the 
proper sequence of events, as:
Process: xm k+1 = F(T)xm k + FCT-ADGCADu^  + G(T—AT)uk (4.8)
Observer: xk =  F(T)xk_j + G(T)uk-1 + K0[C[F(-AT)G(AT)uk_x + ym k -  C F C -A T )^ ] 
Control: uk = Kxk .
5. VARIABLE TIME DELAY
The structure of the advanced observer tries to avoid the effect of the delay but, as 
the process of the model has some uncertainties and some disturbances can happen, this 
delay should be as short as possible. The full control algorithm, that is the observer and 
the controller itself, may take variable time to be computed. Although most of the com­
puter task should be performed prior to the measurement sampling, it is possible that, 
after some iterations, AT was not enough time. Then, the control action can be slightly 
delayed in the next sampling instant but in the following we will maintain the same sam­
pling period of time. That is, the data acquisition event is scheduled at fixed instants of 
time and the control output can be, from time to time, shifted to keep the delay as short 
as possible. This introduces a state disturbance that can be evaluated as
Axk+1 =  [eA(T+ST) - eAT]xk + /  eAT B drK.xk (5.1)0
where 5T is the additional delay. It is assumed small. So the relative increment is
Axk+i ~~ (eAT + BK)8T . xk (5.2)
that can be evaluated and some bound to 8 established to avoid relevant disturbances.
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6. EXAMPLE
Consider the double integrator plant,
(a) Model.
The continuous time system equation is
x = 0 1 0 0 x + u ( 6 . 1 )
The discrete model for a sampling period T will be
uk = F(T)xk + G(T)uvxk+i = 1 T xv + T2/20 1 K T ( 6.2 )
and, if the control input is delayed r seconds, the state vector should be enlarged by uk-1 
(assuming r < T), with global process model given by (2.3),
Xk+1 F Gt Xk G0
= +
Uk 0 0 Uk-1 I
u, (6.3)
where F =  F(T), G0 = G (T-r) and G; =  [ r(T r/2)]
(b) Nominal control.
Assume a linear state feedback control is designed
u(t) = [kj k2]x(t) + r(t) =  k x(t) + r ( t ) . (6.4)
If a closed loop double pole is assigned at s = —p, [kx k2] = [—p2 —2P]. It can be shown 
analytically that the phase margin is, for any p, PM =  1.33 rad. The maximum allowed 
delay for which the continuous time system (1.6b) is still stable is
Tmax =  0*647/p . (6.5)
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If the sampling period is short enough, the same feedback matrix, [k1(k2], can be used for 
the digital control, otherwise it must be redesigned.
(c) Delayed control.
Let us study the effect of the time delay in the controlled process. If a digital control 
law (6.4) is applied to the delayed process (6.3), the closed-loop system becomes:
xk+l F+G0k Gj xk oO
s +
uk k 0 uk-i I
(6 .6 )
The system matrix is
F+G0k Gj 
k 0
1+k, (T -r)2 _  (T-r)T+k. 2 r(T—7/2)
kj(T—r) l+k2(T -r)  r
0
Figure 6
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Figure 6 shows the parameter values giving at least one pole in the unit circle.
In order to achieve the same transient behavior the closed-loop poles should be at 
z =  e . Then the feedback matrix will be
[kj,k2] = kM 1 =  [-e 2pT + 1 , 2e pT -  2] 1/T2 -1 /2T  1/T2 1/2t (6.7)
Awhere k is the feedback matrix for the controllable canonical state variables and M the 
corresponding transformation matrix. For different delays r, the plots in Figure 7 show 
the evolution of xx from an initial state x =  [l 0jT when a control law to assign the poles
at -2 is applied. The sampling period is T = .5 sec. As expected from (6.5) the system 
becomes unstable for AT > .323 sec.
For the sake of comparison, a control has been designed assuming a one period delay, 
as in Reference [2] and that proposed in (4.2) with a delay as short as possible. Figure 8 
shows the evolution of xx from an initial point x0 = [1,i f  when these controls are applied, 
(a) and (b), and the ideal response, with synchronous measurement and control, (c), is 
also plotted. So, the use of the advanced observer reduces the transient errors.
Figure 7 Figure 8
CONCLUSIONS
It has been pointed out that inherent time delays in digital controllers must be taken 
into account not only when fast, open-loop unstable, plants are to be controlled, but also 
if a strong control action is applied. Some guidelines for the selection of the sampling 
period of time are given.
To avoid the time delay effects on nominal plant behavior, an advanced observer is 
proposed minimizing the prediction interval in the state estimation. Then, robustness to 
model plant uncertainties or disturbances is improved with respect to previously proposed 
control schemes.
These problems arise, for instance, in robotics and civil engineering structures con­
trollers.
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