Introduction
Forecasting economic growth is a challenging task and it requires a good understanding of both economic theory and dynamic econometric modeling of macroeconomic and financial time series. The methodological development of economic forecasting is therefore still in process. In addition, the different crises since the collapse of Lehman Brothers in 2008 have given some ammunition to policy makers to review their methodology of forecasting macroeconomic time series. This paper aims to provide a contribution to this debate by considering new methods for forecasting economic time series and by presenting empirical evidence for the U.S. economy.
We propose a collapsed dynamic factor analysis for the forecasting a target variable vector using information from many predictor variables. The dynamic factor model is collapsed by applying a dimension reduction on the high dimensional vector of predictors which we do not aim to forecast. A typical dimension reduction method that is used in this context is the principal components technique. We then analyse the target variable jointly with the collapsed vector of predictors by means of a multivariate unobserved components time series model that is represented as a linear Gaussian state space framework. The uncobserved components are all present in the equation for the target variable vector but a subset of the components are specifically linked to the collapsed vector of predictors, typically the principal components. Hence the information from the cross-section and time dimensions are accounted for simultaneously in the model. Due to the application of the dimension reduction technique, the model is far more parsimonious than the dynamic factor model specification for all series in the macroeconomic panel. It further allows for a flexible parametrization of the covariance structure in the idiosyncratic part of the target variable vector. The unknown parameters can be estimated using the method of maximum likelihood for which the loglikelihood function is evaluated by the Kalman filter. The proposed method can be implemented as a two-step procedure where principal component analysis produces first-step factor estimates that are in a second-step jointly modeled with the target variable in the state space framework. It combines principal component analysis and maximum likelihood estimation. The state space framework also allows for an unified and easy-to-implement treatment of time series analysis. Practically relevant issues such as the forecasting with mixed data frequency, nowcasting quarterly GDP from monthly macro panels, factor smoothing and the treatment of so-called jagged edges can be implemented straightforwardly.
Our modeling approach relates to several recent developments in dynamic factor analysis and in forecasting based on large panels of macroeconomic variables. The early contributions in the development of dynamic factor analysis have been recently reviewed by Stock and Watson (2006a) , Breitung and Eickmeier (2006) and Bai and Ng (2008) . Our approach is motivated by the diffusion indices of Watson (2002a, 2002b) . We adopt their use of principal components in the modeling of a vector of target variables. However, in our new modeling approach we analyse the target and the principal component variables simultaneously in a multivariate unobserved component time series model. A similar approach is taken by Doz, Giannone, and Reichlin (2011) who propose a two-step estimation method that is based on a dynamic factor model with the factor loadings set equal to the eigenvectors associated with a set of principal components. In the first step, the principal components are computed and its dynamic properties are estimated by means of a vector autoregressive model. In the second step, factor estimates and forecasts are obtained from Kalman filter methods applied to a model with the eigenvectors as factor loadings and with autoregressive coefficient matrices for the factors set equal to those estimated from the principal components. Doz, Giannone, and Reichlin (2011) provide the asymptotic properties of the Kalman filter estimates and apply the model to nowcasting quarterly GDP with monthly variables that are released in a non-synchronized dating scheme. The Kalman filter estimates have exploited the factor dynamics and it is therefore expected that the resulting factor estimates are more efficient compared to principal components estimates.
Our approach is distinctive from the approach of Doz, Giannone, and Reichlin (2011) since we adopt a simultaneous model for the target variable, the principal components and the unobserved dynamic factors, and we estimate all parameters in this parsimonious model by the method of maximum likelihood. In this setting we aim to capture all cross-sectional and time information in an optimal way. The idiosyncratic parts of the target vector series are specified explicitly and estimated jointly with the common factors. Hence we prevent the problem that factors estimated from a large macroeconomic panel might be irrelevant to the forecasting target.
A Monte Carlo experiment illustrates the forecasting performance of the collapsed model and compares it with forecasts from models which include principal components or other factor estimates as predictors. We find that the collapsed factor model outperforms standard methods in terms of mean square forecast errors, specifically for models where irrelevant factors for the target series are included and where macroeconomic panels have only small time and cross-sectional dimensions. These are cases which seem in particularly relevant for small countries where macro panels are less extensive and for institutions where the means to maintain large databases for forecasting are not available.
The remainder of the paper is organized as follows. In the next section we review principal components analysis and dynamic factor state space analysis. We also establish notation and discuss some methods in detail for future references. In section 3, we introduce our new method of a collapsed dynamic factor analysis. Issues related to forecasting with mixed data frequencies, nowcasting quarterly variables using panels of monthly macroeconomic time series, factor smoothing and treating data with jagged edges are discussed in detail. The results of a Monte Carlo study is presented in section 4. Empirical evidence is given in section 5. We find that our feasible methods do not compromise in its forecasting performance when compared with other methods. In most cases the collapsed dynamic factor model outperforms benchmark and competitor models. Section 6 concludes.
2 Review of dynamic factor models
Static and dynamic model specifications
Assume that observation x it is for variable i observed at time t with i = 1, . . . , N and t = 1, . . . , T . The variables are part of a large panel with cross-section dimension N and time series length T . Observations in the panel may be missing. Dynamic factor models assume that the time series properties for each variable in the panel rely on common and idiosyncratic unobserved components. The common component is typically represented by a small set of dynamic factors which drive the bulk of correlations both in the cross-section and time series dimensions. The static representation of a factor model is given by
where
′ is an N × r matrix with λ i the 1 × r vector of factor loadings for variable i, and e t = (e 1t , . . . , e N t )
′ is a vector of idiosyncratic components or errors. In the remainder of the paper we assume that prior to the analysis all time series in the panel are demeaned and transformed to stationarity. We also do not consider the inclusion of regressors and constant terms in the model although the inclusion of these terms is a straightforward extension of our analysis. Since the processes for F t and e t are uncorrelated at all leads and lags, the covariance matrix of x t is given by
The factors and factor loadings are only identified up to a pre-multiplication of an invertible matrix. We assume the usual identifying restriction Σ F = I r so that Σ x = ΛΛ ′ + Σ e . This restriction fixes the scaling of factors up to their multiplication by an orthonormal matrix.
In the dynamic factor model literature, different names are used to refer to the model (1) when different structures are imposed on the variance matrix Σ e . When Σ e is diagonal, the idiosyncratic components are cross-sectionally uncorrelated and the covariances between the variables in the panel are due the common factors. This model is usually referred to as an exact factor model. When a limited degree of covariance structure in e t is allowed, the model is often referred to as an approximate factor model; see, for example, Chamberlain and Rothschild (1983) . The relation between x t and F t in (1) is static in the sense that current x t is related to current F t . The dynamic properties for x t are introduced by imposing time series processes for F t and e t . A popular dynamic specification for F t is given by the vector autoregressive (VAR) process for some lag order p F as
where Φ i is the r × r autoregressive coefficient matrix for i = 1, . . . , p F and u t is the rdimensional disturbance vector for which each element is identically and independently distributed (i.i.d.) with zero mean and variance matrix Σ u . The idiosyncratic vector component is also assumed to follow a VAR processes of order p e and represented by e t = Γ 1 e t−1 + . . . + Γ pe e t−pe + v t ,
where Γ i is an N × N diagonal autoregressive coefficient matrix for i = 1, . . . , p e and v t is an N-dimensional i.i.d. random vector with mean zero and variance matrix Σ v . Both dynamic specifications can be modified in many different ways. For example, moving average terms can be added to the specifications. In contrast with the static representation, the dynamic representation of a factor model is given by
where Λ j is an N × r matrix of factor loadings for j = 0, 1, . . . , s for some maximum lag order s and disturbance vector e t has the same properties as in (1). This model relates x t to both current and lagged factors F t , F t−1 , . . . , F t−s . By adding moving arverage terms to this specification so that the lag order s is effectively infinite, the model is referred to as a generalized dynamic factor model; see, for example, Reichlin (2000, 2005) and Forni and Lippi (2001) . The dynamic representation of the factor model can also be represented by the static specification (1). We define
. . .
so that we can represent (4) as x t = Λ + F + t + e t which is the static model (1). Hence we can adopt the static form in many general settings and for many purposes including macroeconomic forecasting. The estimation of the parameters and of the factors in the static model are straightforwardly carried out using time domain methods. We therefore will concentrate on the static factor representation in the developments below.
Principal component analysis
An important motivation for a dynamic factor analysis based on the static model (1) is to extract and to forecast the common factors F t given the data x 1 , . . . , x T . Watson (2002a, 2002b) propose a non-parametric method based on principal component analysis in the time domain; see also the references in Breitung and Eickmeier (2006) . Denote the matrix of unobserved factors F = (F 1 , . . . , F T ), factor loadings matrix Λ = (λ
′ and N × T data matrix X = (x 1 , . . . , x T ) where x t = (x 1t , . . . , x N t ) ′ for t = 1, . . . , T . The static model (1) can then be expressed in matrix form as
The principal component approach is based on the minimization of the nonlinear objective function
with respect to F and Λ. The minimizing values are denoted byF for F andΛ for Λ. It follows thatF
We concentrate outF from the objective function. The problem reduces to the maximization of tr(XX ′ ΛΛ ′ ) with respect to Λ and subject to the identification restriction Λ ′ Λ/N = I r .
Hence the estimates for Λ are obtained by applying a principal component analysis to XX ′ ;
we obtainΛ
where U j is the eigenvector corresponding to one of the r largest ordered eigenvalues u j of XX ′ for j = 1, . . . , r. The resulting principal component estimate for F is then given bŷ Stock and Watson (2002b) refer to these factor estimates as diffusion indices. An alternative analysis can be based on a principal component analysis applied to X ′ X which is computationally more convenient when N > T .
The principal components are consistent estimates of the true factor F when both T and N go to infinity; see Stock and Watson (2002a) . However, the principal component estimates do not take account of possible heteroskedasticity and cross-correlation in the idiosyncratic component of the model. In other words, the principal component factor estimates do not account for the data properties as specified by the parametric model (2) and are therefore in general inefficient. The principal component estimates are only efficient when we consider an exact factor model with homoscedastic idiosyncratic components.
When the ratio of the variation due to common factors versus the variation due to the idiosyncratic factors (signal-to-noise ratio) is small in the static model (1), Onatski (2009) shows that the principal component estimates of the factors and loadings are inconsistent. This is a relevant problem for a large set of variables in a macroeconomic panel of time series. Onatski (2009) derive a formula for the extent of inconsistency; it can be used to carry out an asymptotic correction for the estimates. Karoui (2008) argue that if the cross-section dimension N and the time dimension T are both large and both of the same magnitude, the eigenvectors provide inaccurate estimates for Λ. We may conclude that the principal component estimates are in many cases inefficient and even erroneous in the way the estimates of F are extracted from the data. However, it is also true that the method of principal components is simple to implement.
Dynamic factor state space analysis
The static factor model specification (1) -(3) can be cast in state space form and the Kalman filter with its related methods can be used for its analysis. For example, the Kalman filter and smoother enable the extraction of the latent factors from the time series panel when the parametric model is known. Unknown parameters can be estimated by the method of maximum likelihood in which the loglikelihood function is evaluated by the Kalman filter and is maximised numerically using an appropriate quasi-Newton method. The state space framework provides a unified approach to time series analysis for almost all linear Gaussian models; see, for example, Harvey (1989) and Durbin and Koopman (2001) for textbook treatments. The general linear state space model is based on observation and state equations as given by
respectively, with observation vector x t , latent state vector α t , and i.i.d. disturbance vectors ε t ∼ N(0, Σ ε ) and η t ∼ N(0, Σ η ). The system matrices Z t , T t and R t , together with the disturbance covariance matrices Σ ε and Σ η , are deterministic and they completely determine the dynamic statistical properties of x t . The dynamic factor model can be represented in state space form. As an example we take the model with a vector autoregressive process of order p F , VAR(p F ), for the common factor component and an i.i.d. sequence for the idiosyncratic component. We set the state vector as
The state space representation of model (1) and (2) is as follows. The observation equation is given by
with Σ ε = Σ e , the covariance matrix of the idiosyncratic term. The state transition equation in (7) is given by the companion form of the VAR(p F ) process, we have
with Σ η = Σ u . Similar state space representations can be provided for other dynamic factor models. The dynamic specification of the factor model in (4) is obtained in the state space form (8) and (9) by replacing in the Z t matrix of (8), the matrix Λ with Λ 0 and the zero block matrices with Λ j for j = 1, . . . , s. A similar representation of the dynamic factor model is given by Forni, Hallin, Lippi, and Reichlin (2000) . The Kalman filter and smoother evaluates the minimum mean square linear estimator (MMSLE) of the facors F t , together with its variance, conditional on all observations, that is
where F t is a part of α t . The resulting MMSLE for all factors
The Kalman filter can also be used for the computation of the h-step ahead MMSLE forecast of F t , that is
where F t is a part of α t . The MMSLE property is specific to the estimates from the Kalman filter and smoother and is not shared by the principal components estimates. For a correctly specified model, the maximum likelihood parameter estimates are consistent and efficient under weak regularity conditions. The analysis also provides specification tests to verify the correct specification of the model. In particular, diagnostic tests for normality and serial correlation are widely used.
Parameter estimation by maximum likelihood, specifically for those in the loading matrix, becomes a heavy task when the panel dimension increases as the number of parameters growth in N. State space methods have therefore typically been used for models with small and moderate panel dimensions N; see, for example, Engle and Watson (1981) and Mariano and Murasawa (2003) . Hence most applications focus therefore on principal component estimation; see the references in the survey of Bai and Ng (2008) .
Recent approaches in dynamic factor analysis, however, has moved towards maximum likelihood estimation via Kalman filtering and smoothing; see Jungbacker and Koopman (2008) , Kapetanios and Marcellino (2009), Doz, Giannone, and Reichlin (2011) . Jungbacker and Koopman (2008) propose to transform the observation equation into a lower dimension which leads to a computationally efficient approach to parameter and factor estimation. Kapetanios and Marcellino (2009) suggest the use of the so-called sub-space algorithm for parameter estimation with the purpose of avoiding high-dimensional computations. In a recent development, Doz, Giannone, and Reichlin (2011) estimate the factors, the loadings and the VAR coefficients of a dynamic factor model in two steps. In the first step, parameter estimation is based on a principal component analysis. In the second step, the factors are re-estimated by the Kalman filter and smoother. They show that their two-step procedure leads to consistent factor estimates.
3 Collapsed dynamic factor analysis
Incorporating a target variable in a factor model
Our aim is to reduce the dimension of the observation vector in a way that preserves the information on common components and the idiosyncratic dynamics of a specific subset of all time series in the panel. The dimension reduction should enable maximum likelihood estimation by means of the Kalman filter in a feasible fashion even when the panel dimension is large. The main motivation for our approach is forecasting of macroeconomic time series when many variables are present. In applied econometrics, we are often only interested in forecasting a selection of target series while the future values of other series are of minor or no interest beyond the information they contain to forecast the target series. Examples of target series are gross domestic product (GDP) and inflation. Such variables provide a summary of the state of the economy.
Suppose that y t denotes the L-dimensional target variable. Its dynamic properties are represented by a set of time series components that we collect in the state vector α yt . The initial time series model for y t under consideration can be given by its state space form
where the same assumptions apply as for the general linear state space model (7). The system matrices Λ yy , T yy and R yy are fixed and their elements rely partially on unknown parameters. The initial model for y t can be regarded as a time series model in which no other information is used for the forecasting of y t than its own past realisations. With the aim to improve the forecast precision of the model for y t , we augment the observation vector y t in its state space representation (12) to (y
′ where the N × 1 vector x t represents a large panel of macroeconomic variables, with L << N. The time series vector x t is assumed to be generated by the static factor model (1) and where the factor F t is modelled by the general linear state space model (7) where F t is a part of the state vector α t . We propose to analyse the augmented observation vector (y
for t = 1, . . . , T , where Λ xx represents Λ and ε xt represents e t in (1). The additional factor coefficient matrix in the augmented model is Λ yx which is assumed to be fixed and unknown. The factor loading matrix Λ yx allows the information in x t to be used for the modeling and forecasting of the target variable y t through the factor F t . The variable x t loads uniquely on F t while variable y t loads both on the state α yt and F t . We restrict the model to have no interaction between x t and α yt since we are focused on the generation of the optimal forecasts for y t only.
It follows almost immediately that the augmented model can be represented by the linear state space model (7). Specifically, we can express the augmented model as
where we can formulate the dynamic process for the state vector (7) or, more specifically,
for t = 1, . . . , T , with reference to equation (12) and the use of obvious notation.
An illustration of our general modeling framework can be presented for a single target variable y t , that is L = 1. We assume that an appropriate dynamic model for y t is given by the trend-cycle decomposition model of Harvey and Jaeger (1993) as given by
where µ t is the trend component, ψ t is the cycle component and ε yt is the i.i.d. disturbance with mean zero and variance σ 2 ε,y , for t = 1, . . . , T . Different dynamic specifications for the nonstationary trend component and for the stationary stochastic cycle component can be considered and are discussed in detail by Harvey (1989) . All specifications can be cast into the state space form (12) with the state vector α yt containing the variables µ t and ψ t and matrix Λ yy selecting these variables into the observation equation for y t . The forecasting performance of this univariate time series model may be improved by including a set of dynamic factors that can be constructed from a large macroeconomic time series panel.
Hence, for this purpose we can consider the joint model (17) which is directly in the form of the augmented observation equation (13). From an analysis based on this model and for a real data set, we can assess whether the inclusion of the factor F t in the model for y t improves the forecasting performance of the model. As N increases, the number of parameters increases rapidly and estimation becomes a heavy computational task. We therefore aim to develop a feasible estimation procedure that remains feasible even when the panel size N increases to high numbers.
Collapsing the dynamic factor model
To avoid a dynamic factor analysis based on the high-dimensional N ×1 vector x t and to avoid the estimation of all unknown parameters including those in Λ xx , we introduce the collapsed dynamic factor model. We carry out a transformation based on the same eigenvector space that is used for the computation of principal components. In particular, we pre-multiply the observation equation (13) by the transformation matrix
where matrix A is an r × N matrix where r is the dimension of the number of factors in F t . Since r < N, the transformed vector A(y
′ has a reduced dimension. We obtain
for t = 1, . . . , T . The transition equation for the dynamic specifications of both α yt and F t remains unchanged.
The choice of matrix A in (18) determines the information loss we are willing to accept from the dimension reduction of x t . We typically want to find a transformation that preserves as much information as is relevant for the forecasting of y t . Here we consider the suggestion of Watson (2002a, 2002b) by taking A = U ′ where U is defined in (5) as the N × r matrix of eigenvectors used for the construction of the principal components for XX ′ .
The principal component estimates are given byF P C,t = U ′ x t for t = 1, . . . , T . We assume loosely that F t ≈F P C,t which we can formalize by imposing that F t =F P C,t + error and
When N is sufficiently large, we may expect that the approximation becomes more accurate. By defining the transformation matrix as
we obtain the collapsed dynamic factor model as
. . , T . The disturbance ε P C,t includes the error due to replacing U for the loading matrix Λ xx . We expect this error to be small since U ′ Λ xx ≈ I r . Hence we suppose that ε P C,t is approximately i.i.d. with zero mean and a variance matrix that can be partly derived from its construction. However, we will treat Var(ε P C,t ) as an unknown variance matrix.
Since it is encountered in many studies based on both economic theory and statistical data analysis that the number of r common factors is relatively small, the collapsed dynamic factor model relies on small dimensions, even when x t represents a large time series panel of economic and financial variables. Due to the parsimonious structure with many zeros and ones in the system matrices, only a few parameters need to be estimated by the method of maximum likelihood. The use of more parsimonious models are preferred in empirical studies; it is often concluded from forecasting comparison studies that parsimonious models outperform large econometric models with many parameters in their forecasting accuracy.
The collapsed dynamic factor model representation in (20) emphasizes that the principal components inF P C,t are explicitly treated as an errors-in-variables problem. The errors-invariables are made explicit in the model and their magnitude is determined by the variance matrix of ε P C,t . Clearly, when the variance of some linear function of ε P C,t reduces to zero, a part of the error is non-existent and F t in the state vector α xt is partly observed. More specifically, when all variances of ε P C,t are zero, F t is equal toF P C,t and the model for y t is closely related to the dynamic model used in the second step of a principal component analysis. The variance matrix of ε P C,t is estimated by the method of maximum likelihood in our analysis. Finally, it is straightforward to represent the collapsed dynamic factor model in state space form. For completeness, we present the model here as
where the state vector α xt is defined in (14) and the updating equations for the state vectors α xt and α yt are given in (15).
The collapsed dynamic factor approach offers a compromise between the principal component analysis of section 2.2 and the parametric dynamic factor state space analysis of section 2.3. We keep the state space framework but we reduce the observation and parameter vector dimensions substantially with a minimum loss of information. The Kalman filter and smoother method is used for the signal extraction of the factors F t using the target series y t and the principal componentsF P C,t for t = 1, . . . , T . Hence the factor estimates are established jointly by the macroeconomic time series panel x t (via the principal componentŝ F P C,t ) and by the target variable y t . A particular feature of our model is that the principal components inF P C,t are treated as dependent variables that are exclusively associated with the factors F t . At the same time, the factors F t are added to the time series model equation for the target variable y t . In the approach of Watson (2002a, 2002b) , the principal components are placed directly in the model equation for the target variable. Since principal components may be regarded as (possibly) noisy estimates of the factors in F t , we expect a more effective use of the principal components when we model them explicitly as noisy indicators of the factors, and jointly with the target variable y t .
We can summarize our procedure as a two-step procedure. We first carry out a principal component analysis for dimension reduction of the large panel of macroeconomic time series. This step circumvents the maximum likelihood method for estimating many parameters in a large dimensional state space model. Hence we avoid an infeasible or expensive exercise which also may erode the forecasting performance. In the second step we model the principal components jointly with the target variable y t in a small-scale dynamic factor state space model a small number of parameters. The unknown parameters are estimated by the method of maximum likelihood in a standard manner. Our reliance on the state space framework in the second step allows us to keep the benefits of the use of Kalman filter methods for signal extraction, forecasting, diagnostic checking of residuals, and handling of missing observations. The collapsed factor model is related to the two step procedure for factor estimation by Doz, Giannone, and Reichlin (2011) . In their approach the target variable y t is supposed to be part of x t and the focus is then on x t that is analysed by the static factor model (1) and (2). The first step also carries out a principal component analysis but with the purpose of estimating the parameters of the model. A VAR model is fitted on the principal component estimatesF P C,t to provide estimates for the VAR coefficient matrices and the variance matrix of the VAR disturbance vector in (2). The loading matrix Λ in (1) is set equal to U which is consistent with a principal component analysis; compare equation (5). The estimate of the disturbance variance matrix Σ ε is set to I N − UU ′ where we assume that x t is standardized.
In the second step, the state space model (8) and (9) is considered with all unknown matrices replaced by their estimated counterparts from the first step. The Kalman filter and smoother method is used to obtain the in-sample estimates and the out-of-sample forecasts of F t . This two step procedure is used in empirical studies; see Giannone, Reichlin, and Small (2008) and Banbura and Rünstler (2011) . Conceptually the two procedures have similarities since they are both grounded in a principal component analysis. However, a distinguishing feature is the role of the target variable y t which is diminished in the procedure of Doz, Giannone, and Reichlin (2011) . In our procedure we have the flexibility to design a specific dynamic model for y t that may already provide good forecasts for y t . All unknown parameters in our model are estimated by the method of maximum likelihood in the second step.
Forecasting with the collapsed dynamic factor model
The forecasting of macroeconomic time series using information from many predictors can be carried in the context of a collapsed dynamic factor model. Many practical issues such as forecasting with mixed frequency data, missing observations, nowcasting and backcasting can be easily accommodated in our proposed framework. For expositional purposes we focus on the case where we need to forecast a single target variable y t and where we typically consider the model (17) with trend µ t fixed at some constant µ, cycle ψ t specified as the autoregressive process
, and with F t specified as the VAR(p F ) process (2), that is F t ∼ VAR(p F ) with p F = 1. The model for y t is then given by y t = µ + ψ t + Λ yx F t + ε t , with ε t ∼ N(0, σ 2 ε ), for t = 1, . . . , T . Models for a vector of target variables with more unobserved components and other dynamic specifications are regarded as straightforward generalizations.
For given values of the parameters in this model, the minimum mean square linear error h-step ahead forecastŷ T +h at time T is given bŷ
where Ω t = {y t , y t−1 , . . . , y 1 , x t , x t−1 , . . . , x 1 } is the observed information set at time t and where E(a T |Ω T ) is obtained from the Kalman filter for a = ψ, F . The last two equalities are only valid for the specific model under consideration. Different model specifications and different parameter choices, possible due to the use of different estimation methods, will lead to different forecastsŷ T +h . This approach to forecasting applies to any model that is represented in state space form. Hence it applies to the dynamic factor state space model (14) and to the collapsed dynamic factor model (21) where in both cases the state updating equations are given by (15). When considering the collapsed dynamic factor model, the information set Ω t is effectively reduced to Ω t = {y t , y t−1 , . . . , y 1 ,F P C,t ,F P C,t−1 , . . . ,F P C,1 }.
The forecasting practice in a principal component analysis is mainly developed by Stock and Watson (2002b) . When the principal component estimatesF P C,t , . . . ,F P C,T are com-puted, the h-step ahead forecast for the target variable is based on the autoregressive model with explanatory variables as given by
for some integers p y and k y , with regression coefficients µ h , ϕ 
for some positive integer h. This forecasting approach based on principal components is widely used; see, for example, Marcellino, Stock, and Watson (2003) , Breitung and Eickmeier (2006) and the references therein. Many different forecasts for y t can be constructed in this way: we only require to replace the principal component estimateF P C,t by another factor estimate in (24). For example, we can use the factor estimates from the procedure of Doz, Giannone, and Reichlin (2011) as discussed in section 3.2.
The methods of forecasting in a principal component analysis and in a dynamic factor state space analysis are clearly different but in both cases the forecastsŷ T +h are weighted linear functions of the available data y 1 , . . . , y T and x 1 , . . . , x T ; see the discussion in Durbin and Koopman (2001, Chapter 4) . The different constructions of the forecasting observation weights are based on different optimum criteria. In the sections below we will investigate in more detail which approaches are providing the best weights for forecasting when many predictors are available. These questions will be analysed in both a Monte Carlo simulation study and in an empirical study based on different data sets.
Forecasting density
The MMSLE forecasting equations (22) and (24) only provide point forecasts. For many purposes of practical interest, the point forecasts are not sufficiently informative. On the other hand, it may not be feasible or desirable to generate forecasts from other statistical procedures which are based on loss functions motivated from economic theory and principles. As an alternative, economic researchers often focuses on density forecasting to produce prediction intervals of the h-step ahead variable y T +h . Density forecasting may provide a more comprehensive picture of future economic developments.
Under the assumption of normally distributed disturbances in the state space model, the variance (or the standard deviation) for the MMSLE point forecasts provides, together with the mean (or the point forecast), a complete and well-defined forecast density. For example, when we assume that the parameter estimates are equal to their true parameter values, we obtain the conditional variance of y T +h as
where Var(a T +h |Ω T ) is obtained from the Kalman filter for a = ψ, F . We notice that for a linear Gaussian model, we have Var(ŷ T +h ) = Var(y T +h |Ω T ). Hence the forecasting density is given by
The prediction interval forŷ T +h can be obtained in the usual way as for any normal random variable. In practical applications, parameters are estimated from the observations and we need to accommodate the parameter estimation errors when the forecasting density is constructed. For general state space models, to account for parameter uncertainty, bootstrap methods can be used for the adjustments ofŷ T +h|T and Var(y T +h |Ω T ); see Stoffer and Wall (1991) for a more detailed discussion. In our approach, forecasting in a dynamic factor analysis, whether it is based on a full or a collapsed dynamic factor model, is carried out via a state space model and therefore the forecasting density can be obtained straightforwardly using the Kalman filter.
When applying the forecasting procedures of Watson (2002a, 2002b) and Doz, Giannone, and Reichlin (2011) , but also for other step-wise forecast procedures, density forecasting requires additional adjustments. In the first step of such procedures, the factors are typically estimated by principal components. In the second step, these estimates are used as regressors or as indicators in a model with the aim to analyse of to forecast the target series. The forecasting intervals or densities are then constructed from this model. Although the principal components are consistent estimates of the factors, Bai and Ng (2006) show that the effect of estimated regressors should be taken into account for the construction of forecast intervals, unless T /N goes to infinity. They also provide a procedure to correct for the use of principal components as regressors. Although the collapsed dynamic factor model also relies on principal component estimates, the Bai and Ng (2006) correction procedure is not needed here. The principal components are treated as dependent variables in our approach. They have been the result of a data transformation. The consequences of this transformation for the model are incorporated in its specification. Hence the correction procedure does not apply to a collapsed dynamic factor analysis.
Mixed frequency observations
Most forecasting applications with many predictors are based on time series panels with variables that are sampled at different frequencies. An example of practical relevance is the forecasting of quarter-on-quarter growth (usually measured in percentages) of gross domestic product (GDP) which is sampled at a quarterly frequency. Many of the predictors in the model are month-on-month changes of variables which are sampled at monthly frequencies. For expositional purposes, we explore this example further and notice that generalisations of this case to other, mostly higher, frequencies are straightforward extensions of the solution presented below.
When we consider GDP as a stock variable, we can simply treat the quarterly series as a monthly series where the observations in the first two months of each quarter are treated as missing and are ignored for the updating equations in the Kalman filter. However, GDP is a flow variable and we introduce autocorrelation by construction when we model a quarterly flow variable at a monthly frequency. We define the unobserved (annualized) month-onmonth GDP growth as
We consider a dynamic factor model with GDP as the target series. We further define
as the observed (annualized) quarter-on-quarter GDP growth for quarter k = 1, . . . , ⌊T /3⌋ where ⌊b⌋ is the largest integer value that is smaller than b. We can express the observed quarterly GDP growth as the average of the monthly growth rates, that is
We observe the monthly variable y Q t ≡ y Q 3k in the third month of each quarter and we treat y Q t as a missing value for the other months.
The dynamic factor model can incorporate the relation between the quarterly obvserved variable and the underlying monthly flow variable that is not observed. In a monthly model, the dynamic processes are formulated in the monthly frequency. The implied dynamics for a quarterly variable defined as (26) is then accounted for by the model explicitly. We therefore keep the latent monthly GDP variable in the model and assume that it is modeled as in our earlier example : y t = µ + ψ t + Λ yx F t + ε t with constant µ, stationary AR(1) process ψ t , and i.i.d. disturbance ε t . We take µ = 0 for expositional purposes. Furthermore we introduce a cumulator variable to obtain the quarterly variable from the monthly rates; see Harvey (1989, Chapter 8) for a more detailed discussion. The aggregation will be established by the latent cumulator variable y C t that is generated by
for t = 1, . . . , T , where t refers to a month and k to a quarter. We assume that y Q t is only observed at the third month of each quarter.
The dynamic factor state space representation is constructed as follows. The observation equation becomes
and the transition equation for the extended state vector is given by
for t = 1, . . . , T . These observation and state equations can be placed in the usual state space form (7) with observation x t , state α t and disturbance η t given by
and with system matrices
for t = 1, . . . , T . We notice that the transition matrix T t is time-varying due to the inclusion of the deterministic indicator variable δ t . Further discussions of mixed frequencies with empirical illustrations in the context of dynamic factor models are provided by Mariano and Murasawa (2003) , Mitchell, Smith, Weale, Wright, and Salazar (2005) Proietti and Moauro (2006) and Banbura and Rünstler (2011) .
An alternative approach to the analysis of time series with mixed frequencies is the mixed data sampling regression (MIDAS) method as proposed by Ghysels, Santa-Clara, and Valkanov (2006) . The MIDAS method provides linear projections without specifying the dynamics of the regressors. When the model is correctly specified and the parameters are known, the Kalman filter is superior to MIDAS by construction. Otherwise, it is under investigation whether MIDAS or the state space method is superior; see the study of Bai, Ghysels, and Wright (2011) where both MIDAS and state space methods are considered. They show under which conditions the methods are identical and provide evidence that the Kalman filter is slightly more accurate.
Missing values, unbalanced panels and rigged edges
In a time series panel with many macroeconomic variables, it is likely that different series start and end at different times. Such a panel is often referred to as an unbalanced panel. Also specific sections in the time series may not be available. Hence many missing values can be present in a macroeconomic panel. The treatment of unbalanced panels and missing values is straightforward in the the state space framework because missing observation can be handled explicitly in the Kalman filter; see Durbin and Koopman (2001, Chapter 4) . In a collapsed dynamic factor analysis we need to distinguish between missings in the target variable y t which is treated directly in the model, and missings in the panel vector x t which we transform into a set of principal components. We need to account for the missing values when computing the principal components. A specific expectation-maximization algorithm can be used as described in Stock and Watson (2002b) . Alternatively, the Kalman filter and smoother can be adopted before the collapse takes place. We can consider the dynamic factor model for x t and take Λ xx = U. Estimation of the other parameters, including those for the vector autoregressive process for F t , can be based on the principal components from a balanced subsample of X; this procedure is suggested by Doz, Giannone, and Reichlin (2011) . The principal component estimates can be extracted from this "estimated" balanced panel.
The two methods also provide solutions for the treatment of data sets with jagged or rigged edges which are due to unsynchronized data releases and publication lags. We can consider jagged edges as a specific structure of missing values in the time series panel. The incorporation of publication lags is specifically relevant in the "nowcasting" of GDP. The aim of nowcasting is to use information such as market expectations that can be generated from survey and financial data when forecasting quarterly GDP in the current quarter. Survey and financial data is often available weeks before other indicators from, for example, the national accounts are released; see the discussions in Giannone, Reichlin, and Small (2008) and Banbura and Rünstler (2011) .
Monte Carlo study and finite sample properties
In this section we investigate how the out-of-sample forecast precision from a collapsed dynamic factor model compares to the forecasts from other factor-based approaches including those of Stock and Watson (2002b) and Doz, Giannone, and Reichlin (2011) . We carry out an extensive Monte Carlo study to address the forecasting performances for different crosssection (N) and time series (T ) dimensions, and for different forecasting horizons h. We study in more detail the collapsed dynamic factor model. For example, we want to assess whether the collapsed dynamic factor model can mitigate weak factors (relative to the idiosyncratic part) and erode forecasting performances.
In the Monte Carlo study, we compare the forecast performances with those of random walk (RW) and univariate autoregressive (AR) models which are typical benchmarks in many forecasting studies. Furthermore, we consider the forecast results from the principal component analysis of Stock and Watson (2002b, SW) , the factor estimates in a Kalman filter and smoother analysis of Doz, Giannone, and Reichlin (2011, DGR) , and our collapsed dynamic factor analysis (CFM). We consider data generating processes (DGP) that also have been used in Stock and Watson (2002b) and Doz, Giannone, and Reichlin (2011) . The DGP allows for a certain degree of cross-and serial-correlation in the idiosyncratic terms as well as the factor dynamics. The design of this DGP reflects features of empirical relevance and is given by • x it = r j=1 λ ij f jt + ξ it , for i = 1, . . . , N and t = 1, . . . , T ; in vectors X t = ΛF t + ξ t ;
• λ ij ∼ N(0, 1), for i = 1, . . . , N and j = 1, . . . , r;
• A(L)F t = u t with u t ∼ N(0, (1−ρ 2 )I r ) and for i, j = 1, . . . , r; we take the (i, j) element of A(L) as a ij (L) = 1 − ρL, if i = j and 0 otherwise;
• D(L)ξ t = v t with v t ∼ N(0, Q) and for i, j = 1, . . . , N; we take the (i, j) element of D(L) as d ij (L) = 1 − dL, if i = j and 0 otherwise; the elements of variance matrix Q are given by
A special case of this DGP is obtained when we set τ = 0 so that no cross-correlations appear in the idiosyncratic terms corresponding to an exact factor model. If in addition d = 0 and C = 0.5, we have a so-called spherical, exact static factor model for which the principal component estimates are efficient. The coefficient c i determines the noise-to-signal ratio, this is the ratio between the variance of the idiosyncratic component and the variance of x it . In our simulation study this ratio is uniformly distributed with an average of 0.5 unless specified differently. Dynamic factor models are typically used for short-term forecasting and therefore we present the results for forecast horizons h = 1, 2, 3, 6, 12. We generate data for a given set of parameters with two common factors, compute the mean square errors (MSE), and repeat this exercise 5,000 times for each experiment. We abstract from model misspecification by taking the correct number of lags and factors for all models and all experiments.
In Table 1 we present the results for an exact factor model with homoskedastic idiosyncratic errors as the DGP. The smallest MSEs (among the 5 different forecasts of RW, AR, SW, DGR and CFM) for different values of T , N and h are highlighted. We confirm the results reported by Doz, Giannone, and Reichlin (2011) who find that the MSEs from SW and DGR are similar for all reported T /N combinations. However, we find that the MSEs from the collapsed dynamic factor model (CFM) in most cases are smaller compared to all benchmarks although differences are small in relative terms. To investigate whether, for small and moderate T /N ratios, principal components are noisy factor estimates, we compute the average and median of the estimated noise-to-signal ratio Var(ε P C,t ) / Var(F t ) over all simulations. In the case of T = 10 and N = 50, the median of the noise-to-signal ratio estimates is close to zero so that the factor estimates from CFM are close to the principal This table presents the MSEs of 5000 h-step ahead forecasts for h = 1, 2, 3, 6, 12 and different sample sizes N and T . Parameter values of DGP model reflect approximate factor model (ρ = 0.9, d = 0.5, τ = 0.5, C = 0.1). Different forecast models are random walk (RW), autoregression of order 2 (AR), the principal component SW method, the smoothed factor DGR method, and our collapsed dynamic factor model (CFM). The smallest MSE for each experiment is highlighted. component estimates. The collapsed factor forecasts are then similar to the factor-augmented VAR forecasts of SW. We also find that the relative performance of CFM increases when the forecasting horizon gets higher while the SW forecasts appear to perform worse compared to the AR forecasts. This finding is in line with results where Kalman filter forecasts outperform other forecasts under correct model specification, especially for longer forecast horizons; compare the findings of Marcellino, Stock, and Watson (2006) . Table 2 presents the results for a different DGP that resembles an approximate factor model with heteroskedastic and serially correlated idiosyncratic errors. In this case the principal component estimates are not efficient while Doz, Giannone, and Reichlin (2011) claim that their second step Kalman filter and smoothing estimates may be more accurate. We find that our method improves now stronger compared to the other two factor forecasts but differences remain small with gains of around 5% smaller MSEs. Here, different forecasting horizons also give different results. The short-term forecasts from the collapsed dynamic factor model are similar (sometimes slightly worse) to the SW forecasts. However for larger forecast horizons, the CFM forecasts are better with MSE reductions of around 10%. Moreover, these results become more pronounced for a larger time series dimension T .
We also provide the simulation results for parameter settings that represent a weak factors situation. In this case, we set c i = 0.9 such that the common factors have relatively little explanatory power. The results are presented in Table 3 and we learn that the SW forecasts have large MSEs compared to the AR forecasts for small sample sizes. On the other hand, the CFM forecasts appear to produce forecasts that have a similar or even slightly better precision than the AR forecasts. It is interesting to find that the mean of the signal-to-noise ratio of the principal component estimates increases to approximately 0.20 for T = 50 and N = 10. For a larger N and T , and for short-term forecasts, the CFM forecasts are more precise than the AR forecasts even when the factors are weak. In almost all cases the CFM forecasts have the smallest MSE among all other models. 
Two empirical illustrations
In this section we illustrate the forecasting performance of our collapsed dynamic factor analysis relative to a selection of benchmark models for pseudo real-time forecasting of macroeconomic variables in the US economy. We adopt the dataset of Stock and Watson (2005) to forecast monthly industrial production and quarterly GDP based on a panel of 132 indicator variables observed at a monthly frequency from 1960 to 2003. For a detailed data and transformation discussion we refer to the Appendix of Stock and Watson (2005) ). We compare the forecast accuracy based on the MSE and the mean absolute error (MAE) using recursive parameter and factor estimates. We do not consider issues with respect to publication delays and/or data vintages. We focus on the final revised data sets in our forecasting exercise.
Forecasting Monthly Industrial Production
We first consider the forecasting performance of our collapsed dynamic factor model (CFM) for target variable US industrial production. The macroeconomic panel and target variables are all observed at a monthly frequency. Table 4 presents the MSE and MAE of the hstep ahead forecasts produced by the collapsed dynamic factor model and compares it with those of the four benchmarks RW, AR, SW and DGR. For the AR forecasts we adopted the autoregressive model of lag order 2. The same abbreviations for the four methods are used as in the previous section. Dynamic factor models are typically used for short-term forecasting and therefore we focus on the forecast horizons h = 1, . . . , 6. We also consider a subsample of the entire dataset starting with the first forecasts in 1990 so that T is somewhat small. For the large and small time dimensions, the estimation window starts 10 years earlier. For the factor models, we chose the number of factors according to the criterion proposed by Bai and Ng (2002) . As reported in previous studies which use the same data set, the Bai and Ng criterion obtains its minimum for 7 factors; see also the findings in Stock and Watson (2005) and Jungbacker and Koopman (2008) . However, this number is quite large and for forecasting purposes it may be interesting to consider a smaller number of factors. We therefore also report the results for one, two and three factors. Table 4 presents the results of our forecasting exercise. The collapsed factor model compares well when compared with SW and DGR; in 11 out of 16 cases it produces the smallest MAE or MSE. This holds for the analysis based on both short and large samples although the gains are more pronounced in small samples. We also evaluated the forecasting performance of CFM versus SW and DGR based on Diebold and Mariano (1995) tests. The cases where CFM produces more accurate forecasts than SW and DGR, at the 15% level, are marked by a star and dagger, respectively. The result shows that improvements are statistically significant in some but only a few cases. Moreover, we find that for the long sample, the MSE are typically higher than MAE; it indicates a presence of large forecast errors (outliers). The one-step-ahead forecasts of CFM perform relatively worse in terms of MSE in many cases while differences in MAE are smaller. The noise-to-signal ratio is close to zero for all factors indicating that principal component estimates are quite accurate for the given dataset and for the selected dimensions of T and N. We also learn that dynamic factor model forecasts based on information from many predictors do not dramatically outperform simple AR forecast; in particular for the longer forecasting horizons. This is an indication that much of the information is contained in the forecasts series itself; similar findings are We report MSE and MAE statistics for different forecast models including random walk (RW), autoregression of order 2 (AR), the principal component SW method, the smoothed factor DGR method, and our collapsed dynamic factor model (CFM), and for different number of factors. A short sample with 138 forecasts (January 1990 -June 2003 and a long sample with 378 forecasts (January 1970 -June 2003 are considered. The smallest MSE and MAE over all different models is highlighted. More accurate forecasts by CFM compared to SW and DGR (according to the Diebold-Mariano two-sided test, 15% significance level) are marked by * and †, respectively.
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Forecasting Quarterly Gross Domestic Product
A key macroeconomic variable that summarizes the state of the economy is Gross Domestic Product (GDP) which is collected at a quarterly frequency and is published with a delay of several weeks. To obtain an estimate of the state of the economy before the first official GDP figures are released, recent approaches have emphasized the importance of GDP nowcasting and forecasting using monthly economic and financial variables; see, for instance, Giannone, Reichlin, and Small (2008) , Banbura and Rünstler (2011) and de Winter (2011) . Here we investigate the performance of the collapsed dynamic factor model to nowcast and forecast quarterly US GDP using a large time series panel of monthly economic variables.
We compare the performance of the CFM with the naive random walk (RW) model and an unobserved components model based on an AR model for unobserved monthly GDP (flow variable) which is linked with observed quarterly GDP via a cumulator variable; we have discussed the details in section 3.5. We further consider two other approaches of making use of information from monthly panels of macroeconomic variables when forecasting a quarterly variable. The first approach is known as the bridge equation forecasts that takes a weighted average of individual indicator forecasts where the weights are functions of the inverse MSEs from past forecasts; see Angelini, Camba-Méndez, Giannone, Rünstler, and Reichlin (2008) for further details. The second approach is the mixed frequency version of Doz, Giannone, and Reichlin (2011) that is recently proposed to forecast quarterly GDP from monthly indicators by Banbura and Rünstler (2011) . We refer to the two approaches as BE and BR, respectively. We report MSE and MAE statistics based on random walk (RW), autoregressive model with cumulator of order 2 (AR), pooled bridge equation (BE), Banbura and Rünstler (2011, BR) , and our collapsed dynamic factor model (CFM) forecasts. A short sample with 43 forecasts (Q3 1990 -Q2 2003) and a long sample with 123 forecasts (Q3 1972 -Q2 2003) are considered. The smallest MSE and MAE over all different models is highlighted. More accurate forecasts by CFM compared to BE and BR (according to the Diebold-Mariano two-sided test, 15% significance level) are marked by * and †, respectively. Table 5 presents the MSE and MAE forecast statistics of the collapsed factor model and the four benchmark models. We consider h-step ahead forecasts for h = 1, 2, 3, 6 months. When h = 1, we are in the second month of a quarter and use information of the monthly panel to forecast (nowcast) quarterly GDP which is released next month. When h = 2, we are in the first month of a quarter and forecast quarterly GDP that is released two month ahead. The forecasting performance of the collapsed factor model is in many cases more accurate than the considered benchmarks; especially for more than one factor, the Diebold and Mariano (1995) test reveals superior predictive accuracy compared to the two other forecast methods that use information from many predictors. In most cases we find that the model of Banbura and Rünstler (2011) , based on factor estimation methods by Doz, Giannone, and Reichlin (2011) , cannot produce forecasts of the same accuracy as CFM. When compared with the bridge equation (BE) forecasts, the CFM forecasts are overall more precise.
For the long sample based statistics, we find that MSEs are typically higher than MAEs indicating the presence of large forecast errors. These outliers in our data set may be due to the two recession periods in the 1970s when forecast errors have been typically larger. We can inspect these outlying quarterly GDP observations in Figure 1 against the nowcasts of the current quarter GDP. In the period 1992-2003 we also have many cases where the MAEs are larger than the MSEs. Figure 1 also shows that the forecasts from the three methods are strongly co-moving. However, the two-factor BR and CFM forecasts track quarterly GDP much closer than the pooled bridge equation BE forecasts. It is due to the idiosyncratic factors that the collapsed dynamic factor model forecasts are less smooth than those of Banbura and Rünstler (2011) who only relate quarterly GDP to common factors. Overall we find that the forecasting performance of CFM generally compares well with existing forecasting methods.
Conclusions
We have introduced a new method for analysing and forecasting macroeconomic time series when many predictors are available. A fully specified dynamic factor model is collapsed by means of a set of principal components which are simultaneously modeled with the target series. It is shown that the framework of the multivariate unobserved components time series model is instrumental for this development. Most practical issues of macroeconomic forecasting can be handled with our collapsed dynamic factor model. Monte Carlo and empirical evidences are given that show that the collapsed model is a competitive and feasible alternative to the current practices. We leave the development of several extensions of our proposed framework for future research. For example, we can investigate in our framework whether we can improve the analysis and forecasting by having different numbers of principal components and latent factors in the model.
