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Abstract
Molecular ions are known to be key reactive intermediates in interstellar environments, and H+3 in particular
is responsible for initiating a network of chemical reactions that ultimately results in the formation of the
∼170 molecules detected so far in space. Yet fundamental questions about the interstellar abundances of the
two nuclear spin configurations of H+3 (ortho-H
+
3 , I = 3/2; and para-H
+
3 , I = 1/2) remain. In this thesis,
experiments to measure the nuclear spin dependence of the chemical reactions of H+3 with electrons and with
molecular hydrogen at astronomically relevant temperatures are described. The results of these laboratory
measurements are included into a model of the hydrogenic chemistry of diffuse molecular clouds, in which an
excess of para-H+3 is observed relative to its expected abundance at the measured cloud temperature. The
model suggests that the ortho:para ratio is likely controlled by a competition between the aforementioned
chemical reactions of H+3 with electrons and molecular hydrogen.
Other molecular ions may similarly be useful for constraining the physical and chemical conditions of
astronomical environments, but such insight can only be derived if laboratory spectroscopy of these ions has
been performed. However, for many ionic species, insufficient laboratory data are available, and this is pri-
marily because of difficulties in producing sufficient quantities of ions for traditional spectroscopic techniques.
This thesis discusses the development of instrumentation to overcome the challenge of ion production. First,
a continuous supersonic expansion discharge source is described that allows for the production of internally
cold molecular ions in modest abundance, thereby maximizing population in the lowest-lying energy states
relevant for astronomical spectroscopy. Then, an instrument for performing sub-Doppler spectroscopy of
molecular ions in a liquid nitrogen cooled plasma is discussed. This instrument offers ultra high sensitivity,
and sufficient accuracy and precision that rotational frequencies suitable for observational astronomy can
be inferred. As a case study of the performance and capabilities of this instrument, the high resolution
sub-Doppler spectrum of H+3 is presented.
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Chapter 1
Introduction
The overarching motivation for the work presented in this dissertation is studying molecular ions and chemical
processes of relevance for astrochemistry using high resolution spectroscopy. While sharing the same broad
motivation, the chapters that follow are not all directly related to one another in a manner that can be simply
explained. Rather, each chapter differs substantially from the others in its specific motivation, methods, and
analysis. The structure of this document reflects this: each chapter stands mostly independent of the others,
containing its own introduction, description of experimental techniques, results, and conclusions. Thus, the
aim of this introduction is to provide the broader context for how the work described in the later chapters
contributes to astrochemistry, and the reader is referred to the introductory sections of each chapter for its
respective scientific background.
Molecular ions have long been known to be important reactive intermediates in interstellar clouds, the
birthplaces of stars. [1, 2] In these cold (temperature < 100 K), diffuse (density < 104 cm−3) environments,
only chemical reactions that are both exothermic and barrierless proceed at any significant rate. Ion-
molecule reactions generally satisfy these conditions, and after the formation of primary ions through cosmic
ray ionization, these types of reactions are responsible for driving the formation of larger, more complex
molecules. Because of their heavy involvement with the chemistry, ions serve as key tracers of the physical
and chemical conditions of interstellar clouds.
In order to extract information about any molecule in interstellar space, its spectroscopic signature must
be investigated in the laboratory. High resolution laboratory spectroscopy reveals the frequencies at which
a molecule absorbs and/or emits light, and can give information that relates the intensity of an absorption
or emission feature to the abundance of a particular quantum state of the molecule. When these frequencies
of light are observed using astronomical telescopes, the laboratory information can be used to identify
and quantify the molecule, and to possibly give insight into the physical environment in which it is found
(temperature, density, photon flux, ionization rate, etc.). For many stable neutral molecules, high-quality
detailed spectroscopic information is readily available, but this is not always the case for ions. Measuring
such high-quality spectra of molecular ions is the broad motivation for Chapters 2 and 3.
1
Acquiring the high resolution laboratory spectrum of an ion presents several challenges. First, ions are
difficult to produce, requiring a source of energy sufficient to effect ionization, such as an electric discharge
or a high energy photon. Once made, ions are generally quite reactive, and so production rates must be
high to balance the destruction rates in order to accumulate a significant population for spectroscopy. High
production rates require yet even more energy input into the system, and much of this goes into heating,
both kinetic (resulting in larger linewidths from Doppler broadening) and internal (resulting in spectral
dilution from an increased partition function). Even under favorable production circumstances, the peak ion
abundance is often several orders of magnitude lower than that of neutral molecules, and the spectroscopic
signals of neutrals can overwhelm the weaker ion signals. All of these factors, as well as electronic and optical
interference from the production process, contribute to the technical difficulty of ion spectroscopy.
To overcome such challenges requires the use of specialized ion sources and sensitive spectroscopic tech-
niques. In the McCall laboratory, a long-term goal has been to develop an instrument called SCRIBES
(Sensitive, Cooled, Resolved Ion BEam Spectroscopy). The heart of the instrument is a fast ion beam
formed by extracting and accelerating ions out of a plasma source. After acceleration, ions are steered
electrostatically by 90 degrees into a drift region in which they can be interrogated by laser spectroscopy.
The ions are therefore spatially separated from neutral molecules, providing selectivity in spectroscopic de-
tection, and the acceleration results in velocity narrowing from kinematic compression, giving sub-Doppler
spectroscopic linewidths. After being probed spectroscopically, the ions are turned again and sent into a
mass spectrometer, yielding mass identification for all constituents of the ion beam. The primary disad-
vantage of SCRIBES is that the density of ions in the drift region is a few orders of magnitude lower than
other commonly used ion sources. This instrument is now operational, and a more detailed and extensive
description of its performance, advantages, and capabilities has been published. [3]
In the implementation described in [3], the SCRIBES instrument is not yet “Cooled.” The ion beam
is extracted from an uncooled cold cathode dc discharge source, and the internal temperature of the ions
in the beam is high (∼750 K). Because of the low ion density in the drift region, the increase in partition
function is highly detrimental to the technique, even moreso than other methods. Rotational cooling would
dramatically improve the performance of the instrument by reducing the partition function. Rotational
temperatures below 20 K for some ions can be achieved by use of a supersonic expansion, in which gas
at high pressure is forced through a narrow aperture into vacuum, resulting in an adiabatic expansion
that converts internal energy into translational energy. In Chapter 2, an ion source suitable for use with
SCRIBES is presented: a continuous supersonic expansion coupled to a dc discharge. The performance of
the source– its lifetime and the generated ions’ internal temperature and density– is characterized by cavity
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ringdown spectroscopy of the ν2 fundamental band of the molecular ion H
+
3 . With the use of an appropriate
skimmer [4, 5], an internally cooled ion beam can be produced. The integration of the supersonic expansion
discharge source with the ion beam instrument is envisioned in the near future.
Another consideration not yet discussed is the region of the electromagnetic spectrum in which to search
for an ion’s transitions. Design of a spectrometer requires analyzing the tradeoffs that come with the various
regions. The visible region is attractive because of the availability of broadly tunable light sources, as
well as inexpensive, fast, and sensitive silicon-based detectors, and in this region rovibronic transitions can
be measured. However, not all ions have stable electronically excited states, and it is often difficult to
predict where a particular ion’s electronic spectrum will be located in frequency space. On the other side
of the spectrum, in the microwave/millimeterwave region rotational transitions can be directly observed
with extremely high accuracy, and light sources and detectors are readily available. Rotational spectroscopy
is also the main tool used in detection of molecules in interstellar space, so the rotational spectrum of a
molecule can be directly used to enable an astronomical search. There are two main limitations to laboratory
rotational spectroscopy: first, only molecules with a permanent dipole moment can be detected; and second,
when rotational frequencies are not approximately known from theoretical calculations, the spectral features
are difficult to locate. In between, the mid-infrared (particularly between 3-5 µm) contains fundamental
vibrational transitions, and the vast majority of molecular ions have at least one transition in this region.
The downsides traditionally have been twofold: fast, low-noise detectors have been difficult to realize, and
the linewidths of the observed transitions preclude determination of rotational energy level spacings with
sufficient precision to enable interstellar searches. Increasingly, low-noise detectors are becoming available,
as well as high-power cw broadly tunable lasers that can cover this spectral region, leaving the linewidth
issue as the only remaining challenge.
In Chapter 3, a general-purpose instrument for sub-Doppler mid-infrared spectroscopy of molecular ions
is presented. Narrow linewidths are achieved by using a high-power cw optical parametric oscillator (OPO)
source combined with an enhancement cavity. The high intracavity power saturates rovibrational transitions,
leading to narrow Lamb dip features at the line center that can be measured with sub-MHz precision, about
2-3 orders of magnitude better than traditional mid-infrared spectroscopy. The OPO is in principle tunable
over the entire 3-5 µm range, enabling its use to detect a wide variety of molecular ions. With the high line
center frequency precision that can be achieved for each rovibrational transition, this technique is capable
of extracting the underlying rotational energy level spacings well enough for astronomical purposes. The
primary benefit of this approach is to extract rotational transitions in the sub-millimeter/THz portion of
the electromagnetic spectrum, which was omitted in the above discussion. This region features low-lying
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rotational transitions of light molecules and higher-energy rotational transitions of larger molecules, and is
very difficult to probe experimentally owing to a dearth of readily available radiation sources and detectors.
Measurements of appropriate transition frequencies is critical for the success of THz/sub-mm telescopes such
as the Herschel Observatory, the Atacama Large Millimeter/sub-millimeter Array, and the Stratospheric
Observatory for Far Infrared Astronomy.
While Chapters 2 and 3 focus broadly on the development of instruments that enable state-of-the-art
spectroscopy, the remaining chapters together highlight the interplay between astronomical observations,
theory, and experiment in the field of astrochemistry, using the nuclear spin dependence of the reaction of
H+3 with H2 as a case study. As mentioned before, molecules often serve as probes of physical conditions
in astronomical environments. For instance, the relative populations of two rotational levels of a molecule
by absorption spectroscopy give a measure of temperature. In diffuse molecular clouds, UV absorption
measurements of H2 rovibronic transitions gives a measure of the relative populations of J = 0 and J = 1,
and this is a reliable measure of such a cloud’s kinetic temperature (see section 4.3 for details). Chapter
4 presents astronomical observations that show a discrepancy between the nuclear spin temperatures of
H2 and H
+
3 (i.e., their ortho:para ratios), the latter derived from infrared rovibrational transitions. Such
a temperature difference is surprising because H2 is efficiently thermalized by reactions with abundant
protons, and H+3 was thought to be efficiently thermalized by reactions with H2. Understanding the origin
of the discrepancy would possibly enable H+3 to be used as an astrophysical temperature probe in other
environments in which UV radiation is highly attenuated, precluding measurement of H2 directly. On a
more fundamental level, diffuse molecular clouds feature some of the simplest chemistry in space, and thus
serve as an ideal testbed for ensuring that physical and chemical models are reliable in more complicated
environments.
Chapter 4 also discusses a chemical model for the relationship between the ortho:para ratios of H+3 and
H2. Central to the model is the reaction H
+
3 + H2 → H2 + H+3 , which is capable of interconverting the
nuclear spin modifications of H+3 and H2. The reaction has three possible outcomes: the identity, hop, and
exchange (these are explained in more detail in Chapters 5 and 6), and the ratio of the rates of the hop
and exchange reactions can be used to determine how this reaction influences the nuclear spin states of the
products. Experimental measurement of the hop:exchange ratio is challenging: while mass spectrometry
is a powerful tool for measuring reaction rates, it is not effective when the masses of the reactants and
products are equal. Spectroscopy is required for measuring the internal state distribution. By monitoring
the populations of several low-lying rotational states of ortho and para-H+3 and controlling the ortho:para
ratio of H2, the hop:exchange ratio of the H
+
3 + H2 reaction can be inferred. The detailed kinetics and
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nuclear spin statistical weights required for the analysis of such an experiment are presented in Chapter 5
(some additional notes are given in Appendix E). Then, in Chapter 6, experimental results on the H+3 +
H2 reaction are presented at 350 K and 135 K, and are analyzed in the context of the results of Chapter 5.
The experimental work is the most detailed investigation of this process to date, and is the first such study
at low temperature.
The hop:exchange ratio for the H+3 + H2 reaction at low temperatures derived from the theoretical
and experimental studies can be used to refine the aforementioned astrochemical model (Chapter 4). The
synthesis of theory, experiment, and observation is presented in Appendix D. By way of summary, good
agreement between the observations and the chemical model are obtained under certain conditions, but there
remain two major unknowns. The first of these is the branching fraction of the identity outcome of the H+3
+ H2 reaction, which could not be determined from the experiments in Chapter 6. The identity branching
fraction influences how many reactive (i.e., proton-scrambling) reactions H+3 experiences during its lifetime
in a diffuse molecular cloud prior to its destruction by dissociative recombination (DR) with electrons. Good
agreement is achieved only when this identity branching fraction is larger than expected, although additional
measurements of the H+3 + H2 reaction are needed to constrain this quantity.
The other major unknown remaining in the chemical model is the nuclear spin dependence of H+3 DR at
low temperature. DR of H+3 has a long and controversial history, which is discussed in detail in Appendix C.
Recently, theory and experiment have generally come into agreement regarding the temperature dependent
rate, but the nuclear spin dependence at low temperature is still under investigation. Appendices A, B, and C
describe experimental work aimed at measuring the DR rates of ortho- and para-H+3 at temperatures on the
order of 100 K. H+3 is produced in a supersonic expansion discharge source, and the rotational temperature
and ortho:para ratio is measured spectroscopically. The H+3 ions are extracted from the source, accelerated to
MeV energies, and guided into a storage ring in which they are overlapped with a velocity-matched electron
beam. The ions recombine with the electrons, and the resultant neutral fragments (which are no longer
steered by the storage ring) are measured. The combination of internally cold ions with a velocity-matched,
translationally cold electron beam gives the reaction rate under conditions similar to those found in the
interstellar medium.
In order to assess the nuclear spin dependence, the supersonic expansion ion source is fed with enriched
para-H2, and as a consequence the H
+
3 generated is enriched in its para form as measured spectroscopi-
cally. When storage ring experiments are performed with enriched para-H+3 , the low-temperature DR rate
coefficient is enhanced relative to that measured with non-enriched H+3 . By performing measurements with
two different known enrichments of para-H+3 , the rate coefficients for pure para- and ortho-H
+
3 can be ex-
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trapolated. The experiments presented in Appendix A were the first such measurements made, and the
spectroscopic characterization of the ion source utilized in the storage ring measurements are presented in
Appendix B. Later, the measurements were repeated with a more reliable ion source at a different storage
ring with higher resolution (Appendix C). A similar enhancement in the DR rate for para-H+3 was observed,
but for the first time a technique for in situ determination of the rotational temperature of H+3 in the stor-
age ring was employed. The results of the temperature measurement indicate that at some point after their
production but prior to their measurement in the ring, the H+3 ions are internally heated. It is hypothesized
that the heating is a result of collisions of H+3 with the carrier gas from the supersonic expansion during
acceleration, and that all previous storage ring measurements of H+3 DR involving a supersonic expansion
source may have been affected as well. Other researchers have attempted to perform plasma-based measure-
ments of H+3 DR, but are beset by complicated data analysis arising from competing plasma processes. [6, 7]
In all, the low-temperature nuclear spin dependent DR rates of H+3 still have not been definitively measured,
and this remains an unknown quantity in the astrochemical model.
This dissertation presents numerous ways in which high resolution spectroscopy can be employed in
support of astrochemistry. It can be used to characterize the ions produced by plasma sources (Chapter 2 and
Appendix B) intended to be used for other studies (e.g. an ion beam spectrometer, or DR measurements such
as those in Appendices A and C). Alternatively, it can be used directly to record spectra of yet-unobserved
molecules in space, or to better understand their spectroscopic properties (see Chapter 3). High resolution
spectroscopy can also directly measure astrochemically relevant reaction rates, as discussed extensively in
Chapters 4, 5, and 6. While the details differ greatly among these applications, they all demonstrate examples
of how high resolution spectroscopy provides data that can further our understanding of processes occurring
in space.
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Chapter 2
Supersonic Expansion Discharge
Source
High-resolution spectroscopy of gas-phase molecular ions provides information of both fundamental and
astrochemical importance. The observed transition frequencies in a high resolution spectrum serve as useful
benchmarks for improving ab initio theory. [8] In the low-temperature and low-density conditions of the
interstellar medium, molecular ions are key intermediates that drive chemical evolution because of fast
ion-neutral reaction rates. [1] High-resolution spectroscopy is a critical tool for observing the presence and
abundances of various species in space, leading to an understanding of the chemistry that occurs around us
in the universe.
For these reasons, high-resolution gas-phase spectroscopy of molecular ions in the laboratory has been
a highly active field during the past three decades. A persistent challenge, however, is the production of
these transient species in enough abundance to be observable. While a number of ionization techniques
have been developed, an electrical discharge has been most widely used for spectroscopic purposes owing
to the higher ion densities produced. Two particularly effective and widely-used ionization techniques have
been the positive column glow discharge [9] in conjunction with velocity modulation spectroscopy [10] and
the negative glow of a hollow cathode. [11, 12] However, even when the walls of these ion sources are
cryogenically cooled, the ions produced exhibit translational and rotational temperatures upwards of 150 K.
For larger ions, the spectral congestion and intensity dilution at these high temperatures poses a challenge
for understanding the spectra of more complex ions.
Supersonic expansions have been coupled with electrical discharges to produce ions and radicals at low
temperatures. As the plasma expands into vacuum, the transient species produced in the discharge are adi-
abatically cooled, resulting in rotational temperatures as low as 2-3 K for molecules that cool efficiently. [13]
The earliest of these were the “corona-excited” supersonic expansion discharge sources [14], consisting of a
drawn glass or quartz capillary containing a long needle electrode. As gas passes through a small orifice at
the end of the capillary, it is discharged between the needle electrode and a second electrode located outside
of the source and further downstream. This source design, however, suffers from limited discharge stability
This chapter is adapted with permission from K. N. Crabtree, C. A. Kauffman, and B. J. McCall, Review of Scientific
Instruments 81 (2010) 086103, Copyright 2010, American Institute of Physics.
7
Figure 2.1: Cutaway view of the supersonic expansion discharge source. Dimensions are listed in Table 2.1.
Component Material ID (mm)1 Thickness (mm)
Anode Stainless Steel 0.5 2.5
Spacer Macor 1.0 2.5
Cathode Stainless Steel 1.0/2.5 6.4
Cap Macor 2.5/4.1 1.0
Table 2.1: Dimensions of source components.
and nozzle clogging. [15] Pulsed supersonic expansion discharge sources have been preferred in recent years
owing to less-demanding pumping requirements, and have proved to be reliable sources of a variety of cold
radicals and ions. [16, 17] However, such pulsed sources have intrinsic properties undesirable for achieving
the highest spectral sensitivity, namely, limited duty cycle and shot-to-shot intensity fluctuations. To over-
come these limitations, we have constructed a continuous supersonic expansion discharge source based on
the design of the pulsed sources referenced above.
The continuous supersonic expansion discharge nozzle designed in our laboratory is illustrated in Fig. 2.1.
Gas enters the system through a 1/4 in. stainless steel tube welded to a 1-1/3 in. Conflat flange. A pinhole
is drilled into a second Conflat flange, which acts as the grounded anode of the discharge. The stainless
steel cathode is separated from the anode by a Macor spacer, and is enclosed in a Macor cap. The assembly
is sealed by means of three high-temperature silicone o-rings, and is held together by six screws which
provide compression from the cap to the anode. The modularity of the various components allows for easy
replacement of individual components in the case of failure, and also gives a very flexible design. The
parameters of the source used in this particular experiment are listed in Table 2.1.
The supersonic expansion was formed in a chamber evacuated by a Roots blower (Leybold WS-2001,
1The cathode and cap inner diameters are flared like the bell of a trumpet. The listed dimensions are the beginning and
ending inner diameters.
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pumping speed 2460 m3/h) backed by a rotary vane pump (Leybold SV-630, pumping speed 840 m3/h).
Hydrogen gas at pressures ranging from 2-3 bar was passed through the source, which resulted in a chamber
pressure of 300-400 mTorr. A discharge was struck by applying negative high voltage to the cathode through
a 10 kΩ ballast resistor and grounding the anode. The discharge current was varied between 10 mA (-500 V)
and 130 mA (-1300 V). The reported voltages were the voltages at the power supply, and do not include the
voltage drop across the ballast resistor.
To assess the performance of the source, the R(1,0), R(1,1)u and R(2,2)l transitions within the ν2
fundamental band of H+3 at ∼3.67 µm were probed to determine the rotational temperature of this ion in
the free-jet zone of silence. This molecular ion, whose high-resolution spectrum was first recorded by Oka in
1980 [18], has been well-studied in the laboratory [19] as well as in dense [20] and diffuse [21, 22] interstellar
clouds, planetary atmospheres [23–25] and the galactic center. [26] It was chosen for this study because the
R(1,0) and R(1,1)u transitions are separated by only 0.32 cm−1, allowing for spectra to be rapidly acquired
under a variety of conditions. The R(2,2)l line was measured on occasion to verify the temperature inferred
from the relative intensities of the R(1,0) and R(1,1)u lines.
A difference frequency generation laser was employed to perform continuous-wave cavity ringdown spec-
troscopy in a setup similar to that described in [27]. Briefly, a 532 nm Nd:YVO4 laser (Coherent Verdi V-10)
was split into two beams. One beam (7.5 W) was used to pump a tunable cw ring dye laser (Coherent 899-29)
using Rhodamine 640 dye to produce 622 nm single-frequency radiation. The other 532 nm beam (2.5 W)
was sent through an acousto-optical modulator (AOM), and the first-order beam was combined with the
622 nm beam on a dichroic beamsplitter and focused into a MgO-doped periodically-poled LiNbO3 crystal.
The 500 µW of tunable 3.67 µm light was coupled into a high-finesse cavity defined by two high-reflectivity
mirrors (R ∼99.98%, Los Gatos Research), which surrounded the expansion jet. A piezoelectric transducer
attached to one of the mirrors dithered the length of the cavity, causing it to move in and out of resonance
with the laser. The light leaking out of the cavity was collected by a cryogenically-cooled InSb detector.
When the detector output reached a predetermined threshold, the AOM was turned off, and the decay trace
was recorded on a computer for analysis.
The operation of the source over its lifetime can be roughly divided into two regimes: the “low current”
regime (I < 50 mA) and the “high current” regime (I ≥ 50 mA). Sample spectra of the R(1,0) and R(1,1)u
lines are shown in Fig. 2.2. For the first 150 hours, the source was operated entirely in the low current
regime. At a current of 25 mA and backing pressure of 2 bar H2, the rotational temperature of the H
+
3 ions
was 80 K. As the current was raised from 10 to 50 mA, the ion density noticeably increased. The rotational
temperature also appeared to increase in the range of 50-100 K; however, the signal-to-noise ratio was quite
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Figure 2.2: Sample H+3 spectra acquired at different pressures and currents. The top trace has been offset
for clarity.
Figure 2.3: Temperature and column density of H+3 as a function of discharge current at 3 bar backing
pressure. The error bars are representative of typical scatter in the temperature measurements.
low at the lowest currents. Operation in the high current regime was sustained for around 50 hours. The
ion density increased with increasing current, but the rotational temperature was constant throughout this
regime, varying between 80-110 K. After 50 hours of runtime at high current, the o-rings in direct contact
with the cathode failed.
The performance of the source is summarized in Fig. 2.3. In the low current regime, the source was able
to produce spectroscopically detectable quantities of ions for an extended period of time (> 150 hours). No
indication of source failure was observed when operating at low current. Operation at high current offered a
greater ion density without a significant increase in temperature; however, operation could not be sustained
for the same duration of time. At present, it is unclear whether damage to the o-rings was induced slowly
over the entire operation period or if the source temperature at high current increased beyond the thermal
tolerance of the o-rings. To prevent this failure mode, it might be possible to braze the cap and spacer to
the cathode, thereby sacrificing design modularity in exchange for a longer lifetime.
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The most critical aspect of the performance of this supersonic expansion source is the rotational cooling
it offers. H+3 was cooled to temperatures ranging from 50-110 K. These results are in agreement with
the temperatures observed in a pulsed supersonic expansion source by Tom et al. (60-100 K) [28], and
in a continuous slit-jet corona source by Xu et al. (77 K). [29] Due to its large rotational constant (B =
43.56 cm−1) [19], H+3 does not cool as efficiently in an expansion as larger molecules. Future measurements
with this ion source will be performed on the ν1 fundamental band of HN
+
2 (B = 1.554 cm
−1) [30], which
cools much more efficiently in a supersonic expansion environment. [16, 29]
The ion density produced is another important facet of the source performance. The observed H+3
column density (probed 1 cm downstream of the source exit) ranged between 8 × 1010 and 2 × 1012 cm−2
as a function of the discharge current. By visually observing emission from the discharge plume through a
glass viewport, the plasma diameter appeared to be approximately 1 cm. Although the density across the
plasma is not expected to be homogeneous, using that diameter the observed column densities indicate that
the H+3 ion density 1 cm downstream is on the order of 10
10−1012 cm−3, which is similar to the observed ion
densities produced in pulsed slit jet discharge sources. [16, 31] With a comparable number density and higher
operating duty cycle, this source should provide greater spectroscopic sensitivity in an equal integration time
in comparison with pulsed sources. Compared with other continuous sources, this source avoids the stability
issues associated with the source of Xu et al. [29], and has a longer lifetime than continuous electron impact
sources. [32]
In summary, we have constructed a continuous supersonic expansion discharge source and performed
initial performance characterization by measuring the temperature and density of H+3 ions produced as a
function of discharge current. These ions are generated with temperatures in the range of 50-110 K, and
the source is capable of sustaining this operation for at minimum 50 hours. Ion densities produced are
comparable to the densities afforded by pulsed sources, but with a high duty cycle which further enables
sensitive spectroscopy. Improvements to the design will be tested by observing the ν1 fundamental band of
HN+2 .
The authors would like to thank Prof. Susanna Widicus Weaver and Brian Pohrte for their early work on
continuous supersonic expansion discharge sources in our laboratory. We also thank James Hodges for his
work on the difference frequency generation laser system and Christopher Neese for his CFN-899 Autoscan
dye laser control software. This work has been supported by an NSF CAREER award (CHE-0449592), by an
Air Force Young Investigator Award (FA 9550-07-1-0128), and by the David and Lucile Packard Foundation.
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Chapter 3
Sub-Doppler Mid-Infrared
Spectroscopy of Molecular Ions
3.1 Introduction
Molecular ions play a key role as intermediates in chemical reactions, and a detailed understanding of their
structure and intramolecular dynamics in the gas phase, generally obtained by spectroscopy, is a critical first
step toward understanding their behavior in more complicated systems. The primary technique used for ion
spectroscopy over the past 30 years has been velocity modulation spectroscopy (VMS). [30, 33] In VMS, ions
are produced in an AC positive column plasma whose polarity is alternated at frequency fvm. The average
drift velocity of the ions in the plasma is shifted in the direction of the cathode from the applied electric field,
while neutral molecules are generally unaffected. As the polarity is reversed, the average ion drift velocity
also reverses, resulting in a periodic oscillation in ion velocity at fvm. By interrogating the ions with a
laser beam passing in one direction through the plasma, the absorption profiles are red- and blue-shifted
with respect to their rest frequencies, and phase-sensitive detection at fvm allows for selective retrieval of
ionic signals. VMS therefore addresses one of the main challenges of ion spectroscopy, i.e., detection of ionic
species that are only ∼10−5-10−6 as abundant as neutral molecules. Well over 40 unique molecular ions (not
counting isotopologues) have been detected with VMS; these have been extensively reviewed by Stephenson
and Saykally. [10]
Recently, the use of a Fabry-Perot optical cavity to enhance the optical path length was demonstrated
by Siller et al. (cavity-enhanced velocity modulation spectroscopy, CEVMS), who locked a Ti:Sapphire laser
to an optical cavity surrounding a velocity modulated positive column cell and detected the transmitted
light. [34] Because the light in the cavity is bidirectional, red and blue Doppler shifts are simultaneously
superimposed, encoding the velocity modulation signal at 2fvm. Initially, this was believed to be problematic
because any neutral molecules excited by the discharge are concentration modulated at 2fvm; that is, the
population of the excited species varies with the magnitude of the applied voltage, but not the sign of the
voltage. By also encoding the ion signal at 2fvm, it was thought the concentration modulation signal of
This chapter is a preprint of a manuscript to be submitted to Chemical Physics Letters, authored by K. N. Crabtree, J. N.
Hodges, B. M. Siller, A. J. Perry, J. Kelly, P. A. Jenkins II, and B. J. McCall
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neutral molecules would overwhelm the ion velocity modulation signal. Siller et al. showed that the ion
and neutral signals occurred at different phases with respect to the plasma voltage, thereby preserving
ion-neutral discrimination. Additionally, the power enhancement from the optical cavity enables saturation
spectroscopy and precision line-center determination. [35] CEVMS has also been employed using an optical
frequency comb as the light source and a unidirectional ring cavity surrounding a plasma cell, effectively
converting VMS to a broadband technique while preserving the high resolution of laser spectroscopy. [36]
Cavity enhanced absorption spectroscopy suffers from the fact that frequency noise in the laser is directly
converted into intensity noise as a result of reduced cavity transmission. This limitation was overcome by Ye
et al. with noise-immune cavity-enhanced optical heterodyne molecular spectroscopy (NICE-OHMS). [37]
In this technique, the laser is phase modulated at fh (typically ∼100s of MHz), effectively generating an FM
triplet consisting of a carrier (at the optical frequency fo) and a pair of sidebands with opposite phase at
fo± fh. The triplet is coupled into the optical cavity by setting fh equal to an integer multiple of the cavity
free spectral range (FSR). Detection is accomplished by comparing the beat notes of each sideband with the
carrier; in the presence of an intracavity absorber or disperser, the beat notes are unbalanced in amplitude
or phase, yielding a net signal. By encoding absorption/dispersion information at a high frequency, 1/f
technical noise is reduced. Another advantage is that any laser frequency noise affects the beat note of the
carrier with each sideband equally, which eliminates direct conversion of laser frequency noise to noise in
the final spectrum. The disadvantages are the complexity of the technique, particularly the demands of
maintaining the laser-cavity lock, and the requirement of a detector whose bandwidth is at least fh. An
extensive review of the NICE-OHMS technique has been published by Foltynowicz et al. [38]
CEVMS and NICE-OHMS have been combined into a technique called noise-immune cavity enhanced op-
tical heterodyne velocity modulation spectroscopy (NICE-OHVMS) in the near-infrared with a Ti:Sapphire
laser. [39] Because fh and fvm are at significantly different frequencies (typically ∼100 MHz and ∼10 kHz,
respectively), the detector signal is first demodulated at fh, and then sent on to further phase-sensitive
detection at 2fvm. NICE-OHVMS preserves the ion-neutral discrimination afforded by VMS, and takes
advantage of the ultra-high sensitivity, saturation, and noise immunity of NICE-OHMS.
However, the technical demands of the NICE-OHMS technique have largely precluded its use in the
mid-infrared spectral region in which VMS has been successfully exploited. The high bandwidth detectors
and phase modulators required for NICE-OHMS are not as readily available in the mid-IR compared with
the visible/near-IR. The only published mid-IR NICE-OHMS work was done with a quantum cascade laser
near 8.5 µm, and was limited by the detector bandwidth and the phase modulation characteristics of the
device. [40] In particular, the 3-5 µm region is particularly attractive for a general-purpose ion spectrometer
13
because the vast majority of molecules have at least one fundamental vibrational band in that portion of
the spectrum.
We have implemented NICE-OHVMS in the mid-IR for the first time using a commercially available
cw-optical parametric oscillator (OPO) laser tunable from 3.2-3.9 µm. The high optical power of the OPO
(∼1 W) allows for use of higher-bandwidth mid-IR detectors, which have sensitivities too low to be used with
many other lower-power cw lasers in this region. This technique enables all of the advantages of the NICE-
OHVMS technique to be brought to bear on fundamental vibrational transitions of molecular ions, including
high precision sub-Doppler spectroscopy. As a demonstration of the capabilities of this instrument, we
present in this paper spectra of H+3 at 3.67 µm. In section 3.2 we describe the instrumental details, including
a brief discussion of NICE-OHVMS lineshapes, and in section 3.3 we present spectra acquired with the
instrument. Finally, in section 3.4, the performance of the instrument is assessed, and future directions
discussed.
3.2 Experimental Details
Our OPO-NICE-OHVMS instrument is outlined in Figure 3.1. A Ytterbium-doped fiber laser (YDFL,
Koheras Adjustik Y-10) is sent through a fiber EOM (EOSPACE PM-0K5-00-PFU-PFU-106-S), amplified
(IPG Photonics YAR-10K-1064-LP-SF), and used to pump a singly-resonant OPO (Aculight Argos 2400
SF). The pump (1064 nm) and signal (1.5-1.6 µm) beams are sent to a wavemeter (Burleigh WA-1500) for
frequency calibration. The idler (3.2-3.9 µm) is locked with the Pound-Drever-Hall (PDH) technique to
a 1.9-m-long optical cavity consisting of two 1 m radius of curvature concave Si mirrors dielectric coated
for 99.7% reflectivity over 3.1-3.4 µm surrounding a plasma cell. Cavity reflection and transmission are
monitored by photodiodes (Boston Electronics Vigo PVM-10.6-1x1) with an effective bandwidth of ∼125
MHz.
Heterodyne and PDH sidebands are generated by applying voltages at their respective frequencies to
the fiber EOM on the seed laser simultaneously. The resultant frequency spectrum of the pump laser is
imprinted on the idler beam. A PDH error signal used for cavity locking is generated by demodulating the
cavity reflection signal at the frequency RF1 (typically 2-20 MHz). The error signal is sent to feedback
electronics which stabilize the length of the cavity on slow timescales via a piezoelectric transducer (PZT)
attached to one of the cavity mirrors, and apply fast corrections to the idler frequency by a PZT mounted
to one of the resonant signal cavity mirrors inside the OPO head. The cavity transmission detector signal
is sent to a pair of mixers 90° out of phase with one another, and each is demodulated at frequency RF2
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Figure 3.1: Block diagram of OPO-NICE-OHVMS instrument. Details of its operation are given in the
main text. YDFL: Ytterbium-doped fiber laser; EOM: electro-optic modulator; OPO: optical parametric
oscillator with pump (P, blue), signal (S, green) and idler (I, red) beams; PZT: piezoelectric transducer, PS:
phase shifter; PSD: phase sensitive detector; •: signal splitter.
(equal to the cavity FSR of 79.12 MHz). The overall phase of the heterodyne detection is adjusted by phase
shifting the RF signal driving the EOM using cables of appropriate lengths. The demodulated signal from
each mixer is then sent to a lock-in amplifier referenced to twice the frequency used to drive the plasma,
and the in-phase and quadrature outputs of each amplifier are digitized and stored on a computer.
Ions are produced in a liquid-nitrogen-cooled multi-inlet multi-outlet positive column discharge cell, which
is placed between the two free-standing mirrors of the optical cavity. [41] Intracavity radiation is admitted
into the cell by means of CaF2 windows aligned at Brewster’s angle. The plasma is driven by an AC voltage
produced by amplifying the output of an arbitrary waveform generator with an audio amplifier (Techron
7780) and a step-up transformer. The exact gas mixtures, pressures, discharge currents, and frequencies
used vary; the specific conditions employed are described in the results section.
Typical operation begins by filling the cooling jacket of the cell with liquid nitrogen and igniting the
plasma. The cavity length is adjusted to bring it into resonance with the laser, and the laser-cavity lock
is established. The idler frequency is tuned by applying a voltage to an internal PZT on the YDFL, and
the cavity length is controlled with the locking electronics to maintain the resonance condition. When the
PZT reaches the end of its travel, the laser-cavity lock is electronically interrupted, the cavity length is
reset to the other end of its travel, a new resonance is found, and the lock is reestablished. In this manner,
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the spectrometer can scan without manual intervention over the entire range of the YDFL PZT (around
100 GHz), although in practice a scan is generally much shorter. It is in principle possible to extend the
automated tuning range further by electronic control of the intracavity etalon of the OPO and the nonlinear
crystal position/temperature, but the practical utility of such efforts would likely be minimal.
3.3 Results and Analysis
3.3.1 Lineshapes
The overall Doppler lineshape for NICE-OHVMS in both absorption and dispersion has odd symmetry, and
qualitatively appears similar to the third derivative of a Gaussian, Lorentzian, or Voigt profile. A detailed
analysis of the lineshape is beyond the scope of this paper and will be the subject of a future work, but a
qualitative description follows. Consider a general NICE-OHMS lineshape, such as that shown in panels a
and b of Figure 2 in Ref. [38]. If the signal belongs to an ion, then the ac voltage of the plasma causes velocity
modulation (VM), Doppler shifting the lineshape at the plasma frequency. As a result of the bidirectional
nature of light in our optical cavity, the lineshape is simultaneously Doppler shifted to the red and to the blue
by the same amount at each point in time along the plasma voltage cycle. Consequently, the time-dependent
signal repeats itself every plasma half-cycle, or at twice the ac plasma frequency (2f). In addition to VM,
an ion also experiences concentration modulation (CM) at 2f , and CM may be phase shifted with respect to
VM. Thus, in addition to a periodic Doppler shift at 2f from VM, the lineshape amplitude varies at 2f from
CM. The net signal observed comes in 4 channels corresponding to the even and odd second order Fourier
coefficients of the absorption and dispersion profiles affected by VM and CM.
The sub-Doppler lineshape is more straightforward. As has been discussed in regard to previous NICE-
OHMS setups [39, 42, 43], the carrier and sidebands can all act as pumps and probes for saturation spec-
troscopy. The spectroscopic Lamb dips arising from the Bennet holes burned in the population appear at
half-integer multiples of the carrier-sideband spacing fh, i.e. at all frequencies at which forward- and reverse-
propagating beams sample the same velocity component. At the line center ν0, when the zero-velocity
distribution is both pumped and probed by the carrier, a signal only appears in dispersion as the hetero-
dyne detection scheme employed by NICE-OHMS is insensitive to absorption of the carrier. The dispersion
signal therefore contains Lamb dips at ν0 ± (nfh/2) with (n ≥ 0), and the absorption signal contains them
at ν0 ± (nfh/2) with (n > 0). The relative strengths of the Lamb dips with increasing n depend on the
modulation index of the laser frequency modulation; at sufficiently low modulation index, higher order Lamb
dips are not observable.
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While VM and CM have a strong influence on the lineshape of the Doppler profile, they do not affect the
sub-Doppler features in the same way. Because Bennet holes are only burned in the population at or spaced
evenly around the zero-velocity component of the ion distribution, VM effectively changes the abundance
of ions with the appropriate velocity. In that way, VM effectively behaves like CM, and the net effect is
to influence the amplitude of the Lamb dip lineshape and the relationship between the amplitudes of the
even and odd Fourier coefficients within absorption or dispersion. Neglecting any change of ion’s collision
rate with changing velocity, VM and CM do not affect the sub-Doppler profile beyond its amplitude. The
sub-Doppler lineshape function [39] is
χ(νd) =
∑
n>0
(
An
[
χa
(
νd − nfh
2
)
− χa
(
νd +
nfh
2
)])
sin θh
+
{
−2A0χd(νd) +
∑
n>0
(
An
[
χd
(
νd − nfh
2
)
+ χd
(
νd +
nfh
2
)])}
cos θh, (3.1)
where νd is the frequency detuning ν − ν0, θh is the heterodyne detection phase, and An are effective
amplitudes of the nth order Lamb dips for absorption and dispersion. χa(ω) is a Lorentzian lineshape
function for absorption, and χd(ω) is a lineshape function for dispersion related to χa(ω) by the Kramers-
Kronig relations. These are defined as
χa(ω) =
1
1 + γ2(ω − ω0)2 and
χd(ω) =
−(ω − ω0)γ
1 + γ2(ω − ω0)2 ,
where ω0 is the center and γ is the inverse of the half-width at half-maximum. When using this fit function,
fh is held at the cavity FSR (79.12 MHz), the amplitudes are constrained such that An > An+1, and the
Doppler profile near the line center is approximated by a third-order polynomial with the quadratic term set
to 0. The maximum index of n used in the fit depends on the modulation index and saturation parameter;
in this work, only n = 1 terms are used.
3.3.2 H+3
H+3 is the simplest polyatomic molecular ion, and serves as the primary initiator of ion-molecule chemistry
in interstellar clouds. [1, 2] Its infrared spectrum was first observed by Oka in 1980, [18] and since then it has
been extensively studied spectroscopically (see, for instance, the review in Ref. [19]). More recent research
on H+3 focuses on spectroscopy above the so-called “barrier to linearity,” at which point the molecule adopts
a linear geometry that induces a singularity in the Hamiltonian, complicating its theoretical treatment. [8]
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Nevertheless, for the lowest-lying energy levels, the agreement between experiment and ab initio theory is
good to spectroscopic accuracy. [44] Measuring the energy level spacings experimentally with greater precision
and accuracy would present a greater challenge for ab initio theory, possibly spurring new developments.
The OPO-NICE-OHVMS technique opens the possibility of measuring such energy level spacings in H+3 .
H+3 was produced in a liquid-nitrogen-cooled 40 kHz AC plasma at a pressure of 200 mTorr. The outputs
of the two mixers were each demodulated at 80 kHz with a lock-in amplifier set to a 10 ms time constant, and
each amplifier’s detection phase was set at 40° relative to the plasma reference signal. A sample spectrum of
the R(1,0) and R(1,1)u transitions of the ν2 fundamental band of H
+
3 acquired with a discharge current of 100
mA is shown in Figure 3.2. The signals in the top panel are the demodulated in-phase (black) and quadrature
(red, offset) components of the mixer nominally set to the absorption phase, and the corresponding traces in
the bottom panel are those of the dispersion phase (see below for more detail about absorption vs. dispersion
phases). A scan over just the R(1,0) transition at a current of 175 mA is shown in Figure 3.3, in which the
in-phase absorption (black) and dispersion (red) signals are shown. The dispersion signal has been inverted
relative to Figure 3.2 for clarity.
A fit of the sub-Doppler portion of the traces shown in Figure 3.3 to Equation 3.1 is shown in Figure 3.4.
Both data sets were fit simultaneously subject to the constraints that ω0, γ, and all An are equal for both
sets. The phase difference between the two mixers, nominally 90°, was allowed to float during the fit. The
overall quality of the fit is quite good; the residuals are composed primarily of fringing evident on top of the
spectrum. The line center derived from the fit is 2725.9011918± 0.0000098 cm−1, but the absolute accuracy
is limited by the 2 × 10−3 cm−1 accuracy of the wavemeter. The value of θh for mixer 1 was found to be
∼123°, and ∼50° for mixer 2; thus, the two mixers are ∼70° out of phase with one another rather than 90°.
Typically, dispersion can be isolated from absorption by minimizing the central Lamb dip feature in one of
the two detection phases; however, the full width at half maximum of the Lamb dips (as derived from our fit)
is ∼100 MHz. The spacing between the first-order absorption Lamb dips is equal to the heterodyne sideband
spacing of 79.12 MHz, so even if absorption were isolated, the features would be blended into a single central
feature. Thus, proper isolation of absorption and dispersion is not possible simply by inspection in this case;
with narrower Lamb dips or a larger heterodyne frequency, isolation would be much easier.
3.4 Discussion
The most interesting aspect of the OPO-NICE-OHVMS technique is the presence of Lamb dips which enables
high precision measurements of line center frequencies. As demonstrated above with H+3 , the precision of
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Figure 3.2: OPO-NICE-OHVMS spectrum of the R(1,0) and R(1,1)u transitions of the ν2 fundamental
band of H+3 . Each panel shows the in-phase (black, bottom) and quadrature (red, top) outputs of a lock-in
amplifier demodulating the indicated mixer’s signal.
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Figure 3.3: OPO-NICE-OHVMS spectrum of the R(1,0) transition of the ν2 fundamental band of H
+
3 . The
black trace is the in-phase output of mixer 1, and the red is the in-phase output of mixer 2.
the line center determination is on the order of 0.3 MHz. In its present implementation, the technique’s
accuracy is limited by the wavemeter, and also by slow drifts in the frequency of the signal beam caused
by thermal fluctuations of the OPO cavity. Use of an optical frequency comb to stabilize and measure the
frequencies of the pump and signal beams would reduce the accuracy uncertainty to < 100 kHz, and thus
the total uncertainty on line center measurements would be limited primarily by the width of the Lamb dips.
The width of the Lamb dips (∼100 MHz from the fitting) is fairly broad. We have varied the intracavity
laser power and the cell pressure, but any differences in the linewidth were not observable. However, the
ranges of the power and pressure measurements were limited: the intracavity power could only be changed
by a factor of 2 before the laser-cavity lock was adversely affected, and the plasma could only give stable
operation over 200-600 mTorr. Such wide Lamb dips were also observed in the NICE-OHVMS experiment
performed in the near-IR [39]; in that study, the authors were able to observe a change in linewidth with
pressure, but extrapolating to zero pressure still gave a linewidth of ∼30 MHz. Assuming that the linewidth
is related to the time an ion spends at zero velocity, it is perhaps unsurprising that a light ion like H+3 has
a broader linewidth than N+2 , as its velocity may be more easily altered by weak long-range collisions.
The fringing apparent in the figures above limits the sensitivity of the present measurements. The origin
of the fringing is not fully understood; however, it appears to have a definite phase with respect to the
heterodyne detection. When the plasma is turned off, the fringing does not appear in a scan, and if the
cavity transmission detector is blocked while a fringe is present on a lock-in channel, the signal returns to
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Figure 3.4: A fit of the central sub-Doppler region of the traces shown in Figure 3.3 to Equation 3.1. The
red dots are the data points corresponding to mixer 2, and the black crosses correspond to mixer 1. The
red and black curves are the fitted lineshapes, and the residuals for each fit are shown above, with symbols
corresponding to the appropriate trace.
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Figure 3.5: Plots of Allan deviation of the noise equivalent fractional absorption in the four detection
channels. The red traces were recorded with the plasma off, and the black traces with the plasma on. The
dashed line is the shot noise limit. The upper left and right panels correspond to the in-phase and quadrature
components respectively of the signal from mixer 1, and the lower panels to mixer 2.
zero. Thus, it appears that the fringing is the result of the plasma interacting with the laser light. One
possibility is that residual amplitude modulation (RAM) in the heterodyne sidebands is being modulated
by the plasma. RAM is an imbalance in the amplitude and/or phase of the sidebands with respect to one
another. When demodulated, RAM appears as a DC offset in the heterodyne signal; because of our detection
scheme using velocity modulation and 2f detection, the NICE-OHVMS would ordinarily be insensitive to
such an offset. However, if the refractive index of the plasma varies at 2f , the DC signal from RAM will
be modulated at 2f as well, resulting in a net NICE-OHVMS signal. Because RAM is also affected by the
presence of etalons in the optical system and the optical frequency, a fringing pattern could possibly result
as a function of laser frequency. Testing whether this is truly the origin of the fringing is difficult; however,
initial experiments performed at a heterodyne frequency of ∼240 MHz (three times the cavity FSR) do not
appear to show the same fringing. It is probable that the fringing would be reduced by employing a RAM
compensation scheme via temperature and voltage control of the fiber EOM. [45]
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The sensitivity of the technique is illustrated by the Allan deviation plots of noise-equivalent fractional
absorption in Figure 3.5. With a 10 ms integration time on the lock-in amplifiers (as shown in Figures 3.2,
3.3, and 3.4), the noise-equivalent fractional absorption αmin is ∼3 ×10−9 cm−1 in mixer 1, and ∼1 ×10−8
cm−1 in mixer 2. This difference is likely electronic in origin; when the plasma is off, there is no appreciable
difference in the Allan deviation at such short timescales. Both of these values are well above the shot-noise
limit of 1.66 ×10−10 cm−1, which for NICE-OHMS (and NICE-OHVMS) is given in terms of equivalent
fractional absorption by:
αmin =
pi
2F
√
eB
ηP0
1
J0(β)J1(β)L
, (3.2)
where F is the cavity finesse, e the electric charge, B the detection bandwidth, η the detector responsivity,
P0 the power incident on the detector, Jn(β) the nth order Bessel function for modulation index β (β = 0.63
in our instrument), and L the cavity length. While NICE-OHMS has been able to achieve a noise level
within a factor of 2 of the shot noise limit in one implementation [37], the performance achieved by OPO-
NICE-OHVMS relative to the shot noise limit is already comparable to a number of other NICE-OHMS
setups (see the extensive discussion in section 4 of [38]).
Ultimately, the absolute sensitivity can be improved by identifying and eliminating noise sources and
by increasing the cavity finesse. An increase in cavity finesse leads to additional technical challenge in
maintaining the laser-cavity lock, and may increase the sensitivity of the system toward the fringing effects
that have already been observed. Such challenges can likely be overcome by improving the bandwidth of
the laser frequency corrections (currently limited to the 10 kHz bandwidth of the signal cavity PZT), and
correcting for RAM as discussed above.
3.5 Conclusions
In this paper, we have demonstrated sub-Doppler spectroscopy of molecular ions in the mid-infrared spectral
region using the NICE-OHVMS technique with a cw-OPO laser. By phase modulating a 1064 nm seed
laser with a fiber EOM prior to amplification and optical parametric oscillation, frequency modulation
of the infrared idler beam is effected without requiring a mid-IR EOM. The high optical power of the
idler beam allows use of high-bandwidth detectors, which in turn makes ultra-sensitive spectroscopy via
NICE-OHMS possible. Velocity modulation spectroscopy is then combined with NICE-OHMS to afford ion-
neutral discrimination, and the intracavity laser power is sufficient for saturating fundamental rovibrational
transitions as demonstrated by spectroscopy of H+3 . By fitting the sub-Doppler spectral features, the center
frequencies of individual rovibrational lines can be measured with a precision of 0.3 MHz, and the achieved
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sensitivity is within a factor of 20-50 of the shot noise limit, likely limited by electronic noise in the system.
Improvements to the technique, such as addition of an optical frequency comb for accurate wavelength
calibration, technical modifications to improve its sensitivity, and expanding the frequency coverage of the
OPO from 3.2-3.9 µm to 2.8-4.8 µm are envisioned.
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cell and its associated pumps and plasma electronics. KNC acknowledges support from a NASA Earth
and Space Science Fellowship. JNH acknowledges support from a Springborn Fellowship. This work has
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program (NNX08AN82G), and a David and Lucile Packard Fellowship.
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Chapter 4
On the Ortho:Para Ratio of H+3 in
Diffuse Molecular Clouds
4.1 Introduction
Observations of H+3 in diffuse molecular clouds—diffuse clouds in which a significant fraction of the hydrogen
is in molecular form [46]—have led to various unexpected discoveries. The very first detection of H+3 along
a diffuse molecular cloud sight line (toward Cyg OB2 12) showed an abundance about 10 times greater
than expected for the environment [21]. This surprising overabundance, also found toward several more
diffuse cloud sight lines, led to the eventual conclusion that the ionization rate of H2 due to cosmic rays,
ζ2, must be about 1 order of magnitude larger than previously thought [22, 47]. Another puzzling outcome
from H+3 observations is that the average excitation temperature derived from the two lowest energy states
(〈T (H+3 )〉 ≈ 30 K [22]) differs significantly from the average excitation temperature derived from the two
lowest rotational states of H2 (〈T01〉 ≈ 70 K [48–50]). Given that both species are expected to be thermalized
to the cloud kinetic temperature by collisions, such a discrepancy is unexpected.
Despite the fact that the J = 0 and J = 1 levels of H2 are essentially different “species”—conversion
between the even–J para and odd–J ortho nuclear spin states is only possible through reactive collisions—
it has long been assumed that T01 is a good approximation for the kinetic temperature, Tkin, in diffuse
molecular clouds. This is because H2 molecules are expected to experience many reactive collisions with
protons during their lifetimes. As a result, the ortho and para populations of H2 should be brought into
thermal equilibrium with the proton kinetic temperature [51].
Similarly, H+3 also has ortho and para nuclear spin states ((J,K) = (1, 1) is the lowest lying para state,
and (J,K) = (1, 0) the lowest lying ortho state). For H+3 though, the relative population between the two
states has been expected to be thermalized by reactive collisions with H2 [47, 52, 53]. As the average values
of T01 and T (H
+
3 ) do not agree, this does not seem to be the case.
However, out of the 66 and 18 sight lines used to compute 〈T01〉 and 〈T (H+3 )〉, respectively, only 2 are
This chapter is adapted with permission from K. N. Crabtree, N. Indriolo, H. Kreckel, B. A. Tom, and B. J. McCall,
Astrophysical Journal 729 (2011) 15, Copyright 2011, American Astronomical Society. The astronomical observations and
associated spectra and tables in this chapter were made by N. Indriolo. Based in part on observations made with ESO
Telescopes at the La Silla or Paranal Observatories under programme ID 384.C-0618
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shared between both samples. While previously reported values of T01 and T (H
+
3 ) do differ for these sight
lines toward ζ Per and X Per by about 30 K [22, 48, 49], such a small sample does not provide particularly
meaningful results. In order to increase the number of sight lines with ortho and para column densities
determined for both H2 and H
+
3 , we have made observations searching for H
+
3 absorption features along
sight lines with measured H2 column densities. These observations and our data reduction procedures are
described in Section 2. Section 3 discusses and justifies many of the assumptions made concerning molecular
hydrogen and T01 in diffuse molecular clouds. In Section 4, we examine the H
+
3 + H2 reaction and present
steady state models to explore the temperature discrepancy between T01 and T (H
+
3 ). Section 5 reviews the
observations and modeling, and presents our conclusions from the work.
4.2 Observations & Data Reduction
Target sight lines were selected based on H2 column densities [48–50] and L-band magnitudes. We required
that the J = 0 and J = 1 column densities of H2 (N(0) and N(1), respectively) both be known, and that
the total H2 column density (N(H2)) be greater than 10
20 cm−2. The L-band magnitude was required to
be brighter than 6 mag so that the necessary integration times would be relatively short. Observations
focused on the R(1, 1)u, R(1, 0), and R(1, 1)l transitions (at 3.668083 µm, 3.668516 µm, and 3.715479 µm,
respectively) which arise from the (J,K) = (1, 1) and (1, 0) levels of the ground vibrational state of H+3 , the
only levels expected to be significantly populated at average diffuse cloud temperatures (T ∼ 70 K).
Spectra in support of this project were obtained using the Phoenix spectrometer [54] at the Gemini South
Telescope and the Cryogenic High-resolution Infrared Echelle Spectrograph (CRIRES) [55] at the Very Large
Telescope (VLT). Observations at Gemini South were made in queue mode, and the Phoenix spectrometer
was used with its echelle grating and 0.17” slit to produce a resolving power of about 70,000, and with the
L2734 filter to select the order containing the R(1, 1)u and R(1, 0) transitions. Observations at the VLT
were made in service mode, and CRIRES was used with its 0.2” slit to provide a resolving power of about
100,000, and a reference wavelength of 3715.0 nm to cover the R(1, 1)u and R(1, 0) transitions on detector 1
and the R(1, 1)l transition on detector 3. The adaptive optics system was used with CRIRES to maximize
starlight passing through the narrow slit. In addition to the science targets, bright, early-type stars were
observed for use as telluric standards. For all observations, the star was nodded along the slit in an ABBA
pattern in order to facilitate the removal of atmospheric emission lines and dark current via the subtraction
of neighboring images. A log containing the observed sight lines and respective integration times is given in
Table 4.1.
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Integration Time
Object Date(s) of Observation Telescope (min) Standard
HD 149404 2009 Aug 05 Gemini South 32 λ Sco
χ Oph 2009 Aug 30 Gemini South 12 λ Sco
HD 152236 2009 Aug 30 Gemini South 16 λ Sco
HD 154368 2009 Aug 30 Gemini South 32 λ Sco
HD 53367 2009 Dec 03 VLT 30 κ Ori
HD 73882 2009 Dec 03 VLT 30 ζ Pup
2010 Jan 17 VLT 30 ζ Pup
HD 110432 2010 Jan 27 VLT 10 η Cen
2010 Feb 28 VLT 20 η Cen
2010 Mar 02 VLT 40 η Cen
µ Nor 2010 Apr 05 Gemini South 72 λ Sco
Table 4.1: Observations
Various standard IRAF1 procedures were used in the data reduction process. Given the different state of
data available from Phoenix versus CRIRES, different amounts of processing were required for data from the
2 telescopes. For each night of Phoenix observations, a bad pixel map was created from the average of several
dark frames, and these pixels were interpolated over in the object and flat frames. Flats were then combined
to create a normalized flat field which was divided out of the object frames. Neighboring AB image pairs
were subtracted from each other to remove atmospheric emission and dark current. Finally, one-dimensional
spectra were extracted using apall. In the case of CRIRES observations, data were processed through the
CRIRES specific pipeline, resulting in fully reduced two-dimensional spectral images for each target (given
the product codes SCOM and PCOM by the pipeline). One-dimensional spectra were extracted from these
images. All such spectra from both telescopes were then imported to IGOR Pro2 where the remainder of
reduction was performed.
Individual Phoenix spectra within an exposure sequence for a given target were then added together.
Science target spectra from both telescopes were divided by telluric standard spectra to remove atmospheric
absorption features and to normalize each spectrum. These normalized spectra were wavelength calibrated
with a typical accuracy of ∼ 2 km s−1 using the vacuum wavelengths of the atmospheric absorption lines.
Calibrated spectra were then shifted into the local standard of rest (LSR) frame, and spectra of the same
target from different nights were combined using a variance-weighted mean. For each sight line the continuum
surrounding the absorption features was then fit with an nth order polynomial (n = 7−9) and the spectrum
was divided by the fit to re-normalize the continuum level. The resulting spectra for sight lines with H+3
absorption features—HD 154368, HD 73882, and HD 110432—are shown in Figure 4.1. Although H+3 spectra
for ζ Per and X Per (the other 2 sight lines with both H2 and H
+
3 data) are reported in Indriolo et al. [22],
1http://iraf.noao.edu/
2http://www.wavemetrics.com/
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the reduction process utilized in that study did not combine spectra using a variance-weighted mean, nor
did it fit fluctuations in the continuum level with a polynomial function. For the purpose of consistency,
we have reprocessed the data from both sight lines. No new data have been added, but differences in the
method of processing have resulted in output spectra with slightly better signal-to-noise ratios (S/N). These
spectra are also shown in Figure 4.1.
Absorption features due to H+3 were fit with Gaussian functions in order to determine equivalent widths,
velocity full-width at half-maxima (FWHM), and interstellar gas velocities. Our fitting procedure uses the
functional form of a Gaussian where area (as opposed to amplitude) is a free parameter, and includes a
fit to the continuum level, y0. In the case of the R(1, 1)
u and R(1, 0) lines, both absorption features are
fit simultaneously and a single best-fit continuum level is found. Uncertainties on the equivalent widths
(δWλ) and continuum level (δy)—both at the 1σ level—were output by the fitting process. To estimate the
systematic uncertainties due to continuum placement, we forced the continuum level to y0 + δy and y0 − δy
and re-fit the absorption lines. Variations in the equivalent widths due to this shift are small compared to
those reported by the fitting procedure and so are not included in our analysis (i.e., σ(Wλ)=δWλ). Assuming
optically thin absorption lines and taking transition dipole moments and wavelengths from Goto et al. [56]
and references therein, column densities were derived from equivalent widths using the standard relation.
All of these results are shown in Table 4.2.
These observations increase the total number of sight lines with both H+3 and H2 detections from 2 to
5. Column densities, para-fractions, and excitation temperatures for both species along all 5 sight lines are
collected in Table 4.3. H2 data come from Savage et al. [48] and Rachford et al. [49]. Uncertainties on all
values are 1σ. The excitation temperatures inferred from the R(1, 0), R(1, 1)u, and R(1, 1)l absorption lines
of H+3 range from 20 ≤ T (H+3 ) ≤ 46 K, while those reported for H2 vary from 51 ≤ T (H2) ≤ 68 K. In 4
sight lines T01 is greater than T (H
+
3 ) by about 30 K, while for X Per T01 and T (H
+
3 ) are consistent within
uncertainties. Still, these observations clearly show that for the same interstellar material along 4 different
diffuse molecular cloud sight lines the excitation temperatures derived from H+3 and H2 do not agree.
4.3 H2 Thermalization
Given the large discrepancies between T01 inferred from H2 and the excitation temperature of H
+
3 , it is
important to re-examine the assumption that the inferred T01 accurately reflects the kinetic temperature of
the diffuse molecular clouds. If this assumption were incorrect, it would be conceivable that H+3 provides
the true (lower) temperature of diffuse molecular clouds. There are at least 4 reasons this assumption could
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Figure 4.1: Spectra showing absorption lines from the (J,K) = (1, 1) and (1, 0) states of H+3 . Spectra for
ζ Per and X Per were taken at UKIRT and are reprocessed versions of the data previously reported in
Indriolo et al. [22]. The spectrum for HD 154368 was taken at Gemini South, while those for HD 73882
and HD 110432 were taken at the VLT. Large deviations from flat continuum levels in the spectra for
HD 154368, HD 73882, and HD 110432 are the combination of 2 effects: (1) artifacts due to continuum
fitting at wavelengths far away from the H+3 absorption lines; (2) inability to remove the strong atmospheric
methane line immediately shortward of the R(1, 1)u line. Vertical lines mark the expected positions of the
H+3 absorption lines given previously determined interstellar gas velocities along each sight line.
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vLSR FWHM Wλ σ(Wλ) N(J,K) σ(N)
Object Transition (km s−1) (km s−1) (10−6 µm) (10−6 µm) (1013 cm−2) (1013 cm−2)
ζ Per R(1, 1)u 7.7 11.0 0.99 0.13 4.09 0.53
R(1, 0) 6.1 9.0 1.00 0.11 2.53 0.29
X Per R(1, 1)u 8.2 9.1 0.80 0.17 3.34 0.69
R(1, 0) 6.3 10.2 1.30 0.18 3.29 0.45
HD 154368 R(1, 1)u 5.4 6.0 1.79 0.30 7.43 1.24
R(1, 0) 5.2 5.6 1.12 0.29 2.83 0.74
HD 73882 R(1, 1)u 5.9 3.9 1.44 0.21 5.97 0.86
R(1, 0) 5.7 3.2 1.16 0.19 2.94 0.48
R(1, 1)l 5.4 3.5 1.34 0.15 6.15 0.69
HD 110432 R(1, 1)u -3.8 6.9 0.74 0.06 3.08 0.24
R(1, 0) -3.3 7.5 0.83 0.07 2.11 0.17
R(1, 1)l -3.1 8.1 0.69 0.06 3.15 0.28
Table 4.2: Absorption line parameters. Column 3 (vLSR) gives the interstellar gas velocity in the local
standard of rest frame. Column 4 (FWHM) gives the full width at half-maximum of the absorption features.
Columns 5 and 6 show the equivalent width, Wλ, and its 1σ uncertainty, σ(Wλ), respectively. Columns 7
and 8 give the column density of H+3 in the state each transition probes, N(J,K), and its uncertainty, σ(N),
respectively. Values for these parameters in the ζ Per and X Per sight lines were previously reported in
Indriolo et al. [22]. The new values for both absorption lines toward ζ Per and the R(1, 0) line toward X Per
are consistent with the previously published results within uncertainties. However, the new and old results
for the R(1, 1)u line toward X Per are inconsistent. Upon inspection, we found this to be due to a bad fit
to that line during the 2007 analysis. In all cases, the values published herein should be taken to supersede
those from Indriolo et al. [22].
ζ Pera,b X Pera,c HD 154368c HD 73882c HD 110432c,d
H+3 Results
N(1, 1) (1013 cm−2) 4.09± 0.53 3.34± 0.69 7.43± 1.24 6.08± 0.12 3.11± 0.05
N(1, 0) (1013 cm−2) 2.53± 0.29 3.29± 0.45 2.83± 0.74 2.94± 0.48 2.11± 0.17
pe3 0.62± 0.04 0.50± 0.06 0.72± 0.06 0.67± 0.04 0.60± 0.02
T (H+3 ) (K) 28± 4 46+21−13 20± 4 23± 3 30± 2
H2 Results
log[N(0)] (cm−2) 20.51± 0.09 20.76± 0.03 21.04± 0.05 20.99± 0.08 20.40± 0.03
log[N(1)] (cm−2) 20.18± 0.09 20.42± 0.06 20.54± 0.15 20.50± 0.07 20.27± 0.04
pf2 0.68± 0.06 0.69± 0.04 0.76± 0.07 0.76± 0.05 0.57± 0.03
T01 (K) 58± 6 57± 4 51± 8 51± 6 68± 5
Table 4.3: Measured column densities for the lowest lying ortho and para states of H2 and H
+
3 are shown
for the 5 sight lines with all such data available. Also shown are the para-fractions for each species and
the rotational temperatures derived from a simple 2-state system analysis. a) Updated analysis of H+3 data
originally presented in Indriolo et al. [22]. b) H2 data from Savage et al. [48]. c) H2 data from Rachford et al.
[49]. d) May be affected by multiple velocity components [57]. e) p-H+3 fraction: N(1, 1)/(N(1, 0)+N(1, 1)).
f) p-H2 fraction: N(1)/(N(0) +N(1)).
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be invalid: (1) observational errors in the determination of the J = 0 and J = 1 column densities of H2; (2)
an insufficient frequency of H+ + H2 collisions to achieve steady state; (3) the steady state of this reaction
being different from the thermodynamic equilibrium; and (4) errors caused by a varying J = 0 : 1 ratio
along the line of sight. In the following subsections, we investigate each of these possibilities in turn.
4.3.1 Observational Determination of H2 Columns
The measurement of the column densities of J = 0 and J = 1 of H2 is performed by profile fitting to spectra
of the Lyman (A-X) band in the ultraviolet, recorded with Copernicus or FUSE. The H2 transitions are
optically thick, and are completely opaque in the line cores. Given the difficulties in accurately retrieving
column densities from optically thick transitions, one might worry that the inferred T01 is contaminated by
uncertainties caused by radiative transfer.
According to B. L. Rachford (private communication, 2010), the detailed shape of the combined profile
of the J = 0 line and the two J = 1 lines is quite sensitive to the ratio of the column densities of these
two rotational levels, and thus provides a very useful probe of T01. Because multiple vibronic bands of H2,
which are known to be relatively free of contamination by stellar lines, are used in the determination of T01,
it is difficult to envision any systematic errors that could affect the measurements. The statistical errors in
the column density measurements are typically ∼0.1 dex, and we can therefore conclude that the ultraviolet
measurements provide an accurate and fairly precise measure of the ratio of N(0) to N(1) for H2.
4.3.2 Frequency of H+ + H2 Reactions
The J = 0 and J = 1 rotational levels of H2 belong to different spin modifications (para and ortho,
respectively) and are therefore not thermalized by non-reactive collisions or radiative transitions. Only
chemical reactions, in which the protons are exchanged, can affect the nuclear spin modification of H2.
3
Since H2 is formed in a highly exothermic reaction on grain surfaces, its nascent rotational (and spin)
distribution is presumed to represent a high temperature [58]. In the high temperature limit, H2 should
be formed with an ortho:para ratio of 3:1. If an insufficient number of reactive collisions occur between
the formation of an H2 molecule and its subsequent destruction (by photodissociation or cosmic-ray ioniza-
tion), then the average ortho:para ratio of H2 may lie somewhere between the nascent value (3:1) and the
thermalized value (1:2 at 60 K, for example). This could lead to T01 overestimating the true cloud kinetic
temperature.
3Strictly speaking, large inhomogeneous magnetic fields, such as found on the surface of paramagnetic catalysts, can also
affect the nuclear spin modification of H2, but we assume that such effects are negligible in interstellar conditions.
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The number of reactive collisions suffered by an average H2 molecule in its lifetime can be expressed
as Nrxn ≡ τlife/τrxn, where τlife is the average lifetime of an H2 molecule and τrxn is the average time
between reactive collisions. If Nrxn  1, then the ortho:para ratio of H2 should reflect the steady-state of
the reaction in question.
In diffuse molecular clouds, H2 is formed on grains at a rate of RnHn(H), where R is the grain formation
rate (typically taken to be about 3× 10−17 cm3 s−1; e.g. [59, 60]), nH ≡ n(H) + 2n(H2) is the total number
density of hydrogen nuclei, and n(H) is the number density of atomic hydrogen. The destruction of H2
is dominated by cosmic-ray ionization and photodissociation (following absorption in the Lyman bands),
and has a rate of (ζ2 + Γ)n(H2), where Γ is the photodissociation rate. In steady state, these two rates
are equal, and we can solve for τlife = (ζ2 + Γ)
−1 = n(H2)/[RnHn(H)]. By using the definition of the
local molecular fraction fnH2 ≡ 2n(H2)/nH (which we will simply call f), we can rewrite this expression as
τlife = f/[2RnH(1− f)].
Assuming that the reaction of H+ + H2 dominates the interconversion of o-H2 and p-H2(ortho- and para-
H2, respectively), we can write τrxn = [kicn(H
+)]−1, where kic is the rate coefficient for the interconversion
reaction. Substituting into the equation for Nrxn, we find
Nrxn = kic
R
n(H+)
nH
f
2(1− f) .
To estimate the number density of H+, we consider the steady state of its formation and destruction. H+
is formed by cosmic-ray ionization of H atoms, at a rate of ζHn(H), where ζH is the cosmic-ray ionization rate
of H (2.3ζH ≈ 1.5ζ2 [61]). Given the abundances of various species in diffuse clouds and the rate coefficients
for reactions between H+ and such species, chemical models predict that H+ is destroyed predominantly by
charge transfer to atomic oxygen, with a rate of kctn(H
+)n(O). [62] Equating these rates of formation and
destruction and solving for n(H+), we find n(H+) = ζH(1 − f)/[kctx(O)], where x(O) ≡ n(O)/nH. Finally,
substituting this into the expression for Nrxn gives
Nrxn = kic
R
ζH
kct
f
2nH
1
x(O)
.
Adopting values of kic = 2.2 × 10−10 cm3 s−1 [63], R = 3 × 10−17 cm3 s−1, ζ2 = 4 × 10−16 s−1 [22],
kct = 7.31 × 10−10(T/300)0.23e−225.9/T cm3 s−1 [62], x(O) ≈ 3 × 10−4 [64, 65], and typical diffuse cloud
values of f = 0.94 and nH = 100 cm
−3 [46], we find that at T ∼ 70 K, Nrxn ∼ 1400. Thus, the typical H2
molecule will experience over 1000 reactive collisions during its lifetime, and we can safely assume that the
4While the line-of-sight molecular fraction is lower, that quantity integrates over atomic gas not associated with the diffuse
molecular cloud. We are therefore using the local molecular fraction typical of diffuse molecular clouds.
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initial ortho:para ratio of H2 is irrelevant; instead, the observed ortho:para ratio should reflect the steady
state of the reactive collisions.
4.3.3 Steady State of H+ + H2 Reactions
From a thermodynamic perspective, one would expect that the steady state of the H+ + H2 reaction would
represent a thermal distribution of o-H2 and p-H2, if no other processes influence the spin modifications.
This expectation has been confirmed by a phase space theoretical calculation by Gerlich [63], who found that
the ortho:para ratio could be expressed at low temperatures (30–80 K) by the expression 9.35 exp(−169.4/T ),
quite close to the thermodynamic expectation of 9 exp(−170.4/T ). Evidently the nuclear spin selection rules
for this chemical reaction, which suppress the ortho-to-para conversion by a factor of 6, do not significantly
impact the final distribution.
4.3.4 Line of Sight Integration Effects
One remaining concern regards the estimation of T01 in a diffuse molecular cloud from the column densities
of J = 0 and J = 1, which are integrated quantities along the line of sight. If some of the H2 resides in
hotter, mostly atomic gas where H+3 is not abundant, that hot H2 would cause the observed line-of-sight
T01 to exceed T01 in the molecular cloud. We expect that such contamination would not be a major effect,
as H2 is known to self-shield very effectively from the interstellar radiation field; thus, the amount of H2 in
primarily atomic (and presumably warmer) gas is likely to be quite small compared to the amount of H2 in
the molecular cloud itself.
To estimate the magnitude of this effect more quantitatively, we take a simple cloud model with a hotter
outer region and cooler inner region. Assuming that T01 = 100 K in the outer region (based on Copernicus
observations of diffuse atomic clouds [66]), we varied T01 in the inner region between 10 K and 100 K for
a set of models where the outer region contained 1/2, 1/4, 1/8, and 1/16 of the material in the cloud. We
then computed the line-of-sight T01 that would be derived considering both regions of gas. The result of this
analysis is shown in Figure 4.2.
Taking the diffuse cloud model of Neufeld et al. [67] with a constant density (nH = 100 cm
−3) and
standard UV radiation field (χUV = 1) illuminating the cloud from one side, we then determined the amount
of H2 expected to be in the outer region for comparison with observed H2 column densities in diffuse clouds.
We define the transition from the outer to inner regions to be at E(B − V ) = 0.04 (NH ≈ 2.3× 1020 cm−2),
about half of the total color excess (hydrogen column density) found to supply self-shielding effects in H2
[48, 68]. Integrating n(H2) in the outer region gives Nouter(H2) = 6 × 1019 cm−2. Because this model
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Figure 4.2: The line-of-sight rotational temperature, T01, is determined for a cloud containing both a warm
and cold component. The cold, inner component is varied between 10 K and 100 K, while the warm, outer
component is set at 100 K. Different curves show the results for cases where the warm component contains
1/2, 1/4, 1/8, and 1/16 of the total material in the cloud, and are labeled accordingly. Cross hairs mark
the inferred inner cloud values of T01 given the observed line-of-sight values of T01 and estimated fractions
of H2 in a 100 K cloud component for the 5 sight lines considered herein. From left to right the cross hairs
mark HD 73882, HD 154368, ζ Per, X Per, and HD 110432.
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effectively only treats one side of a cloud, we compare this value to half of the total H2 column densities
reported in Table 4.3. The two extreme cases are HD 110432 and HD 154368, where the outer region accounts
for about 1/4 and 1/12 of the total cloud, respectively. Taking the observed values of T01 and using the
appropriate curves on Figure 2, we estimate the temperature of the inner cloud region for each of the 5 sight
lines considered herein. The results are marked in Figure 2 as cross hairs, and show that the line-of-sight
values of T01 overestimate the inferred inner cloud values of T01 by only about 5–10 K. As such, the observed
values of T01 should be relatively close to the true values of T01 in molecular clouds. We therefore assume
for the remainder of this paper that the line of sight T01 does represent the diffuse molecular cloud kinetic
temperature.
4.3.5 Summary on H2 Temperature
From the preceding discussions, we conclude that UV measurements accurately measure the column densities
of J = 0 and J = 1 of H2 in diffuse clouds, that the chemical reaction between H
+ and H2 occurs ∼ 103
times during the life of an average H2, and that the steady state of this chemical reaction leads to an
ortho:para ratio that closely reflects the kinetic temperature of the gas. Furthermore, we conclude that it is
unlikely that the integration along the line of sight introduces significant contamination of the inferred T01.
In summary, then, measured values of T01 in diffuse molecular clouds should accurately reflect the cloud
kinetic temperature. Consequently, the excitation temperature of H+3 , which is significantly lower than T01,
must not always reflect the kinetic temperature.
4.4 Ortho And Para H+3
Having shown that the temperature discrepancy between T01 and T (H
+
3 ) in diffuse molecular clouds is real
and that T01 accurately reflects the cloud kinetic temperature, we now consider the processes related to H
+
3
thermalization in diffuse molecular clouds to examine why T (H+3 ) might not match the kinetic temperature.
4.4.1 Nascent and Thermalized Para-H+3 Fractions
H+3 is produced by the reaction
H2 + H
+
2 → H+3 + H, (4.1)
which follows the cosmic-ray ionization of H2 to form H
+
2 . The nuclear spin modification of the product H
+
3
depends on the nuclear spin modifications of the reactant H2 and H
+
2 according to the selection rules given
by [69]. It is most convenient to express the nuclear spin modifications in terms of the para-fractions, rather
35
Reaction Collision Fraction Branching Fraction p-H+3 Fraction
p-H+2 + p-H2 (p2)
2 1 p22
p-H+2 + o-H2 p2(1− p2) 2/3 (2/3)(1− p2)p2
o-H+2 + p-H2 (1− p2)p2 2/3 (2/3)(1− p2)p2
o-H+2 + o-H2 (1− p2)2 1/3 (1/3)(1− p2)2
Total – – (1/3) + (2/3)p2
Table 4.4: This table presents the calculation of the nascent p-H+3 fraction formed in diffuse molecular
clouds from the H+2 + H2 reaction, assuming that cosmic ray ionization of H2 to form H
+
2 does not affect its
nuclear spin configuration. The collision fraction represents the fraction of total H+2 + H2 collisions with the
specified nuclear spin configurations. The branching fractions are for p-H+3 formation, and are derived from
nuclear spin selection rules [69, 72]. The final column presents the calculation of the nascent p-H+3 fraction.
than the ortho:para ratios, so we define
p2 ≡ n(p-H2)
n(p-H2) + n(o-H2)
and
p3 ≡ n(p-H
+
3 )
n(p-H+3 ) + n(o-H
+
3 )
.
As the cosmic-ray ionization of H2 is not expected to affect the nuclear spin modification, we can further
assume that the para-fraction of H+2 is also given by p2. Table 4.4 demonstrates, using these reactant fractions
and the nuclear spin branching fractions, that the para-fraction of newly formed H+3 is p3 = (1/3) + (2/3)p2,
assuming that the rate for the H+2 + H2 reaction is independent of nuclear spin configuration.
In diffuse molecular clouds, the vast majority of the H2 population lies in the lowest ortho and para states,
as the temperature of 70 K is well below the energy of the next states (the J = 2 state lies 510 K above
J = 0, and J = 3 lies 844 K above J = 1). Therefore, to derive p2 from astronomical observations we use
the formula p2 = N(0)/[N(0) +N(1)]. H
+
3 on the other hand does have energetically accessible para states,
as the (2,2) and (2,1) states lie only 151.3 and 249.2 K above the (1,1) ground state. However, the (2,2)
and (2,1) states are expected to quickly undergo radiative decay to the (1,1) state at the temperatures and
densities of the diffuse molecular clouds [70]. Furthermore, population in the next ortho state, (3,3) has not
been observed in these environments [71], so the vast majority of o-H+3 is in the (1,0) state. Consequently,
to calculate p3 from the astronomical observations, we use p3 = N(1, 1)/[N(1, 1) +N(1, 0)].
Figure 4.3 shows the nascent p3 distribution as a function of p2. This figure also shows the total para-
fraction of a thermalized sample of H+3 at various temperatures, calculated using the energy levels E(J,K)
from Lindsay and McCall [19]. Also plotted in the figure are the results of the astronomical observations
presented in Table 4.3. In diffuse molecular clouds, p3 generally appears to lie between the nascent p3 and
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Figure 4.3: The nascent (dashed line) and thermalized (numbers, in K) p-H+3 fraction as a function of the
p-H2 fraction. The circles represent the observations of diffuse molecular clouds summarized in Table 4.3
with 1σ uncertainties.
the thermal p3 values, suggesting an incomplete thermalization of the nuclear spin modifications of H
+
3 .
As discussed by Oka and Epp [70], the aforementioned spontaneous emission from the (2,2) and (2,1)
states decreases T (H+3 ) relative to T01. They show that for a cloud density of 100 cm
−3 and 60 ≤ T01 ≤ 120
K, T (H+3 ) should fall in the range of 40-50 K, and this accounts for a ∼ 40−80 K difference between T01 and
T (H+3 ). However, in the temperature ranges discussed here, the para-fractions of H
+
3 and H2 are nonlinear
with respect to these excitation temperatures. In terms of p3, all T (H
+
3 ) above about 40 K should have
about the same p3, while p3 changes substantially when T (H
+
3 ) falls below 40 K, as can be seen in Figure
4.3. Spontaneous emission will raise the apparent p3 [as derived from the N(1,1):N(1,0) ratio] relative to
the thermalized p3 and consequently lower T (H
+
3 ) with respect to T01. However, Figure 4.3 illustrates that
the magnitude of this effect cannot account for the discrepancy observed in the astronomical observations
in these environments in terms of the para-fractions, with the possible exception of X Per.
4.4.2 The Reaction of H+3 with H2
As in the case of H2, the nuclear spin modifications of H
+
3 cannot effectively be changed by radiative
transitions or by non-reactive collisions; only chemical reactions can do so. In this case, the reaction H+3 +
H2 → (H+5 )* → H2 + H+3 is the most efficient mechanism for interconverting o-H+3 and p-H+3 . When H+3
and H2 collide, there are three possible reaction outcomes:
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H˜+3 + H2 → H˜+3 + H2 (identity), (4.2)
H˜+3 + H2 → H2H˜+ + H˜2 (hop), and (4.3)
H˜+3 + H2 → HH˜+2 + HH˜ (exchange). (4.4)
In the case of reaction 4.2, the nuclear spin configurations of the H+3 and H2 remain unchanged, while
in reactions 4.3 and 4.4 the configuration may change. However, like reaction 4.1, the hop and exchange
pathways must obey nuclear spin selection rules [69, 72]. For instance, in order for a reaction between p-H+3
and p-H2 to form o-H
+
3 the reaction must be an exchange, and o-H2 must also be formed to conserve the
total nuclear spin angular momentum.
A potential energy surface based on high-level ab initio calculations is available for the H+5 system [73].
Based on the surface stationary points, a barrier of 52.2 cm−1 must be overcome for a hop reaction (5.2) to
occur, and a barrier of 1565.9 cm−1 for an exchange reaction (5.3) to occur. The dissociation energy De is
calculated to be 2903 cm−1; therefore (H+5 )
∗ formed from association of H+3 with H2 has sufficient energy
to overcome these barriers. As such, the complex may undergo many hop and exchange processes over its
lifetime, and given sufficient time, the product distribution may approach a statistical limit. As the statistical
weights for the hop and exchange reactions are 3 and 6, respectively, the branching ratio α ≡ k5.2/k5.3 is 0.5
in the statistical limit. Quantum reactive scattering calculations are presently unavailable on this potential
energy surface, so experimental data are necessary for determining the value of α, as well as its temperature
dependence.
The only experimental determination of α for the H+3 + H2 system was performed by [74]. This study
was done by spectroscopically measuring the ortho-to-para ratio of H+3 formed in a discharge of pure p-H2 at
400 K, and under these conditions, the value α = 2.4 was derived. No measurements at lower temperatures
have been reported for this system, but the isotopically-substituted reaction D+3 + H2 has been studied at
a variety of collision energies using an ion trap/guided beam technique [75]. It was observed that α varies
substantially with the D+3 -H2 collision energy. As this energy decreases, α approaches the statistical value
of 0.5, and the value 2.4 is reached at an energy corresponding to the average collision energy at ∼440 K,
in general agreement with the study by [74]. However, a direct comparison of these results to H+3 in the
interstellar medium is problematic owing to the endothermicity of the reaction channel and the nonthermal
reactant internal state distribution in the experimental measurement.
The final consideration for this reaction is the fraction of reactions that lead to no change in the nuclear
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spin modification, Sid. A large value for Sid would indicate that nuclear-spin-changing collisions are a small
fraction of the total number of H+3 + H2 collisions, and the thermalization process would be slower than the
collision rate. In fact, there is experimental evidence for this, as studies of the H+3 + HD → H2D+ + H2
reaction give a rate coefficient of 3.5 × 10−10 cm3 s−1 [76], much slower than the Langevin rate coefficient
1.7 × 10−9 cm3 s−1. These results lead to Sid ∼ 0.8, but it is possible that Sid could be different for the
purely hydrogenic system, which is thermoneutral rather than exothermic.
4.4.3 Steady State Para-H+3 Fraction from H
+
3 + H2: “Bimolecular Reactive
Equilibrium”
After taking into account its chemical physics, does the steady state of the H+3 + H2 chemical reaction lead
to a completely thermalized p3 in the interstellar medium? To consider this question, we have constructed a
simple steady-state model for ortho and para-H+3 , in terms of nuclear-spin-dependent rate coefficients kxxxx
for each potential sub-reaction (e.g., koppo: o-H
+
3 + p-H2 → p-H+3 + o-H2). The derivation of this model,
which we shall call the “bimolecular reactive equilibrium” (BRE) model, is presented in section 4.7, and the
resulting expression for p3 is given as equation (4.8).
The rate coefficients themselves were computed using the prescription of [77], which takes into account
both the nuclear spin branching fractions as well as energetic considerations at the state-to-state level, using a
microcanonical approach. This work has since been extended by [78] to deuterated versions of this chemical
reaction, and the latter authors report quantitative agreement between the two sets of calculations. We
therefore judge these rate coefficients to be reliable within the context of this theoretical approach.
The Park & Light code (provided by K. Park, private communication 2009) requires five input parameters:
the kinetic temperature, the rotational temperature of H+3 and H2, and the three branching fractions S
id,
Shop, and Sexch. For these calculations, the rotational temperature was held at 10 K in each nuclear spin
manifold in order to have the vast majority of o-H+3 in (1,0) and p-H
+
3 in (1,1). Therefore, we express the
inputs to the model in terms of only three parameters: T ≡ Tkin, Sid, and α, as Sid +Shop +Sexch = 1 and
α = Shop/Sexch. The code then outputs all of the rate coefficients required in equation (4.8). For a single
set of branching fraction values, the rate coefficients were calculated for 10 ≤ T ≤ 160 K in steps of 10 K,
and p2 was set to its thermal value for each calculation.
Figure 4.4 shows the results of the BRE model for a fixed value of α = 0.5 for various values of Sid
ranging from 0.1-0.9; similarly, Figure 4.5 shows results for fixed Sid = 0.5 and various α ranging from 0-∞.
The results of the calculation are not particularly sensitive to the fraction of collisions that are reactive (as
traced by Sid) or the ratio of the hop to exchange outcomes (α). Since in all cases p3 falls near its thermal
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Figure 4.4: BRE calculations of the para-H+3 fraction as a function of the para-H2 fraction, under the
influence of the H+3 + H2 reaction. The thin solid line represents the thermal limit (as in Figure 4.3), and
the circled crosses represent the results of our calculations (based on Park & Light’s model) for α = 0.5 and
various values of Sid ranging from 0.1 (small purple) to 0.9 (large brown). Each cluster of crosses represents
a calculation at a single temperature, ranging from 10 K (upper right) to 160 K (lower left) in steps of 10
K. Also plotted are the nascent H+3 distribution and the astronomical observations.
value, these results suggest that regardless of the values of α or Sid, the H+3 + H2 reaction should essentially
thermalize the H+3 nuclear spin species. This stands in clear contradiction to the reported astronomical
observations in diffuse molecular clouds, with the exception of X Per. The discrepancy between T01 and
T (H+3 ) cannot be explained by the BRE model, and must then be explained by a lack of equilibration via
this chemical reaction.
An interesting aspect of these results is that the steady state p3 at some temperatures is actually below
the value of 0.5 expected based on statistical weights alone (often called the “high-temperature limit”). This
appears to be a robust result for α > 0.5, at least in the range of Sid explored here. This effect may have been
observed experimentally in our group’s recent measurements of supersonically expanding hydrogen plasmas.
[79] reported p3 = 0.491 ± 0.024 for a normal hydrogen (p2 = 0.25) plasma at ∼ 80 K, and [80] reported
p3 = 0.479± 0.02 in a warmer (∼ 200 K) normal hydrogen and argon plasma.5 Finally, in work outside our
laboratory, [81] have reported p3 = 0.4 in a low-temperature ion trap. All of these measurements suggest
that it is in fact possible to achieve p3 < 0.5, and lend some evidence to support the calculated results.
5Recent measurements in our laboratory have confirmed, with higher statistical significance, p3 < 0.5 in hollow cathode
plasmas containing normal hydrogen. These results will be reported elsewhere, but it should be noted that p3 in these plasmas
may be influenced by three-body collisions due to the higher number densities.
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Figure 4.5: Same as Figure 4.4, except that Sid is held at 0.5 and α varies between 0 (small purple) and ∞
(large brown).
4.4.4 Steady State Para-H+3 Fraction from H
+
3 + H2 and H
+
3 + e
−
We now consider whether there are enough reactive collisions within the lifetime of an average H+3 in diffuse
molecular clouds to bring the spin modifications into BRE. The destruction of H+3 in such clouds is dominated
by dissociative recombination (DR) with electrons, and the lifetime is simply τlife = (kDRn(e
−))−1 (the
reciprocal of the destruction rate), where kDR is the dissociative recombination rate coefficient. The average
time between reactive collisions can be expressed as τrxn = (krcn(H2))
−1, where krc is the reactive collision
rate for H+3 + H2. The average number of collisions an H
+
3 will experience is then Nrxn = τlife/τrxn =
[krc/kDR][n(H2)/n(e
−)].
Assuming for the moment that kDR is independent of the nuclear spin modification, we adopt a typical
value (for T ∼ 70 K) of kDR = 2 × 10−7 cm3 s−1 [82]. The ratio n(H2)/n(e−) can be rewritten as f/2xe,
where xe is the electron fraction, typically 1.5×10−4 assuming charge neutrality and that C+ is the dominant
ionic species [83, 84]. If we adopt f = 0.9, and take krc to be the full collision rate of H
+
3 + H2 (1.5× 10−9
cm3 s−1 [85]), we find that Nrxn ∼ 20. However, if we instead adopt the smaller reactive rate coefficient
∼ 3 × 10−10 cm3 s−1 of [76], we find that Nrxn ∼ 5. With such a small number of collisions in the
lifetime of H+3 , p3 may not reach the value predicted by equation 4.8. In the section 4.8 we derive a more
complete steady state expression (equation 4.15) including the effects of both the H+3 + H2 reaction and
nuclear-spin-dependent DR rates (ke,p and ke,o for p-H
+
3 and o-H
+
3 ).
We call this model simply the “steady state” model, and we adopt the values f = 0.9 and xe = 1.5×10−4
as before. Figure 4.6 shows the results of this steady state model if we assume that the DR rate coefficient is
the same for both nuclear spin modifications (we have adopted the temperature-dependent value of McCall
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Figure 4.6: Steady state calculations of the para-H+3 fraction as a function of the para-H2 fraction, under the
influence of both the H+3 + H2 reaction and dissociative recombination. The plotted quantities are analogous
to those in Figure 4.4. In this case, the o-H+3 and p-H
+
3 DR rate coefficients ke,o and ke,p are assumed to be
equal and taken from [82]. Each vertical cluster of points represents a calculation at a single temperature,
beginning at 160 K in the lower left and decreasing by 10 K each point moving to the right.
et al. [82]). In this case, the values of p3 depend quite sensitively on S
id, as this represents the fraction of
H+3 + H2 collisions that are nonreactive during the relatively short lifetime of H
+
3 . Consequently with higher
values of Sid (larger circles in Figure 4.6), the p-H+3 fraction in steady state is closer to the nascent fraction.
For Sid = 0.9, which corresponds to a reactive rate coefficient of krc = 1.9× 10−10 cm3 s−1, the calculated
p3 are in reasonable agreement with most of the observations. The upper range of the X Per uncertainty is
consistent with Sid = 0.7.
In Figure 4.7, we instead consider the calculated DR rate coefficients for ortho and para-H+3 presented
in [86]. Their prediction is that p-H+3 is destroyed considerably faster by electrons at low temperatures than
o-H+3 ; consequently, even for large values of S
id, the steady state p3 does not approach either the nascent or
astronomically-observed values. In the absence of the H+3 + H2 reaction (S
id = 1), p3 would be governed by
a steady state determined by the competition between the formation and the spin-dependent DR processes,
and this is shown in Figure 4.8.
If the calculated rate coefficients of [86] are correct, it is difficult to explain the observed p3. This
is because, with the exception of X Per, the observed p3 are higher than the curve resulting from the
steady state of H+3 formation and destruction using these DR rate coefficients, and inclusion of the H
+
3
+ H2 reaction further drives p3 toward the value expected for thermal equilibrium. Recent storage ring
experiments by [28] and [87] both saw an increased DR cross-section when H+3 is produced from p-H2;
however, recent imaging results presented in [80] suggest that the ions in these experiments have been
heated during extraction from the ion sources, and the difference between the o-H+3 and p-H
+
3 may therefore
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Figure 4.7: Same as Figure 4.6, except using the spin-dependent dissociative recombination rate coefficients
from [86].
Figure 4.8: Steady state calculations of the para-H+3 fraction as a function of the para-H2 fraction, under
the influence of formation and dissociative recombination only. The solid line shows the thermal limit, and
the dotted line represents the results of our calculations, where we have used the spin-dependent dissociative
recombination rate coefficients from [86]. Also plotted are the nascent H+3 distribution (dashed line) and the
astronomical observations.
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have been overestimated. Further experimental work is clearly needed to pin down the enhancement (if any)
in p-H+3 DR, and confirmation of the theoretical predictions would also be quite helpful.
To summarize, according to our models the reaction of H+3 with H2 is expected to effectively thermalize
the nuclear spin configurations of H+3 at steady-state, provided that sufficient collisions occur within the
lifetime of an H+3 . In diffuse molecular clouds, however, the average number of reactive collisions with
H2 suffered by an H
+
3 is small, indicating that the formation and destruction rates of the two nuclear
spin species should be important. A more complete model which takes these factors into account reaches
reasonable agreement with observations in 4 of 5 sight lines provided Sid is on the order of 0.9 and o-H+3
and p-H+3 are destroyed at equal rates owing to DR. Reconciling the observations with the spin-dependent
theoretical rates of [86] is difficult, and accurate experimental measurements of the spin-dependent DR rates
of H+3 at low temperature are needed.
4.5 Conclusions
While all evidence seems to suggest that T01 inferred from ultraviolet spectroscopy of H2 accurately reflects
the kinetic temperature of diffuse molecular clouds, the observed excitation temperature of H+3 is clearly non-
thermal in 4 of the 5 measured sight lines. Based on the microcanonical model of [77], we have constructed a
steady state model to predict the para-H+3 fraction (p3) if reactive collisions between H
+
3 and H2 control the
spin modifications of H+3 . Those results show p3 slightly below the limit expected for full thermalization, and
far from the observations. However, a steady state model that incorporates both the H+3 + H2 reaction as
well as the H+3 formation (following cosmic-ray ionization) and destruction (by electron recombination) can
reproduce the observed p3 if the reactive collision rate is somewhat slow and the dissociative recombination
rates for ortho and para H+3 are comparable. Our interpretation, given the currently available data, is that
H+3 suffers relatively few spin-changing collisions with H2 in its lifetime, and is thus incompletely equilibrated
by this reaction. The observed para-H+3 fraction therefore lies between the nascent fraction and the nearly-
thermal fraction that would be reached with sufficient reactive collisions. If our model is correct (and the
spin-dependent DR rates of H+3 are nearly equal at low temperature), this marks the first determination of
the reactive rate coefficient of the H+3 + H2 reaction, and suggests a value on the order of 10
−10 cm−3 s−1.
Fully quantum reactive scattering calculations of the H+3 + H2 reaction would be highly desirable, as
they would pin down the state-to-state rate coefficients needed to predict the interstellar para-H+3 fraction.
Further experiments and theoretical calculations to elucidate the dependence (if any) of the dissociative
recombination on the nuclear spin modification of H+3 are also urgently needed. Once the effects of the reac-
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Number Reaction Rate Comments
1 H2 + CR → H+2 + e− + CR´ ζ2[H2] Cosmic ray ionization
2 H2 + H
+
2 → H+3 + H k1[H2][H+2 ] H+3 formation (see Table 4.1)
3 i-H+3 + j-H2 → m-H+3 + n-H2 kijmn[i-H+3 ][j-H2] Thermalization reaction for H+3
4 p-H+3 + e
− → H2 + H (or) 3H ke,p[p-H+3 ][e−] p-H+3 DR
5 o-H+3 + e
− → H2 + H (or) 3H ke,o[o-H+3 ][e−] o-H+3 DR
Table 4.5: The branching fractions for o-H+3 and p-H
+
3 in reaction 2 are assumed to be given by nuclear spin
statistics. In reaction 3, i, j, m, and n represent the nuclear spin configurations of the respective species
(o or p). Some of these 16 reactions are forbidden by nuclear spin selection rules, and others are not used
directly in the derivation because they do not result in a change in the H+3 nuclear spin configuration. Square
brackets refer to the number density of the species.
tive collisions and dissociative recombination are fully understood, the para-H+3 fraction in diffuse molecular
clouds can be calculated as a function of the kinetic temperature and the ratio of the molecular fraction
to the electron fraction. This, in turn, suggests that H+3 may become a useful “thermometer” for diffuse
molecular clouds with high extinction, where ultraviolet measurements of H2 are not feasible. However, the
calibration of this thermometer will require further experimental and theoretical efforts.
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4.6 Reactions And Rates
In this appendix, we derive the formulas for the bimolecular reactive equilibrium and steady-state para-H+3
fractions. We consider 4 processes: cosmic ray ionization of H2, formation of H
+
3 , the H
+
3 + H2 reaction,
and dissociative recombination of H+3 . If all nuclear spin configurations are considered, this gives a total of
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28 reactions. The chemical reactions used in the model and their rate expressions are summarized in Table
4.5. It should be noted that for this section, we employ the chemist’s notation of using square brackets to
refer to the number density of the respective species.
4.7 Derivation of Bimolecular Reactive Equilibrium Model
Consider the case that H+3 formation and destruction are slow compared with the H
+
3 + H2 reaction. We
can then ignore formation and destruction processes and write the rate equation for p-H+3 only in terms of
the latter reaction:
d
dt
[p-H+3 ] = {(koopo + koopp) [o-H2] + (koppo + koppp) [p-H2]} [o-H+3 ]
−{(kpooo + kpoop) [o-H2] + (kppoo + kppop) [p-H2]} [p-H+3 ]. (4.5)
Assuming steady state, equation 4.5 is equal to 0. The right side can then be divided by [H+3 ][H2] in
order to express the rate in terms of p2 and p3 as follows:
0 = {(koopo + koopp) (1− p2) + (koppo + koppp) p2} (1− p3)
−{(kpooo + kpoop) (1− p2) + (kppoo + kppop) p2} p3. (4.6)
The resultant equation can be solved for p3:
p3 =
(koopp + koopo)(1− p2) + (koppo + koppp)p2
(koopp + koopo + kpoop + kpooo)(1− p2) + (koppo + koppp + kppoo + kppop)p2 . (4.7)
Owing to nuclear spin selection rules, the rate coefficients koppp and kppop are rigorously 0. Removal of
these terms gives the final result:
p3 =
(koopp + koopo)(1− p2) + koppop2
(koopp + koopo + kpoop + kpooo)(1− p2) + (koppo + kppoo)p2 . (4.8)
4.8 Derivation of Steady State Models
Consider now the case in which H+3 formation and DR compete effectively with the H
+
3 + H2 thermalization
reaction. We make the assumption that formation of p-H+3 from H
+
2 + H2 is governed only by the nuclear
spin branching fractions presented in Table 4.4. Under these conditions, the full rate equation for p-H+3 is:
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ddt
[p-H+3 ] = k1([p-H2][p-H
+
2 ] +
2
3
[p-H2][o-H
+
2 ] +
2
3
[o-H2][p-H
+
2 ] +
1
3
[o-H2][o-H
+
2 ])
+ {(koopo + koopp) [o-H2] + (koppo + koppp) [p-H2]} [o-H+3 ]
−{(kpooo + kpoop) [o-H2] + (kppoo + kppop) [p-H2]} [p-H+3 ]
−ke,p[e−][p-H+3 ]. (4.9)
From Table 4.4, we can reduce the first line in this equation to k1[H2][H
+
2 ]{(1/3) + (2/3)p2}. We now
invoke steady state arguments for all species. For H+2 , ζ2[H2] = k1[H2][H
+
2 ], therefore k1[H
+
2 ] can be replaced
by ζ2. Setting the resultant equation equal to zero and dividing by [H
+
3 ][H2] as before gives:
0 =
ζ2
[H+3 ]
(
1
3
+
2
3
p2)
+ {(koopo + koopp) (1− p2) + (koppo + koppp) p2} (1− p3)
−{(kpooo + kpoop) (1− p2) + (kppoo + kppop) p2} p3
−ke,p [e
−]
[H2]
p3. (4.10)
This equation can be further simplified by examining the steady state value of [H+3 ], which begins with
the equation ζ2[H2] = ke[H
+
3 ][e
−]. More specifically, if we include the possibility for different DR rates for
o-H+3 and p-H
+
3 , we obtain the equation:
ζ2[H2] = [e
−](ke,p[p-H+3 ] + ke,o[o-H
+
3 ]). (4.11)
Dividing both sides of equation 4.11 by [H+3 ][H2] results in an expression for ζ2/[H
+
3 ]:
ζ2
[H+3 ]
=
[e−]
[H2]
(ke,pp3 + ke,o(1− p3)). (4.12)
Substituting this relation into equation 4.10 gives:
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0 =
[e−]
[H2]
(ke,pp3 + ke,o(1− p3))(1
3
+
2
3
p2)
+ {(koopo + koopp) (1− p2) + (koppo + koppp) p2} (1− p3)
−{(kpooo + kpoop) (1− p2) + (kppoo + kppop) p2} p3
−ke,p [e
−]
[H2]
p3. (4.13)
Solving for p3 and removing the koppp and kppop terms yields:
p3 =
ke,o
[e−]
[H2]
(
1
3 +
2
3p2
)
+ (koopp + koopo)(1− p2) + koppop2
ke,p
[e−]
[H2]
(
2
3 − 23p2
)
+ ke,o
[e−]
[H2]
(
1
3 +
2
3p2
)
+ (koopp + koopo + kpoop + kpooo)(1− p2) + (koppo + kppoo)p2
.
(4.14)
Finally, the ratio [e−]/[H2] can be replaced by 2xe/f , which results in equation 4.15:
p3 =
ke,o
2xe
f
(
1
3 +
2
3p2
)
+ (koopp + koopo)(1− p2) + koppop2
ke,p
2xe
f
(
2
3 − 23p2
)
+ ke,o
2xe
f
(
1
3 +
2
3p2
)
+ (koopp + koopo + kpoop + kpooo)(1− p2) + (koppo + kppoo)p2
.
(4.15)
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Chapter 5
Modeling Nuclear Spin Effects in
Hydrogenic Plasmas
5.1 Introduction
Symmetry and its associated selection rules have long been an integral component of spectroscopy. [88, 89] For
high-resolution spectroscopy, the complete nuclear permutation-inversion (CNPI) group representation [90–
92] has been useful for assigning symmetry labels to rotational energy levels and calculating nuclear spin
statistical weights (NSSWs), in particular for nonrigid molecules. The symmetry rules are based on the fact
that the molecular Hamiltonian is invariant under permutations of identical nuclei and spatial inversion of
all particles through the molecular center-of-mass, in contrast to point group theory, which depends on the
geometrical symmetry of a set of nuclei.
The formulation of the CNPI groups allows for an easy determination of the consequences of Bose-
Einstein (for integer-spin nuclei) or Fermi-Dirac (for half-integer-spin nuclei) statistics. According to Dirac’s
formulation [93] of the Pauli exclusion principle, [94] a molecular wavefunction must be symmetric with
respect to permutation of identical bosons, and antisymmetric with respect to permutation of identical
fermions. When applied to H2 and H
+
3 , the consequence is that the nuclear spin configuration of each
molecule is linked to its rotational manifold. For H2, the ortho configuration (o-H2, I = 1) exists only in
rotational levels in which J is odd, and the para configuration (p-H2, I = 0) exists only in the even-J levels.
The symmetry of H+3 is a bit more complex, but it can be shown that in the vibrational ground state, the
nuclear spin configurations are linked to the projection quantum number k: o-H+3 (I = 3/2) → k = 3n,
p-H+3 (I = 1/2) → k = 3n± 1, where n is an integer. [95]
Because the nuclear magnetic interaction is rather weak, the nuclear spin configurations of H2 and
H+3 behave as independent chemical species, meaning that I is a good quantum number in these systems.
Interconversion between nuclear spin configurations in each of these molecules can only be accomplished by
means of interaction with a strong, local, inhomogeneous magnetic field (such as the surface of a ferromagnetic
catalyst), or by means of reactive collisions that result in scrambling of nuclei. The thermoneutral reaction
This chapter is adapted with permission from K. N. Crabtree, B. A. Tom, and B. J. McCall, Journal of Chemical Physics
134 (2011) 194310, Copyright 2011, American Institute of Physics.
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H+3 + H2 → H2 + H+3 is a prime example of this type of reaction. However, because I is a good quantum
number in each molecule, this reaction is subject to selection rules [69, 72] based on the conservation of the
total nuclear spin of the system.
Beyond the fundamental interest of studying selection rules in chemical reactions, the reaction between
H+3 and H2 has practical application as well. Hydrogen is by far the most abundant element in the universe,
and consequently H2 and H
+
3 serve as useful probes of astrophysical or extraterrestrial conditions. In
particular, H+3 has been used to image auroral activity in the atmospheres of Jupiter [23], Saturn, [25]
and Uranus [24], to probe gas density and temperature in the galactic center, [96], and to estimate the
interstellar cosmic-ray ionization rate. [22, 47] In molecular clouds, only the lowest states of o-H+3 and p-
H+3 are populated, and the inferred ortho:para ratio of H
+
3 has been used to estimate interstellar cloud
temperatures and dimensions. [47, 52, 53] In these environments, the H+3 + H2 reaction is the dominant
means by which the nuclear spin of H+3 can be changed, and the selection rules for this reaction have
important implications for the use of H+3 as a temperature probe. [97]
To understand the H+3 + H2 reaction, especially its role in the interstellar medium, laboratory measure-
ments of its nuclear spin dependence are needed. Initial measurements of this reaction have been performed
in a ∼400 K hydrogenic plasma, but the associated analysis was rather complex, and not readily applicable
to experiments at lower temperatures. [74] Furthermore, in a laboratory plasma, the gas density may be
sufficiently high to allow for three-body reactions to occur. If these exhibit nuclear spin dependence, then
they will interfere with the measurement of the two-body process. These effects were not taken into account
in the previous work.
In this paper, we present chemical models aimed at assessing the nuclear spin dependence of the H+3
+ H2 reaction. The paper is structured as follows. In Section 5.2, we examine in more detail the nuclear
spin selection rules as they apply to reactions in laboratory plasmas. In Section 5.3, we derive models for
nuclear spin dependence in a laboratory plasma at high temperature, and then we derive a model for a
low-temperature plasma in Section 5.4. We summarize the work in Section 5.5. The models in this paper
can be applied directly to experimental measurements, and are intended to serve as a framework for the
interpretation of such measurements (see the following article in this issue [98]).
5.2 Nuclear Spin Selection Rules
The nuclear spin selection rules [69, 72] result in NSSWs for various nuclear spin reactant and product
channels. If the energy available in a chemical reaction is sufficiently high, then these NSSWs describe the
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(H+3 ,H2) Weight (D3/2,D1) (D3/2,D0) (D1/2,D1) (D1/2,D0)
(D3/2,D1) 12 37/5 1 14/5 4/5
(D3/2,D0) 4 1 1 2 0
(D1/2,D1) 12 14/5 2 28/5 8/5
(D1/2,D0) 4 4/5 0 8/5 8/5
Table 5.1: Total nuclear spin statistical weights for the H+3 + H2 reaction. [69] The table rows correspond to
the nuclear spin configuration of reactant (H+3 ,H2) pairs, and the table columns correspond to the product
pairs.
outcomes of the reaction in a statistical manner. We call this situation the “high temperature limit.” The
NSSWs have been derived for the H+3 + H2 system by Oka [69] in terms of the rotation group representations
of the nuclear spin angular momentum. For three-body collisions proceeding through a (H+7 )
∗ complex, the
NSSWs for the seven-particle H+5 + H2 system must be used. In this section, we review the NSSWs for the
H+3 + H2 system, and derive NSSWs for H
+
5 + H2.
5.2.1 H+3 + H2
The rotation group representation of the nuclear spin angular momentum of H2 is (D1/2)2 = D1 ⊕D0, and
that of H+3 is (D1/2)3 = D3/2⊕2D1/2. The correspondence between the representations and the nuclear spin
states (with statistical weights in parentheses) is: D1 → o-H2 (2× 1 + 1 = 3), D0 → p-H2 (2× 0 + 1 = 1),
D3/2 → o-H+3 (2× 3/2 + 1 = 4), and 2D1/2 → p-H+3 (2[2× 1/2 + 1] = 4). Using the procedure described by
Oka, [69] the NSSWs for the possible reactions between the nuclear spin configurations of H+3 and H2 can
be calculated, and these are shown for convenience in Table 5.1.
In the H+3 + H2 reaction, proton scrambling may be incomplete, as has been experimentally demonstrated
for this system [74] and for the D+3 + H2 system. [75] Following Oka, we define the three statistical reaction
pathways as follows:
H˜+3 + H2 → H˜+3 + H2, (5.1)
H˜+3 + H2 → H2H˜+ + H˜2, and (5.2)
H˜+3 + H2 → HH˜+2 + HH˜. (5.3)
These are the identity (5.1), proton hop (5.2), and hydrogen exchange (5.3) pathways, with branching
fractions Sid, Shop, and Sexch (1/10, 3/10, and 6/10 in the statistical limit, respectively). NSSWs can be
calculated for each of these individually, and the results organized in matrix form. The ordering of rows
and columns in these matrices correspond to the ordering in Table 5.1. The identity matrix is given by the
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Hop Exchange
(H+3 ,H2) o-H
+
3 p-H
+
3 o-H
+
3 p-H
+
3
(D3/2,D1) 2/3 1/3 2/3 1/3
(D3/2,D0) 0 1 2/3 1/3
(D1/2,D1) 2/3 1/3 1/3 2/3
(D1/2,D0) 0 1 1/3 2/3
Table 5.2: Mechanism-specific nuclear spin branching fractions for the formation of o-H+3 and p-H
+
3 from
the H+3 + H2 reaction with the (H
+
3 ,H2) reactant nuclear spin configurations.
statistical weight of each channel multiplied by Sid; the hop matrix is calculated by representing a proton
hop as the sequence H+3 → H2+ H+, followed by H+ + H˜2 → HH˜
+
2 and applying Oka’s method. Finally,
the exchange matrix is obtained by subtracting the identity and hop matrices from the total matrix shown
in Table 5.1. These matrices are shown in equations 5.4-5.6, along with their values in the statistical limit.
id = Sid

12 0 0 0
0 4 0 0
0 0 12 0
0 0 0 4

→

6/5 0 0 0
0 2/5 0 0
0 0 6/5 0
0 0 0 2/5

(5.4)
hop = Shop

8 0 4 0
0 0 4 0
4 4 2 2
0 0 2 2

→

12/5 0 6/5 0
0 0 6/5 0
6/5 6/5 3/5 3/5
0 0 3/5 3/5

(5.5)
exch = Sexch

19/3 5/3 8/3 4/3
5/3 1 4/3 0
8/3 4/3 19/3 5/3
4/3 0 5/3 1

→

19/5 1 8/5 4/5
1 3/5 4/5 0
8/5 4/5 19/5 1
4/5 0 1 3/5

(5.6)
It is often the case that H2 is more abundant than H
+
3 by several orders of magnitude, such as in a
laboratory plasma, and therefore the nuclear spin configuration of the product H2 might not be important,
especially if the plasma is pulsed. The number of H+3 + H2 collisions will not be sufficient to significantly
change the H2 ortho:para ratio, so the branching fractions for the formation of o-H
+
3 and p-H
+
3 can be
calculated ignoring the nuclear spin of the product H2. This can be done separately for the hop and
exchange reactions, and the results are summarized in Table 5.2.
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5.2.2 H+5 + H2
In a laboratory plasma, the collision rate may be high enough that during the lifetime of the (H+5 )
∗ complex
formed by H+3 and H2, the complex undergoes an additional collision with H2. In such a three-body process,
the excess energy of the complex may be drawn away, forming a stable H+5 species. Alternatively, the
incoming H2 may add to form an (H
+
7 )
∗ complex, where additional proton scrambling may occur, followed
by the dissociation pathway (H+7 )
∗ → (H+5 )∗ + H2 → H+3 + 2H2. To model this process, we must derive the
NSSWs for the H+5 + H2 system.
Following Oka’s procedure, we first define the angular momentum representation of this reaction. H+5 is
represented as (D1/2)5 = D5/2 ⊕ 4D3/2 ⊕ 5D1/2, and the reaction is represented by
(D5/2 ⊕ 4D3/2 ⊕ 5D1/2)⊗ (D1 ⊕D0)→
D7/2 ⊕ 6D5/2 ⊕ 14D3/2 ⊕ 14D1/2 →
(D5/2 ⊕ 4D3/2 ⊕ 5D1/2)⊗ (D1 ⊕D0).
The reaction is then broken down into individual reactants. For this reaction, the forward and reverse
reactions are identical, but to remain consistent with Oka’s notation, the reverse reactions are
D7/2 ⊕D5/2 ⊕D3/2 ← D5/2 ⊗D1
D5/2 ← D5/2 ⊗D0
4D5/2 ⊕ 4D3/2 ⊕ 4D1/2 ← 4D3/2 ⊗D1
4D3/2 ← 4D3/2 ⊗D0
5D3/2 ⊕ 5D1/2 ← 5D1/2 ⊗D1
5D1/2 ← 5D1/2 ⊗D0.
53
(H+5 ,H2) Weight (D5/2,D1) (D5/2,D0) (D3/2,D1) (D3/2,D0) (D1/2,D1) (D1/2,D0)
(D5/2,D1) 18 65/7 1 36/7 8/7 10/7 0
(D5/2,D0) 6 1 1 4 0 0 0
(D3/2,D1) 48 36/7 4 160/7 32/7 60/7 20/7
(D3/2,D0) 16 8/7 0 32/7 32/7 40/7 0
(D1/2,D1) 30 10/7 0 60/7 40/7 75/7 25/7
(D1/2,D0) 10 0 0 20/7 0 25/7 25/7
Table 5.3: As Table 5.1, for the H+5 + H2 reaction.
This leads to the normalized outcomes for the intermediates:
D7/2 → 8(D5/2 ⊗D1/18)
D5/2 → (D5/2 ⊗D1/18)⊕ (D5/2 ⊗D0/6)
⊕4(D3/2 ⊗D1/12)
D3/2 → 2
7
(D5/2 ⊗D1/18)⊕ 8
7
(D3/2 ⊗D1/12)
⊕8
7
(D3/2 ⊗D0/4)⊕ 10
7
(D1/2 ⊗D1/6)
D1/2 → 4
7
(D3/2 ⊗D1/12)⊕ 5
7
(D1/2 ⊗D1/6)
⊕5
7
(D1/2 ⊗D0/2).
From here, the calculation of the total NSSW matrix is possible, and an example will be given for complete-
ness. To calculate a NSSW, the total weights of possible reaction pathways for a given reactant-product
pair must be added. For reactant pair (D3/2,D1) and product pair (D5/2,D1), this proceeds as follows:
the reactant 4(D3/2 ⊗ D1) gives the intermediates 4D5/2, 4D3/2, and 4D1/2. For each intermediate, the
normalized weight corresponding to the product (D5/2 ⊗D1) is its coefficient in the appropriate normalized
outcome listed above. For the 4D1/2 intermediates, the desired product is not obtained; for the 4D5/2 and
4D3/2 intermediates, the coefficients are 4× 1 and 4× 2/7, respectively, giving a total weight of 36/7. The
reverse reaction (D5/2,D1)→ (D3/2,D1) has the same weight, as the reaction is symmetric. The NSSWs for
all reactant and product pairs are listed in Table 5.3.
To calculate mechanism-specific NSSWs, the next step is to define the statistical mechanisms for the
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p D7/2 D5/2 D3/2 D1/2
(D5/2,D1) 8 6 4 0
(D5/2,D0) 0 6 0 0
(D3/2,D1) 0 6 4 2
(D3/2,D0) 0 0 4 0
(D1/2,D1) 0 0 4 2
(D1/2,D0) 0 0 0 2
Table 5.4: Values of gpI for product pair p and intermediate angular momentum representation DI .
I5 Substates (I3, Iab, Ide)
5/2 (3/2,1,1)
3/2 (3/2,1,1), (3/2,1,0), (1/2,1,1), (1/2,0,1)
1/2 (3/2,1,1), (1/2,1,1), (1/2,0,1), (1/2,1,0), (1/2,0,0)
Table 5.5: Angular momentum substates for each I5 state of H
+
5 .
system:
H+5 + H˜2 → H+5 + H˜2 (5.7)
H+5 + H˜2 → H3H˜
+
2 + H2 (5.8)
H+5 + H˜2 → H4H˜
+
+ H˜H. (5.9)
Reaction 5.7 is the “identity” mechanism with statistical weight 1, 5.8 is the “H+3 hop” mechanism with
statistical weight 10, and 5.9 is the “hydrogen exchange” mechanism with statistical weight 10. However,
both the H+3 hop and hydrogen exchange pathways are complex, and application of Oka’s method for
calculating mechanism-specific NSSWs is nontrivial.
An alternative formulation for calculating the NSSWs of the H+3 + H2 system has been demonstrated
by Park and Light, [77] and this approach can be more readily applied to the H+5 + H2 system. Using the
statistical mechanisms (5.7), (5.8), and (5.9), the mechanism-specific NSSW (BMpr ) for reactant pair r and
product pair p through mechanism M can be calculated by
BMpr = S
M
∑
I
gpIP
M
pIr, (5.10)
where gpI is the statistical weight of the DI representation of p, SM is the statistical weight of the reaction
pathway, and PMpIr is the cumulative spin modification probability for reactant r to product p through an
intermediate with angular momentum I. The values of gpI can be found in Table 5.4. In the statistical
limit, Sid is 1/21, and Shop and Sexch are 10/21.
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Calculation of PMpIr requires construction of basis states for calculating transition matrix elements. The
easiest basis set for defining the scrambling operators is that of proton nuclear spin angular momentum pro-
jections. This basis set is defined by the projection quantum number of the nuclear spin angular momentum
of each proton in the (HaHbHcHdHe)
++(HfHg) system: |ma,mb,mc,md,me,mf ,mg〉 (as a general note on
notation, m represents a projection quantum number, and I represents a total angular momentum quantum
number). In this basis set, the scrambling operators take very simple forms: Oid = Iˆ , Ohop = pˆaf pˆbg, and
Oexch = pˆef , where pˆab is a permutation operator for nuclei a and b.
However, these 128 (27) orthonormal basis states do not directly map to the 128 reactant/product pair
states, which are 18 × (D5/2,D1), 6 × (D5/2,D0), 12 × 4(D3/2,D1), 4 × 4(D3/2,D0), 6 × 5(D1/2,D1), and
2 × 5(D1/2,D0). Instead, these states are represented by the orthonormal total nuclear spin basis states
|I7,m7, I5, I3, Iab, Ide, I2〉. In this form, I5 and I2 are the total nuclear spin angular momenta of H+5 and
H2, and I7 and m7 are the total nuclear spin angular momentum of the entire system and its projection.
The quantities Iab and Ide are the combined nuclear spin angular momenta of the (a, b) and (d, e) proton
pairs in H+5 , and I3 is the combined angular momentum of Iab and Ic. Together, I3, Iab, and Ide specify
angular momentum substates of the I5 state of H
+
5 (see Table 5.5). The elements of these substates can be
compared to the elements of the basis states of Park and Light for the H+3 + H2 system (our notation is
slightly different): I5 → I,m5 → Iz, I3 → I3, Iab → i2, and Ide → I2.
The orthonormal nuclear spin angular momentum basis states |I7,m7, I5, I3, Iab, Ide, I2〉 can be con-
structed from linear combinations of the proton projection basis states |ma,mb,mc,md,me,mf ,mg〉; the
weighting coefficients are products of Clebsch-Gordan coefficients as shown in Equation 5.11. The projec-
tions are defined explicitly as follows: m2 = mf + mg, mab = ma + mb, mde = md + me, m3 = mab + mc,
and m5 = m3 +mde.
|I7,m7, I5, I3, Iab, Ide, I2〉 =
∑
ma,mb,mc,md,me,mf ,mg
〈I5,m5; I2,m2| I7,m7〉 〈I3,m3; Ide,mde| I5,m5〉
× 〈Iab,mab; Ic,mc| I3,m3〉 〈Id,md; Ie,me| Ide,mde〉 〈Ia,ma; Ib,mb| Iab,mab〉
× 〈If ,mf ; Ig,mg| I2,m2〉 |ma,mb,mc,md,me,mf ,mg〉 (5.11)
Having defined the orthonormal total nuclear spin angular momentum basis states and the linear combina-
tions of proton basis states that compose them, the mechanism-specific cumulative nuclear spin modification
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probability PMpIr can be calculated (Equation 5.12).
PMpIr =
∑
Ip3 ,I
p
ab,I
p
de,I
r
3 ,I
r
ab,I
r
de
∣∣〈I7,m7, Ip5 , Ip3 , Ipab, Ipde, Ip2 |OM |I7,m7, Ir5 , Ir3 , Irab, Irde, Ir2 〉∣∣2 (5.12)
The summation takes into account the factors of 4 and 5 for D3/2 and D1/2 as seen in the rotation group
representation of H+5 (D5/2 ⊕ 4D3/2 ⊕ 5D1/2). All values of PMpIr are shown in Table 5.6.
Using the PMpIr values in Table 5.6 with equation 5.10 allows calculation of the mechanism-specific NSSWs.
id = Sid

18 0 0 0 0 0
0 6 0 0 0 0
0 0 48 0 0 0
0 0 0 16 0 0
0 0 0 0 30 0
0 0 0 0 0 10

→

6/7 0 0 0 0 0
0 2/7 0 0 0 0
0 0 16/7 0 0 0
0 0 0 16/21 0 0
0 0 0 0 10/7 0
0 0 0 0 0 10/21

(5.13)
hop = Shop

9 0 6 0 3 0
0 0 6 0 0 0
6 6 20 4 10 2
0 0 4 4 8 0
3 0 10 8 5 4
0 0 2 0 4 4

→

30/7 0 20/7 0 10/7 0
0 0 20/7 0 0 0
20/7 20/7 200/21 40/21 100/21 20/21
0 0 40/21 40/21 80/21 0
10/7 0 100/21 80/21 50/21 40/21
0 0 20/21 0 40/21 40/21

(5.14)
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exch = Sexch

87/10 21/10 24/5 12/5 0 0
21/10 3/2 12/5 0 0 0
24/5 12/5 116/5 28/5 8 4
12/5 0 28/5 4 4 0
0 0 8 4 29/2 7/2
0 0 4 0 7/2 5/2

→

29/7 1 16/7 8/7 0 0
1 5/7 8/7 0 0 0
16/7 8/7 232/21 56/21 80/21 40/21
8/7 0 56/21 40/21 40/21 0
0 0 80/21 40/21 145/21 35/21
0 0 40/21 0 35/21 25/21

(5.15)
Equations 5.13, 5.14, and 5.15 show the branching fraction matrices as a function of SM , and also show the
matrices in the statistical limit (Sid = 1/21, Shop = 10/21, and Sexch = 10/21). These matrices are ordered
the same as Table 5.3.
Adding the statistical matrices for the identity, H+3 hop, and hydrogen exchange mechanisms gives the
total NSSW matrix: 
65/7 1 36/7 8/7 10/7 0
1 1 4 0 0 0
36/7 4 160/7 32/7 60/7 20/7
8/7 0 32/7 32/7 40/7 0
10/7 0 60/7 40/7 75/7 25/7
0 0 20/7 0 25/7 25/7

.
These are identical to the total NSSWs calculated using Oka’s method (Table 5.3), which suggests that the
calculation has been done properly. As with the H+3 + H2 reaction, in a pulsed laboratory plasma the spin
configuration of the product H2 is not important, and the mechanism-specific branching fractions can be
further reduced in terms of the branching fractions for the D5/2, D3/2, and D1/2 spin configurations of H+5 .
These results are in Table 5.7.
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Reactant Total Spin Mechanism Product p
r I M (5/2,1) (5/2,0) (3/2,1) (3/2,0) (1/2,1) (1/2,0)
id 1 0 0 0 0 0
7/2 hop 1 0 0 0 0 0
exch 1 0 0 0 0 0
id 1 0 0 0 0 0
(5/2,1) 5/2 hop 4/25 0 21/25 0 0 0
exch 9/100 35/100 56/100 0 0 0
id 1 0 0 0 0 0
3/2 hop 1/100 0 24/100 0 75/100 0
exch 1/25 0 9/25 15/25 0 0
id 0 1 0 0 0 0
(5/2,0) 5/2 hop 0 0 1 0 0 0
exch 7/20 5/20 8/20 0 0 0
id 0 0 4 0 0 0
5/2 hop 21/25 25/25 54/25 0 0 0
exch 14/25 10/25 76/25 0 0 0
id 0 0 4 0 0 0
(3/2,1) 3/2 hop 18/75 0 107/75 75/75 100/75 0
exch 27/75 0 43/75 105/75 125/75 0
id 0 0 4 0 0 0
1/2 hop 0 0 2/3 0 7/3 3/3
exch 0 0 4/3 0 2/3 6/3
id 0 0 0 4 0 0
(1/2, 0) 3/2 hop 0 0 1 1 2 0
exch 3/5 0 7/5 5/5 5/5 0
id 0 0 0 0 5 0
3/2 hop 9/12 0 16/12 24/12 11/12 0
exch 0 0 5/3 3/3 7/3 0
(1/2,1)
id 0 0 0 0 5 0
1/2 hop 0 0 7/3 0 2/3 6/3
exch 0 0 2/3 0 31/12 7/4
id 0 0 0 0 0 5
(1/2,0) 1/2 hop 0 0 1 0 2 2
exch 0 0 8/4 0 7/4 5/4
Table 5.6: Mechanism-specific cumulative nuclear spin modification probabilities PMpIr.
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Hop Exchange
Reactant Pair D5/2 D3/2 D1/2 D5/2 D3/2 D1/2
(D5/2,D1) 3/6 2/6 1/6 3/5 2/5 0
(D5/2,D0) 0 1 0 3/5 2/5 0
(D3/2,D1) 1/4 2/4 1/4 3/20 12/20 5/20
(D3/2,D0) 0 1/2 1/2 3/20 12/20 5/20
(D1/2,D1) 1/10 6/10 3/10 0 2/5 3/5
(D1/2,D0) 0 1/5 4/5 0 2/5 3/5
Table 5.7: Fractional H+5 spin product outcomes of the H
+
5 + H2 reaction.
5.3 High Temperature Model
At sufficiently high temperature, the NSSWs calculated in the previous section can be exploited to determine
the outcome of a large number of H+3 + H2 collisions. In this section, we derive a model for the resultant
p-H+3 fraction (p3) at steady state in a plasma of a certain p-H2 fraction (p2), considering only two-body
H+3 -H2 collisions. We then derive a model that takes into account the possibility of three-body collisions.
5.3.1 Two-Body High Temperature Model
In a laboratory plasma consisting only of hydrogen, the chemistry occurring is relatively simple compared
to other plasmas. H2 is ionized by electron impact to give predominantly H
+
2 . H
+
2 is destroyed very rapidly
by the reaction H+2 + H2→ H+3 + H, causing H+3 to typically be the dominant ion in the plasma. [99, 100]
H+3 can undergo proton scrambling reactions with H2, and can form larger H
+
2n+1 clusters through three-
body reactions. H+3 and larger clusters are all destroyed either by further cluster formation, dissociative
recombination, or ambipolar diffusion. Finally, hydrogen atoms can recombine in a three-body process to
re-form H2.
To study the H+3 + H2 reaction, it is desirable to isolate the process as much as possible, which can
be accomplished by tuning plasma conditions. If the ortho:para ratio of H+3 is established primarily by
this reaction, as opposed to any other nuclear-spin-dependent processes, then the nuclear spin dependence
can be directly inferred. Because H+3 formation [69] and destruction via dissociative recombination with
electrons [28, 80, 87] exhibit spin dependence, the H+3 + H2 reaction can control the ortho:para ratio of H
+
3
only if H+3 undergoes many collisions with H2 prior to its destruction.
However, a more subtle effect is the H atom recombination to form H2. The ortho:para ratio of H2 in the
plasma is equally as important as that of H+3 . For instance, in a plasma of pure p-H2 at room temperature,
the H atom recombination on the walls of the containment vessel will produce normal-H2 (n-H2: 25% p-H2,
75% o-H2). Over time, this will cause a reduction in the p-H2 fraction. This effect is in addition to the
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change in p-H2 fraction caused by the H
+
3 + H2 reaction itself. An additional constraint, therefore, is that
the plasma should be pulsed, and measurements taken as soon as possible after steady state is reached to
avoid changes in the p-H2 fraction. These conditions could be met in a pulsed hollow cathode discharge, or
alternatively by storing H+3 in a radiofrequency ion trap with H2 as a buffer gas.
Provided sufficient H+3 -H2 collisions occur, the ortho:para H
+
3 ratio can be modeled using the nuclear
spin branching fractions from Table 5.2. To begin, we model d/dt([p-H+3 ]) in terms of the hop and exchange
reactions involving all combinations of o-H+3 , p-H
+
3 , o-H2, and p-H2 (square brackets, such as [p-H
+
3 ], denote
number densities):
d[p-H+3 ]
dt
=
{
kH
(1
3
[o-H2] + 1[p-H2]
)
+ kE
(1
3
[o-H2] +
1
3
[p-H2]
)}
[o-H+3 ]
−
{
kH
(2
3
[o-H2] + 0[p-H2]
)
+ kE
(1
3
[o-H2] +
1
3
[p-H2]
)}
[p-H+3 ], (5.16)
where kH and kE are the rates of the proton hop and hydrogen exchange reactions. The choice of using
d/dt([p-H+3 ]) is arbitrary; the final result is the same if d/dt([o-H
+
3 ]) is used instead as a starting point.
Invoking the steady state approximation, this equation is equal to 0.
Rather than working with absolute number densities, it is more convenient to work with spin state
fractions. Because [p-H+3 ] + [o-H
+
3 ] = [H
+
3 ] (and likewise for [H2]), the number densities of the spin states
can be expressed by a single parameter; in this case we choose the para-fractions p3 ≡ [p-H+3 ]/[H+3 ] and p2 ≡
[p-H2]/[H2]. Dividing the equation by the product [H
+
3 ][H2] gives
0 =
{
kH
(1
3
(1− p2) + p2
)
+ kE
(1
3
(1− p2) + 1
3
p2
)}
(1− p3)
−
{
kH
(2
3
(1− p2)
)
+ kE
(1
3
(1− p2) + 1
3
p2
)}
p3.
This can be solved for p3 and simplified:
p3 =
kH( 13 +
2
3p2) +
1
3k
E
kH + 23k
E
.
The quantity kE/3 can be factored from both the numerator and denominator. Defining α ≡ kH/kE =
Shop/Sexch gives the final result:
p3 =
α+ 2αp2 + 1
3α+ 2
. (5.17)
Equation 5.17 is a remarkably simple expression that allows for an experimental determination of the
hop-to-exchange ratio α by measuring p3 in a plasma of known p2. As seen in Figure 5.1, this model suggests
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Figure 5.1: The two-body high temperature model (Equation 5.17) for values of α ranging from 0 (purple,
horizontal) to ∞ (red, steepest slope).
that the relationship between p3 and p2 is linear, and that the slope should be related to α. It also suggests
that no matter the value of α, a n-H2 plasma (p2 = 0.25) should produce n-H
+
3 (50% o-H
+
3 , 50% p-H
+
3 ).
The most sensitive probe of α would be an experiment performed with pure p-H2. This has been done by
Cordonnier et al. [74], who found that in a ∼400 K p-H2 pulsed hollow cathode plasma, p3 was 0.89 or 0.91,
depending on which spectroscopic transitions were observed. Using Equation 5.17, these give α = 2.4 or 3.0,
respectively, which are the same values they derived using a complex kinetic model including H+3 formation,
dissociative recombination, and ambipolar diffusion. This gives some validation to the assumptions that
went into the derivation of our simplified model.
An important question to consider is the timescale on which steady state is reached. Dividing Equation
5.16 by [H+3 ] and integrating gives
p3(t) = p3,∞ − (p3,∞ − p3,o) exp
{
(kH +
2
3
kE)[H2]t
}
,
where p3,∞ and p3,o are the values of p3 at t =∞ and t = 0, respectively. The argument in the exponential
is an expression nearly equal to the reactive collision rate of H+3 and H2. After a few reactive collisions, p3
should already be at its steady state value.
This model is valid only if p2 is constant, which is the case if H2 has an independent means of thermalizing
its spin temperature at a constant value, or at early stages of a cw discharge before H atom recombination
and proton scrambling can lead to significant changes in p2. In a cw p-H2 plasma at room temperature, this
model can still be applied, but p2 will have to be replaced by a function p2(t) to include the long-term time
dependence of p2. There may be cases in which the H
+
3 + H2 reaction is the only means by which the spin
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of H2 can be converted; in these cases it is possible to set up a pair of coupled differential equations that
will give the steady state values of p3 and p2, but such a model is beyond the scope of this paper.
5.3.2 Three-Body High Temperature Model
The model derived in the previous section ignores the possibility of any three-body processes occurring in
the plasma. This assumption is valid so long as the pressure is sufficiently low, or if three-body reactions do
not exhibit any appreciable nuclear spin dependence on H+3 . If these conditions are not met, then values of α
derived from interpretations of laboratory data based on the two-body model may be inaccurate. Through
more detailed modeling, it may be possible to detect and disentangle any three-body processes from the
underlying two-body process. There are two three-body reactions to consider: H+5 formation via H
+
3 + 2H2
→ H+5 + H2, and proton scrambling through a (H+7 )∗ collision complex via H+3 + 2H2→ (H+5 )∗ + H2→
(H+7 )
∗ → H+3 + 2H2.
The H+5 formation reaction has been studied by Paul et al. [101] by introducing H
+
3 into a 10 K radiofre-
quency ion trap surrounded by a bath of H2 with a known p-H2 fraction. They observed that H
+
5 formation
was much more rapid when p-H2 was used instead of n-H2. However, they did not investigate whether there
was a dependence on the p-H+3 fraction; their experiments were performed with n-H
+
3 . It is unknown whether
the different nuclear spin configurations of the (H+5 )
∗ collision complex have different lifetimes (which would
imply a dependence on the H+3 nuclear spin configuration), or if a subsequent collision with p-H2 can more
effectively stabilize the complex compared with an o-H2 collision. It is also unclear whether this same effect
would occur at higher temperatures, as these ternary association reactions become much slower. Because of
this uncertainty, we assume that the rate of H+5 formation is independent of the spin configuration of H
+
3 ,
and that the (H+5 )
∗ lifetime is independent of its spin configuration.
We instead treat the second of those processes: proton scrambling through (H+7 )
∗. A full treatment of
this process is difficult, but we make the assumption that a given (H+5 )
∗ collision complex will undergo at
most one reactive collision with H2 during its lifetime, and this allows us to use the nuclear spin branching
fractions in a similar manner as in the two-body case. The relevant reactions and their rates are listed in
Table 5.8.
In order to use the nuclear spin branching fractions, the fraction of the (H+5 )
∗ complexes that undergo an
additional collision with H2 must be taken into account. First, it is important to note that any “identity”
reaction is indistinguishable from a nonreactive collision. Because the two-body and three-body reaction
channels may have different identity branching fractions (and different overall rates), we redefine all rates
in terms of the rates of reactive collisions: those that result in a hop or exchange process. We will employ
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Reaction Rate
H+3 + H2 → (H+5 )∗ kL3,2[H+3 ][H2]
(H+5 )
∗ → H+3 + H2 ku5 [(H+5 )∗]
(H+5 )
∗ + H2 → (H+7 )∗ kL5,2[(H+5 )∗][H2]
(H+7 )
∗ → H+3 + 2H2 ku7 [(H+7 )∗]
Table 5.8: Reactions and rates used in the three-body high temperature model. The nuclear spin dependence
of each reaction is not listed explicitly here. The final reaction is written so as to only allow for (H+5 )
∗ to
undergo at most one collision with H2. The superscript L refers to a Langevin rate coefficient, and the
superscript u refers to a unimolecular dissociation rate coefficient.
subscripts 2 and 3 to refer to two-body (H+3 + H2) and three-body [(H
+
5 )
∗ + H2] branching fractions,
respectively:
Sidn + S
hop
n + S
exch
n = 1(n = 2, 3),
kR3,2 = k
L
3,2(1− Sid2 ),
kR5,2 = k
L
5,2(1− Sid3 ),
αn =
Shopn
Sexchn
=
ΣHn
ΣEn
, and
ΣHn + Σ
E
n = 1.
The coefficients kR are the reactive rate coefficients; those with the identity reactions removed. We then
define branching fractions ΣMn to refer to the branching fractions of only the reactive collisions. The ratio
ΣHn /Σ
E
n is equal to S
hop
n /S
exch
n , so the change in how the overall rate coefficients is defined does not affect
the ratio of the hop and exchange rates.
The utility of these redefinitions is that the branching fraction between two-body and three-body pro-
cesses can now be expressed in terms of a single parameter. Once (H+5 )
∗ is formed, the fractions Φ2 and Φ3
for the two channels are:
Φ2 =
ku5
ku5 + k
R
5,2[H2]
,
Φ3 =
kR5,2[H2]
ku5 + k
R
5,2[H2]
, and consequently
Φ2 + Φ3 = 1.
As expected, these show that with increasing [H2], three-body processes become important, and that the
density at which this happens depends on the lifetime of (H+5 )
∗ prior to unimolecular dissociation compared
to the magnitude of kR5,2[H2].
64
(H+3 ,H2) D5/2 D3/2 D1/2
(o-H+3 ,o-H2) 3/6 2/6 1/6
(o-H+3 ,p-H2) 0 1 0
(p-H+3 ,o-H2) 0 2/3 1/3
(p-H+3 ,p-H2) 0 0 1
Table 5.9: Branching fractions for the spin configuration of (H+5 )
∗ formed in collisions of H+3 and H2.
The final step before writing down steady state reaction rates is to calculate the final branching fractions
for o-H+3 and p-H
+
3 through the three-body process. In Section 5.2.2, the branching fractions for reactant
and product H+5 were derived. These must be combined with the branching fractions for the formation of
nuclear spin states of (H+5 )
∗ through the H+3 + H2 collision, as well as the branching fractions for formation
of o-H+3 and p-H
+
3 resulting from the breakup of nuclear spin states of (H
+
5 )
∗. Using the angular momentum
algebra of Oka, [69] this is straightforward.
For the formation of (H+5 )
∗, the branching fractions are obtained from the statistical weights of the
angular momentum representations resulting from H+3 and H2. We show them as coefficients for emphasis:
D3/2 ⊗D1 → 6(D5/2/6)⊕ 4(D3/2/4)⊕ 2(D1/2/2),
D3/2 ⊗D0 → 4(D3/2/4),
2D1/2 ⊗D1 → 8(D3/2/4)⊕ 4(D1/2/2), and
2D1/2 ⊗D0 → 4(D1/2/2).
For the destruction of (H+5 )
∗, the statistical weights are
D5/2 → 6(D3/2 ⊗D1/12),
4D3/2 → 4(D3/2 ⊗D1/12)⊕ 4(D3/2 ⊗D0/4)
⊕8(D1/2 ⊗D1/6), and
5D1/2 → 2(D3/2 ⊗D1/12)⊕ 4(D1/2 ⊗D1/6)
⊕4(D1/2 ⊗D0/2).
Keeping in mind that the spin configuration of the product H2 is unimportant for a pulsed laboratory plasma,
the branching fractions for the H+3 spin configurations can be obtained. These are listed explicitly in Tables
5.9 and 5.10. To obtain the overall o-H+3 and p-H
+
3 branching fractions for a the H
+
3 + 2H2 process, Tables
5.9, 5.7, and 5.10 can be carefully treated with matrix multiplication. The results are listed in Table 5.11.
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(H+5 )
∗ o-H+3 p-H
+
3
D5/2 1 0
4D3/2 1/2 1/2
5D1/2 1/5 4/5
Table 5.10: Branching fractions for the spin configuration of H+3 formed upon dissociation of (H
+
5 )
∗.
Reactants Hop Exchange
(H+3 ,H2,H2
′) o-H+3 p-H
+
3 o-H
+
3 p-H
+
3
(o-H+3 ,o-H2,o-H2
′) 61/100 39/100 31/50 39/50
(o-H+3 ,o-H2,p-H2
′) 41/100 59/100 31/50 31/50
(o-H+3 ,p-H2,o-H2
′) 11/20 9/20 1/2 1/2
(o-H+3 ,p-H2,p-H2
′) 7/20 13/20 1/2 1/2
(p-H+3 ,o-H2,o-H2
′) 13/25 12/25 11/25 14/25
(p-H+3 ,o-H2,p-H2
′) 8/25 17/25 11/25 14/25
(p-H+3 ,p-H2,o-H2
′) 23/50 27/50 8/25 17/25
(p-H+3 ,p-H2,p-H2
′) 13/50 37/50 8/25 17/25
Table 5.11: Mechanism-specific nuclear spin branching fractions for H+3 resulting from the three-body reac-
tion H+3 + 2H2. Reactant H2
′ is the H2 that collides with (H+5 )
∗.
Having calculated these branching fractions, it is now possible to write the equation for d/dt([p-H+3 ]).
0 =
d[p-H+3 ]
dt
= Φ2
({
ΣH2
[
1
3
(1− p2) + p2
]
+ ΣE2
[
1
3
(1− p2) + 1
3
p2
]}
(1− p3)
−
{
ΣH2
2
3
(1− p2) + ΣE2
[
1
3
(1− p2) + 1
3
p2
]}
p3
)
+Φ3
({
ΣH3
[
39
100
(1− p2)2 + 9
20
p2(1− p2) + 59
100
(1− p2)p2 + 13
20
p22
]
+ΣE3
[
19
50
(1− p2)2 + 1
2
p2(1− p2) + 19
50
(1− p2)p2 + 1
2
p22
]}
(1− p3)
−
{
ΣH3
[
13
25
(1− p2)2 + 23
50
p2(1− p2) + 8
25
(1− p2)p2 + 13
50
p22
]
+ΣE3
[
11
25
(1− p2)2 + 8
25
p2(1− p2) + 11
25
(1− p2)p2 + 8
25
p22
]}
p3
)
(5.18)
Equation 5.18 shows the result, having applied the steady state approximation and divided by the product
[H+3 ][H2], as was done in the derivation of the two-body model. Making the substitutions Φ3 = 1 − Φ2,
ΣHn = αn/(1 + αn), and Σ
E
n = 1/(1 + αn), solving for p3, and simplifying leads to Equation 5.19, the high
temperature three-body model.
p3 =
Φ2
1+α2
(
1
3α2 +
2
3α2p2 +
1
3
)
+ 1−Φ21+α3
(
39
100α3 +
13
50α3p2 +
19
50 +
3
25p2
)
Φ2
1+α2
(
α2 +
2
3
)
+ 1−Φ21+α3
(
91
100α3 +
41
50
) (5.19)
The results of the model are plotted in Figure 5.2. As evident in Equation 5.19, when Φ2 = 1, the
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Figure 5.2: The three-body high temperature model (Equation 5.19) for various values of Φ2, α2, and
α3. For reference, the gray dotted lines are the two-body high temperature model (Equation 5.17) for
α = {0, 0.5, 2.0,∞} from shallowest to steepest slope.
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three-body terms drop out of the equation and the two-body high temperature model (Equation 5.17) is
obtained. This can be seen visually in panels a, b, and c of the figure as the red lines depicting Φ2 = 1
overlap with the corresponding α2 value in the two-body model. When Φ2 = 0, the three-body process
exclusively determines p3, and this is shown in panel d for various values of α3. When α3 =∞, the results
are identical to the two-body model with α2 = 0.5, and as α3 decreases, the slope becomes more shallow.
Panels a and b show the effects of an increasing effect of three-body reactions where α2 = 2.0, which is close
to the value reported by Cordonnier and coworkers. [74] Three-body collisions effectively decrease the slope
of the p3 vs p2 plot compared to the two-body model with the same α2. If proton scrambling through the
(H+7 )
∗ complex is influencing experimental measurements, a fit of the data to the two-body model would
provide a lower limit on the value of α2. Measurement at multiple pressures, however, would eliminate this
ambiguity, because if three-body collisions are important, the slope should decrease with increasing pressure
(and therefore decreasing Φ2). Finally, Figure 5.2c shows the effect of decreasing Φ2 if both hop/exchange
ratios are at their statistical values (α2 = 0.5 and α3 = 1.0).
It is important to keep in mind that this model is constrained to allow only one three-body scrambling
reaction to occur. Therefore, as Φ2 decreases, the realism of this model might also decrease, as it could be
possible for (H+5 )
∗ to experience multiple collisions with H2 prior to dissociation. Also, this model does not
treat nuclear spin dependence of the ternary association reaction H+3 + 2H2 → H+5 + H2, which may have
different rates for o-H+3 and p-H
+
3 . The purpose of the model is to give a sense of what the experimental data
may look like if three-body nuclear-spin-dependent processes begin to compete with the H+3 + H2 nuclear
spin dependence, not to serve as an accurate model for determining the full kinetics of the system.
5.4 Low Temperature Model
At lower temperatures, the assumption that many states are energetically accessible and populated breaks
down, and the NSSWs cannot be used to determine the outcomes of many H+3 + H2 reactions. [102] It is
possible to account for the interplay of nuclear spin selection rules and energetic restrictions by employing a
microcanonical statistical approach. Park and Light [77] have developed a microcanonical statistical model
for the H+3 + H2 system that conserves energy, angular momentum (both motional and nuclear spin), and
parity, and also allows for incomplete proton scrambling. The output of their model gives rate coefficients
kijkl, where the subscripts denote the nuclear spin configurations of the reactants and products: i-H
+
3 +
j-H2 → k-H+3 + l-H2. The rate coefficients depend on the reactants’ total energy (based on their kinetic
temperature Tkin and rotational temperature Trot), as well as the branching fractions S
id, Shop, and Sexch.
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Because the rate coefficients themselves are not broken into identity, hop, and exchange components,
another model must be derived. The derivation has been presented in detail elsewhere, [97] but will be
summarized here. As with the high temperature models, we assume that the nuclear spin configuration is
determined entirely by the H+3 + H2 reaction, and ignore formation and destruction of H
+
3 . We also ignore
three-body processes, and invoke the steady state approximation:
0 =
d[p-H+3 ]
dt
=
{
(koopo + koopp) [o-H2] + (koppo + koppp) [p-H2]
}
[o-H+3 ]
−
{
(kpooo + kpoop) [o-H2] + (kppoo + kppop) [p-H2]
}
[p-H+3 ].
From the nuclear spin selection rules, koppp and kppop are rigorously 0 (see Table 5.1). Dividing through by
[H+3 ][H2] and solving for p3 gives the final result:
p3 =
(koopp + koopo)(1− p2) + koppop2
(koopp + koopo + kpoop + kpooo)(1− p2) + (koppo + kppoo)p2 . (5.20)
Equation 5.20 is the low temperature model, and it converges to equation 5.17 in the limit that (koopp +
koopo) = (k
H + kE)/3, koppo = k
H + kE/3, and so on. This model can be more directly used with the
low-temperature (10-160 K) rate coefficients kijkl calculated by the microcanonical statistical model of Park
and Light. [77] This model has been previously applied to the conditions of diffuse molecular clouds in the
interstellar medium, and it should be noted that although equation 5.20 is the same as that in [97], the
conditions of a pulsed laboratory plasma are quite different than those in the diffuse molecular clouds. In
the latter, the density is so low that the collision timescale (months) is longer than the spontaneous emission
timescale (days) for most H+3 rotational levels. As a result, essentially all of the H
+
3 population lies in
the lowest ortho and para rotational levels, and consequently the authors calculated rate coefficients at a
“nonthermal” rotational temperature of 10 K, and kinetic temperatures from 10-160 K. In the laboratory,
the collision rate is many orders of magnitude faster than the spontaneous emission rate, and “thermal”
rotational temperatures are appropriate.
Results from the low temperature model are plotted in Figure 5.3. In general, the model shows that
the p3 vs p2 traces are curved upwards; the curvature is greater at lower temperatures. As the temperature
increases (panels a, b, c, and d; the blue shaded region), the results approach the high temperature model
line for the same α. In panels a and b, α = 0.5 and Sid = 0.1 and 0.9, respectively, and as T approaches
160 K, the curves approach the high temperature model α = 0.5 line, especially at higher Sid, though it is
interesting to note that p3 is still expected to be less than 0.5 in a n-H2 plasma. Panels c and d show the
same effect for α = 2.0. The implications of a nonthermal plasma (Tkin 6= Trot) are shown in panels c and f
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Figure 5.3: Low temperature model (Equation 5.20) results for a variety of temperatures and branching frac-
tions. The gray dotted lines are the two-body high temperature model (Equation 5.17) for α = {0, 0.5, 2.0,∞}
from shallowest to steepest slope.
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(the red shaded region; the effect is a subtle change in the curvature, particularly towards larger p2.
The p3 vs p2 traces from the low temperature model are strongly dependent on α, as shown in panels
g-l (the green shaded region). Depending on the temperature, the curves could be very close to those of the
high temperature model (panels g and h), or dramatically different (panels k and l). Of particular interest
are the results at the lowest temperatures. Generally, the differences in the curves due to a large change in
Sid are subtle. But as seen in the panels k and l, if α is known, then according to this model Sid can be
determined by the exact value of p3 across the range of p2 where the curve is nearly flat.
The low temperature model is only as good as the rate coefficients that are used with it. The rate
coefficients used in this work are calculated using the microcanonical statistical model of Park and Light, [77]
which is not a quantum mechanical model. If quantum effects become important at low temperatures, then
the rate coefficients calculated using a statistical model may not be accurate. However, microcanonical
statistical calculations of rate coefficients in other isotopic analogs of the H+3 + H2 system have been found
to agree well with ion trap measurements at 10-20 K, [78] which provides some support for the use of these
rate coefficients in the purely hydrogenic system at similar temperatures. Reactive scattering calculations
on the H+5 potential energy surface [73] are desirable, but still unfeasible. At more moderate temperatures,
it would be unlikely for quantum effects to be important, and it is therefore likely that this model should
perform well.
Extension of this model to include three-body scrambling is not straightforward. An analogous micro-
canonical statistical study of the H+5 + H2 reaction would have to be carried out, and the complex formation
rates compared with the complex lifetimes to determine the two-body:three-body ratio. Also, the nuclear
spin dependence of ternary association reactions would also likely have to be taken into account, as these
reactions are much faster at low temperatures. Such work is beyond the scope of this paper, and so the
low temperature model that we have derived should only be employed at densities low enough to preclude
three-body reactions.
5.5 Conclusions
In this paper, we have derived a series of models aimed at extracting the nuclear spin dependence of the
H+3 + H2 reaction from laboratory data. The appropriate experiment is to measure the p-H
+
3 fraction (p3)
formed in laboratory plasmas of varying p-H2 fraction (p2) at steady state. An important condition for using
these models is that p3 must be determined exclusively by the H
+
3 + H2 reaction, not by other nuclear spin
dependent processes like electron dissociative recombination of H+3 . Another important condition is that the
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p-H2 fraction is constant, or at the very least, slowly changing, as is the case in the early stages of a pulsed
plasma or in a plasma in which the H2 has an external means of thermalizing its spin.
The nuclear spin dependence of the H+3 + H2 reaction is influenced heavily by nuclear spin selection rules
that arise as a consequence of exchange symmetry, and can be expressed in terms of the hop-to-exchange
ratio α. At sufficiently high temperatures, the nuclear spin selection rules are expected to entirely determine
the reaction outcome, and a steady state chemical model incorporating the resultant mechanism-specific
product spin branching fractions (Equation 5.17) indicates that α can be determined from the slope of a
plot of p3 vs p2.
However, in a laboratory plasma, there exists the possibility that the H2 number density is sufficiently
high to allow for three-body collisions to occur, resulting in processes such as ternary association to form
H+5 or three-body scrambling in the (H
+
7 )
∗ collision complex. In Section 5.2.2 we derived mechanism-specific
product spin branching fractions for the H+5 + H2 reaction in an analogous manner to the H
+
3 + H2 reaction,
using the “H+3 hop” and “hydrogen exchange” mechanisms. These branching fractions are incorporated into
a steady state kinetic model with the two-body branching fractions (Equation 5.19), where the p3 vs p2
plot then depends on the hop-to-exchange ratios for the two-body (α2) and three-body (α3) processes, and
the relative rates of two-body reactive collisions to three-body reactive collisions. The model makes the
assumption that ternary association reactions do not have significant nuclear spin dependence, and that a
given (H+5 )
∗ complex suffers at most one reactive collision with H2 during its lifetime.
Finally, we have considered lower temperature plasmas in which there is insufficient energy for the nuclear
spin product branching fractions to accurately represent the reaction outcomes. Using rate coefficients
calculated with a microcanonical statistical approach, we have developed a low temperature model (Equation
5.20) that predicts the p3 vs p2 behavior of the plasma in terms of the identity branching fraction S
id, α,
and the kinetic and rotational temperatures of the plasma. This model has not been extended to include
three-body processes. Fully quantum reactive scattering calculations may be required to accurately represent
the behavior of this reaction at the lowest temperatures. It is hoped that these models, together with the
appropriate experimental measurements, will allow for determination of the nuclear spin dependence of this
important fundamental reaction, and will aid in the use of H+3 as a probe of astrophysical conditions.
The authors thank Kisam Park for providing code for calculating the rate coefficients used in our modeling
work. This work has been supported by NSF PHY 08-55633.
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Chapter 6
Experimental Measurements of
Nuclear Spin Effects in Hydrogenic
Plasmas
6.1 Introduction
The most abundant element in our universe is hydrogen, and consequently it can be argued that the chemistry
and physics of hydrogenic species are the most important on a universal scale. Moreover, as the simplest of
the elements, hydrogen has often been used as the benchmark species for testing computational techniques
in quantum mechanics. Even with the impressive body of work accumulated about hydrogen, some areas
are still undergoing active study.
One such area is the chemical physics of ion-molecule reactions. Hydrogenic ion-molecule reactions are
excellent candidates for comparison of theoretical methods with experimental results. The simplest of these,
the reaction of H+ with H2, has been extensively studied (see Jambrina et al. [103] and references therein),
as has the simplest bimolecular reaction, H+2 + H2. [104, 105] In each of these cases, fully quantum reactive
scattering calculations are still quite challenging, but statistical models and/or semiclassical calculations
have been shown to agree reasonably well with experimental measurements.
The next member in this series is the simplest bimolecular reaction involving a polyatomic, H+3 + H2.
H+3 has long been known to be an important player in interstellar chemistry, helping to initiate the ion-
molecule reactions responsible for forming polyatomic molecules in space, [1, 2] and is also a useful probe
of astrophysical conditions. [22, 106, 107] The H+3 + H2 reaction has important implications for its use as
an interstellar temperature probe, [97] and its deuterated variants are among the most important reactions
involved in deuterium fractionation in the interstellar medium. [108]
While the deuterated forms of the H+3 + H2 reaction have been studied extensively in the laboratory, [75,
76, 78, 102] the purely hydrogenic system has not been as well-studied experimentally. When H+3 reacts
This chapter is adapted with permission from K. N. Crabtree, C. A. Kauffman, B. A. Tom, E. Bec¸ka, B. A. McGuire, and
B. J. McCall, Journal of Chemical Physics 134 (2011) 194311, Copyright 2011, American Institute of Physics.
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with H2, there are three possible outcomes:
H˜+3 + H2 → H˜+3 + H2, (6.1)
H˜+3 + H2 → H2H˜+ + H˜2, and (6.2)
H˜+3 + H2 → HH˜+2 + HH˜. (6.3)
These are defined as the identity (6.1), proton hop (6.2), and hydrogen exchange (6.3) processes, with
statistical weights 1, 3, and 6, respectively. Each is subject to nuclear spin selection rules, [69, 72] and
consequently the ratio of their rates (α ≡ kH/kE , where kH and kE are the hop and exchange rate coefficients,
respectively) can be inferred by observing the ortho:para ratio of H+3 in hydrogenic plasmas of varying
ortho:para H2 ratio (more details will be given in Section 6.4). The lone experimental study of this reaction
found α = 2.4±0.6 in a ∼400 K hollow cathode plasma, [74] well above the statistical limit of α = 3/6 = 0.5.
This is roughly consistent with a study of the D+3 + H2 system, [75] which found that α increased well above
its statistical limit with increasing collision energy.
As a consequence of the dearth of experimental data available for this reaction, theoretical efforts have
been limited. Full dimensional potential energy surfaces for H+5 are available, [73, 109] but no quasiclassical
trajectory calculations have been published to our knowledge. The only efforts at calculating rate coefficients
for these processes have been microcanonical statistical calculations. [77, 78] Experimental measurements of
the H+3 + H2 system, especially at low temperature, are necessary for validating these models and providing
data against which future theoretical calculations can be judged.
The structure of this paper is as follows. Section 6.2 describes the experimental approach for our study
of this reaction. Section 6.3 presents the experimental results. The data are analyzed and discussed within
the context of the modeling work presented in the previous article in this issue [110] in Section 6.4, and
conclusions/perspectives summarized in Section 6.5. Finally, throughout this paper o-H2, p-H2, o-H
+
3 , and
p-H+3 will be used to refer to ortho- and para-H2 and H
+
3 .
6.2 Experimental Details
The objective of this experiment is to spectroscopically measure transitions arising from several of the lowest-
energy rotational levels of H+3 in a plasma of a known ortho:para H2 ratio. Doing so allows determination
of the ortho:para H+3 ratio, the plasma kinetic temperature, and the H
+
3 rotational temperature. The target
transitions are within the H+3 ν2 fundamental band, and are listed in Table 6.1. This experiment has three
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Rotational Level (J,K) Type Energy (cm−1) Transition Frequency (cm−1) |µ|2 (D2)
(1,1) para 64.121 R(1,1)u 2726.219 0.0158
(1,0) ortho 86.960 R(1,0) 2725.898 0.0259
(2,2) para 169.295 R(2,2)l 2762.070 0.0177
(2,1) para 237.356 R(2,1)u 2826.117 0.0182
(3,3) ortho 315.342 R(3,3)l 2829.922 0.0191
(3,2) para 428.009 R(3,2)u 2923.344 0.0143
(3,1) para 494.753 R(3,1)u 2928.317 0.0180
(3,0) ortho 516.867 R(3,0) 2930.145 0.0191
Table 6.1: The rotational levels used in this work and their target transitions. Energies are relative to the
forbidden (J,K) = (0, 0) level. Energies and transition frequencies are taken from literature values. [19]
Transition dipole moments are calculated from the Einstein A coefficients. [111]
main components: a p-H2 production system, a hollow cathode plasma cell, and a mid-infrared spectrometer.
6.2.1 p-H2 Production
Normal hydrogen gas (n-H2, 25% p-H2) is produced at a purity of 99.99999% by a hydrogen generator
(Parker Balsten H2-1200). To produce > 99.9% p-H2, the n-H2 from the generator is passed over an Fe2O3
catalyst held at 15 K. Full details about this p-H2 converter are given elsewhere. [112] Mixtures of 40%,
50%, 66%, and 83% p-H2 are obtained by combining appropriate partial pressures of p-H2 and n-H2 in a 1
gallon cylinder, which is lined with Teflon to minimize back-conversion of p-H2 to o-H2. The uncertainties
on the p-H2 fractions for these mixtures are 1.0%, 1.1%, 1.2%, and 1.4%, respectively.
6.2.2 Hollow Cathode Cell
A hollow cathode cell based on the design of Amano [113] was used to produce pulsed hydrogenic plasmas,
and is illustrated in Figure 6.1. The cathode consists of a 1.4 m long, 1.5 in. diameter cylindrical copper tube
wrapped in 1/4 in. diameter copper tubing used for cooling the cathode, all encased in a 4 in. diameter glass
tube. The water-cooled anode is situated in an extended glass tube above a 1 in. diameter hole located at
the midpoint of the cathode. A pulsed electrical discharge is generated by applying a 200 µs, 1 kV pulse to
the anode at ∼1 Hz while grounding the cathode. The current during the pulse is uniformly 1.25 A in nearly
all cases, though subtle differences are observed under different cell temperature and pressure conditions
(Figure 6.2).
At each end of the glass tube are stainless steel flanges with 1 in. apertures cut into the centers, sealed
to the cell with silicone o-rings. Into these apertures, a glass section with tubing for sample introduc-
tion/evacuation is placed. The ends of these tubes are connected with Ultra-Torr fittings to metal pieces
cut at Brewster’s angle, and BaF2 windows are epoxied to the ends. This allows a laser to pass unimpeded
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Figure 6.1: Schematic drawing of the hollow cathode cell used in this study.
Figure 6.2: Current during the discharge pulse for the four main sets of conditions used in this study. The
discharge is started at t ∼ 230 µs, and is cut off at t ∼ 430 µs. Details about the choice of conditions are
discussed in Sections 6.3.2 and 6.3.3. The negative current after the discharge pulse is an artifact of the
current monitor setup, which sees the pulser box recharging.
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through the center of the hollow cathode. One of the two stainless steel flanges is connected to the inner
coiled tubing to pass coolant into the vacuum cell. The cell is evacuated with a Welch pump (DuoSeal 1374,
10 L/s), and the cell pressure is monitored with a capacitance manometer.
6.2.3 Spectrometer
The plasma was probed by multipass direct absorption spectroscopy using a tunable difference frequency
generation laser (DFG), which has been described previously. [114] The outputs of a 532 nm Nd:YVO4 laser
(Coherent Verdi V-10) and 622 nm tunable dye laser (Coherent 899-29, rhodamine 640 dye) are combined in a
MgO-doped periodically-poled LiNbO3 crystal, producing ∼500 µW of tunable radiation around 2800 cm−1.
The DFG light was sent through the hollow cathode in a White-type multipass configuration, collected with
a dc InSb detector, and the resultant signal stored on a computer for analysis. The InSb signal was ratioed
with the signal from a silicon photodiode monitoring the dye laser to remove pump laser amplitude noise.
6.2.4 Analysis Procedure
When a discharge pulse occurred, the InSb detector signal was recorded and split into two 750 µs intervals:
a signal interval centered around the pulse, and a pretrigger interval for recording the background laser
intensity. The latter interval was averaged over time, and the former binned and averaged into 150 5 µs
intervals. Each of these was used to calculate a time-dependent absorbance signal: − ln(I/I0), where I
is the average laser intensity in the bin, and I0 is the averaged background laser intensity. The binned
absorbances were averaged over 10 consecutive discharge pulses, and the laser was then stepped by ∼0.002
cm−1. This process was repeated until the absorption line was fully scanned, yielding a three-dimensional
data set representing the spectrum as a function of time during the discharge pulse. Each transition was
recorded three times for each set of conditions. A sample scan over a single transition is shown in Figure
6.3.
The spectrum at each point in time for each individual scan is then fit to a Gaussian function to determine
the integrated intensity and linewidth as a function of time. For each transition, the integrated intensity and
inferred kinetic temperature (as determined from the measured linewidth) over time are averaged over the
three scans, and the standard deviation of each quantity used as an estimate of the uncertainty. The plasma
kinetic temperature is inferred from the average of all scans, and the rotational temperature is inferred from
the relative intensities of the R(1,1)u and R(2,1)u transitions (the reasons for this are explained in Section
6.3.1).
As will be seen in Section 6.4, it is most convenient to express the ortho:para ratio of H+3 in terms of the
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Figure 6.3: A sample scan of the R(1,0) transition of H+3 in a n-H2 plasma produced by a liquid-nitrogen-
cooled hollow cathode. The plot has been slightly modified for clarity by eliminating artifacts at the beginning
and end of the discharge pulse resulting from electrical pickup.
fraction of p-H+3 (p3). To calculate this quantity from the experimental data, we use the inferred rotational
temperature to calculate separate Boltzmann distributions for the first 15 rotational levels of o-H+3 and
p-H+3 , using the forbidden (0,0) level energy as a common reference energy. The o-H
+
3 distribution is scaled
to the population of the (1,0) level inferred from the R(1,0) transition intensity, and likewise for p-H+3 with
the (1,1) level population. For each subsequent level that was spectroscopically measured, the calculated
population is replaced by the experimentally-determined population. Finally, p3 is calculated by dividing
the sum of all para level populations by the sum of all level populations. An example of the results of the
final calculation is shown in Fig. 6.4.
6.3 Experimental Results
In this section, the results of a series of experimental measurements aimed at determining the value of
α as a function of temperature are presented. First, we show measurements pertaining to the rotational
thermalization of H+3 in the hollow cathode plasma. We then present parallel sections detailing measurements
when the cell is uncooled, and when it is cooled with liquid nitrogen. Within each of these sections,
measurements of the pressure dependence of the plasma chemistry and measurements of p3 as a function of
the p-H2 fraction (p2) at two different pressures are shown.
6.3.1 Thermalization Measurements
To assess the degree of thermalization of the rotational levels of H+3 formed in the plasma and to validate
the calculation of p3, all eight transitions listed in Table 6.1 were recorded in an uncooled p-H2 plasma. A
time slice of the data at 300 µs was taken and was subjected to a Boltzmann analysis, shown in Figure 6.5.
The kinetic temperature for this data set was found to be 319 ± 33 K, in good agreement with the inferred
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Figure 6.4: Kinetic and rotational temperatures and p-H+3 fraction (p3) inferred from measurements of the
R(1,0), R(1,1)u, R(2,2)l, and R(2,1)u transitions of H+3 in a liquid-nitrogen-cooled hollow cathode plasma
consisting of 50% p-H2. The discharge is started at t ∼ 220 µs and is cut off at t ∼ 410 µs.
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Figure 6.5: Boltzmann plot of the first eight transitions of H+3 formed in a p-H2 plasma. The data are taken
at t = 300 µs, about 70 µs after the start of the discharge pulse. Because of systematic underpopulation, the
population of the (2,2) level is not taken into account for the rotational temperature calculation of p-H+3 .
rotational temperatures for ortho (336 ± 19 K) and para (316 ± 1 K) H+3 . A time slice taken at t = 370
µs gives similar results with slightly elevated temperatures: a kinetic temperature of 337 ± 29 K, o-H+3
rotational temperature of 339 ± 24 K, and p-H+3 temperature of 327 ± 1 K.
A noticeable feature in the plot is the underpopulation of the (2,2) level relative to all other para levels;
this is a feature common to all data sets discussed in this work. Also, the o-H+3 rotational level distribution
is thermal and consistent with the p-H+3 rotational temperature. Under liquid nitrogen conditions, only the
R(1,0) and R(3,3)l transitions of o-H+3 can be observed, and the signal-to-noise ratio of the R(3,3)
l transition
is low. Nevertheless, the o-H+3 rotational temperature, as inferred from the relative populations of the (1,0)
and (3,3) levels, is consistent with the p-H+3 temperature. For these reasons, the relative populations of
the (2,1) and (1,1) levels are used to calculate the rotational temperature of both o-H+3 and p-H
+
3 in the
remainder of the data sets.
6.3.2 Uncooled Measurements
Pressure Dependence
As the goal of this work is to measure the hop:exchange ratio α in the reaction of H+3 with H2, it is important
to evaluate to what extent three-body collisions (H+3 + 2H2) may influence the experimental measurements.
As a first-order assessment, the intensity of the R(1,0) transition was recorded as a function of cell pressure
in a n-H2 plasma. Because p3, and temperature do not change greatly with changing pressure in a n-H2
plasma (see Section 6.3.2), this measurement serves as a proxy for the H+3 number density in the cell.
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Figure 6.6: R(1,0) integrated intensity as a function of cell pressure in an uncooled n-H2 plasma. The plotted
data are selected at t = 300 µs. No error bars are shown, as only one scan was performed at each pressure.
The measurements are shown in Figure 6.6. The R(1,0) transition intensity initially increases with
pressure, owing to the decreasing electron mobility (and therefore increasing charge density) with increasing
cell pressure at constant electric current. However, at ∼1000 mTorr, the trend begins to reverse, and the
transition intensity decreases. Because the electron mobility should decrease monotonically with increasing
pressure, the total ion density (equal to the electron density) must still be increasing, and therefore H+3 must
be consumed by a chemical process leading to the formation of another stable ion. While not absolutely
conclusive, it is likely that the reaction H+3 + 2H2 → H+5 + H2 is responsible, [101, 115] and this indicates
that three-body effects may be present at some pressures.
In light of the pressure dependence observed in Fig. 6.6, measurements to determine the value of α are
taken at two pressures. The lower pressure (560 mTorr) is chosen to be on the rising edge of the pressure
curve, where it is likely that H+3 is the dominant ionic species in the plasma. The higher pressure (1430
mTorr) is chosen on the falling edge, where it is suspected that three-body collisions are occurring. A
comparison of these data will assist in estimating the influence of three-body effects on the determination of
α.
p-H+3 Fraction
The R(1,1)u, R(1,0), R(2,2)l, and R(2,1)u transitions of H+3 were recorded to determine the value of p3 in
plasmas with known p2. For n-H2 (p2 = 0.25), the hydrogen gas was used continuously from the hydrogen
generator, and for p2 = 0.999, gas was used continuously from the p-H2 converter. All other mixtures were
prepared in advance. Measurements at both pressures (560 mTorr and 1430 mTorr) were performed in
81
Figure 6.7: Experimental measurements of p-H+3 fraction plotted against p-H2 fraction for an uncooled
plasma at 560 and 1430 mTorr.
succession on the same day with the same gas mixture.
The observed transition intensities, inferred temperatures and p3 values are presented in Table 6.2, and
p3 is plotted as a function of p2 in Figure 6.7. Differences between the inferred values of p3 between the two
pressures are minor. The cell pressure does not seem to affect the p3 vs p2 distribution to any significant
degree despite the pressure dependence seen in Figure 6.6.
The inferred temperatures are plotted in Figure 6.8. As mentioned in Section 6.2.4, the rotational
temperatures reported in Table 6.2 are derived from the relative intensities of the R(1,1)u and R(2,1)u
transitions. The quantity T (2, 2) in the plots is the inferred rotational temperature inferred from the R(1,1)u
and R(2,2)l transitions, and it is consistently lower than the kinetic and rotational temperatures. This is
due to the underpopulation of the (2,2) level alluded to in Figure 6.5. The variance weighted means of Tkin,
Trot, and T (2, 2) are (351± 10) K, (310± 8) K, and (187± 5) K respectively for the low pressure data, and
(336± 8) K, (320± 6) K, and (259± 5) K for the data set at 1430 mTorr.
6.3.3 Liquid-Nitrogen-Cooled “Low Temperature” Measurements
Pressure Dependence
The same experiment described in Section 6.3.2 for the uncooled plasma was carried out in a liquid-nitrogen-
cooled n-H2 plasma. The results are qualitatively similar to the high-temperature data, albeit shifted toward
lower pressures, and are plotted in Figure 6.9. The kinetic temperature was determined to be (128 ± 11)
K for this data set. For the same purposes described earlier, a lower pressure of 270 mTorr and a higher
pressure of 430 mTorr were chosen for the p3 vs p2 measurements.
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Figure 6.8: Kinetic and rotational temperatures as a function of p-H2 fraction in an uncooled plasma. Also
plotted is the rotational temperature derived from comparison of the (2,2) and (1,1) levels, as an illustration
of the underpopulation of the (2,2) level. Top: 560 mTorr. Bottom: 1430 mTorr.
Figure 6.9: R(1,0) integrated intensity as a function of cell pressure in a liquid-nitrogen-cooled n-H2 plasma.
The plotted data are selected at t = 300 µs.
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Figure 6.10: Experimental measurements of p-H+3 fraction plotted against p-H2 fraction for a liquid nitrogen
cooled plasma at 270 and 430 mTorr.
p-H+3 Fraction
Experiments analogous to those described in Section 6.3.2 were performed in a liquid nitrogen cooled hollow
cathode. The results are summarized in Table 6.3, and plotted in Figure 6.10. At the lower temperature,
there is a noticeable difference between the 270 and 430 mTorr data sets. In particular, the data point at
p2 = 0.999 is significantly higher than the corresponding point at low pressure, although the remainder of
the data points are quite similar. The inferred temperatures are plotted in Figure 6.11. While Tkin remains
constant with increasing p2, Trot and T (2, 2) markedly decrease, with the latter generally being lower. The
variance-weighted mean of the kinetic temperature is (139± 4) K for the 270 mTorr data set, and (136± 5)
K for the 430 mTorr set.
6.4 Analysis and Discussion
6.4.1 Steady State Modeling
In order to extract the value of α from the experimental data, we have constructed steady state models that
calculate p3 as a function of p2 and α. The full details of these models are presented in the previous article
in this issue, [110] and the results are briefly summarized here.
The key assumption in these models is that the ortho:para ratio of H+3 in the hollow cathode plasma
is predominantly determined by the reaction of H+3 with H2. As a check of this assumption, we estimate
the number of H+3 -H2 collisions that occur prior to destruction of H
+
3 by electron recombination (ambipolar
diffusion is not a significant loss mechanism in a hydrogenic hollow cathode plasma [100]). In the uncooled
n-H2 plasma at 570 mTorr, we observe an H
+
3 ion density of ∼ 2 × 1012 cm−3 with H2 number density ∼
1.5 × 1016 cm−3. Because H+3 is the dominant ion at this pressure, the electron density is also ∼ 2 × 1012
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Figure 6.11: Inferred temperatures as a function of p-H2 fraction in a liquid nitrogen cooled plasma. Top:
270 mTorr. Bottom: 430 mTorr.
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cm−3. The majority of these electrons are expected to be so-called “ultimate electrons,” with a temperature
on the order of 5000 K. [116, 117] Using the H+3 electron recombination rate coefficient temperature scaling
from storage ring measurements, [82] we estimate a dissociative recombination rate coefficient of ∼ 1× 10−8
cm3 s−1, and the rate coefficient for the H+3 + H2 reaction is assumed to be the Langevin rate of ∼ 2× 10−9
cm3 s−1. Using these rate coefficients and densities, a single H+3 ion is expected to experience around 750
collisions with H2 prior to its destruction by electron dissociative recombination. As steady state is expected
to be reached in fewer than 10 collisions, [110] this assumption should be valid.
For the uncooled plasma, we make a further assumption that the outcomes of the hop and exchange
reactions are determined entirely by nuclear spin branching fractions. [69] This assumption is valid so long
as sufficient energy is available for many reactant and product states to be populated. The result, which we
shall refer to as the “high temperature model,” is:
p3 =
α+ 2αp2 + 1
3α+ 2
, (6.4)
where p3 is the p-H
+
3 fraction, p2 is the p-H2 fraction, and α ≡ kH/kE is the hop-to-exchange reaction rate
ratio. This equation is a straight line that passes through (p3, p2) = (0.5, 0.25) (n-H
+
3 and n-H2, respectively)
and whose slope is related to α.
Because of the pressure dependence discussed in Section 6.3.2, we have also constructed a high temper-
ature model that includes the possibility of three-body spin-changing collisions of the form H+3 + 2H2 →
H+3 + 2H2. We assume that reactions leading to the formation of stable H
+
5 do not affect the p-H
+
3 fraction.
In this case, p3 is given by Equation 6.5 (the “three-body high temperature model”), where α2 is the same α
from Equation 6.4, α3 is the three-body hop-to-exchange ratio, and Φ2 is the branching fraction for reactive
two body collisions compared to reactive three-body collisions.
p3 =
Φ2
1+α2
(
1
3α2 +
2
3α2p2 +
1
3
)
+ 1−Φ21+α3
(
39
100α3 +
13
50α3p2 +
19
50 +
3
25p2
)
Φ2
1+α2
(
α2 +
2
3
)
+ 1−Φ21+α3
(
91
100α3 +
41
50
) (6.5)
At the lower temperatures of the liquid-nitrogen-cooled plasma, energetic considerations may inhibit
some reaction channels. For instance, conversion of p-H2 to o-H2 requires E/kB = 170 K of energy, and
so such processes might be expected to proceed more slowly in a colder plasma. In order to take this into
account, a different derivation is employed, and Equation 6.6 (the “low temperature model”) results. In
this equation, the rate coefficients kijkl represent the rates of reactions of the form i-H
+
3 + j-H2 → k-H+3
+ l-H2 (for instance, koppo is the rate coefficient for the reaction o-H
+
3 + p-H2 → p-H+3 + o-H2). The
rate coefficients are dependent on Tkin, Trot, and the branching fractions for the identity, proton hop, and
88
hydrogen exchange reactions (Sid, Shop, and Sexch, where α ≡ Shop/Sexch), and they are calculated using
a microcanonical statistical model. [77] Inclusion of three-body effects into this model is unfeasible owing to
large numbers of unknown rate coefficients.
p3 =
(koopp + koopo)(1− p2) + koppop2
(koopp + koopo + kpoop + kpooo)(1− p2) + (koppo + kppoo)p2 (6.6)
6.4.2 Uncooled Plasma
By comparing the results of the high pressure and low pressure measurements in the context of Equations
6.4 and 6.5, the extent to which three-body collisions affect the determination of α can be assessed. The
three-body high temperature model (Equation 6.5) reveals that for a given α2, any three-body effects will
cause the slope of a plot of p3 vs p2 to become more shallow (see Figure 2 from previous article [110]).
Therefore, if three-body effects are important, then a fit to the high temperature model (Equation 6.4) will
underestimate α.
The term Φ2 in the three-body high temperature model becomes smaller as the H2 number density
increases. If three-body proton-scrambling processes are important, a p3 vs p2 plot should give a shallower
slope for measurements taken at a higher cell pressure (at the same temperature) compared to a lower
pressure. As can be seen in Figure 6.7, this was not observed in our data sets. We conclude that while there
is evidence for H+5 formation in the cell, and therefore three-body collisions, these processes do not exhibit
significant nuclear spin dependence under our experimental conditions, and therefore do not influence the
value of α inferred from measurements in our uncooled plasma.
The data from the uncooled plasma are plotted in Figure 6.12 along with fits to the high temperature
model. The high pressure data fit reasonably well to the model, but the low pressure data are consistently
below the model fit, especially at low p2. This discrepancy is not due to three-body effects, but appears
similar to curves produced by the low temperature model (Equation 6.6). It is possible that even at a
temperature of ∼ 350 K, energetic effects may still restrict some of the possible reaction channels. Another
possibility is that significant variation in state-to-state reaction cross sections causes the use of nuclear spin
statistical weights to be inaccurate. Nevertheless, the data set at 560 mTorr gives α = 1.58, and the set at
1430 mTorr gives α = 1.69. We regard these as being within the overall experimental uncertainty, although
the uncertainty in the fits are only 0.02 and 0.03, respectively.
Cordonnier et al. [74] performed a similar measurement in a pulsed hollow cathode plasma. They mea-
sured the ratio of the transition intensities of the R(1,0) and R(1,1)u transitions in n-H2 and p-H2 plasmas
at a pressure of 1.85 Torr and temperature of ∼ 400 K. Using a detailed chemical model of their plasma
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Figure 6.12: High temperature model fits to experimental measurements in an uncooled plasma.
together with their measurements (p3 = 0.893 at p2 = 0.999), they derived α = 2.4, with an uncertainty of
at least 0.6. As validation, inserting their results into Equation 6.4 gives α = 2.46.
An issue discussed in their work is the back-conversion of p-H2 to o-H2 in their plasma over the course
of a discharge pulse. This is illustrated in their Figure 2. For comparison, our results are plotted in a
similar format in Figure 6.13. The time dependence of our signals most closely resembles theirs for the
1430 mTorr data set. Note the relatively slow rise of H+3 absorption, and the slight increase in the R(1,0)
integrated intensity over time in the p-H2 measurement at 1430 mTorr. This effect is not observed in the
560 mTorr data set. We suspect that the higher ion density in the 1430 mTorr data set results in more H
atom recombination on the walls of the cathode, which forms H2 in the “normal” 3:1 ortho:para ratio in
quantities large enough to significantly affect the overall p-H2 fraction. The higher pressure and discharge
current (2.8 A) reported by Cordonnier et al. likely caused more back-conversion in their experiment than
in ours. For our calculation of α, we have chosen data points early on in the discharge pulse when these
effects are minimal.
Our derived values for α around 1.6 fall just below the lower limit of the estimated uncertainty of
the results of Cordonnier et al. Our temperature of ∼ 350 K is lower than theirs, and a decrease of α
with temperature is in line with expectations from statistical arguments. The value of α inferred from
measurements of the D+3 + H2 isotopic system by Gerlich [75] is ∼ 1.6 at a collision energy of ∼ 44 meV,
which corresponds roughly to a temperature T = (2/3)(E/kB) = 340 K, in excellent agreement with our
results.
6.4.3 Liquid-Nitrogen-Cooled Plasma
Unlike the case of high temperature, with our current models we are unable to make predictions about the
change in a plot of p3 vs p2 with pressure (hence, three-body interactions) at low temperature. It has been
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Figure 6.13: Time dependence of integrated intensities of all four observed transitions in n-H2 (p2 = 0.25,
left) and p-H2 (p2 = 0.999, right) plasmas under the different temperature and pressure conditions explored
in this work. The integrated intensities are averaged over three scans of each transition. Nonzero intensities
outside of the pulse are the result of a blind Gaussian fit to a noise feature within a spectrum with no
absorption, resulting in a spurious “integrated intensity.”
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observed that the rates of ternary association reactions leading to the formation of H+2n+1 clusters increase
with decreasing temperature. [101, 115] However, it is unclear whether this process is dependent on the
nuclear spin configuration of H+3 . It is, however, dependent on the nuclear spin of H2; the rate coefficient
for ternary association of H+3 with p-H2 at 10 K is over an order of magnitude faster than with n-H2. [101]
This may account for the differences in the time traces in the lowest pair of plots in Figure 6.13.
At both pressures, the temperatures plotted in Figure 6.11 suggest that higher energy levels of p-H+3
are being selectively destroyed at a faster rate as the p-H2 fraction increases. Although since the (3,3) level
of o-H+3 was not observed during these measurements, our thermalization measurements (see Section 6.3.1)
suggest that the behavior of o-H+3 is the same as p-H
+
3 . Also, the time traces within individual conditions in
Figure 6.13 do not display significantly different time dependence between o-H+3 and p-H
+
3 , after considering
the increasing temperature and possibly a small amount of p-H2-to-o-H2 back-conversion.
To model the p3 vs p2 curves, rate coefficients kijkl were calculated with S
id = 0.1 (the statistical value),
α = {0, 0.1, 0.5, 2, 10,∞}, Tkin = 135 K, and Trot = {85−145} K in steps of 15 K. Several of these curves are
plotted along with the experimental results for comparison in Figure 6.14. For the data set at 270 mTorr,
the data agree well with rate coefficients calculated with α = 0.5, no matter the rotational temperature used.
Because the apparent rotational temperature decreases with increasing p2, the most appropriate comparison
would involve multiple low temperature model curves, but these only differ by a small amount. A more
important effect is the change of the shape in the p3 vs p2 curve as a function of α (Figure 6.14, lower panel).
The higher pressure data do not fit as well with the calculated curves. This might be due to a greater
influence of nuclear-spin-dependent three-body processes not taken into account by our model. As mentioned
before, H+5 formation has been observed to be faster in a p-H2 plasma, and this may have some effect on the
p-H+3 fraction at high pressure and high p-H2 fraction. Because of the uncertainties here, we do not attempt
to express a value of α for the 430 mTorr data set. We conclude that in our 139± 4 K plasma, the value of
α is 0.5 ± 0.1. This suggests that even at this relatively modest temperature, the (H+5 )* collision complex
has a lifetime sufficient to allow for full scrambling.
Recently, Crabtree et al. have used a modified version of the low-temperature model to study the
ortho:para ratio of H+3 in diffuse molecular clouds. [110] While their usage of the model includes some
parameters related to interstellar chemistry, they found that their best match to astronomical observations
required the value of Sid to be large, on the order of 0.9. To see if this value is consistent with our data,
we have calculated rate coefficients for Sid = 0.9, Tkin = 135 K, Trot = 85 K, and a range of α values. The
results are plotted in Figure 6.15. Each of the curves is shifted upwards slightly at higher p2 relative to the
corresponding curve in Figure 6.14 (lower), but the curve at α = 0.5 still agrees with the data reasonably
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Figure 6.14: Comparison of the data from the liquid nitrogen cooled hollow cathode with calculations from
the low temperature model (Equation 6.6). For all curves shown, Tkin = 135 K and S
id = 0.1.
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Figure 6.15: Comparison of the data from the liquid nitrogen cooled hollow cathode with calculations from
the low temperature model (Equation 6.6). For all curves shown, Tkin = 135 K and S
id = 0.9.
well. It is possible that a lower value of α would provide a more optimal agreement, but this difference
is likely within our total experimental uncertainty. It is not surprising that changing the value of Sid by
such a large amount has a relatively small influence on the calculated p3 values. This is because all of the
rate coefficients in the low temperature model are reactive rate coefficients (i.e., none of them involve the
identity pathway). The effect of increasing Sid is essentially just to scale all of the rate coefficients down by
a roughly constant factor.
Comparison of the liquid nitrogen cooled data with the uncooled data indicate that, as observed in the
D+3 + H2 system, [75] α decreases with temperature, as illustrated in Figure 6.16. Even without the use
of models, the decrease in α is evident by looking at the p-H+3 fraction formed in a plasma of pure p-H2.
In such a plasma, the H+3 produced by the H
+
2 + H2 reaction is entirely p-H
+
3 , and the formation of o-H
+
3
proceeds only through the H+3 + H2 reaction. The nuclear spin selection rules for H
+
3 + H2 show that for
p-H+3 + p-H2, the only way for o-H
+
3 to be formed is via the exchange process. Therefore, the decrease in
p3 at p2 ∼ 1 from high temperature to low temperature suggests that the exchange reaction becomes more
dominant.
To further confirm this trend, we used a fluid circulator to pass heated ethylene glycol at 100 ℃ through
the cathode. We then performed measurements of the R(1,0), R(1,1)u, R(2,2)l, and R(2,1)u transitions in
a 99.9% p-H2 plasma at 560 mTorr. The kinetic temperature obtained was 450 ± 75 K, and the inferred p3
value was 0.883± 0.007, corresponding to α = 2.2± 0.3. While this measurement is only at one value of p2,
the p3 value is significantly higher than the corresponding value in the 350 K plasma, which is consistent
with a higher hop:exchange ratio at higher temperature.
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Figure 6.16: Summary of all experimental data and the best estimates for α for each temperature. Also
shown for reference are high temperature model traces for α = {0, 0.5,∞}.
6.5 Conclusions
We have studied the nuclear spin dependence of the reaction of H+3 with H2 by monitoring the populations
of the four lowest rotational levels of H+3 formed in plasmas of varying p-H2 enrichment. For the first time,
this reaction has been studied at low temperature by cooling a hollow cathode discharge cell, resulting in a
plasma temperature of 135 K. Using steady-state chemical models, the ratio of the rates of the proton hop
and hydrogen exchange reactions (α) has been inferred at two different temperatures: 1.6 ± 0.1 at 350 K,
and 0.5 ± 0.1 at 135 K. These values can be compared favorably with previous studies of this reaction at
∼400 K (α = 2.4± 0.6), [74] preliminary measurements at 450 K (α = 2.2± 0.3), and measurements of the
analogous D+3 + H2 system. [75]
In spite of the good agreement between the experimental data and steady state models, some of the results
hint at a greater level of complexity than treated here. The (2,2) level of p-H+3 is consistently underpopulated
relative to the kinetic temperature of the gas in our plasmas, and the rotational temperature of H+3 decreases
with increasing p-H2 fraction in our liquid nitrogen cooled cell. It is unclear whether the origin of these effects
is ternary association reactions to form H+5 , or state-to-state processes not accounted for in our models.
To remove any ambiguity in these results, it will be necessary to perform similar measurements in the
carefully-controlled conditions of an ion trap. In such an environment, the gas density can be kept low
enough to preclude three-body processes, and the temperature can be lowered beyond the 135 K achieved
in this work. Fully quantum reactive scattering calculations on the H+5 potential energy surface, combined
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with our results and ion trap measurements, would help greatly in furthering our understanding of this
fundamental process.
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calculating the rate coefficients used in our low temperature model. This work was supported by NSF PHY
08-55633.
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Dissociative Recombination of Highly
Enriched para-H+3
This appendix is reprinted in its entirety with permission from B. A. Tom, V. Zhaunerchyk, M. B. Wiczer,
A. A. Mills, K. N. Crabtree, M. Kaminska, W. D. Geppert, M. Hamberg, M. af Ugglas, E. Vigren, W. J. van
der Zande, M. Larsson, R. D. Thomas, and B. J. McCall, Journal of Chemical Physics 130 (2009) 031101,
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The determination of the dissociative recombination rate coefficient of H3
+ has had a turbulent
history, but both experiment and theory have recently converged to a common value. Despite this
convergence, it has not been clear if there should be a difference between the rate coefficients for
ortho-H3
+ and para-H3
+
. A difference has been predicted theoretically and could conceivably impact
the ortho:para ratio of H3
+ in the diffuse interstellar medium, where H3
+ has been widely observed.
We present the results of an experiment at the CRYRING ion storage ring in which we investigated
the dissociative recombination of highly enriched 83.6% para-H3
+ using a supersonic expansion
source that produced ions with Trot60–100 K. We observed an increase in the low energy
recombination rate coefficient of the enriched para-H3
+ by a factor of 1.25 in comparison to H3+
produced from normal H2 ortho:para=3:1. The ratio of the rate coefficients of pure para-H3
+ to
that of pure ortho-H3
+ is inferred to be 2 at low collision energies; the corresponding ratio of the
thermal rate coefficients is 1.5 at electron temperatures from 60 to 1000 K. We conclude that this
difference is unlikely to have an impact on the interstellar ortho:para ratio of H3
+
. © 2009 American
Institute of Physics. DOI: 10.1063/1.3065970
H3
+
, the simplest polyatomic molecule, plays a central
role in the chemistry of the interstellar medium because it
easily protonates most atoms and molecules.1,2 Conse-
quently, understanding the formation and destruction path-
ways for this molecular ion under astrophysical conditions is
of great importance. Dissociative recombination DR, the
recombination of molecular ions with electrons that leads to
dissociation into neutral fragments, is the primary mecha-
nism by which H3
+ is destroyed in diffuse interstellar clouds.3
The search for the H3
+ DR rate coefficient has had a some-
what turbulent history, with values that varied by orders of
magnitude.4,5 The measurement of rotationally cold H3
+ at
CRYRING in 2002,6 together with complete dimensionality
quantum mechanical calculations,7 has finally brought some
level of closure to the debate. In fact, the CRYRING data
were recently used to observationally determine the cosmic
ray ionization rate in diffuse clouds.8 Theory7 also predicted
that ground-state ortho-H3
+ recombines faster than the ground
state of para-H3
+ at low collision energies. To probe this dif-
ference, Kreckel et al.9 studied H3
+ produced from both nor-
mal and highly enriched para-H2, and found that para-H3
+ had
a higher DR rate coefficient although the exact ortho:para
ratio of H3
+ in their source is unknown. A subsequent theo-
retical refinement10 was consistent with this observation. Un-
fortunately, recent experiments performed at TSR have not
been able to replicate this difference.11 Confirming and char-
acterizing the difference in the DR rate coefficients of ortho-
and para-H3
+ are of great importance, not only because of the
impact such knowledge can have on our ability to more pre-
cisely model astrophysical processes but also because of the
basic physical insight we can gain regarding this simple yet
pivotal molecular ion.
In the present experiment, the DR of highly enriched
para-H3
+ was studied at the CRYRING ion storage ring using
a pulsed supersonic expansion ion source. This approach was
motivated by the spin selection rules derived by Quack12 and
Oka,13 which imply that para-H2
+ reacting with para-H2 can
only form para-H3
+
. We sought to enrich the fraction of
para-H3
+ as much as possible and furthermore to precisely
measure this fraction in order to characterize the rate coeffi-
cient difference between ortho- and para-H3
+
.
An enriched 99.9% para-H2 gas was produced using a
modified closed-cycle 4He cryostat. The enrichment of the
para-H2 gas was measured using thermal conductivity14,15
and NMR. The gas was shipped to the experimental facility
at the Manne Siegbahn Laboratory at Stockholm University
in a Teflon-lined sample vessel. Tests indicated that the
highly enriched para-H2 gas stored in this vessel converted
back to ortho-H2 at a rate of 1.7% per week. Therefore, the
gas was 97% enriched in para-H2 at the time of the experi-
mental runs.
aPresent address: Department of Physics, Massachusetts Institute of Tech-
nology, Cambridge, MA 02139.
bElectronic mail: bjmccall@illinois.edu.
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The design and operation of the source have been cov-
ered in detail elsewhere.6 In short, the gas emerging from the
source pinhole underwent collisional cooling in a supersonic
expansion, and was ionized when passing an electrode held
at approximately 350 V. About 1500 Torr of backing pres-
sure was used to feed the source, which was pulsed for
400–800 s. The source was spectroscopically character-
ized at the University of Illinois before and after the experi-
ment at CRYRING. This was done in order to verify that our
test gas and source conditions produced a plasma that was
highly enriched in para-H3
+
, and at rotationally cold tempera-
tures. We used continuous-wave CW cavity ring-down
spectroscopy with a difference frequency laser to probe the
ortho-H3
+ R1,0 and the para-H3
+ R1,1u ground-state rovi-
brational transitions near 3.67 m. Details regarding the dif-
ference frequency laser, the integration of the pulsed source
with CW ring-down, as well as the source characterization
itself will be presented elsewhere. The measured fraction of
para-H3
+ was 49.1% for normal H2 and 74.7% for 97%
para-H2 enriched samples. Because we were seeking the
highest fraction of para-H3
+ possible, we experimented with
dilutions in argon to reduce the number of H3
++H2 collisions,
thereby reducing back-conversion from para- to ortho-H3
+ in
the plasma see Ref. 16. We obtained the highest enrichment
using a 1% dilution of para-enriched hydrogen in argon by
pressure, with a para-H3
+ fraction of 83.6%. The rotational
temperature of the ions was measured to be 60–100 K for
all enrichments and dilutions.
Details regarding the experimental method at CRYRING
are thoroughly discussed in Ref. 6 but a brief description is
provided here for continuity. After exiting the source, the H3
+
ions were mass selected, focused through ion optics floated
at 30 kV, accelerated to 900 keV using a radio frequency
quadrupole, and finally injected into the ring and accelerated
to 13 MeV. The ions, having been rotationally cooled in the
expansion, were stored in the ring for up to 5.6 s to allow
vibrational relaxation to occur. During this relaxation period,
the ions periodically passed through an electron cooler where
they interacted with electrons at velocity matching condi-
tions, leading to the translational cooling of the ions. As
such, the electron cooler served the dual purpose of reducing
the energy distribution of the ions, as well as providing a
location where the DR could occur. The electron cooler cath-
ode voltage was linearly ramped from 2965 to 1892 V over a
1 s interval, which covered the interaction energy range from
0 to 30 eV. The neutral DR products, no longer subject
to the magnetic forces of the ring’s bending magnets,
emerged tangentially from the ring and were counted by an
ion-implanted silicon detector. Measurements were taken
such that the rate coefficient, DR, was measured as a func-
tion of the detuning energy, Ed, defined as the electron en-
ergy in the ion frame not including the electron thermal
spread. The background contribution, originating from the
interaction of the ion beam with residual gas in the ring, was
corrected by subtracting counts until the relative difference
between the trough centered at 2 eV and the peak at 10 eV
was the same as that observed in the 2002 data. It is worth
noting that this correction did not affect the rate coefficients
at small interaction energies because of the magnitude of the
DR signal in these regimes. In addition, the measured rate
coefficients were corrected for the space charge of the elec-
trons and the noncoaxial nature of the beams in the toroidal
regions of the electron cooler.17,18
We performed three experiments using three different
sample gases. The first experiment used the 1% dilution of
enriched para-H2 in argon. The second experiment was run
with normal H2 gas in order to compare the performance of
both the supersonic expansion source and the storage ring
with the results from Ref. 6. The final experimental measure-
ments were taken using the enriched para-H2 with no argon
dilution. The respective ion currents after acceleration were
8.16, 54, and 48 nA.
The results of these three runs are presented in Fig. 1a.
We do not include systematic uncertainty 16% in our
analysis because it did not change from experiment to ex-
periment, and our focus is on the differences between the
measurements. It is evident that the DR rate coefficient has a
dependence on the spin modification of H3
+
. We observed the
enriched para-H3
+ produced from 97% para-H2 to have a
higher rate coefficient than that of the normal-H2 at small Ed.
The differences continue up to 100 meV, with a region of
much smaller differences centered around 6 meV. The mea-
surement using argon-diluted para-H2, with a para-H3
+ frac-
tion of 83.6%, shows a slight increase over that of the
undiluted para-H2 sample. Figure 1b shows the extrapo-
lated rate coefficients for hypothetical pure ortho- and
para-H3
+ derived using the 83.6% and 49.1% para-H3
+ results.
The same extrapolated rate coefficients can be derived using
the data from the 74.7% para-H3
+ experiment.
The 2007 rate coefficients for normal hydrogen were
larger for all Ed than observed in the 2002 data, which might
be due to inaccuracies in the ion current measurement during
our experiment. Great care was taken in making the ring
current measurements for the 2002 run. Consequently, we
multiplied our data by a normalization factor of 0.65 which
was based on a comparison of the 10 eV peak heights of the
2007 and 2002 experiments. Our objective was to observe
relative differences in the DR rate between para-enriched H3
+
and less enriched para-H3
+ samples; therefore, the consistent
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FIG. 1. Color online a Comparison of the DR rate coefficients for dif-
ferent para-H3
+ fractions. Log scaling is avoided by applying the Ed
1/2 factor.
b Extrapolated rate coefficients for pure ortho- and para-H3+. Uncertainties
are statistical.
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application of a multiplication factor to all of our data does
not detract from our conclusions. A comparison with past
experiments is presented in Fig. 2, and most structures above
10−2 eV are in good agreement.6,9
The 2007 spectrum is structurally smoother below
10−2 eV compared with the 2002 data. The rate coefficient
curve at low electron energy could show less structure due to
the presence of rotationally hotter ions. The indirect DR
mechanism, proceeding through intermediate Rydberg states,
gives rise to resonant structure in the rate coefficient. An
increase in the population of excited rotational states will
increase the number of resonances, resulting in a smoother
curve.
10
Our supersonic expansion source produced ions with
Trot60–100 K based on the spectroscopic characteriza-
tion, which was slightly higher than the value of 20–60 K
obtained with the same source in 2002. Perhaps this higher
Trot, combined with heating due to interactions with residual
neutral molecules in the ring, led to the observed lack of
structure in the cross section. That being said, experiments at
TSR demonstrated that residual gas heating does not raise
Trot by more than 100–200 K.19 It is important to note that
although some excited rotational states may have contributed
to our measurement, these states retain the para- to ortho-H3
+
distribution as measured spectroscopically; therefore, the
comparison between DR reaction rate coefficients remains
valid. Para-H3
+ cannot be converted to ortho-H3
+ by reactive
collisions in the ring, as the only likely spin-changing reac-
tion with residual H2 molecules at these high collision ener-
gies is a proton hop. Any H3
+ ions formed by this process
would not be at an energy that could circulate in the ring and
contribute to the measurement. Additionally, we determined
that the uneven depletion of spin modifications due to the
different rate coefficients would not significantly affect the
ortho/para ratio over our storage timescales.
The thermal rate coefficients, Te, were calculated by
integrating the energy dependent DR cross section over a
Maxwellian distribution of electrons see Ref. 6 at a given
electron temperature, Te. To derive the absolute cross section
from the measured rate coefficient, the deconvolution proce-
dure described in Ref. 20 was used. Table I presents the
values of Te, normalized as described above. The thermal
rate coefficient at 300 K for normal H2 49.1% para-H3
+ of
the current experiment is in excellent agreement with that of
2002; however, the higher Trot described earlier likely re-
sulted in less agreement at lower electron temperatures Fig.
3a. Figure 3b shows the extrapolated values for 100%
para-H3
+ and 100% ortho-H3
+
. The ratio of these rate coeffi-
cients dashed black line in Fig. 3b increases as the elec-
tron temperature decreases.
Both the Ed-dependent rate coefficients and the thermal
rate coefficients indicate that the DR of H3
+ has a nuclear spin
state dependence, with that of the para spin modification pro-
ceeding at a more rapid rate. The para-H3
+ has a rate coeffi-
cient almost two times larger than ortho-H3
+ at low electron
temperatures, with a smaller difference 1.5 at higher tem-
peratures. Theory predicts differences that range from more
than a factor of 10 down to unity between electron tempera-
tures of 0 and 300 K.10
The relatively modest by astrophysical standards dif-
ference in the rate coefficients of ortho- and para-H3
+ sug-
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FIG. 2. Color online Comparison of the normal H2-fed H3+ DR rate coef-
ficients using the supersonic expansion source in 2007 and 2002; both ex-
periments were performed with a transverse electron thermal spread kTe
of 2 meV. Also included is a spectrum from TSR using the thermal cathode
electron target with kTe=4 meV Ref. 9. Uncertainty bars are removed to
facilitate comparison of 2002 and 2007 spectra.
TABLE I. Thermal rate coefficients, Te, measured in the current experi-
ment for Trot=8020 K and Te=300 K. These data are derived from the
measured rate coefficients, normalized to the 2002 data by a factor of 0.65.
The Te for n-H2 is in good agreement with Ref. 6, 0.6810−7 cm3 s−1.
% para-H2 feed % para-H3+
a Te 10−8 cm3 s−1 b
¯ 0 5.520.77 c
25.0 normal-H2 49.12.4 6.790.14
97.00.8 74.72.1 7.480.10
97.00.8 Ar dilution 83.61.9 7.650.16
¯ 100 8.120.36 c
aSpectroscopically determined after CRYRING measurements. Reported er-
rors are 1.
bUncertainty is statistical.
cExtrapolated values for pure ortho- and para-H3+.
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FIG. 3. Color online Thermal rate coefficients calculated for a normal H2
49.1% para-H3+ and for b the extrapolated 100% ortho- and para-H3+
results. Uncertainties are statistical. The dashed line represents the ratio of
the thermal rate coefficients para-H3
+ /ortho-H3
+, with an arrow directing the
reader to the appropriate axis.
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gests that DR is unlikely to be the dominant process in de-
termining the ortho:para ratio of H3
+ in the diffuse interstellar
medium. An even more convincing argument is the fact that
para-H3
+ is more abundant than ortho-H3
+ in diffuse clouds;8
yet we observe that para-H3
+ has the higher DR rate coeffi-
cient. It is likely that the explanation for the interstellar
ortho:para-H3
+ ratio lies instead with the proton exchange re-
action H3
++H2→H2+H3+. Although this reaction has a rate
coefficient roughly two orders of magnitude lower than DR,
the reaction partner H2 is some four orders of magnitude
more abundant than electrons in diffuse clouds.
Preparations are underway to refine our supersonic ex-
pansion source design in order to consistently achieve rota-
tionally colder ions. In addition, work is scheduled at CRY-
RING to minimize residual gas heating so we can better
observe structural details in the DR cross section. Together,
these improvements should permit a more definitive mea-
surement of the absolute DR for highly enriched para-H3
+
.
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Appendix B
Development and Characterization of
a Source of Rotationally Cold,
Enriched para-H+3
This appendix is reprinted in its entirety with permission from B. A. Tom, A. A. Mills, M. B. Wiczer, K.
N. Crabtree and B. J. McCall, Journal of Chemical Physics 131 (2009) 081103, Copyright 2011, American
Institute of Physics.
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In an effort to develop a source of H3
+ that is almost entirely in a single quantum state J=K=1, we
have successfully generated a plasma that is enriched to 83% in para-H3
+ at a rotational
temperature of 80 K. This enrichment is a result of the nuclear spin selection rules at work in
hydrogenic plasmas, which dictate that only para-H3
+ will form from para-H2, and that para-H3
+ can
be converted to ortho-H3
+ by subsequent reaction with H2. This is the first experimental study in
which the H2 and H3
+ nuclear spin selection rules have been observed at cold temperatures. The ions
were produced from a pulsed solenoid valve source, cooled by supersonic expansion, and
interrogated via continuous-wave cavity ringdown spectroscopy. © 2010 American Institute of
Physics. doi:10.1063/1.3322827
In 1911, Thomson1 made the first experimental observa-
tion of the simplest polyatomic molecular ion, H3
+
. Within 20
years, the existence of two species of molecular hydrogen,
defined by the intrinsic spins of their protons, was predicted
by Heisenberg and Hund.2,3 Shortly thereafter, Bonhoeffer
and Harteck4 were able to experimentally prepare parahydro-
gen, in which the nuclear spins are antisymmetrically com-
bined I=0.
Hogness and Lunn5 discovered that H3
+ is the dominant
species in hydrogenic plasmas, formed by
H2 + H2
+→ H3+ + H 1
exothermicity of 1.7 eV and Langevin rate constant, kL
10−9 cm3 s−1.6 The relationship between the ortho and
para spin modifications of molecular hydrogen and the ortho-
and para-H3
+ products, however, was not studied for another
50 years. New insight was gained when spin selection rules
were derived by Quack using group theoretical methods,7
and later using an angular momentum formalism by Oka,8
for reaction 1 and for the reaction
H3
+ + H2→ H2 + H3+. 2
Reaction 2 occurs in one out of three ways: identity 2i,
proton hop 2h, or hydrogen exchange 2e,
H3
+ + H˜ 2→ H3+ + H˜ 2, 2i
H3
+ + H˜ 2→ HH˜ 2+ + H2, 2h
H3
+ + H˜ 2→ H2H˜ + + HH˜ . 2e
Here, the hydrogens originally in the H2 reactant are desig-
nated as H˜ in order to illustrate the differences between the
three reactions.
As discussed by Cordonnier et al.,9 each of these path-
ways must obey strict selection rules imposed by the conser-
vation of nuclear spin angular momentum. The effects of
these selection rules have been experimentally observed by
Uy et al.10 and Cordonnier et al.9 in hot 300–500 K plas-
mas. In addition, Gerlich11 studied the closely related D3
+ and
H2 system at much colder temperatures.
The selection rules for reaction 1 dictate that only
para-H3
+ will form from pure para-H2. However, in a hydro-
genic plasma where H2 is several orders of magnitude more
abundant than H3
+, reaction 2 will occur immediately fol-
lowing the formation of H3
+ and will affect its ortho:para
ratio. This process has been considered in detail by Cordon-
nier et al.;9 their Table IV presents the nuclear spin branching
ratios for this reaction. The identity reaction 2i clearly has
no effect on the H3
+ nuclear spin modification. If para-H3
+
combines with para-H2 in the proton hop reaction 2h, the
product H3
+ also emerges without spin conversion. The ex-
change reaction 2e is the only mechanism that converts
para-H3
+ to ortho-H3
+ in pure para-H2. If ortho-H2 is present,
then para-H3
+ can also be converted to ortho-H3
+ via reaction
2h.
In a high-temperature discharge of normal-H2
ortho:para=3:1, one would expect an H3
+ ortho:para ratio
of 1:1, as discussed by Cordonnier et al.9 These authors also
aPresent address: Department of Chemistry, United States Air Force
Academy, CO 80840. Electronic address: brian.tom@usafa.edu.
bPresent address: Department of Physics, Massachusetts Institute of Tech-
nology, Cambridge, MA 02139.
cElectronic address: bjmccall@illinois.edu.
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calculated the expected ortho:para ratio of H3
+ for a para-
enriched H2 discharge and found an enhancement in para-H3
+
,
in agreement with their experiments. These calculations took
a statistical approach, assuming that product states will be
formed from combinations of reactant states according only
to the constraints imposed by nuclear spin conservation.
While this assumption is reasonable at high temperatures, it
will break down at lower temperatures where for example
there may be insufficient thermal energy to convert J=0
para-H2 to J=1 ortho-H2. New approaches to solving this
problem have recently been proposed12,13 and will need to be
taken into account in plasma modeling.
The present study was motivated by a dissociative re-
combination experiment requiring a cold, highly enriched
para-H3
+ plasma.14 The work described in this Communica-
tion measured the para-H3
+ enrichment obtained when using
an enriched para-H2 feed gas along with dilutions intended to
minimize the frequency of the hop 2h and exchange 2e
reactions in the plasma. The experimental setup consisted of
a closed-cycle helium cryostat capable of producing highly
enriched para-H2 99.99% and a system for testing the
level of enrichment.15 The plasma was generated by a pulsed
solenoid source, and the para-H3
+ enrichment was measured
using a continuous-wave cavity ringdown spectrometer built
around a mid-IR difference frequency generation laser. Soft-
ware was developed in order to synchronize the ringdown
events with the pulsed source. The spectrometer was capable
of probing transitions from the lowest H3
+ states: R1,1u,
R1,0, and R2,2 see Ref. 16 for a description of the
notation. A detailed discussion of the spectrometer, pulsed
source hardware, and synchronization software can be found
in an online supplement17 and in Ref. 18.
The experimental measurements had the following three
objectives: 1 to determine the temperature of the expan-
sion, 2 to measure the para-H3
+ enrichment that resulted
from using highly enriched para-H2, and 3 to observe the
effect of dilution in an inert carrier gas on the fraction of
para-H3
+ in the expansion.
The temperature of the expansion was measured by com-
paring the relative abundances of the para and ortho spin
modifications of H3
+ formed from a normal-H2 precursor gas
where ortho:para=3:1. This so-called excitation tempera-
ture Tex has often been used as a proxy for the rotational
temperature Trot.
19–21 The excitation temperature can be
calculated using the equation
N1,0
N1,1
=
g1,0
g1,1
e−E1,0–1,1/kBTex, 3
where the ratio of nuclear spin degeneracy g1,0 /g1,1=4 /2
=2 and E1,0–1,1=22.84 cm−1.16 In place of N1,0 and N1,1,
we used the normalized peak absorbances of the rovibra-
tional transitions R1,0 and R1,1u for ortho- and para-H3
+
,
respectively, divided by the squares of their transition dipole
moments, R1,0
2
=0.0259 D2 and R1 , 1u
2
=0.0158 D2.
These transitions are separated by only 0.32 cm−1, which
made it easy to measure the peaks in quick succession. The
results are presented in Table I.
In some instances, the rotational temperature itself was
measured using transitions from the two lowest para-H3
+ ro-
tational states: R1,1u and R2,2. Trot was calculated us-
ing an equation similar to Eq. 3, with E2,2−1,1
=105.2 cm−1 Ref. 16 and applicable degeneracy terms,
along with Einstein A coefficients.22 In all cases there was
good agreement between Trot and Tex.
The temperature of the expansion was sensitive to the
condition of the poppet as well as how tightly the poppet was
seated in the source pinhole. The probe region was approxi-
mately 3.8 cm downstream of the electrode and about 4 mm
in front of a skimmer. Measurements of the temperature
were taken throughout the experiment. If the temperature
was too hot 100 K, the poppet would be “tuned” or re-
placed before proceeding. As can be seen from Table I, the
typical temperature in the expansion was between 60 and
100 K, and the variations were likely due to the changing
conditions of the poppet.
It is unclear why we did not observe temperatures colder
than 60–100 K in our expansion. This same source produced
ions at Tex=20–60 K a few years earlier.19 One possible
cause was the gas-pulse/discharge-pulse sequencing. In the
present experiment the gas pulse was embedded in a longer
voltage pulse, which could have resulted in additional heat-
ing.
The intensities of the R1,0 ortho-H3
+ and the R1,1u
para-H3
+ peaks were measured for normal and highly en-
riched 99.99% para-H2 precursor gases. The purpose of
TABLE I. Excitation and rotational temperatures measured using normal- and para-H2. The “a” and “b”
designations identify temperatures measured in close succession. The absorbance values are given in
10−6 cm−1.
Feed gas
Absorbance
Temperature
K
R1,1u R1,0 R2,2 Tex Trot
1 normal-H2 0.35 0.84 ¯ 105 ¯
2 para-H2 0.41 ¯ 0.07 ¯ 62
3a normal-H2 1.32 2.83 ¯ 77 ¯
3b normal-H2 1.32 ¯ 0.43 ¯ 85
4 normal-H2 0.25 0.56 ¯ 86 ¯
5a normal-H2 0.98 2.1 ¯ 77 ¯
5b normal-H2 0.98 ¯ 0.28 ¯ 79
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these measurements was to quantitatively characterize the
dependence of the para-H3
+ fraction in the plasma on the para
enrichment of the precursor gas. The simple equation,
% para-H3
+
=
Npara
Npara + Northo
, 4
was used to derive the para-H3
+ percentage, where the N
values were calculated using the measured intensities of the
para- and ortho-H3
+ ground state transitions. To go from the
ground state intensities to the various N, it was assumed
that the rotational states within the para and ortho manifolds
were thermally populated. Boltzmann distributions were ap-
plied assuming Trot=8020 K based on the temperature
measurements described above. At 80 K, almost 25% of
para-H3
+ ions are in rotationally excited states, whereas only
4% of ortho-H3
+ are excited out of the ground state. The
derived para-H3
+ percentages are shown in Table II.
As expected, a discharge of normal-H2 25% para-H2
gave results consistent with “normal-H3
+
” 50% para. How-
ever, using a highly enriched sample of para-H2 in the dis-
charge resulted in a plasma with 78.52.2% para-H3+. Fig-
ure 1 depicts the changes in peak heights of R1,0 and
R1,1u as the enrichment of the para-H2 precursor gas was
increased from that of normal-H2 to 99.99%.
Measurements were also taken using dilutions of
para-H2 in a nonhydrogenic gas to reduce the number of
reactions between the para-H3
+ ions and H2. The rate of reac-
tion 2 for a given H3
+ ion goes as kH2, where k is the rate
constant and H2 is the number density of H2. If the overall
number of molecules in the expansion remains the same, but
H2 is reduced by dilution in an inert gas, then the number
of interactions between H3
+ and H2 will decrease. Thus, dilu-
tion will reduce the deleterious effect of the exchange reac-
tion 2e on the para-H3
+ enrichment of the plasma. As dis-
cussed earlier, the exchange is the primary mechanism by
which para-H3
+ is converted to ortho-H3
+ in para-enriched
plasmas.
The dilutions were carried out by premixing the desired
pressures of H2 and argon or neon in order to provide 2 atm
of backing pressure for the source. In all cases, the H3
+ signal
was substantially attenuated by one or two orders of mag-
nitude by the dilution, as can be seen in Fig. 1. Not surpris-
ingly, the results of the dilution experiments, graphically de-
picted in Fig. 2, show that the para-H3
+ fraction has a
dependence on the extent of the dilution. When the hydrogen
was diluted between 5% and 15% in argon, an unexpected
decrease in the fraction of para-H3
+ / total H3
+ in the
plasma was observed. The reason for this decrease is not
understood at present but could have an impact on Ar–H3
+
action spectroscopy schemes.23–25 Despite this, there was an
increase in the para-H3
+ fraction when H2 was diluted to
1% in argon.
The para-H3
+ fraction was also measured in a neon carrier
gas. The 10% dilutions in neon resulted in a signal similar to
that of the 15% dilution in argon; however, when an 1%
dilution was analyzed, the H3
+ signal was almost completely
quenched.
In conclusion, we have observed for the first time the
effects of the nuclear spin selection rules on the reaction
between H3
+ and H2 at low temperature and exploited them to
produce a source of rotationally cold and highly para-
enriched H3
+
. By diluting 99.99% para-H2 in argon to 1%
by pressure, we have achieved a further enrichment to 83.3%
para-H3
+
. We have also observed unexpected behavior in the
derived para-H3
+ fraction at intermediate argon dilutions,
which warrants further investigation, perhaps by simulta-
neous laser and mass spectroscopic measurements. Such a
source can be used for reaction dynamics experiments be-
TABLE II. The para-H3
+ fraction observed with two different para-H2 en-
richments, including argon dilution results for the higher enrichment. A
Boltzmann distribution for Trot=80 K has been applied.
Starting para-H2
% Percent H2a
para-H3
+b
%
25 100 49.12.4
99.99 100 78.52.2
15 78.01.8
5 70.92.2
0.8 83.31.8
aThe dilution was carried out using pressure PH2 / PH2 + PAr.bThe reported errors are calculated from the standard deviation 1 of mul-
tiple measurements at a particular point and a temperature uncertainty of
20 K.
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tween H2 and H3
+
, along with experiments that measure prop-
erties of para-H3
+ enriched plasmas at astrophysically rel-
evant temperatures.
We are presently in the process of extending these mea-
surements to a wider range of both temperature and para-H3
+
enrichment using a more reliable source based on a piezo
valve26 as well as a cryogenically cooled hollow cathode
discharge. These measurements should provide more insight
into the dynamics of reaction 2 and, in particular, into the
branching ratio of reactions 2i, 2h, and 2e, and will be
presented in a future publication.
We would like to thank Takeshi Oka for valuable discus-
sions on the dynamics of the hop and exchange reactions,
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this experiment. This research was funded by the National
Science Foundation AMO Physics under Grant No. PHY-08-
55633.
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We have performed measurements of the dissociative electron recombination (DR) of H+3 at the ion storage
ring TSR utilizing a supersonic expansion ion source. The ion source has been characterized by continuous
wave cavity ring-down spectroscopy. We present high-resolution DR rate coefficients for different nuclear spin
modifications of H+3 combined with precise fragment imaging studies of the internal excitation of the H+3 ions
inside the storage ring. The measurements resolve changes in the energy dependence between the ortho-H+3 and
para-H+3 rate coefficients at low center-of-mass collision energies. Analysis of the imaging data indicates that the
stored H+3 ions may have higher rotational temperatures than previously assumed, most likely due to collisional
heating during the extraction of the ions from the ion source. Simulations of the ion extraction shed light on
possible origins of the heating process and how to avoid it in future experiments.
DOI: 10.1103/PhysRevA.82.042715 PACS number(s): 34.80.Ht, 34.80.Lx, 33.20.Ea
I. INTRODUCTION
The dissociative electron recombination (DR) of H+3 has
received a good deal of attention in recent decades. As it
is acknowledged as one of the key reactions of interstellar
chemistry [1], many groups around the world have invested
considerable effort into the determination of the DR rate
coefficient at low temperatures. More than 30 experimental
studies of the DR of H+3 have been published. It is beyond
the scope of this article to list all the references; a review
can be found in [2]. In brief, early H+3 DR measurements
in the seventies resulted in rate coefficients on the order of
10−7 cm3 s−1. In the eighties there was a period of time when
the H+3 DR reaction was believed to be much slower, based on
flowing afterglow experiments giving upper limits for the rate
coefficient of 10−8 cm3 s−1 [3] and 10−11 cm3 s−1 [4]. These
conclusions were drawn in accordance with contemporary
theory [5], predicting a very small DR rate coefficient. A
few years later spectroscopic measurements carried out by
Amano [6] and the storage-ring measurements of Larsson
et al. [7] again supported a faster DR process.
The last decade has seen the storage-ring community
striving for better control of the internal temperature of the
H+3 ions. While it could be shown that the spontaneous
decay of vibrationally excited states is fast enough to yield
vibrationally cold ions within 2 s of storage [8], it was
also found that rotational relaxation proceeds much more
slowly [8,9]. In fact, the existence of metastable rotational
states of H+3 with lifetimes exceeding months [10] makes it
*hkreckel@illinois.edu
†Present address: Department of Chemistry, United States Air Force
Academy, CO 80840, USA.
impractical to rely on spontaneous decay alone. Therefore,
dedicated ion sources that precool the H+3 ions prior to injection
into the storage ring were employed. McCall et al. carried
out measurements at CRYRING using a supersonic expansion
source for rotational cooling [11,12]. Kreckel et al. developed
a cryogenic 22-pole ion trap to produce cold ions for DR
measurements at TSR [13,14]. Both measurements showed
excellent agreement. In the meantime the storage-ring rate
coefficient has become the accepted reference.
In order to understand the discrepancies between the
storage-ring results and afterglow measurements, detailed
studies of hydrogen plasmas have been conducted by Glosı´k
et al. [15,16]. They show that at the high pressures necessary
to establish a continuous gas flow in afterglow setups, ternary
collisions influence the outcome of the measurements. These
findings and appropriate corrections may finally remove the
disagreements between afterglow and storage-ring experi-
ments [16].
For H+3 , electron recombination can result in either two or
three neutral fragments,
H+3 + e− →
{
H(1s) + H(1s) + H(1s),
H2(X1+g ) + H(1s).
(1)
While the total rate coefficient is the primary goal of most
studies, the branching ratio between the two- and three-body
channels has also been determined experimentally [17], as well
as the vibrational excitation of the product H2 molecules in the
two-body case and the momentum sharing in the three-body
case [9].
On the theoretical frontier a lot of progress has been made
in the last decade. Early studies that predicted a very low
recombination rate were born in the spirit that a curve crossing
between the ionic state and a repulsive neutral state represents
1050-2947/2010/82(4)/042715(11) 042715-1 ©2010 The American Physical Society
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the only effective DR mechanism [5]. This notion has been
abandoned and the mechanism driving H+3 DR at low energies
has been identified [18]. Modern calculations agree well with
the storage-ring measurements on the absolute scale of the
rate coefficient, while distinct discrepancies still remain for
the exact shape of the cross section [19–21].
More recently, storage-ring measurements have been car-
ried out that manipulate the nuclear spin of H+3 . It has been
shown that at low electron energies the rate coefficient of
para-H+3 is faster than the one for ortho-H
+
3 [13,22] (from
here on we will denote ortho-H+3 and para-H
+
3 by o-H
+
3
and p-H+3 , and normal H2 and para-H2 by n-H2 and p-H2,
respectively). Kreckel et al. measured the difference of the
DR rate coefficient of H+3 created from n-H2 and p-H2,
respectively, using a cryogenic 22-pole trap as an ion injector
at TSR [13]. Tom et al. used a supersonic expansion ion source
that was characterized by cavity ring-down spectroscopy for
a DR experiment at CRYRING [22]. Both measurements
remain somewhat incomplete, however, since Kreckel et al.
did not determine the p-H+3 fraction, and since both studies are
impeded by low electron energy resolution.
In this work we present high-resolution DR measurements
with a spectroscopically characterized supersonic expansion
ion source using p-H2 and n-H2 as a precursor gas. Further-
more, we have carried out DR fragment imaging measurements
with this ion source in order to determine the rotational
temperature of the H+3 ions inside the storage ring.
The paper is organized as follows: the next section gives
a brief overview of the storage-ring technique and the
supersonic ion source. Section III describes the spectroscopic
characterization of the ion source. In Sec. IV the results of
the DR rate coefficient and fragment imaging measurements
are presented. Section V outlines a possible collisional heating
mechanism and in Sec. VI a summary is given and perspectives
for future experiments are described.
II. EXPERIMENT
A. Storage-ring technique
The DR measurements were carried out at the TSR
storage ring of the Max-Planck-Institut fu¨r Kernphysik in
Heidelberg, Germany [23]. The storage ring consists of an
octagon-shaped ion orbit surrounded by an ultra-high-vacuum
chamber of 55.4 m circumference with a base pressure of
∼10−11 mbar, providing a clean environment for electron
collision experiments. Dipole and quadrupole magnets direct
the ions on their revolving course inside the vacuum tube.
Two independent cold electron beam facilities are located
in two of the straight sections of the storage ring. Both of
them were used for the present work. The first one (the
electron cooler) is equipped with a thermal cathode limiting the
transverse electron temperature to ∼12.5 meV. In the second
one (the electron target [24]) the electrons are extracted from
a photocathode [25], thus allowing for much lower electron
temperatures. In the present study the parallel and transverse
electron temperatures were kT|| ∼ 40 µeV and kT⊥ ∼ 1 meV,
respectively.
A strong pilot H+3 ion beam was produced from a Pen-
ning ion source in order to facilitate the initial setting of
the storage-ring magnets. The ions were accelerated to an
energy of Ebeam ∼ 4.08 MeV by a radiofrequency quadrupole
accelerator (RFQ) followed by an RF linear accelerator and
injected into the storage ring. Once all the settings had been
optimized, the ion source port was switched to the supersonic
expansion source which emitted one ion pulse per injection.
The electron densities in the cooler and target were set
to 1.4 × 107 cm−3 and 1.34 × 106 cm−3, respectively. The
overlap length of the electrons with the ion beam in the electron
cooler amounts to ∼1.5 m while the electron target length
is ∼1.1 m. This exposes the ions to electron cooling for an
effective fraction of ηc ∼ 2.7% of the 55.4 m storage-ring
circumference in the electron cooler, and ηt ∼ 2.0% in the
electron target. The voltage required to match the velocity of
the electron target beam to the ion beam (cooling voltage) was
Vcool = 740.9 V.
After injection into the storage ring the ions are merged
with the velocity-matched electron beams of both the electron
cooler and the electron target for a 2 s-long precooling period.
In this phase the translational temperature of the ions is reduced
dramatically in interactions with the mono-energetic electrons
and the diameter of the stored ion beam shrinks to ∼1 mm.
After precooling, the energy of the electron target beam is
scanned over the desired collision energy range while the
electron cooler stays at the initial cooling energy. During
the measurements the electron target energy is “wobbled”
repeatedly in cycles consisting of three steps with lengths of
40, 40, and 80 ms, respectively. For the first step—the so-called
cooling step—the beam is set to the nominal cooling energy
in order to avoid beam dragging effects. The second step is
the measurement step. Here the energy is changed for each
injection, according to the desired scanning region. The final
step is called the reference step. This step is included as a
cross-check and for normalization. The energy in this step is
set to a value where the spectrum is believed to be independent
of the internal energy of the ions and where the cross section
exhibits no sharp features. For the present experiment the
reference energy was held at a center-of-mass collision energy
of 11.5 eV for all runs, corresponding to the maximum of the
broad direct DR peak at higher energies. Between each of the
wobble steps a 5-ms delay is enforced before the data taking
commences in order to make sure that the power supplies have
reached their designated values. The ion beam is kept inside
the storage ring for a total of ∼10 s before it is removed by
kicker magnets and the next ion pulse is injected.
1. Rate coefficient measurements
For rate coefficient measurements the neutral fragments
resulting from the recombination process are counted by a
Si surface barrier detector located ∼12 m downstream of the
electron target. The detector has an area of 10 × 10 cm2 and the
beam energy was chosen such that all neutral particles resulting
from DR hit the detector, even for the most extreme momentum
sharing possible. Neutral events for which an energy equivalent
to three atomic mass units is deposited in the detector are
counted as DR events. The measured rate RDR is proportional
to the DR rate coefficient α, the electron density ne, and the
number of ions in the interaction region Ni ,
RDR ∝ αneNi. (2)
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Test measurements without the electron beam show that the
number of mass 3 events produced by dissociative charge
transfer in collisions with residual gas atoms and molecules
is negligible. On the other hand, interactions with residual
gas do lead to collision-induced dissociation (CID) of H+3 ,
resulting in either neutral H or H2 fragments and events with
correspondingly lower energies deposited in the detector. The
rate of these events RCID is proportional to the ion current
and the residual gas pressure. We use the CID rate during the
cooling step as a measure of the ion current to normalize the
energy bins within one run of data taking (typically 1–2h).
The proportionality between the CID rate and the ion current
is warranted, as long as the residual gas pressure does not
change significantly. The pressure at various locations in
the storage ring is monitored and recorded continuously for
verification.
In order to average the data from separate runs taken at
different times we cannot rely on constant pressure, however.
Therefore, the DR rate at the reference energy step of 11.5 eV
is used to normalize and co-add the data from individual runs.
Substituting the number of ions Ni by RCID we can express the
relative DR rate coefficient as a function of the electron-ion
center-of-mass collision energy by
αrel(Ec.m.) = RDR(Ec.m.)
ne(Ec.m.)RCID(Ebeam)
. (3)
The electron density ne(Ec.m.) can be derived from the electron
beam current measured in the electron target. To normalize
the rate coefficient measurement on an absolute scale we have
calibrated the absolute rate coefficient for velocity-matched
ion and electron target beams (corresponding to Ec.m. ∼ 0).
These results will be presented in Sec. IV B.
2. Imaging measurements
We have performed two-dimensional (2D) DR fragment
imaging studies to determine the internal energy of the stored
H+3 ions. A microchannel plate (MCP) detector is used in
combination with a phosphor screen and a CCD camera to
measure the relative distance of particle impacts. The imaging
detector is located in the straight section downstream of the
electron target at a distance of 12.24 m from the center of
the target. Only the three-body decay of H+3 was considered
here, as the outgoing ground-state H atoms in this case have no
internal excitation, which greatly simplifies the analysis. For
H+3 in the rovibrational ground state ∼4.8 eV of kinetic energy
are released in the three-body DR process. This kinetic energy
release is transformed into particle distances of millimeters
to centimeters at the end of the ∼12 m flight path to the
detector. We record the two-dimensional impact distances at
the detector for one DR event at a time. By comparing the
measured distance distribution with simulated distributions
assuming different degrees of rotational excitation, we can
infer the average rotational energy stored in the H+3 molecules
prior to the DR process. The DR fragment imaging method
has been used extensively in the past [9,26–28], however,
recently we tried to extend the technique to lower rotational
temperatures (see, e.g. [29]). For H+3 this ultimately leads to
a situation where the temperature derivation is limited by the
skimmer dischargeelectrode 
pinhole
plunger
piezo actuator
locking nut
6 cm
high pressure
H2 reservoir
low pressure
FIG. 1. Schematic of the supersonic expansion ion source. For
the spectroscopy measurements, the laser beam crossed between the
nozzle and the skimmer, at a distance of ∼1 cm upstream of the
skimmer.
uncertainty in the H+3 binding energy. A detailed description
of the temperature analysis can be found in Sec. IV A.
For the imaging measurements, the electron beam of the
target remained velocity matched with the ion beam during
the entire storage time. The effect of the electron beam of
the cooler on the internal temperature of the H+3 ions was
investigated through measurements with the cooler turned on
and with the cooler turned off.
B. Supersonic expansion source and spectroscopy setup
Schematics of the supersonic expansion source are given in
Fig. 1. A piezoelectric actuator valve is used to produce short
gas pulses from a high-pressure reservoir into a low-pressure
vacuum chamber. The valve design follows the description
given by Proch and Trickl [30]. We have added a stainless steel
ring in front of the nozzle that serves as a discharge electrode.
The piezo is activated by 300 µs-long pulses of −400 V. By
applying a potential of −900 V a discharge is initiated between
the electrode and the nozzle. The discharge pulse has a length
of 1 ms. The gas pulse is delayed with respect to the discharge
pulse by 200 µs, hence the gas pulse is embedded in the
discharge pulse. Spectroscopic measurements of the rotational
temperature of H+3 with this source showed no difference for
variations of the length and delay of the gas pulse or the order
with which the pulses are applied. For the TSR measurements
we used backing pressures of 2 bar and either pure n-H2 or
mixtures of argon with n-H2 and p-H2, respectively.
The ion source was characterized spectroscopically at the
University of Illinois. For this purpose it was connected to a
vacuum chamber evacuated to a base pressure of 10 mtorr by a
Leybold WS-2001 roots blower backed by a rotary vane pump.
The spectroscopy setup is similar to the one described in [31].
It consists of a continuous wave difference frequency laser
(DFG) and a continuous wave cavity ring-down spectrometer.
We use the DFG laser to produce tunable infrared light
(2.2–4.8 µm) at the wavelength difference between two pump
laser beams. We split the output of a Nd:YVO4 laser at 532 nm
(Coherent Verdi V-10) into two beams. The first beam is
used to pump a continuous wave dye laser (Coherent 899-29)
042715-3
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using Rhodamine 640 to produce laser light at ∼622 nm.
The second beam from the Nd:YVO4 laser is passed through
an acousto-optic modulator (AOM) and the first-order output
is superimposed with the dye laser beam in a MgO-doped
periodically poled LiNbO3 crystal. For the present work the
difference frequency generation resulted in ∼500 µW of light
around ∼ 3.67 µm. The wavelength of the DFG light is tuned
by tuning the dye laser frequency.
The heart of the cavity ring-down spectrometer is a high-
finesse cavity that is made from two high-reflectivity mirrors
(∼99.98%) which are attached directly to the vacuum chamber.
The DFG light is coupled into the cavity through the backside
of one of the mirrors. A piezoelectric transducer dithers
the mirror, effectively altering the cavity length. When the
resonance frequency of the cavity and the DFG laser frequency
coincide, power builds up inside the cavity. The light leaking
out of the backside of the second mirror is recorded by a
liquid-nitrogen cooled InSb detector. Once the observed power
level exceeds an adjustable threshold, the AOM is switched off
and the light intensity ring-down in the cavity is recorded by
a high-speed digitizer. Typical ring-down time constants were
on the order of 10 µs.
The ion source was mounted such that the laser cavity
probed the ions at a distance around 1 cm upstream of the
skimmer. Moving the ion source up or down by several
millimeters did not result in a change of the measured
temperatures.
To combine a pulsed ion source with a continuous wave
cavity ring-down setup, it is necessary to synchronize the
source pulses with respect to the ring-down occurences.
We used a ring-down prediction scheme similar to the one
described in [32]. In addition, we implemented a hardware
signal derived from the actual discharge current that allows
us to distinguish unambiguously between events where the
ring-down occurred during a source pulse and ring-downs
without ion sample present.
III. SPECTROSCOPIC CHARACTERIZATION
OF THE SUPERSONIC ION SOURCE
To characterize the rotational temperature and nuclear
spin distribution of the H+3 ions produced by the supersonic
expansion source, we have measured transitions starting
from the five lowest-lying rotational levels to the bending
mode fundamental band (v1,vl2) = (0,11). Figure 2 shows the
observed transitions and the corresponding energy levels. A
review on H+3 spectroscopy and notation can be found in [33].
Figure 3 shows a Boltzmann plot for all five transitions
measured with a gas mixture of 1:5 n-H2:Ar at 2 bar. The
plot shows that the rotational levels can be fitted very well
with a thermal distribution at a temperature of (180 ± 10) K.
The level populations observed in pure n-H2 (no argon
admixture) are equally well fit with a thermal distribution,
however, they result in a significantly lower temperature
of (120 ± 10) K. Although the addition of argon increases
the rotational temperature observed at the ion source, the
argon-diluted gas mixtures were used for the storage-ring
measurements in order to determine the difference in the rate
coefficient between o-H+3 and p-H
+
3 . As the para-hydrogen
generator that was used for the DR measurements was not
H+3 H
+
3 H
+
3
R(1,1)u R(2,1)u lR(2,2) R(3,3) l
87.0
0.0
64.1
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(3,2)l
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(2,1)
(1,1)(J=1,G=0)
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FIG. 2. Diagram of the H+3 levels and transitions that were probed
for the characterization of the supersonic expansion source. The
numbers in parentheses denote the level and transitions labels. The
small numeric labels at the left-hand side of the individual levels give
the level energy with respect to the symmetry-forbidden rotational
ground state (J = 0, G = 0) of H+3 (plotted as a dotted line). Likewise
the transition frequencies are given below the transition labels. All
energies and frequencies are in cm−1.
able to provide high enough p-H2 pressure for pure hydrogen
expansions, the gas had to be diluted with argon.
Figure 4 compares the (1,0), (1,1)u, and (2,2)l lines
observed in 1:5 n-H2:Ar and 1:5 p-H2:Ar mixtures. Since
comparative measurements using n-H2:Ar and p-H2:Ar mix-
tures were rather time-consuming, routinely only three lines
were measured. Special care was taken to ensure that the
spectra were taken under the same source conditions, with the
only change being the nuclear spin mixtures of the precursor
gas. The p-H2 used for the spectroscopy measurements
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FIG. 3. Boltzmann plot derived from transitions starting at the
five lowest-lying rotational levels of H+3 observed with the supersonic
expansion source at a backing pressure of 2 bar. The gas mixture
was 1:5 n-H2:Ar. The fit results in a temperature of (180 ± 10) K.
The transition intensities have been divided by the transition dipole
moment µ2 as given in [35] and by the multiplicity of the lower
level gl .
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FIG. 4. Comparison of transitions starting from the three lowest
rotational levels of H+3 measured in the supersonic expansion source
with a 1:5 n-H2:Ar gas mixture (black dots) and a 1:5 p-H2:Ar
gas mixture (gray squares). Calculating the rotational temperature
from the two para-lines [R(1,1)u and R(2,2)l] results in rotational
temperatures of (204 ± 30) K for the n-H2 mixture and (200 ± 30) K
for the p-H2 mixture. The p-H+3 fraction is (47.9 ± 2)% for the n-H2
mixture and (70.8 ± 2)% for the p-H2 mixture.
was produced by a dedicated para-hydrogen converter [34]
that was calibrated by nuclear magnetic resonance (NMR)
measurements. The p-H2 had a purity of >99%. The relative
line strengths of the two para-lines (1,1)u and (2,2)l indicates a
rotational temperature of (205 ± 30) K in the n-H2:Ar mixture
and (201 ± 30) K in the p-H2:Ar mixture, respectively. These
temperatures are slightly higher than those derived from the
fit of the Boltzmann plot, but both methods agree within
the uncertainties. Comparison to the intensity of the (1,0)
ortho-line allows us to calculate the p-H+3 fraction which is
(47.9 ± 2)% for the n-H2:Ar mixture and (70.8 ± 2)% for the
p-H2:Ar mixture, respectively.
It has been shown that vibrational excitations of H+3 decay
within 2 s of storage [8] and will therefore not survive the
precooling phase in storage-ring experiments. On the other
hand, the decay of these states could repopulate rotational
excitations in steps of J = ±1 and thus alter the observed
temperatures in the first seconds of storage. In order to
constrain the vibrational excitation produced by the ion
source, we have carried out a search for the R(1,1) 022 ←
011 transition which has a transition dipole moment that
is comparable to the fundamental band. We tried to find
the R(1,1) 022 ← 011 line in both pure p-H2 gas and in a
1:5 p-H2:Ar mixture, with no success. From the nondetection
of this line we establish an upper limit for the fraction
of vibrationally excited H+3 ions of <2% in the case of
pure hydrogen precursor gas—assuming that the rotational
excitation would be thermalized in the vibrationally excited
levels. The absence of vibrationally excited states seems
surprising at first glance, since vibrational excitations typically
are cooled much less efficiently by inelastic collisions in
supersonic expansion sources, compared to translational and
rotational degrees of freedom. The case of H+3 may be special,
however, since here every collision with a neutral H2 molecule
must be regarded as a chemical reaction, which can lead to
proton-hop reactions or even total scrambling of the nuclei. As
the H+3 molecules undergo many collisions with H2 during the
expansion process, the outcome of this chemical reaction may
dominate the excitation pattern rather than inelastic collisions
or the vibrational level spacing.
IV. STORAGE-RING RESULTS
A. H+3 rotational energy by DR fragment imaging
We have used the kinetic energy release (KER) that is
set free in the three-body DR channel to infer the internal
excitation of the stored H+3 ions inside the storage ring. The
amount of energy released for ground-state H+3 molecules
at zero center-of-mass collision energy can be derived by
consideration of the sequence,
H+3 + e
−Eb(H+3 )−−−→ H2 + H+ + e,
H2 + H+ + e −Eb(H2)−−−→ H + H + H+ + e,
H + H + H+ + e +Ip(H)−−−→ H + H + H,
(4)
where Eb(H+3 ) denotes the binding energy of H+3 , Eb(H2)
the binding energy of the hydrogen molecule, and Ip(H) the
ionization potential of the hydrogen atom. The expected KER
for ground-state H+3 thus can be calculated as
EKER = Ip(H) − Eb(H2) − Eb(H+3 ). (5)
The hydrogen ionization potential Ip(H) = 13.5984 eV
[36] and the H2 binding energy Eb(H2) = 4.4781 eV [37]
have been determined with high precision, while the binding
energy of H+3 is not known as precisely as the other parameters.
The experiment of Cosby and Helm [38] resulted in a
binding energy of (4.373 ± 0.021) eV. Increasingly accurate
theoretical calculations, however, disagree with this value
and converge at 4.3300 eV (see, e.g. [39] for an overview).
Furthermore, more recent photodissociation data [40] indicate
a somewhat lower value of 4.337 eV for the H+3 binding
energy [41], closer to the theoretical results. Based on the
accuracy that calculations of the H+3 potential surface have
reached and the agreement among the published values, we
use the theoretical value as our reference. The expected kinetic
energy release for three-body DR from the (J = 1, G = 1)
ground state is EKER = 4.7903 eV.
For the temperature analysis we use the sum of the trans-
verse interparticle distances R2 = R21 + R22 + R23 measured
by the imaging detector. As the relative distances Ri are
proportional to the relative transverse velocities v⊥i , R2 is
proportional to the total transverse kinetic energy releaseE⊥KER,
E⊥KER =
1
3 s2
EbeamR
2, (6)
with s being the flight distance to the detector. To infer
the amount of excess energy, we compare the measured
distributions of E⊥KER to a Monte Carlo simulation of the
dissociation process assuming various degrees of internal
excitation. In order to simulate the expected distances at the
detector precisely, the ion beam energy has to be known to
better than 0.5%. Since electron cooling leads to a near-perfect
match between the velocities of the electron and ion beams, we
use the well-defined velocity of the electrons in the electron
target to obtain the energy of the ion beam in the laboratory
frame, which results in Ebeam = (4.0784 ± 0.0017) MeV.
The simulation includes the effective target overlap length
and the dissociation anisotropy as determined in previous
measurements [42]. We assume Boltzmann distributions for
the rotational excitations in the simulation, which allows us
042715-5
112
HOLGER KRECKEL et al. PHYSICAL REVIEW A 82, 042715 (2010)
 (eV)KERE
0 1 2 3 4 5 6
N
or
m
al
iz
ed
 in
te
ns
ity
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
(a)piezo source, cooler offpiezo source, cooler on
22-pole trap, cooler off
simulation 0K
 (eV)KERE
4 4.5 5 5.5 6
N
or
m
al
iz
ed
 in
te
ns
ity
-210
-110
(b)
0, 400, 800, 1200, 1600 K
simulation:
 
FIG. 5. (Color online) Transverse kinetic energy release distributions resulting from DR fragment imaging measurements. In (a) the
measured distributions taken with the piezo expansion source and the electron cooler off are shown as black dots. The supersonic expansion
data measured with the electron cooler on are plotted as red squares. Also shown are the results obtained with a cryogenic 22-pole ion injector
(green triangles) taken with the electron cooler off. The dashed line represents the simulated distribution for 0 K rotational temperature. In (b)
the higher energy region of the same experimental distributions is plotted on a logarithmic scale. Here, the dashed lines represent simulations
with (from left to right) 0 K, 400 K, 800 K, 1200 K, and 1600 K rotational temperature. For the data plotted here 1:5 p-H2:Ar was used as a
precursor gas for the supersonic expansion source and pure p-H2 for the 22-pole injector.
to assign a temperature to each individual simulation run.
This choice is motivated by simplicity rather than an exact
knowledge of the underlying populations. Furthermore, in
the simulation we also assume that the DR rate coefficient
is independent of the rotational state.
Figure 5 shows the measured kinetic energy release derived
from the 2D particle distance distributions. Here, we plot
experimental data for the present work and, for comparison, a
TSR measurement performed with the cryogenic 22-pole ion
trap in 2007 for which preliminary results were given in [42,43]
and whose full analysis has recently been completed [44].
Also plotted are a series of simulated distributions assuming
different rotational temperatures. All experimental data plotted
in Fig. 5 were obtained using p-H2 (1:5 p-H2:Ar in the case
of the expansion source) as a precursor gas. The transverse
kinetic energy distributions measured using n-H2 did not show
a significant difference in temperatures.
Regarding Figs. 5(a) and 5(b), it is important to note that a
visual comparison between experiment and theory becomes
most meaningful when it is not done at the tails of the
distributions where the statistics are poor. The statistically
significant portion of the distribution lies at transverse kinetic
energies of <5.2 eV. The fact that the extreme tails of the
distributions seem to indicate higher rotational temperatures
implies that the population of rotational states is probably not
thermal.
We have derived temperature estimates for the respective
experimental data sets by minimizing the χ2 between the
experimental and the simulated distributions using the rota-
tional temperature in the simulation as a free parameter. With
this method the supersonic expansion data (with the electron
beam in the electron cooler being switched off) are best
approximated by a simulation with (950 ± 100) K rotational
temperature. The quoted uncertainty estimate corresponds to
a 90% confidence level for the fit. When the high-density
beam of the electron cooler is used in combination with
the electron target, the internal temperature of the H+3 ions
drops significantly to (450 ± 100) K. This electron-induced
rotational cooling effect can be seen as a consequence of
the tenfold higher electron density present in the electron
cooler than in the electron target. The effect has been observed
previously for the dissociative recombination of D2H+ [45]
and can be either assigned to collisional cooling by superelastic
electron collisions or to selective depletion of highly excited
states in collisions with electrons. It has also been observed for
HD+ ions [29] where it could be clearly assigned to collisional
cooling by superelastic electron collisions.
While the 22-pole measurement appears colder than the
supersonic expansion data [Fig. 5(b)], it is difficult to get a
temperature estimate as there is no significant difference in the
χ2 for simulations with rotational temperatures <300 K [44].
For this measurement the electron cooler beam was switched
off after 0.5 s of storage while the electron beam of the electron
target interacted with the ions over the whole storage time
period.
It should be noted that the imaging results shown here are
pushing the technique to its limits. The quoted uncertainties
are purely statistical in nature and independent of the approxi-
mations that have to be made for the simulation. Furthermore,
systematic uncertainties have to be taken into account. For
example, a change in the H+3 binding energy by 20 meV
induces a shift in the simulated curves corresponding to a
temperature of ∼100 K. An even larger uncertainty is imposed
by the determination of the actual overlap length of the electron
and ion beams inside the electron target. The uncertainty range
of this parameter translates into an uncertainty of ∼130 K for
the rotational temperature; the length used in the analysis was
set as to rather overestimate the derived temperatures within
this uncertainty.
The supersonic expansion data reveal a large discrepancy
between the spectroscopically determined temperature at the
ion source (∼200 K) and the rotational temperature of the
stored ions without electron cooling (∼950 K). This difference
is indicative of a heating process occurring between ion
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production and injection into the storage ring. This heating
process is currently not fully understood; however, a possible
explanation is given in Sec. V.
For the 22-pole trap measurements the ions were buffer-
gas cooled to a nominal temperature of 13 K prior to
injection [13,42]. The combined statistical and systematic
uncertainties of the imaging method do not permit a definitive
statement whether this temperature is maintained throughout
acceleration and storage. The deviation of the experimental
data from the zero rotational temperature curve at the upper
end point of the distribution may also be indicative of a
heating process, yielding a small nonthermal population in
high-J levels. The above analysis of the 22-pole data applies
only for the imaging results which are presented here for
comparison of the initial temperatures of the ion sources. Rate
coefficient measurements with the 22-pole trap were usually
carried out using both electron beams; a discussion of the
resulting temperatures and detailed rate coefficient studies will
be presented elsewhere [44].
B. Absolute DR rate coefficient measurement
Absolute measurements of the H+3 DR rate coefficient
were carried out in the CRYRING experiment in 2002 [11].
Subsequent studies at TSR [13] were normalized to these
measurements at the high-energy direct DR peak. Recent
studies at CRYRING, however, had to be scaled by a
factor of 0.65 to be brought into agreement with the 2002
data [22]. To calibrate the absolute scale of the rate coefficient
independently, we have analyzed lifetime measurements of
the stored ion beam with and without the electron target
beam (a similar method has been used in [46]). Figure 6
shows a plot of the intensity of the stored H+3 beam as a
function of the storage time, as measured with a scintillation
detector situated in the dipole magnet chamber downstream
of the electron target. The events recorded in this detector
correspond to charged particles resulting from interactions
of the H+3 beam with the residual gas. For the measurement
shown in Fig. 6 the electron target beam was set to the nominal
cooling energy (Ec.m. ∼ 0) initially and after 12 s of storage it
was switched off. The electron cooler beam remained off for
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FIG. 6. Plot of the intensity of the H+3 ion beam as a function of
the storage time. For the first 12 s of storage the electron target beam
is switched on and set to the nominal cooling energy. At a storage
time of T = 12 s the electron beam is switched off.
the entire lifetime measurement. The decay curve at storage
times T > 12 s is fitted by an exponential decay with a decay
constant τoff = 4.40 s. We attribute this decay to an effective
loss rate inflicted by residual gas and described by
Rreseff =
1
τoff
. (7)
At storage times smaller than 12 s, the decay is due to both
residual gas and electron interactions in the electron target.
It can be fitted by an exponential decay with τon = 3.73 s.
Assuming that the dominating loss process induced by the
electron target beam is DR, we can write
Rreseff + RDR =
1
τon
. (8)
Substituting Eq. (7) in Eq. (8) and solving for RDR yields
RDR = 1
τon
− 1
τoff
, (9)
which can be converted into the DR rate coefficient by
αDR = 1
neηt
(
1
τon
− 1
τoff
)
, (10)
where ne denotes the electron density in the target overlap
region and ηt the ratio of the effective electron target length and
the storage-ring circumference. With ne = 1.34 × 106 cm−3
and ηt = 0.0199 we calculate an H+3 DR rate coefficient of
αDR = 1.53 × 10−6 cm3 s−1 at cooling energy. Note that this
value is used to calibrate the measured rate coefficient before
corrections for the toroidal regions of the electron target are
applied. The toroid correction procedure [47] then accounts
for the effective target length much more precisely and makes
the final result almost independent of the exact value of ηt . We
estimate an uncertainty of 30% for the calibration method of
the absolute scale described above.
Figure 7 shows a comparison of the rate coefficient from
the present work (1:5 n-H2:Ar mixture) normalized to the
lifetime measurement, and the 2002 CRYRING data. For the
present work the electron cooler was switched on during
the measurement and set to zero center-of-mass collision
energy, while the electron target energy was scanned as
described in Sec. II A 1. The comparison shows that the rate
coefficient measured with the piezo expansion source and
n-H2:Ar is practically identical on an absolute scale with
the rate coefficient measured at CRYRING with n-H2 and
a similar type of ion source. The fact that the rate coefficient
can be reproduced in such detail at a different storage ring with
different beam energies and measurement schemes confirms
the stability and reproducibility of the storage-ring technique.
C. Dependence of the DR rate coefficient on the nuclear spin
To examine the dependence of the DR rate coefficient on the
nuclear spin of H+3 , we carried out measurements utilizing the
supersonic expansion source with n-H2:Ar and p-H2:Ar gas
mixtures, respectively. At center-of-mass collision energies
>0.3 eV the measured rate showed no dependence on the
nuclear spin of the precursor gas, in agreement with previous
experiments [13,22]. In the following, we focus on the low
energy region.
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FIG. 7. DR rate coefficient as a function of the center-of-mass
collision energy Ec.m.. The black squares depict the results of
the present measurement obtained using the supersonic expansion
source with a 1:5 n-H2:Ar gas mixture. The data are independently
normalized to the absolute rate measurement described in Sec. IV B.
The gray dots represent the 2002 CRYRING measurement [11].
Figure 8(a) shows a comparison of the rate coefficient
at low energies obtained with 1:5 n-H2:Ar and 1:5 p-H2:Ar
mixtures, respectively. The rate coefficient has been multiplied
by
√
Ec.m. in all cases to eliminate the inherent 1/v dependence
for clarity of presentation. The data obtained using p-H2 show a
slightly higher rate coefficient at low collision energies. While
this general trend is consistent with previous measurements,
we observe structural details in the rate coefficients that
were not visible in either of the previous studies. The higher
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FIG. 8. (Color online) Comparison of the DR rate coefficient
for different nuclear spin modifications of H+3 . The upper panel (a)
shows the results obtained with the supersonic expansion source and
1:5 n-H2:Ar (blue circles) and 1:5 p-H2:Ar (red squares) mixtures.
The lower panel (b) shows the extrapolated results for “pure” p-H+3
(red squares) and “pure” o-H+3 (blue circles). For the extrapolation we
assume a p-H+3 fraction of (47.9 ± 2)% for n-H2:Ar and (70.8 ± 2)%
for p-H2:Ar (see discussion in the text). The error bands in the lower
panel represent the effect of the 2% uncertainty in the spectroscopic
determination of the p-H+3 fractions.
transverse electron temperature of ∼4 meV in the experiment
of Kreckel et al. [13] and ∼2 meV for Tom et al. [22], as
compared to ∼1 meV for the present work, might be partly
responsible for the absence of structure in those measurements.
On the other hand, the 2002 CRYRING measurements [11] that
were performed with the same ∼2 meV transverse electron
temperature as those of Tom et al. display distinctly more
structure at low energy. Tom et al. suggest that the presence of
excited rotational states, perhaps due to residual gas collisions
in CRYRING, might have smoothed out the rate coefficient
curve [22].
Figure 8(b) shows the rate coefficients of o-H+3 and p-H+3
extrapolated from the present measurements using n-H2:Ar
and p-H2:Ar mixtures. For the extrapolation we assumed that
the n-H2:Ar mixture results in a p-H+3 fraction of 47.9% and
the p-H2:Ar mixture results in a p-H+3 fraction of 70.8%, as
inferred from the cavity ring-down spectra. This procedure
can be questioned, since the rotational temperature derived
from DR fragment imaging is much higher than the rotational
temperature of the ion source in the spectroscopic measure-
ments. Hence, a heating process must exist that changes the
rotational level populations. It is not clear whether this process
will also influence the p-H+3 fraction, but since the initial
200 K temperature of the ion source is not too far from room
temperature, here we assume that the measured nuclear spin
distribution is a result of the high-temperature equilibrium as
established in H+3 -H2 collisions and that further collisions with
the same buffer gas at higher collision energies will not alter
the p-H+3 fraction.
It should be mentioned, however, that experiments with
isotopically substituted species suggest that H+3 + H2 colli-
sions at increased temperatures [48] proceed predominantly
via the proton-hop channel. As the proton-hop reaction favors
para-enrichment of H+3 in p-H2 gas (see [49,50] for nuclear
spin selection rules in H+3 + H2 collisions), this could lead to
an increase of the p-H+3 fractions when the ions are extracted
through p-H2 gas in the present case. Effectively, this would
lead us to overestimate the differences between the o-H+3 and
p-H+3 rate coefficients extrapolated for Fig. 8(b).
With that being said, the comparison in Fig. 8(b) shows
differences between the rate coefficients for o-H+3 and p-H
+
3
at narrow structures in their energy dependence. At energies
between 10−3 eV and 5×10−3 eV the p-H+3 rate coefficient
is higher than the o-H+3 rate coefficient by roughly a factor
of two. Below 10−3 eV the results must be considered
less informative as the transverse electron temperature will
dominate the measured rates. Above 10−2 eV there are distinct
regions where the rate coefficients for the two nuclear spin
modifications exhibit counterpropagating trends, resulting in
rather large differences in the rate coefficients. Most notably is
the region around 2.5×10−2 eV where the o-H+3 rate coefficient
almost tends toward zero. Comparison to theory will reveal
whether these energies can be matched with resonances in the
DR cross section.
V. ION EXTRACTION
The fragment imaging results confront us with the fact that
the rotational temperatures of the stored H+3 ions are much
higher than the spectroscopically measured temperatures. On
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FIG. 9. (Color online) SIMION simulation of the extraction region
for the supersonic ion source. The equipotential lines show the voltage
difference with respect to the nozzle unit (in volt).
the other hand, the temperature of the stored ions does depend
on the ion source that is used, which signifies that we are not
dealing with a universal heating process inside the storage ring.
Therefore, the acceleration process that takes place between
the ion formation in the ion source and the DR measurements
is the primary suspect for inducing rotational heating.
We have simulated the electric fields in the acceleration
region for the supersonic expansion ion source with the
SIMION 3D program suite [51,52]. Prior to injection into the
accelerator of the TSR facility, the ions are extracted from
the source and preaccelerated to 12 keV in two steps of 6 kV.
Figure 9 shows the equipotential lines for the first extraction
stage. It can be seen that besides the intended potential drop
between the skimmer and the extraction electrode, the field
lines also penetrate slightly into the region between skimmer
and nozzle where the pressure is still high. Potentials up to 3 eV
are reached in this region, possibly disturbing the expansion
process.
Figure 10 shows various parameters in the region down-
stream of the nozzle for a pure hydrogen expansion. The
upper panel shows the H2 number density n(H2) on the axis
going through the midpoint of the nozzle and the center
of the skimmer. The number density was estimated using
a simple 1/r2 scaling law [53]. The middle panel shows
the electric field strength and the lower panel the estimated
mean free path d of the H+3 ions. The mean free path
is calculated using the following assumptions: (i) the rate
coefficient for H+3 + H2 collisions is constant with a value
αcol = 1.3 × 10−9 cm3 s−1 [54]; (ii) the energy and thus the
velocity v(H+3 ) of the H+3 ions is determined by the electrostatic
potential alone. With these assumptions the energy-dependent
collision cross section can be approximated by
σcol = αcol
v(H+3 )
, (11)
and the mean free path is given by
d = 1
σn(H2)
. (12)
The plots show that the ions are likely to undergo many
collisions while being accelerated away from the nozzle. The
skimmer extends from distances of ∼3.7 cm to ∼5.7 cm after
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FIG. 10. Plots of the density (a), electric field strength (b), and
the estimated mean free path (c) in the extraction region of the
supersonic expansion source for pure H2 gas. Details on the mean
free path approximation are given in the text. The dashed lines mark
the beginning and the end of the skimmer.
the nozzle. The mean free path in this region ranges from
10−3 cm to 1 cm, while electric field strengths are on the order
of 0.1 V/cm. This indicates that the ions undergo many colli-
sions while being accelerated through the gas before they reach
the skimmer. After the skimmer the mean free path increases
but the ions are still likely to interact with the expanding gas. It
is possible that these nonthermal collisions are responsible for
the elevated temperatures observed in the DR measurements.
In order to avoid collisions during the ion extraction a
longer undisturbed flight path before acceleration would be
required.
VI. SUMMARY AND PERSPECTIVES
We have performed high-resolution measurements of the
dissociative recombination of H+3 utilizing a spectroscopically
calibrated supersonic expansion source. The line intensities
obtained by cavity ring-down spectroscopy at the ion source
indicate a rotational temperature of ∼200 K with 1:5 H2:Ar
gas mixtures. A comparison of the rate coefficient obtained
using n-H2 to a previous DR experiment with a similar type of
ion source at CRYRING [11] shows a very strong agreement.
Measurements with n-H2 and p-H2 precursor gas show
detailed differences in the rate coefficients for o-H+3 and p-H
+
3
at low energies.
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While the spectroscopic measurements with the piezo ion
source result in rotational temperatures on the order of 200 K,
fragment imaging of the stored ions inside the storage ring
reveal temperatures around ∼950 K and ∼450 K, respectively,
where the lower value is reached during the interaction with
cold electrons at the elevated density of the electron cooler.
The large discrepancy between the spectroscopy results and
the fragment imaging data is indicative of a heating process
between ion production and electron recombination.
The apparent difference in temperature between the
22-pole trap ion source and the supersonic expansion seen
in the fragment imaging data suggests that the heating is
not a universal property of storage-ring measurements but
is more likely to occur during the ion extraction. For future
measurements a careful analysis of the electric fields and
pressure profile in the ion extraction section is called for.
Previous and present comparisons between different stor-
age rings exhibit a remarkable degree of reproducibilty for
H+3 as well as for other molecular ions (see, e.g. [55]).
The H+3 DR rate coefficient has been measured at heavy-
ion storage rings with a multitude of different ion sources,
ranging in temperature between 10 and 4000 K; still the
rate coefficient never changed by more than 40%. The work
presented here shows, however, that in order to reliably
determine the rotational temperature of the stored ions, it
has to be measured in situ, inside the storage ring. The
fact that previous measurements with supersonic ion sources
were done with similar ion extraction geometries and that the
rate coefficient obtained in these measurements agrees with
the present measurement in all details, suggests that these
measurements were affected by the same heating mechanism.
Unfortunately, no imaging data exist for these experiments to
determine the rotational temperature.
Additional studies with optimized extraction geometries to
reach lower rotational temperatures, as well as measurement
schemes that would allow for a direct spectroscopic determi-
nation of the populated H+3 rotational levels inside the storage
ring [56], are foreseen in the near future.
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The ortho/para ratio of H+3 in laboratory and
astrophysical plasmas
Kyle N. Crabtree and Benjamin J. McCall
Department of Chemistry, Astronomy, and Physics, University of Illinois,
Urbana, IL, 61801, USA
In diffuse molecular clouds, the nuclear spin temperature of H+3 (∼30 K) is much
lower than the cloud kinetic temperature (∼ 70 K). To understand this temperature
discrepancy, we have measured the ratio of the hop to exchange pathways (α) in the
H+3 + H2 → H2 + H+3 reaction (which interconverts ortho- and para-H+3 ) using high
resolution spectroscopy of the ν2 fundamental band of H+3 in a hydrogenic plasma. We
find that α decreases from 1.6± 0.1 at 350 K down to its statistical value of 0.5± 0.1 at
135 K. We use this result to model the steady-state chemistry of diffuse molecular clouds,
finding good agreement with astronomical data provided the dissociative recombination
rates of ortho- and para-H+3 are equal and the identity branching fraction for the H
+
3 +
H2 reaction is large. Our results highlight the need for further studies of the H+3 + H2
reaction as well as state-selective measurements of H+3 dissociative recombination.
Key words: hydrogen, nuclear spin, spectroscopy, interstellar clouds.
1. Introduction
H+3 is the simplest polyatomic molecule, and has been of interest since its discovery
by J. J. Thomson in 1911 [1]. At this time, little was known about molecular
structure, as the tenets of quantum mechanics had not yet been fully developed.
Considerable debate over the existence of the molecule (and the neutral molecule
H3) ensued, and it was not until the 1930s that H+3 was recognized as a “stable”
species [2]. Over the next few decades, it was proposed that H+3 could be present
in space, as it could be produced via cosmic ray ionization of H2, followed by
the reaction H+2 + H2 → H+3 + H. By the early 1970s, H+3 was recognized as
the initiator of ion-molecule chemistry in the interstellar medium [3, 4]. Since
its infrared spectrum was measured in the laboratory by Oka in 1980 [5], its
astronomical importance has been confirmed by its detection in a variety of
environments, such as interstellar clouds [6, 7], the Galactic Center [8, 9], and
planetary atmospheres [10–12].
In addition to its astronomical significance, H+3 is of fundamental importance.
As the simplest polyatomic molecule, it serves as a critical benchmark species
for ab initio calculations [13]. Its molecular symmetry is also interesting, and can
be of pedagogical significance. Its equilibrium geometry is that of an equilateral
triangle belonging to the D3h point group. To treat H+3 with group theory [14] is a
straightforward exercise that could be taught in a classroom, and the results have
Phil. Trans. A 1–13; doi: 10.1098/rspa.00000000
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2a practical impact on its spectroscopic properties. Owing to the Pauli exclusion
principle, in its vibrational ground state, the (J,K) = (0, 0) rotational level is
forbidden, and spectroscopic transitions arising from that level are not observed
experimentally. Another consequence of the Pauli principle is that the nuclear spin
configurations [I = 3/2 (ortho) and I = 1/2 (para)] are linked to the rotational
manifold, similar to H2. Also like H2, interconversion between ortho- and para-
H+3 (o-H
+
3 and p-H
+
3 ) can only be accomplished by interaction with a strong,
inhomogeneous magnetic field or by a chemical reaction.
The primary chemical reaction that can interconvert the nuclear spin
configuration of H+3 is the reaction H
+
3 + H2 → H+3 + H2. On the surface,
this would not appear to be a chemical reaction in the traditional sense, as the
reactants and products are the same, but upon closer examination bonds are
broken and formed, as can be seen from the possible outcomes of the reaction:
H˜
+
3 +H2 → H˜
+
3 +H2
H˜
+
3 +H2 → H2H˜
+
+ H˜2
H˜
+
3 +H2 → H˜2H+ +HH˜
These are called the “identity,” “hop,” and “exchange” pathways; they represent
how the hydrogen atoms can be rearranged after scrambling via an (H+5 )
∗ collision
complex. However, these scrambling processes must obey selection rules based on
conservation of nuclear spin angular momentum [15, 16]. These three processes
can be expressed in terms of their branching fractions Sid, Shop, and Sexch, with
Sid + Shop + Sexch = 1. The ratio of the rates of the hop and exchange reactions
(α≡ Shop/Sexch) is the critical parameter that governs how exactly this reaction
interconverts the nuclear spin configurations of both H+3 and H2, while S
id
represents the fraction of collisions that do not result in hydrogen scrambling.
Prior to this work, the only study of the H+3 + H2 scrambling reaction was
done by the Oka group [17]. In that work, they probed a hydrogenic plasma with
high resolution infrared spectroscopy to measure transitions arising from various
o-H+3 and p-H
+
3 rotational levels, thereby measuring the ortho:para ratio. They
did this with “normal” hydrogen gas (75% o-H2, 25% p-H2), and also with nearly
pure p-H2, and they found an enhancement in the p-H+3 abundance in the plasma
enriched with p-H2. This was the first observation of nuclear spin selection rules in
a chemical reaction, and from the p-H+3 enhancement they derived α= 2.4± 0.6
at an estimated temperature of 400 K.
In this contribution, we will discuss our work on measuring the hop:exchange
ratio α at lower temperatures using a liquid nitrogen cooled plasma cell, and
its implications for chemistry in interstellar space. In Section 2, we describe our
experiment, and in Section 3 we discuss the results of the measurements. Section 4
covers the chemistry of diffuse molecular clouds, and how our measurements of the
H+3 + H2 reaction factor into the hydrogenic chemistry. We conclude in Section
5 with some closing thoughts and future directions on the study of nuclear spin
effects in the H+3 + H2 system.
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32. Experimental Details
The details of this experiment have been presented previously [18], and will be
summarized briefly here. The goal of the experiment is to measure the ortho:para
ratio of H+3 (rather, the p-H
+
3 fraction p3) in a hydrogenic plasma of known p-H2
fraction (p2) at a known temperature. Hydrogen gas with a known p-H2 fraction
was prepared by combining appropriate amounts of high purity normal hydrogen
and > 99.9% pure p-H2 (produced with a p-H2 converter [19]) to give mixtures
of 25%, 40%, 50%, 66%, 83%, and > 99.9% p-H2. This gas flowed into a hollow
cathode plasma cell made from a ∼ 1.4 m cylindrical copper tube encased in a
glass cell evacuated with a mechanical pump. At each end were Brewster windows
to allow a laser to traverse the cell, and the copper tube was wrapped in additional
small tubing to allow coolant circulation. A plasma was generated throughout the
length of the cell by applying a 1 kV pulse 200 µs in duration to a stainless steel
anode located a few inches above a hole in the center of the copper cathode, which
was grounded.
To measure the p-H+3 fraction generated in the plasma pulse, several low-J
rovibrational transitions in the ν2 fundamental band of H+3 were recorded with
multipass direct absorption laser spectroscopy. Tunable mid-infrared light was
produced by a difference frequency generation laser, and was passed through the
hollow cathode cell 4-8 times in a White configuration. After exiting the cell,
the light was measured with a DC InSb detector and sent to a computer for
digitization. The transitions were recorded in a step-scan mode, in which multiple
pulses were averaged at each laser frequency. After processing, the integrated
intensity and linewidth of each transition were recorded as a function of time.
After recording a series of transitions, the linewidths were averaged to calculate
the kinetic temperature of the plasma, and the integrated intensities were used
to calculate the rotational temperature and p-H+3 fraction. For each gas mixture,
measurements were taken with the cell uncooled and also with liquid nitrogen
cooling, and at each temperature measurements were taken at two different cell
pressures.
3. Results and Discussion
The results of the experiment in both the uncooled cell (T ∼ 350 K) and in the
liquid nitrogen cooled cell (T ∼ 135 K) are plotted in Figure 1. From the data, a
few observations are readily apparent:
• The cell pressure has little influence on the observed p-H+3 fraction.
• The p-H+3 fraction generally is greater in plasmas enriched in p-H2.
• At higher temperatures, the degree of p-H+3 enrichment is greater at larger
p-H2 fraction compared to the low temperature data.
• The p3 vs. p2 trend at high temperature is nearly linear, but not at low
temperature.
These observations can be understood through use of modeling based on
nuclear spin statistics and steady state kinetics. The H+3 + H2 reaction is
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4Figure 1. p-H+3 fraction vs. p-H2 fraction in the hollow cathode plasma. (left) Uncooled cell.
(right) Liquid nitrogen cooled cell. Graphs reproduced from Ref. [18] with permission of AIP
Publishing.
Figure 2. Plot of Equation 3.1 for values of α ranging from 0 (purple, horizontal) to ∞ (red,
top). Figure reproduced from Ref. [20] with permission of AIP Publishing.
assumed to proceed through an (H+5 )
∗ collision complex in which hydrogen
scrambling occurs. Under the assumption that the complex contains sufficient
energy to populate any of a large number of H+3 /H2 product rotational states, the
probability of any particular reaction outcome is proportional to its statistical
weight. In the case of the H+3 + H2 reaction, the statistical weights for each
reaction channel can be calculated for each reaction “mechanism:” whether a hop
or exchange pathway is followed [16]. By combining these mechanism-specific
statistical weights into a steady state model for the p-H+3 fraction [20], the
relationship between p3 and p2 at steady state is:
p3 =
α+ 2αp2 + 1
3α+ 2
(3.1)
Equation 3.1 shows that the relationship between p3 and p2 is linear, and the
slope of the line is related to α (see Figure 2).
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5Figure 3. Summary of all data acquired in the hollow cathode, along with modeling results.
Figure reproduced from Ref. [18] with permission of AIP Publishing.
The high temperature data are fit well by this equation, yielding α= 1.6± 0.1
at a temperature of 350 K. This is slightly lower than the value of 2.4± 0.6
reported previously at a temperature of 400 K. However, the data obtained
in the liquid nitrogen cooled cell are clearly nonlinear, and are not well fit by
Equation 3.1. At the lower temperature (∼ 135 K), the assumption that any of
a large number of product rotational states may be populated is less valid, as
the energy level spacing of H2 is > 170 K. Thus, because of energetic effects,
the relative probability of a particular outcome may not be proportional to
its statistical weight. To model the steady state chemistry at low temperature,
nuclear spin dependent rate coefficients for the H+3 + H2 reaction are calculated
using a microcanonical statistical model [21], taking temperature, Sid, and α as
parameters. Using these rate coefficients, at steady state
p3 =
(koopp + koopo)(1− p2) + koppop2
(koopp + koopo + kpoop + kpooo)(1− p2) + (koppo + kppoo)p2 , (3.2)
where, for example, koppo is the rate coefficient for the reaction o-H+3 + p-H2 →
p-H+3 + o-H2.
The experimental results are shown together with the modeling results in
Figure 3. The low temperature data are well-described by Equation 3.2 using
rate coefficients calculated with α= 0.5 and T = 135 K. Overall, the observed
trend is that α increases with increasing temperature. To test this, the hollow
cathode cell was heated to 450 K by flowing hot ethylene glycol through the coils,
and the p-H+3 fraction was measured in a pure p-H2 plasma. As can be seen in
Figure 3, the observed p3 value is even greater than that at 350 K, suggesting
a larger value of α. This single point is consistent with α= 2.2± 0.3, consistent
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6with the overall trend of increasing α with temperature, and also in line with the
measurements from Oka’s laboratory [17].
Physically, the results suggest that the hop-to-exchange ratio α is determined
by the lifetime of the (H+5 )
∗ complex formed in the collision between H+3 and H2.
The lifetime is important because, semiclassically, the hop pathway only requires
that a single hydrogen move from H+3 to H2, while in order for an exchange to
occur, the complex must at least undergo a hop, and internal rotation, and another
hop. At higher temperatures, the average complex lifetime is shorter owing to the
higher collision energy, and the hop pathway is favored simply because fewer
complexes exist for sufficient time to allow the exchange to occur. When the
complex lifetime is sufficiently long, the complex can fully scramble, leading to
the statistical outcome α= 0.5. At 135 K, the statistical value of 0.5 is already
observed, so, barring any quantum effects at extremely low temperatures, we
would expect that α will remain at that value at even lower temperatures.
4. Diffuse Cloud Modeling
The H+3 + H2 reaction is of particular importance in interstellar clouds, where it
is responsible for thermalizing the ortho:para ratio of H+3 . Of particular interest
are diffuse molecular clouds, because the chemistry is very simple and yet the
ortho:para ratio of H+3 is not well understood. Diffuse molecular clouds are regions
of space with densities around 102 cm−3, most hydrogen in molecular form,
and most carbon in the form of C+ [22]. Temperature in these environments
is generally determined by measuring the ortho:para ratio of H2 (called T01),
which is very rapidly thermalized through collisions with abundant protons [23].
A survey of diffuse molecular clouds yields 〈T01〉 ∼ 70 K [24–26], but
〈
T (H+3 )
〉
,
the temperature derived from observations of the ortho:para ratio of H+3 , is ∼ 30
K [27].
Recent observations1 [23] provide a total of 6 clouds in which ortho:para ratios
of both H+3 and H2 have been measured. For H
+
3 , spontaneous emission brings
all p-H+3 into its lowest (J ,K)=(1,1) rotational state faster than the collisional
timescale. In the case of o-H+3 , its lowest-energy (1,0) state is the only state
significantly populated at diffuse cloud temperatures, so measurement of the ratio
of column densities N(1,0)/N(1,1) gives the ortho:para ratio of H+3 directly. The
ratios observed in diffuse clouds are plotted in Figure 4 in terms of their para
fractions, and the data are shown in Table 1. From the observations, it can be seen
that the p-H+3 fraction is not in thermodynamic equilibrium with its environment,
as measured by the p-H2 fraction.
The chemistry of H+3 in diffuse molecular clouds is simple. As discussed in
the introduction, it is formed from cosmic ray ionization of H2, followed by the
reaction H+2 + H2 → H+3 + H, and is destroyed primarily through dissociative
recombination (DR) with electrons. Because the nuclear spin configurations of
H2 are rapidly brought into thermodynamic equilibrium, the p-H2 fraction can
1 The data presented in this paper differ from those in Ref. [23]. The raw data have been
re-reduced to correct some recently discovered errors, and one additional H+3 detection has been
added. Further details are available in Ref. [28].
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7Figure 4. Observed para fractions of H+3 and H2 in diffuse molecular clouds. The dotted line
shows the p-H+3 fraction formed from the H
+
2 + H2 reaction, and the numbers show the para
fractions at thermodynamic equilibrium for the temperature given by the number at that point.
Figure adapted from Ref [23] with permission of the American Astronomical Society.
Target p2 p3 T01 T (H+3 )
ζ Per 0.68± .06 0.65± .04 58± 6 25± 3
X Per 0.69± .03 0.66± .06 57± 3 25± 5
HD 73882 0.76± .05 0.68± .05 51± 4 23± 4
HD 110432 0.57± .03 0.59± .03 69± 3 31± 4
HD 154368 0.76± .07 0.69± .07 51± 6 22± 5
λ Cep 0.54± .03 0.57± .09 72± 4 34± 13
Table 1. Diffuse molecular cloud sight lines, observed para fractions, and temperatures. All H+3
data are from Ref. [28] and references therein. All H2 data are from Ref. [25] except those of ζ
Per, which are from Ref. [24].
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8Reaction Collision Fraction Branching Fraction p-H+3 Fraction
p-H+2 + p-H2 (p2)
2 1 p22
p-H+2 + o-H2 p2(1− p2) 2/3 (2/3)(1− p2)p2
o-H+2 + p-H2 (1− p2)p2 2/3 (2/3)(1− p2)p2
o-H+2 + o-H2 (1− p2)2 1/3 (1/3)(1− p2)2
Total – – (1/3) + (2/3)p2
Table 2. This table presents the calculation of the nascent p-H+3 fraction formed in diffuse
molecular clouds from the H+2 + H2 reaction, assuming that cosmic ray ionization of H2 to form
H+2 does not affect its nuclear spin configuration. The collision fraction represents the fraction of
total H+2 + H2 collisions with the specified nuclear spin configurations. The branching fractions
are for p-H+3 formation, and are derived from nuclear spin selection rules [15, 16]. The final
column presents the calculation of the nascent p-H+3 fraction. Table adapted from Ref. [23] with
permission of the American Astronomical Society.
be treated as a constant, and it is straightforward to calculate the nascent p-H+3
fraction as it is formed from H2 (see Table 2 and the dotted line in Figure 4). The
observed p-H+3 fractions fall between their nascent values and their equilibrium
values, implying that H+3 does not undergo sufficient collisions with H2 during its
lifetime to thermalize its nuclear spin prior to its destruction via DR.
To model the chemistry occurring in diffuse molecular clouds, we have built a
steady state chemical model that takes into account the nuclear spin dependence
of the relevant reactions involving H+3 . [23] The result is
p3 =
[
ke,o
2xe
f
(
1
3
+
2
3
p2
)
+ (koopp + koopo)(1− p2) + koppop2
]
/[
ke,p
2xe
f
(
2
3
− 2
3
p2
)
+ ke,o
2xe
f
(
1
3
+
2
3
p2
)
+
(koopp + koopo + kpoop + kpooo)(1− p2) + (koppo + kppoo)p2
]
, (4.1)
where ke,o and ke,p are the DR rate coefficients for o-H+3 and p-H
+
3 , respectively,
xe is the fractional abundance of electrons (typically ∼ 1.5× 10−4), and f is the
local molecular fraction (2n(H2)/[n(H) + 2n(H2)]; we adopt a value of 0.9 as the
gas is thought to be highly molecular in these regions). Equation 4.1 is similar to
Equation 3.2, with the addition of terms related to H+3 formation and destruction
particular to diffuse molecular clouds. The kxxxx rate coefficients are calculated
using the aforementioned microcanonical statistical model [21]. Because of the low
temperatures in these environments (< 130 K), we compute these rate coefficients
using α= 0.5. The kinetic temperature at which they are calculated is determined
by the value of p2, as the p-H2 fraction is in thermodynamic equilibrium with
the environment. Finally, the kxxxx rate coefficients are calculated assuming a
rotational temperature of 10 K because H+3 undergoes spontaneous emission faster
than the collisional timescale at such low densities. By doing this, we ensure that
the rate coefficients we compute have all p-H+3 in the (1,1) state and all o-H
+
3
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9(a) (b)
Figure 5. Results of Equation 4.1. (a) Results using dissociative rate coefficients from Ref. [29].
The clusters of points are calculated from 10-160 K in steps of 10 K from right to left. Within each
cluster, the identity branching fraction Sid varies from 0.1 (small purple symbols) to 0.9 (large
brown symbols). (b) Results using the theoretical dissociative rate coefficients from Ref. [33]. If
Sid is set to 1, the model still does not come into agreement with the astronomical data. Graphs
adapted from Ref. [23] with permission of the American Astronomical Society.
in the (1,0) state, so the extra rotational energy of (2,2) and (2,1) (which decay
spontaneously between collisions) is not included.
Using spin-independent low-temperature dissociative rate coefficients
measured using the storage ring technique [29], we obtain the results plotted in
Figure 5(a). The agreement with the astronomical observations is particularly
good for Sid ∼ 0.9. The identity branching fraction is not well-constrained from
current experimental data, as only the hop:exchange ratio α could be determined.
If Sid really is 0.9, that would imply that a large fraction of collisions included
in the total collisional rate coefficient (the Langevin rate 1.91×10−9 cm3 s−1) do
not form scrambling complexes. However, more recent storage ring measurements
of the H+3 DR rate have shown that the o-H
+
3 and p-H
+
3 rates are not equal,
but differ by a factor of 2 (ke,p ≈ 2ke,o) [30, 31]. However, the latest storage
ring measurements call into question the results of the prior studies [32]. Recent
theory agrees with this general trend, but predicts that for the lowest states
of H+3 ke,p ≈ 10ke,o [33], and recent flowing afterglow measurements [34] are
consistent with the theoretical results. In all, the uncertainty in the DR rate
coefficients is just as large a problem as the uncertainty in Sid (see Figure 5(b)),
highlighting the need for further experimental studies of these reactions before
the diffuse cloud chemistry can completely be understood.
5. Perspectives
We have measured the hop-to-exchange ratio α of the H+3 + H2 reaction for the
first time at low temperature, and found that at 135 K, it is at its statistical value
of 0.5. The value of α increases with temperature because the (H+5 )
∗ collision
complex has a shorter lifetime, favoring the hop pathway over the exchange. We
would expect α to remain at its statistical value at even lower temperatures, but
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further experimental work is needed for verification. One way of performing such
measurements is to use the ion trap/laser-induced reaction method [35], which
has the potential of reaching temperatures as low as 10-20 K. Such measurements
may also provide absolute rate coefficients, thereby determining the value of Sid.
Our experimental results have guided efforts at understanding the H+3 -H2
temperature discrepancy in diffuse molecular clouds. Using steady state modeling,
we are able to explain this discrepancy provided that o-H+3 and p-H
+
3 have nearly
equal DR rates, and that the value of Sid is on the order of 0.9. However,
there is no experimental justification for Sid = 0.9, and equal o-H+3 and p-H
+
3
DR rates would contradict the most recent experimental and theoretical results,
so at present the model only represents an early step towards understanding the
observed temperature discrepancy. Further experimental measurements of the H+3
+ H2 reaction as well as state-specific H+3 DR rates would help validate or falsify
our model. On the astronomical front, we are in the process of searching for H+3
in eight more diffuse molecular cloud sight lines in which H2 measurements are
available. Additional H+3 detections would provide additional data points to more
firmly establish the relationship between the ortho:para ratios of H+3 and H2.
The ortho:para ratio of H2 is also a critical parameter in deuterium
fractionation because o-H2 acts as an energy reservoir capable of reversing
fractionation reactions involving H+3 . Deuterium fractionation is most commonly
observed in cold, dense molecular clouds, where the visual extinction is too high
to allow for UV measurements of the H2 ortho:para ratio as is done in diffuse
clouds. H+3 , on the other hand, is readily observed in these environments. Given
that a simple relationship between the H+3 and H2 ortho:para ratios in diffuse
clouds exists, it is possible that such a relationship also exists in dense clouds.
The chemistry in dense clouds is much more complicated, and the steady state
assumption may not be valid because the p-H2 fraction can no longer be assumed
constant, so modeling is comparatively more difficult. Nevertheless, with some
additional modeling work it may be possible to infer the H2 ortho:para ratio from
measurements of H+3 .
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Appendix E
Notes on Nuclear Spin Statistics and
the Degeneracy of para-H+3
The purpose of this Appendix is to highlight some aspects of the nuclear spin statistics and degeneracy of
p-H+3 that are not clearly explained elsewhere in the literature. The first point to make is about the nature
of the nuclear spin wavefunctions themselves. As discussed elsewhere in this dissertation, H+3 exists in two
nuclear spin modifications: o-H+3 and p-H
+
3 , with total nuclear spin angular momentum of 3/2 and 1/2,
respectively. It is commonly stated, especially in conference talks, that o-H+3 has all three proton nuclear
spins aligned, and p-H+3 has one proton anti-aligned with respect to the other two (see, for instance, [95]).
While this is a simple intuitive picture, it is not accurate, primarily because a basis of individual proton
spins is not symmetry-adapted to the S∗3 permutation-inversion group. Using the individual proton spin
basis, one would derive that there exist two possible ortho configurations (|↑↑↑〉 and |↓↓↓〉), and six para
configurations. A proper analysis [95] quickly reveals that there are in fact 4 ortho and 4 para configurations,
with symmetries 4A′1 and 2E
′. In the symmetry-adapted total nuclear spin angular momentum basis, these
wavefunctions are expressed as |I3,m3, I2〉, where I3 and m3 are the total nuclear spin angular momentum
of H+3 and its projection, and I2 is the total nuclear spin angular momentum of two of the three protons in
H+3 . These wavefunctions can be calculated according to the formula
|I3,m3, I2〉 =
∑
ma,mb,mc
〈Ic,mc; I2,m2| I3,m3〉 〈Ia,ma; Ib,mb| I2,m2〉 |ma,mb,mc〉 (E.1)
where ma,mb, and mc are the projections of the individual proton spins (±1/2), m2 = ma + mb, and
〈Ix,mx; Iy,my| Iz,mz〉 represents a Clebsch Gordan coefficient. The results of this calculation are shown in
Table E.1, and it can be seen that while it is true that two of the ortho wavefunctions do in fact correspond
to the situations in which all three individual proton spins are aligned, the other two are linear combinations
of multiple proton basis functions, and all para wavefunctions are linear combinations.
Because of the fact that p-H+3 has 2E
′ nuclear spin symmetry, is is commonly stated that p-H+3 has a
statistical weight of 2, while o-H+3 has a statistical weight of 4 (4A
′
1). [95, 118] However, such a statement is
incorrect, because it neglects that an E′ representation has a dimension of 2, and this brings the statistical
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Symmetry I Basis Proton Basis
A1
∣∣ 3
2 ,
3
2 , 1
〉 |↑↑↑〉
A1
∣∣ 3
2 ,
1
2 , 1
〉
1√
3
(
|↑↑↓〉+ |↑↓↑〉+ |↓↑↑〉
)
A1
∣∣ 3
2 ,− 12 , 1
〉
1√
3
(
|↑↓↓〉+ |↓↑↓〉+ |↓↓↑〉
)
A1
∣∣ 3
2 ,− 32 , 1
〉 |↓↓↓〉
E
∣∣ 1
2 ,
1
2 , 1
〉
1√
6
(
|↓↑↑〉+ |↑↓↑〉 − 2 |↑↑↓〉
)
∣∣ 1
2 ,
1
2 , 0
〉
1√
2
(
|↑↓↑〉 − |↓↑↑〉
)
E
∣∣ 1
2 ,− 12 , 1
〉
1√
6
(
2 |↓↓↑〉 − |↓↑↓〉 − |↑↓↓〉
)
∣∣ 1
2 ,− 12 , 0
〉
1√
2
(
|↑↓↓〉 − |↓↑↓〉
)
Table E.1: H+3 nuclear spin wavefunctions in terms of the proton spin basis.
S∗3 A
′
1 A
′
2 E
′ A′′1 A
′′
2 E
′′
A′1 A
′
1 A
′
2 E
′ A′′1 A
′′
2 E
′′
A′2 A
′
2 A
′
1 E
′ A′′2 A
′′
1 E
′′
E′ E′ E′ A′1 ⊕A′2 ⊕ E′ E′′ E′′ A′′1 ⊕A′′2 ⊕ E′′
A′′1 A
′′
1 A
′′
2 E
′′ A′1 A
′
2 E
′
A′′2 A
′′
2 A
′′
1 E
′′ A′2 A
′
1 E
′
E′′ E′′ E′′ A′′1 ⊕A′′2 ⊕ E′′ E′ E′ A′1 ⊕A′2 ⊕ E′
Table E.2: S∗3 multiplication table
weight of p-H+3 to 4, as expected from Table E.1, and in accordance with other publications. [69, 78]
Nevertheless, when considering an individual rotational level of p-H+3 , the nuclear spin degeneracy is in fact
2, not 4. Such a situation is encountered, for instance, in calculating the excitation temperature Tex for
H+3 (see Chapter 4 and [70, 106] for examples), or when converting an absorption intensity into a number
density as in Chapter 6. To understand why this is, it is important to note that the Pauli exclusion principle
places restrictions on the total molecular wavefunction: it must be antisymmetric with respect to identical
fermions. In terms of the S∗3 group, this means that Γ = Γelec⊗Γvib⊗Γrot⊗Γns ⊂ {A′2, A′′2}, where Γ is the
irreducible representation of a wavefunction in the S∗3 group. In the vibronic ground state, Γelec = Γvib = A
′
1,
and therefore Γrot ⊗ Γns ⊂ {A′2, A′′2}. The multiplication table for S∗3 is shown in Table E.2.
The rotational wavefunction symmetry Γrot depends on the projection quantum number K in the vibra-
tional ground state (for a more detailed discussion of the symmetry of H+3 , see [95]), and the possibilities
are listed in Table E.3. As a consequence of these symmetries, the nuclear spin wavefunctions listed in Ta-
ble E.1 can only combine with certain rotational wavefunctions. For instance, para wavefunctions can only
combine with rotational wavefunctions with K = 3n ± 1, and ortho wavefunctions can only combine with
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K even K odd
K = 3n A′1 ⊕A′2 A′′1 ⊕A′′2
K = 3n± 1 E′ E′′
J even J odd
K = 0 A′1 A
′
2
Table E.3: Irreducible representations of H+3 rotational wavefunctions in the vibrational ground state
(see [95]).
K = 3n rotational wavefunctions. These selection rules also result in the fact that the (J,K) = (0, 0) state
is forbidden, because neither A′1 nor E
′ give A′2 or A
′′
2 when multiplied by A
′
1 (this applies to all states with
J =even, K = 0 in the vibrational ground state). When considering a para level of H+3 (using J = 1,K = 1
as an example), the initial combination of rotational and nuclear spin wavefunction has a degeneracy of 8:
Γrot ⊗ Γns = E′ ⊗ 2E′ (recall that each E representation has a degeneracy of 2). Of those 8 degenerate
states, only two satisfy the Pauli exclusion principle, because E′⊗2E′ = 2A′1⊕2A′2⊕2E′, and only the 2A2
states obey the appropriate exchange symmetry. It is important to note that the degeneracy of 2 comes from
the nuclear spin portion of the wavefunction, not the rotational part as would be expected for a standard
symmetric top in which the two k = ±K states are degenerate. It is not strictly true that one of the two
k states is forbidden; rather, only two linear combinations of rotation/nuclear spin product wavefunctions
satisfy exchange symmetry, and the origin of the 2 comes from the fact that there are two pairs of degenerate
para wavefunctions. The same type of analysis holds for all other rotational levels of H+3 , including levels
that couple to ortho nuclear spin wavefunctions, as can be easily verified.
Why, then, is the statistical weight of 4 used for p-H+3 in Chapter 5 and in [69, 77, 78]? The reason is
that in the high temperature limit, when considering proton scrambling in the (H+5 )
∗ complex, each of the
4 para and 4 ortho nuclear spin wavefunctions can combine with energetically accessible rotational levels
in a symmetry-allowed manner. Thus, p-H+3 and o-H
+
3 have equal statistical weights when considered as a
whole. However, as the temperature decreases this assumption begins to break down. Consider temperatures
sufficiently low that only the (1,0) and (1,1) rotational levels of H+3 are energetically allowed. All 4 ortho
nuclear spin wavefunctions can combine with the (1,0) level (Γrot ⊗ Γns = A′2 ⊗ 4A′1 = 4A′2), while only two
of the para nuclear spin wavefunctions can combine with (1,1) as demonstrated above. As a result, at the
lowest temperatures, under some circumstances it is possible to enrich the o-H+3 fraction above its statistical
value of 1/2 (up to a maximum of 2/3), as has been observed in extremely low temperature plasmas in an
ion trap (o-H+3 fraction = 0.6). [81]
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