Introduction
As software grows increasingly complex, verification becomes more and more challenging. Automatic verification by model checking has been effective in many domains including computer hardware design, networking, security and telecommunications protocols, automated control systems and others [2, 4, 6] . Many realworld software models, however, are too large for the available tools. The difficulty-how to verify large systems-is fundamentally a search issue: the global state space representing all possible behaviors of a complex software system is exponential in size. This state space explosion problem has yet to be solved, even after many decades of work [4] .
We have been exploring LURCH, an approximate (not necessarily complete) alternative to traditional model checking based on a randomized search algorithm. Randomized algorithms like LURCH have been known to outperform their deterministic counterparts for search problems representing a wide range of applications [8] .
The cost of an approximate strategy is the potential for inaccuracy. If complete algorithms terminate, they find all the features they are searching for. On the other hand, by its very nature, randomized search can miss important features. Our experiments suggest that this inaccuracy problem is not too serious. In the case studies presented here and elsewhere [11-13, 15, 16 ], LURCH's random search usually found the correct results. Also, these case studies strongly suggest that LURCH can scale to much larger models than standard model checkers like NuSMV [9] and SPIN [6] .
The two case studies presented in this paper are selected for their simplicity and their complexity. The simple problem of the dining philosophers has been widely studied. By making the dinner more crowded, we can compare the memory and runtimes of standard methods (SPIN) and LURCH. When hundreds of philosophers sit down to eat, both LURCH and SPIN can find the deadlock case. However, SPIN's memory and runtime requirements can grow exponentially while LURCH's requirements stay quite low.
Success with highly symmetric, automatically generated problems says little about the generality of a technique. Hence, our second example is far more complex: a real-world flight guidance system from Rockwell Collins.
1 Compared to NuSMV, LURCH performed very well on this model. Our random search finds the vast majority of faults (close to 90%); runs much faster (seconds and minutes as opposed to hours); and uses very little memory (single digits to 10s of megabytes as opposed to 10s to 100s of megabytes).
The rest of this paper is structured as follows. We begin with a theoretical rationale for why random search methods like LURCH can be incomplete, yet still successful. Next, we note that for a class of problems, the complete search of standard model checkers can be overkill. LURCH is then briefly introduced and our two case studies are presented.
Model Checking and The Phase Transition
Model checking is used to verify that finite-state concurrent systems satisfy specified temporal logic properties [3, 6] . The amount of memory required to store all possible behaviors of a finite-state concurrent sys- tem is, in the worst case, an exponential function of the size of the original model-this is the so-called statespace explosion [4] . For many systems, model checking requires a prohibitively large amount of memory and time.
The full model checking technique may be overkill, however, if most problems are easily solvable. A repeated result from the AI constraint satisfaction literature is that many difficult search problems, e.g., NPhard problems, have been shown to exhibit a phase transition (figure 1) [1, 5, 10] . In some cases the problem turns out to be very easy to solve; other cases are impossible. For these impossible cases, however, it usual easy and fast to show that they can not be solved.
So there are easy cases and cases that can easily be shown to be unsolvable. Are there cases that are very hard but solvable? Or, for unsolvable cases, are there any that are very hard to determine that they are not solvable? Yes, these pathological cases exist, but they are rare: there is just a narrow transition region where a lot of effort is required to either solve or determine that no solution is possible. This, in the words of Cheeseman et.al., is "where the really hard problems are" [1] . Figure 2 shows how a simple solution strategy can be used to exploit easy problems but avoid wasting effort on problems that are very hard or unsolvable [14] . We put a relatively small amount of effort into solving the problem with our simple strategy (effort could be time, memory, or some other limited resource). If the problem is easy, we solve it easily. If we do not solve the problem, we know it is either very difficult or impossible. Of course there is nothing revolutionary about this approach. The key point is that the phase transition region is narrow. A very simple strategy is therefore capable of solving very nearly everything that could be solved by much more sophisticated strategies, but with much less effort.
The rest of this paper describes LURCH, our very simple strategy for solving the problem of finding faults in models of finite-state concurrent systems. Figure 3 shows the basic random search procedure used by Lurch. The search is partial because there is no guarantee that all global states will be explored; the search is random in that the choice of which global states to explore is nondetermininstic-it depends on the order transitions are pushed onto the queue in line 18. Each iteration (lines 12-20) explores one global state path through the behavior of the system. A path is divided into time ticks. At each time tick a state vector (with a value for each machine) is updated.
LURCH

Implementation
The step function (lines 1-6) is called at each time tick along a global state path. Input is a queue of transitions, whose inputs are satisfied, and the state vector. Transitions are popped from the queue, and their outputs are executed. The effect of transitions is stored in the state vector. Only one transition from each machine can be executed during each time step; other transitions are discarded from the queue. The queue input to the step function represents all possible next steps through the system behavior. The step function has the effect of choosing one step from all those possible. Since transitions are pushed onto the queue in random order (line 18), the choice of which step to take next is nondeterministic.
With the step function as-is, Lurch simulates synchronous execution of the finite-state machines in the system: at each time step, every machine is given a chance to move forward. If the step function is modified so that only one transition is executed at each time step-and therefore only one machine is allowed to change state at each time step-Lurch simulates asynchronous execution of the system: all interleavings of machine behaviors are considered. Asynchronous mode is used above for the dining philosophers example below, while synchronous mode is used for the flight guidance system example.
At each time tick along a path Lurch checks for local state faults, deadlocks, and cycle-based faults (lines 7-10). Local state faults can be found directly from the state vector-if one of the machines is in a state corresponding to a fault, Lurch reports that the fault was reached. A deadlock occurs when Lurch reaches the end of a global state path (a global state for which no new transition's inputs are satisfied) but not all machines are in a state identified as a legal end state. Deadlocks are found by checking the state vector to make sure that all local states are legal end states (this is done only when Lurch is at the end of a global state path). Livelocks and temporal logic properties, represented by Buchi automata, are cycle-based faults; we offer no detailed explanation of these here, since the examples below involve finding only deadlocks and local state faults.
Input Models
Lurch uses finite-state machines to model processes interacting in a concurrent system. Each machine has a finite number of states, including a single initial state and (optional) end state(s). Each machine also has a finite number of transitions. Transitions define how it is possible for the machine to move from one state to another. Transitions may refer to other machines' states as input conditions or include side effects that change the state of other machines. Also, in Lurch models transitions may query or affect the system by way of references to the C-code portion of the model. Figure 4 shows a very simple finite-state concurrent system. Two finite-state machines communicate with each other via the boolean variable turn, so that the consumer waits while the producer produces, and the producer waits while the consumer consumes. The turn variable would actually be a third finite-state machine, with two states (P and C) and none of its own transitions defined.
The basic input syntax for Lurch models is shown in figure 5 . Finite-state machines without transitionsin this example, the turn variable-are given as a list of their mutually exclusive states. For these machines and all others the first state to appear is considered the initial state. The two other machines each have two transitions and two states. When states are included as part of a transition definition, they do not have to be declared separately. Each transition has four parts: 1) the current state, which is the first column, 2) a list of input conditions, which is the second, 3) a list of outputs, i.e., side effects, and 4) the next state. For example, the first transition of the producer is written: p wait; turn=P; -; p produce. This means that, if the producer is in the state p wait and the turn variable's finite-state machine is in the state turn=P, the producer may transition to state p produce. For this transition there are no side effects, which is why the dash (-) is all that appears in the third column. Figure 6 shows the producer-consumer example from figure 4 as a Lurch input model including C code (the double percent %% marks the end of the C-code part and the beginning of the finite-state machine part of the model). Instead of using a finite-state machine to represent the turn variable, a C enumeration is used. The value of the variable is then queried or changed by transitions in much the same way as if it were represented by a third finite-state machine. Note: anything inside paranthesis in column two is treated as a C boolean expression, and anything inside braces in column three is treated as a C executable statement. For Lurch to work properly it is important that whatever is included in column two have no side effect in the C portion of the system, and also what is included in column three can not be used to block the progress of the transition.
Case Studies
Having defined LURCH, we now apply it to two case studies: a series of automatically generated dining philosophers models and a large flight guidance system model from Rockwell Collins. Figure 7 shows the Lurch input model for a fourphilosopher version of the dining philosophers problem. The dining philosophers problem is a famous example of a system in which multiple processes compete for use of a set of shared resources. Each philosopher process has four states: waiting empty-handed, waiting with a chopstick in the left hand, waiting with a chopstick in the right hand, and eating (in possession of two chopsticks). The model is written so that an empty-handed philosopher first tries to pick up either chopstick, then the other, and then puts them both down after eating. If all philosophers pick up the left chopstick, they will all wait forever, because they can not put it down until they have taken the right and eaten. The same thing happens if they all pick up the right chopstick, so there are two deadlocks present in the system. To help make sense of the model in figure 7 , notice that each chopstick has three states: on the Lurch outputs the amount of time and memory required to find each fault, as well as % new, which is the amount of new vs. redundant information found up to that point (when this number gets low, it's an indication that continued searching is unlikely to yield new information), col, which is the number of global state hash collisions in the current path, and the depth at which each reported fault is found.
The Dining Philosophers
Since deadlocks are global, not local, states they do not have user-defined names in the model. To distinguish two distinct deadlocks from each other, Lurch reports the hash value used internally to represent the global state associated with the deadlock. This is the large number to the right of deadlocks reported in figure 8. Lurch found only two deadlocks, but it found each more than once. Whenever any fault is found by Lurch more than once, if the later time it is found at a shallower depth, the output is updated. This is because we want to find the shortest path we can from the inputs to the error state, to make reading the counter example trace file easier. Here Lurch terminated after finding both deadlocks at a depth of just four, which is the actual shortest path to a deadlock for a fourphilosopher version of the problem.
In order to test how well LURCH scales to larger models, we wrote a small C program that replicated Figure 7 for up to N philosophers.
For the purposes of comparison, SPIN was also run on each model, in one of three modes. "Plain SPIN" used the following optimizations in compilation: -DSAFETY -DNOBOUNDCHECK -DNOFAIR -DSC -DSAFETY compiles for best performance on safety properties only (with or without partial order reduction and with or without bitstate hashing).
-DNOBOUNDCHECK disables an array out-of-bounds check that is not necessary for our model (since we never iterate over all items in our arrays). -DNOFAIR means we -k-the -a puts Lurch in asynchronous mode, i.e., all possible interleavings of individual processes are considered; the -k tells Lurch to look for deadlocks. do not use the weak fairness option. -DSC means we allowed "stack-cycling", which means part of the stack for a very long path is swapped to disk (this option enables a very large search depth-something we needed for large numbers of philosophers). The second mode was "SPIN (-DCOLLAPSE)" which was "Plain SPIN" plus -DCOLLAPSE; i.e. the exhaustive state compression scheme. -DCOLLAPSE is one of the memory compaction schemes used in SPIN that enables exhaustive search, but requires more time.
The third mode was "SPIN (-DHC)" which was "Plain SPIN" plus -DHC. -DHC is a memory-saving approximate search mode that, although not guaranteed complete, produced no false positives in our dining philosophers experiment. SPIN's supertrace mode (-DBITSTATE was not used because it produced false positives for models with relatively few philosophers.
Memory and runtime statistics were collected from LURCH, Plain SPIN, SPIN(-DCOLLAPSE), and SPIN(-DHC) for models with an increasing number of philosophers. Data collection for Plain SPIN and SPIN(-DCOLLAPSE) stopped when too much memory was required-around 260 MB on the machine we used for these experiments. Figures 9 and 10 show the results:
• LURCH's runtimes were faster than SPIN in any mode for all cases.
• LURCH's memory requirements were the lowest and nearly constant, always less than 10 MB. The memory requirements of all the SPIN modes were greater than LURCH, sometimes much greater.
An important feature of our result is that LURCH's runtimes and memory requirements seem to scale better than SPIN. Our next case study checks LURCH's behavior with a much larger model.
Flight Guidance System Experiment
To validate the performance and accuracy of LURCH in a realistic situation, we conducted an experiment using a model of the mode logic for a commercial flight guidance system (FGS) developed in collaboration between Rockwell Collins Inc. and the University of Minnesota. The mode logic is captured in RSML −e and automatically translated to SMV and LURCH through Nimbus, the development environment for RSML −e [17] [18] [19] . A brief report on that experiment follows. For full details, see [16] .
The To validate the performance of the analysis tools, we had to create a collection of faulty specifications and select the properties that would reveal the faults. To create the faulty specifications, we reviewed the revision history of the FGS model and identified a set of changes that had been made in response to faults found during our original verification effort-from this set we selected faults for reintroduction into the model. We then hand seeded these actual faults back into the specification, thus creating four faulty versions of the FGS specification.
To select properties of interest, we reran the complete verification suite on the FGS using NuSMV. We ran NuSMV with command options -dynamic (dynamic variable reordering) and -coi (cone of influence reduction). Without these options, NuSMV was unable to build the symbolic representation of the model. For the same problems, LURCH was run with a search depth limit of 2000 and a cutoff of 2000 seconds; that is, if no violation was found within 2000 seconds, the search was terminated. Figure 11 shows the execution time of NuSMV for 45 FGS models (with seeded faults) using a verification suite of 60 properties. The check usually took an hour or two and, in the worst case, took over 36 hours.
The time needed to find a property violation using random search (with LURCH) is shown in Figure 12 . In most cases property violations were found very quickly; few violations required the full 30 minutes we allocated for the random search. As to the accuracy and consistency of random search, LURCH found property violations accounting for nearly 90% of the faults found by full verification with NuSMV.
In summary. LURCH founds the same property violations as NuSMV in most cases. When LURCH founds a violation, it did so orders of magnitude faster than NuSMV and LURCH using orders of magnitude less memory. This result is encouraging and indicates that LURCH could be a very powerful refutation tool to use when debugging large models-models that cannot be analyzed using current exhaustive verification techniques.
Conclusion
Preliminary results with a random search device for checking temporal properties have been very encouraging. We are hence motivated to test the generality of this work via future case studies.
Despite our enthusiasm for LURCH, it is important to stress that the complete search of NuSMV and SPIN is preferrable to LURCH's random and possibly incomplete search, especially for high assurance applications. Nevertheless, some models are too large to be processed by the complete methods. The case studies shown here are evidence that if the choice is random search versus nothing at all (because the model is too big), random search methods like LURCH can still be a useful analysis tool.
