Abstract. In this paper we propose a new iteration process, called the K iteration process, for approximation of fixed points. We show that our iteration process is faster than the existing leading iteration processes like Picard-S iteration process, Thakur New iteration process and Vatan Twostep iteration process for contraction mappings. We support our analytic proof by a numerical example. Stability of K iteration process and data dependence result for contraction mappings by employing K iteration process is also discussed. Finally we prove some weak and strong convergence theorems for the Suzuki generalized nonexpansive mappings in the setting of uniformly convex Banach space. Our results are extension, improvement and generalization of many known results in the literature of fixed point theory.
Preliminaries
We now recall some definitions, propositions and lemmas to be used in the next two sections.
A Banach space X is called uniformly convex [6] if for each ε ∈ (0, 2] there is a δ > 0 such that for x, y ∈ X, x ≤ 1, y ≤ 1,
A Banach space X is said to satisfy the Opial property [19] if for each sequence {x n } in X, converging weakly to x ∈ X, we have lim sup n→∞ x n − x < lim sup n→∞ x n − y , for all y ∈ X such that y = x.
A point p is called fixed point of a mapping T if T (p) = p, and F (T ) represents the set of all fixed points of mapping T. Let C be a nonempty subset of a Banach space X. A mapping T : C → C is called contraction if there exists θ ∈ (0, 1) such that T x − T y ≤ θ x − y , for all x, y ∈ C. A mapping T : C → C is called nonexpansive if T x − T y ≤ x − y for all x, y ∈ C, and quasi-nonexpansive if for all x ∈ C and p ∈ F (T ), we have T x − p ≤ x − p . In 2008, Suzuki [29] introduced the concept of generalized nonexpansive mappings which is a condition on mappings called condition (C). A mapping T : C → C is said to satisfy condition (C) if for all x, y ∈ C, we have 1 2
x − T x ≤ x − y implies T x − T y ≤ x − y .
Suzuki [29] showed that the mapping satisfying condition (C) is weaker than nonexpansiveness and stronger than quasi nonexpansiveness. He also obtained fixed point theorems and convergence theorems for such mappings. In 2011, Phuengrattana [21] proved convergence theorems for mappings satisfying condition (C) using the Ishikawa iteration in uniformly convex Banach spaces and CAT (0) spaces. Recently, fixed point theorems for mapping satisfying condition (C) have been studied by a number of authors see e.g. [30] and references therein.
We now list some properties of mapping that satisfy condition (C).
Proposition 2.1. Let C be a nonempty subset of a Banach space X and T : C → C be any mapping. Then (i) [ 
29, Proposition 1] If T is nonexpansive then T satisfies condition (C).
(ii) [29, Proposition 2] If T satisfies condition (C) and has a fixed point, then T is a quasi-nonexpansive mapping.
( Suppose that X is a uniformly convex Banach space and {t n } be any real sequence such that 0 < p ≤ t n ≤ q < 1 for all n ≥ 1. Let {x n } and {y n } be any two sequences of X such that lim sup n→∞ x n ≤ r, lim sup n→∞ y n ≤ r and lim sup n→∞ t n x n + (1 − t n )y n = r hold for some r ≥ 0. Then lim n→∞ x n − y n = 0.
Let C be a nonempty closed convex subset of a Banach space X, and let {x n } be a bounded sequence in X. For x ∈ X, we set r(x, {x n }) = lim sup
The asymptotic radius of {x n } relative to C is given by r(C, {x n }) = inf{r(x, {x n }) : x ∈ C}, and the asymptotic center of {x n } relative to C is the set
It is known that, in a uniformly convex Banach space, A(C, {x n }) consists of exactly one point. be an arbitrary sequence in C. Then, an iteration procedure x n+1 = f (T, x n ) converging to fixed point p, is said to be T -stable or stable with respect to T , if for ε n = t n+1 − f (T, t n ) , n = 0, 1, 2, 3......, we have lim
T : X → X be two operators. We say that ∼ T is an approximate operator for T if, for some ε > 0, we have
for all x ∈ X. 
where ϕ n ∈ (0, 1), for all n ∈ N, ∞ n=0 ϕ n = ∞ and ϕn ϕn → 0 as n → ∞, then
Lemma 2.9.
[28] Let {ψ n } ∞ n=0 be nonnegative real sequences for which one assumes there exists n 0 ∈ N, such that for all n ≥ n 0 , the following inequality satisfies: 
K iteration Process and its Convergence Analysis
Through out this section we have n ≥ 0 and {α n } and {β n } are real sequences in [0, 1].
Gursoy and Karakaya in [7] introduced new iteration process called "Picard-S iteration process", as follow
They proved that the Picard-S iteration process can be used to approximate the fixed point of contraction mappings. Also, by providing an example, it is shown that the Picard-S iteration process converge faster than all Picard, Mann, Ishikawa, Noor, SP, CR, S, S * , Abbas, Normal-S and Two-step Mann iteration process.
After this Karakaya et. al. in [13] introduced a new two step iteration process, with the claim that it is even faster than Picard-S iteration process, as follow
Recently Thakur et. al. [30] used the following new iteration process, we will call it "Thakur New iteration process",
With the help of numerical example they proved that their new iteration process i.e."Thakur New iteration process" is faster than Picard, Mann, Ishikawa, Agarwal, Noor and Abbas iteration process for some class of mappings. (1), (2) and (3)?
Problem 3.1. Is it possible to develop an iteration process whose rate of convergence is even faster than the iteration processes
To answer this, we introduce the following new iteration process known as "K Iteration Process"
We will prove that our new iteration process (4) is stable and have a good speed of convergence comparatively to other iteration processes. Also the data dependence result for fixed point of contraction mappings with the help of the new iteration process is proved. Proof. The well-known Banach theorem guarantees the existence and uniqueness of fixed point p. We will show that x n → p for n → ∞. From (4) we have
6
Similarly,
Hence
Repetition of above processes gives the following inequalities
From (8) we can easily derive
Since we know that 1 − x ≤ e −x for all x ∈ [0, 1] , so from (9) we get
Taking the limit of both sides of (10), we get lim n→∞ x n − p = 0, i.e. x n → p for n → ∞, as required. Proof. Let {t n } ∞ n=0 ⊂ X be any arbitrary sequence in C. Let the sequence generated by (4) is x n+1 = f (T, x n ) converging to unique fixed point p (by Theorem 3.2) and ε n = t n+1 − f (T, t n ) . We will prove that lim n→∞ ε n = 0 ⇐⇒ lim n→∞ t n = p.
Let lim n→∞ ε n = 0, we have
Since θ ∈ (0, 1), α n , β n ∈ [0, 1], for all n ∈ N and lim n→∞ ε n = 0, so the above inequality together with Lemma 2.8 leads to lim n→∞ t n − p = 0. Hence lim n→∞ t n = p.
Conversely let lim n→∞ t n = p, we have
This implies that lim n→∞ ε n = 0.
Hence (4) is stable with respect to T. Proof. From (9) of Theorem 3.2, we have
The following inequality is due to [7, 2.5] which is obtained from (1), also converging to unique fixed point p [7, Theorem 1],
.
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Together with assumption (i), (11) implies that,
Similarly (12) together with assumption (i) leads to,
Define
and
Since lim n→∞
Hence from (15) we have, lim n→∞ a n b n = lim n→∞ Ψ n = 0, which implies that {x n } ∞ n=0 is faster than {u n } ∞ n=0 . We are now able to establish the following data dependence result. ≤ α n β n , for all n ∈ N, and (ii).
where ε > 0 is a fixed number.
Proof. It follows from (4) and (16) that
Using (17), we have
Similarly using (18), we have
By assumption (i) we have 1 − α n β n ≤ α n β n . Using this together with (19), we get
Let
, then from Lemma 2.9 together with (20), we get
Since by Theorem 3.2 we have lim n→∞ x n = p and by assumption we have lim n→∞ ∼ x n = ∼ p. Using these together with (21), we get
as required.
Convergence results for Suzuki generalized nonexpansive mappings
In this section, we prove weak and strong convergence theorems of a sequence generated by K iteration process for Suzuki generalized nonexpansive mappings in the setting of uniformly convex Banach spaces. Lemma 4.1. Let C be a nonempty closed convex subset of a Banach space X, and let T : C → C be a mapping satisfying condition (C) with F (T ) = ∅. For arbitrary chosen x 0 ∈ C, let the sequence {x n } be generated by (4) , then lim n→∞ x n − p exists for any p ∈ F (T ).
Proof. Let p ∈ F (T ) and z ∈ C. Since T satisfies condition (C), so
So by Proposition 2.1(ii), we have,
So by using (22) we get,
Similarly, by using (23) we have,
This implies that { x n − p } is bounded and non-increasing for all p ∈ F (T ). Hence lim n→∞ x n − p exists, as required.
Theorem 4.2. Let C be a nonempty closed convex subset of a uniformly convex
Banach space X, and let T : C → C be a mapping satisfying condition (C). For arbitrary chosen x 0 ∈ C, let the sequence {x n } be generated by (4) for all n ≥ 1, where {α n } and {β n } are sequence of real numbers in [a, b] for some a, b with 0 < a ≤ b < 1. Then F (T ) = ∅ if and only if {x n } is bounded and lim n→∞ T x n − x n = 0.
Proof. Suppose F (T ) = ∅ and let p ∈ F (T ). Then, by Lemma 4.1, lim n→∞ x n − p exists and {x n } is bounded. Put
From (22) and (25), we have lim sup
By Proposition 2.1(ii) we have lim sup
On the other hand
This implies that
From (26) and (28) we get,
From (25), (27) , (29) togather with Lemma 2.4, we have, lim
Conversely, suppose that {x n } is bounded and lim n→∞ T x n − x n = 0. Let p ∈ A(C, {x n }). By Proposition 2.1(iii), we have
This implies that T p ∈ A(C, {x n }). Since X is uniformly convex, A(C, {x n }) is singleton, hence we have T p = p. Hence F (T ) = ∅. Now we are in the position to prove weak convergence theorem. Proof. Since F (T ) = ∅, so by Theorem 4.2 we have that {x n } is bounded and lim n→∞ T x n − x n = 0. Since X is uniformly convex hence reflexive, so by Eberlin's theorem there exists a subsequence {x n j } of {x n } which converges weakly to some q 1 ∈ X. Since C is closed and convex, by Mazur's theorem q 1 ∈ C. By Lemma 2.2, q 1 ∈ F (T ). Now, we show that {x n } converges weakly to q 1 . In fact, if this is not true, so there must exist a subsequence {x n k } of {x n } such that {x n k } converges weakly to q 2 ∈ C and q 2 = q 1 . By Lemma 2.2, q 2 ∈ F (T ). Since lim n→∞ x n − p exists for all p ∈ F (T ). By Theorem 4.2 and Opial's property, we have
which is contradiction. So q 1 = q 2 . This implies that {x n } converges weakly to a fixed point of T .
Next we prove the strong convergence theorem.
such that
So using (24),we get
This shows that {y k } is a Cauchy sequence in F (T ) and so it converges to a point p. Since F (T ) is closed, therefore p ∈ F (T ) and then {x n k } converges strongly to p. Since lim n→∞ x n − p exists, we have that x n → p ∈ F (T ). Hence proved.
Numerical Example
In order to support analytical proof of Theorem 3.4 and to illustrate the efficiency of K iteration method (4), we will use a numerical example of [13, Example 1] for the sake of consistent comparison. and n = 1, 12.
We can easily see that the new K iterations was the first converging one than the Picard-S, the Thakur New iteration and the Vatan Two-step iterations.
Graphic representation is given in the following Figure 1 ,
For numerical interpretations first we construct an example of suzuki generalized nonexpansive mapping which is not nonexpansive. Table 1 . Iterative values of K, Vatan Two-step, Thakur New and Picard-S iteration processes for α n = β n = 1 4 , for all n and mapping T (x) = (x + 2) 
