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Abstract. We consider actions of the current Lie algebras gln[t] and glk[t] on the space
of polynomials in kn anticommuting variables. The actions depend on parameters z¯ = (z1,
. . . , zk) and α¯ = (α1, . . . , αn), respectively. We show that the images of the Bethe algebras
B
〈n〉
α¯ ⊂ U(gln[t]) and B
〈k〉
z¯ ⊂ U(glk[t]) under these actions coincide. To prove the statement,
we use the Bethe ansatz description of eigenvalues of the actions of the Bethe algebras via
spaces of quasi-exponentials and establish an explicit correspondence between these spaces
for the actions of B
〈n〉
α¯ and B
〈k〉
z¯ .
1. Introduction
The classical (glk, gln)-duality plays an important role in the representation theory and the
classical invariant theory, for example, see [2], [14]. It states the following. Let e
〈n〉
ij , i, j = 1,
. . . , n, and e
〈k〉
ab , a, b = 1, . . . , k, be the standard generators of the Lie algebras gln and glk,
respectively. Define gln- and glk-actions on the space Pkn = C[x11, . . . , xkn] of polynomials
in kn variables:
(1.1) e
〈n〉
ij 7→
k∑
a=1
xai
∂
∂xaj
,
(1.2) e
〈k〉
ab 7→
n∑
i=1
xai
∂
∂xbi
.
Then actions (1.1) and (1.2) commute and there is an isomorphism of glk ⊕ gln-modules
(1.3) Pkn ∼=
⊕
λ
V
〈n〉
λ ⊗ V
〈k〉
λ ,
where V
〈n〉
λ and V
〈k〉
λ are the irreducible representations of gln and glk of highest weight λ,
respectively.
It is interesting to study a similar duality in the context of current algebras, where the
central role is played by the commutative subalgebras B
〈n〉
α¯ ⊂ U(gln[t]) and B
〈k〉
z¯ ⊂ U(glk[t]),
called the Bethe algebras. They depend on parameters α¯ = (α1, . . . , αn) and z¯ = (z1, . . . ,
◦E-mail: vtarasov@iupui.edu, vt@pdmi.ras.ru, supported in part by Simons Foundation grant 430235.
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zk), respectively. One can extend the actions of gln and glk on Pkn to the respective gln[t]-
and glk[t]-actions by the following formulas:
(1.4) ψ
〈n〉
z¯ : e
〈n〉
ij ⊗ t
s 7→
k∑
a=1
zsaxai
∂
∂xaj
,
(1.5) ψ
〈k〉
α¯ : e
〈k〉
ab ⊗ t
s 7→
n∑
i=1
αsixai
∂
∂xbi
.
Actions (1.4) and (1.5) do not commute anymore. However, the images of the subalgebras
B
〈n〉
α¯ and B
〈k〉
z¯ under the corresponding actions coincide, see [6].
According to [7], the Bethe ansatz method gives a bijection between eigenvectors of the
action of B
〈n〉
α¯ on Pkn and n-th order monic ordinary differential operators whose kernels are
certain spaces of quasi-exponentials, see Section 3. Similarly, there is a bijection between
eigenvectors of the action of B
〈k〉
z¯ on Pkn and k-th order monic ordinary differential operators
of the same kind. Since the images of B
〈n〉
α¯ and B
〈k〉
z¯ acting on Pkn coincide and, therefore,
have the same eigenvectors, this yields a bijection between the sets of the corresponding
ordinary differential operators. It was conjectured in [8] that this bijection for differential
operators is the bispectral duality. Namely, there is an automorphism (·)‡ of the algebra of
differential operators such that an eigenvector v ∈ Pkn of the action ψ
〈n〉
z¯ ofB
〈n〉
α¯ corresponding
to a differential operator D is an eigenvector of the action ψ
〈k〉
α¯ of B
〈k〉
z¯ corresponding to the
differential operator D‡.
One can also study the (glk, gln)-duality for different representations. For example, instead
of Pkn, one can consider the space Pkn of polynomials in kn anticommuting variables ξ11,
. . . , ξkn with the actions of gln and glk similar to those (1.1), (1.2) on Pkn. The analog of
isomorphism (1.3) is given by:
Pkn ∼=
⊕
λ
V
〈n〉
λ ⊗ V
〈k〉
λ′ ,
where λ′ denotes the transposed partition, see [1]. Similarly to the case of Pkn, the gln- and
glk-actions on Pkn extend to gln[t]- and glk[t]-actions pi
〈n〉
z¯ and pi
〈k〉
−α¯, depending on parameters
z¯ and α¯, respectively. The actions pi
〈n〉
z¯ and pi
〈k〉
−α¯ are given essentially by the same formulas
as for ψ
〈n〉
z¯ and ψ
〈k〉
α¯ , see Section 5. In this work, we will prove the equality of the images of
the Bethe algebras B
〈n〉
α¯ and B
〈k〉
z¯ under the actions pi
〈n〉
z¯ and pi
〈k〉
−α¯, respectively, see Theorem
5.2.
Unlike [6], our proof of Theorem 5.2 is not straightforward. Instead, we explore the Bethe
ansatz description of eigenvalues and eigenvectors of the actions pi
〈n〉
z¯ of B
〈n〉
α¯ and pi
〈k〉
−α¯ of
B
〈k〉
z¯ . Let v ∈ Pkn be an eigenvector of the action pi
〈n〉
z¯ of B
〈n〉
α¯ corresponding to a differ-
ential operator D. We introduce a transformation D → D˜, see formula (3.1), where D˜ is
another differential operator. This transformation can be naturally described using pseudo-
differential operators, and the automorphism (·)‡ appears as a step in the definition of this
transformation. More explicit construction of D˜ employs the so-called quotient differential
operator, see Section 6. We prove that the vector v ∈ Pkn is an eigenvector of the action
pi
〈k〉
−α¯ of B
〈k〉
z¯ corresponding to the differential operator D˜, see Theorem 5.6. This observation
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together with some results on eigenvalues and eigenvectors of the Bethe algebra from [7]
allows us to prove Theorem 5.2.
There are important elements of the Bethe algebras called the Gaudin and Dynamical
Hamiltonians. The exchange of the Gaudin and Dynamical Hamiltonians under the (glk, gln)-
duality for the space Pkn was observed in [12]. A similar result for the spacePkn was obtained
recently in [11]. The (glk, gln)-duality for the Gaudin and Dynamical Hamiltonians is an
important step in our proof of Theorem 5.2.
The duality of the Bethe algebras of the Gaudin model considered in this paper is expected
to extend to the duality of the Yangian Bethe algebras and the Bethe algebras of the trigono-
metric Gaudin model. This is currently work in progress. The construction of the quotient
difference operator appearing in this generalization resembles the factorization of difference
operators used in [4] in connection with the combinatorial Gale transform introduced in [5].
In a recent paper [3], the authors considered the duality of glk and glm|n Gaudin models
and established a generalization of Theorem 5.2 to that case. Their proof is similar to that
of Capelli type identity in [6]. It would be interesting to extend our approach to the case
of [3] to have an appropriate relation between differential and rational pseudodifferential
operators.
The (glk, gln)-duality for classical integrable models related to Gaudin Hamiltonians and
the actions of glk and gln on the space of polynomials in anticommuting variables was studied
in [13, Section 3.3]. The result of [13] resembles the construction of the differential operator
D˜ discussed in our work.
The paper is organized as follows. In Section 2, we introduce the algebra of pseudodif-
ferential operators. In Section 3, we describe the spaces of quasi-exponentials, define the
transformation D → D˜, and formulate important properties of the kernel of D˜, see Theorem
3.2. We recall the definition of the Bethe algebra of the Gaudin model and some results
about its action on finite-dimensional irreducible representations of the current Lie algebra
in Section 4. In Section 5, we discuss the (glk, gln)-duality for the space Pkn, formulate and
prove the main result, Theorem 5.2. In Section 6, we introduce the quotient differential
operator and give a proof of Theorem 3.2.
2. The Algebra of Pseudodifferential Operators
The algebra of pseudodifferential operators ΨD consists of all formal series of the form
M∑
m=−∞
K∑
k=−∞
Ckmx
k
(
d
dx
)m
,
where integers M and K can differ for different series, and Ckm are complex numbers. One
can check that the rule
(2.1)
(
d
dx
)m
xk =
∞∑
j=0
(m)j(k)j
j!
xk−j
(
d
dx
)m−j
, m, k ∈ Z ,
where (a)i = a(a− 1)(a− 2) . . . (a− i+1) , yields a well-defined multiplication on ΨD. The
verification of associativity is straightforward using the Chu-Vandermonde identity:
i∑
j=1
(m− n)j
j!
·
(n)i−j
(i− j)!
=
(m)i
i!
.
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Lemma 2.1. If D =
∑M
m=−∞
∑K
k=−∞Ckm x
k(d/dx)m, with CKM 6= 0, then D is invertible
in ΨD.
Proof. Define D´ by the rule 1 + D´ = C−1KM x
−KD (d/dx)−M . Then
∑∞
j=0(−1)
jD´j is a well-
defined element of ΨD and the inverse of D is given by the formula:
D−1 = C−1KM
(
d
dx
)−M ( ∞∑
j=0
(−1)jD´j
)
x−K .

We consider a formal series
∑M
m=−∞ fm(x)(d/dx)
m, where all fm(x) are rational functions,
as an element of ΨD replacing each fm(x) by its Laurent series at infinity. In particular,
we identify the algebra of linear differential operators with rational coefficients and the
corresponding subalgebra of ΨD. Next corollary follows immediately from the Lemma 2.1.
Corollary 2.2. Let D =
∑M
m=−∞ fm(x)(d/dx)
m, where all fm(x) are rational functions
regular at infinity. Then D is invertible in ΨD.
Using (2.1), one can check that for any complex numbers Ckm, the series
M∑
m=−∞
K∑
k=−∞
Ckm
(
−
d
dx
)m
xk
is a well-defined element of ΨD. We define a map (·)† : ΨD→ ΨD by the rule(
M∑
m=−∞
K∑
k=−∞
Ckm x
k
(
d
dx
)m)†
=
M∑
m=−∞
K∑
k=−∞
Ckm
(
−
d
dx
)m
xk.
Lemma 2.3. The map (·)† is an involutive antiautomorphism of ΨD.
Proof. To check that (·)† is involutive, we need to verify that
((
xk(d/dx)m
)†)†
= xk(d/dx)m.
By (2.1), it reads as
(2.2)
∞∑
j=0
(−1)j
(k)j(m)j
j!
(
d
dx
)m−j
xk−j = xk
(
d
dx
)m
.
The equality holds since i∑
j=0
(−1)j
j!(i− j)!
= δi0 .
Using (2.1) and (2.2), one can check that (·)† is an antiautomorphism as well. 
We also define the following involutive antiautomorphism on ΨD:(
M∑
m=−∞
K∑
k=−∞
Ckm x
k
(
d
dx
)m)‡
=
M∑
m=−∞
K∑
k=−∞
Ckm x
m
(
d
dx
)k
.
For D ∈ ΨD, we say that D† is the formal conjugate to D and D‡ is the bispectral dual
to D. Let D# =
(
D†
)‡
.
Lemma 2.4. The map (·)# is an automorphism on ΨD of order 4
Proof. The map (·)# is an automorphism because it is a composition of two antiautomor-
phisms. Since
((
xk(d/dx)m
)#)#
= (−x)k (−d/dx)m, the map (·)# has order 4. 
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3. The spaces of quasi-exponentials
In this paper, a partition µ = (µ1, µ2, . . . ) is an infinite nonincreasing sequence of nonneg-
ative integers stabilizing at zero. Let µ′ = (µ′1, µ
′
2, . . . ) denote the transposed partition, that
is, µ′i = #{j | µj > i}. In particular, µ
′
1 equals the number of nonzero entries in µ.
Fix complex numbers α1, . . . , αn and nonzero partitions µ
(1), . . . , µ(n). Assume that αi 6=
αj for i 6= j. Let V be a vector space of functions in one variable with a basis {qij(x)e
αix |
i = 1, . . . , n, j = 1, . . . , (µ(i))′1}, where qij(x) are polynomials and deg qij = (µ
(i))′1 + µ
(i)
j − j.
Denote M ′ =
∑n
i=1(µ
(i))′1 = dimV . For z ∈ C, define the sequence of exponents of V at
z as a unique sequence of integers e = {e1 > . . . > eM ′}, with the property: for each i = 1,
. . . ,M ′, there exists f ∈ V such that f(x) = (x− z)ei
(
1 + o(1)
)
as x→ z.
We say that z ∈ C is a singular point of V if the set of exponents of V at z differs from
the set {0, . . . ,M ′ − 1}. A space of quasi-exponentials has finitely many singular points.
Let z1, . . . , zk be all singular points of V and let e
(a) = {e
(a)
1 > . . . > e
(a)
M ′} be the set
of exponents of V at za. For each a = 1, . . . , k, define a partition λ
(a) = (λ
(a)
1 , λ
(a)
2 , . . . ) as
follows: e
(a)
i =M
′+λ
(a)
i − i for i = 1, . . . ,M
′, and λ
(a)
i = 0 for i > M
′. Clearly, all partitions
λ(1), . . . , λ(k) are nonzero.
Denote the sequences (µ(1), . . . , µ(n)), (λ(1), . . . , λ(k)), (α1, . . . , αn), (z1, . . . , zk) as µ¯, λ¯, α¯,
z¯, respectively. We will say that V is a space of quasi-exponentials with the data (µ¯, λ¯; α¯, z¯).
For arbitrary sequences of partitions µ¯ = (µ(1), . . . , µ(n)), λ¯ = (λ(1), . . . , λ(k)), and se-
quences of complex numbers α¯ = (α1, . . . , αn), z¯ = (z1, . . . , zk), define the data (µ¯, λ¯; α¯, z¯)
red
by removing all zero partitions from the sequences µ¯ , λ¯ and the corresponding numbers from
the sequences α¯ , z¯. We will call the data (µ¯, λ¯; α¯, z¯) reduced if (µ¯, λ¯; α¯, z¯) = (µ¯, λ¯; α¯, z¯)red.
We will say that V is a space of quasi-exponentials with the data (µ¯, λ¯; α¯, z¯) if V is a space
of quasi-exponentials with the data (µ¯, λ¯; α¯, z¯)red.
The fundamental operator of V is a unique monic linear differential operator of order M ′
annihilating V . Denote the fundamental operator of V by DV .
Lemma 3.1. The coefficients of DV are rational functions in x regular at infinity.
The lemma will be proved in Section 6.
Recall that we identify the algebra of linear differential operators with rational coefficients
and the corresponding subalgebra of ΨD.
Let V be a space of quasi-exponentials with the data (µ¯, λ¯; α¯, z¯). By Lemma 3.1 and
Corollary 2.2, the operator DV is an invertible element of ΨD. Consider the following
pseudodifferential operator:
(3.1) D˜V = (−1)
M ′
n∏
i=1
(x+ αi)
(µ(i))′1
(
D−1V
)# k∏
a=1
(
d
dx
− za
)λ(a)1
.
Clearly, D˜V depends only on the reduced data (µ¯, λ¯; α¯, z¯)
red.
Theorem 3.2. The following holds:
(1) D˜V is a monic differential operator of order L =
∑k
a=1 λ
(a)
1 .
(2) The vector space V˜ = ker D˜V is a space of quasi-exponentials with the data (λ¯
′, µ¯′; z¯,
−α¯), where µ¯′ = ((µ(1))′, . . . , (µ(n))′), λ¯′ = ((λ(1))′, . . . , (λ(k))′) and −α¯ = (−α1, . . . ,
−αn).
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(3) Let bij and b˜st be the coefficients of the expansions of DV and D˜V :
DV =
M ′∑
i=0
∞∑
j=0
bijx
−j
(
d
dx
)M ′−i
, D˜V =
L∑
s=0
∞∑
t=0
b˜stx
−t
(
d
dx
)L−s
.
Then there are polynomials Pst in variables rij, i = 0, . . . ,M
′, j > 0, such that b˜st is
the value of Pst under the substitution rij = bij for all i, j. Moreover, the polynomials
Pst are the same for all spaces of quasi-exponentials with the fixed data (µ¯, λ¯; α¯, z¯),
and the coefficients of Pst depend polynomially on α¯ and z¯.
The theorem will be proved in Section 6.
Consider the differential operator DaugV = DV
∏n
i=1, µ(i)=0(d/dx−αi). We will say that the
space V aug = kerDaugV is the augmentation of V with the data (µ¯, λ¯; α¯, z¯), and respesctively,
that V is the reduction of V aug. Clearly, V =
∏n
i=1, µ(i)=0(d/dx− αi) V
aug.
4. Bethe algebra
4.1. Universal differential operator. The current algebra gln[t] = gln ⊗ C[t] is the Lie
algebra of gln-valued polynomials with pointwise commutator. We identify the Lie algebra
gln with the subalgebra gln ⊗ 1 of constant polynomials in gln[t].
For each g ∈ gln, let g(x) =
∑∞
s=0(g ⊗ t
s) x−s−1. It is a formal power series in x−1 with
coefficients in gln[t].
For an n× n matrix A with possibly noncommuting entries aij, its row determinant is
rdetA =
∑
σ∈Sn
(−1)σa1σ(1)a2σ(2) . . . anσ(n).
Let eij, i, j = 1, . . . , n, be the standard generators of the Lie algebra gln satysfying the
relations [eij , ekl] = δjkeil− δilekj . Denote by h the Cartan subalgebra of gln spanned by the
generators e11, . . . , enn.
Fix α¯ = (α1, . . . , αn), a sequence of pairwise distinct complex numbers. Define the uni-
versal differential operator Dα¯ by the formula
Dα¯ = rdet
((
d
dx
− αi
)
δij − eij(x)
)n
i,j=1
.
It is a differential operator in the variable x whose coefficients are formal power series in x−1
with coefficients in U(gln[t]),
(4.1) Dα¯ =
(
d
dx
)n
+
n∑
i=1
Bi(x)
(
d
dx
)n−i
,
where
(4.2) Bi(x) =
∞∑
j=0
Bijx
−j .
and Bij ∈ U(gln[t]) for i = 1, . . . , n, j > 0. Notice that
∑n
i=0Bi0u
n−i =
∏n
j=1(u− αj) .
Definition 4.1. The subalgebra Bα¯ of U(gln[t]) generated by Bij, i = 1, . . . , n, j > 1, is
called the Bethe algebra.
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The proof of the following theorem can be found in [9].
Theorem 4.2. The algebra Bα¯ is commutative. The algebra Bα¯ commutes with the subal-
gebra U(h) ⊂ U(gln[t]).
4.2. Action of the Bethe algebra in a tensor product of evaluation modules. For
a ∈ C, let ρa be the automorphism of gln[t] such that ρa : g(x) 7→ g(x − a). Given a
gln[t]-module M , we denote by M(a) the pullback of M through the automorphism ρa.
Let ev : gln[t] → gln be the evaluation homomorphism, ev : g(x) 7→ gx
−1. For any gln-
module M , we denote by the same letter the gln[t]-module, obtained by pulling M back
through the evaluation homomorphism. For each a ∈ C and gln-module M , the gln[t]-
module M(a) is called an evaluation module.
For each λ = (λ1, . . . , λn) ∈ C
n and an h-module M , we denote by (M)λ the weight
subspace of M of weight λ. Note that any partition λ with λn+1 = 0 can be considered as
an element of Cn.
Let M be a gln[t]-module. As a subalgebra of U(gln[t]), the algebra Bα¯ acts on M . Since
Bα¯ commutes with U(h), it preserves the weight subspaces (M)λ.
Given a Bα¯-module M , a subspace H ⊂ M is called an eigenspace of Bα¯-action on M if
there is a homomorphism ξ : Bα¯ → C such that H =
⋂
F∈Bα¯
ker
(
F − ξ(F )
)
.
Denote by Lλ the irreducible finite-dimensional gln-module with highest weight λ. Fix
µ = (µ1, . . . , µn) ∈ Z
n
>0, α¯ = (α1, . . . , αn) ∈ C
n such that αi 6= αj for i 6= j, z¯ = (z1, . . . ,
zk) ∈ C
k such that za 6= zb for a 6= b, and a sequence of partitions λ¯ = (λ
(1), . . . , λ(k)). Define
the sequence of partitions µ¯ = (µ(1), . . . , µ(n)) setting µ(i) = (µi, 0, 0, . . . ). The next theorem
states the results from [7] needed for the present paper.
Theorem 4.3. Consider a tensor product Lλ¯(z¯) = Lλ(1)(z1)⊗ . . .⊗ Lλ(k)(zk) of evaluation
gln[t]-modules. Then the following holds.
(1) Each eigenspace of the action of Bα¯ on
(
Lλ¯(z¯)
)
µ
is one-dimensional.
(2) For generic α¯ and z¯, the action of Bα¯ on
(
Lλ¯(z¯)
)
µ
is diagonalizable.
(3) Let v ∈
(
Lλ¯(z¯)
)
µ
be an eigenvector of the action of Bα¯. Then there exist ratio-
nal functions b1(x), . . . , bn(x), such that Bi(x)v = bi(x)v for all i = 1, . . . , n, and
the kernel of the differential operator D = (d/dx)n +
∑n
i=1 bi(x)(d/dx)
n−i is the
augmentation of a space of quasi-exponentials with the data (µ¯, λ¯; α¯, z¯).
(4) The correspondence between eigenspaces of the action of Bα¯ on
(
Lλ¯(z¯)
)
µ
and spaces
of quasi-exponentials with the data (µ¯, λ¯; α¯, z¯) given in part (3) is bijective.
4.3. Gaudin and Dynamical Hamiltonians. For g ∈ gln, define g(a) = 1
⊗(a−1)⊗ g ⊗
1⊗(k−a)∈ U(gln)
⊗k. We will use the same notation for an element of U(gln) and its image un-
der the diagonal embedding g 7→
∑k
a=1(g)(a) ∈ U(gln)
⊗k. Let Ω(ab) =
∑n
i,j=1(eij)(a) (eji)(b) .
For sequences of pairwise distinct numbers α¯ = (α1, . . . , αn) and z¯ = (z1, . . . , zk), define
the following elements of U(gln)
⊗k:
Ha(α¯, z¯) =
n∑
i=1
αi(eii)(a) +
k∑
b=1
b6=a
Ω(ab)
za − zb
, Gi(α¯, z¯) =
k∑
a=1
za(eii)(a) +
n∑
j=1
j 6=i
eijeji − eii
αi − αj
.
The elements H1(α¯, z¯), . . . , Hk(α¯, z¯) are called the Gaudin Hamiltonians. The elements
G1(α¯, z¯), . . . , Gn(α¯, z¯) are called the Dynamical Hamiltonians.
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Consider an algebra homomorphism evz¯ : U(gln[t])→ U(gln)
⊗k, given by
evz¯ : g ⊗ t
s 7→
k∑
a=1
g(a)z
s
a .
For each i = 1, . . . , n, let Bˆi(x) be the image of the series Bi(x), see (4.1), under the map
evz¯. The series Bˆi(x) is a formal power series in x
−1 with coefficients in U(gln)
⊗k. There
exists a rational function of the form
∑k
a=1
∑i
j=0 Bˆija(x−za)
−j, where Bˆija ∈ U(gln)
⊗k, such
that Bˆi(x) is the Laurent series of this function as x→∞. We will identify the series Bˆi(x)
and this rational function.
Let Cˆj(u), j ∈ Z>0, be rational functions in u defined by the formula
n∏
i=1
(u− αi)
∞∑
j=0
Cˆj(u)x
−j = un +
n∑
i=1
Bˆi(x)u
n−i.
Lemma 4.4. The following holds:
Ha(α¯, z¯) = Resx=za(Bˆ
2
1(x)− Bˆ2(x)) , Gi(α¯, z¯) = Resu=αi(Cˆ
2
1 (u)− Cˆ2(u)) .
Proof. The proof is straightforward. 
5. The (glk, gln)-duality
5.1. The (glk, gln)-duality for Bethe algebras. Let Xn be the space of all polynomials in
anticommuting variables ξ1, . . . , ξn. Since ξiξj = −ξjξi for any i, j, in particular, ξ
2
i = 0 for
any i, the monomials ξi1 . . . ξil, 1 6 i1 < i2 < . . . < il 6 n, form a basis of Xn.
The left derivations ∂1, . . . , ∂n on Xn are linear maps such that
∂i (ξj1 . . . ξjl) = (−1)
s−1ξj1 . . . ξjs−1 ξjs+1 . . . ξjl , if i = js for some s ,(5.1)
∂i (ξj1 . . . ξjl) = 0 , otherwise .
It is easy to check that ∂i∂j = −∂j∂i for any i, j, in particular, ∂
2
i = 0 for any i, and
∂iξj + ξj∂i = δij for any i, j.
Define a gln-action on Xn by the rule eij 7→ ξi∂j . As a gln-module, Xn is isomorphic to⊕n
l=0Lωl , where
(5.2) ωl = (1, . . . , 1︸ ︷︷ ︸
l
, 0, . . . , 0) ,
and the component Lωl is spanned by the monomials of degree l.
Notice that the space Xn coincides with the exterior algebra of C
n. The operators of
left multiplication by ξ1, . . . , ξn and the left derivations ∂1, . . . , ∂n give on Xn the irreducible
representation of the Clifford algebra Cliffn.
From now on, we will consider the Lie algebras gln and glk together. We will write super-
scripts 〈n〉 and 〈k〉 to distinguish objects associated with algebras gln and glk, respectively.
For example, e
〈n〉
ij , i, j = 1, . . . , n, are the generators of gln, and e
〈k〉
ab , a, b = 1, . . . , k, are the
generators of glk.
Let Pkn be the vector space of polynomials in kn pairwise anticommuting variables ξai,
a = 1, . . . , k, i = 1, . . . , n. We have two vector space isomorphisms ψ1 : (Xn)
⊗k → Pkn and
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ψ2 : (Xk)
⊗n → Pkn, given by:
ψ1 : (p1 ⊗ . . .⊗ pk) 7→ p1(ξ11, . . . , ξ1n)p2(ξ21, . . . , ξ2n) . . . pk(ξk1, . . . , ξkn) ,
ψ2 : (p1 ⊗ . . .⊗ pn) 7→ p1(ξ11, . . . , ξk1)p2(ξ12, . . . , ξk2) . . . pn(ξ1n, . . . , ξkn) .
Let ∂ai, a = 1, . . . , k, i = 1, . . . , n, be the left derivations on Pkn defined similarly to the
left derivations on Xn, see (5.1). Define actions of gln and glk on Pkn by the formulas
e
〈n〉
ij 7→
k∑
a=1
ξai∂aj , e
〈k〉
ab 7→
n∑
i=1
ξai∂bi.
Then ψ1 and ψ2 are isomorphisms of gln- and glk-modules, respectively.
It is easy to check that gln- and glk-actions on Pkn commute. For the next theorem, see
for example [1]:
Theorem 5.1. The gln ⊕ glk-module Pkn has the decomposition Pkn =
⊕
λ V
〈n〉
λ ⊗ V
〈k〉
λ′ ,
where the sum runs over λ = (λ1, . . . , λn) such that λ1 6 k.
The gln- and glk-actions on Pkn can be extended to the actions of corresponding current
Lie algebras by the formulas
e
〈n〉
ij ⊗ t
s 7→
k∑
a=1
zsa ξai∂aj ,(5.3)
e
〈k〉
ab ⊗ t
s 7→
n∑
i=1
(−αi)
s ξai∂bi.(5.4)
Then ψ1 and ψ2 are respective isomorphisms of the following gln[t]- and glk[t]-modules:
ψ1 : Xn(z1)⊗ Xn(z2)⊗ . . .⊗ Xn(zk)→ Pkn ,(5.5)
ψ2 : Xk(−α1)⊗ Xk(−α2)⊗ . . .⊗ Xk(−αn)→ Pkn .(5.6)
The actions (5.3) and (5.4) do not commute. Nevertheless, it turns out that the images
of the subalgebras B
〈n〉
α¯ and B
〈k〉
z¯ in End(Pkn) given by these actions coincide. We will use
Theorems 3.2 and 4.3 to show the following.
Theorem 5.2. Let pi
〈n〉
z¯ : U(gln[t]) → End(Pkn) and pi
〈k〉
−α¯ : U(glk[t]) → End(Pkn) be the
homomorphisms defined by formulas (5.3) and (5.4), respectively. Then
(5.7) pi
〈n〉
z¯ (B
〈n〉
α¯ ) = pi
〈k〉
−α¯(B
〈k〉
z¯ ).
Theorem 5.2 is proved in Section 5.5.
Remark. Let B
〈n〉
ij,α¯ be the generators of the algebra B
〈n〉
α¯ , cf (4.2). Here we indicated the
dependence on α¯, explicitly. Then we have pi
〈n〉
−z¯ (B
〈n〉
ij,−α¯) = (−1)
n−i−jpi
〈n〉
z¯ (B
〈n〉
ij,α¯). Therefore
pi
〈n〉
−z¯ (B
〈n〉
−α¯) = pi
〈n〉
z¯ (B
〈n〉
α¯ ).
10 V.TARASOV AND F.UVAROV
5.2. The (glk, gln)-duality for Gaudin and Dynamical Hamiltonians. Define U(gln)
⊗k
and U(glk)
⊗n-actions on Pkn by
(5.8) (e
〈n〉
ij )(a) 7→ ξai∂aj ,
(5.9) (e
〈k〉
ab )(i) 7→ ξai∂bi.
Then ψ1 and ψ2 are isomorphisms of U(gln)
⊗k- and U(glk)
⊗n-modules, respectively.
In Section 4.3, we introduced elements Ha(α¯, z¯) and Gi(α¯, z¯) of U(gln)
⊗k. We will write
them now as H
〈n,k〉
a (α¯, z¯), G
〈n,k〉
i (α¯, z¯). We will also consider analogous elements H
〈k,n〉
i (z¯, α¯),
G
〈k,n〉
a (z¯, α¯) of U(glk)
⊗n. The following result can be found in [11]:
Lemma 5.3. Let ρ〈n,k〉 : U(gln)
⊗k → End(Pkn) and ρ
〈k,n〉 : U(glk)
⊗n → End(Pkn) be the
homomorphisms defined by (5.8) and (5.9) respectively. Then for any i = 1, . . . , n, and
a = 1, . . . , k we have:
ρ〈n,k〉
(
H〈n,k〉a (α¯, z¯)
)
= −ρ〈k,n〉
(
G〈k,n〉a (z¯,−α¯)
)
,(5.10)
ρ〈n,k〉
(
G
〈n,k〉
i (α¯, z¯)
)
= ρ〈k,n〉
(
H
〈k,n〉
i (z¯,−α¯)
)
.(5.11)
Proof. The proof is straightforward. 
5.3. Restriction to the subspaces Pkn[l,m]. Let Zkn be the subset of all pairs (l,m) ∈
Zk>0 × Z
n
>0 , l = (l1, . . . , lk), m = (m1, . . . , mn), such that la 6 n for all a, mi 6 k for all i,
and
∑k
a=1 la =
∑n
i=1mi. For each (l,m) ∈ Zkn, denote by Pkn[l,m] ⊂ Pkn the span of all
monomials ξd1111 . . . ξ
dk1
k1 . . . ξ
d1n
1n . . . ξ
dkn
kn such that
∑k
a=1 dai = mi and
∑n
i=1 dai = la. Note that
dai ∈ {0, 1} for all a, i. Clearly, we have a vector space decomposition:
Pkn =
⊕
(l,m)∈Zkn
Pkn[l,m] .
Lemma 5.4. For any (l,m) ∈ Zkn, the subspace Pkn[l,m] is invariant under the actions
of the algebras B
〈n〉
α¯ and B
〈k〉
z¯ .
Proof. Recall Xn =
⊕n
l=0Lωl as a gln-module. Then by the isomorphism ψ1, see (5.5), the
gln[t]-module Pkn is the direct sum of tensor products L
〈n〉
ωl1
(z1)⊗ . . .⊗ L
〈n〉
ωlk
(zk), and
(5.12) Pkn[l,m] = ψ1
((
L〈n〉ωl1
(z1)⊗ . . .⊗ L
〈n〉
ωlk
(zk)
)
m
)
.
Hence, Pkn[l,m] is invariant under the action of B
〈n〉
α¯ , see Section 4.2.
Similarly, Xk =
⊕k
m=0 Lωm as a glk-module. Then by the isomorphism ψ2, see (5.6), the
glk[t]-module Pkn is the direct sum of tensor products L
〈k〉
ωm1 (−α1)⊗ . . .⊗ L
〈k〉
ωmn (−αn), and
(5.13) Pkn[l,m] = ψ2
((
L〈k〉ωm1 (−α1)⊗ . . .⊗ L
〈k〉
ωmn
(−αn)
)
l
)
.
Thus Pkn[l,m] is invariant under the action of B
〈k〉
z¯ . 
We will prove Theorem 5.2 by showing that the restrictions of pi
〈n〉
z¯ (B
〈n〉
α¯ ) and pi
〈k〉
−α¯(B
〈k〉
z¯ )
to each subspace Pkn[l,m] coincide. We will also need the following lemma.
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Lemma 5.5. Fix (l,m) ∈ Zkn. For generic α¯, z¯, the common eigenspaces of the operators
ρ〈n,k〉(H
〈n,k〉
a (α¯, z¯)), a = 1, . . . , k, restricted to Pkn[l,m] are one-dimensional. Similarly, for
generic α¯, z¯, the common eigenspaces of the operators ρ〈k,n〉(H
〈k,n〉
i (z¯,−α¯)), i = 1, . . . , n,
restricted to Pkn[l,m] are one-dimensional.
Proof. For every monomial p ∈ Pkn, we have (e
〈n〉
ii )(a)p = m
a
i (p)p and m
a
i (p) ∈ Z. Moreover,
if p 6= p′, there exist i, a such that mai (p) 6= m
a
i (p
′). Take α¯ such that α1, . . . , αn are
linearly independent over Z. Then for the operators Ka = ρ
〈n,k〉(
∑n
i=1 αi(e
〈n〉
ii )(a)), a = 1,
. . . , k, the common eigenspaces are one-dimensional. Therefore, the common eigenspaces of
the operators ρ〈n,k〉(H
〈n,k〉
a (α¯, z¯)) = Ka +
∑
b6=a Ω(ab)(za − zb)
−1, a = 1, . . . , k, restricted to a
finite-dimensional submodule of Pkn are one-dimensional provided all the differences |za−zb|
are sufficiently large. Hence, for generic α¯ and z¯, the common eigenspaces of the operators
ρ〈n,k〉(H
〈n,k〉
a (α¯, z¯)), a = 1, . . . , k, restricted to a Pkn[l,m] are one-dimensional.
The proof of the second claim is similar. 
5.4. Spaces of quasi-exponentials and the (glk, gln)-duality. Fix (l,m) ∈ Zkn, and
define µ¯ = (µ(1), . . . , µ(n)), λ¯ = (λ(1), . . . , λ(k)) as follows. If l = (l1, . . . , lk) and m = (m1,
. . . , mn), then µ
(i) = (mi, 0, . . . ), i = 1, . . . , n, and λ
(a) = ωla, a = 1, . . . , k, see (5.2).
By Theorem 4.3 and formulas (5.12), (5.13), a space of quasi-exponentials with the data
(µ¯, λ¯; α¯, z¯) defined above gives rise to an eigenvector of the action pi
〈n〉
z¯ of B
〈n〉
α¯ on Pkn[l,m].
Similarly, a space of quasi-exponentials with the data (λ¯′, µ¯′; z¯,−α¯) gives rise to an eigen-
vector of the action pi
〈k〉
−α¯ of B
〈k〉
z¯ on Pkn[l,m]. We have the following theorem.
Theorem 5.6. Let V be a space of quasi-exponentials with the data (µ¯, λ¯; α¯, z¯), and v ∈
Pkn[l,m] be an eigenvector of the action pi
〈n〉
z¯ of B
〈n〉
α¯ corresponding to V . For the fun-
damental operator DV of the space V , define the operator D˜V by formula (3.1), and set
V˜ = ker(D˜V ). Then, for generic α¯, z¯, the vector v is an eigenvector of the action pi
〈k〉
−α¯ of
B
〈k〉
z¯ corresponding to V˜ .
Proof. Let bi(x) and b˜i(x) be the coefficients of DV and D˜V :
DV =
(
d
dx
)n
+
n∑
i=1
bi(x)
(
d
dx
)n−i
, D˜V =
(
d
dx
)k
+
k∑
a=1
b˜a(x)
(
d
dx
)k−a
.
By Lemma 3.1, the coefficients bi(x) and b˜i(x) are rational functions of x. Define functions
c˜i(u), i ∈ Z>0, by the rule:
k∏
a=1
(u− za)
∞∑
i=0
c˜i(u)x
−i = uk +
k−1∑
a=1
b˜a(x)u
k−a.
Also, set
ha = Resx=za(b
2
1(x)− b2(x)), g˜a = Resu=za(c˜
2
1(u)− c˜2(u)).
By a straightforward though lengthy calculation, one can show that
(5.14) g˜a = −ha.
By Lemma 4.4 and Theorem 4.3, for each a = 1, . . . , k, the vector v is an eigenvector of
ρ〈n,k〉(H
〈n,k〉
a (α¯, z¯)) with eigenvalue ha. Similarly, an eigenvector v˜ ∈ Pkn[l,m] of the action
pi
〈k〉
−α¯ of B
〈k〉
z¯ corresponding to V˜ is an eigenvector of ρ
〈k,n〉(G
〈k,n〉
a (z¯,−α¯)) with eigenvalue g˜a
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for each a = 1, . . . , k. Therefore, by formulas (5.10) and (5.14) for each a = 1, . . . , k, the
vector v˜ is an eigenvector of ρ〈n,k〉(H
〈n,k〉
a (α¯, z¯)) with eigenvalue ha, the same as for v. Hence,
by Lemma 5.5, the vector v˜ is proportional to v. 
5.5. Proof of Theorem 5.2. Let B
〈n〉
ij,α¯, i = 1, . . . , n, j ∈ Z>0, and B
〈k〉
st,z¯, s = 1, . . . , k,
t ∈ Z>0, be the generators of the algebras B
〈n〉
α¯ and B
〈k〉
z¯ , respectively, see (4.2).
Assume first that α¯ and z¯ are generic. Take a common eigenvector v of pi
〈n〉
z¯ (B
〈n〉
ij,α¯), i = 1,
. . . , n, j ∈ Z>0, corresponding to a space V of quasi-exponentials with the data (µ¯, λ¯; α¯, z¯)
as in Theorem 5.6. The eigenvalue of pi
〈n〉
z¯ (B
〈n〉
ij,α¯) associated to v is the coefficient bij in
the expansion DV =
∑M ′
i=0
∑∞
j=0 bijx
−j(d/dx)M
′−i of the fundamental operator DV of V .
By Theorem 5.6, v is also a common eigenvector of pi
〈k〉
−α¯(B
〈k〉
st,z¯), s = 1, . . . , k, t ∈ Z>0,
and the corresponding eigenvalue of pi
〈k〉
−α¯(B
〈k〉
st,z¯) is the coefficient b˜st in the expansion D˜V =∑L
s=0
∑∞
t=0 b˜stx
−t(d/dx)L−s, where D˜V is given by the formula (3.1). Due to Theorem 3.2,
part (3), there exist polynomials Pst in variables rij , i = 0, . . . ,M
′, j > 0, independent of
the eigenvector v, such that b˜st are obtained by the substitution rij = bij for all i, j into the
polynomial Pst,
(5.15) b˜st = Pst({bij}).
By Theorem 4.3, part (4), the subspace Pkn[l,m] has a basis consisting of common eigen-
vectors of the operators pi
〈n〉
z¯ (B
〈n〉
ij,α¯), i = 1, . . . , n, j ∈ Z>0 . Since the operator pi
〈k〉
−α¯(B
〈k〉
st,z¯) is
diagonal in such a basis, relation (5.15) for eigenvalues implies the analogous relation for the
operators:
(5.16) pi
〈k〉
−α¯(B
〈k〉
st,z¯) = Pst({pi
〈n〉
z¯ (B
〈n〉
ij,α¯)}).
Since the operators pi
〈k〉
−α¯(B
〈k〉
ab,z¯), pi
〈n〉
z¯ (B
〈n〉
ij,α¯), and the coefficients of Pst depend polynomially
on α¯ and z¯, relation (5.16) holds for any α¯ and z¯, and pi
〈k〉
−α¯(B
〈k〉
z¯ ) ⊂ pi
〈n〉
z¯ (B
〈n〉
α¯ ).
Exchanging the roles of glk and gln, we obtain that pi
〈n〉
−z¯ (B
〈n〉
−α¯) ⊂ pi
〈k〉
−α¯(B
〈k〉
z¯ ) as well. Since
pi
〈n〉
−z¯ (B
〈n〉
−α¯) = pi
〈n〉
z¯ (B
〈n〉
α¯ ), see the remark at the end of Section 5.1, Theorem 5.2 is proved.
6. Quotient differential operator
6.1. Factorization of a differential operator. For any functions g1, . . . , gn, let
W (g1, . . . , gn) = det((g
(j−1)
i )
n
i,j=1)
be their Wronski determinant. Let Wi(g1, . . . , gn) be the determinant of the n × n matrix
whose j-th row is gj, g
′
j, . . . , g
(n−i−1)
j , g
(n−i+1)
j , . . . , g
(n)
j .
Consider a monic differential operator D of order n with coefficients ai(x), i = 1, . . . , n:
(6.1) D =
(
d
dx
)n
+
n∑
i=1
ai(x)
(
d
dx
)n−i
,
and let f1, f2, . . . , fn be linearly independent solutions of the differential equation Df = 0.
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Lemma 6.1. The coefficients a1(x), . . . , an(x) of the differential operator D are given by
the formulas
(6.2) ai(x) = (−1)
i Wi(f1, . . . , fn)
W (f1, . . . , fn)
, i = 1, . . . , n ,
Moreover, for any function g, we have
(6.3) Dg =
W (f1, . . . , fn, g)
W (f1, . . . , fn)
.
Proof. The equations Df1 = 0, . . . , Dfn = 0 give a linear system of equations for the coeffi-
cients a1(x), . . . , an(x). Solving this system by Cramer’s rule yields formula (6.2). Formula
(6.3) follows from the last row expansion of the determinant in the numerator. 
Proposition 6.2. The differential operator D can be written in the following form:
(6.4) D =
(
d
dx
−
g′1
g1
)(
d
dx
−
g′2
g2
)
. . .
(
d
dx
−
g′n
gn
)
,
where gn = fn, and
(6.5) gi =
W (fn, fn−1, . . . , fi)
W (fn, fn−1, . . . , fi+1)
, i = 1, . . . , n− 1 .
Proof. Denote by D1 the differential operator in the right hand side of (6.2). By Lemma 6.1
a monic differential operator is uniquely determined by its kernel. Therefore it is sufficient
to prove that D1fi = 0 for all i = 1, . . . , n. We will prove it by induction on n.
If n = 1, then g1 = f1 and D1f1 = (d/dx− f
′
1/f1) f1 = 0.
Let D2 be the monic differential operator whose kernel is spanned by f2, . . . , fn. By
induction assumption,
D2 =
(
d
dx
−
g′2
g2
)(
d
dx
−
g′3
g3
)
. . .
(
d
dx
−
g′n
gn
)
.
Since D1 = (d/dx− g
′
1/g1)D2, we have D1fi = 0 for i = 2, . . . , n. Formula (6.3) yields
D2f1 = g1, thus D1f1 = 0 as well. 
6.2. Formal conjugate differential operator. Given a differential operator (6.1), define
its formal conjugate by the formula:
D†h(x) =
(
−
d
dx
)n
h(x) +
n∑
i=1
(
−
d
dx
)n−i(
ai(x)h(x)
)
.
Clearly, the formal conjugation is an antihomomorphism of the algebra of differential
operators. In particular, if D is given by formula (6.2), then
(6.6) D† = (−1)n
(
d
dx
+
g′n
gn
)(
d
dx
+
g′n−1
gn−1
)
. . .
(
d
dx
+
g′1
g1
)
.
Proposition 6.3. Let
hi =
W (f1, . . . , fi−1, fi+1, . . . , fn)
W (f1, . . . , fn)
,
Then the functions h1, . . . , hn are linearly independent, and D
†hi = 0 for all i = 1, . . . , n.
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Proof. Since h1 = (−1)
n−1/g1, we have D
†h1 = 0 by formula (6.6).
Let σ be a permutation of {1, . . . , n}. Take a new sequence fσ(1), . . . , fσ(n) of n linearly
independent solutions of the equation Df = 0. Then similarly to the consideration above,
we get
D† = (−1)n
(
d
dx
+
g′n,σ
gn,σ
)(
d
dx
+
g′n−1,σ
gn−1,σ
)
. . .
(
d
dx
+
g′1,σ
g1,σ
)
,
cf (6.6), where gn,σ = fσ(n) and
gi,σ =
W (fσ(n), fσ(n−1), . . . , fσ(i))
W (fσ(n), fσ(n−1), . . . , fσ(i+1))
, i = 1, . . . , n− 1.
Taking σ such that σ(1) = i, we get D†hi = 0.
To prove the linear independence of the functions h1, . . . , hn, we will show that:
(6.7) W (h1, . . . , hn) =
(−1)n(n−1)/2
W (f1, . . . , fn)
.
Let pi = W (f1, . . . , fi−1, fi+1, . . . , fn). Denote by bij the ij-minor of the matrix A =
(f
(j−1)
i )
n
i.j=1. Then we have pi = bin and p
′
i = bi,n−1.
Since Dfi = 0 for any i = 1, . . . , n, we have f
(n)
i =
∑n
l=1 alf
(n−l)
i , where the functions a1,
. . . , an do not depend on i. Using this observation, one can check that
(6.8) b′i,n−j = bi,n−j−1 + (−1)
j−1aj+1bin + a1bi,n−j.
Therefore, by induction on j, we have
(6.9) p
(j)
i = bi,n−j +
j−1∑
k=0
Cjkbi,n−k , i = 1, . . . , n ,
for certain functions Cjk, that do not depend on i. Hence,
(6.10) W (p1, . . . , pn) = det(p
(j)
i ) i=1,...,n
j=0,...,n−1
= det(bi,n−j) i=1,...,n
j=0,...,n−1
and
W (h1, . . . , hn) = W
( p1
W (f1, . . . , fn)
, . . . ,
pn
W (f1, . . . , fn)
)
=
W (p1, . . . , pn)
(W (f1, . . . , fn))n
=
det(bi,n−j)
(W (f1, . . . , fn))n
= (−1)n(n−1)/2
det((−1)i+j bi,j)
(W (f1, . . . , fn))n
= (−1)n(n−1)/2
det(A−1 detA)
(detA)n
=
(−1)n(n−1)/2
W (f1, . . . , fn)
.

6.3. Quotient differential operator. Let D and Dˆ be differential operators such that
kerD ⊂ ker Dˆ. Then there is a differential operator Dˇ, such that Dˆ = DˇD. For instance,
it can be seen from the factorization formula (6.4). We will call Dˇ the quotient differential
operator.
Let f1, f2, . . . , fn be a basis of kerD and f1, f2, . . . , fn, h1, . . . , hk be a basis of ker Dˆ.
Define functions ϕ1, . . . , ϕk by the formula
ϕa =
W (f1, . . . , fn, h1, . . . , ha−1, ha+1, . . . , hk)
W (f1, . . . , fn, h1, . . . , hk)
.
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Proposition 6.4. The functions ϕ1, . . . , ϕk are linearly independent, and Dˇ
†ϕa = 0 for all
a = 1, . . . , k.
Proof. Set h˜a = Dha, a = 1, . . . , k. The functions h˜1, . . . , h˜k are linearly independent.
Indeed, if there are numbers c1, . . . , ck, not all equal to zero, such that c1h˜1+ . . .+ ckh˜k = 0,
then D(c1h1 + . . .+ ckhk) = 0. This means that c1h1 + . . .+ ckhk belongs to the span of f1,
. . . , fn contrary to the linear independence of the functions f1, . . . , fn, h1, . . . , hk.
Formula (6.3) yields h˜i = W (f1, . . . , fn, hi)/W (f1, . . . , fn). Using identities for Wronski-
ans, see [10], one can check that
W (h˜1, . . . , h˜a−1, h˜a+1, . . . , h˜k)
W (h˜1, . . . , h˜k)
=
W (f1, . . . , fn, h1, . . . , ha−1, ha+1, . . . , hk)
W (f1, . . . , fn, h1, . . . , hk)
= ϕa .
Since Dˇh˜a = Dˆha = 0 for all a = 1, . . . , k, the functions h˜1, . . . , h˜k form a basis of ker Dˇ,
because the order of Dˇ equals k. Since
ϕa =
W (h˜1, . . . , h˜a−1, h˜a+1, . . . , h˜k)
W (h˜1, . . . , h˜k)
,
Proposition 6.4 follows from Proposition 6.3 applied to Dˇ. 
6.4. Quotient differential operator and spaces of quasi-exponentials. Let V be a
space of quasi-exponentials with the data (µ¯, λ¯; α¯, z¯). For the rest of the paper we will assume
that the data (µ¯, λ¯; α¯, z¯) are reduced, that is, the sequences µ¯ and λ¯ do not contain zero
partitions. For each i = 1, . . . , n, denote ni = (µ
(i))′1 and pi = µ
(i)
1 + ni.
Introduce also a larger space Vˆ spanned by the functions xpeαix for all i = 1, . . . , n, and
p = 0, . . . , pi − 1. Denote
W (Vˆ ) = W (eα1x, xeα1x, . . . , xp1−1eα1x, . . . , eαnx, xeαnx, . . . , xpn−1eαnx) ,
Wij(Vˆ ) =W ( . . . , x̂jeαix, . . . ) .
The functions in the second line are the same except the function xjeαix is omitted.
Lemma 6.5. The following holds:
(6.11) W (Vˆ ) = e
∑n
i=1 piαix
n∏
i=1
pi−1∏
s=1
s!
∏
16i<j6n
(αj − αi)
pipj ,
(6.12) Wij(Vˆ ) = e
∑n
l=1(pl−δil)αlx rij(x)
n∏
l=1
pl−1∏
s=1
(l,s)6=(i,j)
s!
∏
16l<l′6n
(αl′ − αl)
(pl−δli)(pl′−δl′i) ,
where rij(x) is a monic polynomial in x and deg rij = pi − j − 1.
Proof. We will prove (6.11) by induction on
∑n
i=1(pi − 1) = P . For P = 0, equality (6.11)
becomes
W (eα1x, eα2x, . . . , eαnx) = e
∑n
i=1 αix
∏
16i<j6n
(αj − αi),
which is equivalent to the Vandermonde determinant formula.
Fix P0 ∈ Z>0. Suppose that (6.11) is true for all n and all p1, . . . , pn such that
∑n
i=1(pi −
1) = P0. We will indicate the dependence of the space Vˆ on p1, . . . , pn as follows: Vˆ
p1,...,pn.
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Fix p1, . . . , pn such that
∑n
i=1(pi − 1) = P0. For each l = 1, . . . , n, let W(β,l) be the
Wronski determinant obtained from W (Vˆ p1,...,pn) by inserting the exponential eβx after the
function xpl−1eαlx. Notice that (∂/∂β)pl |β=αlW(β,l) =W (Vˆ
p′1,...,p
′
n), where p′i = pi if i 6= l and
p′l = pl + 1.
By the induction assumption, we have
W(β,l) = e
∑n
i=1(piαi+β)x
n∏
i=1
pi−1∏
s=1
s!
∏
16i<j6n
(αj − αi)
pipj
l∏
i=1
(β − αi)
pi
n∏
i=l+1
(αi − β)
pi,
which gives (
∂
∂β
)pl∣∣∣∣
β=αl
W(β,l) = e
∑n
i=1 p
′
iαix
n∏
i=1
p′i−1∏
s=1
s!
∏
16i<j6n
(αj − αi)
p′ip
′
j .
This proves the induction step for formula (6.11).
To prove formula (6.12), we fix i and use induction on s = pi−j−1. The base of induction
at s = 0 is given by formula (6.11).
Fix s0 ∈ Z>0. Suppose that (6.12) is true for all n, all p1, . . . , pn and j such that s = s0.
Fix p1, . . . , pn, and j such that pi − j − 1 = s0. Let W(β,i,j) be the Wronski determinant
obtained from Wij(Vˆ
p1,...,pn) by inserting the exponential eβx after the function xpi−1eαix if
j 6 pi − 1 or after the function x
pi−2eαix if j = pi − 1. Notice that
(∂/∂β)pi |β=αiW(β,i,j) =Wij(Vˆ
p′1,...,p
′
n) ,
where p′l = pl for l 6= i, p
′
i = pi + 1, and s
′ = p′i − 1− j = s0 + 1.
By the induction assumption, we have
W(β,i,j) = e
∑n
l=1(pl−δil)αlx+βx rij(x)
n∏
l=1
pl−1∏
s=1
(l,s)6=(i,j)
s!
∏
16l<l′6n
(αl′ − αl)
(pl−δli)(pl′−δl′i)
×
i∏
l=1
(β − αl)
pl−δil
n∏
l=i+1
(αl − β)
pl−δil ,
where rij(x) is a monic poynomial and deg rij(x) = pi − j − 1. The last formula gives(
∂
∂β
)pi∣∣∣∣
β=αi
W(β,i,j) = e
∑n
l=1(p
′
l
−δil)αlxA(x)
n∏
l=1
p′
l
−1∏
s=1
(l,s)6=(i,j)
s!
∏
16l<l′6n
(αl′ − αl)
(p′
l
−δli)(p
′
l′
−δl′i),
where A(x) is a monic polynomial and degA(x) = deg rij(x) + 1. This completes the
induction step for formula (6.12). 
For each i = 1, . . . , n, set
(6.13) di = {ni + µ
(i)
j − j | j = 1, . . . , ni} , d
c
i = {0, 1, 2, . . . , pi − 1} \ di .
Lemma 6.6. We have dci = {ni − (µ
(i))′j + j − 1 | j = 1, . . . , µ
(i)
1 } .
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Proof. Consider the Young diagram corresponding to the partition µ(i). Enumerate, starting
from 0, the sides of boxes in this diagram that form the bottom-right boundary, see the
picture.
pi − 1
. . . . . .
.
. . .
2
0 1
Then by (6.13), the set di corresponds to the right-most sides of the rows, which are the
vertical sides of the boundary. Thus the complementary set dci corresponds to the horizontal
sides of the boundary, which are the bottom sides of the columns. The last observation proves
the lemma. 
Let DV be the fundamental differential operator of V . Define Dˆ =
∏n
i=1 (d/dx− αi)
pi.
Then ker Dˆ = Vˆ . Therefore, kerDV ⊂ ker Dˆ, and there exists a differential operator DˇV ,
such that Dˆ = DˇVDV , see Section 6.3. Let Vˇ
† = ker Dˇ†.
Theorem 6.7. The space Vˇ † is a space of quasi-exponentials with the data (µ¯′, λ¯′;−α¯, z¯).
Proof. The space V has a basis of the form {qij(x)e
αix | i = 1, . . . , n, j = 1, . . . , ni}, where
qij(x) are polynomials and deg qij = ni + µ
(i)
j − j . Then the functions x
leαix, i = 1, . . . , n,
l ∈ dci , complement this basis of V to a basis of Vˆ .
By Proposition 6.4, the space Vˇ † has the following basis
(6.14)
Wij(Vˆ )
W (Vˆ )
+
pi−1∑
l=j+1
Cijl
Wil(Vˆ )
W (Vˆ )
, i = 1, . . . , n , j ∈ dci ,
where Cijl are complex numbers. Then by Lemma 6.5, for each i, j, the corresponding
element of this basis has the form r˜ij(x)e
−αix, where r˜ij(x) is a polynomial of degree pi−j−1.
By Lemma 6.6, j ∈ dci if and only if j = ni − (µ
(i))′l + l − 1 for some l ∈ {1, . . . , µ
(i)
1 } .
Set qˇil(x) = r˜ij(x). Then Vˇ
† has a basis of the form {qˇil(x)e
−αix | i = 1, . . . , n, l = 1, . . . ,
µ
(i)
1 } and
(6.15) deg qˇil = deg r˜ij = µ
(i)
1 + ni − (ni − (µ
(i))′l + l − 1)− 1 = µ
(i)
1 + (µ
(i))′l − l .
Recall M ′ = dimV =
∑n
i=1(µ
(i))′1 . Set M = dim Vˇ
† =
∑n
i=1 µ
(i)
1 . We also have dim Vˆ =
M ′ +M .
Fix a point z ∈ C, and let e = {e1 > . . . > eM ′} be the set of exponents of V at z. Then
there is a basis {ψ1, . . . , ψM ′} of V such that
(6.16) ψi = (x− z)
ei
(
1 + o(1)
)
, x→ z ,
for any i = 1, . . . ,M ′.
Set eˆ = { eˆ1 < eˆ2 < . . . < eˆM} = {0, 1, 2, . . . ,M
′ +M − 1} \ e . By formula (6.11), the
Wronskian W (Vˆ ) has no zeros, thus z is not a singular point of Vˆ . Therefore, there is a
basis {ψ1, . . . , ψM ′ , χ1, . . . , χM} of Vˆ such that
(6.17) χi(x) = (x− z)
eˆi
(
1 + o(1)
)
, x→ z ,
for any i = 1, . . . ,M .
18 V.TARASOV AND F.UVAROV
By Proposition 6.4, the set
(6.18)
{
W (ψ1, . . . , ψM ′, χ1, . . . , χi−1, χi+1, . . . , χM)
W (ψ1, . . . , ψM ′ , χ1, . . . , χM)
∣∣∣∣ i = 1, . . . ,M
}
is a basis of Vˇ †. Formulas (6.11), (6.16), (6.17) show that for any i = 1, . . . ,M ,
W (ψ1, . . . , ψM ′, χ1, . . . , χi−1, χi+1, . . . , χM)
W (ψ1, . . . , ψM ′, χ1, . . . , χM)
= Ci (x− z)
M ′+M−eˆi−1
(
1 + o(1)
)
as x→ z, where Ci is a nonzero complex number. Therefore, the set of exponents of Vˇ
† at
the point z is eˇ† = {M ′ +M − eˆ1 − 1 > . . . > M
′ +M − eˆM − 1}. In particular, z is a
singular point of Vˇ † if and only if z is a singular point of V .
If a partition λ = (λ1, λ2, . . . ) corresponds to the set e, that is, λi = ei + i−M
′ for i = 1,
. . . ,M ′, and λi = 0 for i > M
′, then similarly to Lemma 6.6, eˆi = M
′ − λ′i + i − 1, and
eˇ†i =M
′ +M − eˆi − 1 = λ
′
i +M − i. Thus the set eˇ
† of exponents of Vˇ † at z corresponds to
a partition λ′.
Recall that the data (µ¯, λ¯; α¯, z¯) are reduced, in particular, z¯ is the set of singular points
of V . To summarize, the consideration above shows that z¯ is the set of singular points of Vˇ †
as well, and Vˇ † is the space of quasi-exponentials with the data (µ¯′, λ¯′;−α¯, z¯). Theorem 6.7
is proved. 
6.5. Proof of Theorem 3.2. It is sufficient to prove Theorem 3.2 for the case of reduced
data (µ¯, λ¯; α¯, z¯). This is immediate for items (1) and (3), since M ′, L,DV and D˜V depend
only on (µ¯, λ¯; α¯, z¯)red. And for item (2), the following observation does the job: if (µ¯, λ¯; α¯,
z¯)red = (µ¯red, λ¯red; α¯red, z¯red), then (λ¯′, µ¯′; z¯,−α¯)red =
(
(µ¯red)′, (λ¯red)′; z¯red,−α¯red
)
.
Let V be a space of quasi-exponentials with the reduced data (µ¯, λ¯; α¯, z¯). Let {f1, . . . ,
fM ′} be a basis of V and DV =
∑M ′
i=0 bi(x)(d/dx)
M ′−i be the fundamental operator of V .
For each i = 1, . . . ,M ′, the ratio Wi(f1, . . . , fM ′)/W (f1, . . . , fM ′) is a rational function of x
regular at infinity. Together with Lemma 6.1, this proves Lemma 3.1, and we can consider
DV as an invertible element of ΨD.
For any i = 0, . . . ,M ′, let
∑∞
j=0 bijx
−j be the Laurent series of bi(x) at infinity. We
will refer to the functions bi(x) as coefficients of the differential operator DV , and to bij as
expansion coefficients of the differential operator DV . This terminology also applies to any
differential operator with rational coefficients.
Notice that the formal conjugation (·)† of a differential operator, introduced in Section
6.2, is consistent with the formal conjugation on ΨD, introduced in Section 2. Recall the
involutive antiautomorphism (·)‡ : ΨD→ ΨD introduced in Section 2.
Let Dˆ =
∏n
i=1 (d/dx− αi)
µ
(i)
1 +(µ
(i))′1 . Denote by DˇV the quotient differential operator such
that Dˆ = DˇVDV . Set D
×
V =
(∏k
a=1 (x− za)
λ
(a)
1 Dˇ†V
)‡
. Recall the pseudodifferential operator
D˜V defined by (3.1). It is straightforward to verify that
(6.19) D×V = (−1)
M
n∏
i=1
(x+ αi)
µ
(i)
1 D˜V ,
where M = µ
(1)
1 + . . .+ µ
(n)
1 .
The next theorem is proved in [8].
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Theorem 6.8. Let D be the fundamental differential operator of a space of quasi-exponen-
tials with the data (µ¯′, λ¯′;−α¯, z¯). Then the following holds.
(1) The differential operator
∏k
a=1(x− za)
λ
(a)
1 D has polynomial coefficients.
(2) The differential operator
∏n
i=1(x+ αi)
−µ
(i)
1
(∏k
a=1(x− za)
λ
(a)
1 D
)‡
is monic and has
order L = λ
(1)
1 + . . .+ λ
(k)
1 .
(3) The kernel of
(∏k
a=1(x− za)
λ
(a)
1 D
)‡
is a space of quasi-exponentials with the data
(λ¯′, µ¯′; z¯,−α¯).
By Theorem 6.7, one can apply Theorem 6.8 to the monic differential operator (−1)MDˇ†V .
Hence, the differential operator
∏k
a=1(x − za)
λ
(a)
1 Dˇ†V has polynomial coefficients and the
pseudodifferential operator D×V is actually a differential operator. Furthermore, formula
(6.19) and items (2), (3) of Theorem 6.8 yield items (1) and (2) of Theorem 3.2.
To prove part (3) of Theorem 3.2, consider a chain of transformations:
(6.20) DV
(1)
−→ DˇV
(2)
−→ Dˇ†V
(3)
−→
k∏
a=1
(x− za)
λ
(a)
1 Dˇ†V
(4)
−→ D×V
(5)
−→ D˜V .
Lemma 6.9. For each of the transformations in chain (6.20), the expansion coefficients of
the transformed operator can be expressed as polynomials in the expansion coefficients of the
initial operator.
Proof. Let b0(x), . . . , bM ′(x), c0(x), . . . , cM(x), and a0, . . . , aM ′+M , be the coefficients of the
differential operators DV , DˇV , and Dˆ:
DV =
M ′∑
i=0
bi(x)
(
d
dx
)M ′−i
, DˇV =
M∑
j=0
cj(x)
(
d
dx
)M−j
, Dˆ =
M ′+M∑
l=0
al
(
d
dx
)M ′+M−l
.
The coefficients a0, . . . , aM ′+M are the elementary symmetric polynomials in α1, . . . , αn.
Fix j = 0, . . . ,M . Equalizing the coefficients for (d/dx)M
′+M−j in both sides of the relation
Dˆ = DˇVDV , we get
(6.21) cj(x) = aj −
j−1∑
i=0
i∑
l=0
ci−l(x)
(
dl
dxl
bj−i(x)
)
.
Since the function cr appears in the right-hand side of formula (6.21) only for r < j, we
can recursively express cj(x) as polynomials in bi(x) and their derivatives. This proves the
statement for transformation (1).
Let c˜j(x), j = 0, . . . ,M , be the coefficients of the differential operator Dˇ
†
V :
Dˇ†V =
M∑
j=1
c˜j(x)
(
d
dx
)M−j
.
Then we have c˜j(x) =
∑j
l=0(−1)
M−l
(
(dl/dxl)cj−l(x)
)
. This proves the statement for trans-
formation (2).
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For transformations (3) and (5) the statement is obvious. For transformation (4), the
statement follows from the definition of the antiautomorphism (·)‡ that transforms the coef-
ficients of a pseudodifferential operator
∑I
i=−∞
∑J
j=−∞Cijx
i(d/dx)j by the rule Cij 7→ Cji.

Lemma 6.9 proves the existence of the polynomials Pst in item (3) of Theorem 3.2, and
the algorithm of expressing the expansion coefficients of the differential operator D˜V as
polynomials in the expansion coefficients of DV is the same for all spaces of quasi-exponen-
tials with the same data (µ¯, λ¯; α¯, z¯). Hence, the polynomials Pst are the same for all spaces
of quasi-exponentials with the fixed data.
It is easy to see that the coefficients of Pst depend polynomially on α¯ and z¯. For transfor-
mation (1) of chain (6.20), it follows from relation (6.21). Transformations (2) and (4) do not
involve α¯ and z¯. For transformation (3) and (5), notice that multiplication of a differential
operator by the factor
∏k
a=1(x − za)
λ
(a)
1 or
∏n
i=1(x + αi)
−µ
(i)
1 results in multiplication of its
expansion coefficients by polynomials in z1, . . . , zk or α1, . . . , αn, respectively.
Theorem 3.2 is proved.
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