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Vision-based trajectory control of unsensored robots to increase
functionality, without robot hardware modification
by Valerio Ortenzi
In nuclear decommissioning operations, very rugged remote manipulators are used, which
lack proprioceptive joint angle sensors. Hence these machines are simply tele-operated,
where a human operator controls each joint of the robot individually using a teach
pendant or a set of switches. Moreover, decommissioning tasks often involve forceful
interactions between the environment and powerful tools at the robot’s end-effector.
Such interactions can result in complex dynamics, large torques at the robot’s joints,
and can also lead to erratic movements of a mobile manipulator’s base frame with respect
to the task space. This Thesis seeks to address these problems by, firstly, showing how
the configuration of such robots can be tracked in real-time by a vision system and fed
back into a trajectory control scheme. Secondly, the Thesis investigates the dynamics of
robot-environment contacts, and proposes several control schemes for detecting, coping
with, and also exploiting such contacts. Several contributions are advanced in this
Thesis. Specifically a control framework is presented which exploits the constraints
arising at contact points to effectively reduce commanded torques to perform tasks;
methods are advanced to estimate the constraints arising from contacts in a number
of situations, using only kinematic quantities; a framework is proposed to estimate the
configuration of a manipulator using a single monocular camera; and finally, a general
control framework is described which uses all of the above contributions to servo a
manipulator. The results of a number of experiments are presented which demonstrate
the feasibility of the proposed methods.
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Chapter 1
Introduction
1.1 Overview
In several nuclear sites in the UK, as well as important nuclear sites world-wide, such
as ongoing work at the Fukushima Daiichi nuclear disaster site, very rugged remote
manipulators are used, which lack proprioceptive joint angle sensors. It is not considered
feasible to retrofit proprioceptive sensors to such robots: firstly, electronics are vulnerable
to gamma and beta radiation; secondly, for nuclear applications, the installation of
new sensors on trusted machinery would compromise long-standing certification; thirdly,
such robots are predominantly deployed on a mobile base platform and typically use
powerful hydraulic drilling and cutting tools at the end-effector. Even if the robot had
proprioceptive sensors, such tools cause large and frequent perturbations to the base
frame, so that proprioceptive sensors would still be unable to obtain the robot’s pose
with respect to a task frame set in the robot’s surroundings. For these reasons, the
adoption of external sensors, such as cameras, offers a means of closing the control
loop with quantitative feedback, enabling advanced trajectory control and increased
autonomy which are currently not possible.
At present, these kinds of remote manipulator machines used for decommissioning tasks
on nuclear sites are simply tele-operated, where a human operator controls each joint of
the robot individually using a teach pendant or a set of switches, as in Fig. 1.1. In some
cases the human operator controls the robot via CCTV cameras or from behind thick lead
glass windows, with very limited depth perception and situational awareness. In other
cases, the operator must be positioned near to the robot, wearing protective clothing
and breathing apparatus. This not only means that task performances are sub-optimal,
but also that humans are being exposed to risk in hazardous environments. This work
contributes a step towards increased autonomy of such tasks, including precise automatic
1
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Figure 1.1: A BROKK robot, equipped with a gripper, being used for a pick
and place task at the Sellafield nuclear site in UK. This robot has no sensors for
measuring joint angles, and so must be directly controlled by a human operator,
who pushes a separate switch for each joint and judges the robot’s pose by eye.
The human operator can be seen controlling the robot from behind a 1.6m thick
lead glass window which shields against radiation. For more examples, refer to
www.sellafieldsites.com/solution/decommissioning/.
control which is currently almost completely lacking in such industries. Removal of the
human factor from such environments could improve safety, and also improve the speed
and precision of task performance.
Specifically, this work aims at providing reliable quantitative feedback on the robot
configuration by tracking several parts of the robot in monocular camera images. In
this context, we present a framework whose main component estimates the robot con-
figuration by enforcing the equality between a set of transformation matrices relating
frames set in the camera, world and the tracked robot parts. The joint configuration
is estimated by combining this tracked information along with the robot’s kinematic
model. To solve this estimation problem, we present and compare two different types of
non-linear optimisation schemes. In addition to estimating the robot state, we also show
how these estimations can be successfully used as quantitative feedback to a classical
kinematic controller, in order to make the robot achieve a desired end-effector position.
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The vast majority of robots in world-wide research laboratories possess joint encoders,
which is why the larger part of previous robotics literature (including the visual servoing
literature) assumes knowledge of joint angles. In contrast, we believe our approach of
estimating the robot configuration by using only monocular camera images, represents
both novelty and substantial usefulness for robotics applications in harsh environments.
Additionally, the methods proposed in this Thesis may have wider applications to other
problems, such as: human-robot or robot-robot interaction; articulated robot calibra-
tion; use of a remote camera for servoing of mobile manipulator platforms with respect
to surrounding objects.
Robots used in the nuclear industry have powerful interactions with the environment in
many tasks (e.g., scabbling, where an arm must move a grinding tool across a wall or
floor to a precise depth, in order to remove contaminated surface material). In general,
as robotics becomes progressively pervasive in real-world applications, it is becoming
increasingly necessary for robots to be aware of what is happening around them and to
interact with their environments and other agents. Firstly, these interactions should be
safe and cause no damage to the robot and to its surroundings. Secondly, and perhaps
more interestingly, robots should ideally understand and exploit their environments to
perform tasks more efficiently. Humans often exploit contacts to perform tasks more
comfortably and more efficiently. For example, a person reaching to grasp an object
further off on a table, usually leans on the table to support their weight during reaching
and grasping. Alternatively, imagine an elderly person sweeping the floor, while also
leaning on the broom handle to partially support their weight. In such cases, the human
is exploiting contacts with the environment to reduce the required muscular effort. Note
that, in the second example, the person is exploiting the same contact that is already
required by the task itself (moving a broom so that its trajectory remains in contact
with the floor surface).
For these reasons, this work also analyses such contact usage and is intended as an early
step towards making better use of contacts in robotics, and enabling robots to mimic
useful human strategies for exploiting such contacts. In order to replicate or at least
understand this exploitation of the contacts, dynamics play a dominant role, not only
because of the involvement of force and torque exchanges, but also because the robot
might need to perform tasks with certain velocities and accelerations. Specifically, we
use a controller based on projected dynamics and we formulate tasks both in the joint
space and in the Cartesian space. Furthermore, we present methods to estimate the
constraints arising from contacts analysing only kinematic quantities, i.e., velocities.
Thus, there is no need for either a force/torque sensor or tactile sensors. Also, it is
possible to use the configuration estimations to compute these constraints, since they
provide information on the kinematics of the robot.
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1.2 Contributions of this Thesis
Hence several contributions are advanced in this Thesis. Specifically:
• a control framework is presented which exploits the constraints arising at contact
points to effectively reduce commanded torques to perform tasks;
• methods are advanced to estimate the constraints arising from contacts in a number
of situations, using only kinematic quantities;
• a framework is proposed to estimate the configuration of a manipulator using a
single monocular camera;
• a general control framework is described which uses all of the above contributions
to servo a manipulator.
1.3 Publications arising from this Thesis
The Chapters of this Thesis are extracted from a number of publications:
[1] V. Ortenzi, M. Adjigble, J. Kuo, R. Stolkin, and M. Mistry: An experimental
study of robot control during environmental contacts based on projected operational
space dynamics. In 14th IEEE-RAS International Conference on Humanoid Robots
(Humanoids), pages 407 - 412. IEEE, 2014 (Chapter 4);
[2] V. Ortenzi, R. Stolkin, J. A. Kuo, and M. Mistry: Projected inverse dynamics control
and optimal control for robots in contact with the environment: A comparison. In 2015
IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS), 2015
(Chapter 4);
[3] V. Ortenzi, H-C. Lin, M. Azad, R. Stolkin, J.A. Kuo, and M Mistry: Kinematics-
Based Estimation of Contact Constraints Using Only Proprioception. In Humanoids
2016: IEEE-RAS International Conference on Humanoid Robots, 2016 (Chapter 5);
[4] V. Ortenzi, N. Marturi, R. Stolkin, J. A. Kuo, and M. Mistry: Vision-guided state
estimation and control of robotic manipulators which lack proprioceptive sensors. In
2016 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS),
2016 (Chapter 6).
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1.4 Layout of this Thesis
This Thesis is structured as follows: Chapter 2 introduces theory and symbols used in
this Thesis. A literature review on the topics most connected to this work is reported
in Chapter 3. A special emphasis is put on the analysis of the decoupling of motion
control and force control. Chapter 4 presents a control framework which accounts for
the contacts and uses the constraints to lower the commands to perform tasks. Experi-
ments are reported where a robot is asked to wipe a board and such control framework
succeeds in performing the task while requesting less torques due to an exploitation
of the constraints. Chapter 5 describes methods to estimate contact constraints using
kinematics. Results of experiments both in simulation and on a robot show how these
methods can be successfully applied to a variety of situations. Chapter 6 describes a
framework to estimate the state of a manipulator using monocular vision. Experiments
show that those estimates can be effectively used as feedback in a kinematic controller.
Chapter 7 presents a general framework which uses all of the contributions described in
the previous Chapters. And finally, Chapter 8 concludes this Thesis with final remarks
and considerations.
Chapter 2
Background
Robots have to perform a large range of tasks, and most often to achieve quality per-
formances those robots have to be reactive, quick and efficient. From such perspective,
dynamics play an important role, especially when a robot has to perform tasks involving
contacts and interactions with the environment, i.e., external systems such as human
beings, other robots and objects. Furthermore, when high speed is desired, the dynamics
of the robot must be taken into account to achieve a sufficient degree of quality in task
performance and completion. For this purpose, this Chapter reviews general concepts
around the kinematics and the dynamics of a robot.
2.1 Kinematics
A robot is assumed with n degrees of freedom operating in an m-dimensional workspace
W. Let q be the robot configuration taking values in an nq-dimensional configuration
space C.
A robot task is expressed in coordinates y and takes values in an my-dimensional space
Y. Task and robot configuration are related through the kinematic map
y = f(q) . (2.1)
Let q¨ and q˙ refer respectively to accelerations and velocities of the robot configuration.
Then the differential kinematics relations can be expressed as
y˙ = J(q)q˙ (2.2)
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and
y¨ = J(q)q¨ + J˙(q)q˙ , (2.3)
respectively for velocities and accelerations, where J(q) = ∂y∂q is the task Jacobian.
2.2 Dynamics
Classically, robot dynamics are expressed in the joint space as
M(q)q¨ + h(q, q˙) = τ − JC(q)Tλ , (2.4)
JC(q)q˙ = 0 (2.5)
and
JC(q)q¨ = −J˙C(q)q˙ , (2.6)
where M(q) is the inertia matrix, h(q, q˙) contains centrifugal and Coriolis terms as well
as gravity and friction components while τ and JC(q)
Tλ are respectively the torques
exerted by the robot motors and the effect of external forces due to contacts and con-
straints. JC(q) represents the relationship between the constraints and the change of
configuration q˙, i.e., it is the Jacobian of the constraints. And Eq. 2.6 provides the same
relation at the acceleration level.
2.3 Operational Space Dynamics
In [5] and [6], Khatib proposed a formulation of robot dynamics in the operational
space, and this formulation lends itself to a direct definition of motions and forces in
the workspace of the robot. To express the robot dynamics in the operational space,
multiply Eq. 2.4 by J(q)M(q)−1, substitute J(q)q¨ = y¨− J˙(q)q˙ from Eq. 2.3, and finally
use
τ = J(q)TF . (2.7)
Then, the operational space formulation of dynamics is the following
Λ(y)y¨ + µ(y, y˙) + p(y) = F , (2.8)
where Λ(y) = (J(q)M(q)−1J(q)T )−1 is the operational space inertia matrix, µ(y, y˙)
the vector of end effector centrifugal and Coriolis forces, p(y) the vector of gravity forces,
and F is the vector of external forces applied at the end effector. Simplified, and with
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a slight stretch of notation, operational space dynamics can be expressed as
Λ(y)y¨ + µ˜(y, y˙) = F , (2.9)
where µ˜(y, y˙) = µ(y, y˙) + p(y).
Alternatively, operational space dynamics can be expressed as in [7]
Λ(y)y¨ + Λ(y)(J(q)M(q)−1h(q, q˙)− J˙(q)q˙) = F . (2.10)
The formulations in [5], [6] and in [7] are equivalent.
In the following, dependencies on y and q will be dropped for the sake of notational
simplicity. Notice also that hereinafter equations are taken from the cited papers but
symbols are readapted to be consistent throughout all this work and to have a common
general notation, thus enabling direct comparisons.
Khatib [6] expresses the control equation for redundant manipulators as
τ = JTF + (I− JTJT#)τ 0 , (2.11)
where JT# = (JM−1JT )−1JM is intended to decouple the motion generated by τ 0 from
having an impact on task dynamics.
2.4 Projected Dynamics
Projected dynamics in its basic formulation is found in [8]. A projector P is defined as
P = I− J†CJC . (2.12)
P is an operator that projects into the null space of the constraints which limit the free
motion space of the robot. Also, P has the property that
PJTCλ = 0 , (2.13)
i.e., it is possible to remove the explicit presence of constraint forces from the dynamics
equation (Eq. 2.4) by projecting the same dynamics equation with P, which becomes
PMq¨ + Ph = Pτ . (2.14)
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Since admissible velocities q˙ must belong to the null space of the Jacobian of the con-
straints, as in Eq. 2.5, then Eq. 2.5 can be also written using the projector (I − P)
as
(I−P)q˙ = 0 , (2.15)
which differentiated over time holds
(I−P)q¨ = Cq˙ , (2.16)
where C = P˙ = −J†C J˙C .
Recognising that Eq. 2.14 and Eq. 2.16 are orthogonal and using a trick presented in
[8], we multiply Eq. 2.16 by M and add it to Eq. 2.14, to obtain
MC q¨ = Pτ −Ph + CC q˙ , (2.17)
where MC = M + PM − (PM)T , CC = MC and Cq˙ = −J†C J˙C q˙. However, the
constraint inertia matrix MC does not have a unique definition. Since MC is invertible,
it is possible to explicitly express accelerations and forces as
q¨ = M−1C (Pτ −Ph + CC q˙) (2.18)
and
JTCλ = (I−P)τ − (I−P)h− µ(Pτ −Ph−CC q˙) , (2.19)
where µ = (I − P)MM−1C . Specifically, the generalised torques JTCλ can always be
uniquely obtained, while this may not be true for λ. It is true if and only if the Jacobian
matrix is full rank.
Hence, by projecting the dynamics and so the commanded torques through P into
the space orthogonal to the constraints, we can control the robot regardless of the
external forces. For this reason this approach does not need a force sensor at contact
points, in contrast to techniques such as hybrid force/torque control. This represents a
step towards developing algorithms for contact control without force sensors which are
critical for the control of sensor-deficient robots such as in nuclear industry, where it
can be difficult to shield sensor electronics against radiation. Moreover, by exploiting
the constraints, it is thus possible to reduce the commanded torques needed to execute
the task. Since P is a projector, for all vectors v
|Pv| ≤ |v| (2.20)
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holds. This means that the commanded torques will be such that
|Pτ | ≤ |τ | . (2.21)
This means that P can be used to effectively reduce the commanded torques.
Using the projector P , we can define a controller as in [7] and [1], in the form
τ = Pτm + (I−P)τ a + Pτn , (2.22)
such that Pτm is responsible for the motion part of the task, (I − P)τ a is responsible
for the active force, i.e., the force exerted by the robot end effector on the contact
point and does not generate accelerations in the free space, and finally Pτn is a null-
space component which can be used in order to achieve some desired behaviour, e.g., to
minimise joint drift from the initial configuration. This last component is available only
if the robot is redundant with respect to the task, i.e., n > m.
The feature of having separate control components which separately affect motion and
force control, is called decoupling and has been studied extensively in literature. The
reader is referred to Section 3.1 for more details.
In [7], the formulation of operational space dynamics with constraints is expressed as
ΛC y¨ + ΛC(JM
−1
C Ph− (J˙ + JM−1C C)q˙) = F , (2.23)
where ΛC = (JM
−1
C PJ
T )−1. The reader is referred to [7] for the derivation of this last
equation.
Chapter 3
Literature Review
The goal of this work is to increase the functionality of under-sensored robots. Specif-
ically, several contributions are made. A control framework is presented which exploits
contacts. Also, methods to estimate kinematic constraints are advanced. Moreover, a
framework relying on a single monocular camera is proposed to estimate the configu-
ration of the robot. Finally, all these components are integrated in a general control
framework.
These elements span a wide range of topics such as robot dynamics, projected dynamics,
hybrid motion/force control, contact constraint estimation, visual tracking, and visual
servoing. For the sake of clarity, this Chapter is divided into three Sections.
Sec. 3.1 reports related work on topics regarding robot dynamics and control. This
Section also reviews hybrid motion/force control, a control scheme that enables robots
to perform tasks involving both motion, in the free space, and interactive force, at
the contacts. An emphasis is placed on the study of the decoupling of motion and
force control. Empirical experiments with a simulated 3-degree-of-freedom manipulator
compare the performance of a controller based on projected dynamics and a controller
based on a selection matrix which defines directions of free motion and directions of force
control in the Cartesian space, which are representative of two competing approaches
that are prevalent in the literature. The results of these experiments on a pure motion
task and on a task involving force control alongside motion confirm that it is indeed
possible to achieve a complete decoupling, but we also show how this feature can be
relaxed or sacrificed in order to reduce the robot’s joint torques while still completing
the task.
Differently, Sec. 3.2 concentrates on methods to estimate kinematic constraints due to
contacts with the environment. Particularly, while we propose a method based on the
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analysis of a set of observed velocities which differ from the expected velocities during an
explorative phase, most of the approaches in literature are based either on force sensors
at the contact point or on vision.
Finally, Sec. 3.3 zooms in on visual tracking and visual servoing, with an emphasis
also on the problem of pose estimation. Our framework to estimate the state of an
under-sensored manipulator is finalised to produce quantitative feedback to be used
in a controller, and this represents the main difference with classical visual servoing
approaches. However, we make use of visual tracking as the first component of our
framework, and this motivates a review of classical visual tracking and visual servoing
techniques.
3.1 Robot Dynamics and Control
The utilisation of robots for tasks which involve forceful interactions with the environ-
ment is rapidly increasing, for example in machining and assembling with industrial
robots; in tele-operation and tele-manipulation where robots have to act on the environ-
ment; in search and rescue tasks; in cooperative tasks where multiple agents are involved
(robots, and/or humans). In manipulation, hands have to touch, grasp and place ob-
jects; humanoid robots touch the ground walking; in the nuclear industry, robots are
used for decommissioning tasks, such as cutting or scabbling, which require large contact
forces at precise positions.
Thus controlling the interactions robots have or might have with the environment is
critical to executing a range of tasks, not limited only to the well-known peg-in-the-hole
and surface/contour tracking problems. In these situations, contacts play a fundamental
role for various reasons, not only limited to safety (often interpreted as safe interaction
with the environment and the other agents), but also a desired exploitation of such
contacts to minimise the effort needed to complete a task. Moreover, when robots have
to act in cooperation with humans, it may be useful for them to mimic human behaviour
as to have more readable actions in cooperative tasks.
To achieve high performance in task accomplishment and task quality, it is necessary to
account for the dynamics of the robot. Robots have masses and inertias which are neither
negligible nor unimportant when in motion. Additionally, reactive forces arising from
contacts with the environment and active forces exerted on the environment need to be
analysed and controlled in addition to the robot’s position. Such specifications require
a deep understanding of the role of dynamics and of the interactions of the dynamics
of the robot with the environment. As an example, humans profit from contacts and
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perform tasks more efficiently exploiting such contacts, e.g., a person reaching to grasp
an object further off on a table, usually leans on the table surface to support their weight
during reaching and grasping. A deeper understanding and a better exploitation of the
dynamics of the contacts will make such abilities available for robots as well.
We introduced the basics of robot kinematics and dynamics in Sec. 2. See also [9] for a
review of key robot dynamics concepts, and [10] and [11] for a general introduction to
dynamics theory.
Compliance with the environment can be achieved with the introduction of mechanical
devices at the robot end effector, e.g., Remote Centre of Compliance devices as in [12].
This passive compliance can be very useful in peg-in-the-hole tasks but has limited use for
more complex tasks where the robot is asked to interact actively with the environment,
e.g., pushing a cart or grasping an object. In contrast to passive solutions, an active
robot compliance can be achieved with a control law so as to directly command the robot
to act on the environment with a desired behaviour. Control methods such as active
stiffness and impedance control fall into this category. In particular, in active stiffness
control, contact forces depend on the position and the robot is controlled so that it
behaves like a spring. Impedance control is another interaction control technique that
regulates the interaction between robot and environment assuming the environment as
an admittance (for example a mass) and outputting a force. The opposite approach is
generally called admittance control.
Classically, there are several control techniques: explicit control of forces and torques,
active stiffness or damping control, impedance control and finally hybrid force/motion
control, just to name a few of them. Alongside these classical approaches, related work
addresses modifications in the overall control architecture. As examples, Nicosia and
Tomei [13] present a stability analysis of the use of a velocity observer in dynamic
control for manipulators, while Hsu et al. [14] discuss the use of redundancy in dynamic
control. Kro¨ger et al. [15] combine further robot force control with compliant motion
on Mason’s Task Frame Formalism [16]. Luca and Manes [17] describe a modelisation
of contact dynamics using a minimal parametrisation. Moreover, in addition to classical
hybrid force/motion control, directions where either force or motion control may be
executed are taken into account explicitly.
Motivated by the wide range of robotic applications with interactions with the environ-
ment, this Section focuses on a control technique formally defined as Hybrid Position/-
Force or equivalently Motion/Force Control, a strategy that naturally defines a control
for tasks involving both motion, in the free motion space, and force, at the contacts.
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Books and manuals on robotics report on hybrid motion/force control, e.g., [18] and [10].
Chiaverini et al. [19] present a survey on interaction schemes such as impedance control
and parallel force/position control, but hybrid force/motion control is not taken directly
into consideration. De Schutter et al. [20] review hybrid motion/force control, impedance
control and parallel control, and propose high level statements of general value when
applying force control, specifically when applying these three approaches. They highlight
the differences among these approaches and suggest that there is a fundamental affinity
among the schemes. We are not aware of any review article in the existing literature,
which specifically and comprehensively covers the important area of hybrid motion/force
control. For this reason, this Section focuses on hybrid control and aims at providing a
review on the important contributions to hybrid control.
Numerous approaches for hybrid control have been proposed, over many years and in
a variety of formats. We therefore propose a common, unifying mathematical notation,
which enables a clearer analysis of the relationships and differences between various
different methods. We use this analysis to help provide some insights into the general
hybrid control framework.
Another contribution of this Section is the study of motion/force decoupling, a fun-
damental feature of hybrid control. Motion/force decoupling is an attribute of control
schemes which enables independent controls for motion and force, without them inter-
fering with each other. We report the results of empirical experiments, using a simulated
3-degree-of-freedom planar manipulator, to compare the performance of two represen-
tative approaches to hybrid control. Results suggest that a superior decoupling can be
achieved at the cost of higher commanded torques at the joint level, while, if decoupling
can be relaxed, an exploitation of the contacts can effectively reduce the commanded
torques at the expense of having an interaction with the environment. We also describe
an extension to this second approach that enables it to gain a complete decoupling, at
the cost of losing the advantage of lowering the torque effort.
A comparative categorisation of various different hybrid control schemes is provided,
according to their key attributes, such as if they need a priori knowledge or if they need
any direct force feedback. Finally, we also discuss the connection between these classical
control approaches and optimal control.
3.1.1 Introduction
As already stressed, when robots have to perform a task with a high speed or when
there is an interaction between the robot and the environment, dynamics (of both robot
and environment) play a key role for controlling the robot. Robots interacting with the
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environment typically have constraints that limit their motion along some directions.
These constraints are due to the natural geometry of the environment and are classically
called natural constraints. When robots are asked to perform a task, they are given
additional artificial constraints to satisfy simultaneously to the natural constraints. It is
desirable also to control the force exerted by the robot onto the environment in addition
to controlling the robot’s motion.
Hybrid control was conceived in an attempt to address this problem. The main principle
of hybrid motion/force control is to control position in the free motion directions while
controlling force in the directions that are not controlled in position, in other words,
in the directions where the robot has its position constrained by contacts with the
environment. In particular, the resulting controller uses all actuated joints to exert
the desired active forces in the directions where free motion is not allowed because of
geometrical constraints of the environment, and to realise the desired motion in the
remaining directions of free motion. Several different schemes have been proposed for
realising hybrid control, and in the following we will highlight the main features and
differences between these approaches.
The late Seventies saw a proliferation of work in the areas of compliance and force
control. This interest continued during the Eighties and consolidated in the Nineties
and thereafter. We review the contribution thematically, presenting briefly compliance
and admittance methods as an introduction, and then focusing only on hybrid control,
categorising the methods for using either a selection matrix or a projector to realise
the control. Moreover, a further discussion is presented as to whether or not methods
based on the selection matrix are also in fact model-based. We define a method to be
model-based if it uses a dynamic model in the controller, while the method is model-free
if it uses only kinematics.
3.1.2 Compliance/Admittance methods
In 1976, to address the problem of making the robot compliant to the environment,
Paul and Shimano [21] proposed the so called “free-joint” method for compliant control,
where they select the joint most likely to produce compliance for each direction in the
Cartesian space leaving the others for position control. In other words, a selection of
directions is undertaken in the joint space.
Whitney [22] introduces force feedback control using an admittance matrix which con-
verts force signals into desired joint velocities. This work also investigates the stability
of such an approach, concluding that higher feedback gains can be applied with more
compliant environments. In particular, an error is defined directly in the Cartesian space
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and the following control law is proposed
q˙ = J†(y˙d −KAF) , (3.1)
where F are the forces measured with a force/torque sensor, KA acts as a force feedback
gain. The error (y˙d −KAF) is then converted to the joint space through the pseudo-
inverse of the Jacobian (in Appendix A of the same paper). This scheme has also
been referred to as admittance control. Along the lines of [22], Hogan [23] presents a
three-part paper proposing the so-called impedance control, where the control reacts to
disturbance to desired motion making the robot behave like an impedance instead.
In contrast to [22], Salisbury [24] investigates the possibility to devise the joint torque
commands necessary to have the end effector of a manipulator behave as a spring in
the Cartesian space. He introduces the concept of a joint stiffness matrix, which deter-
mines forces when the robot end effector is perturbed away from a nominal position. In
directions where physical constraints are expected, it might be useful to specify low stiff-
ness in order to minimise contact forces, while stiffness can be kept high when position
references must be followed more exactly. This can be expressed as
F = Kδy , (3.2)
where δy represents the displacement from a nominal position y0, where K is the stiffness
matrix. Moreover, by defining
δy = Jδq , (3.3)
it is possible to relate τ to δq as
τ = JTF = JTKJδq = KQδq , (3.4)
where KQ is the joint stiffness matrix and clearly depends on K and J.
3.1.3 Selection Matrix: Model-free
Paul and Shimano [21], Whitney [22] and Salisbury [24] built a solid foundation for
force control but still were proposing control schemes very different from hybrid control.
Building on compliance control, hybrid motion/force control has its roots in the work
of Mason [25] and [16] and Craig and Raibert [26] and [27].
Mason [25] and [16] introduces compliance and force control by identifying natural and
artificial constraints, respectively geometric and trajectory-based constraints, by the
means of selection matrices to keep the end effector within the constraint force and free
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motion subspaces. In this perspective, it is possible to define
Sy˙ = 0 (3.5)
and
(I− S)F = 0 (3.6)
respectively, using S to declare directions where motion is not allowed by the physical
constraints, and (I− S) the corresponding directions of free motion. S and (I− S) are
formed of 1s and 0s. Mason thus stated that equations in such form limit velocities
and forces to subspaces Sv and Sf which are orthogonal complements. There is a strong
analogy with [21], where a selection of directions was instead proposed in the joint space.
Craig and Raibert [26] and [27] formally present hybrid control for position and force
to achieve compliant motion for a manipulator. Specifically they map the error in the
task related coordinate system to the joint space by means of the inverse Jacobian. This
differs from the “free-joint” method in [21], because each joint is used for both position
and force control, thus this approach involves all joints to devise position and force
commands simultaneously. In other words, the selection of position and force control
directions is done directly in the Cartesian space, leading to a more intuitive definition of
the constraints. More specifically, they propose a controller whose two components are
respectively responsible for motion control, (I− S)∆y, and force control, S∆F, where
∆y and ∆F are the errors on position and force measured on the end effector, giving
τ = Γ(S∆F) + Ψ((I− S)∆y) , (3.7)
where Γ and Ψ are force and position compensation functions used to map errors in
the Cartesian space to commands in the joint space. Analogously to [25] and [16],
S = diag(s1...sn) is defined as a compliance selection matrix, diagonal, with 1s on
directions of constrained motion, thus enabling force control, and 0s in free motion
directions. To map Cartesian errors, ∆y, into the joint space, they suggest to use the
inverse of the Jacobian, i.e., J−1.
The contributions of [26] and [27] have had a great impact on the robotics community
and inspired later efforts to analyse the stability of the scheme and to improve the
initial formulation of hybrid control. In particular, the choice of using the inverse of the
Jacobian, J−1, is especially critical since it does not scale to redundant manipulators
and because of numerical issues arising from the inversion. Hence later work proposed
alternative methods to avoid these problems.
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Zhang and Paul [28] criticise: the approach in [24], claiming the method does not work
near kinematic singularities; the approach in [26] and [27] because of the computational
problems connected to the inverse of the Jacobian; and the approach in [21] since the
proposed method achieves good performances only if the joints are aligned with each
direction where compliance is required. Thus, they propose a modified hybrid control
to overcome these difficulties in the form
τ = K(I− J−1SJ)δq . (3.8)
This is different to the stiffness approach in [24], in that the latter uses τ = JTKJδq.
It is also different from the formulation of hybrid control in [26] and [27], since it does
not use only the J−1 to map the Cartesian error into the joint space, thus, according to
the claim of the authors, enhancing performance since it reduces the computational load
locally at the joints. Zhang and Paul call the selection matrix the Cartesian compliant
matrix, but in our understanding it is the same as the selection matrix S. Analogously
to the KQ in [24], they define the product J
−1SJ as the joint compliance matrix CΩ.
The above analysis describes the position part of the control scheme. As for the active
forces, they are transformed into joint torques through the Jacobian transpose JT and
added to the commanded torques in an open loop fashion.
The work of An and Hollerbach [29] proves kinematic instabilities of hybrid control
by counterexamples, in particular showing that stability is dependent on the geometry
of the manipulator. They report that hybrid control results in instability when used
on a 2-degree-of-freedom manipulator with revolute joints, but proves stable on a polar
manipulator. On the contrary, they show that stiffness control as proposed in [24] always
results in a stable system, suggesting the use of the Jacobian transpose as the cause for
this result.
On the same line of reasoning, Zhang [30] investigates kinematic stability of the linearised
systems associated with hybrid control, [26] and [27], and active stiffness control, [24].
Zhang proves that hybrid control can become unstable when the joints are in certain con-
figurations, while the stiffness control is always stable except in singular configurations,
although constant gains do not guarantee the system be damped. Thus his conclusion
reaffirms what [29] already proved by examples and counterexamples.
Fisher and Mujtaba [31] correct the formulations of [26] and [27], advocating that the
original position solution, using the inverse of the Jacobian, J−1, not only gives rise to
numerical problems but also is not a general and correct solution. Fisher and Mujtaba
also criticise the approach in [28], since they propose an equivalent to S in the joint
space, namely J−1SJ. This is different from S, which refers to the Cartesian space,
while J−1SJ is a mapping in the joint space. They propose a revised formulation of the
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hybrid control scheme based on vector space analysis and advance a controller where
the correct general position solution is in the form
qes = (S
⊥J)†ye + (I− J†J)zq (3.9)
and the general force control in the form
τ es = (SJ)
T fe + (I− J†J)zτ , (3.10)
where zq and zτ are arbitrary position and force vectors respectively, defined in the
manipulator joint space. In this formulation, qes represents the selected joint errors,
while ye is simply the position error in the Cartesian space. This means that by pre-
multiplying ye by (S
⊥J)†, only the components of the error referring to the Cartesian
directions where it is possible to control motion are taken into account and mapped into
the joint space. The same reasoning applies to τ es and fe, where these quantities are
used for force control in the directions indicated by S. They consider that force control
is orthogonal to position control, i.e., S⊥ = I − S. Furthermore, they show that the
inverse of the Jacobian is an incorrect solution and they investigate how the null space
of the Jacobian can influence the control of both positions and torques. Finally they
derive two sufficient conditions for kinematic stability in addition to providing further
insights on projection matrices. They provide the reader with a thorough section on
linear algebra concepts related to projection matrices. In particular, they show that
the projection matrix S is a projection matrix that selects a reduced Cartesian space,
or equivalently a subspace of the entire Cartesian space, of interest. They also show
that the mapping of this space into the joint space through the robot Jacobian may be
problematic, hence their proposal of a more robust formulation of the hybrid control
and their analysis of kinematic stability.
3.1.4 Selection Matrix: Model-based
Another essential contribution to the understanding of dynamics is the work of Khatib
[5] and [6]. The operational space formulation of dynamics (see also Sec. 2) is defined
and a controller directly in the operational space is proposed in the form
τ = JT (Fm + Fa + Fccg) , (3.11)
where Fm and Fa are respectively the components for motion and force control, while
Fccg is a compensation of centrifugal, Coriolis and gravity effects. From the hybrid
control point of view, the definitions of Fm and Fa are of noteworthy importance. Khatib
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advances the following definitions
Fm = Λ(I− S)F∗m (3.12)
and
Fa = SF
∗
a + ΛSF
∗
s , (3.13)
where F∗m is the motion control part formed of a PD on position and velocity plus a
feedforward on acceleration while F∗a and F∗s are respectively vectors of active force
control and end effector velocity damping acting in the force control subspace. This
work clearly follows the lines of Mason, and Raibert and Craig in the sense that it uses
selection matrices to select certain directions in the Cartesian space, in order to separate
motion and force control geometrically.
Additionally, McClamroch and Wang [32] present a generalisation of hybrid control, and
studies conditions for closed-loop stabilisation including the constraints. A nonlinear
controller, based on a modification of the computed torque method, is proposed and the
authors claim that it is a generalisation of the hybrid control scheme presented in [26]
and [27].
With respect to the analysis of stability for hybrid control, the main idea in Yabuta
[33] is to study such stability by analysing the nonlinear dynamic system resulting from
hybrid control using Lyapunov’s theory and LaSalle’s theorem. This analysis is a step
forward in the sense that, contrary to previous work based on linearised models, it
analyses the nonlinear dynamic system and factors such as additional phase lag and
sampling delay. This work also offers stability conditions for hybrid control, even in the
presence of friction, phase lag and discrete control. As a result, it provides new insights
into how the inverse Jacobian in [27] adversely affects stability.
The work in Yoshikawa [34] is based on [27] but states that dynamics was not considered
rigorously. Consequently Yoshikawa introduces dynamic hybrid control to account for
it. He shows how a feedforward term fFd in the force control has a major desirable
impact on the overall control, such that the final controller proposed is in the form
τ = τP + τF , (3.14)
where:
τP = Mq¨d + h , (3.15)
τF = (SJ)
T fFd , (3.16)
where S is defined slightly differently as Sy˙ = 0, originating from the derivation of the
natural constraints expressed in the form pi(y) = 0, with i = 1, 2, . . .m. Yoshikawa
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shows that desired position and force can both be realised if the robot is not in a
kinematic singularity. Notice also that there is a substantial equivalence between JC
and SJ. This is important because it relates controllers based on the selection matrix
to controllers based on projectors, such as P, in papers discussed later in this survey,
such as West and Asada [35], Aghili [8] and Mistry and Righetti [7].
Yoshikawa et al. [36] reprise most of the concepts in the previous work [34], but adds the
further contribution of a linearisation of the system by state feedback using a controller
of the type
τ = τP + τF , (3.17)
by setting
τP = Mq¨d(u1) + h (3.18)
and
τF = J
TSTu2 . (3.19)
The authors show that it is possible to choose an appropriate q¨ such that when not in
singularity, they achieve a linear decoupled system: y¨ on the motion control directions
and F in the force control directions, depending on the new control inputs u1 and u2
y¨ = u1 (3.20)
and
F = u2 , (3.21)
where u1 and u2 are new inputs used to specify the desired motion trajectory, u1, and
the desired force, u2. They also propose to use a PD feedback for the position control
and I (integral) feedback on the force control to ensure zero error as time goes to infinity.
In later work, Yoshikawa and Sudou [37] propose a method for online estimation of
unknown constraint surfaces, advocating that they can be estimated geometrically using
the y displacements, δy, and the changes in contact force, δF, which need a force sensor
on the end effector to be measured.
Chiaverini and Sciavicco [38] propose a different control architecture, which is rule-
based, to overcome the flaws of model-based selection matrix hybrid control. This
system entails the cost of a more complex design but enables a parallel force/position
control, where force control is prevalent over position control so that the system is able
to be compliant with the environment and its constraints. Chiaverini et al. [39] also
study the stability of force/position control of a manipulator in elastic contact with the
environment, exploiting Lyapunov analysis.
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Predominantly, in previous work, the subspace of the force control is assumed to be
orthogonal and complementary to the one of free motion. In contrast, De Luca and
Manes [40] introduce a third subspace where it is possible either to control force, im-
plicitly producing an acceleration, or to control motion, implicitly producing an active
force. This is possible in directions where forces are not counterbalanced by a constraint
reaction, thus producing active work, i.e., directions where active forces and motion
coexist. They model the environment as a dynamic system and introduce a framework
for hybrid motion/force control. Following the trend of selection matrices and projec-
tors, they show that along the directions of free motion, accelerations can be imposed
freely (using the columns of a matrix defined as TK). Another matrix, YR, defines
directions where forces can be exerted. The authors suggest that it is possible either
to apply forces in the directions spanned by YA, thus resulting in accelerations in TD,
or to impose accelerations in TD, resulting in forces in YA. In other words, the last
two matrices represent bases of the same subspace, the one where it is possible either
to control force, implicitly producing an acceleration, or to control motion, implicitly
producing an active force. For a better understanding of this third subset of directions,
we report an example from the original paper. Consider a robot pushing a mass on a
rail. In this example, the authors state that it is possible to either specify an active force
on the mass to slide, thus implicitly forcing the mass to move, or specify a motion for
the mass, thus implicitly imposing an active force on the mass. This reciprocity in the
definition of such tasks is clearly represented in their model and control framework.
3.1.5 Projection Approach
West and Asada [35] model contacts between the robot and the environment, as virtual
links with passive joints, stating that constraints arising from contacts generate a close
kinematic chain. Their contribution lies mainly in the fact that their approach works
seamlessly with multiple contacts and with contacts not at the end effector, which are
situations likely to happen in realistic interactions with the environment. In particular,
their idea takes root in the fact that it is possible to express the kinematics and dynamics
of the robot and the constraints both in the joint space and as a closed kinematic chain.
Specifically, they relate variations in the joint angles to variations in the position of the
contact point(s) through the mapping
δyC = JCδq = 0 , (3.22)
where the Jacobian JC describes the relationship between variations in the joint space
δq and the position of the contact point, which is fixed, thus the equality to 0. They
advocate that permissible motion and permissible forces of such closed kinematic chains
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are identified by the two projectors
P = I− J†CJC (3.23)
and
I−P = (J†CJC)T , (3.24)
such that they are orthogonal complements, i.e.
P(I−P) = 0 . (3.25)
They also define essential position and force variables, i.e., those directions of motion
and force in the Cartesian space and at the contact which must be controlled to perform
the task, while leaving the other variables as arbitrary. As for the joint space, they also
propose projectors to comply with those variable definitions. These projectors are used
to map or filter the error signals in order to compute the torque commands to send to
the robot, i.e., for the force component
τ = (I−P)JTF . (3.26)
Featherstone et al. [41] also extend the formulation of hybrid control proposed in [26]
and [27], in that they introduce a more general contact model and a filtering of the
error signals into force and motion components. They introduce two spaces N and T
modelled by a pair of matrices N and T respectively, formed by independent force and
velocity vectors, such that NTT = 0. In other words, N is the space of normal vectors
referring to the actual contact, while T refers to the space of those vectors which are
tangential to the contact. For the examples provided in the paper, this representation
overcomes the drawback of the classical selection matrix S since it does not rely solely
on the six parameters used in S to select Cartesian directions, instead it scales well
to more intricate situations, e.g., multiple-point contacts with non-intersecting normals
(see Fig. 1 of the same paper). Moreover, they define two more subspaces N ′ and T ′,
complementary to N and T , such that their direct sum is equal to the space of the
force vectors and the motion vectors respectively. This is a representation analogous to
the one in [40] but without taking into consideration the possible third subspace. They
define the projectors Ωf and Ωm as
Ωf (A) = N(N
TA−1N)−1NTA−1 , (3.27)
Ω¯f (A) = 1−Ωf (A) = AT(TTAT)−1TT (3.28)
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and
Ωm(B) = T(T
TB−1T)−1TTB−1 , (3.29)
Ω¯m(B) = 1−Ωm(B) = BN(NTBN)−1NT , (3.30)
where A and B are matrices mapping from motion space to force space and oppositely
from force to motion space. They also claim that, with this proposed filtering (Ωm(B)
and Ωf (A) respectively for motion and force components in the control) of the command
inputs, the control is decoupled, stating that acceleration depends only on the filtered
command of the motion control and force on the filtered command of the force control.
Furthermore, it must be stressed that within this framework it is possible to include
multiple contacts, in contrast to the formulation in [26] and [27].
We have previously stressed that in presence of constraints, the robot motion free space
is a subspace of the entire workspace. Although not always the case, [40], it can often
be assumed that the orthogonal subspace to the motion free subspace is the subspace
where the robot can exert active force. Aghili [8] develops a method known as projected
dynamics. Consider the constraint in Eqn. 2.5. It is possible to define a projector P
into the null space of JC in the same way already proposed in [35]
P = I− J†CJC . (3.31)
The author goes further than [35] in the sense that he proposes projecting the entire
dynamics of the robot with this projector, formally defining the projected dynamics.
The range of the projector P is the null space of JC and the range of the projector
(I−P) is the orthogonal space to the null space of JC
R(P) = N (JC) (3.32)
and
R(I−P) = N (JC)⊥ . (3.33)
Moreover, every vector v can be decomposed into
v = v‖ + v⊥ , (3.34)
where v‖ = Pv and v‖ = (I − P)v such that v‖ ∈ N (JC) and v⊥ ∈ N (JC)⊥. Now,
projecting the equation of the robot joint space dynamics (Eqn. 2.4) with P gives
PMq¨ = P(τ − h) , (3.35)
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since JTCλ ∈ N (JC)⊥ so PJTCλ = 0. Finally
q¨ = M−1C (P(τ − h) + CC q˙) , (3.36)
or equivalently in the decomposed form
q¨ = M−1C (τ ‖ − h‖ + CC q˙) , (3.37)
where MC = M + PM − (PM)T and CC = MC. MC is invertible thus q¨ could be
expressed explicitly, in contrast to the previous case where PM was not invertible and
q¨ could not be explicitly derived. The expression of JTCλ can be obtained analogously
to q¨, by projecting Eq. 2.4 with (I−P)
JTCλ = (I−P)(τ − h)− (I−P)MM−1C (P(τ − h) + CC q˙) , (3.38)
or equivalently
JTCλ = (τ⊥ − h⊥)− µ(τ ‖ − h‖)− µCC q˙ , (3.39)
where
µ = (I−P)α (3.40)
and
α = MM−1C . (3.41)
Aghili claims that within this framework a complete decoupling is then achieved only
when
∀v ∈ N (JC) : Mv ∈ N (JC) , (3.42)
such that the expression of the contact forces would reduce to
JTCλ = (τ⊥ − h⊥)− µCC q˙ . (3.43)
Moreover, if τ⊥ is defined as
τ⊥ = h⊥ + µ(τ ‖ − h‖ + CC q˙) + uF , (3.44)
then the decoupling can be restored because
JTCλ = uF . (3.45)
This means that a compensation for an imperfect decoupling by controlling the force is
proposed. In other words, the author proposes to control the force by compensating for
the coupling and at the same time imposing the desired behaviour uF . Aghili and Su
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[42] extend the formulation of projected dynamics proposing to use optimisation to take
into account unilateral constraints in the definition of force control.
Mistry and Righetti [7] fuse the formulations of the operational space dynamics and
projective dynamics to express operational space dynamics as
ΛC y¨ + ΛC(JM
−1
C Ph− (J˙ + JM−1C C)q˙) = F , (3.46)
where MC = PM + I − P, ΛC = (JM−1C PJT )−1, and C = −J†C J˙C . This approach,
based on projective dynamics, has been used in [7] and further in [1] in order to devise
a controller based on operational space, whose advantage is that it is formed of three
separate components respectively in charge of motion control, active force control and
possibly also a compensation in the task null space. This additional term is responsible
for maximising or minimising some criterion. For example, in [1] the null space com-
pensation is used as to avoid a drift of the elbow while the manipulator wipes a board,
and has been defined as a PD controller whose desired joint values are the initial con-
figuration of the robot, thus effectively minimising the drift while performing the task.
Such a controller can be formulated as
τ = PJT F˜ + (I−P)τ a + PNτnull , (3.47)
where PJT F˜ is the motion control part; (I−P)τ a is a reference in active force, containing
a feedforward term specifying the desired force interaction; and PNτnull is the motion
term in the null space of the task, where N is any projection into the null space of the
task Jacobian, dynamically consistent. An analysis of the case of underactuated systems
is presented in [7]. This is a very interesting topic but not the main focus of this review.
3.1.6 Other Applications
Hybrid control has also been exploited for multiple robot manipulators. Hayati [43]
extends hybrid position/force control to cooperating robots, assigning to each robot a
part of the object mass. Yoshikawa and Zheng [44] build on dynamic hybrid control
and devise a control scheme for single object motion, which handles both constraint
and internal force for multiple manipulators while accounting for both object and robot
dynamics. In particular, they propose to linearise the system through nonlinear state
feedback and a servo controller is used to achieve higher robustness.
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3.1.7 Decoupling
In summary, hybrid motion/force control is a powerful control framework for tasks in-
volving not only motion but also active forces. Over the years it has been extended to
generate better performance, to be more flexible with respect to the geometry of the
contacts and to ensure stability of the overall system. There is one particular feature,
known as decoupling, which merits a deeper analysis in its own right.
Decoupling is the capability of a system to provide both motion and force control which
do not interact with each other. In other words, it is possible to change the exerted
force without altering or disturbing the robot trajectory, and vice versa. This is a very
fundamental and powerful feature, especially when devising distinct desired evolutions
for motion and force, which otherwise could not be realised. It is a topic arising promi-
nently when using a control scheme such as hybrid control, or in any task where both
motion and active force need to be precisely controlled. An important feature necessary
to achieve decoupling is either the knowledge of the dynamic model of the robot, in
order to compensate for the dynamics of the robot, or a feedback on force at the contact
point, so that this feedback can be used to modulate force control. Specifically, we now
discuss several different ways of achieving decoupling, which have been proposed in the
literature.
A selection matrix S is introduced in Mason [25] and [16], which provides the means
to define and select directions in the Cartesian space frame of interest, where there is
the possibility of free motion and conversely the possibility to exert forces on a contact
surface. This concept is found also in Craig and Raibert [26] and [27] with few funda-
mental differences. The main difference is that the latter use the selection matrix to
select only the error signals for each of the two subspaces of free motion and contact
force. However the main idea proposed by these works is similar, namely to obtain
decoupling between motion and force through an appropriate selection of directions in
the Cartesian space, i.e., by defining directly the commands which are feasible in the
Cartesian space. In other words, these control schemes devise position and/or velocity
commands in the directions of free motion, and force references in the directions where
the robot is in contact and thus can exert active forces on the contact point or surface.
Mathematically
Sy˙ = 0 (3.48)
and
(I− S)F = 0 , (3.49)
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meaning that in the directions of Cartesian space indicated by S, motion is not feasible,
while, on the contrary, in the orthogonal subspace, described by (I − S), it is possible
to specify references in position or velocity.
In contrast to the above ideas, Yoshikawa et al. [36] propose to use a feedback linearisa-
tion scheme such that, when not in singularity, the system is linearised as
y¨ = u1 (3.50)
and
F = u2 , (3.51)
with the two new inputs u1 and u2 to specify respectively accelerations and forces.
While defining the control
τ = τP + τF , (3.52)
τP = Mq¨d + h (3.53)
and
τF = J
TSTu2 , (3.54)
where the selection matrix S appears in order to define the suitable directions for force
control in the Cartesian space. The selection matrix, as proposed by [25], [16], [26]
and [27], has the intrinsic limitation of not scaling easily to multiple contacts on the
same robot or to situations where it is not easy or possible to know a priori or define
orthogonal contact directions explicitly in the Cartesian space.
In [45], a model is derived for a robot in contact with the environment. A control archi-
tecture is proposed which leads to a complete decoupling of motion and force control.
Reducing the dimensionality of the equation of motion, pseudo-velocities v are defined
as
v = Bq˙ , (3.55)
such that the matrix
[
JTC B
T
]T
is non singular. A control law in the form
τ = JTCu1 + MEu2 + h−M(DJ˙C + EB˙)Ev , (3.56)
where
[
JC
B
]−1
=
[
D E
]
, is verified to lead to
λ = u1 (3.57)
and
v˙ = u2 , (3.58)
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which is a result very similar to [36]. Notice that in this formulation, JCE = 0 so that
pre-multiplying (2.4) by ET yields
ETMq¨ = ET (τ − h) , (3.59)
which is closely related to (3.35).
Featherstone et al. [41] propose to use projectors which are arguably a more flexible
solution than the selection matrix (capable of additionally handling non-perpendicular
contact directions), and to filter the commands in order to map those same commands
into the subspaces of free motion and active force.
West and Asada [35] and Aghili [8] propose to use a projector based on the Jacobian of
the constraints, JC , defined as
P = I− J†CJC . (3.60)
Aghili in particular analyses the projected dynamics and concludes that a perfect de-
coupling is achieved when
∀w ∈ N (JC) : Mw ∈ N (JC) . (3.61)
This condition is not satisfied in general and he therefore devises an additional compo-
nent in the force control part of the controller in order to compensate for the coupling
effect. Refer to the Subsec. 3.1.5 for more details. The same P projector is also used in
[7] and [1] when dealing with control using operational space projected dynamics.
3.1.8 Simulative Results
Hybrid control builds its foundations on the selection of directions where it is possible
to control motion and directions where it is possible to control force. We described
different ways to compute such control actions, but they all share the same goal, i.e.,
such discrimination of the space where the robot acts. We pick here two techniques to
achieve decoupling and we analyse how they behave in two tasks: a pure positional task
and a motion/force task. We believe that the selection matrix S and the projector P are
two representative choices to analyse decoupling quantitatively. As already explained in
other sections, the other variations are originated mainly by these two techniques, thus
it does not appear to be restrictive to show results only with these two techniques.
To highlight the differences between the approaches based respectively on the selection
matrix S and the projector P, we report the results of a simulated 3-degree-of-freedom
planar manipulator with links of unitary mass and length, i.e., l = 1m and m = 1kg,
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constrained to move parallel to the x axis of the workspace plane as in Fig. 3.1. The
manipulator is asked to slide its end effector along a rigid wall (shown as thick black
line), from the starting point (shown as a red dot), to the goal point (shown as a green
dot).
Figure 3.1: 3-degree-of-freedom planar manipulator asked to slide its end effector
along a rigid wall (thick black line) from the starting point o to the goal point o. The
fixed base of the robot is set in the origin of the plane o.
We implemented two controllers in Matlab1. The controller using the selection matrix
S is the one originally proposed by Khatib [5] and [6], namely
τ = JT (Fm + Fa + Fccg) , (3.62)
with
Fm = Λ(I− S)(y¨d + Kd(y˙d − y˙) + Kp(yd − y)) , (3.63)
Fa = SFd (3.64)
and
Fccg = (M
−1JTΛ)Th−ΛJ˙q˙ . (3.65)
The controller based on projected operational space dynamics, i.e., using P, is taken
from Mistry and Righetti [7] and Ortenzi et al. [1]
τ = Pτm + (I−P)τ a , (3.66)
1MATLAB, version 8.3.0.532 (R2014a): The MathWorks Inc., 2014
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where
τm = J
TΛC(y¨d + Kd(y˙d − y˙) + Kp(yd − y)
+JM−1C (Ph−CC q˙)− J˙q˙)
(3.67)
and
τ a = (I−P)h + (I−P)MM−1C (Pτm −Ph + CC q˙) + JTCλd . (3.68)
We set 200 simulation steps with δt = 0.01s for a total simulated time of 2s. First we
compare these two controllers on a purely positional task, i.e., respectively only Fm and
τm components are used. Fig. 3.2 reports the evolution of the robot on the plane, and
its end effector trajectory in the x-y plane. We also report the torques commanded by
each controller and the forces exerted by the robot at the contact point in Fig. 3.3.
These figures clearly show that both controllers succeed in the positional task, and the
robot shows indistinguishable evolution. However, the controller using the projector P
significantly reduces torques as compared to the controller using the selection matrix
S, at the cost of having non-zero active forces at the contact point. This was expected
from the analysis already presented.
Secondly, we compare these two controllers when given a task which involves also a
desired active force. The motion task remains as in the previous experiment, but the
robot is also asked to exert a force λdes = 5N at the contact point. We report the
evolutions in Fig. 3.4. Robot motion is unchanged, but this is easily explained since the
components of force control in both controllers do not affect motion. In contrast to the
previous experiment and as expected, the exerted force accurately matches the desired
active force. We report also the commanded torques generated by both controllers,
Fig. 3.5. Interestingly but not surprisingly, the torques generated by the controllers are
substantially the same. This can be explained by the fact that by specifying a desired
active force, the controller based on projected dynamics (on P) has to compensate for
the robot dynamics, thus being denaturalised in the sense that it cannot exploit the
contact anymore.
These results suggest that:
1. S decouples motion from active force but it needs an entire compensation of the
robot dynamics even just for a pure motion task. On the contrary, for a motion
task, P allows the controller to command lower torques with respect to an approach
based on S, but the motion part of the controller affects also the exerted force at
the contact point. This feature can be explained by considering that the approach
based on P exploits the constraint, in the sense that it exploits the reaction force
at the contact point in order to compensate for the robot dynamics. To do this
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(a) End effector position - Operational Space
Dynamics with Selection Matrix (S)
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(b) End effector position - Projected Opera-
tional Space Dynamics (P)
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(c) Robot evolution - Operational Space Dy-
namics with Selection Matrix (S)
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(d) Robot evolution - Projected Operational
Space Dynamics (P)
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Figure 3.2: First line: end effector position on the workspace plane. Second line:
robot evolution. Third line: reconstructed exerted interactive force between the end
effector and the contact surface.
it is indeed necessary to interact with the environment, and so the non-null active
forces are explained. On the other hand, the approach based on S devises higher
commanded torques because it does not rely on the contact to compensate for the
robot dynamics. In other words, this approach compensates for the whole robot
dynamics while controlling motion, and this explains higher torque commands;
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Figure 3.3: Torque comparison. This figure reports the difference (i.e., TS − TP
with an abuse of notation) of the (sum of squared) torques commanded to the joint
by the controller using the selection matrix and the one using the projector. The ones
computed by projected operational space dynamics controller, i.e., based on P, are
constistently lower than the ones by operational space dynamics controller using S.
The difference is reported in a semilogarithmic plot.
it can be concluded that the method using the projector P sacrifices decoupling
for torque efficiency (lowering the commands), while the method using S provides
superior decoupling at the cost of higher torques;
2. a force component in the P approach denaturalises the whole approach in the
sense that the advantage of exploiting the contact is overridden by the imposition
of a desired active force and an entire compensation of the robot dynamics may
be necessary in addition to a compensation of the cross-coupling effect brought by
the motion control part. On the other hand, this is the natural way to achieve
a decoupling for this approach, in the sense that it is thus possible to impose a
desired motion and a desired active force. As a matter of fact, adding a force
component into the P approach makes this become equivalent to the selection
matrix S approach.
Clearly the correct choice of approach is dependent on the application. If the task is
in motion and there is no need to care about the force interaction or we can sacrifice
decoupling to reduce the torque effort (e.g., the robot leans on a table and we are sure
the table is not going to break under the forces exerted on it by the robot) then the
approach with P is convenient because it commands lower torques. When force is also
an issue, then both approaches are successful.
A final consideration is the fact that both methods require a precise knowledge of the
model of the robot, otherwise a decoupling will become compromised due to fallacious
compensations.
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0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
−2.5
−2
−1.5
−1
−0.5
0
0.5
1
1.5
Time
 
 
x
y
(b) End effector position - Projected Opera-
tional Space Dynamics (P)
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namics with Selection Matrix (S)
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(d) Robot evolution - Projected Operational
Space Dynamics (P)
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(e) λ - Operational Space Dynamics with Se-
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Figure 3.4: First line: end effector position on the workspace plane. Second line:
robot evolution. Third line: reconstructed exerted interactive force between the end
effector and the contact surface.
3.1.9 Discussion
There are three other key concepts that need to be discussed further to better understand
the implications of using hybrid control: 1) the need for a precise model to compensate
the dynamics when devising the control and a priori knowledge about the environment,
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Figure 3.5: Comparison of the sum of squared torques commanded by the controllers.
There is no difference between the commands produced by the two controllers. The
plot is semilogarithmic.
2) the need to use a force sensor when a force feedback is necessary to define a force
error, and finally 3) the relationship between hybrid control and optimal control.
3.1.9.1 A priori knowledge
A critical point when dealing with compensations based on dynamics, and also kinemat-
ics in general, is the assumption of a perfect knowledge of the model and parameters
of the robot and also knowledge about the environment, such as the geometry of the
constraints and the timing of the contacts. When this knowledge is not known exactly,
stability of the system can be jeopardised. Hybrid control compensates for the dynam-
ics of the robot and expresses the desired behaviour at the same time. Thus, with
uncertainty on parameter values, the compensation might not be perfect and the be-
haviours obtained might be different from the desired ones specified through the control
framework.
There are variants to the scheme which attempt to overcome this issue, and other studies
proposing conditions on the stability of the system even in the presence of model uncer-
tainties. An example to potentially solve the uncertainty problem is presented in Lozano
and Brogliato [46], where the authors propose adaptive hybrid motion/force control for
redundant manipulators. Results are reported which suggest that all quantities remain
bounded and position and force errors converge to zero. Adaptive control was already
used for robot control as reviewed in Hsia [47] and later illustrated in Slotine and Li
[48]. The work in [49] extends model-based adaptive control to contact situations and
proposes to use a projector in the form P = I− JTCJC to achieve a so-called joint space
orthogonalisation, where motion signals are orthogonal to force vectors. This feature is
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stated to be a generalisation of hybrid motion/force control. The focus of this review is
not on adaptive control, but it is worthwhile to mention this alternative approach.
To explore the impact of potential mismatches between models and real systems, Cheah
et al. [50] study the stability of hybrid control in the presence of model uncertainties,
namely on the constraint Jacobian. They derive sufficient conditions on the choice of
the feedback gains and the estimation of the Jacobian in order to retain stability.
3.1.9.2 Force Feedback vs No Force Feedback
Most of the hybrid control schemes depend on a feedback of force to define an error in
force directly. This implies the need of a force/torque sensor mounted at the contact
point. If the contact may happen only at the end effector, then the problem might be
solved with the use of such a sensor. Otherwise a tactile skin could be used, but with
an increase in the complexity of the system and an increase of the overall cost. An
alternative approach is the one proposed in Magrini et al. [51] where, by means of a
vision system capable of recognising contacts on the whole surface of the robot, they
propose a virtual force sensor using the so-called method of the residuals, and they are
able to estimate contact forces. These quantities can then be used to close the force
feedback loop.
It is also possible to avoid the need for a force sensor and an example is the approach
in [1], which does not need a force/torque sensor. The force controller first compensates
for the dynamics of the robot using a model of the robot and measurements from the
proprioceptive sensors (joint angles) and then provides a desired value for the active force
in the form of a feedforward force component. Possibly joint torque readings might also
be used in order to recover contact forces, in the same fashion as in [51].
3.1.9.3 Relationship between Hybrid Control and Optimal Control
The use of optimisation methods in robotics is becoming increasingly popular. Optimi-
sation algorithms become available once the problem can be formulated as a set of linear
and nonlinear equations with a cost function to be minimised. The means to achieve this
is to define the problem of trajectory finding as an optimisation problem. The work in
[52] poses a discrete model of dynamics of contacts as a Linear Complementarity Prob-
lem accounting for friction as well. In addition, the work in [53] presents improvements
to a Model Predictive Control approach applicable to high-degree-of-freedom systems.
On the same line of reasoning, inelastic impacts and friction during contacts are ac-
counted for in [54] and [55], where the optimisation is used to find a trajectory and to
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resolve contact forces while intrinsically satisfying the constraints. Contact forces are
resolved as additional variables in the optimisation. A benefit of this method is that it
does not require the definition of modes to handle contacts, as in [56]. Also, an analysis
of the stability of systems undergoing impacts in the presence of friction is presented in
[57].
Optimisation-based control techniques focus on control and motion planning encompass-
ing transitions from free motion to contact and vice versa, which hybrid motion/force
control does not include. Generally in optimisation based methods, the definition of
constraints represents the means to specify general features of the system and to take
into account the model of the system, i.e., imposing constraints on dynamic consistency
is the connection between optimisation techniques and the classical approaches. In the
case of hybrid motion/force control, this is done by using the model in the controller.
3.1.10 Summary
Motivated by the fast increasing use of robotic platforms in interactive tasks involving
contacts between the robots and the environment, we reviewed the literature around
hybrid control and advanced a unitary notation in order to ease the comparison be-
tween the great variety of control schemes proposed over the previous several decades.
From the initial formulation dating back to [25], [16], [26] and [27], until now, several
eminent researchers have addressed and tackled the problem. We analysed fundamental
features of each scheme and Table 3.1 concisely lists the key papers surveyed in this
work, highlighting their major contribution.
A critical contribution of this Section is the analysis of the decoupling. We report
simulative results and show that a perfect decoupling can be achieved using the selection
matrix S. Using projected dynamics and the projector P, it is indeed possible to lower
significantly the torques needed to perform the task at the cost of sacrificing decoupling.
We have shown how decoupling can be regained using an extension to the scheme, but at
the cost of sacrificing the advantage of lowering the torques, so that there is a substantial
equivalence of this scheme to the one using the selection matrix.
As final consideration and remark, we have not claimed and we are not stating now
that hybrid control is the only correct way to control a robot in such situations. We are
advocating, though, that this is a very natural control framework to be used for tasks
involving both motion and force control and for this reason, we chose to devote a review
to it.
Chapter 3. Literature Review 38
Table 3.1: List of contributions
Main Contribution Paper
Admittance control [22], Whitney, 1977
Selection matrix [25], [16], Mason, 1979, 1981
Hybrid control [26], Craig and Raibert, 1979
Joint stiffness matrix [24], Salisbury, 1980
Hybrid control, use of inverse Jacobian [27], Raibert and Craig, 1981
Modified hybrid control [28], Zhang and Paul, 1985
P projector [35], West and Asada, 1985
Operational space dynamics [5], [6], Khatib, 1986, 1987
Dynamic hybrid control [34], Yoshikawa, 1987
Instab. by counterexamples [29], An and Hollerbach, 1987
Stability closed-loop [32], McClamroch and Wang, 1988
Feedback linearisation [36], Yoshikawa et al., 1988
Instability of classical hybrid control [30], Zhang, 1989
Correct general position formulation [31], Fisher and Mujtaba, 1992
Stability with Lyapunov (using dyn) [33], Yabuta, 1992
Online estimation of selection matrix [37], Yoshikawa and Sudou, 1993
Parallel force/position control [38], Chiaverini and Sciavicco, 1993
Third subspace [40], De Luca and Manes, 1994
Projectors overcoming selection matrix [41], Featherstone et al., 1998
Projected dynamics [8], Aghili, 2005
Operational space projected dynamics [7], Mistry and Righetti, 2011
Applications of op. space projected dyn [1], Ortenzi et al., 2014
3.2 Contact Constraint Estimation
The robotic revolution in manufacturing industries, over the past four decades, pre-
dominantly relied on robots which move payloads through unobstructed trajectories in
free-space. In contrast, a new generation of robots is now needed which must cope with
complex tasks, in uncertain environments, which frequently will involve forceful contacts
between parts of the robot and surrounding objects or surfaces.
Many behaviours can be described as performing tasks under a set of contact constraints.
For example, when a robot interacts with a horizontal surface (Fig 3.6), the end effec-
tor cannot penetrate the table. Some examples of tasks involving contacts include:
robotic grasping, active perception and manipulation; foot contacts in legged walking
robots; grinding and polishing of cast parts in manufacturing; and tasks needed for nu-
clear decommissioning, such as “disruption” (cutting) or “scabbling” (grinding off the
contaminated surface of a concrete room or “cave” to make it safe).
In Chapter 5, a method is presented for achieving reliable estimations of the constraints
arising from contacts which limit the free motion space of the robot. We propose to
use only kinematic observations derived from basic proprioception (rotation encoders at
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Figure 3.6: Our bi-manual half-humanoid platform, Boris, with one of its end effectors
in contact with a horizontal surface. This contact prevents the end effector from moving
in the negative z direction of the task space.
joints). Therefore, in contrast to much of the related literature, no added sensors are
needed such as force-torque sensors or tactile sensors at the contact points, or feedback
from a vision system.
Our proposed method would therefore be particularly useful for highly underactuated
robotic arms, fingers or legs which contain passive (e.g., spring-loaded) joints, provided
that basic position/rotation sensing is available at each joint. Such passive/underac-
tuated robots are attracting increasing attention from the research community, e.g.,
[58, 59]. Additionally, in extreme environments such as nuclear decommissioning, beta
and gamma radiation can destroy the delicate electronics needed for force, torque or
tactile sensing. While intense gamma radiation can also destroy conventional proprio-
ceptive rotation encoders (by causing the glass of optical encoders to become opaque),
these can be replaced by electro-magnetic resolvers so that proprioception of each joint’s
rotation can still be reliably sensed in such environments. Our method could therefore
be used to help such robots estimate the position and direction of constraint surfaces,
e.g., for tasks such as scabbling (described above).
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There is an extensive body of literature on the use of computer vision to infer ob-
ject shapes and features, [60–63]. There is also rapidly growing interest in estimation
of object shapes and contacts using force-torque and tactile sensors, [64–70]. Recent
work, [71, 72] has also begun exploring the fusion of visual and tactile data. In [73], a
quadrupedal robot estimates the inclination of a planar surface on which it is trotting,
by fusing data from IMU accelerometers with optical force sensors at each foot and the
kinematics of each leg. In the context of hybrid motion/force control, [74] proposed
a method for estimating the local shape of a constraint surface by combining position
and end-effector force measurements. Another method for estimating constraints is pro-
posed in [75], however this method learns the null space projector of an unknown task
constraint from human demonstration.
In contrast to the above approaches, our method locally estimates the kinematic con-
straints due to contacts, without using any additional sensors (force, torque, tactile,
vision) other than basic proprioception (rotation encoders at each joint). Specifically,
we propose to perform a set of explorative actions and then estimate the kinematic con-
straints by observing the resulting motions. We present two variants, based either on a
Cartesian space analysis or on a joint space analysis, and we also show how to discern
unilateral constraints (e.g., contact with a rigid surface which only constrains motion in
one direction). We first demonstrate our method with a simulated redundant 3 DOF
planar robot, and show how it can detect and estimate various kinds of constraints.
Next we analyse the effect of different levels of observation noise on the accuracy with
which such constraints can be estimated. Finally we show the results of experiments
carried out using a KUKA LWR IV robot arm, which is tasked with estimating the
environmental constraints when contacting surfaces of different inclinations.
Our lab currently lacks passively compliant, underactuated robots. Therefore, for proof
of principle we have instead used an actively-compliant KUKA LWR IV robot to demon-
strate our method. We only make use of this robot’s proprioceptive rotation encoders
at each joint, and we do not explicitly make any use of joint torque information in our
experiments. However, this robot does use torque sensing internally for low level control,
to achieve compliant behaviours when in contact with environmental constraint surfaces.
3.3 Vision-based State Estimation
The main goal of our framework is to estimate the state of an under-sensored manipu-
lator thus producing quantitative feedback to be used in a controller. Although deeply
influenced by the visual servoing (VS) and articulated body tracking literatures, we
are neither interested in controlling the robot directly using visual features, as in a VS
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paradigm, nor solely in visual tracking of the body of the robot. The VS literature pre-
dominantly relies on accurately knowing robot states derived from joint encoders, which
are not available in our case. Furthermore, this work endeavours to find a balance be-
tween computational speed, performance accuracy, robustness to real-world conditions,
and monetary cost. The choice of a single monocular camera represents an efficient
and robust solution in terms of cost and reliability in nuclear or other extreme environ-
ments, where variable range, strong variations in lighting, reflective surfaces, outdoor
sunlight conditions, or dust can cause the performance of many kinds of depth sensors
to deteriorate.
In order to use any information gathered from an image, it is most important to un-
derstand where the visual sensor is with respect to the world reference frame or to the
robot reference frame or to any reference frame of importance. This process is called
camera calibration.
In [76] Tsai explains that:
camera calibration in the context of three-dimensional (3D) machine vi-
sion is the process of determining the internal camera geometric and optical
characteristics (intrinsic parameters) and/or the 3D position and orientation
of the camera frame relative to a certain world coordinate system (extrinsic
parameters), for the following purposes: 1. inferring 3D information from
computer image coordinates . . . and 2. inferring 2D computer image coordi-
nates from 3D information.
Also known as camera resectioning, camera calibration is thus the process to estimate
intrinsic and extrinsic parameters of the camera matrix bonding 3D Cartesian points
and 2D camera points correspondences.
The work of this Thesis is related also to visual servoing. Visual servoing is a tech-
nique used to servo a robot using information coming from a visual sensor to close the
control loop. Visual Servoing (VS) methods are classified into three broad categories:
Image-Based VS, where the error is defined between current and desired visual features;
Position-Based VS, where the visual features are used to estimate the 3D information
and the error is defined between these and the desired 3D information; and finally hybrid
approaches.
More details can be found in Ch. 24, Visual Servoing and Visual Tracking, Chaumette,
Hutchinson, [10] and in Ch. 10, Robotics: Modeling, Planning and Control, Siciliano,
Sciavicco, Villani, Oriolo, [11]. A survey on IBVS, PBVS and hybrid VS is reported also
in the work of Kragic and Christensen, [77].
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There is a very large literature on VS. For example, Weiss et al. [78] formalise analyti-
cally robot visual control and focus on an adaptive IBVS scheme. The work of Espiau
et al. [79] covers the basics of VS and pays particular attention on the computation of
the interaction matrix. Hutchinson et al. presented a tutorial on Visual Servo Control
in [80], analysing the basics, the two major classes, PB and IB, among other things.
Chaumette and Hutchinson then released a two-part tutorial, [81] and [82], where the
first article revises the classical theory of Visual Servoing while the second one deals with
newer techniques, taking into account issues regarding robot dynamics and/or nonholo-
nomic constraints and data fusion to name only a few. Vincze [83] studies the dynamic
performance of Visual Servoing. Wilson et al. [84] describe a PBVS technique featuring
an extended Kalman filter to use a redundant number of known points on the target
object.
Along with the classical PBVS and IBVS, there are other techniques proposed in lit-
erature. Castan˜o and Hutchinson [85] propose a hybrid structure to achieve visual
compliance especially for grasping tasks. Malis et al. [86] introduce the so-called 2-1/2
D Visual Servoing, highlighting the drawbacks of classical IBVS and PBVS.
Drummond and Cipolla [87] propose a camera-in-hand setting and the use of an active
contour whose deformations are limited to the Lie group of transformations. Fox and
Hutchinson [88] introduce visual constraints surfaces for motion plans, in particular to
devise critical velocity orientations. Chaumette et al. [89] describe a Visual Servoing
scheme to put the robot in a determined position with reference to a target object to
track and simultaneously estimate it’s velocity. Dixon et al. [90] put forward a system
with two cameras, one in-hand, the other fixed and use Lyapunov analysis to devise a
control law to ensure a uniformly ultimately bounded tracking under uncertainties in
camera’s parameters.
Visual Servoing is not used only in open-chain robots. Dallej et al. [91] propose a Visual
Servoing scheme to control an I4R parallel robot using edges extracted from the images.
The work in [92] instead focuses on servoing the legs of a Gough-Stewart parallel robot.
As in many other problems, Visual Servoing has also been investigated from a human
point of view. Hu et al. [93] analyse the human grasp with respect to the geometry of
the target, claiming these parameters can be used to improve robot control.
Also, visual tracking can be defined in the Visual Servoing paradigm as having certain
visual features, possibly changing over time, in a suitable position on the image plane.
As examples, Papanikolopoulos et al. [94] propose visual tracking of moving targets
Chapter 3. Literature Review 43
using cross-correlation and an adaptive control to compensate for errors and param-
eter uncertainties while Comport et al. [95] analyse another real-time visual tracking
framework.
Previously, Marchand et al. [96] demonstrated an eye-to-hand visual servoing scheme
to control a robot with no proprioceptive sensors. In order to compute the Jacobian of
the manipulator, they need to estimate the robot configuration. Thus, they feed the end
effector position to an inverse kinematics algorithm for the non-redundant manipulator.
Our work is related to this approach, but overcomes the redundancy problem by simul-
taneously tracking multiple parts of the robot, consequently having more relationships
constraining the configuration, making our method potentially applicable to high DOF
robots. In [97], a model-based tracker was presented to track and estimate the configu-
ration as well as the pose of an articulated object. In this work, an extended Kalman
filter was used to update the object configuration using tracked feature locations. Our
approach is marginally related to this work. However, the major differences are that
we simultaneously track entire 3D models of various parts of an articulated object and
separately define an optimisation problem to estimate the joint values using the tracked
poses.
Within the visual servoing literature, virtual visual servoing is an approach which has
profoundly influenced this work. Virtual visual servoing has been introduced in [98] and
[99] as a new framework for augmented reality. Its principle is:
to define the pose computation problem as the dual problem of (2D)
Visual Servoing [99].
Gratal et al. [100] use VVS in pose estimation and tracking problems to align a rendered
graphical model with the current image from the actual camera. They use a 3D model
of the robot (a robot hand) and render virtual images of it. They extract visual features
and define a difference between the desired features, i.e., the ones extracted from the
image from the actual camera, and the ones coming from the synthetic view. This
difference guides a VS control to change the pose of the model till the difference vector
is smaller than a certain threshold. At this point the pose is recovered by the model. The
authors propose to use distances between point features as features, i.e., the Chamfer
distance between points and their closest match on the real image features. The set
of points are edges computed with Sobel or Canny operators. Gratal et al. focus on
pose estimation but considered the robot hand as a rigid object, i.e., the robot hand
has constant joint values. In [101] they use a humanoid robot but either they assume
a known joint configuration or they introduce some error in the initial estimate of the
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joint configuration, but they assume to have the transformation with respect to the base
of the manipulator. It is not clear how they reconstruct the joint configuration if any.
VVS has also been used in Augmented Reality applications like in [102] and [103].
Here the VVS approach is deployed together with an M-estimator for the displacement
estimation between two consecutive images of a video using only 2D information.
As previously stated, our main objective is to estimate the robot joint configuration, a
problem which is also related to pose estimation. Pose estimation is classically defined
as the task to identify a single-body rigid object and estimate its 3D position and
orientation (6 degrees of freedom) with respect to a world reference frame or to some
other suitable reference frame.
Lowe [104] combines multiple images of an object into a model using SIFT features and
a matching based on the Hough transform. Glasner et al. [105] present a technique that
takes into account shape and appearance. A voting method and view-specific Support
Vector Machines finalise the estimation from single 2D images. Savarese and Fei-Fei
[106] propose to divide the objects into regions and connect these through homographic
transformations. Sun et al. in [107] describe the so called Depth-Encoded Hough Voting
scheme which uses depth information to learn the distributions of the features of the
object. Leibe et al. present Implicit Shape Model to address simultaneously segmenta-
tion and categorisation in [108]. Hel-Or and Werman in [109] propose a way to combine
2D and 3D measurements to solve pose estimation. Mei et al. in [110] put forward a
statistical method using spatiotemporal parts and joint distributions of parts. Payet and
Todorovic [111] use features called bag of boundaries placed on a grid and then match
the image under analysis with an optimisation providing a continuous pose estimation.
Li et al. [112] instead deploy Gaussian Mixtures and the global optimisation algorithm
Particle Swarm Optimisation to solve global shape alignment. The work in [113] uses
Kernel Principal Component Analysis to first reduce the input space into a tractable
feature space and then compute PCs in this feature space.
Usually, pose estimation is defined for single-body rigid objects, but there is work deal-
ing with multi-body articulated objects as well. Hel-Or and Werman [114] propose a
model-based pose estimation framework which takes into account physical constraints
of articulated objects during the estimation, defined as strong constraints. The actual
measurements are treated as soft constraints in an Extended Kalman Filter. Mulliganet
al. [115] use edge-based Chamfer matching between the real image and a synthetic
image and gradient descent algorithms to minimise this difference by adjusting joint
angles of the synthetic models. In particular, besides what they call location and ori-
entation constraints, they lower the dimensionality of this minimisation by constraining
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each link position to be dependent on the previous link position, using so-called quasi-
separability constraint, i.e., minimising the error for each link individually modifying
only one parameter.
Then there are contributions that go into different directions but that give very in-
teresting perspectives on the problem. Shahrokni et al. [116] propose a probabilistic
classification to find lines when the perceived textures change. Wagner et al. [117]
present modified versions of SIFT and Ferns features plus a template-matching tracker
for real-time mobile phones applications.
Another slightly different 360-degree application of vision to robotics is object recogni-
tion for manipulation. An example for industrial purposes is reported in [118].
As always, the human being and in this context, the human body, has been studied in
order to better understand its movements. Besides, this lets computer vision researchers
understand better the problem of pose estimation for articulated objects. A survey of
human motion analysis can be found in [119]. Shotton et al. in [120] propose a method to
predict body joints positions on each frame using Randomized Decision Forests trained
on very large datasets of real and synthetic images. Jenkins et al. [121] present a method
that uses a range of learned motion primitives that builds the action space so that a
particle filter algorithm infers the pose.
Besides, human-robot interaction is a thriving field. Goodrich et al. [122] highlight seven
principles to have a working interaction. Kulic´ and Croft [123] study human signals to
estimate human intent. In [124] they present two planning criteria for the interaction
while in [125] they propose a Hidden Markov Model to estimate human state for human-
robot interaction. Kanda et al. instead analyse such interactions through a study of
the body movements in [126]. In [127] the authors address the problem of a human
controlling a robot with free hand gestures.
So, articulated objects are composed of multiple rigid bodies and possess higher DOF
(often redundant). There are also a number of kinematic (and potentially dynamic)
constraints that bind together the bodies belonging to kinematic chains. Further, these
constraints can also be used to locate and track the chain of robot parts. In this work,
for the sake of modularity, the kinematic constraints are used only when estimating the
joint values, and not for visual tracking of robot parts, i.e., each part of the robot is
tracked individually, and then a separate stage of our architecture performs best-fitting
of the robot kinematics to the tracked part positions.
A variety of ways to track articulated bodies can be found in [97, 128–131]. In contrast
to our work, these authors mainly focused on localising parts of the articulated bodies
in each image frame, and not on the estimation of joint angles between the connected
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parts. Additionally, much of this work focussed on tracking parts of robots, but made
use of information from the robot’s joint encoders to do so, in contrast to the problem
posed in our paper.
A real-time system to track multiple articulated objects using RGB-D and joint encoder
information is presented in [132]. A similar approach was used in [133] to track and esti-
mate the pose of a robot manipulator. SimTrack [134] is also a framework for real-time
robot tracking using cameras, a Kinect and the joint angles. In [135], a marker-tracking
method was used to identify the joint origins of robots. Other notable examples can be
found in [136] and [137], where the authors propose to use depth information for better
tracking of objects. Recently, an approach based on regression forests has been proposed
to directly estimate joint angles using single depth images in [138]. Additionally, in the
context of our work, it is worth mentioning some of the human hand pose tracking
methods presented in, e.g., [120, 139, 140]. However, most of these methods require
either posterior information (e.g., post-processing of entire image sequences oﬄine to
best-fit a set of object poses), or require depth images, or must be implemented on a
GPU to achieve online tracking. In contrast, our approach does not make use of depth
information, does not require visual tracking of the entire robot, and does not require
special markers to be attached to the robot. Instead, a small set of the robot’s parts are
tracked to estimate the joint configuration. We detail the choice of these robot parts in
Sec. 6.1.2.
In summary, the use of depth information alongside standard RGB images can improve
the tracking performances. However, it also increases the computational burden and
decreases robustness in many real-world applications. Our choice of using only a simple,
monocular 2D camera is motivated by cost, robustness to real-world conditions, and also
in an attempt to be as computationally fast as possible.
Chapter 4
Robot Control based on
Projected Inverse Dynamics
As robotics becomes progressively pervasive in real-world applications, it is becoming
increasingly necessary for robots to be aware of what is happening around them and to
interact with their environments and other agents. Firstly, these interactions should be
safe and not cause damage to the robot or its surroundings. Secondly, and perhaps more
interestingly, robots should ideally understand and exploit their environments in order
to perform tasks more efficiently. Humans often exploit contacts with their environments
to perform tasks more comfortably and more efficiently. For example, a person reaching
to grasp an object further off on a table, usually leans on the table to support their
weight during reaching and grasping. Alternatively, a person sweeping the floor can
also lean on the broom handle to partially support their weight, thereby reducing the
required joint torques and resulting muscle tensions.
This Chapter addresses the problem of constrained motion for a manipulator performing
a task while in contact with the environment, and proposes a solution based on projected
operational space dynamics. The main advantages of this control technique are: 1) it
exploits the environment contact constraint, so as to minimise the joint torques needed to
perform the task; 2) it enables decoupling of motion and force control; 3) force feedback
from a force sensor mounted at the end effector or other contact points is not needed.
This Chapter is motivated by the analysis of such contact usage and is intended as an
early step towards making better use of contacts in robotics, and enabling robots to
mimic useful human strategies for exploiting such contacts. For proof of principle, we
demonstrate this idea with an example implementation, in which a robot uses an eraser
to wipe a whiteboard. Effectively, the robot is also “leaning” on the whiteboard while
executing the wiping motion, so as to reduce the motor torques required to maintain
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the desired arm positions. We have implemented this experiment on our bi-manual
humanoid torso robot “Boris”, see fig. 4.1.
In Sec. 4.1, we present an experimental implementation of the control method in which
a KUKA LWR IV manipulator uses an eraser to wipe a whiteboard, and we show that
this controller can effectively exploit contact with the whiteboard in order to reduce
joint torques while still performing the desired wiping motion.
In Sec. 4.2, we propose a comparison between two force control frameworks, one based
on projected inverse dynamics, and one based on optimal control. Firstly, we propose a
control method based on projected inverse dynamics, which directly exploits the contact
constraints to minimise the instantaneous joint torques needed to perform a task, as in
Sec. 4.1. Secondly, we propose an optimal control strategy which provides a tool to
minimise the joint torques over an interval of time. We show how contact constraints
can be used as optimisation constraints in the definition of the problem, and how to
formulate the optimal control problem directly using projected dynamics. Initially we
explore a positional control problem, where the robot is required to follow a desired
path, and show that both of the proposed methods can satisfy the positional task while
significantly reducing the joint torques as compared to simple kinematic control and
also classical inverse dynamics control. We also show that the proposed optimal control
method outperforms the pure projected inverse dynamics method in terms of minimising
the required joint torques. We then show how each method can be extended to follow a
desired path while also exerting a desired contact force. Again, the method incorporat-
ing optimal control is shown to satisfy the task requirements with significantly smaller
commanded torques than the pure projected inverse dynamics method. To confirm the
analysis, and demonstrate proof of concept, we present the results of empirical experi-
ments with a simulated 3-degree-of-freedom planar manipulator which is constrained to
move while in contact with a rigid surface.
In contrast to reviewed works, the main contribution of this Chapter is to formulate the
optimal control problem directly using projected inverse dynamics. We then compare
this control technique with one based on purely projected inverse dynamics. Specifi-
cally, we focus on the commanded torques, showing that it is indeed possible to reduce
torques while also performing the desired task. We show that the control method based
on projected inverse dynamics outperforms both a pure kinematic controller and a clas-
sical inverse dynamics controller in the sense that it sends lower commanded torques
to the robot. Furthermore, the commanded torques produced by the optimal control
framework are substantially reduced with respect to the ones required by projected in-
verse dynamics control. We also show how both controllers can be extended to impose
a desired interactive force, in addition to performing the desired positional task. These
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Figure 4.1: Boris - the bi-manual humanoid robot at University of Birmingham, UK,
used for our experiments.
extensions are enabled respectively by: implementing a controller based on projected
inverse dynamics with a force constraint term; and another controller which uses the
solution provided by optimal control for the position task while using projected dynam-
ics for the force task. As with the purely positional task, we also show that in the
position-plus-force task, the commanded torques are much lower for the controller that
uses the optimal control solution for the position task and projected dynamics for the
force task.
The remainder of this Chapter is organised as follows. Section 4.1 describes several
experiments to empirically measure and compare joint torques during task execution,
using three variants of the proposed controller and a conventional comparison controller.
Section 4.2 proposes a comparison between two force control strategies, namely one
based on projected dynamics and one based on projected dynamics and optimal control.
Subsection 4.2.1 introduces the control framework based on optimal control. Subsection
4.2.2 reports results obtained in a number of simulations. Finally Section 4.3 discusses
the results and provides concluding remarks and suggestions for future work.
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Figure 4.2: Experimental setting. We used the right arm of the humanoid platform
Boris, and placed the board in between its two arms so that the z axis of the robot end
effector frame, and the axis orthogonal to the board are parallel.
4.1 Experimental Study
To investigate projected operational space control of a robot during contacts, we have
carried out several empirical experiments using a KUKA LWR IV manipulator. The
robot is mounted on a humanoid torso platform, Boris, and a whiteboard has been
placed between the two arms of Boris so that the z axis of the robot end effector frame,
and the axis orthogonal to the whiteboard plane are parallel. Fig. 4.2 illustrates this
experimental setup.
The experiments in this Section assume that the environmental constraints are known
a priori, (e.g., we assume we know the plane of the whiteboard which our robot is
tasked with wiping). These assumptions seem to be reasonable for task. In Chapter 5,
we propose a method to estimate the kinematic constraints due to contacts with the
environment, using only kinematics, i.e., performing an exploration when a contact is
recognised, and analysing the set of observed velocities which differ from the expected
velocities.
To control the robot during these experiments, we use the formulation proposed by
Mistry and Righetti [7]
τ = PJTF + PNτ 0 + τC , (4.1)
where
N = I− JTJT# (4.2)
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and
JT# = (JM−1C PJ
T )−1JM−1C P , (4.3)
in order to be dynamically consistent with the additional constraints. In particular,
PJTF is responsible for the end-effector motions, PNτ 0 does not generate accelerations
on the end-effector (null space term) and can be used for the optimisation of an objective
function, while τC generates constraint forces but has no impact on motion.
τC is defined as in [7]
τC = (I−P)h + (I−P)MM−1C (Pτ −Ph + CC q˙) + JTCλdes . (4.4)
This can be regarded as a means of controlling a desired interaction at the point of con-
tact. In a sense, this term realigns this control technique to hybrid force/motion control.
On the other hand, our approach also aims to reduce and minimise joint torques while
exploiting constraint forces. Therefore τC must be used only if strictly necessary, since
it increases the commanded joint torques. Furthermore, τC can actually be used to set
a desired interaction force λdes so as to effectively decouple motion and force control or,
since this entire formulation assumes bilateral constraints, to enforce possible unilateral
constraints. For example, our illustrative problem of the whiteboard is unilateral, in that
it can only exert a constraining contact force on the end effector in one direction (away
from the whiteboard). Once the end effector is perturbed away from the whiteboard
surface, then the unilateral constraint disappears, and then the desired interaction force
term is necessary in order to encourage the robot to return back towards the desired
task of moving in the whiteboard plane.
The robot’s task is defined as following a predefined trajectory on the whiteboard surface,
keeping the orientation fixed (although this might be relaxed, being not critical for the
sake of this study) while in contact with the board. For our experiments we assumed
the robot to be already positioned on the task at t = 0s, but the controller can cope
with this being relaxed in general.
More specifically, the trajectory is circular and the robot is controlled using Eqn. 4.1
with
F = ΛC y¨ + ΛC(JM
−1
C Ph− (J˙ + JM−1C CC)q˙) (4.5)
and
τ 0 = −Kdq˙ + Kp(qd − q) , (4.6)
where τ 0 is used to prevent a drift in the null space and τC is defined as in Eqn. 4.4.
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As already mentioned, this entire formulation assumes bilateral constraints while in
our case, wiping a board, the constraint on the z axis is only unilateral. For this
reason, the λdes term is used to emulate the bilateral constraint. Thus the τC term can
be used to compensate for the robot dynamics at times when the bilateral constraint
assumption would otherwise be violated. We modelled this task as having a single
geometric constraint, of limiting motion on the axis orthogonal to the board. The
controller then does not control motion in that direction.
Our experiments compare the results of projected operation space control against re-
sults obtained by using a conventional kinematic controller, which sends only position
commands to the robot. This comparison is meaningful, because both controllers share
a common task of causing the end effector to move along a desired circular motion
(essentially a position control task). The difference is that the proposed projected op-
eration space controller seeks to do this while also exploiting the environmental contact
to minimise joint torques.
In contrast to hybrid force/motion control, we are not explicitly controlling forces so a
comparison would not be meaningful in this case. In contrast to impedance control, we
are not explicitly defining a desired behaviour of the robot interaction with the environ-
ment, and therefore a comparison against impedance control would also be misleading.
For these reasons, we have decided to compare the proposed approach against the sim-
ple kinematic controller, in order to demonstrate how this method takes advantage of
the constraints to enable performance of the desired task while employing reduced joint
torques.
We conducted a total of four experiments. The first three experiments were performed
using three different variants of the proposed projected operation space controller of
Eqn. 4.1, while the fourth experiment was carried out using a conventional kinematic
controller:
Exp. 1: Eqn. 4.1 with τ 0 = τC = 0, then the control law is reduced to τ = PJ
TF.
In this case, we are computing the torques necessary to follow the trajectory;
Exp. 2: Eqn. 4.1 with τC = 0, then the control law is reduced to τ = PJ
TF+PNτ 0.
In this version of the controller, besides providing the torques to perform the
trajectory, a null space term is used in order to prevent a possible drift in the joint
space and to stay close to the initial configuration;
Exp. 3: full Eqn. 4.1. Here τC is used to enforce a virtual bilateral constraint (on
a problem that is in practice unilateral due to the uni-directional normal contact
force provided by the whiteboard) by means of specifying a desired force bias, λdes.
In our experiments we set λdes = −5 N;
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Exp. 4: we implemented a conventional kinematic controller which sends only posi-
tion commands to the robot in order to execute the same circular motion in the
same plane as the three previous experiments.
Table 4.1 reports the Root Mean Square Errors on the positions of the end effector
during each experiment. The figures in the table show that projected operation space
control delivers position errors (RMS error 4 to 5mm) that are somewhat larger but
similar in magnitude to pure position control (RMS error 2mm). This difference is small
compared to the workspace size and is negligible for the purposes of the experimental
task (wiping the whiteboard). It is not surprising that the the kinematic controller has
the lowest error, because it controls the robot’s position directly. The highest RMS error
is obtained when using τC , 5 mm. This is also unsurprising, because this variant of the
controller imposes an additional force constraint on the system which is not present in
the other three experiments.
Exp. 1 Exp. 2 Exp. 3 Exp. 4
RMS error 0.0044 0.0042 0.0050 0.0020
Table 4.1: This table reports the root mean square error of the end effector position
wrt tracking the desired end effector trajectory. The RMS error is 5mm or less in all
four experiments.
Most importantly, we are interested in the comparison of the measured torques at the
joints. The primary aim of this paper is to show how a robot can perform a desired
trajectory, while exploiting contact constraints in order to minimise the joint torques.
Fig. 4.3 reports the evolutions of the sum of squared measured torques in experiments
1, 2 and 4. The torques measured using two versions of the controller presented in
this Section are generally lower as compared to those measured using the kinematic
controller. This suggests that the proposed controllers can successfully reduce torques
by taking advantage of the environmental contact constraints. Note that we do not
compare experiment 3 here, because it involves a deliberate additional force term which
naturally engenders larger torques, thus rendering such comparison meaningless.
Fig. 4.4 shows how adding the τC term leads to increased torques in order to supply
the additional specified end effector force. Note that the reason we have employed this
additional task force is to mimic a bilateral constraint in a situation where the real
constraints are only unilateral. In our case we set this desired force arbitrarily to -5
N. Using this additional term more sparingly will naturally lead to a decrease in the
required joint torques. Alternatively, the term τC could be used in conjunction with
a boolean switch that activates such compensation only when the interaction force is
below a threshold (e.g., with the board wiping task, the threshold can be a minimal z
axis force in the direction of the board, causing the robot to lightly push on the board
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Figure 4.3: Comparison of the sum of squared measured joint torques. Exp. 1 and
Exp. 2 are similar since the null space term in Exp. 2 does not have a big impact on
the torques. Exp. 4 (conventional position control) shows significantly larger torques
than Exp. 1 and Exp. 2 which are two variants of the proposed method.
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Figure 4.4: Comparison of the sum of squared measured joint torques. Exp. 3 has
larger torques due to the τC term. Reducing the size of this term would reduce the
torques at the joints.
rather than losing contact with it). This switching approach will be investigated in
future work.
There is no significant difference between the performances of Exp. 1 and Exp. 2, either
in terms of positional accuracy or in terms of required torques. The null space term has
a useful effect on improving the repeatability of the task, it avoids drifts in the task null
space, and it gives a useful behaviour in the presence of external perturbations, without
impacting performance as shown by the fact that the torques in Exp. 1 and Exp. 2 are
very similar.
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(a) (b)
(c) (d)
Figure 4.5: Sequence of images taken from the video attachment to Humanoids 2014.
The control law is using τ = PJTF (corresponding to experiment 1). The human
operator perturbs the elbow of the robot, pushing it downwards in frames (a) and
(b), thus perturbing the robot in the task null space. The robot uses its redundancy
to continue correctly performing the task (the desired circular wiping motion) both
during and after the disturbance, with minimal error induced to the task itself. Note
that the robot does not recover the initial elbow configuration (d) since there is no such
compensation (the PNτ 0 term is absent).
Figs. 4.5 and 4.6 show frames taken from the video submitted in attachment to Hu-
manoids 2014. The video shows the behaviour of the proposed controllers in the pres-
ence of external disturbances, first using only τ = PJTF (corresponding to experiment
1) and then the entire term τ = PJTF + PNτ 0 + τC (corresponding to experiment 3).
The first part of the video represents a test on the τ = PJTF control law. It shows
that the robot is capable of continuing to perform the task while being perturbed in
the task null space, i.e., the movements inducted on the elbow by the human operator
do not prevent the robot from continuing to track the desired circular trajectory on the
board. The second part of the video is an example of how to use the additional term τC
in order to specify an interaction force at the contact point and, in our case, to enforce
a bilateral constraint when the whiteboard itself only provides a unilateral constraint.
The video shows the human operator forcing the robot to lose contact with the board,
after which the robot is able to successfully recover the contact and it returns to tracking
the circular trajectory in the desired plane.
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(a) (b)
(c) (d)
Figure 4.6: Second sequence of images taken from the video attachment to Humanoids
2014. In this case, the control law is τ = PJTF + PNτ 0 + τC . Thus when the human
operator takes the robot end effector away from the board surface (a) and (b), thanks
to the τC term, as soon as the human operator releases it (c), the robot is able to
recover the contact and the interaction on the contact surface (d). Due to the PNτ 0
term, the robot is also able to maintain an elbow configuration close the initial one (d).
4.2 Projected Inverse Dynamics Control and Optimal Con-
trol for Robots in Contact with the Environment: A
Comparison
4.2.1 Optimal Control
Optimal control is a very flexible and powerful tool that can be used in a variety of
situations. In this work, we formulate the control problem as one of finding a sequence
of inputs (i.e., commanded torques τ ) and states (i.e., q and q˙), such that the robot
performs the task and the evolution of the states is dynamically consistent, while min-
imising a cost function. The cost function is dependent on both states and inputs, i.e.,
it penalises rapid changes in states and also penalises high torques (the principal goal
of this work).
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In contrast to previous approaches, e.g., [54], we define the dynamic model directly using
projected dynamics, such that the problem definition becomes
find q, q˙, τ , t ∈ [0, T ]
minimize
q,q˙,τ
qTQqq + q˙
TQq˙q˙ + τ
TRτ
subject to
∂q
∂t
= q˙
∂q˙
∂t
= M−1C (P(τ − h) + CC q˙)
JC q˙ = 0
q ≤ qlim
q˙ ≤ q˙lim
τ ≤ τ lim
y(T ) = yd
where MC = M + PM− (PM)T and CC = −MJ†C J˙C .
Within this framework we are then minimising torques over a time interval. This repre-
sents the main difference with respect to the approach described in the previous Section,
which effectively minimises torques only instantaneously thanks to the P projector.
4.2.2 Results
As proof of concept, we ran simulations on a 3-degree-of-freedom planar manipulator
with links of unitary mass and length, i.e., l = 1m and m = 1kg, constrained to move
parallel to the x axis of the workspace plane as in Fig. 4.7. The manipulator is asked
to slide its end effector along a rigid wall (shown as thick black line), from the starting
point (shown as a red dot), to the goal point (shown as a green dot). We used 200
simulation steps with δt = 0.01s for a total simulation time of 2s.
4.2.2.1 Comparison of four methods for a position task
We compare the results of the two control frameworks described in the previous sections
with the ones obtained using a standard kinematic controller whose regulation law is as
follows
τ = JT (q)[KP (yd − y)]−KDq˙ + g(q) , (4.7)
where g(q) is the term for gravity cancellation.
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Figure 4.7: 3-degree-of-freedom planar manipulator asked to slide its end effector
along a rigid wall (thick black line) from the starting point o to the goal point o. The
base of the robot is set in the origin of the plane o.
We also compare against a classical inverse dynamics controller of the form
τ = MJ†(y¨r − J˙q˙) + h , (4.8)
with y¨r = y¨d + KD(y˙d− y˙) + KP (yd−y). Both of these comparison methods disregard
the constraint. In other words, they control the robot as if the constraint did not exist
and take care of the whole position control as if the robot were in free motion. However,
when integrating the model to compute q, our simulator checks that the constraint is
being respected.
We chose these comparison controllers because they fulfil the desired task (in terms of
end effector poses), but do not take into account the constraints in order to generate the
commanded torques to control the robot motion. The comparison methods are also cho-
sen so as to be broadly representative of the most commonly used, conventional, classical
methods of robot control. Unlike hybrid force/motion control, in this work we are not
interested in explicitly controlling forces, i.e., we are only interested in achieving a posi-
tional task, while trying to do so with minimum torque (and exploiting the environment
to do so). Therefore, a direct comparison between our methods and hybrid force/mo-
tion control would not be meaningful here. Instead, we show that conventional classical
methods of controlling position require greater torques than our proposed methods to
achieve the same positions.
For implementing the controller based on projected dynamics, described in Sect. 4.1,
we have used only motion control, i.e., τm. In particular, we used the same control law
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as in the classical inverse dynamics controller, so we define
τ = Pτm , (4.9)
where τm = MJ
†(y¨r − J˙q˙) + h. This choice has been made to better justify a direct
comparison and to highlight the contribution of the projector P. Moreover, we are
interested only in the motion control part, and this is the reason why there is no τC
component.
For implementing the optimal control law, the control problem is set up as defined in
Subsect. 4.2.1. Particularly, we set Qq = O, Qq˙ = I and R = I so that the cost function
reduces to q˙T q˙ + τTτ .
To summarise, we have implemented and compared four controllers:
1. Classical Kinematic Control:
τ = JT (q)[KP (yd − y)]−KDq˙ + g(q) . (4.10)
2. Classical Inverse Dynamics Control:
τ = MJ†(y¨r − J˙q˙) + h . (4.11)
3. Projected Inverse Dynamics Control:
τ = P(MJ†(y¨r − J˙q˙) + h) . (4.12)
4. Projected Inverse Dynamics Optimal Control:
∂q˙
∂t
= M−1C (P(τ − h) + CC q˙) . (4.13)
For the first three controllers we used Matlab1. For the fourth controller we used ACADO
Toolkit [141]. Furthermore, because of numerical issues, some equality constraints have
been relaxed by an , e.g., the constraint on the y coordinate has been relaxed by
 = 0.001m.
Fig. 4.8 reports the evolutions generated by each controller respectively. The evolution
produced by the kinematic controller shows an overshooting behaviour, which we be-
lieve might be mitigated with a different choice of gains in the PD components. Such
behaviour seems not to be present in the evolutions set by the other controllers. The
1MATLAB, version 8.3.0.532 (R2014a): The MathWorks Inc., 2014
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gains were set to KP = 200 and KD = 50 in order to have the robot reach the goal
configuration in the time limit, in other words to have the transient ending within the
time interval. Importantly, note that the robot performs the same evolutions with both
classical and projected inverse dynamics control. This is remarkable since the torques
requested by the second controller are much lower (Fig. 4.10). To this extent, Fig. 4.9
reports the sum of squared torques commanded to the joints by each controller. The
kinematic controller generates the highest torques. As expected, the commanded torques
generated by the controller based on projected inverse dynamics are consistently lower
than the ones generated by the classical inverse dynamics controller. Furthermore, the
commanded torques generated with optimal control are the lowest over the whole time
interval. These results suggest that optimal control, minimising the torques over a time
horizon, successfully reduces torques with respect to the other controllers.
(a) Robot evolution -
Kinematic Controller
(b) Robot evolution -
Classical Inverse Dy-
namics Controller
(c) Robot evolution -
Projected Inverse Dy-
namics Controller
(d) Robot evolution -
Optimal Control
Figure 4.8: Evolution of the robot position on the workspace plane over time.
Figure 4.9: Torque comparison over time. This figure reports the sum of squared
torques commanded to the joints by each controller. The commanded torques generated
by the controller based on projected inverse dynamics are generally lower than the ones
generated by the kinematic controller and classical inverse dynamics controller, while
the commanded torques generated with optimal control are the lowest consistently over
the entire time interval. The plot is semilogarithmic.
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Figure 4.10: Torque difference between classical and projected inverse dynamics con-
trol, over time. This graph is obtained by subtracting the torques commanded by
projected inverse dynamics control from the torques commanded by classical inverse
dynamics control. Although the robot shows the same evolution (in terms of position),
the torques commanded by projected inverse dynamics control are consistently lower
than the ones commanded by classical inverse dynamics control. The plot is semiloga-
rithmic.
4.2.2.2 Comparison of two methods for position control with a specified
contact force task
It is interesting to extend our analysis, to examine how the behaviour of the controllers
changes when specifying a desired active force exerted by the robot on the contact
point, in addition to specifying a positional task in terms of a desired path. This type
of control problem is most studied in the hybrid control literature, but here we focus on
the control formulation with projected dynamics. The first part of this Subsection did
not consider explicit control of the interaction force, but it is a feature that we have to
take into account to achieve a good control quality in many real tasks, e.g., cutting and
grinding operations, or “scabbling” operations in nuclear decommissioning. Because of
a cross-coupling effect [8], the interactive force is dependant also on the motion control
part of the projected dynamics framework, specifically through a cross-coupling factor
µ = MM−1C . As [8] reads, this cross-coupling vanishes if ∀v ∈ N (JC) : Mv ∈ N (JC).
However, this is not the case in our problem, so we extended our controllers to impose a
desired interactive force, and in particular we set this value to λ = 5N. Specifically, we
take the projected inverse dynamics control framework and extend it to control force as
well, thus using the (I−P)τ a term in the control law. We define τC as in [1], formed of
three components: one to compensate dynamics, one to compensate the cross-coupling
effect and finally one to impose the desired active force. This controller and the one in
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[1] differs then only for the motion part of the control. In fact, if the active force control
is the same here as in [1]
τC = (I−P)h + (I−P)MM−1C (Pτm −Ph + CC q˙) + JTCλdes , (4.14)
the part of motion control in [1] is defined in the projected operational space.
We compare the above method with a controller based on the same approach but on
top of the motion control solution found with the optimal control framework, i.e., τm
is the optimal control motion solution, and τC is computed as in the other controller.
Figs. 4.11 and 4.12 summarise the results. Both controllers succeed in making the robot
exert the desired active force. Moreover, the motion is identical to that of the results in
the previous section (Fig. 4.8); in other words, the motion of the robot is not affected in
either of the controller results. This characteristic is not surprising since (I−P)τC does
not affect motion, [8]. Importantly, the controller built on top of the motion solution of
optimal control generates significantly lower torques compared to the controller based
purely on projected inverse dynamics without the optimal control framework. This
confirms the fact that the latter method minimises the commands instant by instant,
whereas the optimal control approach is based on minimising the torques over the entire
time horizon of the experiment.
4.3 Conclusions
This Chapter represents a step towards mimicking useful human strategies of exploiting
contacts. This line of research would potentially enable humanoid robots to complete
everyday tasks while taking advantage of the environment, which is assumed to be
known a priori in this initial study, but which could be detected and modelled online
using sensors in future work.
Sect. 4.1 has presented an experimental study on a robot control technique based on pro-
jected operational space dynamics. The proposed controllers are derived from the theory
proposed in [5] and [6] (operational space dynamics formulation), [8] and [7] (projected
operational space dynamics formulation). We have shown how these controllers can take
advantage of the geometric constraints that the environment presents to the robot in
terms of contacts, in order to enable lower torques to be used while performing tasks. We
summarised the theory underpinning three variants of this control method, and reported
the results of implementing the controllers on a KUKA LWR IV manipulator.
Chapter 4. Dynamics 63
(a) Robot evolution - Projected Operational
Space Dynamics Controller
(b) Robot evolution - Projected Operational
Space Dynamics Controller based on Optimal
Control for motion
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(d) λ - Projected Operational Space Dynamics
Controller based on Optimal Control for motion
Figure 4.11: First line: evolution of the robot position on the workspace plane over
time. Second line: reconstructed exerted interactive force.
Empirical experiments compare the proposed controllers against a conventional kine-
matic controller which sends position commands directly to the robot. Both approaches
yield similar magnitudes of positional accuracy (pure position control is slightly better
as expected), however the proposed controllers demonstrate significantly reduced torque
requirements. A third version of the controller has also been demonstrated, which en-
ables an additional desired end effector force to be specified. This is useful in situations
where the environment provides only unilateral constraints, however this naturally re-
quires increased joint torques. A switching mechanism to activate and deactivate such
term may enhance such performance in future.
In Sect. 4.2, we chose projected inverse dynamics control and a novel optimal control
method based on projected dynamics for our analyses. The first controller minimises
torques instantaneously, reducing them substantially with respect to other classical con-
trollers such as kinematic control (PD plus gravity cancellation) and classical inverse
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Figure 4.12: Torque comparison over time. This figure reports the sum of squared
torques commanded to the joints by each controller. The torques computed by pro-
jected operational space dynamics controller based on optimal control for motion are
dramatically lower than the torques computed by projected operational space dynamics
controller. The plot is semilogarithmic.
dynamics control, as also shown in Sect. 4.1. This is due to the fact that these last two
approaches control the entire motion space, even though that space is in fact limited
by the contact constraint. Moreover, by means of the projector P, it is possible to
actually exploit the constraint so as to effectively reduce the commanded torques. This
effect, due to P, is an instant by instant minimisation of the torques, i.e., it does not
take into account the extended time interval of the control. In contrast, optimal control
minimises torques over the entire time interval and thereby succeeds in reducing torques
even further than the projector method. The optimal controller is in fact planning the
entire trajectory over the time interval.
To support our analysis, we have reported the empirical results of experiments, in which
we simulated a 3 DOF manipulator in contact with a rigid surface which constrains the
robot’s motion. We also explored how projected inverse dynamics control, and another
controller based on optimal control for the motion component of a task, perform when
some additional active contact force is desired. Our second set of empirical experiments
support our analysis, that such controllers continue to accurately satisfy the positional
part of the task, while the desired active contact force is also achieved by both controllers.
However, the joint torques generated by the second architecture are much lower.
We are also investigating alternative methods to achieve a better exploitation of contacts.
Future work will extend our optimal controller, based on projected dynamics, to also
directly control the interactive force at the contact point. It will also be interesting to
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compare our results with an optimal controller defined with the classical formulation of
dynamics. Moreover, we envision exploring a trajectory tracking problem instead of a
regulation problem. Ongoing work is also developing experiments with real hardware,
to implement and test these methods on a bi-manual robot platform while measuring
real interaction forces with environmental contacts.
Next Chapter presents methods to estimate the kinematic constraints due to contacts
through an analysis of desired velocities and observed velocities during an exploration
phase. This estimation is critical to relax the assumption of complete knowledge of the
constraints.
Chapter 5
Contact Estimation
Robots are increasingly being required to perform tasks which involve contacts with
the environment. This Chapter addresses the problem of estimating environmental con-
straints on the robot’s motion. We present a method which estimates such constraints,
by computing the null space of a set of velocity vectors which differ from commanded ve-
locities during contacts. We further extend this method to handle unilateral constraints,
for example when the robot touches a rigid surface. Unlike the approaches described
in Sect. 3.2, our method locally estimates the kinematic constraints due to contacts,
without using any additional sensors (force, torque, tactile, vision) other than basic
proprioception (rotation encoders at each joint). Specifically, we propose to perform a
set of explorative actions and then estimate the kinematic constraints by observing the
resulting motions. We present two variants, based either on a Cartesian space analysis
or on a joint space analysis, and we also show how to discern unilateral constraints (e.g.,
contact with a rigid surface which only constrains motion in one direction). We first
demonstrate our method with a simulated redundant 3 DOF planar robot, and show
how it can detect and estimate various kinds of constraints. Next we analyse the effect
of different levels of observation noise on the accuracy with which such constraints can
be estimated. Finally we show the results of experiments carried out using a KUKA
LWR IV robot arm, which is tasked with estimating the environmental constraints when
contacting surfaces of different inclinations.
Our proposed method would therefore be particularly useful for highly underactuated
robotic arms, fingers or legs which contain passive (e.g., spring-loaded) joints, provided
that basic position/rotation sensing is available at each joint. Such passive/underac-
tuated robots are attracting increasing attention from the research community, e.g.,
[58, 59]. Additionally, in extreme environments such as nuclear decommissioning, beta
and gamma radiation can destroy the delicate electronics needed for force, torque or
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tactile sensing. While intense gamma radiation can also destroy conventional proprio-
ceptive rotation encoders (by causing the glass of optical encoders to become opaque),
these can be replaced by electro-magnetic resolvers so that proprioception of each joint’s
rotation can still be reliably sensed in such environments. Our method could therefore
be used to help such robots estimate the position and direction of constraint surfaces,
e.g., for tasks such as scabbling (already described).
Our laboratory currently lacks passively compliant, underactuated robots. Therefore,
for proof of principle we have instead used an actively-compliant KUKA LWR IV robot
to demonstrate our method. We only make use of this robot’s proprioceptive rotation
encoders at each joint, and we do not explicitly make any use of joint torque information
in our experiments. However, this robot does use torque sensing internally for low level
control, to achieve compliant behaviours when in contact with environmental constraint
surfaces.
Our previous work [1, 2], detailed in Chapter 4, showed how contacts can actually
be exploited to enable robots to perform a desired motion task more efficiently, with
reduced torques and energy consumption. This work was motivated by the ways in
which humans exploit contacts. In [1] and [2] we used projected dynamics to decouple a
motion task from force control in the null-space of the desired motion. We demonstrated
this approach by tasking the robot with wiping a whiteboard, while also resting some
of its weight on the whiteboard to reduce motor torques and energy consumption at the
joints. We also showed how to control a desired contact force on the board, independently
of controlling motion of the end-effector in the plane of the board. However, that work
relied on prior knowledge of the position and orientation of the whiteboard surface
relative to the robot’s coordinate frame. In contrast, this Chapter explores the problem
of how to detect and estimate the contact constraints by performing exploratory motions
and using proprioception.
The remainder of this Chapter is organised as follows. Sect. 5.1 describes our method
to estimate constraints. Sect. 5.2 reports the results of experiments with both real
and simulated redundant manipulators. Sect. 5.3 discusses the results and provides
concluding remarks and suggestions for future work.
5.1 Method to Estimate the Constraints
First we propose a method to estimate kinematic constraints using exploration in the
Cartesian space. Later we extend this reasoning to: explorations conceived in the joint
space; and a method for handling unilateral constraints.
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We consider that the contact Jacobian JC(q) can be described as
JC(q) = ΛJ(q) , (5.1)
where Λ is a matrix that specifies which dimension(s) in the task-space is (are) con-
strained due to contacts. Substituting Eq. 5.1 into Eq. 2.5, we get:
JC(q)q˙ = ΛJ(q)q˙ = 0
or equivalently
Λp˙ = 0 . (5.2)
Λ is independent of the dimensionality of the configuration space of the robot and inde-
pendent of the current configuration of the robot. However, the number of independent
rows depends on the number of independent constraints.
In the example of Fig. 3.6, where the constraint is in the z direction of the end effector
(approaching axis for the manipulator), Λ would have the form
Λ =
[
0 0 1
]
, (5.3)
such that
Λp˙ = Λ

x˙
y˙
z˙
 = z˙ = 0 , (5.4)
i.e., the end-effector velocity along the z-axis is null.
In real-world tasks involving contacts, in general it will be non-trivial to compute Λ.
However, we know that Λp˙ = 0 and equivalently, p˙TΛT = 0, from Eq. 5.2. Thus ΛT is
the solution to the homogeneous system
p˙TΛT = 0 . (5.5)
Let Bp˙T be a set of observed p˙
T , i.e., the end-effector velocities where the end-effector
is in contact with the constrained surface, then the solution set of the homogeneous
system in Eq. 5.5 can be found by computing the right null space of Bp˙T , using singular
value decomposition
Bp˙T = USV
T , (5.6)
where U is the matrix of left singular vectors, S is a diagonal matrix such that Si,i is the
ith largest singular value, and V is a matrix of the right singular vectors. ΛT can then
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be computed by taking the columns of V with corresponding singular values smaller
than a threshold value .
5.1.1 Exploration
To compose this Bp˙T , we propose to perform an exploration when the robot is in contact
with the environment. When the robot is in contact, the observed task-space velocities
p˙obs will be different from the expected p˙exp since the constraint restricts some subspace
of the task space. Hence, there are two possibilities for the expected p˙exp and the
observed p˙obs:
1. in the free motion subspace, i.e., when the motion is not in the direction of any
contact: p˙exp = p˙obs;
2. in the constrained motion subspace, i.e., when the motion is in the direction of
any contact: p˙exp 6= p˙obs.
We collect a set p˙obs into Bp˙T from the latter case and use the method based on Eq.
5.6 to estimate the selection matrix Λ. Fig. 5.1(a) shows an example of exploration
with 18 directions sampling velocities in the 2D Cartesian space. When in contact
with a horizontal surface (black line), some Cartesian velocities cannot be performed.
Fig. 5.1(b) shows the set p˙exp 6= p˙obs in red, which go into Bp˙T , and the set of p˙exp = p˙obs
in blue.
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(a) Example of exploration with 18 directions.
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(b) Example of observed velocities in the case
of kinematic constraints.
Figure 5.1: An example of exploration with 18 directions. Fig. 5.1(a) shows com-
manded velocities p˙exp, and Fig. 5.1(b) shows the resulting velocities p˙obs, which are
observed when a horizontal surface (shown in black) constrains the robot’s motion. In
Fig. 5.1(b), blue vectors denote observed velocities which match the expected veloci-
ties, while red vectors denote observed velocities which are different from the expected
velocities. In this case Bp˙T is composed from the red vectors.
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5.1.2 Unilateral Constraints
Projected dynamics [8] typically assume bilateral constraints, i.e., motion is blocked
in both positive and negative directions of the constraint vector. However unilateral
constraints are very common in real applications, i.e., constraints that limit motion in
only one of these directions. For example, the constraint in Fig. 3.6 limits the motion of
the end effector into the table, but does not constrain motion away from the table. Aghili
and Su [42] recently proposed an extension to projected dynamics to handle unilateral
constraints and friction. Here, we also extend our formulation to unilateral constraints.
We model unilateral constraints as
Λp˙ ≥ 0 . (5.7)
To find Λ for unilateral constraints, we follow the same method as in the previous
subsection, using the set of p˙obs which do not match p˙exp. However, we introduce an ad-
ditional check on the remaining observed motions which are equal to those commanded,
i.e., p˙exp = p˙obs. In particular, we have to enforce
Λp˙ ≥ 0, ∀p˙ | p˙exp = p˙obs . (5.8)
If this test holds false, then the sign of Λ is changed. This is particularly useful once the
exploration phase is over and the robot can resume performing some other desired task.
Specifically, for each Cartesian command p˙cmd, if Λp˙cmd ≥ 0, then the command lies in
the free motion subspace and can be executed as-is. On the other hand, if Λp˙cmd < 0,
then the command sent to the robot has to be projected using P(q) as computed in
Eq. 2.12.
5.1.3 Exploration in the Joint Space
The previous analyses were carried out in the Cartesian space, however it is possible to
derive equivalent equations in the joint space. In particular, we define the constraints
as
Λq(q)q˙ = 0 . (5.9)
In this case Λq(q) can be regarded not only as a selection matrix, but also a constraint
Jacobian. Moreover, Λq(q) is dependent on the configuration of the robot, in contrast to
Eq. 5.2. Explorative movements can also be defined directly in the joint space. Similar
to the Cartesian case, there are two possibilities for the expected q˙exp and the observed
q˙obs:
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1. in the free motion subspace: q˙exp = q˙obs;
2. in the constrained motion subspace: q˙exp 6= q˙obs.
We collect a set of q˙obs from the latter case, and use singular value decomposition to
estimate the selection matrix Λq(q).
5.2 Results
This section presents results from a number of experiments with both real and simulated
robots, and demonstrates how our proposed method is able to successfully estimate a
variety of constraints. First, we show examples of Cartesian space exploration, and evalu-
ate how performance changes with various amounts of observation noise. Understanding
the degree of robustness to noise is extremely important, because such observations are
likely to be noisy in real applications. We next show examples of joint-space exploration,
with an example task of using such exploration to detect the unilateral constraints im-
posed by joint limits. Later, we show another example of a robot tasked with following
a circular trajectory. The robot detects a surface that blocks the trajectory, but is able
to continue following the trajectory after exploring and estimating that constraint sur-
face. Finally, we report on two experiments conducted on our bi-manual platform Boris,
Fig. 3.6, using one of Boris’ KUKA LWR IV arms to detect and estimate a horizontal
surface and an inclined surface.
5.2.1 Cartesian exploration without observation noise
We begin with a simplified example, in order to clearly illustrate to the reader how our
basic method works. We ran 10 simulations in a 2D environment, assuming frictionless
interaction between the end-effector and constraining surface, and assuming perfect
proprioception with zero observation noise. Each simulation corresponded to a setup
similar to Fig. 5.1(b), but with the constraint surface tilted at a different angle in each of
the ten trials. Table 5.1 shows that the estimated constraint directions perfectly match
the true constraint directions in every trial, however sometimes the sign is reversed
(experiments 6, 9 and 10). In these cases, despite the sign difference, the estimated
and true constraints have identical null space, thus the estimated projector and the true
projector P(q) are also identical. Information on the sign can be recovered using the
test in Eq. 5.8. Nevertheless, the information about the sign is lost in P(q), due to its
definition.
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Exp. Ang. Error Real Λ Estimated Λ
1 0◦ [−0.6870,−0.7267] [−0.6870,−0.7267]
2 0◦ [0.0840,−0.9965] [0.0840,−0.9965]
3 0◦ [0.5194, 0.8545] [0.5194, 0.8545]
4 0◦ [0.7787,−0.6274] [0.7787,−0.6274]
5 0◦ [0.9758, 0.2185] [0.9758, 0.2185]
6 0◦ [0.8388, 0.5444] [−0.8388,−0.5444]
7 0◦ [0.9894,−0.1454] [0.9894,−0.1454]
8 0◦ [−0.1445, 0.9895] [−0.1445, 0.9895]
9 0◦ [0.6178, 0.7864] [−0.6178,−0.7864]
10 0◦ [−0.4631,−0.8863] [0.4631, 0.8863]
Table 5.1: Results of simulations on 10 different constraint surfaces in a 2D environ-
ment. For each experiment, the table reports true and estimated Λ and the error (in
degrees) of the estimated constraint surface inclination angle. Opposite signs in the
estimated constraints are highlighted in blue.
5.2.2 Robustness of Cartesian exploration to observation noise
In this section we explore how the accuracy of constraint estimation degrades with
increasing amounts of observation noise during proprioceptive sensing. To analyse this
performance degradation, we added normally distributed noise, of various magnitudes,
to the observed velocity vectors used for constraint estimation. We conducted 100
experiments for each level of noise, with nine different (progressively larger) normally
distributed noise levels, ranging from σ = 0.1 up to σ = 0.9 in terms of observed
velocity noise magnitude (as compared to true/commanded velocity magnitude). In all
experiments, the simulated 2D robot was tasked with exploring the same 2D constraint
vector [0, 1].
Fig. 5.2 plots how constraint estimation errors (and error spread) increase with respect
to increases in proprioceptive noise magnitude. These results suggest that, given a fixed
number of exploratory movements, constraint estimation errors increase linearly with
proprioceptive noise magnitude. However note that, even with very high levels of noise,
a correspondingly high number of exploratory robot movements should still be able
to recover an accurate estimate of the constraint surface. Additional experiments, to
explore how errors decrease with increased amounts of exploration, will be a subject of
ongoing and future research.
5.2.3 Joint-space exploration to detect joint limits
As well as the Cartesian task-space method evaluated in Section 5.2.2 above, Section
5.1.3 showed how exploration and estimation of constraints can also be performed in
the configuration (joint angle) space of the robot. Unlike the Cartesian approach, the
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Figure 5.2: Plot showing how errors in the estimation of the constraint surface (angle
of surface inclination) increase with magnitude of observation noise (erroneous observed
velocity vectors). Results suggest that constraint estimation errors increase linearly
with observation errors, as expected.
joint space approach estimates a configuration-dependent constraint, and is therefore
particularly well suited to explorative estimation of the robot’s joint limits. Fig. 5.3
illustrates a simulation experiment, in which a 3DOF planar arm is tasked with perform-
ing a circular trajectory. When a joint limit is hit (detected by observed joint angles
deviating from commanded angles), an exploration in the joint space is triggered and
our approach successfully understands which joint has hit its limit. In this example, our
method returns an estimated constraint in the form [1, 0, 0], indicating that joint 1 has
hit its upper bound.
5.2.4 Adapting a task to overcome a detected constraint surface
Estimated constraints can be used to project the task motion onto the free motion sub-
space. After completing exploration and constraint estimation, if Λp˙cmd ≤ 0, velocity
commands q˙cmd are projected using P(q), thus sending modified commands P(q)q˙cmd
to the robot’s motors. Fig. 5.4 shows an example of such behaviour. The robot begins
performing a circular trajectory task, but then collides with a horizontal surface. This
constraint is then estimated through exploration. Once the constraint surface has been
estimated, the robot resumes performing the commanded circular trajectory. During
contact situations, the robot checks whether the commands lie in the free motion space
or not. If not, such commands are projected using P(q). This modifies the trajectory to
one which is as close as possible to the commanded trajectory, given the environmental
constraint. Fig. 5.4 plots the resulting motion.
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Figure 5.3: Estimation of a joint limit by performing exploratory motions in the joint
space. The robot starts executing a circular motion task, and then a deviation from the
commanded trajectory is detected when the robot hits a limit on its base joint. The
robot then quits the commanded task, and performs a series of exploratory motions
defined in the robot’s joint space. Finally the constraint is correctly estimated. In this
example, the estimated constraint is Λq(q) = [1, 0, 0], which means that joint 1 has hit
its upper bound.
5.2.5 Experiments with a real compliant robot arm
This section reports results of experiments using our bi-manual half-humanoid robot
Boris. Boris is tasked with detecting and characterising constraints caused by a white-
board, firstly when the board lies flat in the horizontal plane, Fig 3.6, and secondly when
it is inclined at an angle of 47 degrees with respect to the horizontal, Fig 5.5. In both
cases, the whiteboard and the materials that support it are significantly flexible. This
flexibility is unmodelled, thereby presenting significant noise in the observed end-effector
velocities. In particular, this flexibility allows a significant amount of perpendicular end-
effector motion into the board surface.
In each experiment, Boris performed 64 exploratory motions in the 3D space. Each
exploratory motion comprised a 5 cm movement of the end-effector, i.e., the sphere of
exploration had a 5 cm radius, and the azimuthal and altitudinal angles of rotation (wrt
the tool-space) were sampled 8 times each. A contact situation was detected whenever
observed motions differed from commanded motions, and relative end-effector velocity
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Figure 5.4: Example of adapting a commanded trajectory to overcome detected con-
straints. The robot modifies a commanded circular trajectory, by projecting com-
manded velocities via P(q), to comply as closely as possible with the commanded
trajectory, while respecting the detected horizontal surface.
vectors were selected for the estimation. Note, for proof of principle the computation of
surfaces from the selected observations was performed oﬄine.
For each surface, we performed 10 experiments (each comprising 64 exploratory mo-
tions). The surface inclination angles were estimated with mean errors of 2.4484◦
(σ = 1.0921◦) for the horizontal surface, and 4.1772◦ (σ = 2.0684◦) for the 47◦ inclined
surface. For the horizontal and inclined surfaces respectively: Tables 5.2 and 5.3 report
angular errors and estimated Λ for all 10 experiments on each surface; Figs. 5.6 and 5.8
illustrate the estimated Λ vectors for all ten trials as red arrows, and the true Λ as a
blue arrow; Fig. 5.7 and Fig. 5.9 show an example set of observed end-effector velocities
for one of the ten experiments for each surface. Note that, for both experiments, the
largest components of these velocity vectors lie in the planes of the contact surfaces
(as expected), however these observed velocity vectors also have a small but significant
component in the direction orthogonal to the contact surface. This is due to unmodelled
flexibility of the whiteboard and its supporting materials, which allow the robot to move
slightly in the constrained direction.
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47°
Figure 5.5: Boris uses proprioception to explore a whiteboard surface inclined at an
angle of 47 degrees to the horizontal. Top right inset, side view showing the angle of
inclination of the constraining surface.
Experiment Angular Error Estimated Λ
1 3.0960◦ [−0.0458, 0.0286, 0.9985]
2 2.1548◦ [−0.0349, 0.0140, 0.9993]
3 2.6676◦ [−0.0464, 0.0031, 0.9989]
4 2.8165◦ [−0.0485,−0.0081, 0.9988]
5 2.8139◦ [−0.0487, 0.0062, 0.9988]
6 2.6441◦ [0.0453, 0.0087,−0.9989]
7 0.8245◦ [−0.0117,−0.0084, 0.9999]
8 1.6986◦ [−0.0296,−0.0005, 0.9996]
9 1.1103◦ [−0.0112,−0.0158, 0.9998]
10 4.6582◦ [−0.0795, 0.0168, 0.9967]
Table 5.2: Estimated Λ and error in estimated surface inclination angle (in degrees)
for a horizontal contact surface with true Λ = [0, 0, 1].
5.2.6 Discussion of results
We deliberately designed the experiments with the real robot to test our method in
non-ideal conditions, i.e., a flexible, deforming contact surface. The results suggest
that our method performs robustly in these circumstances, with mean errors of 2.4◦ for
the horizontal surface, and 4.2◦ for the inclined surface. Note that, due to the highly
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Figure 5.6: Visualisation of results for the horizontal contact surface. Blue arrow
represents the true Λ vector, and the green plane is the contact surface. Estimated Λ,
for each of ten trials, are represented by red arrows.
deformable supporting structure and materials, as well as flexibility of the whiteboard
itself, the true angles of inclination of these surfaces would not have been the same as
those measured prior to the robot making contact (horizontal in the first experiment,
and inclined at 47◦ in the second experiment). It is therefore possible that the estimation
errors with respect to the real surfaces, deformed by the robot pushing on them during
the experiments, may actually be substantially less than the figures reported above.
In comparison, the work in [73] reports smaller errors of less than 1◦ in the angles of
inclination estimated by their quadrupedal trotting robot. However: their robot trots on
a completely rigid flat surface, as compared to our flexible and deformable whiteboard
structure; and they make use of optical force sensors on all four feet to detect contacts,
which are not available in our case. Additionally note that the work in [73] exploits
multiple contacts on the surface. In contrast, our method can work with as little as one
contact trajectory in the 2D case (similar to the trotting robot’s surface that has only
a pitch angle with respect to the ground plane, with no roll or yaw angles). In the case
of a truly 3D surface of arbitrary orientation, our method can work with as little as two
(non-parallel) observed contact trajectories.
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Figure 5.7: Observed velocity vectors (black arrows), estimated Λ (red arrow), and
true Λ (blue arrow) from experiment 7 on the horizontal contact surface. Note that
some velocity vectors have components in the negative z direction, due to the flexibility
of the whiteboard which allows the end effector of the robot to move slightly in the
negative z direction.
Experiment Angular Error Estimated Λ
1 3.1708◦ [−0.0509,−0.7155, 0.6968]
2 5.8918◦ [0.0726,−0.7770, 0.6253]
3 5.5162◦ [−0.0941,−0.7413, 0.6645]
4 5.3110◦ [0.0441,−0.7837, 0.6196]
5 6.4421◦ [0.0839,−0.7776, 0.6232]
6 5.9987◦ [−0.0986,−0.7038, 0.7035]
7 4.8269◦ [0.0324,−0.7817, 0.6228]
8 2.2875◦ [−0.0129,−0.7565, 0.6538]
9 0.5057◦ [0.0082,−0.7335, 0.6797]
10 1.8208◦ [0.0175, 0.7490,−0.6623]
Table 5.3: Estimated Λ and error in estimated surface inclination angle (in degrees)
for an inclined (47◦) contact surface with true Λ = [0,−0.7314, 0.6820].
The quadrupedal robot in [73] is assumed to be trotting on a uniformly flat surface
with constant slope, and all four feet must be trotting on the same slope. In contrast,
our method could be extended to more complex surfaces, where the constraints can be
modelled as
Λ(p)p˙ = 0 , (5.10)
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Figure 5.8: Visualisation of results for exploring the inclined surface. Blue arrow
represents the true Λ vector, and the green plane is the contact surface. Estimated Λ,
for each of ten trials, are represented by red arrows.
where the dependency of the constraints on the position in space is explicit. In such
case, Λ(pi) could be estimated by performing a local exploration around the point pi.
For the planar surfaces addressed in this Chapter, we chose the vector of the V matrix
associated to the smallest singular value. However, if each contact provides constraints
limiting motion in more than one direction, i.e., contact with a non-planar surface, this
can be detected by the fact that multiple singular values, in the decomposition of the
set of observed velocities, will be very close to 0.
Finally, our method is not limited to end-effector contacts only. In principle, our method
could be extended to include multiple contacts on different parts of the robot body,
having one Λ per contact and devising explorative motions for different parts of the
robot, e.g., end effector and elbow.
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Figure 5.9: Observed velocity vectors (black arrows), estimated Λ (red arrow), and
true Λ (blue arrow) from experiment 9 on the inclined contact surface. Note that
some velocity vectors have components in the perpendicular direction penetrating the
whiteboard surface. This is due to the flexibility of the whiteboard which allows the
end effector of the robot to move slightly in the penetrating direction into the surface.
5.3 Conclusions and suggestions for future work
This Chapter presented a method to estimate kinematic constraints due to contacts,
without the need for force-torque or tactile sensors at the contact points, or other sensing
modalities such as vision.
Differently from approaches such as in [142], which use learning and force readings,
our method is based only on kinematics, and works by computing the null space of a
set of observed velocity vectors which differ from commanded velocities during explo-
rative motions. Additionally, we showed how to extend this method to handle unilateral
constraints, and showed how an equivalent formulation, defined in the joint space, is
convenient for applications such as explorative estimation of a robot’s joint limits.
We demonstrated the effectiveness of our method in a number of simulations, where we
also explored how the accuracy of constraint estimations are affected by noisy observa-
tions of velocity vectors. We also conducted two sets of experiments with our bi-manual
half-humanoid robot Boris, showing how it is possible to reliably detect and estimate
parameters for constraining contact surfaces positioned at different angles of inclination
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with respect to horizontal. The constraints were successfully estimated, with mean er-
rors of 2.4◦ for the horizontal surface, and 4.2◦ for the inclined surface, even though the
surface itself was flexible and deformed significantly during contacts.
Future work will address the problem of defining quicker and smarter sets of explorative
actions, where we will also reduce the extent of space that needs to be covered during ex-
ploration. We will also implement and demonstrate extensions of this method to handle
non-planar surfaces. The questions of how to reason about, parameterise, characterise,
and explore highly deformable or soft surfaces, remain open research problems.
Chapter 6
Vision-based State Estimation
This Chapter presents a vision-based approach for estimating the configuration of, and
providing control signals for, an under-sensored robot manipulator using a single monoc-
ular camera. Some remote manipulators, used for decommissioning tasks in the nuclear
industry, lack proprioceptive sensors because electronics are vulnerable to radiation.
Additionally, even if proprioceptive joint sensors could be retrofitted, such heavy-duty
manipulators are often deployed on mobile vehicle platforms, which are significantly and
erratically perturbed when powerful hydraulic drilling or cutting tools are deployed at
the end-effector. In these scenarios, it would be beneficial to use external sensory in-
formation, e.g., vision, for estimating the robot configuration with respect to the scene
or task. Conventional visual servoing methods typically rely on joint encoder values
for controlling the robot. In contrast, our framework assumes that no joint encoders
are available, and estimates the robot configuration by visually tracking several parts of
the robot, and then enforcing equality between a set of transformation matrices which
relate the frames of the camera, world and tracked robot parts. To accomplish this, we
propose two alternative methods based on optimisation. We evaluate the performance
of our developed framework by visually tracking the pose of a conventional robot arm,
where the joint encoders are used to provide ground-truth for evaluating the precision
of the vision system. Additionally, we evaluate the precision with which visual feedback
can be used to control the robot’s end-effector to follow a desired trajectory.
This Chapter shows how reliable feedback of robot configurations can be achieved by
tracking several parts of the robot in monocular camera images. A framework is pre-
sented whose main component estimates the robot configuration by enforcing the equal-
ity between a set of transformation matrices relating frames set in the camera, world
and the tracked robot parts. For this purpose, a model-based vision approach is used,
derived from virtual visual servoing (VVS), in order to track various parts of the robot
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[99]. The state of the robot, i.e., the joint configuration, is estimated by combining this
tracked information with the robot’s kinematic model. In the following the terms state
estimation and configuration estimation are used interchangeably. To solve this esti-
mation problem, two different types of non-linear optimisation schemes are presented
and compared. In addition to estimating the robot state, it is also shown how these
estimations can be successfully used as quantitative feedback to a classical kinematic
controller, in order to make the robot achieve a desired end-effector position.
Robots in research labs generally have joint encoders, which is the reason why the
larger part of previous robotics literature including visual servoing literature, assumes
full knowledge of joint angles. In contrast, we are of the opinion that our approach of
estimating the robot configuration by using only monocular camera images, represents
both novelty and considerable usefulness for robotics applications in harsh environments.
Additionally, the methods proposed in this Chapter may have broader applications to
other problems, e.g.: human-robot or robot-robot interaction; articulated robot calibra-
tion; use of a remote camera for servoing of mobile manipulator platforms with respect
to surrounding objects.
The remainder of the Chapter is organised as follows. Sec. 6.1 describes the proposed
vision-based configuration estimation scheme along with the details of each component.
Sec. 6.2 reports the results of experiments to i) measure the accuracy of our vision-based
state estimates, and ii) to measure the precision with which our vision-based approach
can be used to control a robot to move its end-effector to a desired position. Sec. 6.3
provides concluding remarks and suggests directions for future work.
6.1 State estimation and control framework
The main goal of this work is to provide reliable quantitative configuration feedback
for under-sensored robots, so neither the particular choice of visual tracking algorithm
nor the particular choice of visual servoing controller form the primary focus of our
contribution. This motivates our choice of architecture, which is composed of three
separate components: visual tracking of parts of the robot; state estimation; and a
controller. We concentrate on state estimation, and choose available methods for the
other components. The modularity of this architecture enables flexibility by allowing
modification of each of these components independently.
As stated earlier, our framework is composed of three main parts. The first component
is visual tracking of individual robot links. The model-based visual tracker adopted in
this Chapter is given the 3D models of a small number of selected robot parts, tracks the
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Figure 6.1: Overview of our modular pose estimation architecture. The visual track-
ing module uses RGB images provided by a camera, together with the models of a
few selected robot parts, and returns the pose of those parts with respect to the cam-
era frame. The part poses are then used by the state estimation module along with
the robot kinematic model, which returns the robot joint configuration. Finally, the
controller utilises the overall estimated state to servo the robot.
corresponding poses of these parts and returns the homogeneous transformation matrices
between the camera and the tracked objects, CMobji . Previously, such methods were
used for virtual reality [143] and part assembling [144]. The second component makes
use of these matrices in estimating the robot’s state, i.e., the joint configuration q. We
propose two alternative methods to accomplish this task, both based on optimisation.
Finally, we implement a classical kinematic controller to show how these estimations can
be used as feedback in a closed-loop control scheme. As previously discussed, this choice
of architecture is motivated by the intention of being as modular as possible, i.e., the
proposed state estimation method can be easily replaced by another one, with no major
modifications. The same applies to the visual part tracking module and the controller
module. Fig. 6.1 illustrates the architecture of our proposed framework.
6.1.1 Visual Tracking
In this work, visual tracking of various parts of the robot has been accomplished using
a model-based tracker available in ViSP [145], which projects CAD models of the parts
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onto camera images. Real-time tracking and pose estimation is achieved by using a Vir-
tual Visual Servoing (VVS) framework [99]. Previous results [143, 144] suggest that such
trackers are robust to lighting intensity variations and partial occlusions. Furthermore,
this approach runs in real-time on an ordinary CPU without needing GPU acceleration.
Tracking 3D models of robot parts in images is related to the classical pose estimation
problem. The underlying idea is to obtain a camera pose for which a projection of
the 3D model best fits with the 2D image contours of the robot part. This process
involves estimating a rigid transformation between the camera frame and the tracked
object frame, CMobji . The key steps include: projecting the model using an initial
pose estimate (typically the pose estimated at the previous frame), perform a 1D search
along the model edges to update the pose, and propagate the updated pose to the next
frame. In general, the pose matrix CMobji links the 3D object features P in the world
frame to their corresponding projections p in the image. Assuming the camera intrinsic
parameters K are known, this relationship is given by
p = KCMobjiP . (6.1)
Next, it is possible to estimate the transformation parameters by minimising the error
∆ between the current values s(r), obtained by forward projection of the robot part
model using the pose r, and the edges s∗ detected in the image. Its minimisation
then corresponds to the movement of a virtual camera (associated with the model) by
updating r. The regulation of ∆ requires linking temporal variations of s(r) with the
velocity screw of the virtual camera defined by pose r. This is achieved by using an
image Jacobian matrix Js. This algorithm is based on classical visual servoing, thus we
refer the reader to [81] for further details.
In this work, for proof of principle, we tracked four different parts of a KUKA KR5sixx
robot, Fig. 6.2. Trackers are initialised for each part by the user mouse-clicking on
corresponding parts in the first image, while the robot is in its home position, Fig.
6.2(a). In the case of highly cluttered scenes the trackers’ performance can become
erratic due to redundant edges detected in the images. In order to minimise these
phenomena, we use a Kalman Filter (KF) to predict and update the final pose after
VVS, thus smoothing the changes and also reducing the reactiveness of the tracker.
Specifically, we converted the CMobji into pose vectors, i.e., tuples of six values, three
for the orientation and three for the translation. These values are regarded as the states
in the KF. We treat the pose from the estimated CMobji as noisy measurements and
update the states, consequently filtering brisk changes. Finally, these updated CMobji
from KF are supplied to the next module of our architecture, i.e., state estimation.
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Figure 6.2: Illustration of model-based tracking, using a KUKA KR5sixx robot for
proof of principle. (a) Automatic initialised poses in the first frame. Numbers in circles
represent the order of the parts selected for this work. (b) Tracked parts in a later
frame.
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6.1.2 State Estimation
In the following, the standard convention for symbols associated with the kinematics
of the robot is observed, e.g., we define q and q˙ as the configuration and the velocity
respectively of the robot in joint space.
For state estimation, we use the following key idea. As shown in Fig. 6.3, there are two
paths from the camera reference frame CRF (in yellow) to each tracked part frame objiRF
(in red). As stated, we track four different parts of the robot, i.e., i = 1 . . . 4. These
two paths kinematically coincide, thus we enforce the following equalities to estimate
the state
CMobji =
C T0
0Tobji(q) , (6.2)
where CT0 is the transformation from camera to world frame and
0Tobji(q) represents
the transformation from world to object i frame parametrised over the joint values q,
i.e., 0Tobji(q) embeds the kinematic model of the robot. Specifically, for each tracked
robot part, we get
CMobj1 =
CT0
0T1(q1)
1Tobj1 , (6.3)
CMobj2 =
CT0
0T1(q1)
1T2(q2)
2Tobj2 , (6.4)
CMobj3 =
CT0
0T1(q1)
1T2(q2)
2T3(q3)
3T4(q4)
4Tobj3 , (6.5)
CMobj4 =
CT0
0T1(q1)
1T2(q2)
2T3(q3)
3T4(q4)
4T5(q5)
5T6(q6)
6Tobj4 . (6.6)
The state of the robot is now estimated by imposing the equality given in Eq. 6.2, and
casting it as an optimisation problem. As already mentioned, we assume that we know
the initial configuration of the robot (occupying its home position in the first image)
and its kinematic model. The robot’s initial configuration is used as a seed for the
first iteration of the optimisation problem and the kinematic model is used to compute
0Tobji(q). The optimisation problem is then stated as
minimise
q
∑
i
ei(q)
subject to |qj | ≤ qmax ,
(6.7)
where
ej(q) = vec(
CMobji −C T0 0Tobji(q)) (6.8)
represents an error in the difference of the two paths shown in Fig. 6.3 to define a trans-
formation matrix from the camera frame to the tracked objects frames, and qmax is
the joint limit for the joint. In order to compute 0Tobji(q), we use the convention of
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Figure 6.3: Illustration of the proposed state estimation model. Nodes represent
reference frames and are classified by various colours: camera frame in yellow, robot
frames in blue and tracked object frames in red. The two paths leading to each tracked
object frame objiRF from the camera reference frame CRF can be seen.
Denavit-Hartenberg parameters. The overall estimation schema along with the transfor-
mation matrices between each reference frame are shown in Fig. 6.3. From Fig. 6.3, the
following dependencies can be observed for each tracked object: 1. first object’s position
obj1RF depends only on q1; 2. second object’s position
obj2RF on q1 and q2; 3. third
object’s position obj3RF on q1, q2, q3 and q4; 4. finally fourth object’s position
obj4RF
on all the six joints. As shown in Fig. 6.2, in this work we track two cylindrical and
two cuboid shaped parts of a KUKA KR5sixx robot for proof of principle. However,
this choice is not a limitation of our work, and a variety of different parts could be
chosen. Nevertheless, the parts must be chosen such that they provide sufficient infor-
mation about all joints of the robot. Due to the modular architecture followed, using
alternative parts for visual tracking will not affect the estimation scheme.
The trackers return a set of matrices, i.e., one for each tracked part. These matrices can
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be used all together in one optimisation problem, and we term this the “full” method.
Alternatively, the sets of equations coming from each of the four CMobji can be used in
series to solve four optimisation problems, for subsets of joint variables, and we call this
the “chained” method. Because the full method uses all of the tracked part poses at
once, the optimisation problem is as given in Eq. 6.7, with i = 4 and j = 6. In this case,
the solution is the tuple of joint angles that best fits all the equations. Alternatively,
the chained method uses each object to estimate only a subset of joint values. These,
in turn, are used as known parameters in the successive estimation problems. In the
presented example, q1 can be retrieved using obj1, as in
minimise
q1
e1(q1)
subject to |q1| ≤ qmax
(6.9)
and from now on it is treated as known. q2 is estimated using obj2
minimise
q2
e2(q1, q2)
subject to |q2| ≤ qmax .
(6.10)
In a similar fashion, q3 and q4 are estimated using obj3
minimise
q3,q4
e3(q1, q2, q3, q4)
subject to |qj | ≤ qmax, j = 3, 4 .
(6.11)
And finally, obj4 provides the equations to compute q5 and q6
minimise
q5,q6
e4(q)
subject to |qj | ≤ qmax, j = 5, 6 .
(6.12)
There are a number of considerations regarding these two alternative approaches. Us-
ing only one object at a time, as in the chained method, the quality of configuration
estimation becomes highly dependent on the tracking performance for each individual
part. Although it induces the advantage of being robust to single part tracking failure
(producing outliers that influence the estimation of only the relative subset of angles),
it adds the disadvantage of propagating the possible error of already estimated angles
in subsequent estimations. On the other hand, the full method overcomes this prob-
lem. However, it has to accommodate a solution for a higher number of equations.
Thus, an error in any parameter will potentially lead to estimation errors on all joints,
independently of the tracking performance.
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6.1.3 Controller
For proof of principle, we implemented a classical kinematic controller of the form given
in Eq. 6.13 to validate our methodology and also to demonstrate how the vision-derived
state estimations can be used to servo the robot’s end-effector to a desired point in the
workspace.
q˙ref = J
†(q)(KPe)−KDq˙ (6.13)
Here, q˙ref is the desired/reference velocity, and J
†(q) is the pseudo-inverse of the robot
Jacobian computed using our estimated joint configuration. The pseudo-inversion is
needed since the tasks are positional, thus the Jacobian J is 3x6. The error e has been
defined as the difference between desired and estimated Cartesian positions of the end-
effector. Note that the Cartesian positions are updated in each iteration using the direct
kinematics with the estimated configuration. Finally, KP and KD are the proportional
and derivative gain matrices. The estimation of the robot joint velocity has been com-
puted as the difference between the present and the previous robot configuration. Since
the commands sent to the robot are in position, Eq. 6.13 is integrated numerically to
compute such commands
qcmd = qt + ∆t q˙ref , (6.14)
where qcmd are the commands sent to the robot, qt is the estimated robot configuration,
∆t is the integration time and q˙ref is as defined in Eq. 6.13.
6.2 Experimental Results
6.2.1 Experimental Setup
The estimation and control framework presented in the previous section has been eval-
uated in real-time on an experimental set-up comprising a 6 DOF KUKA KR5 robot
and a commercial Logitech c920 camera. Even though this robot is equipped with joint
encoders, we do not use those values for state estimation or control, but we record them
as ground truth which we use for performance evaluation. Our architecture was imple-
mented in C++ and executed on an ordinary PC running Linux (8 GB RAM, 3.1 GHz
Intel core i5 CPU). The communication between the PC and the robot controller was
realised using TCP/IP. CAD models of robot parts were supplied to the tracker along
with the part poses for a pre-defined home position during the initialisation step. All
the proposed optimisation problems are solved using the constrained optimisation by
linear approximation (COBYLA) algorithm available in NLopt C++ library [146].
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Two series of experiments have been conducted. Firstly, we assess the precision of the
proposed framework in estimating the robot configuration. For this purpose, the robot
was asked to repeatedly perform three different trajectories, and the vision-estimated
joint angles were compared to the ground-truth angles derived from the robot’s joint
encoders. Secondly, we used the vision-derived state estimates as feedback in a kinematic
control loop in order to perform regulation tasks. On average, a single control iteration
including visual tracking of all the parts takes a computational time of 12 ms, i.e., the
system is capable of running at equivalent of > 80 frames per second on the CPU of an
ordinary computer.
6.2.2 State Estimation
To analyse the performance of our state estimation module, 3 arbitrary trajectories were
performed as shown in the first column of Table 6.1. The trajectories were selected such
that all robot parts were visible in the camera field of view at all times. Trajectory
3 was chosen so as to excite one joint at a time. Fig. 6.4 shows screenshots of the
tracking during various trajectories. Each trajectory was executed 5 times in order to
perform quantitative analysis (measuring accuracy and precision). The obtained results
are summarised in Table 6.1. It can be seen that the chained method consistently
outperformed the full method in all the tests, and its average error typically remains
lower than 4◦ on all joints. Fig. 6.5(a) and 6.5(b) show the estimated states of all joints
during trajectories 2 and 3, respectively using the chained method. These results clearly
demonstrate the efficiency of our state estimation framework in terms of accuracy and
repeatability.
6.2.3 Controller
In this section, we use the values provided by the state estimation module as feedback
for a kinematic controller. Five different goal positions were selected in the robot task
space and the objective was to regulate the error using the estimated joint values and
position the robot end-effector at the desired location. Fig. 6.6 reports the evolution
of robot end-effector position values during one of the runs. For comparison purposes,
we also show the values computed using joint encoders. It can be seen that the process
converged at around ±10 mm on all three axes, which is quite acceptable for the tasks
this framework has been designed for. Additionally, the overall task space convergence
was analysed using a cost function given by the squared error. Fig. 6.7 shows the cost
variations during all five tasks. Also the trajectories followed by the end-effector during
two of the tasks are shown in Fig. 6.8. The obtained results clearly demonstrate the
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(c) (d)
Figure 6.4: Tracking of parts for state estimation during various trajectories. More
results can be found in the supplementary video submitted to IROS 2016.
robustness of our approach in estimating the robot joint state values and using them for
regulation tasks.
Additionally, a test was performed in which the robot was required to move its end-
effector along a trajectory tracing out the perimeter of a square. Corners of the square
were supplied as goal positions to the controller. Results of three different runs are
illustrated in Fig. 6.9.
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(a) State estimation for trajectory 2.
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(b) State estimation for trajectory 3.
Figure 6.5: Real and estimated states with various trajectories using chained method.
Angles are expressed in degrees.
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Figure 6.6: Evolution of the robot end-effector positional values on all three axes
during a regulation task.
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Figure 6.7: Cost variations during all five regulation tasks.
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Table 6.1: Performance analysis of the proposed framework.
Trajectory Joint
Chained method Full method
RMSE STD RMSE STD
500
550
600
650
700
−200
−100
0
100
200
500
600
700
800
900
x
Trajectory 1
y
z
q1 0.9276 0.8853 3.0474 2.8839
q2 2.2015 1.9099 5.6387 1.7151
q3 3.5611 1.6257 5.3594 2.8850
q4 2.3186 2.2327 2.7001 2.3568
q5 3.3825 2.4752 3.0220 2.4087
q6 3.8366 3.2841 3.4607 2.6246
550 600
650 700
−400
−200
0
200
550
600
650
700
750
800
x
Trajectory 2
y
z
q1 0.4684 0.4647 1.7158 1.6921
q2 1.0553 0.8797 6.5830 1.1917
q3 2.1721 1.8104 6.4424 3.5762
q4 0.9231 0.8509 1.3283 0.7681
q5 2.6000 2.0987 2.2649 2.0423
q6 3.4227 2.0007 2.7552 2.4180
550 600
650 700
−400
−200
0
200
550
600
650
700
750
800
x
Trajectory 3
y
z
q1 0.5818 0.2619 1.4042 0.9870
q2 0.8010 0.7774 9.7963 1.4538
q3 1.3725 1.0542 10.0045 1.9927
q4 1.5080 1.5049 2.1949 2.0882
q5 2.5129 1.6345 2.5898 1.4391
q6 4.1069 2.6367 3.1573 2.5723
Overall (avg.
values)
q1 0.6593 0.5373 2.0558 1.8543
q2 1.3526 1.1890 7.3393 1.4535
q3 2.3686 1.4968 7.2688 2.8180
q4 1.5832 1.5295 2.0744 1.7377
q5 2.8318 2.0695 2.6256 1.9634
q6 3.7887 2.6405 3.1244 2.5383
RMSE:- Root mean square error. STD:- Standard deviation.
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Figure 6.8: Trajectories followed by the end-effector during two different regulation
tasks. Diamond shaped point represents goal position.
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Figure 6.9: Square-perimeter trajectories followed by the end-effector. Diamond
marker represents robot starting position.
6.2.4 Discussion
During these experiments, the root mean square errors of the joint angle estimates
with respect to ground truth values were generally less than 4◦. The chained method
outperforms the full method most of the time. In our opinion, this can be explained
by supposing that the first three robot parts were tracked very accurately and so the
chained method was able to estimate the relative joint configurations very precisely. The
last robot part (a cuboid section of the gripper mounted on the end-effector) represented
more of a challenge to the tracking algorithm, and demonstrated slightly worse results.
On the other hand, the full method averages out the performances of the trackers for
each robot part, thereby achieving slightly better performances in the last two joints at
the cost of a slightly higher error on the first two joints. In the Cartesian regulation
tasks, the errors at pseudo-steady state are approximately 10 mm on each Cartesian
axis.
6.3 Conclusion
This Chapter has presented a framework to estimate the configuration of an under-
sensored robot through the use of a single monocular camera. First, we track several
parts of the robot using an algorithm based on virtual visual servoing, then we use
the information given by each part’s tracker, combined with the kinematic model of
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the robot, to compute an estimation of the configuration of the robot. We present two
alternative methods, and highlight their differences.
A study of the precision and robustness of the estimation methods was presented, as well
as the results of using those state estimations in a kinematic controller used to perform
Cartesian tasks. Joint angle errors not greater than 4◦ were achieved consistently in the
estimation module using the chained method, and a Cartesian error of 10 mm on each
axis was achieved while performing Cartesian regulation tasks. These results are accept-
able for many practical tasks in the nuclear industry, however in future work, we believe
that these estimates can be improved by: incorporating kinematic constraints into the
visual tracking module; estimating velocities and accelerations; exploiting such physical
information to robustify tracking [147]. Also, it might be useful to use probabilistic
approaches as in [148].
This work has been motivated by the needs arising in the nuclear industry, where many
robotic devices do not possess proprioceptive sensors. However, we believe that a larger
community can benefit from this work. For example, this framework could be used
in other fields of application, such as human-robot interaction, where robots ideally
are asked to understand the movements of human agents in order to perform safe and
effective interaction. In future work, we aim to generalise this framework to other robots
and to different tasks. Finally, we are interested in estimating velocities and accelerations
alongside joint values.
This framework can also be easily extended to take into consideration possible motions
of the base of the robot. Because of forceful interactions of end-effector tools with the
environment, the base of mobile manipulators can be significantly perturbed. These
unpredictable motions of the base can be regarded as additional degrees of freedom to
be modelled in the kinematics of the robot. A possible solution would be an additional
tracker for the base.
Chapter 7
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In the nuclear industry, many tasks are complicated by a strong unreliability of the
proprioceptive sensors and sometimes by a complete lack of such sensors. Tasks as
simple as following a trajectory are then realised with the help of a human operator
manually operating or tele-operating the robotic devices by turning switches on a teach
pendant. In Chapter 6, we introduced a vision-based framework capable of estimating
a manipulator configuration in real-time and using only an RGB camera. The goal of
such framework is to increase the level of autonomy of the robotic manipulator with the
aid of external sensors, i.e., a camera, and without on-body hardware modification. We
demonstrated in the experimental section, that such framework succeeds in estimating
the configuration of the robot up to an acceptable precision. Also, we showed that these
estimates can be effectively used by a kinematic controller to guide the robot to perform
Cartesian regulations.
Previously, in Chapter 4 we described how projected dynamics can be effectively used
to lower the torque effort while performing a task that involves contacts with the en-
vironment. This is most important in industrial situations, since lowering the required
torques for a task, means to lower costs associated to such task. Moreover, in Chapter
5 we proposed a method to estimate the kinematic constraints due to contacts with the
environment by the means of an analysis of the velocity vectors which differ from the
velocity vectors commanded during an exploratory phase. This method affords to relax
assumptions on the geometry of the contact and thus on the kinematic constraint.
This Chapter integrates the previous contributions into a general framework capable of:
1. estimating the robot configuration using a camera; 2. controlling the robot kinemat-
ically; 3. detecting contacts with the environment; 4. estimating kinematic constraints
possibly arising from contacts with the environment. The pipeline of such framework is
represented in Fig. 7.1.
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Figure 7.1: Illustration of the proposed framework pipeline. A single camera images
are used to track the robot (visual tracking, in red). The robot model is used in
an optimisation problem to estimate the configuration of the robot in real time (state
estimation in blue). These estimates are used to control the robot and to detect possible
contacts. Moreover, when a contact is detected, an exploratory phase starts and the
kinematic constraints are estimated (controller, in green). The controller generates
commands to send to the robot, in orange.
The remainder of this Chapter is organised as follows: Sect. 7.1 describes the framework
used to estimate the robot configuration and highlights the differences with respect to
Chapter 6. Sect. 7.2 describes two methods we used to detect contacts whilst Sect. 7.3
relates to Chapter 5 restating some of the key concepts of our method to estimate
kinematic constraints. Sect. 7.4 shows results obtained on a KUKA iiwa robot on con-
figuration estimation tasks and on robot servoing with tasks involving contacts with the
environment, thus triggering contact detection and constraint estimation procedures.
Finally, we conclude the Chapter with further considerations and future directions in
Sect. 7.5.
7.1 Vision-based State Estimation
It was already stated in Chapter 6 that the main goal of the proposed vision-based esti-
mation method is to compute reliable quantitative configuration feedback when robots
are under-sensored, i.e., when encoder measurements are not available. We constructed
the framework to be modular as to be able to replace each component effortlessly. Fig. 6.1
summarises the architecture of the framework. We follow the same approach in this
Chapter, and we show the versatility of the architecture: 1. using a different tracking
approach; 2. using a different manipulator. The state estimation module is fundamen-
tally unchanged, with the only exception of the kinematic relations relating the tracked
reference frames to the robot. Such relations have been changed in accordance to the
robot kinematic model. Next subsections detail our choice of visual tracking algorithm,
recall our state estimation method and the classical kinematic controller which has been
used.
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7.1.1 Visual Tracking
As stressed in numerous occasions, our focus is not in designing a novel tracking algo-
rithm. On the contrary, we used a very classical approach exploiting markers. In detail,
we put markers on specific known parts of the robot’s body. Those markers are com-
posed of four dots on a white square. Given the positions of the dots of such markers
with respect to the centre of the relative square in the 3D space, basic computer vision
techniques provide the means to compute the pose of the centre of such square with
respect to the camera frame.
(a) (b) (c)
(d) (e)
c1-1
c1-2
c2-3
c2-4
cam - 1 cam - 2 cam - 1 cam - 2
cam - 1 cam - 2 cam - 1 cam - 2
Figure 7.2: Illustration of visual tracking and object’s pose estimation. (a) Four
custom designed markers are placed on different links of a Kuka lbr iiwa manipulator
arm. Each marker has four dots (one out-of-plane) whose position with respect to
the centre of the marker reference frame is known a priori. In the image, markers are
named 1 · · · 4 and the cameras by which they are tracked are indexed as c1 and c2.
Hereafter the images of both cameras are shown in a single frame and for illustration
purposes, the original frames are cropped-to-fit. (b) Automatically initialised dots for
visual tracking in the initial frame of the state estimation process. (c)-(e) Tracked poses
of each object in later frames while the robot is in motion.
In this work, we track four markers put on a KUKA iiwa robot as in Fig. 7.2. The
trackers are initialised by the user mouse-clicking on the corresponding dots in the first
image, while the robot is in its home position. This is to ensure the knowledge of the
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3D position of the dots at time t = 0 and thus also to allow the state estimation routine
to compute the fixed relationship between the camera frame and the robot base frame.
7.1.2 State Estimation
In the following, the standard convention for symbols associated with the kinematics
of the robot is observed, e.g., we define q and q˙ as the configuration and the velocity
respectively of the robot in joint space.
We use the following key idea to estimate the configuration of the robot, as in Chapter 6.
As shown in Fig. 7.3, there are two paths from the camera reference frame CRF (in
yellow) to each tracked part frame objiRF (in red). As stated, we track four different
parts of the robot, i.e., i = 1 . . . 4. These two paths kinematically coincide, thus we
enforce the following equalities to estimate the state
CMobji =
C T0
0Tobji(q) , (7.1)
where, CT0 is the transformation from camera to world frame and
0Tobji(q) represents
the transformation from world to object i frame parametrised over the joint values q,
i.e., 0Tobji(q) embeds the kinematic model of the robot. Specifically, for each tracked
robot part, we get
CMobj1 =
CT0
0T1(q1)
1T2(q2)
2Tobj1 , (7.2)
CMobj2 =
CT0
0T1(q1)
1T2(q2)
2T3(q3)
3Tobj2 , (7.3)
CMobj3 =
CT0
0T1(q1)
1T2(q2)
2T3(q3)
3T4(q4)
4T5(q5)
5T6(q6)
6Tobj3 , (7.4)
CMobj4 =
CT0
0T1(q1)
1T2(q2)
2T3(q3)
3T4(q4)
4T5(q5)
5T6(q6)
6T7(q7)
7Tobj4 , (7.5)
The state of the robot is now estimated by imposing the equality given in Eq. 7.1, and
casting it as an optimisation problem. As already mentioned, we assume that we know
the initial configuration of the robot (occupying its home position in the first image)
and its kinematic model. The robot’s initial configuration is used as a seed for the
first iteration of the optimisation problem and the kinematic model is used to compute
0Tobji(q). The optimisation problem is then stated as
minimise
q
∑
i
ei(q)
subject to |qj | ≤ qmaxj
(7.6)
where
ej(q) = vec(
CMobji −C T0 0Tobji(q)) (7.7)
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Figure 7.3: Illustration of the proposed state estimation model. Nodes represent
reference frames and are classified by various colours: camera frame in yellow, robot
frames in blue and tracked object frames in red. The two paths leading to each tracked
object frame objiRF from the camera reference frame CRF can be seen.
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represents an error in the difference of the two paths shown in Fig. 7.3, and qmaxj
is the joint limit for joint j. In order to compute 0Tobji(q), we use the convention
of Denavit-Hartenberg. The overall estimation schema along with the transformation
matrices between each reference frame are shown in Fig. 7.3.
Because of the better performances achieved in Chapter 6, we decided to use the chained
method. This method uses each object to estimate only a subset of joint values. These,
in turn, are used as known parameters in the successive estimation problems. Namely,
q1 and q2 can be retrieved using obj1, as in
minimise
q1,q2
e1(q1, q2)
subject to |qj | ≤ qmax j = 1, 2,
(7.8)
and from now on q1 and q2 are treated as known. q3 is estimated using obj2
minimise
q3
e2(q1, q2, q3)
subject to |q3| ≤ qmax .
(7.9)
In a similar fashion, q4, q5 and q6 are estimated using obj3
minimise
q4,q5,q6
e3(q1, q2, q3, q4, q5, q6)
subject to |qj | ≤ qmax, j = 4, 5, 6.
(7.10)
And finally, obj4 provides the equations to compute q7
minimise
q7
e4(q)
subject to |q7| ≤ qmax .
(7.11)
7.1.3 Controller
For proof of principle, we implemented a classical kinematic controller of the form given
in Eq. 7.12 to validate our methodology and also to demonstrate how the vision-derived
state estimations can be used to servo the robot’s end-effector.
q˙ref = KPe + q˙d (7.12)
Here, q˙ref is the desired/reference velocity. The error e = qd − q˜ has been defined
as the difference between desired and estimated joint positions q˜. Finally, KP is the
proportional gain matrix. Since the commands sent to the robot are in position, Eq. 7.12
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is integrated numerically to compute such commands
qcmd = q˜t + ∆t q˙ref , (7.13)
where qcmd are the commands sent to the robot, q˜t is the estimated robot configuration,
∆t is the integration time and q˙ref is as defined in Eq. 7.12.
7.2 Contact Detection
While performing a task, a robot can have contacts with the environment, and sometimes
contacts are necessary to perform a task, e.g., in manipulation tasks or while walking.
Thus we implemented two methods to check contacts with the environment. The first
method is based on the concept of residuals, and is described in detail in Subsec. 7.2.1.
The second method is based on the sheer difference between expected configuration due
to the task and current configuration, and is described in detail in Subsec. 7.2.2. We
designed these methods to be used with the vision-based estimates computed with the
techniques described in the previous section. However, these methods are general and
can be used also when readings from sensors are available.
7.2.1 Residuals
The idea behind the method of the residuals is to model contacts as system’s faults.
This method has been proposed in [149], where the authors define residuals as
r = K[
∫ t
0
(α− τ − r) dt+ pm] , (7.14)
with r(0) = 0 and K > 0. In detail, the momentum of inertia pm = Mq˙, yields if
differentiated
p˙m = Mq¨ + M˙q˙ = τ + τC − h + M˙q˙ = τ + τC −α(q, q˙) , (7.15)
where α(q, q˙) = h− M˙q˙.
Differentiating Eq. 7.14 to study how residuals change over time, we obtain
r˙ = −Kr + KτC . (7.16)
Analysing the dynamics of r, r = 0 holds true when τC = 0, while r 6= 0 when τC 6= 0.
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Residuals have been used recently also together with Particle Filters to identify external
contacts as in [150]. Next subsections present our version of residuals defined in the
Cartesian space and in the joint space. No dynamic model of the robot is required in
our implementation.
7.2.1.1 Cartesian Space
We define
p = f(q) , (7.17)
p˙ = J(q)q˙ = p˙r − p˙C = J(q)q˙r − JC(q)q˙r , (7.18)
where
JC(q)q˙ = 0 . (7.19)
p˙r is the commanded velocity, while p˙C can be interpreted as a virtual velocity induced
by the contact at the end-effector. We define the residuals r as
r = K[
∫ t
0
(p˙r − r) dt− p] , (7.20)
with r(0) = 0. Differentiating we obtain
r˙ = −Kr + Kp˙C . (7.21)
Analysing the dynamics of r, r = 0 holds true when p˙C = 0, while r 6= 0 when p˙C 6= 0.
7.2.1.2 Joint Space
We define
q˙ = q˙r − q˙C . (7.22)
q˙r is the commanded velocity, while q˙C can be interpreted as a virtual velocity induced
by the contact at the end-effector. We define the residuals r as
r = K[
∫ t
0
(q˙r − r) dt− q] , (7.23)
with r(0) = 0. Differentiating we obtain
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r˙ = −Kr + Kq˙C . (7.24)
Analysing the dynamics of r, r = 0 holds true when q˙C = 0, while r 6= 0 when q˙C 6= 0.
Also, in this case, r should give also the information on where the contact occurs (qi
such that first ri 6= 0).
7.2.1.3 Kinematic Residuals using Estimates
Until now, the formulations of the residuals assumed perfect knowledge of the state of
the robot, i.e., torques or configurations and velocities. In our scenario, only estimates
of the configurations are available. This introduces a change in the model. We describe
the case in the joint space here. Because of the error in the estimation process, q is not
known but an estimate of it, q˜, is available. If we express the commanded configuration
as qcmd = q˜t−1 + ∆t q˙r, then we model the system as
q˜ = qcmd +  , (7.25)
where
 = ∆ + qC , (7.26)
i.e., the mismatch between real configuration and estimates is due to the error in the
estimation process (∆) and a possible contact (qC). If we substitute qcmd into Eq. 7.25,
we obtain
˙˜q = q˙d + ˙˜ , (7.27)
where q˙d is the desired velocity as in q˙r = K (qd−q˜)+q˙d and ˜ = K∆t (qd−q˜)+∆+qC .
If we define the residuals as
r = K[
∫ t
0
(q˙d − r) dt− q˜] , (7.28)
then
r˙ = −Kr + K ˙˜ = −Kr + K(α((qd − q˜), ˜) + q˙C) , (7.29)
where α((qd−q˜), ˜) is the derivative over time of K∆t (qd−q˜)+∆. Hence, the residuals
become different than zero when there is an error in the estimates, or when there is a
contact, or when both these two situations happen. We introduce a threshold in order
to detect contacts. When the norm of the residuals is bigger than such threshold, a
contact is detected. This does not avoid false detections to happen, however the choice
of the threshold is critical to lower the number of such erroneous detections. We will
expand this discussion in the experimental section.
Chapter 7. General Control Framework 107
7.2.2 Sheer difference
The idea behind this method is that if the robot is in a different position with respect to
the expected/desired position, then it is possible that a contact has occurred and that
contact has prevented the robot to go to the desired position. We propose to compute
the norm of the difference between the current configuration and the configuration the
robot should be in to perform the task. When this difference is greater than a threshold,
then a contact is detected. In other words
|q− qdes| > qthresh → contact. (7.30)
This is a naive approach since a contact is not the only possible explanation for such
difference, e.g., the robot might have hit a joint limit or there might be an error in the
estimation of the current configuration. However, it is very inexpensive computationally
and represents a further check for collisions.
7.3 Contact Estimation using State Estimates
We proposed a method to estimate kinematic constraints in Chapter 5. One of the goals
of this Chapter is to apply the methods already described in Chapter 5 to the case where
only estimates of the robot configurations are available. This Section revises the key
concepts of such methods, focusing on the definitions in the joint space.
7.3.1 Exploration in the Joint Space
We define the constraints as
Λq(q)q˙ = 0 . (7.31)
Here, Λq(q) can be regarded not only as a selection matrix, but also a constraint Ja-
cobian. Moreover, Λq(q) is dependent on the configuration of the robot, in contrast to
Eq. 5.2. Explorative motions can also be defined directly in the joint space. Similar
to the Cartesian case already described in Chapter 5, there are two possibilities for the
expected q˙exp and the observed q˙obs:
1. in the free motion subspace: q˙exp = q˙obs;
2. in the constrained motion subspace: q˙exp 6= q˙obs.
We collect a set of q˙obs from the latter case, and use singular value decomposition to
estimate the selection matrix Λq(q).
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7.4 Experimental Results
7.4.1 Experimental Setup
The proposed robot state estimation and contact detection framework has been eval-
uated using the experimental setup shown in Fig. 7.4. The robot used for this work
is an industrial collaborative robot, Kuka iiwa 14 R820 with 7 degrees of freedom and
the vision system consists of two commercial Logitech c920 cameras. The cameras are
placed outside the robot task space and are directed such that each camera can view
a set of two fiducial markers placed on the robot. For the purpose of 3D pose esti-
mation from visual tracking, we select the markers from ViSP [151], i.e., each marker
comprises 4 dots of 20 mm diameter glued to cardstocks. An example of visual tracking
is reported in Fig. 7.5. All the hardware components of our setup are interfaced with
a work computer (master) running Linux through their respective interfaces. Overall
framework has been implemented in C++ on the master computer. All the matrix com-
putations are performed using ViSP and for the sake of non-linear optimisation, we used
the implementations from open source NLopt library. The asynchronous communication
between the robot controller running Kuka Sunrise OS and master has been realised over
UDP/IP with a communication speed of < 2 ms.
Three sequences of experiments have been conducted. In the first sequence of experi-
ments, we first assess the precision of the proposed framework in estimating the robot
configuration and, secondly, we used the vision-derived state estimates as feedback in a
kinematic control loop in order to perform some tasks.
In the second sequence of experiments, we detect contacts occurring when the robot is
performing a task. First we show how the mentioned contact detection methods work
when readings from encoders are available. Then we rely on the vision-based estimates
of the joint configuration to control the robot and simultaneously detect contacts. This
sequence of experiments has been conceived i) to show how the presented contact de-
tection methods work in situations when encoders readings are available and ii) to show
the impact of the errors in the estimates of joint configurations on the contact detection
quality.
In the third sequence of experiments, we use these configuration estimates to also es-
timate kinematic constraints deriving from contacts with the environment. This final
sequence of experiments want to show how it is possible to use all the methods described
in the previous sections in one framework.
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Camera 2
Camera 1
Robot with markers
Figure 7.4: Experimental set-up illustrating the used Kuka robot with attached mark-
ers on its various links and the cameras. The cameras are positioned in the workspace
such that each camera can successfully track two markers.
(a) Camera 1 - Visual tracking of markers 1 and
2
(b) Camera 2 - Visual tracking of markers 3 and
4
Figure 7.5: Visual tracking example. Two cameras are respectively in charge of
tracking markers 1 and 2 and markers 3 and 4.
7.4.2 Vision-based Estimation
This section comprises experiments to study precision and reliability of the presented
vision-based estimation method. In detail, first we provide the reader with a thorough
analysis of the results of experiments where the robot performs different trajectories
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Table 7.1: RMSE of estimates with respect to ground truth values during experiments
with trajectories involving only a joint at a time. Errors are expressed in degrees.
joint(#)
RMSE (in degrees (◦))
traj 1 traj 2 traj 3 traj 4 traj 5 traj 6 traj 7
q1 2.2891 2.6875 0.2936 0.4165 0.2121 0.2133 0.2888
q2 2.7439 0.4683 0.0760 0.0639 0.0964 0.0713 0.1222
q3 1.1297 1.2694 2.2049 0.8130 0.6930 0.4263 0.4964
q4 4.5347 4.0912 4.4199 1.1997 10.6481 0.3550 0.3451
q5 2.7826 5.4091 3.0292 1.9575 3.2157 0.6363 0.4099
q6 3.4006 3.5237 5.0617 0.9501 10.1702 0.5623 0.2285
q7 1.9477 2.1483 1.7199 2.0463 2.5113 1.7858 5.7916
Table 7.2: RMSE of estimates with respect to ground truth values during experiments
with trajectories involving multiple joints. Errors are expressed in degrees.
joint(#)
RMSE (in degrees (◦))
traj 8 traj 9 traj 10 traj 11 traj 12 traj 13 traj 14
q1 3.6334 2.1395 0.5796 0.1808 2.6107 1.8684 2.8039
q2 2.5905 1.1701 1.6013 0.1294 0.5681 1.7348 1.5421
q3 2.7890 1.4507 0.7948 0.4666 1.1378 0.8673 1.6197
q4 5.2781 5.2637 4.8120 3.8783 3.4090 5.6384 4.1801
q5 2.2680 3.2093 2.2618 1.1640 5.2083 5.1882 6.0621
q6 2.7531 4.5648 3.8020 4.1278 3.2126 4.3473 3.9683
q7 2.4156 2.8233 7.7342 1.6220 3.0252 3.3468 4.1356
and our method estimates the robot joint values in realtime. Secondly, we show how
these estimates can be successfully used as feedback in a kinematic controller. These
experiments replicate the experiments carried out in [4].
7.4.2.1 Estimating joint configurations
This first set of experiments focussed only on the estimation of the robot joint configu-
ration. The robot was asked to perform 14 different trajectories. The first 7 trajectories
excite only one joint each, i.e., trajectory 1 uses only joint 1, trajectory 2 only joint 2,
and so on. The remaining 7 trajectories contain motions for multiple joints at a time.
We report each joint RMSE between real values and estimates for each trajectory and
also the average RMSE and standard deviation over the RMSE of all the trajectories.
Tables 7.1 and 7.2 show the RMSE errors of each joint for each of the 14 trajectories.
Table 7.3 provides the reader with mean and standard deviation of such RMSE as
computed over the results presented in Tables 7.1 and 7.2. Figs. 7.6 and 7.7 show
results for trajectories 5 and 11, where the real trajectory of the joint is the blue line,
and the estimated trajectory is in red.
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Table 7.3: Mean and standard deviation (expressed in degrees) computed for the
trajectory RMSE values depicted in Tables 7.1 and 7.2.
joint(#) Mean(◦) Std. (◦)
q1 1.4441 1.2409
q2 0.9270 0.9659
q3 1.1542 0.6834
q4 4.1467 2.5694
q5 3.0573 1.8139
q6 3.6195 2.4143
q7 3.0752 1.7520
0 5 10 15 20 25 30 35 40
−0.5
0
0.5
q1
0 5 10 15 20 25 30 35 40
−0.1
0
0.1
0.2
q2
0 5 10 15 20 25 30 35 40
−1.5
−1
−0.5
0
0.5
q3
0 5 10 15 20 25 30 35 40
0
10
20
q4
0 5 10 15 20 25 30 35 40
−20
0
20
q5
0 5 10 15 20 25 30 35 40
0
5
10
15
q6
0 5 10 15 20 25 30 35 40
−4−2
0
2
4
q7
D
e
g
re
e
s
Time (s)
Figure 7.6: Trajectory 5. Blue line represents the real trajectory, while the estimated
trajectory is in red.
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Figure 7.7: Trajectory 11. Blue line represents the real trajectory, while the estimated
trajectory is in red.
These results are comparable to the results presented in [4]. Overall, RMSE are less than
4 degrees, reached only in the case of joint 4, which represents the most challenging one
to estimate. We are currently investigating the reason, however we strongly believe that
such errors on the estimates are caused by an inherent difficulty in placing the markers
due to the particular shape of the robot parts. In particular, the last two markers are
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very difficult to place precisely and results are obviously affected. Also, the errors are
higher when the robot is far from the zero position, i.e., all joint values are 0.
We used a different tracking algorithm, based on markers, and a different robot, but
results are comparable to the results we achieved in our previous work. This proves that
our framework is general enough to be used with different tracking algorithms and on
different robots, which was a quality we looked for when designing the framework to be
functionally modular.
7.4.2.2 Using Estimates as Feedback in a Kinematic Controller
The second set of experiments had the goal to study the use of such vision-based esti-
mates as feedback to control the robot to perform a kinematic task. In particular, the
robot was asked to follow trajectories devised directly in the joint space.
Difficulty of placement for markers 3 and 4 and the relative errors induced on the esti-
mations of joints 4, 5, 6 and 7, and the propagation of the errors in estimating the first
joints make the control of the remaining axes of the robot very challenging. Thus we
will first focus on the first 2 markers, thus limiting the motion of the robot to the first
3 joints, as proof of concept.
The robot performed 6 trajectories: the first 3 trajectories excited each joint singularly,
i.e., trajectory 1 uses only joint 1, and so on. The other 3 trajectories presented simulta-
neous motions for all the 3 joints. Table 7.4 reports errors between the estimates used in
the controller and the ground truth values as read from the encoders. Table 7.5 presents
task errors computed as difference between reference positions and ground truth values
as read from the encoders. Notice that the controller did not use these differences to
control the robot, but rather the difference between estimates and reference positions.
Fig. 7.8 shows the evolution of estimates (red), ground truth values (blue) and references
(green) during the performance of trajectories 4 and 5.
Table 7.4: RMSE of estimates with respect to ground truth values. Errors are ex-
pressed in degrees.
joint(#)
RMSE (in degrees (◦))
traj 1 traj 2 traj 3 traj 4 traj 5 traj 6
q1 2.1895 2.3207 2.6822 2.9667 3.6575 2.7492
q2 2.6638 0.8453 0.7577 2.0913 1.1689 1.6167
q3 4.2416 3.2690 4.5955 4.5042 5.0706 3.5712
Results show that estimates can be used to control the robot and that task errors induced
by the errors in the estimates are of the same magnitude of the estimation errors. This
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Table 7.5: RMSE errors of real joint values and reference motion. Errors are expressed
in degrees.
joint(#)
RMSE (in degrees (◦))
traj 1 traj 2 traj 3 traj 4 traj 5 traj 6
q1 2.1665 2.3003 2.6762 2.9561 3.6405 2.7670
q2 2.6606 0.8421 0.7547 2.1028 1.1752 1.7797
q3 4.1938 3.2269 4.5817 4.4774 5.0540 3.5266
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Figure 7.8: These figures show the evolution of the estimates (red), real values (blue)
and reference (green) for each experiment.
is clear comparing Table 7.4 and Table 7.5. Also, task errors do not go to zero because
of the errors in the estimations. This is to be expected because, although the kinematic
controller described in Subsec. 7.1.3 guarantees convergence, we are using estimates of
the state, thus convergence to zero is not guaranteed anymore.
However, we also ran experiments controlling all the joints. We report the results in
Tables 7.6 and 7.7. Fig. 7.9 reports graphically estimates, ground truth values and
references of trajectory 1. As clear from Tables 7.6 and 7.7, the errors of estimation and
task regarding the last 4 joints are higher than the first 3 joints, but errors never are
higher than 8 degrees.
7.4.3 Contact Detection
We described our contact detection methods in Sec. 7.2. During the experiments, we
detect a contact only when both methods in Subsec. 7.2.1 and Subsec. 7.2.2 detect a
contact. This has been done in order to achieve a higher robustness. In the following,
we show how these techniques perform when readings from encoders are available. We
analyse these results in order to provide the reader with a benchmark for later results.
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Table 7.6: RMSE errors of estimates with respect to ground truth values. Errors are
expressed in degrees.
joint(#)
RMSE (in degrees (◦))
traj 1 traj 2 traj 3
q1 2.5402 2.0437 2.5011
q2 2.3265 1.9597 2.2247
q3 3.4943 3.3668 3.8382
q4 4.0870 4.1576 7.4786
q5 4.5054 3.4631 6.6244
q6 2.4200 3.3296 5.2717
q7 5.0569 3.6256 4.9288
Table 7.7: RMSE errors of real joint values and reference motion. Errors are expressed
in degrees.
joint(#)
RMSE (in degrees (◦))
traj 1 traj 2 traj 3
q1 2.5383 2.0509 2.5088
q2 2.3439 1.9861 2.2505
q3 3.4641 3.3279 3.7986
q4 4.0082 4.0636 7.4306
q5 4.4579 3.4045 6.5923
q6 2.2266 3.2488 5.2017
q7 4.9333 3.4119 4.8382
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Figure 7.9: These figures show the evolution of the estimates (red), real values (blue)
and reference (green) while performing trajectory 1.
Then we rely on the vision-based estimates of the joint configuration to control the robot
and simultaneously detect contacts. This sequence of experiments has been conceived
to show the impact of the errors in the estimates of joint configurations on the contact
detection quality and to understand how these detections can be used to estimate the
Chapter 7. General Control Framework 115
kinematic constraints due to contacts.
7.4.3.1 With encoder readings
We applied our methods to detect contacts to situations where encoder readings are
available. Particularly, we pushed the robot for 5 times every 10 seconds starting from
20 seconds in each experiment. In other words, every experiment is 1 minute long, and
there are 5 contacts every 10 seconds, i.e., at 20 s, 30 s, 40 s, 50 s and 60 s. We will focus
our analysis on the number of detected contacts, stressing the number of false positives
and missed detections. Table 7.8 shows the results of the 5 trials. False positives detected
in those 5 trials are due to the bounces created by the pushes to generate the contacts.
Fig. 7.10 reports the results of trial 2 and trial 4. They show when a contact has been
missed, as in Subfig. 7.10(a) at 20 s and at 40 s, and also those bounces that create false
positives.
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(a) Trial number 2.
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(b) Trial number 4.
Figure 7.10: Contact Detection. In Subfig. 7.10(a) two contacts were not detected (at
20 s and 40 s), while the contact at 50 s presents a multiple detection due to vibration of
the robot - due to the push. In Subfig. 7.10(b) all contacts were detected, but multiple
detections are present due to vibration of the robot - due to the pushes.
Table 7.8: Summary of results. This table shows the results of the 5 trials highlighting
the number of detected contacts and the number of false detections.
Trial Detected Contacts False positives
1 5/5 3
2 3/5 0
3 5/5 1
4 5/5 0
5 4/5 4
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7.4.3.2 With vision-based estimates used in controller
For reasons similar to the ones adduced in Subsec. 7.4.2.2, we restricted the robot to
be a 3DOF manipulator for this set of experiments. Results of experiments where the
robot was asked to perform a trajectory with ∆q1 = −20, ∆q2 = −30, and ∆q3 = 10
are reported in Fig. 7.11(a). In particular, the residuals are non-zero because of the
error in estimating the configuration. We analysed this to set the threshold of the norm
of the residuals to detect contacts. Then, we forced software-induced joint brakes to
emulate contacts, i.e., these brakes are meant to emulate the result of hitting an object
and preventing the robot to move the joint further. In detail, we set a brake to -5
degrees for joint 1 and whenever the robot was commanded to go to a configuration
minor than that, the robot stayed in the -5 position. The values for joint 2 and 3 were
respectively 15 and 2. Figs. 7.11(b), 7.11(c) and 7.11(d) report the results of performing
the same trajectory while enabling those brakes one joint at a time. Every graph reports
the residuals and a red line has 0 value when no contact is detected and climbs to 100
when a contact is detected. When the brake was applied to joints 1 or 2, a contact
was detected, as expected. Fig. 7.12 reports results of experiment with brake on joint
2. The brake in the joint 3 did not trigger any detection however. This is due to the
trajectory displacement being not too important and thus causing the relative residual
to not increase enough.
In Subsubsec. 7.2.1.3 we introduced the revised model for the residuals using estimates
and said how critical thresholds are in order to correctly detect contacts. Results show
that setting the thresholds is particularly hard and it has to depend on: 1) the trajectory
and 2) the accuracy of the estimates. It has to be noticed that a high threshold would
add tolerance to errors in the estimates, but it would make the system less sensitive
to the real contacts. On the other hand, low thresholds increase the number of false
positives due to the errors in the estimations. A trade-off is complicated but critical to
find.
7.4.4 Contact Constraint Estimation
We continue the line of experiments described in the previous subsection performing an
exploration after detecting a contact. This exploration has been defined directly in the
joint space and has the goal of estimating the constraint(s) arising from contacts with
the environment or brakes such as joint limits. The method used for this estimation has
been already detailed in Sec. 7.3.
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Figure 7.11: Contact Detection. Fig. 7.11(a) reports the residuals while performing
the trajectory in presence of no brake. Residuals are non-zero because of imprecision
of estimates. Figs. 7.11(b), 7.11(c) and 7.11(d) report the results of the performance of
the same trajectory but applying brakes respectively to joint 1, 2 and 3. Residuals are
reported in multiple colours and a red line represents the detection of contacts: when
0 no contact is detected, whilst when 100, a contact is detected. In detail, when the
brake was applied to joints 1 or 2, the brake caused a contact detection, as expected.
The brake in the joint 3 did not trigger any detection however.
We were interested in investigating the behaviour of our framework in presence of bilat-
eral and unilateral constraints. Thus we conducted two sets of experiments. We repli-
cated the brakes introduced in the previous section to emulate unilateral constraints,
e.g., when the brake was on joint 1, the robot was not able to go to less than -5 degrees
but it could go to higher values. In another set of experiments, brakes were hard con-
straints thus the robot was not permitted to move from the blocked configuration, e.g.,
the brake was set to -5 degrees for joint 1 and joint 1 was not moved at all. This was to
emulate bilateral constraints.
In particular, following the results described in the previous section, three experiments
were run to estimate unilateral constraints and three for bilateral constraints. In the
first experiment of each set, joint 1 was limited to be more than or equal to -5 degrees. In
the second experiment joint 2 was blocked to be more than or equal to 15 degrees. And
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Figure 7.12: Contact Detection: brake on joint 2. Once the difference between the
desired position and the estimated position is big enough for the residuals to be higher
than the set thresholds, a contact is detected. Controller starts at t = 3 s (3000 ms
in the graphs). Brake can be seen as blue line of joint 2 never goes below 15 degrees
after controller has started (software brake is introduced after the controller is active
and the trajectory is being performed). Contact is detected around 4.6 s, just after the
brake is preventing the robot to perform desired motion.
finally, in the third experiment both brakes were enabled at the same time. This was
done to investigate the behaviour of our method in presence of multiple simultaneous
constraints.
Velocity sets were recorded storing velocity vectors associated to high positional error
and analysed oﬄine in Matlab. The selection criterion of such velocity vectors relies
on the assumption that if there is an important positional error this must be due to a
contact. We first report the case of bilateral constraints and then we proceed with the
results of the experiments on unilateral constraints.
7.4.4.1 Bilateral constraints
Bilateral constraints fully constrain motion, i.e., motion in a specific direction is not
admissible. These are very special constraints happening in specific situations, like a
train following the railways. Table 7.9 reports the estimated Λ˜
q
(q) (Eq. 7.31) and the
real Λq(q) in all three experiments. Fig. 7.13 reports the set of joint velocities used
to compute the estimate of the constraint in experiment 3. Results show that our
method succeeds in estimating the kinematic constraint to a high degree of precision.
Moreover, the sign inversion between Λq(q) and Λ˜
q
(q) does not have any influence in
this case, since motion is blocked in the entire direction (Λq(q)q˙ = 0), i.e., [0, 1, 0] and
[0.2593,−0.9658,−0.0030] both represent the same constraint. This is not true in the
case of unilateral constraints.
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Table 7.9: Summary of results. This table shows the real constraint Λq(q) and the
estimated constraint Λ˜
q
(q).
Experiment Λq(q) Λ˜
q
(q)
1 [1,0,0] [0.9867, 0.1622, -0.0105]
2 [0,1,0] [0.2593, -0.9658, -0.0030]
3
[
1 0 0
0 1 0
] [−0.9991 −0.0414 0.0006
−0.0414 0.9991 −0.0003
]
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Figure 7.13: (a) Evolution of joint configuration and desired configurations during
the exploration. Red circles denote when the configuration error between desired and
estimated configurations is higher than a threshold thus regarded as due to a contact.
(b) Illustrates the relative velocity set built selecting the estimated velocities when
configuration error is higher than the threshold. Since the constraints are bilateral, the
set of velocity has components only in the q˙3 direction of the graph. Small components
in the other directions are due to configuration estimation errors.
7.4.4.2 Unilateral constraints
Unilateral constraints represent the vast majority of constraints due to contacts in ev-
eryday life tasks such walking and touching. In these situations, contacts limit motion
only towards the contacts themselves, but the robot is able to leave the contacts and get
back to free motion. Table 7.10 reports the estimated Λ˜
q
(q) (Eq. 7.31). Fig. 7.14 reports
the set of joint velocities used to compute the estimate of the constraint in experiment
3. Results show that our method succeeds in estimating the kinematic constraint to a
high degree of precision, although in the case of experiment 1 the sign is reversed. A
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check on the sign would ensure that Λq(q) and Λ˜
q
(q) have the same sign (Λq(q)q˙ ≥ 0).
However due to the errors on the estimates, velocities might have components also in
the prohibited direction and a simple check is not enough. Future work includes a more
accurate way to test the sign of the constraints.
Table 7.10: Summary of results. This table shows the real constraint Λq(q) and the
estimated constraint Λ˜
q
(q). In experiment 1, the sign is reversed. In experiment 3,
Λ˜
q
(q) spans the same space as Λq(q).
Experiment Λq(q) Λ˜
q
(q)
1 [1,0,0] [-0.9922, -0.1225, -0.0233]
2 [0,1,0] [-0.1558, 0.9853, 0.0705]
3
[
1 0 0
0 1 0
] [
0.1039 0.9945 −0.0128
0.9752 −0.1044 −0.1949
]
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(a) Joint configuration evolution.
−20
−10
0
10
20
30
−10
0
10
20
30
−20
0
20
40
q˙1
q˙2
q˙
3
(b) Velocity set (degrees/s).
Figure 7.14: (a) Illustrates the evolution of joint configuration and desired configura-
tions during the exploration. Red circles denote when the configuration error between
desired and estimated configurations is higher than a threshold thus regarded as due
to a contact. (b) Shows the relative velocity set built selecting the estimated velocities
when configuration error is higher than the threshold. Since the constraints are only
unilateral, the set of velocity has components not only in the q˙3 direction of the graph,
as in the case of Fig. 7.13(b). However notice that in the q˙1 and q˙2 directions, only
positive velocities are present. This is due to the fact that during the exploration, a
constraint can be active while the other might not, and vice versa.
7.5 Conclusion
We presented a general control framework which integrates all the methods and tech-
niques presented in the previous Chapters. In detail, we used the vision-based framework
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presented Chapter 6 to estimate a robot configuration, and we applied it to a different
robot using a different visual tracking algorithm. This showed how the modularity of
such framework allows the user to change its modules with straightforward ease. We
added a contact detection technique so as to trigger the procedure to estimate the kine-
matic constraints due to contacts. Such procedure was proposed already in Chapter
5 but here we devised the exploration directly in the joint space, thus estimating the
configuration-dependent Λq(q).
Results show that the general framework can indeed be used to estimate the configu-
ration of a robot and these estimates can be used to control the robot (Subsec. 7.4.2).
Subsec. 7.4.3 shows that those same estimates can be used to detect contacts using
the kinematic residuals proposed in Subsec. 7.2.1. Finally, Subsec. 7.4.4 presented the
promising results of experiments where a contact detection triggered the procedure to
estimate the relative kinematic constraints.
We believe it is possible to achieve more precise results in estimating the joint config-
uration using more sophisticated tracking methods. However, depth information and a
GPU for computation might be needed. Also, the iiwa is challenging to track because
of its shape and colour. This also influenced the estimation results in the sense that the
markers position was hard to set and hard to relate to the robot reference frames. We
strongly believe that this has affected negatively our results.
It would be also possible to understand which joints are involved in a contact by ex-
amining the residuals. This property was already discussed in [149]. However, in our
case residuals depend also on the error on the estimates, thus this has to be taken into
account as well.
Current and future work includes the use of the whole body of the robot for further
experiments on contact detection and constraint estimation. Also, velocity sets will be
analysed online and constraints will be estimated in realtime, so that the robot will be
able to resume the task and project it when needed. Finally, we intend to apply this
framework to control the robot in dynamics.
Chapter 8
Conclusion
This Thesis has explored the problems of controlling robots which, firstly, lack proprio-
ceptive sensors and, secondly, interact forcefully with their surroundings. A particular
motivation for this work has been the prevalence of such problems in the use of robots
for nuclear decommissioning.
For these reasons, this Thesis has developed and evaluated possible solutions to several
key questions: how to estimate a robot’s configuration using a remote vision system,
robustly in real time; how to use this visually acquired information as feedback to control
the robot; how to detect and learn contact constraints which are imposed by the robot’s
environment; how to control a robot when it is subjected to such contact constraints;
furthermore, how to actually exploit such contact constraints, in order to reduce the
torque effort required at the robot’s joints, thus performing the task more efficiently.
Chapter 4 describes a control framework based on projected inverse dynamics which en-
ables an exploitation of the constraints due to contacts to effectively reduce commanded
torques during tasks. We analyse contact usage and investigate techniques to enable
robots to mimic some useful human strategies for exploiting such contacts. In order to
replicate or at least understand this exploitation of the contacts, dynamics play a dom-
inant role, not only because of the involvement of force and torque exchanges, but also
because the robot might need to perform tasks with certain velocities and accelerations.
Specifically, we use a controller based on projected dynamics and we formulate tasks
both in the joint space and in the Cartesian space. Experiments with a KUKA LWR
IV arm tasked with wiping a board are reported to corroborate such results.
However, in Chapter 4, we assume to have a priori knowledge on the constraints arising
from the contacts with the environment. Chapter 5 presents methods to overcome this
drawback, and to estimate locally the kinematic constraints due to contacts with the
122
Chapter 8. Conclusion 123
environment. Such methods do not need force/torque sensors at contact points, but
rather use only kinematic quantities.
Chapter 6 proposes a framework to estimate the configuration of a manipulator using
a single monocular camera. In particular, a modularised framework is presented which
is formed of three components: visual tracking, state estimation and robot controller.
Experiments on a KUKA KR5 sixx show how the proposed framework is able to estimate
the configuration of the robot and how these estimates can be used to control the robot
to perform tasks in its workspace.
Finally, Chapter 7 describes a general control framework which uses all of the above
contributions to servo a manipulator. Single monocular camera images are used to
estimate the configuration of a KUKA iiwa 14 R820 manipulator. We use a different
tracking algorithm with respect to the one in Chapter 6 to show how the modularity
of the architecture gives freedom in the choice of each component. Those estimates are
used to control kinematically the robot. Furthermore, whenever a contact is detected,
the robot performs an exploration in order to estimate the kinematic constraints due
to the contact. We show results of experiments with the KUKA iiwa 14 R820 in both
estimating the robot’s configuration and also in estimating the kinematic constraints.
In addition to directions already described in each Chapter, future work includes the
use of a more reliable tracking algorithm in the estimation framework, e.g., a tracking
algorithm using also depth data. This should increase the precision of such estimates
and improve the overall performance of the control framework. Moreover, a smarter
exploration can reduce time and increase precision of the constraint estimation methods,
also needed to enhance the behaviour of the control framework.
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