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1. INTRODUCTION 
In this paper we are concerned with equations of the form 
1 (x(r) - c, x(t - h) - * * f - C,x(t - mh)) 
= Box(t) + B,x(t - h) + . . . + B,x(t - mh) for t>O, (1) 
where the Cj and Bj are constant n x n matrices, h is a positive real number, 
and m is a positive integer. 
Let C = C( l-r, 01, R “), I = mh, be the Banach space of continuous 
functions defined on [-r, 0] with values in R” supplied with the supremum 
norm. 
For any 4 E C there exists a unique solution x(t; 4) of (1) with x(0) = #(0) 
for B E [-Y, 01, i.e., the initial value problem given by (1) and 
x0 = $4 #EC (2) 
is well-posed. Moreover, x(t; 4,) is defined on I--r, co). Equation (1) is called 
degenerate with respect to q E R ‘, q # 0, if all solutions of (l), (2) lie in the 
subspace of R” orthogonal to q for all t sufficiently arge. 
The following theorem gives necessary and sufficient conditions for 
degeneracy of (1). 
THEOREM (see [ 1 I). Equation (1) is degenerate with respect to q for 
t > kh if and only if 
q~+,(Z-Ppk+l)-l (Z-Jk+,ehAk+l)-lA~+,Ek+l =O, (3) 
4:+1(z--k+r vk+l =o, 
s:+,(z--P,+,)~‘A~+,(U,+, +Ak+L~k+l)=o~ 
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are satisfied for v = 0, l,..., n(k+ 1) - 1. The time instant at which 
degeneracy starts is given by & where E+ 1 is the smallest integer for 
which (4) and (5) are satisfied. We always have f>, 1. 
Here and in what follows the matrices in (3)-(5) are defined as follows: 
qkERnk is given by q: = (O,..., 0, qT); 
I is the identity matrix of dimension n x n; E, is the nk x n matrix given by 
0. 
I.“..., 
Jk= i. 0 .‘~~..,~~ .,,, I 9 P, = 
: ‘., ‘. ‘. 
0 . ..‘()“I 0 
Jk, A,, P, are nk X nk matrices; they are given by 
Q/c= 9 A, = Qk(Z - Pk)-‘; 
Finally U,, Vk are the nk x nm matrices given by 
c, c, ... c, 
Cm+k-l 
Of course in the above formulas Cj = B, = 0 for j > m. 
2. A NEW SET OF NECESSARY AND SUFFICIENT CONDITIONS 
In this section we want to prove the following: 
THEOREM 1. Equation (1) is degenerate with respect o q # 0 for t > kh 
if and only if 
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(6) 
pTA ;(U, + A, V,) = 0 for v=O, l,..., nk- l,(8) 
where p is the vector defined by 
q: = pT(Z - Jk ehA”)(Z - PJ. (9) 
Proox Assume (1) is degenerate with respect to q # 0 for t > kh. Define 
(Pi? PL.., p~)=q~+l(Z-Pk+l)-’ (Z-Jk+,ehAk+I)pl. 
Then choosing v = 0 Eq. (3) gives p,, = 0. Define pT = (p:,...,p:). Then 
(O,q~)=(O,~~)(Z-J,+,e~~ktl)(z-P~+~). (10) 
Noting that 
Z 0 
I-PPk+, = -c, i-l-1 4, I-Pp, 
and 
(where * stands for matrices which are not needed) we see that the last nk 
components of Eq. (10) are identical to (9). 
Furthermore, using 
ehAk+I = (*), (11) 
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we compute from (10) 
CA43 = (O>PT)F pk+ 1) - (pTehAk, O)V - pk+ 1). 
The first it components give 
which is (6). Now (4) can be rewritten as 
(O,pT)(Z-Jk+,ehAk+l) V,,, =0 
or equivalently 
(O,pT) Vk+l = (pTehAk, 0) V,,, =pTehAkVk. 
Written in detail this is seen identical with (7). Equation (3) may be written 
as 
Note that 
So Eq. (3) for v = 1 is equivalent to 
For v = 2 we derive from (3) 
o= (O,P~)A:+,E~+~ = (O,pTAdAk+,Ek+, I 
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By induction we arrive at 
pTA;: ((7) +Ak(?)) =o, v=o,1,2 ,.... (12) 
Now Eq. (5) is 
o= (O,PT)(l--k+,ehAktl)A~+l(Uk+I +Ak+l Vkil), 
which is equivalent to 
(O~P’)A;;.,(Uk,, +Ak+* vk+,) 
= (P’Y 0) ehA-G+ ,(U,+ 1 Ak+ 1 v,, > 
=pTehAkA;(Uk + A, V,). 
Since (O,pT)Ai+,Ek+, = 0, this can be rewritten as (O,pTA$ U,, , t 
(0, p’A;+‘) I/,+, = pTehAkAi(Uk + A, V,). Written in detail this is 
By (12), the right-hand side of the first equation of (13) is equal to zero, so 
the left-hand side of the same equation equals zero, too. Therefore the right- 
hand side of the second equation of (13) is equal to zero. Repeating this 
409!97/1 15 
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argument we see that all expressions on the right-hand side of (13) are equal 
to zero. This means 
pTehA%4;(Uk +A, Vk) = 0 for v = 0, 1, 2 ,..., 
which is equivalent o (8). So one direction of our theorem is proved. For the 
converse most of the above conclusions must only be reversed. Let q E R”, 
q # 0, be given and assume that for the vector p defined by (9) Eqs. (6)(8) 
hold. From the computations above we see that from (9) and (6) we have 
(10) which gives Eq. (3) for v= 0. Also from (6), (7), and (9) Eq. (4) 
follows. From (12)-which is a consequence of (8)-- the validity of Eq. (3) 
for v = 1, 2,..., follows. Finally by (8) both the right-hand and the left-hand 
sides of (13) are equal to zero. So (13) is valid and since (13)---also using 
(3~implies (5) we conclude that (5) is satisfied. By the theorem cited in the 
first part of this paper we have degeneracy for t > kh. This completes the 
proof of our theorem. 
Remark 1. In the retarded case Eqs. (6~(9) reduce to 
pTehQkE, = 0, 
P’Q;: U, = 0, 
pT = q:(I - JkehQk). 
These equations were obtained in [2] using the so-called splitsystem 
approach. Indeed, the conditions given in Theorem 1 could also be derived 
using this approach. 
Remark 2. For k = 1 Eqs. (6)-(9) d re uce to the well-known criteria 
given by Asner and Halanay [3]. 
3. ANOTHER SET OF NECESSARY AND SUFFICIENT CONDITIONS 
For the proof of the next theorem we need two lemmata. 
LEMMA 1. Equation (9) is valid for some vector p E Rnk, pT = 
. (p:,...,pt), ifand only ifpk = q and 
Proof. Equation (9) is equivalent to 
(o,..., 0, q’) = (pT,...,p:)(z - Pk) - (pT,...Tp:9 0) ehAk(z -Pk). (15) 
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Using (11) and the corresponding block-matrix form of Z - P,, namely, 
we see that the first n(k - 1) components of (15) give (14) and that the last 
n components give pk = q. 
LEMMA 2. Equation (6) is valid with a vector p which satisfies (14) if 
and only if 
P;r(C,,..., C,)(Z - P,)-’ = (0,~: ,..., pT_ 1) -p’ehAk. (16) 
Proof: Equation (6) can be written in the equivalent form 
(17) 
ehak has the block-matrix form 
ehAk - 
where again the asterisks tand for matrices which are not needed. From this 
we conclude that 
Equation (17) can now be rewritten in the form 
pTehAkEk = -p;c, - ((p:,...,& ,) 
. 
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Now assume that p satisfies (14). Then the above equation is equivalent to 
c, 
pTehAkEk = -p;C, -p;(C, -,,..., C,)(I - P,- ,)-’ 
t 1 
: . (18) 
C k-l 
Next we observe that (Z - Pk)-’ has the block-matrix form 
(z-P,)-’ = 
Hence 
(c,, Ck-l,-*, c,)(I- &-I 
, (c,-, Y---Y c,)(z-pk&,)-‘). 
Using this we can show the equivalence of Eqs. (14) and (18) with Eq. (16), 
p:(c, ***, cl)(z-pk)-’ 
C, 
=p;(c, + (Ck-1,..-, C,)(z-Pk-l)-’ 
t i 
i , (c,-, ‘*.*, c,)(z-pk-,)p') 
C k-l 
= -(P ‘ehAkEk, (p:,...,p:) ehAk-‘) + (o,p:,...,P:-,) 
= -pT& + (0,pT ,..., p:- J, 
which proves our lemma. 
We can now give the following criterion: 
THEOREM 2. Equation (1) is degenerate for t > kh if and only if there 
exist an integer I> 0, a vector v E R’, v # 0, a 1 x 1 matrix V and a 1 X nk 
matrix R = (R, ,..., RJ with rank R = 1 such that 
VR = RA,, (19) 
R(U, +A, v,) = 0, (20) 
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~~(0, R I ,..., R,-,) = uTevhR + u=R,(C, ,..., C,)(I - PJ’, (21) 
~~(0, R) V,, , = uTeVhR V,. (22) 
Degeneracy takes place with respect o qT = vTR,. 
ProoJ: Assume that (1) is degenerate with respect to q f 0 for t > kh. 
Then the vector p defined by (9) is nonzero and so (8) shows that the 
controllability subspace of Rnk, 
is not the whole space Rnk. (By im(U, + A, Vk) we mean the image of the 
linear transformation represented by U, + A, V,.) So the space Rnk/.‘2 has 
dimension I > 0. Let R = (R 1 ,..., Rk) be the matrix representation of the 
projection operator 
Rnk + Rnk/9. 
Then R is a I x nk matrix with rank R = 1. By the definition of R we must 
have (20). 3 is A,-invariant. So there exists an 1 x l-matrix V (the matrix 
induced by Ak) such that (19) is satisfied. p is orthogonal to 3? which is the 
kernel of R. So p is in the image of R ‘. This proves the existence of a u E R’, 
v # 0, such that pT = vTR. Since q =pk we must have qT = uTRk. From (19) 
we conclude that 
evhR = ReAkh. 
So (16) is equivalent to (21). Finally Eq. (7) can also be written in the 
equivalent form 
v=R 
t &,+I &k+Z “* Cm+k 
= vTReAkh 
= vTevhR Vk. 
It is immediately seen that this is equivalent to (22). This proves one part of 
our theorem. 
For the converse assume (19~(22) are satisfied with 1, u, V, R as above. 
Then define 
p= = v=R and q =Pk- 
By (19) and (20) we conclude that 
RAfl(U,+A,V,)=O for v = 0, l,..., nk - 1, 
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so the vector p has property (8). By the last n(k - 1) equations of (21), also 
using the block-matrix forms of eAkh and (I- Pk) -I, we have 
vT(R, ,..., R k-l) = v*(R*,..., RJ eAk-lh + vTRk(Ckpl. . . . . C,)(I-I’.-,)-‘. 
This means that p satisfies (14) and hence by Lemma 1 also (9). By 
Lemma 2 Eq. (21) implies (6). Also, as is seen from the first part of this 
proof, (22) implies (7). 
It remains to show q # 0. Then by Theorem 1 we have degeneracy of (1) 
with respect to q for t > kh. Assume q = 0. By the definition of q we must 
havep, = 0, too. Sincep satisfies (14) we see that in this case (p:,...,p:- 1) = 
(p: ,..., pi-, , 0) ehAk-l. From this it follows pkml = 0. Repeating this 
argument we arrive at p = 0. But this is not possible since the 1 x nk matrix 
R has rank 1 and pT = vrR with a non-zero v. This completes the proof of 
our theorem. 
Remark. In the retarded case Eqs. (19)-(22) reduce to the well-known 
conditions of Asner and Halanay [4,5]. 
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