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All of us, at some time or other, need help. Whether we're giving or receiving help, each
one of us has something valuable to bring to this world. That's one of the things that
connects us as neighborsin our own way, each one of us is a giver and a receiver.
 Fred Rogers
The World According to Mister Rogers: Important Things to Remember
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Abstract
Matroids were introduced by Whitney to provide an abstract notion of indepen-
dence. In this work, after giving a brief survey of matroid theory, we describe structural
results for various classes of matroids.
A connected matroid M is unbreakable if, for each of its flats F , the matroid M/F
is connected. Pfeil showed that a simple graphic matroid M(G) is unbreakable exactly
when G is either a cycle or a complete graph. We extend this result to describe which
graphs are the underlying graphs of unbreakable frame matroids.
A laminar family is a collection A of subsets of a set E such that, for any two in-
tersecting sets, one is contained in the other. For a capacity function c on A, let I be
{I : |I ∩ A| ≤ c(A) for all A ∈ A}. Then I is the collection of independent sets of a
(laminar) matroid on E. We characterize the class of laminar matroids by their excluded
minors and present a way to construct all laminar matroids using basic operations.
A flat of a matroid M is Hamiltonian if it has a spanning circuit. A matroid M
is nested if its Hamiltonian flats form a chain under inclusion; M is laminar if, for every
1-element independent set X, the Hamiltonian flats of M containing X form a chain un-
der inclusion. We generalize these notions to define the classes of k-closure-laminar and
k-laminar matroids. The second class is always minor-closed, and the first is if and only if
k ≤ 3. We give excluded-minor characterizations of the classes of 2-laminar and 2-closure-
laminar matroids.
vii
Chapter 1. Introduction
In this dissertation, it will be assumed that the reader is familiar with the basic
theory of matroid theory as detailed in Oxley [25]. That book will be followed for termi-
nology and notation for matroids and graphs. However, this introductory chapter reviews
several basic definitions and includes some material that will play a key role throughout
the rest of the dissertation.
1.1. Graph theory and connections to matroid theory
In this section, we introduce several fundamentals of graph theory. We also define a
matroid and some classes of matroids derived from graphs. A more thorough introduction
to graph theory may be found in [11]. A graph, G = (V,E), consists of a set V (G) = V
of vertices together with a multiset E(G) = E of edges, each consisting of a pair {u, v}
of vertices. We say that u and v are incident with e, and if u ̸= v, then u and v are ad-
jacent. If u = v, then we say that e is a loop. If two non-loop edges are incident to the
same vertices, then they are parallel. A graph is simple if it has no loops or parallel edges.
A complete graph is a simple graph where every two vertices are adjacent. We will con-
sider only finite graphs, that is, graphs where both V and E are finite. Graphs G1 and
G2 are isomorphic, written G1 ∼= G2, if there are bijections ψ : V (G1) → V (G2) and
θ : E(G1) → E(G2) such that a vertex v ∈ V (G1) is incident to an edge e ∈ E(G1) if and
only if ψ(v) is incident to θ(e) in G2.
A graph H is a subgraph of G if V (H) ⊆ V (G) and E(H) ⊆ E(G). For E ′ ⊆
E(G), let V ′ be the set of vertices incident to some e ∈ E ′. Then the graph (V ′, E ′) is
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the induced graph G[E ′]. Now, for V ′ ⊆ V (G), let E ′ be the set of edges incident to some
v ∈ V ′. Then the graph (V ′, E ′) is the induced graph G[V ′].
A walk is a sequence W = {v0, e1, v1, e2, v2, . . . , en, vn}, where each ei ∈ E, each
vi ∈ V , and where each ei is incident to both vi−1 and vi. If the vi's are distinct, then
so are the ei's, and W is a path. Such a path is a (v0, vn)-path and is said to join v0 and
vn. The vertices v0 and vn are endpoints of the path and the vertices {v1, v2, . . . , vn−1}
are called interior vertices. Two paths P1 and P2 are internally disjoint if any vertex v ∈
V (P1) ∩ V (P2) is an endpoint in both paths. A graph is connected if each pair of vertices
can be joined by a path; otherwise it is disconnected. In a graph G, the maximal con-
nected subgraphs of G are the connected components of G. If P is a (u, v)-path and e is
an edge of G that joins u and v, then the subgraph whose vertex set is V (P ) and whose
edge set is E(P ) ∪ e is called a cycle. If e ∈ E(G) is not in any cycle of G, then it is a
cut edge of G. We will abuse notation by referring to a path or a cycle and its edge set in-
terchangeably. A forest is a graph that contains no cycles. A graph is a tree if it is a con-
nected forest. A subgraph T of G is a spanning tree of G if it is a tree and each vertex of
G is incident to an edge in T .
Let I be the collection of subsets I of E such that G has no cycles using only edges
from I. Then I is the set of independent sets of the cycle matroid of G. Whitney [37] gen-
eralized this definition of independence in graphs, along with the usual definition of linear
independence to introduce an abstract notion of independence on a finite set. Specifically,
a matroid M is a pair (E, I), where E is a finite set, and I is a collection of subsets of E
having the following three properties.
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(I1) ∅ ∈ I.
(I2) If I ∈ I and I ′ ⊆ I, then I ′ ∈ I.
(I3) If I1, I2 ∈ I and |I2| > |I1|, then there is some element e ∈ I2 − I1 such that
I1 ∪ e ∈ I.
For a matroid M , the set E is called the ground set and the members of I are
called independent sets. The ground set of a matroid is denoted by E(M), and the col-
lection of independent sets of M is denoted by I(M). If e ∈ E, then we say that e is an
element of M and we write e ∈ M . Two matroids M1 and M2 are isomorphic if there is
a bijection ψ : E(M1) → M2 such that for all X ∈ E(M1), the set ψ(X) is independent
in M2 if and only if X is independent in M1. In this case, we write M1 ∼= M2. A basis of
M is a maximal independent set of M . The collection of bases of M is denoted by B(M).
By (I3), we know that all bases of M have the same size. The rank, r(M), of M is the size
of a basis of M . A set is called dependent if it is not independent, and a circuit of M is
a minimal dependent set. The collection of circuits of M is denoted by C(M). If {e} is a
circuit, then e is called a loop. If e is not contained in any circuits, then e is a coloop. If
{e, f} is a circuit, then e and f are parallel. If every circuit containing e also contains f ,
then e and f are in series.
Let A be a matrix over a field F. Suppose that the columns of A are labeled
e1, e2, . . . , en. Let E = {e1, e2, . . . , en}. Let I be the collection of subsetes I of E such
that I labels a linearly independent set of columns of A. Then (E, I) is a matroid. Such a
matroid is said to be representable over F. In particular, M is binary if it is representable
over GF (2), and M is ternary if it is representable over GF (3). If M is representable over
every field, then M is regular.
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It is well known, and easily checked, that cycle matroids satisfy (I1)-(I3). A cir-
cuit of M(G) corresponds to a cycle of G. To get a basis of M(G), choose a spanning
tree for each connected component of G, and take the union of their edge sets. A matroid
is graphic if it is isomorphic to the cycle matroid of some graph. We now describe a few
other classes of matroids that are derived from graphs.
A Θ-graph is a graph consisting of two vertices that are joined by three internally
disjoint paths. A handcuff is a graph that consists either of two cycles that share a single
vertex, or two vertex-disjoint cycles together with a minimal path that meets each of the
cycles in a single vertex. Let C be the collection of Θ-graphs and handcuffs of G. Then C
is the collection of circuits of a matroid B(G), which we call the bicircular matroid of G.
A biased graph (G,Ψ) consists of a graph G and a set Ψ of cycles of G such that if
C1 and C2 are in Ψ and the induced graph G[C1 ∪ C2] is a Θ-graph, then the third cycle
in G[C1 ∪ C2] is also in Ψ. The cycles in Ψ are called balanced ; all other cycles are unbal-
anced.Such a collection Ψ is said to satisfy the Θ property. We say that G is balanced if it
has no unbalanced cycles; otherwise G is unbalanced.
From a biased graph (G,Ψ), we obtain a matroid M(G,Ψ) whose ground set is
E(G) and whose set of circuits consists of the members of Ψ together with those Θ-graphs
and handcuffs in which all cycles are unbalanced. A matroid M is a frame matroid if
M ∼= M(G,Ψ) for some biased graph (G,Ψ). Note that M(G,Ψ) is the cycle matroid of
G when Ψ consists of all of the cycles of G, while M(G,Ψ) is the bicircular matroid of G
when Ψ is empty.
Recall that H is a subgraph of G if V (H) ⊆ V (G) and E(H) ⊆ E(G). We define
two particular subgraphs. For v ∈ V (G), the deletion G − v of v from G is the graph
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(V −v, E ′), where E ′ is the set of edges of G not incident to v. For e ∈ E(G), the subgraph
(V,E − e) is the deletion of e from G and is denoted by G − e or G\e. The contraction
of e, denoted by G/e is the graph obtained by identifying the vertices incident to e and
removing e from the edge set of G. In particular, if e is a loop, then G/e is equal to G\e.
It is well known that, for any e, f ∈ E, we have G/e\f = G\f/e and G\e\f = G\f\e,
as well as G/e/f = G/f/e. So, for disjoint sets X ⊆ E and Y ⊆ E, we can denote by
G/X\Y the graph that is derived from G by, in any order, contracting all the edges of X
and deleting all the edges of Y . A vertex is isolated if it is not incident to any edges. If H
is obtained from G/X\Y , for some X and Y , by deleting any number of isolated vertices,
then H is a minor of G. A minor H of G is a proper minor if H ̸= G.
The definition of minors for matroids is similar to that for graphs, although ma-
troids do not have vertices. For the matroid M = (E, I), the deletion M\e of e from M
is the matroid (E − e, I − e), where I − e is the set of independent sets of M avoiding e.
Suppose e is not a loop. Then the contraction M/e of e from M is the matroid (E − e, I ′),
where I ′ is the set {I ⊆ E − e : I ∪ e ∈ I}. If e is a loop, we define M/e = M\e. As
for graphs, for disjoint sets X ⊆ E and Y ⊆ E, the matroid M/X\Y is well-defined and
is obtained by contracting the elements of X and deleting the elements of Y from M , in
any order. The matroid M/X\Y is a minor of M , and a minor N of M is a proper minor
if N ̸= M . For X ⊆ E, the restriction of M to X is M |X = M\(E − X), and the rank
rM(X) of X is the rank of M |X. If there is no ambiguity, we will often write r(X) instead
of rM(X). Deletion and contraction in graphs corresponds to deletion and contraction in
matroids, in that, M(G)\e =M(G\e) and M(G)/e =M(G/e).
Let M be a collection of graphs or a collection of matroids. Then M is minor-closed
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if, for every M ∈ M and every minor M ′ of M , we have M ′ ∈ M. If G is a minor-closed
class of graphs, then a graph G is an excluded minor of G if G ̸∈ G, but all of its proper
minors are in G. Similarly, if M is a minor-closed class of matroids, then a matroid M is
an excluded minor of M if M ̸∈ M, but all of its proper minors are in M. A common ques-
tion in both structural graph theory and structural matroid theory involves determining
if a class is minor-closed and, if so, finding its collection of excluded minors. The Robert-
sonSeymour theorem [33] showed that, for any infinite collection G of graphs, there are
graphs H and G in G with H isomorphic to a minor of G. In particular, this means that
every minor-closed class of graphs, other than the class of all graphs, has a finite number
of excluded minors, up to isomorphism. However, many classes of matroids have an infi-
nite number of excluded minors.
Recall that G = (V,E) is connected if, for any two vertices u, v ∈ V , there is a path
from u to v. For V ′ ⊆ V , we denote by G− V ′, the graph G(V − V ′, E ′), where E ′ = {e ∈
E : e is not incident with a vertex in V ′}. If, for all V ′ ⊆ V (G) with |V ′| < n, the graph
G − V ′ is connected, then G is n-connected, or more specifically, n-vertex-connected. If G
is n-connected, and s and t are distinct vertices of G, then, by Menger's Theorem (see, for
example, [25, Theorem 8.5.1]), there are n internally disjoint paths from s to t.
The matroid definition of connectivity is more difficult to state. We call
λM(X) = r(X) + r(E −X)− r(M)
the connectivity function of M . If there is no ambiguity, then we will often write λ(X) in-
stead of λM(X). For a positive integer k, if λ(X) < k, then both X and E − X are called
k-separating. If X is k-separating, and min{|X|, |E − X|} ≥ k, then (X,E − X) is called
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a k-separation of M . If, for all k ∈ {1, 2, . . . , n − 1}, there are no k-separations of M ,
then M is n-connected [36]. If M is 2-connected, then we call M connected. Let G be a
graph with |V (G)| ≥ 3 and no isolated vertices. Then M(G) is 2-connected exactly when
G is 2-connected and loopless (see, for example, [25, Corollary 8.1.6]). Tutte showed that a
simple graph G without isolated vertices and with |V (G)| ≥ 4 is 3-connected exactly when
M(G) is 3-connected. If M1 and M2 are matroids on disjoint ground sets, E1 and E2, then
the direct sum, M1 ⊕M2, of M1 and M2 is the matroid on E1 ∪ E2 whose collection of in-
dependent sets is {I1 ∪ I2 : I1 ∈ I(M1), I2 ∈ I(M2)}. A connected component of M is a
maximal set N ⊆ E(M) such that M |N is connected. We can write all matroids as direct
sums of their connected components. In Chapter 2, we shall describe a decomposition of
2-connected matroids into 3-connected matroids, circuits, and cocircuits.
There are several other types of connectivity; we discuss one type which is relevant
to this work. For X ⊆ E(M), the closure of X is clM(X) = {e ∈ E(M) : r(X ∪e) = r(X)}.
If clM(F ) = F , then F is a flat of M . A connected matroid M is unbreakable if M/F is
connected for all flats F of M . Pfeil [28] characterized the graphs G for which M(G) is
unbreakable. In Chapter 3, we consider for which graphs G there is a set of balanced cy-
cles Ψ for which M(G,Ψ) is unbreakable.
1.2. Nested matroids
In this section, we introduce a class of matroids that is of particular importance in
motivating the material done in both Chapters 2 and 3. We also introduce some related
classes of matroids. For a positive integer n, let [n] = {1, 2, 3, . . . , n}. For any integer r
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with 0 ≤ r ≤ n, the uniform matroid, Ur,n, of rank r on [n] is the matroid where I ⊆ [n] is
independent when |I| ≤ r. Uniform matroids are not graphic unless r ∈ {0, 1, n− 1, n}.
Let J = (J1, J2, . . . , Jn) be a collection of, not necessarily distinct, subsets of E.
A transversal of J is a set {e1, e2, . . . , en}, where ei ∈ Ji for each i ∈ [n], and the ei's
are distinct. (See also [25, Section 1.6].) If X is a transversal of J, then we also say X is
a transversal of (Ji : i ∈ [n]). A subset X of E is a partial transversal of (Ji : i ∈ [n])
if it is a transversal of (Ji : i ∈ K) for some K ⊆ [n]. Let I be the collection of partial
transversals of J. Then I is the collection of independent sets of a matroid, M = M [J].
Such a matroid is called a transversal matroid, and J is a presentation of M . Uniform ma-
troids are transversal. Graphic matroids need not be transversal. The class of transversal
matroids is not minor-closed. The smallest minor-closed class of matroids that contains
the class of transversals is the class of gammoids [24]. We omit a more direct definition
of gammoids. All gammoids, and hence all transversal and uniform matroids, are repre-
sentable over all sufficiently large fields.
A transversal matroid is nested if it has a nested presentation, that is, a transver-
sal presentation (B1, B2, . . . Bn) such that B1 ⊆ B2 ⊆ · · · ⊆ Bn. These matroids were
introduced by Crapo [8] and have appeared under a variety of names including freedom
matroids [9], generalized Catalan matroids [4], shifted matroids [1], and Schubert matroids
[34] (see [3]).
Oxley, Prendergast, and Row [26] showed that the class of nested matroids is
minor-closed and they determined the excluded minors for this class. Let M be a matroid
of rank r ≥ 1. The truncation T (M) of M is the matroid whose collection of indepen-
dent sets is {I ∈ I(M) : |I| ≤ r − 1}. The rank of T (M) is one less then r(M). For
8
0 ≤ k ≤ r − 1, we define Tk(M), the truncation to rank k of M , as the matroid obtained
by repeatedly truncating M until the resulting matroid has rank k.
Theorem 1.2.1. A matroid is nested if and only if, for all r ≥ 2, it has no minor iso-
morphic to the matroid that is obtained by truncating, to rank r, the direct sum of two r-
element circuits.
Let M be a matroid with e ̸∈ E(M). An extension of M is any matroid M ′ on
E(M)∪ e such that M ′\e =M . The free extension of M is T (M ⊕U1,1). Crapo [8] showed
that nested matroids coincide with the class of matroids that can be obtained from the
empty matroid by applying the operations of adding a coloop and taking a free extension
(see also [4, Theorem 3.14]). A straightforward modification of this result yields the fol-
lowing characterization of nested matroids.
Theorem 1.2.2. The class of nested matroids coincides with the class of matroids that
can be obtained from the empty matroid by adding coloops and truncating.
In Chapter 2, we give structural results on a class of matroids which is strikingly
similar to nested matroids, both in terms of its excluded minors and in terms of the con-
struction given above. In Chapter 3, we discuss further generalizations of these classes.
1.3. Matroid operations and constructions
In this section, we describe some additional operations and constructions on ma-
troids that are of importance to this work.
Duality is of particular significance to matroid theory and graph theory (see [25,
Chapter 2]). For a matroid M , we define the dual M∗ of M as the matroid whose collec-
tion of bases is {E(M) − B : B ∈ B(M)}. A planar embedding of a graph G is a drawing
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of G in the plane such that vertices correspond to distinct points in the plane, edges corre-
spond to simple curves that connect their endpoints but meet no other vertices, and each
point of intersection of two such curves is an end of both edges. If G has a planar embed-
ding, then it is planar. A plane graph is a planar graph with a planar embedding. For the
definition of the dual of a plane graph, see [Section 5.2][25]. We note that if G is a plane
graph, then (M(G))∗ = M(G∗), where G∗ is the dual of G. For a connected plane graph,
G = (G∗)∗, and, for all matroids, M = (M∗)∗. For any graph G, the matroid (M(G))∗ is
denoted M∗(G). It is called the bond matroid of G. A matroid is cographic if it is isomor-
phic to the bond matroid of some graph.
The regular matroid R10, and the matroid R12 are the vector matroids of the fol-
lowing matrices, A10 and A12, respectively, over GF (2).
A10 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 1 1 0 0 1
0 1 0 0 0 1 1 1 0 0
0 0 1 0 0 0 1 1 1 0
0 0 0 1 0 0 0 1 1 1
0 0 0 0 1 1 0 0 1 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
A12 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0 1 1 1 0 0 0
0 1 0 0 0 0 1 1 0 1 0 0
0 0 1 0 0 0 1 0 0 0 1 0
0 0 0 1 0 0 0 1 0 0 0 1
0 0 0 0 1 0 0 0 1 0 1 1
0 0 0 0 0 1 0 0 0 1 1 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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Seymour's Decomposition Theorem (see, for example, [Section 13.1][25]) implies that every
3-connected regular matroid is either graphic or cographic or has an R10 or R12-minor.
Let r be the rank function of M . Then the corank r∗M of M is the rank function of
M∗. We get
r∗(X) = r(E −X) + |X| − r(M).
This tells us that λM(X) = r(X) + r
∗(X) − |X| and that (X,E(M) − X) is k-separating
in M∗ exactly when it is k-separating in M . Thus, M∗ is n-connected exactly when M is
n-connected.
Now let M1 and M2 be arbitrary matroids with p1 ∈ E(M1) and p2 ∈ E(M2) where
pi is not a loop or a coloop of Mi, for i ∈ {1, 2}. Assume that E(M1), E(M2), and {p} are
disjoint sets. Let CP be defined as follows.
1.3.1.
CP = C(M1\p1) ∪ {(C1 − p1) ∪ p : p1 ∈ C1 ∈ C(M1)}
∪ C(M2\p2) ∪ {(C2 − p2) ∪ p : p2 ∈ C2 ∈ C(M2)}
∪ {(C1 − p1) ∪ (C2 − p2) : pi ∈ Ci ∈ C(Mi) for each i}.
Then CP is the collection of circuits of a matroid, namely, the parallel connection
P (M1,M2) = P ((M1, pi), (M2, p2)) of M1 and M2 with respect to the basepoints p1
and p2. Often we view P (M1,M2) as being formed from two matroids M1 and M2 with
{p} = E(M1) ∩ E(M2). In this context, p is the basepoint of the connection, and when p is
not a loop or a coloop in either M1 or M2, we have C
(︁
P (M1,M2)
)︁
is defined as in 1.3.1. If
p is a loop in M1, then
P (M1,M2) = P (M2,M1) =M1 ⊕ (M2/p).
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If P is a coloop in M1, then
P (M1,M2) = P (M2,M1) = (M1\p)⊕M2.
Suppose that M and N are matroids, each with at least two elements, and that
{p} = E(M) ∩ E(N), where p is not a loop or a coloop in either matroid. Then the 2-sum
M ⊕2 N is P (M,N)\p. The element p is the basepoint of the 2-sum, and M and N are
the parts of the 2-sum. Equivalently, M ⊕2 N is the matroid on
(︁
E(M) ∪ E(N))︁ − p with
circuits
C(M\p) ∪ C(N\p) ∪ {(C ∪D)− p : p ∈ C ∈ C(M) and p ∈ D ∈ C(N)}.
Recall that a matroid is disconnected if it can be written as a direct sum of
smaller matroids. The following analog was proved independently by Bixby, Cunningham,
and Seymour, see [25, Section 8.3].
Theorem 1.3.2. A 2-connected matroid M is not 3-connected if and only if M = M1 ⊕2
M2 for some matroids M1 and M2, each of which has at least three elements and is iso-
morphic to a proper minor of M .
This tells us that every matroid that is not 3-connected can be constructed from 3-
connected proper minors of itself by a sequence of the operations of direct sum and 2-sum.
A matroid-labeled tree is a tree T with vertex set {M1,M2, . . . ,Mk}, for some positive inte-
ger k, such that
(i) each Mi is a matroid;
(ii) if Mj1 and Mj2 are joined by an edge ei of T , then E(Mj1) ∩ E(Mj2) = {ei}, and ei
is not a loop or a coloop of either Mj1 or Mj2 ; and
(iii) if Mj1 and Mj2 are non-adjacent, then E(Mj1) ∩ E(Mj1) = ∅.
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Let e be an edge of a matroid-labeled tree T , joining N1 and N2. We denote by T/e the
matroid-labeled tree formed by contracting the edge e and relabeling the resulting vertex
N1 ⊕2 N2. Since the 2-sum is associative, for any S ⊆ E(T ), the matroid-labeled tree T/S
is well-defined. A tree decomposition of a 2-connected matroid M is a matroid-labeled tree
T such that if V (T ) = {M1,M2, . . . ,Mk} and E(T ) = {e1, e2, . . . , ek−1}, then
(i) E(M) =
(︁
E(M1) ∪ E(M2) ∪ . . . E(Mk)
)︁ ∪ {e1, e2, . . . , ek−1};
(ii) |E(Mi)| ≥ 3 for all i unless |E(M)| < 3, in which case k = 1 and M1 =M ;
and
(iii) M is the matroid that labels the single vertex T/{e1, e2, . . . , ek}.
We will use tree decompositions in Chapter 2 to characterize a class of matroids.
Let M be a matroid. A hyperplane of M is a flat H of M with r(H) = r(M) −
1. If H is both a circuit and a hyperplane of M , then H is a circuit-hyperplane. If H is a
circuit-hyperplane of M , then
(C(M)− {X}) ∪ {H ∪ e : e ∈ E(M)−H}
is the collection of circuits of a matroid. We say that the latter matroid is obtained from
M by relaxing the circuit-hyperplane H. Equivalently, for a circuit-hyperplane H of M ,
the relaxation of H is the matroid whose set of bases is B(M) ∪ H. We will consider one
example here. Let r ≥ 2 be an integer. Let Wr be the simple graph consisting of a cycle
C of size r, together with a vertex v, and edges from v to each vertex in C. Then Wr is
called a wheel graph. The matroid Wr = M(Wr) is a wheel. The cycle C is both a circuit
and a hyperplane of Wr. The matroid obtained from Wr by relaxing C is denoted W
r and
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is called a whirl. In particular, W2 is the matroid U2,4. Tutte's Wheels-and-Whirls Theo-
rem (see, for instance, [25, Theorem 8.8.4]) states the following.
Theorem 1.3.3. Let M be a 3-connected matroid M having at least one element. Then
M has no element e for which M\e or M/e is 3-connected if and only if M has rank at
least three and is isomorphic to a wheel or a whirl
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Chapter 2. Laminar Matroids
2.1. Introduction to laminar matroids
The results in this in this chapter are based on joint work with James Oxley [14].
Given a set E, a family A of subsets of E is laminar if, for every two sets A and B in A
with A ∩ B ̸= ∅, either A ⊆ B or B ⊆ A. Let A be a laminar family of subsets of a finite
set E. Let c be a function from A into the set of real numbers. Define I to be the set of
subsets I of E such that |I ∩ A| ≤ c(A) for all A in A. It is well known (see, for example,
[16, 17, 19, 22]) and easily checked that I is the set of independent sets of a matroid on E.
However, we include the proof for completeness, as one does not seem to appear in print.
Theorem 2.1.1. Let A be a laminar family of subsets of a finite set E, and let c be a
function from A into the set of real numbers. Then {I ⊆ E : |I ∩ A| ≤ c(A) for all A ∈ A}
is the collection of independent sets of a matroid.
Proof. We show that I = {I ⊆ E : |I ∩ A| ≤ c(A) for all A ∈ A} satisfies (I1)− (I3). It is
clear that ∅ ∈ I, and that if I ∈ I and I ′ ⊆ I, then I ′ ∈ I. We show (I3) using induction
on |A|. If |A| = 0, then I is the collection of independent sets of Un,n, where n = |E|, so
(I3) holds. Now, suppose that k = |A| ≥ 1 and that for all laminar families of size less
than k, (I3) holds. Choose I1 and I2 in I with |I2| > |I1|. Let P be the maximal elements
of A. Since A is laminar, P ∪ {f ∈ E : f ̸∈ A for any A ∈ P} partitions E. Now, since
|I2| ≥ |I1|, either there is an e ∈ I2 − I1 with e ∈ {f ∈ E : f ̸∈ A for any A ∈ P}, or there
is a P ∈ P with |I2∩P | > |I1∩P |. In the former case, (I1∪e) ∈ I, as (I1∪e)∩A = (I1∩A)
for all A ∈ A. In the latter, let A′ = A − P , and c′ be the restriction of c to the domain
This chapter is adapted from: Tara Fife, and James Oxley, Laminar matroids, European J. Combin.
62 (2017), 206216. It is reprinted with permission from The European Journal of Combinatorics
15
A′. Then, for i ∈ {1, 2} and for all A ∈ A′, we have |Ii ∩ A| ≤ c(A) = c′(A). So by our
induction step, there is an e ∈ I2 − I1 with |(I1 ∪ e) ∩ A| ≤ c′(A) = c(A) for all A ∈ A′.
Since |I1 ∩ P | < |I2 ∩ P | ≤ c(P ), we have |(I1 ∪ e) ∩ P | ≤ c(P ). Thus (I3) holds for A, and
(E, I) is indeed a matroid.
We call c a capacity function for the matroid (E, I) and write this matroid as
M(E,A, c). A matroid M is laminar if it is isomorphic to M(E,A, c) for some set E,
laminar family A, and capacity function c. We call (E,A, c) a presentation for M .
Laminar matroids have appeared quite frequently in the literature during the last
fifteen years. Interest in them has focused on how certain optimization problems, particu-
larly the matroid secretary problem, behave for such matroids [2, 6, 12, 19, 21, 35]. Huynh
[18] gave an overview of this work. With the exception of the thesis of Finkelstein [16],
where it is shown, for example, that every laminar matroid is a gammoid, there appears
to have been little work done on exploring the matroid properties of the class of laminar
matroids. Here we do just that. In particular, we give three characterizations of this class
of matroids beginning with the following.
Theorem 2.1.2. A matroid is laminar if and only if, for all circuits C1 and C2 with C1 ∩
C2 ̸= ∅, either cl(C1) ⊆ cl(C2), or cl(C2) ⊆ cl(C1).
As we shall see, it is not difficult to show that the class of laminar matroids is
minor-closed. For each r ≥ 3, let Yr be the matroid that is obtained by truncating, to rank
r, the parallel connection of two r-element circuits. Observe that the deletion from Yr of
the basepoint of the parallel connection is isomorphic to Ur,2r−2. From the last result, Yr is
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not laminar. Indeed, the collection of such matroids is the set of excluded minors for the
class of laminar matroids.
Theorem 2.1.3. A matroid is laminar if and only if it has no minor isomorphic to any
member of {Yr : r ≥ 3}.
As the reader will observe, these excluded minors are strikingly similar to the ex-
cluded minors for the class of nested matroids. In particular, each excluded minor for
nested matroids can be obtained from an excluded minor for laminar matroids by the con-
traction of a single element. This shows us that all nested matroids are laminar, a fact
that we shall show directly.
Our third characterization of the class of laminar matroids is a constructive one
that reveals how nested matroids and laminar matroids differ.
Theorem 2.1.4. The class of laminar matroids coincides with the class of matroids that
can be constructed by beginning with the empty matroid and using the following operations.
(i) Adding a coloop to a previously constructed matroid.
(ii) Truncating a previously constructed matroid.
(iii) Taking the direct sum of two previously constructed matroids.
In the next section, we prove Theorem 2.1.2 and show that every laminar matroid
has a unique presentation with no superfluous information. In Section 2.3, we prove The-
orem 2.1.3, while, in Section 2.4, we prove Theorem 2.1.4 and determine all of the lami-
nar matroids whose duals are also laminar. Finkelstein [16] showed that all laminar ma-
troids are gammoids. Hence, by a result of [29], all laminar matroids are representable
over all sufficiently large fields. In Section 2.5, we characterize binary laminar matroids
and ternary laminar matroids.
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2.2. Canonical presentation
In this section, we obtain a presentation for a laminar matroid that has no redun-
dant information. It is clear that, for a capacity function c of a laminar matroid, we lose
no generality in assuming that the range of c is the set of non-negative integers. The fol-
lowing lemma is an immediate consequence of the definition of laminar matroids.
Lemma 2.2.1. If I is independent in M(E,A, c) and A ∈ A, then I is independent in
M(E,A− {A}, c|A−{A}).
Throughout this section, we shall assume that M is the laminar matroid
M(E,A, c). Here and throughout this chapter, whenever we write c(A), it will be implicit
that A ∈ A. We say that a set A ∈ A is essential if M(E,A, c) ̸= M(E,A− {A}, c|A−{A}).
When M has no loops, we say that (E,A, c) is a canonical presentation for M if every
A ∈ A is essential. When M has a loop, we say that a presentation of M is canonical if it
can be written as (E,A ∪ {A0}, c), where A0 = cl(∅) and (E − A0,A, c|A) is a canonical
presentation of M\A0.
We omit the proof of the following well-known observation (see, for example, [22,
Section 2.4]).
Lemma 2.2.2. Suppose A and B are members of A such that B ⫋ A and c(B) ≥ c(A).
Then B is not essential.
Let A and H be members of a laminar family A and suppose that A ⫋ H. If there
is no G ∈ A such that A ⫋ G ⫋ H, then we say that A is a child of H. For A in A, denote
by χ(A) the set of children of A, and let S(A) = {e : e ∈ A − ∪F∈χ(A)F}. Observe that, in
M |A, either all of the elements of S(A) are coloops or all such elements are free.
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We define b(A) = |S(A)| +∑︁F∈χ(A) c(F ). When A is essential, we now bound the
capacity of A in terms of b(A).
Lemma 2.2.3. If c(A) ≥ b(A), then A is not essential.
Proof. Let I be independent in M(E,A − {A}, c|A−{A}). Then |I ∩ F | ≤ c(F ) for all F ∈
χ(A), and |I ∩ S(A)| ≤ |S(A)|. Since the set S(A) together with children of A partitions
A, we see that
|I ∩ A| = |I ∩ S(A)| +
∑︂
F∈χ(A)
|I ∩ F | ≤ |S(A)| +
∑︂
F∈χ(A)
c(F ) = b(A).
Hence A is not essential.
The last lemma generalizes the following elementary fact about canonical presenta-
tions.
Corollary 2.2.4. If (E,A, c) is a canonical presentation for M , then |A| > c(A) for all A
in A.
Proof. For A ∈ A, let d(A) = |A′ ∈ A : A′ ⊆ A|. If d(A) = 1, then A has no children,
and, by 2.2.3, we have |A| > c(A). Now suppose that, for all A′ ∈ A with d(A′) ≤ k − 1,
we have |A′| > c(A′), and that d(A) = k. Then, by 2.2.3, we have |A| > c(A), so the
statement holds by induction.
With the goal of showing the uniqueness of canonical presentations, next we exhibit
some relationships between circuits and canonical presentations. In particular, the next
lemma will show that if M has no loops, then cl(C) ∈ A for each circuit C and c (cl(C)) =
|C| − 1.
19
Lemma 2.2.5. Let C be a circuit of M . Assume that (E,A, c) is canonical. Then
(i) A contains a member AC of capacity |C| − 1 such that C ⊆ AC; and
(ii) if |C| ≥ 2, then AC = cl(C)− cl(∅).
Proof. Part (i) holds if |C| = 1. Assume that |C| ≥ 2, and that e ∈ C. Then, since
C is dependent, but C − e is independent, we must have e ∈ A for some A ∈ A where
|(C − e) ∩ A| ≤ c(A), but |C ∩ A| > c(A). Then c(A) = |(C − e) ∩ A|. Now, C ∩ A is
dependent, since |C ∩ A| > c(A). Thus C ∩ A = C, so C ⊆ A and c(A) = |C| − 1. Hence
(i) holds.
To prove (ii), assume that |C| ≥ 2. Let f be an element of cl(C) − cl(∅). By (i),
C ⊆ AC . Suppose f ∈ cl(C) − C. Then there is some circuit D with f ∈ D ⊆ C ∪ f .
Then, by (i), D ⊆ AD ∈ A and |D| − 1 = c(AD). Since f is not a loop, C ∩D, and hence
AC ∩AD, is non-empty. As A is a laminar family, this implies that AC ⊆ AD, or AD ⊆ AC .
But, since c(AD) = |D| − 1 ≤ |C| − 1 = c(AC), we deduce, from Lemma 2.2.2, that
AD ⊆ AC . Thus f ∈ AC as desired. Hence cl(C)− cl(∅) ⊆ AC .
Now, suppose that f ∈ AC − C. Since f ∈ AC , by the definition of a canonical
presentation, f ̸∈ cl(∅). Arbitrarily choose an element e of C. Then, since |(C − e) ∪ f | =
|C| > c(AC) and (C−e)∪f ⊆ AC , we have that (C−e)∪f is dependent, so f ∈ cl(C).
This lemma has the following consequence.
Corollary 2.2.6. If C and D are intersecting circuits of an arbitrary matroid N such that
cl(C) ̸⊆ cl(D) and cl(D) ̸⊆ cl(C), then N is not laminar.
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Proof. Neither C nor D is a loop because loops are in the closure of all sets. Assume that
N is laminar and let (E,A, c) be a canonical presentation of N . Since C meets D, we de-
duce that AC meets AD. But neither is a subset of the other.
Theorem 2.2.7. A laminar matroid M has a unique canonical presentation. Indeed, when
M is loopless, A = {cl(C) : C is a circuit of M} and c(cl(C)) = r(C) = |C| − 1.
The core of the proof of this theorem is contained in the next result.
Lemma 2.2.8. Let (E,A, c) be a canonical presentation for a loopless laminar matroid
M . If A ∈ A, then A is dependent. Moreover, if C is a maximum-sized circuit contained
in A, then AC = A so c(A) = |C| − 1.
Proof. By Corollary 2.2.4, c(A) < |A|. Thus A is dependent. Now choose A to be a min-
imal counterexample to Lemma 2.2.8. As C ⊆ A ∩ AC , either A ⫋ AC or AC ⫋ A. In
the first case, by Lemma 2.2.2, c(A) ≤ c(AC) − 1 = |C| − 2. Hence A cannot contain an
independent set of size |C| − 1. This is a contradiction since C ⊆ A. Thus AC ⫋ A. Now
A has a child A′ such that AC ⊆ A′ ⫋ A. The choice of A implies that A′ = AC .
Let A1, A2, . . . , An be the children of A other than AC and write A0 for AC . Then,
for each i, our choice of A means that c(Ai) = |Ci| − 1, where Ci is a maximum-sized
circuit contained in Ai. Arbitrarily choose ei in Ci. Then Ci − ei is a basis for Ai. Clearly
S(A) = A− (A0 ∪ A1 ∪ · · · ∪ An).
By Lemma 2.2.3, |S(A)| +∑︁ni=0 c(Ai) = b(A) ≥ c(A) + 1. Now |⋃︁ni=0(Ci − ei) ∪
S(A)| = b(A) so ⋃︁ni=0(Ci − ei) ∪ S(A) contains a subset X such that |X| = c(A) + 1.
As |X ∩ A| = |X| > c(A), we see that X is dependent. Thus X contains a circuit Z and
cl(Z) = AZ . Then c(AZ) = |Z| − 1 ≤ |X| − 1 = c(A). As AZ and A meet, it follows
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by Lemma 2.2.2 that AZ ⊆ A. Now Z ̸⊆ S(A), otherwise AZ is a proper subset of A
that is in A but is not contained in a child of A. Thus either Z meets Ci and Cj for some
distinct i and j, or Z meets Ci and S(A). In each case, by Corollary 2.2.6, cl(Ci) ⊆ cl(Z),
or cl(Z) ⊆ cl(Ci). If Z meets S(A), then Z ̸⊆ cl(Ci) so cl(Ci) ⫋ cl(Z). The last inclusion
also holds if Z meets Cj since cl(Ci) and cl(Cj) are disjoint. As cl(Ci) is a child of A, and
cl(Ci) ⊆ cl(Z) ⫋ A, it follows that cl(Z) = cl(Ci), a contradiction.
Proof of Theorem 2.2.7. It suffices to prove the result for loopless matroids. Sup-
pose that (E,A, c) is a canonical presentation for M , and let M be loopless. Then
{AC : C is a circuit of M} ⊆ A. Now take A in A. Then, by Lemma 2.2.8, A = AC where
C is a maximum-sized circuit contained in A. Thus the theorem holds.
We omit the proof of the following elementary result (see, for example, [25, Exer-
cise 1.1.5]).
Lemma 2.2.9. Let N be a matroid, C be a circuit of N , and e be a non-loop element of
cl(C)− C. Then N has circuits D and D′ such that e ∈ D ∩D′ and (D ∪D′)− e = C.
Next we prove our first main result.
Proof of Theorem 2.1.2. By Corollary 2.2.6, if C and D are intersecting circuits in a lam-
inar matroid, then cl(D) ⊆ cl(C) or cl(C) ⊆ cl(D). To prove the converse, let N be a
matroid in which, for every two intersecting circuits, the closure of one is contained in the
closure of the other. We may assume that N is loopless. Let A′ = {cl(C) : C ∈ C(N)}.
Suppose A1, A2 ∈ A′ and A1∩A2 ̸= ∅. Let C1 and C2 be circuits so that cl(Ci) = Ai
for each i in {1, 2}. If C1 ∩ C2 ̸= ∅, then, by the given condition, A1 ⊆ A2 or A2 ⊆ A1.
Now suppose that C1 ∩ C2 = ∅ and e ∈ cl(C1) ∩ cl(C2). Since e is not a loop, Lemma 2.2.9
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implies that, for each i in {1, 2}, there are circuits Di and D′i of M such that e ∈ Di ∩ D′i
and Di∪D′i = Ci∪e. Now e ∈ D1∩D2 so our hypothesis implies, without loss of generality,
that cl(D1) ⊆ cl(D2).
If cl(D′1) is contained in either cl(D2) or cl(D
′
2), then C1 and hence cl(C1) is con-
tained in cl(C2). But otherwise, both cl(D2) and cl(D
′
2) are subsets of cl(D
′
1), so cl(C2) ⊆
cl(C1). We conclude that A
′ is a laminar family.
For each A in A′, let c′(A) = rN(A), and let N ′ = M(E,A′, c′). We shall show that
every circuit of N is dependent in N ′, and every circuit of N ′ is dependent in N . From
this, it will follow immediately that N = N ′ (see, for example, [25, Lemma 2.1.22]). Sup-
pose C is a circuit of N . Then |C ∩ cl(C)| = |C| > rN(C) = c′(cl(C)), so C is dependent
in N ′. Now let D be a circuit of N ′. Then A′ contains a set A′ such that c′(A′) < |D ∩ A′|.
But, for all d in D, as D − d is independent in N ′, it follows that |(D − d) ∩ A′| ≤ c′(A′).
Hence D ⊆ A′ and c′(A′) < |D|. But c′(A′) = rN(cl(C ′)) for some circuit C ′ of N . Thus D
is dependent in N otherwise c′(A′) ≥ |D|, a contradiction.
We conclude that N = N ′, so N is laminar and the theorem holds.
The next two results are immediate consequences of Theorem 2.1.2.
Corollary 2.2.10. A matroid is laminar if and only if, for every pair C1, C2 of non-
spanning circuits with C1 ∩ C2 ̸= ∅, either cl(C1) ⊆ cl(C2) or cl(C2) ⊆ cl(C1).
Corollary 2.2.11. Every matroid with at most one non-spanning circuit is laminar.
Our third corollary of Theorem 2.1.2 requires some more proof.
Corollary 2.2.12. Let M be a loopless laminar matroid and (E,A, c) be its canonical pre-
sentation. Suppose |E| ≥ 2. Then the following are equivalent.
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(i) M is connected;
(ii) E ∈ A;
(iii) M has a spanning circuit; and
(iv) M has a spanning circuit using e for each e ∈M .
Proof. Since M is loopless, clearly (iv) implies (iii), which implies (i). Suppose E ∈ A.
Then, by Lemmas 2.2.5 and 2.2.8, as M is loopless, E = AC = cl(C) where C is a
maximum-sized circuit of M . Hence (ii) implies (iii).
Now, suppose M is connected but E ̸∈ A. If M has an element e that is in no
member of A, then e is a coloop of M , a contradiction. Thus, if F1, F2, . . . , Fk are the
maximal members of A, then F1 ∪ F2 ∪ · · · ∪ Fk = E. We shall show that k = 1. As-
sume k > 1. For each i in {1, 2, . . . , k}, let Ci be a maximum-sized circuit contained in
Fi. Then, by Lemmas 2.2.5 and 2.2.8, Fi = cl(Ci). As M is connected, it has a circuit D
meeting C1 and C2. By Corollary 2.2.6, either cl(D) ⊆ cl(Ci) for some i in {1, 2}, or cl(D)
contains both F1 and F2. Since F1 and F2 are disjoint, the latter holds. By Theorem 2.2.7,
AD ∈ A, and AD contains Fi and F2, a contradiction. Hence E ∈ A. We conclude that (i)
implies (ii).
Finally, suppose that C is a spanning circuit of M , and that e ̸∈ C. Then E ∈ A. If
e ̸∈ A for all A ∈ (A−{E}), then C△{e, f} is clearly a circuit of M for all f ∈ C. Assume
that e ∈ A′, for some child A′ of A. As r(A′) < r(C), there is some f ∈ C − A′. Then
C△{e, f} is a circuit. We conclude that (iii) implies (iv), so the corollary holds.
The next result follows immediately from the last result and Theorem 2.2.7.
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Corollary 2.2.13. Let M be a loopless laminar matroid and (E,A, c) be its canonical pre-
sentation. Then the members of A are connected flats of M .
Corollary 2.2.14. In a laminar matroid with (E,A, c) as its canonical presentation, if F
is a connected flat of M with |F | ≥ 2, then F ∈ A.
Proof. Since F is a connected flat of M , by Corollary 2.2.12 M |F has a spanning circuit C
in M |F . But C is also a circuit of M , so F = cl(C) ∈ A.
2.3. Excluded minors
In this section, we show that the class of laminar matroids is a minor-closed, and
we prove our excluded-minor characterization.
Lemma 2.3.1. Every minor of a laminar matroid is laminar.
Proof. Let M be a laminar matroid and (E,A, c) be its canonical presentation. Suppose
e ∈ E. Clearly {A − e : A ∈ A} is a laminar family; we denote it by A − e. Observe that,
if A and A′ are members of A with A ⫋ A′, then |A′ − A| ≥ 2. To see this, note that, by
Lemmas 2.2.2 and 2.2.3 and Corollary 2.2.4, c(A)+2 ≤ c(A′)+1 ≤ b(A′) ≤ c(A)+ |A′−A|.
For each A′ ∈ A−e, choose the unique A ∈ A with A−e = A′, and let c′(A′) = c(A).
We shall show that
2.3.1.1. M\e =M(E − e,A− e, c′).
Suppose that I is independent in M\e. Then |I ∩ A| ≤ c(A) for all A in A. As
e /∈ I, it follows that |I ∩ (A− e)| ≤ c′(A− e) for all A− e in A− e. Thus I is independent
in M(E − e,A− e, c′).
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Now, suppose that J is independent in M(E − e,A − e, c′). Then |J ∩ (A − e)| ≤
c′(A − e) for all (A − e) ∈ (A − e). Now, for each A ∈ A, we have |J ∩ A| = |J ∩ (A −
e)| ≤ c′(A − e) = c(A), so J is independent in M and, hence, is independent in M\e. We
conclude that 2.3.1.1 holds.
To show that M/e is laminar, we may assume that e is not a loop as otherwise the
result holds by 2.3.1.1. Now, define c′′ on A− e by
c′′(A− e) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
c(A)− 1 if e ∈ A;
c(A) if e ̸∈ A.
We will show that
2.3.1.2. M/e =M(E − e,A− e, c′′).
Suppose that I is independent in M/e. Then I ∪ e is independent in M . Thus,
|(I ∪ e) ∩ A| ≤ c(A) for all A ∈ A. Now
|I ∩ (A− e)| = |(I ∪ e) ∩ (A− e)| =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
|(I ∪ e) ∩ A| − 1 if e ∈ A;
|(I ∪ e) ∩ A| if e ̸∈ A;
≤
⎧⎪⎪⎪⎨⎪⎪⎪⎩
c(A)− 1 if e ∈ A;
c(A) if e ̸∈ A;
= c′′(A− e).
Thus I is independent in M(E − e,A′, c′′).
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Now suppose that J is independent in M(E − e,A − e, c′′). Then |J ∩ A′| ≤ c′′(A′)
for all A′ ∈ A′. Let A ∈ A be such that A′ = A− e. Then
|(J ∪ e) ∩ A| =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
|J ∩ (A− e)|+ 1 if e ∈ A;
|J ∩ (A− e)| if e ̸∈ A;
≤
⎧⎪⎪⎪⎨⎪⎪⎪⎩
c′′(A− e) + 1 if e ∈ A;
c′′(A− e) if e ̸∈ A;
= c(A).
We conclude that J ∪ e is independent in M , so J is independent in M/e. Thus 2.3.1.2
holds and, hence, so does the theorem.
We note that, from the well-known matroid P6, one can see that the presentations
in 2.3.1.1 and 2.3.1.2 need not be canonical. In particular, the canonical presentation of
P6, with the labeling in Figure 2.1, is A =
{︁{a, b, c}, {a, b, c, d, e, f}}︁, with c({a, b, c}) = 2
and c({a, b, c, d, e, f}) = 3. From 2.3.1.1, we get the presentation {︁{b, c}, {b, c, d, e, f}}︁,
with c({b, c}) = 2 and c({b, c, d, e, f}) = 3 for P6\a. We, get from 2.3.1.2, the presentation{︁{a, b, c}, {a, b, c, e, f}}︁, with c({a, b, c}) = 2 = c({a, b, c, e, f}) for P6/d. Neither of these
presentations is canonical.
a b c
d
e
f
Figure 2.1. A geometric presentation for P6
We now prove our second main result.
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Proof of Theorem 2.1.3. Recall that, for each r ≥ 3, the matroid Yr is obtained from the
parallel connection of two r-element circuits C1 and C2 across the basepoint p by truncat-
ing this parallel connection to rank r. Since the only new circuits created by truncation
are spanning, it follows that C1 and C2 are the only non-spanning circuits of Yr.
2.3.2.1. Yr is an excluded minor for the class of laminar matroids for all r ≥ 3.
To see this, first observe that, by Corollary 2.2.10, Yr is not laminar. Let e ∈ E.
Without loss of generality, we may assume that e ∈ C1. The only potential non-spanning
circuit of M\e is C2. Thus M\e is laminar by Corollary 2.2.11.
The contraction M/p has C1 − p and C2 − p as its only non-spanning circuits. Since
these circuits are disjoint, it follows by Corollary 2.2.10 that M/p is laminar. Now assume
that e ̸= p and e ∈ C1. Then M/e has C1 − e as its only non-spanning circuit. Thus M/e
is laminar by Corollary 2.2.11. We conclude that 2.3.2.1 holds.
Now let N be an excluded minor for the class of laminar matroids. Since N is not
laminar, by Theorem 2.1.2, N contains two intersecting circuits C1 and C2 such that C1 ∩
C2 ̸= ∅ and neither cl(C1) ⊆ cl(C2) nor cl(C2) ⊆ cl(C1). Choose such a pair of circuits
{C1, C2} such that |C1 ∪ C2| is minimal.
Since N is an excluded minor, |C1 ∩C2| = 1 otherwise, for e in C1 ∩C2, the matroid
N/e has C1−e and C2−e as intersecting circuits with the closure of neither containing the
other, so N/e is not laminar, a contradiction. Similarly, E(N) = C1∪C2 otherwise deleting
an element of E(N)− (C1 ∪ C2) would yield a non-laminar matroid.
2.3.2.2. Let C be a circuit of N such that C meets C1 − cl(C2) and C2 − cl(C1). Then C
is spanning.
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To see this, note that, as C ̸⊆ cl(C1) and C ̸⊆ cl(C2), Theorem 2.1.2 implies that
C1 ⊆ cl(C) and C2 ⊆ cl(C). Hence C is spanning.
2.3.2.3. cl(Ci) = Ci for each i in {1, 2}.
It suffices to prove this assertion for i = 1. Suppose e ∈ cl(C1) − C1. By
Lemma 2.2.9, N has circuits D and D′ with e ∈ D ∩ D′ and C1 ∪ e = D ∪ D′. Both
C1 − D and C1 − D′ are non-empty so |C1 ∪ C2| exceeds both |C2 ∪ D| and |C2 ∪ D′|.
Hence, by the minimality assumption, either cl(C2) is contained in one of cl(D) or cl(D
′);
or cl(C2) contains both cl(D) and cl(D
′). This gives a contradiction since, in the first case,
cl(C2) ⊆ cl(C1) while, in the second, cl(C1) ⊆ cl(C2). Thus cl(C1) = C1.
2.3.2.4. |C1| = r(N) = |C2|.
Take e in C1 − C2. As cl(C2) = C2, it follows that C1 − e and C2 are intersecting
circuits of N/e. Hence, by Theorem 2.1.2, clN/e(C2) ⊆ clN/e(C1 − e), or clN/e(C1 − e) ⊆
clN/e(C2). The first possibility gives the contradiction that clN(C2) ⊆ clN(C2 ∪ e) ⊆
clN(C1). Hence cl(C1) ⊆ cl(C2 ∪ e), so cl(C2 ∪ e) = E(N). Thus C2 ∪ e spans N while
the circuit C2 does not, so r(N) = |C2|. By symmetry, 2.3.2.4 holds.
2.3.2.5. The only non-spanning circuits of N are C1 and C2.
Let D be a non-spanning circuit of N that differs from C1 and C2. Then D meets
each of C1 − C2 and C2 − C1. As cl(C2) = C2 and cl(C1) = C1, we deduce by 2.3.2.2 that
D is spanning. Thus 2.3.2.5 holds.
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Since cl(C1) = C1, we deduce that r(N) ≥ 3. Recalling that a matroid of given
rank is uniquely determined by a list of its non-spanning circuits (see, for example, [25,
Proposition 1.4.14]), we deduce that N ∼= Yr for some r ≥ 3.
The following is an immediate consequence of Theorem 2.1.3.
Corollary 2.3.3. Every matroid of rank at most two is laminar.
2.4. Constructing laminar matroids
In this section, we begin by proving our third characterization of laminar matroids,
Theorem 2.1.4. We then show that all nested matroids are laminar and we determine pre-
cisely which laminar matroids have duals that are also laminar.
Proof of Theorem 2.1.4. We first show that the class of laminar matroids is closed under
adding coloops, truncating, and taking direct sums. If M(E,A, c) is a laminar matroid,
then we see that M(E,A, c) ⊕ U1,1 = M(E ∪ e,A, c). Further, when r(M(E,A, c)) >
0, one easily checks that T (M(E,A, c)) = M(E,A′, c′) where A′ = A ∪ {E}, while
c′(E) = rM(E) − 1, and c′(A) = c(A), for all A in A′ − {E}. Finally, let (E1,A1, c1)
and (E2,A2, c2) be canonical presentations for laminar matroids on disjoint sets E1 and
E2. Then M(E1,A1, c1) ⊕M(E2,A2, c2) = M(E1 ∪ E2,A1 ∪ A2, c), where c coincides with
c1 when restricted to A1 and with c2 when restricted to A2.
Let M be a laminar matroid having (E,A, c) as its canonical presentation. To
prove that every laminar matroid can be constructed from the empty matroid in the man-
ner described, we proceed by induction on |E(M)|. The result is immediate if |E(M)| ≤ 1.
Assume it holds if |E(M)| < k and let |E(M)| = k ≥ 2. If M(E,A, c) is disconnected,
then M(E,A, c) is the direct sum of its components, each of which can be constructed.
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Hence we may assume that M is connected. Thus M is loopless. Moreover, by Corol-
lary 2.2.12, E ∈ A. Let A1, A2, . . . , An be the children of E in A. Then, by Theorem 2.2.7,
each Ai is a flat of M and c(Ai) = r(Ai).
Suppose first that E−∪ni=1Ai is non-empty and let e be in this set. Then e is free in
M . Now M\e can be constructed in the manner described. Since M can be obtained from
M\e by adjoining e as a coloop and then truncating the resulting matroid, we deduce that
M can be constructed in the desired manner. We may now assume that E = ∪ni=1Ai.
For each i in {1, 2, . . . , n}, let Mi be M(Ai,Ai, ci), where Ai = A∩ 2Ai , and ci is the
restriction of c to Ai. Evidently
Mi =M |Ai. (2.4.1)
Since E = ∪ni=1Ai, it follows that n ≥ 2.
We show next that, for all i in {1, 2, . . . , n},
r(Mi) < r(M) < r(M1) + r(M2) + · · ·+ r(Mn). (2.4.2)
The first inequality follows by Theorem 2.2.7, Lemma 2.2.2, and Corollary 2.2.12
since r(Ai) = c(Ai) < c(E) = r(M). The second inequality is an immediate consequence of
the fact that M is connected. We conclude that (2.4.2) holds.
Now let r = r(M) and let M ′ be the truncation of M1 ⊕M2 ⊕ · · · ⊕Mn to rank r.
Then, by (2.4.1) and (2.4.2), for all i in {1, 2, . . . , n},
M |Ai =Mi =M ′|Ai. (2.4.3)
To complete the proof of the theorem, observe that the following are equivalent for
a subset X of E.
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(i) X is a non-spanning circuit of M ′;
(ii) X is a non-spanning circuit of M1 ⊕M2 ⊕ · · · ⊕Mn;
(iii) X is a circuit of Mi for some i in {1, 2, . . . , n};
(iv) X is a non-spanning circuit of M .
Since r(M ′) = r(M), we deduce that M ′ =M .
Now let M be a nested matroid having (B1, B2, . . . , Bn) as a presentation with
∅ ̸= B1 ⫋ B2 ⫋ · · · ⫋ Bn. Let B0 = E(M) − Bn. Then one easily checks that
M = M(E,B, c) where B = {B0, B1, . . . , Bn} and c(Bi) = i for all i. In fact, all nested
matroids are laminar.
Lemma 2.4.1. Let N be a transversal matroid having a nested presentation (B1, B2, . . . Bn).
Then N is laminar with the set A in its canonical presentation consisting of cl(∅) together
with the unique maximal subset of {B1, B2, . . . , Bn} no two members of which are equal.
Proof. Clearly we may assume that each Bi is non-empty. As above, let B0 = E(N) − Bn
and take c(B0) = 0. The members of B1, B2, . . . , Bn need not be distinct. Pass through
this list of sets deleting each Bi for which Bi = Bi+1. Let B be the resulting collection
of distinct sets Bi1 , Bi2 , . . . , Bik . Each of these sets is properly contained in its successor.
Define c(Bit) = rN(Bit). Then it is straightforward to check that N = M(E(N),B ∪
{B0}, c).
Corollary 2.4.2. A loopless laminar matroid M with canonical presentation (E,A, c) is
nested if and only if A is totally ordered under set inclusion.
Proof. If M is nested, then it is an immediate consequence of the last lemma that A is
indeed totally ordered. Conversely, let A = {A0, A1, . . . , An} where Ai ⫋ Ai+1 for all i < n.
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Let B be the family of sets consisting of c(A1) copies of A1 along with c(Ai) − c(Ai−1)
copies of Ai for all i in S{2, 3, . . . , n}. The corollary now follows without difficulty.
The last result is reminiscent of the following result of [26], which was elegantly
restated by Bonin and de Mier [3]. Recall that a cyclic flat of a matroid is a flat that is a
union of circuits.
Lemma 2.4.3. A matroid is nested if and only if its collection of cyclic flats is totally
ordered under set inclusion.
The next result determines precisely which matroids have the property that both
M and M∗ are laminar, noting that nested matroids are a fundamental class of such ma-
troids.
Proposition 2.4.4. The following are equivalent for a matroid M .
(i) Both M and M∗ are laminar.
(ii) Each component of M is either a nested matroid or is a truncation to some non-
zero rank of the direct sum of two uniform matroids of positive rank.
The proof of this proposition will use the following.
Lemma 2.4.5. Let (E,A, c) be the canonical presentation of a connected laminar matroid
M . If A ∈ A, then E − A is a connected flat of M∗.
Proof. Suppose e ∈ A and e ∈ cl∗(E−A). Then e ̸∈ cl(A−e). This gives a contradiction to
Theorem 2.2.7 as A is the closure of a circuit of M . We deduce that E − A is flat of M∗.
Now assume M∗|(E−A) is disconnected. Then so is M/A. Let X and Y be distinct
components of M/A. As M has no coloops, each of X and Y has at least two elements.
If both X ∪ A and Y ∪ A are connected flats of M , then, by Corollary 2.2.13, both are
in A and we contradict the fact that A is laminar. Thus we may assume that M |(X ∪
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A) is disconnected. Then the last matroid has X and A as its components. Now M has a
circuit C that meets both A and X. This circuit must also meet E − (X ∪ A) otherwise
M |(X ∪ A) is connected. Now C − A is a union of circuits of M/A. Since no such circuit
meets both X and E − (X ∪ A), there is a circuit D of M/A contained in C ∩ X. As
r(A) + r(X) = r(A ∪ X), it follows that D is a circuit of M that is properly contained in
C, a contradiction. We conclude that E − A is a connected flat in M∗.
Proof of Proposition 2.4.4. Since, by Theorem 2.1.4, the class of laminar matroids
is closed under direct sums, it suffices to prove the proposition in the case that M is
connected. If M is nested, then, by [26], so is M∗. Now suppose that M is the trunca-
tion to some positive rank r of the direct sum of uniform matroids M1 and M2 where
r(M1) ≥ r(M2) > 0. Since each uniform matroid is laminar and the class of laminar
matroids is closed under direct sums and truncation, M is laminar. To see that M∗ is
also laminar, suppose first that r = r(M1). Then M has E(M2) as its unique proper
non-empty cyclic flat. Hence M∗ has E(M1) as its unique proper non-empty cyclic flat so,
by Lemma 2.4.3, M∗ is nested and hence is laminar. We may now assume that r > r(M1).
For each i in {1, 2}, let Ei = E(Mi). Then, by determining the hyperplanes of M , it
follows that the only non-spanning circuits of M∗ consist, for each permutation (i, j) of
{1, 2} of those subsets of Ei with exactly |Ei| − r+ rj +1 elements. Thus M∗|Ei is uniform
for each i, and M∗ is obtained by truncating the direct sum of M∗|E1 and M∗|E2 to rank
|E(M)| − r. We deduce, from above, that M∗ is laminar. We conclude that if (ii) holds,
then both M and M∗ are laminar.
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To prove the converse, let M be a connected laminar matroid such that M∗ is lam-
inar but M is not nested. Let (E,A, c) be the canonical presentation of M . Since M is
not nested, A contains two disjoint sets, A1 and A2. Without loss of generality, we may
assume that A1 and A2 are minimal members of A. Let (E,A
∗, c∗) be the canonical pre-
sentation of M∗. By Lemmas 2.4.5 and 2.2.14, E −A1 and E −A2 are in A∗. Thus E −A1
and E − A2 are disjoint. Hence E = A1 ∪ A2. Since the only non-spanning circuits of M
are contained in A1 or A2, and M |Ai is uniform matroid for each i, the result follows.
The last proof was inspired by the work of Bonin and de Mier [3] on lattice path
matroids.
2.5. Which laminar matroids are binary or ternary?
In this section, we determine precisely which laminar matroids are binary or
ternary. We begin by showing that the class of laminar matroids is closed under the
operation of parallel extension.
Lemma 2.5.1. Every parallel extension of a laminar matroid is laminar.
Proof. Let M be a laminar matroid having (E,A, c) as its canonical presentation. By
Theorem 2.1.4, it suffices to prove the result when M is loopless. Let e be an element of
M and let f be an element not in E. Suppose first that e is in a 2-circuit C of M . Then
AC ∈ A. Now add f to every member of A that contains e leaving the capacity of each
such set unchanged. It is straightforward to check that this process yields a laminar ma-
troid that is an extension of M and has {e, f} as a circuit. If e is not in a 2-circuit of M ,
then add {e, f} to A as a set of capacity 1, and add f to every member of A that contains
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e leaving the capacity of each such set unchanged. Again, it is straightforward to check
that this gives a laminar matroid that is a parallel extension of M .
The characterizations of the laminar matroids that are binary or ternary involve
the matroid Yr. We recall that, for r ≥ 3, this matroid is the truncation to rank r of the
parallel connection, across the basepoint p, of two r-element circuits. In particular, Y3 is
isomorphic to a single-element deletion of M(K4). Moreover, as noted in the introduction,
for all r,
Yr\p ∼= Ur,2r−2. (2.5.1)
Theorem 2.5.2. The following are equivalent for a matroid N .
(i) Each component of N has rank at most one or can be obtained from a circuit by a
sequence of parallel extensions.
(ii) N is graphic and laminar.
(iii) N is regular and laminar.
(iv) N is binary and laminar.
(v) N has no minor in {Y3, U2,4}
Proof. It is clear that each of (i)(iv) implies its successor. We complete this proof by
showing that (v) implies (ii), and that (ii) implies (i). To show that (v) implies (ii), sup-
pose that N has no Y3- or U2,4-minor. Then N has no minor in {U2,4, F7, F ∗7 ,M∗(K5),M∗(K3,3)}.
Thus N is graphic. Moreover, by (2.5.1), Yr has a U2,4-minor for all r ≥ 4. It follows, by
Theorem 2.1.3, that N is laminar. Thus (v) implies (ii).
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To show that (ii) implies (i), suppose that N is a graphic laminar matroid. Then,
by Theorem 2.1.4 and Lemma 2.5.1, we may assume that N = M(G) for some simple 2-
connected graph G having at least three vertices. Now G does not have K4\e as a minor.
Take a maximal-length cycle C in G. Then either E(G) = E(C), or G\E(C) has a path
joining distinct non-consecutive vertices of C. In the latter case, G has K4\e as a minor.
This contradiction completes the proof.
To prove the characterization of ternary laminar matroids, we shall use a result of
Cunningham and Edmonds (in [10]) that decomposes a 2-connected matroid into circuits,
cocircuits, and 3-connected matroids.
Theorem 2.5.3. Let M be a 2-connected matroid. Then M has a tree decomposition T in
which every vertex label is 3-connected, a circuit, or a cocircuit, and there are no two adja-
cent vertices that are both labeled by circuits or are both labeled by cocircuits. Moreover, T
is unique to within relabeling of its edges.
The tree decomposition of M whose uniqueness is guaranteed by the last theorem
is called the canonical tree decomposition of M .
Theorem 2.5.4. The following are equivalent for a matroid N .
(i) N is ternary and laminar.
(ii) N has no minor in {U2,5, U3,5, Y3}.
(iii) Each component of si(N) has rank at most one, is U2,4 or U2,4 ⊕2 U2,4, or can be
obtained from an n-circuit for some n ≥ 3 by 2-summing on copies of U2,4 across k
distinct elements of the circuit for some k in {0, 1, . . . , n}.
Proof. It is clear that (i) implies (ii). Moreover, it follows from (2.5.1) that (ii) implies (i).
To show that (ii) implies (iii), suppose that N has no minor in {U2,5, U3,5, Y3}.
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Clearly, we may also assume that N is simple and 2-connected and r(N) ≥ 2. By Tutte's
Wheels-and-Whirls Theorem (see, for example, [25, Theorem 8.8.4]), every 3-connected
matroid with at least four elements has a U2,4- or M(K4)-minor. As N has no minor in
{U2,5, U3,5, Y3}, the only possible 3-connected minor of N with at least four elements is
U2,4. Consider the canonical tree decomposition T for N . By Theorem 2.5.2, we may
assume that N is non-binary. Then T has a vertex labeled by a copy of U2,4 and every
other vertex of T is labeled by a circuit, a cocircuit, or a copy of U2,4. Moreover, as N
is simple, no leaf of T is labeled by a cocircuit. If T has an interior vertex labeled by a
cocircuit, then this vertex has neighbors x and y each of which is labeled by a circuit or
a copy of U2,4. Thus N has as a minor the parallel connection of two copies of U2,3, so
N has a Y3-minor, a contradiction. Now every U2,4-labeled vertex of T is a leaf since if a
U2,4-labeled vertex has two neighbors, then each is labeled by a circuit or a copy of U2,4, so
N has Y3 as a minor. It follows that N is U2,4 or U2,4 ⊕2 U2,4, or N can be obtained from
an n-circuit C by 2-summing on copies of U2,4 across k distinct elements of C for some k
with 0 ≤ k ≤ n. We deduce that (ii) implies (iii).
Finally, suppose (iii) holds. Then one easily checks that N has no minor in
{U2,5, U3,5, Y3}, so (iii) implies (ii), and the theorem holds.
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Chapter 3. Generalized Laminar Matroids
3.1. Introduction
The results of this chapter are based on joint work with James Oxley [15]. In
Chapter 2, we characterized laminar matroids both constructively and via excluded mi-
nors. Here we exploit some of the similarities between nested and laminar matroids to
define two natural infinite families of classes of matroids, each having the classes of nested
and laminar matroids as their smallest members. Every matroid belongs to a member of
each of these families.
We say that a flat in a matroid is Hamiltonian if it has a spanning circuit. A re-
statement of Lemma 2.4.3 is that a matroid is nested if and only if its Hamiltonian flats
form a chain under inclusion. This immediately yields the following result.
Proposition 3.1.1. A matroid is nested if and only if, for all circuits C1 and C2, either
C1 ⊆ cl(C2), or C2 ⊆ cl(C1).
This parallels the following characterization of laminar matroids from Chapter 2.
Theorem 3.1.2. A matroid is laminar if and only if, for all circuits C1 and C2 with |C1 ∩
C2| ≥ 1, either C1 ⊆ cl(C2), or C2 ⊆ cl(C1).
Using circuit elimination, it can quickly be shown that we get a similar description
in terms of Hamiltonian flats.
Corollary 3.1.3. A matroid is laminar if and only if, for every 1-element independent set
X, the Hamiltonian flats containing X form a chain under inclusion.
In light of these results, for any non-negative integer k, we define a matroid M to
This chapter is adapted from: Tara Fife, and James Oxley, Generalized laminar matroids, Europ. J.
Combin. 79 (2019), 111122. It is reprinted with permission from The European Journal of Combina-
torics
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be k-closure-laminar if, for any k-element independent subset X of E(M), the Hamilto-
nian flats of M containing X form a chain under inclusion. We say that M is k-laminar if,
for any two circuits C1 and C2 of M with |C1 ∩ C2| ≥ k, either C1 ⊆ cl(C2) or C1 ⊆ cl(C2).
The following observation is straightforward.
Lemma 3.1.4. A matroid M is k-closure-laminar if and only if, whenever C1 and C2 are
circuits of M with r
(︁
cl(C1) ∩ cl(C2)
)︁ ≥ k, either C1 ⊆ cl(C2), or C2 ⊆ cl(C1).
Observe that the class of nested matroids coincides with the classes of 0-laminar
matroids and 0-closure-laminar matroids, while the class of laminar matroids coincides
with the classes of 1-laminar matroids and 1-closure-laminar matroids. For all distinct cir-
cuits C1 and C2, we have
r(cl(C1) ∩ cl(C2)) ≥ r(C1 ∩ C2) = |C1 ∩ C2|.
So, it is easy to see that k-closure-laminar matroids are also k-laminar. For k ≥ 2, con-
sider the matroid that is obtained from a (k + 1)-element circuit C by attaching, via par-
allel connection, a single triangle at each of two different elements of C. This matroid is
k-laminar, but not k-closure-laminar. Thus, for all k ≥ 2, the class of k-laminar matroids
strictly contains the class of k-closure-laminar matroids. Our hope is that, for small values
of k, the classes of k-laminar and k-closure-laminar matroids will enjoy some of the com-
putational advantages of laminar matroids.
In Lemma 3.2.2, we show that the class of k-laminar matroids is minor-closed. This
implies the previously known fact that the class of k-closure-laminar matroids is minor-
closed for k ∈ {0, 1}. We show that the latter class is also minor-closed for k ∈ {2, 3}.
Somewhat surprisingly, for all k ≥ 4, the class of k-closure-laminar matroids is not minor-
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closed. This is shown in Section 3.2. In Section 3.3, we prove the main results of the chap-
ter, namely the excluded-minor characterizations of the classes of 2-laminar matroids and
2-closure-laminar matroids. In Section 3.4, we consider the intersection of the classes of
k-laminar and k-closure-laminar matroids with other well-known classes of matroids. In
particular, we show that these intersections with the class of paving matroids coincide.
Moreover, although all nested and laminar matroids are representable, we note that, for all
k ≥ 2, the classes of k-laminar and k-closure-laminar matroids both contain members that
are not representable.
3.2. Preliminaries
In this section, we establish some basic properties of k-laminar and k-closure-
laminar matroids. The first result summarizes some of these properties. Its straightfor-
ward proof is omitted.
Proposition 3.2.1. Let M be a matroid and k be a non-negative integer.
(i) If M is k-closure-laminar, then M is k-laminar.
(ii) If M is k-closure-laminar, then M is (k + 1)-closure-laminar.
(iii) If M is k-laminar, then M is (k + 1)-laminar.
(iv) M is k-closure-laminar if and only if, whenever C1 and C2 are non-spanning cir-
cuits of M with r
(︁
cl(C1) ∩ cl(C2)
)︁ ≥ k, either C1 ⊆ cl(C2), or C2 ⊆ cl(C1).
(v) M is k-laminar if and only if, whenever C1 and C2 are non-spanning circuits of M
with |C1 ∩ C2| ≥ k, either C1 ⊆ cl(C2) or C2 ⊆ cl(C1).
(vi) If M has at most one non-spanning circuit, then M is k-laminar and k-closure-
laminar.
Clearly, for all k, the classes of k-laminar and k-closure-laminar matroids are closed
under deletion. Next, we investigate contractions of members of these classes.
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Lemma 3.2.2. The class of k-laminar matroids is minor-closed.
Proof. Let M be a k-laminar matroid and e ∈ E(M). If C1 and C2 are circuits of M/e,
then there are circuits C ′1 and C
′
2 of M with C
′
i ∈ {Ci, Ci ∪ e} for each i ∈ {1, 2}. Hence
if |C1 ∩ C2| ≥ k, then |C ′1 ∩ C ′2| ≥ k. Consequently, we may assume that C1 ⊆ C ′1 ⊆
clM(C
′
2). Since clM/e(C2) = clM(C2 ∪ e) − e, and e ̸∈ C1, we get C1 ⊆ clM/e(C2). Thus
the class of laminar matroids is closed under contraction. As this class is certainly closed
under deletion, the lemma holds.
As we will see, the class of k-closure-laminar matroids is not closed under contrac-
tion when k ≥ 4. The next lemma will be useful in proving that the classes of 2-closure-
laminar and 3-closure-laminar matroids are minor-closed.
Lemma 3.2.3. Let C be a circuit of a k-laminar matroid M such that |C| ≥ 2k − 1. If
e ∈ E(M)− cl(C) and r(cl(C ∪ e)− cl(C)) ≥ 2, then cl(C ∪ e) is a Hamiltonian flat of M .
Proof. Take an element f of cl(C ∪ e) − (cl(C) ∪ cl({e})). Then M has a circuit D such
that {e, f} ⊆ D ⊆ C ∪ {e, f}. As f ̸∈ cl({e}), we may choose an element d in D − {e, f}.
By circuit elimination, M has a circuit D′ such that f ∈ D′ ⊆ (C ∪D)− d. Then e ∈ D′ as
f ̸∈ cl(C). Applying circuit elimination again gives a circuit C ′ contained in (D ∪D′) − e.
As f ̸∈ cl(C), it follows that C ′ = C. Hence C −D ⊆ D′. As |C| ≥ 2k − 1, either |D ∩ C|
or |D′ ∩ C| is at least k. Since neither D nor D′ is contained in cl(C), it follows that C is
contained in cl(D) or cl(D′). Thus D or D′ is a spanning circuit of cl(C ∪ e), so this flat is
Hamiltonian.
Theorem 3.2.4. The classes of 2-closure-laminar and 3-closure-laminar matroids are
minor-closed.
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Proof. For some k in {2, 3}, let e be an element of a k-closure-laminar matroid M , and
let C1 and C2 be distinct circuits in M/e with rM/e(clM/e(C1) ∩ clM/e(C2)) ≥ k. We aim
to show that clM/e(C1) ⊆ clM/e(C2) or clM/e(C2) ⊆ clM/e(C1). This is certainly true if
rM(C1) = k or rM(C2) = k, so assume each of |C1| and |C2| is at least k + 2. As k ∈ {2, 3},
it follows that |Ci| ≥ 2k − 1 for each i.
3.2.4.1. For each i in {1, 2}, there is a circuit Di of M such that clM(Ci ∪ e) − cl({e}) =
clM(Di)− cl({e}).
To see this, first note that Ci or Ci ∪ e is a circuit of M . In the latter case, we take
Di = Ci∪e. In the former case, by Lemma 3.2.3, the result is immediate unless cl(Ci∪e) =
cl(Ci) ∪ cl({e}), in which case we can take Di = Ci. Thus 3.2.4.1 holds.
Now r(clM(C1 ∪ e) ∩ clM(C2 ∪ e)) ≥ k + 1 as r(clM/e(C1) ∩ clM/e(C2)) ≥ k. Hence,
by 3.2.4.1, r(clM(D1) ∩ clM(D2)) ≥ k. Thus clM(Di) ⊆ clM(Dj) for some {i, j} = {1, 2}.
Hence clM(Ci ∪ e) − clM({e}) ⊆ clM(Cj ∪ e) − clM({e}), so clM/e(Ci) − clM({e}) ⊆
clM/e(Cj) − clM({e}). As each element of clM({e}) − e is a loop in M/e, we deduce that
clM/e(Ci) ⊆ clM/e(Cj). Thus the theorem holds.
Theorem 3.2.5. For all k ≥ 4, the class of k-closure-laminar matroids is not minor-
closed.
The proof of this theorem will use Bonin and De Mier's characterization of ma-
troids in terms of their collections of cyclic flats [5, Theorem 3.2]. A partially ordered set
is a set P together with partial order, a binary relation, ≤ that is reflexive, transitive, and
antisymmetric on P , (see also [25, Section 1.7]). The partially ordered set is a lattice if for
each x, y ∈ P there are elements x ∨ y and x ∧ y of P such that x ∨ y ≥ x and x ∨ y ≥ y;
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and if z ≥ y and z ≥ y, then z ≥ x ∨ y; and x ∧ y ≤ x and x ∧ y ≤ y; and if z ≤ y and
z ≤ y, then z ≤ x ∧ y.
Theorem 3.2.6. Let Z be a collection of subsets of a set E and let r be an integer-valued
function on Z. There is a matroid for which Z is the collection of cyclic flats and r is the
rank function restricted to the sets in Z if and only if
(Z0) Z is a lattice under inclusion;
(Z1) r(0Z) = 0;
(Z2) 0 < r(Y )− r(X) < |Y −X| for all sets X, Y in Z with X ⫋ Y ; and
(Z3) for all sets X, Y in Z,
r(X) + r(Y ) ≥ r(X ∨ Y ) + r(X ∧ Y ) + |(X ∩ Y )− (X ∧ Y )|.
Proof of Theorem 3.2.5. Let A,B, and C be disjoint sets with A = {a1, a2, . . . , ak−1}, B =
{b1, b2, . . . , bk−1}, and C = {c1, c2, . . . , ck−1}. Let D = {e, a1, b1, c1} where e ̸∈ A ∪ B ∪ C.
Let E = A ∪ B ∪ C ∪ D and let Z be the following collection of subsets of E having the
specified ranks and cardinalities.
Table 3.1. The lattice Z
Rank t Cardinality Members of Z of rank t
0 0 ∅
k k + 1 A△D, B△D, C△D
2k − 3 2k − 2 A ∪B, A ∪ C, B ∪ C
2k − 2 2k A ∪B ∪D, A ∪ C ∪D, B ∪ C ∪D
2k − 1 3k + 1 E
We will show that Z is the collection of cyclic flats of a matroid M on E. We then
show that M is k-closure-laminar but that M/e is not. Observe that A△D, B△D, C△D,
A ∪ B, A ∪ C, and B ∪ C form an antichain, and that, for example, A ∪ B ∪ D contains
44
exactly three members of this antichain, A ∪ B,A△D, and B△D. It is straightforward to
see that Z is a lattice obeying (Z1) (see Figure 3.1). We can quickly check that Z obeys
(Z2). To check that Z obeys (Z3), we see by symmetry that we need only check (Z3) when
(X, Y ) is one of (A ∪ C,A△D), (A ∪ C,B△D), (A ∪ C,B ∪ C ∪ D), (A ∪ C,B ∪ C),
(A△D,B△D), (A△D,B∪C ∪D), and (A∪B∪D,A∪C ∪D). Calculating r(X)+ r(Y )−
r(X ∨ Y ) − r(X ∧ Y ) − |(X ∩ Y ) − (X ∧ Y )| for each of these pairs, we find that the first
and fifth give 0, and the other five give k − 4. Hence Z obeys (Z3) for all k ≥ 4, so M is a
matroid. As noted in [5], its circuits are the minimal subsets S of E such that Z contains
an element Z containing S with |S| = r(Z) + 1.
E
A ∪B A ∪ C B ∪ C
A△D B△D C△D
A ∪B ∪D A ∪ C ∪D B ∪ C ∪D
∅
Figure 3.1. The lattice Z of cyclic flats of the matroid in the proof of Theorem 3.2.5.
To show that M is k-closure-laminar, we first note that A ∪ C ∪ D is non-
Hamiltonian for 2 = |A∪C∪D|−r(A∪C∪D), yet there is no element of A∪C∪D that is
in all three non-spanning circuits of M |(A∪C∪D). By symmetry, A∪B∪D and B∪C∪D
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are non-Hamiltonian. All of the other cyclic flats of M are Hamiltonian. By symmetry, if
(X, Y ) is a pair of incomparable Hamiltonian flats of M , then we may assume that (X, Y )
is (A ∪ C,A△D), (A ∪ C,B△D), (A ∪ C,B ∪ C), or (A△D,B△D). For each such pair,
we need to check that r(X ∩ Y ) ≤ k − 1. For the first and third pairs, |X ∩ Y | = k − 1;
for the second and fourth pairs, |X ∩ Y | = 2. Hence M is indeed k-closure-laminar. To
see that M/e is not k-closure-laminar, note that A ∪ C and B ∪ C are circuits of this
matroid. Moreover, clM/e(A ∪ C) = A ∪ C ∪ b1 and clM/e(B ∪ C) = B ∪ C ∪ a1. Then
clM/e(A ∪ C) ∩ clM/e(B ∪ C) = C ∪ {a1, b1}. The last set has rank k in M/e as (C△D)− e
is the only circuit of M/e contained in it. Thus M/e is not k-closure-laminar as neither
clM/e(A ∪ C) nor clM/e(B ∪ C) is contained in the other.
3.3. Excluded minors
We now note some excluded minors for the classes of k-laminar and k-closure-
laminar matroids. For n ≥ k + 2, let Mn(k) be the truncation to rank n of the cycle
matroid of the graph consisting of two vertices that are joined by three internally dis-
joint paths P , X1, and X2 of lengths k, n − k, and n − k, respectively. In particular,
M4(2) ∼= M(K2,3). Observe that, when k = 0, the path P has length 0 so its endpoints
are equal. Thus Mn(0) is the truncation to rank n of the direct sum of two n-circuits.
Let M−(K2,3) be the unique matroid that is obtained by relaxing a circuit-hyperplane of
M(K2,3). For n ≥ k + 3 ≥ 5, let Nn(k) be the truncation to rank n of the graphic matroid
that is obtained by attaching two (n − k)-circuits to distinct elements of a (k + 2)-circuit
via parallel connection. For n ≥ k + 2 ≥ 4, let Pn(k) be the truncation to rank n of the
graphic matroid that is obtained by attaching two (n − k + 1)-circuits to distinct elements
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of a (k + 1)-circuit via parallel connection. Thus Pn(k) is a single-element contraction of
Nn+1(k). Moreover, P4(2) is isomorphic to the matroid that is obtained by deleting a rim
element from a rank-4 wheel.
Lemma 3.3.1. For all n ≥ k + 2, the matroid Mn(k) is an excluded minor for the classes
of k-laminar matroids and k-closure-laminar matroids.
Proof. We may assume that k ≥ 2, as the lemma holds for k = 0 and for k = 1 by results
in [26] and Chapter 2. Clearly Mn(k) is not k-laminar so is not k-closure-laminar. If we
delete an element of Mn(k), then we get a matroid with at most one non-spanning circuit.
By Proposition 3.2.1(vi), such a matroid is k-closure-laminar and hence is k-laminar. If we
contract an element of P from Mn(k), we get a matroid that is k-closure-laminar since in
it the closures of the only two non-spanning circuits meet in k − 1 elements. Instead, if we
contract an element of X1 or X2, we again get a matroid with exactly one non-spanning
circuit. Thus the lemma holds.
Similar arguments give the following result.
Lemma 3.3.2.
(i) The matroid M−(K2,3) is an excluded minor for the classes of 2-laminar and 2-
closure-laminar matroids.
(ii) For all n ≥ k + 3 ≥ 5, the matroid Nn(k) is an excluded minor for the class of
k-laminar matroids.
(iii) For all n ≥ k + 2 ≥ 4, the matroid Pn(k) is an excluded minor for the class of
k-closure-laminar matroids.
The main results of this chapter show that we have now identified all of the ex-
cluded minors for the classes of 2-laminar and 2-closure-laminar matroids. We will use the
following basic results. We omit the elementary proof of the second one.
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Lemma 3.3.3. Let C be a circuit of a matroid M . If there is a partition {A,B} of C and
distinct elements x and y for which A ∪ x, B ∪ x, A ∪ y, and B ∪ y are all circuits, then x
and y are parallel.
Proof. By submodularity and the fact that C is a circuit,
r
(︁
cl(A) ∩ cl(B))︁ ≤ |A|+ |B| − (|C| − 1) = 1.
From this, the lemma is immediate.
Lemma 3.3.4. Let C and D be distinct circuits of a matroid M .
(i) If D ̸⊆ cl(C), then |D − cl(C)| ≥ 2.
(ii) If |D − C| = 1 and D′ is a circuit contained in C ∪ D other than C or D, then
C −D ⊆ D′.
Lemma 3.3.5. Let M be an excluded minor for M, where M is either the class of 2-
laminar or the class of 2-closure-laminar matroids. Let C1 and C2 be circuits of M neither
of which is contained in the closure of the other such that |C1 ∩ C2| ≥ 2 when M is the
class of 2-laminar matroids while r(cl(C1) ∩ cl(C2)) ≥ 2 otherwise. Then
(i) E(M) = C1 ∪ C2 if M is the class of 2-laminar matroids;
(ii) E(M) = C1 ∪ C2 ∪ (cl(C1) ∩ cl(C2)) if M is the class of 2-closure-laminar matroids;
(iii) M has cl(C1) and cl(C2) as hyperplanes, so |C1| = |C2|; and
(iv) if C is a circuit of M that meets both C1 − cl(C2) and C2 − cl(C1), then either C is
spanning, or C contains C1 △ C2.
Proof. For (ii), if f ∈ E(M) − (C1 ∪ C2 ∪ (cl(C1) ∩ cl(C2))), then Ci ⊆ clM\f (Cj) for
some {i, j} = {1, 2}. Thus Ci ⊆ clM(Cj), a contradiction. Hence (ii) holds. Part (i) fol-
lows similarly. Certainly C2 − cl(C1) contains an element e. As e ̸∈ cl(C1), if {x, y} is an
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independent subset of cl(C1) ∩ cl(C2), then {x, y} is independent in M/e. It follows, since
M/e ∈M, that either C1 ⊆ clM/e(C2− e) or (C2− e) ⊆ clM/e(C1). The former yields a con-
tradiction. Hence C2 ⊆ clM(C1 ∪ e), so clM(C1 ∪ e) = E(M). Thus cl(C1) is a hyperplane
of M . By symmetry, so is cl(C2). Hence |C1| = |C2|, so (iii) holds.
Now let C be a circuit of M that meets both C1 − cl(C2) and C2 − cl(C1). As C −
cl(C2) is non-empty, |C − cl(C2)| ≥ 2, so |C ∩ C1| ≥ 2. Suppose C is non-spanning. As
cl(C1) is a hyperplane and C meets C2− cl(C1), it follows that cl(C) ̸⊆ cl(C1) and cl(C1) ̸⊆
cl(C). Since |C ∩ C1| ≥ 2, if E(M) − (C ∪ C1) contains an element e, then, as M\e ∈ M,
we get a contradiction. Therefore E(M) = C ∪ C1. By symmetry, E(M) = C ∪ C2. Thus
C contains C1 △ C2, so (iv) holds.
Theorem 3.3.6. The excluded minors for the class of 2-laminar matroids are
M−(K2,3), Mn(2) for all n ≥ 4, and Nn(2) for all n ≥ 5.
Proof. Suppose that M is an excluded minor for the class of 2-laminar matroids. Then M
has circuits C1 and C2 with |C1 ∩ C2| ≥ 2 such that neither C1 nor C2 is contained in
the closure of the other. Thus each of C1 − cl(C2) and C2 − cl(C1) contains at least two
elements. By Lemma 3.3.5(i), E(M) = C1 ∪ C2. Moreover, |C1 ∩ C2| = 2, otherwise we
could contract an element of C1 ∩ C2 and still get a matroid that is not 2-laminar. Let
{a, b} = C1 ∩ C2.
Suppose g ∈ cl(C1) − C1. Leading up to 3.3.6.5, we shall prove four preliminary
results.
3.3.6.1. Suppose D is a circuit contained in C1 ∪ g and containing {g, a, b}. Then D ⊆
cl(C2).
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To see this, note that, as {a, b, g} ⊆ D ∩ C2, we deduce, since M/g is 2-laminar
having D − g and C2 − g as circuits, that D − g ⊆ clM/g(C2 − g) or C2 − g ⊆ clM/g(D − g).
The latter implies that C2 ⊆ cl(D). But cl(D) ⊆ cl(C1), so this yields a contradiction.
Hence 3.3.6.1 holds.
3.3.6.2. If D1 and D2 are circuits contained in C1 ∪ g and containing {g, a, b}, then D1 =
D2.
Suppose D1 ̸= D2. By Lemma 3.3.4(ii), D1 ∪D2 = C1 ∪ g. By 3.3.6.1, Di ⊆ cl(C2)
for each i in {1, 2}. Thus C1 ⊆ cl(C2). This contradiction implies that 3.3.6.2 holds.
3.3.6.3. If D1 and D2 are distinct circuits contained in C1 ∪ g and each contains g, then
D1 or D2 contains {a, b}.
Assume that this fails. By Lemma 3.3.4(ii), D1 ∪ D2 = C1 ∪ g. We may suppose
that D1 ∩ {a, b} = {a} and D2 ∩ {a, b} = {b}. For each i in {1, 2}, assume that Di avoids
some element di of C1 − C2. Now cl(Di) ⊆ cl(C1), so C2 ̸⊆ cl(Di). As M\di is 2-laminar, it
follows that Di ⊆ cl(C2) for each i. Thus C1 ⊆ cl(C2), a contradiction. It follows that we
may assume that C1 − C2 ⊆ D1, so D1 = (C1 − b) ∪ g.
Now {b, g} ⊆ D2. As {a, b, g} ⫋ C2, we see that D2 contains an element w of C1 −
{a, b}. Then w ∈ D1 ∩ D2 and b ∈ D2 − D1. Hence there is a circuit D3 contained in
(D1 ∪ D2) − w and containing b. As g must be in D3, it follows by Lemma 3.3.4(ii) that
D3 ∪ D2 = C1 ∪ g. Thus a ∈ D3, so {a, g} ⊆ D3. Hence, by 3.3.6.1, D3 ⊆ cl(C2). As
{g, b} ⊆ D2 ∩ D3 and M\e is 2-laminar for e in C2 − cl(C1), we deduce that D3 ⊆ cl(D2)
otherwise D2 ⊆ cl(D3) ⊆ cl(C2), so C1 ⊆ cl(C2), a contradiction. We conclude that D2
spans C1. As a ̸∈ D2, we see that D2 = (C1 − a) ∪ g.
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Next take an element v of D3 − {g, a, b}. Then v ∈ D1 and b ∈ D3 − D1. Thus
M has a circuit D4 that contains b and is contained in (D1 ∪ D3) − v. Clearly g ∈ D4
and D4 ̸= D3. Thus, by 3.3.6.2, {a, b} ̸⊆ D4. Hence D4 ∩ {a, b} = {b}. But D2 and D4
are distinct circuits contained in C1 ∪ g and each contains g. Yet D2 ∪ D4 avoids a, which
contradicts Lemma 3.3.4(ii). Thus 3.3.6.3 holds.
3.3.6.4. Suppose D1 and D2 are distinct circuits contained in C1 ∪ g and each contains g.
If {a, b} ⊆ D1, then D1 ∩D2 = {g}, so D2 = C1 △D1.
By 3.3.6.1, D1 ⊆ cl(C2). Now suppose that {a, b} ∩ D2 ̸= ∅. Then, by 3.3.6.2, we
may assume that {a, b}∩D2 = {b}. As D1∪D2 = C1∪g, we see that D2 ̸⊆ cl(C2), otherwise
C1 ⊆ cl(C2). If D2 does not contain C1−C2, then, for f in (C1−C2)−D2, the matroid M\f
is 2-laminar and so C2 ⊆ cl(D2) ⊆ cl(C1), a contradiction. Thus C1 − C2 ⊆ D2, so D2 =
(C1−a)∪g. Take x in (D1∩D2)−{g, b}. Then M has a circuit D3 contained in (D1∪D2)−x
and containing a. Clearly g ∈ D3, so D3 and D2 are distinct circuits contained in C1 ∪ g
and each contains g. It follows by 3.3.6.3 that D3 or D2 contains {a, b}. Thus, by 3.3.6.2,
D3 or D2 is D1. But D3 ̸= D1 as x ∈ D1 −D3; and D2 ̸= D1 by assumption. We conclude
that {a, b} ∩D2 = ∅.
Finally, suppose that h ∈ (D1 ∩ D2) − g. Then, as M\e is 2-laminar for e in C2 −
cl(C1), we deduce that D1 ⊆ cl(D2) or D2 ⊆ cl(D1). As D1 ⊆ cl(C2) and C1 ̸⊆ cl(C2), it
follows that D1 ⊆ cl(D2), so D2 spans C1. But D2 avoids {a, b}, so r(D2) ≤ |C1| − 2, a
contradiction. Thus 3.3.6.4 holds.
On combining 3.3.6.13.3.6.4, we obtain the following.
3.3.6.5. If g ∈ cl(C1) − C1, then there are circuits G and G′ that meet in {g} such that
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G∪G′ = C1 ∪ g and {a, b} ⊆ G ⊆ cl(C2). Furthermore, G, G′, and C1 are the only circuits
contained in C1 ∪ g, so cl(G)− C2 = G− C2.
As there are at least two elements in each of C2 − cl(C1), C1 − cl(C2), and C1 ∩ C2,
it follows that r(M) ≥ 4. Next we show
3.3.6.6. |cl(C1)− C1| = |cl(C2)− C2| ≤ 1.
Suppose that cl(C1) − C1 = {g1, g2, . . . , gt} where t ≥ 2. For each i in {1, 2, . . . , t},
let Gi and G
′
i be the associated circuits given by 3.3.6.5 whose union is C1 ∪ gi, where
{a, b, gi} ⊆ Gi and G′i = C1△Gi. By 3.3.6.1, Gi ⊆ cl(C2). For distinct i and j in
{1, 2, . . . , t}, as Gi and Gj are distinct circuits contained in the 2-laminar matroid
M |cl(C1), and |Gi ∩ Gj| ≥ 2, the closures of G1, G2, . . . , Gt form a chain under inclu-
sion. Say cl(G1) ⊇ cl(G2) ⊇ · · · ⊇ cl(Gt). Since cl(Gi) − C2 = Gi − C2, it follows that
G1 − C2 ⊇ G2 − C2 ⊇ · · · ⊇ Gt − C2. Now let {f1, f2, . . . , fs} = cl(C2) − C2. For each fi,
there are circuits Fi and F
′
i whose union is C2 ∪ fi such that {a, b} ⊆ Fi and F ′i = C2△Fi.
Moreover, we may assume that cl(F1) ⊇ cl(Fi) for all i.
By 3.3.6.5, for all i,
Fi − {a, b, fi} ⊆ cl(C1)− C1 = {g1, g2, . . . , gt} ⊆ cl(G1).
Thus Fi − fi ⊆ cl(G1) so fi ∈ cl(G1). Hence, by 3.3.6.5, fi ∈ G1. Moreover, as Fi ⊆
{fi, a, b, g1, g2, . . . , gt} and {a, b, g1, g2, . . . , gt} ⊆ cl(G1), we see that cl(Fi) ⊆ cl(G1). Since
{f1, f2, . . . , fs} ⊆ G1, we deduce, since G1 ⊆ cl(C2), that G1 = {g1, a, b, f1, f2, . . . , fs}.
As cl(F1) ⊆ cl(G1), it follows by symmetry that cl(F1) = cl(G1). Moreover, symmetry
also gives that F1 = {f1, a, b, g1, g2, . . . , gt}. Since G1 and F1 are both circuits spanning the
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same set, they have the same cardinality, so t = s; that is,
|cl(C1)− C1| = |cl(C2)− C2|.
By Lemma 3.3.3, since {g1, g2, . . . , gt} is independent, we get that Gi − gi ̸= Gj − gj for
distinct i and j. Thus
t+ 3 = |G1| > |G2| > · · · > |Gt| ≥ 4
where the last inequality follows because Gt is not a proper subset of C2.
Now suppose that |G2| = |G1| − 1 where (G1 − g1) − (G2 − g2) = {fi}. Choose
e ∈ C1 − cl(C2). As fi ∈ G′2 − G′1, strong circuit elimination on G′1 and G′2, both of which
contain e, yields a circuit D containing fi and avoiding e. Since D avoids {a, b}, it follows
that {g1, g2} ⊆ D. As e ̸∈ C2 ∪ D, we deduce that D ⊆ cl(C2), otherwise we obtain the
contradiction that C2 ⊆ cl(D) ⊆ cl(C1). But (G′2 − g2)− (G′1 − g1) = {fi}, so D ⊆ G′2 ∪ g1,
and (G′2 ∪ g1) ∩ cl(C2) = {fi, g1, g2}. As D ⊆ cl(C2), it follows that D ⊆ {fi, g1, g2}. This
is a contradiction to 3.3.6.5 because D ̸∈ {Fi, F ′i}. We deduce that |G2| ≤ |G1| − 2. Thus
|G2| ≤ t+ 3− 2 = t+ 1. Hence |Gt| ≤ 3, a contradiction. We conclude that 3.3.6.6 holds.
By Lemma 3.3.5(iii), cl(C1) and cl(C2) are hyperplanes of M , and |C1| = |C2|.
Suppose that cl(C1) = C1. Then, by 3.3.6.6, cl(C2) = C2. As E(M) = C1 ∪ C2, ev-
ery circuit of M other than C1 or C2 must meet both C1 − C2 and C2 − C1. Assume M
has such a circuit C that is non-spanning. Then, by Lemma 3.3.5(iii), C1 △ C2 ⊆ C. As
|C1∩C2| = 2 but C is non-spanning, it follows that C = C1△C2. Thus r(C) = r(M)−1, so
r(M)−1 = |C1|+ |C2|−5. But r(M)−1 = r(C1) = |C1|−1. Hence |C2| = 4, so |C1| = 4. It
follows easily that M ∼= M(K2,3) ∼= M4(2). Now suppose that every circuit other than C1
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or C2 is spanning. Then, letting |C1| = n, we see that |C2| = n and r(M) = r(C1) + 1 = n.
It follows that M ∼= M(K−2,3) when n = 4, while M ∼= Mn(2) when n ≥ 5.
By 3.3.6.6, we may now suppose that cl(C1) − C1 = {g}. Then cl(C2) − C2 = {f},
say. By 3.3.6.5, {a, b, g, f} is a circuit of M as are both G′ = (C1 − {a, b, f}) ∪ {g} and
F ′ = (C2−{a, b, g})∪{f}. All circuits of M other than C1, C2, {a, b, g, f}, G′, and F ′ must
meet both C1 − cl(C2) and C2 − cl(C1). Hence, by Lemma 3.3.5(iv), every such circuit is
spanning as C1 △ C2 properly contains G′. Again letting |C1| = n, we see that |C2| = n
and r(M) = n. Thus M ∼= Nn(2) for some n ≥ 5.
Theorem 3.3.7. The excluded minors for the class of 2-closure-laminar matroids are
M−(K2,3), Mn(2) for all n ≥ 4, and Pn(2) for all n ≥ 4.
Proof. Let M be an excluded minor for the class of 2-closure-laminar matroids. Clearly M
is simple. Now M has two circuits C1 and C2 with r(cl(C1) ∩ cl(C2)) ≥ 2 such that neither
is a subset of the closure of the other. By Lemma 3.3.5(ii),
3.3.7.1. E(M) = C1 ∪ C2 ∪ (cl(C1) ∩ cl(C2)).
Clearly |C1 ∩ C2| ≤ 2, otherwise we could contract an element of C1 ∩ C2 and
still have a matroid that is not 2-closure-laminar. We break the rest of the proof into three
cases based on the size of C1 ∩ C2.
3.3.7.2. C1 ∩ C2 ̸= ∅.
Assume the contrary. Let {x, y} be a subset of cl(C1) ∩ cl(C2). To show 3.3.7.2, we
first establish that
3.3.7.3. {x, y} ̸⊆ C2.
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Suppose {x, y} ⊆ C2. As M |(C1 ∪ {x, y}) is connected, there is a circuit D1 with
{x, y} ⊆ D1 ⊆ C1 ∪ {x, y}. Then, for c in C1 −D1, the matroid M\c is 2-closure-laminar.
Now C2 ̸⊆ cl(D1) since cl(D1) ⊆ cl(C1). Thus D1 ⊆ cl(C2), so C1 ∩ cl(C2) is non-empty.
Choose an element z in C1 ∩ cl(C2). Now M has circuits Cx and C ′x, with x ∈ Cx ∩C ′x, and
Cx ∪ C ′x = C1 ∪ x. It also has circuits Cy, and C ′y with y ∈ Cy ∩ C ′y and Cy ∪ C ′y = C1 ∪ y.
We may assume that z ∈ Cx ∩Cy. Then {x, z} ⊆ cl(Cx)∩ cl(C2). As C1− (Cx ∪C2) is non-
empty, this implies that Cx ⊆ cl(C2) since C2 ̸⊆ cl(Cx) because cl(Cx) ⊆ cl(C1). Similarly,
Cy ⊆ cl(C2).
Suppose (Cx−x)∩(C ′x−x) is non-empty and choose e in this set. Then, as {e, x} ⊆
Cx ∩ C ′x and y ̸∈ Cx ∪ C ′x, either Cx ⊆ cl(C ′x) or C ′x ⊆ cl(Cx). In the latter case, C ′x ⊆
cl(Cx) ⊆ cl(C2), so C1 ⊆ cl(C2), a contradiction. Thus Cx ⊆ cl(C ′x). But then C1 and C ′x
have the same rank, and hence the same size. Then C ′x = C1△{x, c} for some c ∈ C1. Now
consider the 2-closure-laminar matroid M\c. In it, C ′x and C2 are circuits as c ̸∈ C2. Then
rM\c(clM\c(C ′x) ∩ clM\c(C2)) ≥ 2 so C ′x ⊆ clM\c(C2) or C2 ⊆ clM\c(C ′x). As Cx ⊆ clM(C2)
and clM\c(C ′x) ⊆ clM(C1), we obtain the contradiction that C1 ⊆ cl(C2) or C2 ⊆ cl(C1). We
conclude that Cx ∩ C ′x = {x}. Likewise Cy ∩ C ′y = {y}.
If there is some element f in Cx ∩ C ′y, then, as f ∈ Cx, we have f ∈ cl(C2). But
then {f, y} ⊆ cl(C ′y) ∩ cl(C2) Thus either C ′y ⊆ cl(C2) or C2 ⊆ cl(C ′y). The former cannot
occur as Cy ⊆ cl(C2); nor can the latter as cl(C ′y) ⊆ cl(C1). Hence Cx ∩ C ′y = ∅. Likewise,
Cy ∩ C ′x = ∅. But then Cx△{x, y} = Cy and C ′x△{x, y} = C ′y. Hence, by Lemma 3.3.3, x
and y are parallel, a contradiction. Thus 3.3.7.3 holds.
Next we suppose that x ∈ C2 and y ̸∈ C2. Choose a circuit D with {x, y} ⊆ D ⊆
C2 ∪ y. Then D ⊆ cl(C1), since C2 − (D ∪ C1) ̸= ∅ and cl(D) ∩ cl(C1) has rank at least
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two, while cl(D) ⊆ cl(C2). Now (D ∩ C2) − x certainly contains some element d. Then
{x, d} ⊆ cl(C1) ∩ cl(C2). Applying 3.3.7.3 gives a contradiction.
We may now assume that {x, y} ∩ C2 = ∅. Let D be a circuit with {x, y} ⊆ D ⊆
C2∪{x, y}. Then D ⊆ cl(C1) as C2−(D∪C1) ̸= ∅. By replacing y by an element of D∩C2,
we revert to the case eliminated in the last paragraph. Hence 3.3.7.2 holds.
Now, we consider the case when |C1 ∩ C2| = 1. Let C1 ∩ C2 = {x} and choose
y in (cl(C1) ∩ cl(C2)) − (C1 ∩ C2). Suppose y ̸∈ C1 ∪ C2. Then M has circuits D1 and
D2 containing {x, y} and contained in C1 ∪ y and C2 ∪ y, respectively. Without loss of
generality, as E(M) − (D1 ∪ D2) is non-empty, we may assume that D1 ⊆ cl(D2). Since
|D1| ≥ 3, there is an element z of D1 − {x, y}. Then z is in cl(D2) and so is in cl(C2).
Thus {x, z} ⊆ C1 ∩ clM\y(C2) and we obtain a contradiction. It follows, by 3.3.7.1, that
C1 ∪ C2 = E(M).
We may now assume that y ∈ C1 ∩ cl(C2). Then M has a circuit D such that
{x, y} ⊆ D ⊆ C2 ∪ y. Clearly D ⊆ cl(C2). To see that D ⊆ cl(C1), we note that
C2 − (D ∪ C1) ̸= ∅, and C1 ̸⊆ cl(D) as D ⊆ cl(C2). We now have D − x ⊆ clM/x(C1 −
x) ∩ clM/x(C2 − x). Thus rM/x(D − x) ≤ 1, otherwise, for some {i, j} = {1, 2}, we have
clM/x(Ci − x) ⊆ clM/x(Cj − x), a contradiction. As y ∈ D − x, we see that rM(D) = 2, so
D = {x, y, y′} for some y′. We deduce that
3.3.7.4. {x, y, y′} is the only circuit of M |(C2 ∪ y) containing {x, y}.
We show next that
3.3.7.5. (C2 − {x, y′}) ∪ y is the only circuit of M |(C2 ∪ y) containing y but not x.
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By Lemma 3.3.4(ii), every circuit D′ of M that contains y, avoids x, and is con-
tained in C2 ∪ y must contain (C2 − {x, y′}) ∪ y. If y′ ∈ D′, then D′ = (C2 ∪ y) − x.
Using D′ and D, we find a circuit D′′ containing x and contained in (C2 ∪ y) − y′. As D′′
must also contain y, we see that {x, y} ⊆ D′′ and we showed in 3.3.7.4 that M has no such
circuit. We conclude that 3.3.7.5 holds.
By 3.3.7.5 and symmetry, M has (C1 − {x, y}) ∪ y′ as a circuit, say C ′1. Let C ′2 be
the circuit (C2 − {x, y′}) ∪ y. Next we note that
3.3.7.6. cl(C2)− C2 = {y} and cl(C1)− C1 = {y′}.
Assume there is an element y1 in (cl(C2) − C2) − y. Then {y, y1} is a subset of
clM/x(C1− x)∩ clM/x(C2− x) that is independent in M/x. Thus Ci− x ⊆ clM/x(Cj − x) for
some {i, j} = {1, 2}, so Ci ⊆ clM(Cj), a contradiction. It follows that cl(C2) − C2 = {y}.
By symmetry, cl(C1)− C1 = {y′}.
By Lemma 3.3.5(iii), M has cl(C1) and cl(C2) as hyperplanes, and |C1| = |C2|. Let
C be a circuit of M that is not C1, C2, C
′
1, C
′
2, or D. If y ∈ C ⊆ C2 ∪ y, then, by 3.3.7.4
and 3.3.7.5, C is D or C ′2. We deduce that C meets both C1 − cl(C2) and C2 − cl(C1).
Then, by Lemma 3.3.5(iii), either C is spanning, or C contains C1 △ C2. But |C1 ∩ C2| =
1 so C is spanning. We conclude that C1, C2, C
′
1, C
′
2, and D are the only non-spanning
circuits of M . Hence M ∼= Pn(2) for some n ≥ 4.
Finally, suppose |C1 ∩ C2| = 2. Then M is not 2-laminar so it has as a minor one of
the matroids identified in Theorem 3.3.6. But M cannot have a Nn(2)-minor for any n ≥ 5
as this matroid has Pn−1(2), an excluded minor for the class of 2-closure-laminar matroids,
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as a proper minor. Thus M has as a minor M−(K2,3) or Mn(2) for some n ≥ 4. The result
follows by Lemmas 3.3.1 and 3.3.2.
Our methods for finding the excluded minors for the classes of k-laminar and k-
closure-laminar matroids for k = 2 do not seem to extend to larger values of k.
3.4. Intersections with other classes of matroids
We now discuss how the classes of k-closure-laminar and k-laminar matroids relate
to some other well-known classes of matroids. Finkelstein [16] showed that all laminar ma-
troids are gammoids, so they are representable over all sufficiently large fields [29, 20]. An
immediate consequence of the following easy observation is that, for all k ≥ 2, if M is a
k-closure-laminar matroid or a k-laminar matroid, then M need not be representable and
hence M need not be a gammoid. To see this, note that the non-Pappus matroid, see Fig-
ure 3.2, has rank three, but it is not representable.
Figure 3.2. A geometric presentation for the non-Pappus matroid.
Proposition 3.4.1. If r(M) ≤ k + 1, then M is k-laminar and k-closure-laminar.
We use the next lemma to describe the intersection of the classes of 2-laminar and
2-closure-laminar matroids with the classes of binary and ternary matroids. Recall that
M4(2) ∼= M(K2,3) and that the definitions of Pn(2) and Nn(2) require that n ≥ 4 and
n ≥ 5, respectively.
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Lemma 3.4.2. The matroid M−(K2,3) is ternary and non-binary; Pn(2) has a Un,2n−3-
minor; Nn(2) has a Un,2n−4-minor; and Mn(2) has a Un,2n−3-minor when n ≥ 5.
Proof. The first part follows because M−(K2,3) can be obtained from U2,4 by adding ele-
ments in series to two elements of the latter. Next we note that we get Un,2n−3 from Pn(2)
by deleting the basepoints of the parallel connections involved in its construction. Delet-
ing the basepoints of the parallel connections involved in producing Nn(2) gives Un,2n−4.
Finally, when n ≥ 5, we get Un,2n−3 from Mn(2) by deleting an element of the path P .
The next two results follow without difficulty by combining the last lemma with
Theorems 3.3.6 and 3.3.7 as the set of excluded minors for M ∩ N where M and N are
minor-closed classes of matroids consists of the minor-minimal matroids that are excluded
minors for M or N (see, for example, [25, Lemma 14.5.1]). Recall that N5(2) and P4(2) are
the matroids obtained by adjoining, via parallel connection, two triangles across distinct
elements of a 4-circuit and a triangle, respectively.
Corollary 3.4.3. A matroid M is binary and 2-laminar if and only if it has no minor
isomorphic to U2,4, M(K2,3), or N5(2).
Corollary 3.4.4. A matroid M is binary and 2-closure-laminar if and only if it has no
minor isomorphic to U2,4, M(K2,3), or P4(2).
Similarly, we find the excluded minors for the classes of ternary 2-laminar matroids
and ternary 2-closure-laminar matroids by noting that deleting an element from F ∗7 pro-
duces M(K2,3), so F
∗
7 is not 2-laminar.
Corollary 3.4.5. A matroid M is ternary and 2-laminar if and only if it has no minor
isomorphic to U2,5, U3,5, F7, M
−(K2,3), M(K2,3), or N5(2).
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Corollary 3.4.6. A matroid M is ternary and 2-closure-laminar if and only if it has no
minor isomorphic to U2,5, U3,5, F7, M
−(K2,3), M(K2,3), or P4(2).
Next we describe the intersection of the class of graphic matroids with the classes
of 2-laminar and 2-closure-laminar matroids both constructively and via excluded minors.
Corollary 3.4.7. A matroid M is graphic and 2-laminar if and only if it has no minor
isomorphic to U2,4, M(K2,3), F7, M
∗(K3,3), or N5(2).
Corollary 3.4.8. A matroid M is graphic and 2-closure-laminar if and only if it has no
minor isomorphic to U2,4, M(K2,3), F7, or P4(2).
Lemma 3.4.9. Let M be a simple, connected, graphic matroid. Then M is 2-laminar
if and only if M is a coloop, M is isomorphic to M(K4), or M is the cycle matroid of a
graph consisting of a cycle with at most two chords such that, when there are two chords,
they are of the form (u, v1) and (u, v2) where v1 is adjacent to v2.
Proof. Clearly each of the specified matroids is 2-laminar. Now let G be a simple, 2-
connected graph. Suppose first that G is not outerplanar. By a theorem of Chartrand
and Harary [7], either G is K4 or G has K2,3 as a minor. In the latter case, M(G) is not
2-laminar. Now suppose that G is outerplanar. If G has two chords that are not of the
form (u, v1) and (u, v2) where v1 is adjacent to v2, then M(G) has N4(2) as a minor, and
so is not 2-laminar.
Proposition 3.4.10. Let M be a simple, connected, graphic matroid. Then M is 2-
closure-laminar if and only if M is a coloop, M is isomorphic to M(K4), or M is the
cycle matroid of a cycle with at most one chord.
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Proof. This follows from Lemma 3.4.9 by noting that the cycle matroid of a cycle with
two chords of the form (u, v1) and (u, v2) where v1 is adjacent to v2 has P4(2) as a minor.
Recall that a connected matroid is unbreakable if M/F is connected for each rank
one flat F of M .
Lemma 3.4.11. A connected laminar matroid is unbreakable.
Proof. Let (E,A, c) be a canonical presentation for M . If F is a rank one flat of M con-
taining e, then M/F = M/e − (F − e), so it suffices to show that for all e ∈ M , the
matroid M/e has a spanning circuit. By 2.3.1.2, we have that M/e = M(E − e,A− e, c′′),
where A− e = {A− e : A ∈ A} and
c′′(A− e) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
c(A)− 1 if e ∈ A;
c(A) if e ̸∈ A.
However, this presentation need not be canonical. By Lemma 2.2.12, M has a spanning
circuit C with e ∈ C. To see that (C − e) is a circuit of M/e, note that c(A) − |C ∩
A| = c(A − e) − |(C − e) ∩ (A − e)|, for all A ∈ A. So, by Lemma 2.2.12 M/e is indeed
connected.
The parallel connection of two triangles is not unbreakable, so for all k ≥ 2, a con-
nected k-laminar matroid and, hence, a connected k-closure-laminar matroid need not be
unbreakable.
We now show that the intersections of the classes of k-laminar and k-closure-
laminar matroids with the class of paving matroids coincide.
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Theorem 3.4.12. Let M be a paving matroid, and k be a non-negative integer. Then M
is k-laminar if and only if M is k-closure-laminar.
Proof. By Proposition 3.2.1(i), it suffices to prove that if M is not k-closure-laminar, then
M is not k-laminar. We use the elementary observation that, since M is paving, for every
flat F , either F = E(M), or M |F is uniform. Suppose that C1 and C2 are circuits of M
for which r(cl(C1) ∩ cl(C2)) ≥ k but neither cl(C1) nor cl(C2) is contained in the other.
Then neither cl(C1) nor cl(C2) is spanning. Hence both M |cl(C1) and M |cl(C2) are uni-
form. Let X be a basis of cl(C1) ∩ cl(C2). Then M has circuits C ′1 and C ′2 containing X
such that cl(C ′i) = cl(Ci) for each i. Thus M is not k-laminar.
It is well known that the unique excluded minor for the class of paving matroids is
U0,1 ⊕ U2,2. Using this, in conjunction with Theorems 3.3.6 and 3.4.12, it is not difficult to
obtain the following.
Corollary 3.4.13. The following are equivalent for a matroid M .
(i) M is 2-laminar and paving;
(ii) M is 2-closure-laminar and paving;
(iii) M has no minor in {U0,1 ⊕ U2,2,M−(K2,3)} ∪ {Mn(2) : n ≥ 4}.
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Chapter 4. Unbreakable Frame Matroids
4.1. Introduction to unbreakable matroids
The results in this chapter are based on joint work with Dillon Mayhew, James Ox-
ley, and Charles Semple which has not yet been published[13]. Sets X and Y in a matroid
are skew if r(X) + r(Y ) = r(X ∪ Y ). In particular, two cycles C and D of G, are skew
in M(G) if |V (C) ∩ V (D)| ≤ 1. A matroid M is unbreakable if M is connected and, for
every flat F of M , the contraction M/F is connected. Pfeil [28] showed that a matroid is
unbreakable if and only if its dual has no two skew circuits. Indeed, unbreakable matroids
grew out of an attempt to find a matroid analogue of graphs with no two vertex-disjoint
circuits.
Frame matroids, which were introduced by Zaslavsky [38, 39] as bias matroids, are
a fundamental class of matroids. Geometrically, such matroids coincide with the restric-
tions of those matroids in which each non-loop element lies on a line joining two elements
of a fixed basis. Frame matroids include graphic, bicircular, and signed-graphic matroids.
Irene Pivotto gave a good introduction to frame matroids and related classes of matroids
in a three-part blog post [30, 31, 32]. Frame matroids are also discussed in [25, Section
6.10].
Pfeil [28] determined all unbreakable regular matroids. Both of the one-element
matroids, U0,1 and U1,1, are unbreakable.
Theorem 4.1.1. A regular matroid M with at least two elements is unbreakable if and
only if M is loopless and si(M) is isomorphic to M∗(K3,3), R10, or the cycle matroid of a
complete graph or cycle with at least three vertices.
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In particular, this theorem shows that a loopless graphic matroid M is unbreakable
if and only if si(M) is isomorphic to the cycle matroid of a complete graph or a cycle. The
purpose of this chapter is to prove the following generalization of Theorem 4.1.1.
Theorem 4.1.2. Let M(G,Ψ) be a 3-connected unbreakable frame matroid and assume
that G has no isolated vertices. Then either |V (G)| ≤ 6, or the simple graph associated
with G is obtained from a complete graph by deleting the edges of a path of length at most
two.
For 3-connected unbreakable bicircular matroids, we can be even more explicit.
Theorem 4.1.3. Let M be the bicircular matroid of a graph G having no isolated vertices.
If M is 3-connected and unbreakable, then either |V (G)| ≤ 6, or the simple graph associ-
ated with G is complete.
This theorem is a consequence of the following more general result, which is itself a
corollary of Theorem 4.1.2.
Theorem 4.1.4. Let M(G,Ψ) be a 3-connected unbreakable frame matroid and assume
that G has no isolated vertices. If Ψ contains no 3-cycles, then either |V (G)| ≤ 6, or the
simple graph associated with G is complete.
To see that we cannot sharpen the bound |V (G)| ≤ 6 in the last three theorems,
we consider the bicircular matroid M of the 9-edge graph that is obtained from a 6-cycle
by adding an edge in parallel to every second edge. Then M∗ is the rank-3 matroid that is
obtained from a 3-element basis by freely adding two points on each line that is spannned
by two of the basis elements. This matroid is clearly 3-connected having no two skew cir-
cuits. Hence M is 3-connected and unbreakable.
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In Section 4.3, we prove a more specific version of Theorem 4.1.2 when the under-
lying graph has a 2-vertex cut. We conclude the proof of Theorem 4.1.2 and prove Theo-
rem 4.1.4 in Section 4.4. In the next section, we note some preliminaries that will be used
in these proofs. In Section 4.5, we prove the following result, which can be viewed as a
partial converse to Theorem 4.1.2.
Theorem 4.1.5. Let H be a simple graph with at least seven vertices that is complete or
can be obtained from a complete graph by deleting one edge or two adjacent edges. Then
there is a 3-connected unbreakable matroid M(G,Ψ) such that H is the simple graph asso-
ciated with G.
4.2. Preliminaries
This section contains a number of lemmas that we will use in the proofs of the
main results. The first was proved by Pfeil [28].
Lemma 4.2.1. If M is an unbreakable matroid and F is a flat of M , then M/F is also
unbreakable.
Zaslavsky [40] proved that the class of frame matroids is closed under taking mi-
nors. It will be useful to recall how one shows this. Let M be a frame matroid, M(G,Ψ),
and let e be an edge of G. Then M\e = M(G\e,Ψ\e) where Ψ\e is the collection of cycles
in Ψ that do not contain e. Contraction is not as easy to describe. Suppose first that {e}
is a balanced loop. Then e is a loop in the matroid M , so M(G,Ψ)/e = M(G,Ψ)\e. Next,
let {e} be an unbalanced loop at the vertex v. Then M(G,Ψ)/e = M(G′,Ψ′), where G′
and Ψ′ are constructed as follows. First delete e from G and declare all remaining loops
at v to be in Ψ′. Then, for every edge joining v to some other vertex u, replace that edge
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by a loop at u and declare that this loop is not in Ψ′. Finally, take each cycle in Ψ that
avoids v and add it to Ψ′. The last possibility for the edge e is that it joins distinct ver-
tices u and v of G. In that case, M(G,Ψ)/e = M(G/e,Ψ′′) where Ψ′′ consists of the mini-
mal sets of the form C − e where C ∈ Ψ.
In a biased graph, (G,Ψ), a subgraph H of G is balanced if every cycle in H is bal-
anced. Zaslavsky [40] proved the following result.
Proposition 4.2.2. Let (G,Ψ) be a biased graph and X be a subset of E(G). Then
(i) X is independent in M(G,Ψ) if and only if G[X] has no balanced cycles and no
component with more than one cycle; and
(ii) the rank of X in M(E,A, c) is given by r(X) = |V (G[X])| − k′(G[X]), where
k′(G[X]) is the number of balanced components of G[X].
The next result is a straightforward consequence of the previous result.
Lemma 4.2.3. Let (G,Ψ) be a biased graph and L be its set of balanced loops. If U ⊆
V (G), then E(G[U ]) ∪ L is a flat of M(G,Ψ).
We conclude this section with four lemmas that will be useful in the proof of Theo-
rem 4.1.2.
Lemma 4.2.4. Let M(G,Ψ) be a simple frame matroid. Let H be a vertex-induced sub-
graph of G and let C be a shortest unbalanced cycle in H. If |C| ≥ 3, then C is induced.
Proof. Suppose G[C]\E(C) has an edge e. As |C| ≥ 3 and M(G,Ψ) is simple, e is not in
a 2-cycle with an edge of C. Thus |C| ≥ 4 and e is a chord of C. Then G[C ∪ e] is a Θ-
graph. By the choice of C, the two shorter cycles in this Θ-graph are balanced, so C must
also be balanced, a contradiction.
For a vertex z in a graph G, we denote by Ez the set of edges meeting z.
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Lemma 4.2.5. Let (G,Ψ) be a biased graph and C be an unbalanced cycle of G. If w is in
V (G) − V (C) and w is adjacent to at least two vertices of C, then there is an unbalanced
cycle Cw with w ∈ V (Cw) and E(Cw) ⊆ E(C) ∪ Ew.
Proof. Let H be the subgraph of G induced by C ∪ {f, g} where f and g join w to distinct
vertices of C. Then H is a Θ-graph containing the unbalanced cycle C. Thus, at least one
of the cycles using w is unbalanced, so the lemma holds.
Lemma 4.2.6. Let (G,Ψ) be a biased graph and C be an unbalanced cycle of G with |C| ≥
3. If G has a vertex w that is adjacent to each vertex of V (C) − w, then there is an unbal-
anced 3-cycle Cw with w ∈ V (Cw) and E(Cw) ⊆ E(C) ∪ Ew.
Proof. If w /∈ V (C), then, by Lemma 4.2.5, we have an unbalanced cycle C ′ with w ∈
V (C ′) and E(C ′) ⊆ E(C) ∪ Ew. If w ∈ V (C), let C ′ = C. Let u and v be the neighbors
of w in the subgraph C ′. Let H be a subgraph of G induced by a set of edges consisting of
C ′ along with exactly one edge between w and each vertex in V (C ′)− {u, v, w}. Let Cw be
a shortest unbalanced cycle that uses w and is contained in H. Clearly |Cw| ≥ 3. As H is
simple, M(G,Ψ)|E(H) is simple, so, by Lemma 4.2.4, Cw is an induced cycle of H. As w
is adjacent to every vertex of V (C ′)− w, it follows that Cw is a 3-cycle.
Lemma 4.2.7. Let M be a frame matroid M(G,Ψ) where, G is a connected graph. Let C
be an unbalanced cycle and let T be a tree in G such that V (C) ⊆ V (T ) and G − V (T ) is
disconnected. Then M is not unbreakable.
Proof. If we contract the edges of T from G, then the composite vertex that results by
identifying all of the vertices of T is a cut vertex in the resulting graph, and this vertex
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meets at least one unbalanced loop. Contracting such a loop yields a biased graph with
more than one component having an edge. We deduce that M/E(G[V (T )]) is discon-
nected. This implies that M is not unbreakable for this is certainly true if M has any bal-
anced loops and otherwise holds by Lemma 4.2.3 since E(G[V (T )]) is a flat of M(G,Ψ).
4.3. Beginning the proof of the main theorem
The purpose of this section is to prove the first of two theorems the combination of
which yields the main result of the chapter. It is commonplace in matroid theory to use
si(M) to denote the simple matroid associated with a matroid M . It will be convenient
here to use the same notation for graphs. Thus, for a graph G, we denote by si(G) the
graph that is obtained from G by deleting all the loops of G, deleting any isolated vertices
of G, and deleting all but one edge from each parallel class of G. As with matroids, we
will not be concerned with the edges labels on si(G) but only with the isomorphism type
of this graph. We will not need or define a simplification on a biased graph. Paths and
cycles will occur frequently in the proof. If D is a path or cycle, we will frequently use D
to denote its edge set E(D). Its vertex set will be denoted by V (D).
Throughout this and the next section, we shall assume that M is a 3-connected
unbreakable frame matroid M(E,A, c) and that G has no isolated vertices. We shall also
assume that M is not graphic since the case where M is graphic is dealt with by Theo-
rem 4.1.1. Then G has at least one unbalanced cycle. Moreover, |E(G)| ≥ 4 so M has no
1- or 2-circuits. Thus we have the following result.
Lemma 4.3.1. All 1- and 2-cycles in G are unbalanced.
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Because M is connected, G is certainly connected. Thus, by Proposition 4.2.2(ii),
r(M) = |V (G)|.
Lemma 4.3.2. G has no vertex that meets fewer than three edges.
Proof. Suppose G has a vertex u for which the set Eu of edges meeting u has size at most
two. Then rM(E(G) − Eu) ≤ |V (G − u)| = |V (G)| − 1, so Eu contains a cocircuit of M .
This contradicts the fact that M is 3-connected having at least four elements.
Next we show the following.
Lemma 4.3.3. G is 2-connected.
Proof. Suppose that G has a cut vertex v. Let A1 be a component of G − v. Let A be
the graph induced by the vertex set V (A1) ∪ v, and let B be the graph induced by the
edge set E(G) − E(A). By Proposition 4.2.2, r(M) = |V (G)| = |V (A)| + |V (B)| − 1.
As r(E(A)) ≤ |V (A)| and r(E(B)) ≤ |V (B)|, we see that r(E(A)) + r(E(B)) − r(M) ≤
|V (A)|+|V (B)|−(|V (A)|+|V (B)|−1) = 1. By Lemma 4.3.2, we deduce that (E(A), E(B))
is a 2-separation of M , a contradiction.
Lemma 4.3.4. If si(G) is a cycle, then |V (G)| ≤ 6.
Proof. By Lemmas 4.3.1 and 4.3.2, every vertex x of G must meet an unbalanced cycle Cx
of size at most two. Fix a vertex v of G and such an unbalanced cycle Cv. If |V (G)| ≥ 7,
then there is a vertex u that has distance at least three from each of the vertices in Cv.
Then, for each choice of Cu, the matroid M/cl(Cv ∪ Cu) is disconnected, a contradiction.
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The proof of Theorem 4.1.2 will distinguish the cases when G is 3-connected and
when it is not, beginning with the latter.
Theorem 4.3.5. Let M(G,Ψ) be a 3-connected unbreakable frame matroid, M , and as-
sume that G is 2-connected, but not 3-connected. Then G has at most six vertices.
Proof. Assume that |V (G)| ≥ 7. Let {u, v} be a vertex cut in G. Let A1 and B1 be dis-
joint non-empty graphs each a disjoint union of components of G − {u, v} such that A1 ∪
B1 = G − {u, v}. Let (A,B) be a partition of E(G) with A ⊆ G[V (A1) ∪ {u, v}] and
B ⊆ G[V (B1) ∪ {u, v}]. Hence, each edge joining u and v, and each unbalanced loop inci-
dent to u or v, can lie in A or B. Assume initially that each such edge lies in B. Because
M is 3-connected, Proposition 4.2.2(ii) implies that G[A] is unbalanced. By symmetry, we
deduce that each of A and B contains an unbalanced cycle that contains no edge joining u
and v and is not an unbalanced loop incident to u or v.
Next we show the following.
4.3.5.1. Suppose B has a path PB joining u and v that does not use all of the vertices
of B. Let CA be an unbalanced cycle in A, and let P
u and P v be internally disjoint paths
from u and v to CA with each such path using a single vertex of CA. Then
(i) P u and P v each have at most one edge;
(ii) V (CA) ∪ {u, v} = V (A);
(iii) |V (A)− {u, v}| ≤ 2; and
(iv) if |V (A)− {u, v}| = 2, then no edge in P u or P v is in a 2-cycle.
Parts (i) and (ii) will follow from Lemma 4.2.7. When CA uses both u and v, we
let T consist of all but one edge of CA. By Lemma 4.2.7, G − V (T ) must be connected, so
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V (CA) = V (A). When CA contains v but not u, let T be a tree whose edges consist of PB
and all but one edge of CA. Then V (CA) ∪ {u} = V (A), so P u has just one edge. Finally,
suppose CA contains neither u nor v. Let T be a tree whose edge set consists of PB, P
u,
and all but one edge of CA. Then V (A) = V (CA) ∪ V (P u) ∪ {v}. Thus P v consists of a
single edge. By symmetry, P u also consists of a single edge. Hence V (A)−{u, v} = V (CA).
Thus (i) and (ii) hold.
To prove (iii), we add the assumption that CA is a shortest unbalanced cycle in A
and assume that |V (A) − {u, v}| ≥ 3. Then, by (ii), |CA| ≥ 3. Let x and y be the vertices
in V (CA)∩V (P u) and V (CA)∩V (P v), respectively, and choose w in V (CA)−{x, y}. Then,
by Lemma 4.3.2, w is incident with an edge f not in CA. By Lemma 4.2.4, the other end-
point of f is not in V (CA). Hence, by (ii), it is in {u, v}, and, without loss of generality,
we may assume that it is u. Thus u ̸= x, so Pu has a single edge.
Consider the Θ-graph H with edge set CA ∪ P u ∪ f and let D be the cycle in this
Θ-graph avoiding y. As the next step towards proving 4.3.5.1(iii), we show that
4.3.5.2. D is balanced.
Suppose first that y = v. Then |D| ≤ |CA|, so, by minimality, D is balanced unless
equality holds here. In the exceptional case, the neighbors of v on CA are w and x. Since
|V (CA)−{u, v}| = |V (A)−{u, v}| ≥ 3, there is an internal vertex t of the (x,w)-path in CA
avoiding v. As t does not have degree two and CA has no chords, A has an edge joining t
and u. Thus u is adjacent to every vertex of V (D) − u. It follows that D is balanced, oth-
erwise, by Lemma 4.2.6, G has an unbalanced 3-cycle containing u and avoiding v. This
contradicts the choice of CA.
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We may now assume that y ̸= v. If D is unbalanced, then, using it as the unbal-
anced cycle in (ii), we obtain a contradiction since D avoids y. We conclude that 4.3.5.2
holds.
Because D is balanced but CA is not, the third cycle, J , in the Θ-graph H must
be unbalanced. Taking the subgraph of G whose edge set is J ∪ PB ∪ P v gives us a Θ-
graph containing cycles J ′ and J ′′ that avoid x and w, respectively. Consider a tree that
is obtained from J ′ by deleting an edge. By Lemma 4.2.7, J ′ is balanced. Similarly, J ′′ is
balanced, so J is balanced, a contradiction. Thus 4.3.5.1(iii) holds.
To prove 4.3.5.1(iv), assume that V (A) − {u, v} = {s, t}. Suppose that there are at
least two edges joining x and u. Let T be a tree consisting of one of these edges together
with the path PB. Then, by Lemma 4.2.7, M is not unbreakable, a contradiction. We de-
duce that there is at most one edge between x and u. By symmetry, there is at most one
edge between y and v. Hence 4.3.5.1(iv) holds. This completes the proof of 4.3.5.1.
Previously, for a 2-vertex cut {u, v} in G, we defined subgraphs A and B whose
union is G. If both A and B contain (u, v)-paths that do not use all of their vertices, then,
by 4.3.5.1(iii), |V (G)| ≤ 6. If each of si(A) and si(B) is a path, then si(G) is a cycle, so, by
Lemma 4.3.4, |V (G)| ≤ 6. Thus we may assume that exactly one of si(A) and si(B) is a
path. It follows that we may also assume that G has no edge joining u and v.
Now, we choose the vertex cut {u, v} and the subgraphs A and B such that si(A)
is not a path and |V (A)| is a minimum subject to this requirement. Then si(B) is a path.
Let CA and CB be shortest unbalanced cycles in A and B, respectively, such that neither
cycle uses an edge joining u to v and neither cycle is an unbalanced loop incident to ei-
ther u or v. Subject to this, choose |V (CA) ∩ {u, v}| to be a maximum. By 4.3.5.1(iii),
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|V (B)| ≤ 4. Let P uA and P vA be disjoint paths from CA to u and v, respectively, chosen so
that |P uA| + |P vA| is a minimum. Let x and y be the vertices of CA that are also in P uA and
P vA, respectively. Next we note that
4.3.5.3. V (A) = V (CA) ∪ V (P uA) ∪ V (P vA).
To see this, note that if V (A) ̸= V (CA) ∪ V (P uA) ∪ V (P vA) and T is a tree whose
edge set is P uA ∪ P vA together with all but one edge of CA, then G− V (T ) is disconnected, a
contradiction to Lemma 4.2.7. Thus 4.3.5.3 holds.
Next we show that
4.3.5.4. CA does not use both u and v.
Suppose otherwise. Then, since G has no edge joining u and v, the cycle CA has a
vertex not in {u, v}. By Lemma 4.3.2, this vertex has degree at least three, so the cycle
CA is not an induced cycle of G[A], a contradiction to Lemma 4.2.4. Hence 4.3.5.4 holds.
4.3.5.5. If u ̸∈ V (CA), then P uA has a single edge.
Suppose not, letting u′ be the neighbour of u on the path P uA. Observe that {u′, v}
cannot be a vertex cut of G otherwise si(A − u) is a path and so si(A) is a path, a contra-
diction. Thus u is adjacent to some vertex w of V (A) − {u′, v}. By the choice of P uA, we
see that w ∈ V (P vA). The union of an edge joining u and w with the edge set of P vA and
all but one edge of CA is a tree T such that G − V (T ) is disconnected, a contradiction to
Lemma 4.2.7. We conclude that 4.3.5.5 holds.
4.3.5.6. |CA| ≥ 3.
This follows by 4.3.5.3, 4.3.5.5, and symmetry, otherwise |V (G)| ≤ 6.
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The choice of CA implies that A has no unbalanced 2-cycles, nor unbalanced loops.
Hence, by Lemma 4.3.2, we have the following.
4.3.5.7. Every vertex of CA must be adjacent to a vertex outside of V (CA).
By 4.3.5.5, we may now assume that u ̸∈ V (CA). As the next step towards proving
Theorem 4.3.5, we now show the following.
4.3.5.8. For |CA| ≥ 4, suppose s and t are distinct vertices of CA that are neighbours of u
in G. Then CA has an edge joining s and t.
Let f and g be edges joining u to s and t, respectively Then, in the Θ-graph H
with edge set CA ∪ {f, g}, at least one cycle meeting u is unbalanced. Let C ′A be such an
unbalanced cycle. As |C ′A| ≤ |CA|, equality must hold, so there is an (s, t)-path P st in CA
of length two such that the edge set of C ′A is {f, g} ∪ (CA − P st). Note that v ∈ V (CA),
otherwise, as C ′A is an unbalanced cycle in A of length |CA| that uses u, we have a contra-
diction to the choice of CA. By replacing CA by C
′
A in 4.3.5.4, we deduce that v ̸∈ V (C ′A).
Thus v is the internal vertex of P st. As the 4-cycle C ′′A with vertex set {f, g} ∪ P st uses u
and v, it must be balanced. By Lemma 4.3.2 and 4.3.5.3, every vertex in V (CA) − {v, s, t}
is adjacent to u. Then, as u is also adjacent to s and t, Lemma 4.2.6 gives us an unbal-
anced 3-cycle in A, a contradiction. We conclude that 4.3.5.8 holds.
Suppose v ∈ V (CA). Then, by 4.3.5.7, every vertex of V (CA) − v is adjacent to u.
Thus, by 4.3.5.8, |V (CA)| ≤ 3, so |V (G)| ≤ 6. We may now assume that v ̸∈ V (CA). By
4.3.5.3 and 4.3.5.5, V (CA) = V (A)− {u, v}. We show next that
4.3.5.9. |V (B)− {u, v}| = 1.
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Recall that |V (B)| ≤ 4. Suppose that |V (B) − {u, v}| = 2. By 4.3.5.1(iv), with the
roles of A and B reversed, the 2-cycle CB is vertex-disjoint from {u, v}. Then cl(CB) con-
sists of all of the edges in the parallel class containing CB, and cl(CA ∪ CB) = CA ∪ cl(CB).
Now, contracting the edges of CA ∪ cl(CB) from G produces a 2-vertex disconnected graph
in which each of u and v meets an unbalanced loop. We deduce that M/cl(CA ∪ CB) is
disconnected, a contradiction. Thus 4.3.5.9 holds.
As |V (G)| ≥ 7, we deduce that |CA| ≥ 4. By 4.3.5.7, every vertex of CA must be
adjacent to u or v. Moreover, by symmetry, 4.3.5.8 holds when u is replaced by v. Using
4.3.5.8 for both u and v, we deduce that |CA| = 4, and two consecutive vertices of CA
are adjacent to u, but not v, while the other two are adjacent to v, but not u. Also, by
4.3.5.8, no vertex of CA is adjacent to both u and v.
We may assume that either CB meets u or that CB is an unbalanced loop incident
to neither u nor v. In the former case, G has a tree T that uses one edge of CB and other-
wise consists of a path, in A, of length three that uses u, exactly one of the neighbours of
u in CA, and both of the neighbours of v on CA. Deleting the vertices of T from G discon-
nects the graph, a contradiction to Lemma 4.2.7. In the latter case, contracting the edges
in CA and CB yields a graph that has three unbalanced loops at each of u and v. Since
E(CA) ∪ E(CB) is a flat, this completes the proof of Theorem 4.3.5.
4.4. Finishing the proof of the main theorem
In this section, we shall complete the proof of Theorem 4.1.2 by dealing with the
case when G has no 2-vertex cut. In particular, we prove the following.
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Theorem 4.4.1. Let M(G,Ψ) be a 3-connected unbreakable frame matroid, where G is 3-
connected and |V (G)| ≥ 7. Then si(G) can be obtained from a complete graph by deleting
the edges of a path of length at most two.
We begin with some preparatory results.
Lemma 4.4.2. Let M be a 3-connected unbreakable frame matroid M(G,Ψ), where G is
3-connected and unbalanced. Then the following hold for any pair {x, y} of nonadjacent
vertices of G.
(i) G− {x, y} is balanced.
(ii) Every unbalanced cycle in G uses at least one of x and y.
(iii) There is at least one unbalanced cycle in G that avoids x and at least one unbal-
anced cycle that avoids y.
(iv) If Cy is a shortest unbalanced cycle in G containing y and avoiding x, and |Cy| ≥ 3,
then Cy is an induced subgraph of G.
Hence
(v) for every unbalanced cycle C in G, the graph si(G− V (C)) is complete.
Proof. To show (i), suppose G − {x, y} has an unbalanced cycle C. Let T be a spanning
tree of G−{x, y} using all but one edge of C. Then, as x and y are nonadjacent, G−V (T )
is disconnected, contradicting Lemma 4.2.7. Thus (i) holds. Part (ii) is a restatement of
(i), and (v) is an immediate consequence of (ii).
To prove part (iii), assume that G − x is balanced. Then the edge set W of G −
{x, y} is a flat of M . The graph G/W has three vertices including a cut vertex that re-
sults from identifying all the vertices in W . In G/W , all the cycles incident with y are bal-
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anced, so this cut vertex actually induces a separation in M/W , a contradiction. Thus (iii)
holds.
Part (iv) follows from Lemma 4.2.4 applied to H = G− x. To see this, note that Cy
is a shortest unbalanced cycle of H since, by (i), G− {x, y} is balanced.
For the rest of the section, u and v will denote a fixed pair of non-adjacent vertices
of G, and W will denote the edge set E(G − {u, v}). By Lemma 4.4.2(iii), we can choose
shortest unbalanced cycles Cu and Cv avoiding v and u, respectively. By Lemma 4.4.2(ii),
Cu and Cv contain u and v, respectively. Our strategy will be to show that such cycles are
small, and exploit the fact that, by Lemma 4.4.2(v) both si(G− V (Cu)) and si(G− V (Cv))
are complete graphs to show that si(G) is almost a complete graph.
Lemma 4.4.3. Let M be a 3-connected unbreakable frame matroid M(G,Ψ) where, G is
3-connected and has at least one unbalanced cycle. Suppose that |Cu| ≥ |Cv|.
(i) Suppose that |Cu| ≥ 4 and C is an unbalanced cycle of G that avoids u. Then
C uses all but at most one vertex of V (Cu) − u. Moreover, if there is a vertex in
(V (Cu)− u)− V (C), then it must be adjacent to u.
(ii) |Cu| ≤ 4.
(iii) Either |Cv| ∈ {1, 2}, or the subgraph of G induced by Cu ∪ Cv is one of the graphs
shown in Figure 4.1.
(iv) If w ∈ V (G) is in an unbalanced cycle of size at most three, then w is nonadjacent
to at most two other vertices.
(v) Every vertex w of G is nonadjacent to at most three other vertices.
(vi) If |Cu| = 4, then |V (G)| ≤ 6 and si(G) has at most seven edges fewer than the
complete graph on |V (G)| vertices.
Proof. As noted above, Cu and Cv use u and v, respectively. To see (i), suppose that
|Cu| ≥ 4. First observe that, by Lemma 4.4.2(v), the subgraph of si(G) induced by
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V (G) − V (C) must be complete. Thus all vertices in Cu − u are either adjacent to u or in
C. By Lemma 4.2.4, G[V (Cu)] must be a cycle. Let u
′ and u′′ be the neighbors of u in Cu.
As u′ and u′′ are nonadjacent, by Lemma 4.4.2(ii), {u′, u′′} ∩ V (C) ̸= ∅ and since all the
vertices in V (Cu)− {u, u′, u′′} are in V (C), statement (i) holds.
To show part (ii), suppose that |Cu| ≥ 5 and that u1, u2, u3, and u4 are dis-
tinct vertices in Cu − u, with u1 adjacent to u and u2, and with u4 adjacent to u and
u3. We note that u2 is not necessarily adjacent to u3. By (i), we may suppose that
V (Cu) − {u, u1} ⊆ V (Cv). Now, as G is 3-connected, u3 must have a neighbor w with
w ̸∈ V (Cu). As u3 and both of its neighbors in Cu are also in Cv, Lemma 4.2.4 implies
that w ̸∈ V (Cv). Now, as {w, u} avoids Cv, by Lemma 4.4.2(i), w is adjacent to u.
Consider the Θ-graph H formed from Cu along with edges joining w to u3 and to u. As
Cu is a shortest unbalanced cycle using u and avoiding v, the cycle in H with vertex set
{u, u4, u3, w} is balanced. Let C ′u be the cycle in H that avoids u4. It must be unbalanced.
Clearly, |Cu| = |C ′u|. Thus C ′u is also a shortest unbalanced cycle using u and avoiding v.
Hence, by Lemma 4.2.4, C ′u has no chords.
We now note that u1 ∈ V (Cv); otherwise, by Lemma 4.4.2(ii), u1 is adjacent to
w, so C ′u had a chord, a contradiction. Now, let w
′ be a vertex adjacent to u2 with w′ ̸∈
V (Cu). By symmetry with w, we see that w
′ ̸∈ V (Cv), and w′ is adjacent to u. As C ′u has
no chords, w ̸= w′. Since Cv avoids w and w′, we deduce by Lemma 4.4.2(v) that these
vertices must be adjacent. Now, C ′u together with edges joining w
′ to u2 and to w forms
a Θ-graph H ′. The cycle in H ′ using u3 and w′ avoids both u and v so must be balanced.
Thus the third cycle C ′′u in H
′, whose vertex set is {u, u1, u2, w′, w}, is unbalanced. But
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this cycle has an edge joining u and w′ as a chord. As |C ′′u | = 5 ≤ |Cu|, we deduce by
Lemma 4.2.4 that C ′′u is balanced, a contradiction. We conclude that (ii) holds.
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Figure 4.1. The possibilities for G[Cu ∪ Cv] in Lemma 4.4.3(iii).
Part (iii) follows from parts (i) and (ii) by straightforward case checking. Next we
show (iv). Let S be the set of vertices that are not adjacent to w. Assume that |S| ≥ 3.
By Lemma 4.4.2(iii), there is a shortest unbalanced cycle Cs avoiding w. As w ∈ V (G) −
V (Cs), by Lemma 4.4.2(v), S ⊆ V (Cs), so |V (Cs)| ≥ 3. Choose a vertex s in V (S). Let
Cw be a shortest unbalanced cycle avoiding s. Any cycle containing {w, s} has size at least
four, and, by hypothesis, w is in some cycle of size at most three. Hence Cw is a shortest
cycle containing w, so |Cw| ≤ 3 ≤ |Cs|. Thus, taking (s, w) = (u, v), we deduce from (ii)
that |Cs| ≤ 4.
Suppose that |Cs| = 4. Then, by (i), |Cw| ≥ 3, so |Cw| = 3. Then, by (iii), G[Cs ∪
Cw] is isomorphic to the graph in Figure 4.1(a). Since all of the vertices nonadjacent to w
are in Cs but w is adjacent to two of the vertices of Cs, we obtain the contradiction that
|S| ≤ 2.
We may now suppose that |Cs| < 4, so S = V (Cs) and |Cs| = 3. As |Cw| ≤ 3, we
see that V (Cs) ∩ V (Cw) = ∅. Suppose t ∈ V (G) − (V (Cs) ∪ V (Cw)). By Lemma 4.4.2(v),
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si(G − V (Cw)) is complete, so t is adjacent to every vertex of Cs. By Lemma 4.2.6, there
is an unbalanced 3-cycle C ′s with t ∈ V (C ′s) ⊆ V (Cs) ∪ {t}. By Lemma 4.4.2(v) again,
si(G − V (C ′s)) is complete. Thus the vertex of V (Cs) − V (C ′s) is adjacent to w, a contra-
diction. We deduce that V (G) = V (Cs)∪ V (Cw). By definition, no vertex of Cs is adjacent
to w. By Lemma 4.3.2, w has degree at least three, so G[V (Cw)] has at least three edges
incident with w. By Lemma 4.4.2, if |Cw| ≥ 3, then Cw is induced, a contradiction. Thus
|Cw| ≤ 2, so w is adjacent to at most one vertex. Hence G is not 3-connected, a contradic-
tion. We conclude that (iv) holds.
Now, we show part (vi). Since |V (Cu)| = 4, by (i), there can be no unbalanced
cycles of G of size less than three because any such unbalanced cycle must avoid u and so
must use at least two vertices of Cu as well as v. Thus G is simple.
4.4.3.1. No vertex w in V (G)− V (Cu) is adjacent to u and each of its neighbors in Cu.
By Lemma 4.4.2(iv), Cu has no chords, so u is adjacent to exactly two vertices, u
′
and u′′, of Cu. Suppose w is adjacent to each of the vertices in {u, u′, u′′}. By definition
of Cu, every 3-cycle with vertex set in V (Cu)∪w is balanced. In particular, the cycles with
vertex sets {w, u, u′} and {w, u, u′′} are balanced. Hence so is the cycle with vertex set
{w, u′, u, u′′}. As Cu is unbalanced, the cycle with vertex set w∪(V (Cu)−u) is unbalanced.
But this cycle avoids {u, v}, a contradiction to Lemma 4.4.2(ii). Thus 4.4.3.1 holds.
By symmetry, if |Cv| = 4, then no vertex of V (G)−V (Cv) is adjacent to v and both
of its neighbors in Cv.
We complete the proof of (vi) by considering the cases in (iii) where |Cu| = 4.
First suppose that G[Cu ∪ Cv] is as shown in Figure 4.1(d). As x and z are nonadjacent, a
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shortest unbalanced cycle Cx avoiding z must contain x. By Lemma 4.4.2(v), G − V (Cx)
is complete, so x′ ∈ V (Cx) and two members of {u, v, y} are in V (Cx), as the subgraph
induced by {u, v, y} has no edges. Thus, by symmetry, we may assume that V (Cx) is
{x, x′, u, v} or {x, x′, u, y}. Suppose G has a vertex w that is not in V (Cu) ∪ V (Cv). By
Lemma 4.4.2(v), each of G− V (Cu), G− V (Cv), and G− V (Cx) is complete. Thus w is ad-
jacent to u, x, and z, a contradiction to 4.4.3.1. We conclude that V (G) = V (Cu) ∪ V (Cv),
so |V (G)| = 6. Hence G is obtained from the complete graph on {u, x, y, z, x′, v} by
deleting the edges (u, v), (u, y), (v, y), (x, x′), (z, x), and (z, x′) as well as possibly (x, v).
We note that each of the choices of V (Cx) has (u, x
′) as an edge. Hence, when G[Cu ∪ Cv]
is as shown in Figure 4.1(d), G is simple, |V (G)| = 6, and G has at most seven fewer edges
than K6.
Now suppose that G[Cu ∪ Cv] is as shown in Figure 4.1(a). By Lemma 4.4.2(v),
G − V (Cv) is complete. Thus every vertex of G not in V (Cu) ∪ V (Cv) must be adjacent
to u. As u has degree at least three, there is such a vertex w. Moreover, w is adjacent to
x. Suppose w is adjacent to z. The choice of Cu means that the cycles with vertex sets
{u,w, z} and {u,w, x} are balanced. Hence, so is the cycle with vertex set {w, x, u, z}. As
Cu is unbalanced, so is the cycle with vertex set {w, x, y, z}. This is a contradiction since
this cycle avoids {u, v}. We deduce that w is not adjacent to z.
Next we show that w is not adjacent to y. Assume the contrary. Let Cw be a
shortest unbalanced cycle avoiding z. Then V (Cw) contains w. Also, by Lemma 4.4.2(v),
V (Cw) must contain x together with either u or {v, y}. The cycle with vertex set {u,w, x}
avoids v and so is balanced. By Lemma 4.2.4, Cw has no chords, so V (Cw) cannot contain
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{w, x, u}. Thus it contains {w, x, y, v}. But the cycle with vertex set {w, x, y} implies that
Cw has a chord, a contradiction. Hence w is not adjacent to y.
Now let Cw be a shortest unbalanced cycle avoiding y. Then w ∈ V (Cw). Also,
by Lemma 4.4.2(v), u ∈ V (Cw) and either x or z is in V (Cw). As Cw is chordless and
|V (Cu)| = 4, we deduce that {w, u, x} ̸⊆ V (Cw). By (ii), as |Cw| ≤ 4 and w and z are
nonadjacent, V (Cw) = {u, z, w, w′} for some w′. Since (w, z) is not an edge of G, the edges
of Cw are (u, z), (z, w
′), (w′, w), and (w, u). As Cw has no chords, u and w′ are not adja-
cent. If w′ ̸= v, then, as w′ ̸∈ V (Cv), we get w′ is adjacent to u, a contradiction. Thus
V (Cw) = {u, z, v, w}. Then, by (iv), y must be adjacent to every vertex in V (G) − {u,w}.
But w was an arbitrarily chosen vertex in V (G) − ((V (Cu) ∪ V (Cv)) and we showed that
y is not adjacent to w. We deduce that V (G) = V (Cu) ∪ V (Cv) ∪ w, so |V (G)| = 6.
Moreover, since G has (w, v) as an edge, G has at most six edges fewer than the complete
graph on {u, x, y, z, v, w}.
Next assume that G[Cu ∪ Cv] is as shown in Figure 4.1(b). Then y is adjacent to a
vertex w not in V (Cu) ∪ V (Cv). By Lemma 4.4.2(v), we may assume that w is adjacent to
u and then, by symmetry, that the cycle with vertex set {u,w, y, z} is unbalanced. Replac-
ing Cu by this cycle reduces us to the case when G[Cu ∪ Cv] is as shown in Figure 4.1(d),
which was dealt with above.
Next suppose that G[Cu ∪ Cv] is as shown in Figure 4.1(e). Assume first that u
and v′ are not adjacent. Observe that, because Cu is a shortest unbalanced cycle avoiding
v, it is also a shortest unbalanced cycle avoiding v′; otherwise, there is an unbalanced 3-
cycle using v and not v′ that, because it cannot use u, violates the choice of Cv. As Cv is
a shortest unbalanced cycle avoiding u, by interchanging the labels on v and v′, we reduce
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to the previously considered case in Figure 4.1(d). We may now assume that u and v′ are
adjacent. By symmetry, v and x are also adjacent. Now let D be a shortest unbalanced
cycle avoiding z. Then, by Lemma 4.4.2(v), v ∈ V (D) and x ∈ V (D). Moreover, y or u
is in V (D). The former does not occur as V (D) ̸= {x, y, v} and D has no chords. Thus
y ̸∈ V (D), so u ∈ V (D). Also, by Lemma 4.4.2(v), v′ ∈ V (D). Since |D| ≤ 4, we deduce
that V (D) = {u, x, v, v′}. Suppose G has a vertex w that is not in V (Cu) ∪ V (Cv). Then,
as each of G−V (Cu), G−V (Cv), and G−V (D) is complete, w is adjacent to u, x, y, and z.
By Lemma 4.2.6, G has an unbalanced 3-cycle Cw using w and two vertices in {u, x, y, z}.
Then Cw violates the choice of Cu. We deduce that V (G) = V (Cu) ∪ V (Cv). Moreover,
|E(G)| ≥ 9. We conclude that (vi) holds.
To prove (v), again we let S be the set of vertices that are not adjacent to w. Sup-
pose that |S| ≥ 4. Take s in S, and let C and D be shortest unbalanced cycles avoiding
s and w, respectively. Then S ⊆ V (D), so |D| ≥ 4. Moreover, w ∈ C. By (iv), we may
assume that |C| ≥ 4. By (ii), |D| = 4 = |C|. Then, by (iii) and (vi), |V (G)| ≥ 6. But w is
adjacent to some vertex in D, so |S| ≤ 3, a contradiction. Thus (v) holds and the proof of
the lemma is complete.
We can now complete the proof of the main theorem of this section.
Proof of Theorem 4.4.1. We begin by proving the following.
4.4.4.1. Let H be a simple 3-connected graph on at least seven vertices. Let u, v1, v2, and
v3 be distinct vertices of H such that H has none of the edges (u, v1), (u, v2), and (u, v3).
Then H ̸= si(G).
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Assume the contrary. Let Cv be a shortest unbalanced cycle avoiding u. Then, by
Lemma 4.4.2(v), {v1, v2, v3} ⊆ V (Cv). Let Cu be a shortest unbalanced cycle avoiding
v1. Then u ∈ V (Cu). By Lemma 4.4.3(vi), as |V (G)| ≥ 7, neither |Cv| nor |Cu| is 4.
Thus |Cv| = 3 and |Cu| ≤ 3. Then V (Cu) ∩ V (Cv) = ∅ as u is not adjacent to some
vertex in {v1, v2, v3}. Moreover, there is a vertex y that is not in V (Cu) ∪ V (Cv). By
Lemma 4.4.2(v), y is adjacent to each vertex of G − V (Cu). In particular, y is adjacent
to each vertex of Cv. by Lemma 4.4.2(v), si(G − V (Cy)) is complete. But this is a contra-
diction as Cy avoids u and at least one of v1, v2, and v3. We conclude that 4.4.4.1 holds.
Next we show the following.
4.4.4.2. Suppose that H is a simple 3-connected graph with at least seven vertices. If, for
distinct vertices u, v, s, and t, neither (u, v) nor (s, t) is an edge of H, then si(G) ̸= H.
Suppose that si(G) = H. Let Cu, Cv, Cs, and Ct be shortest unbalanced cycles
avoiding, respectively, v, u, t, and s. By Lemma 4.4.2(v), these cycles use, respectively, u,
v, s, and t. Moreover, by Lemma 4.4.3(ii) and (vi), all of these cycles have at most three
edges. Hence each We would like circuits C1 and C2 in {Cu, Cv, Cs, Ct} with {u, v, s, t} ⊆
C1 ∪ C2. Now Cu uses u and avoids v, while Cv uses v and avoids u. Both Cu and Cv use
exactly one vertex of {s, t}. We can take C1 = Cu and C2 = Cv unless, by symmetry, Cu
and Cv both contain s. Now Ct uses u or v but not both. Taking C2 = Ct, we let C1 be
Cv or Cu, respectively. By potentially relabeling s and t, we may assume that V (C1) and
V (C2) meet {u, v, s, t} in {u, s} and {v, t}, respectively.
Continuing with the proof of 4.4.4.2, we now show the following.
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4.4.4.3. There is a vertex y ∈ V (G) − (︁V (C1 ∪ V (C2))︁ that is adjacent to each vertex of
G− y.
Clearly |V (C1)∩V (C2)| ≤ 1. We may assume that V (C1)∩V (C2) = {w}, say. Then
|C1| = 3 = |C2|. As |V (G)| ≥ 7, there are distinct vertices x1, x2 ∈ V (G)−(V (C1)∪V (C2)).
Assume that w is adjacent to neither x1 nor x2. Let Cx be a shortest unbalanced cycle
avoiding w. Then, by Lemma 4.4.2(v), {x1, x2} ⊆ V (Cx) and V (Cx) meets each of {u, v}
and {s, t}. Hence |Cx| ≥ 4. Thus, by Lemma 4.4.3(ii) and (vi), we get the contradiction
that |V (G)| ≤ 6. Hence w is adjacent to x1, say. By Lemma 4.4.2(v), x1 is also adjacent
to each vertex in G− V (C1) and to each vertex in G− V (C2). Thus x1 is adjacent to each
vertex of G− x1, so 4.4.4.3 holds with y = x1.
For a vertex z, recall that Ez is the set of edges meeting z. Let X be the set of
edges that only meet vertices in {u, v, s, t}. We show next that
4.4.4.4. G\X has all of its cycles balanced.
Suppose that G\X has an unbalanced cycle C. Since y is adjacent to each vertex
of C − y, by Lemma 4.2.6, G has an unbalanced 3-cycle Cy with Cy ⊆ C ∪ Ey. Let f be
the edge of Cy that is not incident with y. Then f ∈ C and, by assumption, f does not
join two vertices of {u, v, s, t}. Thus Cy avoids at least three vertices in {u, v, s, t}. But, by
Lemma 4.4.2(ii),
Since y is adjacent to each vertex of the unbalanced cycle C1, by Lemma 4.2.6,
there is an unbalanced 3-cycle C ′ using y and exactly two vertices of C1. Because nei-
ther (u, v) nor (s, t) is an edge of G, Lemma 4.4.2(ii) implies that V (C ′) contains u and
s. Hence V (C ′) = {y, u, s}. By symmetry, there is an unbalanced cycle C ′′ with vertex
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set {y, v, t}. Now let F be the flat of M that is spanned by the edges meeting y and one
of u, v, s, and t. The biased graph G′ corresponding to M/F has unbalanced loops at y
corresponding to the edges (u, s) and (v, t) of G. Any other edge of X either corresponds
to an unbalanced loop at y in G′, or is in F . As G\X has every cycle balanced, letting
X ′ = X − F , we deduce that G′\X ′ has only balanced cycles. Thus M/F has no circuit
that meets both X−F and E(G′\X ′). As the last two sets are non-empty, this contradicts
the fact that M is unbreakable. We conclude that 4.4.4.2 holds.
Consider the complement of si(G) in Kn. By 4.4.4.1, this complement has no vertex
of degree three or more and, by 4.4.4.2, has no two-edge matching. Thus the complement
is a path of length at most two. Thus Theorem 4.4.1 holds.
Proof of Theorem 4.1.2. This follows by combining Theorems 4.3.5 and 4.4.1.
Proof of Theorem 4.1.4. Assume that |V (G)| ≥ 7. By Theorem 4.1.2, si(G) is the comple-
ment in Kn of a path of length at most two. But, as every 3-cycle of G is unbalanced, by
Lemma 4.4.2(v), G has no pair of nonadjacent vertices. Hence si(G) is complete.
In Theorems 4.1.2, 4.1.3, and 4.1.4, we impose the condition that M is 3-connected.
To extend these results to the case when M is not 3-connected will require considerably
more work. The following two results of Pfeil [28] will certainly help in this analysis.
Lemma 4.4.5. If a matroid M has a free element, then M is unbreakable.
Lemma 4.4.6. For matroids M1 and M2, the 2-sum, M1 ⊕2 M2 is unbreakable if and only
if the basepoint p of the 2-sum is a free element in both M1 and M2.
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4.5. A Partial Converse to the Main Theorem
In a private communication, Peter Nelson asked how many arbitrary edges could
be removed from the complete graph and still have the simplification of the underlying
graph of some unbreakable 3-connected frame matroid. To answer Peter's question, we
use Theorems 4.1.2 and 4.1.5. The latter is proved in this section. This proof will use the
following result.
Lemma 4.5.1. Let M = M(G,Ψ). Suppose that M is connected having at least two el-
ements and that, for each unbalanced cycle C of G, the graph si(G − V (C)) is complete
and C has a vertex that is adjacent to each vertex of V (G) − V (C). If F is a flat of M
containing an unbalanced cycle of G, then M/F is connected.
Proof. We start by showing the following.
4.5.1.1. Let H be a graph with no balanced loops such that each vertex meets an unbal-
anced loop. If si(H) is complete, then M(H,Ψ) is unbreakable.
First, we note that if e is an edge of H, and H ′ is the graph corresponding to
M(H,Ψ)/cl({e}), then H ′ has no balanced loops, si(H ′) is complete, and each ver-
tex of H ′ is incident to an unbalanced loop. Because H ′ satisfies the same hypotheses
as H, it suffices to show that M(H,Ψ) is connected. If H has only one vertex, then
r(M(H,Ψ)) = 1, and the statement clearly holds. Thus assume H has at least two ver-
tices. If e and f are unbalanced loops at different vertices of H, then there is a circuit
consisting of e, f , and a path connecting the vertices incident to e and f . Thus all of the
unbalanced loops of H are in the same connected component of M(H,Ψ). If f is an edge
incident to the vertices x and y, then as there are unbalanced loops ex and ey incident to
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x and y, we have that {ex, ey, f} is a circuit of M(H,Ψ). We conclude that M(H,Ψ) is
connected, so 4.5.1.1 holds.
Now, as M is connected, G has no balanced loops. Let C be an unbalanced cycle
of G, and let v be a vertex of C that is adjacent to every vertex of G − V (C). If G′ is the
graph corresponding to M/cl(C), then G′ has no balanced loops, si(G′) is complete, and
each vertex of G′ is incident to at least one unbalanced loop derived from an edge incident
to v. Thus, by 4.5.1.1, M/cl(C) is unbreakable. Now, let F be a flat containing C. Then
M/F = (M/cl(C))/(F − cl(C)), where F − cl(C) is a flat of M/cl(C). Hence, M/F is
connected.
Lemma 4.5.2. Let M = M(G,Ψ) and F be a flat of M that does not contain any unbal-
anced cycles. Let the biased graph (G′,Ψ′) correspond to M/F . Suppose that every cycle
using the vertex u of G is unbalanced and that C is a 3-cycle of G using u. Then C − F is
a union of disjoint unbalanced cycles of G′ at least one of which is incident to u. Further-
more, if C ′ is a 3-cycle incident to u and edge-disjoint from C, then C ′ − F is in the same
connected component of M/F as C − F .
Proof. Since F contains no unbalanced cycles, it follows that G′ ∼= G/F . Thus, in G′, the
set C − F is a disjoint union of cycles. We want each of these cycles to be unbalanced. Be-
cause F is a flat, every loop in C − F must be unbalanced. Thus the desired result holds
unless C − F contains an balanced 2-cycle, say {a, b}. Consider the exceptional case. Let
c be the third edge of C. Then c ̸∈ F , otherwise {a, b} is unbalanced. It follows that F
contains an (s, t)-path P , where s and t are the endvertices of c, and P does not meet the
third vertex of C. Then G[C∪P ] is a Θ-graph. As the cycle P ∪{a, b} meets u, it is unbal-
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anced. Thus {a, b} is an unbalanced cycle of G/P and hence of G/F , a contradiction. We
conclude that the first part of the lemma holds. For the second part, because G[C ′ − F ] is
connected and each cycle of G′ in C − F is unbalanced, the result is immediate.
Lemma 4.5.3. Let J be a complete graph with m vertices where m ≥ 5. Let v be a vertex
of J and Ψ be the set of cycles that avoid v. Then M(J,Ψ) is a 3-connected frame ma-
troid.
Proof. Clearly Ψ satisfies the Θ-property, so M(J,Ψ) is a frame matroid M . Moreover, M
is simple and connected. Let (X, Y ) be a 2-separation of M . As M\Ev is the cycle ma-
troid of Km−1, it is 3-connected, so we may assume that |Y ∩ (E(M\Ev))| ≤ 1. Thus
r(X) ≥ m− 2. If |X ∩ Ev| ≥ 2, then r(X) = r(M), a contradiction. Thus |X ∩ Ev| = t for
some t in {0, 1}, so |Y ∩Ev| = m− 1− t. Hence r(X) = m− 2+ t and r(Y ) ≥ m− 1− t, so
r(X) + r(Y )− r(M) ≥ m− 2 + t+m− 1− t−m = m− 3 ≥ 2,
a contradiction. Hence M(J,Ψ) is 3-connected.
The last lemma fails for m = 4 since, in that case, M(J,Φ) is a 6-element rank-4
matroid with a triangle so it is not 3-connected. Our proof of Theorem 4.1.5 will also use
the following result of Oxley and Wu [27].
Lemma 4.5.4. For n ≥ 2, let X and Y be subsets of the ground set of a matroid M that
has no circuits with fewer than n elements. Suppose that M |X and M |Y are both verti-
cally n-connected and that r(X) + r(Y )− r(X ∪ Y ) ≥ n− 1. Then M |(X ∪ Y ) is vertically
n-connected.
We are now ready to prove the main result of this section.
89
Proof of Theorem 4.1.5. For some n ≥ 7, we have that H ∈ {Kn, Kn\e,
Kn\{f, g}}, where f and g are adjacent edges. The result holds when H = Kn, as
M(Kn) is 3-connected and, by Theorem 4.1.1, M(Kn) is unbreakable.
Now let H = Kn\e, where e joins u and v. Let Ψ be the set of all cycles of H
that avoid {u, v}. It is easily checked that Ψ satisfies the Θ-property. We show first that
M(H,Ψ) is an unbreakable matroid M . Let F be a flat of M . If F contains an unbal-
anced cycle, then, by Lemma 4.5.1, M/F is connected. Now assume that F contains no
unbalanced cycle. Let W = E(H − {u, v}). Then M/W is a rank-3 matroid consisting
of two disjoint (n − 2)-point lines, and one easily checks that M/W is unbreakable. Thus,
if F contains W , then M/F = (M/W )/(F − W ), and, since F − W is a flat of M/W ,
it follows that M/F is connected. We may now assume that F does not contain W . By
Lemma 4.5.2, for each w in {u, v}, the elements of (Ew ∪ W ) − F are in the same con-
nected component of M/F . Since W − F ̸= ∅, the components containing (Eu ∪W ) − F
and (Ev∪W )−F are the same, so M/F is connected. We conclude that M is unbreakable.
To see that M is 3-connected, first note that, as G is simple, so is M . By
Lemma 4.5.3, each of M\Eu and M\Ev is 3-connected. As r(E−Eu)+r(E−Ev)−r(E) =
n− 1 + n− 1− n ≥ n− 2 ≥ 2, we deduce by Lemma 4.5.4 that M is indeed 3-connected.
Finally, we assume that H = Kn\{f, g} where f = (u, v1) and g = (u, v2). Let Ψ
consist of all cycles that avoid both u and the edge h that joins v1 and v2. It is straightfor-
ward to check that Ψ satisfies the Θ-property. Let M = M(H,Ψ) and write E1 and E2 for
Ev1 and Ev2 , respectively. Let W = E(H)− (Eu ∪ E1 ∪ E2).
We show first that M is unbreakable. Consider a flat F of M . By Lemma 4.5.1,
M/F is certainly connected if F contains an unbalanced cycle. Now M(H,Ψ)/W consists
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of the following four matroids freely placed in rank four: an (n− 3)-point line, a point, and
two (n − 3)-element parallel classes. It is easily checked that M(H,Ψ)/W is unbreakable.
Hence if W ⊆ F , then M/F is connected.
Now, suppose that F does not contain an unbalanced cycle and that W ̸⊆ F . Let
(H ′,Ψ′) be the biased graph corresponding to M(H,Ψ)/F . As F does not contain an un-
balanced cycle, H ′ = H/F . Then, by Lemma 4.5.2, (Eu ∪W ) − F is contained in a con-
nected component of M/F . If h ̸∈ F , then h is in an unbalanced cycle of H ′ with at most
three elements. Since (Eu ∪W )− F contains an unbalanced cycle, h is in the same compo-
nent of M/F as (Eu ∪W )− F .
Let j be an element of M/F that is not in the same component as (Eu ∪ W ) −
F . Then, without loss of generality, j meets v1. As W ̸⊆ F , there is a 3-cycle D in H ′
that contains j and an edge w of W − F and is edge-disjoint from Eu. As j and w are in
different components of M/F , we deduce that D is unbalanced. There is an unbalanced
cycle D′ of H ′ that uses u and is edge-disjoint from D. As H ′ is connected, it follows that
M/F has a circuit containing D∪D′, a contradiction. We conclude that M is unbreakable.
Lastly, we show that M is 3-connected. Certainly M is connected and simple. Both
M\(Eu ∪ E1) and M\(Eu ∪ E2) are the cycle matroids of complete graphs so they are
3-connected. Since the ground sets of these matroids meet in W , and (Eu ∪ E1) ∩ (Eu ∪
E2) = Eu ∪ h, it follows by Lemma 4.5.4 that M\(Eu ∪ h) is 3-connected. Moreover, by
Lemma 4.5.3, M\(E1 ∪ E2) is 3-connected. As (Eu ∪ h) ∩ (E1 ∪ E2) = {h}, it follows by
Lemma 4.5.4 that M\h is 3-connected. Since r(M) = r(M\h) and M is simple, it follows
that M is 3-connected.
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