Abstract. A fundamental question in graph theory is to establish conditions that ensure a graph contains certain spanning subgraphs. Two well-known examples are Tutte's theorem on perfect matchings and Dirac's theorem on Hamilton cycles. Generalizations of Dirac's theorem, and related matching and packing problems for hypergraphs, have received much attention in recent years. New tools such as the absorbing method and regularity method have helped produce many new results, and yet some fundamental problems in the area remain unsolved. We survey recent developments on Dirac-type problems along with the methods involved, and highlight some open problems.
A well-known result of Tutte [83] characterized all the graphs with perfect matchings and there are efficient algorithms (e.g., Edmond's algorithm [14] ) that determine if a graph has a perfect matching. However, deciding if a 3-partite 3-graph contains a perfect matching is among the first 21 NP-complete problems given by Karp [37] . Therefore it is natural to look for sufficient conditions that guarantee a perfect matching.
1.1. Degree Conditions for Perfect Matchings. There are multiple ways to define degrees in hypergraphs. Given a k-graph H with a set S of d vertices, where 0 ≤ d ≤ k − 1, the degree of S, denoted by deg H (S) or simply deg (S) , is the number of edges containing S. The minimum d-degree δ d (H) of H is the minimum of deg(S) over all d-subsets S of V (H). Hence δ 0 (H) = e(H) is the number of edges in H. We refer to δ 1 (H) as the minimum vertex degree of H and δ k−1 (H) as the minimum codegree of H. The simple monotonicity
suggests that a codegree condition is stronger than other degree conditions. Bollobás, Daykin and Erdős [5] first related the minimum (vertex) degree to the existence of a large (but far from perfect) matching in k-graphs. Daykin and Häggkvist [12] extended this result by showing that every k-graph with δ 1 (H) ≥ (1 − 1/k) n−1 k−1 contains a perfect matching. Given integers d < k ≤ n such that k divides n, define the minimum d-degree threshold m d (k, n) as the smallest integer m such that every k-graph H on n vertices with δ d (H) ≥ m contains a prefect matching. A simple greedy argument shows that m 1 (2, n) = n/2 for all n ∈ 2N. Given k ≥ 3, a result of Rödl, Ruciński and Szemerédi [70] on Hamilton cycles implies that m k−1 (k, n) ≤ n/2 + o(n). Kühn and Osthus [52] sharpened this bound to m k−1 (k, n) ≤ n/2 + 3k 2 √ n log n by reducing the problem to the one for k-partite k-graphs. Rödl, Ruciński and Szemerédi [71] improved it further to m k−1 (k, n) ≤ n/2 + O(log n) by using the absorbing method. Rödl, Ruciński, Schacht, and Szemerédi [69] found a simple proof of m k−1 (k, n) ≤ n/2 + k/4. Finally Rödl, Ruciński and Szemerédi [73] determined m k−1 (k, n) exactly for all k ≥ 3 and sufficiently large n (again by the absorbing method). In order to state this and later results, let us describe a class of extremal configurations that are usually referred to as divisibility barriers. Construction 1.1. [79] Define H ext (n, k) to be the family of all k-graphs H = (V, E), in which there is a partition of V into two parts A, B and i ∈ {0, 1} such that |A| = i|V |/k mod 2 and |e ∩ A| = i mod 2 for all edges e ∈ E.
It is easy to see that no hypergraph H ∈ H ext (n, k) contains a perfect matching. Indeed, suppose H contains a perfect matching M , then |A| = e∈M |e ∩ A| = i|V |/k mod 2, contradicting the definition of H. Define δ(n, k, d) to be the maximum of the minimum d-degrees among all the hypergraphs in H ext (n, k) and note that m d (k, n) > δ(n, k, d). It is easy to see that (1) δ(n, k, k − 1) =        n/2 − k + 2 if k/2 is even and n/k is odd n/2 − k + 3/2 if k is odd and (n − 1)/2 is odd n/2 − k + 1/2 if k is odd and (n − 1)/2 is even n/2 − k + 1 otherwise.
Theorem 1.2. [73]
For k ≥ 3, m k−1 (k, n) = δ(n, k, k − 1) + 1 for sufficiently large n.
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With more case analysis, one may determine δ(n, k, k − 2), e.g., it is shown in [79] that δ(n, 4, 2) ≤ n 2 4 − 5n 4 − √ n − 3 2 + 3 2
and equality holds for infinitely many n. In general, δ(n, k, d) = (1/2 + o(1)) n−d k−d for any fixed k > d but the general formula of δ(n, k, d) is unknown -this is related to the open problem of finding the minima of binary Krawtchouk polynomials. Nevertheless, Treglown and the author [79, 80] 
Previously Pikhurko [66] showed that
Independently Czygrinow and Kamat [9] determined m 2 (4, n) for sufficiently large n.
Another class of extremal constructions are known as space barriers. Construction 1.4. Given s, k, n ∈ N such that s ≤ ⌈n/k⌉ (k may not divide n), let H 0 s (n, k) be the k-graph on n vertices whose vertex set is partitioned into two parts A and B such that |A| = s − 1, and whose edge set consists of all those edges with at least one vertex in A.
Since each edge contains at least one vertex from A and |A| < s, H 0 s (n, k) contains no matching of size s; in particular, H 0 (n, k) contains no prefect matching. Note that
Hàn, Person and Schacht [26] proved that m 1 (3, n) = (5/9 + o(1))n ≈ δ 1 (H 0 (n, 3)). Khan [46] and independently Kühn, Osthus and Treglown [58] obtained that m 1 (3, n) = δ 1 (H 0 (n, 3))+1 for sufficiently large n. Khan [45] also proved that m 1 (4, n) = δ 1 (H 0 (n, 4))+ 1 for sufficiently large n. Alon, Frankl, Huang, Rödl, Ruciński and Sudakov [2] determined m d (k, n) asymptotically for all d ≥ k − 4, including the new cases when (k, d) = (5, 1), (5, 2), (6, 2) , and (7, 3) . Very recently Treglown and the author [81] determined m 2 (5, n) and m 3 (7, n) exactly for sufficiently large n.
All these results point to the following conjecture, whose asymptotic version (2) has appeared earlier, e.g., [26, 53] .
In particular,
Note that for all 1
where ln denotes the natural logarithm. Thus, for 1
for sufficiently large n.
Other than the aforementioned results, no other asymptotic or exact value of m d (k, n) is known. When k ≥ 3 and 1 ≤ d < k/2, Hàn, Person and Schacht [26] gave a general bound:
This was improved by Markström and Ruciński [64] 
and by Kühn, Osthus and Townsend [57] to
Let us discuss proof techniques. Most aforementioned results were obtained by the absorbing method, initiated by Rödl, Ruciński, and Szemerédi [70] . Roughly speaking, the absorbing method reduces the task of finding a spanning sub(hyper)graph to that of finding a near spanning sub(hyper)graph by using some absorbing structure. Given a k-graph that contains a matching M and a vertex set S such that V (M ) ∩ S = ∅, we say that M absorbs S if there is another matching M ′ with V (M ′ ) = V (M ) ∪ S. Suppose we want to prove (2) for some d < k. Let a = max 
We next remove V (M ) from H and let
. If we can show that H ′ contains a matching that covers all but at most γ 2k n vertices, then M can absorb these vertices and we obtain the desired perfect matching of H. Thus it suffices to prove that every k-graph on n vertices with
contains a matching that covers all but o(n) vertices. We call this assertion the almost perfect matching lemma, and note that it is weaker than an asymptotic version of Conjecture 1.10 from Section 1.2. When d ≥ k/2, this lemma essentially follows from a greedy argument (see e.g., [26, Theorem 1.3] ), but it appears hard to prove the lemma in general when d < k/2. As shown in [2, 67] , it suffices to find an almost perfect fractional matching instead (see Section 1.3 for details). This helps the authors of [2] to obtain m d (k, n) asymptotically for d ≥ k − 4. However, finding an almost perfect fractional matching for smaller d is still an open problem (see Conjecture 1.12). Now suppose we want to find m d (k, n) exactly. Naturally we separate the extremal case (when H is close to the extremal configuration) from the non-extremal case. The proof for the non-extremal case follows the procedure described above, except that we may assume that H is not close to the extremal configuration when proving the absorbing lemma and the almost perfect matching lemma. For example, suppose 1 − (
, we need the following refinement of Lemma 1.6. Let ε > 0 and H and H ′ be two k-graphs on the same n vertices. We say that H is ε-close to H ′ if H becomes a copy of H ′ after adding and deleting at most εn k edges. Let B n,k (B n,k ) denote the k-graph whose vertex set can be partitioned into A, B with |A| = ⌊n/2⌋ and |B| = ⌈n/2⌉ such that all its edges intersect A in an odd (even) number of vertices. Theorem 1.7. [81, Theorem 5] Given any ε > 0 and integer k ≥ 2, there exist 0 < α, ξ < ε and n 0 ∈ N such that the following holds. Suppose that H is a k-graph on n ≥ n 0 vertices with When d = k−1, Rödl, Ruciński and Szemerédi [70, 73] noticed a striking contrast between the codegree threshold for perfect matchings (about n/2 as seen in Theorem 1.2) and the one for almost perfect matchings (about n/k as shown below). We present the simple proof from [73] because it is a good example of a greedy argument.
Proof. Let M be the largest matching of H and U = V (H)\V (M ). Suppose to the contrary, that |M | < s and thus |V
we can enlarge M . Since |M | < s, there exists an edge e ∈ M that contains at least k + 1 neighbors of S 1 , . . . , S k . Consequently there are two vertices v 1 , v 2 ∈ e and i = j such that v 1 ∈ N (S i ) and v 2 ∈ N (S j ). By replacing e with {v 1 } ∪ S i and {v 2 } ∪ S j , we obtain a matching of size |M | + 1, contradiction.
When k does not divide n, the largest matching in a k-graph on n vertices is of size ⌊n/k⌋. Such matching is called a near perfect matching. Rödl, Ruciński and Szemerédi [73] proved that every k-graph H on n vertices with δ k−1 (H) ≥ n/k + O(log n) contains a near perfect matching and conjectured that δ k−1 (H) ≥ ⌊n/k⌋ suffices. Using the absorbing method, Han [28] recently proved this conjecture. Theorem 1.9.
[28] Let n ≥ k ≥ 2 be integers such that k ∤ n and n is sufficiently large. Then every k-graph H on n vertices with δ k−1 (H) ≥ ⌊n/k⌋ contains a matching of size ⌊n/k⌋.
A corollary of Theorem 1.9 is m s k−1 (k, n) ≤ s for all s < n/k and sufficiently large n, which generalizes Proposition 1.8. To see this, let H = (V, E) be a k-graph on n vertices with δ k−1 (H) ≥ s for some s < n/k. By adding a set T of about n−ks k−1 vertices to V and all the k-subsets of V ∪ T that intersect T to E, we obtain a k-graph H ′ on n ′ vertices with δ 1 (H) ≥ ⌊n ′ /k⌋ and n ′ ∈ kN. Applying Theorem 1.9, we obtain a near perfect matching of H ′ . Removing the vertices of T from this matching, we obtain a matching in H of size at least s.
For any integer s
Combining this with the aforementioned corollary of Theorem 1.9, we obtain that for all k ≥ 2 and sufficiently large n,
This prompts us to conjecture that H 0 s (n, k) provides the correct value of m s d (k, n) for all d < k and most s < n/k. As noted in Section 1.1, an asymptotic version of this conjecture already implies (2), which determines m d (k, n) asymptotically for all d < k.
for all n ≥ n 0 and all s ≤ n/k − C.
When d = 1, a result of Bollobás, Daykin and Erdős [5] showed that (4) holds for all n > 2k 3 (s + 1). When d = 1 and k = 3, Kühn, Osthus and Treglown [58] proved (4) for all s ≤ n/3 and sufficiently large n (not necessarily divisible by 3). Kühn, Osthus and Townsend [57, Conjecture 1.3] proposed an asymptotic version of Conjecture 1.10,
and proved it for all s ≤ min{
1.3. Erdős Conjecture and fractional matching. How many edges of a k-graph guarantee a matching of size s? This question dates back to an old conjecture of Erdős [15] that has received much attention lately.
The lower bound comes from (3) and the k-graph consisting of a complete k-graph K k ks−1 on ks − 1 vertices and n − ks + 1 isolated vertices.
The s = 2 case of Conjecture 1.11 is the well-known Erdős-Ko-Rado theorem [17] . A classic theorem of Erdős and Gallai [16] confirms the conjecture for k = 2. Erdős [15] proved the conjecture for n ≥ n 0 (k, s). Bollobás, Daykin and Erdős [5] proved the conjecture for n > 2k 3 (s − 1) and Huang, Loh, and Sudakov [36] recently improved it to n ≥ 3k 2 s. When k = 3, Frankl, Rödl, and Ruciński [21] proved the conjecture for n ≥ 4s while Luczak and Mieczkowska [63] proved it for sufficiently large s. Recently Frankl [18] proved the conjecture for k = 3. Frankl [19] also proved the conjecture for s ≤ n/(2k).
Alon et al. [2] considered a fractional version of the Erdős conjecture. Let H = (V, E) be a k-graph on n vertices. A fractional matching in H is a function w : E → [0, 1] such that for each v ∈ V we have e∋v w(e) ≤ 1. The size of w, denoted by ν * (H), is e∈E w(e) = 1 k v e∋v w(e) ≤ n/k. If ν * (H) = n/k then we call w a perfect fractional matching. Determining ν * (H) is a linear programming problem. Its dual problem is finding a minimum fractional vertex cover τ * (H) = v∈V w(v) over all functions w : V → [0, 1] such that v∈e w(v) ≥ 1 for all e ∈ E. Correspondingly τ (H) is the minimum number of vertices in a vertex cover of H.
Given integers n ≥ k > d ≥ 0 (with k ≥ 2) and a real number 0 < s ≤ n/k, define f s d (k, n) to be the smallest integer m such that every k-graph H on n vertices with δ d (H) ≥ m contains a fractional matching of size s. We let f d (k, n) := f n/k d (k, n) (note that n/k may not be an integer). The hypergraph H 0 ⌈s⌉ (n, k) defined in Construction 1.4 contains no fractional matching of size s because
When s is an integer, the complete k-graph K k ks−1 contains no fractional matching of size s. When s = n/k, it was shown in [71] 
The following two conjectures were given in [2] .
(ii) For all positive integers n, k, s such that k ≥ 2 and s ≤ n/k,
Alon et al. [2] first proved Conjecture 1.12 (ii) asymptotically for k ∈ {3, 4} by reducing it to an old probabilistic conjecture of Samuels [76] and then they applied this result to prove (i) with k − d ∈ {3, 4}.
One can convert an almost perfect fractional matching to an almost perfect integer matching by applying either a result of Frankl and Rödl [20] or the weak Regularity Lemma (see [2, Section 4] and [57, Section 5] for details of these two approaches). This implies the following connection between m d (k, n) and f d (k, n).
This theorem implies that to determine m d (k, n), it suffices to prove Conjecture 1.12 (i). Theorem 1.13 was slightly improved in [81] to
where δ(n, k, d) was defined in Section 1.1.
1.4.
Other Matching problems. First we consider matching problems in multipartite hypergraphs. Let K k (n) denote the family of all k-partite k-graphs H with parts [52] proved that every H ∈ K k (n) contains a perfect matching if δ ′ k−1 (H) ≥ n/2 + √ 2n log n. Aharoni, Georgakopoulos, and Sprüssel [1] found an elegant proof of the following theorem.
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Theorem 1.14.
-crossing sets S and deg(S) ≥ n/2 for all {2, 3, . . . , k}-crossing sets S, then H contains a perfect matching.
This theorem implies that H contains a perfect matching if δ ′ k−1 (H) > n/2 for all values of n. This is tight when k is even and n = 2 (mod 4) but may not be tight in other cases (off by at most one). Pikhurko [66] proved that every H ∈ K k (n) contains a perfect matching if there exists nonempty
This implies that H contains a perfect matching if
. Recently Lo and Markström [60] determined the minimum δ ′ 1 (H) that guarantees a perfect matching when H ∈ K 3 (n) and n is sufficiently large.
Keevash and Mycroft [44] investigated the structure of k-graphs satisfying δ k−1 (H) ≥ n/k − o(n) but containing no perfect matching. They showed that such k-graphs are close to either space or divisibility barriers (see Theorem 2.7 in the next section). Applying the results in [44] 
Given k ≥ 3 and 0 ≤ c ≤ 1, let PM(k, c) denote the decision problem of determining whether a k-graph H contains a perfect matching when δ k−1 (H) ≥ cn. The result of Karp [37] says that PM(k, 0) is NP-complete. On the other hand, Theorem 1.2 implies that PM(k, 1/2) can be decided in constant time. Szymańska [78] proved that for c < 1/k the problem PM(k, 0) admits a polynomial-time reduction to PM(k, c) and hence PM(k, c) is also NP-complete. Karpiński, Ruciński and Szymańska [38] showed that there exists ε > 0 such that PM(k, 1/2 − ε) is in P. Applying the aforementioned structure result, Keevash, Knox, and Mycroft [42] proved that PM(k, 1/k + ε) is in P for all ε > 0 (furthermore, their algorithm provides a perfect matching if it exists). Very recently Han [29] solved the remaining case PM(k, 1/k). In fact, he proved that PM(k, c) is in P for all c ≥ 1/k by using some theory developed in [42] and a lattice-based absorbing method.
Packing Problems

2.1.
Results. (Hyper)graph packing, alternatively called (hyper)graph tiling, is a natural extension of the matching problem. Given two k-graphs H and F , an F -packing is a sub(hyper)graph of H that consists of vertex-disjoint copies of F . An F -packing is perfect (called an F -factor ) if it is a spanning sub(hyper)graph of H. In this case it is necessary that |V (F )| divides |V (H)|. Packing problems have been studied extensively for graphs. The celebrated HajnalSzemerédi theorem [25] states that for all n ∈ tN every n-vertex graph with minimum degree at least (1 − 1/t)n contains a K t -factor. Given a k-graph F of order f and an integer n divisible by f , we define the F -packing threshold δ d (n, F) as the smallest integer t such that every n-vertex k-graph H with δ d (H) ≥ t contains an F -factor. We simply write δ(n, F ) for δ k−1 (n, F ). When k = 2, Kühn and Osthus [54] determined δ(n, F ) up to an additive constant for all graphs F . This improves the earlier results of Alon and Yuster [3] , Komlós [47] , and Komlós, Sárközy, and Szemerédi [49] . For more results on graph packing, see the survey [53] .
It is not surprising that packing problems become harder in hypergraphs. Other than the matching problems mentioned in Section 1, only a few packing thresholds are known. Recall that K k t is the complete k-graph on t vertices. The first step towards a hypergraph HajnalSzemerédi theorem is determining δ(n, K 3 4 ) (K 3 4 -packing is also interesting because the corresponding Turán problem is a famous conjecture of Turán [82] ). Czygrinow and Nagle [11] showed that δ(n, K 3 4 ) ≥ 3n/5 + o(n). Keevash and Sudakov observed that δ(n, K 3 4 ) ≥ 5n/8 + o(n). Pikhurko [66] proved 3n/4 − 2 ≤ δ(n, K 3 4 ) ≤ 0.861n; independently Keevash and the author (unpublished, see [44] ) proved that 2n/3 − 1 ≤ δ(n, K 3 4 ) ≤ 4n/5 + o(n). Lo and Markström [61] showed that δ(n, K 3 4 ) = 3n/4 + o(n) by the absorbing method. Independently and simultaneously Keevash and Mycroft [44] determined δ(n, K 3 4 ) exactly.
Theorem 2.1. [44]
For sufficiently large n ∈ 4N,
We will elaborate on the approaches used in [61, 44] in the next subsection. It is desirable to find the packing threshold δ(n, K k t ) for all 3 ≤ k < t. However, at present such a hypergraph Hajnal-Szemerédi theorem seems out of reach. When t = k + 1, Lo and Markström [61] showed that δ(n, K k k+1 ) ≤ (1 − 1/2k)n for k ≥ 3. It is plausible that one can prove δ(n, K k k+1 ) ≤ k k+1 n + o(n) by applying the approach of [44] . Unfortunately we do not know a matching lower bound (it was shown in [61] that δ(n, K k k+1 ) ≥ 2n/3 for even k). For arbitrary t, it was shown in [61] 
2) Improve the existing bounds for δ(n, F ) when F = K 3 t , t ≥ 5 and F = K k t , 4 ≤ k < t.
Let K − 4 be the (unique) 3-graph with four vertices and three edges. Lo and Markström [59] showed that δ(n, K − 4 ) = n/2 + o(n) by using the absorbing method. All the remaining success was on packing with k-partite k-graphs. Given positive integers
denote the complete k-partite k-graph with parts of sizes
Other than the matching problems, perhaps the earliest result on hypergraph packing was on K 3 1,1,2 − packing (note that K 3 1,1,2 is the unique 3-graph with four vertices and 2 triples). As a corollary of their main result on loose Hamilton cycles, Kühn and Osthus [51] proved that δ(n, K 3 1,1,2 ) = n/4 + o(n). Recently Czygrinow, DeBiasio, and Nagle [8] determined this threshold exactly for sufficiently large n.
Mycroft [65] recently determined the codegree packing thresholds asymptotically for all complete k-partite k-graphs, as well as a large class of non-complete k-partite k-graphs. 
where p is the smallest prime factor of d. Mycroft [65] also answered a question of Rödl and Ruciński [67] by determining δ(n, C k s ) asymptotically for all k ≥ 3 and s ≥ 2, where C k s is a k-uniform loose cycle with s edges (see Section 3 for its definition). The proof of [65] makes use of hypergraph regularity, including the Regularity Approximation Lemma of Rödl and Schacht [75] and the Blow-up Lemma of Keevash [40] .
Let us consider hypergraph packing under vertex degree conditions.
1 Very little is known beyond the matching problem. Lu and Székely [62] used the Local Lemma to derive a general upper bound for δ 1 (n, F ) for arbitrary k-graph F . 
, where e = 2.718....
For example, when
by considering H 0 (t−k+1)n/t (n, k) defined in Construction 1.4. Therefore, when k is fixed and t → ∞, we have
By considering complement r-graphs, we can translate (5) to the following corollary on equitable colorings of hypergraphs. An equitable ℓ-coloring of a (hyper)graph is a proper vertex coloring with ℓ colors such that the sizes of any two color classes differ by at most one. Lo and Markström [61] applied the results in [46, 45] to determine δ 1 (n, K 3 3 (m)) and δ 1 (n, K 4 4 (m)) asymptotically. Recently Han and the author [34] and independently Czygrinow [7] determined δ 1 (n, K 3 1,1,2 ) exactly for sufficiently large n. More recently Han, Zang, and the author [30] 
It is interesting to note that Theorem 2.6 contains a case where the coefficient of the packing threshold is irrational. In fact, as far as we know, all the previously known tiling thresholds have rational coefficients. The lower bound in Theorem 2.6 follows from six constructions: three of them are divisibility barriers, two are space barriers, and the last construction was called a tiling barrier because there exists a vertex that is not contained in any copy of K a,b,c . In general, given a k-graph F , let τ d (n, F ) denote the minimum integer t such that every k-graph H of order n with δ d (H) ≥ t has the property that every vertex of H is covered in some copy of F . When F is a graph, it is not hard to see that (1))n (see the concluding remarks of [30] ). Given a k-graph F , trivially
where ex d (n, F ) is the d-degree Turán number of F , defined as the smallest integer t such that every r-graph H of order n with δ d (H) ≥ t + 1 contains a copy of F . It was shown [30] that
, and equality holds when a ≥ 2. It will be interesting to know τ 1 (n, F ) for other 3-graphs.
2.2.
Methods. Most packing thresholds on graphs, e.g., [49, 54] were obtained by the regularity method using the Regularity Lemma of Szemerédi [77] and the Blow-up Lemma of Komlós, Sárközy, and Szemerédi [48] . As the hypergraph versions of these two lemmas are now available, it is possible to attack hypergraph packing problems by the same approach though the proofs become long and technical - [44, 65] are two examples.
Keevash and Mycroft [44] derived a theorem on perfect matchings for simplicial complexes that is very useful for packing problems. To state this result precisely, we need several definitions. A k-system J is a set system in which the largest set of J has size k and ∅ ∈ J. A k-complex is a downward closed k-system, namely, every subset of a set in J is also in J. Given a k-system J, let J r denote the family of r-sets in J for 0 ≤ r ≤ k. The minimum r-degree of J, denoted by d r (J), is the minimum deg J r+1 (e) among all e ∈ J r . (Note that this is different from δ r (J r+1 ), which is the minimum deg
Let H = (V, E) be a k-graph and let P be an ordered partition of V into V 1 , . . . , V t . The index vector i P (S) of a set S ⊆ V is defined as (|S ∩ V 1 |, . . . , |S ∩ V t |). A vector of Z t is referred to as a k-vector if all its coordinates are non-negative and sum to k (thus all i P (e), e ∈ E, are k-vectors). A lattice in Z t is an additive subgroup of Z t . We let L P (H) denote the lattice generated by the index vectors i P (e) for all edges e of H. Given µ > 0, let L µ P (H) denote the lattice generated by all vectors x ∈ Z t such that there are at least µn k edges e of H with i P (e) = x. A lattice is complete if it contains all k-vectors; otherwise it is incomplete. A lattice is transferral-free if it contains no u i − u j for any i = j, where u i is the 1-vector whose ith coordinate is one.
Then at least one of the following properties holds:
1: J k contains a perfect matching. 2 (Space barrier): There exists a set S ∈ V (J) with |S| = jn/k for some 1 ≤ j ≤ k − 1 such that all but at most βn k edges of J k intersect S with at most j vertices. 3 (Divisibility barrier): There exists a partition P of V (J) into t ≤ k parts of size at least
is incomplete and transferral-free.
After obtaining this theorem, Keevash and Mycroft [44] attacked the K 3 4 -packing problem as follows. Let H = (V, E) be a 3-graph with δ(H) ≥ 3n/4. Consider the so-called clique 4-complex J of H, in which J i = V i for i ≤ 2, J 3 = H, and J 4 is the family of all 4-sets that span copies of K 3 4 . It is easy to see that
Indeed, to find d 3 (J), we fix a 3-set abc ∈ E(H); each of the pairs ab, ac, bc has at least 3n/4 − 1 neighbors in V \ {a, b, c} and thus at least n/4 + 3 vertices d ∈ V are the neighbors of all ab, ac, bc.
2 Next we apply Theorem 2.7 to conclude that either J 4 contains a perfect matching or there is a space or divisibility barrier. What remains is to show that H contains a K 3 4 -factor if it is a space or divisibility barrier satisfying the minimum codegree condition. Most of the aforementioned packing thresholds were obtained by the absorbing method. As described in Section 1.1 for the matching problems, our goal is first obtaining a small absorbing F -packing that can absorb any smaller set of vertices, and then finding an Fpacking that covers most of the remaining vertices.
Given a k-graph F of order f , suppose we want to find an F -factor in an n-vertex kgraph H = (V, E) with certain degree conditions. Given ε > 0, i ∈ N, and two vertices x, y ∈ V (H), we say that . Sometimes this is straightforward but sometimes this is done in two steps, referred to as a lattice-based absorbing method in [29, 30] . In Step 1 we find a partition P = (V 1 , . . . , V t ) of V such that each V i is not small and (ε, i)-closed for some ε > 0 and i ∈ N. In Step 2 we show that L µ P,F is complete for some µ > 0, where L µ P,F is the lattice generated by all vectors v ∈ Z t such that there are at least µn f f -sets S that span copies of F and satisfy i P (S) = v. Once these steps are done, we can easily show that V is (ε ′ , i ′ )-closed for some ε ′ > 0 and i ′ ∈ N.
Hamilton Cycles
Cycles in hypergraphs have been studied since the 1970s. There are several notions of cycles. A k-graph (V, E) is called a Berge cycle if E consists of k distinct edges e 1 , . . . , e t and V contains distinct vertices v 1 , . . . , v t (and possibly other vertices) such that each e i contains v i and v i+1 , where v t+1 = v 1 . Bermond, Germa, Heydemann, and Sotteau [4] proved a Dirac-type theorem for Berge cycles. In recent years a more structured notion of cycles has become more popular. Given 1 ≤ l < k, a k-graph C is a called an l-cycle if its vertices can be ordered cyclically such that each of its edges consists of k consecutive vertices and every two consecutive edges (in the natural order of the edges) share exactly l vertices. In a k-graph, a (k − 1)-cycle is often called a tight cycle while a 1-cycle is often called a loose cycle (sometimes called linear cycle). We say that a k-graph contains a Hamilton l-cycle if it contains an l-cycle as a spanning subhypergraph. Note that a k-uniform l-cycle of order n contains exactly n/(k − l) edges, implying that k − l divides n.
We define the threshold h l d (k, n) as the smallest integer m such that every k-graph H on n vertices with δ d (H) ≥ m contains a Hamilton l-cycle, provided that k − l divides n. As before, we may omit the subscript when d = k − 1. Unless stated otherwise, we assume that n is sufficiently large in this section.
Katona and Kierstead [39] first studied h k−1 (k, n) and proved that
The following construction provides the lower bound. Using the absorbing method, Rödl, Ruciński and Szemerédi [70, 72] showed that
for all k ≥ 3. With long and involved arguments, they [74] were able to obtain an exact result when k = 3.
Theorem 3.2. [74]
For sufficiently large n, h 2 (3, n) = ⌊n/2⌋.
Assume that 1 ≤ l < k and k − l divides n. Since every (k − 1)-cycle of order n contains an l-cycle on the same vertices, (9) implies that h l (k, n) ≤ n 2 + o(n). On the other hand, it is not hard to see that h l (k, n) ≥ n 2 − k when k − l divides k. In fact, when k divides n, a Hamilton l-cycle contains a perfect matching thus Construction 1.1 provides this bound; when k does not divide n, this was proven by Markström and Ruciński [64, Proposition 2] . Consequently,
Very recently Han and the author [33] determined the d-degree threshold h When k − l does not divide k, the threshold h l (k, n) is much smaller. Kühn and Osthus [51] proved that h 1 (3, n) = n/4 + o(n). This was generalized to arbitrary k and l = 1 by Keevash, Kühn, Mycroft, and Osthus [43] and to arbitrary k and arbitrary l < k/2 by Hàn and Schacht [27] . Later Kühn, Mycroft, and Osthus [50] showed that
The following simple construction supports the lower bound in (11).
Construction 3.3. Suppose 1 ≤ l < k, k − l ∤ k, and k − l | n. Let t = n/(k − l) and s = ⌈k/(k − l)⌉. Let H 0 = (V, E) be an n-vertex k-graph in which V is partitioned into sets A and B such that |A| = ⌈t/s⌉ − 1. The edge set E consists of all the k-sets that intersect A.
We have
If H 0 contains a Hamilton l-cycle C, then each vertex is contained in at most s edges of C. Since A is a vertex cover of C, |C| ≤ |A|s < t, a contradiction.
Recently Czygrinow and Molla [10] showed that h 1 (3, n) = ⌈n/4⌉. Independently Han and the author [32] proved that h l (k, n) = ⌈n/(2k − 2l)⌉ for all l < k/2. It was conjectured [32] that Construction 3.3 is an extremal configuration for Hamilton l-cycles whenever k − l does not divide k. On the other hand, since the extremal cases in [33, 74] require involved work, it seems harder to determine the exact value of h l (k, n) when k − l divides k.
Much less is known on the value of h
Buß, Hàn, and Schacht [6] showed that h 1 1 (3, n) = ( It is conjectured in [6] that h 1 1 (k, n) = δ 1 (H 0 )+o(n k−1 ) for H 0 defined in Construction 3.3. Problem 3.6. Determine, asymptotically or exactly, the other values of h l d (k, n), in particular, prove or disprove that h 1 1 (k, n) = δ 1 (H 0 ) + o(n k−1 ) for all k ≥ 4.
It was conjectured in [67] that h
) for all d < k and the aforementioned result [73] confirmed this for d = k − 1. However, Han and the author [31] recently disproved this conjecture. Nevertheless, it might be true that h 2 1 (3, n) ≈ m 1 (3, n) = ( As with the matching and packing problems, the absorbing method is the main tool of finding a Hamilton l-cycle in k-graphs. Since [67, Section 2.2] gave a detailed sketch on this approach (in the case of l = d = k − 1), we only highlight the main ideas. In a k-graph, an l-path consists of vertices v 0 , v 1 , . . . , v t−1 for some t = (k − l)q + l and edges E 0 , E 1 , . . . , E q−1 , where E i = v (k−l)i . . . v (k−l)i+k−1 . We call v 0 v 1 . . . v l−1 and v t−l . . . v t−1 14 two ends of the path. Given an l-path P and a vertex set S such that V (P ) ∩ S = ∅, we say that P absorbs S if there is an l-path on V (P ) ∪ S with the same ends of P . To find a Hamilton l-cycle in a k-graph H, we proceed in the following steps.
Step 1: Find an absorbing l-path P with |P | ≪ n; namely, P can absorb any vertex set W ⊆ V (H) \ V (P ) such that |W | ≪ |P | and |W | ∈ (k − l)N. Denote the two ends of P by L 1 and L 2 and let
Step 2: Find a reservoir set R ⊂ V ′ of size |R| ≪ |P | such that any two l-subsets of V ′ can be connected to an l-path via many s-subsets of R for some constant s (i.e., independent of n). Let V ′′ = V \ (V (P ) ∪ R).
Step 3: Cover all but o(n) vertices of V ′′ with constant many vertex-disjoint l-paths.
Once these three steps are done, we connect all the l-paths that we have found by using the vertices of R and finally absorb the leftover vertices in Step 3 and the remaining vertices in R with P . If
Step 3 can be easily done by first applying the weak Regularity Lemma and then finding an almost perfect matching in the reduced k-graph. (Thus the difficulty of proving h 2 1 (3, n) ≤ 5 9 n 2 + o(n 2 ) resides on the first two steps.) On the other hand, when l < k − 1, a smaller δ d (H) may suffice for Step 3. For example, when 2l < k and δ k−1 (H) ≥ n/(2k − 2l), the authors of [32] accomplished Step 3 by finding an almost Y k,2l -factor in the reduced k-graph, where Y k,2l consists of two k-sets that share exactly 2l vertices. This is possible because one can convert a copy of Y k,2l in the reduced k-graph to an almost spanning l-path in the original k-graph, due to the fact that, when 2l < k, every (long) l-path is a k-partite k-graph whose first 2l parts are of size about m and the remaining parts are of size about 2m for some integer m.
