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1. Introduction and main results
A very rich literature has been done on the semilinear wave equation
utt − u = aut |ut |p−1 + bu|u|q−1
with a, b, p and q are real numbers, p,q  1. When a  0 and b = 0 then the damping term aut |ut |p−1 ensures global
existence in time for arbitrary data (see, for instance, Haraux and Zuazua [8] and Kopácˇková [11]). When a  0, b > 0 and
p > q or when a  0, b > 0 and p = 1 then one can cite, for instance, Georgiev and Todorova [5] and Messaoudi [12], that
show the existence of global solutions under negative energy condition.
The ﬁrst to consider the case a > 0 was Haraux [7] (with b = 0 on bounded domain), who construct blowing up solutions
for arbitrary small initial data. See also Jazar and Kiwan [10] and the references therein for the same equation on bounded
domain.
In this paper we consider the case a = 1 and b = 0, i.e. the semilinear accretive wave equation{
utt − u = ut |ut |p−1, x ∈ RN , t > 0,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ RN .
(1)
To our knowledge, no local existence result was done for this equation. The phase space to consider here is Yμ := Hμ ×
Hμ−1(RN ), and we are looking to ﬁnd conditions on the nonlinearity p and the order μ so that we have local existence.
Due to our method, based on the use of Strichartz estimates (Proposition 3) and bounds on a power of a function in
a Sobolev space ‖hp‖Hs by the norm of the initial function ‖h‖Hr , we need that p or μ to be integer. This is done in the
following two theorems
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H. Faour et al. / J. Math. Anal. Appl. 377 (2011) 534–539 535Theorem 1 (Case p integer). Let p ∈ N\{0,1} and μ ∈ R∩ [1,∞) such that⎧⎪⎪⎨
⎪⎪⎩
1 < p < ∞, if μ 1+ N
2
,
1 < p <
N + 4− 2μ
N + 2− 2μ, if 1μ < 1+
N
2
.
(2)
For (u0,u1) ∈ Yμ , there exists a maximal time Tmax > 0 and a unique solution (u,ut) ∈ C0([0, Tmax); Yμ) of problem (1). Moreover,
if Tmax < ∞, we have ‖u(t)‖Hμ + ‖ut(t)‖Hμ−1 → ∞ as t → Tmax .
One can compare to the case a = 0 and b = 1, the restriction on p is the same by taking μ = 2, see for instance [14].
In the previous theorem, p is integer. In the following theorem this is no longer the case. However, the dimension must
be less than 3 or equal. This is due to Proposition 4 in which, we obtain L∞-estimates on the wave kernel. In what follows
denote by Y 2,∞ := W 2,∞ × W 1,∞(RN ).
Theorem 2 (Case p real). Let 1 N  3, μ ∈ (1,2)∪N∗ and p ∈ (1,∞)∩ [μ− 1,∞). Then for all (u0,u1) ∈ Yμ ∩ Y 2,∞ there exist
T > 0 and a unique solution (u,ut) ∈ C0([0, T ]; (L∞ ∩ Hμ) × (L∞ ∩ Hμ−1)(RN )) of (1).
Remark 1. Unfortunately, for this last theorem, we don’t have maximal time alternative. The reason is that, using Fixed
Point Theorem, for (u0,u1) ∈ Yμ ∩ Y 2,∞ there exists a solution in C([0, T ]; Yμ ∩ L∞). In order to obtain the maximal time,
we need to proceed by iteration: start again with (u(T ),ut(T )) as new initial data and then use Fixed Point Theorem again.
But, (u(T ),ut(T )) is not necessarily in Yμ ∩ Y 2,∞ .
2. Preliminary notations and results
In this section we use the notations used by [6]. For x ∈ X a normed vector space we denote by ‖x; X‖ the norm
of x, and for (x, y) ∈ X × Y then, naturally, ‖(x, y); X × Y‖ = ‖x; X‖ + ‖y; Y‖. Finally, for q ∈ [1,+∞) deﬁne the norm
‖ f ; Lq(0, T ; X)‖q := ∫ T0 ‖ f (t); X‖qdt with the usual one for q = +∞.
Consider the inhomogeneous wave equation in R×RN{
utt − u = f ,
u(0, x) = u0(x), ut(0, x) = u1(x). (3)
We deﬁne the operator σ := (−)1/2, which could be deﬁned as σu(x) = F−1(|ξ |F(u)(ξ))(x), and K (t) := σ−1 sinσ t ,
K˙ (t) := cosσ t . The solution of (3) could be written as u = θ +ω, where θ is the solution of the homogeneous equation with
the same initial data{
θtt − θ = 0,
θ(0, x) = u0(x), θt(0, x) = u1(x) (4)
namely
θ(t) = K˙ (t)u0 + K (t)u1 and θt(t) = K (t)u0 + K˙ (t)u1
that we denote by H(t)U0 = (θ(t), θt(t)) where U0 := (u0,u1). And ω is the solution of the inhomogeneous equation with
zero initial data{
ωtt − ω = f ,
ω(0, x) = ωt(0, x) = 0. (5)
The solution of (5) could be written, for t  0, as
ω(t) =
t∫
0
K (t − s) f (s)ds = K  f (t) and ωt(t) =
t∫
0
K˙ (t − s) f (s)ds = K˙  f (t).
The initial data U0 will be taken in the phase space Yμ for μ ∈ R where Hμ is the homogeneous Sobolev space (see [16]).
We will use the following “simpliﬁed version” of the generalized Strichartz inequality [15]:
Proposition 3. (See [6, Proposition 3.1].) Let ρ1,ρ2,μ ∈ R and q1,q2  2 and let the following condition be satisﬁed
ρ1 − 1/q1 = μ = 1− (ρ2 − 1/q2). (6)
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1. ‖H(·)U0; Lq1 (R, Y ρ1 )‖ C‖U0; Yμ‖.
2. For any interval I = [0, T ), T ∞, then∥∥(ω(·),ωt(·)); Lq1(I, Y ρ1)∥∥ C∥∥ f ; Lq2(I, H−ρ2)∥∥.
The constants C are independent of the interval I .
For the proof of Theorem 2 we need the following proposition:
Proposition 4. (See [9, Lemma 3.4] and [13].) Let 1 N  3, f ∈ W 1,∞(RN ) and g ∈ L∞(RN ). Then, we have∥∥K˙ (t) f ; L∞(RN)∥∥max(1, t)∥∥ f ;W 1,∞(RN)∥∥, t > 0,∥∥K (t)g; L∞(RN)∥∥ t∥∥g; L∞(RN)∥∥, t > 0.
We will need also to deal with the Sobolev norm of a power of a function. The following is a direct consequence of [2]:
Proposition 5. Let p ∈ N\{0,1}, s > −N/2, s 	= N/2 and ν(s, p) := sup{0, (N/2 − s)(p − 1)/p}. Then, for a nonnegative function
f ∈ Hs+ν(s,p)(RN ), f p ∈ Hs(RN ) and there exists a positive constant C such that∥∥ f p; Hs(RN)∥∥ C∥∥ f ; Hs+ν(s,p)(RN)∥∥p .
Next, we give the Gagliardo–Nirenberg inequality which is a direct consequence of [3, Theorem 1.3.4] (see also [4,
Theorem 9.3]).
Proposition 6 (Gagliardo–Nirenberg). Let q, r be such that 1  q, r  ∞, and let j,m be integers, 0  j < m. Let a ∈ [ j/m,1]
(a < 1 if m − j − N/r is an integer  0), and let p be given by
1
p
= j
N
+ a
(
1
r
− m
N
)
+ (1− a)1
q
.
For f ∈ Lq(RN ) such that Dα f ∈ Lr(RN ) with |α| = m, we have Dα f ∈ Lp(RN ) with |α| = j and there exists a positive constant C
such that∑
|α|= j
∥∥Dα f ∥∥Lp  C
( ∑
|α|=m
∥∥Dα f ∥∥Lr
)a
‖ f ‖1−aLq .
For the second theorem we need:
Proposition 7. Assume thatμ ∈ (1,2)∪N∗ and p ∈ R∩ (1,∞)∩[μ−1,∞). For a nonnegative function f ∈ L∞(RN )∩Hμ−1(RN ),
f p ∈ Hμ−1(RN ) and there exists a positive constant C such that∥∥ f p∥∥Hμ−1(RN )  C‖ f ‖p−1L∞(RN )‖ f ‖Hμ−1(RN ).
Proof. First case: μ ∈ (1,2). Using the mean value theorem and the following equivalent norm of ‖ · ‖Hμ−1 (see [1, Theo-
rem 7.48, p. 214]), we have:
∥∥ f p∥∥2Hμ−1 := ∥∥ f p∥∥2L2 +
∫
RN
∫
RN
( f p(x) − f p(y))2
|x− y|N+2μ−2 dxdy
= ∥∥ f p∥∥2L2 +
∫
RN
∫
RN
(pzp−1( f (x) − f (y)))2
|x− y|N+2μ−2 dxdy
 p2
∥∥ f p−1∥∥2L∞
[
‖ f ‖2L2 +
∫
RN
∫
RN
( f (x) − f (y))2
|x− y|N+2μ−2 dxdy
]
 p2‖ f ‖2(p−1)L∞ ‖ f ‖2Hμ−1 ,
where min( f (x), f (y)) < z < max( f (x), f (y)) for every x, y ∈ RN .
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∥∥ f p∥∥Hμ−1 :=
( ∑
0|α|μ−1
∥∥Dα f p∥∥2L2
)1/2
. (7)
Putting m := |α|, then
Dα
(
f p
)= ∑
|β1|+···+|βm|=m
Cm,|β1|,...,|βm| f p−mDβ1 f . . . Dβm f ,
we conclude that∥∥Dα f p∥∥L2  C‖ f ‖p−mL∞ ∑
|β1|+···+|βm|=m
∥∥Dβ1 f . . . Dβm f ∥∥L2  C‖ f ‖p−mL∞ ∑
|β1|+···+|βm|=|α|
∥∥Dβ1 f ∥∥
L
2|α|
|β1 |
· · ·∥∥Dβm f ∥∥
L
2|α|
|βm
,
thanks to Hölder’s inequality. Using Proposition 6, we obtain
∥∥Dα f p∥∥L2  C‖ f ‖p−mL∞ ∑
|β1|+···+|βm|=m
[ ∑
|β|=|α|
∥∥Dβ f ∥∥L2
]|β1|/|α|
‖ f ‖1−|β1|/|α|L∞ · · ·
[ ∑
|β|=|α|
∥∥Dβ f ∥∥L2
]|βm|/|α|
‖ f ‖1−|βm|/|α|L∞  C‖ f ‖p−1L∞
∥∥Dα f ∥∥L2 ,
which gives, using (7), the desired estimates. 
3. Proof of Theorems 1 and 2
Proof of Theorem 1. Without loss of generality, we may assume that the initial data (u0,u1) is of compact support. By ﬁnite
speed of propagation, the solution (u,ut) is also of compact support. This allows us to use Proposition 3 on bounded inter-
vals [0, T ] with usual Sobolev spaces instead of homogeneous Sobolev spaces (since for compactly supported distributions
the norms are equivalent, see [16]).
Now, we write (1) as{
Ut − AU = F (U ),
U (0, x) = U0(x) ∈ Yμ, (8)
where U = (u,ut), A =
[
0 I
 0
]
and F (U ) :=
[
0
ut |ut |p−1
]
. With theses notations, local existence for (1) is equivalent to local
existence for (8), and this is equivalent to the following integral equation{
Find T > 0 and a unique solution,
U = (u, v) ∈ C0([0, T ]; Yμ) of U (t) = H(t)U0 + L(U )(t), (9)
where H(t)U0 =
[
K˙ (t)u0+K (t)u1
K (t)u0+K˙ (t)u1
]
and L(U )(t) =
[ [Kvp ](t)
[K˙vp ](t)
]
, where vp denotes v|v|p−1.
In order to use Fixed Point Theorem, let us introduce the following metric space
X := {U = (u, v) ∈ Lq(0, T ; Y ρ) s.t. ∥∥U − HU0; Lq(0, T ; Y ρ)∥∥ λ}
where T and λ are positive constants and ρ and q satisfy (6). These constants will be ﬁxed later.
For ϕ,ψ ∈ X denote by
‖ϕ; X‖ := ∥∥ϕ − HU0; Lq(0, T ; Y ρ)∥∥
(HU0 denotes the function t 
→ H(t)U0) and the natural induced distance
d(ϕ,ψ) := ∥∥ϕ − ψ; Lq(0, T ; Y ρ)∥∥.
Finally deﬁne the map Φ on X by Φ : U (t) 
→ H(t)U0 + L(U )(t).
First step: X is invariant under Φ . Let U = (u, v) ∈ X , by Proposition 3 we have∥∥Φ(U ); X∥∥ ∥∥L(U ); Lq(0, T ; Y ρ)∥∥ C∥∥vp; Lq2(0, T ; H−ρ2)∥∥
for all (q2,ρ2) satisfying (6). Take q2 := +∞, hence ρ2 := 1− μ. Then∥∥Φ(U ); X∥∥ C∥∥vp; L1(0, T ; Hμ−1)∥∥.
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thus ∥∥Φ(U ); X∥∥ C∥∥v; Lp(0, T ; Hμ−1+ν(μ−1,p))∥∥p . (10)
If μ 1+ N/2 then ν(μ − 1, p) = 0 and choosing ε = 1, q = ∞ and ρ = μ then (10) gives
∥∥Φ(U ); X∥∥ C∥∥v; Lp(0, T ; Hμ−1)∥∥p = C
T∫
0
∥∥v; Hμ−1∥∥p  CT∥∥v; L∞(0, T ; Hμ−1)∥∥p
 CT ε
∥∥U ; Lq(0, T ; Y ρ)∥∥p . (11)
If μ < 1+ N/2, deﬁne ε := 1− pν(μ− 1, p) = 1− (p − 1)(1+ N/2−μ) ∈ (0,1) by (2). Then μ+ ν(μ− 1, p)− 1−εp = μ.
Using Hölder’s inequality we have∥∥v; Lp(0, T ; Hμ−1+ν(μ−1,p))∥∥p  CT ε∥∥v; L p1−ε (0, T ; Hμ−1+ν(μ−1,p))∥∥p .
By choosing ρ = μ + ν(μ − 1, p) and q = p/(1− ε), and using Proposition 3, inequality (10) gives∥∥Φ(U ); X∥∥ CT ε∥∥v; Lq(0, T ; Hρ−1)∥∥ CT ε∥∥U ; Lq(0, T ; Y ρ)∥∥p .
We see that, in both cases one has∥∥Φ(U ); X∥∥ CT ε∥∥U ; Lq(0, T ; Y ρ)∥∥p, (12)
with ρ and q satisfying (6). Thus we have∥∥Φ(U ); X∥∥ CT ε∥∥U ; Lq(0, T ; Y ρ)∥∥p  CT ε[‖U ; X‖ + ∥∥HU0; Lq(0, T ; Y ρ)∥∥]p,
and, as ρ and q satisfy (6), by Proposition 3 we have∥∥Φ(U ); X∥∥ CT ε[‖U ; X‖ + ∥∥U0; Yμ∥∥]p .
Therefore, X is invariant by Φ if T and λ are such that
CT ε
(
λ + ∥∥U0; Yμ∥∥)p  λ. (13)
Second step: Φ is a contraction on X . This is mainly the same ideas. Let U = (u, v), V = (u˜, v˜) ∈ X . Then
d
(
Φ(U ),Φ(V )
)= ∥∥L(U ) − L(V ); Lq(0, T ; Y ρ)∥∥ C∥∥vp − v˜ p; Lq2(0, T ; H−ρ2)∥∥
for ρ2 and q2 satisfying (6). Take q2 := +∞, we get ρ2 := 1− μ and then
d
(
Φ(U ),Φ(V )
)
 C
∥∥vp − v˜ p; L1(0, T ; Hμ−1)∥∥.
Now, we write vp − v˜ p = (v − v˜)P (v, v˜) where P is a homogeneous polynomial of degree p − 1. Using Proposition 5
and the convexity of the exponential function to obtain
d
(
Φ(U ),Φ(V )
)
 C
∥∥v − v˜; Lp(0, T ; Hμ−1+ν(μ−1,p))∥∥
× [∥∥v; Lp(0, T ; Hμ−1+ν(μ−1,p))∥∥p−1 + ∥∥v˜; Lp(0, T ; Hμ−1+ν(μ−1,p))∥∥p−1].
By the same analysis, and a similar calculation as in the ﬁrst step, we get
d
(
Φ(U ),Φ(V )
)
 Cd(U , V )T ε
[
λ + ∥∥U0; Yμ∥∥]p−1.
Finally, Φ is a contraction on X if λ and T satisfy
CT ε
[
λ + ∥∥U0; Yμ∥∥]p−1 < 1. (14)
By choosing λ and T satisfying (13) and (14), Fixed Point Theorem ensures existence and uniqueness.
Third step: continuity of the solution. We have obtained existence and uniqueness of a solution U = (u,ut) ∈ X ⊂
Lq(0, T ; Y ρ) where ρ and q satisfy (6). Let’s show that U ∈ Lq′ (0, T ; Y ρ ′ ) for any ρ ′ and q′ satisfying (6). This is a sim-
ilar calculation to the ﬁrst step. Indeed,∥∥U ; Lq′(0, T ; Y ρ ′)∥∥ C∥∥|ut |p; L1(0, T ; Yμ−1)∥∥+ ∥∥U0; Yμ∥∥ CT ε∥∥U ; Lq(0, T ; Y ρ)∥∥p + ∥∥U0; Yμ∥∥< ∞.
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As in the ﬁrst step∥∥U (t) − H(t − t0)U0; L∞(t0, t; Yμ)∥∥ C(t − t0)ε∥∥U (t); Lq(t0, t; Y ρ)∥∥p,
and the strong continuity of the C0-group H associated to the wave equation implies that
lim
t→t0
∥∥H(t − t0)U0 − U0; L∞(t0, t; Yμ)∥∥= 0.
Therefore, U ∈ C0([0, T ]; Yμ). 
Proof of Theorem 2. Using Proposition 4, the proof is similar to that of Theorem 1 where we use Proposition 7 instead of
Proposition 5. 
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