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GENERALIZED EXTENSION OF WATSON’S THEOREM FOR
THE SERIES 3F2(1)
MEDHAT A. RAKHA, MOHAMMED M. AWAD, ASMAA O. MOHAMMED
Abstract. The 3F2 hypergeometric function plays a very significant role in
the theory of hypergeometric and generalized hypergeometric series. Despite
that 3F2 hypergeometric function has several applications in mathematics, also
it has a lot of applications in physics and statistics.
The fundamental purpose of this research paper is to find out the explicit
expression of the 3F2 Watson’s classical summation theorem of the form:
3F2


a, b, c
; 1
1
2
(a+ b+ i+ 1), 2c+ j


with arbitrary i and j, where for i = j = 0, we get the well known Watson’s
theorem for the series 3F2(1).
1. Introduction
The generalized hypergeometric function with p numerator and q denominator
parameters is defined by [1]
pFq

 a1, ..., ap ; z
b1, ..., bq

 = ∞∑
n=0
(a1)n ... (ap)n
(b1)n ... (bq)n
zn
n!
, (1.1)
where (a)n denotes the shifted factorial defined for any complex number α, by
(α)n =
{
α(α + 1)...(α+ n− 1); n = 1, 2, 3, ...
1; n = 0
.
Using the main property Γ (α+ 1) = αΓ (α), (α)n can be written as
(α)n =
Γ(α+ n)
Γ(α)
.
It should by noted here that whenever hypergeometric and generalized hyperge-
ometric functions summarized to be represented in term of Gamma function, the
outcomes are critical from a theoretical and an appropriate point of view. Only
some of summation theorems are available in literature, and it is Known as the
classical summation theorems such as Gauss, Gauss’s second, Kummer, and Bailey
for the series 2F1, Watson, Dixon, and Whipple for the series 3F2.
The 3F2 hypergeometric function plays a very remarkable part in the theory of
hypergeometric and generalized hypergeometric series. Despite that 3F2 hypergeo-
metric function has several applications in mathematics such as in:
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1. Differential Equations: Since the generalized hypergeometric function and
the monodromy of generalized hypergeometric function represented solu-
tions of Picard-Fuchs equations, which used to solve many problems in
classical mechanics and mathematical physics. For more information about
such applications, see [17].
2. Conformal Mapping: Since in [18] de Branges used the inequality
3F2

 -n, n+ α, 12 (α+ 1) ; x
α+ 1, 12 (α+ 3)

 > 0,
where 0 ≤ x < 1, α > −2 and n = 0, 1, 2, ..., to proof the Bieberbach
conjecture. Where the proof of this inequality is given in [29], see also [30].
3. Combinatorics and Number Theory: Many combinatorial identities are par-
ticular case of hypergeometric identities. For more details about such ap-
plications, see [19],
also it has a lot of applications in physics and statistics such as:
1. Random Walks: Generalized hypergeometric function and Appell features
appear in the assessment of the so-referred to as Watson integrals which
symbolize the handiest possible lattice walks. They are also probably useful
for the solution of extra complicated constrained lattice stroll issues. For
further information about such application see [20].
2. Loop Integrals in Feynman Diagrams: Appell hypergeometric function gave
One-loop integrals in Feynman diagrams also extension to two-loop, [21, 22].
3. 3j, 6j and 9j Symbols: Since we can use 3F2 functions with a unit argu-
ment to define the 3j symbols, which assume a critical part in the decay of
reducible representations of the turning group into irreducible representa-
tions. Also recently, special cases of the 9j symbols are 5F4 functions with
a unit argument. Many of combinatorial identities are individual cases of
hypergeometric identities, see [23, 24].
Now, we begin by introducing the classical Watson’s summation theorem 3F2 of
unit argument [4], which takes the form:
3F2

 a, b, c ; 1
1
2 (a+ b+ 1), 2c


=
Γ(12 )Γ(c+
1
2 )Γ(
a
2 +
b
2 +
1
2 )Γ(c−
a
2 −
b
2 +
1
2 )
Γ(a2 +
1
2 )Γ(
b
2 +
1
2 )Γ(c−
a
2 +
1
2 )Γ(c−
b
2 +
1
2 )
(1.2)
where Re(2c− a− b) > −1.
In [2], Watson gave the demonstrate of (1.2) when one of the parameters a or
b is a negative integer, and subsequently was established more generally in the
non-terminating case by Whipple in [3].
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The standard prove of (1.2) given in [4, p.149] and [5, p.54], depend on the
following transformation due to Thomae [6]:
3F2

 a, b, c ; 1
d, e


=
Γ(d)Γ(e)Γ(s)
Γ(a)Γ(b + s)Γ(c+ s)
3F2

 d− a, e− a, s ; 1
b+ s, c+ s


where s = d+ e− a− b − c, d = 12 (a+ b+ 1) and e = 2c.
MacRobert [7] provided an alternative and more interested proof, by using the
quadratic transformation for the Gauss’s hypergeometric function [1, Theorem 25,
p. 67]:
2F1

 2a, 2b, ; x
a+ b+ 12

 = 2F1

 a, b, ; 4x(1− x)
a+ b+ 12


valid for |x| < 1 and |4x(1− x)| < 1.
Recently Rathie and Paris [8] gave a basic confirmation of (1.2) that just depends
on the Gauss summation theorem for the 2F1 hypergeometric function, namely, [9]:
2F1

 a, b, ; 1
c

 = Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b)
where Re(c − a − b) > 0, while Rakha in [10] gave an extremely straightforward
proof of(1.2) by using the Gauss’s second summation theorem:
3F2

 a, b, c ; z
d, 2b


=
Γ(d)
Γ(c)Γ(d− s)
∫ 1
0
tc−1(1 − t)d−c−1 2F1

 a, b, ; zt
2b

 dt
In 1987, Lavoie [11], obtained the following two summation formulas
3F2

 a, b, c ; 1
1
2 (a+ b+ 1), 2c+ 1


=
2a+b−2 Γ(c+ 12 )Γ(
a
2 +
b
2 +
1
2 )Γ(c−
a
2 −
b
2 +
1
2 )
Γ(12 ) Γ(a) Γ(b)
×
{
Γ(a2 )Γ(
b
2 )
Γ(c− a2 +
1
2 ) Γ(c−
b
2 +
1
2 )
−
Γ(a2 +
1
2 ) Γ(
b
2 +
1
2 )
Γ(c− a2 + 1) Γ(c−
b
2 + 1)
}
(1.3)
provided Re(2c− a− b) > −3, and
4 M. A. RAKHA, M. M. AWAD, A. O. MOHAMMED
3F2

 a, b, c ; 1
1
2 (a+ b+ 1), 2c− 1


=
2a+b−2 Γ(c− 12 )Γ(
a
2 +
b
2 +
1
2 )Γ(c−
a
2 −
b
2 −
1
2 )
Γ(12 ) Γ(a) Γ(b)
×
{
Γ(a2 )Γ(
b
2 )
Γ(c− a2 −
1
2 ) Γ(c−
b
2 −
1
2 )
−
Γ(a2 +
1
2 ) Γ(
b
2 +
1
2 )
Γ(c− a2 ) Γ(c−
b
2 )
}
(1.4)
provided Re(2c− a− b) > 1.
In 1992, Lavoie et al. in [12], took out explicit expression of the series
3F2

 a, b, c ; 1
1
2 (a+ b+ i+ 1), 2c+ j

 (1.5)
for i, j = 0,±1,±2, where at i = j = 0 we obtain (1.2).
Other remarkable results of such computations, are:
1. Stainislaw [13], in 1997 gave an analytical formula for (1.5) with a fixed j
and arbitrary i.
2. Kim et al., in [14], have obtained the above result (1.5) for j = 0 and
i = 0,±1,±2, ...,±5.
3. Chu [15], in 2012, investigates the generalized Watson’s series with two ex-
tra integer parameters by combining the linearization method with Dougall’s
sum for well-poised 5F4-series.
4. in 2013, Rakha et al. in [16], established result (1.5) for i = 0,±1,±2, ...,±5;
j = 0,±1,±2.
The major purpose of this paper is to find explicit extensions of the classical
Watson’s summation theorem (1.5) for any i and j, to have more summations
theorems as well as more contiguous relations about the 3F2(1), hypergeometric
series.
2. Main Results
Let us consider that
fi,j(a, b, c) = 3F2

 a b c ; 1
a+b+i+1
2 2c+ j


=
∞∑
n=0
(a)n (b)n (c)n(
a+b+i+1
2
)
n
(2c+ j)n
1
n!
. (2.1)
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It is clear that
(2c+ j) fi,j+1(a, b, c)
=
∞∑
n=0
(a)n (b)n (c)n (2c+ j)(
a+b+i+1
2
)
n
(2c+ j + 1)n
1
n!
=
∞∑
n=0
(a)n (b)n (c)n (2c+ j + n)(
a+b+i+1
2
)
n
(2c+ j + 1)n
1
n!
−
∞∑
n=0
(a)n (b)n (c)n n(
a+b+i+1
2
)
n
(2c+ j + 1)n
1
n!
= (2c+ j)
∞∑
n=0
(a)n (b)n (c)n(
a+b+i+1
2
)
n
(2c+ j)n
1
n!
−
∞∑
n=0
(a)n+1 (b)n+1 (c)n+1(
a+b+i+1
2
)
n+1
(2c+ j + 1)n+1
1
n!
= (2c+ j) fi,j(a, b, c)−
2abc
(a+ b+ i+ 1)(2c+ j + 1)
∞∑
n=0
(a+ 1)n+1 (b+ 1)n+1 (c+ 1)n+1(
a+b+i+3
2
)
n+1
(2c+ j + 2)n+1
1
n!
= (2c+ j) fi,j(a, b, c)−
2abc
(a+ b+ i+ 1)(2c+ j + 1)
fi,j(a+ 1, b+ 1, c+ 1),
from which, we conclude the following general important main relation:
(2c+ j) fi,j+1(a, b, c)
= (2c+ j) fi,j(a, b, c)−
2abc
(a+ b + i+ 1)(2c+ j + 1)
fi,j(a+ 1, b+ 1, c+ 1). (2.2)
So, if we know fi,0(a, b, c), we can generate fi,j(a, b, c) for any values of i and j.
2.1. Special Cases.
(1) When i = j = 0 in (2.2), we obtain
3F2

 a, b, c ; 1
1
2 (a+ b+ 1), 2c+ 1


= 3F2

 a, b, c ; 1
1
2 (a+ b+ 1), 2c


−
ab
(2c+ 1)(a+ b+ 1)
3F2

 a+ 1, b+ 1, c+ 1 ; 1
1
2 (a+ b+ 3), 2c+ 2


which appeared in [16, Eq.(3.18), pp. 229], [11, Result (2), pp.269],[12,
Result (1),pp.24], [25, Eq.(4.4),pp.12] and [28, Theorem 4, p.147].
(a) In such a case, the result when a = 1, b = 1 and c = 1, appeared in
[26, Result 209, p. 459].
(b) In such a case the result when a = 23 , b =
4
3 and c = 1, appeared in
[27, Eq. 26].
6 M. A. RAKHA, M. M. AWAD, A. O. MOHAMMED
(2) When i = 1 and j = 0 in (2.2), we obtain
3F2

 a, b, c ; 1
1
2 (a+ b+ 2), 2c+ 1


= 3F2

 a, b, c ; 1
1
2 (a+ b+ 2), 2c


−
ab
(2c+ 1)(a+ b+ 2)
3F2

 a+ 1, b+ 1, c+ 1 ; 1
1
2 (a+ b+ 4), 2c+ 2


which appeared in [16, Eq.(3.18), pp.229], [28, Theorem 5, pp.148], [12,
Result (1), pp.24], and [28, Theorem 2, pp. 144].
In such a case, the results when a = 12 , b = 1, c =
5
4 ; a =
1
2 , b =
3
2 , c = 1
and a = b = c = 1; appeared in [26, Results 187, 188 & 211, pages 458, 458
& 459], respectively.
(3) When i = 2 and j = 0 in (2.2), we obtain
3F2

 a, b, c ; 1
1
2 (a+ b+ 3), 2c+ 1


= 3F2

 a, b, c ; 1
1
2 (a+ b+ 3), 2c


−
ab
(2c+ 1)(a+ b+ 3)
3F2

 a+ 1, b+ 1, c+ 1 ; 1
1
2 (a+ b+ 5), 2c+ 2


which appeared in [16, Eq.3.18, pp.229],[25, Eq.(4.5),pp.12] and [12, Re-
sult(1),pp.24].
In such a case, the results when a = 1, b = 32 , c =
3
4 ; a = 1, b = 2, c = 1
and a = 32 , b =
3
2 , c = 1; appeared in [26, Results 204, 234 & 242, pages
459 & 460], respectively.
(4) When i = 3 and j = 0 in (2.2), we obtain
3F2

 a, b, c ; 1
1
2 (a+ b+ 4), 2c+ 1


= 3F2

 a, b, c ; 1
1
2 (a+ b+ 4), 2c


−
ab
(2c+ 1)(a+ b+ 4)
3F2

 a+ 1, b+ 1, c+ 1 ; 1
1
2 (a+ b+ 6), 2c+ 2


which appeared in [16, Eq.(3.18), pp.229] and [13, Result(2.23), pp.380].
In such a case, the result when a = 1, b = 3 and c = 1, appeared in [26,
Result (237), p.460].
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(5) When i = 4 and j = 0 in (2.2), we obtain
3F2

 a, b, c ; 1
1
2 (a+ b+ 5), 2c+ 1


= 3F2

 a, b, c ; 1
1
2 (a+ b+ 5), 2c


−
ab
(2c+ 1)(a+ b+ 5)
3F2

 a+ 1, b+ 1, c+ 1 ; 1
1
2 (a+ b+ 7), 2c+ 2


which appeared in [16, Eq. (3.18), pp.229].
In such a case, the result when a = 4, b = c = 1 appeared in [26, Results
240 & 239, page 460].
(6) When i = 5 and j = 0 in (2.2), we obtain
3F2

 a, b, c ; 1
1
2 (a+ b+ 6), 2c+ 1


= 3F2

 a, b, c ; 1
1
2 (a+ b+ 6), 2c


−
ab
(2c+ 1)(a+ b+ 6)
3F2

 a+ 1, b+ 1, c+ 1 ; 1
1
2 (a+ b+ 8), 2c+ 2


which appeared in [16, Eq.(3.18), pp.229] and [13, Result (2.22), pp.380].
In such a case, the results when a = c = 1, b = 3 and a = c = 1, b = 5
appeared in [26, Results 238 & 241, p. 460], respectively.
(7) When i = −1 and j = 0 in (2.2), we obtain
3F2

 a, b, c ; 1
1
2 (a+ b), 2c+ 1


= 3F2

 a, b, c ; 1
1
2 (a+ b), 2c


−
ab
(2c+ 1)(a+ b)
3F2

 a+ 1, b + 1, c+ 1 ; 1
1
2 (a+ b+ 2), 2c+ 2


which appeared in [12, Result (1), pp.24], [16, Eq.(3.18), pp.229], [15, Ex-
ample (11), pp.9] and [28, Theorem (1), pp.143].
8 M. A. RAKHA, M. M. AWAD, A. O. MOHAMMED
(8) When i = −2 and j = 0 in (2.2), we obtain
3F2

 a, b, c ; 1
1
2 (a+ b− 1), 2c+ 1


= 3F2

 a, b, c ; 1
1
2 (a+ b− 1), 2c


−
ab
(2c+ 1)(a+ b− 1)
3F2

 a+ 1, b+ 1, c+ 1 ; 1
1
2 (a+ b+ 1), 2c+ 2


which appeared in [12, Result(1), pp.24] and [16, Eq. (3.18), pp.229].
(9) When i = −3 and j = 0 in (2.2), we obtain
3F2

 a, b, c ; 1
1
2 (a+ b− 2), 2c+ 1


= 3F2

 a, b, c ; 1
1
2 (a+ b− 2), 2c


−
ab
(2c+ 1)(a+ b− 2)
3F2

 a+ 1, b + 1, c+ 1 ; 1
1
2 (a+ b), 2c+ 2


which appeared in [16, Eq.(3.18), pp.229].
(10) When i = −4 and j = 0 in (2.2), we obtain
3F2

 a, b, c ; 1
1
2 (a+ b− 3), 2c+ 1


= 3F2

 a, b, c ; 1
1
2 (a+ b− 3), 2c


−
ab
(2c+ 1)(a+ b− 3)
3F2

 a+ 1, b+ 1, c+ 1 ; 1
1
2 (a+ b− 1), 2c+ 2


which appeared in [16, Eq.(3.18), pp.229].
(11) When i = −5 and j = 0 in (2.2), we obtain
3F2

 a, b, c ; 1
1
2 (a+ b− 4), 2c+ 1


= 3F2

 a, b, c ; 1
1
2 (a+ b− 4), 2c


−
ab
(2c+ 1)(a+ b− 4)
3F2

 a+ 1, b+ 1, c+ 1 ; 1
1
2 (a+ b− 2), 2c+ 2


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which appeared in [16, Eq.(3.18), pp.229].
(12) When i = 0 and j = 1 in (2.2), we obtain
3F2

 a, b, c ; 1
1
2 (a+ b+ 1), 2c+ 2


= 3F2

 a, b, c ; 1
1
2 (a+ b+ 1), 2c+ 1


− 2
abc
(2c+ 1)(2c+ 2)(a+ b+ 1)
3F2

 a+ 1, b+ 1, c+ 1 ; 1
1
2 (a+ b+ 3), 2c+ 3


which appeared in [16, Eq.(3.20), pp. 230] and [12, Result (1), pp.24].
In such a case, the results when a = 14 , b = 1, c =
1
8 ;a =
1
3 , b = 1, c =
1
6 ;
a = 12 , b = 1 c =
1
4 ; a =
1
2 , b = 1 c =
3
8 ; a =
3
4 , b = 1 c =
3
8 and a =
3
2 ,
b = 1 c = 34 appeared in [26, Results 123, 130, 136, 137, 160 & 203, pages
456, 457 & 459].
(13) When i = 1 and j = 1 in (2.2) we obtain
3F2

 a, b, c ; 1
1
2 (a+ b+ 2), 2c+ 2


= 3F2

 a, b, c ; 1
1
2 (a+ b+ 2), 2c+ 1


− 2
abc
(2c+ 1)(2c+ 2)(a+ b+ 2)
3F2

 a+ 1, b+ 1, c+ 1 ; 1
1
2 (a+ b+ 4), 2c+ 3


which appeared in [12, Result (1), pp. 24], [28, Theorem (5), pp.148] and
[15, Example (9), pp.8].
In such a case, the result when a = 32 , b = 1 and c =
1
4 , appeared in [26,
Result 148,p.457].
(14) When i = 2 and j = 1 in (2.2), we obtain
3F2

 a, b, c ; 1
1
2 (a+ b+ 3), 2c+ 2


= 3F2

 a, b, c ; 1
1
2 (a+ b+ 3), 2c+ 1


− 2
abc
(2c+ 1)(2c+ 2)(a+ b+ 3)
3F2

 a+ 1, b+ 1, c+ 1 ; 1
1
2 (a+ b+ 5), 2c+ 3


which appeared in [12, Result(1), pp.24].
In such a case, the result when a = 12 , b = 1 and c =
1
4 , appeared in [26,
Result 139, p. 456].
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(15) When i = 0 and j = −1 in (2.2), we obtain
3F2

 a, b, c ; 1
1
2 (a+ b+ 1), 2c− 1


= 3F2

 a, b, c ; 1
1
2 (a+ b+ 1), 2c


+
ab
(2c− 1)(a+ b+ 1)
3F2

 a+ 1, b+ 1, c+ 1 ; 1
1
2 (a+ b+ 3), 2c+ 1


which appeared in [12, Result(1),pp.24], [16, Eq.(3.19), pp. 230], [11, Re-
sult(1), pp. 269] and [28, Theorem (7), pp. 152].
In such a case, the result when a = 12 , b =
1
2 and c = 2, appeared in [26,
Result 172, p.458] & [31, Result(2.9),pp.5].
(16) When i = 1 and j = −1 in (2.2), we obtain
3F2

 a, b, c ; 1
1
2 (a+ b+ 2), 2c− 1


= 3F2

 a, b, c ; 1
1
2 (a+ b+ 2), 2c


+
ab
(2c− 1)(a+ b+ 2)
3F2

 a+ 1, b+ 1, c+ 1 ; 1
1
2 (a+ b+ 4), 2c+ 1


which appeared in [12, Result(1), pp. 24],[16, Eq.(3.20), pp. 230], [15,
Example(10), pp. 8] and [28, Theorem (8), pp.153].
(17) When i = 2 and j = −1 in (2.2), we obtain
3F2

 a, b, c ; 1
1
2 (a+ b+ 3), 2c− 1


= 3F2

 a, b, c ; 1
1
2 (a+ b+ 3), 2c


+
ab
(2c− 1)(a+ b+ 3)
3F2

 a+ 1, b+ 1, c+ 1 ; 1
1
2 (a+ b+ 4), 2c+ 1


which appeared in [12, Result(1), pp.24].
In such a case, the results when a = 1, b = 2 and c = 2 appeared in [26,
Results 243, page 460].
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(18) When i = 1 and j = −2 in (2.2), we obtain
3F2

 a, b, c ; 1
1
2 (a+ b + 2), 2c− 1


= 3F2

 a, b, c ; 1
1
2 (a+ b+ 2), 2c− 2


−
abc
(2c− 1)(c− 1)(a+ b+ 2)
3F2

 a+ 1, b+ 1, c+ 1 ; 1
1
2 (a+ b+ 4), 2c


which appeared in [12, Result(1), pp.24], [15, Example(10), pp. 8] and [28,
Theorem(8), pp. 153].
(19) When i = −1 and j = −2 in (2.2), we obtain
3F2

 a, b, c ; 1
1
2 (a+ b), 2c− 1


= 3F2

 a, b, c ; 1
1
2 (a+ b), 2c− 2


−
abc
(2c− 1)(c− 1)(a+ b)
3F2

 a+ 1, b+ 1, c+ 1 ; 1
1
2 (a+ b+ 2), 2c


which appeared in [12, Result(1), pp.24], [15, Example(12), pp. 9] and [28,
Theorem(6), pp. 150].
3. Concluding Remarks
1. Various other special cases of our result can be obtained.
2. Many new identities and relations which obtained from our result are under
examinations and will be published later.
3. We have already established in the previous section a recursive relation
(2.2), that generalized the extension of Watson summation theorem 3F2(1).
Another explicit expression of (1.5) that generalize our result (2.2), can be
presented in the next theorem.
Theorem 3.1.
fi,j(a, b, c) = (2c+ j) fi+1,j(a− 1, b, c)
−
2ab
(a+ b+ i + 1)(2c+ j)
fi+1,j−1(a, b+ 1, c+ 1)
where fi,j(a, b, c) is defined as in (2.1).
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