Abstract-Control allocation deals with the allocation of control among a redundant set of effectors, while taking into account the individual constraints. The use of model predictive control (MPC) for control allocation allows the response times of the actuators to be accounted for, and to take advantage of predictions of the virtual control input as well as differences in dynamic control authority and cost of use among the actuators. Quadratic programming (QP) is essential for implementation of the optimal constrained control allocation strategies. The main contributions of the present paper are the investigation of using the software system CVXGEN and the MPC-based control allocation method. CVXGEN synthesizes a customized portable and library-free C-source code QP interior-point solver for the specific QP problem resulting from the MPC formulation, exploiting structural properties of the specific QP and optimizing the source code for execution speed. Two case studies, one being a missile auto-pilot, illustrates the benefits of using the MPC formulation, and the efficiency of CVXGEN.
I. INTRODUCTION
Some control systems are designed with redundant actuator and effectors, for reasons such as fault tolerance and design issues related to cost, response-time, size, and flexibility. Examples include flight control systems [2] , dynamic positioning systems for ships with using thrusters [10] , and airjet controlled paper motion in machines [6] .
Control algorithm design for systems with input redundancy is challenging since the same control effect (like a generalized force) can be generated by a number of different actuator settings, and actuator constraints should be accounted for. In order to systematically manage such control design challenges, one may decompose the control problem into two parts -a controller that commands a virtual control input of minimal dimension (like the generalized force), and a control allocation module that maps the virtual control input into the redundant actuator settings. Since there are more degrees of freedom available in the actuator system than virtual control variables, the available degrees of freedom in the actuator system can be used to satisfy actuator constraints, as far as possible, and to meet secondary objectives such as fault tolerance, power consumption minimization, and actuator wear minimization. In general, the control allocation problem can be formulated as an optimization problem where certain objectives are minimized subject to actuator and effector constraints, and the constraint that the resulting control effect fulfills the requirements of the virtual control command. The main difference between different control allocation methods are related to how the optimization problem is formulated, which models are used, and which numerical algorithm is employed to solve it. This is reviewed in the next paragraphs.
Many formulations of the constrained control allocation problem the actuator dynamics are neglected [2] , under the assumption that all dynamic phenomena are accounted for by the controller that commands the virtual control to the control allocation module. This may in some cases be an unrealistic and inconvenient assumption when the actuator dynamics are limiting the control performance since different response times and dynamic authorities of the different actuators are not taken into account. For systems where actuator dynamics are known, the interactions between the control allocation algorithm and the actuator dynamics require a more sophisticated control allocation method. Actuators can have different response times, i.e. a fast actuator can be used to achieve fast transient response, while slow actuators can be used for steady state (e.g. trimmed flight), to improve power efficiency.
It is relatively straightforward to (re-)design a basic control allocation algorithm to comply with actuator rate constraints, e.g. [10] , by incorporating this as a constraint on the change in control inputs from the previous sample to the current sample. More sophisticated dynamic actuator models may be incorporated by using the powerful Model Predictive Control (MPC) framework to solve the constrained control allocation problem [11] , [12] , [16] , [22] . MPC is an optimization-based control algorithm which can be used in control allocation, being able to handle actuator dynamics as well as actuator saturation and other constraints. Conventional MPC utilizes a model of the plant in predicting outputs and states, where in control allocation this model describes the actuator dynamics. Because of the predictive nature of the controller, the calculated control can pre-act on predicted comments to the actuator system dynamics to improve performance, like a dynamic feed-forward.
How to implement the numerical optimization for the optimal control allocaiton in real time, is a challenging task due to fast update rate requirements in most applications. Online optimization using off-the-shelf or customized quadratic programming (QP) solvers are studied in the context of linear actuator and effector models in [1] , [17] , [5] , [18] . For nonlinear effector models, the use of sequential quadratic programming is proposed in [7] . Instead of demanding that the optimal control allocation is computed exactly at each sample, the dynamic online optimization appraoch in [8] will at each time instant move in the direction towards an optimal control allocation, but optimality is achieved only asymptotically. The method is extended to the case with actuator dynamics in [20] . While the dynamic online optimization approach reduces the online computational requirements, and at the same time guarantees that closed loop stability is not lost due to sub-optimality, one may also use multi-parametric programming to pre-compute an explicitly represented piecewise affine solution function. The online computations corresponds to the evaluation of a piecewise linear function resulting from multi-parametric programming and explicit MPC [9] , [21] . While this is highly attractive from the online processing point of view, its memory consumption and offline processing does not scale very well [3] , [4] -in particular when considering control efficiency matrices that are time-or state-dependent due to nonlinear or time-varying characteristics like in fault tolerant control allocation [19] .
This key idea of the present paper is to employ a family of highly customized QP solvers that are automatically generated using CVXGEN [15] , [13] , [14] to solve MPCbased dynamic control allocation problems. CVXGEN has the unique feature that the C code of the customized solvers is completely standard and standalone, i.e. portable, and extremely efficient since the key structural properties of the QP problem is exploited in the automatic code generation that leads to code with only static data structures and almost branch-free code where for-loops are rolled out for efficiency and deterministic execution on pipeline processor architectures. Performance improvement also comes from low software overhead as the CVXGEN targets small-scale problems, in some contrast to most off-the-shelf solvers that target large-scale problems. Orders of magnitude faster execution compared to state-of-the-art off-the-shelf solvers have been reported on test problems, including MPC problems [15] , [13] . This makes it interesting to study CVXGEN's performance in challenging control allocation problems that are of relatively small scale compared to typical MPC problems.
II. DYNAMIC CONTROL ALLOCATION
It is assumed that all control actuators have dynamics which can be modelled as second order systems,
where δ cmd is the commanded control input, and δ is the actuator response. ζ and ω 0 are the actuators relative damping ratio and natural frequency, respectively. Rewritten in state-space form, the model for actuator i is on the forṁ
For a system with K actuators and effectors, the model iṡ
where A δ and B δ are block diagonal matrices. The corresponding MPC control allocation (MPCA) problem is posed as follows: For the constrained actuator systeṁ (4) is used to predict the actuator state δ δ δ throughout the prediction horizon N,
where N is the length of the prediction horizon, and k is the current time step. The MPC algorithm finds the optimal
by minimizing a quadratic cost function
subject to a discretized version of (4), using QP. In the cost function, W (i) is a weight matrix, weighing the importance of tracking τ τ τ * at time j. W a ( j) weighs the relative cost of use of effector i ∈ {1 . . . K}. Only the first commanded control sample δ δ δ * cmd (k|k) is applied to the actuator. The whole algorithm is repeated when computing the consequtive δ δ δ * cmd (k + 1|k + 1).
III. CASE STUDIES
The examples will illustrate performance tradeoffs between control performance, accuracy and cost of actuation (power, wear,...) that can be systematically adressed with dynamic predictive control allocation. Furtermore, computational performance characteristics of the CVXGEN implementation are reported. 
A. Actuators/effectors with different cost and dynamics
First, a simple test is conducted, comparing the performance of similar MPCA and static QP formulations. The virtual control command τ * is scalar, consisting of a sine with increasing and then decreasing frequency. There are two actuators δ 1 and δ 2 , with associated effectors, both modeled as second order systems. Actuator 1 will be fast but expensive to use, while actuator 2 will be slow and inexpensive. The actuator coefficients and corresponding cost weight are
This means that the control allocation module should use actuator/effector 1 only when necessary. In addition, effector 2 will be more efficient than effector 1, reflected in the control efficiency matrix B = [ 0.3 0.8 ]. The virtual input prediction for the MPCA is done using a second order extrapolation based on the current and most recent samples. This means that the MPCA assumes no explicit knowledge about the control algorithm beyond trajectory smoothness.
The virtual input tracking of the QP and MPCA methods can be seen in Figures 1 and 2 , respectively. It is clear that the MPCA does a far better job than the static QP formulation when it comes to tracking τ * . This is because the QP CA ignores the actuator dynamics, leading to it commanding mostly the slow actuator δ 2 to deflect to track τ * . As the frequency of the virtual input increases, actuator 2 can not follow, causing a larger tracking error. MPCA is aware of the actuator dynamics and optimally combines both actuators to meet the requirement of the virtual input. The actuator response δ 1 and δ 2 for the QP and MPCA methods can be seen in Figures 3 and 4 , respectively. In these plots the actuator saturation limits are shown as dashed lines.
A comparison of the cost is shown in Figure 5 , which summarizes the two methods' performance. 
B. Missile auto-pilot
MPCA is also tested in a more realistic setup, as a part of a missile flight control system. The missile dynamics are approximated using decoupled longitudal and lateral models [24] . Such models are valid for small angles, which is assumed to be sufficient for testing control allocation.
The models are on the forṁ x long = A long x long + B long u long (9) x lat = A lat x lat + B lat u lat (10) where
Subscripts denote longitudal and lateral models, and symbols are summarized in Table I .
The simulated missile has a mass of 200kg, flying at constant speed 300m/s, and has an inertia matrix
The effector configuration combines tail control, four fins are placed in an x-configuration, and wing control, where each wing has an aileron. All actuators δ 1...6 , are modeled as second order systems (1). Subscrips 1-4 denote the tail fins, while subscrips 5-6 represent the two wing ailerons. The actuator characteristics and cost are summarized below.
The configuration has two main actuator groups spanning different dynamic authorities. The slow and inexpensive wing ailerons are thought to be used while in trimmed flight, while the fast, expensive tail fins will be mainly used in agile flight. The control allocation is part of a flight control system together with a bank-to-turn autopilot, designed to follow lateral and longitudal references. The autopilot design has two loops. The outer loop is controlling z and y position, while beeing fed back missile lateral and longitudal accelerations. This loop uses a bank-to-turn design to command 
T is the input to the control allocation module, which computes a commanded control δ cmd,i , i ∈ {1, 2, 3, 4, 5, 6}, which is applied to the actuators. An MPCA formulation like the one described in II is used, and a static QP control allocation problem is used as a comparison. The prediction for the MPCA is created by holding the current value throughout the prediction horizon N, which spans five samples. The MPCA is designed with sample time 0.05 s, making the prediction horizon 0.2 s.
The lateral and longitudal trajectory references are steps, and the missile step responses are seen in Figure 6 . The responses for MPCA and QP CA are similar, since the actuator dynamcis are relatively fast compared to the robustly tuned autopilot bandwidth.
Looking at the virtual control tracking, the MPCA and QP CA cases are shown in Figures 7 and 8 , respectively. It is clear that the MPCA, being aware of the actuator dynamics, provides significantly better tracking of τ * than the QP CA case. Also note that the choice of control allocation method affects how the virtual control looks. The QP CA induces undesirable oscillations and larger amplitudes in the virtual control. Because of this the choice of control allocation method should not be arbitrary, but a consideration of method complexity, present constraints, actuator dynamics and configuration. The actuator responses for MPCA and QP are shown in Figures 9 and 10 . Actuator limits are shown as grey lines. Both methods use the wing ailerons δ 5 and δ 6 actively, which is a good thing since these are inexpensive. The mentioned oscillations also show up in the actuator response in the QP case. These cause the QP method to allocate the tail fins more, which the MPCA can avoid. Beeing aware of the actuator dynamics, the MPCA can exploit its knowledge to allocate actuators more efficiently, leading to improved virtual control tracking.
Lastly, the cost is compared. The cumulative cost is shown in Figure 11 . As expected, the MPCA cost is well below that of QP CA, mainly because of the latter methods excessive actuator use and delay in virtual control tracking.
CVXGEN is used during this simulation, and it is interesting to review the time consumption of the solver. During the 10-second simulation, 1045 calls are made to the MPCA function calculating the commanded control input δ cmd . By isolating MATLAB on one CPU and using the program's profiler utility, it is found that these calls took a total of 0.434 s CPU time, making each call on average consume 0.41 ms CPU time. This is considered to be very fast, taking the large problem size into account. The MPCA problem size statistics are summarized in Table II . The solve time also scales well when using CVXGEN. A nearly linear relationship between solve time and complexity was found in an experiment where MPCA horizon was incrementally increased from N = 1 to N = 7, see Figure 12 . 
IV. CONCLUSIONS
It is shown that the dynamic constrained allocation problem for typical configurations can be solved efficiently using MPC and CVXGEN.
The MPC formulation leads to improved overall control performance compared to a more conventional static control allocation method, and it is able to exploit an actuator configuration with different dynamic properties. The developed MPCA provides better virtual control tracking aswell as allocating actuators more efficiently than classical formulations.
The use of CVXGEN leads to a customized quadratic programming solver that typically require less than 1 millisecond computation time per sample on a powerful processor. This may be considered computationally feasible for implementation in a flight control system, although important aspects such as software code verifiability needs to be addressed carefully.
