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Abstract
An SIR epidemicmodel with density dependent birth and death rates is formulated. In our model it is assumed that the total number
of the population is governed by logistic equation. The transmission of infection is assumed to be of the standard form, namely
proportional to I (t − h)/N(t − h) where N(t) is the total (variable) population size, I (t) is the size of the infective population and
a time delay h is a ﬁxed time during which the infectious agents develop in the vector. We consider transmission dynamics for the
model. Stability of an endemic equilibrium is investigated. The stability result is stated in terms of a threshold parameter, that is, a
basic reproduction number R0.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
In modeling the spread of infectious disease through the population, it is assumed that the total population size
is constant in classical models. More recent studies consider a epidemic model with density dependence to describe
disease transmission in variable population size (see [3,6,8] etc.). Takeuchi et al. [10,11] studied the SIR infectious
disease model in which an infectious disease is transmitted by a vector after an incubation time. Their model assumes
that the birth rate and the death rate are all constant, so the dynamics of the total population is very simple. In order to
investigate disease dynamics for the model with more demographic effects, it should be assumed that birth and death
rates are density dependent. Moreover, in order to make the model more realistic, we incorporate the incubation time
during which the infectious agents develop in the vector. Thus we consider an epidemic model with time delay.
It is our purpose to analyze a SIR epidemic model with the incubation time and density dependent birth and death
rates. The host population is divided into susceptible, infective and recovered individual whose numbers are denoted
by S, I and R. The number of the total population is denoted by N(=S + I + R). As in the paper [4], we assume that
the dynamics of the total population are governed by the following logistic equation:
N˙ =
(
b − a rN
K
)
N −
(
d + (1 − a)rN
K
)
N , (1)
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where a is a convex combination constant and r = b − d > 0 is the intrinsic growth rate and K > 0 is the carrying
capacity of the population. The ﬁrst term in (1) has a density dependent per capita birth rate coefﬁcient b − arN/K
and the second term has a density dependent per capita death rate coefﬁcient d + (1− a)rN/K . For 0<a< 1 the birth
rate decreases and the death rate increases to its carrying capacity K; these are consistent with the limited resources
associated with density-dependence. The birth rate is density independent when a = 0 and the death rate is density
independent when a = 1.
We assume that the force of infection is proportional to I (t − h)/N(t − h) where the nonnegative constant h is a
time delay during which the infectious agents develop in the vector and it is only after the time that the infected vector
can infect a susceptible human. Then, our model becomes a system of differential equations with time delay
S˙(t) = −S(t)I (t − h)
N(t − h) −
(
d + (1 − a)rN(t)
K
)
S(t) +
(
b − a rN(t)
K
)
N(t),
I˙ (t) = S(t)I (t − h)
N(t − h) −
(
d + (1 − a)rN(t)
K
)
I (t) − I (t),
R˙(t) = I (t) −
(
d + (1 − a)rN(t)
K
)
R(t), (2)
where , b, , d and r are positive constants.  is the effective per capita contact rate constant of infective individuals
and  is the recovery rate of the infectives. The model (2) assumes that the all newborns are susceptibles.
The initial condition of (2) is given by
S() = 1(), I () = 2(), R() = 3(), (−h0) (3)
where  = (1,2,3)T ∈ C. C denotes the Banach space C([−h, 0],R3) of continuous functions mapping the
interval [−h, 0] into R3.
System (2) always has the disease free equilibrium E0 = (K, 0, 0). Furthermore, if
R0 ≡ 
d + (1 − a)r +  =

b − ar +  > 1, (4)
then system (2) also has the unique endemic equilibrium E∗ = (S∗, I ∗, R∗), where
S∗ = K
R0
, I ∗ = (d + (1 − a)r)(R0 − 1)K

, R∗ = 
d + (1 − a)r I
∗
.
R0 is called the basic reproduction number.
In the next section we analyze the stability of the endemic equilibrium E+ and give a global stability criterion in
case R0 > 1. We give a summary of our results in Section 3.
2. Main result
Throughout of this paper, we focus on the dynamics of the solutions of (2) in the following restricted region:
= {(S, I, R)|S0, I0, R0, 0S + I + R = NK}. (5)
In this region, basic results such as usual local existence, uniqueness and continuation of solutions are valid for system
(2). To conﬁrm this assertion, we can refer to [5,7]. Hence there exists a unique solution (S(t), I (t), R(t)) of (2) starting
the interior of that exists on a maximal interval, which is [0,∞), if solutions remains bounded. The following lemmas
are used to prove our main result.
Lemma 1 (Yoshida and Hara [12]). Consider solutions of (2) with (1(),2(),3()) in the interior of  for all
 ∈ [−h, 0]. Then solutions stay in the interior of  for all time t0.
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Lemma 2 (Yoshida and Hara [12]). If (4) holds, then (2) is permanent, that is, there are positive constantsmi andMi
(i = 1, 2, 3) such that
m1 lim inf
t→+∞ S(t) lim supt→+∞
S(t)M1,
m2 lim inf
t→+∞ I (t) lim supt→+∞
I (t)M2,
m3 lim inf
t→+∞ R(t) lim supt→+∞
R(t)M3
hold for any solution of (2) with (1(),2(),3()) in the interior of  for all  ∈ [−h, 0]. Here mi and Mi
(i = 1, 2, 3) are independent of (3).
In fact, mi and Mi (i = 1, 2, 3) can be chosen explicitly as
m1 = (d + (1 − a)r)K
+ d + (1 − a)r , m2 = I
∗e−(d+(1−a)r+)h, m3 = m2
d + (1 − a)r , Mi = K (i = 1, 2, 3).
Now, let us consider the asymptotic behavior of the solutions of (2) when the basic reproduction number R0 > 1. The
following is our main results. But, for proving the theorem, we use different Liapunov-like functions which are much
more complicated than those in [2], because of the density dependence.
Theorem 1. If R0 > 1, then the endemic equilibrium E+ of (2) is globally asymptotically stable with respect to the
interior of  if the time delay h is small enough to satisfy
0he(d+(1−a)r+)h < I
∗(I ∗ + (b − ar)K)
2(S∗ + I ∗)(S∗ + I ∗ + K) . (6)
Remark. It is clear that the condition (6) holds if the delay “h” is sufﬁciently small. Namely, Theorem 1 implies that
the interior equilibrium (i.e., E+) is a globally asymptotically stable with sufﬁciently small “h”.
We will give our result by using some analogous techniques given in [2].
Proof of Theorem 1. Passing to the new variables s(t) and i(t) given by
s(t) = S(t)
N(t)
, i(t) = I (t)
N(t)
,
the system (2) now becomes
s˙(t) = −s(t)i(t − h) −
(
b − a rN(t)
K
)
s(t) +
(
b − a rN(t)
K
)
,
i˙(t) = s(t)i(t − h) −
(
b − a rN(t)
K
)
i(t) − i(t),
N˙(t) = r
(
1 − N(t)
K
)
N(t). (7)
The system (7) has a unique interior equilibrium (s∗, i∗,K) corresponding to E+, where
s∗ = S
∗
K
, i∗ = I
∗
K
.
Set
x(t) = s(t) − s∗, y(t) = i(t) − i∗.
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Then, by s∗ = b + − ar , (7) takes the form
x˙(t) = −(i∗ + b − ar)x(t) − s∗y(t − h) − x(t)y(t − h) + (1 − s(t))ar
(
1 − N(t)
K
)
,
y˙(t) = i∗x(t) − s∗y(t) + s∗y(t − h) + x(t)y(t − h) − i(t)ar
(
1 − N(t)
K
)
,
N˙(t) = r
(
1 − N(t)
K
)
N(t). (8)
Deﬁne the Liapunov function
V1(x, y) = x − s∗ ln
(
1 + x
s∗
)
+ y − i∗ ln
(
1 + y
i∗
)
,
and observe that
V˙1(x(t), y(t)) = 1
s(t)i(t)
{
− (i∗ + b − ar)i(t)x2(t) + s(t)(s∗y(t) − i∗x(t))(y(t − h) − y(t))
+ ((1 − s(t))x(t) − s(t)y(t))i(t)ar
(
1 − N(t)
K
)}
(9)
for any t0. By (2) and Lemma 2, we see that for sufﬁciently large t,
y(t − h) − y(t) = −
∫ t
t−h
y˙(u) du
= −
∫ t
t−h
{
i∗x(u) − s∗y(u) + s(u)y(u − h) − i(u)ar
(
1 − N(u)
K
)}
du (10)
and
0<s(t)< 1, 0<m2() ≡ m2/K −  i(t)< 1, (11)
here  is a sufﬁciently small positive constant. It follows from (10) and (11) that
|(s∗y(t) − i∗x(t))(y(t − h) − y(t))|
 1
2
s∗
∫ t
t−h
{i∗(x2(u) + y2(t)) + s∗(y2(u) + y2(t)) + (y2(u − h) + y2(t))} du
+ 1
2
i∗
∫ t
t−h
{i∗(x2(u) + x2(t)) + s∗(y2(u) + x2(t)) + (y2(u − h) + x2(t))} du
+ |s∗y(t) − i∗x(t)|
∫ t
t−h
i(u)ar
(
1 − N(u)
K
)
du
 1
2
s∗(s∗ + i∗ + 1)hy2(t) + 1
2
i∗(s∗ + i∗ + 1)hx2(t)
+ 1
2
(s∗ + i∗)
∫ t
t−h
(i∗x2(u) + s∗y2(u) + y2(u − h)) du
+ (s∗ + i∗)a
∫ t
t−h
r
(
1 − N(u)
K
)
du, (12)
by using the inequality |pq| 12 (p2 + q2).
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Direct calculation using (9) and (12) gives
V˙1
1
s(t)i(t)
{
− (i∗ + b − ar)i(t)x2(t) + 12 (s∗ + i∗ + 1)2hs(t)(s∗y2(t) + i∗x2(t))
+ 1
2
(s∗ + i∗)2s(t)
∫ t
t−h
(i∗x2(u) + s∗y2(u) + y2(u − h)) du
+(s∗ + i∗)s(t)a
∫ t
t−h
r
(
1 − N(u)
K
)
du + (s∗ + i∗ + 1)s(t)i(t)ar
(
1 − N(t)
K
)}
 − (i∗ + b − ar)x2(t) + 1
2m2()
(s∗ + i∗ + 1)2h(s∗y2(t) + i∗x2(t))
+ 1
2m2()
(s∗ + i∗)2
∫ t
t−h
(i∗x2(u) + s∗y2(u) + y2(u − h)) du
+ 1
m2()
(s∗ + i∗)a
∫ t
t−h
r
(
1 − N(u)
K
)
du + (s∗ + i∗ + 1)ar
(
1 − N(t)
K
)
. (13)
Next, deﬁne
V2(t) =
∫ t
t−h
∫ t

(k1x
2() + k2y2()) d d+ k3h
∫ t
t−h
y2(u) du + k3
∫ t
t−h
∫ t

y2(− h) d d
+ k4
∫ t
t−h
∫ t

r
(
1 − N()
K
)
d d, (14)
where
k1 = 12m2() (s
∗ + i∗)2i∗, k2 = 12m2() (s
∗ + i∗)2s∗,
k3 = 12m2() (s
∗ + i∗)2, k4 = 1
m2()
(s∗ + i∗)a.
It is easy to see that V2 is well deﬁned for all large t. Direct calculation using (13) and (14) gives
d
dt
(V1 + V2) − (A − Bh)x2(t) + Chy2(t) + Dr
(
1 − N(t)
K
)
(15)
for sufﬁciently large t , where
A = i∗ + b − ar > 0,
B = B() = 1
2m2()
2i∗(2i∗ + 2s∗ + 1)> 0,
C = C() = 1
2m2()
2(2s∗(s∗ + i∗ + 1) + i∗)> 0,
D = D() = 1
m2()
(s∗ + i∗)ah + (s∗ + i∗ + 1)a0.
Now, deﬁne
V3(t) = 12	(x(t) + y(t))2,
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here 	 is some positive constant chosen later. Thus, it follows from (15) that for large t ,
d
dt
(V1 + V2 + V3) − {(A + 	(b − ar) − Bh)x2(t) + 	(b − ar + s∗)x(t)y(t)
+ (	s∗ − Ch)y2(t)} + Er
(
1 − N(t)
K
)
= (x(t), y(t))Q(x(t), y(t))T + Er
(
1 − N(t)
K
)
, (16)
where E = E() = D + 2	(s∗ + i∗ + 1)> 0 and the matrix Q = Q() is deﬁned as
Q =
(−(A + 	(b − ar) − Bh) −	(b − ar + s∗)/2
−	(b − ar + s∗)/2 −(	s∗ − Ch)
)
.
The characteristic equation of Q is

2 + a1
+ a2 = 0, (17)
where
a1 = a1() = A + 	(b − ar + s∗) − (B + C)h,
a2 = a2() = (A + 	(b − ar) − Bh)(	s∗ − Ch) − 14 (b − ar + s∗)2	2.
All roots of (17) are negative, if and only if
A + 	(b − ar + s∗)> (B + C)h,
and
F(	) ≡ (s∗ − (b − ar))2	2 − 4(s∗(A − Bh) − (b − ar)Ch)	+ 4(A − Bh)Ch< 0.
If h=0, it is easy to see that all roots of (17) are negative for any	 satisfying 0<	< 4As∗/(s∗ − (b−ar))2. Now,
suppose 0<h<A/B. Then F(0)= 4(A−Bh)Ch> 0. F(	)= 0 has positive roots 	1 and 	2 (	1	2), if and only
if
s∗A>(s∗B + (b − ar)C)h (18)
and
G(h) ≡ b0h2 − b1h + b20,
where
b0 = b0() = (s∗B + (b − ar)C)2 + BC(s∗ − (b − ar))2 > 0,
b1 = b1() = A(s∗)2(2B + C) + (b − ar)2AC > 0,
b2 = b2() = (s∗A)2 > 0.
Direct computation using (18) gives
h<
s∗A
s∗B + (b − ar)C ≡ h1().
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G(h) = 0 has two real positive roots
h2() = A
B + C , h3() =
A(s∗)2
B(s∗)2 + C(b − ar)2 .
Here, note that h2()<h1()<h3()<A/B by s∗ >b − ar . Set
h0 = h2(0) = m2(i
∗ + b − ar)
2(s∗ + i∗)(s∗ + i∗ + 1)K =
m2(I ∗ + (b − ar)K)
2(S∗ + I ∗)(S∗ + I ∗ + K) .
Then for any 0h<h0, there exists =(h)> 0 such thath<h2(). Therefore, fromG(h)0 there exists	=	(h)> 0
such that F(	)< 0, so the matrix Q is negative deﬁnite. From (16) it follows that for sufﬁciently large t ,
d
dt
(V1 + V2 + V3) − (x2(t) + y2(t)) + Er
(
1 − N(t)
K
)
, (19)
where =(h) (0hh2()) is some positive constant. From (8), we see that x2(t) and y2(t) are uniformly continuous
on [0,+∞). Note that
∫ ∞
0
r
(
1 − N(u)
K
)
du =
∫ ∞
0
N˙(u)
N(u)
du< lnK .
It follows from the well-known Barbaˇlat’s lemma (see [1]) that
lim
t→+∞ x
2(t) = 0, lim
t→+∞ y
2(t) = 0.
This leads to
lim
t→+∞ s(t) = s
∗, lim
t→+∞ i(t) = i
∗
,
that is,
lim
t→+∞ S(t) = S
∗, lim
t→+∞ I (t) = I
∗
.
From the third equation of (7), we see that limt→+∞ (S(t) + I (t) + R(t)) = limt→+∞ N(t) = K , which implies that
lim
t→+∞ R(t) = R
∗
.
This proves that E+ is globally attractive for any 0h<h0. Since E+ is locally asymptotically stable (see [12]), this
completes the proof. 
3. Summary
The system of equations (2), like those in [9–11], models the spread process of infectious disease carried by vectors.
Themodel introduced here has a distinction that birth and death rates depend on density. Combining the result (Theorem
1) in this paper with those in [12], we can summarize results as follows. The disease dies out forR01, and the disease
remains endemic for R0 > 1 and for a small incubation time. We can say that the main prediction of the models in
[2,10,9] still survive intact in more complex model treated in this paper.
In [12] we only showed that the disease remained endemic in the sense of permanence for R0 > 1. However, in this
paper Theorem 1 gives a stronger condition which ensures that the endemic equilibrium point is globally asymptotically
stable if the time delay h is small in caseR0 > 1. It must be interesting for readers whetherE+ is globally asymptotically
stable for large h. The computer simulation suggests thatE+ is globally asymptotically stable for any large h> 0. Thus,
we have the following conjecture:
Conjecture. If R0 > 1, then the endemic equilibrium E+ of (2) is globally asymptotically stable with respect to the
interior of  for any h> 0.
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Fig. 1. h = 9 days, 1/d = 80 years, = 7 days, a = 12 , b = 1, = 150, K = 15 000.
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Fig. 2. h = 90 days, 1/d = 80 years, = 7 days, a = 12 , b = 1, = 150, K = 15 000.
To our regret, we cannot prove this conjecture now. In the following, we give two ﬁgures which show that the solution
of Eq. (1.2) converges to the interior equilibrium for h = 9 and h = 90 and support the conjecture. We are pleased if
someone can solve the above conjecture (Figs. 1, 2).
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