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Abstract—In this paper, we formulate the Load Flow (LF)
problem in radial electricity distribution networks as an un-
constrained Riemannian optimization problem, consisting of
two manifolds, and we consider alternative retractions and
initialization options. Our contribution is a novel LF solution
method, which we show belongs to the family of Riemannian
approximate Newton methods guaranteeing monotonic descent
and local superlinear convergence rate. To the best of our
knowledge, this is the first exact LF solution method employ-
ing Riemannian optimization. Extensive numerical comparisons
on several test networks illustrate that the proposed method
outperforms other Riemannian optimization methods (Gradient
Descent, Newton’s), and achieves comparable performance with
the traditional Newton-Raphson method, albeit besting it by a
guarantee to convergence. We also consider an approximate LF
solution obtained by the first iteration of the proposed method,
and we show that it significantly outperforms other approximants
in the LF literature. Lastly, we derive an interesting comparison
with the well-known Backward-Forward Sweep method.
Index Terms—Distribution network load flow method, Rieman-
nian optimization, smooth manifold, retraction.
I. INTRODUCTION
ELECTRICITY distribution networks are undergoing un-precedented challenges guided by the desire for highly ef-
ficient and reliable grids, characterized by high penetration of
intermittent renewable energy sources, storage devices, flexible
loads, and transportation electrification. A fast, efficient, and
scalable Load Flow (LF) solution method is the foundation in
several recent works on real-time Optimal Power Flow (OPF)
[1], load-side primary frequency control [2], reactive power
control [3]-[4], and robust state estimation [5], which aim at
facilitating the transition to an increasingly active, distributed
and dynamic power system.
Applying Kirchhoff’s laws to a power network results in a
set of nonlinear LF equations whose solution yields the steady-
state grid condition and is obtained by numerical solution
of non-linear systems. In distribution networks, which are
typically operated in a radial configuration, besides the widely
applicable Newton’s method —a.k.a. the Newton-Raphson
method— there exist several, customized, LF numerical meth-
ods, e.g., the Backward-Forward Sweep [6], the implicit Z-bus
[7], the current injection method [8], the direct method [9],
and the holomorphic embedding method [10]. Furthermore,
the LF problem can also be posed as a convex optimization
M. Heidarifar, P. Andrianesis and M. Caramanis are with the Systems
Eng. Div., Boston University, Boston, MA, e-mails: {mheidari, panosa,
mcaraman}@bu.edu. Research partially supported by the Sloan Foundation
under grant G-2017-9723 and NSF AitF grant 1733827.
problem; see, e.g., the approach in [11] that models the LF
problem in a radial network as a conic programming problem
by relaxing (non-convex) equality constraints to (convex)
inequalities. Recently, convex relaxation techniques have been
widely applied to the OPF problem [12]. Such approaches,
however, do not guarantee that the relaxed solution, in general,
satisfies the LF equations, i.e., the applicable laws of physics.
Interestingly, the original LF problem posed as an equality-
constrained optimization problem in Euclidean space can
be reformulated to an equivalent unconstrained optimization
problem whose search space is a Riemannian manifold, which,
in turn, can be solved with Riemannian optimization methods.
Riemannian optimization minimizes a real-valued function
over a smooth manifold [13], and has recently received consid-
erable attention with several applications in signal processing,
machine learning, computer vision, numerical linear algebra,
etc. Relying on the lower dimension and the underlying
geometric characteristics of a manifold, its efficiency exceeds
that of Euclidean constrained optimization. The application of
Riemannian optimization to power systems has been limited,
however, by the lack of a well-organized procedure to convert
a constrained optimization problem whose search space forms
a smooth manifold into a Riemannian optimization instance
[14]. More importantly, the feasible space in most problems
encountered in engineering disciplines, e.g., the OPF problem,
is a non-smooth manifold as there are extra constraints in
addition to having to reside on a manifold. This imposes addi-
tional challenges to the widespread application of Riemannian
optimization.
Traditional optimization methods have been recently ex-
tended to the case of Riemannian optimization, e.g., the uncon-
strained (Riemannian) Gradient Descent, Newton’s, trust re-
gion and approximate Newton methods in [13], (Riemannian)
Stochastic Gradient Descent in [15], and the (Riemannian)
consensus method [16]. Riemannian optimization has also
found several applications in low-rank matrix completion [17],
[18], [19], dimension reduction for Independent Component
Analysis [20], tensor decomposition [21], online learning [22],
port-Hamiltonian systems [23], [24], feedback particle filters
[25], and unscented Kalman filters [26].
In the power systems literature, [27] was the first to intro-
duce the notion of a Power Flow (PF) manifold presenting
several LF approximations using the concept of a tangent
space. The PF manifold describes the LF equations of a power
network with a general (radial or meshed) topology, and the
tangent space around a flat start solution, which is a point on
the PF manifold, is presented as the best linear approximation
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2to the LF equations. The proposed linear approximant in [27]
reduces to a DC LF model assuming zero shunt admittances
and purely inductive lines. Employing the approximate LF
technique developed in [27], [28] presents an online OPF
technique using a discrete-time projected gradient descent
scheme. A continuous-time counterpart of [28] is proposed
in [29]. Note that the approach taken by [27]–[29] does not
include a mapping of the solution from the tangent space to the
manifold —a.k.a. a retraction in the Riemannian optimization
literature— thus yielding an approximate (or sub-optimal)
solution, which does not in general satisfy the LF equations.
Since our focus is on radial distribution networks, we
employ the well-known Branch Flow Model (BFM) [30] —
a.k.a. the DistFlow model— which uses the voltage and
current squared magnitudes; angles can be recovered by the
LF solution. The BFM has been recently included into an OPF
setting [31], resulting in a non-convex optimization problem,
due to a quadratic equality constraint, which, when relaxed
to a convex inequality constraint, yields a Second Order Cone
Programming (SOCP) problem. However, this relaxation is ex-
act only when certain conditions are met, [32], [33], [34], [35],
[36], [37], [38], and may occasionally provide solutions that
do not satisfy the LF equations, hence physically meaningless.
A linear LF model originating from the BFM, namely the
simplified DistFlow model —a.k.a. the LinDistFlow model—
which was proposed in [39], [40], has also been employed in
approximate OPF settings. In fact, the LinDistFlow solution
seems to improve the quality of the linear approximant in [27];
the latter becomes equivalent with the former, assuming zero
shunt admittances and using a nonlinear change of coordinates
motivated by the fact that the basic LF equations are purely
quadratic in the voltage magnitudes.
To the best of our knowledge, this paper is the first ap-
plication of Riemannian optimization that yields an exact (not
approximate) LF solution. More specifically, our contributions
are as follows. First, we formulate the radial distribution
network BFM as an unconstrained Riemannian optimization
problem, for which we propose alternative manifolds, retrac-
tions, and initializations. Second, we introduce an exact LF
solution method, and show it belongs to the Riemannian
approximate Newton methods, guarantees descent at each
iteration and local superlinear convergence rate. Third, we
show through extensive numerical comparisons on several
test networks that the proposed approximate Newton method
outperforms in terms of computational effort other Rieman-
nian optimization methods, namely the Riemannian Gradient
Descent and the Riemannian Newton’s methods, and achieves
comparable performance with the traditional Newton-Raphson
method. Fourth, we illustrate that the first iteration of the
proposed method —considered as an approximate solution
to the LF problem— outperforms in terms of accuracy ap-
proximate solution methods in the LF literature ([27] and
the LinDistFlow solution). Fifth, we present an interesting
comparison with the Backward-Forward Sweep method, which
shows that while both methods stay on the PF manifold at each
iteration, they move along different directions.
The remainder of the paper is organized as follows. In Sec-
tion II, we briefly review concepts from Riemannian optimiza-
tion. In Section III, we formulate the BFM based LF problem
as an unconstrained Riemannian optimization problem, and
we propose alternative retractions and initializations. In Sec-
tion IV, we introduce the proposed Riemannian approximate
Newton method. In Section V, we present extensive numerical
comparisons on several test distribution networks. Finally, in
Section VI, we conclude and provide directions for further
research. To improve paper readability, proofs are moved to
an Appendix.
II. RIEMANNIAN OPTIMIZATION
In this section, we provide a brief overview of concepts and
notation used in the context of smooth manifolds (Subsection
II-A), we define the essential tool of retractions (Subsection
II-B), and we introduce Riemannian optimization methods
(Subsection II-C). The interested reader is referred to [41] and
[13] for a detailed exposition of manifolds and Riemannian
optimization, respectively.
A. Smooth Manifolds
Consider the set described by M = {x ∈ Rn|h(x) = 0},
where h : Rn 7→ Rm is a smooth map with m ≤ n.
Then, M is a smooth manifold of dimension n − m of Rn
[42]. A Riemannian optimization problem is described as
minx∈M f(x), where x is a vector of (unknown) variables
on the manifold, and f(x) : M 7→ R a smooth real-valued
function. Analogous to the concept of locally approximating a
function by its derivative, the notion of tangent space, TxM,
is defined for every point x ∈ M to locally approximate the
manifold around x. TxM is a vector space expressed by:
TxM = {ξ ∈ Rn : Dh(x)[ξ] = 0}, (1)
where Dh(x) denotes the differential of h at x. The notion of
the tangent space generalizes the concept of the directional
derivative as represented by the term Dh(x)[ξ], i.e., the
derivative of h at x along the direction ξ. The point x is
translated as the center or zero vector in TxM, and any ξ that
satisfies (1) is called a tangent vector [13]. The notions of
direction and length in TxM are introduced by a Riemannian
metric expressed by the classical dot product 〈., .〉, thus turning
M into a Riemannian manifold of the Euclidean space Rn.
Given a smooth real-valued function f(x) : M 7→ R, the
notion of Riemannian gradient of the smooth mapping f at
x ∈ M is the unique tangent vector denoted by gradf(x) ∈
TxM that satisfies [13, Eq. 3.31]:
〈gradf(x), ξ〉 = Df(x)[ξ], ∀ξ ∈ TxM.
We define f¯(x) := f(x) : Rn 7→ R, and denote the classical
(Euclidean) gradient of f¯ at x by Gradf¯(x). The Riemannian
gradient of f at x is defined as follows.
Definition 1. The Riemannian gradient of the smooth mapping
f at x ∈ M is the orthogonal projection of Gradf¯(x) to the
tangent space, denoted by [13, Eq. 3.37]:
gradf(x) = ΠxGradf¯(x), (2)
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Fig. 1. Retraction on the unit sphere. From point x˜k = xk + αkξk , where
αk is a stepsize employed along direction ξk , point xk+1 on the manifold is
obtained by normalization, i.e., xk+1 = Rxk
(
αkξk
)
=
xk+αkξk
‖xk+αkξk‖2 [13].
where Πx : Rn 7→ TxM is the orthogonal projection matrix
given by Πx = In−Dh(x)T
(
Dh(x)Dh(x)T
)−1
Dh(x), with
In the n× n identity matrix [43].
The notion of Riemannian Hessian requires taking the
derivative of the gradient, thus implying moving between
tangent spaces, which is achieved by some affine connection.
Employing the Riemannian connection on M, denoted by ∇,
the Riemannian Hessian of f at x is defined as follows.
Definition 2. [13, Def. 5.5.1 and Eq. 5.15] The Riemannian
Hessian of the smooth mapping f at x ∈ M is the linear
mapping hessf(x) of TxM into itself defined as:
hessf(x)[ξ] = ∇ξgradf(x) = ΠxDgradf(x)[ξ], (3)
for all ξ ∈ TxM, where Dgradf(x)[ξ] denotes the directional
derivative of the Riemannian gradient along ξ.
B. Retractions
Riemannian optimization requires a mapping from a tangent
vector (as we move along a suitable direction on the tangent
space) to the manifold. Retractions are such tractable map-
pings [13] defined as follows.
Definition 3. [13, Def. 4.1.1] A retraction at a point x ∈M is
a smooth mapping denoted by Rx : TxM 7→M that satisfies:
1) Rx(0x) = x, known as the centering or the consistency
condition, indicating that 0x, i.e., the origin of TxM,
must map to the tangent point x.
2) ddtRx(tξ)|t=0 = ξ, known as the local rigidity condition,
requiring the mapping to locally move towards the same
tangent vector direction at least up to the first order.
In practice, retraction mappings are obtained by exploiting
the geometric properties of the manifold while considering the
computational complexity —see e.g., Fig. 1.
C. Riemannian Optimization Methods
In Riemannian optimization, similar to classical uncon-
strained optimization, a descent search direction on the tangent
space, ξ ∈ TxM, satisfies the following condition:
〈gradf(x), ξ〉 < 0. (4)
Several first and second order algorithms including Gradient
Descent, Newton’s and approximate Newton methods have
been extended in [13] to the Riemannian optimization settings.
Also, stepsize rules are directly applicable, e.g., the Armijo
stepsize rule with scalars α¯ > 0, β, σ ∈ (0, 1), which,
at iteration k, finds the smallest non-negative integer m,
satisfying:
f(xk)− f
(Rxk(βmα¯ξk)) ≥ −σ〈gradf(xk), βmα¯ξk〉. (5)
In what follows, we provide a brief overview of Riemannian
optimization methods.
1) Riemannian Gradient Descent: Algorithm 1 reviews the
Riemannian Gradient Descent (see [13, Algorithm 1]) using
the Armijo stepsize rule. It is shown in [13, Thm. 4.3.1] that
Algorithm 1 converges to a critical (stationary) point of f ,
with linear convergence rate [13, Thm. 4.5.6 and Def. 4.5.1].
Algorithm 1: Riemannian Gradient Descent
Input: M, f :M 7→ R, Rx : TxM 7→M, scalars
α¯ > 0, β, σ ∈ (0, 1), and  > 0 (small).
Output: Critical point x∗ ∈M of f :M 7→ R
Initialization: k = 0, x0 ∈M;
while ‖gradf(xk)‖2 >  do
Find direction ξk ∈ TxkM satisfying (4);
xk+1 = Rxk(βmα¯ξk) satisfying Armijo rule (5);
k = k + 1;
end
2) Riemannian Newton’s Method: Algorithm 2 reviews the
Riemannian Newton’s method (see [13, Algorithm 5]). The
direction ξk ∈ TxkM is obtained by solving the Newton
equation (6), where the Jacobian J(xk) := hessf(xk),
J(xk)ξk = hessf(xk)[ξk] = −gradf(xk). (6)
It is, however, not guaranteed that ξk is a descent direction un-
less hessf(xk) is positive definite. Although the Riemannian
Newton’s method enjoys a local superlinear (at least quadratic)
convergence rate [13, Thm. 6.3.2], it lacks global convergence,
i.e., there exist initial points for which the method does not
converge [13]. In addition, evaluating the Hessian and solving
(6) may be computationally expensive.
Algorithm 2: Riemannian Newton’s Method
Input: M, f :M 7→ R, Rx : TxM 7→M, scalar  > 0
(small).
Output: Critical point x∗ ∈M of f :M 7→ R
Initialization: k = 0, x0 ∈M;
while ‖gradf(xk)‖2 >  do
Find direction ξk ∈ TxkM satisfying (6);
xk+1 = Rxk(ξk);
k = k + 1;
end
3) Riemannian Approximate Newton Methods: To over-
come the drawbacks of Newton’s method, [13, Sec. 8.2]
presents approximate Newton methods, which maintain local
superlinear convergence (under certain conditions), while hav-
ing stronger global convergence properties, and require lower
4computational effort. A class of approximate Newton methods
approximates/modifies the Jacobian, so that (6) becomes:[
J(xk) + Ek
]
ξk = −gradf(xk), (7)
where Ek denotes the approximation error, which is assumed
to have sufficiently small bounds (in order to preserve the
superlinear convergence).
III. LF AS A RIEMANNIAN OPTIMIZATION PROBLEM
We consider a radial distribution network with node 0
representing the slack node, typically a distribution substation.
We denote the set of nodes, excluding the slack node, with
J = {1, 2, ..., J}. Exploiting the radial topology, we denote
the set of branches (i.e., lines) with J , where branch j has
node j as its downstream node, and we label its upstream
node with i. The set of branches whose upstream node is j is
denoted by J ′(j). At node j, vj is the squared voltage magni-
tude, pj and qj the net real and reactive power injections, with
negative values representing power consumption. The slack
node voltage v0 is typically assumed to be fixed. At branch
j, Pj and Qj are the real and reactive power flows at the
sending (upstream) end i, respectively, lj is the squared current
magnitude, rj and xj the series resistance and reactance, and
aj the transformer tap ratio [44]. The total shunt admittance
at node j including the capacitance of the lines connected to
node j is denoted by Yj = Gj − ıBj , where ı =
√−1.
In what follows, we present the BFM formulation (Subsec-
tion III-A), the LF problem reformulation as a Riemannian
optimization problem and the Riemannian gradient and Hes-
sian calculations (Subsection III-B), the proposed retractions
(Subsection III-C), and initializations (Subsection III-D).
A. BFM Formulation
The LF equations of a radial network, using the BFM
[30], and accounting for shunt admittances and transformer
tap ratios [44], are given by:∑
j′∈J ′(j)
Pj′ − Pj + a2jrj lj +Gjvj = pj , ∀j ∈ J , (8)∑
j′∈J ′(j)
Qj′ −Qj + a2jxj lj −Bjvj = qj , ∀j ∈ J , (9)
vj =
vi
a2j
− 2(rjPj + xjQj) + a2j (r2j + x2j )lj ,∀j ∈ J , (10)
vilj = P
2
j +Q
2
j , ∀j ∈ J , (11)
where (8) and (9) ensure real and reactive power balance,
respectively, at node j ∈ J , (10) defines the voltage drop
across line j, and (11) describes the nonlinear relation between
the current of line j, the real and reactive power flowing along
line j and the voltage at the upstream node i.
Assumption 1. A feasible LF solution exists for the BFM
described by (8)–(11).
Assumption 1 is a very mild assumption, which generally
holds for practical problems. Problematic cases are discussed
in our prior work [10], which provides the means to diagnose
them. On the other hand, the BFM may generally admit
multiple solutions, however, in practical networks [45], with
realistic resistance/reactance values and close to nominal sub-
station voltage levels, the solution with practical voltage values
is unique. Notably, equations (8)–(10) are linear, whereas (11)
represents the surface of a second order cone for each line
j ∈ J . Relaxing (11) to an inequality in the context of an
optimization problem yields the aforementioned SOCP relax-
ation [31], whose solution, however, is not always guaranteed
to be result in a binding inequality [32]-[38] and hence not
satisfy (11).
B. Riemannian Optimization Problem Formulations
In this subsection, we present two Riemannian optimization
formulations for the LF problem, considering: (i) a mani-
fold represented by the full set of the LF equations (8)–
(11), referred to as the BFM manifold, and (ii) a manifold
corresponding to (11), referred to as the Quadratic Equality
(QE) manifold.
1) BFM Manifold: Consider the BFM, where we treat the
real and reactive power injections, pj and qj , as variables, and
we add the following set of equations:
pj = p¯j , qj = q¯j , ∀j ∈ J , (12)
with parameters p¯j and q¯j representing the values of the
known injections. Let x be the vector of variables, with
x =
(
uT wT
)T
, and vectors u and w given by u =(
PT QT lT vT
)T
, and w =
(
pT qT
)T
, respectively, where
P, Q, l, v, p, and q, are the vectors of variables Pj , Qj , lj ,
vj , pj , and qj respectively. We define the BFM manifold as:
MBFM = {x ∈ R6J |FBFM(x) = 0}, (13)
where FBFM(x) = 0 is the compact form of (8)-(11). Nat-
urally, the LF solution will be obtained when the values of
variables pj and qj are equal to the values of the known
injections, i.e., when (12) holds. Hence, the basic idea is to de-
fine an optimization problem, which penalizes the mismatches
in (12), while ensuring that variables x remain on the BFM
manifold. This yields the following Riemannian optimization
problem:
min
x∈MBFM
fBFM(x) = ‖w − w¯‖22, (14)
where w¯ =
(
p¯T q¯T
)T
, is the vector of the known real and
reactive power injections. Given Assumption 1, the optimal
solution of problem (14) should be zero. Denote by xk the
vector obtained at the k-th iteration. Using (2), the Riemannian
gradient associated with (14) becomes:
gradfBFM(xk) = 2Πxk
(
04J×1
wk − w¯
)
. (15)
Using (3) and the product rule for derivatives, the Riemannian
Hessian is given by:
hessfBFM(xk)[ξk] = ΠxkDgradfBFM(xk)[ξk],
= Πxk
[
2Πxk
(
04J×4J 04J×2J
02J×4J I2J×2J
)
+ Cxk
]
ξk, (16)
5for all ξk ∈ TxkMBFM, where Cxk is a matrix involving the
derivatives of Πx at x = xk. It can be shown that the n-th
column of Cxk , denoted by Cn,xk , equals:
Cn,xk = 2Γ
T
n,xk
(
04J×1
wk − w¯
)
, (17)
where Γn,xk denotes the matrix to scalar derivative of Πx
w.r.t. the n-th element of x at x = xk.
2) QE Manifold: Although the BFM manifold is a natural
way to define the entire PF manifold in radial networks,
inspired by the SOCP relaxation, we observe that (11) can
be written by completing the squares so as to resemble the
equation of a sphere. Hence, we define the QE manifold as
follows:
MQE = {u ∈ R4J |FQE(u) = 0}, (18)
where FQE(u) = 0 is the compact form of (11), and u is the
vector defined above including variables Pj , Qj , lj , and vj .
Notably, the QE manifold relies on vector u rather than the
larger vector x, because the real and reactive power injections,
p and q, respectively, are now considered parameters (instead
of variables). Then, considering the QE manifold, the LF solu-
tion requires that equations (8)–(10) are satisfied. Representing
(8)–(10) in a compact form as Au = b, where A is a 3J×4J
matrix, and b a 3J × 1 vector that includes parameters p and
q, we define the following Riemannian optimization problem:
min
u∈MQE
fQE(u) = ‖Au− b‖22, (19)
whose objective function penalizes the mismatches in (8)–(10).
Similarly to (14), given Assumption 1, the optimal solution of
(19) should be zero. The Riemannian gradient and Hessian
associated with (19) are now given by:
gradfQE(uk) = 2ΠukA
T (Auk − b), (20)
hessfQE(uk)[ζk] = ΠukDgradfQE(uk)[ζk],
= Πuk
(
2ΠukA
TA + Luk
)
ζk, (21)
where vector ζk ∈ R4J is used instead of ξk ∈ R6J to avoid
confusion (since we use variables u instead of x), and Luk
is a matrix involving the derivative of Πu at u = uk, whose
n-th column, denoted by Ln,uk , is expressed as:
Ln,uk = 2Λ
T
n,uk
AT (Auk − b), (22)
where Λn,uk denotes the matrix to scalar derivative of Πu
w.r.t. the n-th element of u at u = uk.
C. Proposed Retractions
In this subsection, we propose retraction methods that map a
tangent vector to the BFM and the QE manifolds. Recall that at
the k-th iteration, using vector ξk without loss of generality,
the retraction maps a point from the tangent space TxkM,
denoted by x˜k = xk + αkξk, where αk is the stepsize and
ξk the search direction, to the manifoldM, to obtain the next
point denoted by xk+1 = Rxk(αkξk). In what follows, we
consider the variables associated with a single line, say line j.
To temporarily simplify notation, we drop the line subscripts
of variables Pj , Qj , and lj in (8)-(11), and we only show the
iteration counter, i.e., Pk, Qk, and lk for the k-th iteration.
1) BFM Manifold Retraction: By analogy to the Backward-
Forward Sweep variant in [46], retraction RBFM, involves a
current update step followed by a voltage update step in a
forward sweep manner starting from the root node, namely:
RBFM : Pk+1 = P˜k, Qk+1 = Q˜k, lk+1 = P˜
2
k + Q˜
2
k
vi,k+1
,
vj,k+1 =
vi,k+1
a2j
− 2(rP˜k + xQ˜k) + a2j (r2 + x2)lk+1, (23)
with P˜k, Q˜k, l˜k, v˜k denoting the values on the tangent space.
The retracted values for pk+1 and qk+1 are obtained by solving
for the rhs of (8) and (9), respectively, using the retracted
values Pk+1, Qk+1, lk+1, and vj,k+1 obtained in (23).
Lemma 1. RBFM satisfies the conditions of Definition 3.
The proof is included in the Appendix (Section A).
2) QE Manifold Retractions: We present two retractions
that are inspired in part by the retraction on the unit sphere
(Fig. 1) and the BFM geometry. Inspired by the SOCP
representation of [31], rearranging the completed square terms
in (18), we get 4Pk2 + 4Qk2 + (vi,k − lk)2 = (vi,k + lk)2,
yielding:( 2Pk
vi,k + lk
)2
+
( 2Qk
vi,k + lk
)2
+
(vi,k − lk
vi,k + lk
)2
= 1. (24)
Notably, (24) represents a sphere in R3 enabling retraction by
normalization [13]. Retraction RQE1 uses an identity mapping
for v˜j,k and normalizes each term in parentheses in (24), which
after some algebra yields:
RQE1 : vj,k+1 = v˜j,k, lk+1 =
Dk + l˜k − v˜i,k
Dk − l˜k + v˜i,k
v˜i,k,
Pk+1 =
2P˜kv˜i,k
Dk − l˜k + v˜i,k
, Qk+1 =
2Q˜kv˜i,k
Dk − l˜k + v˜i,k
, (25)
where Dk =
√
4(P˜k)2 + 4(Q˜k)2 + (l˜k − v˜i,k)2.
Lemma 2. RQE1 satisfies the conditions of Definition 3.
The proof is included in the Appendix (Section B).
Retraction RQE2 uses identity mappings for v˜j,k, P˜k, and Q˜k
and updates the value of lk+1 satisfying (18); it is given by:
RQE2 : vj,k+1 = v˜j,k, lk+1 =
P˜ 2k + Q˜
2
k
v˜i,k
,
Pk+1 = P˜k, Qk+1 = Q˜k. (26)
Lemma 3. RQE2 satisfies the conditions of Definition 3.
The proof is included in the Appendix (Section C).
D. Proposed Initializations
The two proposed initializations are:
FLAT: Flat start initialization in traditional LF methods (e.g.,
Newton-Raphson) sets vj equal to the substation voltage, and
lj , Pj and Qj equal to zero.
6WARM: Warm start initialization solves the LinDistFlow
equations [39], [40]:∑
j′∈J ′(j)
Pj′ − Pj +Gjvj = pj , ∀j ∈ J , (27)
∑
j′∈J ′(j)
Qj′ −Qj −Bjvj = qj , ∀j ∈ J , (28)
vj − vi
a2j
+ 2(rjPj + xjQj) = 0,∀j ∈ J , (29)
i.e., it solves (8)–(10), assuming zero currents, to obtain the
initial values for vj , Pj and Qj .
For both FLAT and WARM, the initial points, x0 and u0,
for the BFM and QE manifolds, are obtained by applying
retractions RBFM and RQE2 , respectively.
IV. PROPOSED APPROXIMATE NEWTON METHOD
In this section, we present the proposed LF solution method,
which is shown to belong to the category of Riemannian
approximate Newton methods, and its application to the BFM
and QE manifolds. Without loss of generality, we present the
method using the variables represented by vector x, which
refers to the BFM manifold, noting that vector u, which refers
to the QE manifold, is included in vector x. Function f(x)
represents the mismatches during the optimization process.
Consider the k-th iteration, at which we are found at point
xk (on the manifold), which does not attain the minimum
of the Riemannian optimization problem, i.e., f(xk) is not
zero; if it were, then we would have reached the LF solution,
as xk would be on the manifold and all equality constraints
would be satisfied (zero mismatches). We aim at finding a
descent direction ξk on the tangent space TxkM, to move
from point xk to point x˜k, and then apply a retraction. Instead
of employing the Riemannian gradient, as in Algorithm 1, we
obtain direction ξk, so that the new point x˜k = xk + ξk
(assuming a stepsize equal to 1), which lies on the tangent
space, ξk ∈ TxkM, also minimizes the mismatches, i.e.,
f(x˜k) = f(xk + ξk) = 0 (30)
The LF solution algorithm employing the proposed approxi-
mate Newton method is presented in Algorithm 3.
Algorithm 3: Proposed Approximate Newton Method
Input: M, f :M 7→ R, Rx : TxM 7→M, scalars
α¯ > 0, β, σ ∈ (0, 1), and  > 0 (small).
Output: A critical point x∗ ∈M of f :M 7→ R
Initialization: k = 0 and x0 ∈M ;
while ‖gradf(xk)‖2 >  do
Find direction ξk ∈ TxkM satisfying (30);
xk+1 = Rxk(βmα¯ξk) satisfying Armijo rule (5);
k = k + 1;
end
In what follows, we exemplify the algorithm on the BFM
and the QE manifold.
A. Application to the BFM Manifold
Employing the BFM manifold, we obtain direction ξk =
(ζTk η
T
k )
T , where ζ and η are search directions along u and
w variables, respectively, by solving the following system of
linear equations (with variables ξk):
ξk ∈ TxkMBFM, wk + ηk = w¯, (31)
where the first set represents equations (8)–(10) with variables
ξk (instead of xk) and a linear approximation of (11) —which
is presented in (35) in the Appendix— and the second set of
equations is directly obtained by applying (30) to fBFM(xk +
ξk) = ‖wk + ηk − w¯‖22 given by (14). Hence, one can think
of the solution of (31), assuming linearly independent rows, as
the solution of minimizing fBFM over the tangent space around
xk, expressed as minξk∈TxkMBFM fBFM(xk + ξk), where the
decision variables are ξk.
The following proposition summarizes the properties of the
proposed LF solution method applied to the BFM manifold.
Proposition 1. Algorithm 3, applied to the BFM manifold, is
a Riemannian approximate Newton method, with guaranteed
descent and local superlinear convergence rate.
The proof is included in the Appendix (Section D).
B. Application to the QE manifold
Similarly to (31), we obtain direction ζk by solving the
following system of linear equations:
ζk ∈ TukMQE, A(uk + ζk) = b, (32)
where the second set of equations is directly obtained by
applying (30) to fQE(uk + ζk) = ‖A(uk + ζk) − b‖22
given by (19). The solution of (32), assuming linearly in-
dependent rows, can be viewed as the solution of minimiz-
ing fQE over the tangent space around uk, expressed as
minζk∈TukMQE fQE(uk + ζk), where the decision variables
are ζk. The following proposition essentially states that the
properties of Proposition 1 carry over to the QE manifold.
Proposition 2. Algorithm 3, applied to the QE manifold, is
a Riemannian approximate Newton method, with guaranteed
descent and local superlinear convergence rate.
The proof is included in the Appendix (Section E).
Although the proposed method is an exact LF solution
method, executing it only for one iteration yields an approxi-
mate LF solution. In fact, as we will show later, the numerical
comparisons illustrate that the first iteration employing WARM
and RQE2 yields a higher quality LF solution compared with
both LinDistFlow and the linear approximant proposed in [27].
Lastly, the following Corollary relates the two initializations
(FLAT and WARM) when combined with retraction RQE2 .
Corollary 1. The first iteration of Algorithm 3, employing
RQE2 and FLAT, yields the WARM initial point.
The proof is included in the Appendix (Section F).
7V. NUMERICAL COMPARISONS
In this section, we evaluate the performance of the Rieman-
nian optimization methods —namely the Riemannian Gradient
Descent, the Riemannian Newton’s and the proposed Rie-
mannian approximate Newton methods— on several standard
IEEE radial distribution test networks with 18, 22, 33, 69, 85,
and 141 nodes [47], as well as on single-phase equivalents
of the IEEE-13, IEEE-37, and IEEE-123 test networks [48].
We refer to the test networks as 13-node, 18-node, etc. All
methods are implemented in Matlab R2018a and tested on a
desktop Intel i5-2500 at 3.3 GHz with 8 GB RAM. 1 We added
an additional stopping criterion in all Algorithms requiring the
maximum voltage change in consecutive iterations be less than
a small tolerance (δ > 0), modifying the while-loop as follows:
while ‖gradf(xk)‖2 >  or ‖√vk+1 −√vk‖∞ > δ,
which better fits the LF problem and ensures a consistent
comparison with the Newton-Raphson method. The tolerances
are  = δ = 10−6. Armijo parameters are set to β = 0.3,
σ = 0.05 for all methods, α¯ = 4.5 for Riemannian Gradient
on the BFM manifold, and α¯ = 1 for the other methods.
Computation times are reported in milliseconds (ms) and are
obtained after running the main loop for 100K times; they do
not include pre-processing or the initialization.
The remainder of this section is structured as follows. In
Subsection V-A, we compare the performance of the Rieman-
nian optimization methods for the Base Case, which employs
WARM initialization, and, for the QE manifold, retraction
RQE2 . In Subsection V-B, we evaluate the impact of FLAT
and RQE1 , as an alternative initialization and retraction, respec-
tively. In Subsection V-C, we compare the proposed method
with the traditional Newton-Raphson method, considering, in
addition, increased loading conditions and larger test networks.
In Subsection V-D, we consider the first iteration of the
proposed method as a linear approximant to the LF problem,
and we compare its accuracy with existing approximate LF
solution methods (LinDistFlow and [27]). Lastly, in Subsection
V-E, we illustrate similarities and differences with the well-
known Backward-Forward Sweep method.
A. Base Case Comparison
In Table I, we compare the performance of the Rieman-
nian optimization methods, for the Base Case, in terms of
computation time and iterations. The methods are denoted
by: “GD” for Gradient Descent; “N” for Newton’s; “P” for
the proposed approximate Newton method; in parentheses we
show the applicable manifold, BFM or QE. We note that the
times reported for Newton’s method do not include the Hessian
evaluation step, which was a time-consuming task that renders
the performance of this method not acceptable in practice; for
this reason we only included the results for the QE manifold
mainly to compare the iterations it takes to converge with the
proposed approximate Newton method.
The results show that the Riemannian GD converges after a
considerably large number of iterations and requires significant
1The implementations are also made available in Manopt, a Matlab toolbox
for optimization on manifolds [49].
TABLE I
PERFORMANCE OF RIEMANNIAN OPTIMIZATION METHODS (BASE CASE)
Network Time (ms) Riemannian Optimization MethodsIterations GD(BFM) P(BFM) GD(QE) N(QE) P(QE)
13-node Time 0.13×10
3 1.39 0.32×103 0.77 0.49
Iter # 162 3 1,420 3 3
18-node Time 21.6×10
3 1.89 93×103 2.7 0.55
Iter # 22,221 3 438,042 5 3
22-node Time 0.18×10
3 1.51 0.33×103 1.57 0.48
Iter # 151 2 1,288 3 2
33-node Time 3.8×10
3 3.36 54.2×103 3.54 0.96
Iter # 2,201 3 186,731 3 3
37-node Time 0.72×10
3 2.97 105.6×103 24.3 0.72
Iter # 363 2 213,478 3 2
69-node Time 4.38×10
3 7.17 3.5×103 14.3 1.98
Iter # 1,232 3 9,094 3 3
85-node Time 19.2×10
3 8.61 14.6×103 37.1 2.34
Iter # 4,383 3 31,415 4 3
123-node Time 23.5×10
3 14.83 35.7×103 125.7 3.29
Iter # 3,622 3 46,145 4 3
141-node Time 69.3×10
3 14.29 47.5×103 140 3.75
Iter # 9,709 3 64,469 4 3
computation time (in the order of seconds). Conversely, the
Riemannian Newton’s method and the proposed approximate
Newton method converge after only a few iterations (as
expected), with the proposed method outperforming Newton’s
method in terms of computational effort in all test networks.
The results indicate that Newton’s method (even excluding the
Hessian evaluation) is slower than the proposed method by a
factor that ranges from about 1.5 for the 13-node to about
38 for the 123-node test network. In addition, we note that
GD(BFM) takes much less iterations to converge, but each
iteration is slower compared to GD(QE), by a factor ranging
from 3.5 to 9.7, mainly due to the computational effort it takes
to execute the retraction RBFM compared to RQE2 .2 For the
same reason, although the P(BFM) and P(QE) converge at the
same number of iterations, the former is slower by a factor
ranging from 2.8 to 4.5.3
Figure 2 illustrates the cost function trajectories for
GD(BFM) (top) and GD(QE) (bottom), for all test networks.
We observe that the cost function of GD on the BFM (QE)
manifold decreases over consecutive iterations, and reaches a
value of 10−4 within around 80 (760), 20K (455K), 20 (320),
420 (53K), 100 (91K), 700 (5.7K), 3K (22K), 2K (30K), and
7.7K (52K) iterations for the 13-, 18-, 22-, 33-, 37-, 69-, 85-,
123-, and 141-node test networks, respectively.
Figure 3 shows the cost function trajectories of the N(QE)
and P(QE) for up to 3 iterations (since the latter method con-
verges in at most 3 iterations for the employed test networks).
Notably, P(QE) curves are always below the corresponding
2 We note that RQE2 can be performed in parallel for each node/line,
whereas RBFM needs to be implemented in a forward sweep manner. Our
implementation, however, did not take advantage of parallel processing, but
exploited sparsity and vectorized calculation.
3 We also tested Manopt variant of GD [50] and Trust-Region (TR) [51]
methods on the BFM and QE manifolds. Although Manopt GD converged
in fewer iterations (about one order of magnitude less), each iteration was
slower and the computation times were comparable to the ones reported in
Table I. Manopt TR method converged in about 2-3 iterations in most cases,
but the computation times were slower compared with the times reported for
P(BFM) and P(GE) in Table I, by about 2 orders of magnitude.
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Fig. 2. Trajectories (cost function value vs. iterations); Top: GD(BFM);
Bottom: GD(QE). The vertical axis is in logarithmic scale.
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Fig. 3. Trajectories (cost function value vs. iterations); N(QE): solid lines;
P(QE): dashed lines. The vertical axis is in logarithmic scale.
N(QE) curves for all networks. In most cases, the difference
in terms of cost improvement in the first iteration is about
one order of magnitude. Also, note that whereas, for instance,
the cost function of the 13-node and 69-node test networks
is reduced to at least 0.01 of its initial value in one or two
iterations in Fig. 3, GD(QE) —see Fig. 2— requires 653 and
6,260 iterations, respectively, to reach the same reduction.
B. Comparison of Alternative Initializations and Retractions
In Table II, we evaluate the impact of FLAT on the per-
formance of Riemannian Newton’s method and the proposed
approximate Newton method. The values in parentheses show
the differences when WARM is employed, i.e., with the results
of Table I. The comparison verifies that FLAT, which is
considerably further to the optimal solution compared with
WARM, performs worse in terms of both computation times
and iterations (all differences are positive). Notably, Corollary
TABLE II
PERFORMANCE OF FLAT ON RIEMANNIAN NEWTON’S AND PROPOSED
APPROXIMATE NEWTON METHODS (COMPARISON WITH WARM)
Network Time (ms) Riemannian Optimization MethodsIterations P(BFM) N(QE) P(QE)
13-node Time 2.21 (+0.82) 1.26 (+0.49) 0.61 (+0.12)Iter # 4 (+1) 5 (+2) 4 (+1)
18-node Time 3.03 (+1.14) 3.77 (+1.07) 0.8 (+0.25)Iter # 4 (+1) 7 (+2) 4 (+1)
22-node Time 2.63 (+1.12) 2.03 (+0.46) 0.55 (+0.07)Iter # 3 (+1) 4 (+1) 3 (+1)
33-node Time 5.25 (+1.89) 6.3 (+2.76) 1.05 (+0.09)Iter # 4 (+1) 5 (+2) 4 (+1)
37-node Time 4.4 (+1.43) 24.6 (+0.3) 0.82 (+0.1)Iter # 3 (+1) 5 (+2) 3 (+1)
69-node Time 11 (+3.83) 27.7 (+13.4) 2.12 (+0.14)Iter # 4 (+1) 6 (+3) 4 (+1)
85-node Time 13.49 (+4.88) 59.8 (+22.7) 2.49 (+0.15)Iter # 4 (+1) 6 (+1) 4 (+1)
123-node Time 20.28 (+5.45) 153 (+27.3) 3.72 (+0.43)Iter # 4 (+1) 5 (+1) 4 (+1)
141-node Time 22.39 (+8.1) 182.9 (+42.9) 3.96 (+0.21)Iter # 4 (+1) 5 (+1) 4 (+1)
TABLE III
PERFORMANCE OF RQE1 ON PROPOSED APPROXIMATE NEWTON METHOD
(COMPARISON WITH RQE2 ).
Network Time (ms) InitializationsIterations FLAT WARM
13-node Time 0.73 (+0.12) 0.58 (+0.09)Iter # 4 (0) 3 (0)
18-node Time 2.12 (+1.32) 0.64 (+0.09)Iter # 9 (+5) 3 (0)
22-node Time 0.64 (+0.09) 0.54 (+0.06)Iter # 3 (0) 2 (0)
33-node Time 1.17 (+0.12) 1.05 (+0.09)Iter # 4 (0) 3 (0)
37-node Time 1.29 (+0.47) 0.79 (+0.07)Iter # 4 (+1) 2 (0)
69-node Time 2.27 (+0.15) 2.09 (+0.11)Iter # 4 (0) 3 (0)
85-node Time 2.61 (+0.12) 2.44 (+0.10)Iter # 4 (0) 3 (0)
123-node Time 3.87 (+0.15) 3.42 (+0.13)Iter # 4 (0) 3 (0)
141-node Time 5.45 (+1.49) 3.88 (+0.13)Iter # 5 (+1) 3 (0)
1 implies that P(QE), employing FLAT and RQE2 , requires
one more iteration compared with employing WARM. The
results in Table II verify this outcome; the difference in time
is actually the time required to execute the first iteration,
which is in general lower than the average time per P(QE)
iteration in Table I. In addition, P(QE) is affected much less
(the computation time increase ranges from 0.07 ms for the 22-
node to 0.43 ms for the 123-node test network) compared with
Newton’s method (whose computation time increase ranges
from 0.46 ms to 27.3 ms for the same networks); hence, the
differences observed in the Base Case (Table I) become larger
when employing FLAT. Newton’s method is slower than the
proposed method by a factor that ranges from 2 for the 13-node
to 41 for the 123-node test network. In general, the average
time per iteration increases for P(BFM), which, compared with
P(QE), becomes slower by a factor ranging from 3.6 to 5.6.
In Table III, we evaluate the impact of RQE1 on the perfor-
9mance of the proposed approximate Newton method, which
stands out as the most computationally efficient method, for
both FLAT and WARM. The values in parentheses show the dif-
ferences when RQE2 is employed with either FLAT or WARM.
The comparison suggests that when a closer initialization
(WARM) is employed, both retractions perform well (yield
the same number of iterations) with RQE1 being slightly less
computationally efficient —the computation time increase is
up to 0.13 ms, ranging from 3% to 18%. The impact of RQE1
combined with FLAT is occasionally more severe (see, e.g.,
the 18-node test network, where the iterations increase by 5,
and the computation time also increases by 165%).
Lastly, we experimented with initial points selected inten-
tionally to differ substantially from a reasonable LF solution.
Unreasonably low voltage and high current values were used.
We tested all methods on the 13-node test network and
observed convergence to a solution with low voltages that
are not met in practical networks. This was not a surprise.
LF equations (8)–(11), in general, admit multiple solutions,
however, the solution with practical voltage magnitudes —
around 1 per-unit (p.u.) — is unique [45]. In fact, [45] shows
a small example with two solutions; the realistic one and a
low voltage one that is the type of solution we reached when
we started from unreasonably low voltages.4
C. Comparison with the Newton-Raphson Method
In this subsection, we compare the proposed Riemannian
approximate Newton method with the traditional Newton-
Raphson (NR) method (MATPOWER’s implementation [47]).
In Table IV, we compare the performance of the NR
method, using both FLAT and WARM initializations, with
P(QE). The values in parentheses show the differences; e.g.,
positive values in time suggest that NR is slower compared to
P(QE). The voltage phase angles required to warm start NR
were recovered using [31]. The results show the same number
of iterations and similar computational effort, implying that
the proposed Riemannian approximate Newton method can
achieve comparable performance with the NR method.
LF methods usually require more iterations and compu-
tational effort in higher loading conditions. In Table V, we
compare NR with P(QE), using WARM and RQE2 , under two
increased loading scenarios, namely a medium and a high
loading scenario. Loading values are adjusted by a factor
whose value is given in the first column of Table V for each
network. The values in parentheses show the differences with
P(QE) obtained under the same loading conditions. Positive
(negative) differences declare worse (better) performance for
NR compared with P(QE). Indeed, the results in Table V show
that the computation time increases by up to 1 ms for the
medium and by up to 2 ms for the high loading scenario
for the NR method (comparing with the values for the base
loading scenario in Table IV). P(QE) exhibits an increase
up to 0.44 ms for the medium and up to 2.66 ms for the
4 We also tried alternative Armijo parameters and in some cases managed
to converge to the correct solution; however, convergence to a low voltage
solution, in general, cannot be excluded if we start from a point that is close to
that solution. Nevertheless, we note that both FLAT and WARM initializations
were close enough to the correct solution, as is shown in our results.
TABLE IV
PERFORMANCE OF NEWTON-RAPHSON METHOD (COMPARISON WITH
THE PROPOSED P(QE) METHOD).
Network Time (ms) InitializationsIterations FLAT WARM
13-node Time 1.15 (+0.54) 0.90 (+0.41)Iter # 4 (0) 3 (0)
18-node Time 1.23 (+0.43) 0.98 (+0.43)Iter # 4 (0) 3 (0)
22-node Time 1.02 (+0.47) 0.70 (+0.22)Iter # 3 (0) 2 (0)
33-node Time 1.54 (+0.49) 1.19 (+0.23)Iter # 4 (0) 3 (0)
37-node Time 1.22 (+0.4) 0.79 (+0.07)Iter # 3 (0) 2 (0)
69-node Time 2.30 (+0.18) 1.79 (-0.19)Iter # 4 (0) 3 (0)
85-node Time 2.70 (+0.21) 2.12 (-0.23)Iter # 4 (0) 3 (0)
123-node Time 3.45 (-0.27) 2.59 (-0.7)Iter # 4 (0) 3 (0)
141-node Time 3.94 (-0.02) 2.99 (-0.75)Iter # 4 (0) 3 (0)
TABLE V
PERFORMANCE OF NEWTON-RAPHSON UNDER INCREASED LOADING
SCENARIOS (COMPARISON WITH THE PROPOSED P(QE) METHOD)
Network Time (ms) Loading ScenarioIterations Medium High
13-node Time 1.21 (+0.51) 1.49 (+0.62)
M:×2.5; H:×3.5 Iter # 4 (0) 5 (0)
18-node Time 0.99 (+0.34) 1.32 (+0.44)
M:×1.5; H:×2 Iter # 3 (0) 4 (0)
22-node Time 1.38 (+0.64) 1.73 (+0.52)
M:×7; H:×10 Iter # 4 (+1) 5 (0)
33-node Time 1.59 (+0.59) 1.99 (+0.34)
M:×2.5; H:×3.5 Iter # 4 (+1) 5 (0)
37-node Time 1.19 (+0.11) 1.97 (+0.18)
M:×5; H:×7.5 Iter # 3 (0) 5 (0)
69-node Time 1.78 (-0.27) 2.89 (-0.48)
M:×2; H:×3 Iter # 3 (0) 5 (0)
85-node Time 2.08 (-0.32) 4.11 (+0.15)
M:×1.5; H:×2.5 Iter # 3 (0) 6 (+1)
123-node Time 3.34 (+0.08) 5.04 (-0.35)
M:×3; H:×4.5 Iter # 4 (+1) 6 (+1)
141-node Time 3.99 (+0.10) 4.97 (-1.44)
M:×3; H:×4 Iter # 4 (+1) 5 (0)
high loading scenario (comparing with the values for the base
loading scenario in Table I). Overall, the results for both
methods under increased loading scenarios are comparable; the
iterations remain practically the same (occasionally NR may
need one more iteration) and the times are still in the order
of a few milliseconds. We also note that we tested P(BFM)
with WARM initialization. In almost all networks, the number
of iterations was the same, but each P(BFM) iteration was
slower compared with the P(QE) by a factor that ranged from
3.1 to 4.6, for both the medium and high loading scenarios,
indicating a similar behavior with the base loading (reported
in Table I).
We further elaborate on the performance under several
loading conditions for larger networks, a 906-node European
low voltage test network [48], and a 2500-node test network
that is the single-phase equivalent of the 8500-node network
in [48]. The results for the P(QE) method are presented in
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TABLE VI
PERFORMANCE OF PROPOSED P(QE) METHOD ON LARGER NETWORKS
(NEWTON-RAPHSON PERFORMANCE IN PARENTHESES).
Network Time (ms) Loading ScenarioIterations Base Medium High
[Load] [×1] [×2.5] [×3.2]
906-node Time 22.5 (17.2) 29.9 (23.2) 30.2 (28.8)
Iter # 3 (3) 4 (4) 4 (5)
[Load] [×1] [×1.5] [×1.9]
2500-node Time 72.4 (49.3) 96.7 (65.6) 121.0 (82.2)
Iter # 3 (3) 4 (4) 5 (5)
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Fig. 4. Comparison of approximate LF solutions on the 13-node (upper) and
the 18-node (lower) test networks.
Table VI; the values in parentheses are the respective NR
results. Although NR seems to perform better, the results
are in the same order of magnitude (tens of milliseconds),
which further enhances the argument that the proposed method
achieves comparable performance with NR. Lastly, we tested
the performance of P(BFM). The results indicated the same
number of iterations and an increase in computation times by
a factor of 6 and 7.6, for the 906-node and the 2500-node
networks, respectively, under all loading conditions.
D. Comparison of Approximate LF Solutions
In this subsection, we consider approximate (not exact) LF
solutions obtained by the first iteration of P(QE), employing
WARM and RQE2 , referred to as the “proposed approximant.”
Figure 4 illustrates the voltage magnitudes obtained by
the linear approximant in [27], the LinDistFlow solution
and the proposed approximant —including also the exact
LF solution— for the 13-node and 18-node test networks.
Note that, by definition of WARM, the LinDistFlow solution
is the initial point of P(QE), hence, it is expected that the
latter outperforms the former. Figure 5 illustrates the voltage
approximation errors and their mean values for all methods.
The proposed approximant outperforms other approximants
by at least two orders of magnitude on all test networks.
LinDistFlow achieves generally slightly better results com-
pared with [27] (recall, however, that the latter applies to
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Fig. 5. Voltage approximation error of the linear approximant in [27],
the LinDistFlow solution and the proposed approximant. The “x” symbols
represent the mean values. The vertical axis is in logarithmic scale.
meshed networks as well), which verifies the remarks in [27]
that LinDistFlow seems to improve the quality of their linear
approximant (recall that the LinDistFlow solution is obtained
by a non-linear change of coordinates in [27] and assuming
zero shunt admittances); however, we observe that [27] yields
a slightly better approximation than LinDistFlow in the 18-
node test network.
E. Comparison with the Backward-Forward Sweep Method
Last but not least, we consider the Backward-Forward
Sweep (BFS) method, which has been proven to work well
in radial networks. Among several BFS variants, we discuss
the approach proposed in [46], as its forward sweep step (from
the root to the leaf nodes) is identical to the RBFM retraction.
At the backward sweep step (from leaf nodes to the root), BFS
first moves from xk to x˜k; then, at the forward sweep step, it
applies RBFM to find point x˜k+1 (on the BFM manifold). The
backward sweep step —which is described using the receiving-
end power flows in [46]— can be equivalently written using
the sending-end flows, as follows:
Backward Sweep Step: p˜j,k = p¯j , q˜j,k = q¯j , v˜j,k = vj,k,
l˜j,k =
[( ∑
j′∈J ′(j)
P˜j′,k +Gj v˜j,k − p˜j
)2
+
( ∑
j′∈J ′(j)
Q˜j′,k −Bj v˜j,k − q˜j
)2]
/v˜j,k,
and then P˜j,k and Q˜j,k are obtained from (8) and (9) using
P˜j′,k, v˜j,k, l˜j,k, and p˜j,k, q˜j,k. Note the similarity with the
direction finding step of P(BFM), where we also require
p˜j,k = p¯j , and q˜j,k = q¯j —see the second set of wk+ηk = w¯
part in (31). Hence, the difference between BFS and P(BFM)
is in the direction ξk. While both methods use the known nodal
injections p¯j , and q¯j , BFS finds the direction by applying the
backward sweep step, whereas P(BFM) requires the direction
to be on the tangent space of the BFM manifold that is
obtained by the solution of a linear system. In other words,
BFS also stays on the BFM manifold at each iteration but
moves in a different direction.
We ran BFS on all test networks, and even though it
generally took the same or a few more iterations to reach the
solution (within the same tolerances), it was up to one order of
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Fig. 6. Trajectories (cost function value versus iterations); BFS: solid lines;
P(BFM): dashed lines. The vertical axis is in logarithmic scale.
magnitude faster. Following our previous analysis, this result
is not a surprise, as the P(BFM) requires the solution of a
linear system in the direction finding step. Figure 6 illustrates
the cost function trajectories of P(BFM) and the evaluation
of this function for the BFS method. As expected, since the
proposed method minimizes this function, P(BFM) trajectories
are below the BFS ones; we also observe that BFS does not
exhibit noticeable progress after the first and second iterations
for the 37-node and 123-node test cases, respectively.
Lastly, we should mention that the performance of BFS does
not undermine the value of the proposed method. The derived
results and guarantees are promising for the application of
Riemannian optimization to the more complicated OPF prob-
lem. Furthermore, it has been observed that BFS may diverge
under a high constant impedance loading condition (e.g., [52]
and [53] report such cases on another BFS variant). On an
instance of the 123-node test network (we replaced half of its
constant power loads with their equivalent constant impedance,
and applied a loading factor of 15.1), P(BFM) converged in
4 iterations with voltages spanning from about 0.7 to 1 p.u.,
whereas BFS exhibited oscillations in the voltage trajectory
and diverged after 1K iterations.
VI. CONCLUSIONS AND FUTURE RESEARCH
In this paper, we introduced a novel Riemannian opti-
mization approach to the LF problem in radial distribution
networks, employing the branch flow model. Our proposed
method was shown to fall into the category of Riemannian
approximate Newton methods, and guarantee descent at each
iteration while maintaining a local superlinear convergence
rate. Extensive numerical results illustrated that the proposed
method outperforms other Riemannian optimization methods,
namely the Riemannian Gradient Descent and the Riemannian
Newton’s method, and that it achieves comparable perfor-
mance with the traditional Newton-Raphson method. Also,
we observed that the first iteration of the proposed method
yields an approximate LF solution that is of higher quality
(by at least two orders of magnitude) compared with other
linear LF approximants. Lastly, we presented an interesting
comparison with the well-known backward-forward sweep
method, illustrating that while both methods essentially stay
on the manifold, they move along different directions.
Our future research considers two directions. Firstly, we
plan to extend the proposed Riemannian LF solution method to
a general multi-phase power distribution network. In a multi-
phase setting, the presence of mutual admittances between
phases adds several degrees of complexity to the BFM and re-
quires identifying new valid retractions. Secondly, and perhaps
most importantly, we plan to address the more challenging
OPF problem. In an OPF setting, the BFM manifold combined
with operational constraints yields a non-smooth manifold
that requires approaches such as the Riemannian augmented
Lagrangian or exact penalty methods introduced in [54].
APPENDIX
OMITTED PROOFS
A. Proof of Lemma 1
The proof for the centering condition is straightforward,
since a zero tangent vector yields the tangent point, i.e., the
current iterate xk. For the local rigidity condition, without
loss of generality, we assume that the stepsize αk is 1. We
first consider the retraction associated with the variable lk+1.
Taking the derivative at t = 0 yields:
d
dt
RBFMxk,l (tξk)|t=0 =
2(ζPk Pk + ζ
Q
k Qk)vi,k − ζvk (P 2k +Q2k)
v2i,k
,
(33)
where ζPk , ζ
Q
k , ζ
v
k denote the elements of ξk associated with
Pk, Qk, and vi,k, respectively. Using the fact that xk lies on
the manifold, we have:
P 2k +Q
2
k = lkvi,k, (34)
whose tangent space is characterized as:
2(ζPk Pk + ζ
Q
k Qk) = ζ
v
k lk + ζ
l
kvi,k, (35)
(33) yields ddtRBFMxk,l (tξk)|t=0 = ζlk, where ζlk denotes the
element of ξk associated with lk. The proof for variables
Pk+1, Qk+1, vj,k+1, pk+1 and qk+1 is straightforward, since
the retraction mappings are linear.
B. Proof of Lemma 2
The proof for the centering condition is straightforward. For
the local rigidity condition, assuming a stepsize αk equal to
1, we first consider the proof for lk+1. After some algebraic
manipulations, the derivative at t = 0 yields:
d
dt
RQE1,uk,l(tζk)|t=0 =
ζvk lk
vi,k
+
2(ζPk Pk + ζ
Q
k Qk)(vi,k − lk)
vi,k(lk + vi,k)
+
2(P 2k +Q
2
k)(ζ
l
k − ζvk )
vi,k(lk + vi,k)
. (36)
Using (34) and (35), (36) yields ddtRQE1uk,l(tζk)|t=0 = ζlk. We
then consider the retraction for variable Pk+1, which can be
written as:
RQE1,uk,P (ζk) =
2P˜k
Dk + l˜k − v˜i,k
RQE1,uk,l(ζk). (37)
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Employing the product rule for derivatives, and using (34)–
(35), the centering condition, and the the local rigidity condi-
tion for lk+1, (37) yields:
d
dt
RQE1,uk,P (tξk)|t=0 =
ζPk lk − Pkζlk
l2k
lk +
Pk
lk
ζlk = ζ
P
k .
The proof for Qk+1 is similar and hence omitted. The proof
for vj,k+1 is straightforward.
C. Proof of Lemma 3
The proof for the centering condition is straightforward.
For the local rigidity condition, the proof for variables Pk+1,
Qk+1, and vj,k+1, is also straightforward. The proof for
variable lk+1 follows the respective proof of Lemma 1.
D. Proof of Proposition 1
Lemma 4. The direction sequence {ξk} generated from the
solution of (31) is gradient-related ([13, Def. 4.2.1]).
Proof. It suffices to show that the pair (xk, ξk) satisfies (4),
i.e., 〈gradfBFM(xk), ξk〉 < 0. Expanding the dot product and
using (15), the lhs of (4) can be written as:
〈gradfBFM(xk), ξk〉 = 2ξTk Πxk
(
04J×1
wk − w¯
)
. (38)
Using the fact that Πxk is an orthogonal projection matrix
satisfying Πxk = Π
T
xk
[43], and the fact that ξk lies on
the tangent space, and hence, Πxkξk = ξk (intuitively, the
projection of a vector that is already on the tangent space
should be itself), we get:
ξTk Πxk =
(
ΠTxkξk
)T
=
(
Πxkξk
)T
= ξTk . (39)
Using (31) and (39), (38) yields:
〈gradfBFM(xk), ξk〉 = −2ηTk ηk = −2‖ηk‖2 < 0, (40)
where ηk 6= 0, otherwise (31) implies that xk, a point on the
manifold, has achieved the global minimum of (14), hence the
optimal solution is reached.
Lemma 4, RBFM —which from Lemma 1 satisfies the
retraction definition— and the Armijo rule, guarantee descent
at each iteration; hence, from [13, Thm. 4.3.1], every accu-
mulation (limit) point of {xk}, denoted by {x∗}, is a critical
(stationary) point of the cost function fBFM.
We then show that (31) can be written in the form of (7),
using an approximate Hessian (Jacobian), hence it falls into
the category of Riemannian approximate Newton methods.
Recall that the Jacobian matrix in (7) is the Riemannian
Hessian, i.e., J(xk) := hessf(xk). Rearranging the terms in
(31), appending both sides to a 4J × 1 vector of zeros, and
multiplying with 2Πxk , we get:
2Πxk
(
04J×4J 04J×2J
02J×4J I2J×2J
)
ξk = −2Πxk
(
04J×1
wk − w¯
)
, (41)
where the rhs is the Riemannian gradient given by (15).
Employing the Riemannian Hessian given by (16), and using
the property that Π2xk = Πxk [43], we can write (41) in the
form of (7), with Ek = −ΠxkCxk . The local superlinear
convergence rate is shown in [13, Thm. 8.2.1], provided that
‖Ek‖2 ≤ γ1‖gradfBFM(xk)‖2, for some constant γ1. Using
(17), the n-th column of square matrix Ek, is expressed as
Ek,n = −2ΠxkΓTn,xk
(
04J×1
wk − w¯
)
, and hence, using (15), we
get ‖Ek‖2 ≤
∑
n ‖Ek,n‖2 ≤
∑
n ‖Γn,xk‖2‖gradfBFM(xk)‖2,
with γ1 =
∑
n ‖Γn,xk‖2.
E. Proof of Proposition 2
Lemma 5. The direction sequence {ζk} generated from the
solution of (32) is gradient-related ([13, Def. 4.2.1]).
Proof. The search direction ζk in (32) satisfies:
〈gradfQE(uk), ζk〉 = 2ζTk ΠukAT (Auk − b)
= −2ζTk ΠukATAζk = −2ζTk ATAζk
= −2(Aζk)T (Aζk) = −2‖Aζk‖2 < 0,
where we used (39) to write ζTk Πuk = ζ
T
k . Note that Aζk 6=
0, otherwise we should have reached the optimal solution.
Similarly to the proof of Proposition 1, Lemma 5, Armijo
rule, Lemmas 2 and 3, and [13, Thm. 4.3.1] guaran-
tee descent and that {x∗} is a critical point of the cost
function fQE. Then, multiplying both sides of (32) with
2ΠukA
T yields 2ΠukA
TAζk = −2ΠukAT
(
Auk − b
)
,
which, using (21), can be written in the form of (7), with
Ek = −ΠukLuk . Lastly, local superlinear convergence
rate from [13, Thm. 8.2.1] holds for γ2 =
∑
n ‖Λn,uk‖2,
since, using (22), the n-th column of Ek, is expressed as
Ek,n = −2ΠukΛTn,ukAT (Auk−b), and using (20), we have‖Ek‖2 ≤
∑
n ‖Ek,n‖2 ≤
∑
n ‖Λn,uk‖2‖gradfQE(uk)‖2.
F. Proof of Corollary 1
Employing FLAT, and assuming, without loss of generality
that the slack node voltage is equal to 1, u0 is given by P0 =
0, Q0 = 0, l0 = 0, and v0 = 1. Hence, (32) yields ζ0 ∈
Tu0MQE, requiring that ζl0 = 0, where ζl0 is the element
of ζ0 associated with the squared current magnitude. Also,
(32) yields Au˜0 = b, representing the simplified DistFlow
equations (27)–(29) for u˜0 = u0+ζ0 (more precisely for P˜0,
Q˜0 and v˜0, since l˜0 = l0 + ζl0 = 0). Retraction RQE2 then
derives the values of the current using (26).
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