We study a vehicle routing problem with soft time windows and stochastic travel times. In this problem, we consider stochastic travel times to obtain routes which are both efficient and reliable. In our problem setting, soft time windows allow early and late servicing at customers by incurring some penalty costs. The objective is to minimize the sum of transportation costs and service costs. Transportation costs result from three elements which are the total distance traveled, the number of vehicles used and the total expected overtime of the drivers. Service costs are incurred for early and late arrivals; these correspond to time-window violations at the customers. We apply a column generation procedure to solve this problem. The master problem can be modeled as a classical set partitioning problem. The pricing subproblem, for each vehicle, corresponds to an elementary shortest path problem with resource constraints. To generate an integer solution, we embed our column generation procedure within a branch-and-price method. Computational results obtained by experimenting with well-known problem instances are reported.
Vehicle Routing with Soft Time Windows and Stochastic Travel Times: A Column Generation and Branch-and-Price Solution Approach
The Vehicle Routing Problem (VRP), sometimes referred to as capacitated VRP, aims to find a set of feasible routes that start and end at the depot to serve a set of customers. Each customer, given with a known demand, is visited exactly once by one vehicle. Each route has a total demand that cannot exceed the vehicle capacity. The objective is to minimize the total cost, traditionally constructed by the sum of distances traveled or the number of vehicles used or a combination of these. The interested reader is referred to Toth and Vigo [31] , and Laporte [21, 22] for comprehensive literature surveys about the VRP. This problem is extended by considering different customer service aspects such as starting the service at each customer within a given time interval, called the Vehicle Routing Problem with Time Windows (VRPTW). Time windows are called soft when they can be violated with some penalty costs. They are called hard when violations are not permitted, i.e., vehicles are allowed to wait with no cost if they arrive early and they are prohibited to serve if they arrive late. For reviews on the VRPTW the reader is referred to Bräysy and Gendreau [4, 5] , Gendreau and Tarantilis [17] , and Kallehauge [20] .
In the classical formulation of the VRP, all problem elements are deterministic. However, carrier companies have to deal with various types of uncertainty in real-life applications. The quality of the service becomes quite poor if uncertainties are disregarded at the planning level. To overcome the inefficiency incurred at the operational level, stochastic variants of the VRP have been introduced (see Gendreau et al. [16] for a review on stochastic routing problems). Common parameters considered in these variants are stochastic demands, stochastic customers and stochastic travel times. In this research, we study a version of the VRP where we focus on stochastic travel times with a known probability distribution. Using stochastic travel times enables us to construct both reliable and efficient routes. In addition to the cost effectiveness, we also consider customer service aspects where each customer has a soft time window that allows early and late servicing.
For our problem, we consider the formulation introduced in Taş et al. [29] where the authors focus on modeling aspects and on solving the problem effectively with a new solution procedure based on metaheuristics. The study conducted in [29] extends existing models, which are generated for stochastic routing problems, by proposing a one-stage formulation in which the objective function copes with time-window violations and expected over-time, and all constraints are linear (see Ando and Taniguchi [1] , Russell and Urban [26] , and Li et al. [23] for existing models). In this formulation, the objective is to minimize the sum of transportation costs and service costs. Transportation costs result from three elements which are the total distance traveled, the number of vehicles used and the total expected overtime of the drivers. Service costs are incurred for early and late arrivals; these correspond to time-window violations at the customers. Various solution options can be provided to carrier companies by generating different combinations of two main cost components. In our study, we optimally solve this model which provides solutions by placing importance both on efficiency and on reliability. The interested reader is referred to Taş et al. [29] for an in-depth discussion about the framework of the model.
To obtain the optimal solution, we apply a column generation procedure to solve the model described above (see Lübbecke and Desrosiers [24] , and Desaulniers et al. [9] for comprehensive surveys on column generation). In our procedure, the master problem can be modeled as a classical set partitioning problem. The pricing subproblem, for each vehicle, corresponds to an elementary shortest path problem with resource constraints. This column generation procedure is embedded within a branch-and-price method to obtain integer solutions. The branch-and-price method is very successful among the exact methods recently applied to the deterministic and stochastic variants of the routing problems. Some applications can be seen in Fischetti et al. [15] , Desrochers et al. [11] , Chabrier [6] , Irnich and Villeneuve [19] , and Christiansen and Lysgaard [7] . To our knowledge, no research has studied exact methods to solve the VRP with soft time windows and stochastic travel times. Our paper extends the related literature by obtaining the optimal solution to the described problem.
The paper is organized as follows. The problem and the formulation used in this paper are introduced in Section 2. The column generation procedure is explained in Section 3. The pricing problem with a dominance relation newly introduced in this study is reported in Section 4. Then, we describe the framework of branch-and-price algorithm in Section 5 and report numerical results on Solomon's problem instances [28] in Section 6. Finally, we present our conclusions in Section 7.
Problem Description and Formulation
Let G = (N, A) be a connected digraph where N = {0, 1, ..., n} is the set of nodes and A is the set of arcs. In this graph, node 0 denotes the depot, and nodes 1 to n represent customers. A distance d ij , and a travel time T ij with a known probability distribution are defined for each arc (i, j), where i = j. With each customer i ∈ N \ 0, is associated a positive demand q i , a positive service time s i , and a soft time window [l i , u i ] where l i and u i are non-negative parameters. Soft time windows enable to serve customers outside their time windows, which incurs some penalty costs to the company for early and late servicing. The scheduling horizon for the problem is represented by [l 0 , u 0 ] that is the time window given for the depot. Furthermore, a homogeneous fleet of vehicles of equal capacity (Q) is located at the depot. These vehicles, given in set V , are not allowed to wait at customer locations in case of arriving early; service must take place immediately.
In this paper, we focus on the mathematical formulation introduced in Taş et al. [29] . We first summarize the notation used in this formulation in Table 1 . : penalty cost paid for one unit of delay c e : penalty cost paid for one unit of earliness c t : cost paid for one unit of distance c o : cost paid for one unit of overtime c f : fixed cost paid for each vehicle used for servicing
The model, which is solved by applying exact algorithms in our paper, can then be stated as follows:
subject to j∈N v∈V
i∈B j∈B
The objective function (1) minimizes the total weighted cost which has two main components, service costs and transportation costs. The constraints (2) ensure that each customer is visited exactly once. The constraints (3) satisfy the conservation of flow at each customer for each vehicle. The constraints (4) and (5) indicate that every vehicle route must start from the depot and end at the depot. The constraints (6) state that each vehicle can be loaded up to its capacity. The constraints (7) ensure the subtour elimination, and (8) are the integrality constraints. Parameter ρ is needed to obtain various combinations of the two main cost components by adjusting their values with scaling parameters C 1 and C 2 . The interested reader is referred to Taş et al. [29] for the details about these parameters and their calculations.
To make the problem tractable, it is assumed that the random traversal time spent for one unit of distance follows a suitable Gamma distribution with shape parameter α and scale parameter λ. This approach leads to Gamma distributed arc traversal times where shape parameters are obtained by scaling α with respect to the distance of the corresponding arc. Since vehicles do not wait at customer locations, the arrival time of a vehicle at a node along its route can be defined as the sum of travel times on arcs covered by the vehicle until that node. The latter calculation requires an adjustment to the time window at the visited node by taking into account the cumulative service time. Gamma distributed arrival times are then derived where shape parameters are obtained by scaling α with respect to the total distance of the arcs covered. These definitions enable us to calculate expected delay, expected earliness and expected overtime values exactly by using an approach similar to that given in Dellaert et al. [8] . Note that expected delay and expected earliness values, and thus the total service cost of a route are computed with respect to the optimal starting time of that route from the depot (see Section 4.1 for the related calculations).
Column Generation
The interested reader is referred to Desrosiers et al. [12] for the details about the column generation method. In the following, we present the master problem and the pricing subproblem of the column generation method proposed for the model formulation explained in Section 2.
The Master Problem: The master problem, which corresponds to the constraints (2) in the original model formulation, can be modeled as a set partitioning problem as follows:
subject to p∈P a ip y p = 1,
where P is the set of all feasible vehicle routes that start from the depot and end at the depot. Here, K p is the total weighted cost of route p, and a ip is 1 if customer i is served by route p and 0, otherwise. The decision variable y p is 1 if route p is selected by the solution and 0, otherwise.
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The Pricing Subproblem: The pricing subproblem for each vehicle v, which corresponds to the constraints (3)-(8) in the original model formulation, is an Elementary Shortest Path Problem with Resource Constraints (ESPPRC). Note that in our problem, we have merely the capacity of the vehicles as the resource. Then, the subproblem for a given vehicle v can be modeled as follows:
where p corresponds to the route of vehicle v and K p is the reduced cost of route p. The latter is calculated by:
where u i , i ∈ {N \ 0} is the dual price associated with the constraints (10).
In column generation algorithm, we start with solving a Restricted Linear Programming Master Problem (RLPMP) in which the constraints (11) are relaxed and only the vehicle routes of an initial feasible solution are included. These initial routes constitute a subset of all feasible vehicle routes in the formulation (9) - (11) . We then solve our pricing subproblem by using the optimal dual values obtained by solving the RLPMP. If a new vehicle route with negative reduced cost is found by the pricing subproblem, it is added to the RLPMP and this problem is re-optimized to obtain new optimal dual values. Otherwise, we terminate the algorithm since the optimal solution to the linear programming relaxation of the formulation (9) -(11) is reached. For the first step where the algorithm is initiated, we construct an initial feasible solution by using the initialization algorithm introduced in Taş et al. [29] . This algorithm modifies the insertion heuristic I1 given in Solomon [28] by taking into account the expected violations of the time windows calculated with respect to the stochastic travel times. The interested reader is referred to [29] for the details about this initialization algorithm.
Elementary Shortest Path Problem with Resource Constraints
We solve our pricing subproblem with the algorithm of Feillet et al. [13] by applying the state space augmentation (decremental state space relaxation) technique of Boland et al. [3] , and Righini and Salani [25] . The algorithm proposed in [13] to solve the ESPPRC is based on the label correcting reaching algorithm of Desrochers [10] . In the latter algorithm, labels are used to denote the paths on nodes. Each label on a node represents a path from the depot to that node by specifying the cost of the path and the consumption of the resources along the path. The label correcting reaching algorithm repeatedly treats the nodes in which each new label on the treated node is extended to each possible successor node. If the algorithm cannot generate any new labels, then it is terminated. Feillet et al. [13] extend this classical label correcting algorithm, which had been developed for the non-elementary shortest path problem with resource constraints, by including node resources to solve the ESPPRC optimally. Beasley and Christofides [2] propose the idea of adding a binary resource for each node in the graph but they do not conduct any computational experiments for that. Feillet et al. [13] solve the ESPPRC on a full-dimensional state space, and thus they apply the idea of using unreachable nodes in the labels to have an efficient algorithm. A node is unreachable for a path if it cannot be visited by that path either because it has already been visited or because visiting that node would violate at least one resource constraint.
In the state space augmentation algorithm, the problem is relaxed where multiple visits are forbidden for the nodes in a given set S ⊆ N \ {0}. If the optimal solution of the relaxed form of the ESPPRC is elementary, then it is also optimal for the ESPPRC. Otherwise, the state space is augmented by adding some nodes to the set S which are selected with respect to the optimal solution of the relaxed problem.
In our problem, a state (W 1 p , ..., W R p , a S p , V S p ) is associated with each path p from the depot to node i. In that state, (W 1 p , ..., W R p ) represents the consumption of each of the R resources along the path p. a S p denotes the number of nodes in S which are unreachable by path p. V S p is the vector of unreachable nodes in S which is defined by V b p = 1 if node b ∈ S is unreachable by path p and 0, otherwise. We represent each path p by a label (L p , K p ) where L p = (W 1 p , ..., W R p , a S p , V S p ) and K p is the reduced cost of path p which is calculated by Equation (14) with respect to the optimal starting time of path p from the depot (see Section 4.1 for the calculation of the optimal departure time). Let p and p * be two distinct paths from the depot to node i where each path starts from the depot at the optimal departure time of its corresponding vehicle. In addition, suppose that these two paths arrive at node i at different times (different expected arrival times). In such a case, for the dominance relation, the starting time of one path (path p) from the depot is adjusted to make this path arrive at node i at the same time as the other path (path p * ). The reduced cost of path p calculated with respect to this adjusted starting time from the depot is denoted by K p p * . The dominance relation is then defined as follows:
Definition 4.1. If p and p * are two distinct paths from the depot to node i with labels (L p , K p ) and (L p * , K p * ), respectively, then path p dominates path
A path is called efficient if its corresponding label is non-dominated. The method applied to solve our pricing subproblem is described in Algorithm 1. In that algorithm, Π i , I, and H ij denote the list of labels on node i, the list of nodes that will be treated and the set of labels extended from node i to node j, respectively. Moreover, EF F (Π) is the procedure that removes the dominated labels and keeps only the non-dominated ones in Π. In our problem, we have only one resource constraint which is the capacity of the vehicles (Q). Therefore, we have only W 1 p in the labels which corresponds to the consumption of the capacity resource along the path p. In addition, w 1 ij represents the consumption of the capacity along the arc (i, j) which is equal to the demand value at node j (q j ). Formally, the extension of a label on node i to node j is defined in Algorithm 2. In this algorithm, π p ′ represents the resulting label obtained by extending label π p from node i to node j.
Note that in Algorithm 1, the procedure EF F (Π) is applied to the list of paths on the ending depot after all nodes are treated. At this step, the elementary paths on the ending depot which are efficient ones with nonnegative reduced costs and dominated ones regardless of their reduced costs are kept in an Intermediate Column Pool (ICP), which is similar to the application of the buffer column pool proposed in Savelsbergh and Sol [27] . Instead of solving the ESPPRC immediately after re-optimizing the RLPMP, we first search the ICP with respect to new optimal dual values. The columns with negative reduced costs are then sent from the ICP to the RLPMP. The ESPPRC is solved if we cannot find any such columns in the ICP. At each iteration, we check the size of the ICP to clean it if it is needed. Cleaning
if Π j has changed and j / ∈ I then 
takes place in case the number of columns in the ICP is larger than a threshold value. In this situation, all columns which have been kept for more than a pre-determined number of iterations are removed from the ICP. By this way, we efficiently search the ICP to find the columns with negative reduced costs. In addition to the strategy described above, we apply one more accelerating method which is related to the pricing subproblem in our solution procedure. At each time we extend a label to the ending depot, we determine the number of efficient elementary paths with negative reduced costs by means of the dominance relation in the comparison of the recently extended path with all other efficient paths on the ending depot. If this number is larger than a threshold value, we stop the ESPPRC and then send all these paths on the ending depot, which are efficient elementary ones with negative reduced costs, to the RLPMP. The interested reader is referred to Feillet et al. [13] and Feillet et al. [14] for similar implementations of this technique.
Service Cost Component
For the expected values considered in service cost component, we summarize the related notation in Table 2 . The equations given in this table are constructed with respect to the random traversal time which is Gamma distributed with shape parameter α and scale parameter λ. Recall that we have Gamma distributed arc traversal times and Gamma distributed arrival times by means of the definitions explained in Section 2. The interested reader is referred to Taş et al. [29] for explanations about the definitions in detail. 
The expected delay and expected earliness at node j when it is served by vehicle v are then calculated as follows where the allocated vehicle v departs from the depot at time 0:
As we already mentioned in Section 2, the total service cost of a path is calculated with respect to the optimal starting time of that path from the depot. We calculate the optimal departure time of each allocated vehicle from the depot with the Golden Section Search method. The Golden Section Search technique can be applied to find the minimum (or the maximum) value of a continuous and unimodal function. We know from the above calculations of the expected delay and the expected earliness that the total service cost is a continuous function. In order to be able to use the Golden Section Search method, we need to prove that the total service cost of a path is a unimodular function of its corresponding vehicle's departure time from the depot. Since a convex function is also unimodular, we introduce the convexity property of the total service cost component in the following proposition. 
Let y denote the departure time of vehicle v from the depot. By means of the fact that the sum of convex functions is again convex, we need to show that ∂ 2 Z jv ∂y 2 ≥ 0 to prove that the total service cost of the route of vehicle v j∈N Z jv is a convex function of y. We distinguish between three cases: Case 1. l ′ j − y ≥ 0. Z jv is then calculated as follows:
We know that,
where γ(α, q λ ) represents the lower incomplete gamma function with parameters α and q λ (α ≥ 0, q ≥ 0 and λ > 0). The first and second derivatives of this function with respect to q are given as follows:
Then, ∂ 2 Z jv ∂y 2 is calculated as follows:
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By using Equations (16) and (17), Equation (18) can be written as follows:
where Γ(α jv + 1) = α jv Γ(α jv ). The above equation leads to:
So,
is equal to 0. Z jv and its second derivative are then calculated as follows:
) and,
In this case, E jv (x) is again equal to 0 since l j ≤ s jv + y. We then calculate Z jv and its second derivative as follows:
These three cases yield that for any node j ∈ N which is visited by vehicle v, Z jv is a convex function of the departure time of v from the depot. Therefore, we can conclude that for any vehicle v, the total service cost of its route is a convex function of the departure time of v from the depot.
Branch-and-Price Method
To generate an integer solution, we embed our column generation procedure within a branch-and-price method, in which the applied strategy is branching on arcs (see Feillet et al. [13] and Tagmouti et al. [30] for the details about this method). Since we have a homogeneous fleet of vehicles of equal capacity, we calculate sum of flows (f ij ) on each arc (i, j) as follows:
We force arc (i, j) into the solution when v∈V x ijv = 1, and we exclude arc (i, j) from the solution when v∈V x ijv = 0. If we have several fractional flow variables, we choose the arc (i, j) on which the value of f ij is the closest one to the midpoint (0.5). If there are several closest variables, the first one found is chosen. To make the branching process computationally efficient, all distinctive columns obtained at the root node are stored in a separate pool. Feasible columns with respect to branching rules at a child node are then taken from that pool and used by the column generation algorithm. At each child node, we keep an extra column which serves all customers with a very high total weighted cost. By this way, it is ensured that we have an initial feasible solution at all nodes in the branch-and-price tree.
Numerical Results
We use Solomon's problem instances [28] for testing our exact solution approach based on column generation and branch-and-price algorithms. We focus both on problem instances with tight time windows (type 1) and on problem instances with wide time windows (type 2). Recall that soft time windows in our problem setting, which allow early and late servicing at customers with some penalty costs, do not provide any resource constraint to the ESPPRC. This structure makes our problem similar to the capacitated VRP, and thus very sensitive to the capacity of vehicles, which is the only resource in the pricing subproblem. We first run a number of preliminary tests to determine the most appropriate value of the vehicle capacity, which enables us to obtain results in a reasonable amount of time. Two sets of preliminary tests are then conducted to determine the most appropriate values of parameters used by accelerating methods.
According to preliminary results, we set the capacity of all vehicles to 50. Moreover, we clean the ICP in case the number of columns in that pool is larger than 150. In this situation, all columns that have been kept for more than 15 iterations are removed from the ICP. We stop the ESPPRC if the number of efficient elementary paths with negative reduced costs on the ending depot is larger than 10.
To obtain our computational results, we set ρ = 0.50, C 1 = 1.00, C 2 = 1.00, and (c d , c e , c t , c f , c o ) are equal to (1.00, 0.10, 1.00, 400, 5/6), respectively. Coefficient of Variation (CV) of travel time spent for traversing one unit distance is equal to 1.00, where α = 1.00 and λ = 1.00. We have two stopping criteria for our solution procedure. The procedure terminates in case the gap between the best Lower Bound (LB) and the best Upper Bound (UB) is smaller than 0.005 (0.5%). In addition, we set a limit for the total CPU time which is equal to 3 hours.
We solve each problem instance by applying Depth-First (DF) and Breadth-First (BF) methods. In DF method, the UB of the root node corresponds to the initial feasible solution generated at that node, leading to a starting value for the UB. To proceed into the next level, we select the child node which has the minimum LB value. In BF method, we solve an integer programming over all columns obtained by column generation algorithm at the root node. This solution is then assigned as the starting value of the UB.
In following tables, "RootLB" and "RootUB" represent the values of the LB and the UB found at the root node of the tree, respectively. "BestLB" and "BestUB" indicate the best LB and the best UB values obtained over the tree, respectively. The percentage of the gap between the best LB and the best UB, and the size of the tree in terms of the highest level reached are also reported. We present the CPU times in seconds for only the problem instances in RC set with 20 and 25 customers since the algorithm stops by means of the limit given for the gap before it reaches the time limit for some of the instances. For all problem instances in C and R sets, the algorithm stops due to the time limit. The results of the problem instances are not reported in case the column generation algorithm cannot obtain the optimal solution for the root node within the CPU limit. Additionally, we have no result for the problem instances if the integer programming cannot be solved at the root node within the CPU limit when we apply BF method.
Our algorithms are implemented in Visual C++, and linear programming models in our solution approach are solved by IBM ILOG CPLEX 12.2 [18] . We run all experiments on an Intel Core Duo with 2.93 GHz and 4 GB of RAM. The results given in Tables 3, 4 , 5, 6, 7 and 8 indicate that our solution approach with BF method provides better results than those obtained by DF method in terms of the gap between the best LB and the best UB. However, solutions of six instances with 50 customers and one instance with 100 customers, which can be provided by DF method, cannot be obtained by applying BF method due to the huge amount of CPU time or memory that it requires to solve the integer programming at the root node. Since we do not have such an obstacle in DF method, we solve the problem instances with 100 customers where the limit for the total CPU time is set to 8 hours. The related results that show how far we can go with regard to the level of the branch-and-price tree are provided in Table 9 . In these results, the highest level reached in the tree is relatively small due to the size of the problem instances. The effect of this situation is seen in the UB which cannot be improved within the time limit. The average gap values between the best LB and the best UB for the sets with 20, 25, 50 and 100 customers provided by BF and DF methods, where the CPU limit is equal to 3 hours, are presented in Table 10 . Table 11 shows the results of the sets with 100 customers where the applied strategy is DF 24 method and the CPU limit is equal to 8 hours. 
Conclusion
In this paper, we consider a vehicle routing problem with soft time windows and stochastic travel times. For this problem, we propose an exact solution approach based on column generation algorithm and branch-and-price method. To solve the pricing subproblem in column generation procedure, we extend an existing elementary shortest path algorithm with resource constraints by introducing a new dominance relation and by applying a state space augmentation technique. Moreover, two separate methods are implemented for searching in the branch-and-price tree. Our numerical study is performed on well-known problem instances. The results indicate that our solution approach can effectively be used to solve the model, in which the aim is to construct both reliable and efficient routes, for medium-and large-sized problem instances. Even though our pricing subproblem is really complex due to the stochasticity, we have an effective column generation algorithm. Finally, future research will focus on time-dependent and stochastic formulations, that we have not studied in this paper. 
