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Abstract
Chemically reacting systems frequently involve fast reversible reactions, additional slow
reactions as well as mass transport due to macroscopic convection. In this situation, the
passage to inﬁnite reaction speed is a means to reduce the complexity of the reaction kinetics
and to avoid the need for explicit values of the rate constants. Thereby the large stiffness of the
original system of differential equations is also removed.
In the present paper this instantaneous reaction limit is studied for systems with
independent fast reversible reactions, where the rate functions are given by mass-action
kinetics. Under realistic assumptions the limiting dynamical system is derived and convergence
of the solutions is obtained as the rate constants tend to inﬁnity. The proof is based on
Lyapunov functions techniques and exploits the structure of rate functions that results from
mass-action kinetics.
This approach is complementary to the quasi-steady-state approximation which is often
applied in chemical engineering. The differences are illustrated by means of a classical enzyme–
substrate reaction scheme.
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1. Introduction
Chemically reacting systems almost always involve elementary reaction steps that
are reversible and fast. Apart from additional slow reactions that might occur, mass
transport will also be important especially if reactions take place in a ﬂuid phase. If
the ﬂuid phase is ideally mixed this leads to mathematical models of the type
’cðtÞ ¼ f ðcðtÞÞ þ krðcðtÞÞ; ð1Þ
where c ¼ ðc1;y; cnÞ denotes the vector of concentrations of all chemical species
involved, f models additional slow reactions as well as mass transport due to
macroscopic convection, r corresponds to the kinetics of the fast reversible reactions
and k40 is a large parameter.
If the reaction mechanism is considered on the level of elementary reactions, then
the rates of the elementary steps are given by mass-action kinetics within good
accuracy. The basic idea behind is that two atoms or molecules A and B need to
interact in a kind of collision in order to react with each other, and the rate of
collisions is proportional to the probability that A and B are at the same position. If
these events are stochastically independent the rate will be proportional to the
product of these probabilities, hence to the product of the concentrations of the
corresponding species. Consequently, in case of a reaction
A þ B-P;
mass-action kinetics leads to the reaction rate r ¼ k cAcB with a rate constant k40
which is a measure of the reaction speed. For the reversible reaction
A þ B"P
the same approach yields r ¼ kcAcB  k0cP ¼ kðcAcB  kcPÞ with the equilibrium
constant k ¼ k0=k40; see [5] for further details. Let us note that for a complex reaction
A þ B"P; i.e. a reaction that takes place in more than one elementary step, the same
type of reaction rate may also be realistic. This depends on the structure and speed of
the elementary steps. Therefore, mass-action kinetics is widely applied in practice.
For concrete reversible reactions the equilibrium constants can often be obtained
from the literature or by means of measurements, while the individual rate constants
are usually unknown especially for fast reactions. On the other side, it is reasonable
to expect that during the evolution according to (1) the chemical composition cðtÞ
will be close to the manifold on which all fast reversible reactions are in equilibrium,
driven by the additional ‘‘forcing’’ f ðcÞ: Hence a natural question is whether
solutions of (1) converge to the solution of an associated limit problem if k tends to
inﬁnity. In the present paper we obtain the system of differential equations
corresponding to the limiting case of instantaneous reversible reactions. The main
result (Theorem 2) yields the convergence of the solutions of (1) to the solution of
this limit problem under realistic assumptions on f ; given that the rates of all fast
reversible reactions are governed by mass-action kinetics.
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The analysis of reaction networks given here relies on the decomposition into fast
reversible and slow reactions, a viewpoint that is also taken in the related paper [7]
and in Chapter 12 of [12]. A complementary approach underlies the quasi-steady-
state approximation (QSSA) which is often applied in chemical engineering. Within
this approach the species are decomposed into fast and slow variables, where the fast
variables correspond to intermediates and are assumed to be in steady state. More
details about QSSA can be found in [4,5] and especially in [10].
2. Systems of independent reversible reactions
We start with a compilation of basic facts concerning the dynamics of systems of
independent reversible reactions (with ﬁnite reaction speed) under the assumption of
mass-action kinetics, which is given in Theorem 1. Although these facts are
essentially known, we include a short proof adapted to the special situation
considered here, since most of the arguments will also be important in the study of
the instantaneous reaction limit.
Suppose that m reversible reactions
aj;1C1 þ?þ aj;nCn"bj;1C1 þ?þ bj;nCn ð j ¼ 1;y; mÞ
take place inside a continuously stirred isolated vessel, involving chemical species
C1;y; Cn: Here aj ¼ ðaj;1;y; aj;nÞ and bj ¼ ðbj;1;y; bj;nÞ with aj;i; bj;iAN0 are the
stoichiometric vectors corresponding to the jth reaction. We always assume
independence of the reactions, which means that fn1;y; nmg with nj :¼ bj  aj is a
linearly independent subset of Rn: Equivalently, the stoichiometric matrix N ¼
ðnT1 ;y; nTn Þ satisﬁes kerðNÞ ¼ f0g: On the basis of mass-action kinetics the rate
function of the jth reaction is given by
rjðcÞ ¼ kjðcaj  kjcbj Þ with kj; kj40;
where the abbreviation cx ¼Qni¼1 cxii for cARnþ and xANn0 (with 00 :¼ 1) is used.
In addition to the abbreviation cx; the following condensed notation will be
employed throughout this paper: cb0 is short for ci40 for all i; and
gðcÞ :¼ ðgðc1Þ;y; gðcnÞÞ for cb0 where g : ð0;NÞ-R;
hðc; %cÞ :¼ ðhðc1; %c1Þ;y; hðcn; %cnÞÞ for c; %cb0 where h : ð0;NÞ2-R:
So, for example, ec ¼ ðec1 ;y; ecnÞ; c=%c ¼ ðc1=%c1;y; cn=%cnÞ and c 
 %c ¼ ðc1 %c1;y; cn %cnÞ:
In the situation described above, mass balance for all involved species shows that
the time evolution of the composition vector c ¼ ðc1;y; cnÞ is governed by the initial
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value problem
’c ¼
Xm
j¼1
njrjðcÞ on Rþ; cð0Þ ¼ c0: ð2Þ
Since the right-hand side has its values in the stoichiometric space S ¼ ImðNÞ; every
solution remains inside the so-called stoichiometric class c0 þ S determined by its
initial value c0: Below we will sometimes use the dual formulation of this fact: if E
denotes an ðn  mÞ  n-matrix of full rank such that kerðEÞ ¼ S; then EcðtÞ  Ec0
for every solution of (2). In the sequel the letter E will always stand for such a matrix.
Evidently ImðETÞ ¼ S> then, and every eAS>\f0g corresponds to a ‘‘conservation
law’’ of the system of chemical reactions. The system is said to be conservative if there
is eAS> such that eb0: In particular, the latter holds if all involved species have an
atomic structure and the total number of atoms (of each type) is conserved under
chemical reactions; see Chapter 3 in [4]. The subsequent example serves to illustrate
the above introduced notions. Consider the system of two concurrent reversible
reactions
C1 þ C2"C3; 2C1"C4:
The dynamics of this system is described by (2), where c ¼ ðc1; c2; c3; c4Þ;
n1 ¼ ð1;1; 1; 0Þ;
n2 ¼ ð2; 0; 0; 1Þ;
r1ðcÞ ¼ k1ðc1c2  k1c3Þ;
r2ðcÞ ¼ k2ðc21  k2c4Þ;
N ¼
1 2
1 0
1 0
0 1
0
BBB@
1
CCCA:
A possible choice for E is given by
E ¼ 1 0 1 2
0 1 1 0
	 

:
This system of chemical reactions is conservative, since 05e ¼ ð1; 1; 2; 2ÞAS>:
In the analysis of (2) we have to care about nonnegativity of solutions, since
these constraints are imposed by the underlying physics. For this purpose it is
helpful to use the well-known characterization of ﬂow invariance by means of
subtangential conditions. In the sequel, we shall apply the following result (see e.g.
[1, Theorem 16.5]), where rðx; DÞ denotes the distance of a point xARn to the set
DCRn:
Lemma 1. Let DCRn be closed and F : D-Rn be locally Lipschitz continuous such
that
lim
h-0þ
1
h
rðc þ hFðcÞ; DÞ ¼ 0 on D: ð3Þ
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Then
’c ¼ FðcÞ on Rþ; cð0Þ ¼ c0
has a unique local solution for every c0AD:
Specialized to D ¼ Rnþ; the subtangential condition (3) reduces to
FiðcÞX0 for every cARnþ such that ci ¼ 0:
Recall that such F : Rnþ-R
n is called quasi-positive.
The subsequent result provides basic facts about the manifold of stationary points
of system (2) and about the asymptotic behavior of its solutions.
Theorem 1. Let aj; bjAN
n
0 for j ¼ 1;y; m be such that fn1;y; nmg with nj ¼ bj  aj is
a linearly independent subset of Rn: Let kj; kj40 and rjðcÞ ¼ kjðcaj  kjcbj Þ for j ¼
1;y; m: Then the following holds:
(a) For every c0b0 there is a unique equilibrium %cb0 of (2) within the stoichiometric
class c0 þ S: If cb0 is any equilibrium, there is xAS> such that %c ¼ c 
 ex:
(b) For every c0b0 there is a unique solution of (2). This solution is strictly positive
and exists globally.
(c) Given c0b0; the solution cð
; c0Þ of (2) satisfies cðt; c0Þ-%c as t-N; where %c is the
strictly positive equilibrium in the stoichiometric class c0 þ S: In addition, there is
Z ¼ Zðc0Þ40 such that ciðt; c0ÞXZ on Rþ for i ¼ 1;y; n:
Proof. (a) Notice ﬁrst that cb0 is an equilibrium of (2) iff
cnj ¼ 1=kj for all j ¼ 1;y; m:
Indeed, since n1;y; nm are linearly independent, a composition cb0 is a stationary
point of (2) iff rjðcÞ ¼ 0 for all j ¼ 1;y; m; i.e. iff caj ¼ kjcbj for all j:
Therefore, c :¼ ex is a strictly positive equilibrium if x is a solution of NT x ¼ y
with y ¼ ðln k1;y;ln kmÞ; and such a solution exists due to ImðNT Þ ¼
ðkerðNÞÞ> ¼ f0g> ¼ Rn: Moreover, given an arbitrary stationary solution cb0;
the set of all equilibria is given as fc 
 ex: xAS>g: If c; c are equilibria in the class
c0 þ S; then ln c  ln cAS> implies
c  c>ln c  ln c 3
Xn
i¼1
ðci  ci Þðln ci  ln ci Þ ¼ 0:
Hence c ¼ c; since the logarithm is strictly increasing. Consequently, there is at most
one equilibrium in every stoichiometric class.
To prove existence within the class c0 þ S; ﬁx any equilibrium cb0: It sufﬁces to
ﬁnd xAS> such that c 
 ex  c0AS: Deﬁne f : Rn-R by fðxÞ ¼ /c; exS/c0; xS:
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Then rfðxÞ ¼ c 
 ex  c0 and f00ðxÞ ¼ diagðciexiÞ is positive deﬁnite, hence f is
strictly convex. Consider the set
C ¼ fxAS>: fðxÞpfð0Þg:
Evidently C is closed convex with 0AC: To show that C is also bounded, ﬁx xAS>
with jxj ¼ 1 and consider fðsxÞ as a function of sARþ: Evidently fðsxÞ ¼Pn
i¼1 jiðsÞ with jiðsÞ ¼ ciesxi  c0;isxi: Given a; b40; it is easy to check that jðrÞ ¼
aer  br is strictly convex with jðrÞXbð1 ln b=aÞ on R: Hence fðsxÞpfð0Þ ¼ jcj1
implies
jiðsÞpjcj1 þ ðn  1ÞM with M ¼ max
k¼1;y;n
c0;k 1 ln c0;k
ck

:
Choose iAf1;y; ng such that jxijX1=n: If xi40 then
jiðsÞXci 1þ sxi þ
1
2
s2x2i
	 

 c0;isxiXci  jci  c0;ijs þ ci s
2
2n2
;
hence sxAC implies
ci  jci  c0;ijs þ ci s
2
2n2
pjcj1 þ ðn  1ÞM
and therefore spr for some r ¼ rðc0; cÞ40; which does not depend on the choice of
x above; in case xio0 the same conclusion follows from jiðsÞXc0;is=n: Hence there is
r ¼ rðc0; cÞ40 such that xAC implies jxjpr; i.e. C is bounded, thus compact.
Consequently, there is xAC such that fðxÞpfðzÞ for all zAC: This implies
/rfðxÞ; nS ¼ 0 for all nAS>; and therefore rfðxÞ ¼ c 
 ex  c0AS>> ¼ S:
(b) To obtain the second assertion observe that the right-hand side in (2) is only
deﬁned on Rnþ where it is locally Lipschitz continuous. We claim that gðcÞ ¼Pm
j¼1 njrjðcÞ is quasi-positive. To see this, write giðcÞ as
giðcÞ ¼
X
j:nj;io0
nj;irjðcÞ þ
X
j:nj;i40
nj;irjðcÞ
and notice that for instance nj;io0 and ci ¼ 0 imply caj ¼ 0 since aj;i40: Hence
nj;irjðcÞ ¼ jnj;ijkjkjcbjX0
in this case. Consequently ’c ¼ gðcÞ and therefore (2) has a unique local solution
which stays nonnegative by Lemma 1. Let cð
Þ denote this solution and let ½0; TÞ be
its maximal interval of existence. Due to the above arguments concerning the
structure of giðcÞ and the fact that aj;i; bj;iAN0; it is easy to see that
’ci ¼ jiðtÞci þ ciðtÞ on ½0; TÞ with continuous ji;ciX0:
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By the variation of constants formula it follows that
ciðtÞ ¼ c0;i exp 
Z t
0
jiðsÞ ds
	 

þ
Z t
0
exp 
Z t
s
jiðtÞ dt
	 

ciðsÞ ds40 on ½0; TÞ:
It remains to prove global existence which holds if cð
Þ is bounded on bounded
intervals. For this purpose let %cb0 be the stationary solution of (2) in the class
c0 þ S; which exists due to part (a) of this proof, and deﬁne V : ð0;NÞn-R by
VðcÞ ¼
Xn
i¼1
ciðln ci  ln %ciÞ  ðci  %ciÞ: ð4Þ
Evidently, V is continuously differentiable with 0pVðcÞ-N if ci-N for some i:
We claim that V is a Lyapunov function for (2). Indeed, rVðcÞ ¼ lnðc=%cÞ and
therefore
/rVðcÞ; gðcÞS ¼
Xn
i¼1
Xm
j¼1
nj;i ln
ci
%ci
rjðcÞ ¼
Xm
j¼1
kj ln
cnj
%cnj
ðcaj  kjcbj Þ:
Due to %cnj ¼ 1=kj; this implies
/rVðcÞ; gðcÞS ¼ 
Xm
j¼1
kjc
aj c
%c
 nj1h iln c
%c
 njp0: ð5Þ
Consequently VðcðtÞÞpVðc0Þ; hence cð
Þ is bounded on ½0; TÞ: Therefore, the unique
solution cð
Þ exists globally and is bounded on Rþ:
(c) By the preceding step, all semiorbits are relatively compact. Hence
rðcðtÞ; MÞ-0 as t-N by LaSalle’s invariance principle (see e.g. [1, Theorem
18.3]), where rðc; MÞ denotes the distance from c to the set
M ¼ fcARnþ: Vðcð
; cÞÞ  VðcÞg:
Due to (5) and the fact that ðx  1Þln xXðx  1Þ
2
x þ 1 for all x40; which follows by the
mean value theorem, we obtain
/rVðcÞ; gðcÞSp
Xm
j¼1
kj
ðcaj  kjcbj Þ2
caj þ kjcbj
: ð6Þ
Since the solution cð
Þ of (2) is globally bounded, this yields
/rVðcÞ; gðcÞSp o
Xm
j¼1
1
kj
rjðcÞ2 with some o40:
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Thus cAM means rjðcÞ ¼ 0 for all j ¼ 1;y; m; i.e. M consists of equilibria. On
the other hand, the solution cð
; c0Þ of (2) with initial value c0 stays inside c0 þ S;
since
EcðtÞ ¼ Ec0 þ
Z T
0
EgðcðsÞÞ ds ¼ Ec0 for all tX0;
recall that E denotes a matrix composed of conservation laws. Consequently,
fc : c ¼ lim
k-N
cðtk; c0Þ for some tk-NgCM-ðc0 þ SÞ ¼ f%cg;
hence cðt; c0Þ-%c as t-N: The other assertion in (c) is obvious, since ciðtÞX12 minl %cl
on ½T ;NÞ with some T40; and cð
Þ is continuous on ½0; T  with cðtÞb0 by (b). &
Parts (a) and (c) of Theorem 1 are essentially contained in [8]. The proof of part (a)
above is based on arguments from [6], where existence of a unique equilibrium in
each stoichiometric class is obtained for considerably more general systems of
chemical reactions with mass-action kinetics. The argument given here to obtain
strict positivity of solutions is taken from [11].
3. Instantaneous limit of reversible reactions
Suppose that a system of slow and fast reactions is performed inside an ideally
mixed ﬂuid phase with macroscopic convection, where the fast reactions are
reversible and governed by mass-action kinetics. Since we are interested in the
limiting case of instantaneous reactions, we study the family of initial value problems
’ck ¼ f ðckÞ þ kNLRðckÞ on Rþ; ckð0Þ ¼ c0 ð7Þ
with a (large) parameter kX0; and consider the singular limit as k-N: Here N ¼
ðnT1 ;y; nTmÞ; L ¼ diagðl1;ylmÞ with ljAð0; 1 and RjðcÞ ¼ caj  kjcbj for j ¼
1;y; m: The particular formulation with klj instead of kj; takes care of the fact
that the ratios kj=kl of the rate constants have to remain ﬁxed as kj-N:
To see what are realistic conditions for f ; recall that f splits into g þ h where g
refers to macroscopic convection and h corresponds to additional slow reactions. As
an example, if the reactions are performed inside a continuous stirred tank reactor
(CSTR), then g is given by gðcÞ ¼ ð1=tÞðcf  cÞ; where t40 is the so-called holding
time of the CSTR, and cfARnþ denotes the vector of feed concentrations. Assuming
mass-action kinetics for the slow reactions as well, the term h is given by
hðcÞ ¼
XN
j¼mþ1
kjðbj  ajÞðcaj  kjcbj Þ with kj40; kjX0;
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where kj ¼ 0 if the jth reaction is irreversible. While the concrete structure of g and h
is not so important here, it follows that
f : Rnþ-R
n is locally Lipschitz and quasi-positive; ð8Þ
remember the proof of Theorem 1(b).
Under the natural assumption that the system of chemical reactions is
conservative there exists eb0 such that /e; bj  ajS ¼ 0 for all j ¼ 1;y; N:
Therefore, since g has linear growth, another reasonable assumption on f is
/e; f ðcÞSpað1þ jcj1Þ on Rnþ with aX0 and 05eAS>; ð9Þ
where jcj1 denotes the l1-norm of c:
The following result establishes convergence of the solutions ckð
Þ of (7) to the
solution cNð
Þ of the limiting equation
’cN ¼ f ðcNÞ  N½R0ðcNÞN1R0ðcNÞf ðcNÞ on Rþ; cNð0Þ ¼ cN0 : ð10Þ
Notice that the structure of this limit problem is plausible, which can be seen by
differentiating RðckÞ and letting k-N; assuming that d
dt
RðckðtÞÞ-0 for t40:
Theorem 2. Suppose that the stoichiometric vectors aj; bjAN
n
0 for j ¼ 1;y; m are such
that fn1;y; nmg with nj ¼ bj  aj is a linearly independent subset of Rn: Let kj; kj40;
rate functions be given by mass-action kinetics, i.e. rjðcÞ ¼ kjðcaj  kjcbj Þ for j ¼ 1;
y; m; initial composition c0b0 and f : Rnþ-R
n satisfy (8) and (9). Then
(a) Initial value problem (7) has a unique global solution ckð
Þ for every kX0: This
solution is strictly positive on Rþ:
(b) The limiting equation (10) has a unique global solution cNð
Þ: This solution is
strictly positive and remains in the manifold M ¼ fcb0: RðcÞ ¼ 0g: If FN
denotes the right-hand side in (10), then FNðcÞ ¼ ðI  PðcÞÞf ðcÞ on M; where
PðcÞ ¼ N½NT C1N1NT C1 with C ¼ diagðc1;y; cnÞ
is the projection onto S along CS>:
(c) ckðtÞ-cNðtÞ as k-N uniformly on compact subsets of ð0;NÞ; where the initial
value cN0 in (10) is given as the unique strictly positive equilibrium in the
stoichiometric class c0 þ S:
Proof. (a) Notice ﬁrst that the fast reaction part NLRðcÞ in (7) is quasi-positive by
step 2 of the proof of Theorem 1. Hence the full right-hand side has this property and
is locally Lipschitz continuous, which implies local existence of a unique nonnegative
solution cð
Þ ¼ ckð
; c0Þ by Lemma 1. Let ½0; TÞ be its maximal interval of existence
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and jðtÞ :¼ /e; cðtÞS with e from (9). Evidently
’j ¼ /e; f ðcÞSpa 1þ
Xn
i¼1
ci
 !
prað1þ jÞ on ½0; TÞ
with r ¼ maxf1; 1=e1;y; 1=eng;
hence
jcðtÞj1prjðtÞpcðtÞ :¼ rð1þ/e; c0SÞerat on ½0; TÞ ð11Þ
due to Gronwall’s Lemma and therefore T ¼N: It remains to show cðtÞb0 on ½0; t
for arbitrary t40: Since the right-hand side FðcÞ ¼ f ðcÞ þ kNLRðcÞ in (8) is locally
Lipschitz, it is Lipschitz of some constant Lk on the compact set fcARnþ :
jcj1pcðtÞg: Together with quasi-positivity of F this yields FðcÞX Lkc for such c;
hence ciðtÞXc0;ieLkt40 on ½0; t:
Consequently, initial value problem (7) has a unique global solution which stays
strictly positive and satisﬁes (11) on all of Rþ:
(b) To prove the next part let us ﬁrst show that the right-hand side FN in (10) is
well deﬁned on the manifoldM: Consider a ﬁxed cAM; i.e. cb0 and cnj ¼ 1=kj for
j ¼ 1;y; m: Then
@Rj
@ck
ðcÞ ¼ aj;k
ck
caj  kj
bj;k
ck
cbj ¼ nj;k
ck
caj ;
hence
R0ðcÞ ¼ DNT C1 for cAM with D ¼ diagðca1 ;y; camÞ; C ¼ diagðc1;y; cnÞ: ð12Þ
Therefore R0ðcÞN ¼ DNT C1N is negative deﬁnite, in particular invertible. Since
R0ðcÞN depends locally Lipschitz continuous on cAM; the inverse also has this
property. Hence FNðcÞ is well deﬁned and locally Lipschitz continuous on M:
Moreover, FNðcÞ has the representation mentioned in (b), and is tangent toM due
to R0ðcÞFNðcÞ ¼ 0: As a consequence, the limiting equation (10) has a unique local
solution cNð
Þ by Lemma 1. This solution satisﬁes jcNðtÞj1pcðtÞ on its maximal
interval of existence, where c is given in (11); notice that /e; FNðcÞSpað1þ jcj1Þ on
M with e from (9). Therefore cNð
Þ exists globally if it stays strictly positive.
Assume, on the contrary, that there is T40 such that cðtÞb0 on ½0; TÞ and
lim
tsT
ciðtÞ ¼ 0 for some i: We claim that there are d; m40 such that cðtÞ ¼ cN0 
 exðtÞ
with xðtÞAKd;m; where
Kd;m ¼fxAS>: xipm for i ¼ 1;y; m;/ex; ySXd
for all yAS>-Rnþ; jyj1 ¼ 1g: ð13Þ
If this holds we obviously arrive at a contradiction in case Kd;m is bounded.
ARTICLE IN PRESS
D. Bothe / J. Differential Equations 193 (2003) 27–4836
Of course cðtÞ ¼ cN0 
 exðtÞ is valid with some function x : ½0; TÞ-S> by Theorem
1(a), since RðcðtÞÞ ¼ 0 on ½0; TÞ: Moreover cðtÞA½0; Mn with M ¼ cðTÞ by the
estimate given in (11), hence xiðtÞpm on ½0; TÞ for i ¼ 1;y; m with some m40: Let L
be a Lipschitz constant for f on ½0; Mn; and recall that this implies f ðcÞX Lc on
½0; Mn due to quasi-positivity of f : Fix yAS>-Rnþ with jyj1 ¼ 1: Then
d
dt
/cðtÞ; yS ¼ /f ðcðtÞÞ; ySX L/cðtÞ; yS on ½0; TÞ;
hence
/cðtÞ; yS ¼ /cN0 
 exðtÞ; ySXZeLt on ½0; TÞ with Z ¼
1
n
min
i
cN0;i :
This yields /exðtÞ; ySXd with d ¼ ZeLT=maxi cN0;i40 and therefore xðtÞAKd;m on
½0; TÞ:
It remains to show that Kd;m is bounded. If not there is ðxkÞCKd;m such that
jxkj1-N; and w.l.o.g. xki-N if iAI and ðxki Þ is bounded if ieI with some
|aICf1;y; ng: We may also assume zk :¼ xk=jxkj1-z: Evidently zAS> with
jzj1 ¼ 1 and zip0 if iAI ; zi ¼ 0 if ieI : Hence y :¼ z is ‘‘admissible’’ in the
deﬁnition of Kd;m which leads to the contradiction
0odp/exk ; yS ¼
X
iAI
yie
xk
ip
X
iAI
ex
k
i-0:
(c) Below, the following facts will be used frequently. Let J ¼ ½0; T  with T40; cð
Þ
be a solution of (7) for arbitrary kX0 and cðtÞ denote the unique strictly positive
equilibrium of (2) in the class cðtÞ þ S: Then there are K ; L; M; M; Z40; all
depending on T but independent of kX0; such that
0ociðtÞpM; 0oZpci ðtÞpM on J for i ¼ 1;y; n;
j f ðcÞjNpK and f is Lipschitz of constant L on ½0; Mn: ð14Þ
The bounds for cðtÞ need further explanation, while the other facts are direct
consequences of parts (a) and (b) of this proof. Theorem 1(c) yields cðtÞ ¼
limt-N zðtÞ where
’zðtÞ ¼ NLRðzðtÞÞ on Rþ; zð0Þ ¼ cðtÞ:
Fix %cb0 with Rð%cÞ ¼ 0 and let V be given by (4). Now observe ﬁrst that hðxÞ ¼
x ln ðx= %xÞ  ðx  %xÞ with %x40 has h00ðxÞ ¼ 1=x for x40: Hence
hðxÞ ¼
Z x
%x
Z s
%x
1
r
dr dsX
ðx  %xÞ2
2x
X
x
2
 %x for xX %x;
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and therefore xp2ð %x þ hðxÞÞ for all xX0 which yields
jcj1 ¼
Xn
i¼1
cip2ðj%cj1 þ VðcÞÞ for all cARnþ:
Consequently,
jcðtÞj1p2ðj%cj1 þ VðcðtÞÞÞp2ðj%cj1 þ VðcðtÞÞÞ;
since V is a Lyapunov function for (2). This yields upper bounds on the ci ðtÞ:Having
upper bounds, the same arguments as given below (13) show that cðtÞ ¼ cN0 
 exðtÞ
with xðtÞAKd;m on J; where d; m40 are independent of kX0: Since Kd;m from (13) is
bounded, this also yields strictly positive lower bounds for the ci ðtÞ:
In the subsequent steps we omit the argument t whenever this is reasonable.
(i) Consider Vðc;fðcÞÞ where V : ð0;NÞn  ð0;NÞn-Rþ is given by
Vðc; cÞ ¼
Xn
i¼1
ci ln
ci
ci
 ðci  ci Þ; ð15Þ
and fðcÞ denotes the unique strictly positive equilibrium in the class c þ S for cb0;
recall that f : ð0;NÞn-ð0;NÞn is well deﬁned by Theorem 1(a), and
fðcÞ ¼ c iff RðcÞ ¼ 0 and Ec ¼ Ec:
We claim that for every T40 there exist oT40 and MT40 such that
d
dt
VðckðtÞ;fðckðtÞÞÞpMT  oT k
Xm
j¼1
ljRjðckðtÞÞ2 on ½0; T  for all kX0; ð16Þ
where ckð
Þ is the solution of (7).
To establish (16), ﬁx kX0 and let cð
Þ ¼ ckð
Þ as well as cð
Þ ¼ fðckð
ÞÞ: Evidently
cð
Þ is differentiable if f has this property. Since f is implicitly deﬁned by Fðc; cÞ ¼
0 with Fðc; cÞ ¼ ðRðcÞ; Eðc  cÞÞ; differentiability of f follows by the implicit
function theorem in case detð@F@c ðc; cÞÞa0 if Fðc; cÞ ¼ 0: Let xAkerð@F@cðc; cÞÞ for
such c; c: This implies R0ðcÞx ¼ 0 and Ex ¼ 0; hence x
cAS
> by (12) and xAS:
Therefore / x
c; xS ¼ 0; hence x ¼ 0: Consequently, to establish (16) we have to
obtain appropriate bounds for
d
dt
Vðc; cÞ ¼ /ln c
c
; f ðcÞSþ k/ln c
c
; NLRðcÞSþ/1 c
c
; ’cS ð17Þ
with 1 ¼ ð1;y; 1Þ: The ﬁrst term on the right is bounded due to (14) combined with
fiðcÞ ln cip Lci ln cipL=e if 0ocip1: ð18Þ
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To obtain an estimate for the last term, notice that RðcðtÞÞ  0 implies R0ðcÞ’c ¼ 0;
hence ’c=cAS> by (12). On the other hand E ’c ¼ E ’c ¼ Ef ðcÞ; i.e. ’c  f ðcÞAS and
therefore / ’c=c; ’c  f ðcÞS ¼ 0: By Cauchy–Schwarz, this yields
Xn
i¼1
ð’ci Þ2
ci
p
Xn
i¼1
fiðcÞ2
ci
; hence j’cj2p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
M=Z
p
j f ðcÞj2:
By means of (14) it follows that j/1 c
c
; ’cSj is bounded. Hence there is MT40
such that
d
dt
Vðc; cÞpMT þ k ln c
c
; NLRðcÞ
D E
;
and then (16) follows by means of (6) and (14); recall that kj in (6) corresponds to
klj:
(ii) Consider W : ð0;NÞn-Rþ deﬁned by
WðcÞ ¼ jDðcÞ1=2L1=2RðcÞj2 with DðcÞ ¼ diagðca1 ;y; camÞ:
Suppose that cki ðtÞXg40 on ½0; a for i ¼ 1;y; n and all kX0: We claim that, in this
situation, there are constants K1; K2; s40 and k040 such that
WðckðtÞÞpWðc0ÞK1eskt þ K2sk on ½0; a for all kXk0; ð19Þ
where ckð
Þ is the solution of (7). Let jðtÞ ¼ WðckðtÞÞ on ½0; a: Then (19) is valid if
the differential inequality
j0pL1  kð2s L2jÞj a:e: on ½0; a for all kXk0 ð20Þ
holds with L1; L2; s40 independent of k: Indeed, (20) implies
jðtÞpjð0Þe2skt exp kL2
Z t
0
jðtÞ dt
	 

þ L1
Z t
0
e2skðtsÞexp kL2
Z t
s
jðtÞ dt
	 

ds
by Gronwall’s lemma, and
kL2
Z t
s
jðtÞ dtpkL2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t  sp
Z t
s
jðtÞ2 dt
	 
1=2
pksðt  sÞ þ k L
2
2
4s
Z t
s
jðtÞ2 dt:
By (14) there is r40 such that jðtÞ2 ¼ /DðckÞ1LRðckÞ; RðckÞSpr Pmj¼1 ljRjðckÞ2;
hence the integrated version of (16) implies
k
L22
4s
Z t
s
jðtÞ2 dtprL
2
2
4s
Z t
s
k
Xm
j¼1
ljRjðckðtÞÞ2 dtpMa;g for 0psptpa;
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with some Ma;g independent of kX0: Consequently,
jðtÞpjð0ÞeMa;geskt þ L1eMa;g
Z t
0
esks ds;
hence (19) is valid with K1 ¼ Ma;g and K2 ¼ L1eMa;g :
It remains to establish (20), where we consider CðcÞ ¼ 1
2
WðcÞ2 ¼
1
2/DðcÞ1LRðcÞ; RðcÞS to keep the computations shorter. Elementary calculations
show that
rCðcÞ ¼ 1
2
C1AT DðcÞ1LRðcÞ2 þ R0ðcÞT DðcÞ1LRðcÞ
with C ¼ diagðc1;y; cnÞ and A ¼ ðaj;kÞ; notice that @caj@ck ¼ cajaj;k 1ck and recall that
RðcÞ2 is short for ðR1ðcÞ2;y; RmðcÞ2Þ: Insertion of ’c ¼ f ðcÞ þ kNLRðcÞ into
/rCðcÞ; ’cS leads to four different terms that are estimated below; recall that we
only need estimates that are valid for cA½g; Mn: For the ﬁrst term we obtain
1
2
/C1AT DðcÞ1LRðcÞ2; f ðcÞSpj1
2
DðcÞ1LRðcÞ2j1 jAC1f ðcÞjNpl1CðcÞ;
while for the second one we have
 1
2
/C1AT DðcÞ1LRðcÞ2; kNLRðcÞSpkj1
2
DðcÞ1LRðcÞ2j1 jAC1NLRðcÞjN
pkCðcÞjjAC1NDðcÞ1=2L1=2jj 
 jDðcÞ1=2L1=2RðcÞjNpl2kCðcÞ3=2;
where jj 
 jj denotes an appropriate matrix norm. To obtain an upper bound for the
third term notice that
@Rj
@ck
ðcÞ ¼ aj;k
ck
caj  kj
bj;k
ck
cbj ¼ nj;k
ck
caj þ bj;k
ck
RjðcÞ;
i.e.
R0ðcÞ ¼ DðcÞNT C1 þRðcÞBT C1
with
RðcÞ ¼ diagðR1ðcÞ;y; RmðcÞÞ; B ¼ ðbj;kÞ:
Hence R0ðcÞ is bounded on ½g; Mn and therefore
/R0ðcÞT DðcÞ1LRðcÞ; f ðcÞS ¼ /DðcÞ1=2L1=2RðcÞ; DðcÞ1=2L1=2R0ðcÞf ðcÞSpl3CðcÞ1=2:
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Concerning the last term, above formula for R0ðcÞ yields
/R0ðcÞT DðcÞ1LRðcÞ; kNLRðcÞS
¼ k/NLRðcÞ; C1NLRðcÞSþ k/LRðcÞ2; DðcÞ1BT C1NLRðcÞS:
Evidently,
/NLRðcÞ; C1NLRðcÞSX 1
M
/NT NLRðcÞ;LRðcÞSX m
M
jLRðcÞj22;
where m40 is the smallest eigenvalue of the positive deﬁnite matrix NT N: Therefore
/NLRðcÞ; C1NLRðcÞSXs0CðcÞ with some s040;
where s0 only depends on g; M:
Since the remaining part can be estimated in the same manner as the second term,
we obtain
/R0ðcÞT DðcÞ1LRðcÞ; kNLRðcÞSp ks0CðcÞ þ l4kCðcÞ3=2:
Altogether these estimates imply
d
dt
CðcÞpl1CðcÞ þ l3CðcÞ1=2 þ kðl2 þ l4ÞCðcÞ3=2  ks0CðcÞ
along the solutions cð
Þk of (7). By means of d
dt
CðckðtÞÞ ¼ jðtÞj0ðtÞ a.e. and j0 ¼ 0
a.e. on ftA½0; a: jðtÞ ¼ 0g it follows that
j0pL1 þ kL2j2 þ l1  ks0
2
j a:e on ½0; a
with certain L1; L240 that are independent of k: Therefore (20) holds with s ¼ s0=8
and k0 ¼ 2l1=s0; say.
(iii) Let a40 and suppose that mini cki ðtÞXg on ½0; a for all large k with some
g40: In this situation (19) is valid, and we claim that this implies ckðtÞ-cNðtÞ as
k-N; uniformly on compact subsets of ð0; a: Since the solution cNð
Þ of (10) is
unique, it sufﬁces to show that, given any sequence kl-N; there is a subsequence of
ðckl Þ which converges to cN; locally uniformly on ð0; a: Keeping this in mind, we
again write ck instead of ckl and subsequences thereof.
By (19) and (14) there exist L1; L2; s40 (depending on a; g but independent of k)
and k040 such that
jRðckðtÞÞj2pL1eskt þ L2=k on ½0; a for all kXk0: ð21Þ
Hence, given eAð0; aÞ; kRðckðtÞÞ is bounded on ½e; a uniformly with respect to kX0:
Exploitation of the differential equation (7) shows that ðckÞ is relatively compact in
Cð½e; a;RnÞ for all eAð0; aÞ: Consideration of elr0 together with the usual
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diagonalization procedure yields a subsequence of ðckÞ; again denoted by ðckÞ; such
that ckðtÞ-cðtÞ locally uniformly on ð0; a: Since ðkRðckð
ÞÞÞ is weakly relatively
compact in L1ð½0; a;RnÞ by (21), we may also assume kLRðckÞ,f in L1ð½0; a;RnÞ:
Therefore, integration of the differential equation for ck from s to t and k-N yields
cðtÞ ¼ cðsÞ þ
Z t
s
f ðcðtÞÞ dtþ N
Z t
s
fðtÞ dt for 0osotpa;
hence the limit cð
Þ is absolutely continuous and satisﬁes
’c ¼ f ðcÞ þ NfðtÞ a:e: on ½0; a:
Evidently cð
Þ also satisﬁes RðcðtÞÞ ¼ 0 and cðtÞA½g; Mn on ð0; a: Consequently,
0 ¼ R0ðcðtÞÞ ’cðtÞ ¼ R0ðcðtÞÞ½ f ðcðtÞÞ þ NfðtÞ a:e: on ½0; a;
which implies
fðtÞ ¼ ½R0ðcðtÞÞN1R0ðcðtÞÞf ðcðtÞÞ a:e: on ½0; a;
recall from step (b) that R0ðcÞN is invertible on fcb0: RðcÞ ¼ 0g: Hence cð
Þ is a
solution of the differential equation in (10) and the limit cð0þÞ ¼ limt-0þcðtÞ exists,
since the right-hand side FNðcÞ is bounded on ½g; Mn-M: Moreover
EcðtÞ ¼ lim
k-N
EckðtÞ ¼ Ec0 þ lim
k-N
Z t
0
Ef ðckðsÞÞ ds on ð0; a
implies jEcðtÞ  Ec0jpjjEjjKt; hence Ecð0þÞ ¼ Ec0: Evidently, Rðcð0þÞÞ ¼ 0 and
therefore cð0þÞ is the unique strictly positive equilibrium in the class c0 þ S; i.e.
cð0þÞ ¼ cN0 : This means cðtÞ ¼ cNðtÞ on ½0; a; hence the claim is proved.
(iv) To ﬁnish the proof of (c) let us ﬁrst show that ck converges to cN; locally
uniformly on some small interval ð0; a: This holds by the previous step if there are
a; g40 such that minicki ðtÞXg on ½0; a for all large kX0: Let zð
Þ be the solution of
’z ¼ NLRðzÞ on Rþ; zð0Þ ¼ c0:
By Theorem 1(c) there is Z40 such that ziðtÞX2Z on Rþ for all i; and zðtÞ-%c as
t-N; where %cb0 is the equilibrium in the class c0 þ S (i.e. %c ¼ cN0 ). Let V denote
the Lyapunov function from (4), and d :¼ 1
4
minl %cl : Then VðzðtÞÞr0 as t-N implies
VðzðTÞÞpd for some T40: Consider zkðtÞ ¼ ckðt=kÞ on ½0; T  and notice that zk is
the solution of
’zk ¼ 1
k
f ðzkÞ þ NLRðzkÞ on ½0; T ; zkð0Þ ¼ c0:
Due to the continuous dependence of zkð
Þ on the right-hand side it follows that
zk-z in Cð½0; T ;RnÞ; hence mini zki ðtÞXZ on ½0; T  and VðzkðTÞÞp2d for all large k:
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This means
min
i
cki ðtÞXZ40 on ½0; T=k and VðckðT=kÞÞp2d for all large k:
Since VðcÞ satisﬁes ’VðcÞp/ln ðc=%cÞ; f ðcÞS; the uniform bounds given in (14)
together with (18) imply d
dt
VðckðtÞÞpM1 on ½0; 1; say, for all kX0 with some M140:
Hence there is a40 such that VðckðtÞÞp3d on ½T=k; a for all kXk0: Therefore, by
the choice of d40 above, any c :¼ ckðtÞ with kXk0 and tA½T=k; a satisﬁes
ci
%ci
ln
ci
%ci
þ 1
4
pci
%ci
for i ¼ 1;y; n;
which implies cki ðtÞXr%ci on ½T=k; a where r40 is the smallest solution of r ln r þ
1=4 ¼ r: Hence
min
i
cki ðtÞXg :¼ minf4dr; Zg40 on ½0; a for kXk0:
Consequently,
T :¼ supfa40 : ckðtÞ-cNðtÞ locally uniformly on ð0; ag40
by step (iii), and it remains to show T ¼N: Assume that ToN and let
d ¼ 1
4
minfcNi ðtÞ: tA½0; T ; i ¼ 1;y; ng40:
Since the estimates of type (14) are valid for the ﬁxed interval ½0; T þ 1; there is
M240 such that
ln
ckðtÞ
%c
; f ðckðtÞÞ
 
pM2 on ½0; T þ 1 for all kX0 and all %cA½d; Mn:
Let 0oaominf d
2M2
; 1; Tg: Evidently ckðT  aÞ-%c :¼ cNðT  aÞA½d; Mn: Consider
V from (4) with this particular %c: Then
d
dt
VðckðtÞÞpM2 on ½0; T þ 1 and VðckðT  aÞÞpd for all kXk0;
hence VðckðtÞÞp2d on ½T  a; T þ a for all kXk0: Therefore, by a repetition of the
arguments given above, there is g40 such that mini cki ðtÞXg on ½0; T þ a for all large
k: This implies ckðtÞ-cNðtÞ locally uniformly on ð0; T þ a by step (iii), a
contradiction. Hence T ¼N which ends the proof. &
Remark. In Chapter 12.5 of [12] the authors study the instantaneous reaction limit
for systems of chemical reactions composed of slow and fast reactions under the
assumption of mass-action kinetics but without macroscopic convection. This leads
to initial value problems of type (7) with f having a special structure since it
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corresponds solely to additional slow reactions. There the basic idea is to rewrite
system (7) in terms of slow and fast variables and to apply classical singular
perturbation theory, in particular Tihonov’s theorem. Translated to our notation
this means to apply the transformation u ¼ Ec; v ¼ NT c; and to rewrite (7) in terms
of u and v: If f denotes the inverse transformation, this leads to
’u ¼ Ef ðfðu; vÞÞ on Rþ; uð0Þ ¼ Ec0;
e’v ¼ eNT f ðfðu; vÞÞ þ NT NLRðfðu; vÞÞ on Rþ; vð0Þ ¼ NT c0 ð22Þ
with e ¼ 1=k: Then the limit problem is given by
’u ¼ Ef ðfðu; vÞÞ on Rþ; uð0Þ ¼ Ec0;
0 ¼ Rðfðu; vÞÞ: ð23Þ
Theorem 12.5.1 of this reference states that (23) has a unique local solution ðu0; v0Þ
on some interval ð0; TÞ and that the solutions ðue; veÞ converge to ðu0; v0Þ as e-0þ;
uniformly on compact subsets of ð0; TÞ: Unfortunately, a completely rigorous
proof is not given. In particular, the Theorem of Tihonov, at least in the
version given in [12], does not cover this situation since e also appears on the
right-hand side in (22). Furthermore, observe that (23) is an implicit formulation of
the limit problem and requires knowledge of a complete set of conserved quantities,
while the explicit formulation by means of (10) only involves the stoichiometric
coefﬁcients.
Let us also note that the direct proof of Theorem 2 given here yields a thorough
understanding of the particular features of system (7), which is indispensable for
extensions to reaction–diffusion systems; a ﬁrst step in this direction is contained in
[3]. Reaction diffusion systems with a single instantaneous irreversible reaction are
studied in [2] with different methods; there one can also ﬁnd further references
concerning the irreversible case.
4. An example from catalysis
One, if not the prototype for a catalyzed reaction is given by the scheme
E þ S"C-E þ P:
The particular notation is adapted to enzyme-catalyzed reactions, where the enzyme
E reversibly reacts with another chemical species S called substrate to form an
enzyme–substrate complex C: This complex irreversibly reacts into the original
enzyme plus one or more products P: The same kind of mechanism plays a
fundamental role in all areas of catalysis. More details about catalytic reactions can
be found, e.g., in [5,9].
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Here, the above reaction mechanism will serve to illustrate the applicability of
Theorem 2 and the difference compared to the quasi-steady-state approximation. In
the simplest case of an ideally mixed batch reactor, the above scheme leads to the
mathematical model
’cE ¼ k1cEcS þ k1cC þ k2cC on Rþ; cEð0Þ ¼ cE;0;
’cS ¼ k1cEcS þ k1cC on Rþ; cSð0Þ ¼ cS;0;
’cC ¼ k1cEcS  k1cC  k2cC on Rþ; cCð0Þ ¼ 0;
’cP ¼ k2cC on Rþ; cPð0Þ ¼ 0:
ð24Þ
This initial value problem is of type (7) if we let
c ¼ ðcE ; cS; cC ; cPÞ; f ðcÞ ¼ ðk2cC ; 0;k2cC ; k2cCÞ;
N ¼ ð1;1; 1; 0ÞT ; RðcÞ ¼ ðcEcS  k1cCÞ with k1 ¼ k1=k1:
Since this example contains only one reversible reaction, we may take k ¼ k1
and L ¼ 1:
If the reversible reaction is fast compared to the irreversible step, then Theorem 2
says that for large k1 the solution of (24) will be close to the solution of the limiting
problem (10). In the example considered here, this limit dynamical system is given by
’cNE ¼
cNE
cNE þ cNS þ k1
k2c
N
C on Rþ; c
N
E ð0Þ ¼ cNE;0;
’cNS ¼ 
cNS þ k1
cNE þ cNS þ k1
k2c
N
C on Rþ; c
N
S ð0Þ ¼ cNS;0;
’cNC ¼ 
cNE
cNE þ cNS þ k1
k2c
N
C on Rþ; c
N
C ð0Þ ¼ cNC;0;
’cNP ¼ k2 cNC on Rþ; cNP ð0Þ ¼ cNP;0:
Since the system contains four species and one fast reversible reaction, there are three
independent conservation laws given by
e1 ¼ ð1; 0; 1; 0Þ; e2 ¼ ð0; 1; 1; 0Þ; e3 ¼ ð0; 0; 0; 1Þ:
Therefore the new initial concentrations are determined by the algebraic system
cNE;0 þ cNC;0 ¼ cE;0; cNS;0 þ cNC;0 ¼ cS;0; cNP;0 ¼ 0; cNE;0 cNS;0 ¼ k1 cNC;0:
Let us note in passing that the identities
cNE þ cNC  cNE;0 þ cNC;0 ¼ cE;0; k1cNE þ cNE cNS  k1cNE;0 þ cNE;0cNS;0 ¼ k1cE;0
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can be used to obtain
cNP ðtÞ ¼ cNE ðtÞ  cNE;0 þ k1cE;0
1
cNE;0
 1
cNE ðtÞ
 !
on Rþ;
and cNE ðtÞ is given by the single differential equation
’cNE ¼
ðcNE Þ2
ðcNE Þ2 þ k1cE;0
k2ðcE;0  cNE Þ on Rþ; cNE ð0Þ ¼ cNE;0:
In Figure 1 the solution of the original system is compared to the instantaneous
reaction limit, where the parameters are
k1 ¼ 25; k1 ¼ 7:5 ðk1 ¼ 0:3Þ; k2 ¼ 1:0; cE;0 ¼ 0:5; cS;0 ¼ 1:0:
The shaded curves result from the quasi-steady-state approximation which is
described below.
If the irreversible reaction step is fast compared to the reversible one, the above
approximation is not useful. In this case the intermediate species C will not
accumulate and it is therefore reasonable to assume cCE0: Within the quasi-steady-
state approach it is in fact assumed that even ’cCE0; i.e. that the intermediate is in
steady state. This allows for elimination of cC in (24) which yields
cCðtÞ ¼ cEðtÞcSðtÞ
KM
with KM ¼ k1 þ k2
k1
:
Since the balance equation for cEðtÞ is no longer useful, one now exploit
the conservation law cEðtÞ þ cCðtÞ  cE;0 to eliminate cE : This leads to the
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Michaelis–Menten kinetics, i.e.
’cS ¼ k2cE;0 cS
KM þ cS on Rþ; cSð0Þ ¼ cS;0;
’cP ¼ k2cE;0 cS
KM þ cS on Rþ; cSð0Þ ¼ 0:
Figure 2 shows the solution of the original system compared to the quasi-steady-
state approximation, where the parameters are
k1 ¼ 1; k1 ¼ 0:3 ðk1 ¼ 0:3Þ; k2 ¼ 5:0; cE;0 ¼ 0:5; cS;0 ¼ 1:0:
This time the shaded curves result from the instantaneous reaction limit.
Much more information about the quasi-steady-state approximation applied to
enzyme–substrate reactions of the type considered above is provided in [10].
Additional references to related papers in the engineering literature can be found in
[4,10].
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