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Résumé
Un prototype des algèbres de Gerstenhaber est l’espace Tpoly(Rd) des champs de tenseurs sur Rd muni
du produit extérieur et du crochet de Schouten. Dans cet article, on décrit explicitement la structure de la
G∞ algèbre enveloppante d’une algèbre de Gerstenhaber. Cette structure permet de définir une cohomolo-
gie de Chevalley–Harrison sur cette algèbre. On montre que cette cohomologie à valeur dans R n’est pas
triviale dans le cas de la sous algèbre de Gerstenhaber des tenseurs homogènes T hompoly (R
d ).
© 2008 Elsevier Masson SAS. Tous droits réservés.
Abstract
The fundamental example of Gerstenhaber algebra is the space Tpoly(Rd) of polyvector fields on Rd ,
equipped with the wedge product and the Schouten bracket. In this paper, we explicitely describe what
is the enveloping G∞ algebra of a Gerstenhaber algebra G. This structure gives us a definition of the
Chevalley–Harrison cohomology operator for G. We finally show the nontriviality of a Chevalley–Harrison
cohomology group for a natural Gerstenhaber subalgebra in Tpoly(Rd).
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1. Introduction et motivation
L’espace Tpoly(Rd) des champs de tenseurs antisymétriques est une algèbre de Lie graduée
pour le crochet de Schouten. Afin d’étudier la cohomologie de Chevalley de cette algèbre pour
la représentation adjointe, on peut se resteindre comme dans [1] à des cochaînes très simples :
les cochaînes linéaires ou vectorielles définies sur les champs de vecteurs (respectivement les
tenseurs linéaires). Dans les deux cas, la cohomologie est donnée par les mêmes cochaînes ca-
ractérisées par leur valeur sur les champs de vecteurs linéaires
α =
∑
αi(x)∂i, α
i(x) linéaire.
Mais G = Tpoly(Rd) possède une structure plus riche : c’est une algèbre de Gerstenhaber
pour le produit extérieur et le crochet de Schouten. Grâce à cette structure, on peut définir
une cohomologie de Chevalley–Harrison dont les cochaînes sont les applications linéaires de
S+((
⊗+G[1])[1]) dans G[1] (la définition de cette bicogèbre est donnée dans les sections 6
et 7). Cette dernière cohomologie est triviale (voir [7] ou [10]).
Les champs de vecteurs ou les tenseurs linéaires ne sont que des sous algèbres de Lie de
Tpoly(Rd). Une sous algèbre de Gerstenhaber simple (et intéressante) de Tpoly(Rd) est formée
par l’espace noté T hompoly (R
d) des tenseurs homogènes, c’est à dire des tenseurs
α =
∑
i1<···<ik
αi1...ik (x)∂i1 ∧ · · · ∧ ∂ik , avec αi1...ik (x) polynôme homogène de degré k.
En particulier, cette sous algèbre est de dimension finie et elle contient toutes les structures
de Poisson quadratiques. Les cocycles de Chevalley fondamentaux sur les champs de vecteurs et
les tenseurs linéaires décrits dans [1] et [2] ne sont pas nuls sur T hompoly (Rd).
Le but de cet article est d’étudier plus en détail cette situation. Tout d’abord, nous reprenons
explicitement et complètement la construction de la structure de cogèbre de Gerstenhaber et
de G∞-algèbre induites par celle d’algèbre de Gerstenhaber sur l’espace S+((
⊗+G[1])[1]),
ceci nous permet de préciser à chaque étape les signes apparaissant dans les prolongements des
opérateurs définis sur G. Plus précisement, une algèbre de Gerstenhaber est un espace vectoriel
gradué G muni de deux opérations ∧ et [ , ] de degrés respectifs 0 et −1 et respectivement
commutatif et antisymétrique gradués. Malheureusement les axiomes usuels de cette structure
ne satisfont pas la règle des signes de Koszul sur G. On procède donc à un premier décalage en
considérant l’espace G[1]. On obtient deux opérations μ2 et [ , ], dont la symétrie est l’opposée
de celle de ∧ et [ , ] et dont les axiomes vérifient bien la règle des signes de Koszul.
On effectue, alors, le prolongement en μ et [ , ] de ces deux structures sur le quotient⊗+
(G[1]) de T (G[1]) par l’espace engendré par les images de toutes les applications batte-
ments.
Sur
⊗+
(G[1]), on a un cocrochet naturel δ. Le produit μ est une codérivation de δ telle que
μ ◦μ = 0.
Revenant au crochet [ , ], on l’étend à ⊗+(G[1]) de façon à en faire une algèbre de Lie.
La construction classique consiste à considérer l’espace S+((
⊗+G[1])[1]) et à le munir d’un
coproduit  et d’une codérivation  telle que  ◦  = 0. Il reste à décaler δ et μ respectivement
en κ et m pour les étendre aussi à S+((
⊗+G[1])[1]). Cependant, m et  sont des codérivations
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sections 5 et 6.
Finalement, on montre que le 3-cocycle de Chevalley fondamental C défini sur les champs de
vecteurs à valeurs dans C∞(Rd) donne sur T hompoly (Rd) une cochaîne à valeurs dans R notée f .
Nous montrons que f est un cocycle de Chevalley–Harrison non trivial.
2. A∞ algèbres et cohomologie de Hochschild
Soit A une algèbre associative | |-graduée, son produit A⊗A → A, α⊗β → α.β est associatif
de degré 0. On considère l’espace A[1] et la graduation deg(α) = |α|−1 qu’on note simplement
par la lettre α. On construit un nouveau produit m2 sur A[1] défini par m2(α ⊗ β) = (−1)αα.β .
Alors, m2 devient un produit antiassocitif de degré 1 sur A[1] :
m2
(
m2(α,β), γ
)= −(−1)αm2(α,m2(β, γ )).
On considère, maintenant, l’algèbre tensorielle de A[1] sans unité : T +(A[1]) =⊕
p1(
⊗p
A[1]).
Cette algèbre munie du coproduit de déconcaténation
(α1 ⊗ · · · ⊗ αp) =
p−1∑
k=1
(α1 ⊗ · · · ⊗ αk)⊗ (αk+1 ⊗ · · · ⊗ αp)
est une cogèbre coassociative. En effet, on a
(id ⊗) ◦(α1 ⊗ · · · ⊗ αp)
= (id ⊗)
(
p−1∑
k=1
(α1 ⊗ · · · ⊗ αk)⊗ (αk+1 ⊗ · · · ⊗ αp)
)
=
∑
1k<jp−1
(α1 ⊗ · · · ⊗ αk)⊗ (αk+1 ⊗ · · · ⊗ αj )⊗ (αj+1 ⊗ · · · ⊗ αp)
et
(⊗ id) ◦(α1 ⊗ · · · ⊗ αp)
= (⊗ id)
(
p−1∑
j=1
(α1 ⊗ · · · ⊗ αj )⊗ (αj+1 ⊗ · · · ⊗ αp)
)
=
∑
1k<jp−1
(α1 ⊗ · · · ⊗ αk)⊗ (αk+1 ⊗ · · · ⊗ αj )⊗ (αj+1 ⊗ · · · ⊗ αp).
Donc, (id ⊗ ) ◦  = ( ⊗ id) ◦  et la cogèbre (T +(A[1]),) est alors coassociative. Cette
cogèbre est colibre, ce qui permet de prolonger toute application linéaire Qk :⊗p A[1] → A[1]
en une codérivation de façon unique. En particulier, on prolonge le produit m2 à (T +(A[1]),)
comme une codérivation m de cette cogèbre ((m⊗ id + id ⊗m) ◦ =  ◦m) en posant :
m(α1 ⊗ · · · ⊗ αp) =
p−1∑
j=1
(−1)
∑
i<j αi α1 ⊗ · · · ⊗ αj−1 ⊗m2(αj ,αj+1)⊗ αj+2 ⊗ · · · ⊗ αp.
La codérivation m est de degré 1 dans T +(A[1]), elle vérifie m ◦m = 0.
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(m⊗ id + id ⊗m) ◦(α1 ⊗ · · · ⊗ αp)
= (m⊗ id + id ⊗m)
(
p−1∑
k=1
α1 ⊗ · · · ⊗ αk ⊗ αk+1 ⊗ · · · ⊗ αp
)
=
p−1∑
k=1
(
k−1∑
j=1
(−1)
∑
i<j αi
(
α1 ⊗ · · · ⊗m2(αj ,αj+1)⊗ · · · ⊗ αk
)⊗ (αk+1 ⊗ · · · ⊗ αp)
+
p−1∑
j=k+1
(−1)
∑
i<j αi (α1 ⊗ · · · ⊗ αk)⊗
(
αk+1 ⊗ · · · ⊗m2(αj ,αj+1)⊗ · · · ⊗ αp
))
=
∑
1j<kp−1
(−1)
∑
i<j αi (α1 ⊗ · · · ⊗m2(αj ,αj+1)⊗ · · · ⊗ αk)⊗ (αk+1 ⊗ · · · ⊗ αp)
+
∑
1k<jp−1
(−1)
∑
i<j αi (α1 ⊗ · · · ⊗ αk)⊗
(
αk+1 ⊗ · · · ⊗m2(αj ,αj+1)⊗ · · · ⊗ αp
)
.
D’autre part, on a
 ◦m(α1 ⊗ · · · ⊗ αp)
= 
(
p−1∑
j=1
(−1)
∑
i<j αi α1 ⊗ · · · ⊗ αj−1 ⊗m2(αj ,αj+1)⊗ αj+2 ⊗ · · · ⊗ αp
)
=
∑
1j<kp−1
(−1)
∑
i<j αi
(
α1 ⊗ · · · ⊗m2(αj ,αj+1)⊗ · · · ⊗ αk
)⊗ (αk+1 ⊗ · · · ⊗ αp)
+
∑
1k<jp−1
(−1)
∑
i<j αi (α1 ⊗ · · · ⊗ αk)⊗
(
αk+1 ⊗ · · · ⊗m2(αj ,αj+1)⊗ · · · ⊗ αp
)
= (m⊗ id + id ⊗m) ◦(α1 ⊗ · · · ⊗ αp).
m étant une codérivation de degré impair, m ◦ m = 0 est aussi une codérivation. Avec les
notations précédentes, m ◦m est l’unique prolongement de (m ◦m)3 et puisque
(m ◦m)3(α1 ⊗ α2 ⊗ α3) = m2
(
m2(α1 ⊗ α2)⊗ α3 + (−1)a1α1 ⊗m2(α2 ⊗ α3)
)= 0.
Par unicité de la codérivation qui prolonge les (m ◦m)k , on en déduit que m ◦m = 0.
Définition 2.1 (A∞ algèbre). Une A∞ algèbre est une cogèbre codifférentielle graduée coas-
sociative de la forme (T +(A[1]),,m) où  est le coproduit de déconcaténation et m est une
codérivation de  de degré 1 et de carré nul.
Soit F : (T +(A[1]),) → (T +(B[1]),′) un morphisme de cogèbres ((F ⊗ F) ◦  =
′ ◦ F ). On définit la projection Fn sur B[1] parallèlement à ⊕n1(⊗n B[1]) de la restric-
tion de F à T n(A[1]). L’application Fn : T n(A[1]) → B[1] est n−linéaire. Si on connait la suite
des (Fn)n, on montre qu’on peut reconstruire F de façon unique, plus précisément :
F(α1 ⊗ · · · ⊗ αn) =
n−1∑ ∑
Fr1(α1 ⊗ · · · ⊗ αr1)⊗ · · · ⊗ Frk (αrk−1+1 ⊗ · · · ⊗ αn)
k=1 0<r1<···<rk<n
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Définition 2.2 (Morphisme de A∞ algèbres). Un morphisme de A∞ algèbres A et B est un
morphisme de cogèbres coassociatives codifférentielles F : (T +(A[1]),mA) → (T +(B[1]),mB)
tel que mB ◦ F = F ◦mA.
L’équation de A∞ morphisme mB ◦ F = F ◦mA écrite sur les applications Fn : T n(A[1]) →
B[1] définissant F prend la forme suivante : Posons α{1,...,n} = α1 ⊗ · · · ⊗ αn.
D’une part, on a
mB ◦ F(α1 ⊗ · · · ⊗ αn)
=
∑
k,0<r1<···<rk<n
mB
(
Fr1(α1 ⊗ · · · ⊗ αr1)⊗ · · · ⊗ Frk (αrk−1+1 ⊗ · · · ⊗ αn)
)
=
∑
0<j<k
∑
0<r1<···<rk<n
(−1)
∑
i<rj
αi
Fr1(α{1,...,r1})⊗ · · · ⊗ Frj−1(α{rj−2+1,...,rj−1})
⊗mB(Frj (α{rj−1+1,...,rj })⊗ Frj+1(α{rj+1,...,rj+1}))⊗ Frj+2(α{rj+1+1,...,rj+2})⊗ · · ·
⊗ Frk (α{rk−1+1,...,rk}).
D’autre part, on a
F ◦mA(α{1,...,n})
= F
(
n−1∑
j=1
(−1)α{1,...,j−1}α{1,...,j−1} ⊗mA(αj ⊗ αj+1)⊗ α{j+2,...,n}
)
=
n−1∑
j=1
(−1)α{1,...,j−1}
∑
k,0<r1<···<rk<n
Fr1(α{1,...,r1})⊗ · · ·
⊗ Frt
(
α{rt−1+1,...,j−1} ⊗mA(αj ⊗ αj+1)⊗ α{j+2,...,rt }
)⊗ · · · ⊗ Frk (α{rk−1+1,...,rk}).
Il n’y a pas de Fn dans l’équation (mB ◦ F − F ◦ mA)(α{1,...,n}) = 0, cherchons les termes où
Fn−1 apparaît : ce sont
mB
(
Fn−1(α{1,...,n−1})⊗ F1(αn)
)+mB(F1(α1)⊗ Fn−1(α{2,...,n}))
−
n−1∑
j=1
(−1)α{1,...,j−1}Fn−1
(
α{1,...,j−1} ⊗mA(αj ⊗ αj+1)⊗ α{j+2,...,n}
)
= (−1)α{1,...,n−1}+1Fn−1(α{1,...,n−1}).F1(αn)+ (−1)α1+1F1(α1).Fn−1(α{2,...,n})
−
n−1∑
j=1
(−1)α{1,...,j }+1Fn−1
(
α{1,...,j−1} ⊗ (αj .αj+1)⊗ α{j+2,...,n}
)
= (dHFn−1)(α{1,...,n})
On retrouve l’opérateur de cobord de Hochschild dH .
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degré i dans V , il sera de degré i−p dans V [p]. L’espace B = A⊕∑p>0 V [p] muni du produit
m′
((
α +
∑
up
)
,
(
β +
∑
vq
))
=
(
m2(α,β)+
∑
αvp + upβ
)
est une algèbre associative et l’application f : A → B , définie par f (α) = (α,0) est un mor-
phisme d’algèbres.
Un morphisme de cogèbres coassociatives différentielles F = f + C sera appelé une A∞
formalité de module s’il est défini par des Fn homogènes de degré 0, de la forme F1 = f + C1,
où C1 est linéaire de A[1] dans V , et pour p > 1, Fp = Cp , où les Cp sont p-linéaires de⊗p
A[1] dans V .
On retrouve la cohomologie de Hochschild des algèbres associatives à valeurs dans un mo-
dule V .
Plus précisément, cette formalité est dite triviale s’il existe un morphisme G tel que C =
mB ◦G+G ◦mA, G étant de degré −1 et G =∑Bp avec Bp :⊗p(A[1]) → V [p].
On retrouve ainsi la cohomologie de Hochschild des algèbres associatives, puisque
Proposition 2.3 (A∞ formalités et cohomologie de Hochschild). Avec les notations précédentes,
F est une A∞ formalité si et seulement si
dHCk = 0 pour tout k > 0.
F est triviale si et seulement si
C1 = 0 et Ck = dHBk pour tout k > 1.
3. L∞ algèbres et cohomologie de Chevalley
Soit g une algèbre de Lie sur un corps K. Soit V un g module. La cohomologie de Chevalley
de g à valeurs dans V est définie de la façon suivante :
Une n-cochaîne C est une application n-linéaire alternée de gn dans V :
C ∈ Cn(g,V ) = Hom
( n∧
g,V
)
,
son cobord de Chevalley dCC ∈ Cn+1(g,V ) est la cochaîne définie comme :
dCC(X0, . . . ,Xn) =
n∑
j=0
(−1)jXjC(X0, . . . , jˆ , . . . ,Xn)
+
∑
i<j
(−1)i+jC([Xi,Xj ],X0, . . . , ıˆ, . . . , jˆ , . . . ,Xn).
On a dC ◦dC = 0 et le neme groupe de cohomologie Hn(g,V ) est le quotient de l’espace Zn(g,V )
des n cocycles (les cochaînes C telles que dCC = 0) par l’espace Bn(g,V ) des n cobords (les
cochaînes C telles qu’il existe b ∈ Cn−1(g,V ) tel que C = dCb).
Afin de présenter cette cohomologie de façon plus algébrique et intrinsèque, on regarde g
comme une L∞ algèbre. Cela permettra entre autres de généraliser immédiatement la cohomo-
logie au cas des algèbres de Lie différentielles et graduées.
Rappelons d’abord la règle des signes de Koszul : si dans les axiomes d’une structure al-
gèbrique on a une somme de quantités qui sont des compositions ou des produits d’objets
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ture graduée correspondante, on ajoute devant la quantité composée des objets dans l’ordre
Xi1, . . . ,Xin la signature de la permutation graduée
( x1 ... xn
xi1 ... xin
)
, c’est à dire le signe
ε
(
x1 . . . xn
xi1 . . . xin
)
ε est un morphisme et sur la transposition (xi, xi+1), on a ε(xi, xi+1) = (−1)xixi+1 .
Par exemple les axiomes d’une algèbre de Lie sont :
[X,Y ] = −[Y,X], [[X,Y ],Z]+ [[Y,Z],X]+ [[Z,X], Y ]= 0.
Les axiomes d’une algèbre de Lie graduée seront donc :
[X,Y ] = −ε
(
xy
yx
)
[Y,X] = (−1)xy[Y,X],
0 = [[X,Y ],Z]+ ε( xyz
yzx
)[[Y,Z],X]+ ε(xyz
zxy
)[[Z,X], Y ]
= [[X,Y ],Z]+ (−1)x(y+z)[[Y,Z],X]+ (−1)z(x+y)[[Z,X], Y ].
Pour une algèbre de Lie graduée différentielle, on ajoute la différentielle qui est une application
d : g→ g de degré 1 et telle que :
d[X,Y ] = [dX,Y ] + (−1)x[X,dY ].
La première étape de notre construction consiste en un décalage des degrés. Les signes appa-
raissant dans la formule de dC pour une algèbre de Lie usuelle seront alors directement donnés
par la règle de Koszul et la généralisation  de dC sera de degré 1. On munit donc les vecteurs X
de g du degré degré(X) = x = −1. On note g[1] cet espace gradué. Le crochet devient une ap-
plication graduée symmétrique  : S2(g[1]) → g[1] homogène de degré 1. De même l’algèbre∧
g est isomorphe en tant qu’espace vectoriel à l’algèbre S(g[1]). Il n’y a pas d’isomorphisme
d’algèbre entre ces deux espaces, il n’y a pas non plus d’isomorphisme linéaire canonique. Nous
choisissons l’isomorphisme donné dans [1] :
Xi1 ∧ · · · ∧Xin → (−1)
∑
j (n−j)xij Xi1. . . . .Xin.
Alors 2(X,Y ) = (−1)x[X,Y ] et si g est différentielle, on posera 1(X) = dX.
On considère S+(g[1]) = ∑n>0 Sn(g[1]) comme une cogèbre pour la comultiplication 
déduite de la déconcaténation de T +(g[1]), défini de la manière suivante :
soit I = {i1 < i2 < · · · < ik} une partie de {1, . . . , n}, on note XI le produit Xi1. . . . .Xik .  est
alors la comultiplication de degré 0 définie par :
(X1. . . . .Xn) =
∑
IunionsqJ={1,...n}
|I |>0, |J |>0
ε
(
x{1,...,n}
xI , xJ
)
XI ⊗XJ .
Remarquons que lorsque chaque xi = −1, le signe est simplement la signature de la permutation( 1,...,n
I,J
)
.
La cogèbre ainsi obtenue est une cogèbre cocommutative et coassociative : on note τ la volte
graduée
τ(X ⊗ Y) = ε
(
xy
yx
)
Y ⊗X.
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τ ◦ = 
(id ⊗) ◦ = (⊗ id) ◦.
En effet, on a :
τ ◦(X{1,...,n}) = τ
(∑
I,J
ε
(
x{1,...,n}
xI , xJ
)
XI ⊗XJ
)
=
∑
I,J
ε
(
xI , xJ
xJ , xI
)
ε
(
x{1,...,n}
xI , xJ
)
XJ ⊗XI
=
∑
I,J
ε
(
x{1,...,n}
xJ , xI
)
XJ ⊗XI = (X{1,...,n})
et
(id ⊗) ◦(X{1,...,n}) =
∑
I,J
(id ⊗ε
(
x{1,...,n}
xI , xJ
)
XI ⊗XJ
=
∑
I unionsqJ={1...n}
∑
K unionsqL=J
ε
(
x{1,...,n}
xI , xJ
)
ε
(
xJ
xK,xL
)
XI ⊗XK ⊗XL
=
∑
I unionsqK unionsqL={1...n}
ε
(
x{1,...,n}
xI , xK, xL
)
XI ⊗XK ⊗XL
= (⊗ id) ◦(X{1,...,n}).
Toute application linéaire f : (C, c) → (g[1],) où (C, c) est une cogèbre cocommutative, coas-
sociative et nilpotente (c’est à dire que pour tout c,(
⊗ id⊗n) ◦ (⊗ id⊗n−1) ◦ · · · ◦c = 0
pour n assez grand) se prolonge d’une façon unique en un morphisme de cogèbre F : (C, c) →
(S+(g[1]),).
On dira que c’est la cogèbre cocommutative et coassociative libre (sans co-unité) engendrée
par g[1]. On peut donc prolonger de façon unique l’application 1 + 2 en une codérivation de
degré 1 de notre cogèbre. Ce prolongement est donné par (voir [3]) :
(X1. . . . .Xn) =
∑
j
(−1)
∑
i<j xiX1. . . . .1(Xj ). . . . .Xn
+
∑
i<j
ε
(
x1 . . . xn
xixj x1 . . . ıˆjˆ . . . xn
)
2(Xi,Xj ).X1. . . . ıˆ . . . jˆ . . . .Xn.
 est une codérivation veut dire que, en tenant compte de la règle des signes de Koszul dans la
définition du produit tensoriel des applications,
(id ⊗ + ⊗ id) ◦ =  ◦ .
Elle est de carré nul  ◦  = 0 (voir [3,8]).
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(S+(g[1]),, ) où  est défini ci-dessus et  est une codifférentielle de  est de carré nul.
Si (g, [ , ], d) est une algèbre de Lie graduée différentielle, la L∞ algèbre L(g) =
(S+(g[1]),, ) telle que
1(X) = dX, 2(X.Y) = (−1)x[X,Y ], k = 0, k = 3,4, . . .
s’appelle la L∞ algèbre enveloppante de g.
Un morphisme de L∞ algèbre entre S+(g[1]) et S+(h[1]) est une application F entre ces
espaces qui est un morphisme de cogèbres différentielles. Puisque S+(h[1]) est libre, un tel
morphisme est caractérisé par la donnée d’une suite d’aplications :
Fn : Sn
(
g[1])→ h[1],
homogène de degré 0. F est un morphisme de cogèbre si et seulement si, pour tout n,
F(X1. . . . .Xn) =
∑
j>0
1
j !
∑
I1 unionsq ···unionsq Ij={1,...,n}
I1...Ij =∅
ε
(
x1 . . . xn
xI1 . . . xIj
)
F|I1|(XI1). . . . .F|Ij |(XIj ).
Enfin, F est un morphisme de cogèbres différentielles si et seulement si h ◦ F = F ◦ g. Ceci
donne une équation sur les Fn, appelée équation de formalité. Si g (resp h) est la codérivation
caractérisée par les applications gp : Sp(g[1]) → g[1] (resp. hq : Sq(h[1]) → h[1]) et si F est
caractérisée par les applications Fn : Sn(g[1]) → h[1], cette équation s’écrit :
0 =
∑
1pn
I1 unionsq ···unionsq Ip={1,...,n}
0<|I1|,...,|Ip |<n
ε
(
x{1,...,n}
xI1 . . . xIp
)
hp
(
F|I1|(XI1). . . . .F|Ip |(XIp)
)
−
∑
1pn
I unionsqJ={1,...,n}
|J |=p−1
ε
(
x{1,...,n}
xI xJ
)
Fp
(

g
|I |(XI ).XJ
)
.
Supposons maintenant que g et h soient deux algèbres de Lie graduées et ϕ : g → h un
morphisme de degré 0 d’algèbres de Lie. Cherchons tous les morphismes de L∞ algèbres
F : S+(g[1]) → S+(h[1]) tels que F1 = ϕ. Cela revient à chercher toutes les suites d’appli-
cations (Fn) (Fn : Sn(g[1]) → h[1]) telles que :
0 =
∑
I unionsqJ={1,...,n}
0<|I |,|J |<n
1
2
ε
(
x{1,...,n}
xI xJ
)

h
2
(
F|I |(XI ).F|J |(XJ )
)
−
∑
0<i<j<n+1
ε
(
x{1,...,n}
xixj x1 . . . ıˆjˆ . . . xn
)
Fn−1
(

g
2 (Xi.Xj).X1 . . . ıˆjˆ . . . .Xn
)
. (n)
Cette suite d’équations peut se résoudre par récurrence sur n. L’équation est vériffiée pour n = 2
puisque ϕ est un morphisme. Si on a résolu les équations (2), . . . , (n) qui portent sur F1 = ϕ,
F2, . . . ,Fn−1, l’équation (n) devient une équation en Fn de la forme :
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2
∑
I unionsqJ={1,...,n+1}
1<|I |, |J |<n
ε
(
x{1,...,n+1}
xI xJ
)

h
2
(
F|I |(XI ).F|J |(XJ )
)
=
∑
i
ε
(
x1 . . . xn+1
xix1 . . . ıˆ . . . xn+1
)

h
2
(
ϕ(Xi).Fn(X1. . . . ıˆ . . . .Xn+1)
)
−
∑
i<j
ε
(
x1 . . . xn+1
xixj x1 . . . ıˆjˆ . . . xn+1
)
Fn
(

g
2 (Xi.Xj).X1 . . . ıˆ . . . jˆ . . . .Xn+1
)
.
On peut donc définir la L∞ cohomologie.
Définition 3.2 (L∞ cohomologie). Soit g et h deux algèbres de Lie graduées et ϕ un homomor-
phisme d’algèbres de Lie de degré 0 de g dans h. On appelle n cochaîne sur g à valeurs dans h
une application Fn de degré fn de Sn(g[1]) dans h[1]. L’opérateur de cobord dL associe à cette
cochaîne Fn la cochaîne
dLFn(X1. . . . .Xn+1)
= h ◦ Fn − (−1)fnFn ◦ g
=
∑
i
ε
(
x1 . . . xn+1
xix1 . . . ıˆ . . . xn+1
)

h
2
(
ϕ(Xi).Fn(X1. . . . ıˆ . . . .Xn+1)
)
−(−1)fn
∑
i<j
ε
(
x1 . . . xn+1
xixj x1 . . . ıˆjˆ . . . xn+1
)
Fn
(

g
2 (Xi.Xj).X1 . . . ıˆ . . . jˆ . . . .Xn+1
)
.
Si Fn est de degré fn, dLFn est de degré fn + 1, donc
dL ◦ dL(Fn) = h ◦ dLFn − (−1)fn+1dLFn ◦ g
= h ◦ h ◦ Fn − (−1)fnh ◦ Fn ◦ g
− (−1)fn+1h ◦ Fn ◦ g − Fn ◦ g ◦ g = 0.
On retrouve en particulier la cohomologie de Chevalley usuelle. En effet soit g une algèbre
de Lie et V un g module. V permet de construire immédiatement une algèbre de Lie graduée en
posant
h= g⊕
∞∑
p=−1
V [p],
[
X +
∑
p
up,Y +
∑
q
vq
]
= [X,Y ] +
∑
p
Xvp − Yup
et un morphisme ϕ : g→ h défini par ϕ(X) = X.
Un morphisme de cogèbres différentielles F = f +C sera appelé une formalité de module s’il
est défini par des Fn homogènes de degré 0, de la forme F1 = ϕ + C1, C1 linéaire de g dans V ,
et pour p > 1, Fp = Cp , Cp p linéaire de g dans V .
De même une formalité de module F est dite triviale s’il y a un morphisme de cogèbres B
défini par Bp p linéaire de g dans V , de degré -1 tel que F = ϕ + h ◦B +B ◦ g.
Proposition 3.3 (Expression de la cohomologie de Chevalley). L’équation de formalité de mo-
dule pour un morphisme F = ϕ +C est
dCCn = 0 ∀n > 0.
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C1 = 0 et Cn = dCBn−1 ∀n > 1.
Remarque 3.4. L’espace S+(g[1]) a, en plus de sa structure de cogèbre libre, une structure
d’algèbre commutative graduée libre. Nous n’utiliserons pas cette structure qui peut s’interpréter
comme issue de l’opérade Com qui est duale de l’opérade Lie.
4. C∞ algèbres et cohomologie de Harrison
4.1. Cohomologie de Harrison des algèbres commutatives
La mèthode de la section précédente s’applique aussi aux algèbres commutatives. Soit A une
algèbre associative et commutative et V un A module vu comme un bimodule tel que av = va
pour tout v de V et tout a de A. La cohomologie de Harrison de A à valeurs dans V est définie
de la façon suivante.
On définit d’abord les p,q battements de n = p + q lettres comme les permutatiosn σ de
{1, . . . , n} telles que σ(1) < · · · < σ(p) et σ(p + 1) < · · · < σ(p + q). On appelle Bat(p, q)
l’ensemble de tous ces battements et on définit le produit battement de deux tenseurs α =
α1 ⊗ · · · ⊗ αp et β = αp+1 ⊗ · · · ⊗ αp+q par
batp,q(α,β) =
∑
σ∈Bat(p,q)
ε
(
σ−1
)
ασ−1(1) ⊗ · · · ⊗ ασ−1(n).
Ceci représente la somme signée de tous les tenseurs αi1 ⊗ · · · ⊗ αin dans lesquels les vecteurs
α1, . . . , αp et les vecteurs αp+1, . . . , αp+q apparaissent rangés dans leur ordre naturel.
Par définition, l’espace A⊗n est le quotient de A⊗n par la somme de toutes les images des
applications linéaires batp,n−p (0 < p < n) (voir [5,9]). Une n cochaîne C est une application
linéaire de A⊗n dans V . L’espace de ces cochaînes est noté Cn(A,V ). L’opérateur de cobord de
Harrison est l’application dHa : Cn−1(A,V ) → Cn(A,V ) définie par
dHaC(α1 ⊗ · · · ⊗ αn)
= α1C(α2 ⊗ · · · ⊗ αn)−C(α1α2 ⊗ · · · ⊗ αn)
+C(α1 ⊗ α2α3 ⊗ · · · ⊗ αn)+ · · · + (−1)n−1C(α1 ⊗ · · · ⊗ αn−1αn)
+ (−1)nC(α1 ⊗ · · · ⊗ αn−1)αn.
(On a bien sûr noté α1 ⊗ · · · ⊗ αn la classe de α1 ⊗ · · · ⊗ αn dans A⊗n.)
On a dHa ◦ dHa = 0, le noyau de dHa : Cn(A,V ) → Cn+1(A,V ) est noté Zn(A,V ), c’est
l’espace des n cocycles, l’image de dHa : Cn−1(A,V ) → Cn(A,V ) est noté Bn(A,V ), c’est
l’espace des n cobords. Le neme espace de cohomologie de Harrison de A à valeurs dans V est
le quotient Hn(A,V ) de Zn(A,V ) par Bn(A,V ).
4.2. La cogèbre (
⊗+
(A[1]), δ)
La construction de la section précédente a un équivalent ici. On commence comme plus haut
par décaler les degrés et considérer l’espace A[1]. La construction suivante est valable lorsque A
est graduée. Le degré de α, β dans A[1] est noté a, b.
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batp,q(α,β) =
∑
σ∈Bat(p,q)
ε
(
a1 . . . an
aσ−1(1) . . . aσ−1(n)
)
ασ−1(1) ⊗ · · · ⊗ ασ−1(n).
On notera
⊗n
(A[1]) le quotient de A[1]⊗n par la somme des images des applications batp,n−p
(0 < p < n) et de façon abusive α[1,n] = α1⊗· · ·⊗αn la classe de α1 ⊗ · · · ⊗ αn, lorsque les
αi appartiennent à A[1]. Ceci ne veut pas dire que ⊗ soit une multiplication associative dans⊗+
(A[1]) =∑n>0⊗n(A[1]).
Remarque 4.1.
1. En fait ce dernier espace peut être muni d’une structure d’algèbre de Lie libre mais nous
n’utiliserons pas cette structure.
2. Une base de l’espace
⊗n
(A[1]). Prenons une base (ei)i de A[1] composée d’éléments ho-
mogènes.
Pour chaque suite croissante i = (i1  · · · ip), on pose ei = ei1 ⊗ · · ·⊗ eip et pour chaque σ de
Sp , eσ(i) = eσ(i1) ⊗ · · · ⊗ eσ(ip).
On note V (ei) l’espace engendré par ces vecteurs dans A[1]⊗p et W(ei) le sous-espace :
W(ei) = Vect
(∑
σ
batr,s
(
(eiσ(1) , . . . , eiσ(r) ), (eiσ(r+1) , . . . , eiσ(r+s) )
))
.
On choisit enfin pour chaque ei, une base d’un supplémentaire de W(ei) dans V (ei) de la forme :
B(ei) =
{
eσ(i), σ ∈ Σ(ei)
}
.
Une base de
⊗n
(A[1]) est donnée par
B =
⋃
|i|=n
⋃
σ∈Σ(ei)
{
eσ(i)
}
.
Rappelons maintenant les propriétés du produit battement.
Lemme 4.2 (Associativité de bat). Le produit battement est associatif et commutatif gradué de
degré 0 : pour tout α ∈ A[1]⊗p , β ∈ A[1]⊗q , γ ∈ A[1]⊗r ,
(i) batp,q(α,β) = (−1)abbatq,p(β,α),
(ii) batp+q,r
(
batp,q(α,β), γ
)= batp,q+r(α,batq,r (β, γ )).
Démonstration. (i) Soient α = α1 ⊗ · · · ⊗ αp et β = αp+1 ⊗ · · · ⊗ αp+q . On a
batp,q(α,β) =
∑
σ∈Bat(p,q)
ε
(
a1 . . . ap+q
aσ−1(1) . . . aσ−1(p+q)
)
ασ−1(1) ⊗ · · · ⊗ ασ−1(p+q).
Pour chaque σ ∈ Bat(p, q) , on construit deux permutations τ et ρ de Sp+q en posant :
τ(k) =
{
k + p, si 1 k  q,
et ρ = σ ◦ τ.
k − q, si q < k  q + p
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Posons βk = ατ(k), pour tout k (1 k  p + q), on a βρ−1(k) = ατ◦ρ−1(k) = ασ−1(k) et
ε
(
b1 . . . bp+q
bρ−1(1) . . . bρ−1(p+q)
)
= ε
(
b1 . . . bq bq+1 . . . bp+q
bq+1 . . . bp+q b1 . . . bq
)
ε
(
a1 . . . ap+q
aσ−1(1) . . . aσ−1(p+q)
)
= ε
(
ap+1 . . . ap+q a1 . . . ap
a1 . . . aq aq+1 . . . ap+q
)
ε
(
a1 . . . ap+q
aσ−1(1) . . . aσ−1(p+q)
)
= (−1)abε
(
a1 . . . ap+q
aσ−1(1) . . . aσ−1(p+q)
)
.
Donc
batp,q(α,β) = (−1)abbatq,p(β,α).
(ii) Disons qu’une permutation σ de Sp+q+r est un (p, q, r)-battement si elle vérifie
σ(1) < · · · < σ(p), σ (p + 1) < · · · < σ(p + q) et
σ(p + q + 1) < · · · < σ(p + q + r).
Notons Bat(p, q, r) l’ensemble des (p, q, r)-battements.
Soient α = α1 ⊗ · · ·⊗αp , β = αp+1 ⊗ · · ·⊗αp+q et γ = αp+q+1 ⊗ · · ·⊗αp+q+r . On définit
le produit batp,q,r (α,β, γ ) par :
batp,q,r (α,β, γ )
=
∑
ρ∈Bat(p,q,r)
ε
(
a1 . . . ap+q+r
aρ−1(1) . . . aρ−1(p+q+r)
)
αρ−1(1) ⊗ · · · ⊗ αρ−1(p+q+r).
On a en fait
batp,q,r (α,β, γ ) = batp+q,r
(
batp,q(α,β), γ
)= batp,q+r(α,batq,r (β, γ )).
Il suffit de montrer que batp,q,r (α,β, γ ) = batp+q,r (batp,q(α,β), γ ), l’autre égalité se prouvant
de la même façon.
Fixons σ1 ∈ Bat(p, q), on construit une permutation (σ1 × id) sur {1, . . . , p + q + r} en po-
sant :
(σ1 × id)(k) =
{
σ1(k), si 1 k  p + q,
k, si p + q + 1 k  p + q + r.
Par construction, (σ1 × id) appartient à Bat(p, q, r).
Soit maintenant σ2 une permutation de Bat(p + q, r), on définit la permutation ρ de Sp+q+r
par : ρ = σ2 ◦ (σ1 × id). On vérifie que ρ appartient à Bat(p, q, r), que l’application ϕ :
(σ2, σ1) → ρ = σ2 ◦ (σ1 × id) est une bijection de Bat(p + q, r) × Bat(p, q) sur Bat(p, q, r)
et que
ε
(
a1 . . . ap+q+r
aρ−1(1) . . . aρ−1(p+q+r)
)
= ε
(
a1 . . . ap+q+r
a −1 . . . a −1
)
ε
(
a1 . . . ap+q
a −1 . . . a −1
)
.σ2 (1) σ2 (p+q+r) σ1 (1) σ1 (p+q)
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Maintenant on introduit un cocrochet de Lie δ sur
⊗+
(A[1]) en posant d’abord :
δ(α1 ⊗ · · · ⊗ αn) =
n−1∑
j=1
α1 ⊗ · · · ⊗ αj ⊗ αj+1 ⊗ · · · ⊗ αn
− ε
(
a1 . . . an−j an−j+1 . . . an
aj+1 . . . an a1 . . . aj
)
αj+1 ⊗ · · · ⊗ αn ⊗ α1 ⊗ · · · ⊗ αj .
Cette formule permet de définir δ sur l’espace quotient
⊗n
(A[1]). En effet, si p + q = n, on
a, en posant α = α1 ⊗ · · · ⊗ αp et β = αp+1 ⊗ · · ·αp+q ,
δ
(
batp,q(α,β)
)= ∑
σ∈Bat(p,q)
0<j<n
ε
(
a1 . . . an
aσ−1(1) . . . aσ−1(n)
)
×
(
ασ−1(1) ⊗ · · · ⊗ ασ−1(j) ⊗ ασ−1(j+1) ⊗ · · · ⊗ ασ−1(n)
− ε
(
aIσ aJσ
aJσ aIσ
)
ασ−1(j+1) ⊗ · · · ⊗ ασ−1(n) ⊗ ασ−1(1) ⊗ · · · ⊗ ασ−1(j)
)
.
Dans cette formule, on a posé Iσ = {σ−1(1), . . . , σ−1(j)} et Jσ = {σ−1(j + 1), . . . , σ−1(n)}.
Posons maintenant I kσ = Iσ ∩ {1, . . . , p}, I j−kσ = Iσ ∩ {p + 1, . . . , n} et de même J rσ =
Jσ ∩ {1, . . . , p}, Jn−j−rσ = Jσ ∩ {p + 1, . . . , n}, (k = |I kσ | et r = |J rσ |). On peut alors écrire :
δ
(
batp,q(α,β)
)= ∑
0<j<n
I unionsqJ={1,...,n}
I,J =∅
∑
σ∈Bat(p,q)
Iσ=I
ε
(
a{1,...,n}
aIσ aJσ
)
×
(
αIσ ⊗ αJσ − ε
(
aIσ aJσ
aJσ aIσ
)
αJσ ⊗ αIσ
)
.
• Cas 1. I = {1, . . . , p} ou I = {p + 1, . . . , n}.
On vérifie qu’alors l’application (σ |Iσ , σ |Jσ ) → σ = σ |Iσ ⊗ σ |Jσ est une bijection entre
Bat(k, j − k)× Bat(r, n− j − r) et {σ ∈ Bat(p, q)/ Iσ = I }.
Dans ce cas, la seconde somme est un produit
⊗
de produits battements. Elle est donc nulle
lorsque l’on passe au quotient.
• Cas 2. I = {1, . . . , p} ou I = {p + 1, . . . , n}.
Les termes restant s’écrivent
δ
(
batp,q(α,β)
)= α ⊗ β − (−1)abβ ⊗ α
+ (−1)ab(β ⊗ α − (−1)abα ⊗ β)= 0.
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δ(α[1,n]) =
∑
0<j<n
α[1,j ] ⊗ α[j+1,n] − (−1)a[1,j ]a[j+1,n]α[j+1,n] ⊗ α[1,j ].
Proposition 4.3 (La structure de cogèbre). L’espace⊗+(A[1]) équippé de δ est une cogèbre de
Lie, c’est à dire que δ est coantisymétrique de degré 0 et vérifie l’identité de co Jacobi : si τ est
la volte,
τ ◦ δ = −δ, (id⊗3 + (τ ⊗ id) ◦ (id ⊗ τ)+ (id ⊗ τ) ◦ (τ ⊗ id)) ◦ (δ ⊗ id) ◦ δ = 0.
Démonstration. D’une part, en notant toujours τ la volte, on a
δ(α) = δ(α1⊗· · ·⊗αn) =
n−1∑
j=1
(
α1⊗· · ·⊗αj ⊗ αj+1⊗· · ·⊗αn
− ε
(
a{1,...,n}
a{j+1,...,n} a{1,...,j}
)
αj+1⊗· · ·⊗αn ⊗ α1⊗· · ·⊗αj
)
=
∑
0<j<n
(
α[1,j ] ⊗ α[j+1,p] − τ(α[1,j ] ⊗ α[j+1,p])
)
.
Donc
τ ◦ δ(α) =
n−1∑
j=1
τ(α[1,j ] ⊗ α[j+1,p])− α[1,j ] ⊗ α[j+1,p] = −δ(α).
D’autre part, on a
(δ ⊗ id) ◦ δ(α) =
∑
0<i<j<n
α[1,i] ⊗ α[i+1,j ] ⊗ α[j+1,n]
− ε
(
a[1,i] a[i+1,j ] a[j+1,n]
a[i+1,j ] a[1,i] a[j+1,n]
)
α[i+1,j ] ⊗ α[1,i] ⊗ α[j+1,n]
− ε
(
a[1,i] a[i+1,j ] a[j+1,n]
a[i+1,j ] a[j+1,n] a[1,i]
)
α[i+1,j ] ⊗ α[j+1,n] ⊗ α[1,i]
+ ε
(
a[1,i] a[i+1,j ] a[j+1,n]
a[j+1,n] a[i+1,j ] a[1,i]
)
α[j+1,n] ⊗ α[i+1,j ] ⊗ α[1,i].
Donc, en notant (i) = [1, i], (j) = [i + 1, j ] et (n) = [j + 1, n],(
id⊗3 + (τ ⊗ id) ◦ (id ⊗ τ)+ (id ⊗ τ) ◦ (τ ⊗ id)) ◦ (δ ⊗ id) ◦ δ(α)
=
∑
0<i<j<n
α(i) ⊗ α(j) ⊗ α(n) − ε
(
a(i) a(j) a(n)
a(j) a(i) a(n)
)
α(j) ⊗ α(i) ⊗ α(n)
− ε
(
a(i) a(j) a(n)
a(j) a(n) a(i)
)
α(j) ⊗ α(n) ⊗ α(i)
+ ε
(
a(i) a(j) a(n)
)
α(n) ⊗ α(j) ⊗ α(i)a(n) a(j) a(i)
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(
a(i) a(j) a(n)
a(n) a(i) a(j)
)
α(n) ⊗ α(i) ⊗ α(j)
− ε
(
a(i) a(j) a(n)
a(n) a(j) a(i)
)
α(n) ⊗ α(j) ⊗ α(i)
− α(i) ⊗ α(j) ⊗ α(n) + ε
(
a(i) a(j) a(n)
a(i) a(n) a(j)
)
α(i) ⊗ α(n) ⊗ α(j)
+ ε
(
a(i) a(j) a(n)
a(j) a(n) a(i)
)
α(j) ⊗ α(n) ⊗ α(i)
− ε
(
a(i) a(j) a(n)
a(i) a(n) a(j)
)
α(i) ⊗ α(n) ⊗ α(j)
− ε
(
a(i) a(j) a(n)
a(n) a(i) a(j)
)
α(n) ⊗ α(i) ⊗ α(j)
+ ε
(
a(i) a(j) a(n)
a(j) a(i) a(n)
)
α(j) ⊗ α(i) ⊗ α(n)
= 0. 
4.3. Morphismes et codérivations
La structure de cogèbre de Lie de (
⊗+
(A[1]), δ) est libre. C’est à dire que si (C, c) est
une cogèbre de Lie nilpotente quelconque, tout f : (C, c) → A[1] linéaire se prolonge en F :
(C, c) →⊗+(A[1]) qui est un morphisme de cogèbre. Nous montrons ici comment définir des
codérivations Q et des morphismes F de cette structure à partir de leurs ‘série de Taylor’.
Soit F :⊗+(A[1]) →⊗+(B[1]) un morphisme de cogèbres de Lie. On suppose toujours F
homogène de degré 0. On appelle Fn la projection sur B[1] parallèlement à⊕k>1⊕kB[1] de la
restriction de F à
⊗n
(A[1]) : Fn est une application linéaire de ⊗n(A[1]) dans B[1].
De même soit Q :⊗+(A[1]) →⊗+(A[1]) une codérivation de cogèbres de Lie. On suppose
Q homogène de degré q . On appelle Qn la projection sur A[1] parallèlement à ⊕k>1⊕kA[1]
de la restriction de Q à
⊗n
(A[1]) : Qn est une application linéaire de ⊗n(A[1]) dans A[1].
Proposition 4.4 (Reconstruction de F et Q). La suite d’applications (Fn) (resp. (Qn)) permet
de reconstruire F (resp. Q) de façon unique. On a explicitement
F(α[1,n]) =
∑
k>0, 0<r1,...,rk
r1+···+rk=n
Fr1(α[1,r1])⊗ Fr2(α[r1+1,r1+r2])⊗ · · · ⊗ Frk (α[n−rk+1,n])
et
Q(α[1,n]) =
∑
1rn
0jn−r
(−1)qa[1,j ]α[1,j ] ⊗Qr(α[j+1,j+r])⊗ α[j+r+1,n].
Plus précisément, toute suite d’applications (ϕn) peut se relever d’une seule façon en un mor-
phisme (resp. une codérivation).
Démonstration. La preuve est semblable à celle de [3]. Pour un morphisme, si tous les Fn sont
nuls, F(α1) est nul pour tout α1 ∈ A[1], et si tous les F(α[1,p]) sont nuls quelque soit p < n,
alors
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=
∑
0<j<n
F (α[1,j ])⊗ F(α[j+1,n])− (−1)a[1,j ]F(α[j+1,n])⊗ F(α[1,j ]) = 0
donc F(α[1,n]) = Fn(α[1,n]) ∈ A[1] est aussi nul et par induction, F est nul. Le même argument
s’applique pour une codérivation Q. Ceci prouve l’unicité.
Il reste juste à montrer que les formules de la proposition définissent bien un morphisme (resp.
une codérivation).
F est bien défini.
D’abord F est bien défini, c’est à dire l’application F définie par la même formule mais sur
α{1,...,n} = α1 ⊗ · · · ⊗ αn passe bien au quotient. Il suffit pour cela de montrer que
F
(
batp,q(α{1,...,p}, α{p+1,...,p+q})
)= 0.
En fait, si on pose
F˜ k(α{1,...,n}) =
∑
0<r1,...,rk
r1+···+rk=n
Fr1(α[1,r1])⊗ Fr2(α[r1+1,r1+r2])⊗ · · · ⊗ Frk (α[n−rk+1,n]),
alors F˜ k(batp,q(α{1,...,p}, α{p+1,...,p+q})) est une somme de produits battements de la forme
F˜ k
(
batp,q(α{1,...,p}, α{p+1,...,p+q})
)=∑batr,s(F˜ r (αI ), F˜ s(αJ )),
ce qui prouve que F est bien défini. Prouvons cette dernière relation.
On a
batp,q(α{1,...,p}, α{p+1,...,p+q}) =
∑
σ∈Bat(p,q)
ε
(
a{1,...,p+q}
a{σ−1(1),...,σ−1(p+q)}
)
α{σ−1(1),...,σ−1(p+q)}.
Donc
F˜ k
(
batp,q(α{1,...,p}, α{p+1,...,p+q})
)
=
∑
σ∈Bat(p,q)
r1,...,rk
ε
(
a{1,...,p+q}
a{σ−1(1),...,σ−1(p+q)}
)
Fr1(α{σ−1(1),...,σ−1(r1)})⊗ · · ·
⊗ Frk (α{σ−1(p+q−rk+1),...,σ−1(p+q)}).
Fixons un battement σ ∈ Bat(p, q). Posons sj = r1 + · · · + rj . S’il existe un j tel que Ij =
{σ−1(sj−1 + 1), . . . , σ−1(sj )} n’est inclus ni dans {1, . . . , p} ni dans {p + 1, . . . , p + q}, alors
cet ensemble peut s’écrire Ij = {i1, . . . , itj , itj+1, . . . , irj } avec 0 < i1 < · · · < itj < p + 1 et
p < itj+1 < · · · < irj < p+q +1 et bien sûr 0 < tj < rj . L’ensemble BatIj (p, q) des battements
ρ ∈ Bat(p, q) tels que ρ−1(u) = σ−1(u) pour tous les u de {1, . . . , p + q} \ {sj−1 + 1, . . . , sj }
est en bijection avec Bat(tj , rj − tj ) puisque chaque battement μ de Bat(tj , rj − tj ) peut se
prolonger en un battement μ˜ de Bat(p, q) défini par μ˜−1(u) = σ−1(u) si u est dans {1, . . . , p +
q} \ {sj−1 + 1, . . . , sj } et μ˜(iv) = iμ(v) pour 0 < v < rj + 1. Alors :∑
ρ∈BatIj (p,q)
ε
(
a{1,...,p+q}
a{ρ−1(1),...,ρ−1(p+q)}
)
× Fr (α{ρ−1(1),...,ρ−1(r )})⊗ · · · ⊗ Fr (α{ρ−1(p+q−r +1),ρ−1(p+q)})1 1 k k
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(
a{1,...,p+q}\{sj−1+1,...,sj }
a{σ−1(1),...,σ−1(p+q)}\{σ−1(sj−1+1),...,σ−1(sj )}
)
Fr1(αI1)⊗ · · · ⊗ Frj−1(αIrj−1 )
⊗
∑
μ∈Bat(tj ,rj−tj )
ε
(
a{i1,...,irj }
a{i
μ−1(1),...,iμ−1(rj )}
)
Frj (αiμ−1(1) , . . . , αiμ−1(rj )
)
⊗ Frj+1(αIrj+1 )⊗ · · · ⊗ Frk (αIk )
= 0
en posant βv = αiv et en remarquant que Frj s’annule sur
bat(tj ,rj−tj )(β{1,...,tj }, β{tj+1,...,rj }).
Il ne reste donc que la somme sur les battements σ tels que pour tout j , on ait soit Ij ⊂ {1, . . . , p}
soit Ij ⊂ {p + 1, . . . , p + q}. Dans ce cas, les nombres σ−1(sj−1 + 1), . . . , σ−1(sj ) sont rangés
dans leur ordre naturel, puisque σ est un battement. Notons maintenant J1, . . . , Jr les ensembles
Ij tels que Ij ⊂ {1, . . . , p} et Js+1, . . . , Js+r les autres. Posons Jj = {gj1 < gj2 < · · · < gjhj }.
La somme sur tous les battements σ tels que {I1, . . . , Ik} = {J1, . . . , Jr+s} (à l’ordre près) est
isomorphe à une somme sur tous les (r, s) battements ν : étant donné un tel battement ν, on
construit le (p, q) battement ν˜ en posant, pour tout j , 1 j  k et tout t , 1 t  rj :
ν˜−1(sj−1 + t) = gν
−1(j)
t .
Alors, si sj = |Jj |,
∑
σ∈Bat(p,q)
{I1,...,Ik}={J1,...,Jk}
ε
(
a{1,...,p+q}
a{σ−1(1),...,σ−1(p+q)}
)
× Fr1(α{σ−1(1),...,σ−1(r1)})⊗ · · · ⊗ Frk (α{σ−1(p+q−rk+1),σ−1(p+q)})
=
∑
μ∈Bat(r,s)
ε
(
aJ1 . . . aJk
aJ
μ−1(1) . . . aJμ−1(k)
)
Fs
μ−1(1) (αJμ−1(1) )⊗ · · · ⊗ Fsμ−1(k) (αJμ−1(k) )
= batr,s
(
Fs1(αJ1)⊗ · · · ⊗ Fsr (αJr ),Fsr+1(αJr+1)⊗ · · · ⊗ Fsr+s (αJr+s )
)
.
C’est l’égalité annoncée.
F est un morphisme.
En gardant nos notations et en ajoutant (rj ) = [sj−1 + 1, sj ], on a par définition :
δ ◦ F(α[1,n])
=
∑
r1,...,rk
∑
0<j<k
Fr1(α(r1))⊗ · · · ⊗ Frj (α(rj ))⊗ Frj+1(α(rj+1))⊗ · · · ⊗ Frk (α(rk))
−(−1)a[1,sj ]a[sj+1,n]Frj+1(α(rj+1))⊗ · · · ⊗ Frk (α(rk))⊗ Fr1(α(r1))⊗ · · · ⊗ Frj (α(rj )).
D’autre part,
(F ⊗ F) ◦ δ(α[1,n])
= (F ⊗ F)
( ∑
α[1,s] ⊗ α[s+1,n] − (−1)a[1,s]a[s+1,n]α[s+1,n] ⊗ α[1,s]
)
0<s<n
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0<s<n
∑
r1,...,rj
r1+···+rj=s
∑
rj+1,...,rk
r1+···+rk=n
× Fr1(α(r1))⊗ · · · ⊗ Frj (α(rj ))⊗ Frj+1(α(rj+1))⊗ · · · ⊗ Frk (α(rk))
− (−1)a[1,s]a[s+1,n]Frj+1(α(rj+1))⊗· · · ⊗ Frk (α(rk))⊗ Fr1(α(r1))⊗ · · · ⊗ Frj (α(rj )).
On vérifie aisément que chaque terme de la première expression apparaît une fois et une seule
dans la seconde et réciproquement. On a donc
δ ◦ F = (F ⊗ F) ◦ δ.
Q est bien défini.
Il s’agit là encore de montrer que la définition de Q˜ :
Q˜(α{1,...,n}) =
∑
0<r
1jn−r
(−1)qa{1,...,j }α{1,...,j} ⊗Qr(α{j+1,...,j+r})⊗ α{j+r+1,...,n}
passe au quotient. On calcule donc Q(batp,q(α{1,...,p}, α{p+1,...,p+q})). Le même argument que
ci-desssus, nous dit d’abord qu’il ne reste que∑
0<r
1jn−r
∑
I⊂{1,...,p}
ou
I⊂{p+1,...,p+q}
∑
σ∈Bat(p,q)
σ−1({j+1,...,j+r})=I
(−1)qa{σ−1(1),...,σ−1(j)}ε
(
a{1,...,p+q}
a{σ−1(1),...,σ−1(p+q)}
)
× α{σ−1(1),...,σ−1(j)} ⊗Qr(αI )⊗ α{σ−1(j+r+1),...,σ−1(p+q)}.
Ensuite, comme σ est un battement, les éléments de I sont rangés dans leur ordre naturel I =
{t, t + 1, . . . , t + r − 1}. Supposons (par exemple) que I ⊂ {1, . . . , p}, alors les α d’indices
dans {1, . . . , p} et précédant ceux de I apparaissent avant le terme en Qr . On pose donc t =
σ−1(sj−1 + 1) et :{
βi = αi si σ−1(i) /∈ I,
βt = Qr(αI ).
Il y a donc p + q − r + 1 β , indicés par {1, . . . , t − 1, t, t + r, . . . , p,p + 1, . . . , p + q}. On
a bi = ai si σ−1(i) /∈ I et bt = q + aI . Les battements σ considérés sont en bijection avec les
battements ρ qu’ils induisent sur les β . On a
(−1)qa{σ−1(1),...,σ−1(j)}ε
(
a{1,...,p+q}
a{σ−1(1),...,σ−1(p+q)}
)
= (−1)qa{1,...,t−1}ε
(
b{1,...,t,t+r,...,p+q}
b{ρ−1(1),...,ρ−1(t),ρ−1(t+r),...,ρ−1(p+q)}
)
.
Donc
Q
(
batp,q(α{1,...,p}, α{p+1,...,p+q})
)
=
∑
0<r
∑
t, t+r−1p
(−1)qa{1,...,t−1}batp−r+1,q (β{1,...,t,t+r,...,p}, β{p+1,...,p+q})
+
∑
p<t
(−1)qa{p+1,...,t−1}batp,q−r+1(β{1,...,p}, β{p+1,...,t,t+r,...,p+q}).
Comme ci-dessus, Q est donc bien définie.
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On a
δ ◦Q(α[1,n]) = δ
(∑
r,j
(−1)qa[1,j ]α[1,j ] ⊗Qr(α[j+1,j+r])⊗ α[j+r+1,n]
)
.
Donc
δ ◦Q(α[1,n])
=
∑
r,0<k<j
(−1)qa[1,j ]α[1,k] ⊗ α[k+1,j ] ⊗Qr(α[j+1,j+r])⊗ α[j+r+1,n]
− (−1)qa[1,j ]+a[1,k](a[k+1,n]+q)α[k+1,j ] ⊗Qr(α[j+1,j+r])⊗ α[j+r+1,n] ⊗ α[1,k]
+
∑
r,0<j<k−r
(−1)qa[1,j ]α[1,j ] ⊗Qr(α[j+1,j+r])⊗ α[j+r+1,k] ⊗ α[k+1,n]
− (−1)qa[1,j ]+(a[1,k]+q)a[k+1,n]α[k+1,n] ⊗ α[1,j ] ⊗Qr(α[j+1,j+r])⊗ α[j+r+1,k].
Par ailleurs,
(id ⊗Q+Q⊗ id) ◦ δ(α[1,n])
= (id ⊗Q+Q⊗ id)
∑
0<k<n
α[1,k] ⊗ α[k+1,n] − (−1)a[1,k]a[k+1,n]α[k+1,n] ⊗ α[1,k]
Donc
(id ⊗Q+Q⊗ id) ◦ δ(α[1,n])
=
∑
0<k<j<n−r+1
(−1)q(a[1,k]+a[k+1,j ])α[1,k] ⊗ α[k+1,j ] ⊗Qr(α[j+1,j+r])⊗ α[j+r+1,n]
−
∑
0<j<k−r+1<n−r+1
(−1)q(a[k+1,n]+a[1,j ])+a[1,k]a[k+1,n]α[k+1,n]
⊗ α[1,j ] ⊗Qr(α[j+1,j+r])⊗ α[j+r+1,k]
+
∑
0<j<k−r+1<n−r+1
(−1)qa[1,j ]α[1,j ] ⊗Qr(α[j+1,j+r])⊗ α[j+r+1,k] ⊗ α[k+1,n]
−
∑
0<k<j<n−r+1
(−1)qa[k+1,j ]+a[1,k]a[k+1,n]α[k+1,j ] ⊗Qr(α[j+1,j+r])⊗ α[j+r+1,n]
⊗ α[1,k].
Q est donc une codérivation et la proposition est prouvée. 
4.4. C∞ algèbre, morphismes de C∞ algèbre
Lorsque A est une algèbre commutative pour un produit noté ∧, A[1] est muni d’un produit
m2 défini par m2(α,β) = (−1)aα ∧ β qui devient de degré 1, anticommutatif et antiassociatif :
m2(β,α) = −(−1)abm2(α,β), m2
(
m2(α,β), γ
)= −(−1)am2(α,m2(β, γ )).
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⊗2
(A[1]) dans A[1]. Il se prolonge donc,
grâce à la proposition précédente, en une unique codérivation m du cocrochet δ. Comme m est
de degré 1, le prolongement à
⊗n
(A[1]) est
m(α[1,n]) =
∑
0<k<n
(−1)a[1,k−1]α[1,k−1] ⊗m2(αk,αk+1)⊗ α[k+2,n].
Lemme 4.5 (Propriétés de m). m est l’unique codérivation de δ qui prolonge m2 sur
⊗2
(A[1]).
Elle vérifie m ◦m = 0.
Démonstration. Remarquons que, m étant une codérivation de degré impair, m ◦ m est aussi
une codérivation. Avec les notations précédentes, (m ◦ m)k = 0 si k = 3 et, puisque m2 est anti-
associative,
(m ◦m)3(α1 ⊗ α2 ⊗ α3) = m2
(
m2(α1 ⊗ α2)⊗ α3 + (−1)a1α1 ⊗m2(α2 ⊗ α3)
)= 0.
Par unicité de la codérivation qui prolonge les (m ◦m)k , on en déduit que m ◦m = 0. 
Définition 4.6 (C∞ algèbre). Une C∞ algèbre est une cogèbre différentielle de la forme
(
⊗+
(A[1]), δ,m) où δ est le cocrochet de Lie défini ci-dessus et m est une codérivation de
degré 1 de δ de carré nul.
Si A est une algèbre commutative graduée, la cogèbre de Lie différentielle C(A) =
(
⊗+
(A[1]), δ,m) où mk = 0 pour tout k = 2 et m2(α ⊗ β) = (−1)aα ∧ β s’appelle la C∞
algèbre enveloppante de (A,∧).
Un morphisme de C∞ algèbres A et B est un morphisme de cogèbres de Lie F :⊗+(A[1]) →⊗+
(B[1]) tel que mB ◦ F = F ◦mA.
Puisqu’une codérivation m est caractérisée par la suite des mk , on voit qu’une C∞ algèbre
est la C∞ algèbre enveloppante d’une algèbre commutative si et seulement si elle est telle que
mk = 0 pour tout k = 2.
De même, un morphisme d’algèbres commutatives f : A → B se relève d’une façon et une
seule en un morphisme de leur C∞ algèbres enveloppantes F :⊗+(A[1]) →⊗+(B[1]) tel que
F1 = f et Fk = 0 si k > 1.
L’équation de C∞ morphisme mB ◦ F = F ◦ mA pour un morphisme F de cogèbres de Lie,
écrite sur les applications Fn :⊗n(A[1]) → B[1 − n], s’appelle l’équation de C∞ formalité.
D’une part, on a
mB ◦ F(α[1,n])
=
∑
k,r1+···+rk=n
mB
(
Fr1(α[1,s1])⊗ · · ·⊗Frk (α[sk−1+1,sk])
)
=
∑
0<j<k
(−1)a[1,sj−1]Fr1(α[1,s1])⊗ · · · ⊗ Frj−1(α[sj−2+1,sj−1])
⊗mB(Frj (α[sj−1+1,sj ])⊗ Frj+1(α[sj+1,sj+1]))⊗ Frj+2(α[sj+1+1,sj+2])
⊗ · · · ⊗ Frk (α[sk−1+1,sk]).
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F ◦mA(α[1,n]) = F
(
n−1∑
j=1
(−1)a[1,j−1]α[1,j−1] ⊗mA(αj ⊗ αj+1)⊗ α[j+2,n]
)
=
n−1∑
j=1
(−1)a[1,j−1]
∑
k,r1+···+rk=n−1
× Fr1
(
α[1,s1] ⊗ · · · ⊗ Frt
(
α[st−1+1,j−1]⊗mA(αj ⊗ αj+1)⊗ α[j+1,st ]
)
⊗ · · · ⊗ Frk (α[sk−1+1,sk])
)
.
En écrivant (mB ◦ F − F ◦mA)(α[1,n]) à l’ordre n− 1, on trouve les termes
mB
(
Fn−1(α[1,n−1])⊗ F1(αn)
)+mB(F1(α1)⊗ Fn−1(α[2,n]))
−
n−1∑
j=1
(−1)a[1,j−1]Fn−1
(
α[1,j−1]⊗mA(αj ⊗ αj+1)⊗ α[j+2,n]
)
= (−1)a[1,n−1]+1Fn−1(α[1,n−1])∧ F1(αn)+ (−1)a1+1F1(α1)∧ Fn−1(α[2,n])
−
n−1∑
j=1
(−1)a[1,j ]+1Fn−1
(
α[1,j−1]⊗(αj ∧ αj+1)⊗ α[j+2,n]
)
= (dHaFn−1)(α[1,n−1])
On retrouve l’opérateur de cobord de Harrison dHa .
Finalement, comme pour les algèbres de Lie, si A est une algèbre commutative et V un A
module vu comme un bimodule, l’espace B = A⊕∑p>0 V [p] muni du produit(
α +
∑
up
)(
β +
∑
vq
)
=
(
αβ +
∑
αvp + upβ
)
est une algèbre commutative et l’application f : A → B , définie par f (α) = (α,0) est un mor-
phisme d’algèbres.
Comme pour les algèbres de Lie, un morphisme de cogèbres de Lie F tel que F1 = f + C1,
Fk = Ck (k > 1) avec Ck :⊗k(A[1]) → V [k] est un morphisme de C∞ algèbres sera appelé une
C∞ formalité.
Cette formalité est dite triviale s’il existe un morphisme G tel que C = mB ◦G+G ◦mA, G
étant de degré −1 et G =∑Bp avec Bp :⊗p(A[1]) → V [p].
On retrouve ainsi la cohomologie de Harrison des algèbres commutatives, puisque
Proposition 4.7 (C∞ formalités et cohomologie de Harrison). Avec les notations précédentes, F
est une C∞ formalité si et seulement si
dHaCk = 0 pour tout k > 0.
F est triviale si et seulement si
C1 = 0 et Ck = dHaBk pour tout k > 1.
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5.1. Algèbres de Gerstenhaber
Le prototype des algèbres de Gerstenhaber est l’espace Tpoly(Rd) des champs de tenseurs sur
R
d
. Cet espace gradué est muni du produit extérieur ∧ et du crochet [ , ]S de Schouten. Les
axiomes usuels d’une algèbre de Gerstenhaber sont donc les suivants.
Une algèbre de Gerstenhaber est un espace vectoriel gradué G muni d’une multiplication
commutative graduée et associative ∧ : G ⊗ G → G de degré 0 et d’un crochet [ , ] : G ⊗ G → G
de degré −1 tel que (G[1], [ , ]) soit une algèbre de Lie graduée et que, pour tout α homogène,
l’application [α, . ] soit une dérivation graduée pour la multiplication ∧. En notant |α| le degré
d’un élément homogène α de G, on a donc :
α ∧ β = (−1)|α||β|β ∧ α,
α ∧ (β ∧ γ ) = (α ∧ β)∧ γ,
[α,β] = − (−1)(|α|−1)(|β|−1)[β,α],
0 = (−1)(|α|−1)(|γ |−1)[[α,β], γ ]+ (−1)(|β|−1)(|α|−1)[[β,γ ], α]
+ (−1)(|γ |−1)(|β|−1)[[γ,α], β],
[α,β ∧ γ ] = [α,β] ∧ γ + (−1)|β|(|α|−1)β ∧ [α,γ ]
et donc aussi :
[α ∧ β,γ ] = α ∧ [β,γ ] + (−1)|β|(|γ |−1)[α,γ ] ∧ β.
Remarquons qu’il n’y a pas d’équivalent non gradué à la structure d’algèbre de Gerstenhaber.
En particulier, une algèbre de Poisson graduée n’est pas une algèbre de Gerstenhaber.
La dernière identité ne vérifie malheureusement pas la règle des signes de Koszul qui s’écrirait
ici :
[α ∧ β,γ ] = [ , ](∧(α,β), γ )
= ε
(
1 0 |α| |β| |γ |
0 |α| 1 |β| |γ |
)
α ∧ [β,γ ]
+ ε
(
1 0 |α| |β| |γ |
0 1 |α| |γ | |β|
)
[α,γ ] ∧ β
= (−1)|α|α ∧ [β,γ ] + (−1)|β||γ |[α,γ ] ∧ β.
Pour éviter ce problème, on écrit les axiomes des algèbres de Gerstenhaber dans G[1], après
un décalage de degré.
On note comme ci-dessus a, b, . . . les degrés de α,β, . . . . Le produit ∧ donne un produit μ2 :
μ2(α,β) = (−1)aα ∧ β.
On a vu que μ2 est anticommutatif et antiassociatif et de degré 1. Le crochet [ , ] est un crochet
d’algèbre de Lie graduée sur G[1] (de degré 0.) De plus, l’application [α, . ] est une dérivation
graduée pour la multiplication μ2 qui vérifie bien la règle des signes de Koszul :[
α,μ2(β, γ )
]= (−1)aμ2([α,β], γ )+ (−1)a(b+1)μ2(β, [α,γ ])
et [
μ2(α,β), γ
]= μ2(α, [β,γ ])+ (−1)bcμ2([α,γ ], β).
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Comme dans la section précédente, on peut construire la C∞ algèbre naturellement associée
à l’algèbre commutative (G,∧). On notera cette cogèbre différentielle :
(H, δ,μ) =
(⊗+(G[1]), δ,μ).
Avec, comme plus haut,
δ(α[1,n]) =
∑
0<j<n
(
α[1,j ] ⊗ α[j+1,n] − τ(α[1,j ] ⊗ α[j+1,n])
)
,
μ(α[1,n]) =
∑
0<j<n
(−1)a[1,j−1]α[1,j−1] ⊗μ2(αj ,αj+1)⊗ α[j+2,n].
Maintenant, il faut prolonger la définition du crochet de G[1] à H. On pose donc :
On prolonge d’abord l’opérateur [ , ] sur l’espace G⊗p ∧ G⊗q en définissant le crochet de
α = α{1,...,p} = α1 ⊗ · · · ⊗ αp et β = α{p+1,...,p+q} = αp+1 ⊗ · · · ⊗ αp+q
par :
[α,β] =
∑
σ∈Bat(p,q)
σ−1(k)p<σ−1(k+1)
ε
(
a1 . . . ap+q
aσ−1(1) . . . aσ−1(p+q)
)
ασ−1(1) ⊗ · · ·
⊗ [ασ−1(k), ασ−1(k+1)] ⊗ · · · ⊗ ασ−1(p+q)
=
∑
σ∈Bat(p,q)
σ−1(k)p<σ−1(k+1)
[
σ.(α ⊗ β)]
k
.
Maintenant, on peut passer au quotient par les battements puisque :
Lemme 5.1. Soient α ∈ G[1]⊗p , β ∈ G[1]⊗q et γ ∈ G[1]⊗r . On a alors :[
batp,q(α,β), γ
]= batp,q+r−1(α, [β,γ ])+ (−1)abbatq,p+r−1(β, [α,γ ]).
Démonstration. Notons α = α1 ⊗ · · · ⊗ αp , β = αp+1 ⊗ · · · ⊗ αp+q et γ = αp+q+1 ⊗ · · · ⊗
αp+q+r . On a[
batp,q(α,β), γ
]
=
∑
σ2∈Bat(p+q,r)
σ−12 (k)p+q<σ−12 (k+1)
[
σ2.
(
batp,q(α,β)⊗ γ
)]
k
=
∑
σ2∈Bat(p+q,r), σ1∈Bat(p,q)
σ−12 (k)p+q<σ−12 (k+1)
[
σ2 ◦ (σ1 ⊗ id{p+q+1,...,p+q+r}).(α ⊗ β ⊗ γ )
]
k
=
∑
ρ∈Bat(p,q,r)
−1 −1
[
ρ.(α ⊗ β ⊗ γ )]
kρ (k)p+q<ρ (k+1)
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∑
ρ∈Bat(p,q,r)
p<ρ−1(k)p+q<ρ−1(k+1)
[
ρ.(α ⊗ β ⊗ γ )]
k
+
∑
ρ∈Bat(p,q,r)
ρ−1(k)p<p+q<ρ−1(k+1)
[
ρ.(α ⊗ β ⊗ γ )]
k
= (I )+ (II).
D’autre part, on a aussi
[β,γ ] =
∑
σ1∈Bat(q,r)
p<σ−11 (k)p+q<σ−11 (k+1)
[
σ1.(β ⊗ γ )
]
k
.
Donc
α ⊗ [β,γ ]
=
∑
(id⊗σ1)∈Bat(p,q,r)
p<σ−11 (k)p+q<σ−11 (k+1)
[
(id ⊗ σ1).(α ⊗ β ⊗ γ )
]
k
=
∑
(id⊗σ1)∈Bat(p,q,r)
p<σ−11 (k)p+q<σ−11 (k+1)
ε
(
a1 . . . ap+q+r
a(id⊗σ1)−1(1) . . . a(id⊗σ1)−1(p+q+r)
)
β
σ1
1 ⊗ · · · ⊗ βσ1p+q+r−1,
où on a posé
β
σ1
j =
⎧⎨
⎩
α(id⊗σ1)−1(j), si 1 j < k,
[α(id⊗σ1)−1(k), α(id⊗σ1)−1(k+1)], si j = k,
α(id⊗σ1)−1(j+1), si k < j  p + q + r − 1.
Par suite, on a
batp,q+r−1
(
α, [β,γ ])
=
∑
σ2∈Bat(p,q+r−1)
∑
σ1∈Ba(q,r)
p<σ−11 (k)p+q<σ−11 (k+1)
ε
(
β1 . . . βp+q+r−1
β
σ−12 (1)
. . . β
σ−12 (p+q+r−1)
)
× ε
(
a1 . . . ap+q+r
a(id⊗σ1)−1(1) . . . a(id⊗σ1)−1(p+q+r)
)
β
σ1
σ−12 (1)
⊗ · · · ⊗ βσ1
σ−12 (p+q+r−1)
.
En posant k′ = σ−12 (k), on voit que l’application (σ1, σ2, k) → (ρ, k′) est une bijection entre les
ensembles
{
(σ1, σ2, k) ∈ Bat(q, r)× Bat(p, q + r − 1)× [1,p + q + r − 1],
p < σ−11 (k) p + q < σ−11 (k + 1)
}
et {
(ρ, k′) ∈ Bat(p, q, r)× [1,p + q + r − 1], p < ρ−1(k′) p + q < ρ−1(k′ + 1)}.
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batp,q+r−1
(
α, [β,γ ])
=
∑
ρ∈Bat(p,q,r)
p<ρ−1(k′)p+q<ρ−1(k′+1)
[
ε
(
a1 . . . ap+q+r
aρ−1(1) . . . aρ−1(p+q+r)
)
αρ−1(1) ⊗ · · · ⊗ αρ−1(p+q+r)
]
k′
=
∑
ρ∈Bat(p,q,r)
p<ρ−1(k′)p+q<ρ−1(k′+1)
[
ρ.(α ⊗ β ⊗ γ )]
k′
= (I ).
On montre de même que
(−1)abbatq,p+r−1
(
β, [α,γ ])= ∑
ρ∈Bat(p,q,r)
ρ−1(k′)p<p+q<ρ−1(k′+1)
[
ρ.(α ⊗ β ⊗ γ )]
k
= (II).
D’où le lemme. 
Le lemme nous permet de définir [ , ] par la même expression sur l’espace ⊗p(G[1]) ∧⊗q
(G[1]). On obtient un crochet sur H qui vérifie les identités de Jacobi et de Leibniz.
Théorème 5.2 (H est une algèbre de Lie différentielle graduée). L’espace H, muni du crochet
[ , ] et de l’opérateur μ est une algèbre de Lie différentielle graduée : Pour tout α, β et γ de H,
on a :
(i) [α,β] = −(−1)ab[β,α],
(ii) (−1)ac[[α,β], γ ] + (−1)ba[[β,γ ], α] + (−1)cb[[γ,α], β] = 0,
(iii) μ([α,β]) = [μ(α),β] + (−1)a[α,μ(β)].
Démonstration. (i) On sait que
[α[1,p], α[p+1,p+q]] =
∑
σ∈Bat(p,q)
σ−1(k)p<σ−1(k+1)
ε
(
a1 . . . ap+q
aσ−1(1) . . . aσ−1(p+q)
)
× ασ−1(1) ⊗ · · · ⊗ [ασ−1(k), ασ−1(k+1)] ⊗ · · · ⊗ ασ−1(p+q).
Fixons un couple (σ, k) dans cette somme (tel que σ−1(k) p < σ−1(k + 1).) On définit trois
permutations τ , ρ et ν de Sp+q par :
τ(j) =
{
j + p, si 1 j  q,
j − q, si q < j  q + p, ρ = σ ◦ τ et
ν−1(i) =
⎧⎨
⎩
ρ−1(i), si i /∈ {k, k + 1},
ρ−1(k + 1), si i = k,
ρ−1(k), si i = k + 1.
On vérifie immédiatement que ν appartient à Bat(q,p) et que ν−1(k) q < ν−1(k+1). De plus
l’application (σ, k) → (ν, k) est une bijection sur les ensembles correspondants.
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ε
(
b1 . . . bp+q
bν−1(1) . . . bν−1(p+q)
)
= ε
(
a1 . . . ap+q
aσ−1(1) . . . aσ−1(p+q)
)
(−1)aσ−1(k)aσ−1(k+1) (−1)a[1,p]a[p+1,p+q] .
Donc :
[α[1,p], α[p+1,p+q]]
= (−1)a[1,p]a[p+1,p+q]
∑
ν∈Bat(q,p)
ν−1(k)q<ν−1(k+1)
ε
(
b1 . . . bp+q
bν−1(1) . . . bν−1(p+q)
)
× (−1)bν−1(k)bν−1(k+1)βν−1(1) ⊗ · · · ⊗ [βν−1(k+1), βν−1(k)] ⊗ · · · ⊗ βν−1(p+q)
= (−1)a[1,p]a[p+1,p+q] [α[p+1,p+q], α[1,p]].
D’où le résultat.
(ii) Soient α = α1 ⊗· · ·⊗αp , β = β1 ⊗· · ·⊗βq et γ = γ1 ⊗· · ·⊗γr . Pour alléger les notations,
pour toute permutation ρ ∈ Sp+q+r , notons ε(ρ) le signe :
ε(ρ) = ε
(
x1 . . . xp+q+r
xρ−1(1) . . . xρ−1(p+q+r)
)
,
si
ξi =
⎧⎨
⎩
αi si 1 i  p,
βi−p si p + 1 i  p + q,
γi−p−q si p + q + 1 i  p + q + r.
Gràce à l’associativité du produit battement, on a
(−1)acbatp,q,r (α ⊗ β ⊗ γ ) = (−1)babatq,r,p(β ⊗ γ ⊗ α)
= (−1)cbbatr,p,q(γ ⊗ α ⊗ β).
Plus précisément, il y a deux bijections canoniques :
Bat(p, q, r) → Bat(q, r,p) et Bat(p, q, r) → Bat(r,p, q)
ρ1 → ρ2 = ρ1 ◦ τ ρ1 → ρ3 = ρ1 ◦ τ ′.
Avec
τ(i) =
{
i + p, si 1 i  q + r ,
i − (q + r), si q + r < i  q + r + p et
τ ′(i) =
{
i + p + q, si 1 i  r ,
i − r, si r < i  q + r + p.
On a alors
(−1)acρ1.(α ⊗ β ⊗ γ ) = (−1)baρ2.(β ⊗ γ ⊗ α) = (−1)cbρ3.(γ ⊗ α ⊗ β).
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(1.1): (−1)acε(ρ11)ξi1 ⊗ · · · ⊗ [αi,βj ] ⊗ · · · ⊗ [βk, γl] ⊗ · · · ⊗ ξip+q+r
(1.2): (−1)acε(ρ12)ξj1 ⊗ · · · ⊗ [βj , γl] ⊗ · · · ⊗ [αi,βk] ⊗ · · · ⊗ ξjp+q+r
(1.3): (−1)acε(ρ13)ξk1 ⊗ · · · ⊗ [αi,βj ] ⊗ · · · ⊗ [αk, γl] ⊗ · · · ⊗ ξkp+q+r
(1.4): (−1)acε(ρ14)ξl1 ⊗ · · · ⊗ [αi, γl] ⊗ · · · ⊗ [αk,βj ] ⊗ · · · ⊗ ξlp+q+r
(1.5): (−1)acε(ρ15)ξs1 ⊗ · · · ⊗ [[αi,βj ], γk] ⊗ · · · ⊗ ξsp+q+r .
En écrivant (−1)ba[[β,γ ], α], on trouve des termes de la forme :
(2.1): (−1)baε(ρ21)ξi1 ⊗ · · · ⊗ [βj ,αi] ⊗ · · · ⊗ [βk, γl] ⊗ · · · ⊗ ξip+q+r
(2.2): (−1)baε(ρ22)ξj1 ⊗ · · · ⊗ [βj , γl] ⊗ · · · ⊗ [βk,αi] ⊗ · · · ⊗ ξjp+q+r
(2.3): (−1)baε(ρ23)ξt1 ⊗ · · · ⊗ [βj , γk] ⊗ · · · ⊗ [γl, αi] ⊗ · · · ⊗ ξtp+q+r
(2.4): (−1)baε(ρ24)ξr1 ⊗ · · · ⊗ [γk,αi] ⊗ · · · ⊗ [βj , γl] ⊗ · · · ⊗ ξrp+q+r
(2.5): (−1)baε(ρ25)ξs1 ⊗ · · · ⊗ [[βj , γk], αi] ⊗ · · · ⊗ ξsp+q+r .
En écrivant (−1)cb[[γ,α], β], on trouve des termes de la forme :
(3.1): (−1)cbε(ρ31)ξk1 ⊗ · · · ⊗ [αi,βj ] ⊗ · · · ⊗ [γl, αk] ⊗ · · · ⊗ ξkp+q+r
(3.2): (−1)cbε(ρ32)ξl1 ⊗ · · · ⊗ [γl, αi] ⊗ · · · ⊗ [αk,βj ] ⊗ · · · ⊗ ξlp+q+r
(3.3): (−1)cbε(ρ33)ξr1 ⊗ · · · ⊗ [γk,αi] ⊗ · · · ⊗ [γl, βj ] ⊗ · · · ⊗ ξrp+q+r
(3.4): (−1)cbε(ρ34)ξt1 ⊗ · · · ⊗ [γk,βj ] ⊗ · · · ⊗ [γl, αi] ⊗ · · · ⊗ ξtp+q+r
(3.5): (−1)cbε(ρ35)ξs1 ⊗ · · · ⊗ [[γk,αi], βj ] ⊗ · · · ⊗ ξsp+q+r .
Considèrons les termes (1.1) et (2,1), on voit que ρ21 est définie par ρ−121 =
(ai, bj ) ◦ (ρ11 ◦ τ)−1. On en déduit que la somme de ces deux termes s’annule.
De même, on vérifie que : (1.2) + (2.2) = 0, (1.3) + (3.1) = 0, (1.4) + (3.2) = 0,
(2.3)+ (3.4) = 0 et (2.4)+ (3.3) = 0.
D’autre part, par construction
ε(ρ25) = (−1)ai (bj+ck)(−1)a(b+c)ε(ρ15) et ε(ρ35) = (−1)ck(ai+bj )(−1)c(a+b)ε(ρ15).
Alors,
(1.5)+ (2.5)+ (3.5)
= ε(ρ15)(−1)acξs1 ⊗ · · · ⊗
([[αi,βj ], γk]+ (−1)ai (bj+ck)[[βj , γk], αi]
+ (−1)ck(ai+bj )[[γk,αi], βj ])⊗ · · · ⊗ ξsp+q+r = 0.
(iii) On conserve la notation
ε(σ ) = ε
(
a1 . . . ap+q
aσ−1(1) . . . aσ−1(p+q)
)
.
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μ
([α[1,p], α[p+1,p+q]])
=
∑
σ∈Bat(p,q)
i<k−1;σ−1(k)p<σ−1(k+1)
ε(σ )(−1)
∑
r<i aσ−1(r)ασ−1(1) ⊗ · · ·
⊗μ(ασ−1(i), ασ−1(i+1))⊗ · · · ⊗ [ασ−1(k), ασ−1(k+1)] ⊗ · · · ⊗ ασ−1(p+q)
+
∑
σ∈Bat(p,q)
i>k+1;σ−1(k)p<σ−1(k+1)
ε(σ )(−1)
∑
r<i aσ−1(r)ασ−1(1) ⊗ · · ·
⊗ [ασ−1(k), ασ−1(k+1)] ⊗ · · · ⊗μ(ασ−1(i), ασ−1(i+1))⊗ · · · ⊗ ασ−1(p+q)
+
∑
σ∈Bat(p,q)
k;σ−1(k)p<σ−1(k+1)
ε(σ )(−1)
∑
r<k−1 aσ−1(r)
× ασ−1(1) ⊗ · · · ⊗μ
(
ασ−1(k−1), [ασ−1(k), ασ−1(k+1)]
)⊗ · · · ⊗ ασ−1(p+q)
+
∑
σ∈Bat(p,q)
k;σ−1(k)p<σ−1(k+1)
ε(σ )(−1)
∑
r<k aσ−1(r)
× ασ−1(1) ⊗ · · · ⊗μ
([ασ−1(k), ασ−1(k+1)], ασ−1(k+2))⊗ · · · ⊗ ασ−1(p+q)
= (I )+ (II)+ (III)+ (IV).
Dans la somme (I ) (resp. (II)), on distingue quatre cas :
(1) Si {σ−1(i), σ−1(i + 1)} ⊂ {1, . . . , p} : on note (I1) (resp. (II1)) la restriction de (I ) (resp.
(II)) à ce cas.
(2) Si {σ−1(i), σ−1(i + 1)} ⊂ {p+ 1, . . . , p+ q} : on note (I2) (resp. (II2)) la restriction de (I )
(resp. (II)) à ce cas.
(3) Si σ−1(i) p < σ−1(i + 1) : on note (I3) (resp. (II3)) la restriction de (I ) (resp. (II)) à ce
cas.
(4) Si σ−1(i + 1) p < σ−1(i) : on note (I4) (resp. (II4)) la restriction de (I ) (resp. (II)) à ce
cas.
On vérifie directement que (I3)+ (I4) = 0 et (II3)+ (II4) = 0.
Dans la somme (III), on distingue deux cas :
(1) Si σ−1(k − 1) ∈ {1, . . . , p} : on note (III1) la restriction de (III) à ce cas.
(2) Si σ−1(k − 1) ∈ {p + 1, . . . , p + q} : on note (III2) la restriction de (III) à ce cas.
Dans la somme (IV ), on distingue deux cas :
(1) Si σ−1(k + 2) ∈ {1, . . . , p} : on note (IV1) la restriction de (IV ) à ce cas.
(2) Si σ−1(k + 2) ∈ {p + 1, . . . , p + q} : on note (IV2) la restriction de (IV ) à ce cas.
Donc μ([X,Y ]) s’écrit :
μ
([α[1,p], α[p+1,p+q]])= (I1)+ (I2)+ (II1)+ (II2)+ (III1)+ (III2)+ (IV1)+ (IV2).
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μ
(
batp,q(α[1,p], β[p+1,p+q])
)= batp−1,q(μ(α[1,p]), α[p+1,p+q])
+ (−1)a[1,p]batp,q−1
(
α[1,p],μ(α[p+1,p+q])
)
.
Donc [
μ(α[1,p]), α[p+1,p+q]
]
=
∑
σ∈Bat(p,q)
i<k−1;σ−1(k)p<σ−1(k+1)
{σ−1(i),σ−1(i+1)}⊂{1,...,p}
ε(σ )(−1)
∑
r<i aσ−1(r)ασ−1(1) ⊗ · · ·
⊗μ(ασ−1(i), ασ−1(i+1))⊗ · · · ⊗ [ασ−1(k), ασ−1(k+1)] ⊗ · · · ⊗ ασ−1(p+q)
+
∑
σ∈Bat(p,q)
i>k+1;σ−1(k)p<σ−1(k+1)
{σ−1(i),σ−1(i+1)}⊂{1,...,p}
ε(σ )(−1)
∑
r<i aσ−1(r)ασ−1(1) ⊗ · · ·
⊗ [ασ−1(k), ασ−1(k+1)]⊗ · · · ⊗μ(ασ−1(i), ασ−1(i+1))⊗ · · · ⊗ ασ−1(p+q)
+
∑
σ∈Bat(p,q)
k;σ−1(k)<σ−1(k+1)p<σ−1(k+2)
ε(σ )(−1)
∑
r<k aσ−1(r)
× ασ−1(1) ⊗ · · · ⊗
[
μ
(
ασ−1(k), ασ−1(k+1)), ασ−1(k+2)
]⊗ · · · ⊗ ασ−1(p+q)
= (I ′)+ (II′)+ (III′).
On vérifie que (I ′) = (I1), (II′) = (II1). De plus, en appliquant l’identité de Leibniz pour
[μ(ασ−1(k), ασ−1(k+1)), ασ−1(k+2)], on obtient,
(III′) =
∑
σ∈Bat(p,q)
k;σ−1(k)<σ−1(k+1)p<σ−1(k+2)
ε(σ )(−1)
∑
r<k aσ−1(r)
× ασ−1(1) ⊗ · · · ⊗μ
(
ασ−1(k), [ασ−1(k+1), ασ−1(k+2)]
)⊗ · · · ⊗ ασ−1(p+q)
+
∑
σ∈Bat(p,q)
k;σ−1(k)<σ−1(k+1)p<σ−1(k+2)
ε(σ )(−1)
∑
r<k aσ−1(r) (−1)aσ−1(k+1)aσ−1(k+2)
× ασ−1(1) ⊗ · · · ⊗μ
([ασ−1(k), ασ−1(k+2)], ασ−1(k+1))⊗ · · · ⊗ ασ−1(p+q)
= (III1)+ (IV1).
De même, on vérifie que
(−1)a[1,p][α[1,p],μ(α[p+1,p+q])]
=
∑
σ∈Bat(p,q)
i<k−1;σ−1(k)p<σ−1(k+1)
{σ−1(i),σ−1(i+1)}⊂{p+1,...,p+q}
ε(σ )(−1)
∑
r<i aσ−1(r)ασ−1(1) ⊗ · · ·
⊗μ(ασ−1(i), ασ−1(i+1))⊗ · · · ⊗ [ασ−1(k), ασ−1(k+1)] ⊗ · · · ⊗ ασ−1(p+q)
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∑
σ∈Bat(p,q)
i>k+1;σ−1(k)p<σ−1(k+1)
{σ−1(i),σ−1(i+1)}⊂{p+1,...,p+q}
ε(σ )(−1)
∑
r<i aσ−1(r)ασ−1(1) ⊗ · · ·
⊗ [ασ−1(k), ασ−1(k+1)] ⊗ · · · ⊗μ(ασ−1(i), ασ−1(i+1))⊗ · · · ⊗ ασ−1(p+q)
+
∑
σ∈Bat(p,q)
k;σ−1(k)p<σ−1(k+1)<σ−1(k+2)
ε(σ )(−1)
∑
r<k+1 aσ−1(r)
× ασ−1(1) ⊗ · · · ⊗
[
ασ−1(k),μ(ασ−1(k+1), ασ−1(k+2))
]⊗ · · · ⊗ ασ−1(p+q)
= (I ′′)+ (II′′)+ (III′′).
On vérifie comme plus haut que (I ′′) = (I2), (II′′) = (II2) et (III′′) = (III2) + (IV2), ce qui
achève la preuve. 
6. G∞ algèbre
6.1. L∞ algèbre associée à H
Par convention, dans toute la suite on notera le degré d’un élément α[1,n] = α1 ⊗ · · · ⊗ αn ∈⊗n
(G[1]) par a[1,n] =∑ni=1 ai et on utilisera des lettres capitales pour les paquets, c’est à dire,
pour un paquet X = α1 ⊗· · ·⊗αn ∈ (⊗n(G[1]))[1] ⊂ H[1] le degré sera noté x =∑ni=1 ai −1 =
a[1,n] − 1.
Le degré d’un élément X1. . . . .Xn ∈ Sn(H[1]) est alors x1 + · · · + xn.
(H,μ, [ , ]) étant une algèbre de Lie différentielle graduée, en suivant l’étude qu’on a fait dans
la section 2, on pourra construire une L∞ algèbre associée à H notée (S+(H[1]),, +m), avec
(+m)2 = 2 = [ , ] et (+m)1 = m1 = μ.
La comultiplication  est définie sur S+(H[1]) par
(X1. . . . .Xn) =
∑
I unionsqJ={1,...n}
#I>0,#J>0
ε
(
x{1,...,n}
xI , xJ
)
)XI ⊗XJ .
Le crochet [ , ] sur H était antisyétrique de degré 0. Comme l’on veut une codérivation de
degré 1 pour , on pose 2(X,Y ) = (−1)x[X,Y ]. 2 devient une application symétrique sur
S2(H[1]) de degré 1. Elle vérifie :
(i) 2(X,Y ) = (−1)xy2(Y,X),
(ii) (−1)xz2
(
2(X,Y ),Z
)+ (−1)yx2(2(Y,Z),X)+ (−1)zy2(2(Z,X),Y )= 0,
(iii) m1
(
2(X,Y )
)= −2(m1(X),Y )+ (−1)1+x2(X,m1(Y )).
On prolonge le crochet 2 à S+(H[1]) de façon unique en une codérivation de degré 1 de la
cogèbre (S+(H[1]),). Ce prolongement est donné par :
(X1. . . . .Xn) =
∑
i<j
ε
(
x1 . . . xn
xixj x1 . . . ıˆjˆ . . . xn
)
2(Xi,Xj ).X1. . . . ıˆ . . . jˆ . . . .Xn.
 est de carré nul  ◦  = 0.
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m(X1. . . . .Xn) =
n∑
j=1
(−1)
∑
1r<j xrX1. . . . .m1(Xj ). . . . .Xn.
m est commutative et vérifie m ◦m = 0.
De plus, grâce à la propriété (iii), on a (+m) ◦ (+m) = 0.
On peut voir alors (S+(H[1]),,  +m) comme une L∞ algèbre.
6.2. Le cocrochet κ
(H, δ,m1) étant une C∞ algèbre. Le cocrochet δ sur
⊗p
(G[1]) devient un cocrochet κ sur⊗p
(G[1])[1] défini par :
Pour X = α1 ⊗ · · · ⊗ αp ,
κ(X) =
p−1∑
j=1
(
(−1)a[1,j ]α[1,j ] ⊗ α[j+1,p] − ε
(
a[1,n]
a[j+1,n] a[1,j ]
)
× (−1)a[j+1,p]α[j+1,p] ⊗ α{1,...,j}
)
=
p−1∑
j=1
(−1)uj+1
(
Uj ⊗ Vj + ε
(
uj vj
vj uj
)
α[j+1,p] ⊗ α[1,j ]
)
.
où Uj = α[1,j ], Vj = α[j+1,p], uj = a[1,j ] − 1 et vj = a[j+1,p]−1.
Autrementdit,
κ(X) =
p−1∑
j=1
(−1)uj+1(Uj ⊗ Vj + τ(Uj ⊗ Vj )).
Le cocrochet κ sur
⊗p
(G[1])[1] est alors cosymétrique (κ = τ ◦ κ) et de degré 1.
On prolonge κ à S+(H[1]) par :
κ(X1. . . . .Xn)
=
∑
1sn
I∪J={1,...,n}\{s}
(−1)
∑
i<s xi
∑
Us⊗Vs=Xs
Us,Vs =∅
(−1)us+1
×
(
ε
(
x1 . . . xn
xI us vs xJ
)
XI .Us ⊗ Vs.XJ + ε
(
x1 . . . xn
xI vs us xJ
)
XI .Vs ⊗Us.XJ
)
,
avec
ε
(
x1 . . . xn
xI us vs xJ
)
= ε
(
x1 . . . xn
xI xs xJ
)
(−1)
∑
i<s
i∈J
xi
(−1)
∑
i>s
i∈I
xi
.
En posant τ12 = τ ⊗ id et τ23 = id ⊗ τ , κ vérifie les identités de coJacobi et de coLeibniz :
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(i) (id⊗3 + τ12 ◦ τ23 + τ23 ◦ τ12) ◦ (κ ⊗ id) ◦ κ = 0 (identité de coJacobi graduée).
(ii) (id ⊗) ◦ κ = (κ ⊗ id) ◦+ τ12 ◦ (id ⊗ κ) ◦ (identité de coLeibniz graduée).
(Voir [4])
Démonstration. (i) On calcule d’abord, (κ ⊗ id) ◦ κ(X1. . . . .Xn), on trouve pour t = s des
termes de la forme :
(1): ε1.XI .Ut ⊗ Vt .XJ .Us ⊗ Vs.XK,
(2): ε2.XI .Vt ⊗Ut .XJ .Us ⊗ Vs.XK,
(3): ε3.XI .Ut ⊗ Vt .XJ .Vs ⊗Us.XK,
(4): ε4.XI .Vt ⊗Ut .XJ .Vs ⊗Us.XK,
(5): ε5.XI .Us.Ut ⊗ Vt .XJ ⊗ Vs.XK,
(6): ε6.XI .Us.Vt ⊗Ut .XJ ⊗ Vs.XK,
(7): ε7.XI .Vs.Ut ⊗ Vt .XJ ⊗Us.XK,
(8): ε8.XI .Vs.Vt ⊗Ut .XJ ⊗Us.XK.
Et pour t = s, si Xs = Us ⊗ Vs ⊗Ws on trouve des termes de la forme :
(9): ε9.XI .Us ⊗ Vs.XJ ⊗Ws.XK,
(10): ε10.XI .Vs ⊗Us.XJ ⊗Ws.XK,
(11): ε11.XI .Vs ⊗Ws.XJ ⊗Us.XK,
(12): ε12.XI .Ws ⊗ Vs.XJ ⊗Us.XK.
On s’intéresse par exemple au terme (1) = ε1.XI .Ut ⊗ Vt .XJ .Us ⊗ Vs.XK de (κ ⊗ id) ◦
κ(X1. . . . .Xn) et on cherche le terme correspondant dans (id⊗3 + τ12 ◦ τ23 + τ23 ◦ τ12) ◦
(κ ⊗ id) ◦ κ(X1. . . . .Xn). Il aparaît uniquement dans τ12 ◦ τ23 ◦ (κ ⊗ id) ◦ κ(X1. . . . .Xn) avec le
signe −ε1.
En effet, le signe ε1 dans (1) est déterminé par :
– On part de X1, . . . ,Xn, on le ramène en XI ,Xt ,XJ ,Xs,XK accompagné du signe
ε
( x1 ... xn
xI xt xJ xs xK
)
.
– On applique κ , le terme XI .Xt .XJ .Us ⊗ Vs.XK apparaît une seule fois avec le signe
(−1)xI+xt+xJ+us+1ε
(
x1 . . . xn
xI xt xJ xs xK
)
.
– Après, en appliquant (κ⊗ id), on obtient une seule fois le terme XI .Ut ⊗Vt .XJ .Us ⊗Vs.XK
avec le signe
(−1)xt+xJ +us+ut ε
(
x1 . . . xn
xI xt xJ xs xK
)
= (−1)vt+us+xJ+1ε
(
x1 . . . xn
xI xt xJ xs xK
)
= ε1.
On cherche maintenant le signe du terme (1) dans τ12 ◦ τ23 ◦ (κ ⊗ id) ◦ κ(X1. . . . .Xn).
– On part de X1, . . . ,Xn, on le ramène en XJ ,Xs,XK,Xt ,XI accompagné du signe
ε
( x1 ... xn )
.xJ xs xK xt xI
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(−1)xJ +xs+xK+ut+1+ut vt ε
(
x1 . . . xn
xJ xs xK xt xI
)
qui s’écrit encore Vt .XJ .Xs.XK ⊗XI .Ut accompagné du signe
(−1)xJ +xs+xK+ut+1+ut vt+ut xI+vt (xK+xs+xJ )ε
(
x1 . . . xn
xJ xs xK xt xI
)
.
– Après, en appliquant (κ ⊗ id), on obtient une seule fois le terme Vt .Us ⊗ Vs.XK ⊗ XI .Ut
avec le signe
(−1)xJ +xs+xK+ut+1+ut vt+ut xI+vt (xK+xs+xJ )+xJ+vt+us+1ε
(
x1 . . . xn
xJ xs xK xt xI
)
.
– On applique ensuite τ12 ◦ τ23, on obtient le terme XI .Xt .Ut ⊗ Vt .XJ .Us ⊗ Vs.XK avec le
signe
(−1)xJ +xs+xK+ut+1+ut vt+ut xI+vt (xK+xs+xJ )+xJ+vt+us+1ε
(
x1 . . . xn
xJ xs xK xt xI
)
× ε
(
vt xJ us vs xK xI ut
xI ut vt xJ us vs xK
)
= (−1)xJ +xs+xK+ut+1+ut vt+ut xI+vt (xK+xs+xJ )+xJ +vt+us+1
× ε
(
x1 . . . xn
xJ xs xK xt xI
)
ε
(
xJ xs xK xt xI
xI xt xJ xs xK
)
× (−1)xI+(vt+1)(xJ+xK+xs)+ut+vt (xI+ut )+xt xI
= −ε1.
Les autres termes se simplifient de façon pareille.
(ii) D’une part, on a
(id ⊗) ◦ κ(X1. . . . .Xn)
=
∑
1sn
I∪J∪K={1,...,n}\{s}
(−1)
∑
i<s xi
∑
Us⊗Vs=Xs
Us,Vs =∅
(−1)us+1
(
ε
(
x1 . . . xn
xJ us xI vs xK
)
×XJ .Us ⊗XI ⊗ Vs.XK + ε
(
x1 . . . xn
xJ us vs xK xI
)
XJ .Us ⊗ Vs.XK ⊗XI
+ ε
(
x1 . . . xn
xJ vs xI us xK
)
XJ .Vs ⊗XI ⊗Us.XK + ε
(
x1 . . . xn
xJ vs us xK xI
)
×XJ .Vs ⊗Us.XK ⊗XI
)
= (1)+ (2)+ (3)+ (4).
D’autre part, on sait que (X1. . . . .Xn) =∑ I∪J={1,...,n} ε( x1...xnxI xJ )XI ⊗XJ .#I,#J>0
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(id ⊗ κ) ◦(X1. . . . .Xn)
=
∑
1sn
I∪J∪K={1,...,n}\{s}
ε
(
x1 . . . xn
xI xJ xs xK
)
(−1)xI (−1)
∑
i∈J xi
∑
Us⊗Vs=Xs
Us,Vs =∅
(−1)us+1
×
(
ε
(
xI xJ xs xK
xI xJ us vs xK
)
XI ⊗XJ .Us ⊗ Vs.XK
+ ε
(
xI xJ xs xK
xI xJ vs us xK
)
XI ⊗XJ .Vs ⊗Us.XK
)
.
Alors,
τ12 ◦ (id ⊗ κ) ◦(X1. . . . .Xn)
=
∑
1sn
I∪J∪K={1,...,n}\{s}
ε
(
x1 . . . xn
xI xJ xs xK
)
(−1)xI (−1)
∑
i∈J xi
∑
Us⊗Vs=Xs
Us,Vs =∅
(−1)us+1
×
(
ε
(
xI xJ us vs xK
xJ us xI vs xK
)
XJ .Us ⊗XI ⊗ Vs.XK
+ ε
(
xI xJ us vs xK
xJ vs xI us xK
)
XJ .Vs ⊗XI ⊗Us.XK
)
= (5)+ (6).
De plus, en écrivant que (X1. . . . .Xn) =∑ I∪J={1,...,n}
#I,#J>0
ε
( x1...xn
xJ xI
)
XJ ⊗XI , on a
(κ ⊗ id) ◦(X1. . . . .Xn)
=
∑
1sn
I∪J∪K={1,...,n}\{s}
ε
(
x1 . . . xn
xJ xs xK xI
)
(−1)
∑
i∈J xi
∑
Us⊗Vs=Xs
Us,Vs =∅
(−1)us+1
×
(
ε
(
xJ xs xK xI
xJ us vs xK xI
)
XJ .Us ⊗ Vs.XK ⊗XI
+ ε
(
xJ xs xK xI
xJ vs us xK xI
)
XJ .Vs ⊗Us.XK ⊗XI
)
= (7)+ (8).
Un calcul nous montre que (1) = (5), (2) = (7), (3) = (6) et (4) = (8). Montrons par exemple
que (1) = (5).
En effet, dans (1), le terme XJ .Us ⊗XI ⊗ Vs.XK apparaît avec le signe
(−1)
∑
i<s xi+us+1ε
(
x1 . . . xn
xJ us xI vs xK
)
.
Dans (5), ce terme apparaît avec le signe
ε
(
x1 . . . xn
xI xJ xs xK
)
(−1)
∑
i∈J xi+xI+us+1ε
(
xI xJ us vs xK
xJ us xI vs xK
)
= (−1)
∑
i>s
i∈I∪J
xi
(−1)
∑
i<s
i∈K
xi
(−1)
∑
i∈J xi+xI+us+1
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x1 . . . xn
xI xJ us vs xK
)
ε
(
xI xJ us vs xK
xJ us xI vs xK
)
= (−1)
∑
i<s xi+us+1ε
(
x1 . . . xn
xJ us xI vs xK
)
.
Ce qui montre que (1) = (5).
Donc, on trouve que (id ⊗) ◦ κ = (κ ⊗ id) ◦+ τ12 ◦ (id ⊗ κ) ◦. 
Finalement, l’espace (S+(H[1]), κ) est une cogèbre de Lie. On vérifie que m est une codéri-
vation de degré 1 de S+(H[1]) pour le cocrochet κ .
Proposition 6.2.
(id ⊗m+m⊗ id) ◦ κ = −κ ◦m.
Démonstration.
On a
κ ◦m(X1. . . . .Xn)
=
n∑
s=1
(−1)
∑
i<s xi κ
(
X1. . . . .m(Xs). . . . .Xn
)
=
∑
t<s
(−1)
∑
i<s xi+ut+1+
∑
i<t xi
(
ε
(
x1 . . . utvt . . . (xs + 1) . . . xn
xI ut vt (xs + 1) xJ
)
×XI .Ut ⊗ Vt .m(Xs).XJ + ε
(
x1 . . . utvt . . . (xs + 1) . . . xn
xI (xs + 1) ut vt xJ
)
×XI .m(Xs).Ut ⊗ Vt .XJ
+ ε
(
x1 . . . utvt . . . (xs + 1) . . . xn
xI vt ut (xs + 1) xJ
)
XI .Vt ⊗Ut .m(Xs).XJ
+ ε
(
x1 . . . utvt . . . (xs + 1) . . . xn
xI (xs + 1) vt ut xJ
)
XI .m(Xs).Vt ⊗Ut .XJ
)
+
∑
t>s
(−1)
∑
i<s xi+ut+1+
∑
i<t xi+1
(
ε
(
x1 . . . utvt . . . (xs + 1) . . . xn
xI ut vt (xs + 1) xJ
)
×XI .Ut ⊗ Vt .m(Xs).XJ
+ ε
(
x1 . . . utvt . . . (xs + 1) . . . xn
xI (xs + 1) ut vt xJ
)
XI .m(Xs).Ut ⊗ Vt .XJ
+ ε
(
x1 . . . utvt . . . (xs + 1) . . . xn
xI vt ut (xs + 1) xJ
)
XI .Vt ⊗Ut .m(Xs).XJ
+ ε
(
x1 . . . utvt . . . (xs + 1) . . . xn
xI (xs + 1) vt ut xJ
)
XI .m(Xs).Vt ⊗Ut .XJ
)
+
n∑
s=1
(−1)
∑
i<s xi+(us+1)+1
(
ε
(
x1 . . . (us + 1) vs . . . xn
xI (us + 1) vs xJ
)
XI .m(Us)⊗ Vs.XJ
+ ε
(
x1 . . . (us + 1) vs . . . xn
x v (u + 1) x
)
XI .Vs ⊗m(Us).XJ
)
I s s J
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∑
i<s xi+us+1
(
ε
(
x1 . . . us (vs + 1) . . . xn
xI us (vs + 1) xJ
)
XI .Us ⊗m(Vs).XJ
+ ε
(
x1 . . . us (vs + 1) . . . xn
xI (vs + 1) us xJ
)
XI .m(Vs)⊗Us.XJ
)
= (1)+ (2)+ (3)+ (4)+ (5)+ (6)+ (7)+ (8)+ (9)+ (10)+ (11)+ (12).
Après, en calculant (id⊗m)◦κ(X1. . . . .Xn), on obtient −(1)− (3)− (5)− (7)− (10)− (11)
et en calculant (m ⊗ id) ◦ κ(X1. . . . .Xn), on obtient −(2) − (4) − (6) − (8) − (9) − (12). Par
exemple, le terme XI .Ut ⊗ Vt .m(Xs).XJ de (1) apparaît dans κ ◦m(X1. . . . .Xn) avec le signe
(−1)
∑
i<s xi+ut+1+
∑
i<t xi ε
(
x1 . . . utvt . . . (xs + 1) . . . xn
xI ut vt (xs + 1) xJ
)
.
Ce même terme appaît dans (id ⊗m) ◦ κ(X1. . . . .Xn) avec le signe
(−1)
∑
i<t xi+ut+1(−1)xI+ut+vt ε
(
x1 . . . utvt . . . xs . . . xn
xI ut vt xs xJ
)
= ε
(
x1 . . . utvt . . . (xs + 1) . . . xn
xI ut vt (xs + 1) xJ
)
(−1)
∑
i<t xi+ut+1(−1)xI+ut+vt
× (−1)
∑
i<s
i∈J
xi+∑ i>s
i∈I
xi
= (−1)vt+
∑
t<i<s xi+1ε
(
x1 . . . utvt . . . (xs + 1) . . . xn
xI ut vt (xs + 1) xJ
)
.
D’où, le résultat. 
On vérifie aussi que le crochet  est une codérivation de degré 1 de S+(H[1]) pour κ :
Proposition 6.3.
(id ⊗ + ⊗ id) ◦ κ = −κ ◦ .
Démonstration. On a d’une part,
κ ◦ (X1. . . . .Xn)
= κ
(∑
i<j
ε
(
x1 . . . xn
xi xj x1 . . . iˆjˆ . . . xn
)
2(Xi,Xj )X1. . . . iˇ . . . jˇ . . . .Xn
)
= κ
( ∑
i<j
J={1,...,n}\{i,j}
ε
(
x1 . . . xn
xi xj xJ
)
2(Xi,Xj ).XJ
)
.
Dans κ ◦ (X1. . . . .Xn), il apparaît un terme (I ) de la forme
2(Xi,Xj ).XJ1.Us ⊗ Vs.XJ2
avec le signe
ε1 = (−1)xi+xj+xJ1+us ε
(
x1 . . . xn
xi xj xJ
)
où on a posé J = J1 ∪ {s} ∪ J2.
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On a
(⊗ id) ◦ κ(X1. . . . .Xn)
= (⊗ id)
(∑
i<j
∑
s
J1∪J2={1,...,n}\{i,j,s}
∑
Us⊗Vs=Xs
Us,Vs =∅
(−1)
∑
r<s xr+us+1
× ε
(
x1 . . . us vs . . . xn
xi xj xJ1 us vs xJ2
)
Xi.Xj .XJ1.Us ⊗ Vs.XJ2 + · · ·
)
= (−1)
∑
r<s xr+us+1ε
(
x1 . . . us vs . . . xn
xi xj xJ1 us vs xJ2
)
2(Xi,Xj ).XJ1.Us ⊗ Vs.XJ2 + · · · .
Le premier terme (1) = 2(Xi,Xj ).XJ1.Us ⊗ Vs.XJ2 apparaît donc avec le signe
(−1)
∑
r<s xr+us+1(−1)
∑
r<s
r∈J2
xr
(−1)
∑
r>s
r∈J1∪{i,j}
xr
ε
(
x1 . . . xs . . . xn
xi xj xJ1 xs xJ2
)
= (−1)xi+xj+xJ1+us+1ε
(
x1 . . . xn
xi xj xJ
)
= −ε1.
Alors, (I ) = −(1). De même, les autres termes apparaissent dans le premier membre et le second
membre à un signe (−1) près.
Il reste juste le cas où on coupe 2(Xi,Xj ) par κ , on va l’étudier comme le cas où on a deux
paquets.
En effet, si X = α1 ⊗ · · · ⊗ αp et Y = αp+1 ⊗ · · · ⊗ αp+q , on sait que
2(X,Y ) = (−1)x
∑
σ∈Bat(p,q)
σ−1(k)p<σ−1(k+1)
ε
(
a1 . . . ap+q
aσ−1(1) . . . aσ−1(p+q)
)
× ασ−1(1) ⊗ · · · ⊗ [ασ−1(k), ασ−1(k+1)] ⊗ · · · ⊗ ασ−1(p+q).
Alors,
κ ◦ 2(X,Y )
= (−1)x
∑
σ∈Bat(p,q)
k;σ−1(k)p<σ−1(k+1)
ε
(
a1 . . . ap+q
aσ−1(1) . . . aσ−1(p+q)
)
×
∑
t<k
(
(−1)
∑
it aσ−1(i)ασ−1(1) ⊗ · · · ⊗ ασ−1(t) ⊗ ασ−1(t+1)⊗· · ·
⊗ [ασ−1(k), ασ−1(k+1)] ⊗ · · · ⊗ ασ−1(p+q)
− (−1)
∑
i>t aσ−1(i)ε
(
a1 . . . ap+q
a[σ−1(t+1),σ−1(p+q)], a[σ−1(1),σ−1(t)]
)
ασ−1(t+1) ⊗ · · ·
⊗ [ασ−1(k), ασ−1(k+1)] ⊗ · · · ⊗ ασ−1(p+q) ⊗ ασ−1(1) ⊗ · · · ⊗ ασ−1(t)
)
+
∑(
(−1)
∑
it aσ−1(i)ασ−1(1) ⊗ · · · ⊗ [ασ−1(k), ασ−1(k+1)] ⊗ · · ·
t>k
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− (−1)
∑
i>t aσ−1(i) ε
(
a1 . . . ap+q
a[σ−1(t+1),σ−1(p+q)], a[σ−1(1),σ−1(t)]
)
ασ−1(t+1) ⊗ · · ·
⊗ ασ−1(p+q) ⊗ ασ−1(1) ⊗ · · · ⊗ [ασ−1(k), ασ−1(k+1)] ⊗ · · · ⊗ ασ−1(t)
)
= (1)+ (2)+ (3)+ (4).
Sachant que κ passe au quotient modulo les battements, alors, par exemple pour le terme (1) =
ασ−1(1) ⊗ · · · ⊗ ασ−1(t) ⊗ ασ−1(t+1) ⊗ · · · ⊗ [ασ−1(k), ασ−1(k+1)] ⊗ · · · ⊗ ασ−1(p+q) qui apparaît
dans κ ◦2(X,Y ), on a nécessairement ασ−1(1), . . . , ασ−1(t) appartiennent tous à X ou à Y . Alors,
on a nécessairement ασ−1(1) ⊗· · ·⊗ασ−1(t) = α1 ⊗· · ·⊗αt ou ασ−1(1) ⊗· · ·⊗ασ−1(t) = αp+1 ⊗
· · · ⊗ αp+t .
Supposons, par exemple, que le terme (1) s’écrit :
αp+1 ⊗ · · · ⊗ αp+t ⊗ ασ−1(t+1) ⊗ · · · ⊗ [ασ−1(k), ασ−1(k+1)] ⊗ · · · ⊗ ασ−1(p+q).
Il apparaît dans κ ◦ 2(X,Y ) avec le signe (−1)xε
( a1 ... ap+q
a
σ−1(1)...aσ−1(p+q)
)
(−1)
∑
p+1ip+t ai
.
Cherchons le terme correspondant dans (id ⊗ 2) ◦ κ(X,Y ).
Posons U = αp+1 ⊗ · · · ⊗ αp+t et V = αp+t+1 ⊗ · · · ⊗ αp+q . On sait que
κ(X,Y ) =
q∑
t=1
(−1)x+u+1ε
(
x u v
u v x
)
U ⊗ (αp+t+1 ⊗ · · · ⊗ αp+q).(α1 ⊗ · · · ⊗ αp)
+ d’autres termes. . .
En appliquant (id ⊗ 2), on obtient :
(id ⊗ 2) ◦ κ(X,Y )
=
q∑
t=1
(−1)u(−1)x+u+1ε
(
x u v
u v x
)
U ⊗ 2(αp+t+1 ⊗ · · · ⊗ αp+q.α1 ⊗ · · · ⊗ αp)
+ d’autres termes. . .
On considère une permutation λ de Sp+q définie par :
λ(i) =
{
p + i, si 1 i  q ;
i − q, si q + 1 i  p + q.
Posons βi = αλ(i). Alors,
(id ⊗ 2) ◦ κ(X,Y )
=
∑
t<k
η∈Bat(q−t,p);η−1(k)q<η−1(k+1)
(−1)x+vε
(
x u v
u v x
)
ε
(
b[t+1,p+q]
b[η−1(t+1),η−1(p+q)]
)
×U ⊗ βη−1(t+1) ⊗ · · · ⊗ [βη−1(k), βη−1(k+1)] ⊗ · · · ⊗ βη−1(p+q) + d’autres termes. . .
où η est un battement de Bat(q − t, p) défini sur {t + 1, . . . , p + q}.
Dans la somme précédente, fixant η ∈ Bat(q − t, p) telle que η(i) = σ ◦ λ(i),∀i ∈ {t +
1, . . . , p + q}. On construit, après, une permutation ν de Sp+q définie par :
ν−1(i) =
{
p + i, si 1 i  t
−1η (i), si t + 1 i  p + q.
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ε
(
b[1,p+q]
b[ν−1(1),ν−1(p+q)]
)
= (−1)a[1,p]a[p+1,p+q]ε
(
a[1,p+q]
a[σ−1(1),σ−1(p+q)]
)
.
Mais, par construction ν−1(k) q < ν−1(k + 1). On construit, alors, une nouvelle permuta-
tion ρ de Sp+q définie par :
ρ−1(i) = ν−1(i), ∀i /∈ {k, k + 1}, ρ−1(k) = ν−1(k + 1) et ρ−1(k + 1) = ν−1(k).
On vérifie que ρ appartient à Bat(q,p), βρ−1(i) = ασ−1(i),∀i /∈ {k, k+1}, βρ−1(k) = ασ−1(k+1),
βρ−1(k+1) = ασ−1(k), ρ−1(k) p < ρ−1(k + 1) et que
ε
(
b[1,p+q]
b[ρ−1(1),ρ−1(p+q)]
)
= (−1)a[1,p]a[p+1,p+q]ε
(
a[1,p+q]
a[σ−1(1),σ−1(p+q)]
)
(−1)aσ−1(k)aσ−1(k+1) .
Enfin, le terme
U ⊗ βρ−1(t+1) ⊗ · · · ⊗ [βρ−1(k), βρ−1(k+1)] ⊗ · · · ⊗ βρ−1(p+q)
= αp+1 ⊗ · · · ⊗ αp+t ⊗ ασ−1(t+1) ⊗ · · · ⊗ [ασ−1(k+1), ασ−1(k)] ⊗ · · · ⊗ ασ−1(p+q)
apparaît dans (id ⊗ 2) ◦ κ(X,Y ) avec le signe
(−1)a[1,p]+v+1ε
(
xuv
uvx
)
(−1)a[1,p]a[p+1,p+q]ε
(
a[1,p+q]
a[σ−1(1),σ−1(p+q)]
)
(−1)aσ−1(k)aσ−1(k+1) .
Donc, le terme αp+1 ⊗ · · · ⊗ αp+t ⊗ ασ−1(t+1) ⊗ · · · ⊗ [ασ−1(k), ασ−1(k+1)] ⊗ · · · ⊗ ασ−1(p+q)
apparaît dans (id ⊗ 2) ◦ κ(X,Y ) avec le signe
(−1)x+vε
(
xuv
uvx
)
(−1)a[1,p]a[p+1,p+q]ε
(
a[1,p+q]
a[σ−1(1),σ−1(p+q)]
)
(−1)
= (−1)x+v+1(−1)xa[p+1,p+q](−1)a[1,p]a[p+1,p+q]ε
(
a[1,p+q]
a[σ−1(1),σ−1(p+q)]
)
= (−1)x+u+1ε
(
a[1,p+q]
a[σ−1(1),σ−1(p+q)]
)
. 
6.3. G∞ algèbre
On a construit deux codérivations m et  de degré 1 pour la comultiplication  de la co-
gèbre cocommutative et coassociative (S+(H[1]),) et pour le cocrochet κ de la cogèbre de Lie
(S+(H[1]), κ) vérifiant m ◦ m = 0 et  ◦  = 0. De plus, la comultiplication  et le cocrochet κ
vérifie l’identité de coLeibniz
(id ⊗) ◦ κ = (κ ⊗ id) ◦+ τ12 ◦ (id ⊗ κ) ◦.
On dit que (S+(H[1]),,κ) est une cogèbre de Gerstenhaber graduée.
Comme  + m est une codérivation de degré 1 de (S+(H[1]),,κ) vérifiant l’équation
maîtresse [ + m, + m] = ( + m)2 = 0. Alors, (S+(H[1]),,κ,  + m) est une cogèbre de
Gerstenhaber différentielle graduée.
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(S+(
⊗+
(G[1])[1]),,κ) munie d’une codérivation pour les deux structures  et κ notée +m
et de carré nul.
Soit G une algèbre de Gerstenhaber, alors, G(G) = (S+(⊗+(G[1])[1]),,κ,  +m) avec
k = 0 si k = 2, 2(X,Y ) = (−1)x[X,Y ], mk = 0 si k = 1, m1(X) = μ(X),
(X,Y ∈ H =⊗+(G[1])) s’appelle la G∞ algèbre enveloppante de l’algèbre G.
Remarque 6.5. Pour définir une codérivation Q de la bicogèbre (S+(
⊗+
(G[1])[1]),,κ), il
suffit de se donner une suite d’applications
Q(N)p1...pn :
⊗p1(G[1])[1]. . . . .⊗pn(G[1])[1] → G (p1 + · · · + pn = N).
(Cette construction est explicitée dans la section suivante pour des morphismes de bicogèbres.)
Une G∞ algèbre est la G∞ algèbre enveloppante d’une algèbre de Gerstenhaber si et seulment
si sa codérivation +m vérifie (+m)(N)p1...pn = 0 sauf pour (+m)(2)11 et (+m)(2)2 .
7. Cohomologie de Chevalley–Harrison des algèbres de Gerstenhaber
7.1. Morphismes de cogèbres entre G∞ algèbres
Rappelons que si S+(g[1]) et S+(g′[1]) sont deux L∞ algèbres, resp. si ⊗+(A[1]) et⊗
(A′[1]) sont deux C∞ algèbres, un morphisme F de L∞ algèbre, resp. de C∞ algèbre entre
ces deux algèbres est un morphisme de cogèbre qui commute avec les codifférentielles g et g′ ,
resp. les codifférentielles mA et mA′ . De plus, les morphismes de cogèbres sont caractérisés par
leurs projections Fn
Fn : Sn
(
g[1])→ h resp. Fn :⊗n(A[1])→ A′.
Dans le cas de G∞ algèbres, S+(
⊗+
(G[1])[1]) et S+(⊗+(G′[1])[1]), on dispose de deux
coproduits :  et κ .
Proposition 7.1 (Les morphismes de cogèbres entre deux G∞-algèbres). Un morphisme de co-
gèbre F : S+(⊗+(G[1])[1]) → S+(⊗+(G′[1])[1]), c’est à dire une application linéaire telle
que
(F ⊗ F) ◦ =  ◦ F et (F ⊗ F) ◦ κ = κ ◦ F,
est uniquement caractérisé par ses projections dans G′, que l’on note :
fp1...pn :
⊗p1(G[1]). . . . .⊗pn(G[1])→ G′.
Nous ne démontrerons pas cette proposition annoncée dans [4] et [7]. Nous allons seulement
expliquer comment reconstruire F à partir des fp1...pn . On vient de voir qu’il suffit de retrouver
les projections
Fn : Sn
(⊗+(G[1])[1])→⊗+(G′[1])
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partir des applications fp1...pn .
Soit donc X1. . . . .Xn un élément de Sn(
⊗+
(G[1])[1]), avec
Xj = αj1 ⊗ · · · ⊗ αjpj .
Fn(X1. . . . .Xn) est une somme de produits tensoriels modulo les battements de f (Yk)
(1 k  t) où les Yk sont des produit . de parties des Xj de la forme :
U
j
i = αjri+1 ⊗ α
j
ri+2 ⊗ · · · ⊗ α
j
ri+1 (0 rs  pj ).
On envoie donc les produits (U11 ⊗ · · · ⊗ U1r1). . . . .(Un1 ⊗ · · · ⊗ Unrn) sur des sommes de termes
de la forme
f (Y1)⊗ · · · ⊗ f (Yt ) = f
(
V 11 . . . . .V
1
s1
)⊗ · · · ⊗ f (V t1 . . . . .V tst ).
Les V k forment une permutation des U
j
i . Si un Xj n’est pas décomposé (rj = 1), il ne peut
apparaître qu’en facteur d’au moins une vraie partie Uj
′
i d’un autre X (rj ′ > 1). Si un Xj est
décomposé (rj > 1) chacune de ses parties apparaît dans un Y différent. Enfin, il y a autant de .
et de ⊗ dans l’expression de X1. . . . .Xn que dans celle des f (Y1)⊗ · · · ⊗ f (Yt ).
Etape 1. Description des découpages des Xj .
On utilise un tableau T à n lignes. On découpe les Xj . Chaque ligne j du tableau T a rj
cases. Dans chaque case, on place les portions de Xj dans l’ordre du découpage ainsi : si on écrit
Xj = Uj1 ⊗ · · · ⊗Ujrj , on aura une ligne :
U
j
1 U
j
2
. . . U
j
rj
Notons L = nombre de lignes, C = nombre de colonnes, N = nombre de cases de T .
Par exemple si on envisage de décomposer X1.X2.X3.X4.X5.X6 en
X1.(U2 ⊗ V2).X3.(U4 ⊗ V4 ⊗W4).(U5 ⊗ V5 ⊗W5 ⊗R5).(U6 ⊗ V6),
on posera :
T =
X1
U2 V2
X3
U4 V4 W4
U5 V5 W5 R5
U6 V6
Le tableau T caractérise maintenant la décomposition de X1. . . . .Xn.
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On appelle T1 le sous-tableau obtenu en enlevant toutes les lignes de longueur 1 de T . Il est
clair que l’on peut reconstruire T à partir de T1. Celui-ci caractérise donc aussi la décomposition
de notre monôme. Dans notre exemple :
T1 =
U2 V2
U4 V4 W4
U5 V5 W5 R5
U6 V6
Notons L1 = nombre de lignes, C1 = nombre de colonnes, N1 = nombre de cases de T1 et
h = L1 − 1.
Etape 3. Construction du coeur de T ′.
On dessine tous les tableaux T2 ayant h cases vides tels que la longueur des lignes décroît
de haut vers le bas. Dans notre exemple, ce nombre est 3. Dans notre exemple, il y a quatre
possibilités :
T2 = T2 = T2 = T2 =
On ajoute ensuite une case vide à T2 en dessous de chacune des colonnes de T2 (s’il n’y a aucune
colonne, on ne fait rien). On obtient un tableaux T3. Par exemple si on retient le second T2 ci
dessus, on obtient,
T2 = ⇒ T3 =
Etape 4. Construction de T4 vide.
On ajoute à la première ligne du tableau ainsi obtenu autant de cases qu’il faut pour obtenir
un tableau T4 ayant le même nombre de cases que T1, c’est à dire tel que N4 = N1.
Remarque 7.2. On a ajouté N1 −N3 = N1 − (h+C2) cases à la première ligne de T3. Alors, T4
a donc C4 colonnes où
C4 = C3 +N1 − (h+C2)
= N1 − h = N − h− #{Xj non décomposés}
Par exemple si on retient le second T3 ci dessus, on choisit, puisque T1 possède 11 cases :
T3 = ⇒ T4 =
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On remplit ensuite T4 en mettant dans chaque case une des lettres de T1 ainsi :
On lit T1, ligne par ligne, de la gauche vers la droite. Pour la ligne j de T1, de longueur rj , on
choisit rj colonnes de T4 telles qu’il y ait dans chaque colonne au moins une case vide. Disons
que ces colonnes sont ci1, . . . , cirj avec i1 < · · · < irj . On place la kie`me entrée U
j
k de la ligne j
de T1 dans la première case libre de la colonne n◦ ik lorsqu’on parcourt la colonne de haut en
bas. On obtient ainsi un tableau rempli T4. Par exemple :
T4 =
U2 U4 V2 W4 V5 W5 R5 V6
U5 V4
U6
Etape 6. Ajout des Xj indécomposés.
On ajoute des cases au tableau T4 en dessous des colonnes existante de T4 (exactement N−N4
cases). On remplit ces cases en mettant les Xj = Uj1 indécomposés de T . On obtient un tableau
T5. Par exemple :
T4 ⇒ T5 =
U2 U4 V2 W4 V5 W5 R5 V6
U5 V4 X1
U6 X3
Etape 7. Définition de T ′.
On range chaque colonne du tableau T5 ainsi obtenu dans l’ordre croissant du haut vers le bas.
C’est à dire, on construit des colonnes c′i de la forme :
U
j1
a1
U
j2
a2
...
U
jt
as
avec j1 < · · · < jt .
On obtient ainsi un tableau noté T ′.
Dans notre exemple :
T ′ =
U2 U4 V2 X1 V5 W5 R5 V6
U5 X3 W4
U6 V4
Etape 8. Calcul des F(T ′).
A chaque colonne c′i de T ′ (1 i  s), on associe un élément f (c′i ) de G′ qui est simplement
l’image par f du produit . des termes de la colonne. Finalement on définit F(T ′) comme le
produit ε(T ,T ′)⊗s
i=1 f (c
′
i ) modulo les battements avec le signe obtenu à partir de la permutation
passant de T à T ′.
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f (Y1) = f (U2)
f (Y2) = f (U4.U5.U6)
f (Y3) = f (V2.X3.V4)
f (Y4) = f (X1.W4)
f (Y5) = f (V5)
f (Y6) = f (W5)
f (Y7) = f (R5)
f (Y8) = f (V6).
Donc
F(T ′) = ε(T ,T ′)f (Y1)⊗ f (Y2)⊗ · · · ⊗ f (Y8).
Etape 9. Calcul de F(X1. . . . .Xn).
La quantité F(X1. . . . .Xn) s’obtient en faisant la somme des F(T ′) pour toutes les décom-
positions T de X1. . . . .Xn et pour chaque T pour tous les tableaux T ′ qu’on peut construire à
partir de T :
F(X1. . . . .Xn) =
∑
T ,T ′
ε(T ,T ′)f (Y1)⊗ f (Y2)⊗ · · · ⊗ f (YCT ′ ).
7.2. Cohomologie de Chevalley–Harrison
On a la définition naturelle :
Définition 7.3 (Morphismes de G∞ algèbres). Soit (S+(
⊗+
(G[1])[1]),,κ,  + m) et
(S+(
⊗+
(G′[1])[1]),′, κ ′, ′ + m′) deux G∞ algèbres. Une application
F : S+(⊗+(G[1])[1]) → S+(⊗+(G′[1])[1]) est un morphisme de G∞ algèbres si F est un
morphisme de cogèbres :
(F ⊗ F) ◦ = ′ ◦ F, (F ⊗ F) ◦ κ = κ ′ ◦ F,
de degré 0 qui préserve les codifférentielles :
F ◦ (+m) = (′ +m′) ◦ F.
Soient (G,∧, [ , ]) et (G′,∧′, [ , ]′) deux algèbres de Gerstenhaber. Comme précédemment,
cherchons à construire un morphisme de G∞ algèbres F . On a vu qu’en tant que morphisme de
cogèbres, F est caractérisé par la suite des applications (fp1...pr ). Donnons-nous un morphisme
d’algèbres de Gerstenhaber f1 : G → G′ et cherchons à construire des applications fp1...pn sui-
vantes. Dans cette partie, nous noterons ces applications f (N)p1...pn si
∑
pj = N .
Supposons connues tous les f (k)p1...pr avec k = p1 + · · · + pr < N , on cherche les f (N)p′1...p′n .
Si Xj est un élément de
⊗pj (G[1])[1], on notera aussi p(Xj ) le nombre pj .
Si on applique (′ + m′) ◦ F − F ◦ ( + m) à X1. . . . .Xn avec Xj ∈⊗p(Xj )(G[1])[1] et∑
j p(Xj )N , aucun terme en f
(N)
′ ′ n’apparaît.p1...pr
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j p(Xj ) = N + 1. On trouve les termes suivants :
Dans (F ◦ )(X1. . . . .Xn), on a :
(F ◦ )(X1. . . . .Xn)
=
∑
j<k
ε
(
x1 . . . xn
xjxkx1 . . . jˆ . . . kˆ . . . xn
)
F
(
2(Xj ,Xk).X1. . . . jˆ . . . kˆ . . . .Xn
)
=
∑
j<k
ε
(
x1 . . . xn
xjxkx1 . . . jˆ . . . kˆ . . . xn
)
f
(N)
p(Xj )+p(Xk)−1,p(X1),...jˆ ...kˆ...,p(Xn)
× (2(Xj ,Xk).X1. . . . jˆ . . . kˆ . . . .Xn)
Dans (F ◦m)(X1. . . . .Xn), on a :
(F ◦m)(X1. . . . .Xn)
=
∑
j/p(Xj )>1
(−1)
∑
i<j xi F
(
X1. . . . .m1(Xj ). . . . .Xn
)
=
∑
j/p(Xj )>1
(−1)
∑
i<j xi f
(N)
p(X1),...,p(Xj )−1,...,p(Xn)
(
X1. . . . .m1(Xj ). . . . .Xn
)
Par ailleurs, dans (′ ◦F)(X1. . . . .Xn), les termes en f (N) n’apparaissent que dans les termes
d’ordre 2 du développement de F . Avec les notations ci-dessus, il faut, en effet, au moins un
produit de deux paquets et que l’un contienne N vecteurs de G′. Il reste seulement :
(′ ◦ F)(X1. . . . .Xn)
=
∑
j/p(Xj )=1
′
(
ε
(
x1 . . . xn
xj x1 . . . jˆ . . . xn
)
f1(Xj ).f
(N)
p(X1),...jˆ ...,p(Xn)
(X1. . . . jˆ . . . .Xn)
)
+
∑
r<N
termes en f (r).
De même pour (m′ ◦ F)(X1. . . . .Xn), les seuls termes en f (N) apparaissant sont :
(m′ ◦ F)(X1. . . . .Xn)
=
∑
j/p(Xj )>1
ε
(
x1 . . . xn
xj x1 . . . jˆ . . . xn
)
m′
(
f
(1)
1 (α
j
1 )⊗ f (N)pj−1,p1,...jˆ ...,pr
× ((αj2 ⊗ · · · ⊗ αjpj ).X1. . . . jˆ . . . .Xn))
+ ε
(
x1 . . . xn
x1 . . . jˆ . . . xnxj
)
m′
(
f
(N)
p1,...jˆ ...,pr ,pj−1
× (X1. . . . jˆ . . . .Xn.(αj1 ⊗ · · · ⊗ αjpj−1))⊗ f (1)1 (αjpj ))
+
∑
r<N
termes en f (r).
L’opérateur de cobord dCH dit de Chevalley–Harrison associé à cette construction de F et à
f
(1)
est donc le suivant.1
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CN =
∑
p1+···+pn=N
Hom
(⊗p1(G[1])[1]. . . . .⊗pn(G[1])[1],G′[1 −N − n]).
Le cobord dCH : CN → CN+1 est de la forme dCH = dm + d avec(
dmf
(N)
p1...pn
)
(X1. . . . .Xn)
= (dmf )(N+1)p1...(pj+1)...pn(X1. . . . .Xn)
= (−1)αj1
∑
i<j xim′
(
f
(1)
1
(
α
j
1
)⊗ f (N)p1,...,pj−1,...,pr (X1. . . . .(αj2 ⊗ · · · ⊗ αjpj ). . . . .Xn))
+ (−1)α
j
pj
.
∑
i>j xim′
(
f
(N)
p1,...,pj−1,...,pr
(
X1. . . . .
(
α
j
1 ⊗ · · · ⊗ αjpj−1
)
. . . .Xn
)
⊗ f (1)1
(
α
j
pj
))
− (−1)
∑
i<j xi f (N)p1...pn
(
X1. . . . .m(Xj ). . . . .Xn
)
.
De même, d : CNp1...pn →
∑
j, q1+q2=pj+1 C
N+1
q1,q2,p1...jˆ ...pn
s’écrit(
df
N
p1...pn
)= ∑
j
q1+q2=pj+1
(df )
N
q1,q2,p1...jˆ ...pn
.
Avec
1. Si q1 > 1 et q2 > 1, alors
(df )
(N+1)
q1,q2,p1...jˆ ...pn
(Y1.Y2.X1. . . . jˆ . . . .Xn)
= −ε
(
y1y2x1 . . . jˆ . . . xn
x1 . . . y1y2 . . . xn
)
(−1)
∑
i<j xi f (N)p1...pn(X1. . . . .(Y1, Y2). . . . .Xn).
2. Si q1 = 1 et q2 = pj > 1, alors
(df )
(N+1)
q1,q2,p1...jˆ ...pn
(Y1.Y2.X1. . . . jˆ . . . .Xn)
= −ε
(
y1y2x1 . . . jˆ . . . xn
x1 . . . y1y2 . . . xn
)
(−1)
∑
i<j xi f (N)p1...pn
(
X1. . . . .(Y1, Y2). . . . .Xn
)
+ ε
(
y1y2x1 . . . jˆ . . . xn
y1x1 . . . y2 . . . xn
)
′
(
f
(1)
1 (Y1), f
(N)
p1...pN (X1. . . . .Y2. . . . .Xn)
)
.
3. On a la même formule par symétrie si q2 = 1 et q1 = pj > 1.
4. Enfin, si q1 = q2 = 1, alors
(df )
(N+1)
1,1,p1...jˇ ...pn
(Y1.Y2.X1. . . . jˆ . . . .Xn)
= ε
(
y1y2x1 . . . jˆ . . . xn
y1x1 . . . y2 . . . xn
)
′
(
f
(1)
1 (Y1).f
(N)
p1...pN (X1. . . . .Y2. . . . .Xn)
)
+ ε
(
y1y2x1 . . . jˆ . . . xn
x1 . . . y1 . . . xny2
)
′
(
f (N)p1...pN (X1. . . . .Y1. . . . .Xn).f
(1)
1 (Y2)
)
− (−1)
∑
i<j xi ε
(
y1y2x1 . . . jˆ . . . xn
x1 . . . y1y2 . . . xn
)
f (N)p1...pn
(
X1. . . . .(Y1.Y2). . . . .Xn
)
.
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de Gerstenhaber. Alors
(i) Pour tout N , f (1)1 +
∑
p1+···+pn=N f
(N)
p1...pn définit un morphisme de G∞ algèbres à l’ordre
N + 1 de G(G) dans G(G′) si et seulement si :
dCH
( ∑
p1+···+pn=N
f (N)p1...pn
)
= 0.
(ii) Pour tout g =∑p1+···+pn=N−1 g(N−1)p1...pn , f + dCHg est un morphisme à l’ordre N + 1.(iii) On a donc
dCH ◦ dCH = 0.
8. Un exemple
Dans cette section, nous allons montrer comment le premier cocycle fondamental de la co-
homologie de Chevalley des champs de vecteurs à valeurs dans les fonctions survit dans la
cohomologie de Chevalley–Harrison d’une sous algèbre de Gerstenhaber naturelle de Tpoly(Rd)
à valeurs dans le corps de base.
On note G = T hompoly (Rd) l’espace des tenseurs totalement antisymétriques
α =
∑
i1<···<ik
αi1...ik ∂i1 ∧ · · · ∧ ∂ik
tels que chaque coefficient αi1...ik est un polynôme homogène de degré k.
T hompoly (R
d) est une sous algèbre de Gerstenhaber de Tpoly(Rd). En effet, si α,β ∈ T hompoly (Rd),
alors, α ∧ β et [α,β]S sont encore des tenseurs homogènes et ils appartiennent à T hompoly (Rd).
D’autre part, G′ = R muni de la multiplication usuelle α∧β = αβ et du crochet nul [α,β] = 0
est une algèbre de Gerstenhaber pour la graduation degré(α) = 0, quel que soit α ∈ R. L’appli-
cation
f 11 : T hompoly (Rd) → R α →
{
α, si α ∈ (T hompoly (Rd))0 ;
0, sinon
est un morphisme d’algèbres de Gerstenhaber.
Ceci définit donc une cohomologie de Chevalley–Harrison sur les espaces
CNp1...pn = Hom
(⊗p1(G[1])[1]. . . . .⊗pn(G[1])[1],G′[1 −N − n]).
On sait dans [1] ou [2], que le premier cocycle fondamental de Chevalley pour les champs de
vecteurs ou les tenseurs linéaires est un 3-cocycle qui s’écrit :
f (α1, α2, α3) = ∂i3αi11 ∂i1αi22 ∂i2αi33 − ∂i2αi11 ∂i1αi33 ∂i3αi22 .
Considèrons donc l’application f 3111 ∈ C3111 définie ainsi :
f 3111
(
(α1).(α2).(α3)
)= ∂i3αi11 ∂i1αi22 ∂i2αi33 − ∂i2αi11 ∂i1αi33 ∂i3αi22 ,
si tous les αj sont des champs de vecteurs, 0 sinon. (On a utilisé la notation (α) pour représenter
un paquet contenant le seul tenseur α.)
L’application f = f 3111 n’est pas nulle car f 3111((x1∂2).(x2∂3).(x3∂1)) = 1. Elle est bien défi-
nie sur G(G). De plus, elle est un cocycle car dm(f ) ∈ C4 mais f (m(α ⊗ β),α2, α3) est non211
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champ de vecteurs ou β est une constante et α est un champ de vecteurs.
m′(f 11 (α), f (β,α2, α3)) est non nul seulement si α est une constante et β est un champ de
vecteurs.
De même, m′(f (α,α2, α3), f 11 (β)) est non nul seulement si β est une constante et α est un
champ de vecteurs.
Il nous reste
(dmf )
(
(α), (β), (α2), (α3)
)= −f 3111(αβ,α2, α3)+ αf 3111(β,α2, α3) = 0
ou
(dmf )
(
(α), (β), (α2), (α3)
)= βf 3111(α,α2, α3)− f 3111(αβ,α2, α3) = 0.
D’autre part, d(f ) = 0. En effet, on a ′ = 0 et nécessairement d(f ) ∈ C41111.
Alors, les seuls termes restant sont de la forme f 3111(((α).(β)).(γ ).(δ)). Ces termes sont
différents de 0 seulement si α, β , γ et δ sont des champs de vecteurs. Il ne reste que :
(df )
4
1111
(
(α1).(α2).(α3).(α4)
)
= f ([α1, α2]S,α3, α4)− f ([α1, α3]S,α2, α4)+ f ([α1, α4]S,α2, α3)
+ f ([α2, α3]S,α1, α4)− f ([α2, α4]S,α1, α3)+ f ([α3, α4]S,α1, α2)
= (dCf )(α1, α2, α3, α4) = 0.
De plus, f ne peut pas être un cobord car la seule possibilité serait f 3111 = d(g211) avec
dm(g
2
11) = 0. Mais, puisque f 3111 s’annule sur les tenseurs qui ne sont pas des champs de vecteurs
et puisque ((α).(β)) = −[α,β]S n’est un champ de vecteurs que si α et β sont des champs de
vecteurs, on peut supposer que g211 s’annule sur tous les paquets (α), (β) sauf si α et β sont des
champs de vecteurs.
Alors, l’équation f 3111 = d(g211) s’écrit f = dC(g211) et on sait que f n’est pas un cobord pour
la cohomologie de Chevalley.
Théorème 8.1. La cohomologie de Chevalley–Harrison de T hompoly (Rd) à valeurs dans R n’est pas
triviale.
Remarque 8.2. Ce cocycle est du type des opérateurs définis par des “graphes avec paquets"
introduits par Gammella et Halbout (voir [6]). Il est associé au graphe :










Le fait de se restreindre à T hompoly (R
d) nous a permis d’éliminer dans le calcul de dm(f 3111) le
graphe suivant :








 

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