The paper deals with on-line routing in WDM (wavelength division multiplexing) optical networks. A sequence of requests arrives over time, each is a pair of nodes to be connected by a path. The problem is to assign a wavelength and a path to each pair, so that no two paths sharing a link are assigned the same wavelength. The goal is to minimize the number of wavelengths used to establish all connections.
Introduction
All-optical networks promise data transmission rates several orders of magnitude higher than current networks. The high speeds in these networks arise from maintaining signals in optical form throughout a transmission thereby avoiding the overhead of conversions to and from electrical form (see Gr92] for an overview of the topic). Wavelength division multiplexing (WDM) supports the propagation of multiple laser beams of distinct wavelengths through an optic ber. Thus, the high bandwidth of the WDM network is utilized by partitioning it in many \channels", each at a di erent optical wavelength. Intuitively, we may think of wavelengths as light rays of di erent colors.
A major algorithmic problem for optical networks is that of routing. Each routing request, consists of a pair of nodes in the network, and requires the assignment of a path and a wavelength (color). The key restriction is that two requests with equal wavelength cannot be routed through the same link. The main goal is in lowering the number of wavelengths for certain routing requests.
Many of the applications for high speed optical networks are real-time. It is therefore very natural to consider the problem of routing in an on-line setting where routing requests appear over time.
The Path Coloring Problem. The routing problem on a WDM network with generalized switches is referred to as path coloring. More formally, let G = (V; E) be a graph representing the network, with jV j = n. We are given a sequence of routing requests consisting of pairs p i = (s i ; t i ) of nodes in G. The algorithm must assign a path connecting s i and t i and a color, so that no two paths sharing an edge are assigned with same color. The goal is to minimize the number of colors. The performance measure for an on-line algorithm is the competitive ratio ST85] de ned as the worst case ratio over all request sequences between the number of colors used by the on-line algorithm and the optimal number of colors necessary on the same sequence.
While in WDM technology, a ber link requires di erent wavelengths for every transmission, SDM (space division multiplexing) technology allows parallel links for a single wavelength, at an additional cost. This can be pro table since only a limited number of wavelengths are available in practice. The two technologies are then combined to nd an e cient trade o between the two approaches. This motivates considering a generalization of the path coloring problem where a link of a color is replaced with a number of parallel links. We will alternatively model this case with a bandwidth B available on a link for any color, meaning that B paths of the same color may be routed through a link (that is in the basic path coloring problem B = 1).
Related previous work.
The o -line path coloring problem has been studied by Raghavan KT95] give an O(log n) approximation algorithm for meshes and certain \nearly Eulerian planar graphs". Rabani Ra96] improves the bound for meshes to O(poly(log log n)).
The on-line path coloring problem has been studied in the case of a line topology in the context of interval graph coloring by Kierstead and Trotter KT81] . They give an optimal 3-competitive algorithm for the line ( KT81]). Slusarek Sl95] proved the same bound for circular arc graphs.
The path coloring problem is closely related to the virtual circuit routing problem, motivated by its application to ATM networks. The load version of this problem is where every requested pair must be assigned a path as to minimize the maximum number of paths crossing a given edge. Aspnes et al. AAFPW93] give an O(log n) competitive algorithm for the load version. Most of the work has concentrated on the throughput version of the problem, where every requested pair may be either accepted or rejected. The basic problem, also referred to as call-control, is where the paths of all accepted pairs must be edge-disjoint. This can also be generalized to the case where edges may have a given bandwidth B (that can be viewed as having B parallel edges). Awerbuch et al. AAP93] prove that if B = (log n) then there is an O(log n) competitive algorithm (for throughput). They also give a lower bound of (n) for deterministic algorithms in the general case. Randomized algorithms have been rst studied by Awerbuch et al. ABFR94, AGLR94] giving an O(log ) competitive algorithm for trees, where is the diameter of the tree. They also show a matching lower bound. Kleinberg and Tardos KT95] give O(log n) competitive algorithm for meshes (and some generalization), improving upon a previous result of AGLR94]. Bartal et al. BFL96] prove that for various routing problems including the throughput version of virtual circuit routing and the path-coloring problem there exist networks where the competitive ratio is (n ) (for some xed ) for any randomized algorithm. Finally, the on-line version of maximizing the throughput in optical networks was addressed in AAFLR96].
Contributions of this paper. We consider the on-line path coloring problem on trees, trees of rings, and meshes topologies:
We present an O(log n) competitive deterministic algorithm for path coloring on meshes. We prove a matching (log n) lower bound for the mesh. The lower bound holds for randomized algorithms for the load version of the virtual circuit problem which immediately extends to the path coloring problem. We comment that this also provides the rst lower bound for the load version of the virtual circuit routing problem in undirected networks with unit edge capacities AAFPW93]. We give an O(log n) competitive algorithm for path coloring on arbitrary networks with bandwidth (log n) (the actual statement is somewhat more general). This algorithm is also used as a building block for our algorithm for path coloring on meshes. This result can be viewed as a balanced combination of WDM and SDM technologies. We give an O(log n) competitive algorithm for trees and trees of rings. We also prove that any deterministic algorithm for trees cannot have competitive ratio better than ( log n log log n ) (even for trees with = O(log n)). A logarithmic upper bound and an ( p log n) lower bound for trees have been independently obtained by Borodin, Kleinberg, and Sudan BKS96].
Paper structure: Section 2 contains the results for path coloring with more bandwidth on arbitrary networks, that are also used in Section 3 for the O(log n) competitive algorithm for path coloring on meshes. Section 4 contains the lower bound for meshes. Upper and lower bounds for trees are in Section 5. The results and the proofs that are omitted from this abstract can be found in BL97].
2 Path coloring with more bandwidth Let G = (V; E) be a network with jV j = n vertices and jEj = m edges. We consider the path coloring problem with bandwidth B on the edges. At the j-th step, call j, with endpoints (s j ; t j ), is presented to the algorithm that must assign a color c(j) and a path P(j). The goal of the on-line is to use a set of colors of minimum cardinality C under the constraint that the bandwidth on any edge does not exceed B.
We give an algorithm for general networks for this problem. The algorithm xes a set C of C colors that it may choose from, at the beginning, based on an estimate for the optimal performance. The basic algorithm chooses, at every step, one path and one of these colors according to some optimization criteria. This criteria assigns to any edge of any color an exponential function of the current load. Our goal is in proving that the algorithm never exceeds a certain bandwidth on every edge.
A variant for this algorithm proves to be useful (see Section 3) in obtaining an algorithm for path coloring on meshes (with edge bandwidth = 1).
In this variant we restrict the choice of the on-line algorithm for call j to a subset C(j) of C (that may be chosen according to some arbitrary rule) whose cardinality is at least C.
We thus state our results in terms of this parameter . However, for the scope of this section alone it is enough to set = 1.
Let C be the number of colors used by the optimal solution to accommodate the whole set of calls, and let B be the bandwidth available by the optimal solution on any edge of any color.
We compare our algorithm to a stronger adversary that uses a bandwidth B C on a single color, rather than being restricted to using C colors and bandwidth B for every color.
We assume that the on-line algorithm knows a value such that 2 . This is performed by applying a doubling technique (whose description is omitted in this abstract) that results in increasing the competitive ratio at most by a factor of 4.
Let the load on edge e for color c, denoted by c e (j), be the number of calls assigned with color c and a path crossing edge e when call j is presented. Let a = 2 . Call j is assigned with a color c(j) and a path P(j) which achieve the minimum, over all the colors in C(j) and all paths connecting s j and t j , of the following \exponential cost": Proof.
Let be the maximum load on any edge for any color in the solution of the on-line algorithm at the end of the sequence. Thus calls are assigned with same color and a path crossing a given edge. When the last such path P(k) is assigned to a call k, its exponential cost is at least a ?1 . By de nition of the algorithm, the chosen path is the minimum cost path over all paths and colors C(k). Therefore, at the time this call arrived, for C(k) C colors, any path connecting the same pair of vertices has a cost of at least a ?1 . It follows that the sum of the exponential costs over all edges and all colors at the end of the sequence is Z(f) Ca ?1 ;
where X(f) indicates the value of a function X at the end of the sequence. Let l e (j) be the number of calls in the adversary solution assigned with path crossing edge e when call j is presented.
We use the following potential function:
The sum of the exponential costs of the on-line algorithm at the end of the sequence is also bounded by the following:
In the following we prove that for the claimed choice of C, the potential function does not increase after each step of the algorithm. Therefore (f) (0), and thus the equations 1 and 2 can be combined to achieve: B 1 + 1 log 2m :
To complete the proof we prove that if C = 2 1 (2 ?1) then for every j, (j+1)? (j) 0.
An extra factor of 4 is due to the application of the doubling technique to estimate the value of . Let P (j) be the path assigned by the adversary for call j. The change in the potential function due to call j is: Observe that for any color c 2 C(j), the cost of any path P connecting s j to t j is not less than the cost of the path P(j) on color c(j) chosen by the on-line algorithm for call j. Therefore we get for any c 2 C(j):
The above inequality also holds for P = P (j), and hence
Recall that a = 2 ? 1. Thus, by choosing C = 2 1 (2 ? 1) we have that the potential function does not increase.
As an application we get the following result for the on-line load balancing problem ( AAFPW93]), in which only one color is available and the goal is to minimize the number of paths assigned to a single edge of the network.
By applying Theorem 1 with = 1 and = 1 we get:
Corollary 2 There exists an algorithm for on-line load balancing that uses O( ) colors with bandwidth O(log n).
Note that Corollary 2 gives a stronger result than that of AAFPW93] that only shows that the on-line load is bounded by O( log n).
Finally, going back to the path coloring problem, recall that C B . For an appropriate choice of (the proof is omitted), Theorem 1 implies the following:
Corollary 3 Let be such that B = log 2m , and let > 0 be some positive coe cient. The algorithm for on-line path coloring with more bandwidth uses C 8C (log 2m (2 1 ? 1) + 1) colors with bandwidth B B .
The above corollary shows that if the bandwidth is (log n), then the on-line algorithm does not exceed the bandwidth by using O(log n) more colors. We thus obtain the result for optical networks with general topology when the technologies WDM and SDM are combined in a network that contains (log n) parallel ber optic links on each connection.
Path coloring on meshes
In this section we present an O(log n) competitive algorithm for path coloring on meshes. G = (V; E) denotes the p n p n two dimensional mesh. We consider p n to be a power Calls are divided into short calls and long calls. Let and be parameters that will be xed later. They will satisfy the condition that log 2m is a power of two. A call (s; t) is long if d(s; t) > 2 log 2m , and short if d(s; t) 2 log 2m .
We use two di erent algorithms for long calls and short calls. Di erent set of colors will be used for long calls and short calls. The algorithm for long calls translates the problem in a mesh, to a problem of coloring with more bandwidth in a simulated network that is also a mesh. Theorem 1 allows a logarithmic competitive ratio with a logarithmic bandwidth on any edge. The route obtained in the simulated network is later translated into a route in the original mesh, satisfying the constraint that paths associated to calls with the same color are disjoint. We describe in Section 3.1 the construction of the simulated network, and in Section 3.2 how a route in the simulated network is transformed into a route in the original mesh.
The algorithm for short calls classi es the calls on the basis of their length, and applies a greedy algorithm within each class. We present the algorithm for short calls in Section 3.3.
Both algorithms for long and short calls have competitive ratio O(log n). Therefore, we can state the following theorem.
Theorem 4 There exists a O(log n) competitive algorithm for path coloring on meshes.
The construction of the simulated network
In this section we describe the algorithm for colouring and routing long calls. We transform this problem into a problem on a simulated network of a mesh of size p n p n, with logarithmic bandwidth on the edges.
The algorithm divides the mesh into p n log 2m p n log 2m squares of size log 2m log 2m . Square S p; q], p; q = 1; : : : ; p n log 2m , is the subgraph of G induced by the set of vertices fG i; j]ji = (p ? 1) log 2m + 1; : : : ; p log 2m ; j = (q ? 1) log 2m + 1; : : : ; q log 2m g.
Long calls have their endpoints in di erent squares, since the distance between the endpoints is bigger than 2 log 2m .
The simulated network N of the mesh G = (V; E) is a mesh of size Hence for large m.) This mesh corresponds to the network obtained from the original mesh by representing every square of G with a vertex and connecting every pair of vertices representing adjacent squares with an edge. The bandwidth of the edges models the fact that at most log 2m edge-disjoint paths can be routed between two adjacent squares.
The basic idea is to color and route long calls in the simulated network using the algorithm of Section 2 for path coloring with more bandwidth, and then translate the assigned paths into an appropriate routing in the original network.
The sequence of long calls in the mesh G is transformed into a sequence of calls in the simulated network in the most natural way: Each long call (s; t) is replaced by a call between the two vertices of N representing the two squares containing s and t.
The path obtained for a call in the simulated network is transformed into a path in the original mesh G respecting the following rule: The path in G will cross between adjacent squares in G where the path in N passes through the edge connecting the corresponding nodes in N.
However we need that the paths with same color crossing any square are edge-disjoint. For this purpose we will restrict the set of candidate colors for each call to a constant fraction of the overall number of colors. (Observe that the design of the algorithm of Section 3.2 includes this feature).
For this purpose we distinguish between the two squares that include the endpoints of a call, and the squares that are crossed by the path connecting the endpoints. We say that a call is internal to a square if one of its endpoints belongs to the square. A call is called external to a square if it is not internal to the square and the path derived by the routing in the simulated network crosses the square.
We furthermore de ne in any square S of the mesh, three concentric regions: S 1 , S 2 and S 3 (see Figure 1) . Each region contains 2 log 2m 0 concentric rings of the square. S 1 is the most external region, S 2 is internal to S 1 and S 3 is internal to both S 1 and S 2 . Finally, the area surrounded by S 3 is called the central region of the square. The set of colors C used by the on-line algorithm is partitioned into three sets C 1 ; C 2 ; C 3 of equal size. We impose a set of constraints on the color assignment and the routing strategy. These constraints help in avoiding intersection between paths associated with calls assigned with same color.
1. If a call is assigned with a color c 2 C i , i = 1; 2; 3, then its two endpoints must lie on a region di erent from S i .
2. The path assigned to a call with coilor c 2 C i , i = 1; 2; 3, will cross any square of the mesh not containing an endpoint of the call using a ring of region S i . 3. For any square, at most one internal call is assigned with a given color.
Consider the j'th long call (s j ; t j ). Let S(s j ) and S(t j ) be the squares containing s j and t j , respectively. The algorithm of Section 2 asks for each call to de ne a set of cnadidate colors.
The set C(j) of candidate colors for call j is de ned as follows. A color c 2 C i is in C(j) if the two following conditions hold:
1. s j = 2 S i (s j ) and t j = 2 S i (t j ), e.g. both endpoints are not in region i of their corresponding squares. 2. No call with an endpoint in S(s j ) or S(t j ) has been previously assigned with color c.
The algorithm for path coloring with more bandwidth in the simulated network is run with parameters satisfying: 1 9 ;
13; and = 1 . The value that de nes the size of each square is chosen in order to satisfy log 2m = log 2m 0 .
The choice of the parameters is such that the adversary bandwidth B = log 2m 0 is equal to the maximum number of calls that can be routed through two adjacent squares, and the width log 2m 0 of a square is equal to 13 times the maximum bandwidth B = log 2m 0 used by the on-line algorithm for routing between two adjacent squares.
To apply the result of Corollary 3 we need the following lemma.
Lemma 5 The set of feasible colors C(j) for a call (s j ; t j ) has size at least C. Proof.
If the endpoints s j , t j belong to two di erently indexed regions (for instance s j 2 S 1 (s j ) and t j 2 S 3 (t j )) then one of sets C i , i = 1; 2; 3, meets Condition 1, that is both endpoints of the call are outside region S i . If the endpoints belong to the same indexed region or at least one of them is in the central region, then at least two sets among C 1 ; C 2 ; C 3 satisfy condition 1.
Thus we conclude that in all cases, at least 1=3 of the colors satisfy Condition 1. Let us compute which fraction of these colors satisfy Condition 2 as well, that is no call, internal to the square, has been previously assigned the color.
For this purpose we observe that if the optimal number of colors is C then the maximum number of calls internal to a speci c square is bounded by C 4 log 2m 0 . Thus the maximum number of calls internal to one of the two squares containing s j and t j is I 8 C log 2m 0 .
Recall that the set of colors used in one run of the algorithm is at most C = 4C (log 2m 0 +1). Thus I 2 C.
Therefore, the set of colors that can be used for a given call has size at least jC(j)j 
Routing of long calls
In this section we describe how to transform a path in the simulated network N into a path in the mesh G, so that the paths associated to calls with same color are mutually edge-disjoint. Each call is assigned with a path in the simulated network. This path indicates the squares in the original mesh to cross to connect the two endpoints of a call. We are left to describe the route followed by the path within each square.
The run of the algorithm for path coloring with more bandwidth ensures that the maximum bandwidth of the on-line algorithm in the simulated network is B = 13 log 2m . It follows that at most B calls are assigned with paths crossing the boundary between two adjacent squares, and then at most 2B external calls cross each square.
We will maintain inductively the following property: A call crosses the boundary between two squares on a row or on a column connecting the central regions of the two squares. The central region of a square has size B B. Since B is the maximum number of calls routed between adjacent squares, a distinct row or column can be associated with any call.
We rst consider external calls. By induction, each external call enters the square on a row or on a column leading to the central area. We route it towards the central area until a free ring of region S i is reached. This is always the case since there are at most 2B external calls and 2B available rings in each region S i . The call then follows the ring until it reaches a free row or a free column connecting the central region of the square to the central region of the adjacent square to which the call is directed. The route follows such row or such column until the adjacent square.
Finally, we consider the routing of the possible single internal call. The endpoint of the internal call is outside the area S i . If it is originated in the central area, then it can follow any path within the central area until it reaches a free row or column that connects to the central area of the adjacent square to which the internal call is directed. The route goes through such row or column until the adjacent square is reached. If the endpoint of the internal call is outside the central area and outside region S i , then the call is routed through the ring that contains the endpoint, until a free row or column connecting to the central area of the adjacent square to which the call is directed is met. This row or column is followed until the border of the appropriate adjacent square.
The routing of a call assigned with a color of set C 2 is shown in Figure 1 . The gure discribes the route followed in the two squares where the call is internal, and in one square where the call is external. The call has one endpoint in a region S 3 and one endpoint in a region S 1 . The call is routed on a ring of region S 2 in all the squares where it is external.
Coloring short calls
In this section we consider the routing and coloring of short calls. We remind that a call (u; v) is short if d(u; v) L = 2 log 2m . We de ne a partition of level l of the mesh, for each l = 1; : : : ; log L, as follows. The mesh is divided into p n 2 l p n 2 l squares of size 2 l 2 l . Each square S p; q], p; q = 1; : : : ; p n 2 l , is the subgraph of G = (V; E) induced by the set of vertices fG i; j]ji = (p ? 1)2 l + 1; : : : ; p2 l ; j = (q ? 1)2 l + 1; : : : ; q2 l g.
We de ne the set C l of calls of level l as those calls that have the two endpoints within the same square in any partition of level higher than l, but in two di erent squares of level l. The level of a call is log L if the two endpoints are in di erent squares of the partition of level log L.
The algorithm uses a distinct set of colors for each set C l . The routing assignment for a call (u; v) will always follow a shortest path from u to v. Each color is denoted by a positive integer. The color selected for a call (u; v) of level l is that one of minimum integer value such that there exists a path of minimum length connecting u to v, with this color available on all the edges of the path.
Theorem 7 The algorithm for on-line coloring of short calls is O(log n)-competitive.
Proof. Let ON l and OPT l , be the number of colors used by the on-line algorithm and by the optimal o -line algorithm respectively, for calls of set l. Let C l be the maximum number of calls that have both endpoints within the same square of level l + 1, but in di erent squares of level l. Clearly, ON l C l . Let us consider the optimal number of colors for a set of calls of level l with both endpoints within the same square of level l + 1. Each of these calls is routed either through the border of the square of level l + 1, or through the border separating two of the four squares of level l contained in the square of level l + 1. Since the size of the border of the square of level l + 1 is 4 2 l+1 and the size of the borders separating the four squares of level l is 4 2 l , then at most 6 2 l+1 calls of level l with both endpoints in the same square of level l + 1 can be assigned with the same color. Therefore, the number of colors required by the optimal solution for calls of level l is at least OPT l 
Lower Bounds on Meshes
In this section we present a randomized lower bound of (log n) for the path coloring problem on meshes. The lower bound also applies to the load balancing problem on meshes, where we seek for minimizing the maximum number of paths crossing a link, irrespective of the color ( AAFPW93]). The lower bound is based on an application of Yao's Lemma to on-line algorithms Y77]. We construct a distribution over request sequences, such that the number of colors used by an optimal algorithm is always bounded by a constant, while the expected on-line load (i.e., the maximum number of paths crossing an edge) of a deterministic algorithm is (log n). We recall that the load of a path coloring algorithm is bounded above by the number of colors and thus the lower bound follow.
The distribution over request sequences is de ned recursively in L = log 4 n stages as follows. At the i'th stage of the recursion, i = 1; 2; : : : ; L, we de ne a probability distribution for an 4 L?i+1 4 L?i+1 square S i of the mesh. We consider a partition of S i into 16 subsquares of size 4 L?i 4 L?i . The internal part of the square S i is de ned as the square I consisting of the 4 internal subsquares in the above partition. S i n I is called the external part of the square.
Let I x; y] denote the vertex with row x and column y in the submesh de ned by I where 0 x; y 2 4 L?i . We now give for each 0 y 2 4 L?i a set of 8 vertical calls from I 0; y] to I 2 4 L?i ; y]. Then choose at random one of the 16 subsquares and proceed with the (i + 1)'st stage of the probability distribution for that subsquare recursively.
The next two claims give bounds on the optimal and the on-line solutions.
Claim 8 The number of colors used by an optimal algorithm for the above probability distribution is 8.
Proof. We prove the claim by induction on i. If the subsquare of size 4 L?i 4 L?i chosen in the probability distribution is not in the internal part I, then we route the calls given in the i'th stage through the internal part of the square (see Figure 3 a.), and otherwise we route the calls through the external part of the square (see Figure 3 b. so that none of the routes will cross the routes for calls in stages j > i. This can be done so that calls with distinct source and destination have disjoint paths and thus the number of colors is 8.
Claim 9 Let A i be the expected average load of the on-line algorithm on the edges in the square S i . Then A i i.
Proof. We rst prove that the average increase in the load of the edges of the square S i due to the requests given at the i'th stage is at least 1. The number of edges of the mesh S i is 2 4 2(L?i+1) . The requests given at the ith stage include 8 2 4 L?i calls between pairs of vertices such that any path between them includes at least 2 4 L?i edges in S i (even if the path passes outside the square). Therefore, the increase of the average load on edges of S i is 1. We now prove by induction that A i i. For i = 1 it follows from the above claim. We assume the claim holds for i and prove it for i + 1. Since the subsquare for the (i + 1)'st stage is chosen at random the expected average load of the edges of S i+1 is equal to A i . Since the average increase in the load of the edges of S i+1 is at least 1 we have A i+1 i + 1.
We conclude the following.
Theorem 10 The competitive ratio of any on-line randomized path coloring algorithm on meshes is (log n) against oblivious adversaries. The same lower bound holds for load balancing on meshes.
Path coloring on trees and trees of rings
In this section we consider the on-line path coloring problem on trees and on trees of rings. We give an algorithm with competitive ratio O(log n) for both trees and trees of rings, and prove an ( log n log log n ) deterministic lower bound on the competitive ratio of any algorithm on trees. We remark that the lower bound is achieved on a tree of diameter O(log n) (in contrast to the (log n) randomized lower bound for the call-control problem which is achieved on a tree of diameter n).
An upper bound for path coloring on trees and trees of rings
We show how to obtain an on-line path coloring algorithm for trees. A simple modi cation of the algorithm also applies to trees of rings.
We obtain the O(log n) algorithm for trees by reducing the problem to the on-line coloring of a d-inductive graph. A graph is d-inductive if its vertices can be numbered in a way that each vertex has at most d links to vertices with higher number. Irani I90] gives an algorithm that colors on-line a d-inductive graph of n vertices with O(d log n) colors.
The path coloring problem on trees corresponds to the problem of coloring an intersection graph where each vertex represents a pair, and two vertices are connected if the two corresponding pairs are intersecting. Let C be the maximum number of paths that are connected through a given edge. C is clearly the clique number of the intersection graph and then a lower bound on the chromatic number of the intersection graph.
Lemma 11 The intersection graph of an instance of the path coloring problem on trees is 2(C ? 1)-inductive, where C is the clique number of the intersection graph. Proof. We show that we can number all pairs of vertices in a way that each pair is con icting with at most 2(C ? 1) pairs with higher number.
We perform a process of changing the instance while giving numbers to pairs. Each pair determines a path between its endpoints. In the process of changing the instance paths are being shortened from their endpoints until the endpoints become equal, and then they are called \ready". In order to distinguish between these modi ed paths and the original paths connecting a pair we call the modi ed ones segments. Then the pair associated with the ready segment is given a number and the segment is removed.
The process proceeds by removing leaves from the tree. If there exists a ready segment in some leaf then we give the pair associated with the segment a number and remove the segment. If no such leaf exists we remove some leaf and shrink segments having it as an endpoint appropriately. This process is repeated until no more segments are left. Now consider the pair associated with a ready segment that is being removed at some leaf . It follows that among all higher numbered pairs it may only con ict with those associated with other segments having that leaf as an endpoint. More precisely, the path associated with the pair is using at most two edges adjacent to`in the original instance, and may con ict with other pairs whose paths go through one of these edges, and thus with at most 2(C ? 1) pairs.
Combining the above lemma with the result of I90], we obtain:
Theorem 12 There exists a O(log n)-competitive algorithm for on-line path coloring on trees of n vertices.
For trees of rings we apply the same algorithm after having removed one edge in each ring, thus obtaining a tree. Since the maximum number of calls that cross an edge of the obtained tree is at most twice the maximum number of calls that cross an edge of the original tree of rings, we obtain:
Theorem 13 The algorithm for on-line path coloring on trees of rings of n vertices is O(log n)-competitive.
A lower bound for path coloring on trees
We prove that for any on-line -competitive algorithm for path coloring on trees = ( log n log log n ). The lower bound is established on a complete binary tree of L levels, where L is a power of 2. Level 0 denotes the root while level L ? 1 denotes the leaves. The number of vertices at level l is 2 l , and the number of vertices in the tree is n = 2 L ? 1.
The input sequence for the lower bound is generated in stages. The optimal number of colors is 2 for the entire seqeunce. We will prove for any on-line algorithm that the number of necessary colors will increase by 1 at each stage. The sequence will be iterated for ( L log L ) stages, thus obtaining the lower bound.
At stage i of the sequence we will give a lower bound on the number of existing disjoint paths from a vertex of a level l i to a leaf, such that for each color in a speci c set of i colors there exists an edge in the path that is included in a call assigned with this color.
More precisely, we maintain the following invariant at the end of any stage i 0 of the sequence:
There exists a set C i of i colors, a level l i , l i l i L ? 1 ? i, where l i = L ? 1 ? i log 8 L, such that there are at least p i = 2 L?1 (8 L) i pairs of paths with the following properties: 1. Each pair is formed by two paths from two leaves to their least common ancestor (LCA) at level l i . 2. Each vertex of level l i is the LCA of at most one pair of paths.
3. For any path and for any color c 2 C i , there is one edge in the path included in a call with color c. 4 . Any edge of a path is included in at most one call.
The invariant is maintained in the following way: the basis case of our construction is as follows. At stage 0, l 0 = l 0 = L ?1, and C 0 = ;. We associate a set of p 0 = 2 L?1 pairs of empty paths, two with each leaf, with both endpoints equal to the leaf itself. No calls are presented. Hence, all 4 properties trivially hold.
At stage i + 1, p i new calls are presented, one for each pair of paths. Let u 1 ; u 2 be the two leaves that are endpoints of the two paths of a pair, and let LCA(u 1 ; u 2 ) be the LCA at level l i of these two leaves. Let v be the direct ancestor of LCA(u 1 ; u 2 ). For any pair of paths we present a call having as endpoints one of the two leaves (arbitrarily chosen), say u 1 , and v.
The on-line algorithm cannot use colors of C i for these calls. We will show that the optimal number of colors at any stage of the sequence is at most 2. Hence, in order for the on-line algorithm to be -competitive, it must use less than 2 colors for this set of calls.
Therefore, there must be a set of calls S i of cardinality at least p i 2 assigned with the same color. Call this color c i+1 . Let C i+1 = C i fc i+1 g. In the following we concentrate on this set of calls. We rst show a set of paths that satisfy conditions 3 and 4. Each call in S i is from a leaf u 1 to a node v. This is constructed from some level i pair of paths from leaves u 1 and u 2 to LCA(u 1 ; u 2 ), which is a child of v. For any pair only one call in S i is constructed. Therefore, for any call in S i , conditions 3 and 4 are satis ed at stage i + 1 for the path connecting the leaf u 2 to v or any ancestor of v. In fact, at most one call includes any edge from u 2 to LCA(u 1 ; u 2 ) and any color c 2 C i is associated with a call that crosses only one edge in the path, using the invariant for level i. Moreover, the edge from LCA(u 1 ; u 2 ) to v is associated with only one call with color c i+1 .
We thus have a set of p i 2 paths satisfying conditions 3 and 4 of the invariant. We call this set of paths P i+1 .
The level l i+1 is such that 2 l i+1 +1 p i 2 . We derive from P i+1 a new set P 0 i+1 as follows: we consider each path in P i+1 according to its ancestor in level l i+1 . If a vertex in level l i+1 is an ancestor of an odd number of paths we exclude one of these paths. Since the number of vertices of level l i+1 is at most 1 2 p i 2 , the cardinality of P 0 i+1 is at least 1 2 p i 2 . We now scan paths in P 0 i+1 from left to right, following the order of the leaves that are endpoints of those paths (we assume that there is some left-to-right order between the leaves, i.e., their order in a pre-order traversal). We associate each pair of successive leaves with their LCA, that is a vertex of level between l i+1 and L ? i ? 1.
We need the following simple property of binary trees.
Lemma 14 Each vertex in a binary tree is the LCA of at most one pair of successive leaves.
Proof. The LCA of two leaves in a binary tree is the only vertex with one leaf in the right subtree and the other leaf in the left subtree. Therefore, by contradiction, if two pairs of successive leaves have the same LCA, then both the right and the left subtree contain one leaf for both pairs. It follows that two leaves in a pair are not successive leaves in the order.
Finally, let l i+1 be a level between L ? i ? 1 and l i+1 , achieving the maximum cardinality set of pairs of successive paths that have LCA at that level. We de ne the set of pairs of paths for the stage i + 1 to be the set of pairs of successive paths that have LCA at level l i+1 .
Since the number of levels is L, it follows that the number of pairs of paths at stage i + 1 is at least 1 4 p i 2 L = 2 L?1 8 L i+1 = p i+1 . From the above construction, it follows that both conditions 1 and 2 hold for this set of pairs.
The next lemma gives the size of the optimal solution on the input sequence.
Lemma 15 The optimal solution uses at most 2 colors.
Proof. Any edge is included in at most 2 calls of the input sequence, and all calls are directed from a leaf to an ancestor. We color calls in a top to bottom way. Consider a vertex v and an edge e connecting v to a descendant. If no call including e has v as an endpoint, the claim holds. If a call including e has v as an endpoint, then we use for that call a color that is not used for the other call including e. Since an edge is included in at most two calls, the claim is proved.
The following theorem states the lower bound for path coloring on trees.
Theorem 16 Any algorithm for path coloring on trees of n vertices has a competitive ratio of ( log n log log n ).
Proof. The on-line algorithm uses at least i colors after i stages of the construction above.
Hence, by Lemma 15 the competitive ratio is i 2 . The lower bound is thus obtained by computing the maximum number of stages the sequence can be repeated. We iterate the sequence until l i = L ? 1 ? i log 8 L 1. Since i 2 , at the end of the sequence we have that L?2 2 log 8 L . Since n = 2 L ? 1, we obtain that = ( log n log log n ).
Conclusions
In this paper we consider the on-line path coloring problem on trees and meshes topologies, motivated by its applications to Wavelength division multiplexing optical networks. We also study general networks when a logarithmic number of parallel links is available, thus modelling Space division multiplexing optical newtorks.
We present deterministic algorithms with logarithmic competitive ratio. For meshes, we give a matching randomized lower bound. For trees topologies, it is not known if a randomized algorithm can achieve a better competitive ratio. This is not even known for a line network topology, where deterministic algorithms have competitive ratio of 3 KT81].
The o -line approximation of these problems is also an interesting open problem. For meshes, recently Rabani has achieved a poly log log n approximation Ra96]. For trees, when each link is formed by two bidirectional directed links, an algorithm that uses a number of colors that is at most 5=3 the maximum number of paths crossing a link has recently been proposed EJKP97]. There are no reason to think that such bounds cannot be improved.
