Conveyors and automated guided vehicles (AGVs) are important mechanical handling equipment used to transport loads from one place to another. Selection of proper material handling equipment is an intricate process. In the present paper two material handling equipment selection problem was solved using various newly developed multi criteria decision making (MCDM) methods. First a conveyor selection problem with six conflicting criteria and four alternatives was solved using four MCDM methods, i.e. combinative distance based assessment (CODAS) method, evaluation based on distance from average solution (EDAS) method, weighted aggregated sum product assessment (WASPAS) method and multi-objective optimization on the basis of ratio analysis (MOORA) method. Second an automated guided vehicles selection problem with six conflicting criteria and eight alternatives was solved using CODAS, EDAS, WASPAS and MOORA methods. Spearman rank correlation coefficient was calculated between the ranks obtained by various methods. The ranks obtained by these methods were even compared with the ranks of other MCDM methods and it was found that the relatively new methods CODAS, EDAS and WASPAS were in good agreement with each other.
Introduction
In a production unit, proper selection of material handling equipment plays a crucial role in increasing the effectiveness and efficiency of the complete system (Komljenovic & Kecojevic, 2009 ). The cost of production, operating cost and production rate, all depend on the selection of proper material handling equipment. In today's era where technological advancement has achieved a greater height, large numbers of material handling equipment are available in the market (Lin et al., 2007) . Each material handling equipment has its own distinct characteristics along with pros and cons, which make the selection of material handling equipment a complicated affair. Multi-criteria decision making (MCDM) methods can act as an excellent tool for solving these kinds of problems. Conveyors are material handling equipment which is used to transport loads continuously from one place to another over a fixed path (Peters et al., 1998) . There are various parameters on which a conveyor system is selected. Cost both fixed and variable, size and weight of the material to be transported, Distance and speed at which the material is to be transported, precision and safety are some of the deciding parameters. The conveyors used in the industry are automatic bagged conveyor, belt conveyor, chain conveyor, mesh band conveyor, roller conveyor, single strand floor truck, conveyor, skate-wheel conveyor, sort conveyor and steel band conveyor (Bouh & Riopel, 2015) . Automated guided vehicles (AGVs) are integral part of material handling system. An industry with computer integrated manufacturing, AGV plays a significant role in material handling. AGVs are computer programmed, automated, driverless vehicles used for transfer of load from one place to another. Proper selection of AGVs can lead to optimal material handling and reducing the lead time.
Combinative distance-based assessment (CODAS) method
CODAS method is a distance based approach which uses two measures, i.e. Euclidean distance and Taxicab distance for selecting the desired alternative. The higher value of distance from the negative ideal solution is desirable. If the two alternatives have the same value of Euclidean distance, then Taxicab distance is used to bring out the best alternative (Keshavarz Ghorabaee et al., 2016) . Let x Be the decision-making matrix with "n" alternative and "m" criteria:
where denotes the performance value of th alternative on th criterion. The value of ∈{1,2,…, } and ∈{1,2,…, }. The decision matrix is normalized using the below equation to form a normalized decision matrix ( , here linear normalization is used for normalization purpose ∈ ∈ where and represents the sets of beneficial (higher value is desirable) and non-beneficial criteria (lower value is desirable), respectively. The weighted normalized decision matrix is calculated using the below equation r Here represent the weights assigned to different criteria. The value of lie between 0 and 1 and ∑ 1
Next the negative-ideal solution is calculated using the equation
The Euclidean ( and Taxicab distances of alternatives from the negative-ideal solution is calculated using the formula In the above equation is the threshold parameter which is set or taken by the decision maker. It is suggested that the value should lie between 0.01 and 0.05 (Keshavarz Ghorabaee et al., 2016) . If the difference between Euclidean distances of two alternatives is less than the threshold value, then the two alternatives are also compared with the Taxicab distance. In the present paper the value of is taken as 0.02. The final assessment score of each alternative is calculated using formula ∑ The alternative having highest value is selected as the best choice among the alternatives.
Evaluation Based on Distance from Average Solution (EDAS) Method
EDAS method is also a distance based approach which uses positive and negative distances from the average solution for raking the available alternatives (Keshavarz Ghorabaee et al., 2016) . Let x be the decision-making matrix with "n" alternative and "m" criteria: The alternative with the highest appraisal score is selected as the best choice among the available alternatives.
Weighted Aggregated Sum Product Assessment (WASPAS) Method
Weighted Aggregated Sum Product Assessment Method was given by Šaparauskas et al. (2011) . They joined two criteria of optimality, the first criteria of optimality is a weighted sum of the normalized performance value similar to Simple Additive Weighting method . The second criterion is similar to the weighted product method.
Let x
be the decision-making matrix with "n" alternative and "m" criteria:
The decision matrix is normalized using the below equation to form a normalized decision matrix ( , here linear normalization is used for normalization purpose max ∈ ∈ Where and represent the sets of beneficial (greater value is desirable) and non-beneficial criteria (smaller value is desirable), respectively.
Where Wj is weight associated to j th criteria The joined criterion of optimality is given by the equation
1
The value of λ lies between 0 and 1.
Multi-objective optimization on the basis of ratio analysis (MOORA) method

MOORA method was introduced by Brauers in 2004 .
It is an efficient method for solving multi criteria decision making problem, which involve conflicting criteria. Let x be the decision-making matrix with "n" alternative and "m" criteria:
denotes the performance value of th alternative on th criterion ( ∈{1,2,…, } and ∈{1,2,…, }). The performance of an alternative for all criteria is normalised (Chakraborty, 2011) . This is done with the help of ratio expressed as * ∑ This normalised value of is a dimensionless number which is in between 0 to 1. The normalized assessment value of the alternative with respect to all the criteria is calculated. For beneficial criteria these normalized performance values are added and subtracted in case of non-beneficial criteria. The weights are also multiplied to get the normalized assessment value shown in the equation.
Here is the weight of criteria, g is the number of beneficial criteria and (n−g) is the number of nonbeneficial criteria. The normalized assessment value can be positive or negative depending on the total number of beneficial and non-beneficial criterion in the decision matrix. The value for all alternatives shows the final preference list. The best alternative has the highest value of , while the worst alternative has the lowest value.
6. Example 1 Kulak (2005) in his paper used fuzzy multi-attribute selection process for selecting the best conveyor alternative out of four available alternatives with six selection criteria. Rao (2007) solved the problem and calculated the preference index for the same four conveyors using simple additive weighting, weighted product method, analytical hierarchy process, graph theory and matrix approach, technique for order performance by similarity to ideal solution (TOPSIS) and modified TOPSIS. Karande and Chakraborty (2013) solved the same problem using weighted utility additive (WUTA) method, VIse Kriterijumska Optimizacija kompromisno Resenje (VIKOR), Preference Ranking Organization method for enrichment evaluation (PROMETHEE), ELECTRE methods and compared the ranking obtained by different methods. Table 1 
Combinative distance-based assessment (CODAS) method
The performance value Xij were normalized and weighted normalized decision matrix was calculated along with negative ideal solution for all criteria. The Euclidean distances and Taxicab distances of alternatives from the negative-ideal solution were also computed to find the final relative assessment matrix (Ra) and the assessment scores (Hi) of alternatives shown in Table 2 . From the assessment score it is clear that A3 is the best conveyor alternative among all other alternative. The ranking of alternative obtained from CODAS method is A3>A4>A2>A1. 
Evaluation Based on Distance from Average Solution (EDAS)
The positive and negative distance from the average were multiplied with the weight value of criteria to obtain the weighted positive and weighted negative distance from the average. After calculating weighted positive and weighted negative distance from the average, the weighted sum of the positive and negative distance from the average solution for all alternatives were calculated (SPi, SNi). These values of SPi and SNi were normalized to calculate the final appraisal score. Table 3 shows the appraisal score obtained from normalised weighted sum of positive and negative distance from average. From the appraisal score it is clear that A3 is the best conveyor alternative among all other alternative. The ranking of alternative obtained from EDAS method is A3>A4>A2>A1. 
Weighted Aggregated Sum Product Assessment (WASPAS) Method
For calculating the joined criteria of optimality the value of λ was taken as 0.5. The joint optimality criteria is calculated which is shown in Table 4 . From the table it is clear that A3 is the most preferred alternative as the value of is highest for A3. 
Multi-objective optimization on the basis of ratio analysis (MOORA) method
The normalized assessment value was calculated using the weighted normalized matrix. The normalization was done using the following equation, * ∑ . Example 1 has four beneficial and two non-beneficial criteria thus the normalized assessment value is positive. From the normalized assessment value it is clear that alternative A3 maintains the highest value thus, it is the most preferred alternative. The rank of alternative is shown in Table 5 
Example 2
Maniya and Bhatt (2011) solved an automated guided vehicle selection problem using modified grey relational analysis method. The weights of the criteria were calculated using analytical hierarchy approach (AHP). The decision matrix in the problem contained eight alternatives and six conflicting criteria, in which controllability, accuracy, range, reliability and flexibility are beneficial criteria while cost is a non-beneficial criterion. The decision matrix in Table 6 is the decision matrix which contains linguistic terms converted to quantitative value using five-point conversion scale used by Rao (2007) . The converted quantitative values lie between the same upper and lower values, so normalization of this decision matrix was not required. The criteria weights was calculated by Maniya and Bhatt (2011) using AHP method.
Table 6
Decision matrix for selection of AGV (Maniya & Bhatt, 2011) 
Combinative distance-based assessment (CODAS) method
The weighted normalized decision matrix was calculated along with negative ideal solution for all six criteria. The Euclidean distances and Taxicab distances of all alternatives from the negative ideal solutions were also calculated to find the final relative assessment matrix (Ra) and the assessment scores (Hi) of alternatives shown in Table 7 . From the assessment score it is clear that A5 is the best alternative among all other alternative. 
Evaluation Based on Distance from Average Solution (EDAS)
The positive and negative distance from the average were multiplied with the weight value of criteria to obtain the weighted positive and weighted negative distances from the average. The weighted sum of the positive and negative distance from the average solution (SPi, SNi) for all eight alternatives were calculated. These values of SPi and SNi were normalized to calculate the final appraisal scores shown in Table 8 . 
Multi-objective optimization on the basis of ratio analysis (MOORA) method
The normalized assessment value y was calculated using the weighted normalized matrix. In the AGV example there are five beneficial and one non-beneficial criterion thus the normalized assessment value is positive. From the normalized assessment value it is clear that alternative A5 maintains the highest y value thus becomes the most preferred alternative. The rank of alternative is shown in Table  9 . 
Weighted Aggregated Sum Product Assessment (WASPAS) Method
Chakraborty et al. (2015) solved the same problem with WASPAS method. In this paper the decision matrix was vector normalized to find the joint criteria of optimality , which gave the rank A5>A4>A3>A6>A2>A8>A7>A3. As the performance values in the decision matrix lies between 0.115 and 0.895 there was no need for normalization, so a new set of joined criteria of optimality was calculated without normalization process. The new calculation gave different ranks. For calculating the joined criteria of optimality the value of λ was taken as 0.5. The joint optimality criteria is shown in Table 10 . From the table it is clear that A5 is the most preferred alternative as the value of is highest for A5.
Result and conclusion
Example 1 is a conveyor selection problem, which was solved using four different multi-criteria decision making methods, i.e. CODAS, EDAS, WASPAS and MOORA methods. Both CODAS and EDAS are distance based approaches, which are relatively new compared to other MCDM methods. The ranks obtained by these four MCDM methods were compared with other popular MCDM methods. It was found that the ranking obtained by CODAS, EDAS, WASPAS and MOORA methods were the same and in agreement with other MCDM methods like TOPSIS and ELECTRE. Karande and Chakraborty (2013) solved the same problem with ELECTRE and obtained the rank as A3>A4>A2>A1. Rao (2007) solved the problem using TOPSIS method and got the rank A3>A4>A2>A1. Example 2 was an AGV selection problem, which was solved using four different MCDM methods, i.e. CODAS, EDAS, WASPAS and MOORA methods. The ranking was also obtained using TOPSIS method. Table 12 shows the ranking obtained by various MCDM methods for AGV selection problem. It can be seen from the Table 12 that the ranks obtained by different methods are not similar which makes it difficult to know about the consistency of the methods. Spearman rank correlation coefficient was used to know about the similarity in rankings calculated by different methods, which is shown in Table 13 . 
