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a b s t r a c t
This paper deals with the existence of traveling wave solutions in delayed reaction–
diffusion systems with mixed monotonicity. Based on two different mixed-quasi mono-
tonicity reaction terms, we propose new conditions on the reaction terms and new defi-
nitions of upper and lower solutions. By using Schauder’s fixed point theorem and a new
cross-iteration scheme, we reduce the existence of traveling wave solutions to the exis-
tence of a pair of upper and lower solutions. The general results obtained have been applied
to type-K monotone and type-K competitive diffusive Lotka–Volterra systems.
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1. Introduction
Recently, traveling wave solutions of delayed reaction–diffusion equations have been widely studied due to the signif-
icant applications in mathematical theory and other practical fields, e.g., see [1–7] and references therein. In a pioneering
work, Schaaf [3] systematically studied two scalar reaction–diffusion equationswith a single discrete delay for the so-called
Huxley nonlinearity as well as Fisher nonlinearity by using the phase space analysis, the maximum principle for parabolic
functional differential equations and the general theory for ordinary functional differential equations. Wu and Zou [7] fur-
ther considered more general reaction–diffusion systemswith a single delay of the form
∂u(x, t)
∂t
= D∂
2u(x, t)
∂x2
+ f (ut(x)), (1.1)
where t ∈ R, x ∈ R,D = diag(d1, . . . , dn), di > 0, i = 1, . . . , n, f ∈ C([−τ , 0],Rn)→ Rn is continuous and satisfy
(C1) f (0ˆ) = f (Kˆ) = 0 and f (uˆ) 6= 0 for u ∈ Rn with 0 < u < K;
(C2) (QM condition) There exists a matrix β = diag(β1, . . . , βn)with βi ≥ 0 such that
f (8)− f (9)+ β(8(0)− 9(0)) ≥ 0
for8,9 ∈ C([−τ , 0],Rn)with 0 ≤ 9(s) ≤ 8(s) ≤ K, s ∈ [−τ , 0]; or
(QM∗ condition) There exists a matrix β = diag(β1, . . . , βn)with βi ≥ 0 such that
f (8)− f (9)+ β(8(0)− 9(0)) ≥ 0
for 8,9 ∈ C([−τ , 0],Rn) with (i) 0 ≤ 9(s) ≤ 8(s) ≤ K, s ∈ [−τ , 0] and (ii) eβs(8(s) − 9(s)) is non-decreasing in
s ∈ [−τ , 0].
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By using monotone iteration technique and upper–lower solutions method, some existence results are obtained for the
traveling wave fronts connecting the trivial equilibrium 0 and equilibrium K. Following Wu and Zou [7], Ma [2] employed
Schauder’s fixed point theorem to an operator used in Wu and Zou [7] in a properly chosen subset in the Banach space
C(R,Rn) equipped with the so-called exponential decay norm. The subset is constructed in terms of a pair of upper–lower
solutions, which is less restrictive than the upper–lower solutions required in [7]. Since Ma [2] only considered delayed
systems with QM reaction terms, Huang and Zou [8] extended the results of Ma [2] to a class of delayed systems with QM∗
reaction terms.
Due to the significance in biology, there are some papers concerned with the existence of traveling wave solutions of
Lotka–Volterra systems; see [9–17]. The above methods are applicable to the delayed diffusive-cooperative Lotka–Volterra
system (Huang and Zou [13])
∂u1(x, t)
∂t
= d1 ∂
2u1(x, t)
∂x2
+ r1u1(x, t)[1− a1u1(x, t − τ1)+ b1u2(x, t − τ2)]
∂u2(x, t)
∂t
= d2 ∂
2u2(x, t)
∂x2
+ r2u2(x, t)[1+ b2u1(x, t − τ3)− a2u2(x, t − τ4)]
(1.2)
and the delayed diffusive-competition Lotka–Volterra system (Li et al. [15])
∂u1(x, t)
∂t
= d1 ∂
2u1(x, t)
∂x2
+ r1u1(x, t)[1− a1u1(x, t − τ1)− b1u2(x, t − τ2)]
∂u2(x, t)
∂t
= d2 ∂
2u2(x, t)
∂x2
+ r2u2(x, t)[1− b2u1(x, t − τ3)− a2u2(x, t − τ4)],
(1.3)
where τ1, τ4 ≥ 0, τ2, τ3 > 0. In the diffusive-competition system (1.3), because the reaction term does not satisfy QM
condition or QM∗ condition, Li et al. [15] employed WQM condition and WQM∗ condition. Further, Huang and Zou [14]
considered delayed diffusive Lotka–Volterra systems of competition-cooperative type
∂u1(x, t)
∂t
= d1 ∂
2u1(x, t)
∂x2
+ r1u1(x, t)[1− a1u1(x, t − τ1)− b1u2(x, t − τ2)]
∂u2(x, t)
∂t
= d2 ∂
2u2(x, t)
∂x2
+ r2u2(x, t)[1+ b2u1(x, t − τ3)− a2u2(x, t − τ4)],
(1.4)
where ‘‘partial quasi-monotonicity’’and ‘‘partial exponential quasi-monotonicity’’ are employed.
This paper is concerned with a general system called type-K monotone or competitive system. The definition is given
below.
Definition 1 ([18]). Consider the system
x˙i = Gi(x) = xigi(x), 1 ≤ i ≤ n, xi ≥ 0,
where x = (x1, . . . , xn) ∈ Rn+, R+ := [0,+∞), G = (G1, . . . ,Gn) and g = (g1, . . . , gn) : Rn+ → Rn is a C1 mapping. This
system is called type-K monotone if the Jacobian Dg(x) of g is type-K monotone, that is, if Dg(x) has the form(
A1 −A2
−A3 A4
)
,
in which A1 is a k× kmatrix, A2 is a k× (n− k)matrix, A3 is an (n− k)× kmatrix and A4 is an (n− k)× (n− k)matrix; Each
off-diagonal element of A1 and A4 is non-negative, and A2 and A3 are non-negative matrices. This system is called a type-K
competitive if –Dg(x) is type-K monotone.
There are some results about the type-K monotone systems and type-K competitive systems with non-diffusion in [19,
18,20,21], while some results about the persistence, positive periodic solution and asymptotic behavior of type-K diffusive
system are obtained in [22–24]. In this paper, we shall consider three-dimensional type-Kmonotone and type-K competitive
diffusive Lotka–Volterra systems with delays:
∂u1
∂t
= d1 ∂
2u1
∂x2
+ r1u1[1− a11u1(x, t − τ11)+ a12u2(x, t − τ12)− a13u3(x, t − τ13)]
∂u2
∂t
= d2 ∂
2u2
∂x2
+ r2u2[1+ a21u1(x, t − τ21)− a22u2(x, t − τ22)− a23u3(x, t − τ23)]
∂u3
∂t
= d3 ∂
2u3
∂x2
+ r3u3[1− a31u1(x, t − τ31)− a32u2(x, t − τ32)− a33u3(x, t − τ33)]
(1.5)
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and 
∂u1
∂t
= d1 ∂
2u1
∂x2
+ r1u1[1− a11u1(x, t − τ11)− a12u2(x, t − τ12)+ a13u3(x, t − τ13)]
∂u2
∂t
= d2 ∂
2u2
∂x2
+ r2u2[1− a21u1(x, t − τ21)− a22u2(x, t − τ22)+ a23u3(x, t − τ23)]
∂u3
∂t
= d3 ∂
2u3
∂x2
+ r3u3[1+ a31u1(x, t − τ31)+ a32u2(x, t − τ32)− a33u3(x, t − τ33)].
(1.6)
In order to focus on the mathematical ideas and for the sake of simplicity, we consider a reaction–diffusion system with
discrete delays, that is,
∂u1(x, t)
∂t
= d1 ∂
2u1(x, t)
∂x2
+ f1(u1(x, t − τ11), u2(x, t − τ12), u3(x, t − τ13))
∂u2(x, t)
∂t
= d2 ∂
2u2(x, t)
∂x2
+ f2(u1(x, t − τ21), u2(x, t − τ22), u3(x, t − τ23))
∂u3(x, t)
∂t
= d3 ∂
2u3(x, t)
∂x2
+ f3(u1(x, t − τ31), u2(x, t − τ32), u3(x, t − τ33)),
(1.7)
where di > 0, τij ≥ 0, fi : R3 → R is a continuous function, and
(A1) fi(0, 0, 0) = fi(k1, k2, k3), ki is a positive constant, i = 1, 2, 3;
(A2) There exist three positive constants L1, L2, L3 > 0 such that
|f1(ϕ11, ϕ21, ϕ31)− f1(ϕ12, ϕ22, ϕ32)| ≤ L1‖8− 9‖,
|f2(ϕ11, ϕ21, ϕ31)− f2(ϕ12, ϕ22, ϕ32)| ≤ L2‖8− 9‖,
|f3(ϕ11, ϕ21, ϕ31)− f3(ϕ12, ϕ22, ϕ32)| ≤ L3‖8− 9‖
for 8 = (ϕ11, ϕ21, ϕ31),9 = (ϕ12, ϕ22, ϕ32) ∈ C([−τ , 0],R3) with 0 ≤ φij(s) ≤ Mi, s ∈ [−τ , 0],Mi ≥ ki is a positive
constant, i = 1, 2, 3, j = 1, 2, τ = max1≤i,j≤3{τij}.
In systems (1.5) and (1.6), there may be cooperative or competitive relationship between each two components and
the reaction terms do not satisfy QM (QM∗) and WQM (WQM∗) conditions. In order to solve this problem, motivated by
systems (1.5) and (1.6), in the present paper we shall propose new conditions for system (1.7) on its reaction term, which, to
be specified later, are called themixed QM-1 condition (MQM-1) and themixed QM-2 condition(MQM-2), and different
fromWu and Zou [7] and Li et al. [15]. Also, following Pao [25] and Ye and Li [26], we introduce definitions of the upper and
lower solutions, and a new cross-iteration scheme, which are different from those defined in Huang and Zou [13,14] and Li
et al. [15]. By using such a scheme, we will construct a subset in the Banach space C(R,R3) equipped with the exponential
decay norm and reduce the existence of traveling wave solutions to the existence of an admissible pair of upper and lower
solutions.
The rest of this paper is organized as following. In Section 2, we reduce the existence of traveling wave solutions to the
existence of fixed point of the operator F . In Section 3, we obtain the existence of traveling wave solutions if the nonlinear
reaction term of the delayed reaction–diffusion system satisfies themixed-quasimonotonicity case 1 (MQM-1) condition. In
Section 4, we get similar results for the MQM-2 case. In the last section, we apply our main results to the reaction–diffusion
systems (1.5) and (1.6) and prove the existence of traveling wave solutions.
2. Preliminaries
Throughout this paper, we employ the usual notations for the standard ordering in R3. That is, for u = (u1, u2, u3) and
v = (v1, v2, v3), we denote u ≤ v if ui ≤ vi, i = 1, 2, 3; u < v if u ≤ v but u 6= v; and u v if u ≤ v but ui 6= vi, i = 1, 2, 3.
Let | · | denote the Euclidean norm in R3 and ‖ · ‖ denote the supremum norm in C([−τ , 0],R3).
A traveling wave solution of (1.7) is a special translation invariant solution of the form u1(x, t) = ϕ1(x+ ct), u2(x, t) =
ϕ2(x+ ct), u3(x, t) = ϕ3(x+ ct), where ϕ1, ϕ2, ϕ3 ∈ C2(R,R) are the profiles of the wave that propagates through the one-
dimensional spatial domain at a constant speed c > 0. Substituting u1(x, t) = ϕ1(x+ ct), u2(x, t) = ϕ2(x+ ct), u3(x, t) =
ϕ3(x + ct) into (1.7) and denoting x + ct by t , we find that (1.7) has a pair of traveling wave solutions if and only if the
following wave equationsd1ϕ
′′
1 (t)− cϕ′1(t)+ f c1 (ϕ1t , ϕ2t , ϕ3t) = 0
d2ϕ′′2 (t)− cϕ′2(t)+ f c2 (ϕ1t , ϕ2t , ϕ3t) = 0
d3ϕ′′3 (t)− cϕ′3(t)+ f c3 (ϕ1t , ϕ2t , ϕ3t) = 0
(2.1)
with asymptotic boundary conditions
lim
t→±∞ϕi(t) = ϕi±, i = 1, 2, 3 (2.2)
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have a pair of solutions (ϕ1(t), ϕ2(t), ϕ3(t)) on R, where f ci (ϕ1, ϕ2, ϕ3) : C([−τ , 0],R3)→ R, is given by
f ci (ϕ1, ϕ2, ϕ3) = fi(ϕc1, ϕc2, ϕc3), ϕci (s) = ϕi(cs), s ∈ [−τ , 0], i = 1, 2, 3,
where τ = max1≤i,j≤3{τij}, (ϕ1−, ϕ2−, ϕ3−) and (ϕ1+, ϕ2+, ϕ3+) are two equilibria of (2.1).
Without loss of generality, we let (ϕ1−, ϕ2−, ϕ3−) = (0, 0, 0) and (ϕ1+, ϕ2+, ϕ3+) = (k1, k2, k3). Then boundary
conditions (2.2) become
lim
t→−∞ϕi(t) = 0, limt→+∞ϕi(t) = ki, i = 1, 2, 3. (2.3)
Let
C[0,M](R,R3) = {(ϕ1, ϕ2, ϕ3) ∈ C(R,R3) : 0 ≤ ϕi(s) ≤ Mi, i = 1, 2, 3, s ∈ R}.
For (ϕ1, ϕ2, ϕ3) ∈ C[0,M](R,R3), define H = (H1,H2,H3) : C[0,M](R,R3)→ C(R,R3) by{H1(ϕ1, ϕ2, ϕ3)(t) = f c1 (ϕ1t , ϕ2t , ϕ3t)+ β1ϕ1(t)
H2(ϕ1, ϕ2, ϕ3)(t) = f c2 (ϕ1t , ϕ2t , ϕ3t)+ β2ϕ2(t)
H3(ϕ1, ϕ2, ϕ3)(t) = f c3 (ϕ1t , ϕ2t , ϕ3t)+ β3ϕ3(t).
(2.4)
Then (2.1) can be rewritten as followingd1ϕ
′′
1 (t)− cϕ′1(t)− β1ϕ1(t)+ H1(ϕ1, ϕ2, ϕ3)(t) = 0
d2ϕ′′2 (t)− cϕ′2(t)− β2ϕ2(t)+ H2(ϕ1, ϕ2, ϕ3)(t) = 0
d3ϕ′′3 (t)− cϕ′3(t)− β3ϕ3(t)+ H3(ϕ1, ϕ2, ϕ3)(t) = 0.
(2.5)
Let
λi1 = c −
√
c2 + 4βidi
2di
, λi2 = c +
√
c2 + 4βidi
2di
, i = 1, 2, 3.
It is clear that
λi1 < 0 < λi2, diλ2ij − cλij − βi = 0, i = 1, 2, 3, j = 1, 2.
For (ϕ1, ϕ2, ϕ3) ∈ C[0,M](R,R3), define F = (F1, F2, F3) : C[0,M](R,R3)→ C(R,R3) by
F1(ϕ1, ϕ2, ϕ3)(t) = 1d1(λ12 − λ11)
[∫ t
−∞
eλ11(t−s) +
∫ ∞
t
eλ12(t−s)
]
H1(ϕ1, ϕ2, ϕ3)(s)ds
F2(ϕ1, ϕ2, ϕ3)(t) = 1d2(λ22 − λ21)
[∫ t
−∞
eλ21(t−s) +
∫ ∞
t
eλ22(t−s)
]
H2(ϕ1, ϕ2, ϕ3)(s)ds
F3(ϕ1, ϕ2, ϕ3)(t) = 1d3(λ32 − λ31)
[∫ t
−∞
eλ31(t−s) +
∫ ∞
t
eλ32(t−s)
]
H3(ϕ1, ϕ2, ϕ3)(s)ds.
(2.6)
Then F is well defined for any (ϕ1, ϕ2, ϕ3) ∈ C[0,M](R,R3) such thatd1F1(ϕ1, ϕ2, ϕ3)
′′(t)− cF1(ϕ1, ϕ2, ϕ3)′(t)− β1F1(ϕ1, ϕ2, ϕ3)(t)+ H1(ϕ1, ϕ2, ϕ3)(t) = 0
d2F2(ϕ1, ϕ2, ϕ3)′′(t)− cF2(ϕ1, ϕ2, ϕ3)′(t)− β2F2(ϕ1, ϕ2, ϕ3)(t)+ H2(ϕ1, ϕ2, ϕ3)(t) = 0
d3F3(ϕ1, ϕ2, ϕ3)′′(t)− cF3(ϕ1, ϕ2, ϕ3)′(t)− β3F3(ϕ1, ϕ2, ϕ3)(t)+ H3(ϕ1, ϕ2, ϕ3)(t) = 0.
(2.7)
Thus, a fixed point of F is a solution of (2.5), which is a traveling wave solutions of (1.7) connecting 0 = (0, 0, 0) with
K = (k1, k2, k3) if it satisfies (2.3).
In the following, we introduce the exponential decay norm. Let µ > 0 such that µ < min{−λi1, λi2, i = 1, 2, 3}. Define
Bµ(R,R3) = {8 ∈ C(R,R3) : sup
t∈R
|8(t)|e−µ|t| <∞}
and
|8|µ = sup
t∈R
|8(t)|e−µ|t|.
Then it is easy to check that (Bµ(R,R3), | · |µ) is a Banach space.
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3. Mixed Quasi-monotonicity Case 1 (type-K monotone)
In this section, we consider the type-K monotone system based on (1.5). From the first two equations of (1.5), the
components u1 and u2 have a cooperative relation, while u3 has a neglect effect on u1 and u2; the last equation shows that
u3 has competitive relation with u1 and u2. Observing this, we propose the following mixed quasi-monotonicity condition.
MQM-1: There exist three positive constants β1 > 0, β2 > 0, β3 > 0 such that
f1(ϕ11, ϕ21, ϕ31)− f1(ϕ12, ϕ22, ϕ31)+ β1[ϕ11(0)− ϕ12(0)] ≥ 0,
f1(ϕ11, ϕ21, ϕ31)− f1(ϕ11, ϕ21, ϕ32) ≤ 0,
f2(ϕ11, ϕ21, ϕ31)− f2(ϕ12, ϕ22, ϕ31)+ β2[ϕ21(0)− ϕ22(0)] ≥ 0,
f2(ϕ11, ϕ21, ϕ31)− f2(ϕ11, ϕ21, ϕ32) ≤ 0,
f3(ϕ11, ϕ21, ϕ31)− f3(ϕ11, ϕ21, ϕ32)+ β3[ϕ31(0)− ϕ32(0)] ≥ 0,
f3(ϕ11, ϕ21, ϕ31)− f3(ϕ12, ϕ21, ϕ31) ≤ 0,
f3(ϕ11, ϕ21, ϕ31)− f3(ϕ11, ϕ22, ϕ31) ≤ 0
for8 = (ϕ11, ϕ21, ϕ31),9 = (ϕ12, ϕ22, ϕ32) ∈ C([−τ , 0],R3)with{
(i) 0 ≤ ϕi2(s) ≤ ϕi1(s) ≤ Mi, s ∈ [−τ , 0], i = 1, 2, 3;
(ii) eβls[ϕl1(s)− ϕl2(s)] is non-decreasing in s ∈ [−τ , 0] for l ∈ Θ,
whereΘ
4= {i|τii > 0, i = 1, 2, 3}.
First, we give a lemma on the operators Hi in (2.4).
Lemma 3.1. Assume that MQM− 1 holds. Then
H1(ϕ11, ϕ21, ϕ32)(t) ≥ H1(ϕ12, ϕ22, ϕ31)(t),
H2(ϕ11, ϕ21, ϕ32)(t) ≥ H2(ϕ12, ϕ22, ϕ31)(t),
H3(ϕ11, ϕ21, ϕ32)(t) ≤ H3(ϕ12, ϕ22, ϕ31)(t),
for 8 = (ϕ11, ϕ21, ϕ31),9 = (ϕ12, ϕ22, ϕ32) ∈ C(R,R3) with{
(i) 0 ≤ ϕi2(s) ≤ ϕi1(s) ≤ Mi, s ∈ [−τ , 0], i = 1, 2, 3;
(ii) eβls[ϕl1(s)− ϕl2(s)] is non-decreasing in s ∈ [−τ , 0] for l ∈ Θ,
whereΘ
4= {i|τii > 0, i = 1, 2, 3}.
Proof. By MQM-1 and the definition of operator H , we have
H1(ϕ11, ϕ21, ϕ32)(t)− H1(ϕ12, ϕ22, ϕ31)(t) = H1(ϕ11, ϕ21, ϕ32)(t)− H1(ϕ11, ϕ21, ϕ31)(t)
+H1(ϕ11, ϕ21, ϕ31)(t)− H1(ϕ12, ϕ22, ϕ31)(t)
≥ f c1 (ϕ11t , ϕ21t , ϕ31t)− f c1 (ϕ12t , ϕ22t , ϕ31t)+ β1(ϕ11(t)− ϕ12(t))≥ 0,
H2(ϕ11, ϕ21, ϕ32)(t)− H2(ϕ12, ϕ22, ϕ31)(t) = H2(ϕ11, ϕ21, ϕ32)(t)− H2(ϕ11, ϕ21, ϕ31)(t)
+H2(ϕ11, ϕ21, ϕ31)(t)− H2(ϕ12, ϕ22, ϕ31)(t)
≥ f c2 (ϕ11t , ϕ21t , ϕ31t)− f c2 (ϕ12t , ϕ22t , ϕ31t)+ β2(ϕ21(t)− ϕ22(t))≥ 0,
H3(ϕ11, ϕ21, ϕ32)(t)− H3(ϕ12, ϕ22, ϕ31)(t) = H3(ϕ11, ϕ21, ϕ32)(t)− H3(ϕ12, ϕ21, ϕ31)(t)
+H3(ϕ12, ϕ21, ϕ31)(t)− H3(ϕ12, ϕ22, ϕ31)(t)
= H3(ϕ11, ϕ21, ϕ32)(t)− H3(ϕ12, ϕ21, ϕ31)(t)
+ f c3 (ϕ12t , ϕ21t , ϕ31t)− f c3 (ϕ12t , ϕ22t , ϕ31t)≤ H3(ϕ11, ϕ21, ϕ32)(t)− H3(ϕ11, ϕ21, ϕ31)(t)
+H3(ϕ11, ϕ21, ϕ31)(t)− H3(ϕ12, ϕ21, ϕ31)(t)
= f c3 (ϕ11t , ϕ21t , ϕ32t)− f c3 (ϕ11t , ϕ21t , ϕ31t)+ β3(ϕ32(t)− ϕ31(t))+ f c3 (ϕ11t , ϕ21t , ϕ31t)− f c3 (ϕ12t , ϕ21t , ϕ31t)≤ 0.
The proof is complete. 
From the definition of F in (2.6), the following lemma is a direct consequence of Lemma 3.1.
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Lemma 3.2. Assume that MQM− 1 holds. Then
F1(ϕ11, ϕ21, ϕ32)(t) ≥ F1(ϕ12, ϕ22, ϕ31)(t),
F2(ϕ11, ϕ21, ϕ32)(t) ≥ F2(ϕ12, ϕ22, ϕ31)(t),
F3(ϕ11, ϕ21, ϕ32)(t) ≤ F3(ϕ12, ϕ22, ϕ31)(t)
for 8 = (ϕ11, ϕ21, ϕ31),9 = (ϕ12, ϕ22, ϕ32) ∈ C(R,R3) with{
(i) 0 ≤ ϕi2(s) ≤ ϕi1(s) ≤ Mi, s ∈ [−τ , 0], i = 1, 2, 3;
(ii) eβls[ϕl1(s)− ϕl2(s)] is non-decreasing in s ∈ [−τ , 0] for l ∈ Θ,
whereΘ
4= {i|τii > 0, i = 1, 2, 3}.
Now, we are in a position to give the new definition of a pair of upper and lower solutions of (2.1), which is different from
Li et al. [15] and Huang and Zou [14].
Definition 2. A pair of continuous functions 8 = (ϕ1, ϕ2, ϕ3), 8 = (ϕ1, ϕ2, ϕ3) are called an upper solution and a lower
solution of (2.1), respectively, if there exist constants Ti, i = 1, . . . ,m, such that8 and8 are twice continuous differentiable
in R \ {Ti : i = 1, . . . ,m} and the essential bounded functions8′′,8′,8′′,8′ satisfy
d1ϕ′′1(t)− cϕ′1(t)+ f c1 (ϕ1t , ϕ2t , ϕ3t) ≤ 0
d2ϕ′′2(t)− cϕ′2(t)+ f c2 (ϕ1t , ϕ2t , ϕ3t) ≤ 0
d3ϕ′′3(t)− cϕ′3(t)+ f c3 (ϕ1t , ϕ2t , ϕ3t) ≤ 0
t ∈ R \ {Ti : i = 1, . . . ,m}, (3.1)
and 
d1ϕ′′1(t)− cϕ′1(t)+ f c1 (ϕ1t , ϕ2t , ϕ3t) ≥ 0
d2ϕ′′2(t)− cϕ′2(t)+ f c2 (ϕ1t , ϕ2t , ϕ3t) ≥ 0
d3ϕ′′3(t)− cϕ′3(t)+ f c3 (ϕ1t , ϕ2t , ϕ3t) ≥ 0
t ∈ R \ {Ti : i = 1, . . . ,m}. (3.2)
In what follows, we assume that there exist an upper solution 8 = (ϕ1, ϕ2, ϕ3) and a lower solution 8 = (ϕ1, ϕ2, ϕ3)
of (2.1) satisfying (P1)–(P4):
(P1) 0 ≤ (ϕ
1
, ϕ
2
, ϕ
3
) ≤ (ϕ1, ϕ2, ϕ3) ≤ M = (M1,M2,M3);
(P2) limt→−∞(ϕ1, ϕ2, ϕ3) = 0, limt→+∞(ϕ1, ϕ2, ϕ3) = limt→+∞(ϕ1, ϕ2, ϕ3) = K = (k1, k2, k3);
(P3) ϕ′i(t+) ≤ ϕ′i(t−), ϕ′i(t+) ≥ ϕ′i(t−), i = 1, 2, 3, t ∈ R;
(P4) eβls[ϕ l(s)− ϕ l(s)], l ∈ Θ are non-decreasing for s ∈ R.
Define the following profile set:
Γ =
(ϕ1, ϕ2, ϕ3) ∈ C[0,M](R,R3) :
(i) (ϕ
1
, ϕ
2
, ϕ
3
) ≤ (ϕ1, ϕ2, ϕ3) ≤ (ϕ1, ϕ2, ϕ3),
(ii) eβls[ϕ l(s)− ϕl(s)] and eβls[ϕl(s)− ϕ l(s)],
l ∈ Θ are non-decreasing for s ∈ R
 .
It is easy to see that Γ is non-empty. In fact, by (P1), we know that (ϕ1, ϕ2, ϕ3) satisfies (i) of Γ . By (P4), we know that
eβls[ϕ l(s) − ϕ l(s)], l ∈ Θ are non-decreasing in s ∈ R and eβls[ϕ l(s) − ϕ l(s)] = 0, l ∈ Θ . Thus, (ϕ1, ϕ2, ϕ3) satisfies (ii) of
Γ . By (P4), we further know that Γ is a closed, bounded and convex subset of Bµ(R,R3); see Huang and Zou [8].
Lemma 3.3. Assume that (A2) holds. Then
F = (F1, F2, F3) : C[0,M](R,R3)→ C(R,R3)
is continuous with respect to the norm | · |µ in Bµ(R,R3).
Proof. We first prove that H : C[0,M](R,R3) → C(R,R3) is continuous with respect to the norm | · |µ. If 8 =
(ϕ11, ϕ21, ϕ31),9 = (ϕ12, ϕ22, ϕ32) ∈ C[0,M](R,R3) satisfy
|8− 9|µ = sup
t∈R
|8(t)− 9(t)|e−µ|t| < δ,
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then
|H1(8)(t)− H1(9)(t)|e−µ|t| = |f c1 (ϕ11t , ϕ21t , ϕ31t)− f c1 (ϕ12t , ϕ22t , ϕ32t)+ β1(ϕ11(t)− ϕ12(t))|e−µ|t|
≤ L1‖8t − 9t‖C([−cτ ,0],R3)e−µ|t| + β1|ϕ11(t)− ϕ12(t)|e−µ|t|
= L1 sup
s∈[−cτ ,0]
|8(t + s)− 9(t + s)|e−µ|t| + β1|ϕ11(t)− ϕ12(t)|e−µ|t|
≤ L1 sup
θ∈R
|8(θ)− 9(θ)|e−µ|θ |eµcτ + β1|8− 9|µ
≤ (L1eµcτ + β1)|8− 9|µ.
Similarly,
|H2(9)(t)− H2(9)(t)|e−µ|t| ≤ (L2eµcτ + β2)|8− 9|µ,
|H3(8)(t)− H3(9)(t)|e−µ|t| ≤ (L3eµcτ + β3)|8− 9|µ.
For any  > 0, let δ < 3 max{ 1L1eµcτ+β1 , 1L2eµcτ+β2 , 1L3eµcτ+β3 }, then
|H(8)(t)− H(9)(t)|e−µ|t| ≤ [(L1eµcτ + β1)+ (L2eµcτ + β2)+ (L3eµcτ + β3)]|8− 9|µ
<

3
+ 
3
+ 
3
= .
Therefore, H is continuous with respect to the norm | · |µ.
Now, we show that F : C[0,M](R,R3)→ C(R,R3) is continuous with respect to the norm | · |µ.
For t ≥ 0, noting that µ < min{−λi1, λi2, i = 1, 2, 3}, we have
|F1(8)(t)− F1(9)(t)| ≤ 1d1(λ12 − λ11)
[∫ t
−∞
eλ11(t−s)|H1(8)(s)− H1(9)(s)|ds
+
∫ ∞
t
eλ12(t−s)|H1(8)(s)− H1(9)(s)|ds
]
= 1
d1(λ12 − λ11)
[∫ t
−∞
eλ11(t−s)+µ|s||H1(8)(s)− H1(9)(s)|e−µ|s|ds
+
∫ ∞
t
eλ12(t−s)+µ|s||H1(8)(s)− H1(9)(s)|e−µ|s|ds
]
≤ 1
d1(λ12 − λ11)
[∫ t
0
eλ11(t−s)+µsds+
∫ 0
−∞
eλ11(t−s)−µs
+
∫ ∞
t
eλ12(t−s)+µsds
]
sup
t∈R
|H1(8)(t)− H1(9)(t)|e−µ|t|
= 1
d1(λ12 − λ11)
[
λ12 − λ11
(µ− λ11)(λ12 − µ)e
µt + 2µ
λ211 − µ2
eλ11t
]
× sup
t∈R
|H1(8)(t)− H1(9)(t)|e−µ|t|.
Hence,
|F1(8)(t)− F1(9)(t)|e−µ|t| ≤ 1d1(λ12 − λ11)
[
λ12 − λ11
(µ− λ11)(λ12 − µ) +
2µ
λ211 − µ2
e(λ11−µ)t
]
× sup
t∈R
|H1(8)(t)− H1(9)(t)|e−µ|t|
≤ 1
d1(λ12 − λ11)
[
λ12 − λ11
(µ− λ11)(λ12 − µ) +
2µ
λ211 − µ2
]
× sup
t∈R
|H1(8)(t)− H1(9)(t)|e−µ|t|.
Similarly, for t ≤ 0, we have
|F1(8)(t)− F1(9)(t)|e−µ|t| ≤ 1d1(λ12 − λ11)
[
λ12 − λ11
−(µ+ λ11)(µ+ λ12) +
2µ
λ212 − µ2
]
× sup
t∈R
|H1(8)(t)− H1(9)(t)|e−µ|t|.
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By using the same scheme as above, we can also get the similar inequalities for F2 and F3. Combined with the continuity of
H , we can prove that F is continuous with respect to the norm | · |µ in Bµ(R,R3). The proof is complete. 
Lemma 3.4. Assume that MQM− 1 holds. If c > 1−min{βldl, l ∈ Θ}, then FΓ ⊂ Γ .
Proof. For any8 = (ϕ1, ϕ2, ϕ3) ∈ Γ , we first prove that F(8) satisfies (i) of Γ .
By Lemma 3.2, we have that
F1(ϕ1, ϕ2, ϕ3) ≤ F1(ϕ1, ϕ2, ϕ3) ≤ F1(ϕ1, ϕ2, ϕ3)
F2(ϕ1, ϕ2, ϕ3) ≤ F2(ϕ1, ϕ2, ϕ3) ≤ F2(ϕ1, ϕ2, ϕ3)
F3(ϕ1, ϕ2, ϕ3) ≤ F3(ϕ1, ϕ2, ϕ3) ≤ F3(ϕ1, ϕ2, ϕ3).
Now, we only need to prove that
ϕ
1
≤ F1(ϕ1, ϕ2, ϕ3) ≤ F1(ϕ1, ϕ2, ϕ3) ≤ ϕ1
ϕ
2
≤ F2(ϕ1, ϕ2, ϕ3) ≤ F2(ϕ1, ϕ2, ϕ3) ≤ ϕ2
ϕ
3
≤ F3(ϕ1, ϕ2, ϕ3) ≤ F3(ϕ1, ϕ2, ϕ3) ≤ ϕ3.
(3.3)
According to the definitions of F and the upper–lower solutions, we have
F1(ϕ1, ϕ2, ϕ3)(t) =
1
d1(λ12 − λ11)
[∫ t
−∞
eλ11(t−s) +
∫ ∞
t
eλ12(t−s)
]
H1(ϕ1, ϕ2, ϕ3)(s)ds
≤ 1
d1(λ12 − λ11)
[∫ t
−∞
eλ11(t−s) +
∫ ∞
t
eλ12(t−s)
]
(β1ϕ1(s)+ cϕ′1(s)− d1ϕ′′1(s))ds
= ϕ1(t), t ∈ R.
In a similar way, we can prove that (3.3) holds for t ∈ R. This proves (i) of Γ .
Next, we prove that F(8) satisfies (ii) of Γ . Let Fi(ϕ1, ϕ2, ϕ3) = ψi, i = 1, 2, 3 for (ϕ1, ϕ2, ϕ3) ∈ Γ , then
eβ1t [ϕ1(t)− ψ1(t)] = e
β1t
d1(λ12 − λ11)
[∫ t
−∞
eλ11(t−s) +
∫ ∞
t
eλ12(t−s)
]
×{[β1ϕ1(s)+ cϕ′1(s)− d1ϕ′′1(s)] − [β1ψ1(s)+ cψ ′1(s)− d1ψ ′′1 (s)]}ds
= e
β1t
d1(λ12 − λ11)
[∫ t
−∞
eλ11(t−s) +
∫ ∞
t
eλ12(t−s)
]
×{[β1ϕ1(s)+ cϕ′1(s)− d1ϕ′′1(s)− H1(ϕ1, ϕ2, ϕ3)(s)]
− [β1ψ1(s)+ cψ ′1(s)− d1ψ ′′1 (s)− H1(ϕ1, ϕ2, ϕ3)(s)]}ds
= e
β1t
d1(λ12 − λ11)
[∫ t
−∞
eλ11(t−s) +
∫ ∞
t
eλ12(t−s)
]
×{[β1ϕ1(s)+ cϕ′1(s)− d1ϕ′′1(s)− H1(ϕ1, ϕ2, ϕ3)(s)]}ds. (3.4)
From (2.7), we know that β1ψ1(s)+ cψ ′1(s)− d1ψ ′′1 (s)− H1(ϕ1, ϕ2, ϕ3)(s) = 0, and we get the last equality.
Following (3.4), if c > 1− β1d1, we have
d
dt
{eβ1t [ϕ1(t)− ψ1(t)]} = (β1 + λ11)e
β1t
d1(λ12 − λ11)
∫ t
−∞
eλ11(t−s)(β1ϕ1 + cϕ′1 − d1ϕ′′1 − H1(ϕ1, ϕ2, ϕ3))(s)ds
+ (β1 + λ12)e
β1t
d1(λ12 − λ11)
∫ ∞
t
eλ12(t−s)(β1ϕ1 + cϕ′1 − d1ϕ′′1 − H1(ϕ1, ϕ2, ϕ3))(s)ds
≥ (β1 + λ11)e
β1t
d1(λ12 − λ11)
∫ t
−∞
eλ11(t−s)(β1ϕ1 + cϕ′1 − d1ϕ′′1 − H1(ϕ1, ϕ2, ϕ3))(s)ds
+ (β1 + λ12)e
β1t
d1(λ12 − λ11)
∫ ∞
t
eλ12(t−s)(β1ϕ1 + cϕ′1 − d1ϕ′′1 − H1(ϕ1, ϕ2, ϕ3))(s)ds
≥ 0, t ∈ R,
since β1 + λ11, β1 + λ12 > 0 (by c > 1− β1d1) and the integer term in the last inequality is greater than or equal to 0 (by
the definition of the upper–lower solutions).
Similarly, if c > 1− βidi, i = 2, 3, we can prove that eβit [ϕi(t)− Fi(ϕ1, ϕ2, ϕ3)(t)], i = 2, 3 are non-decreasing in t ∈ R.
Hence, if c > 1−min{βldl, l ∈ Θ}, we have that eβlt [ϕ l(t)− Fl(ϕ1, ϕ2, ϕ3)(t)], l ∈ Θ are non-decreasing in t ∈ R. Also,
if c > 1−min{βldl, l ∈ Θ}, we can similarly prove that eβlt [Fl(ϕ1, ϕ2, ϕ3)(t)− ϕ l(t)], l ∈ Θ are non-decreasing in t ∈ R.
Thus F(8) satisfies (ii) of Γ , and this completes the proof. 
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Lemma 3.5. Assume that (A2) andMQM− 1 hold. Then F : Γ → Γ is compact.
Remark 1. The proof of Lemma 3.5 is similar to those in Li et al. [15] and Huang and Zou [8], so we omit it here.
Now, we are in a position to state and prove the following main theorem.
Theorem 3.6. Assume that (A1), (A2) and MQM − 1 hold, and further that (2.1) has an upper and a lower solution 8 =
(ϕ1, ϕ2, ϕ3),9 = (ϕ1, ϕ2, ϕ3) satisfying (P1)–(P4). Then, for any c > 1 − min{βldl, l ∈ Θ}, (1.7) has a traveling wave
solution satisfying (2.3).
Proof. From Lemmas 3.3–3.5, we know that FΓ ⊂ Γ and F is compact. By Schauder’s fixed point theorem there exists a
fixed point (ϕ∗1 , ϕ
∗
2 , ϕ
∗
3 ) ∈ Γ , which is a solution of (2.1), that is a traveling wave solution of (1.7).
Next, we verify the boundary conditions (2.3).
By (P2) and the inequality
0 ≤ (ϕ
1
, ϕ
2
, ϕ
3
) ≤ (ϕ∗1 , ϕ∗2 , ϕ∗3 ) ≤ (ϕ1, ϕ2, ϕ3) ≤ (M1,M2,M3),
we see that
lim
t→−∞(ϕ
∗
1 (t), ϕ
∗
2 (t), ϕ
∗
3 (t)) = (0, 0, 0), limt→∞(ϕ
∗
1 (t), ϕ
∗
2 (t), ϕ
∗
3 (t)) = (k1, k2, k3).
Therefore, the fixed point (ϕ∗1 (t), ϕ
∗
2 (t), ϕ
∗
3 (t)) satisfies the boundary conditions (2.3). The proof is complete. 
4. Mixed Quasi-monotonicity Case 2 (type-K competition)
In this section, we will consider the type-K competitive system based on (1.6). Similarly, we propose another mixed
quasi-monotonicity condition.
MQM-2: There exist three positive constants β1 > 0, β2 > 0, β3 > 0 such that
f1(ϕ11, ϕ21, ϕ31)− f1(ϕ12, ϕ21, ϕ32)+ β1[ϕ11(0)− ϕ12(0)] ≥ 0,
f1(ϕ11, ϕ21, ϕ31)− f1(ϕ11, ϕ22, ϕ31) ≤ 0,
f2(ϕ11, ϕ21, ϕ31)− f2(ϕ11, ϕ22, ϕ32)+ β2[ϕ21(0)− ϕ22(0)] ≥ 0,
f2(ϕ11, ϕ21, ϕ31)− f2(ϕ12, ϕ21, ϕ31) ≤ 0,
f3(ϕ11, ϕ21, ϕ31)− f3(ϕ12, ϕ22, ϕ32)+ β3[ϕ31(0)− ϕ32(0)] ≥ 0,
for8 = (ϕ11, ϕ21, ϕ31),9 = (ϕ12, ϕ22, ϕ32) ∈ C([−τ , 0],R3)with{
(i) 0 ≤ ϕi2(s) ≤ ϕi1(s) ≤ Mi, s ∈ [−τ , 0], i = 1, 2, 3;
(ii) eβls[ϕl1(s)− ϕl2(s)] is non-decreasing in s ∈ [−τ , 0] for l ∈ Θ,
whereΘ
4= {i|τii > 0, i = 1, 2, 3}.
We first give another definition of a pair of upper and lower solutions of (2.1).
Definition 3. A pair of continuous functions 8 = (ϕ1, ϕ2, ϕ3), 8 = (ϕ1, ϕ2, ϕ3) are called an upper solution and a lower
solution of (2.1), respectively, if there exist constants Ti, i = 1, . . . ,m, such that8 and8 are twice continuous differentiable
in R \ {Ti : i = 1, . . . ,m} and the essential bounded functions8′′,8′,8′′,8′ satisfy
d1ϕ′′1(t)− cϕ′1(t)+ f c1 (ϕ1t , ϕ2t , ϕ3t) ≤ 0
d2ϕ′′2(t)− cϕ′2(t)+ f c2 (ϕ1t , ϕ2t , ϕ3t) ≤ 0
d3ϕ′′3(t)− cϕ′3(t)+ f c3 (ϕ1t , ϕ2t , ϕ3t) ≤ 0
t ∈ R \ {Ti : i = 1, . . . ,m}, (4.1)
and 
d1ϕ′′1(t)− cϕ′1(t)+ f c1 (ϕ1t , ϕ2t , ϕ3t) ≥ 0
d2ϕ′′2(t)− cϕ′2(t)+ f c2 (ϕ1t , ϕ2t , ϕ3t) ≥ 0
d3ϕ′′3(t)− cϕ′3(t)+ f c3 (ϕ1t , ϕ2t , ϕ3t) ≥ 0
t ∈ R \ {Ti : i = 1, . . . ,m}. (4.2)
In what follows, we assume that there exist an upper solution 8 = (ϕ1, ϕ2, ϕ3) and a lower solution 8 = (ϕ1, ϕ2, ϕ3)
of (2.1) satisfying (P1)–(P4), which are defined in Section 3.
We choose the profile set as Γ , which is defined in Section 3.
Next, we get the nice properties for H and F in the MQM-2 case, and thus prove the important statement: FΓ ⊂ Γ .
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Lemma 4.1. Assume that MQM− 2 holds. Then
H1(ϕ11, ϕ22, ϕ31)(t) ≥ H1(ϕ12, ϕ21, ϕ32)(t), F1(ϕ11, ϕ22, ϕ31)(t) ≥ F1(ϕ12, ϕ21, ϕ32)(t),
H2(ϕ12, ϕ21, ϕ31)(t) ≥ H2(ϕ11, ϕ22, ϕ32)(t), F2(ϕ12, ϕ21, ϕ31)(t) ≥ F2(ϕ11, ϕ22, ϕ32)(t),
H3(ϕ11, ϕ21, ϕ31)(t) ≥ H3(ϕ12, ϕ22, ϕ32)(t), F3(ϕ11, ϕ21, ϕ31)(t) ≥ F3(ϕ12, ϕ22, ϕ32)(t)
for 8 = (ϕ11, ϕ21, ϕ31),9 = (ϕ12, ϕ22, ϕ32) ∈ C(R,R3) with{
(i) 0 ≤ ϕi2(s) ≤ ϕi1(s) ≤ Mi, s ∈ [−τ , 0], i = 1, 2, 3;
(ii) eβls[ϕl1(s)− ϕl2(s)] is non-decreasing in s ∈ [−τ , 0] for l ∈ Θ,
whereΘ
4= {i|τii > 0, i = 1, 2, 3}.
Proof. By MQM-2 and the definition of operator H , we have
H1(ϕ11, ϕ22, ϕ31)(t)− H1(ϕ12, ϕ21, ϕ32)(t) = H1(ϕ11, ϕ22, ϕ31)(t)− H1(ϕ11, ϕ21, ϕ31)(t)
+H1(ϕ11, ϕ21, ϕ31)(t)− H1(ϕ12, ϕ21, ϕ32)(t)
≥ f c1 (ϕ11t , ϕ21t , ϕ31t)− f c1 (ϕ12t , ϕ21t , ϕ32t)+ β1(ϕ11(t)− ϕ12(t))≥ 0,
H2(ϕ12, ϕ21, ϕ31)(t)− H2(ϕ11, ϕ22, ϕ32)(t) = H2(ϕ12, ϕ21, ϕ31)(t)− H2(ϕ11, ϕ21, ϕ31)(t)
+H2(ϕ11, ϕ21, ϕ31)(t)− H2(ϕ11, ϕ22, ϕ32)(t)
≥ f c2 (ϕ11t , ϕ21t , ϕ31t)− f c2 (ϕ11t , ϕ22t , ϕ32t)+ β2(ϕ21(t)− ϕ22(t))≥ 0,
H3(ϕ11, ϕ21, ϕ31)(t)− H3(ϕ12, ϕ22, ϕ32)(t) = f c3 (ϕ11t , ϕ21t , ϕ31t)− f c3 (ϕ12t , ϕ22t , ϕ32t)+ β3(ϕ31(t)− ϕ32(t))≥ 0.
From the definition of F in (2.6), we get the inequalities for F . The proof is complete. 
Lemma 4.2. Assume that MQM− 2 holds. If c > 1−min{βldl, l ∈ Θ}, then FΓ ⊂ Γ .
Proof. For any (ϕ1, ϕ2, ϕ3) ∈ Γ , by Lemma 4.1, we have that
F1(ϕ1, ϕ2, ϕ3) ≤ F1(ϕ1, ϕ2, ϕ3) ≤ F1(ϕ1, ϕ2, ϕ3)
F2(ϕ1, ϕ2, ϕ3) ≤ F2(ϕ1, ϕ2, ϕ3) ≤ F2(ϕ1, ϕ2, ϕ3)
F3(ϕ1, ϕ2, ϕ3) ≤ F3(ϕ1, ϕ2, ϕ3) ≤ F3(ϕ1, ϕ2, ϕ3).
Now, we only need to prove that
ϕ
1
≤ F1(ϕ1, ϕ2, ϕ3) ≤ F1(ϕ1, ϕ2, ϕ3) ≤ ϕ1
ϕ
2
≤ F2(ϕ1, ϕ2, ϕ3) ≤ F2(ϕ1, ϕ2, ϕ3) ≤ ϕ2
ϕ
3
≤ F3(ϕ1, ϕ2, ϕ3) ≤ F3(ϕ1, ϕ2, ϕ3) ≤ ϕ3.
(4.3)
According to the definition of F and the upper–lower solution, we have
F1(ϕ1, ϕ2, ϕ3)(t) =
1
d1(λ12 − λ11)
[∫ t
−∞
eλ11(t−s) +
∫ ∞
t
eλ12(t−s)
]
H1(ϕ1, ϕ2, ϕ3)(s)ds
≥ 1
d1(λ12 − λ11)
[∫ t
−∞
eλ11(t−s) +
∫ ∞
t
eλ12(t−s)
]
(β1ϕ1
(s)+ cϕ′
1
(s)− d1ϕ′′1(s))ds
= ϕ
1
(t), t ∈ R.
In a similar way, we can prove that (4.3) holds for t ∈ R. This proves that (i) of Γ holds. The proof of (ii) of Γ is similar to
Lemma 3.4. Thus FΓ ⊂ Γ . This completes the proof. 
Similar to Lemmas 3.3 and 3.5, we have:
Lemma 4.3. Assume that (A2) andMQM− 2 hold. Then F : Γ → Γ is continuous with respect to the norm | · |µ in Bµ(R,R3)
and compact.
Now, we state the main theorem in this section, and the proof is similar to Theorem 3.6.
Theorem 4.4. Assume that (A1), (A2) and MQM − 2 hold, and further that (2.1) has an upper and a lower solution 8 =
(ϕ1, ϕ2, ϕ3),9 = (ϕ1, ϕ2, ϕ3) satisfying (4.1) and (4.2) and (P1)–(P4). Then, for any c > 1 − min{βldl, l ∈ Θ}, (1.7) has a
traveling wave solution satisfying (2.3).
Remark 2. Our results in Sections 3 and 4 above include the delays ‘‘τii = 0, i = 1, 2, 3 (Θ = Ø)’’ and ‘‘τii > 0, i = 1, 2, 3
(Θ = {1, 2, 3})’’ as special cases. In particular, for the case ‘‘τii = 0, i = 1, 2, 3 (Θ = Ø)’’, from the definitions and proofs in
Sections 3 and4we see that Lemmas3.4 and4.2, Theorems3.6 and4.4 holdwithout the condition ‘‘c > 1−min{βldl, l ∈ Θ}’’.
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5. Applications
Asmentioned in the introduction, in this section, we employ our conclusions in Sections 3 and 4 to establish the existence
of traveling wave solutions for systems (1.5) and (1.6).
Example 5.1. We consider the existence of the traveling wave solution for the delayed type-K monotone diffusive Lotka–
Volterra systems (1.5) (for simplicity, we let τ11 = τ22 = τ33 = 0), that is,
∂u1
∂t
= d1 ∂
2u1
∂x2
+ r1u1[1− a11u1(x, t)+ a12u2(x, t − τ1)− a13u3(x, t − τ2)],
∂u2
∂t
= d2 ∂
2u2
∂x2
+ r2u2[1+ a21u1(x, t − τ3)− a22u2(x, t)− a23u3(x, t − τ4)],
∂u3
∂t
= d3 ∂
2u3
∂x2
+ r3u3[1− a31u1(x, t − τ5)− a32u2(x, t − τ6)− a33u3(x, t)].
(5.1)
It is easy to show that system (5.1) has a trivial steady state E0(0, 0, 0) and a steady state E∗(k1, k2, k3), where
k1 =
∣∣∣∣∣1 −a12 a131 a22 a231 a32 a33
∣∣∣∣∣∣∣∣∣∣ a11 −a12 a13−a21 a22 a23a31 a32 a33
∣∣∣∣∣
, k2 =
∣∣∣∣∣ a11 1 a13−a21 1 a23a31 1 a33
∣∣∣∣∣∣∣∣∣∣ a11 −a12 a13−a21 a22 a23a31 a32 a33
∣∣∣∣∣
, k3 =
∣∣∣∣∣ a11 −a12 1−a21 a22 1a31 a32 1
∣∣∣∣∣∣∣∣∣∣ a11 −a12 a13−a21 a22 a23a31 a32 a33
∣∣∣∣∣
.
We choose the coefficients aij such that ki > 0, i, j = 1, 2, 3.
Assume that c > 0. Let u1(x, t) = ϕ1(x + ct), u2(x, t) = ϕ2(x + ct), u3(x, t) = ϕ3(x + ct), and denote the traveling
wave coordinate x+ ct still by t , then the corresponding wave system isd1ϕ
′′
1 (t)− cϕ′1(t)+ r1ϕ1(t)[1− a11ϕ1(t)+ a12ϕ2(t − cτ1)− a13ϕ3(t − cτ2)] = 0,
d2ϕ′′2 (t)− cϕ′2(t)+ r2ϕ2(t)[1+ a21ϕ1(t − cτ3)− a22ϕ2(t)− a23ϕ3(t − cτ4)] = 0,
d3ϕ′′3 (t)− cϕ′3(t)+ r3ϕ3(t)[1− a31ϕ1(t − cτ5)− a32ϕ2(t − cτ6)− a33ϕ3(t)] = 0
(5.2)
with the following asymptotic boundary conditions
lim
t→−∞(ϕ1(t), ϕ2(t), ϕ3(t)) = (0, 0, 0), limt→+∞(ϕ1(t), ϕ2(t), ϕ3(t)) = (k1, k2, k3).
For ϕ1, ϕ2, ϕ3 ∈ C([−τ , 0],R), where τ = max{τi, i = 1, . . . , 6}, denote
f1(ϕ1, ϕ2, ϕ3) = r1ϕ1(0)[1− a11ϕ1(0)+ a12ϕ2(−τ1)− a13ϕ3(−τ2)],
f2(ϕ1, ϕ2, ϕ3) = r2ϕ2(0)[1+ a21ϕ1(−τ3)− a22ϕ2(0)− a23ϕ3(−τ4)],
f3(ϕ1, ϕ2, ϕ3) = r3ϕ3(0)[1− a31ϕ1(−τ5)− a32ϕ2(−τ6)− a33ϕ3(0)].
Obviously, (A1) and (A2) are satisfied. We now verify that f = (f1, f2, f3) satisfies MQM-1.
Lemma 5.2. The function f satisfiesMQM− 1.
Proof. For any 8(s) = (ϕ11(s), ϕ21(s), ϕ31(s)),9(s) = (ϕ12(s), ϕ22(s), ϕ32(s)) ∈ C([−τ , 0],R3), with 0 ≤ ϕi2(s) ≤
ϕi1(s) ≤ Mi, s ∈ [−τ , 0], i = 1, 2, 3. ChoosingMi such that
2a11M1 + a13M3 > 1, 2a22M2 + a23M3 > 1, a31M1 + a32M2 + 2a33M3 > 1,
we have
f1(ϕ11, ϕ21, ϕ31)− f1(ϕ12, ϕ22, ϕ31) = r1ϕ11(0)[1− a11ϕ11(0)+ a12ϕ21(−τ1)− a13ϕ31(−τ2)]
− r1ϕ12(0)[1− a11ϕ12(0)+ a12ϕ22(−τ1)− a13ϕ31(−τ2)]
≥ r1[1− a11(ϕ11(0)+ ϕ12(0))− a13ϕ31(−τ2)](ϕ11(0)− ϕ12(0))
≥ −r1(2a11M1 + a13M3 − 1)(ϕ11(0)− ϕ12(0))
= −β1(ϕ11(0)− ϕ12(0)),
and
f1(ϕ11, ϕ21, ϕ31)− f1(ϕ11, ϕ21, ϕ32) = r1ϕ11(0)[1− a11ϕ11(0)+ a12ϕ21(−τ1)− a13ϕ31(−τ2)]
− r1ϕ11(0)[1− a11ϕ11(0)+ a12ϕ21(−τ1)− a13ϕ32(−τ2)]
= −a13r1ϕ11(0)(ϕ31(−τ2)− ϕ32(−τ2))
≤ 0.
In a similar argument, we can prove that f2, f3 satisfy MQM-1. The proof is complete. 
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In order to apply Theorem 3.6, we need to construct an upper solution and a lower solution for (5.2).
Let c > c∗ = max(2√d1r1(1+ a12M2), 2√d2r2(1+ a21M1), 2√d3r3), then there exist
0 < λ1 < λ2 such that d1λ2i − cλi + r1(1+ a12M2) = 0, i = 1, 2,
0 < λ3 < λ4 such that d2λ2i − cλi + r2(1+ a21M1) = 0, i = 3, 4,
and 0 < λ5 < λ6 such that d3λ2i − cλi + r3 = 0, i = 5, 6.
We define the continuous function8(t) = (ϕ1(t), ϕ2(t), ϕ3(t)) and8(t) = (ϕ1(t), ϕ2(t), ϕ3(t)) as follows:
ϕ1(t) =
{
eλ1t , t ≤ t1,
k1 + ε1e−λt , t > t1; ϕ2(t) =
{
eλ3t , t ≤ t3,
k2 + ε3e−λt , t > t3; ϕ3(t) =
{
eλ5t , t ≤ t5,
k3 + ε5e−λt , t > t5, (5.3)
and
ϕ
1
(t) =
{
0, t ≤ t2,
k1 − ε2e−λt , t > t2; ϕ2(t) =
{
0, t ≤ t4,
k2 − ε4e−λt , t > t4; ϕ3(t) =
{
0, t ≤ t6,
k3 − ε6e−λt , t > t6, (5.4)
where εi > 0 (i = 1, . . . , 6) satisfying
a11ε1 − a12ε3 − a13ε6 > 0,
a22ε3 − a21ε1 − a23ε6 > 0,
a33ε5 − a31ε2 − a32ε4 > 0,
a11ε2 − a12ε4 − a13ε5 > 0,
a22ε4 − a21ε2 − a23ε5 > 0,
a33ε6 − a31ε1 − a32ε3 > 0,
and λ > 0 is a constant to be chosen appropriately, such that ti (i = 1, . . . , 6) satisfy the formulas (to be given in the proof).
It is easy to know that M1 = supt∈R ϕ1 > k1, M2 = supt∈R ϕ2 > k2, M3 = supt∈R ϕ3 > k3, 8(t) and 8(t) satisfy
(P1)–(P3). We now prove that8(t) and8(t) are an upper solution and a lower solution of (5.2), respectively.
Lemma 5.3. 8(t) = (ϕ1(t), ϕ2(t), ϕ3(t)) is an upper solution of (5.2).
Proof. If t ≤ t1, ϕ1(t) = eλ1t , we have
d1ϕ′′1(t)− cϕ′1(t)+ r1ϕ1(t)[1− a11ϕ1(t)+ a12ϕ2(t − cτ1)− a13ϕ3(t − cτ2)]
≤ d1ϕ′′1(t)− cϕ′1(t)+ r1(1+ a12M2)ϕ1(t)
= [d1λ21 − cλ1 + r1(1+ a12M2)]eλ1t = 0.
If t > t1, ϕ1(t) = k1 + ε1e−λt , let t1 − cτ2 ≥ t6, then
ϕ2(t − cτ1) ≤ k2 + ε3e−λ(t−cτ1), ϕ3(t − cτ2) = k3 − ε6e−λ(t−cτ2),
we have
d1ϕ′′1(t)− cϕ′1(t)+ r1ϕ1(t)[1− a11ϕ1(t)+ a12ϕ2(t − cτ1)− a13ϕ3(t − cτ2)]
≤ (d1ε1λ2 + cε1λ)e−λt + r1ϕ1(t)[1− a11(k1 + ε1e−λt)
+ a12(k2 + ε3e−λ(t−cτ1))− a13(k3 − ε6e−λ(t−cτ2))]
= e−λt [d1ε1λ2 + cε1λ+ r1(k1 + ε1e−λt)(a12ε3eλcτ1 + a13ε6eλcτ2 − a11ε1)].
Let
I1(λ) = d1ε1λ2 + cε1λ+ r1(k1 + ε1e−λt)(a12ε3eλcτ1 + a13ε6eλcτ2 − a11ε1).
Then, a11ε1− a12ε3− a13ε6 > 0 implies that I1(0) = r1(k1+ ε1)(a12ε3+ a13ε6− a11ε1) < 0, and there exists a λ∗1 > 0, such
that I1(λ) < 0 for λ ∈ (0, λ∗1). Thus, we have d1ϕ′′1(t)−cϕ′1(t)+r1ϕ1(t)[1−a11ϕ1(t)+a12ϕ2(t−cτ1)−a13ϕ3(t−cτ2)] ≤ 0.
Similarly, there exist a λ∗2 > 0 such that for λ ∈ (0, λ∗2)we have
d2ϕ′′2(t)− cϕ′2(t)+ r2ϕ2(t)[1+ a21ϕ1(t − cτ3)− a22ϕ2(t)− a23ϕ3(t − cτ4)] ≤ 0
and a λ∗3 > 0 such that for λ ∈ (0, λ∗3)we have
d3ϕ′′3(t)− cϕ′3(t)+ r3ϕ3(t)[1− a31ϕ1(t − cτ5)− a32ϕ2(t − cτ6)− a33ϕ3(t)] ≤ 0.
Taking λ ∈ (0,min(λ∗1, λ∗2, λ∗3)), we see that8(t) is an upper solution of (5.2). 
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Lemma 5.4. 8(t) = (ϕ
1
(t), ϕ
2
(t), ϕ
3
(t)) is a lower solution of (5.2).
Proof. If t ≤ t2, ϕ1(t) = 0,
d1ϕ′′1(t)− cϕ′1(t)+ r1ϕ1(t)[1− a11ϕ1(t)+ a12ϕ2(t − cτ1)− a13ϕ3(t − cτ2)] = 0.
If t > t2, ϕ1(t) = k1 − ε2e−λt , let t2 − cτ1 ≥ t4, then
ϕ
2
(t − cτ1) = k2 − ε4e−λ(t−cτ1), ϕ3(t − cτ2) ≤ k3 + ε5e−λ(t−cτ2).
Then
d1ϕ′′1(t)− cϕ′1(t)+ r1ϕ1(t)[1− a11ϕ1(t)+ a12ϕ2(t − cτ1)− a13ϕ3(t − cτ2)]
≥ (−d1ε2λ2 − cε2λ)e−λt + r1ϕ1(t)[1− a11(k1 − ε2e−λt)
+ a12(k2 − ε4e−λ(t−cτ1))− a13(k3 + ε5e−λ(t−cτ2))]
= e−λt [−d1ε2λ2 − cε2λ+ r1(k1 − ε2e−λt)(a11ε2 − a12ε4eλcτ1 − a13ε5eλcτ2)].
Let
I4(λ) = −d1ε2λ2 − cε2λ+ r1(k1 − ε2e−λt)(a11ε2 − a12ε4eλcτ1 − a13ε5eλcτ2).
Then, a11ε2− a12ε4− a13ε5 > 0 implies that I4(0) = r1(k1− ε2)(a11ε2− a12ε4− a13ε5) > 0, and there exists a λ∗4 > 0, such
that I4(λ) > 0 for λ ∈ (0, λ∗4). Thus, we have d1ϕ′′1(t)−cϕ′1(t)+r1ϕ1(t)[1−a11ϕ1(t)+a12ϕ2(t−cτ1)−a13ϕ3(t−cτ2)] ≥ 0.
Similarly, there exist a λ∗5 > 0 such that for λ ∈ (0, λ∗5)we have
d2ϕ′′2(t)− cϕ′2(t)+ r2ϕ2(t)[1+ a21ϕ1(t − cτ3)− a22ϕ2(t)− a23ϕ3(t − cτ4)] ≥ 0
and a λ∗6 > 0 such that for λ ∈ (0, λ∗6)we have
d3ϕ′′3(t)− cϕ′3(t)+ r3ϕ3(t)[1− a31ϕ1(t − cτ5)− a32ϕ2(t − cτ6)− a33ϕ3(t)] ≥ 0.
Taking λ ∈ (0,min(λ∗4, λ∗5, λ∗6)), we see that8(t) is a lower solution of (5.2). 
By Theorem 3.6 and Remark 2, we have the following result.
Theorem 5.5. For every c > c∗, system (5.1) always has a traveling wave solution with speed c connecting the trivial steady
state E0 and the positive steady state E∗.
Remark 3. For the delayed type-K competitive diffusive Lotka–Volterra system (1.6), we can easily verify that the reaction
termsatisfies theMQM-2 condition. By constructing similar upper solution and lower solution as (5.3) and (5.4), respectively,
we can also get the existence result of the traveling wave solution.
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