ABSTRACT This paper analyzes the distributed formation control algorithms that rely on local measurements for second-order multiagent systems under the leader-follower control structure. Here, the reference states are only available to the leader agents, the follower agents have access to the information from the leaders to achieve the control objective, and the target formation is defined by their relative positions. The formation control problem with constant and time-varying reference states is studied, and two classes of practical control system problems in the presence external disturbances are also considered. In the former case, a non-saturated Proportional-integral (PI) controller is proposed to attenuate the constant disturbances, namely, the static errors are eliminated. In the latter case, a saturated distributed control algorithm is first proposed to address the formation control of multiagent systems, which, in many practical applications, is subject to bounded control inputs. To eliminate the effect of chattering caused by external bounded time-varying disturbances, the distributed formation control algorithm is then proposed. The analysis for the proposed control algorithms according to Lyapunov stability theory is provided. A sufficient collisionfree condition is also presented. Finally, to demonstrate the effectiveness of the obtained theoretical results, the numerical simulation results of several illustrative examples are presented.
I. INTRODUCTION
Formation control for multiagent systems (MASs) has been extensively studied because its prominent advantages with respect to redundancy, flexibility, robustness and fault tolerance, which can support feasible control algorithms by employing distributed sensing and actuation to achieve the specific control objectives [1] - [8] . The target geometric formation is commonly defined using the inter-neighbor distances [9] - [11] , positions or bearings [12] , [13] (see [14] and [15] for more details on the distinctions). Formation control is currently an active research topic because it has been widely employed in many theoretical and practical control areas. To achieve and maintain the desired formation, all agents are required to interact with each other by positively using only the local measurements from their neighbors, which provide greater benefits when they tackle complex
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The control design techniques that have appeared in the existing popular studies of MASs' formation control can be roughly categorized into three types: centralized [16] , decentralized and distributed control approaches [11] , [12] , [17] - [20] . Compared with the first control type, the two latter control types are widely used in large-scale systems because they use only the local measurements.
The leader-follower based formation control algorithms have been analyzed. In a leader-follower control pattern [21] , only a nonempty finite set of the agents in the group is assumed to have access to the knowledge of the reference trajectory and those agents might not necessarily interact with all of the other agents called the followers, which are called followers. The followers can be further divided into wellinformed and uninformed ones. They are called the wellinformed followers if they have access to information from the leaders; otherwise, they are called uninformed followers.
To guarantee that the desired formation is achieved in this paper, it is supposed that at least one uninformed agent has access to information from one of the well-informed followers.
As in all dynamic control systems, mobile agent systems are easily susceptible to constant or time-varying disturbances, which will degenerate the desired performance of the formation, even with a small disturbance. In [22] , B. Bamieh et al. showed that vehicular formations cannot maintain their coherency under the implementation of a distributed control strategy using only local relative measurements in the presence of stochastic disturbances. The authors in [23] proposed a distributed robust control strategy for MASs in the presence of stochastic disturbances, in which the undesired side effects produced by artificial potential forces and used to address obstacle avoidance problem are regarded as stochastic disturbances. Notice that the obstacle avoidance problem is out of the scope of this paper. Meanwhile, the properties of stochastic disturbances are, in essence, different from those of the time-varying disturbances. In order to eliminate the static errors that are caused by constant unknown disturbances in the presence of constant biases from imperfect mathematical models, sensors and actuators, a proportional-integral (PI) controller is employed. The formation control of MASs is commonly performed at the double closed-loop control of two levels, i.e., the inner (or position) and outer (or velocity) control levels. Generally speaking, the local relative position is governed via a proportional controller against a dynamic specified signal for a team of agents in an inner loop. The specified signal is produced by a centralized PI controller in the outer loop, which is applied to attenuate the constant disturbances. This control structure might not provide the desired performance for the formation control of large-scale MASs in the future as the centralized PI controller is applied. Distributed control might provide an alternative approach to address this issue. The consensus control of only first-order dynamics systems with respect to integral action is studied in [24] and [25] . In [16] , M. Andreasson et al proposed a class of distributed consensus strategies for three networked dynamic systems, which attenuate the disturbances in and stabilize the systems, in which the stability of the control strategies under the integral action is proven and the equilibrium set of nonlinear consensus algorithm is explicitly characterized. In [26] , the consensus approaches have been developed for one-sided Lipschitz nonlinear multiagent systems with and without an external disturbances. In [27] , the authors proposed a consensus disturbance rejection approach using a new predictor for multiagent systems with Lipschitz and input delay, in which the disturbance under the delay constraint is estimated by the distributed observer. Other recent results of consensus strategies for MASs have appeared and gained wide attention with respect to different aspects [28] - [32] . Compared to distributed consensus control in which all agents are repelled to a common point, formation control is more challenging since the desired formation structure is required to be maintained.
Moreover, the stability analysis is generally more complex due to which type of measurement, i.e., the inter-neighbor position, the distance or the bearing, is employed to define the formation. In [33] , S. Zhao and D. Zelazo investigated the distributed formation control of multiagent systems in arbitrary dimensions using the local relative bearings. In that paper, several practical control problems subject to motion constraints, such as input disturbances and acceleration, and collision avoidance are studied. PI controllers are also introduced to attenuate unknown constant disturbances; and a sufficient collision-free condition is derived. The formation control of MASs in the presence of external time-varying disturbances is not considered in the above mentioned results. To utilize interaction communication resources efficiently and enhance each agent's capability for anti-disturbance, in comparison with undirected interaction communication topology, the directed interaction communication topology is generally more practical and challenging. It is difficult to design a distributed controller, in which the stability is hard to analyze because the asymmetrical property of Laplacian matrix. The authors in [34] proposed the distributed control scheme for a networked multiagent system with aperiodic sampling and communication delays. To guarantee the M -cluster formability, a sufficient and necessary condition is provided in this paper. In [20] , the time-varying formation tracking approach is proposed using adaptive neural networks for nonlinear multiagent systems with matched and mismatched heterogeneous nonlinearities and disturbances. In [35] , the authors studied the time-varying formation tracking control problem for high-order multiagent systems in the presence of heterogeneous nonlinearity and disturbance. Therefore, the study of distributed robust formation control is meaningful and interesting for multiagent systems under the directed interaction information topology. This problem is practical and further required to investigated extensively.
Motivated by the above discussion, we mainly focus on the distributed formation control algorithms for MASs in the presence of bounded unknown constant and time-varying disturbances, and a saturated formation control algorithm is also analyzed. Compared with the previous results of the formation control, the contributions of this paper are threefold. First, the proposed formation control strategies for multiagent systems with multiple mobile leaders, while cooperative control approaches for multiagent systems with only one leader are investigated in [36] - [38] . Second, the information interaction topology is directed, which can save communication resources and enhance each agent's capability for antidisturbance. However, the information interaction topology is undirected in [36] , [39] . Third, fully distributed saturated formation control algorithm for MAS in the presence of timevarying disturbances is investigated. In [16] , only constant disturbance was considered. No saturation input constraints were considered in [18] , [23] , [40] . The limited input amplitudes and velocity constraints are usually occurred in many practical control systems due to the physical constraints of the actuators.
The remainder of this paper is organized as follows. In Section II, some important definitions and associated matrices of the directed graph are provided. The problem statement and control objective are described in Section III. In Section IV, the distributed formation control algorithms and their analyses for multiagent systems are given. The numerical simulation results are presented to support the theoretical results in Section V. The concluding remarks are given in Section VI.
II. BACKGROUND AND PRELIMINARIES
To address the formation control problems and model the information interaction topology between agents, algebraic graph theory is introduced as in [41] , [42] . For simplicity, algebraic theory is briefly recalled as in [41] , [42] .
A directed graph (or digraph) G is used to characterized the information interaction structure of a multiagent system, where G is a 2-tuple (V, E). V is a vertex set, where each agent is viewed as a vertex, and E ∈ V × V is an edge set. An edge (i, j) ∈ E in a directed graph G represents that vertex j can receive information from vertex i, i.e., agent j can have access to the information from agent i. The undirected graph is called if agent i and agent j can obtain information from each other, i.e., all the communication links between the agents are bidirectional, implying that (i, j) ∈ E ⇔ (j, i) ∈ E. Otherwise, the directed graph is called. A directed graph is called if there is a directed path that is connected by any two vertices. If each vertex of the directed graph G is balanced, the directed graph is balanced.
It is assumed that there are n vertices in the directed graph G. We define a weighted adjacency matrix of a directed graph as A = {a ij } ∈ R n×n . Each entry a ij of A is given as a ii = 0 for all i, unless specified otherwise, and a ij > 0 if (i, j) ∈ E with two distinct vertices i and j. The case of a selfloop in the directed graph, i.e., a ii = 0, is not considered without the loss of generality. In terms of the adjacency matrix, the corresponding diagonal matrix and Laplacian matrix are represented as
and
respectively, where N i denotes a nonempty reduced set of vertices (usually mapped as neighbors). Note that d ii is the in-degree matrix of the directed graph G. The Laplacian matrix L has an important property of being symmetric positive semidefinite in an undirected graph G, but L does not possess this property for a directed graph. In fact, this property of L does not necessarily hold for directed graphs. The common feature of L in the directed and undirected graph is, without loss of generality, that λ 1 (L) is always a simple eigenvalue zero, i.e., λ 1 (L) = 0, the corresponding eigenvector 1 n with 1 n is a vector of all ones, and the rest of the eigenvalues of L have positive real parts, i.e., R e(λ i (L)) > 0, i = 2,. . . ,n.
Suppose that the directed graph G of a multiagent system is strongly connected. Then, the rank of the Laplacian matrix L is equal to n −1, i.e., rank(L) = n −1, for an undirected graph.
To derive the bounded control input, we need the following saturation function.
where
The quantity is used to characterize the steepness of the saturation function, which is generally determined by the actuator limits. Equation (3) is a piecewise continuously differentiable function with the following important properties:
The quantity ρ is used to determine the magnitude of ϕ (x).
With the above result in hand, we now introduce three lemmas as follows.
Lemma 1 [43] : For any given x, the following inequality is given:
Lemma 2 [33] : For any given x and a proper positive scalar > 0 ∈ R + , the following inequality is obtained
Proof: From Lemma 1, in terms of |x| ≤ and
which concludes the proof. Lemma 3 [44] : Suppose g ∈ R, and V is a nonnegative continuously differentiable function. Iḟ
where W = γ V , γ ∈ R + is a positive constant, and (t) = e −γ t denotes the state transition function.
The above lemmas will be employed in the following sections.
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III. PROBLEM FORMULATION
Consider a dynamical system composed of N agents. Each agent is governed by the second-order dynamicṡ
∈ R n denote the state, velocity, and control input that need to be determined for the i th agent, respectively; f (·) ∈ R n is the continuously differentiable function with
∈ R m denotes the control vector; and
∈ R n is a time-varying disturbance. The collective state is, for the sake of providing a simple notation, defined as
The collective second-order dynamics are then written aṡ
Remark 1: The case of formation control of a multiagent system with constant disturbances is a special case of timevarying disturbance (or dynamic disturbance). To attenuate the static disturbances in dynamic networks, the distributed PI controllers are commonly applied [16] , [33] ; however, the PI controller is invalid in the latter case, and thus, novel approaches should be proposed. In comparison with the treatment of constant disturbances, the problem with time-varying disturbances is more challenging and interesting because the multiagent systems are usually disturbed by time-varying disturbances in practice. Notice that the cases of constant and time-varying disturbances are required to be bounded.
Under the leader-follower control pattern, it is assumed that each leader has full access to the knowledge of the reference signal parameters, i.e., ξ r and υ r . As a result, the doubleintegrator dynamics of the leader are expressed aṡ
T are the position and velocity variables, respectively. Note that u l = u r .
Assumption 1: The reference time-varying variables ξ r and u r for a team of agents are supposed to be bounded, i.e.,−ρ 1 ≤ ξ l ≤ ρ 1 and−ρ 2 ≤ u l ≤ ρ 2 , which is a requirement for agents to achieve the desired formation.
Assumption 2 [23] , [27] : The smooth function f (·) is Lipschitz, i.e. the following condition is satisfied
where c i1 ≥ 0 and c i2 ≥ 0 are positive constants.
The relative position vectors between agent i and agent j and the leader k are defined as
where η(·) ∈ R + is a constant vector. Note that a multiagent system (8) will degenerate to consensus if η(·) is equal to zero. The quantity η(·) is only applied to describe the relative displacement between agents rather than providing the global information for a team of agents. Define the velocity error vectors between agent i and agent j and the leader k as
From (8) and (12), the error dynamics for a multiagent system can be derived aṡ
Equation (11) is expressed in its condensed form as
where ϕ( t) = diag ϕ 1 ,. . . ,ϕ n }, and e ξ i , e υi , and d remains unchanged.
Definition 1 (Formation):
The multiagent system (8) is said to reach the desired formation if the following conditions are satisfied for any given conditions:
With the above results in hand, we are now prepared to state the control objective in this paper as follows.
In the following, we devise algorithms for time-varying formation such that the multiagent systems (8) satisfy the following conditions: a) Track the reference trajectory; b) Maintain the desired formation structure; and c) Eliminate the static and dynamic errors that are caused by constant and time-varying disturbances.
The bounded control input algorithms can now be derived. The multiagent systems with the reference state relying on the concrete control algorithms will be specified in the following section.
IV. DESIGN OF DISTRIBUTED FORMATION CONTROL FORMATION CONTROL WITH A CONSTANT REFERENCE VELOCITY
In this subsection, we investigate the formation control with a constant reference velocity of the leader for multiagent VOLUME 7, 2019 systems (8) in the absence (or presence) of external bounded unknown disturbance vector d, i.e., f (ξ , υ) = 0, and η i for i = 1, 2, . . . , n is a constant. The control algorithm is proposed as
m ij (e ξ ij + e υij ) − k υir (e ξ ir + e υir ) (15) where k ξ ij ∈ R + , k υir ∈ R + , and k ξ ij ∈ R + are positive constants. The neighboring agent j ∈ N i can be, without loss of generality, viewed either as the leader or as a follower.
As discussed in the previous sections, the control objective of this subsection is to ensure that all the error states exponentially converge to zero, i.e., e ξ ij = 0, e υij = 0, e ξ ir = 0, and e υir = 0.
Remark 2: If k υir = 0, agent i is an uninformed follower, and otherwise is a well-informed follower. In particular, the control problem is called the leaderless formation control for all i = 1, . . . , n, but this case is not included in this paper.
We now consider the case with the absence of scalar disturbance, i.e., d = 0, implying that β ξ ij = 0. After substituting (15) and (14) and some other operations, the error dynamic can be expressed in a compact form as
where = diag{k ξ i1 , . . . , k ξ in }, and L is a Laplacian matrix that was defined in (2). Theorem 1: Consider the second-order multiagent system (8) with the leader dynamics (10) in the connected graph. e ξ i and e υi almost globally and exponentially converge to zero under any initial condition R − ξ (0), ξ (0) ∈ ξ i (0) = ξ j (0) for all i and j = 1,. . . ,n and i = j. As time t goes to infinity, i.e., t → ∞, lim t→∞ e ξ i = 0 and lim t→∞ e υi = 0. Therefore, the desired formation is achieved for any initial bounded conditions under the implementation of the proposed control algorithm (15) .
Proof: Consider the following Lyapunov candidate V 1 to analyze the stability of the error of the dynamic system
Equation (17) is continuously differentiable. The first time derivative of V 1 is given bẏ
Using the fact that the eigenvalues λ i (L) of L always have positive real parts, i.e., Re(λ i (L)) > 0, except for a simple eigenvalue λ 1 (L) = 0, Q = Q T is then a semi-negative definite matrix. From (17) and (18), we can conclude that the system (21) is asymptotically exponentially stable, namely, e ξ ij = 0, e υij = 0, e ξ ir = 0, and e υir = 0. Therefore, the desired formation is achieved as time t tends to infinity.
To illustrate, consider a group of six agents. The data of the related design parameters used for this example can be found in Section V.
To proceed, with the above results in hand, we investigate the formation control algorithm for multiagent systems in the presence of constant disturbances. To tackle an additional issue that is caused by constant disturbances, a distributed formation controller is proposed.
where β ξ ij is a positive constant, which is only used to characterize the disturbances imposed on the follower agent i and not the leader. k ri is in general some positive constant, and it is called the friction coefficient. By introducing the new state vector q = [q 1 , . . . , q n ] T , we define
The derivative of q i is calculated aṡ
The augmented error system of a multiagent system is written as 
where k r = [k r1 , . . . ,k rn ] and ⊗ denotes the Kronecker product. The derivative of (22) is given by
since d is a constant disturbance vector.
Theorem 2:
The system (23) is asymptotically stable if and only if M aug is Hurwitz, implying the following.
1)q
80198 VOLUME 7, 2019 Proof: The characteristic polynomial of M aug is computed by
Comparing (30) with the characteristic polynomial of L , we obtain that
To guarantee that M aug is Hurwitz, the following sufficient condition is derived, i.e., k ξ ij < k υij k r , which results in the eigenvalues of M aug having positive real parts for the simple eigenvalues zero. This concludes the proof.
SATURATED FORMATION CONTROL WITH A TIME-VARYING REFERENCE VELOCITY
In this section, we investigate the distributed formation control for a multiagent system (8) . Here η(·) is a constant, and the control input is also required to be bounded according to the physical constraints, such as the actuator velocity and acceleration limits. In other words, the magnitudes of the velocities and accelerations are bounded by some given constants in many practical applications. To ensure a bounded control input, we utilize the saturation function of a component-wise tanh(·) and a backstepping design to derive the control input. In order to elaborate the control design procedure, we again rewrite the error dynamics for a multiagent system aṡ
where d i (t) is a disturbance, and | d i (t)| ≤ with being a positive constant that is fixed a priori. Equation (27) is regarded as a differential equation with rectangular uncertainties.
To guarantee the stability of system (27), we employ the saturation function defined as
where ∈ R + is the constant bound for |s| used to characterize the boundary layer. sgn(s) is a sign function. That is, sgn(s) = −1 if s < 0, sgn(s) = 0 if s = 0, and sgn(s) = 1 otherwise. Motivated by the current results [33] , [45] , the saturation function sat(s) can be also defined component-wise as (28) and (29), as a typical example, we have
with c 0 being a constant for any initial conditions. Ln(cosh(s/ )) is continuously differentiable and radially unbounded, and ln(cosh(s/ )) ≥ 0. The inequality holds if and only if s = , which can serve as a valid Lyapunov function candidate.
With the above results in hand, we have the following results.
Lemma 4: For any s(t), the following properties are derived.
1) 1 T (s) is nonnegative function, and it attains its minimum value (s) = 0 if and only if s = 0.
2
) The derivative of 1 T (s) is given by ds/dt sat(s).
Proof: According to Lemma 1, property 1) is proven as (s) ≥ 0 and (s) = 0 iff s = 0. Property 2) is proven since the derivative of
Remark 3: In property 1), if s = 0, then (s) = 0, i.e., e ξ i = 0 and e υi = 0. That is, the actual relative displacement is equal to its associated specified displacement and the error velocity between agents i and j eventually converges to zero. Note that the velocities of agents i and j are equal to a time-varying velocities. Therefore, the desired formation is achieved under the implementation of the proposed saturated control algorithm. In this part, we use a component-wise tanh(·) as a saturation function, which is an odd function. Then one possible choice for (s) is (s) = ρ 1 ln(cosh(s)). Since cosh(s) ≥ 1 for all s ∈ R, and cosh(s) = 1 if and only if s = 0, it implies that (s) = 0. Therefore, (s) = ρ 1 ln(cosh(s)) is continuously differentiable and radially unbounded, which satisfies all properties of Lemma 1 and Lemma 4.
A. CONTROL INPUT SATURATION IN THE ABSENCE OF DISTURBANCE
The saturated formation control algorithm is proposed as
Theorem 3: Assume that a reference velocity for a team of agents is constant, implying that the first time derivative of υ r is equal to zero, i.e., f (ξ r , υ r ) = 0, B = [0 1] T and d = 0. Therefore, by implementing the control algorithm (15) , the errors of the relative positions and velocities exponentially converge to zero as time t goes to infinity, i.e., t → ∞. VOLUME 7, 2019 Proof: Consider the following Lyapunov function for each agent i, i = 1, . . . , n.
which is continuously differentiable. Since cosh(·) ≥ 1, and cosh(·) = 1 if and only if e ξ i = 0 and e υi = 0, this results in V 1 ≥ 0 and V 1 = 0, respectively. In terms of Lemma 4(2), the derivative of V 1 iṡ
Using the following facṫ
Substituting (33) into (32) yieldṡ
Substituting (33) into the second term in the last equality of (34) yieldṡ
As discussed in Section II, in view of the monotonicity of tanh(·), we examine the sign of the derivative of V 1 in the following three cases:
This implies that
Together with
which implies that the time derivative of V 1 is non-positive for any initial bounded condition as time t passes. This concludes the proof.
The time derivative of V 1 is equal to zero if the following conditions are satisfied:
This means that the relative errors e ξ i = 0 and e υi = 0 as time t tends to infinity. Therefore, the control objective is achieved.
B. CONTROL INPUT SATURATION IN THE PRESENCE OF UNCERTAIN TIME-VARYING DISTURBANCE
In this part, we investigate the formation control of multiagent systems subject to control input constraints in the presence of uncertain time-varying disturbances. We define
where k ξ i ∈ R + is a control design coefficient, and e ξ i and e υi are the relative displacements, which remain unchanged. Notice that Equation (19) satisfies the Hurwitz condition. The time derivative of s(t) is given bẏ
With the above results in hand, we are now ready to analyze the stability of the error dynamic system (27) .
We choose the following Lyapunov function candidate
The time derivative of V s is given aṡ
Substituting (28) into (32) yieldṡ
To make the system (27) stable, the distributed control algorithm is employed as
Note that υ r is a constant reference velocity if and only if the time derivative of υ r is equal to zero, and it is a timevarying reference velocity otherwise. As discussed before, the well-informed followers only have access to the information from the leader.
In view of Lemma 2, we obtain
implying that
Using the property of tanh (x), we have
where q = s/ ∈ R.
Since
implies that
Substituting (41) and (43) into (40), we havė
where α = . As a result, we obtaiṅ
According to Lemma 4, one gets
where t 0 denotes the initial time. Without loss of generality and for brevity, suppose that t 0 = 0. Then, we have
as time t passes. From (51), we can conclude that the state that is described in (36) converges to zero, i.e., lim t→∞ s(t) = 0, implying that e ξ i and e υi can converge to zero as time t passes. Note that in the special case of D = 0, no timevarying disturbance is concluded. VOLUME 7, 2019
C. COLLISION AVOIDANCE CONSTRAINTS
In many practical problems, agents may collide with each other as time t passes, which will lead the agents to fail to achieve the control objective. To approach this challenge, artificial potential approaches are usually employed to obtain better performing multiagent systems [46] . To guarantee no collision between all pairs of agents, we give the following sufficient condition on the initial configuration for agents without the proof due to page limitations.
A similar proof can be found in [33] .
V. SIMULATION EXAMPLES
In this section, we present the numerical simulation results to demonstrate the effectiveness of the proposed control algorithms. Consider that a team of seven agents is required to maintain a desired formation under the leaderfollower control pattern. When agent 0 is designated as the leader, the remaining agents are followers. As mentioned earlier, a reference signal is only available to agent 0. Followers 1 and 2 are supposed to be well-informed agents.
As a result, they have access to the information from the leader, while the other four followers are uninformed agents. Under the leader following control pattern, the neighboring set for each follower is given by N 1 = {0}, N 2 = {0, 1}, N 3 = {1, 2}, N 4 = {2, 3}, N 5 = {3, 4}, and N 6 = {2, 5}, i.e., leader 0 is the neighbor of follower 1, leader 0 and follower 1 are neighbors of follower 2, etc. Note that followers 1 and 2 are well-informed agents, and that followers 3-6 are uninformed agents in this setup.
The nonlinear dynamic multiagent system is characterized byξ
The control design parameters are γ 1 = 1, k ξ ij = 1, and k υij = 1 for i and j = 1,. . . ,6; ρ 1 = [3 2.5]; and
The desired trajectory is given bẏ
(53) The multiagent systems in (52) and (53) are employed to illustrative examples 4.1 and 4.2(A). To facilitate the following analysis, the initial positions and reference trajectory are shown in Figs. 1 and 2 , respectively. The reference trajectory can be viewed as the actual state of the leaders.
A. ILLUSTRATIVE EXAMPLE 1 FOR 4.1 Fig. 3 shows the formation trajectory of all agents using the distributed formation control law (15) in the absence of constant distance. Note that each relative position of a pair of agents converges to its corresponding specified relative position, implying that the desired formation is achieved as time t increases. The distance errors e ξ ij and e ξ ir between agents i and j and the leader converge to zero as time increases, which is shown in Fig. 4 . The control input is illustrated in Fig. 5 . Note that the desired formation cannot be achieved with the control algorithm (15) with a time-varying reference velocity, i.e., f i (ξ i , υ i ) = 0.
Suppose, without loss of generality and for simplicity, the constant disturbances are imposed on follower 5. Fig. 6 illustrates the formation trajectory for the leader and six followers. Clearly the desired formation cannot be achieved in the presence of bounded constant disturbances d 5 = [1.05 0.87] without using integral control terms. To address this problem, by using the integral control terms, the control objective is thus achieved, which is shown in Fig. 7 . The comparative results of the distance errors between agents i and j are given. Without using the integral action, the distance error cannot converge to zero, which is plotted in Fig. 8 . With the integral action, the distance error asymptotically converges to zero, which is depicted in Fig. 9 . Similarly, the control inputs u5x and u5y for follower 5 cannot converge to zero without the aim of integral action, which is shown in Fig. 10 . Conversely, they can converge to zero with the integral action, as shown in Fig. 11 . Note that an external constant disturbance can also be viewed as a reference constant velocity for a team of agents. VOLUME 7, 2019 FIGURE 9. Distance error ξ ij between agents i and j with the integral action. ξ ij converges to zero as time passes. 
B. ILLUSTRATIVE EXAMPLE 1 FOR 4.2(A)
In this illustrative example, we present the numerical simulation results for the saturated formation control of multiagent systems. Fig. 12 shows the actual states of the agents, using the distributed control algorithm (30) , which are denoted by solid lines. The desired formation is achieved, which is denoted by the nine black solid lines. The actual distance errors converge to zero as time t passes, which is illustrated in Fig. 13 . Fig. 14 shows the saturated control inputs for agents 2-6, respectively, with different bounded magnitudes. Clearly, the magnitudes of the bounded control inputs can be appropriately selected according to the physical constraints, and the given constraints are satisfied.
C. ILLUSTRATIVE EXAMPLE 2 FOR 4.2(B)
In this illustrative example, we present the numerical simulation results of the formation control for multiagent systems with external time-varying disturbances.
The multiagent system is governed bẏ 
The numerical simulation results for this part are illustrated in Figs 15-19. Fig. 15 shows the reference (or desired) trajectory for a group of agents. Fig. 16 shows the formation trajectory for the agents at t = 15 s and t = 35 s, respectively. Clearly the desired formation is achieved under the proposed control algorithm (41) in the presence of external time-varying disturbances as time t passes, implying that the proposed controller is robust against external timevarying disturbances. The actual distance errors converge to a desired neighborhood of zero, which is shown in Fig. 17 . Fig. 18 shows the control inputs for the six followers. The control inputs of agent 6 are quite different from those of agents 1-5 because agents 2 and 5 are disturbed by external time-varying disturbances. Since the chattering effect can be reduced, but cannot be fully eliminated, the control inputs for agent 6 are, by assumption, directly propagated through both the relative measurements for agents 2 and 5, and their control inputs are composed of the saturated function tanh(·).
VI. CONCLUSION
In this paper, we investigated the distributed formation control problem for double-integrator dynamic multiagent systems. The information communication topologies of directed graphs that are abstracted as multiagent systems under the leader-follower control structure are presented in which only the leader agents are assumed to have access to the whole information from the reference trajectory. The distributed control algorithms for the multiagent formation control with constant and time-varying reference states are proposed, in which the desired formation is characterized by the relative positions. The stability analyses of the systems are provided according to Lyapunov stability theory. The formation control, in many practical applications, i.e., in the presence of unknown bounded constants and time-varying disturbances, is also investigated, and a sufficient condition for being collision-free is given. To attenuate constant disturbances, a distributed proportional-integral PI controller is introduced. To reduce the chattering effect caused by timevarying disturbances, the saturated control function tanh(·) is employed, and the distributed controller is robust to the disturbances. Several illustrative examples with a team of seven agents are presented to show the effectiveness of the proposed algorithms.
Note that we focus only on a fixed desired formation in this paper. Thus, it would be interesting to extend the results to time-varying formations for switching directed topologies. We will study this topic in our future research.
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