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ON SELBERG’S SMALL EIGENVALUE CONJECTURE
AND RESIDUAL EIGENVALUES
MORTEN S. RISAGER
Abstract. We show that Selberg’s eigenvalue conjecture concern-
ing small eigenvalues of the automorphic Laplacian for congruence
groups is equivalent to a conjecture about the non-existence of
residual eigenvalues for a perturbed system. We prove this using a
combination of methods from asymptotic perturbation theory and
number theory.
1. Introduction
Let Γ ⊆ SL2(Z) be a congruence group and let 0 = λ0 < λ1 ≤
λ2 ≤ λ3 . . . λi → ∞ be the eigenvalues of the automorphic Laplacian
on L2 (Γ\H) induced from the Laplace operator
∆ = −y2
(
∂2
∂x2
+
∂2
∂y2
)
.
An eigenvalue 0 < λ < 1/4 is called a small eigenvalue. In a celebrated
paper [46] Selberg conjectured the following:
Conjecture 1.1. The Laplacian for a congruence group has no small
eigenvalues, i.e. λ1 ≥ 1/4.
In this paper we prove that Selberg’s conjecture is true if and only
if a ‘twisted’ Laplacian behaves sufficiently well: Consider the Hecke
congruence groups Γ = Γ0(q), and the automorphic Laplacian with
characters induced from a Dirichlet character χ0 modulo q.
χ′0
((
a b
c d
))
= χ0(d), for
(
a b
c d
)
∈ Γ0(q)
Consider now the set M∞2 (Γ) of holomorphic forms of weight 2 which
are cuspidal at infinity i.e.
M∞2 (Γ) = {f ∈M2(Γ)|
∫ 1
0
f(z)dx = 0}
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where M2(Γ) is the standard set of weight 2 holomorphic forms. We
emphasize that these are not necessarily cusp forms since we only as-
sume cuspidality at infinity. Fix f ∈ M∞2 (Γ). We then construct a
family of characters (parametrized by ǫ ∈ R) in the following way:
(1.1)
χǫ : Γ → S1
γ 7→ χ′0(γ) exp
(
2πiǫRe
∫ γz0
z0
f(z)dz
)
.
This definition does not depend on the choice of z0 ∈ H. We may
then consider the family of Laplacians A(Γ, ǫ) defined as the closure of
the essentially selfadjoint operator defined by ∆g on smooth functions
g : H → C such that g(γz) = χǫ(γ)g(z) for all γ ∈ Γ and such that
g,∆(g) are square integrable.
We propose the following conjecture:
Conjecture 1.2. For every Γ = Γ0(q), χ0, and f as above the following
holds: For every 0 < a ≤ b < 1/4 there exist ǫ0 > 0 such that when
|ǫ| ≤ ǫ0 the operator A(Γ, ǫ) has no residual eigenvalues in [a, b].
We refer to section 2 for the notion of residual spectrum. It is well
known (dating back to Selberg) that there are no residual eigenvalues
in ]0, 1/4[ when ǫ = 0. It is not too surprising that Conjecture 1.2
follows from Selberg’s Conjecture 1.1. In fact a similar phenomenon
happens whenever we have a group without small eigenvalues. What
is much more surprising is that the opposite implication is true as well.
I.e. we have the following:
Theorem 1.1. Conjecture 1.1 is true if and only if Conjecture 1.2 is
true.
Hence Selberg’s conjecture about cuspidal eigenvalues may be refor-
mulated entirely in terms of residual eigenvalues (of a perturbed sys-
tem). We believe that the fact that Conjecture 1.2 implies Conjecture
1.1 is an ‘arithmetic statement’ in the sense that it is tied up with the
arithmeticity of the unperturbed system. Certainly the proof is arith-
metic in nature: It uses Hecke-operators, non-vanishing of character
twists of L-functions etc.
Remark 1.2. We make a few comments concerning Selberg’s Conjec-
ture 1.1. It is essential that we are considering congruence groups:
For general Riemann surfaces of finite volume it is know that small
eigenvalues may occur – both residual and cuspidal eigenvalues. See
e.g. [46, 41, 54]. For general congruence groups Conjecture 1.1 is best
possible since the eigenvalue 1/4 may be constructed from certain even
2-dimensional Galois representations.
We provide a short list of results from the history of the small eigen-
value conjecture: Selberg [46] proved λ1 ≥ 3/16 ≈ 0.188 using Weils
bound on exponential sums, which is a consequence of the Riemann
hypothesis for the zeta-function of a curve over a finite field. Jacquet
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& Gelbart [12] proved λ1 > 3/16 and Iwaniec [20] proved a density
estimate on the number of small eigenvalues. For groups of small level
Huxley [19] confirmed the conjecture for level q ≤ 18. More recently
Booker & Stro¨mbergsson [5] showed that there are no small eigenvalues
if q ≤ 857 and squarefree.
A major breakthrough was made by Luo, Rudnick & Sarnak [31, 32]
who proved that λ1 > 171/748 ≈ 0.218 (and more generally found
bounds towards the Ramanujan conjecture for GLn). Iwaniec [21] then
used some of the same ideas to show λ1 > 10/49 ≈ 0.204 using a proof
which – in contrast to the proof due to Luo, Rudnick and Sarnak –
is entirely in a GL2 framework. Later Kim & Shahidi proved λ1 ≥
66/289 ≈ 0.228 [27], and Kim & Sarnak proved λ1 ≥ 975/4096 ≈ 0.238
[26] using new cases of functoriality. Selberg’s conjecture would follow
from the general Langland’s functoriality conjectures [29] concerning
symmetric tensor powers of automorphic L-functions. See [48] for a
survey of the methods leading to such results.
Remark 1.3. The current work grew out of studying a paper by Bal-
slev and Venkov [2]. They found that there are no small eigenval-
ues very close to 1/4 with the corresponding eigenfunction being odd.
Their method was limited by the possible existence of a real zero of
the L-function attached to a Hecke-Maaß cusp form. Such a ‘bad’
zero would surely violate the generalized Riemann hypothesis thereby
adding credit to the Selberg conjecture (at least for those of us believ-
ing GRH). They then used that for GL2 L-functions there are no Siegel
zeroes [16] to conclude that there are no small eigenvalues close to 1/4.
In this paper we reprove the relevant results from [2], and extend the
method to cover the whole interval ]0, 1/4[, i.e. surpassing the problem
of real zeros of L-functions. Unfortunately Lemma 3 of [2] does not
seem to be provable as indicated by the authors, nor does it seem to
suffice for what they are using it for. Our Conjecture 1.2 serves as a
valid substitute in the case of Hecke congruence groups, thereby leading
only to a conditional proof of the Selberg conjecture.
Another new ingredient is adding twists by Dirichlet character al-
lowing us to bypass the problem of the ‘bad’ real zero of the relevant
L-function as well as other obstacles.
We now describe in outline the method of the proof: At the core
is the vanishing or non-vanishing at a special point of the following
integral
(1.2) 4πi
∫
Γ0(q)\H
y2
(
f(z)
∂ϕ(z)
∂z
+ f(z)
∂ϕ(z)
∂z
)
E∞(z, s, χ)dµ(z)
which we denote
(1.3) I(s, ϕ,Γ0(q), χ, f)
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Here f ∈ M∞2 (Γ0(q)), χ is an even Dirichlet character, ϕ is an eigen-
function of the automorphic Laplacian for (Γ0(q), χ) with eigenvalue
λ = s0(1 − s0), E∞(z, s, χ) is the Eisenstein series for the cusp at in-
finity, and s is a complex number. We want to consider what happens
at s = s0. This is done in two different ways. One using asymptotic
perturbation theory and one using number theory.
We start by proving the following:
Theorem 1.4. If λ = s0(1 − s0) is a small eigenvalue then on Con-
jecture 1.2
I(s0, ϕ,Γ0(q), χ, f) = 0.
Our proof of this uses asymptotic perturbation theory. Since we are
not assuming that f is a cusp form the perturbation of the automorphic
Laplacian induced from (1.1) is not necessarily regular, and standard
Kato-Rellich theory does not apply. But for eigenvalues which are sta-
ble Kato’s theory of asymptotic perturbation [25, Ch VIII] still applies.
We show that small eigenvalues are stable, and we get an asymptotic
first order expansion of the eigenprojections and a second order expan-
sion of the eigenvalues. The main challenge in proving stability is the
following result:
Theorem 1.5. Small eigenvalues move continuously under character
deformations (1.1).
In Section 3.3 we prove Theorem 1.5 using the Selberg trace formula
with characters. We note that Theorem 1.5 (See Corollary 3.7 for a
more precise statement) and Selberg’s Conjecture 1.1 almost immedi-
ately implies Conjecture 1.2.
It turns out that we may write I(s, ϕ,Γ0(q), χ, f) as
(1.4)
∫
Γ0(q)\H
Lǫϕ(z)E∞(z, s, χ)dµ(z)
where Lǫ is the first variation of the Laplacian with respect to the char-
acter perturbation (1.1). This integral is usually denoted the Phillip-
Sarnak integral. It appeared in [39, 40], and subsequently in many
other papers. On Conjecture 1.2 Kato’s formula for the first variation
of the eigenprojections then allows us to conclude that the Phillips-
Sarnak integral is zero for s = s0 where ϕ has eigenvalue λ = s0(1−s0)
when 0 < λ < 1/4. We refer to Section 3 for further details.
In Section 4 we use number theoretic methods to prove the following
result:
Theorem 1.6. Given a primitive Hecke normalized Maaß cusp form ϕ
related to a small eigenvalue s0(1−s0), there exist a primitive Dirichlet
character ψ and a weight 2 modular form f ∈M2(Γ0(q′)) such that
I(s0, ϕ⊗ ψ,Γ0(q′), χ′, f) 6= 0.
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Here q′, χ′ is the level and the nebentypus for the twisted Maaß form
ϕ⊗ ψ.
Comparing this with Theorem 1.4 the existence of a small eigenvalue
easily leads to a contradiction proving Theorem 1.1.
To prove Theorem 1.6 we may arrange that ϕ is odd (If ϕ is even
the integral is zero identically). We then unfold the integral (1.4) and
find that it essentially equals the Rankin-Selberg convolution of f and
ϕ evaluated at a special point. To be able to handle this convolution
we let f be a (linear combination of) weight 2 Eisenstein series. The
Fourier coefficients of such a series is a divisor sum and it turns out
that the Rankin-Selberg convolution can be expressed in terms of the
L-functions of ϕ and χ. Going through the details we find that
I(s0, ϕ,Γ0(q), χ, f) = c
Λ(s0 + 1/2, ϕ)Λ(s0 − 1/2, ϕ)
Λ(2s0, χ)
.
Here c is a simple factor which is clearly non-zero. The functions
Λ(s, ϕ) and Λ(s, χ) are the completed L-functions of ϕ and χ. Since
1/2 < s0 < 1 only Λ(s0 − 1/2, ϕ) can be non-zero since the two other
functions are evaluated in the domain of absolute convergence. But by
twisting by primitive characters we may arrange that this is not the
case, using a theorem of Rohrlich. Going through the argument above
with the twisted eigenform ϕ⊗ ψ we arrive at Theorem 1.6. We refer
to Section 4 for further details.
We conclude with Section 6 where we give 2 more conjectures which
we can prove to be equivalent to Selberg’s Conjecture 1.1, one of them
involving an Eisenstein series twisted by modular symbols introduced
by Goldfeld [13].
Acknowledgements:
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2. The automorphic Laplacian and the Selberg trace
formula
We start by reviewing some more or less standard facts and results
about the spectrum of the Laplacian. Basic references for this section
are [47, 45, 50, 51, 23].
2.1. The automorphic Laplacian. Let H be the upper halfplane
equipped with the hyperbolic measure
ds2 =
dx2 + dy2
y2
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and corresponding volume form
dµ(z) =
dxdy
y2
.
Consider a discrete cofinite subgroup Γ of PSL2(R). The group Γ acts
on the upper half plane H by linear fractional transformations, and we
fix a fundamental domain FΓ for this action. The action extends to the
extended real line R and since Γ is cofinite there is a finite number k of
Γ-inequivalent fixpoints (cusps) on R, which we denote by ai i = 1 . . . k.
(If Γ is cocompact the set of cusps is empty. We shall mainly be
interested in the non-cocompact case, but since many of our statements
are true in the cocompact case also we do not assume anything about
cocompactness). The stabilizer of a cusp Γai, i = 1 . . . k, is a maximal
parabolic subgroup. This is cyclic with generator γai. There exist
scaling matrices σi ∈ PSL2(R) such that
σi∞ = ai, σ−1i γaiσi =
(
1 1
0 1
)
.
We may assume that the fundamental domain FΓ is a disjoint union
(2.1) FΓ = F0 ∪kj=1 σjFY∞
where the closure of F0 is compact, Y is some fixed number, and
FY∞ = {z ∈ H|1/2 < Re(z) ≤ 1/2, Im z > Y }.
We define the invariant height by
(2.2) yΓ(z) = max
i
max
γ∈Γ
Im(σ−1i γz).
This measures how heigh up in the cusps the point z is located. Let
χ : Γ → S1 a multiplicative character i.e. a one-dimensional unitary
representation. Consider the usual Hilbert space of automorphic square
integrable functions:
(2.3)
L2 (Γ, χ) :=
{
f : H→ C
∣∣∣∣ f measurablef(γz) = χ(γ)f(z) ,
∫
FΓ
|f(z)|2 dµ(z) <∞
}
with the usual inner product
〈f, g〉 =
∫
FΓ
f(z)g(z)dµ(z)
The automorphic Laplacian A(Γ, χ) is a non-negative selfadjoint op-
erator on L2 (Γ, χ) defined as the closure of (∆, DΓ,χ) where
(2.4) ∆ = −y2
(
∂2
∂x2
+
∂2
∂y2
)
and DΓ,χ consists of smooth function in L
2 (Γ, χ) with all derivatives
in x,y exponentially decaying when yΓ(z)→∞. If χ(γai) = 1 for some
cusp the operator A(Γ, χ) has a continuous spectrum. We call such a
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cusp open, and the remaining we call closed. The continuous spectrum
may be described in terms of Eisenstein series. For i with χ(γai) = 1
we define the Eisenstein series
Ei(z, s, χ) =
∑
γ∈Γi\Γ
χ(γ) Im(σ−1i γz)
s, for Re(s) > 1.
These Eisenstein series has meromorphic continuation to s ∈ C and
satisfies a functional equation
E(z, 1 − s, χ) = Φ(s, χ)E(z, s, χ).
Here E(z, s, χ) is the vector of Eisenstein series related to open cusps,
and Φ(s, χ) is called the scattering matrix. Its determinant φ(s, χ) =
det Φ(s, χ) is called the scattering determinant. The Eisenstein series
satisfies
∆Ei(z, s, χ) =s(1− s)Ei(z, s, χ)
Ei(γz, s, χ) =χ(γ)Ei(z, s, χ), γ ∈ Γ.(2.5)
All poles of Eisenstein series in Re(s) > 1/2 are real, simple, and the
corresponding residues are eigenfunctions of the automorphic Laplacian
A(Γ, χ). We call such eigenfunctions residual eigenfunctions and the
corresponding eigenvalues residual eigenvalues. Residual eigenvalues
lie in the interval [0, 1/4[. At a point 1/2 < s0 < 1 we have
(2.6)
〈
res
s0
Ei(z, s, χ), res
s0
Ej(z, s, χ)
〉
= res
s0
Φi,j(s, χ)
which follows from the Maaß-Selberg relation (See [47, p. 652]). In
particular we have that
(2.7)
∥∥∥∥ress0 Ei(z, s, χ)
∥∥∥∥
2
= res
s0
Φi,i(s, χ)
which shows that ress0 Φi,i(s, χ) is non-negative. The zero Fourier
coefficient (with respect to the cusp aj) of a residual eigenfunction
ress0 Ei(z, s, χ) equals
(2.8)
∫ 1
0
res
s0
Ei(σjz, s, χ)dx = res
s0
Φij(s, χ)y
1−s0
The discrete spectrum
0 ≤ λ0(χ) ≤ λ1(χ) ≤ λ2(χ) ≤ . . . , λi(χ)→∞
listed according to multiplicity consists of a finite number of residual
eigenvalues sj(χ)(1 − sj(χ)), where 1/2 < sj(χ) ≤ 1 is a pole of an
Eisenstein series, and a finite or infinite number of cuspidal eigenvalues,
i.e. eigenvalues such that the corresponding eigenfunction ϕ is cuspidal
i.e ∫ 1
0
ϕ(σiz)dx = 0
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for all open cusps ai. Such eigenfunctions are called Maaß cusp forms.
The continuous spectrum of A(Γ, χ) consists of the set [1/4,∞[ with
multiplicity equal to the number of open cusps. The Eisenstein series
Ei(z, 1/2 + it, χ) are ‘generalized eigenfunctions’(or sometimes called
‘eigenpackets’). We emphasize that they are not square integrable. The
Eisenstein series are orthogonal to Maaß cusp forms in the following
sense: For all s which are not poles of the Eisenstein series
(2.9)
∫
FΓ
ϕ(z)Ei(z, s, χ)dµ(z) = 0.
Since ϕ is a cusp form the integral is absolutely convergent. Of course
since Ei(z, s, χ) is not square integrable this cannot be interpreted as
the usual inner product.
2.2. Cuspidal eigenfunctions. Consider a cuspidal eigenvalue λ =
s(1 − s) (Re s ≥ 1/2) of A(Γ, χ), and let Sλ(Γ, χ) be the set of such
cuspidal eigenfunctions. Any ϕ ∈ Sλ(Γ, χ) is real analytic and admits
a Fourier expansion
(2.10) ϕ(σiz) =
∑
n 6=0
ρϕ(n, ai)
√
yKs−1/2(2π |n| y)e2πinx
at open cusps ai. Here Kν(y) is the K-Besselfunction of order ν. At
closed cusps ai, where χ(γai) = exp(2πiαi) 6= 1, 0 < αi < 1, ϕ admits
a Fourier expansion
(2.11) ϕ(σiz) =
∑
n∈Z
ρϕ(n, ai)
√
yKs−1/2(2π |n+ αi| y)e2πi(n+αi)x
The Fourier coefficients satisfy the ‘trivial’ bound
(2.12) ρϕ(n, ai) = O(
√
n).
Proposition 2.1. Let ϕ ∈ Sλ(Γ, χ). Then ϕ and all its derivatives
decay exponentially at all cusps.
Proof. This follows easily from (2.10), (2.11), (2.12), the asymptotic
behavior of the K-Besselfunction
Kν(y) ∼
(
π
2y
)1/2
e−y
as y →∞, and
(yνKν(y))
′ = −yνKν−1(y).

Remark 2.2. We note that in particular the above proposition shows
that Sλ(Γ, χ) is contained in the dense subspace DΓ,χ defining A(Γ, χ).
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2.3. The Selberg trace formula. The Selberg trace formula relates
the spectrum of the automorphic Laplacian with the geometry of the
Riemann surface Γ\H through the conjugacy classes of Γ. To every
hyperbolic conjugacy class {γ}Γ corresponds a closed geodesic on Γ\H
of geodesic length l(γ). We define the norm of {γ}Γ as N(γ) = el(γ),
which may be expressed in terms of the trace of γ:’
N(γ) = exp(2 cosh−1(tr (γ) /2)).
Every elliptic conjugacy class {γ}Γ is of finite order mγ. Let P (resp.
R) be the set of primitive hyperbolic (resp. elliptic) conjugacy classes.
Let h : C→ C be a test function such that
(i) h is even
(ii) h(r) is holomorphic for |Im(r)| ≤ 1/2 + ǫ
(iii) h(r) = O((1 + |r|)−(2+ǫ)) in the above strip
for some ǫ > 0. We shall call such a test function admissible. Let g be
the Fourier transform of h. For discrete eigenvalues we choose ri such
that λi = 1/4 + r
2
i .
Then Selberg found [47, p. 667] the celebrated trace formula
2
∑
i
h(ri) +
1
2π
∫
R
h(r)
−φ′
φ
(
1
2
+ ir, χ
)
dr
=
µ(FΓ)
2π
∫
R
r tanh (πr)h(r)dr
+
∑
{γ}Γ∈P
∞∑
k=1
χ(γk)2 logN(γ)
N(γ)k/2 −N(γ)−k/2g(k logN(γ))
+
∑
{γ}Γ∈R
∑
1≤ν<mγ
2χ(γν)
mγ sin(πν/mγ)
∫
R
h(r)
e−πνr/mγ
1 + e−2πr
dr
− 2

 ∑
χ(γai )=1
log 2 +
∑
χ(γai )6=1
log |1− χ(γai)|

 g(0)
+
1
2
tr (I − Φ(1/2, χ))h(0)− k1
π
∫
R
h(r)
Γ′
Γ
(1 + ir)dr
(2.13)
where in the last line Γ denotes Eulers Gamma function (not to be
confused with the discrete group Γ), and k1 equals the number of open
cusps.
2.4. The resolvent. We denote by R(s) = (A(Γ, χ)− s(1− s))−1 the
resolvent of A(Γ, χ) defined on the resolvent set ρ(A(Γ, χ)) which is the
complement of the spectrum σ(A(Γ, χ)). We remind that the resolvent
is a bounded L2-operator which satisfies
(2.14) ‖R(s)‖ ≤ 1
dist(s(1− s), σ(A(Γ, χ)))
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If s0(1−s0) is an isolated eigenvalue the reduced resolvent for s0(1−s0)
is defined as
R0(s) = R(s)(1− P )
where P denotes the projection to the s0(1 − s0)-eigenspace. This
extends holomorphically across s = s0 (See [25, Ch III §6.5]).
We need some control of how the image of the (reduced) resolvent
grows at the cusps. In order to keep control of such behavior Faddeev
[11] introduced certain Banach spaces: Every f : FΓ → C may be
written in terms of its k + 1 components:
f0(z) =f(z) z ∈ F0,
fj(z) =f(σjz) z ∈ FY∞, j = 1 . . . k.
For µ ∈ R define Bµ as those f for which all its components are con-
tinuous on F0, FY∞ respectively and such that fj(z)/yµ is bounded on
FY∞, j = 1 . . . k. The µ-norm is defined as
‖f‖µ = maxz∈F0 |f0(z)|+
k∑
j=1
max
z∈FY
∞
∣∣∣∣fj(z)yµ
∣∣∣∣ .
This norm turns Bµ into a Banach space, and every function in Bµ
grows at most like yµ at all cusps.
Proposition 2.3. Let λ0 = s0(1 − s0) < 1/4 be a small eigenvalue
of A(Γ, χ), and let R0(s0) be the reduced resolvent at λ0. Then R0(s0)
maps B0 to B1−s0+ǫ for all ǫ > 0.
Proof. This follows from Faddeev’s theory [11]. We refer to Lang [28,
XIV §11]. More precisely - in p. 334 l. 7 choose µ = 1/2 + δ. This
choice of µ will not allow us to be deal with embedded eigenvalues as in
[28, 11] but we get better bounds for small eigenvalues. Following the
argument in [28] to p. 338 l. 4 we find that when 1/2 + δ < Re(s) < 2
and s(1− s) not an eigenvalue (except possibly s(1− s) = λ0 which is
the point we care about).
R0(s) = R(s)− P
λ0 − s(1− s) : B0 → B1/2−δ
where P is the projection to the λ0-eigenspace. By choosing δ such that
1/2 + δ + ǫ = s0 where we assume that ǫ is small enough that δ > 0
which is possible since 1/2 < s0 < 1. Therefore Re(s0) > 1/2 + δ and
the desired result follows. Lang [28] only considers χ = 1 but Venkov
[50] explains the relatively small modifications needed to deal with the
case χ 6= 1.

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3. Small eigenvalues and character perturbation
In this section we describe how holomorphic forms of weight two for
Γ induces a perturbed Laplacian. We will then explain how Kato’s
asymptotic perturbation theory [25, Chapter VIII] may be applied to
study small eigenvalues. We insist on not assuming that the weight 2
form is cuspidal, which is why we are using Kato’s asymptotic pertur-
bation theory instead of the more standard regular perturbation theory
which does not seem to apply. We are still working in the general situ-
ation of section 2 i.e. a general discrete cofinite subgroup of PSL2(R).
3.1. The perturbed automorphic Laplacian. Let f ∈M2(Γ) be a
holomorphic form of weight 2, not necessarily a cusp form. Then
α(z) = Re(f(z)dz) =
f(z)
2
dz +
f(z)
2
dz
is a harmonic Γ-invariant 1-form, and for ǫ ∈ R the map
(3.1)
χ(ǫ, α) : Γ → S1
γ 7→ e2πiǫ
R γz0
z0
α .
is a multiplicative character of Γ. Here z0 ∈ H may be chosen arbitrar-
ily as the integral does not depend on the specific choice.
For a given character χ of Γ and f ∈M2(Γ) we form the character
χǫ := χ · χ(ǫ, α),
and we want to investigate how isolated eigenvalues λi(ǫ) of the Lapla-
cians L(Γ, χǫ) behave in the limit as ǫ approaches zero. To make the
problem more susceptible to the standard techniques of perturbation
theory we consider a unitarily equivalent operator as in [39, 40]. Con-
sider the unitary operator
(3.2)
U(ǫ) : L2 (Γ, χ0) → L2 (Γ, χǫ)
f(z) 7→ exp
(
2πiǫ
∫ z
z0
α
)
f(z).
The perturbed Laplacian
(3.3)
L2 (Γ, χǫ)
A(Γ,χǫ)−−−−→ L2 (Γ, χǫ)
U(ǫ)−1
y yU(ǫ)−1
L2 (Γ, χ0)
L(ǫ)−−−→ L2 (Γ, χ0)
now becomes
(3.4) L(ǫ) := U(ǫ)−1A(Γ, χǫ)U(ǫ) = A(Γ, 0) + ǫLǫ + ǫ
2Lǫǫ
where Lǫ resp. Lǫǫ are the selfadjoint operators obtained as the closure
(3.5) h 7→ 4πi 〈dh, α〉 , h 7→ −4π2 〈α, α〉h
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defined on DΓ,χ0 (See (2.4)). Here
〈f1dz + f2dz, g1dz + g2dz〉 = 2y2(f1g1 + f2g2)
We will call this kind of perturbations character perturbations of the
automorphic Laplacian A(Γ, χ).
In the calculation leading to (3.4) we have used that α is harmonic.
For more general 1-forms there is an extra term (See [40, (2.5)]). We
emphasize that the identity in (3.1) should be understood in the fol-
lowing way: The operator L(ǫ) is defined as the closure of the operator
defined by A(Γ, 0)+ǫLǫ+ǫ
2Lǫǫ on the dense subspace U(ǫ)DΓ,χǫ = DΓ,χ0
Remark 3.1. The upshot of conjugating to the fixed spaceDΓ,χ0L
2 (Γ, χ0)
is that standard methods from perturbation theory may be applied. If
χǫ for small ǫ has the same cusps open and closed as χ0 – as happens
if f ∈ M2(Γ) is cuspidal i.e. f ∈ S2(Γ), or if Γ is cocompact – then
the perturbation is analytic (See [10, Prop 2.8]), and there is a nice
perturbation theory for isolated eigenvalues (See [25, Chapter VII]).
But we want to be able to handle non-cuspidal f ∈ M2(Γ) and in this
situation the number of open cusps may go down when ǫ 6= 0. A first
indication that such a perturbation requires extra care comes from ob-
serving that the two last lines in (2.13) are not continuous in the limit
ǫ → 0. In spite of this perturbation theory has strong results to offer:
See sections 3.2 and 3.3.
3.2. Kato’s asymptotic perturbation theory. Perturbation of the
smallest eigenvalue has been studied by Phillips and Sarnak [38], Ep-
stein [10], Petridis and Risager [37] and others to count the number
of closed geodesics on Riemann surfaces. Perturbations of embed-
ded eigenvalues has been investigated by Phillips and Sarnak [39, 40],
Wolpert [53], Balslev and Venkov [3, 4] and others to explore whether
a Weyl law holds for the generic finite volume Riemann surface (I.e. is
the Roelcke-Selberg conjecture true?).
We now cite the relevant parts of [25, Chapter VIII] in a slightly
generalized form. We refer to [25] for further explanations and moti-
vation.
Let {Tǫ}ǫ>0 be a set of closed operators in a Banach space X . Let
Rǫ(ζ) = (Tǫ − ζ)−1 be the resolvent defined for ζ ∈ ρ(Tǫ) the resolvent
set. The region of boundedness for {Rǫ(ζ)} is the set ∆b consisting
of ζ ∈ C such that for ǫ0 > 0 sufficiently small {‖Rǫ(ζ)‖}0<ǫ≤ǫ0 is
bounded. Define the region of strong convergence for {Rǫ(ζ)} as the
set ∆s of ζ ∈ C such that the strong limit s-limǫ→0Rǫ(ζ) = R′(ζ)
exists. Assume that ∆s is nonempty. Then either R
′(ζ) is invertible
for no ζ ∈ ∆s or R′(ζ) equals the resolvent R(ζ) of a unique closed
operator T on X. In the latter case ∆s = ρ(T ) ∩ ∆b, and we say that
Tǫ converges strongly to T in the generalized sense. Hence convergence
in the generalized sense means that Rǫ(ζ) converges strongly to R(ζ)
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when ζ ∈ ∆s. We remind that a core for a closed operator T is the
domain of any closable operator S such that the closure of S equals T .
We have the following criterion for generalized strong convergence:
Theorem 3.2. [25, p. 429] Let Tǫ, T be closed operators on X.
Assume that there is a core D of T such that each u ∈ D belongs to DTǫ
for ǫ sufficiently small and Tǫu→ Tu as ǫ→ 0. If ρ(T )∩∆b 6= ∅ the Tǫ
converges strongly to T in the generalized sense and ∆s = ρ(T ) ∩∆b.
Assume that Tǫ converges strongly to T in the generalized sense.
Unfortunately, in general not much can be said about the spectrum of
Tǫ (ǫ small) close to λ even under the assumption that λ is an isolated
eigenvalue of T (See [25, Ch. VIII, §1. 4]). We therefore introduce the
notion of a stable eigenvalue for which we will be able to say more.
Still assuming that Tǫ converges strongly to T in the generalized
sense we say that an isolated finite multiplicity eigenvalue λ of T is
stable (in the sense of Kato) if
(i) ∆s contains a deleted neighborhood of λ.
In particular, for some δ > 0, {0 < |ζ − λ| = δ} ⊂ ∆s. From
[25, Theorem 1.2] the convergence Rǫ(ζ) → R(ζ) is uniform
on Γ = {ζ ∈ C| |ζ − λ| = δ}. We can therefore define the
projection
Pǫ = − 1
2πi
∫
Γ
Rǫ(ζ)dζ
which projects to the eigenspaces with |ζ − λ| < δ. The pro-
jections Pǫ converges strongly to
P = − 1
2πi
∫
Γ
R(ζ)dζ
as ǫ→ 0.
(ii) dimPǫ ≤ dimP for sufficiently small ǫ
We will now consider a particular type of family of operators. Let
C (X) be the set of closed operators on X . Assume that we have
operators T , T (1), T (2), and a parameter ǫ are given such that
(i) T ∈ C (X)
(ii) D = DT ∩DT (1) ∩DT (2) is a core of T
(iii) T (ǫ) ∈ C (X) and for 0 < ǫ ≤ 1 it is an extension of the
operator T + ǫT (1) + ǫ2T (2) defined with domain D.
(iv) ρ(T ) ∩ ∆b 6= ∅ where ∆b is the region of boundedness for the
family (T (ǫ)− ζ)−1.
Remark 3.3. We note that by Theorem 3.2 we can conclude that T (ǫ)
converges strongly to T in the generalized sense, and ∆s = ρ(T ) ∩∆b.
Kato proves the following:
Theorem 3.4. Let X be a Hilbert space, and assume that we have a
family as above with T , T (ǫ) selfadjoint, and T (1) symmetric. Let λ be
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a stable eigenvalue of T of dimension m < ∞ with projection P and
assume PX ⊂ D. Then the m eigenvalues for T (ǫ) close to λ may be
numbered in the form µjk(ǫ), j = 1, . . . , s, k = 1, . . . , mj such that they
have an asymptotic expansion
(3.6) µjk(ǫ) = λ+ ǫµ
(1)
j + ǫ
2µ
(2)
jk + o(ǫ
2) as ǫ→ 0+
Here µ
(1)
j are the eigenvalues of PT
(1)P , with corresponding eigenpro-
jections P 1j . The total projection Pj(ǫ) for the mj eigenvalues µjk(ǫ)
has an asymptotic expansion
(3.7) Pj(ǫ) = P
1
j + ǫP
11
j + o(ǫ)s
where o(ǫ)s denotes an operator such that ǫ
−1o(ǫ) converges strongly to
0 as ǫ→ 0+, and
(3.8) P 11j = −SλT (1)P 1j +
∑
i
P 1j Aij .
Here Aij are bounded operators, and Sλ is the reduced resolvent of T
at λ.
Remark 3.5. This is a simplified version of Kato’s Theorem 2.9, Remark
2.10, and footnote 2 on p. 449. Kato assumes T (2) = 0. Wolpert [53,
263-266] describes which minor changes are needed to allow T (2) 6= 0.
Note that (0) p.264 in [53] is trivially satisfied in the version of the
problem that we stated. The explicit form of the bounded operators
Aij is given in Kato’s Theorem 2.9 but we do not need it.
3.3. Stability of small eigenvalues under character perturba-
tion. In this section we will show that small eigenvalues move contin-
uously under character perturbations with f ∈M2(Γ), i.e. in the setup
described in Section 3.1. This will be a crucial ingredient when we
will show later that small eigenvalues are stable in the sense of Kato.
The proof of Lemma 3.6 below is strongly inspired by [17, 18] where
the authors prove similar result in the case of pinching geodesics, using
the heat kernel. Similar results where obtained by Hejhal (pinching
geodesics) [15, Thm 7.2 ] and Venkov (regular deformations) [50, Thm
7.1.1] using the resolvent kernels.
We recall a few standard facts about the Laplace transform. For a
(sufficiently nice) function f on R+ we define its Laplace transform as
(3.9) L (f)(z) =
∫ ∞
0
e−ztf(t)dt.
If for instance f is piecewise continuous and real-valued satisfying
|f(t)| ≤ Mect then L (f)(z) exist for all complex z in a half-plane
Re(z) > a0. The inverse transform is given by
f(u) =
1
2πi
∫ a+i∞
a−i∞
ezuL (f)(z)dz.
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which hold for any a > a0. Define for ρ > 0
fρ(t) =
∫ t
0
(t− u)ρ−1
Γ(ρ)
f(u)du.
We recall ([52, Thm 8.1]) that when a > 0, a > a0
(3.10)
1
2πi
∫ a+i∞
a−i∞
ezu
L (f)(z)
zρ
dz =
{
fρ(u) u ≥ 0
0 u < 0
We now define the spectral counting function
N(T, ǫ) = #{λi(χǫ) ≤ T},
i.e. N(T, ǫ) counts the number of eigenvalues for the Laplacian L(Γ, χǫ)
which are less than T .
Lemma 3.6. Fix T < 1/4 which is not an eigenvalue for L(0). Then
the spectral counting function N(T, ǫ) is continuous at ǫ = 0.
From this we readily deduce the following corollary:
Corollary 3.7. Let λ be any number such that 0 < λ < 1/4. For
sufficiently small ǫ the number of eigenvalues of L(ǫ) which are close
to λ (counted with multiplicity) is equal to the multiplicity with which
λ is an eigenvalue for L(0). More precisely
(3.11) lim
ǫ→0
(N(λ+ δ, ǫ)−N(λ− δ, ǫ)) = lim
t→0+
N0(λ+ t, 0)−N0(λ− t, 0)
for sufficiently small δ > 0.
We now prove Lemma 3.6:
Proof. Consider the Selberg trace formula (2.13) with the test function
h(r) = exp(−zr2) where z is complex with Re(z) > 0. This is certainly
admissible. Then g(x) = (4πz)−1/2 exp(−x2/4z). We multiply the
resulting trace formula by exp(−z/4) giving an identity of the form
(3.12)
∑
e−zλi(χǫ) + . . .
Let f be sufficiently nice, e.g f(u) = uw−1, w − 1 ≥ 0. Let T < 1/4
and multiply (3.12) by L f(z)ezT/z. By using (3.10) with Re(z) = a >
0 it is straightforward to derive that
(3.13)∑
λn(χǫ)≤T
f1(T −λi(χǫ)) =
∑
{γ}Γ∈P
∞∑
k=1
χǫ(γ
k)2 logN(γ)
N(γ)k/2 −N(γ)−k/2 vT (k logN(γ))
where
vT (x) =
1
2πi
∫ a+i∞
a−i∞
exp(−z/4 − x2/4z)√
4πz
L (f)(z)ezT
z
dz
We note that T < 1/4 is crucial. If T > 1/4 there will be more terms.
The above operation removes discontinuous terms in the trace formulae
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(See remark 3.1) By using dominated convergence we easily see that
the left hand side of (3.13) is continuous in ǫ. Hence, as long as T < 1/4
and w ≥ 1
(3.14) Nw(T, ǫ) :=
∑
λn(χǫ)≤T
(T − λi(χǫ))w
is continuous in ǫ at ǫ = 0. The theorem is complete if we can verify
that when T < 1/4 not an eigenvalue for ǫ = 0 N0(T, ǫ) is continuous in
ǫ at ǫ = 0. This follows from the above by an approximation argument:
By an elementary consideration, using the mean value theorem and
that Nw(T, ǫ) is monotonically increasing in T
(3.15) N0(T, ǫ) ≤ N1(T + δ, ǫ)−N1(T, ǫ)
δ
≤ N0(T + δ, ǫ)
when 0 < δ and δ + T < 1/4. Letting ǫ→ 0 and using that N1(T, ǫ) is
continuous when ǫ→ 0 the first inequality in (3.15) gives
(3.16) lim sup
ǫ→0
N0(T, ǫ) ≤ N1(T + δ, 0)−N1(T, 0)
δ
Equation (3.15) gives also
N1(T, ǫ)−N1(T − δ, ǫ)
δ
≤ N0(T, ǫ)
which by considering ǫ→ 0 gives
(3.17)
N1(T, 0)−N1(T − δ, 0)
δ
≤ lim inf
ǫ→0
N0(T, ǫ)
We then use that since T is not an eigenvalue when ǫ = 0
N0(T, 0) = lim
δ→0
N1(T + δ, 0)−N1(T, 0)
δ
to conclude from (3.16) and (3.17) that
lim sup
ǫ→0
N0(T, ǫ) ≤ N0(T, 0) ≤ lim inf
ǫ→0
N0(T, ǫ).
It follows that N0(T, ǫ) is continuous at ǫ = 0 if T is not an eigenvalue
when ǫ = 0. 
Lemma 3.8. Assume that χ0 leaves some cusps open. The region
of strong convergence for L(ǫ) equals ρ(L(0)) – the resolvent set of
the automorphic Laplacian A(Γ, χ0) on L
2 (Γ, χ0) – with 0 as the only
possible exception.
Proof. We show that ∆b contains ρ(L(0))\{0}. The result will then
follow from Remark 3.3. Consider ζ ∈ ρ(L(0))\{0}. If Im(ζ) 6= 0
then it follows from (2.14) and the fact that L(ǫ) is selfadjoint that
‖R(ζ, ǫ)‖ ≤ 1/Im(ζ) which shows that ζ ∈ ∆b
If ζ ∈ R then ζ < 1/4 since we assume that χ0 leaves a cusp open
i.e. there is continuous spectrum in [1/4,∞[. If ζ < 0 then the result
follows from (2.14) and non-negativity of L(ǫ). If 0 < ζ < 1/4 it follows
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from Corollary 3.7 that for ǫ small enough there are no eigenvalues of
L(ǫ) in a small neighborhood of ζ and it then follows from (2.14) that
ζ ∈ ∆b. 
Remark 3.9. We note that without the assumption of χ0 in Lemma 3.8
we can still conclude (with the same proof) that the region of strong
convergence contains ρ(L(0))\({0} ∪ [1/4,∞[). But in this case the
perturbation is analytic and much stronger results than what we are
obtaining are available.
Theorem 3.10. The operator L(ǫ) converges strongly to L(0) in the
generalized sense. Let λ < 1/4 be a small eigenvalue for the automor-
phic Laplacian A(Γ, χ0) on L
2 (Γ, χ0). Then λ is stable in the sense of
Kato under character perturbation.
Proof. The operator L(ǫ) fits in the framework of (i)-(iv) before Re-
mark 3.3 so by Remark 3.3 the family of operators L(ǫ), 0 < ǫ ≤ 1,
converges strongly to L(0) in the generalized sense. It follows from
Lemma 3.8 that ∆s contains a deleted neighborhood of λ and it fol-
lows from Corollary 3.7 that dimP = dimPǫ. We conclude that λ is
stable in the sense of Kato. 
3.4. Families of eigenfunctions, and vanishing of the Phillips-
Sarnak condition. We concluded the preceding section with Theo-
rem 3.10 which allows us to apply Kato’s Theorem 3.4 to character
perturbations of small eigenvalues. In this section we study the ramifi-
cations of this for the Phillips-Sarnak integral. From this point of most
of our considerations makes sense only if we assume that the group
Γ has parabolic elements (i.e. Γ\H has cusps). So from now on we
assume that i∞ is a cusp and that f is cuspidal at infinity, i.e.∫ 1
0
f(z)dx = 0.
i.e. in the notation from the introduction we are assuming that f ∈
M∞2 (Γ). We will construct such functions in section 4.3.
Theorem 3.4 and Theorem 3.10 implies that for an eigenvalue 0 <
λ = s0(1 − s0) < 1/4 with eigenfunction ϕ(z) there exist a family of
eigenfunctions
ǫ 7→ ϕ(z, ǫ)
0 ≤ ǫ < ǫ0, ϕ(z, ǫ) ∈ L2 (Γ) of with
(L(ǫ)− λ(ǫ))ϕ(z, ǫ) = 0, ϕ(z, 0) = ϕ(z)
such that ϕ(z, ǫ) is right-differentiable in L2(Γ, χ0)) at ǫ = 0, and λ(ǫ)
is right-differentiable at ǫ = 0. By the discussion in section 2 the pull-
back ϕˆ(z, ǫ) := U(ǫ)ϕ(z, ǫ) is (for each fixed ǫ) a linear combination of
a cuspidal eigenfunction of A(Γ, χǫ) and residual eigenfunctions.
We need some control over how the first variation ϕ′(z, s) of ϕ(z, ǫ)
behaves at y →∞. Faddeev’s theory (Proposition 2.3) gives O(y1−s0+ε)
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but we need something slightly better. In fact if we knew that the
first variation satisfies O(y1−s0−ε) we could prove Selberg’s conjecture
unconditionally. To circumvent this we make one more assumption.
We write Ei(z, s, ǫ) := Ei(z, s, χǫ).
Assumption 3.1. We assume that for δ > 0 sufficiently small there
exist ǫ0 > 0 such that E∞(z, s, ǫ) is regular when |s− s0| < δ and
|ǫ| ≤ ǫ0.
This assumption clearly implies that ϕˆ(z, ǫ) does not have a residual
component in the direction of the cusp at infinity. We notice that
this is really an assumption on the group Γ, and that we are still not
making any assumption about the group being arithmetic; only that
the corresponding Eisenstein series doesn’t develop a pole close to s0
when the character perturbation is ‘turned on ’.
Theorem 3.11. Let ϕ be an eigenfunction related to a small eigen-
value λ = s0(1−s0) < 1/4 for the Laplacian on L2 (Γ, χ). On Assump-
tion 3.1 we have
(3.18)
∫
FΓ
Lǫϕ(z)E∞(z, s0, 0)dµ(z) = 0.
Proof. We may apply Theorem 3.4 with T = A(Γ, χ0) = L(0), T
(1) =
Lǫ, T
(2) = Lǫ,ǫ, and T (ǫ) = L(ǫ). We notice that D = DT ∩DT (1)∩DT (2)
contains DΓ,χǫ so PL
2 (Γ, χ0) ⊆ D by Proposition 2.1. The eigenvalue
λ is stable by Theorem 3.10. By linearity of the integral (3.18) it is
enough to prove the claim for eigenfunctions such that P 1j ϕ = ϕ
We set ϕ(z, ǫ) = Pj(ǫ)ϕ, with corresponding eigenfunction λ(ǫ) =
s0(ǫ)(1− s0(ǫ)). By applying (L(0)− λ) to (3.8) we find
(3.19) (L(0)− λ)P 11j = −(L(0)− λ)SλLǫP 1j
Using (L(0) − λ)Sλ = (1 − P ), SλP = 0 ([25, Ch III, (6.34)]), and
P (Lǫ − µ1j)Pj = 0 (by the definition of µ1j) we find
(L(0)− λ)P 11j =− (L(0)− λ)Sλ(Lǫ − µ1j )P 1j
=− (1− P )(Lǫ − µ1j )P 1j = −(Lǫ − µ1j)P 1j
Therefore, by using that 〈h,E∞(z, s, 0)〉 = 0 for any cusp form h and
any s not a pole of E∞(z, s, 0), we find that (3.18) equals∫
FΓ
(Lǫ−µ1j )P 1j ϕE∞(z, s0, 0)dµ(z) = −
∫
FΓ
(L(0)−λ)P 11j ϕE∞(z, s0, 0)dµ(z).
Using (3.19) again this equals
(3.20)
∫
FΓ
(L(0)− λ)SλLǫP 1j ϕE∞(z, s0, 0)dµ(z).
This looks like an inner product between (L(0) − λ)SλLǫP 1j ϕ and
E∞(z, s0). We would like to use the selfadjointness of L(0) to move
SMALL EIGENVALUES AND RESIDUAL EIGENVALUES 19
L(0)− λ to the other side and then use (∆ + s(1− s))E∞(z, s) = 0 to
conclude that (3.20) equals zero. This is of course not rigorous since
E∞(z, s0) is not square integrable, but we can make the same idea
work using an approximation argument if we can control the growth of
SλLǫP
1
j ϕ as y →∞. We can do that on Assumption 3.1.
We claim that SλLǫP
1
j ϕ decays exponentially as y → ∞. Using
(3.8) and (3.7) we see that this follows if we can prove that ϕˆ(z, ǫ) =
U(ǫ)ϕ(z, ǫ) has zero Fourier coefficient at infinity equal to zero for ǫ
sufficiently small, i.e. in the expansion
ϕˆ(σiz, ǫ) = ai(ǫ)y
s0(ǫ) +
∑
m6=0
ai(m, ǫ)Ks0(ǫ)−1/2(2π |m| y)e(my)
we have a∞(ǫ) = 0 for ǫ sufficiently small. To see this we use the
(generalized) Maaß-Selberg relation (See [23] Theorem 6.14) which in
our case gives that for 1/2 < s < 1, s 6= s0(ǫ) we have〈
ϕˆY (z, ǫ), E˜Yj (z, s, ǫ)
〉
=
1
s0(ǫ)− s
∑
i
−ai(ǫ)δijY s0(ǫ)−s
+
1
s0(ǫ) + s− 1
∑
i
−ai(ǫ)Φij(s, ǫ)Y 1−s0(ǫ)−s
when Y is sufficiently large. The sum is over all open cusps and
E˜Yi (z, s, ǫ) =
{
Ei(z, s, ǫ)− δij(Im σ−1j z)s − Φij(s, ǫ)(Im σ−1j z)1−s
Ei(z, s, ǫ)
ϕˆY (z, ǫ) =
{
ϕˆ(z, ǫ)− aj(ǫ)(Im σ−1j z)1−s
ϕˆ(z, ǫ)
where for both functions the first case is z ∈ σjFY∞ and the second is
z ∈ F0. Taking the residue at s = s0(ǫ) and letting Y → ∞ we find,
using Re(s0(ǫ)) > 1/2 that〈
ϕˆ(z, ǫ), res
s=s0(ǫ)
Ej(z, s, ǫ)
〉
= aj(ǫ)
But by Assumption 3.1 res
s0(ǫ)
E∞(z, s, ǫ) is zero for ǫ sufficiently small,
and hence a∞(ǫ) = 0 when ǫ is sufficiently small. This proves that
SλLǫP
1
j ϕ decays exponentially as y →∞.
We can now rigorize the inner product argument alluded to above:
We are using smoothly truncated Eisenstein series. Let h : R→ [0, 1]
be a smooth function which satisfies
h(t) =
{
1 if t ≤ 0
0 if t ≥ 1.
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Let hT (t) := h((t − T )/T ) We then define the smoothly truncated
Eisenstein series as the standard Eisenstein series minus a smooth cut-
off of the zero Fourier coefficient, i.e.
ETsm(z, s, χ0) = E∞(z, s, χ0)− hT (y)(ys + Φij(s, χ)y1−s)
if Γz intersects FY∞ (See 2.1). This is well-defined for T sufficiently
large. The smoothly truncated Eisenstein series is in DΓ,χ0 as can be
readily checked. Therefore, using the selfadjointness of L(0) we see
that
(3.21)
〈
(L(0)− λ)SλLǫϕ,ETsm(z, s0, χ0)
〉
equals 〈
SλLǫϕ, (L(0)− λ)ETsm(z, s0, χ0)
〉
.
Since ETsm(z, s0, χ0) ∈ DΓ,χ0 we have L(0)ETsm(z, s0, χ0) = ∆ETsm(z, s0, χ0).
Therefore we may use (2.5) to conclude that (L(0) − λ)ETsm(z, s0, χ0)
is non-zero only if T ≤ y ≤ 2T , and in that case it equals
−y2h′′((y − T )/T )/T 2(ys + Φ∞∞(s)y1−s)
+−2y2h′((y − T )/T )/T (sys−1 + Φ∞∞(s)(1− s)y−s)
which is O(T s0) when T →∞. (The implied constant depends on Γ
and s)
Combining this estimate with the exponential decay of SλLǫP
1
j ϕ as
y →∞ we easily find that
(3.22)
〈
SλLǫϕ, (L(0)− λ)ETsm(z, s0, χ0)
〉→ 0
as T →∞.
To see that (3.22) implies that (3.20) is zero we note that the differ-
ence of (3.20) and (3.21) equals∫
FΓ
(L(0)− λ)SλLǫϕ(z)(E∞(z, s0, χ0)− ETsm(z, s0, χ0)dµ(z)
which clearly goes to zero as T → ∞ since (L(0) − λ)SλLǫϕ(z) =
(1 − P )Lǫϕ decays exponentially at all cusps, and E∞(z, s0, χ0) −
ETsm(z, s0, χ0) is zero if y < T and O(y
s0) for y ≥ T . It follows that∫
FΓ
Lǫϕ(z)(E∞(z, s0, χ0)dµ(z)
=
∫
FΓ
(L(0)− λ)SλLǫϕ(z)(Ei(z, s0, χ0)dµ(z)
= lim
T→∞
〈
SλLǫϕ, (L(0)− λ)ETsm(z, s0, χ0)
〉
= 0
from which the result follows. 
Remark 3.12. The main reason for Assumption 3.1 is to allow to con-
clude (3.22). We may draw the same conclusion if SλLǫϕ=O(y
1−s0−δ)
for some positive δ. Hence any polynomial improvement of what may
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be concluded from Proposition 2.3 would make our proof of the Selberg
conjecture unconditional. Such an improvement is not true in Propo-
sition 2.3 for general groups nor on all of B0. It is true on the set of
cusp forms, but since Lǫϕ is not cuspidal that doesn’t help much.
4. Number theory
We now specialize to a specific type of arithmetic subgroups of
SL2(R) namely the Hecke congruence groups with Dirichlet character.
For these we review the theory of Hecke operators and automorphic
twists by characters. Using twists by Dirichlet characters we will show
that we can arrange for the Phillips-Sarnak integral (1.2) to be non-
zero. This is the main arithmetic tool which will eventually lead to a
proof of Theorem 1.1.
We emphasize that in this section we do not assume that λ is a small
eigenvalue, so we are not just describing the subtleties of the empty set.
References for this section is [1, 33, 8, 9, 24, 49].
In [9] – which gives the most comprehensive account for Maaß forms
– the character related to the group is assumed to be primitive. We
cannot afford this luxury and we make a review of the general situation.
Our statements are close analogues of statements from [33, Ch 4.].
4.1. Primitive forms and L-functions. Let Γ = Γ0(q) and let χ :
Z → S1 be an even Dirichlet character mod q. As usual this give rise
to a group character on Γ0(q) by setting
(4.1) χ′(γ) = χ(d), γ =
(
a b
c d
)
∈ Γ0(q)
We say that a Maaß cusp form of the automorphic LaplacianA(Γ0(q), χ
′)
with eigenvalue λ is of of level q and nebentypus χ. We denote the space
of such forms by
Sλ(q, χ).
Every Dirichlet character χ may be written uniquely as
χ = χ∗ · χq0
where χq0 is the trivial character mod q, and χ
∗ is the primitive character
mod q∗ inducing χ, where q∗ | q. We let Soldλ (q, χ) be the set of old -
forms i.e. the linear space generated functions
ϕ(dz) where dq′ | q q∗ | q′, ϕ ∈ Sλ(q′, χ∗ · χq′0 )
and we let Snewλ (q, χ) be the orthogonal complement of S
old
λ (q, χ) in
S(q, χ), i.e.
Snewλ (q, χ) = Sλ(q, χ)⊖ Soldλ (q, χ)
The Hecke operators Tn : Sλ(q, χ)→ Sλ(q, χ) n ∈ N are defined by
Tnf(z) =
1√
n
∑
ad=n
χ(a)
∑
b mod d
f
(
az + b
d
)
.
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(See [1], [30], [33]) and satisfy the relation
TmTn =
∑
d|(m,n)
χ(d)Tmn/d2
In particular the Hecke operators commute. When (q, n) = 1, Tn satisfy
〈Tnf, g〉 =
〈
f, χ(n)Tng
〉
, f, g ∈ Sλ(q, χ)
The Hecke operators map Snewλ (q, χ) to itself, and if we restrict
to newforms the Hecke operators have the multiplicity-one property:
Any two eigenfunctions of all Tn, (n, q) = 1, with the same eigen-
values are equal up to multiplication by a scalar. Consequently if
T : Snewλ (q, χ) → Snewλ (q, χ) is a linear operator which commutes with
all Tn, (n, q) = 1 then every common eigenfunction for Tn, (n, q) = 1
is also an eigenfunction for T
We say that a non-zero newform f ∈ Snewλ (q, χ) is primitive (of
level q, nebentypus χ, and eigenvalue λ) if it is an eigenfunction of all
Tn, (n, q) = 1. By the multiplicity one principle primitive forms are
eigenfunction of Tn for all n ∈ N. The first Fourier coefficient ρϕ(1) is
non-zero and we will therefore always assume that ϕ is normalized such
that ρϕ(1) = 1. This normalization is called the Hecke normalization.
Remark 4.1. For ϕ ∈ Sλ(q, χ) not necessarily a newform, the following
holds. If ϕ is an eigenform for all Tn, (n, q) = 1 then there exists a
unique primitive form ϕ∗ ∈ Snewλ (q′, χ′) with q′ | q, such that χ(n) =
χ′(n) and λϕ(n) = λϕ′(n) when (n, q) = 1. Here
Tnϕ = λϕ(n)ϕ.
We define the linear involution V : Snewλ (q, χ)→ Snewλ (q, χ)
V f(z) = f(−z)
and the antilinear involution W : Snewλ (q, χ)→ Snewλ (q, χ)
Wf(z) = f ((qz)−1).
That W maps Sλ(q, χ) to itself is not obvious (See [22] p. 112). These
operators satisfy
TnV =V Tn, for n ∈ N
TnW =χ(n)WTn, if (n, q) = 1
A primitive form ϕ is automatically an eigenform of V and W with
eigenvalue εϕ and ηϕ satisfying εϕ = ±1, |ηϕ| = 1. A primitive form is
called odd if εϕ = −1 and even if εϕ = 1.
The Hecke operators act on the Fourier expansion at i∞ (See (2.10))
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Tnϕ(z) = Tn
∑
m6=0
ρϕ(n)
√
yKs−1/2(2π |m| y)e2πimx
=
∑
m6=0

 ∑
d|(n,m)
χ(d)ρϕ(mn/d
2)

√yKs−1/2(2π |m| y)e2πimx
Therefore the above mentioned properties forces the following rela-
tions among the Fourier coefficients which we state as a theorem for
easy reference
Theorem 4.2. Let ϕ be a Hecke-normalized primitive cuspidal Maaß
form of level q and nebentypus χ of conductor mχ. Then
(i) λϕ(n) = ρϕ(n) for n ∈ N
(ii) ρϕ(−n) = εϕρϕ(n) for n 6= 0
(iii) λϕ(n)λϕ(m) =
∑
d|(m,n) χ(d)λϕ(mn/d
2)
(iv) If p | q then λϕ(pl) = λϕ(p)l, and
|λϕ(p)| =


1 if pk ‖ q, pk ‖ mχ for some k
p−1/2 if p ‖ q, p ∤ mχ
0 otherwise.
Here pk ‖ q, means that pk devides q but pk+1 does not.
We remark that (iv) is the analogue of [33, Theorem 4.6.17]. For a
primitive form as above we put
(4.2) L(s, ϕ) =
∞∑
n=1
λϕ(n)
ns
, Re(s) > 1.
By the multiplicativity relations for the Hecke operators L(s, ϕ) admits
an Euler product expansion
(4.3) L(s, ϕ) =
∏
p
(1− λϕ(p)p−s + χ(p)p−2s)−1, Re(s) > 1.
and is non-vanishing in this halfplane. We define the completed L-
function
Λ(s, ϕ) =
(√
q
π
)s
Γ
(
s+ (sϕ − 1/2)
2
+
1− ǫϕ
4
)
· Γ
(
s− (sϕ − 1/2)
2
+
1− ǫϕ
4
)
L(s, ϕ)
(4.4)
where λ = sϕ(1− sϕ) is the Laplace eigenvalue of ϕ.
Theorem 4.3. The completed L-function admits analytic continua-
tion to an entire function , and it satisfies
Λ(s, ϕ) = ωϕΛ(1− s, ϕ)
where ωϕ = εϕηϕ.
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4.2. Character twists of primitive forms. In this section we recall
the notion of character twists of Maaß forms, and state a theorem due
to Rohrlich concerning such twists. We only need character twists of
primitive forms, so we shall only consider such although the twists of
general forms are only slightly more complicated.
Consider a primitive ϕ ∈ Snewλ (q, χ), and let ψ be a primitive Dirich-
let character modulo r. Then we define
(4.5) ϕ× ψ =
∑
m6=0
ψ(m)ρϕ(m)
√
yKs−1/2(2π |m| y)e2πimx
By considering Gauss sums we find that
(4.6) ϕ× ψ = τ(ψ)−1
∑
a mod r
ϕ(z + a/r) ∈ Sλ(N,χψ2)
where τ(ψ) denotes the Gauss sum of ϕ and N is the least common
multiple of q, q∗r, and r2 (remember that q∗ is the modulus of χ).
It is easy to see that ϕ × ψ is a non-zero eigenfunction of Tn when
(n,N) = 1. We denote by ϕ ⊗ ψ the unique newform giving rise to
ϕ× ψ (See Remark 4.1). In particular
(4.7) ρϕ⊗ψ(m) = ψ(m)ρϕ(m), when (N,m) = 1.
We note that the parities of ϕ and ψ multiply i.e.
(4.8) εϕ⊗ψ = εϕ · ψ(−1)
so a twist by an odd character changes the parity of ϕ while a twist by
an even character keeps the parity.
We state a simplified version of a theorem due to Rohrlich [42]:
Theorem 4.4. Let ϕ be a primitive Maaß cusp form, s any complex
number, and M any integer. Then there exist infinitely many even
primitive Dirichlet characters ψ of conductor mψ such that (M,mψ) =
1 and
L(s, ϕ⊗ ψ) 6= 0.
4.3. Modular forms of weight 2. In this section we construct an
element in M∞2 (Γ0(q)) which will be used to do character perturbation
as in Section 3.1.
Consider the holomorphic Eisenstein series of weight 2 for the mod-
ular group SL2(Z), which may be defined as
E2(z) = 1− 24
∞∑
n=1
σ1(n)e
2πinz,
where
σs(n) =
∑
d|n
ds.
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The holomorphic Eisenstein series of weight 2 is only ‘quasi’-modular.
More precisely it satisfies
E2(γz) = (cz + d)
2E2(z)− 6i
π
c(cz + d), for all γ ∈ SL2(Z).
But for any q ∈ N the following difference is modular and non-zero:
Gq(z) := E2(z)− qE2(qz) ∈M2(Γ0(q)).
The zero Fourier coefficent of G2,q equals 1−q. To construct a non-zero
element in M∞(Γ0(q)) we assume that q > 1 is not a prime and let
q = q1q1 be a nontrivial factorization. We then define
Gq1,q2(z) := Gq1(z)−Gq1(q2z) ∈M∞2 (Γ0(q))
We note that this is nothing but a particular element in E(Γ0(q)) the
space of Eisenstein series of weight 2 for Γ0(q) (See [43, p. 21], [44]).
The first Fourier coefficient of Gq1,q2(z) equals -24.
4.4. The Phillips-Sarnak integral. We already considered the inte-
gral
(4.9) I(s) =
∫
FΓ
Lǫϕ(z)E∞(z, s, χ)dµ(z).
from one point of view (Theorem 3.11). We now consider it from a
number theory point of view. We start by taking a general eigenfunc-
tion ϕ (i.e. not necessarily primitive), which is an eigenfunction of V ,
i.e. it is either even or odd. We assume that f ∈ M2(Γ0(q)) inducing
χǫ has Fourier coefficients at infinity
f(z) =
∞∑
n=0
bne
2πinz
We note that I(s) is well-defined even if f is not cuspidal at infinity.
Note however that without cuspidality at infinity we do not know if
the conclusion of Theorem 3.11 is valid.
Theorem 4.5. Assume that ϕ is either even or odd. If ϕ is even then
I(s) = 0. If ϕ is odd then
(4.10) I(s) =
2
22sπs−1
Γ(s+ sj)Γ(s− sj + 1)
Γ(s)
L(s + 1/2, f × ϕ)
where
L(s, f × ϕ) =
∞∑
n=1
bnρϕ(n)
ns
is the Rankin-Selberg L-function of f and ϕ.
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Proof. For Re(s) > 1 we may unfold the integral
I(s) =
∫
F∞
Lǫϕ(z)y
sdµ(z)
=4πi
∫
F∞
y2
(
f(z)
∂ϕ(z)
∂z
+ f(z)
∂ϕ(z)
∂z
)
ysdµ(z), by (3.5)
=2πi
∫
F∞
y2
(
f(z)ϕ(z)− f(z)ϕ(z)
)
(−siys−1)dµ(z)
We now use the Fourier expansions of f and ϕ and find
=
s
(2π)s−1/2
∫ ∞
0
e−yKs−1/2(y)y
s−1/2dy
∞∑
n=1
bn(ρϕ(n)− ρϕ(−n))
ns+1/2
The integral can be evaluated (See [14, 6.621 3]) giving
=
s
(2π)s−1/2
√
π
2s+1/2
Γ(s+ sj)(Γ(s− sj + 1))
Γ(s+ 1)
∞∑
n=1
bn(ρϕ(n)− ρϕ(−n))
ns+1/2
.
We may now use Theorem 4.2 ii) (which holds even though ϕ is not
primitive) to conclude that this is identically zero if εϕ = 1, i.e. if ϕ
is even. This can also be seen directly from (4.9). In the odd case the
claimed expression follows easily. 
We will now show that if we further assume that ϕ is a primitive
Hecke-normalized form of weight 0, eigenvalue λ, level q and nebenty-
pus χ and that the f ∈ M2(Γ0(q)) giving rise to Lǫ (See 3.4) equals
f(z) = Gq1,q2 as defined in Section 4.3 then we can deduce the following
theorem:
Theorem 4.6. On the above assumptions: If ϕ is odd then
I(s) = −24
(
1− λϕ(q1)
q
s−1/2
1
)(
1− λϕ(q2)
q
s+1/2
2
)
Λ(s− 1/2, ϕ)Λ(s+ 1/2, ϕ)
Λ(2s, χ)
.
Otherwise I(s) = 0.
Here
(4.11) Λ(s, χ) =
( q
π
)s/2
Γ(s/2)
∞∑
n=1
χ(n)
ns
, Re(s) > 1
is the completed L-function of the even Dirichlet character χ. We
note that Λ(s, χ) only satisfies a standard functional equation if χ is
primitive which we do not assume.
Proof. We note that f ∈M2(Γ0(q)) giving Lǫ is of the form
(4.12) f(z) =
∑
d|q
tdE2(dz), td ∈ R,
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We may assume that ϕ is odd. By Theorem 4.5 we need to consider
the Rankin-Selberg L-function
(4.13)
∞∑
n=1
bnλϕ(n)
ns
which by the assumption (4.12) equals
−
∑
d|q
td
∞∑
n=1
24σ1(n)λϕ(dn)
(dn)s
From Theorem 4.2 we conclude that λϕ(dn) = λϕ(d)λϕ(n) whenever
d | q. Therefore (4.13) equals
−24
∑
d|q
tdλϕ(d)
ds
∞∑
n=1
σ1(n)λϕ(n)
ns
The first sum equals
(1− λϕ(q1)q−s+11 )(1− λϕ(q2)q−s2 )
where we have used λϕ(q1q2) = λϕ(q1)λϕ(q2). The last sum
∞∑
n=1
σ1(n)λϕ(n)
ns
may be calculated as follows: The sum factors into an Euler product∏
p
∞∑
n=0
σ1(p
n)λϕ(p
n)
pns
It is straightforward to check - using Theorem 4.2 (iii) –that each
local factor equals
(1− χ(p)p−(2s−1))
(1− λϕ(p)p−(s−1) + χ(p)p−2(s−1))(1− λϕ(p)p−s + χ(p)p−2s)
Therefore (compare 4.3) we find that
∞∑
n=1
σ1(n)λϕ(n)
ns
=
L(s− 1, ϕ)L(s, ϕ)
L(2s− 1, χ)
The result follows by comparing Γ factors using the Legendre duplica-
tion formula. 
5. Proof of Theorem 1.1
In this section we prove Theorem 1.1. We start by noticing that
Selberg’s Conjecture 1.1 implies Conjecture 1.2. This follows from
the continuity of eigenvalues under character perturbation, or more
precisely Corollary 3.7. For every λ, a ≤ λ ≤ b Corollary 3.7 gives that
for small enough ǫ there are no eigenvalues for the perturbed system
in a neighborhood of λ. In particular there are no residual eigenvalues.
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Using compactness of [a, b] we find that there is an ǫ0 > 0 such that
when |ǫ| ≤ ǫ0 there are no residual eigenvalue for A(Γ, ǫ) in the whole
interval [a, b].
Proving that Conjecture 1.2 implies Conjecture 1.1 is more involved.
We notice that it is enough to prove non-existence of primitive Hecke-
Maaß forms ψ ∈ Snewλ (q, χ) where λ < 1/4, and χ is a Dirichlet
character mod N . To see this we let Γ be any congruence group i.e.
Γ(N) ⊆ Γ ⊆ Γ(1) for some N . If ϕ ∈ Sλ(Γ) then ϕ(Nz) ∈ Sλ(Γ1(N2))
(See [33, p. 114]). Then we use that for every positive integer M
Sλ(Γ1(M)) =
⊕
χ
Sλ(Γ0(M), χ)
where the sum is over all Dirichlet characters modulo M (See [33,
Lemma 4.3.1]). Hence an eigenfunction for a congruence group induces
at least one non-trivial primitive Hecke-Maaß form of some level and
nebentypus with the same eigenvalue. We now prove that no primitive
Maaß cusp forms exist with 0 < λ < 1/4.
Assume that ϕ is a non-trivial primitive Hecke-Maaß form of level q
and nebentypus χ with eigenvalue s0(1− s0) < 1/4. By possibly twist-
ing with an odd primitive character we may assume that ϕ is odd (See
4.8) and of level q > 1 not a prime (See e.g. [24, Proposition 14.20]).
By Theorem 4.4 there exist an even primitive Dirichlet character ψ
mod r such that
(5.1) Λ(s0 − 1/2, ϕ⊗ ψ) 6= 0.
We note that by (4.8) ϕ⊗ψ is still odd, and we denote its nebentypus
by χ′ and its level by q′.
Since q′ > 1 is not a prime either we may choose a nontrivial factor-
ization q′ = q1q2, and we may form f = Gq1,q2 ∈M∞2 (Γ0(q′)) It follows
from Theorem 4.2 iv) that(
1− λϕ⊗ψ(q1)
q
s−1/2
1
)(
1− λϕ⊗ψ(q2)
q
s+1/2
2
)
6= 0.
We have also
Λ(s0 + 1/2, ϕ⊗ ψ)
Λ(2s0, χ′)
6= 0
since both L-functions are evaluated in the domain of absolute conver-
gence. By Theorem 4.6 we conclude that
(5.2) I(s0) 6= 0.
On the other hand on Conjecture 1.2 Theorem 3.11 tells us that
I(s0) = 0,
which contradicts (5.2). Therefore the form ϕ cannot exist proving
Conjecture 1.1. This concludes the proof of Theorem 1.1.
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6. Further remarks
In this concluding section we make a few relatively straightforward
remarks concerning the proof of Theorem 1.1 which gives two more
equivalent forms of Selberg’s Conjecture 1.1.
6.1. Residual eigenvalues from infinity. In our proof Theorem 1.1:
To prove that Selberg’s conjecture 1.1 is implied by Conjecture 1.2 we
are only using non-existence of poles of Eisenstein series at infinity
and only character perturbations coming from Gq1,q2. Hence Selberg’s
Conjecture 1.1 is also equivalent to the following:
Conjecture 6.1. For every q > 1 non-prime and every Dirichlet char-
acter χ mod q there exist a non-trivial factorization q = q1q2 such that
the following holds: For every 1/2 < c ≤ d < 1 there exist ǫ0 > 0
such that when |ǫ| < ǫ0 the Eisenstein series E∞(z, s, ǫ) is regular
for s ∈ [c, d]. Here the character pertubation is given by (1.1) with
f = Gq1,q2.
Since poles of Eisenstein series occur only at poles of the diagonal of
the scattering matrix we may formulate this in terms of the scattering
term
Φ∞∞(s, χǫ).
Hence Conjecture 6.1 states that for every 1/2 < c ≤ c < 1 there exist
ǫ0 > 0 such that when |ǫ| < ǫ0 φ∞∞(s, χǫ) is regular for s ∈ [c, d].
6.2. Goldfeld Eisenstein series. Consider f ∈ M∞2 (Γ0(q)) and χ a
Dirichlet character mod q as in Section 4.1 . Goldfeld [13] introduced
Eisenstein series series twisted with modular symbols. We define the
twisted Eisenstein series (for the cusp at infinity) as
(6.1) D1(z, s, f, χ) =
∑
γ∈Γ∞\Γ
χ′(γ)Re
(∫ γz
i∞
f(τ)dτ
)
Im(γz)s
for Re(s) > 1 (This definition is slightly different from Goldfeld’s orig-
inal one, but it is more convenient for our purpose). This series has
meromorphic continuation to s ∈ C. We refer to [13, 34, 36] for the ba-
sic properties of this series: All singularities are located at the spectral
values of A(Γ, χ′). Lemma 2.14 of [36] gives that s = 1 is a removable
singularity ( [36, Lemma 2.14] is correct although it is based on [36,
Lemma 2.12] which needs straightforward modifications). At cuspidal
values it has at most a simple pole and the residue equals a linear
combination of Phillips-Sarnak integrals (See [13], [35, Theorem 1.1]):
(6.2)
m∑
j=1
∫
FΓ
Lǫφj(τ)E∞(τ, s0, χ)dµ(τ)φj(z)
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where the sum is over a basis of the s0(1 − s0) eigenspace. On the
basis of our proof of Theorem 1.1 this naturally leads to the following
conjecture:
Conjecture 6.2. For every q > 1 non-prime and every Dirichlet char-
acter χ mod q there exist a non-trivial factorization q = q1q2 such that
the following holds: The Eisenstein series twisted with modular symbol
D1(z, s, Gq1,q2, χ) is analytic in Re(s) > 1/2.
This is certainly implied by Selberg’s Conjecture 1.1 and using (6.2)
we see that it implies that the Phillips-Sarnak integrals related to s0(1−
s0) are zero if Re(s0) > 1/2. We may therefore use the same arguments
as in Section 5 to prove that Conjecture 6.2 is in fact equivalent to
Selberg’s Conjecture 1.1.
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