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Existence and asymptotic decay estimates are obtained for solutions 
UEL.‘~‘(“-*)(R~), N > 3, of a class of semilinear elliptic problems including the 
subcritical Emden-Fowler type. The problems are not assumed to be radially 
symmetric. The method is based on the convergence in Cf,,(RN) of a sequence of 
“approximate solutions” USE W$*(RN) for which {uk} is bounded in LQ(RN) for all 
Q > 2N/(N- 2). In one case the solution is shown to have a removable singularity 
at co. 0 1990 Academic Press, Inc. 
Our aim is to establish the existence and asymptotic behaviour of 
positive solutions u E L2N’(N-2)(RN) f o semilinear elliptic problems in- 
cluding the Emden-Fowler prototype 
-Au = p(x)u’, 
N+2 
XGR~, l<y<- 
N-2’ 
N83 
(1) 
14 EC:o,(RN), lim U(X) = 0. 1.x + oc 
It will be assumed throughout that p is a nontrivial, nonnegative, bounded, 
locally Holder continuous function in RN with p E Lq(RN) for some q 
satisfying 
l<q< 
2N 
2N-(N-2)(y+ 1)’ (2) 
Our results imply, in particular, that (1) has a positive solution u E LQ(RN) 
for Q 2 2N/(N- 2) such that I(Vu)(x)( as well as U(X) has uniform limit 
zero as 1x1 + co. 
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For a given q, condition (2) restricts y to the subinterval 
(N+2)q-2N N+2 
(N- 2)q <5l-2 
of the full subcritical range 1 < y < (N + 2)/( N - 2). The necessity as well as 
the sufficiency of this condition is indicated below. Accordingly, the y inter- 
val for which (1) (or (5)) has a positive solution shrinks monotonely as q 
increases in the interval (N/2, co), the latter being forced by slower decay 
of p(x) as 1x1 -+ co. As q -+ N/2+, the y-interval approaches the full sub- 
critical interval (1, (N+2)/(N-2)). 
The extensive scientific applicability of (1) is well known ([2, 5, 8, 9, 
12, 151 and references therein), for example, in quantum mechanics, 
astrophysics, fluid mechanics, gas dynamics, and Riemannian geometry. 
Mathematical interest in the subcritical range 1 < y < (N + 2)/(N - 2) arises 
in part because of the sensitive dependence of the conclusions on the 
relationship between y and the asymptotic behaviour of p(x) as 1x1 + co. 
In particular, if p(x) > C 1x1 --u for large 1x1 and positive constants a and C, 
it is well known from oscillation theory that (1) has no positive solution for 
y 6 (N - a)/(N - 2). Furthermore radial examples of (1) can be found [7] 
with no positive solution for y < (N + 2 - 2a)/( N - 2) 0 d a < 2. 
A recent result of Noussair [lo] concerns the case p(x) = 0(1x1 -“) as 
1.x + cc for a > 2. Here we adopt a different approach which covers this 
example for all a > 0 provided 
y>(N+2-2a)/(N-2) for O<a<2. (3) 
Under extra hypotheses we show also that (1) has a minimal positive solu- 
tion u, i.e., u(x) = 0( Ix[*-~) as 1x1 + 03. Additional asymptotic decay laws 
for the more general problem (5) below are indicated in our last section. 
In the case of hypothesis (6), for a > 2, it can be deduced from known 
results (see, e.g., [S]) that (1) or (5) has positive solutions which are 
bounded above and below in RN by positive constants. Therefore 
Theorem 2 implies that (1) or (5) has two types of positive entire solutions: 
One solution decaying uniformly to zero and the other bounded and 
bounded away from zero. 
STATEMENT OF RESULTS 
For X=(X,, ,.,, x,)eRN and Dj= a/ax,, i= 1, . . . . N, let L be the 
uniformly elliptic operator defined by 
Lu= - i D;[u,(x)D,u] xeRN, N>3, (4) 
i.j=l 
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where each aiiE C,‘za(RN), 0 <LX< 1, and the matrix (av(x)) is bounded 
and uniformly positive definite in RN. Our results for (1) stated in the 
Introduction will be extended to the semilinear elliptic eigenvalue problem 
Lu = J..(x, u), XER~,N>~ 
u E C:o,(RN), 
(5) 
lim u(x)=0 
IXI + m 
for some i > 0 under the hypotheses on f(x, t) listed below: 
(f, ) f is a locally Holder continuous function in RN x [0, co) such 
that f(x, t) > 0 in Sz x (0, co) for some open set 52 E RN. 
(fi) There exist positive constants yi, qi and nonnegative bounded 
continuous functions f, E Ly’(RN) for i = 1, . . . . I such that 
0 6f(x, t) 6 i L(x) lY’, xeRN, t30, 
i= I 
where each yi, qi satisfies 
N+2 
1 <yi<-, 1 <qi< 
2N 
N-2 2N-(N-2)(y,+ 1)’ 
,,,,~~&I ,;<(x, t) 2 CF(x, t) for all x E RN, t 20, where C is a positive 
F(x, t) = j; f(x, s) ds. 
THEOREM 1. Zf (f,)-(f3) are satisfied, (5) has a positiue solution pair 
(A, u) such that UE LQ(RN), Qa2N/(N-2), and I( as well as u(x) 
has uriiform limit zero as 1 x1 + co. 
Suppose that (&) is specialized to the condition 
O<f(x, t)<K(l + lxla)-‘ty, XER~, t>,O (6) 
for some constants K > 0 and a, y satisfying 
N+2 
l<Y-yyy if a > 2, 
N+2-2a N+2 
N-2 <5r-2 
if O<a<2. 
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If 0 < a < 2, (7) implies that (N- 2)(y + 1) > 2N- 2a and hence 
2N N 
2N-(N-2)(?+ 1)‘;. (8) 
If ~22, y+1>2, clearly (8) also holds. Let f,(x)=K(l+(xl“)], yr=y, 
and choose q, = q in condition (fi) satisfying 
N 2N 
-<‘<ZN-(N-2)(7+ 1)’ a 
This is possible by (8) and f, E Ly(RN) since aq > N. It follows, if (6) holds, 
that (fJ is satisfied for such a q, and hence Theorem 1 implies the 
following theorem. 
THEOREM 2. Zf (fi), (f3), and (6), (7) hold, then (5) has a positive sofu- 
tion pair with the properties stated in Theorem 1. 
Under the second condition (7), even the radially symmetric case of (5) 
(or (1)) was unresolved until recently [ 121. In the critical and supercritical 
cases y b (N + 2)/(N - 2), if p is radially symmetric, conditions on p have 
been known for some time [4, 7,9] for (1) to have positive radially sym- 
metric solutions. As already mentioned, such solutions do not exist if 
y < (N + 2 - 2a)/(N - 2), while the question of existence had not been 
settled in the y-range in (7). 
Our method of proof involves several new features. Since solutions of (1) 
(or (5)) do not belong to the Sobolev space @*(RN), the usual variational 
methods cannot be applied to (1) directly. Instead we apply variational 
methods to a sequence of differential equations (9) below, which possess, 
by fairly standard arguments, positive solution pairs (Ak, uk) with 
uk E Wi2(R”) for every k = 1, 2, . . . . If the differential equation is radially 
symmetric, as in [ 121, we can use a priori estimates of Berestycki and 
Lions [2, p. 3403 and Strauss [13, p. 1551 for radialfunctions in W,$‘(R’“) 
to obtain bounds for the sequence { llVuk I/ L~cR~j} and uniform bounds for 
uk(r), r 2 1. If (1) (or (5)) is not radially symmetric, we employ a new 
approach here to show that { 11~ 11 L4(R~j) is bounded for q B 2N/(N- 2); 
this method involves a priori Holder estimates and a device of Brezis and 
Kato [3, lo]. A special argument is needed to prove the key fact that the 
limit u(x) of uk(x) in Cf,,(RN) is nontrivial. 
PROOF OF THEOREM 1 
The notation II . II 1,2, I/ . II y, and 11. Ily,G. will be used for the norms in the 
Banach spaces E = W$2(R”), Ly(RN). and t”(G), respectively, for G c R’“. 
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We first sketch a proof that there exists a positive solution pair (A,, uk) 
with uk E En Cfozu (RN), for some LX E (0, l), of the equation 
Lu, +; uk = ikf(x, Uk), xgRN, k = 1, 2, . . . (9) 
such that the sequences {A,} and ( IIVu, 11,) are bounded. Let I, and J be 
the functionals on E defined by 
zk(u)=; jRN[ f a,DiuD,u+~u2]dx, UEE, 
i,j=l 
J(u) = jRN W, u(x)) dx, u E E. 
The proof given in [2, 13, 143 shows that these functionals are well-defined 
and continuously Frechet differentiable in the dual space E*. An argument 
as in [ 11, Lemma 4.21 establishes the weak sequential compactness of J(U) 
on E. Indeed, the hypotheses (fi) on fi(x) imply easily (via Holder’s 
inequality in the case y + 1 < qi) that 
lim s [.fj(y)l’t+l dy=O, I.4 - m N(v,x) 
where N( y, x) = { y E RN: 1 y -xl < 1 }, ensuring the applicability of 
Lemma 4.2 of [ 111. Then routine variational procedure yields the existence 
of uk E E which minimizes Zk (a) subject to the constraints u E E and 
J(U) = 1. The Euler-Lagrange principle shows that there exists a Lagrange 
multiplier ~,ER such that IA(uk)=AJ’(uk) in E*, i.e., 
for all v E E. It follows that ;ik # 0 since v = uk is an allowable choice in 
(10). From (lo), uk is a weak solution of (9), and hence uk E CfOz’ (RN) by 
standard elliptic regularity procedure. A comparison argument as in [ll, 
Lemma 4.43 shows that uk(x) has uniform limit zero as 1x1 -+ co, and 
arguments via the maximum principle imply that & > 0, nk (x) > 0 in RN. 
If a, > 0 denotes the uniform ellipticity constant for L. then 
$Zo IIVU,II:dzk(Uk)Qinf{z,(U):UEE, J(u)= l}=I,(U,) 
by the variational definition of akr implying the boundedness of { llVuk 1) 2}. 
It follows from (10) (with v = uk) and (f3) that 
1, (UI) 3 zk(uk) 3 &J(uk) = &, 
where C is the positive constant in ( f3), proving that {A,} is bounded. 
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LEMMA, For any Q 2 2N/(N- 2), the sequence of norms { I( uk 1) a} is 
bounded. 
This follows in the case Q = 2N/(N- 2) from a standard Sobolev embed- 
ding theorem since liVu, II2 is bounded. The lemma was proved for all 
sufficiently large Q in [ 10, Lemma 2.21. From (9) uk satisfies the linear 
elliptic equation 
in which 11~4~ Ilo and llHk II p are bounded for sufticiently large Q and Q 
by (fi) and Holder’s inequality. An a priori interior estimate [6, 
Theorem 8.171 for solutions of ( 11) in a ball of centre x and radius 1 then 
implies that uk(x) is uniformly bounded in RN. Since /Iuk lip is bounded for 
Q = 2N/(N- 2) clearly the same is true for Q > 2N/(N- 2). This proves 
the lemma. 
Let A be the limit of a convergent subsequence of the bounded sequence 
{&}. By the boundedness of IIuk IJg and llHk 110, standard elliptic regularity 
theory shows that (uk} has a subsequence, also denoted by {z+}, which 
converges locally uniformly in C*(R”) to a function u E CF,,(RN). In the 
limit k + co, it follows from (9) that j*, u satisfy the differential equation 
in (5). 
To prove that u(x) is not identically zero, we first note from (f2) that 
each qi has the form 
qj= 2N/[2N- (N- 2)(y, + 1 -a;)], i= 1, ,,.) I 
for some gi in 0 < ci < yi + 1. We define 
Then 
rj = 2N/(N- 2)(Yi + 1 -o,), i=l I. > .. . . 
ri> 1, qi> 1, ++q,y* = 1, i = 1, . . . . z, 
and (,f2), ( f3), and Holder’s inequality imply that 
~(x)[u~(x)]‘~+’ dx 
(12) 
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Since (yi+ 1 - cj)rj= 2N/(N- 2), the lemma shows that there exists a 
positive constant Ai, independent of k, such that IluY,‘+ ’ PuZI( rlB Aj. Since 
(uk(x)} is uniformly bounded and f, E Ly(RN) by (f2), also fj~lE~ L4(RN). 
Clearly {fiz4;} converges pointwise in RN to fiu”’ E Ly(RN), i = 1, . . . . Z, and 
hence the dominated convergence theorem applied to (12) yields 
precluding U(X) from being identically zero. 
In view of the lemma and the pointwise convergence of { uk} to U, it 
follows from Fatou’s lemma that u E LQ(R”) for any Q > 2N/(N- 2). We 
now use this fact and a priori interior Holder estimates for the linear 
elliptic equation 
(Lu)(x) = H(x) c Af(x, u(x)), xeRN (13) 
to prove that U(X) and I( have uniform limits zero as 1x1 + co. Let 
B,(x) denote the ball in RN of centre x and radius p. By the boundedness 
of U(X) in RN, Holder’s inequality implies, for any q > 1, that there exists 
a constant C,>O such that ((uII,,,,(,)< Co(I~l(a,82(Jj for all XER~. Since 
u E LQ(RN), use of (f2) leads to the estimates 
II Hll Q.&(.x) 6 cl IbIIQ, Bz(x)r tl~l/Z,&(x) 6 cl IbdQ,&(x) 
for some positive constant C,. With a choice 
we can apply a priori interior Holder estimates for (13) [6, Theorems 8.24 
and 8.321 to conclude that there is a constant C, > 0 such that 
Ilull @+=(&(I)) G c2 I/ull Q,&(x)? xeRN. 
The fact that UEL~(R~) then implies that U(X) and I( decay 
uniformly to zero as 1x1 + co. 
Since 1, b 0, it must be that il > 0, for otherwise u would be a nontrivial 
nonnegative solution of Lu = 0 in RN with uniform limit 0 at cc, contra- 
dicting the maximum principle. The strict positivity of U(X) throughout RN 
is then a consequence of the strong maximum principle. 
ASYMPTOTIC ESTIMATES 
We shall use the notation 
B(x) h = inf ~, 
r.zR” A(X) 
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where 
For arbitrary E > 0 the decay estimate 
u(x) = O( IX12-h+6) as IxI+cc (14) 
will be established for the solution of (5) in Theorem 2 in the two cases (i) 
2 < a < b and (ii) a 2 b > 2. If L = -A, the definition of b reduces to b = N. 
To prove (14) in case (i), first define v,(x)=K1~1~~“, 1x1 > 1, for a 
positive constant K to be determined. A calculation gives 
(LUG) = K(a - 2)[B(x) - aA( 1x1 PO) 
and hence (5), (6) show that K can be selected large enough that 
(LUG) > (Lu)(x) for 1x1 > 1 and uK(x) 2 U(X) on (xl = 1. Since U(X) and 
uK(x) decay uniformly to zero as 1x1 + co, the maximum principle implies 
the estimate 
u(x) G uK(x) = K IX/‘-~ (15) 
for all 1x1 > 1. Now consider the recursive sequence defined by 
a,=a-2, on+1 =a-2+ya,, n=o, 1,2 ,.... (16) 
Obviously {on} is increasing and (T, -+ + cc as n + 00. Let m be the 
smallest integer for which crm + i > b - 2 - E. We can then prove inductively 
that U(X) = 0( 1x1 -“n) as /xl + co for n = 0, 1, . . . . m. In fact, this is true for 
n = 0 by (15), and if true for an integer IZ <m - 1, note that the function 
uK(x) = K 1x1 -G+’ satisfies 
for 1x1 > 1. It follows from (5), (6), (16), and the induction hypothesis that 
there exists a positive constant C such that 
(Lu)(x) < c 1x1 -“‘Y”n= c 1x1 -an+1-2. 
Since fsn + i + 2 < b - E for n < m - 1 by the choice of m, the maximum prin- 
ciple implies, exactly as in the first part of the proof, that U(X) = O(v,(x)), 
and in particular U(X) = 0( IxI-“~) as 1x1 + co. To complete the proof of 
(14) we redefine ai,, + i = b - 2 -E, so ah + , d cm + , . The argument above 
can then be repeated with CT,,, on + i replaced by c,,,, oh + i, respectively, 
leading to U(X) = 0(/x1 -0A+l ) as 1x1 + co. This proves (14) in case (i). 
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In case (ii), we use the comparison function fiK(x)= K Ix12-‘+‘, 
satisfying 
(G,&(x)= K(b-2-&)[B(x)-(b-&),4(x)] Ix~~~+~ 
for 1x12 1, and proceed similarly to the last step of case (i), noting that 
a>b-6 in case (ii). 
In the case of Eq. (1) (not necessarily radially symmetric) for 0 < a < 2, 
we can prove under the hypotheses of the corollary below that the solution 
u(x) in Theorem 2 is a minimal positive solution, i.e., U(X) = 0( 1x1 2--N) as 
1x1 + al. 
COROLLARY. Zf Ixl”p(x) is bounded above and below by positive constants 
for all sufficiently large 1x1 and IV log p(x)1 = 0( 1x1-l) as 1x1 -+ co, where 
0 <a < 2 and y satisfies (7), then (1) has a positive solution u(x) = 
O(IX~~-~) as 1x1 + 00, i.e., u(x) has a removable singularity at co. 
Proof: (We note that 1 is superfluous in the case of Eq. (l).) If the 
conclusion were false, the a priori estimate of Gidas and Spruck ([IS, 
Theorem 3.6(iii)]; see also Aviles [ 1, Theorem B, p. 1901) implies that the 
solution of (1) guaranteed by Theorem 2 satisfies U(X) > C 1x1 (a- 2)‘(Y ‘) for 
all sufficiently large 1x1, where C is some positive constant. However, this 
is impossible since u E L2NI(N - 2’( RN) and 
(f$)($J-N 
by (7), proving the corollary. 
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