This work reports on the pilot study, performed by INRIM, NPL and PTB, on the measurement of the g (2) (0) parameter in the visible spectral range of a test single-photon source based on a colour centre in diamond. The development of single-photon sources is of great interest to the metrology community as well as the burgeoning quantum technologies industry. Measurement of the g (2) (0) parameter plays a vital role in characterising and understanding single-photon emission. This comparison has been conducted by each partner individually using its own equipment at INRIM laboratories, which were responsible for the operation of the source.
I. INTRODUCTION
Single-photon sources (SPS) [1] [2] [3] , i. e. sources that are able to produce single photons on demand, can prove to be key elements for the development of quantum optical technologies. They will also be essential for providing metrological support for the development and commercialisation of these technologies, as well as for radiometry and photometry at the single-photon level. SPSs based on different physical systems (Parametric down-conversion [4] [5] [6] [7] [8] [9] [10] [11] , quantum dots [12, 13] , trapped ions [14] , molecules [15] and colour centres in diamond [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] ) and single-photon sensitive detectors [26] [27] [28] and cameras [31] are widely available today as well as more complex equipment such as quantum key distribution systems [29, 30] .Despite several recent dedicated studies [32, 33] , a standardized methodology for the characterization of SPSs has not emerged.
The typical parameter employed to test the properties of a SPS is the second order correlation function (or Glauber function) defined as g (2) (τ = 0) = I(t)I(t + τ) I(t) I(t + τ) τ=0 ,
where I(t) is the intensity of the optical field. In the regime of low photon flux, this parameter has been shown to be substantially equivalent to the parameter α introduced by Grangier et al. [35] , which is experimentally measured as the ratio between the coincidence probability at the output of a Hanbury Brown and Twiss interferometer (HBT) [36] , typically implemented by a 50:50 beam-splitter connected to two non-photon-number-resolving detectors, and the product of the click probabilities at the two detectors, i. e.:
where P C , P A , P B are, respectively, the coincidence and click probabilities at the outputs of A, B of an HBT. Due to the equivalence between g (2) (0) and α in the regime typical of quantum optics experiments, all experimental measurements of g (2) (0) in the relevant literature are actually measurements of α, since the two parameters are used substantially without distinction in this community. This work presents a systematic study of the α measurement for a SPS in pulsed regime, with the purpose of developing a measurement procedure and an analysis of the uncertainty to provide an unbiased value of the measurand which is independent of the experimental apparatus used and ultimately producing an estimate unaffected by the non-ideal behavior of the physical systems. Consensus on such a procedure would produce great benefits for the metrology community, enabling the development of SPS characterization techniques that are robust enough for practical measurement services. The results reported in this work were obtained during a pilot study performed by INRIM, NPL and PTB. This is a precursor to organising of an international comparison on the g (2) (0) measurement, which would pave the way for the realization of a mutual recognition agreement on the calibration of key elements for the forthcoming quantum technologies, such as SPSs and single-photon detectors. This comparison was hosted at INRIM from October 16 th to October 29 th 2017 and was composed of two joint measurements of α on the same emitter: one performed by INRIM and PTB and the other one by INRIM and NPL. This procedure was adopted because it allows the results of two measuring devices operating simultaneously to be compared. Measurements on the same source at different times can yield slightly different results, since the imperfectly reproducible alignment of the source can lead to a different amount of noise coupled to the detection system. An SPS based on a Nitrogen-Vacancy centre excited in the pulsed regime, emitting single photons in the spectral range from 650 nm to 750 nm was used as a source.
II. MEASURING TECHNIQUE
With regards to Eq. 2, probabilities P C , P A , P B are estimated as the ratio between the total number of the corresponding events versus the number of excitation pulses during the experiment. The value of the measurand is independent from the total efficiencies (η A , η B ) of individual channels (including detection and coupling efficiency), optical losses and splitting ratio since
The value of the parameter from the experimental data, corrected for the contribution of the background coincidences (due, for example, to stray light or residual excitation light), can be estimated as follows:
where P Cbg , P Abg , P Bbg are, respectively, the coincidence and click probabilities of background photons, calculated analogously to their counterparts P C , P A , P B . Fig. 1 shows the typical chronogram of the behaviour of a pulsed SPS obtained by sampling the coincidence events at the two outputs of an HBT interferometer. The coincidence probability has been estimated as the ratio between the total number of events in the chronogram falling in a proper temporal window w around the central peak (showing antibunching, i.e. the "b" interval in Fig. 1 ) and the total number of excitation pulses occurring in the acquisition time. The product P A P B , corresponding to the probability of accidental coincidences, has been evaluated by integrating the events occurring in an equal interval around the subsequent peak ("c" interval in Fig. 1 ) not showing antibunching (always divided by the number of pulses). Assuming that no events are lost due to detectors' dead time D (measured as D = (50 ± 1) ns), or that its effects are negligible:
where (N i being the coincidence events sampled in the i-th channel)
k w is the number of bins corresponding to the chosen coincidence window w, N bg is the estimated background due to spurious coincidences (the number of events in the "a" interval in Fig 1) and T is the excitation period (expressed in bins). In Fig. 1 two backflash peaks can be observed on either side of the central peak. To avoid overestimating α, these peaks must not be included in the coincidence window. Fig. 2 shows the experimental setup: a laser-scanning confocal microscope whose signal is split by a 50/50 beam-splitter connected to two measurement devices, i. e. two single-photon sensitive HBTs. Note that, according to the model described in Sec. II, the value of α measured by the two HBTs is independent of optical losses and splitting ratio at the beam-splitter. The excitation light, produced by a pulsed laser (48 ps FWHM, 560 pJ per pulse) emitting at 532 nm with a repetition rate R = 2.5 MHz was focused by a 100× oil-immersion objective on the nano-diamond (ND) sample hosting an SPS based on a single NV center. The optical filters used were a notch filter at 532 nm and two long-pass filters (FEL600 and FEL650). The photoluminescence signal (PL) was collected by a multimode fibre and split by a 50/50 beam-splitter (BS). As stated above, each end of the BS was connected to a separate HBT setup used for the joint measurement. In particular:
III. MEASUREMENT FACILITY
• The INRiM facility was composed of a fused 50/50 fibre beam-splitter connected to two Excelitas SPCM-AQR-14-FC Single-Photon Avalanche Detectors (SPADs). Single and coincidence counts were sampled via ID Quantuque ID800 time-to-digital converter (60 ps time resolution). • The NPL facility was composed of a fused 50/50 fibre beam-splitter connected to two Perkin-Elmer SPCM-AQR-14-FC Single-Photon Avalanche Detectors (SPADs). Coincidence counts were sampled via PicoQuant HydraHarp 400 multichannel picosecond event timer (1 ps time resolution).
• The PTB facility was composed of a fused 50/50 fibre beam-splitter connected to two Excelitas SPCM-AQR-14-FC Single-Photon Avalanche Detectors (SPADs). Single and coincidence counts were sampled via PicoQuant HydraHarp 300 multichannel picosecond event timer (4 ps time resolution).
The detailed description of the sample fabrication and preparation is reported elsewhere [37] .
IV. RESULTS
Each measurement consisted of 10 runs each of 500 s acquisition time. The total channel efficiency, accounting for coupling efficiency, optical losses and detection efficiency (excluding the splitting ratio of the detector-tree), has been estimated as η T OT = (1.76 ± 0.01)%. The coincidence window w considered for evaluating the reported α was w = 16 ns. By repeating the analysis for different temporal widths w it was observed that the results were consistent as long as the backflash peaks were not included in the coincidence window (see Fig. 6 ). Figures 3, 4 show the distributions of the α exp values measured by each partner; the continuous line indicates the mean value and the dashed lines draw a 1-σ confidency band around the mean value. Tables I-IV report the uncertainty budgets associated with the measurements. The summary of the results of the joint measurement is presented in Tab. V. We observe that individual measurement sessions (INRIM/NPL and INRIM/PTB) yield results that are extremely consistent. Mechanical instability in the coupling of the source may be the reason why the two sessions are not perfectly in agreement and the results of the INRIM/PTB joint measurements yield a slightly higher α value (as well as greater associated uncertainty) with respect to the INRIM/NPL ones. In fact, the agreement in the INRIM/NPL measurements is better than indicated by Fig. 4 and the calculations, since the NPL measurements took longer than the INRIM measurements, the last two NPL measurements being performed after INRIM had completed its measurements. However, all values are compatible within the uncertainty (k=2). The uncertainties on the results of the measurements have been calculated as combined standard uncertainties for correlated input parameters N x (x = C, ξ , bg) according to the formula [38] : 
where the correlation coefficient ρ xy is defined as V. LIFETIME ESTIMATION
The mean lifetime associated with the source has been estimated by numerically fitting the coincidence histograms (as in Fig.  1 ) via the single-exponential function [40] [41] [42] 
where a corresponds to the number of background coincidences, b is a normalization factor, δ 0n is the Dirac Delta, c is the number of excited emitters, n is the excitation pulse number, ∆t is the excitation period and, finally, d accounts for the lifetime (convoluted with the detectors' jitter) of the center. Fig. 5 shows the results of the lifetime estimation independently performed by the partners. Each value in the plot represents the mean of the results of 10 fits (one for each experimental run performed by one partner).Averaging the results, it is obtained the value t LIFE = (15.34 ± 0.08) ns. The agreement among the lifetime estimations further corroborates the accuracy of the comparison. 
VI. DEPENDENCE ON THE COINCIDENCE WINDOW
To prove that the estimation of α is independent of the choice of the time interval of integration, we performed an analysis of the values of the measurand obtained by varying the coincidence window w. The results are shown in Fig. 6 , demonstrating that, as far as the backflash peaks are not included in the integration, the estimate is consistent independently of w.
VII. CONCLUSIONS
A pilot study on the characterization of a pulsed-pumped test SPS based on a NV centre in nanodiamonds was performed by INRIM, NPL and PTB and hosted by INRIM. This study will greatly benefit the single-photon metrology community, as well as rapidly-growing quantum-technology-related industries. The main results of this study was the development of a standardized measurement technique as well as an uncertainty estimation procedure. The validity of the technique is demonstrated by the results obtained, confirming a system-independent (and unaffected by the non-ideality of the apparatus), estimate of g (2) (0) and its uncertainty, compatible within the uncertainty (k=2). 
