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MIRKOVIC´-VILONEN CYCLES AND POLYTOPES
JOEL KAMNITZER
Abstract. We give an explicit description of the Mirkovic´-Vilonen cycles on the affine
Grassmannian for arbitrary complex reductive groups. We also give a combinatorial char-
acterization of the MV polytopes. We prove that a polytope is an MV polytope if and only
if it a lattice polytope whose defining hyperplanes are parallel to those of the Weyl poly-
topes and whose 2-faces are rank 2 MV polytopes. As an application, we give a bijection
between Lusztig’s canonical basis and the set of MV polytopes.
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1. Introduction
1.1. Background. Let G be a complex connected reductive group and let G∨ be its Lang-
lands dual group. Let K = C((t)) denote the field of Laurent series and let O = C[[t]]
denote the ring of power series. The quotient Gr = G(K)/G(O) is called the affine Grass-
mannian. The geometric Satake correspondence of Lusztig [L1], Ginzburg [G], Beilinson-
Drinfeld [BD], and Mirkovic´-Vilonen [MV2] provides a connection between the geometry of
Gr and the representation theory of G∨.
Theorem A (Lusztig). For each λ ∈ X+∗ , the set of dominant weights of G
∨, there exists
a subvariety Grλ of Gr such that IH(Grλ) ∼= Vλ.
Here IH(Grλ) denotes the intersection homology of Grλ and Vλ denotes the irreducible
representation of G∨ of highest weight λ.
As a simple example, take G = GLn (in this case G
∨ = GLn) and λ = (1, . . . , 1, 0, . . . , 0)
(where there are k 1s). Then Grλ ∼= Gr(k, n), the usual Grassmannian of k-planes in Cn.
Since Gr(k, n) is smooth, IH(Grλ) = H(Gr(k, n)). Recall that the homology of Gr(k, n) has
a basis given by the Schubert varieties, which are naturally indexed by k element subsets
of {1, . . . , n}.
In this case, the right hand side Vλ is the representation of GLn on Λ
k
C
n, which also has
a basis indexed by k-element subsets of {1, . . . , n}. The geometric Satake correspondence
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says that this is not a coincidence, but rather part of a larger pattern which holds for all
finite dimensional representations of complex reductive groups.
Mirkovic´-Vilonen extended Lusztig’s work as follows.
Theorem B (Mirkovic´-Vilonen). There exists a family of subvarieties of the affine Grass-
mannian, called Mirkovic´-Vilonen cycles, such that the subset lying in Grλ forms a basis
for IH(Grλ).
Hence we get a basis for Vλ indexed by MV cycles. In the above example, the MV cycles
are exactly the Schubert varieties.
These theorems motivate the following question:
Question 1. Can we use the MV cycles in Grλ to understand the combinatorics of bases
for the representation Vλ?
In our simple example, we can use the Schubert varieties in Gr(k, n) to see that ΛkCn
has a basis indexed by the k element subsets of {1, . . . , n}.
Some attempts have been made to give a combinatorial description of the MV cycles.
The problem is that the MV cycles are mysterious, since they are defined as the components
of intersections of opposite “semi-infinite orbits”. Gaussent-Littelmann [GL] associated an
MV cycle to each Littelmann path, by considering certain resolutions of Grλ.
A different approach is due to Anderson [A2]. He proposed understanding MV cycles
by looking at their moment polytopes, which he called MV polytopes. Anderson used the
above results of Lusztig and Mirkovic´-Vilonen to show that MV polytopes could be used
to count weight and tensor product multiplicities for G∨. However, he could not give a
characterization of the MV polytopes since he did not have an explicit description of the
MV cycles.
Anderson-Kogan [AK1] studied MV cycles for GLn by means of the lattice model for Gr.
They gave a recipe for producing MV cycles and polytopes for GLn, but not an explicit
description of the cycles and polytopes.
1.2. Main result. In this paper, we give an explicit combinatorial description of the MV
cycles and polytopes uniform across all types. We begin with the notions of “pseudo-Weyl
polytope” and “GGMS stratum” (see sections 2.3, 2.4). A pseudo-Weyl polytope is a lattice
polytope whose defining hyperplanes are parallel to those of the Weyl polytopes. A GGMS
stratum, whose moment map image is a pseudo-Weyl polytope, is the intersection of semi-
infinite cells, one for each element of the Weyl group. A pseudo-Weyl polytope and a GGMS
stratum are each described by a collection of integers, one for each “chamber weight”. On
the polytope side, these integers give the positions of the defining hyperplanes, while on
the GGMS stratum side, they are the values of certain constructible functions (section 2.5).
More concretely, if
(
Mγ
)
γ∈Γ
is such a collection of integers, then
P (M•) := {α ∈ tR : 〈α, γ〉 ≥Mγ for all γ} A(M•) := {L ∈ Gr : Dγ(L) =Mγ for all γ}
are the corresponding pseudo-Weyl polytope and GGMS stratum.
The important point is to determine for which collections of integers is the closure of the
resulting GGMS stratum an MV cycle. The key idea is that our constructible functions are
closely related to the valuations of the generalized minors of Berenstein-Zelevinsky [BZ1]
and that the Plu¨cker relations hold among these generalized minors. Thus we are lead to
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the tropical form of these relations, which is obtained by replacing + with min and × with
+ in these relations (see section 3.2).
Theorem C (Theorem 3.1). If M• satisfies the “tropical Plu¨cker relations” and certain
“edge inequalities”, then A(M•) is an MV cycle and P (M•) is an MV polytope. Moreover
all MV cycles and polytopes arise this way.
The following corollary follows from the form of the “tropical Plu¨cker relations”.
Theorem D. A pseudo-Weyl polytope is an MV polytope if and only if every 2-face is an
MV polytope of the appropriate rank 2 group. The MV polytopes for SL3 and Sp4 are given
in figures 2 and 3.
Section 4 and 5 are devoted to the proof of Theorem 3.1. In section 4, we explain how
each reduced word i for w0 gives a decomposition of the affine Grassmannian into irreducible
pieces according to i-Lusztig datum. We prove (Theorem 4.2) that the closures of these
pieces are the MV cycles. In this section, we use the results of Berenstein-Fomin-Zelevinsky
[BFZ1, BZ1, FZ] concerning generalized minors. In section 5, we consider the overlap of
decompositions for different i. The key is to first consider reduced words i, i′ which differ
by a braid move (section 5.1). Here we use a result of Lusztig and Berenstein-Zelevinsky on
the comparison between different parametrizations of the upper triangular subgroup of G.
Using this knowledge, we are able to prove that the MV cycles are as described in Theorem
3.1.
1.3. Applications. After proving this main theorem, we give a number of applications.
First we consider the problem of decomposing MV polytopes under Minkowski sum (sec-
tion 6). In low rank cases, Anderson [A2] gave certain “prime” MV polytopes which he
conjectured generated all the MV polytopes under Minkowski sums. We show that for any
group G, there exists such a finite set of prime MV polytopes and moreover we show how
to find these prime polytopes (Theorem 6.2).
Combining our result with the work of Lusztig [L2] and Berenstein-Zelevinsky [BZ2],
shows that there is a bijection between Lusztig’s canonical basis and the set of MV polytopes
(Theorem 7.2). In the case of MV cycles, the tropical Plu¨cker relations appear naturally
(see section 3.2), whereas their appearance in [BZ2] to describe the canonical basis was
unexpected. Thus, we have bijections
(1) B ←→ P ←→M
where B denotes the canonical basis, P denotes the set of MV polytopes, and M denotes
the set of MV cycles. In [K], we show that these bijections are isomorphisms of crystals
with respect to the Kashiwara-Lustzig crystal structure on the canonical basis and the
Braverman-Finkelberg-Gaitsgory crystal structure on the set of MV cycles.
Another important application of our main result is to answer Question 1. Using the work
of Mirkovic-Vilonen [MV1] and Anderson [A2], we give a combinatorial description of the
BZ data which index the MV basis for Vλ (Theorem 8.3). In [BZ2], Berenstein-Zelevinsky
gave the BZ data which index the canonical basis for Vλ. These two sets are the same,
even though there is a subtle difference in their descriptions. Finally, we use the work of
Anderson to give a tensor product multiplicity formula in terms of counting BZ data.
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There is a close connection between our work and the Anderson-Kogan description of
MV cycles and polytopes for GLn. In fact, their work served as an important source of
motivation. The details of this connection are explained in section 9. In particular, we show
that their methods of producing MV cycles and polytopes from Kostant pictures fits into
our framework (Theorems 9.8 and 9.12).
1.4. Acknowledgements. I would first like to thank my advisor Allen Knutson. His
encouragement and suggestions have proved valuable at many key stages of this project.
I thank Alexander Braverman and Peter Littelmann for lectures and conversations which
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Arkady Berenstein, Edward Frenkel, Tom Graber, Andre´ Henriques, Misha Kogan, Ivan
Mirkovic´, Scott Morrison, David Nadler, Arun Ram, Bernd Sturmfels, Peter Tingley, Kari
Vilonen, Soroosh Yazdani, and Andrei Zelevinsky.
I am especially grateful to Allen Knutson and Peter Tingley for their careful reading of
this text.
During this work, I was supported financially by an NSERC postgraduate scholarship.
2. Main definitions
2.1. Notation. If G is complex connected reductive group, then its affine Grassmannian is
the disjoint union of pi1(G) many copies of the affine Grassmannian of the simply-connected
semisimple group with the same root system as G. So here we only consider the case G
connected simply-connected semisimple. As another simplification, we consider only the
case of G singly and doubly-laced. Extending our results to include G2 factors is quite
simple; it just requires including the extra cases of aij = −3 and aji = −3 in the statement
of the tropical Plu¨cker relations (section 3.2) and in Propositions 5.1 and 5.2. The case
aij = −3 appears in [BZ1] and the case aji = −3 can be easily derived from there.
Let G be a connected simply-connected semisimple complex group.
Let T be a maximal torus of G and let X∗ = Hom(T,C×),X∗ = Hom(C
×, T ) denote
the weight and coweight lattices of T . Let ∆ ⊂ X∗ denote the set of roots of G. Let
W = N(T )/T denote the Weyl group.
Let B be a Borel subgroup of G containing T . Let α1, . . . , αr and α
∨
1 , . . . , α
∨
r denote the
simple roots and coroots of G with respect to B. Let N denote the unipotent radical of B.
Let Λ1, . . . ,Λr be the fundamental weights. Let I = {1, . . . , r} denote the vertices of the
Dynkin diagram of G. Let aij = 〈α
∨
i , αj〉 denote the Cartan matrix. Let ρ :=
∑
Λi, ρ
∨ :=∑
Λ∨i be the Weyl and dual Weyl vectors.
Let s1, . . . , sr ∈W denote the simple reflections. Let e denote the identity in W and let
w0 denote the longest element of W . Let m denote the length of w0 or equivalently the
number of positive roots. We will also need the Bruhat order on W , which we denote by ≥.
We also use ≥ for the usual partial order on X∗, so that µ ≥ ν if and only if µ−ν is a sum
of positive coroots. More generally, we have the twisted partial order ≥w, where µ ≥w ν if
and only if w−1 · µ ≥ w−1 · ν.
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Let tR := X∗⊗R (the Lie algebra of the compact form of T ). For each w, we extend ≥w
to a partial order on tR, so that β ≥w α if and only if 〈β − α,w · Λi〉 ≥ 0 for all i.
For each i ∈ I, let ψi : SL2 → G be denote the ith root subgroup of G.
For w ∈W , let w denote the lift of w to G, defined using the lift of si := ψi
([
0 1
−1 0
])
.
A reduced word for an element w ∈ W is a sequence of indices i = (i1, . . . , ik) ∈ I
k
such that w = si1 · · · sik is a reduced expression.
Let kpf denote the Kostant partition function on X∗, so that kpf(µ) is the number
of ways to write µ as a sum of positive coroots.
If X is any variety, we write Comp(X) for the set of components of X.
2.2. Affine Grassmannian. For the purposes of this paper, it will be convenient to write
the affine Grassmannian as the left quotient Gr = G(O) \ G(K). We view Gr as an ind-
scheme over C whose set of C points is G(O)\G(K). Similarly, we view G(K), N(K),Km as
ind-schemes over C. More explicitly, they are the results of applying the formal loop space
functor to G,N,Cm. For more details, see [FB, Sections 11.3.3, 20.3.3].
A coweight µ ∈ X∗ gives a homomorphism C
× → T and hence an element of Gr. We
denote the corresponding element tµ. It is easy to see that these tµ are the fixed points for
the action of T (C) on Gr.
For w ∈W , let Nw = wNw
−1. For w ∈W and µ ∈ X∗ define the semi-infinite cells
(2) Sµw := t
µNw(K).
To a certain extent, these semi-infinite cells behave like the Schubert cells on a finite di-
mensional flag variety. In particular, they are each attracting cells for a certain C× action
on Gr. The choice of w ∈W gives us a map w · ρ∨ : C× → T and we have
(3) Sµw = {L ∈ Gr : lim
s→∞
L · (w · ρ∨)(s) = tµ}.
The semi-infinite cells have the simple containment relation (see [MV1])
(4) Sµw =
⋃
ν≥wµ
Sνw.
Lemma 2.1. If Sµw ∩ Sνv 6= ∅ then ν ≥w µ.
Proof. Let L ∈ Sµw ∩ Sνv . Then by (3), t
ν = lims→∞L · (v · ρ
∨)(s). Since Sµw is T -invariant,
this shows that tν ∈ Sµw. So by (4), ν ≥w µ. 
Let µ1, µ2 be coweights with µ1 ≤ µ2. Following Anderson [A2], a component of S
µ1
e ∩ S
µ2
w0
is called an MV cycle of coweight (µ1, µ2). It is well-known that this intersection is finite
dimensional. (In fact, it is known that this intersection has pure dimension 〈µ2 − µ1, ρ〉,
but we will not need this fact.)
Note thatX∗ acts on Gr by ν·L := L·t
ν . Since T normalizes Nw, we see that ν·S
µ
w = S
µ+ν
w .
So if A is a component of Sµ1e ∩ S
µ2
w0 , then ν · A is a component of S
µ1+ν
e ∩ S
µ2+ν
e . So X∗
acts on the set of all MV cycles. The orbit of an MV cycle of coweight (µ1, µ2) is called a
stable MV cycle of coweight µ2 − µ1. Note that a stable MV cycle of coweight µ has a
unique representative of coweight (ν, ν + µ) for any coweight ν.
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LetM denote the set of stable MV cycles and letM(µ) denote the set of those of coweight
µ. It is well-known that there are kpf(µ) stable MV cycles of coweight µ (for example this
follows from [BFG, section 13], or from [A2]).
Following Anderson [A2], given a T -invariant closed subvariety A of the affine Grassman-
nian, let Φ(A) ⊂ tR be the convex hull of {µ ∈ X∗ : t
µ ∈ A}. By [A2], this is the moment
polytope for the T action on the affine Grassmannian.
For example, by (4), we see that Φ(Sµw) = C
µ
w := {α ∈ tR : α ≥w µ} = {α : 〈α,w · Λi〉 ≥
〈µ,w · Λi〉 for all i}.
If A is an MV cycle of coweight (µ1, µ2), then we say that Φ(A) is an MV polytope
of coweight (µ1, µ2). The action of X∗ on the set of MV cycles gives an action of X∗ on
the set of MV polytopes. In fact, it is easy to see that ν · P = P + ν. The orbit of an MV
polytope of coweight (µ1, µ2) is called a stable MV polytope of coweight µ2− µ1. Let P
denote the set of stable MV polytopes.
2.3. Pseudo-Weyl polytopes. We will start our investigation by examining a larger fam-
ily of polytopes, called pseudo-Weyl polytopes. We will show how to pick out the MV
polytopes from the pseudo-Weyl polytopes. The idea that all MV polytopes should be
pseudo-Weyl polytopes is due to Anderson.
For λ ∈ X+∗ , Wλ = conv(W · λ) ⊂ tR is called the λ-Weyl polytope. Recall that the
Weyl polytope Wλ can be described in three different ways. It is the convex hull of the
orbit of λ, it is the intersection of translated and reflected cones, and it is the intersection
of half spaces. In particular,
Wλ =
⋂
w
Cw·λw = {α ∈ tR : 〈α,w · Λi〉 ≥ 〈w0 · λ,Λi〉 for all w ∈W and i ∈ I}.
Following Berenstein-Zelevinsky [BZ1], we call a weight w · Λi a chamber weight of level
i. So the chamber weights Γ :=
⋃
w∈W,i∈I w · Λi are dual to the hyperplanes defining any
Weyl polytope.
Suppose we are given a collection of coweights µ• = (µw)w∈W such that µv ≥w µw for all
v,w ∈W . Then we can form the polytope
P (µ•) :=
⋂
w
Cµww
A pseudo-Weyl polytope is any polytope of this form.
Pseudo-Weyl polytopes also admit a description in terms of intersecting half spaces.
LetM• =
(
Mγ
)
γ∈Γ
be a collection of integers, one for each chamber weight. Given such a
collection, we can form P (M•) := {α ∈ tR : 〈α, γ〉 ≥Mγ for all γ ∈ Γ}. This is the polytope
made by translating the hyperplanes defining the Weyl polytopes to distances Mγ from the
origin.
Proposition 2.2. Let µ• =
(
µw
)
w∈W
be a collection of coweights such that µv ≥w µw for
all v,w. Then the set of vertices of P (µ•) is the collection µ• (which may have repetition).
A pseudo-Weyl polytope has defining hyperplanes dual to the chamber weights. In partic-
ular, if P is a pseudo-Weyl polytope with vertices µ•, then P = P (M•) where
(5) Mw·Λi = 〈µw, w · Λi〉.
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PSfrag replacements
µe µs1
µs1s2
µs1s2s1µs2s1
µs2
Λ1
s1·Λ1
s1s2·Λ2
Λ2
s2·Λ2
s2s1·Λ1
Figure 1. A pseudo-Weyl polytope for SL3.
Moreover, the M• satisfy the following condition which we call the edge inequalities.
For each w ∈W and i ∈ I, we have:
(6) Mwsi·Λi +Mw·Λi +
∑
j 6=i
ajiMw·Λj ≤ 0
Conversely, suppose that a collection of integers
(
Mγ
)
γ∈Γ
satisfies the edge inequalities.
Then the polytope P (M•) is pseudo-Weyl polytope with vertices given by
(7) µw =
∑
i
Mw·Λiw · α
∨
i .
Figure 1 shows an example of a pseudo-Weyl polytope for G = SL3 with vertices and
chamber weights labelled.
In appendix A, we will introduce the notion of dual fan of a polytope and will show that
pseudo-Weyl polytopes are exactly those lattice polytopes whose dual fan is a coarsening
of the Weyl fan. We will also give a proof of Proposition 2.2.
Let P be a pseudo-Weyl polytope, P = conv(µ•) = P (M•). For any w ∈ W, i ∈ I, there
is an edge connecting µw and µwsi. We have
(8) µwsi − µw = cw · α
∨
i , where c = −Mw·Λi −Mwsi·Λi −
∑
j 6=i
ajiMw·Λj .
We call c the length of the edge from µw to µwsi. Note that it is the negative of the left
hand side of (6).
2.4. GGMS strata. The geometric version of the pseudo-Weyl polytopes are the Gelfand-
Goresky-MacPherson-Serganova (GGMS) strata on the affine Grassmannian. These GGMS
strata will be our candidates to be MV cycles. These GGMS strata on the affine Grass-
mannian were first considered as potential MV cycles by Anderson-Kogan [AK1].
Given any collection µ• =
(
µw
)
w∈W
of coweights, we can form the GGMS stratum
(9) A(µ•) :=
⋂
w∈W
Sµww .
By Lemma 2.1, this intersection is empty unless µv ≥w µw for all v,w. So we will only
consider such collections.
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We will prove that each MV cycle is the closure of A(µ•) for an appropriate µ•. Once
we know which of these are MV cycles, we will also know the MV polytopes, since we have
the following easy lemma, which is a version of Theorem D from [AK1].
Lemma 2.3. Let µ• be as above. Then Φ
(
A(µ•)
)
= conv(µ•), or A(µ•) = ∅.
Proof. Let X = A(µ•). Assume that X is non-empty. Let P denote the moment polytope
of X. We know that P is the convex hull of the set {µ ∈ X∗ : t
µ ∈ X}.
For each w ∈ W consider the one parameter subgroup w · ρ∨ : C× → T . Let L ∈ A(µ•).
Since X is closed and T -invariant, lims→∞L · (w · ρ
∨)(s) ∈ X. But since L ∈ Sµww , we see
that lims→∞ L · (w · ρ
∨)(s) = tµw .
Hence tµw ∈ X for all w ∈W . Hence conv(µ•) ⊂ P .
Conversely, if tν ∈ X, then tν ∈ Sµww for each w ∈ W . So ν ∈ C
µw
w . Hence ν ∈ ∩wC
µw
w .
Since ∩wC
µw
w = conv(µ•) is convex, this shows that P ⊂ conv(µ•). 
For each L ∈ Gr, let P (L) denote the pseudo-Weyl polytope corresponding to the GGMS
stratum containing L.
2.5. The functions Dγ. We now introduce constructible functions on the affine Grass-
mannian whose joint level sets are the GGMS strata. These functions are new, but were
motivated by the work of Speyer [S].
If U is a vector space over C, the vector space U ⊗K has a filtration by · · · ⊂ U ⊗ tO ⊂
U ⊗ O ⊂ U ⊗ t−1O ⊂ · · · . We use this filtration to define a function val on U ⊗ K, by
val(u) = k if u ∈ U ⊗ tkO and u /∈ U ⊗ tk+1O.
Fix a high weight vector vΛi in each fundamental representation VΛi of G. For each
chamber weight γ = w · Λi, let vγ = w · vΛi . Since G acts on VΛi , G(K) acts on VΛi ⊗K.
For each γ ∈ Γ define the function Dγ by:
(10)
Dγ : Gr → Z
[g] 7→ val(g · vγ)
This gives a well-defined function on Gr = G(O)\G(K), since if g ∈ G(O) and u ∈ VΛi⊗K,
then val(g · u) = val(u).
The functions Dγ have a simple structure with respect to the semi-infinite cells. If
γ = w · Λi, then vγ is invariant under Nw(K). This immediately implies the following
lemma.
Lemma 2.4. Let w ∈ W . The function Dw·Λi takes the constant value 〈µ,w · Λi〉 on S
µ
w.
In fact,
Sµw = {L ∈ Gr : Dw·Λi(L) = 〈µ,w · Λi〉 for all i}.
Let M• be a collection of integers, one for each chamber weight. Then we consider the
joint level set of the functions D•,
(11) A(M•) := {L ∈ Gr : Dγ(L) =Mγ for all γ ∈ Γ}.
Let µ• be a collection of coweights describing a pseudo-Weyl polytope. Let M• be the
corresponding collection of integers defined by (5). Then by Lemma 2.4, we have two
descriptions of the GGMS stratum: A(µ•) = A(M•).
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By Proposition 2.2, we also have two different descriptions of the pseudo-Weyl polytope:
conv(µ•) = P (M•).
If the GGMS stratum is non-empty, then the GGMS stratum and the pseudo-Weyl poly-
tope are related in two different ways:
A(µ•) = A(M•) = {L ∈ Gr : P (L) = conv(µ•) = P (M•)},
Φ
(
A(µ•)
)
= Φ
(
A(M•)
)
= conv(µ•) = P (M•),
where the first line of equations is by the definition of P (L) and the second is by Lemma
2.3.
3. BZ data and MV cycles
Now we will give necessary and sufficient conditions on a collection M• for A(M•) to be
an MV cycle.
3.1. Generalized minors. For this purpose, it is necessary to understand better the func-
tions D•. To that end, we consider the generalized minors of Berenstein-Zelevinsky [BZ1].
For each chamber weight γ of level i, they introduced the function
(12)
∆γ : G→ C
g 7→ 〈g · vγ , v−Λi〉
(note that v−Λi ∈ V−w0·Λi = V
⋆
Λi
).
When G = SLn, a chamber weight of level i is just an i element subset of {1, . . . , n} and
∆γ(g) is the minor of g using the first i rows and column set γ.
The function Dγ on the affine Grassmannian is closely related to the valuation of ∆γ . In
general, one can see that val(∆γ(g)) ≥ Dγ([g]) (see the remarks at the beginning of section
4.6). We will show (in the course of the proof of Theorem 4.5) that if L ∈ Gr, then there
exists g ∈ G(K) such that [g] = L and Dγ(L) = val(∆γ(g)) for all γ.
3.2. Tropical Plu¨cker relations. Berenstein-Zelevinsky [BZ1] established certain three-
term Plu¨cker relations among these generalized minors. As our functions Dγ are closely
related to the valuation of these generalized minors, we would expect some relations among
them coming from the tropical Plu¨cker relations.
In general, the process of passing from relations among Laurent series to relations among
integers using val is called tropicalization (see [SS]). Note that if a, b ∈ K, then
val(ab) = val(a) + val(b), val(a+ b) ≥ min(val(a), val(b)),
with equality holding in the second equation as long as the leading terms of a and b do
not cancel. So if a, b, c, d ∈ K satisfy the equation a = (b+ c)d, then the naive form of the
tropicalization is
A = min(B,C) +D
where A,B,C,D denote the valuations of a, b, c, d.
We will show that this naive tropicalization is enough to understand the values of the
Dγ on an open subset of each MV cycle. This motivates the following definition which
originally appeared (though with a different motivation) in [BZ2].
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Let w ∈ W, i, j ∈ I be such that wsi > w,wsj > w, i 6= j. We say that a collection(
Mγ
)
γ∈Γ
satisfies the tropical Plu¨cker relation at (w, i, j) if aij = 0 or if
(i) if aij = aji = −1, then
(13) Mwsi·Λi +Mwsj ·Λj = min(Mw·Λi +Mwsisj ·Λj ,Mwsjsi·Λi +Mw·Λj);
(ii) if aij = −1, aji = −2, then
(14)
Mwsj ·Λj +Mwsisj ·Λj +Mwsi·Λi = min
(
2Mwsisj ·Λj +Mw·Λi ,
2Mw·Λj +Mwsisjsi·Λi ,
Mw·Λj +Mwsjsisj ·Λj +Mwsi·Λi
)
,
Mwsjsi·Λi + 2Mwsisj ·Λj +Mwsi·Λi = min
(
2Mw·Λj + 2Mwsisjsi·Λi ,
2Mwsjsisj ·Λj + 2Mwsi·Λi ,
Mwsisjsi·Λi + 2Mwsisj ·Λj +Mw·Λi
)
;
(iii) if aij = −2, aji = −1, then
(15)
Mwsjsi·Λi +Mwsi·Λi +Mwsisj ·Λj = min
(
2Mwsi·Λi +Mwsjsisj ·Λj ,
2Mwsisjsi·Λi +Mw·Λj ,
Mwsisjsi·Λi +Mw·Λi +Mwsisj ·Λj
)
,
Mwsj·Λj + 2Mwsi·Λi +Mwsisj ·Λj = min
(
2Mwsisjsi·Λi + 2Mw·Λj ,
2Mw·Λi + 2Mwsisj ·Λj ,
Mw·Λj + 2Mwsi·Λi +Mwsjsisj ·Λj
)
.
We say that a collection M• =
(
Mγ
)
γ∈Γ
satisfies the tropical Plu¨cker relations if it
satisfies the tropical Plu¨cker relation at each (w, i, j).
3.3. BZ data. A collection
(
Mγ
)
γ∈Γ
is called a BZ (Berenstein-Zelevinsky) datum of
coweight (µ1, µ2) if:
(i) M• satisfies the tropical Plu¨cker relations.
(ii) M• satisfies the edge inequalities (6).
(iii) MΛi = 〈µ1,Λi〉 and Mw0·Λi = 〈µ2, w0 · Λi〉 for all i.
The corresponding pseudo-Weyl polytope P (M•) will have lowest vertex µe = µ1 and
highest vertex µw0 = µ2.
Our main result, which will be proven in sections 4 and 5, is the following characterization
of MV cycles and polytopes.
Theorem 3.1. Let M• be a BZ datum of coweight (µ1, µ2). Then A(M•) is an MV cycle
of coweight (µ1, µ2), and each MV cycle arises this way for a unique BZ datum M•.
Hence a pseudo-Weyl polytope P (M•) is an MV polytope if and only if M• satisfies the
tropical Plu¨cker relations.
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In general if Y ⊂ X is irreducible and f : X → S is a constructible function, then there
is a unique value s ∈ S such that f−1(s)∩ Y is dense in Y . In this situation, s is called the
generic value of f on Y .
Using this language, Theorem 3.1 says that if A is an MV cycle and if Mγ is the generic
value of Dγ on A for each γ, then M• is a BZ datum.
3.4. MV polytopes. In the case of G = SL3, it is possible to give a very explicit descrip-
tion of the BZ data and MV polytopes. In this case we have Γ = {1, 2, 3, 12, 13, 23} where
we use 2 as shorthand for (0, 1, 0) ∈ X∗, 23 for (0, 1, 1), etc.
There is only one tropical Plu¨cker relation (which occurs at (w = 1, i = 1, j = 2)),
(16) M2 +M13 = min{M1 +M23,M3 +M12}.
Translated into the world of polytopes, we note that pseudo-Weyl polytopes for SL3
are hexagons with every pair of opposite sides parallel and all sides meeting at 120◦. The
above relation (16) shows that a pseudo-Weyl polytope is an MV polytope if and only if
the distance between the middle pair of opposite sides is the maximum of the distances
between the other two pairs of opposite sides. Hence there are two possible forms for SL3
MV polytopes, depending on which distance achieves this maximum. Here are example of
each of the two kinds (where µ1 marks the e vertex and µ2 marks the w0 vertex).
PSfrag replacements
µ1µ1
µ2
µ2
Figure 2. The SL3 MV polytopes.
In the case of G = Sp4, there are two equivalent tropical Plu¨cker relation (occurring at
(w = 1, i = 1, j = 2) and at (w = 1, i = 2, j = 1)). Examining the possible cases in either
(14) or (15) shows there are the following four possible types of polytopes.
PSfrag replacements
µ1 µ1 µ1µ1
µ2 µ2 µ2
µ2
Figure 3. The Sp4 MV polytopes.
In each case, there are certain interior edges going in root directions and connecting pairs
of vertices. These edges are shown by dotted lines in the above pictures. The vertices
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connected by these edges are never the highest or lowest vertices. Also, the edges in a
particular picture do not cross. Moreover, we see that for SL3 and Sp4 there is a 1-1
correspondence between maximal such arrangements and types of MV polytopes. We do
not have a good theoretical explanation for this phenomenon.
Each tropical Plu¨cker relation concerns the placement of the hyperplanes incident to a
particular 2-face of the pseudo-Weyl polytope. Hence we see that if rank(G) > 2, then a
pseudo-Weyl polytope is an MV polytope if and only if all of its 2-faces are MV polytopes.
So a pseudo-Weyl polytope is an MV polytope if and only if all of its 2-faces are rectangles
(the MV polytopes for SL2 × SL2) or one of the above types. More generally, this shows
that any face of an MV polytope is an MV polytope. It is possible to understand this fact
using the restriction map qJ introduced by Braverman-Gaitsgory [BG] and further discussed
[K].
A small caveat is in order. Each MV polytope comes with a labelling of its vertices
by Weyl group elements. When we look at a face of an MV polytope, this induces a
labelling of the elements of that face by the corresponding Weyl group. On the other hand,
this labelling is automatic, because it is the only labelling consistent with its presentation
as a pseudo-Weyl polytope (for example the “e” vertex always has to be the lowest weight
vertex). When we say that a face is an MV polytope, we really mean that we are considering
this face along with its induced labelling. This is important because as can be seen from
SL3 MV polytopes, the rotation/reflection of an MV polytope is not necessarily an MV
polytope.
4. Lusztig data decomposition
4.1. Reduced words and paths. Fix a reduced word i = (i1, . . . , ip) for an element
w ∈W . The word i determines a sequence of distinct Weyl group elements wik := si1 · · · sik
and distinct positive coroots βik := w
i
k−1 · α
∨
ik
, k = 1 . . . p. In particular, when w = w0, we
get all the positive coroots this way.
We say that a chamber weight γ is an i-chamber weight if it is of the form wik · Λj for
some k, j. We write Γi for the set of all i-chamber weights. Let γik = w
i
k · Λik .
Because of the relationship sj · Λi = Λi for j 6= i, it is fairly easy to see that Γ
i consists
of m+ r elements: the γik and the fundamental weights (see [BZ1, Prop 2.9]).
It is worth keeping in mind the polytope combinatorics associated to this choice of reduced
word. Let Σ := Wρ∨ be the ρ
∨-Weyl polytope. We will refer to this polytope as the
permutahedron. For each w ∈ W , it has a vertex ww0 · ρ
∨ which we call the w vertex
of Σ. For each w ∈ W and i ∈ I, there is an edge connecting the w vertex and the wsi
vertex. Understanding the faces of the permutahedron is enough to understand the faces of
any pseudo-Weyl polytope since there is a map from the set of faces of the permutahedron
onto the set of faces of any pseudo-Weyl polytope (see appendix A).
A reduced word i determines a distinguished path wi0 = e, w
i
1 = si1 , w
i
2, . . . , w
i
m = w
through the 1-skeleton of Σ. The kth leg of this path is the vector wik−1 · ρ− w
i
k · ρ = β
i
k.
The i-chamber weights are exactly those dual to hyperplanes incident to the vertices along
this path.
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1
2
3
12
2313
123 213
321
231
PSfrag replacements
β1
β2
β3
Figure 4. The permutahedron for SL3.
Example 1. Consider G = SL3. Let i = (1, 2, 1), then
wi1 = 213, w
i
2 = 231, w
i
3 = 321,
and
βi1 = (1,−1, 0), β
i
2 = (1, 0,−1), β
i
3 = (0, 1,−1).
Also,
γi1 = 2, γ
i
2 = 23, γ
i
3 = 3,
where we write (0, 1, 0) as 2, (0, 1, 1) as 23, etc.
The fundamental weights 1, 12 are also i-chamber weights, so in fact every chamber weight
is a i-chamber weight except for 13.
In figure 4, we show the permutahedron for SL3 along with the distinguished path cor-
responding to i and the hyperplanes defined by each chamber weight.
4.2. Lusztig data. Let i = (i1, . . . , im) be a reduced word for w0. If P = conv(µ•) is a
pseudo-Weyl polytope, we also get a distinguished path µe, µsi1 , µsi1si2 , . . . , µw0 through the
1-skeleton of P . Let n1, . . . , nm be the sequence of lengths of the edges of this path. We
call the vector (n1, . . . , nm) the i-Lusztig datum of P.
Let n• ∈ N
m. We say that n• is an i-Lusztig datum of coweight µ if µ =
∑
k nkβ
i
k.
For such n•, let Q
i(n•) be the collection of pseudo-Weyl polytopes P = conv(µ•), such
that P has i-Lusztig datum n• and lowest vertex µe = 0. Note that if P ∈ Q
i(n•), then
µw0 =
∑
k nkβ
i
k = µ is the coweight of the i-Lusztig datum of P .
Example 2. Continuing as in Example 1, we see that there are three pseudo-Weyl polytopes
with i-Lusztig datum (2,1,1) and lowest vertex 0. We will show that only the middle one is
an MV polytope.
4.3. The decomposition. With these considerations in mind, we proceed to discuss the
decomposition according to Lusztig data. Fix a reduced word i for w0 and a coweight µ ≥ 0.
Let
X(µ) := S0e ∩ S
µ
w0
.
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2
1
1
2
1
1
2
1
1
0
µ
0
µ
0
µ
Figure 5. The pseudo-Weyl polytopes with i-Lusztig datum (2, 1, 1).
Let Ai(n•) := {L ∈ X(µ) : P (L) ∈ Q
i(n•)}. Since each pseudo-Weyl polytope has some
i-Lusztig datum, we immediately have the following decomposition of X(µ) into locally
closed subsets.
Proposition 4.1.
X(µ) =
⊔
Ai(n•)
where the union is over all i-Lusztig data n• of coweight µ.
Fix an i-Lusztig datum n• of coweight µ. Let µk =
∑k
l=1 nlβ
i
l . Suppose that P is a
pseudo-Weyl polytope with i-Lusztig datum n•. Then the w
i
k vertex of P is at position µk.
So if L ∈ Ai(n•), then L lies in a GGMS stratum A(ν•) with νwi
k
= µk. This shows that
Ai(n•) =
⋂
k
Sµk
wi
k
.
Let Mγi
k
= 〈µk, γ
i
k〉. Then by the length formula (8), we see that
(
Mγ
)
γ∈Γi
is the unique
solution to the system of equations
(17)
nk = −Mwi
k−1
·Λik
−Mwi
k
·Λik
−
∑
j 6=ik
aj,ikMwi
k
·Λj
for all k,
MΛi = 0 for all i.
This system is upper triangular (note that each Mγi
k
shows up for the first time in the
equation with nk on the left hand side) and so such a solution exists and is unique. The
solution is given by
(18) Mγi
k
=
∑
l≤k
〈βil , γ
i
k〉nl.
For the proof, see Theorem 4.3 in [BZ1].
By Lemma 2.4 it follows that
(19) Ai(n•) = {L ∈ Gr : Dγ(L) =Mγ for all i-chamber weights γ}.
Example 3. Continuing as in Example 1, we see that in this case
µ1 = (n1,−n1, 0), µ2 = (n1 + n2,−n1,−n2), µ3 = (n1 + n2, n3 − n1,−n2 − n3),
n1 = −M2, n2 = −M23 +M2, n3 = −M2 −M3 +M23.
The goal of this section is to prove the following result.
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Theorem 4.2. For each i-Lusztig data of coweight µ, Ai(n•) is an irreducible component
of X(µ). Moreover each component of X(µ) appears exactly once this way.
The following elementary algebraic geometry lemma will prove quite useful.
Lemma 4.3. Let X be a reducible algebraic set with n components. Suppose that X = ⊔Ck
is a decomposition of X into n irreducible constructible subvarieties. Then C1, . . . , Cn are
the distinct irreducible components of X.
Proof. Let A1, . . . , An denote the irreducible components of X. Then X = ∪Ci , so
Aj =
⋃
Aj ∩ Ci.
Since Aj is irreducible and each Aj ∩ Ci is closed, Aj = Aj ∩ Ci for some i. So Aj ⊂ Ci.
By similar reasoning, there exists k such that Ci ⊂ Ak. Hence Aj ⊂ Ci ⊂ Ak. Since the
Aj are the components, each listed once, j = k and so Aj = Ci. Continuing this argument
shows that there exists a map σ of {1, . . . , n} to {1, . . . , n} such that Aj = Cσ(j). This map
is injective since the Aj are distinct. Hence it is bijective as desired. 
The number of i-Lusztig data of coweight µ is kpf(µ) which equals the number of com-
ponents of X(µ). So to prove Theorem 4.2, it suffices to show that Ai(n•) is irreducible
for each Lusztig datum n•. To prove this, we will use another basic algebraic geometry
fact, that the image of an irreducible variety is irreducible. Hence our goal is to construct
a surjective map from an irreducible variety onto Ai(n•). To that end, we will examine
certain parametrizations of N introduced by Lusztig and Berenstein-Fomin-Zelevinsky.
4.4. Parametrizations of N . Fix w ∈W . Following Berenstein-Zelevinsky [BZ1], we will
define the twist automorphism ηw : N ∩B−wB− → N ∩B−wB−. First, let x 7→ x
T be the
involutive Lie algebra anti-automorphism of g given by
ETi = Fi, F
T
i = Ei, H
T
i = Hi,
where Ei, Fi,Hi denote the Chevalley generators of g, corresponding to the maps ψi of
SL2 into G. We use the same notation g 7→ g
T for the corresponding involutive anti-
automorphism of G.
For y ∈ N ∩ B−wB−, we define ηw(y) to be the unique element in the intersection
N ∩B−wy
T . See [BZ1] for proof that this function is well-defined.
We define xi : C→ N by
xi(a) = ψi
( [1 a
0 1
])
.
Let i be a reduced word for w and let p be its length. Following [L4, BZ1], we define
regular maps xi and yi from (C
×)p to N ,
xi(b1, . . . , bp) = xip(bp) · · · xi1(b1),
yi(b1, . . . , bp) = η
−1
w−1
(xi(b1, . . . , bp)).
Berenstein-Fomin-Zelevinsky established the following result, which they call the Cham-
ber Ansatz, which provides an inverse for y.
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Theorem 4.4. Let y = yi(b1, . . . , bp). Then
(20) bk =
1
∆wi
k−1
·Λik
(y)∆wi
k
·Λik
(y)
∏
j 6=ik
∆wi
k
·Λj
(y)−aj,ik for all k.
Conversely, ∆γ(y) is a monomial in the bk whenever γ is a i-chamber weight.
Moreover, if w = w0, then yi is a biregular isomorphism onto {y ∈ N : ∆γ(y) 6= 0 for all
i-chamber weights γ}.
Proof. The first part of this theorem is exactly Theorem 1.4 in [BZ1] and Theorem 2.19 in
[FZ], except that we have reversed the order of the reduced word.
The system (20) is the same as the system (17), except it is written multiplicatively
instead of additively. We have already observed that (17) is invertible, hence so is (20) and
so ∆γ(y) is a monomial in the bk (this monomial is given in additive form in (18)).
To prove the last statement, let U = {y ∈ N : ∆γ(y) 6= 0 for all i-chamber weights γ}.
The first half of the theorem provides a map U → (C×)m which is a left inverse to yi. Hence
yi is injective.
So it suffices to show that yi is surjective. Let y ∈ U and determine bk from y by (20).
Let y′ = yi(b•). By the above observations, the generalized minors ∆γ take the same values
on y, y′ for each i-chamber weight γ. But by the results of [BZ1], every function on N is a
rational function of the ∆γ for γ an i-chamber weight. Hence every function on N takes the
same values on y′ and y. Since N is affine, this shows that y′ = y and so yi is surjective. 
Example 4. We continue from Example 3. In this case:
xi(b1, b2, b3) =

1 b1 + b3 b2b30 1 b2
0 0 1

 and yi(b1, b2, b3) =

1
1
b1
1
b2b3
0 1 b1+b3
b2b3
0 0 1

 .
So
b1 =
1
∆2(y)
, b2 =
∆2(y)
∆23(y)
, b3 =
∆23(y)
∆2(y)∆3(y)
as claimed in Theorem 4.4.
Note that the map yi is a map of varieties over C. By the formal loop space functor,
there is a corresponding map of ind-schemes over C, Kp → N(K). Moreover, the obvious
analogue of Theorem 4.4 holds in this setting.
4.5. Mapping onto the MV cycles. Fix a reduced word i for w0. Let n• be a Lusztig
datum of coweight µ. Let
(
Mγ
)
γ∈Γi
be determined from the n• by (17).
Let
B(n•) := {(b1, . . . , bm) ∈ K
m : val(bk) = nk for all k}.
The goal of the rest of this section is to prove the following theorem.
Theorem 4.5. If b• ∈ B(n•), then [yi(b•)] ∈ A
i(n•). Moreover, each L ∈ Ai(n•) has a
representative of the form yi(b•) for some b• ∈ B(n•). Hence the restriction of yi to B(n•)
combined with the surjection G(K)→ Gr provides a surjective morphism B(n•)→ A
i(n•).
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Note that B(n•) is irreducible, since it is isomorphic to a product of m copies of C
×
and m copies of O. Hence by the remarks following Lemma 4.3, proving Theorem 4.5 will
complete the proof of Theorem 4.2.
As a first step towards Theorem 4.5, we establish the following lemma.
Lemma 4.6. Let b• ∈ K
m. Let y = yi(b•).
Then b• ∈ B(n•) if and only if val(∆γ(y)) =Mγ for all i-chamber weights γ.
Proof. By Theorem 4.4, we see that
(21) val(bk) = − val(∆wi
k−1
·Λik
(y))− val(∆wi
k
·Λik
(y))−
∑
j 6=ik
aj,ik val(∆wi
k
·Λj
(y))
for all k. Also since y ∈ N(K), ∆Λi(y) = 1 and so val(∆Λi(y)) = 0 for all i.
This is the same system of equations as (17), with val(bk) instead of nk and val(∆γ(y))
instead of Mγ . Since (17) is an invertible linear system, this shows that val(bk) = nk for all
k if and only if val(∆γ(y)) =Mγ for all i-chamber weights γ. 
4.6. Off-minors. To complete the proof of Theorem 4.5, we will need a further investiga-
tion of the relation between Dγ and the valuation of ∆γ .
Let U be a finite-dimensional vector space over C. Earlier, we defined a function val :
U ⊗K → Z. Note that if u ∈ U ⊗K, then
val(u) = min
ξ∈U⋆
val(〈u, ξ〉),
where on the right, val denotes the usual valuation map on K. In fact, it is enough to take
the min over a basis for U⋆.
Let us apply the above result to our situation. We see that if γ is a chamber weight of
level i, then
(22) Dγ([y]) = val(y · vγ) = min
ξ∈V ⋆
Λi
val(〈y · vγ , ξ〉).
In particular, ξ = v−Λi shows up on the right hand side and so val(∆γ(y)) appears in the
min (see (12)). We would like to show that the minimum is attained there when y = yi(b•)
and b• ∈ B(n•).
Using a Bruhat decomposition of G(K) it is possible to show that we need to take only
extremal weight vectors ξ in the min above. However, we will not need this.
We call 〈y · vγ , ξ〉 an off-minor of y. In the case G = SLn and ξ = vδ, it is the minor of
y using γ as the set of columns and δ as the set of rows (where we index the usual basis for
V ⋆Λi by the i element subsets of {1, . . . , n}).
The following lemma is a generalization of Lemma 3.1.3 from [BFZ1], which dealt with
the case G = SLn.
Lemma 4.7. Let w ∈W . Let ξ ∈ V ⋆Λi. Let x ∈ N ∩B−w
−1B− and y = ηw−1(x). Then
〈y · vw·Λi, ξ〉
∆w·Λi(y)
=
〈xT · vΛi , ξ〉
〈vΛi , v−Λi〉
MIRKOVIC´-VILONEN CYCLES AND POLYTOPES 19
Proof. Since x = ηw−1(y), there exists p ∈ N− and d ∈ T such that pdx = w−1y
T . Note
that w−1 = wT (since si
−1 = si
T by an SL2 calculation). Hence, y = x
TdT pTw−1, and so
(23) 〈y · vw·Λi , ξ〉 = 〈x
T dT pTw−1 · vw·Λi , ξ〉 = Λi(rd)〈x
T · vΛi , ξ〉,
where r = w−1w ∈ T .
Similarly,
(24)
〈y · vw·Λi , v−Λi〉 = Λi(rd)〈x
T · vΛi , v−Λi〉 = Λi(rd)〈vΛi , (x
T )−1 · v−Λi〉 = Λi(rd)〈vΛi , v−Λi〉
since xT ∈ N−, so (x
T )−1 ∈ N− and hence (x
T )−1 · v−Λi = v−Λi .
Taking the ratio of (23) and (24) gives the desired result. 
This result allows us to express certain off-minors of y in terms of x. To express them
all, we will also need the following lemma of Berenstein-Zelevinsky.
Lemma 4.8 ([BZ1, Proposition 5.4]). Let i be a reduced word for w0, let 1 ≤ k ≤ m,
let w = wik, and let y = yi(b1, . . . , bm). Then y admits a factorization y = y
′y′′ where
y′ = y(i1,...,ik)(b1, . . . , bk), and y
′′ ∈ wNw−1.
These last two lemmas combine in the following result describing the off minors.
Proposition 4.9. Let i be a reduced word for w0, let ξ ∈ V
⋆
Λi
, and let γ be an i-chamber
weight of level i. Let y = yi(b1, . . . , bm). Then
〈y · vγ , ξ〉
∆γ(y)
is a polynomial in the bk.
Proof. Since γ is an i-chamber weight, γ = wik ·Λi for some k. Let w = w
i
k. By the previous
lemma, y = y′y′′, where y′ = y(i1,...,ik)(b1, . . . , bk) and y
′′ ∈ wNw−1.
Then y · vγ = y
′y′′ · vγ = y
′ · vγ since γ = w · Λi and y
′′ ∈ wNw−1.
So
〈y · vγ , ξ〉
∆γ(y)
=
〈y′ · vγ , ξ〉
∆γ(y′)
=
〈x′T · vΛi , ξ〉
〈vΛi , v−Λi〉
,
where x′ = x(i1,...,ik)(b1, . . . bk). The first equality is by the above analysis and the second
is by Lemma 4.7.
Any regular function of x′T is a polynomial in the bk (since the extension of x(i1,...,ik) to
C
k is regular) and so the result follows. 
We are now ready to prove Theorem 4.5.
Proof of Theorem 4.5. First, we will show that if b• ∈ B(n•), then [yi(b•)] ∈ A
i(n•).
Fix b• ∈ B(n•) and let y = yi(b•).
By (19), [y] ∈ Ai(n•) if Dγ([y]) =Mγ for all i-chamber weights γ.
By Lemma 4.6, val(∆γ(y)) =Mγ . So to prove that [y] ∈ A
i(n•), it suffices to show that
val(∆γ(y)) = Dγ([y]).
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By (22), it suffices to show that val(〈y · vγ , ξ〉) ≥ val(∆γ(y)) for any ξ ∈ V
⋆
Λi
. By
Proposition 4.9,
〈y · vγ , ξ〉
∆γ(y)
= P (b1, . . . , bm)
for some polynomial P . But val(bk) = nk ≥ 0 for all k, so val(P (b1, . . . , bm)) ≥ 0. Hence
val(〈y · vγ , ξ〉)− val(∆γ(y)) ≥ 0 as desired.
So we conclude that [y] ∈ Ai(n•), as desired.
Next, we need to check that if L ∈ Ai(n•), then L = [yi(b•)] for some b• ∈ B(n•).
Suppose we know that there exists y ∈ N(K) such that L = [y] and val(∆γ(y)) = Dγ(L)
for all γ. Then if γ is a i-chamber weight, by (19) Dγ(L) = Mγ , so val(∆γ(y)) = Mγ . In
particular, ∆γ(y) is non-zero for all i-chamber weights γ. Hence by Theorem 4.4, there exist
(b1, . . . , bm) ∈ (K
×)m such that y = yi(b1, . . . , bm). By Lemma 4.6, we see that bk ∈ B(n•)
as desired. Hence this completes the proof of the theorem.
So now we will prove the existence of y as above. Since A(n•) ⊂ S
0
e , L has a representative
g ∈ N(K). Let h ∈ N(C). So [h−1g] = [g] = L. We would like to find h such that
val(∆γ(h
−1g)) = Dγ(L) for all chamber weights γ.
Let γ be a chamber weight of level i and let d = Dγ([g]). Let u1, . . . , uN be a basis for
VΛi with dual basis u
⋆
1, . . . , u
⋆
N for V
⋆
Λi
.
Then
∆γ(h
−1g) = 〈h−1g · vγ , v−Λi〉 = 〈g · vγ , h · v−Λi〉.
Now h · v−Λi =
∑
s csu
⋆
s for some cs ∈ C. Hence
∆γ(h
−1g) =
∑
s
cs〈g · vγ , u
⋆
s〉.
Let ps be the coefficient of t
d in 〈g · vγ , u
⋆
s〉. Since d = Dγ([g]) = mins val(〈g · vγ , u
⋆
s〉), we
see that ps is nonzero for some s. Extracting the coefficient of t
d from the above equation
shows that val(∆γ(h
−1g)) = d if and only if
∑
s pscs 6= 0.
Let u =
∑
s psus. Thus, we see that
val(∆γ(h
−1g)) = Dγ(L) if and only if 〈u, h · v−Λi〉 6= 0
Note that h 7→ 〈u, h · v−Λi〉 is a non-zero regular function on N , since u 6= 0 and since
V−Λi is generated by N acting on v−Λi . Similarly, for each γ ∈ Γ, there is a non-zero
regular function fγ such that val(∆γ(h
−1g)) = Dγ(L) if and only if fγ(h) 6= 0. Since N is
irreducible, the product of these non-zero functions is non-zero and so we can find h such
that val(∆γ(h
−1g)) = Dγ(L) for all γ, as desired. 
5. Piecing together
By Theorem 4.2, if i is a reduced word for w0 and n• is an i-Lusztig datum, then A
i(n•)
is an MV cycle and all MV cycles arise this way. So for each i we get a bijection from Nm
to the set of MV cycles. We call the inverse of this bijection the i-Lusztig datum of the
MV cycle.
To complete the proof of Theorem 3.1, it will be necessary to understand how the i-
Lusztig datum varies when we change the reduced word i. To do this, we will consider the
overlap in the different decompositions of X(µ) by Lusztig data.
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Figure 6. Two reduced words related by a 3-braid move.
In this section, a reduced word will always mean a reduced word for w0.
5.1. Local picture. Two reduced words i, i′ are said to be related by a d-braid move
involving i, j, starting at position k, if
i = (. . . , ik, i, j, i, . . . , ik+d+1, . . . ),
i′ = (. . . , ik, j, i, j, . . . , ik+d+1, . . . ),
where d is the order of sisj.
Recall that reduced words correspond to minimal length paths from the e vertex to
the w0 vertex of the permutahedron. If i, i
′ are related as above, then wil = w
i′
l , for l /∈
{k + 1, . . . , k + d− 1}. So the two paths agree for the first k vertices and then agree again
at vertex k + d and later. Moreover, the wil and w
i′
l vertices for l ∈ {k, . . . , k + d} all lie on
the same 2-face of the permutahedron. Namely, they lie on the 2-face which contains the
w vertex and is dual to the chamber weights w ·Λp for p 6= i, j, where w = w
i
k. This 2-face
will be a 2d-gon (see Figure 6).
Following Lusztig [L4], Berenstein-Zelevinsky studied the relationship between yi and
yi′ .
Proposition 5.1 ([BZ1, Theorem 3.1]). Let i, i′ be as above. Suppose that yi(b•) = yi′(b
′
•).
For l /∈ {k+1, . . . , k+d}, bl = b
′
l. For other l we have the following case by case formulas.
(i) If aij = 0, then d = 2 and
b′k+1 = bk+2, b
′
k+2 = bk+1.
(ii) If aij = aji = −1, then d = 3 and
(25)
b′k+1 =
bk+2bk+3
pi
, b′k+2 = bk+1 + bk+3, b
′
k+3 =
bk+1bk+2
pi
,
where pi = bk+1 + bk+3.
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(iii) If aij = −1, aji = −2, then d = 4 and
(26)
b′k+1 =
bk+2bk+3bk+4
pi1
, b′k+2 =
pi21
pi2
, b′k+3 =
pi2
pi1
, b′k+4 =
bk+1b
2
k+2bk+3
pi2
,
where pi1 = bk+1bk+2 + (bk+1 + bk+3)bk+4, pi2 = bk+1(bk+2 + bk+4)
2 + bk+3b
2
k+4.
(iv) If aij = −2, aji = −1, then d = 4 and
(27)
b′k+1 =
bk+2b
2
k+3bk+4
pi2
, b′k+2 =
pi2
pi1
, b′k+3 =
pi21
pi2
, b′k+4 =
bk+1bk+2bk+3
pi1
,
where pi1 = bk+1bk+2 + (bk+1 + bk+3)bk+4, pi2 = b
2
k+1bk+2 + (bk+1 + bk+3)
2bk+4.
Conversely, suppose that b• ∈ (C
×)m is such that the denominators in the above expres-
sions do not vanish. Define b′• by the above expressions. Then yi(b•) = yi′(b
′
•).
The first part of this proposition is directly from [BZ1]. The last statement follows from
the same reasoning as in our proof of the second statement of Theorem 4.4.
Note that Proposition 5.1 holds over K as well.
Proposition 5.2. Let n• be an i-Lusztig datum of coweight µ. Then there exists a non-
empty open subset U of B(n•) such that for each b• ∈ U , there exists b
′
• ∈ K
m such that
yi(b•) = yi′(b
′
•) and the following formulas holds for n
′
l := val(b
′
l).
(i) If aij = 0, then d = 2 and
n′k+1 = nk+2, n
′
k+2 = nk+1.
(ii) If aij = aji = −1, then d = 3 and
(28)
n′k+1 = nk+2 + nk+3 − p, n
′
k+2 = p, n
′
k+3 = nk+1 + nk+2 − p,
where p = min(nk+1, nk+3).
(iii) If aij = −1, aji = −2, then d = 4 and
(29)
n′k+1 = nk+2 + nk+3 + nk+4 − p1, n
′
k+2 = 2p1 − p2,
n′k+3 = p2 − p1, n
′
k+4 = nk+1 + 2nk+2 + nk+3 − p2
where p1 = min(nk+1 + nk+2, nk+1 + nk+4, nk+3 + nk+4),
p2 = min(nk+1 + 2nk+2, nk+1 + 2nk+4, nk+3 + 2nk+4).
(iv) If aij = −2, aji = −1 , then d = 4 and
(30)
n′k+1 = nk+2 + 2nk+3 + nk+4 − p2, n
′
k+2 = p2 − p1,
n′k+3 = 2p1 − p2, n
′
k+4 = nk+1 + nk+2 + nk+3 − p1
where p1 = min(nk+1 + nk+2, nk+1 + nk+4, nk+3 + nk+4),
p2 = min(2nk+1 + nk+2, 2nk+1 + nk+4, 2nk+3 + nk+4).
Proof. If aij = 0 then the result holds with U = B(n•).
Suppose that aij = aji = −1. Let
U := {b• ∈ B(n•) : b
0
k+1 + b
0
k+3 6= 0},
where b0l is the coefficient t
nl in bl.
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If b• ∈ U , then let b
′
•, pi be determined from b• by (25). Since pi = bk+1 + bk+3, we
know that val(pi) = p, as the leading terms of bk+1 and bk+3 don’t cancel. In particular,
the denominator pi doesn’t vanish. Hence if b′• is given by (25), then by Proposition 5.1,
yi′(b
′
•) = yi(b•). Moreover, the valuation of the b
′
l are given by (28), since val(pi) = p.
The other cases follow similarly. 
Note that if i, i′ are related by a braid move starting at position k and involving i, j, then
i′, i are related by a braid move starting at position k and involving j, i. Moreover, let n′•
be the sequence of integers obtained from n• by the formulas in Proposition 5.2. It is easy
to see that n′• is an i
′-Lusztig datum of coweight µ. It is also easy to see that n• is the
sequence of integers obtained from n′• by these formulas where we regard i
′, i as related by
a braid move.
Now we transport our results from G(K) to Gr.
Theorem 5.3. The intersection Ai(n•) ∩A
i′(n′•) is dense in A
i(n•).
Proof. Let U be the non-empty open subset of B(n•) from Proposition 5.2. Since the map
from B(n•) to A
i(n•) is surjective (Theorem 4.5), the set Y = {[yi(b•)] : b• ∈ U} is dense
in Ai(n•). By Proposition 5.1, if L ∈ Y , then L has a representative yi′(b
′
•) for b
′
• ∈ B(n
′
•).
Hence by Theorem 4.5, Y ⊂ Ai
′
(n′•). Hence the intersection is dense. 
Note that the tropical Plu¨cker relation (13), (14), (15) at (w = wik, i, j) only involves Mγ
for γ an i or i′-chamber weight. This observation leads to the following result.
Proposition 5.4. Let L ∈ Ai(n•) ∩ A
i′(n′•). Then the collection
(
Mγ := Dγ(L)
)
γ∈Γi∪Γi′
satisfies the tropical Plu¨cker relation at (w, i, j).
Proof. If L ∈ Ai(n•) ∩A
i′(n′•), then we know Dγ(L) for γ an i or i
′-chamber weight. Since
these are the only chamber weights which show up in the tropical Plu¨cker relation, we
just need to make a simple computation to check that the relation between n• and n
′
• in
Proposition 5.2 matches the tropical Plu¨cker relation at (w, i, j).
The case d = 2 is trivial because there is no tropical Plu¨cker relation (in fact, in this case
Γi = Γi
′
).
Consider the case aij = aji = −1. Then by the length formula (17),
n′k+2 = −Mw·Λi −Mwsjsi·Λi +Mwsj ·Λj −
∑
l 6=i,j
aliMw·Λl ,
nk+1 = −Mw·Λi −Mwsi·Λi +Mw·Λj −
∑
l 6=i,j
aliMw·Λl ,
nk+3 = −Mwsi·Λi −Mwsjsi·Λi +Mwsisj ·Λj −
∑
l 6=i,j
aliMw·Λl .
By (28), n′k+2 = min(nk+1, nk+3). Substituting the above expressions into this equation
gives
−Mw·Λi −Mwsjsi·Λi +Mwsj ·Λj = min
(
−Mw·Λi −Mwsi·Λi +Mw·Λj ,
−Mwsi·Λi −Mwsjsi·Λi +Mwsisj ·Λj
)
which is equivalent to the tropical Plu¨cker relation (13).
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The other cases are similar. 
It is easy to see that the converse of this proposition holds, but we will not need this.
5.2. Global picture. Fix a coweight µ ≥ 0. Let i, i′ be two reduced words related by
a braid move involving i, j, starting at position k. Let L ∈ X(µ) and let n•, n
′
• be the
i, i′-Lusztig data of P (L). So L ∈ Ai(n•) ∩A
i′(n′•). We say that L is i, i
′-generic if n• and
n′• are related as in Proposition 5.2. By Proposition 5.4, if L is i, i
′-generic, then D•(L)
satisfies the tropical Plu¨cker relation at (wik, i, j).
We say that L ∈ X(µ) is generic if L is i, i′-generic for every pair of reduced words i, i′
related by a braid move.
If w ∈W, i, j ∈ I are such that wsi > w and wsj > w, then there exist a pair of reduced
words i, i′ related by a d-move starting at position k = length(w), involving i, j such that
wik = w. Visually, such w, i, j gives a 2-face of the permutahedron with lowest vertex w and
this 2-face gives the transition between the reduced words i, i′ (as in Figure 6). Hence by
Proposition 5.4, if L is generic, then D•(L) satisfies the tropical Plu¨cker relation at (w, i, j).
Since (w, i, j) were arbitrary, D•(L) satisfies all the tropical Plu¨cker relations.
Lemma 5.5. For any reduced word i and any i-Lusztig datum n•, {L ∈ Ai(n•) : L is
generic} is dense in Ai(n•).
Proof. For any reduced word j and any j-Lusztig datum m•, define A
j
k(m•) recursively by
Aj0(m•) := A
j(m•) and for k > 0 by
Ajk(m•) := A
j
k−1(m•) ∩
⋂
j′
Aj
′
k−1(m
′
•),
where the intersection is over all reduced words j′ which are related to j by a braid move
and where m′• is the j
′-Lusztig datum corresponding to m• under Proposition 5.2.
We claim that for each k, Ajk+1(m•) is dense in A
j
k(m•) and in A
j′
k (m
′
•) whenever j and j
′
are related by a braid move and m• and m
′
• are related as in Proposition 5.2. We proceed
by induction.
By Theorem 5.3, Aj(m•) ∩ A
j′(m′•) is dense in A
j(m•) and A
j′(m′•). So A
j
1(m•) is the
intersection of subsets of Aj(m•) which are dense in A
j(m•). Moreover, these subsets are
all constructible, hence Aj1(m•) is dense in A
j(m•). This also shows that A
j
1(m•) is dense
in Aj(m•) ∩A
j′(m′•) and hence in A
j′(m′•). This establishes the base case.
For the inductive step, let k > 0. By the inductive hypothesis, Ajk(m•) and A
j′
k (m
′
•)
are each dense in each of Ajk−1(m•) and A
j′
k−1(m
′
•). Hence A
j
k(m•) ∩ A
j′
k (m
′
•) is dense in
Ajk−1(m•) ∩ A
j′
k−1(m
′
•) and so A
j
k(m•) ∩ A
j′
k (m
′
•) is dense in A
j
k(m•) and in A
j′
k (m
′
•) (since
each of these are contained in Ajk−1(m•)∩A
j′
k−1(m
′
•)). From here, the inductive step follows
the same reasoning as the base case.
In these arguments, we are repeatedly using the fact that if U ⊂ V ⊂ X and if U is dense
in X, then U is dense in V .
Now, specialize to j = i,m• = n•. Let j, j
′ be two reduced words which are related by
a braid move and such that j is connected to i by less than k braid moves. Suppose that
L ∈ Aik(n•), then by induction on k, we see that L is j, j
′-generic. Hence if k is larger
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than the largest number of braid moves needed to connect any two reduced words, then
Aik(n•) ⊂ {L ∈ A
i(n•) : L is generic}. By a chain of dense inclusions, we see that A
i
k(n•) is
dense in Ai(n•) and hence {L ∈ A
i(n•) : L is generic} is dense in A
i(n•). 
Proof of Theorem 3.1. Let µ ≥ 0 be a coweight and let M• be a BZ datum of coweight
(0, µ). Because of the action of X∗ is suffices to consider only this case.
Let i be a reduced word for w0. Let n• be the i-Lusztig datum corresponding to M•
under (17).
If L ∈ Ai(n•) is generic, then D•(L) and M• both obey the tropical Plu¨cker relations.
Moreover, they have the same values whenever γ is an i-chamber weight. Suppose that
i′ is another reduced word, related to i by a d-move involving i, j starting at position k.
Then since both obey the tropical Plu¨cker relation for (wik, i, j), we see that Dγ(L) = Mγ
whenever γ is a i′-chamber weight. Continuing this argument (and using the fact that any
reduced word is connected to i by a sequence of braid moves), we see that Dγ(L) =Mγ for
all chamber weights γ. So L ∈ A(M•).
By Lemma 5.5, {L ∈ Ai(n•) : L is generic} is dense in A
i(n•) and by the above analysis,
this set is contained in A(M•), so we see that
{L ∈ Ai(n•) : L is generic} = A(M•) = Ai(n•).
By Theorem 4.2, Ai(n•) is a component of X(µ), so A(M•) is a component. So A(M•)
is an MV cycle of coweight µ.
Conversely, if Z is a component of X(µ), then Z = Ai(n•) for some n• by Theorem
4.2. Let L ∈ Ai(n•) be generic. By the above analysis Z = A(M•). Since L is generic,
(Mγ = Dγ(L)) satisfies the tropical Plu¨cker relations. Also P (L) = P (M•) is a pseudo-
Weyl polytope, so M• satisfies the edge inequalities. Finally, MΛi = 0 for all i, since
L ∈ X(µ) ⊂ S0e . Hence M• is a BZ datum of coweight (0, µ). So all MV cycles are of the
desired form. 
6. Minkowski sums of MV polytopes
The MV polytopes for SL3, Sp4, SL4 appeared without proof in [A2]. Anderson expressed
these MV polytopes by producing a finite list of prime MV polytopes such that every MV
polytope was a Minkowski sum of these prime MV polytopes. Moreover, he grouped these
prime MV polytopes into “clusters”, such that all Minkowski sum monomials of primes
within a cluster were MV polytopes.
We will now show that for each G, there exists such a finite set of prime MV polytopes.
Moreover, we will show how to find the primes and their groupings into clusters.
The proof of the following lemma is given at the end of appendix A.
Lemma 6.1. If P (M•) and P (N•) are two pseudo-Weyl polytopes, then so is their Min-
kowski sum P (M•) + P (N•) := {α + β : α ∈ P (M•), β ∈ P (N•)}. Moreover P (M•) +
P (N•) = P ((M +N)•).
Combining Lemma 6.1 with Theorem 3.1, we see that to understand Minkowski sums
of MV polytopes, it is enough to understand sums of BZ data. In what follows, we will
identify MV polytopes with their BZ data, so we will use P to denote the set of BZ data.
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If M•, N• are BZ data, then (M +N)• is not necessarily a BZ datum. We will now see
how to divide the set of BZ data into regions, within which we can add BZ data. In this
section, BZ datum always means a BZ datum of coweight (0, ·), so MΛi = 0 for all i.
6.1. Prime BZ data. If A = min(B,C,D) is a (min,+) equation, then a min-choice for
this equation is a choice of B,C, or D. Corresponding to such a choice, we get a system of
linear equations and inequalities of the form
A ≥ B, A = C, A ≥ D.
Note that if A,B,C,D is a solution to the original (min,+) equation, then it satisfies the
system corresponding to at least one of the three possible min-choices. In fact, the (non-
disjoint) union of all solutions to the three systems is the set of solutions to the original
equation.
A BZ-choice is a collection of min-choices, one for each tropical Plu¨cker relation. Note
that there are 2#H9#O possible BZ choices, where #H and #O are the number of hexagons
and octagons in the permutahedron for G.
Let Σ denote the set of BZ-choices. If σ ∈ Σ, then let Pσ denote the set of BZ data
which satisfy the systems corresponding to each min-choice in σ. Note that P = ∪σ∈ΣPσ,
but that this union is not disjoint.
Each Pσ is the set of lattice points of a rational polyhedral cone in R
Γ — namely the
cone defined by all the linear equations and inequalities coming from min-choices in σ, by
the edge inequalities, and by the equations MΛi = 0 for all i. Moreover, this cone lies in
R
Γ
≤0, since the edge inequalities imply that Mγ ≤ 0 for all γ. Hence it is a proper cone.
Since Pσ is the set of lattice points of a cone, if M•, N• ∈ Pσ, then (M +N)• ∈ Pσ. So Pσ
forms a monoid. By Gordan’s Lemma (see [E, section 3]), the monoid is finitely generated
by a unique minimal set of generators which we call the σ-prime BZ data.
6.2. Prime MV polytopes. A σ-prime MV polytope is an MV polytope corresponding
to a σ-prime BZ datum. Each set of σ-prime MV polytopes is called a cluster of prime
MV polytopes. Thus the clusters are indexed by the set Σ of possible BZ choices. There
are finitely many clusters and finitely many prime MV polytopes in each cluster.
Combining the above observations gives the following result.
Theorem 6.2. Every MV polytope is the Minkowski sum of prime MV polytopes. More
specifically, every MV polytope is sum of σ-prime MV polytopes for some σ. Moreover, the
sum of σ-prime MV polytopes is always an MV polytope.
As noted above, this result was first observed in low rank cases by Anderson [A2]. In
[AK1], Anderson-Kogan argued that the existence of this canonical set of generators for
the set of MV polytopes is related to the cluster algebras of Berenstein-Fomin-Zelevinsky
[BFZ2]. This connection is an interesting direction for future research. See [AK2] for recent
results in this direction.
Note that not all the cones corresponding to different BZ choices are of the same di-
mension. In low rank examples, we have observed that there are some (very few) cones of
dimension m and all the rest of the cones are subcones of these maximal cones. Moreover,
not all the maximal cones are isomorphic. In general, it seems to be an interesting problem
to understand the structure of these cones.
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Figure 7. The prime Sp4 MV polytopes.
The analysis of the case of SL3 is easy and was carried out in section 3.4. The tropical
Plu¨cker relation (16) gives two BZ choices, each of which gives a maximal cone. The two
maximal cones give the two kinds of SL3 MV polytopes shown in figure 2.
For Sp4, only 4 of the 9 cones are maximal and these lead to the four possible types of
Sp4 MV polytopes shown in figure 3. Two of the maximal cones have 4 generators (these
are simplicial) and the other two cones have 5 generators. Figure 7 shows the 8 prime Sp4
MV polytopes labelled by the letters A, . . . ,H. The maximal clusters of prime Sp4 MV
polytopes (written in the order that they correspond to the types in figure 3) are BEFGH,
CEFH, ACDEH, and DEGH. These polytopes and clusters first appeared in [A2]. Note
that E and H appear in each maximal cluster. This is because they are the Weyl polytopes
for the fundamental weights.
For SL4, there are 2
8 = 256 cones, 13 of which are maximal. Of these 13 maximal cones,
12 have 6 generators and are simplicial, while 1 has 7 generators. There are a total of 12
prime MV polytopes in this case.
7. Relation to the canonical basis
7.1. Lusztig data. Let i be a reduced word for w0. If P is an MV polytope, then we
can extract its i-Lusztig datum. This is invariant under the X∗ action and so the i-Lusztig
datum of a stable MV polytope is well-defined.
Theorem 7.1. Taking i-Lusztig datum gives a bijection ψi : P → N
m.
Proof. By Theorem 4.2, an inverse is given by n• 7→ Φ
(
Ai(n•)
)
. 
Suppose that i and i′ are two reduced words for w0. Then the transition map ψi′ ◦ ψ
−1
i :
N
m → Nm is a bijection. When i, i′ are related by a braid move, then Theorem 5.3 shows that
this bijection is given by the (min,+) equations in Proposition 5.2. As shown in the proof of
Proposition 5.4, these bijections are equivalent to the tropical Plu¨cker relations. In practice,
when trying to construct MV polytopes, these bijections are often easier to work with than
the tropical Plu¨cker relations. However, we have started with the tropical Plu¨cker relations
because they are more naturally motivated and are often better for theoretical purposes.
7.2. The canonical basis. Recall that G∨ is the group with root datum dual to that of
G. In particular, the weight lattice of G∨ is X∗. Let B denote Lusztig’s canonical basis for
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U∨+, the upper triangular part of the quantized universal enveloping algebra of G
∨. Lusztig
showed that a choice of reduced word i for w0 gives rise to a bijection φi : B → N
m (see
[L2, section 2] or [BZ2, Proposition 4.2] for more details). Following Berenstein-Zelevinsky,
we call φi(b) the i-Lusztig datum of b.
Moreover, Lusztig [L2, section 2.1] and [L3, section 12.5] showed that the transition map
φi′ ◦φ
−1
i matches the bijection in Proposition 5.2, whenever i, i
′ are related by a braid move.
In fact, this was the original source of these bijections. Since any two reduced words are
connected by a sequence of braid moves, we see that φi′ ◦ φ
−1
i = ψi′ ◦ ψ
−1
i for all reduced
words i, i′ and we immediately obtain the following result.
Theorem 7.2. There is a coweight preserving bijection b 7→ P (b) between the canonical
basis B and the set Pof stable MV polytopes. Under this bijection, the i-Lusztig datum of b
equals the i-Lusztig datum of P (b).
In other words to find the i-Lusztig datum of b, we can just look at the lengths of the
edges in P (b) along the path determined by i.
In fact, Lusztig noticed in [L4] that the transition map φi′ ◦ φ
−1
i : Z
m → Zm was the
tropicalization of the transition map y−1i′ ◦ yi : R
m → Rm between the parametrizations
of N (these are given in our Proposition 5.1). Lusztig and Berenstein-Zelevinsky further
explored this relationship in [L5] and [BZ2] respectively. In the latter paper, which served as
a primary motivation for this work, Berenstein-Zelevinsky invented the notion of BZ data.
More specifically, combining Theorem 4.3 in [BZ1] and Example 5.4 in [BZ2], they showed
that there is a bijection between the set of BZ data of coweight (0, ·) and the canonical
basis. This motivated us to look for a bijection between BZ data and MV cycles.
8. Finite dimensional representations
As stated in the introduction, one of the main purposes of studying MV cycles and poly-
topes is to use them to understand the combinatorics of finite-dimensional representations
of G∨.
8.1. Indexing the MV basis. If λ ∈ X+∗ , then let Gr
λ := tλG(O). It is known that Grλ
is a finite-dimensional projective variety. The geometric Satake isomorphism gives an iso-
morphism of the intersection homology IH(Grλ) with the finite-dimensional representation
Vλ. So intersection homology cycles in Gr
λ give us elements of Vλ. Mirkovic-Vilonen [MV1]
proved that the MV cycles were good cycles to consider.
Theorem 8.1. Under the isomorphism IH(Grλ)
∼
→ Vλ, the MV cycles of coweight (µ, λ)
which lie in Grλ give a basis (the MV basis) for the weight space Vλ(µ).
The moment map image of Grλ is the Weyl polytope Wλ. Hence if A is an MV cycle
lying in Grλ, then its moment polytope Φ(A) lies inWλ. Anderson showed that the converse
holds.
Lemma 8.2 ([A2, Proposition 7]). Let A be an MV cycle of coweight (µ, λ). Then A ⊂ Grλ
if and only if Φ(A) ⊂Wλ.
Recall that Wλ is a pseudo-Weyl polytope corresponding to the collection Nw·Λi = 〈w0 ·
λ,Λi〉. Hence combining Lemma 8.2 and our Theorem 3.1 immediately gives the following
result.
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Theorem 8.3. The MV basis for Vλ(µ) is indexed by the set of BZ data M• of coweight
(µ, λ) such that
(31) Mw·Λi ≥ 〈w0 · λ,Λi〉,
for all i ∈ I and w ∈ W . In particular, counting such BZ data gives a formula for the
weight multiplicity.
8.2. Indexing the canonical basis. On the other hand, we can also consider the canonical
basis (specialized at q = 1) for a representation Vλ. One way to describe this basis is to
consider the map ηλ : U(n
∨) → Vλ which is given by acting on the low weight vector. Let
B(λ) denote the subset of B ⊂ U(n∨) which is not sent to 0 by this map. Lusztig [L2, section
8] proved that ηλ maps B(λ) bijectively onto a basis for Vλ, which is called the canonical
basis for Vλ. Moreover, this basis is compatible with weight spaces.
Lusztig also characterized B(λ) in terms of Lusztig data. In particular, only the last
component φi(b)m is relevant.
Theorem 8.4 ([L2, section 8], [BZ2, Corollary 3.4]). Let b ∈ B. Then b ∈ B(λ) if and only
if
φi(b)m ≤ −〈w0 · λ, αim〉
for all reduced words i.
Using the bijection between MV polytopes and the canonical basis (Theorem 7.2) and
the description of MV polytopes by BZ data (Theorem 3.1), we immediately obtain the
following result which is a version of Theorem 5.16 from [BZ2].
Theorem 8.5. The canonical basis for Vλ(µ) is indexed by the set of BZ dataM• of coweight
(µ, λ) such that
Mw0si·Λi ≥ 〈w0 · λ,Λi〉.
In particular, counting such BZ data gives a formula for the weight multiplicity.
It interesting to compare Theorems 8.3 and 8.5. The condition on the BZ data in Theorem
8.5 is appears weaker since we only impose (31) for w = w0si for some i. In other words, in
Theorem 8.3 we demand that all vertices µ• of the polytope lie in Wλ, whereas in Theorem
8.5 we only require that µw0si ∈Wλ for all i. Hence the set of BZ data in Theorem 8.5 is a
priori bigger than that in Theorem 8.3. However, the two sets of BZ data index bases for
the same finite dimensional vector space, hence they must be the same set.
In particular all the inequalities (31) for w 6= w0si are redundant. It would be interesting
to find a direct combinatorial proof of this fact. Such a proof seems to require a good
understanding of the combinatorics of the tropical Plu¨cker relations. We have been able to
find such a proof for SLn and SO2n but not in general.
8.3. Tensor product multiplicities. Anderson also extended Theorem 8.1 to show that
MV cycles give a basis for tensor product multiplicity spaces. Using Lemma 8.2, he proved
the following tensor product multiplicity formula.
Theorem 8.6 ([A2, Theorem 1]). Let λ, µ, ν ∈ X+∗ . The tensor product multiplicity c
ν
λµ of
Vν inside Vλ ⊗ Vµ is equal to the number of MV polytopes P such that
(i) P has coweight (ν − µ, λ),
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(ii) P is contained in Wλ,
(iii) P is contained in −Wµ + ν.
Combining Theorem 8.6 with Theorem 3.1, we immediately obtain the following result.
Theorem 8.7. The multiplicity cνλµ equals the number of BZ data of coweight (ν − µ, λ)
such that
(i) Mγ ≥ 〈w0 · λ,Λi〉 for all i and for all chamber weight γ of level i,
(ii) Mγ ≥ 〈ν, γ〉 − 〈µ,Λi〉 for all i and for all chamber weights γ of level i.
As with weight multiplicity, there is also a tensor product multiplicity formula coming
from the canonical basis. This is given as Theorem 5.16 in [BZ2]. It can be obtained from
the above theorem by considering only those chamber weights of the form w0si ·Λi and si ·Λi
in (i) and (ii) respectively. The relationship between these two tensor product multiplicity
formulas is the same as the previously discussed relationship between the corresponding
weight multiplicity formulas (Theorems 8.3 and 8.5).
9. SLn comparison
We now examine our constructions in greater detail when G = SLn. The main goal of
this section is to connect our work with that of Anderson-Kogan [AK1]. We also hope that
the ideas presented here will help the reader get a better feel for our main results.
9.1. Lattices. Let U be a vector space over C. A lattice in U ⊗K is a free O-submodule
L ⊂ U ⊗ K such that spanK(L) = U ⊗ K. Let L0 := U ⊗O denote the standard lattice
in U ⊗ K. The relative dimension of a lattice L in U ⊗ K is defined to be dimC(L/L ∩
L0)− dimC(L0/L ∩ L0) and is denoted rdim(L).
If G is a reductive group and Vλ is a representation of G, then there is a map
(32)
ψλ : Gr → {lattices in Vλ ⊗K}
[g] 7→ g−1 · Vλ ⊗O.
For any G, this gives an embedding of G into
∏
λ{lattices in Vλ ⊗ K}. The image of
this embedding will be those systems of lattices which are compatible with morphisms
Vλ ⊗ Vµ → Vν (see section 10.3 in [FM] for more details). We can use this embedding to
express our functions Dγ .
Proposition 9.1. Let γ be a chamber weight of level i. Then
Dγ(L) = rdim
(
ψΛi(L) ∩ (VΛi(γ)⊗K)
)
.
Proof. Note that if R is a lattice in VΛi , then since VΛi(γ) is one dimensional,
rdim
(
R ∩ (VΛi(γ)⊗K)
)
= −min val(a)
where the min is taken over all a such that avγ ∈ R.
Hence, in our case the min is taken over all a such that
avγ ∈ g
−1 · VΛi ⊗O ⇔ ag · vγ ∈ VΛi ⊗O.
From here the result follows from the definition of val. 
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9.2. Lattices for SLn. From now on, we specialize to the case G = SLn where an easier
picture is available. The following result is due to Lusztig.
Theorem 9.2 ([L1]). In the case of the standard representation VΛ1 of SLn, the map ψΛ1
gives an isomorphism Gr → Grl := {lattices in Kn of relative dimension 0}.
If U is a vector space over C and L is a lattice in U ⊗ K, then ΛiL := {v1 ∧ · · · ∧ vk :
v1, . . . , vi ∈ L} is a lattice in Λ
iU ⊗K. Since the ith fundamental representation of SLn is
ΛiCn, we see that if L ∈ Gr, then
(33) ψΛi(L) = Λ
i
(
ψΛ1(L)
)
.
So from ψΛ1(L) we can recover ψΛi(L) for all i, and then from there ψλ(L) for all λ.
Let {e1, . . . , en} denote the usual basis for C
n. Recall that for each µ = (µ1, . . . , µn) ∈ X∗,
we defined an element tµ ∈ Gr. Under the above isomorphism, this element goes over to
the lattice Lµ := spanO(t
−µ1e1, . . . , t
−µnen).
Recall that the set of chamber weights Γ can be identified with the set of proper subsets
of {1, . . . , n}. For any γ ∈ Γ, we can consider the subspace Uγ := span{ei : i ∈ γ} of C
n.
We get a corresponding subspace Uγ ⊗K of K
n. In what follows we will abuse notation and
write Uγ for Uγ ⊗K.
Proposition 9.3. Under the isomorphism Gr → Grl, the function Dγ becomes the function
L 7→ rdim(L ∩ Uγ)
The proof of this proposition follows from Proposition 9.1, equation (33), and the follow-
ing lemma.
Lemma 9.4. If U is a vector space over C of dimension k and L is a lattice in U ⊗ K,
then rdim(L) = rdim(ΛkL).
Proof. Fix a basis {u1, . . . , uk} for U over C.
Suppose that there exist r1, . . . , rk ∈ Z such that L = spanO(t
−r1u1, . . . , t
−rkuk). Then
it is easy to see that rdim(L) = r1 + · · ·+ rk and
rdim(ΛkL) = rdim(spanO(t
−r1−···−rku1 ∧ · · · ∧ uk)) = r1 + · · ·+ rk.
If L is a lattice, then there exists g ∈ GLU (O) such that g ·L is of the above form. Hence
it suffices to show that rdim(L) and rdim(ΛkL) are invariant under g.
Note that g · L0 = L0, so g · (L ∩ L0) = (g · L) ∩ L0. Hence
dim(L/L ∩ L0) = dim(g · L/(g · L) ∩ L0) and dim(L0/L ∩ L0) = dim(L0/(g · L) ∩ L0).
So rdim(L) is invariant under g. Similarly, rdim(ΛkL) is invariant under g. 
9.3. Kostant pictures. The positive roots of SLn are indexed by the set of pairs {(a, b) :
1 ≤ a < b ≤ n} with the positive root corresponding to (a, b) having a 1 in the ath slot, a
−1 in the bth slot and 0s elsewhere.
Following Anderson-Kogan [AK1], we define a Kostant picture to be an assignment
of non-negative integer to each positive root of SLn. They viewed a Kostant picture as a
collection of loops around the Dynkin diagram for SLn, but we will think of it more formally
as an element p =
(
p(a,b)
)
a<b
∈ N∆+. To reconstruct the “picture”, one should draw p(a,b)
loops with left edge at column a and right edge at column b.
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In [AK1], Anderson-Kogan produced a bijection from the set of Kostant pictures to the
set of stable MV cycles and polytopes for SLn. Using i-Lusztig data, we constructed such
a bijection for any reduced word i for w0 (Theorems 4.2 and 7.1). We will show that their
bijection is our bijection for the reduced word i := (1, . . . , n− 1, 1, . . . , n− 2, . . . , 1, 2, 1).
Recall that any reduced word induces a total order on the positive roots. The reduced
word i induces the order
βi1 = (1, 2), (1, 3), . . . , (1, n), (2, 3), . . . , (2, n), . . . , (n− 1, n) = β
i
m.
Recall that any reduced word i has its associated set of i-chamber weights, denoted Γi.
For this choice of i, we see that Γi := {[a · · · b] : a < b} where [a · · · b] denotes the chamber
weight {a, a+ 1, . . . , b}.
We now recall some more notation from [AK1]. If L is a lattice, then δi(L) denotes the
maximum value of j such that t−jei ∈ L. So Lδ(L) ⊂ L. Next, Anderson-Kogan define
dim0(L) := dimC(L/Lδ(L)).
The following lemma concerning these functions will be very convenient for us.
Lemma 9.5.
dim0(L ∩ Uγ) +
∑
i∈γ
δi(L) = rdim(L ∩ Uγ)
Proof. If A ⊂ B ⊂ C is a tower of vector spaces over C, then dim(C/A) = dim(C/B) +
dim(B/A). In our case, we have the three towers L0 ∩ Lδ(L) ⊂ L0 ∩ L ⊂ L0, L0 ∩ Lδ(L) ⊂
Lδ(L) ⊂ L, and L0 ∩ Lδ(L) ⊂ L0 ∩ L ⊂ L. Applying this tower theorem to the intersection
of these three towers with Uγ and adding the equations implies the desired result. 
If (a, b) is a positive root of SLn (which they think of as a loop), Anderson-Kogan defined
a function n(a,b) : Grl→ Z by the formula
n(a,b)(L) := dim0(L∩U[a···b])−dim0(L∩U[a···b−1])−dim0(L∩U[a+1···b])+dim0(L∩U[a+1···b−1]).
Proposition 9.6. Let L ∈ Gr and let n• denote the i-Lusztig datum of P (L). Let L also
denote the image of L in Grl. Let (a, b) be a positive root and let k be such that βik = (a, b).
Then
n(a,b)(L) = nk.
Proof. LetMγ = Dγ(L). Examining the reduced word i and the system (17) which converts
between i-Lusztig datum and hyperplane datum for i-chamber weights, we see that
nk = −M[a+1···b] −M[a···b−1] +M[a+1···b−1] +M[a···b].
So it suffices to prove that
n(a,b)(L) = −D[a+1···b](L)−D[a···b−1](L) + D[a+1···b−1](L) + D[a···b](L)
for all L ∈ Gr. But this follows immediately from Proposition 9.3 and Lemma 9.5. 
If p = (p(a,b)) is a Kostant picture, then Anderson-Kogan defined the notion of a
lattice weakly compatible to p. They showed that a lattice L was weakly compat-
ible to p iff n(a,b)(L) = p(a,b) for all (a, b) [AK1, Prop 4.1]. Following a slight modi-
fication of their notation, we let M(p) denote the set of lattices L weakly compatible
to p such that rdim(L ∩ U[1···b]) = 0 for all b. (Actually, Anderson-Kogan considered
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“M(p, λ)” which consisted of lattices L weakly compatible to p and satisfying the condi-
tion rdim(L ∩ U[a···n]) = 〈λ, [a · · · n]〉 for all a).
From the above proposition, we immediately see how these lattices fit into our results.
Corollary 9.7. Let n• ∈ N
m. Define p by p(a,b) = nk where k is such that β
i
k = (a, b). The
isomorphism Gr → Grl takes Ai(n•) onto M(p).
Anderson-Kogan proved that the closure of M(p) was an MV cycle. Our Theorem 4.2
shows that Ai(n•) is an MV cycle and thus provides an alternate proof of this result. Thus
we have established the following.
Theorem 9.8. The Anderson-Kogan bijection N∆+ → M is the same as our bijection
N
m →M for the particular choice of reduced word above.
9.4. Strongly compatible lattices. In order to understand the MV polytope Φ
(
M(p)
)
associated to M(p), Anderson-Kogan introduced the notion of a lattice in M(p) being
strongly compatible to p. We follow their notation and write M ‡(p) for the set of
lattices in M(p) which are strongly compatible to p.
They showed that M ‡(p) was dense in M(p) [AK1, Prop 4.3,4.5] and that a lattice L
was strongly compatible to p if and only if P (L) = Φ
(
M(p)
)
[AK1, Theorem E]. Anderson-
Kogan also observed thatM ‡(p) was a GGMS stratum and this served as one of our primary
motivations for the use of GGMS strata in this work.
We showed that for any i-Lusztig datum n• of coweight µ, there exists a corresponding BZ
datum M• of coweight (0, µ) (Theorem 7.1). Moreover, the corresponding GGMS stratum
A(M•) is dense in A
i(n•) and the corresponding pseudo-Weyl polytope P (M•) equals the
MV polytope Φ
(
Ai(n•)
)
. For these results see Lemma 5.5 and the proof of Theorem 3.1.
Comparing our results to the Anderson-Kogan results, we immediately have the following.
Theorem 9.9. Let n• ∈ N
m and let p, M• be related to n• as above. Then the isomorphism
Gr → Grl takes A(M•) onto M
‡(p).
9.5. Collapse algorithm. Fix n• and the corresponding p and M•. Let P = Φ
(
M(p)
)
.
Anderson-Kogan [AK1] gave a combinatorial algorithm, called collapse, for use in calcu-
lating the vertices of P from the Kostant picture p.
On the other hand, the above considerations show that P = P (M•). The values of Mγ
for all γ ∈ Γi are linearly determined from n•. The other values of M• are determined by
the tropical Plu¨cker relations. The positions of the vertices of P are determined from M•
by the usual vertex/hyperplane correspondence (7).
Thus we have two combinatorial procedures for calculating the vertices µ• of P from the
i-Lusztig datum n•: the collapse algorithm and the method of solving the tropical Plu¨cker
relations. The Anderson-Kogan method is more explicit and perhaps easier to work with.
Both procedures produce the same answer, but in fact more is true — we can understand
the collapse algorithm as a series of applications of the tropical Plu¨cker relations. The
remainder of this section will be devoted to the explanation of this statement.
Actually, the vertices produced by the Anderson-Kogan method and those which we
produce differ in the labelling of the vertices by the Weyl group. If ν• denotes the Anderson-
Kogan vertices, then νw = µww0 .
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Collapse along k takes a Kostant picture p and produces another Kostant picture p′,
whose “loops” are naturally labelled (a, b) with a < b and a 6= k, b 6= k (see [AK1, section
2.4]).
Anderson-Kogan defined collapse by a combinatorial algorithm. As the definition is quite
involved, we will not give it here. However we can summarize the algorithm by the following
algebraic statement.
Lemma 9.10. If a < k < b, then
(34) p′(a,b) = min
( b−1∑
r=k
p(a,r) − p
′
(a,r),
k∑
s=a+1
p(s,b) − p
′
(s,b)
)
,
where by convention p′(a,k) = 0 = p
′
(k,b). If k < a or b < k, then p
′
(a,b) = p(a,b).
Proof. We give a sketch of the proof which will be comprehensible only to those familiar
with the collapse algorithm. Note that every loop with left edge at a and right edge at b
(from now on called an (a, b)-loop) is produced as the join of an (a, r) loop and an (s, b)
for some k ≤ r < b and a < s ≤ k. Now every such (a, r) and (s, b) loop is joined at some
stage of the collapse algorithm, so the two parts of the min represent the amount of (a, r)
and (s, b) loops not used to make smaller loops. The production of (a, b) loops by joining
is then given by the minimum number of the available raw materials. 
In [AK1, section 2.4], collapse along k is used to understand the vertices νw for all w such
that w(1) = k. For us, these will be the vertices µw with w(n) = k.
The set {w ∈W : w(n) = k} forms a facet of the permutahedron. This facet is naturally
isomorphic to the permutahedron of SLn−1 and we consider a path along this facet corre-
sponding to the above reduced word for SLn−1. We extend this path to a reduced word i
′
for SLn. This reduced word gives us a labelling of the edges of the path by positive roots
of SLn. The labelling of the edges of the path lying in the facet is independent of how we
extend the path outside of this facet. In fact, they are always labelled by the positive roots
(a, b) such that a 6= k, b 6= k.
Lemma 9.11. Let n• be a reduced word for i and let n
′
• be the corresponding reduced word
for i′. For any positive root (a, b), let p(a,b) = nk where k is such that β
i
k = (a, b) and for
any positive root (a, b) with a 6= k, b 6= k, let p′(a,b) = n
′
k where k is such that β
i′
k = (a, b).
Then p′• and p• are related as in Lemma 9.10.
Proof. Assume a < k < b. Let M• be the corresponding BZ datum. By applying the usual
conversion (17), we see that
p(a,b) = −M[a+1···b] −M[a···b−1] +M[a+1···b−1] +M[a···b](35)
p′(a,b) = −M[a+1···kˆ···b] −M[a···kˆ···b−1] +M[a+1···kˆ···b−1] +M[a···kˆ···b].(36)
We expand out the sum in the RHS of (34) using (35) and (36). Then we substitute (36)
into the LHS of (34). After cancelling some terms, we see that we must prove that for all
a < k < b,
(37) M[a···kˆ···b] +M[a+1···b−1] = min
(
M[a+1···kˆ···b] +M[a···b−1],M[a···kˆ···b−1] +M[a+1···b]
)
.
But this is exactly a tropical Plu¨cker relation and so the result follows. 
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Thus our theory gives the following interpretation of collapse.
Theorem 9.12. The Kostant picture produced by collapse along k gives the lengths of the
edges along the above path inside the “w(n) = k” facet of the MV polytope. Moreover, the
algorithm of collapse along k is equivalent to recursively solving all of the tropical Plu¨cker
relations of the form (37).
9.6. Vertices. Now that we have managed to see how the collapse algorithm fits into our
setup, it remains only to understand the inductive way that Anderson-Kogan compute the
vertices ν•. Fix v ∈ W and let νv = (ν
1, . . . , νn). First they compute νk where k = v(1),
and then they compute the rest of the components of the vertex using the Kostant datum
produced by collapse along k. Since we understand collapse along k, it remains only to
understand their formula for νk.
They show (see the proof of Theorem E in [AK1]) that for any L ∈M ‡(p),
(38) νk = δk(L) + dim0(L)− dim0(L ∩ Uγ),
where γ = [1 · · · kˆ · · ·n].
This vertex νv will be our vertex µw where w = vw0. So w(n) = k which implies that
w · Λn−1 = γ. Hence we have that
(39) 〈µw, γ〉 =Mγ .
But if L ∈ A(M•), then Mγ = Dγ(L) = rdim(L ∩ Uγ) by Proposition 9.3. Now we apply
Lemma 9.5 to conclude that
rdim(L ∩ Uγ) = dim0(L ∩ Uγ) +
∑
i 6=k
δi(L),
rdim(L) = dim0(L) +
∑
i
δi(L).
Taking the difference of these two equations and combining with (39) yields
〈µw, γ〉 = dim0(L ∩ Uγ)− dim0(L)− δk(L)
which is equivalent to (38) since 〈ν, γ〉 = −νk as we are in the coweight lattice of SLn.
Appendix A. Pseudo-Weyl polytopes
The purpose of this appendix is to prove Proposition 2.2. To do so we will introduce the
notion of dual fan to a polytope. This will also put the concept of pseudo-Weyl polytope
on a firmer footing.
We thank A. Knutson, D. Speyer, and B. Sturmfels for explaining some of the concepts
presented here and for suggesting this method of proving Proposition 2.2. Many of the
definitions presented here can be found in [E] and [Z]. The general results presented here
(Theorems A.2 and A.3) are known to experts but we could not find them in the literature.
A version of Theorem A.2 appears in [F, section 3.1] in the context of ample line bundles
on toric varieties.
Let V denote a real vector space and V ⋆ its dual. We will be interested in the case
V = tR.
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A.1. Support functions. If P is a convex subset of V , we define the support function
of P, ψP : V
⋆ → R, by
ψP (α) := min
v∈P
〈v, α〉.
The support function is a homogeneous, concave function on V ⋆, i.e.
ψP (λα) = λψP (α) if λ ∈ R
× and
ψP (α+ β) ≥ ψP (α) + ψP (β).
Conversely, given any homogeneous, concave function ψ on V ⋆, we can define the set
P (ψ) := {v ∈ V : 〈v, α〉 ≥ ψ(v)〉}.
The general theory of convexity tells us that these two maps are inverse to each other
and set up a bijection convex subsets
of V
←→
 homogeneous concave
functions on V ⋆
 .
We will now proceed to examine a special case of this bijection.
A.2. Fans. A polyhedral cone in V ⋆ is a finite intersection of closed linear half spaces.
A (complete) fan F in V ⋆ is a finite collection of nonempty polyhedral cones of V ⋆ such
that
(i) every nonempty face of a cone in F is also a cone in F ,
(ii) the intersection of any two cones in F is a face of both, and
(iii) the union of all the cones in F is V ⋆.
A fan F induces an equivalence relation on V ⋆ whose equivalence classes are the interiors
of the cones of F . The fan can be recovered from this equivalence relation, thus we can
view fans as a special class of equivalence relation on V ⋆.
We will mostly be concerned with the Weyl fan in t⋆
R
. The maximal cones of this fan
are the cones
C⋆w := {α ∈ t
⋆
R : 〈w · α
∨
i , α〉 ≥ 0 for all i}.
All other cones are obtained by intersecting these maximal cones.
Given a polytope P in V (for us polytopes are always assumed to be convex), we can
construct a fan in V ⋆ called the dual fan N (P ) of P . For α ∈ V ⋆, let
M(P,α) = {v ∈ P : 〈v, α〉 = ψP (α)}
be the subset of P where 〈·, α〉 is minimized. Note that this subset will always be a face of
P . The cones C⋆F of N (P ) are indexed by the faces F of P and are given by
C⋆F := {α ∈ V
⋆ : F ⊂M(P,α)}.
The corresponding equivalence relation is
α ∼ β ⇔M(P,α) =M(P, β)
Proposition A.1. The dual fan of the permutahedron is the Weyl fan.
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Proof. Recall that for each w ∈ W , ww0 · ρ
∨ is a vertex of the permutahedron. We will
show that the cone C⋆ww0·ρ∨ dual to this vertex is C
⋆
w.
Since the local cone of the permutahedron at the ww0 · ρ
∨ vertex is Cww0·ρ
∨
w , we have
that
C⋆ww0·ρ∨ = {α ∈ t
⋆
R : 〈v, α〉 ≥ 〈ww0 · ρ
∨, α〉 for all v ∈ Cww0·ρ
∨
w }
So α lies in the dual cone if and only if 〈v, α〉 ≥ 0 for all v ∈ C0w. Now the cone C
0
w is
spanned by w ·Λi for all i ∈ I and so α is in the dual cone if and only if 〈w · α
∨
i , α〉 ≥ 0 for
all i ∈ I as desired. 
A fan F1 is said to be a coarsening of a fan F2 if every cone of F1 is a union of cones
of F2. Equivalently, the equivalence relation ∼
1
corresponding to F1 is stronger than the
equivalence relation ∼
2
corresponding to F2, i.e. α ∼
2
β ⇒ α ∼
1
β.
A polytope P is called an F-polytope if its dual fan is a coarsening of F .
With these notions in hand, we can now give a better definition of pseudo-Weyl polytope.
A pseudo-Weyl polytope is a polytope in tR with vertices in X∗, whose dual fan is a
coarsening of the Weyl fan. Later we will show that this definition agrees with our old one.
A.3. Support functions of F-polytopes. We would like to see how to characterize F-
polytopes in terms of their support functions.
A homogeneous, concave function ψ is said to be linear on F if, whenever α ∼ β, we
have ψ(α) + ψ(β) = ψ(α + β). Since a concave function is automatically continuous, this
implies that the restriction of ψ to any cone of F is linear.
Theorem A.2. The maps P 7→ ψP and ψ 7→ P (ψ) give a bijectionF − Polytopes←→
 homogeneous, concave functions
which are linear on F
 .
Proof. Since these maps are inverses to each other we just need to check that if P is an
F-polytope, then ψP is linear on F and conversely if ψ is a homogeneous, concave function,
linear on F , then P (ψ) is an F-polytope.
First, assume that P is an F-polytope. Let α ∼ β. Then α and β are also equivalent under
the N (P ) equivalence relation (since N (P ) is a coarsening of F). So M(P,α) = M(P, β).
Hence there exists v ∈ P such that 〈v, α〉 = ψP (α) and 〈v, β〉 = ψP (β).
Hence, ψP (α+ β) ≤ 〈v, α+ β〉 = ψP (α) + ψP (β). Hence ψP (α+ β) = ψP (α) + ψP (β) as
desired. So ψP is linear on F .
Now assume that ψ is a homogeneous, concave function which is linear on F . Let α ∼ β
in F . We would like to show that M(P,α) =M(P, β) since this will show that α and β are
similar under the N (P ) equivalence relation.
Suppose that v ∈ M(P,α) but v /∈ M(P, β), so ψ(β) < 〈v, β〉. Since the equivalence
classes of F are the interiors of cones, there exists t > 0 such that α− tβ ∼ β. By linearity
ψ(α − tβ) + ψ(tβ) = ψ(α). Hence,
〈v, α− tβ〉+ 〈v, tβ〉 > ψ(α− tβ) + tψ(β) = ψ(α) = 〈v, α〉
which is a contradiction.
So we conclude that M(P,α) ⊂M(P, β) and similarly M(P, β) ⊂M(P,α). Hence α and
β are similar under the N (P ) equivalence relation. 
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A.4. Vertex data. If P is a polytope, then there is a natural bijection between the vertices
of P and the maximal cones of N (P ).
Let F be a fan and let P be an F-polytope. Let {C⋆x : x ∈ X} be the set of maximal
cones of F . Each maximal cone of F is a subcone of a unique maximal cone of N (P ) and
so we get a surjective map
X ։ max cones of N (P ) = vertices of P.
Let px denote the image of x ∈ X under this map.
The collection Vert(P ) :=
(
px
)
x∈X
is called the vertex data of P .
For each x ∈ X define a partial order ≤x on V by
v ≤x w ⇔ 〈v, α〉 ≤ 〈w,α〉 for all α ∈ C
⋆
x
Suppose we have a collection of points of V , p• = (px)x∈X such that py ≥x px for all
x, y ∈ X. Then we define
P (p•) := {v ∈ V : v ≥x px for all x ∈ X}.
Theorem A.3. The maps P 7→ Vert(P ) and p• 7→ P (p•) give a bijectionF − polytopes←→
 collections (px)x∈X such that
py ≥x px for all x, y ∈ X

Moreover, if P and p• correspond under this bijection then the support function of P
satisfies
ψP (α) = 〈px, α〉 if α ∈ C
⋆
x.
Proof. First, we would like to show that if P is an F-polytope, then p• := Vert(P ) satisfies
the desired condition. Let x, y ∈ X and let α ∈ C⋆x. By definition, px ∈ M(P,α). So
ψP (α) = 〈px, α〉. Since py ∈ P ,
〈py, α〉 ≥ ψP (α) = 〈α, px〉.
Since this holds for all α ∈ C⋆x, py ≥x px as desired.
Now, we show that P (Vert(P )) = P . Note that v ≥x px if and only if 〈v, α〉 ≥ 〈px, α〉 =
ψP (α) for all α ∈ C
⋆
x. So we see that
P (p•) = {v ∈ V : 〈v, α〉 ≥ ψP (α) for all α ∈ V
⋆}.
So P (p•) = P (ψP ) = P as desired.
Next, we would like to show that if p• satisfies the hypothesis, then P (p•) is an F-polytope
and Vert(P (p•)) = p•. Define a function ψ : V
⋆ → R by
ψ(α) = 〈px, α〉 if α ∈ C
⋆
x.
To see that ψ is well-defined, suppose that α ∈ C⋆x and α ∈ C
⋆
y . Then since py ≥x px,
〈py, α〉 ≥ 〈px, α〉. Similarly the opposite inequality holds and so we see that 〈py, α〉 = 〈px, α〉.
Now, we claim that ψ is homogeneous and concave. Homogeneity is clear. Suppose that
α ∈ C⋆x, β ∈ C
⋆
y for some x, y ∈ X. Then there exists u ∈ X such that α+ β ∈ C
⋆
u. So,
ψ(α + β) = 〈pu, α+ β〉 = 〈pu, α〉 + 〈pu, β〉 ≥ ψ(α) + ψ(β)
where the inequality follows from the fact that pu ≥x px and pu ≥y py. So ψ is concave.
Finally, we claim that ψ is linear on F . Suppose that α ∼ β. Then there exists x ∈ X such
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that α, β ∈ C⋆x. Then α + β is also in C
⋆
x. So ψ(α + β) = 〈px, α + β〉 = ψ(α) + ψ(β) as
desired.
Hence P (ψ) is an F-polytope. But we have already seen that P (ψ) = P (p•) and so P (p•)
is an F-polytope. Moreover, we already saw that if p′• = Vert(P (ψ)), then ψ(α) = 〈p
′
x, α〉
for all α ∈ C⋆x. Since the cone C
⋆
x is maximal, it spans V
⋆ and hence p′x = px for all x as
desired. 
Corollary A.4. Our two definitions of pseudo-Weyl polytope agree.
Note that we have also proven the first part of Proposition 2.2.
A.5. Hyperplane data. A polyhedral cone C in V ⋆ is called simplicial if there exists
a basis α1, . . . , αn for V
⋆ such that C = {λ1α1 + · · · + λnαn : λi ≥ 0}. These α1, . . . , αn
will necessarily be along the rays (one-dimensional faces) of the cone. A fan F is called
simplicial if all of its cones are simplicial. For example, the Weyl fan is simplicial since
the cone C⋆w is spanned by the vectors {w · Λi : i ∈ I}.
From now on, we assume that F is simplicial and let Γ be a set of vectors, one lying in
each ray of F . So for any cone C ∈ F , C is the positive linear span of the vectors Γ ∩ C.
For example, when F is the Weyl fan, the set of chamber weights Γ is such a set.
If ψ is a homogeneous concave function, linear on F , then ψ is determined by its restriction
to the rays of F . Hence we get a sequence of real numbers
(
Mγ := ψ(γ)
)
γ∈Γ
which determine
ψ. Moreover, in this case, we see that
P (ψ) = {v ∈ V : 〈v, γ〉 ≤Mγ for all γ ∈ Γ}.
The collection M• is called the hyperplane datum of P (ψ).
Conversely, given a sequence of real numbers
(
Mγ
)
γ∈Γ
, we can ask if there exists a
homogeneous, concave function ψ which is linear on F such that ψ(γ) =Mγ for all γ. In fact,
such a sequence always defines a function ψM• in the following way. Since F is simplicial,
every α ∈ V ⋆ can be written uniquely as a positive linear combination α = λ1γ1+ · · ·+λnγn
with γi ∈ Γ and λi ≥ 0. Then we define
ψM•(α) := λ1Mγ1 + · · ·+ λnMγn .
Note that ψM• is homogeneous and linear on F . However, it will not always be true that
ψM• is concave.
Lemma A.5. If F is the Weyl fan and Γ is the set of chamber weights, then ψM• is concave
if and only if M• satisfies the edge inequalities (6).
Proof. First, we show that if ψM• is concave, then M• satisfies the edge inequalities. For
any i ∈ I and w ∈W , note that
wsi · Λi + w · Λi =
∑
j 6=i
−ajiw · Λj .
Since w · Λj all lie in the same cone of the Weyl fan and since aji ≤ 0 for j 6= i, by
linearity, homogeneity, and concavity, we have that
ψ(wsi · Λi) + ψ(w · Λi) ≤
∑
j 6=i
−ajiψ(w · Λj).
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This implies that edge inequality among the M•.
Conversely, assume that M• satisfies the edge inequalities, and define ψM• as above. We
would like to show that ψM• is concave.
For each w ∈ W , let ψw denote the unique linear function on t
⋆
R
such that ψw(w · Λi) =
Mw·Λi for all i ∈ I. So ψ and ψw agree on C
⋆
w. By the same argument as in the second half
of the proof of Theorem A.3, it suffices to show that ψ(α) ≤ ψw(α) for all α ∈ t
⋆
R
. To prove
this it suffices to show that ψ(γ) ≤ ψw(γ) for all γ ∈ Γ and w ∈W .
For simplicity, we will prove this last statement for γ = Λk for some k. Our proof will
proceed by induction onW using the weak Bruhat order. To prove the statement for general
γ requires a different partial order adapted to γ.
The base case of w = e is clear. So assume w ∈W , w 6= e and that ψ(γ) ≤ ψv(γ) for all
v < w in the weak Bruhat order.
Let λj ∈ R be such that γ =
∑
λjw · Λj. Since w 6= e, there exists i ∈ I such that
wsi < w. Hence w · α
∨
i is a negative coroot. So 〈w · α
∨
i ,Λk〉 ≤ 0 and hence λi ≤ 0.
Since Λi = −si · Λi −
∑
j 6=i ajiΛj and si · Λj = Λj for j 6= i, we see that
γ =
∑
j 6=i
(λj − λiaji)wsi · Λj − λiwsi · Λi.
Since wsi < w, by induction we have that ψ(γ) ≤ ψwsi(γ) and so
(40) Mγ ≤
∑
j 6=i
(λj−λiaji)Mwsi·Λj−λiMwsi·Λi =
∑
j 6=i
λjMw·Λj−λi(Mwsi·Λi+
∑
j 6=i
ajiMw·Λj).
Now the edge inequality tells us that
Mwsi·Λi +
∑
j 6=i
ajiMw·Λj ≤ −Mw·Λi
So multiplying this equation by −λi and combining with (40) shows that
Mγ ≤
∑
j
λjMw·Λj
as desired.
Hence we have proven the statement for w. This completes the induction argument. 
Let P be a polytope whose dual fan is a coarsening of the Weyl fan. Let µ• be its vertex
data and M• be its hyperplane data. Then by Theorem A.3, they are related by
Mw·Λi = 〈µw, w · Λi〉.
So we see that Mγ ∈ Z for all γ if and only if µw ∈ X∗ for all w.
Combining Theorem A.2, Theorem A.3, Lemma A.5 and the above remark, gives the
proof of Proposition 2.2.
A.6. Minkowski sums of pseudo-Weyl polytopes. We close this section with the proof
of Lemma 6.1 concerning Minkowski sums of pseudo-Weyl polytopes.
Proof of Lemma 6.1. If A,B are polytopes, then the dual fan of the Minkowski sum A+B
is the common refinement of the two dual fans N (A),N (B) (see [Z, Prop 7.12]). If two
fans are both coarsenings of the Weyl fan, then so is their common refinement. Hence the
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Minkowski sum of pseudo-Weyl polytopes is again a pseudo-Weyl polytope. Moreover, it is
clear that the support function of A + B is ψA + ψB and so the second half of the result
follows. 
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