An unsupervised learning algorithm is presented for learning stereo disparity. A key assumption is that surface depth varies smoothly over time. This assumption is consistent with a learning rule which maximises the long-term variance of each unit's outputs, whilst simultaneously minimising its short-term variance. The learning rule involves a linear combination of anti-Hebbian and Hebbian weight changes, over short and long time scales, respectively. The model is demonstrated on a hyper-acuity task; estimating sub-pixel stereo disparity from a temporal sequence of stereograms. The algorithm generalises, without additional learning, to previously unseen image sequences.
Introduction
Given that human infants do not acquire stereopsis until 3-4 months, what strategies might enable visual neurons to learn stereo disparity without the aid of an external teacher?
The separation of the two eyes ensures that the image of a surface in one eye is shifted relative to the image in the other eye. More precisely, the amount of shift, or stereo disparity, associated with a point on an imaged surface increases with the depth (relative to the xation point of the eyes) of that point. A critical step in computing the disparity of a pair of stereo images consists of nding a match between corresponding parts of each image. The value of disparity does not, in general, involve a discrete number of retinal receptors, so that this matching process cannot proceed on a receptor-by-receptor basis. Instead, the matching process must utilise some type of image entity (feature) which is de ned over more than one receptor. It is important to note that recovery of disparity cannot be achieved by any analysis of stereo image pairs which involves linear methods only (e.g. PCA, (Oja, 1982) ). There are therefore two points to note with regard to the computation of stereo disparity: 1. Computing stereo disparity requires the detection of image features which can be reliably matched across each image of a pair, and 2. Disparity is a a non-linear function of the grey-levels of any given stereo pair of images.
According to Gibson (Gibson, 1979) , the problem of vision consists of obtaining invariant structure from continually changing sensations. Whereas Gibson's intuitively appealing approach has been well received by perceptual psychologists, the lack of a detailed theory has ensured that this approach has received little empirical vindication from computer vision. However, the potential of Gibson's ideas have recently begun to be realised as a series of connectionist models (Becker and Hinton, 1992; Becker, 1992; Zemel and Hinton, 1991; Mitchison, 1991; Phillips et al., 1995; Schraudolph and Sejnowski, 1991; Foldiak, 1991) . In particular, the IMAX models (Becker and Hinton, 1992; Zemel and Hinton, 1991; Becker, 1992; Becker, 1995) have been instrumental in drawing attention to the possibility of learning perceptually salient parameters using unsupervised learning methods.
The IMAX model works by maximising the mutual information between di erent output units (Becker and Hinton, 1992; Zemel and Hinton, 1991) . The model described in (Becker and Hinton, 1992) assumes that surface depth varies smoothly over space. Model neurons which receive input from adjacent, non-overlapping surface regions are therefore likely to receive inputs from surface regions which have similar depths. This spatial coherence assumption can also be applied in the temporal domain. Here, the corresponding learning strategy is based on the assumption that surface depth varies smoothly over time. This type of temporal coherence assumption has not been applied to recovery of depth, but has been used to learn to discriminate di erent synthetic \objects" (Becker, 1992) . However, the IMAX merit function appears to have a high proportion of poor local optima. In (Becker and Hinton, 1992) this problem was ameliorated by using a hand-crafted and biologically implausible weight-sharing architecture.
Despite this, the spatial and temporal`smoothness' assumptions underlying this class of methods are quite general. It is therefore possible that these assumptions can be used to derive other, perhaps more robust, unsupervised learning algorithms. One such algorithm is presented below.
Insert Figure 1 about here 2 Unsupervised Learning of Visual Parameters Learning in arti cial neural networks (ANNs) consists of two broad classes, supervised and unsupervised. Supervised learning requires access to a vector-valued error signal (as in backpropagation) and therefore may not considered as biologically plausible (although reinforcement learning (Sutton, 1988) via scalar-valued error signals is clearly more realistic). Unsupervised learning methods perform a type of cluster analysis on a given set of inputs. However, almost all unsupervised methods form clusters on the basis of only the low order statistics of their inputs. Accordingly, in the absence of hand-crafted architectures, ANNs that perform unsupervised learning tend to`discover' parameters which are linear functions of their inputs (e.g. (Oja, 1982) ).
The data compression of inputs performed by linear systems reduces the redundancy of the transformed input data. Whilst such a process might be considered to be desirable during the early stages of perceptual processing (Barlow, 1972) , it is not obvious how it could give rise to the complex response characteristics typical of neurons in V2 and in the infero-temporal cortex. These`high order' neurons have outputs which respond selectively to disparity(V2) (Poggio et al., 1985) , facial expression (Heywood and Cowey, 1992) , and even \moving light displays" 1 (Perrett et al., 1990) of human walkers which are de ned principally in terms of their spatiotemporal characteristics (Mather et al., 1992) . The response properties of such neurons cannot be modelled using linear systems, unless the input representation is hand-crafted to ensure that inputs are linearly separable. Whilst such an approach may be fruitful for restricted domains, it is unlikely to yield solutions of general utility.
In both (Mitchison, 1991) and (Schraudolph and Sejnowski, 1991) , anti-Hebbian learning rules are used to discover invariant properties of input data by minimising the variance of the outputs of units. Unlike the method described in this paper, the methods in (Mitchison, 1991) and (Schraudolph and Sejnowski, 1991) both require weight normalisation. This weight normalisation requires non-local information, and therefore reduces the extent to which a model may be viewed as biologically plausible. Typically, a light is attached to each major joint of a moving person in a darkened room, so that only the motion of the joints is visible (Johansson, 1973) .
3 Learning Using Temporal Constraints
Consider a sequence of images of an oriented, planar, textured surface which is moving relative to a xed eye or camera (see Figure 1 ). Between two consecutive image frames, the distance to the surface changes by a small amount. Simultaneous with this small change in surface depth, a relatively large change in the intensity of individual pixels occurs. Thus, there is a di erence between the rate of change of the intensity of individual pixels and the corresponding rate of change of depth of the imaged surface. As surface depth varies over time the rate of change of depth is small, relative to that of the intensity of individual image pixels. More importantly, a sequence of images de nes an ordered set in which neighbouring images are generated by surfaces with similar depths. These observations can be used to derive a learning method based on an assumption of temporal smoothness.
The Learning Method
A model which uses a type of temporal smoothness constraint can be made to learn stereo disparity. The degree of smoothness of the output or state of a model can be measured in terms of the`temporally local', or short term, variance associated with a sequence of output values. A sequence of states de nes a curve which is maximally smooth if the variance of this curve is minimal (the straighter the curve, the smoother the output). However, a curve with a minimal short term variance is a straight line. This is consistent with one characteristic, smoothness, of surface depth, but it is not very useful. Moreover, it does not conform to the other characteristic, variability over time. The output can be made to re ect both smoothness and variability by forcing it to have a small short-term variance, and a large long-term variance. That is, the variance of the output over small intervals should be small, relative to its variance over longer intervals. The general strategy just described can be implemented using a multi-layer model. Units in the input, hidden and output layers are labelled i; j and k, respectively. Input and output layers have linear units, and the hidden layer has tanh units. The state of an output unit u k at each time t is z kt . The temporal cumulative statez kt of u is the temporal exponentially weighted sum of states z kt . We can obtain the desired behaviour in z k by altering the connection weights between units such that z k has a large long-term variance V , and a small short-term variance U . These requirements can be embodied in a merit function F = log(V =U ), which can then be maximised with respect to the inter-unit connection weights of the model. The state z kt = P j w jk z jt , where w jk is the value of a weighted connection from the jth hidden unit to u, and z jt is the state of the jth hidden unit. Weights projecting to output units are referred to as upper weights, and those which project to hidden units, as lower weights. The merit function 5 F is de ned as:
(1) (The 1=2's are formally redundant, but have been introduced to simplify the derivatives of U and V ). V is the long-term variance of z k , U is its short-term variance, and T is the period over which these are de ned. Bothz kt and z kt are exponentially weighted sums of states z k :
z t = Szt?1 + (1 ? S ) z t?1 : 0 S 1
The half-life h L of L is much longer (typically 100 times longer) than the corresponding halflife h S of S . Note that, whereas weight changes depend on the recent history of inputs to a unit, a unit's output z k is a function only of the current input.
Learning consists of altering inter-unit weights to maximise the function F . This can be achieved by performing gradient ascent on F , using the derivative @F=@w of F with respect to each weight w. From (1), F = log(V ) ? log(U ), so that:
The de ning equations for U and V have identical forms. This permits us to derive @U=@w for lower (input to hidden) and upper (hidden to output) weights, from which corresponding equations for V can be obtained by substitution. The incremental computation of U up to time t T is:
The derivative of U (t) with respect to any weight w is: Therefore (3) can be incrementally evaluated up to any time s if, at each time step t s, the quantities @z kt =@w and @z k(t?1) =@w are known for each upper and lower weight w. The cumulative result of these incremental computations is used to alter weights only after the entire sequence of inputs has been presented. However, storage requirements are minimal because all quantities can be computed incrementally. It is also possible to maximise F by updating weights on-line' after the presentation of each input as in (Stone and Bray, 1995) . The Hebbian and anti-Hebbian components are given by the rst and second terms (respectively) on the rhs of (5). In (5), the pre-and post-synaptic means used in conventional Hebbian learning rules (e.g. (Sejnowski, 1977) ) have been replaced by the exponentially weighted means, z jt and z kt (respectively) in the Hebbian part of (5), and byz jt andz kt in the anti-Hebbian part of (5). In contrast, the rule described in (Bienstock et al., 1982) uses the exponentially weighted mean of only the post-synaptic output to modulate learning, and this learning is either Hebbian or anti-Hebbian, depending on the state of the post-synaptic unit. In summary, the rule de ned in (5) uses the exponentially weighted mean of both the pre-and post-synaptic states to modulate both the Hebbian and anti-Hebbian learning applied to every weight.
A conjugate gradient method (Williams, 1991) was used to maximise F . Each iteration, or line search, involves quadratic interpolation in a given conjugate search direction, so that each line search requires the derivative of F at two points along the current search direction. An iterative batch update procedure which is similar to to conventional backpropagation algorithm is about 10 times slower than this method.
Insert Figure 2 For hidden unit weights, additional terms resulting from the derivative of the tanh hidden unit activation function are required (see (Stone, 1996) The model consists of three layers of units. Every unit in each layer is connected to every unit in the next layer. The rst layer consists of 20 linear input units, arranged in two rows of 10 units each. The hidden layer consists of a xed number of 10 units, each of which has a semi-linear (tanh) input/output function. The state of a unit in the hidden layer is z = tanh(x), where x is the total input to a hidden layer unit from units in the input layer. The input to the jth hidden unit is x j = P i (w ij z i + j ), where w ij is the value of a weighted connection from the ith input unit to the jth hidden unit, and z i is the state of the ith input unit. All and only units in the hidden layer have a bias weight from a unit with constant output of 1. These bias weights are adapted in the same way as all other weights in the model. The output layer consists of a single linear unit.
In the simulations reported here, the value of V is the variance of z, and z is the mean value of z. The value of h S = 32 time steps.
Insert Figure 3 and 4 about here
Input Data
The input data consisted of a temporal sequence of stereo pairs of images which were derived from a grey-level image (see Figure 3) . This image was convolved with a di erence of Gaussian (DOG) lter to reduce the range of spatial frequencies present in the image. This procedure also simulates the action of retinal ganglion cells with centre surround receptive elds. The ratio of Gaussian standard deviations was 1.6, with the smaller Gaussian having a standard deviation of 2 pixels.
The sequence of 1000 disparity values was generated by convolving a circular array of random numbers with a Guassian (standard deviation of 100 pixels), and then normalising so that these disparity values were between 2 pixels.
Insert Figure 5 about here
At each time step, one image I 1 of a stereo pair was copied from a 10-pixel image strip from the ltered version of Figure 3 . The position of this strip was advanced by 4 pixels at each time step. The second image I 2 of a pair was generated by shifting I 1 according to the current value of disparity. Sub-pixel shifts were obtained by grey-level interpolation. Each input image pair was normalised to have zero mean and unit variance. Examples of typical input pairs are shown in Figure 5 . 8
Insert Figure 6 about here
Learning
The network had 10 hidden units. Performance was measured in terms of the correlation r between the stereo disparity in 1000 input image pairs and the corresponding state z k of the output unit. As shown in Figure 6 , after 20 conjugate gradient iterations the correlation r = ?0:770, and by 100 iterations it was r = ?0:942.
Insert Figure 7 about here
Note that the correlation r between unit outputs and disparity can be negative, without a ecting the value of F . It is not necessary, nor even desirable, that r should be positive. If we consider the output unit as part of an integrated system which computes the values of di erent visual parameters then it is only necessary that a unit is able to signal to other units information regarding some aspect of the input. This can be achieved equally well with either a high magnitude negative or positive value of r.
Generalisation
The set of weights learned by the network after 100 iterations was used to test its performance (without further learning) on a di erent image shown in Figure 4 . The set of disparity values in this test set was identical to that used for learning. In order to evaluate the ability of the network to detect disparity irrespective of image position, the input pair presented at each time step was derived from a randomly chosen point in the test image. When tested on this data r = ?0:928.
Note that the rate at which disparity varies has no e ect on this test correlation. This is because, whilst learning depends upon current and previous states, the state z of a unit at any time depends only upon the current input. Thus, after learning, the model can detect disparities irrespective of the rate at which disparity varies in the input.
An interesting feature of unsupervised learning is that poor generalisation due to over-learning may not be a problem. In the above experiment, learning after 100 iterations did not decrease performance on the test data, as would be expected with a supervised learning method. The run was terminated after 120 iterations, when the correlation on the training data was r = 0:949, and the correlation on the test data was r = ?0:923. As can be seen from Figure 6 , the value of r on the training data was approaching an asymptotic value of about r = 0:942 by iteration 100. (The value of F = log(V =U ) is also asymptotic by 100 iterations, though this is not obvious from the values of V =U plotted in Figure 6 ). Therefore, further learning would have 9 resulted in little further improvement on the training data. Despite this, performance on the test data increased monotonically after iteration 20 (i.e. after a region near to a maximum in F had been located by the learning method). These preliminary ndings may lead to a solution to the problem of poor generalisation encountered using supervised learning methods, such as backpropagation.
Convergence and Local Maxima
The above experiment was repeated 100 times. The median number of iterations required such that jrj > 0:9 was 62, with lower and upper quartiles of 51 and 76, respectively.
The results presented here, and in (Stone, 1995b; Stone, 1996) for random dot stereograms, suggest that the function F has a low proportion of poor local maxima. This, in turn, suggests that the`energy landscape' de ned by F is relatively smooth, allowing it to be traversed by simple search techniques. (The method works equally well using conventional iterative weight update methods, but is about 10 times slower if these are used). More importantly, it suggests that maxima are reliably associated with model weight values which enable the detection of stereo disparity.
Discussion
The assumption of temporal smoothness was implemented via a time decay constant . Choosing a value for implicitly speci es a temporal`grain size'. Perceptually salient processes (such as surface depth) occur within a relatively small range of temporal frequencies. At frequencies which are either too high or too low, events cannot be detected. Between these two extremes, di erent neurons have temporal tuning curves which ensure that perceptual events occurring at any rate of change can be detected by a sub-population of neurons. As shown in (Stone, 1995b) , behaves like an annealing parameter, and its value is not critical. However, for anỳ reasonable' rate of change of disparity, some units in a population tuned to di erent temporal frequencies ( 's) would learn disparity. Discontinuities in disparity at the rate of one discontinuity per 250 time steps do not unduly a ect learning (Stone, 1995a) . Adding noise to inputs has little e ect on the learning algorithm, as demonstrated for a simpler task (Stone and Bray, 1995) .
Two Biological Interpretations
The model requires access to two quantities, the short term meanz, and the long term mean z of unit outputs. Consider a region of cortex, such as the primary visual cortex, with a spatially continuous mapping from the retina. A surface which is moving (as described above) causes neurons which are nearby in space (i.e. on the cortex) to re ect retinal activity which is nearby in time. That is, a given neuron B`sees' the same piece of surface now as one of its neighbours saw a short time ago. Similarly, one other neighbour sees now, what neuron B will see at some short time in the future. If B's neighbours have similar receptive eld pro les to that of B then neurons that are close to B have activations which are similar to those in B's recent past, or in its near future. Therefore, the approximately Gaussian spatial distribution of short-range connections between B and its neighbours observed in the primary visual cortex (Jones and Palmer, 1987) can be used to provide B with an approximation to its own temporal exponentially weighted activityz 4 . Over larger cortical areas it is assumed that the mean output of a spatially localised ensemble of neurons is similar to the (temporal) mean of any neuron in that ensemble. Therefore, z may be estimated from long-range connections from an ensemble of neurons over a relatively large cortical region.
An alternative interpretation relies on a mechanism which enables bacteria to swim along concentration gradients of chemicals (e.g. food, toxins). In (Bray, 1995) , it is suggested that bacteria move along chemical gradients by comparing the current concentration with that obtained by an exponentially weighted average over a period of seconds. The current concentration is obtained via an internal messenger which responds rapidly to changes in chemical concentration, whilst the time-averaged concentration is obtained via a messenger which responds slowly to changes in chemical concentration. Comparing the short-term (current) with the long-term average enables changes in concentration over time to be detected. Barlow (Barlow, 1996) discusses the implications of Bray's ndings for temporal processing inside individual neurons. Barlow suggests that a temporal trace of a sequence of synaptic events can be encoded by a single neuron, and that this neuron will then respond selectively to future occurrences of that sequence. These papers suggest that one way for a neuronal system to implement a rule similar to that described in this paper is to use internal neuronal messengers which respond at di erent temporal rates as a means of estimating the short-and long-term averaged states of a given neuron.
Unfortunately, neither of these interpretations constitute a satisfactory account of how the learning rule described in this paper could be implemented in a neuronal system. This is because, until more detailed neurophysiological data are available, such accounts remain speculative. Even so, it has been demonstrated that the general strategy of seeking slowly varying parameters can be used to learn stereo disparity without supervision; and possible mechanisms to compute the required time-averaged quantities have been proposed. It is hoped that these speculative proposals may, in the context of a working model, act as an incentive to search for physiological mechanisms which are capable of implementing the type of temporal learning rule described in this paper.
A Canonical Microfunction
As stated at the outset, this paper addresses the question: What strategies enable neurons to learn perceptually salient parameters from a spatio-temporal sequence of images, without the aid of an external teacher? The approach adopted here assumes the existence of a canonical strategy (e.g. \look for temporally smooth parameters") that can be formalised in terms of a canonical microfunction (Stone, 1996) , of which F is an example. It is proposed that implementing a canonical microfunction enables small systems of model neurons to learn a range of perceptually salient parameters. This contrasts with the proposal in (Douglas et al., 1989) that the ability of the neocortex to learn to analyse inputs from a range of sensory modalities depends on the existence of a canonical microcircuit. The microfunctional approach adopted in this paper is more general, in that both (biological and computational) mechanisms can implement a single strategy.
The approach is analogous to Marr's tripartite (computational/algorithmic/implementational) approach to vision (Marr, 1982) . Thus, the computational strategy of learning smoothly varying parameters is only one of many candidates for the canonical strategy. Similarly, maximising the function F is one of many algorithmic methods for implementing this temporal smoothness strategy. Finally, an arti cial neural network is only one of many physical implementations of an algorithm to maximise F . Consequently, the learning method described here is consistent with, but is not determined by, an assumption of temporal smoothness; just as the arti cial neural network used is consistent with, but is not determined by, maximising the function F .
It is intended that this microfunctional approach will yield other strategies which are more general in application than that described here. At the very least, it is intended that this approach will yield a series of microfunctions which embody the`temporal smoothness' assumption in a manner which is increasingly consistent with the known function and structure of neocortical microcircuits.
Using Temporal and Spatial Smoothness
The temporal learning method described here can also be implemented in the spatial domain, as demonstrated in (Eglen et al., 1996) . The merit function used in (Eglen et al., 1996) is the log ratio of the short-and long-range variances. Thus, each unit adjusts its weights such that its output is similar to that of adjacent units, and such that its output is dissimilar to nonadjacent units (so that the long-range variance in the spatial array of units at any given time is high). An obvious extension would be to simultaneously maximise both the temporal and spatial merit functions. This may well facilitate learning because the gradient of the weights with respect to spatial and temporal merit functions would tend to be in the same direction.
Conclusion
The model described in this paper assumes that surface depth varies slowly over time, relative to the rate of change of receptor states. When presented with a sequence of images, the model discovered precisely those parameters which describe the behaviour of the imaged surface through time. 
