Abstract-Timing speculation has been proposed as a technique for maximizing the energy efficiency of processors with minimal loss in performance. A typical implementation of timing speculation involves speculatively reducing the voltage of a processor to a point where errors are possible but rare, and employing an error recovery mechanism to ensure correct functionality. This allows significant energy savings with a small recovery overhead.
I. INTRODUCTION
Timing speculation [1] has been proposed as a technique for maximizing energy efficiency of processors with minimal loss in performance. A typical implementation of timing speculation involves speculatively reducing the voltage of a processor to a point where errors are possible but rare, and employing an error recovery mechanism to ensure correct functionality. This allows significant energy savings with a small recovery overhead.
Previous work on timing speculation has either explored the benefits of customizing the design methodology for a particular error resilience mechanism [2] , [3] , [4] , [5] or has attempted to understand the benefits from error resilience for a particular processor design [1] , [6] , [7] . There is no work, to the best of our knowledge, that attempts to understand the benefits of co-optimizing microarchitecture and error resilience.
In this paper, we present the first study on co-optimizing a processor pipeline and an error resilience mechanism. We develop an analytical model that relates the benefits from error resiliency to the depth of the pipeline as well as its circuit structure. Our model builds upon Hartstein and Puzak's model for optimizing pipeline depth considering both power and performance [8] . We have added a model for voltage overscaling to enhance power savings and then modeled different relationships between voltage overscaling and timing error rate. Also, we model different overheads for error recovery. The overhead of error recovery may either be fixed or depend on the length of the processor's pipeline. The new model allows us to optimize both the pipeline depth and operating voltage for a given error recovery mechanism.
Our results demonstrate that several interesting relationships exist between error resilience and pipeline structure. We show that not only can the optimal pipeline depth be significantly different when error resilience is taken into account, but that different error resilience mechanisms (as reflected by their recovery overhead) impact the architecture differently. We additionally explore the importance of other architectural and workload parameters on the effects of error resilient designs. Finally, we demonstrate that optimizing an architecture without considering error resiliency results in sub-optimal energy efficiency benefits. We explain why this is the case and show that optimal architectures should take error resilience mechanisms into consideration.
Section II discusses related work. Section III describes our analytical model that relates the impact of error resilience and voltage overscaling to the structure of a processor's pipeline. Section IV discusses our simulation and analytical methodology. Section V presents results and analysis. Section VI summarizes and concludes.
II. RELATED WORK
Timing speculation and voltage overscaling have been studied extensively to improve yield and to reduce processor power consumption. However, previous work focuses on studying the benefits from such approaches for a given processor design [1] , [6] , [9] , [10] or understanding the benefits from a custom design methodology for a given error resilience mechanism [2] , [3] , [4] , [5] . We attempt to understand the interaction between a processor's pipeline structure and the effectiveness of an error resilience mechanism when applied to it.
Optimal pipelining has also been studied significantly. Hrishikesh et al. [11] determined that the optimal logic depth per pipeline stage is 6 to 8 FO4 delays when considering performance only. Hartstein and Puzak built on power models from Srinivasan et al. [12] to develop an analytical model that determines the optimal pipeline depth for metrics that consider both power and performance [8] . We build on Harstein and Puzak's model to develop a model that determines the optimal pipeline depth for processors that tolerate voltage overscaling-induced timing errors.
The closest work is by de Kruijf et al. [13] who develop a performance/power model for understanding the effectiveness of timing speculation for different process technologies, power designs, and error recovery techniques. Their work is focused on understanding the efficiency of timing speculation for a given architecture. We attempt to understand the benefits of co-optimizing a processor's pipeline and circuit structure and error resilience strategy.
III. THEORY

A. Baseline
First, we consider the analytical model developed by Hartstein and Puzak [8] for optimizing a processor pipeline for a metric that considers power and performance (Metric P/P ).
This is composed of the following two parts:
and
where m in Equation 1 is the exponential weighting for delay in the energy efficiency metric, T /N I , defined in Equation 2, is the average CPI of the system, and P T , defined in Equation 3, is the average power consumption. Following [8] 's example, we use m = 3 for our studies unless mentioned otherwise. Common to both Equations 2 and 3 are the p and f s variables. p represents the pipeline depth of the processor and is varied in the optimization process. f s is defined as the operating frequency, and is derived from:
where t o is the latch delay and t p is the logic delay of the full pipeline. The CPI equation is composed of two parts, the busy time and the non-busy time. The busy time is simply the frequency weighted by the superscalar width factor, a, representing the average amount of ILP per cycle for a workload. The nonbusy time uses a single variable, N h , defined as the fraction of all instructions which might cause hazards. These hazards include mispredictions, structural hazards, data dependence stalls, etc. γ h is the average performance penalty factor for hazards. It represents the fraction of pipeline stages which must stall/bubble when a hazard occurs. Because it is a fraction of the pipeline stages, the non-busy time is weighted by p in addition to the clock period 1/ f s .
The power equation, derived from Srinivasan et al's work [12] includes three components: dynamic power, leakage power, and a latch growth factor. Dynamic power is represented by P d , the average dynamic energy/cycle per latch (note that these units are not in watts), weighted by the clock gating factor, f cg and the frequency. The clock gating factor is 1 when no clock gating is performed, and greater than 1 for different degrees of clock gating. A f cg value of 1.3 is considered to be an aggressively clock gated design. P l represents the average leakage power per latch in energy/second or watts. Because both these power values are per latch, they are weighted by the average number of latches per stage, N L . The latch growth component of the system accounts for the superlinear growth in latches as pipeline depth increases, argued by Srinivasan et al in [12] . This is represented by η, the latch growth factor.
By accounting for workload variation in hazards and ILP and architectural variation in delays and power consumption, Equation 1 is able to optimize the number of pipeline stages for particular architectures based on an energy efficiency metric.
B. Modeling Voltage Overscaling and Error Resilience
The key to modeling voltage overscaling and error resilience is accounting for the power and reliability impact of overscaling and the performance impact of error recovery. The magnitude of voltage overscaling directly determines the power savings and the timing error rate. The error rate, given an error recovery mechanism and the associated recovery cost, determines the performance penalty.
The performance cost of error recovery can be modeled as:
where γ e is the average number of pipeline stages delayed by error recovery, p is the number of pipestages for that design, e is the average number of errors per cycle (the error rate), and T o /N I is the CPI of the system described in Equation 2. When the cost of error recovery is independent of the total number of pipestages, the performance cost of error recovery can be modeled as:
where c is a constant. The overhead of error recovery calculated as above can then be added to the CPI in Equation 2.
The new performance (CPI) equation that accounts for the overhead of error recovery is:
To model the impact of voltage overscaling on processor power and reliability, we introduce a voltage overscaling factor, f v . We scale the dynamic power quadratically with voltage. Leakage power is scaled linearly with voltage. Our new power model is as follows:
For modeling the relationship between error rate and voltage overscaling, we assume that a slack wall exists at which the error rate explodes [14] , [3] . The relationship can then be modeled by:
where E c is the error rate; f v is the voltage overscaling factor (0 ≤ f v ≤ 1, f v = 1 corresponds to the nominal voltage); v o is the normalized voltage at which the slack wall is reached (0 ≤ v o ≤ 1), and w is the exponential relating how steeply the errors increase on overscaling. A small w value corresponds to a relatively smooth increase in error rate as voltage is reduced.
Note that v o depends on the length of the pipeline. This is because the amount of available voltage slack decreases as the length of the pipeline is increased. Figure 1 illustrates this effect. We model the dependence of v o on the length of the pipeline using the following equation:
where v ob is the normalized slack wall voltage for the base pipeline, p b is the base pipeline depth (we assume the traditional 5 stage pipeline as the baseline in our experiments), k controls how quickly the error rate grows with the number of pipestages, and p is the current pipeline depth. Effectively, as the pipeline depth gets deeper than the base pipeline depth, the amount of available voltage slack decreases proportionally. Note that the equation assumes that all timing paths can be equally divided when pipelining (all previous works on optimal pipelining depth make the same assumption).
IV. METHODOLOGY
Our analytical model requires data on dynamic and static power per latch (note that we make the assumption that all power is consumed in latches, the same assumption made in all previous work on optimal pipelining). Because we do not have actual gate-level data available to use as parameters in our model, we rely on data from an architecture-level power simulator (Wattch [15] ) that is coupled with a cycle-accurate processor simulator (SMTSIM [16] ) simulating an Alpha core. The dynamic power estimates are derived as an average over 8 randomly-chosen SPEC2000 benchmarks [17], listed in Table I when run for 100 million instructions after fastforwarding them to the Early Simpoints [18] . We assume that leakage power is 30% of the total power at the nominal voltage. We do not consider clock gating, and we assume η = 1.3, based on [12] . Our power formula, therefore, is the following
where P sim is the dynamic power reported by the simulator at the nominal voltage and f sim is the frequency at which that power was reported.
For validating our analytical model and confirming the conclusions we drew from the analytical model, we performed further experiments using a modified version of SMT-SIM [16] coupled with power estimates from Wattch [15] . Our modifications allowed us to vary the frequency, operating voltage (V dd ), insert errors at a particular rate per cycle, and control the error recovery penalty. To model error recovery, we simply penalize the system for γ e × p cycles (or γ e × c cycles when the recovery penalty is fixed). To change the length of the simulated pipeline, we added extra stages to the front end of the simulated processor. This ensures that the increased length of the pipeline affects the overhead of hazards. In addition, Wattch does not account for power growth due to pipeline depth. We assumed the same latch growth exponent of η = 1.3 as in our analytical model, and scaled our power accordingly. Our validation experiments were run using the same SPEC2000 binaries in Table I . We fast-forwarded to the Early SimPoint [18] of each benchmark before beginning error injection simulations. Table I describes the benchmarks we used in our simulations. The benchmarks were chosen randomly, with five floating point and three integer benchmarks. The Base IPC is the IPC of the benchmark when simulated on the minimal 8 stage pipeline supported by the simulator without considering errors (no timing speculation). Table II 
V. RESULTS AND ANALYSIS
In this section, we analyze the relationship between the benefits from error resilience and pipeline, circuit, and We begin by exploring the benefits from error resilience when voltage is overscaled to allow errors which are then assumed to be tolerated using suitable error tolerance mechanisms (the recovery penalty is considered while evaluating energy efficiency). Figure 2 illustrates the benefits of error resilience for pipelines of different lengths and for different error rates. The figures also illustrate the sensitivity to the voltage vs error rate relationship. From top to bottom, the figures correspond to a more gradual voltage vs error rate relationship (the voltage can be reduced further before reaching the same error rate). Figure 2 confirms the conclusion from the previous studies that there can indeed be significant error efficiency benefits from introducing error resilience into a design. We observe up to 30% benefits relative to a processor that is not allowed to produce errors (e = 0). We also observe that the benefits of error resilience are strongly dependent on the relationship between voltage and error rate. When the voltage vs error rate relationship is steep, the benefits diminish as the error recovery time starts outweighing the power benefits of voltage overscaling. Note that the voltage vs error rate relationship is largely dictated by the timing slack distribution of the design, which in turn, is affected by microarchitectural choices as well as the design methodology. Figure 2 also demonstrates that the benefits of error resilience are strongly tied to the number of pipestages. The figure shows that the optimal length of the pipeline (i.e., the one that maximizes energy efficiency) when errors are allowed is shorter than the optimal length of the pipeline when no errors are allowed. This relates to two aspects of error resilience: the time spent recovering from errors, and the relationship between path slack and the number of pipestages. For error recovery mechanisms in which recovery time is proportional to the length of the pipeline, shorter pipelines see reduced recovery time than longer pipelines for the same error rate. Similarly, for architectures whose available path slack is strongly dependent on the length of the pipeline, as modeled by Equation 10 , shorter pipelines allow greater voltage overscaling before hitting the slack wall.
To further confirm the dependence of error resiliency benefits on the slack distribution and the number of pipestages, we studied the impact on energy efficiency benefits of pushing the slack wall closer to the nominal voltage at different rates when the number of pipestages is increased. Figure  3 shows the results. The topmost figure, k = 0, represents an architecture in which path slack is independent of the number of pipestages. As the length of the pipeline is increased, the performance improves proportionally with the frequency change, increasing the energy efficiency until the point where the hazard and error recovery time, in addition to the power increase from latch growth, outweigh the performance improvement. For architectures in which path slacks are tightly coupled with the length of the pipeline (k = 1 or k = 2) the slack wall is hit sooner as the length of the pipeline increases, decreasing the energy efficiency benefits.
Finally, we observed the benefits from error resiliency for other energy efficiency metrics. As expected, the greatest error resiliency benefits are seen for the energy efficiency metrics dominated by power (lower values of m). The m = 1 curve sees the greatest error resiliency benefit and has the shortest optimal pipeline (pipelining only improves the performance portion of the metric, not the power). For performance-dominated energy efficiency metrics, the optimal pipelines are long, and therefore, the power benefits from voltage overscaling are outweighed by the error recovery overheads. Long pipelines also have reduced path slack, further reducing the benefits of error resilience. Figure 4 demonstrates the benefits of error resiliency for the BIPS m /W metric as m is varied.
B. Exploring the Benefits of Co-optimization
The previous results show the sensitivity of energy efficiency of error resilient designs to various architectural, circuit, and modeling parameters. We now consider the following question: how important is it to reconsider the architecture when introducing an error resilience mechanism into a design? Figures 5 and 6 compare the benefits of error resiliency for an architecture that was optimized without error resiliency in mind against an architecture designed with error resiliency in mind. These figures illustrate the energy efficiency gains that can be had from co-optimizing the architecture with error resiliency. Note that co-optimization, in this case, simply corresponds to identifying the optimal pipeline depth and the corresponding operating voltage for a given error resilience mechanism. For small error recovery penalties, where the largest gains from error resiliency are achieved, we observe significant benefits from re-architecting the processor with error re- siliency in mind. In fact, we observe gains greater than 15%. The gains from co-optimization diminish as the optimal error rate decreases, which has the effect of moving the optimal pipeline lengths closer to that of the baseline (i.e., the optimal pipeline when no errors are allowed). We also observe that the benefits of co-optimization are strongly dependent on the relationship between error rate and voltage. From top to bottom, Figure 5 shows decreasing steepness of the voltage vs error rate curve. The lower the voltage before hitting a certain error rate, the higher the optimal error rate, and therefore the greater the benefits from co-optimization.
The benefits of co-optimization are also closely linked to the sensitivity of path slack to pipeline length. Figure  6 illustrates the advantages of co-optimization as the path slack moves from being independent of pipeline length to decreasing rapidly as the length of the pipeline increases (k = 0 to k = 2). The increased benefit can be attributed to the path slack's sensitivity to the pipeline length causing the optimal architectures to have shallower pipelines. In general, the greater the reduction in the optimal pipeline length when error resiliency is considered, the greater the benefit from co-optimization.
C. Validation
We used the cycle accurate simulation-based methodology described in Section IV to validate our analytical model from Section III. Our validation experiments were performed using 8 randomly selected SPEC2000 benchmarks from both the integer and floating point suites. Here, we focus on two benchmarks that illustrate the accuracy of our results and show how optimizing for two different workloads affects error resiliency benefits. These results assume the following parameters: γ e = 0.11, k = 1, and w = 8. Figure 7 shows the error resiliency benefits for the SWIM and CRAFTY benchmarks.
The results confirm that significant energy efficiency benefits are indeed possible from error resiliency. SWIM sees up to 171% improvement in energy efficiency, while CRAFTY sees up to 80% gain. Also, we observe that error resiliency Error recovery effect at optimal configuration, k=1, w=1 Error recovery effect at optimal configuration, k=1, w=8
No errors, p=17 Designing for error rate Designing for baseline benefits have a strong dependence on the pipeline length for CRAFTY. The error resiliency benefits are maximized when the pipeline has 8 stages, the minimum number of stages supported by the simulator. This is significantly different from the optimal pipeline length of 14 when no errors are allowed.
The SWIM benchmark is significantly more memory sensitive, and therefore has a shorter optimal pipeline than CRAFTY. In fact, the optimal pipeline depth is the minimum of 8 even when no errors are allowed. We observe that the benefits from error resilience are indeed higher for SWIM than CRAFTY (171% versus 80%), despite the fact that all other architectural parameters are the same. This confirms our previous conclusion that error resiliency benefits increase when the optimal architecture is a shorter pipeline, as is the case when designing for irregular workloads. Lastly, the CRAFTY results illustrate the need for cooptimization. As can be seen, the energy efficiency gains from error resilience are only 34% over the baseline when operating at the optimal non-error resilient pipeline depth. If the architect were to co-optimize the architecture with the error resilience mechanism, therefore reconsidering the pipeline depth, the energy efficiency could be as high as 80% over the baseline. Note that in both these results, the optimal pipeline depth is the minimal one. This is not always the case, and depends on the systems, particularly the error recovery penalty (γ e ), sensitivity of slack to pipeline depth (k). Due to space restrictions we only present one case. Furthermore, due to the limitations of our simulator, we were not able to evaluate systems with less than 8 pipeline stages. Our future work will involve a more adaptable simulation framework. Figure 8 summarizes the results for all 8 SPEC benchmarks investigated and compares benefits to the pipeline depth. On average, we see a 136% energy efficiency gain from error resiliency, 25% of which is due to co-optimizing the pipeline depth and error resiliency mechanism. In addition, we confirm that those systems designed for the shortest pipeline depths (those points highest on the pipeline depth scale), see the largest benefits from voltage overscaling-based error resiliency. These are the benchmarks that correspond to the lowest base IPC from Table I , and are those that are most irregular in nature, confirming that systems designed for irregular workloads see larger timing speculation-based energy efficiency gains.
VI. CONCLUSIONS
In this paper, we presented the first study on co-optimizing a processor pipeline and an error resilience mechanism. We developed an analytical model that relates the benefits from error resiliency to the depth of the pipeline as well as its circuit structure. The model was used to determine the optimal pipeline depth for different energy efficiency metrics for different error resilience overheads.
Our results demonstrated that several interesting relationships exist between error resilience and pipeline structure. For example, we showed that there are significant energy efficiency benefits to pipelining an architecture for an error resiliency mechanism vs error resiliency-agnostic pipelining. As another example, we show that benefits from error resiliency are greater for short pipelines than long pipelines. We also confirmed that the benefits from error resiliency are higher when the circuit structure is such that error rate increases slowly on reducing input voltage vs a circuit optimized for power where a slack wall exists at the nominal operating point [14] , [3] . Finally, we quantified the difference in benefits from error resiliency for irregular vs regular workloads and showed that benefits from error resiliency are higher for irregular workloads.
Our study demonstrates considerable promise for an approach to processor architecture that considers the error resilience mechanism. Error recovery effect at optimal configuration, k=0, w=8 Error recovery effect at optimal configuration, k=2, w=8
No errors, p=17 Designing for error rate Designing for baseline Architectures with path slacks strongly sensitive to pipeline depths (bottommost figure, k=2) see the most benefit from pipeline cooptimization with error resiliency. As path slack sensitivity increases, the optimal pipeline depth's deviation from the baseline's optimal pipeline depth increases, resulting in a a greater need for co-optimization.
