has far-reaching implications for engineers: it changes our fundamental notion of what we should consider as a solution to a problem. In the past, a "solution to a problem" generally meant a 'closed-form" or-"analytic" solution. We believe that in the future, our concept of "solution" should be extended to include many forms of convex programming.
these problems, but in general they can be solved numerically -very efficiently. In many cases the inequalities have the form of simultaneous Lyapunov or algebraic Riccati inequalities; such problems can be solved in a time that is comparable to the time required to solve the same number of Lyapunov or Algebraic Riccati equations. Therefore the computational cost of extending current control theory that is based on the solution of algebraic -Riccati equations to a theory based-on the solution of (multiple, simultaneous)-Lyapunov or Riccati inequalities is modest.
Examples include: multicriterion LQG, synthesis of linear state feedback for multiple or nonlinear plants ('multi-model control"), optimal transfer matrix realization, norm scaling, synthesis of multipliers for Popov-like analysis of systems with unknown gains, and many others. Full details can be found in the references cited.
Motivation
This paper is motivated by two recent developments: the dramatic and continuing growth in computer power, and the advent of very powerful-algorithms (and associated theory) for convex optimiza- has far-reaching implications for engineers: it changes our fundamental notion of what we should consider as a solution to a problem. In the past, a "solution to a problem" generally meant a 'closed-form" or-"analytic" solution. We believe that in the future, our concept of "solution" should be extended to include many forms of convex programming.
As an example, a control engineering problem that reduces to solving two algebraic Riccati equations is now generally regarded as "solved." Our thesis is that a control engineering problem that reduces to solving even a large number of convex algebraic Riccati inequalities (a problem which has no "analytic" solution) should also be regarded as "solved'", even though there is no "analytic" solution.
A number of problems that arise in Systems and Control such as optimal matrix scaling, digital filter realization, interpolation problems that arise in system identification, robustness analysis and statefeedback synthesis via Lyapunov functions, can be reduced to a handful of standard convex and quasiconvex problems that involve matrix inequalities. Extremely efficient interior point algorithms have recently been developed for and tested on these standard problems; further devrelopment of algorithms for these standard problems is an area of active research. In this paper, we first briefly describe these optimization problems based on linear matrix inequalities. We will then discuss a few examples of problems from systems and control that can be cast as convex optimization problems over LMIs.
Standard problems involving LMIs
A linear matrix inequality is a matrix inequality of the form 
where Q(x) = Q(Z)T, R(z) -R(X)T, and S(z) de- pend affinely on x, is equivalent to
In other words, the set of nonlinear inequalities (3) can be represented as the LMI (2). 
We often encounter problems in which the variables are matrices, e.g., ATP+ PA < 0 (4) where A E RfXn is given and p = pT iS the Variable. In this case we will not write out the LMI explicitly in the form F(z) > 0, but instead make Here, A and B are symmetric matrices that depend affinely on the optimization variable r. This is a convex optimization problem. 3. LMI problems in system and control
Matrix scaling problem
The problem of similarity-scaling a matrix to minimize its norm appears in several control applications [2, 3, 4 ] (see also [5] and [6] for a related problem). Given M E Chxr, the optimal diagonally scaled norm of M is defined as dt -A(t)sT(t), A(i)E6Co{Ai,. . .,AL} condition for this is the existence of a quadratic positive fiuction V(z) = zTPz such that dV(s(t))fdt < 0 for any trajectory of (6). Since djV(G(t)) = x(t)j (A(t)TP + PA(t)) x(t), a sufficient condition for stability is the existence of P > O such that A(t)T P + PA(t) < O, A(t) e Co {A1,. .AL)} (7)
If there exists such a P, we say the DI (6) 
Lyapunov functions and state feedback
Consider the system (6) with state feedback:
where
Our objective is to design the matrix K such that such that (8) is quadratically stable. This is the "quadratic stabilizability" problem (see [11] , and [12, 13, 14] ; related references are [15, 16, 17] and [18] [19] and [20] ; the forthcoming book [21] , by M. Gevers, describes a number of digital filter realization problems.
If it is known that the RMS value of the input is bounded by a and the RMS value of the state is required to be less than, say, one, we have an Hoo norm bound on the input-to-state map: a 11T-'(zI -.A) -'B1BI < 1. (9) Next, suppose that the state quantization noise is modeled as a unit white noise sequence w (i.e., w(k) = 0, E w(k)W(j)T = q1261jI) injected directly into the state, and its effect on the output is measured by the total noise power appearing in the output, which is just q2 times the square of the H2 norm of the state-to-output transfer matrix: Pnoise = 172 flC(zI -A)-'TII. (10) Our problem is then to compute T to minimize the output noise power (10) subjct to the overflow avoidance constraint (9) . We will show that this problem can be expressed as an EVP.
The constraint (9) ATWObA-WWoIb + C = 0O
With X = T -TT, the realization problem becomes: minimize q2TrWb.X-' subject to X > 0 and the LMI (in P > O and X) ATPA-P+X BT PA ATPB 1 BTPB I/C2 j CO. (11) This is a convex problem in X and P, and can be transformed into the EVP minimie subject to (11) , P > 0,
More sophisticated realization problems are readily reduced to LMI problems. For examples, we can have a bound on the RMS value of each component of the state, and minimize the maximum quantization induced noise power of the components of the output.
We note that a very simple realization problem, in which the overflow constraint and the noise objective are both expressed as H2 constraints, has a well-known "analytic" solution: T is chosen so that the system is, except for a constant scaling, balanced. Our point is that more sophisticated realization problems, which reflect much more accurately the true engineering specifications, are also readily solved, not "analytically" but as LMI problems.
3.5. Inverse problem of optimal control Given a system 7-z(t) = Ar(t)+Bu (t) z(t) = [ o R"2 u(t) j X(0) = to, assuming (A, B) is stabiiuable, (Q, A) is detectable and R > 0, the LQR ("optimal control") problem is to determine the input u that minimizes the performance index This is an LMIP in P, W, R and Q.
Solving LMI-based problems
The most important point is:
LMIPs, EVPs, and GEVPs, are tractable in a sense that can be made precise from a number of theoretical and practical viewpoints. (This is to be contrasted with much less tractable problems, e.g., the general problem of robustness analysis for a system with real parameter perturbations.)
From a theoretical standpoint:
* we can immediately write down necessary and sufficient optimality conditions * there is a well-developed duality theory (for GEVPs, in a limited sense) * these problems can be solved in polynomial time (indeed with a variety of interpretations of the term "polynomial-time").
The most important practical implication is that there are effective and powerful algorithms for the solution of these problems, that is, algorithms that rapidly compute the global optimum, with nonheuristic stopping criteria. Thus, on exit, the algorithms can prove that the global optimum has been obtained to within some prespecified accuracy.
There are a number of general algorithms for the solution of these problems, for example, the ellipsoid algorithm (see e.g., [24, 25] ). The ellipsoid method has polynomial-time complexity, and works in practi-ce for smaller problems, but can be slow for larger problems. Other algorithms specifically for LMI-based problems are discussed in, e.g., [26, 27] .
Recently, various researchers [28, 1, 29, 30] have developed interior point methods for solving LMIbased problems, based on the work of Nesterov and Nemirovsky [31] . Numerical-experience shows that these algorithms solve LMI problems with extreme efficiency. In some specific cases (one is discussed below) these methods can solve LMI-based problems with computational effort that is comparable to that required to "evaluate" the "analytic3 solutions of similar problems. [33] for details.
History
Perhaps the most famous LMI in control is the Lyapunov inequality for the stability of LTI systems ATP + PA < 0 (se for example, [34, p.277] ), which was originally considered about 100 years ago. Yakubovich was the first to make systematic use of LMIs along with the "S-procedure" for proving stability of nonlinear control systems (see references [35, 36, 37, 38] ). The works of Popov [39] and Willems [40] on optimal control outlined the relationship between the problem of abslute stability of automatic control, H., theory and LMIs. Willems [41] , in particular, mentions LMIs as potentially powerful tools for systems analysis:
The basic importance of the LMI seems to be largely unappreciated. It would be interesting to see whether or not it can be exploited in computational algorithms, for example.
-Jan .
More recent work on LMIs includes: * Barrnish, Hollot [11, 13] : quadratic stabilizability * Khargonekar & Rotea [16, 42] [29] , Haeberly & Overton [53] , Jane [54] , Fan [55, 56] : algorithms * Boyd, El Ghaoui, Feron & Balakrishnan [33] : monograph in preparation
