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Abstract
The aim of this article is to provide some insights in the qualitative analysis
of some Nonlinear Reaction-Diffusion systems arising in Neuroscience context.
We first intoduce a nonhomogeneous FitzHugh-Nagumo (nhFHN) featuring both
excitability and oscillatory properties. Then, we discuss the qualitative analysis
of a toy model related to nhFHN. In particular, we focus on the convergence of
solutions of the toy model toward different solutions (fixed point, periodic) and
show the existence of a cascade of Hopf Bifurcations. Finally, we connect this
analysis to the nhFHN system.
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1 Introcuction
This article deals with the qualitative analysis of the following Reaction-Diffusion (RD)
system {
εut = f (u)− v+duxx, (x, t) ∈ (a,b)× (0,+∞)
vt = u− c(x) (1)
whith f (u) = −u3 + 3u, ε small, and Neumann Boundary conditions (NBC). In the
Neuroscience context, u represents a potential and v a recovery variable while (a,b)
relates to the spatial domain, typically the axon of one single neuron. The reason why
we focus on this system is that it provides a simple model for generation of excitatory
and oscillatory behavior. An interesting aspect of this model, is that thanks to the
inhomogeneity in c(x), it can feature both excitability and oscillatory properties in one
single PDE, see [5, 3, 6]. This opens a broad domain of applications in biology and
brings interesting mathematical questions. Before going into more details, let us recall
some contextual facts which motivate the introduction of this nonhomogeneous model.
In 1952, see [11], Hodgkin and Huxley provided their seminal model, (HH) describing
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the electrical pulse propagation along the giant squid neuron axon. In their article, they
introduced a four dimensional RD system (HH model) based on an electrical analogy.
In this system, the first variable V stands for the membrane potential. Its evolution
relies on three ionic currents: the sodium, the potassium and a leakage current. A
diffusion term coming from the cable equation analogy and the hypothesis that the
membrane acts as a capacitor are the key elements for the description of membrane
potential evolution. A fundamental hypothesis, introduced by Hodgkin and Huxley is
that the ionic currents depend on gates which may continuously open and close. These
gates are modeled through the variables m, n and h. Their evolution depend on V .
The HH model has been awarded with the 1963 Nobel prize. We refer for example
to [8, 9, 12] for further details on the model. Later, in 1961, see [10], R. FitzHugh
introduced the following model:{
xt = c(y+ x− x33 + z)
yt = −(x−a+by)/c (2)
with 1−2b/3 < a, 0 < b < 1, b < c2 and z is the stimulus intensity.
One of the goals of FitzHugh was to classify the HH model as an oscillatory-excitable
model. R. FitzHugh emphasizes in his article that his model provides these two prop-
erties. He started from the Van der pol model (VDP), see [22]. The VDP model is
a second order equation which may exhibit a limit-cycle, which dynamics correspond
to the so called Relaxation-Oscillations. After Lie´nard’s transformation (see [17]), the
equation writes: {
xt = c(y+ x− x33 + z)
yt = −x/c (3)
On the other hand, in [7], K.F. Bonhoeffer had clearly described, through a null-clines
analysis, the dynamics of a two dimensional ODE system featuring oscillatory or ex-
citable properties. Following the ideas of Bonhoeffer, Fitzhugh modified the VDP
model to obtain the FHN model (2). He named it the BonHoeffer Van-Der-Pol model.
One year later, Nagumo et al. provided an analog electrical circuit in [16]. The model
is now very well known as the FitzHugh-Nagumo model.
With these ideas in background, a simple model which can provide excitatory and os-
cillatory properties is the following FHN type model:{
εut = f (u)− v
vt = u− c (4)
whith f (u) =−u3+3u, ε small.
System (4) writes simply and provides excitatory and oscillatory behavior depend-
ing on the value of c. Indeed, the following theorem holds:
Theorem 1. System (4) admits a unique stationnary point. If |c| ≥ 1 the stationary
point is globally asymptotically stable, whereas if |c|< 1, it is unstable and there exists
a unique limit-cycle which attracts all the non constant trajectories. Furthermore, at
|c|= 1, a supercritical Hopf bifurcation occurs.
Typical trajectories for different values of c are illustrated in figure 1 .
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Figure 1: Solutions of system (4), for typical values of c. Left, c =−1.5. In this case,
all the solutions evolve toward the sationary solution (c, f (c)). Note that, choosing
an initial condition below a treshold (below the fold of the cubic) would lead to a
trajectory hitting the right hqnd side of the cubic before coming back to the stationnary
point. This corresponds to the excitability property and the action potential formation.
Right:c=0. In this any IC different from (0,0) will evolve asymptotically around the
unique limit-cycle.
The motivation for studying (1) becomes now clearer; if we choose c(x) with val-
ues giving excitatory and oscillatory properties for the diffusion less system, which
dynamics will emerge when adding diffusion? In particular, if we choose some cells
oscillating at the center of the domain, the other being excitable, will the signal propa-
gate? This question, which relates to an interplay between excitability and oscillatory
properties, has already been addressed in a series of papers, see [3, 13, 2], and partially
answered from different perspectives. A crucial common phenomenon relies on the
bifurcation phenomenon occuring when the excitability of peripheral cells increase.
An another complementary question is the characterisation of the basin of attraction
of patterns. We have have provided some insights regarding this question, for c = 0
in [2]. In the present paper, we aim to continue our investigation with a qualitative
theoretical approach. We are interseted in bifurcation phenomena, periodic solutions
and their stability. To this end we will first introduce a toy model which allows to prove
interesting results with explicit computations. Then, we will extend some techniques
to the system (1). Technically, for (1), due to the nonhomogeneity arising with c(x), the
spectrum analysis which relies on the eigenvalues of uxx for the toy model is replaced
by a Sturm-Liouville analysis. The article is divided as follows: the second section
is devoted to the study of the toy model. The third section will deal with system(1).
Notations and General Framework
It is known that for each given initial condition (IC) in L2(a,b)×L2(a,b), system (1)
admits a unique solution defined for all time, see [5, 18, 20, 14] and also [19]. Follow-
ing this framework, throughout the article, we will adopt the following notations:
3
H = L2(a,b)×L2(a,b)
V = H1(a,b)×H1(a,b) where H1(a,b) is the classical Sobolev space.
|| · || will denote the norm onH .
Subscripts t and x are used for respectively time and space derivatives.
If there is no ambiguity we will not write (a,b) for simplicity. For the reader’s conve-
niance we recall here the main results regarding the wellposedenness for (1) adapted
from [15]. Details can be found in [1] where the method of Galerkin is used for ob-
taining the results. This method is actually close of the methods applied in the current
arcticle for obtaining stability results.
Theorem 2. For IC (u,v)(x,0) given in H , there exists a unique solution (u,v)(x, t)
satisfying
(u,v) ∈C(R+,H)
u ∈ L2((0,T ),H1)∩L4((0,T )× (a,b))∀T > 0
For every fixed t, the mapping between IC and the solution at time t is continuous on
H .
Furthermore for IC (u,v)(x,0) given in V ,
(u,v) ∈C(R+,V )
There results are valid for all the systems considered in this paper.
2 Analysis of a toy model
In this section, we focus on the qualitative analysis of the following system:{
ut = αu−u3− v+uxx
vt = u
(5)
on the domain (0,1) with Neumann Boundary conditions. System (2.2) can be
seen as a toy example allowing a cascade of Hopf-bifurcations. It provides a sim-
ple RD system for which interesting analytical results can be obtained. Note that for
ε = d = 1, and c constant, system (2.2) results from (1) after a change of variables and
droppping the square term in u. Here, our goal is to prove different results regarding
the asymptotic behavior, and particularly the co-existence of solutions, toward which
the convergence depend on initial conditions (ICs). To this end, we will first give a
detailed analysis of the linearized system of (2.2) around (0,0), and will then move to
the analysis of (2.2). We will also provide some numerical simulations.
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2.1 The linear case
Note first that (0,0) is a constant solution of (2.2). The linearized system around this
point is given by:
{
ut = αu− v+uxx
vt = u
(6)
on the domain (0,1) with Neumann Boundary conditions. Using the spectral decom-
position, we can give a detailed and comprehensive analysis of the qualitative behavior
of (6). Classically, we set:
ϕ0(x) = 1, and ∀k ∈ N∗ϕk(x) =
√
2cos(kpix).
We recall that the familly (ϕk)k∈N is an othornormal basis of L2, and that the funcions
ϕk satisfy:
−(ϕk)xx = λkϕk
and
(ϕk)x(0) = (ϕk)x(1) = 0,
with
λk = k2pi2.
Looking for solutions of the form,
u(t) =
∞
∑
k=0
uk(t)ϕk, v(t) =
∞
∑
k=0
vk(t)ϕk
leads by projection on the eigenspace generated by (ϕk,ϕk) to the resolution of the two
dimensional ODE systems indexed by k, and denoted by Ek:
(Ek)
{
ukt = (αk−λk)uk− vk
vkt = uk
(7)
The eigenvalues of matrix
Ak =
(
α−λk −1
1 0
)
are given by
σ1k =
1
2
(
α−λk−
√
(α−λk)2−4
)
, σ2k =
1
2
(
α−λk +
√
(α−λk)2−4
)
.
We summarize the remarkable properties of σ1k and σ
2
k in the following proposition.
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Proposition 1. When α crosses λk from left to right, σ1k and σ
2
k cross the imaginary
axis from left to right. Furthermore,
lim
k→+∞
σ1k =−∞ and limk→+∞σ
2
k = 0
−.
We now state the main results describing the behavior of (6), in the two next theo-
rems.
Theorem 3. For α < 0, for any initial condition (u(·,0),v(·,0)) inH , we have
lim
t→+∞ ||(u,v)(t)||= 0.
Proof. For any fixed N > 0, one can prove that there exists δ > 0 such that
N
∑
k=0
(|uk(t)|2+ |vk(t)|2)≤ e−δ t
N
∑
k=0
(|uk(0)|2+ |vk(0)|2),
where (uk,vk)(t) is the solution of Ek with (uk,vk)(0)= (
∫ 1
0 u(x,0)ϕk(x)dx,
∫ 1
0 v(x,0)ϕk(x)dx.
Note that since σ2k → 0 our computations do not allow to take N = ∞ and conserve the
exponential decay. However, for any ε > 0 there exists N large enough such that
+∞
∑
k=N+1
(|uk(0)|2+ |vk(0)|2)< ε2 .
Since for N large enough and k > N we have,
d
dt
(|uk(t)|2+ |vk(t)|2)≤ 2(α−λk)|uk(t)|2 ≤ 0,
the following inequality holds:
∀t > 0,
+∞
∑
k=N+1
(|uk(t)|2+ |vk(t)|2)< ε2 .
Combining the above results, we can deduce that for any ε > 0 there exits T such that
for t > T ,
||(u,v)(t)||< ε.
Theorem 4. Let k ∈ N∗.
For α = λk, (0,0) is a center for system Ek, a source for El if l < k and a sink for El if
l > k. Furthermore, if: ul(0) = vl(0) = 0 for l ∈ {0, ...,k−1} then
lim
t→+∞ ||(u,v)(t)−ϕk(uk(t),vk(t))||= 0.
Otherwise,
lim
t→+∞ ||(u,v)(t)||=+∞.
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For λk < α < λk+1, (0,0) is a source for El si l ≤ k and a sink for El if l > k. Further-
more, if ul(0) = vl(0) = 0 for l ∈ {1, ...,k} then
lim
t→+∞ ||(u,v)(t)||= 0.
Otherwise
lim
t→+∞ ||(u,v)(t)||=+∞.
Remark 1. For fixed α > 0, the above theorem allows to characterize eigen subspaces
of IC, leading to convergence to fixed point, periodic solutions or infinity.
The spectral decomposition of L2 has allowed an exhaustive study of the asymp-
totic behavior. We will now move to the nonlinear case and show that the spectral
decomposition remains useful regarding asymptotical qualitative analysis.
2.2 The Nonlinear case
We now consider the system (2.2){
ut = αu−u3− v+uxx
vt = u
on the domain (0,1) with Neumann Boundary conditions.
For α < 0 the fixed point (0,0) is still attracting all the IC inH . Indeed, we have:
Theorem 5. For α < 0, for all IC inH
lim
t→+∞ ||(u,v)(t)||= 0
Proof. The proof relies on the LaSalle’s principle. First note that:
d
dt ||(u,v)(t)||2 = α|u|2L2 −
∫ 1
0 u
4dx− ∫ 10 u2xdx
≤ 0.
which proves that ||(u,v)||2 is a Lyapunov function. Furthermore,
d
dt ||(ux,vx)(t)||2 = α|ux|2L2 −3
∫ 1
0 u
2u2xdx−
∫ 1
0 u
2
xxdx
≤ 0.
which proves that the trajectories are bounded in V . Thanks to the compact injection
from H1 into L2, we have compacity allowing to apply the LaSalle’s principle. It
follows that, for all IC in V the trajectory tends to (0,0). Now, since V =H and
since for two solutions starting inH , ||(u2−u1,v2− v1)(t)|| is deacreasing , one can
prove that the result is true for all IC inH .
It is well known that for α > 0 the diffusion less system admits a unique limit
cycle which attracts all the trajectories distinct from (0,0). It follows that, for α > 0,
(0,0) becomes unstable for any solution constant in space different from (0,0) will
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evolve towards the limit cycle of the ODE. However, this particular system allows to
construct specific solutions of interest. Before giving these solutions, we prove two
lemmas which allows to identify correlations along the eigenfunctions. Note that these
two lemmas are not a requirement for the proofs. However, since they bring some
qualitative information, we think it worthes to mention them.
Lemma 1. Let k,m,n ∈ N,k,m,n > 0, then∫ 1
0
ϕk(x)ϕm(x)ϕn(x)dx 6= 0
if and only if
k+m = n or k+n = m or m+n = k
And in this case, ∫ 1
0
ϕk(x)ϕm(x)ϕn(x)dx =
√
2
2
Proof. We have,
ϕk(x)ϕm(x)ϕn(x) =
√
2
4 (e
ikpix+ e−ikpix)(eimpix+ e−impix)(einpix+ e−inpix)
=
√
2
4 (e
i(k+m+n)pix+ ei(k+m−n)pix+ ...+ ei(−k−m+n)pix+ ei(−k−m−n)pix)
=
√
2
2 (cos((k+m+n)pix)+ cos((k+m−n)pix)+ cos((k−m+n)pix)+ cos((−k+m+n)pix))
which proves the result.
Lemma 2. ∫ 1
0
ϕk(x)ϕl(x)ϕm(x)ϕn(x)dx 6= 0
if and only if
k+ l+m = n or k+ l+n = m or k+m+n = l or l+m+n = k
or k+ l = m+n or k+n = l+m or k+m = n+ l or k+n = l+m.
Proof. Similar computations show that,
ϕkϕlϕmϕn
= 14
(
cos((k+ l+m+n)pix)+ cos((k+ l+m−n)pix)
+cos((k+ l−m+n)pix)+ cos((k− l+m+n)pix)+ cos((−k+ l+m+n)pix)
+cos((k+ l−m−n)pix)+ cos((k− l+m−n)pix)+ cos((−k+ l+m−n)pix)
+cos((k− l−m+n)pix)+ cos((−k+ l−m+n)pix)
)
which proves the result.
Theorem 6. For 0 < α < λ1, if u(x) =−u(1−x) and v(x) =−v(1−x) then for all IC
inH
lim
t→+∞ ||(u,v)(t)||= 0
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Proof. By symmetry,
∫ 1
0 u(x, t)dx =
∫ 1
0 v(x, t)dx = 0. Then, we apply the LaSalle’s
Principle as in the proof of 5, within the positive invariant subspace defined by
∫ 1
0 u(x, t)dx=∫ 1
0 v(x, t)dx = 0. Indeed, we have:
d
dt ||(u,v)(t)||2 = α|u|2L2 −
∫ 1
0 u
4dx− ∫ 10 u2xdx
= ∑∞k=1(α−λk)u2k−
∫ 1
0 u
4dx
≤ 0
and,
d
dt ||(ux,vx)(t)||2 = α|ux|2L2 −3
∫ 1
0 u
2u2xdx−
∫ 1
0 u
2
xxdx
= ∑∞k=1(α−λk)λku2k−3
∫ 1
0 u
2u2xdx
≤ 0.
Remark 2. While, for 0 < α < λ1, the solution (0,0) is unstable, this theorem char-
acterizes a set which is included in the basin of attraction of (0,0). Note that the
arguments provided here apply for larger dimensions. They apply also for system (1),
in the case c = 0 since in this case, (1) rewrites almost like (2.2), see the next section.
For constant c 6= 0, however, we loose symmetry and the arguments are not valid. We
aim to investigate this question in an upcoming work, as well as some cases in the case
c x-dependant. In the next section, we will provide some local stability results for these
cases.
The following proposition, gives the description of solutions related with the spec-
tral decomposition.
Proposition 2. If u(x,0) =−u(1− x,0) and v(x,0) =−v(1− x,0), then for all t ≥ 0
u2k(t) = v2k(t) = 0.
If u(x,0) = u(1− x,0) and v(x,0) = v(1− x,0), then for all t ≥ 0
u2k+1(t) = v2k+1(t) = 0.
Proof. This comes from the symmetry of the system. One can also directly check how
solutions are written in each spectral subspace, see remark below.
Remark 3. As it comes from the above propositions, the subspaces u2k(t) = v2k(t) = 0
and u2k+1(t) = v2k+1(t) = 0 are positively invariant under the flow.
The analysis of the linear system provides obviously a local stability result for
arbitratry large finite aproximated projection equation of (2.2). The question arising is
then to know if the analysis ot the PDE can be restricted to the subsets Ek corresponding
to non negative eigenvalues. This is the aim of the next theorem which provides a local
stability the PDE. We state the result for 0 < α < λ1. The proof is valid for any fixed
α , with subsequent appropriate changes, see remark 5.
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Theorem 7. For 0 < α < λ1, there exists a sequence (µk)k∈N such that if
(uk(0),vk(0)) ∈ B(0,µk)
then
lim
t→+∞ ||(u(t)−u0(t),v(t)− v0(t))||= 0,
where B(0,µk)⊂ R2 is the ball of center (0,0) and radius µk.
Proof. We can write:
(E0)
{
u0t = αu0−u30− v0−3u0∑+∞i=1 u2i −g0
v0t = uk
(8)
where
|g0|= 3
√
2
2
+∞
∑
i=1
|ui|
+∞
∑
j=1
|u j|2
and for k ≥ 1,
(Ek)
{
ukt = (α−λk−3u20)uk− vk−9
√
2
2 u0(∑
+∞
i=1 uiuk+i)−gk
vkt = uk
(9)
where
|gk| ≤ 72
+∞
∑
i=1
|ui|
+∞
∑
j=1
|u j|2
It follows that the nonlinear terms are bounded by:
C
∞
∑
i=1
|ui|
∞
∑
i=1
u2i ,
where C is a constant. Thanks to the dynamics of each 2d ODE system Ek, one can en-
sure that for any arbitrary small ε , for all k∈N, there exists µk such that if (uk(0),vk(0))
belongs to B(0,µk) the following estimates are valid:
|uk| ≤ 2 ε|α−λk| , |vk| ≤ ε
Thanks to the vaules of λk = k2pi2, this actually implies that the series ∑ |uk| is con-
vergent. Note that, we do not have anymore bounds in H1, in this case, and we cannot
apply the LaSalle’s principle as previously. We need to construct arguments by hand.
Note further that,
0.5
d
dt
+∞
∑
k=1
(u2k + v
2
k) =
+∞
∑
k=1
(
(α−λk−3u20)u2k−9
√
2
2
u0uk(
+∞
∑
i=1
uiuk+i)−gkuk
)
Thanks to the bound |uk| ≤ 2 ε|α−λk| and the convergence of ∑
1
|α−λk| , we have
0.5
d
dt
+∞
∑
k=1
(u2k + v
2
k)≤
+∞
∑
k=1
u2k
(
α−λk−3u20)+Cε
)
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for a certain constant C independant of n. Therefore one can choose ε such that:
d
dt
+∞
∑
k=1
(u2k + v
2
k)≤ 0
as well as
d
dt
+∞
∑
k=1
(u2k + v
2
k)< 0,
as long as,
+∞
∑
k=1
u2k > 0.
This implies that ∑+∞k=1(u
2
k +v
2
k) converges to a real value as t goes to infinity. We claim
that this value has to be 0.
Indeed,
+∞
∑
k=1
u2k
cannot be uniformly lower bounded by a positive number, for in this case∑+∞k=1(u
2
k+v
2
k)
would go to −∞. Assume, that ∑+∞k=1 u2k is neither converging toward 0 neither lower
bounded by a positive number. Since ddt ∑
+∞
k=1(u
2
k) is bounded, one can construct fixed
time intervalls [tn, tn + δ ] for arbitrary large tn for a constant δ such that ∑+∞k=1 u
2
k is
greater than a positive constant in this interval. Which would again imply∑+∞k=1(u
2
k+v
2
k)
going to −∞. Therefore,
lim
t→+∞
+∞
∑
k=1
u2k = 0
Then, the dynamics of the system imply that each vk converges to zero. Also since
∑+∞k=1 v
2
k is uniformly bounded in t, one can bound the tail of the sum by an arbitrary
small number. These two facts imply that limt→+∞∑+∞k=1(u
2
k + v
2
k) = 0.
Remark 4. Note that the last argument of the proof avoids the need of compacity for
(u−u0).
Remark 5. Note that the previous proposition can be adapted for λk < α < λk+1,
but then, one has to take in account the dynamics of systems El for 0 ≤ l ≤ k. The
proposition therefore implies that one can loccally restrict the analysis of the PDE to
the finite dimensional ODE system described by systems Ek with non negative real part
eigenvalues. Note that, a cascade of Hopf Bifuractions occur and it opens up a rich
possible behavior as α increases.
2.3 Numerical simulations
In this section, we provide some numerical simulations of system (2.2). Our simu-
lations have been performed using our own C++ program with an RK4 numerical
scheme. We use a time step of 10−5 and a space step of 0.02. We choose to illustrate
simulations for two values of the paramater: α = 1 and α = 15. For each value of the
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parameter, we illustrate two pictures corresponding to odd solutions (up to a translation
around (0,0.5), where only odd coefficients are taken in account and other solutions.
In figure 1, we simulate system (2.2) for 0 = α = 1 < λ1. IC satisfy the symmetric
condition u(x) = u(1−x) and v(x) = v(1−x). Indeed, we choose u(x,0) = v(x,0) = 1
on (0,0.5), u(x,0) = v(x,0) = −1 on (0.5,1) . This implies a symmetric solution for
all time. According to theorem 5, the solution converges toward (0,0) in H . The
observation of u illustrates this theoretical result. For v the evolution is slower.
In figure 2, we simulate system (2.2) for 0 = α = 1 < λ1. IC do not satisfy the
symmetric condition u(x) = u(1−x) and v(x) = v(1−x). Indeed, we choose u(x,0) =
v(x,0) = 1 on (0,0.5), u(x,0) = v(x,0) =−0.5 on (0.5,1). The simulations show that
the solution u reaches a constant function in space with periodicity in time. There is
also periodicity in time for v, but the evolution of the shape in space is slower for v.
In figure 3, we simulate system (2.2) for λ1 < α = 15 < λ2. IC satysfies u(x) =
u(1− x) and v(x) = v(1− x) which implies that only odd coefficients are taken in
account, and a symmetric solution (in particular u0(t) = v0(t) = 0). We observe that
the solution u evovles non constantly in space with periodicity in time.
In figure 4, IC do not satisfy the symmetric condition u(x) = u(1− x) and v(x) =
v(1−x). Indeed, we choose u(x,0)= v(x,0)= 1 on (0,0.5), u(x,0)= v(x,0)=−0.5 on
(0.5,1) . The first row illustrates u(x, t) for x ∈ (0,1) and t = 0.1 (left), t = 100 (right).
We observe that the solution u reaches a constant function in space with periodicity in
time. We can note the difference of the amplitude of the limit cycle with the previous
simulation; for these IC, u0(t) and v0(t) are no longer zero.
3 Analysis of the FHNnh model
In this section, we investigate the inhomogeneous case corresponding to a non constant
c(x). Before that, we give some results for a non zero constant c as well as some
remarks to clarify the link with the toy model.
3.1 Some remarks for c constant
If c is a constant, then (1) writes after a change of variables around (c, f (c)):{
εut = f ′(c)u+0.5 f ”(c)u2−u3− v+duxx, (x, t) ∈ (a,b)× (0,+∞)
vt = u
(10)
We focus on values of c ∈ (−∞,0]. The linearized system writes:{
εut = f ′(c)u− v+duuxx, (x, t) ∈ (a,b)× [0,+∞)
vt = u
(11)
The projection on the kth subspace writes
(Ek)
{
εukt = ( f ′(c)−dλk)uk− vk
vkt = uk
(12)
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Figure 2: Simulation of system (2.2) for 0 = α = 1 < λ1. IC satisfy the symmetric
condition u(x)=−u(1−x) and v(x)=−v(1−x). Indeed, we choose u(x,0)= v(x,0)=
1 on (0,0.5), u(x,0) = v(x,0) =−1 on (0.5,1) . According to theorem 5, the solution
converges toward (0,0) inH . The first row illustrates u(x, t) for x ∈ (0,1) and t = 0.1
(left), t = 100 (right). We observe that the solution u reaches the constant function
0. The second row illustrates v(x, t) for x ∈ (0,1) and t = 0.1 (left), t = 100 (right).
Note that, since after some time, u is close to 0, according to the equation vt = u, the
evolution is slow. The last row shows the evolution in the time interval (0:100) for fixed
x = 0.02 and x = 0.98. 13
Figure 3: Simulation of system (2.2) for 0= α = 1< λ1. IC do not satisfy the symmet-
ric condition u(x) = u(1−x) and v(x) = v(1−x). Indeed, we choose u(x,0) = v(x,0) =
1 on (0,0.5), u(x,0) = v(x,0) = −0.5 on (0.5,1) . The first row illustrates u(x, t) for
x ∈ (0,1) and t = 0.1 (left), t = 100 (right). We observe that the solution u reaches
a constant function in space. Comparing with the picture in the last row indicates a
periodicity in time. The second row illustrates v(x, t) for x ∈ (0,1) and t = 0.1 (left),
t = 100 (right). In fact, complementary observation would show that the shape of v is
moving slowly while its mean is moving periodically fastly. The last row shows the
evolution in the time interval (0,100) for fixed x = 0.02 and x = 0.98.14
Figure 4: The case:λ1 < α = 15 < λ2. IC satysfies u(x) = u(1−x) and v(x) = v(1−x)
which implies that only odd coefficients are taken in account, and a symmetric solution
(in particular u0(t) = v0(t) = 0). The first row illustrates u(x, t) for x∈ (0,1) and t = 0.1
(left), t = 100 (right). We observe that the solution u evovles non constantly in space
with periodicity in time. The second row illustrates v(x, t) for x ∈ (0,1) and t = 0.1
(left), t = 100 (right).
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Figure 5: The case:λ1 < α = 15 < λ2. IC do not satisfy the symmetric condition
u(x) = u(1−x) and v(x) = v(1−x). Indeed, we choose u(x,0) = v(x,0) = 1 on (0,0.5),
u(x,0) = v(x,0) = −0.5 on (0.5,1) . The first row illustrates u(x, t) for x ∈ (0,1) and
t = 0.1 (left), t = 100 (right). We observe that the solution u reaches a constant function
in space. Comparing with the picture in the last row indicates a periodicity in time. The
last row shows the evolution in the time interval (0,100) for fixed x= 0.02 and x= 0.98.
Note the difference of the amplitude of the limit cycle with the previous simulation; for
these IC, u0(t) and v0(t) are no longer zero.
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λk =
k2pi2
(b−a)2 , f
′(c) ∈ (−∞,3]
while the eigenvalues are given by
σ k1 =
1
2ε
(
f ′(c)−dλk−
√
( f ′(c)−dλk)2−4ε
)
σ k2 =
1
2ε
(
f ′(c)−dλk +
√
( f ′(c)−dλk)2−4ε
) (13)
Note that an Hopf bifurcation occurs when f ′(c) crosses dλk. Note also that f ′(c) ∈
(−∞,3] and dλk = d k2pi2(b−a)2 depends on d and the size of the domain b− a. This de-
termines the number of possible Hopf bifurcations: the smaller d and the larger size
domain b−a the largest number of λk included in (0,3).
Remark 6. Note that the term +0.5 f ′′(c)u2 induces a loss of symmetry as compared
to the toy model.
The following result for stability holds.
Theorem 8. For c<−1, there exists µ such that for every IC satysfying ||(u,v)(0)||H1 <
µ then
lim
t→+∞ ||(u,v)(t)||= 0.
Proof. We apply the same idea as in theorem 7. We have:
0.5
d
dt
(ε||u||2+ ||v||2) = f ′(c)||u||2+0.5 f ′′(c)
∫ b
a
u3dx−
∫ b
a
u4dx−||ux||2
and
0.5
d
dt
(ε||ux||2+ ||vx||2) = f ′(c)||ux||2+0.5 f ′′(c)
∫ a
−a
uu2xdx−3
∫ a
−a
u2xu
2dx−||uxx||2
The local stability result given in 7 also holds, the proof remains the same.
Theorem 9. For 0 < α < λ1, there exists a sequence (µk)k∈N such that if
(uk(0),vk(0)) ∈ B(0,µk)
then
lim
t→+∞ ||(u(t)−u0(t),v(t)− v0(t))||= 0,
where B(0,µk) is the ball of center (0,0) and radius µk.
17
3.2 Non constant c
We now consider the system (1):{
εut = f (u)− v+duxx, (x, t) ∈ (a,b)× (0,+∞)
vt = u− c(x)
whith f (u) = −u3 + 3u, ε small, and Neumann Boundary conditions (NBC). The in-
teresting case occurs for c taking values less than −1 (excitatory property for (4)) and
between 0 and 1 (oscillatory property for (4)). Here, we consider a function c which
is oscillatory at the center and excitarory at the border, the exitability depending on
a given parameter p > 0, see [3, 6]. For simplicity, to fix the ideas, we assume that
the function c(x), depending on the parameter p, is regular and satisfies the following
conditions:
c(x)≤ 0 ∀x ∈ (a,b), (14)
c(0.5(a+b)) = 0, (15)
c′(x)> 0 ∀x ∈ (a, a+b2 ), c′(x)< 0∀x ∈ ( a+b2 ,b), (16)
c′(a) = c′(b) = 0, (17)
∀x ∈ (a,b),x 6= 0, c(x) is a decreasing function of p, (18)
∀x ∈ (a,b),x 6= 0, limp→0 c(x) = 0, (19)
∀x ∈ (a,b),x 6= 0, limp→+∞ c(x) =−∞. (20)
The spectrum analysis of the linearized operator has been provided in [6]. We will rely
here on some of these results while following a slightly different presentation.
Now, let us remark that the stationary solution is given by:{
v¯ = f (u¯)+du¯xx,
u¯ = c(x). (21)
Around (u¯, v¯) system (21) writes{
εut = f ′(u¯)u+uxx− v+0.5 f ′′(u¯)u2−u3,
vt = u.
(22)
We would like to proceed to projection on appropriate subspaces as in previous
sections. To that end, we are interested in solutions of the following equation
f ′(u¯)u+duxx = λu (23)
Note that equation (23) is a regular Sturm-Liouville problem. We have the classical
following theorem, see [21], p 160-162.
Theorem 10. There exists an increasing sequence of real numbers (λk) and an orthog-
onal basis (ϕ)k∈N of L2(a,b) such that:
dϕkxx+ f ′(u¯)ϕk = λkϕk
ϕ ′k(a) = ϕ
′
k(b) = 0.
(24)
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Furthermore,
lim
k→+∞
λk =+∞,
λ0 = inf
u∈H2(a,b);∫ ba u2dx=1 d
∫ b
a
u2xdx−
∫ b
a
f ′(u¯)u2dx (25)
λ0 ≥−3
λk =
pi2k2
4a2
+O(k)
(Weyl assymptotics)
The linearized system of (22) writes{
εut = f ′(u¯)u+duxx− v
vt = u.
(26)
and projection on the kth subspace writes
(Ek)
{
εukt = −λkuk− vk
vkt = uk
(27)
The eigenvalues of the matrix associated to (Ek) are given by
σ k1 =
1
2ε
(
−λk−
√
λ 2k −4ε
)
σ k2 =
1
2ε
(
−λk +
√
(λ 2k −4ε
) (28)
The following result holds:
Corollary 1. The number of eigenvalues with positive real part is finite while the num-
ber of eigenvalues with negative real part is infinite. If we assume that∫
Ω
f ′(u¯)dx > 0, (29)
then σ01 and σ
0
2 have a positive real part. And,
∀k ∈ N, ∀i ∈ {1,2}ℜ(σ ki )≤ℜ(σ01 )≤
3
ε
Remark 7. This corollary highlights a result of instability which is linked with the sta-
bility of the ODE system (4). Indeed, the assumption |c|< 1 (instable steady state) for
(4) corresponds to f ′(c)> 0 whereas the assumption |c| ≥ 1 corresponds to f ′(c)≤ 0.
For equation (1), the asumption f ′(c)> 0 for instability is replaced by
∫ b
a f
′(u¯(x))dx >
0.
The more elaborated theorem holds, see
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Theorem 11. For p small enough, (0,0) is a source for E0. For p large enough, (0,0)
is a sink . There is an Hopf Bifurcation: there exists a value p∗ for which as p crosses
p∗ from right to left, the real part of σ01 and σ02 increases from negative to positive.
The other eigenvalues remaining with negative real parts.
Remark 8. This theorem relyes on the analysis of the Sturm-Liouville problem (23).
The first Hopf bifurcation occurs when λ0 becomes negative. Successive Hopf bifurca-
tions occur when the the successive λk become negative. The number of possible Hopf
bifurcation is bounded. The limit-case is given by c(x) = 0.
The following local stability results hold:
Theorem 12. For p > p∗, there exists a sequence (µk)k∈N such that if
(uk(0),vk(0)) ∈ B(0,µk)
then
lim
t→+∞ ||(u(t),v(t))||= 0,
where B(0,µk) is the ball of center (0,0) and radius µk.
Theorem 13. There exists δ > 0 such that for p∗ < p < p∗+δ , there exists a sequence
(µk)k∈N such that if
(uk(0),vk(0)) ∈ B(0,µk)
then
lim
t→+∞ ||(u(t)−u0(t),v(t)− v0(t))||= 0,
where B(0,µk) is the ball of center (0,0) and radius µk.
Remark 9. As in the previous section, the theorem remains valid for successive Hopf-
Bifurcations. In these case, one has to take in account further variables (uk,vk), for
which the associated eigenvalues are non negative.
The proof of this theorem is the same as in 7. The technical issues are fixed thanks
to the following lemma.
Lemma 3. The eigenfunctions ϕk are uniformly bounded in L∞.
Proof. See appendix.
3.3 Numerical simulations
For the numerical simulations, we choose a =−50, b = 50 and
c(x) = p(x4−2x2).
Note that c(0) = 0 wich corresponds to oscillatory behavior for the ODE system, while
c(a) = c(b) =−p <−1 which corresponds to a stable steady We simulate equation (1)
on (a,b) with an explicit scheme of Runge-Kutta 4 type, with a time step of 10−4. The
value of ε is set to 0.1. Note that the dynamics depend on the size of the domain. Here,
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the chosen size and the values of parameters allow a rich possible behavior. We plan
to proceed to a further qualitative numerical study in a forthcoming article. Note that
some resulats have already obtained for a chain with discrete kicks in [4]. We illustrate
here two values for the parameter p.
• if p= 1.1, the cell oscillates at x= 0 and generates propagations along the whole
domain. Ecah central oscillation generates a tavelling wave.
• When we increase p, after a treshold, peripheral cells are no more excitated by
central oscillations. Central cells oscillate, but waves fail to reach the boundary
of the domain. We illusrate this behavior for p = 2.
4 Conclusion and Perspectives
In this article, we have studied a few RD systems with a cubic nonlinearity, which arise
from a Neuroscience context. As we have discussed, they find their biological motiva-
tion goes back to the Hodgkin-Hoxley RD model and the oscillatory and excitability
properties highlighted by the FitzHugh-Nagumo. Particularly, we have considered a
nonhomogeneous FHN type system as simple as possible. The inhomogeneity is intro-
duced with a c depending upon the space variable x. This dependance allows to take
advantage of both excitatory and oscillatory property wthin the single PDE. Note that,
the c of x may stand for the level of excitability at the point x. The first application
is obviously to provide a model for propagaation in a single neuron, as was the HH
model. It also provides a model for electrical wave propagation along excitable tissue.
It also provides a simple way to introduce anysotropy in models, which is an important
characteristic in real applications. We want emphasize here, that these last years, RD
FHN systems have been used to model the electrical activity in heart. Spirals and pat-
terns have been identified as a cause of tachycardia and fibrillation. RD systems have
been used to developp techniques of low voltage fields to defibrillate the heart. This
points out how a better knowledge of the qualitative dynamics of excitable RD systems
would be useful in applications.
Our article aimed to give some qualitative and theoretical results. For simplicity,
we chose to work in the one dimensional space setting. We gave global and local
stability results for the toy model and NhFHN model. Some of our results related
to symmetry provide positively invariant manifolds which relates to special patterns
including spirals in higher dimensions, see. Other results provided highlights in the
bifurcation phenomena for both the toy model and the NhFHN RD model. which may
be seen as a toy model for the FHN RD system. In upcoming articles, we want to
investigate, both numerically and theoretically how the results provided here extend to
higher space dimensions.
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Figure 6: Some illustrations for p = 1.1. The first row illustrates u(x, t), for all x and
two fixed values of t (t = 550 and t = 560). The second row, represents u(x, t), for
t ∈ (500,600) and two fixed values of x (x = 0, and x =−46). The last row represents
(u,v)(x, t) for t ∈ (500,600) and and two fixed values of x (x = 0, and x =−46). Each
central oscillation reaches the border of the domain.
22
Figure 7: Some illustrations for p = 2. The first row illustrates u(x, t), for all x and
two fixed values of t (t = 550 and t = 560). The second row, represents u(x, t), for
t ∈ (500,600) and four fixed values of x (x = 0, x =−36, x =−39 and x =−46). The
frequency of oscillations decrease and close to the border, there is no oscillations at all.
represents The last row represents (u,v)(x, t) for t ∈ (500,600) and three fixed values
of x (x = 0, x =−36, and x =−39). Some interesting oscillatory behavior emerges for
intermediate cells.
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Annex
For reader’s convenience, we provide here some results related to the proofs of the
article. We first recall a version of the La Salle’s principle which fits some proofs of
the paper. We also provide the proofs of two lemmas related to the eigenvalues of the
Sturm-Liouville problem which are common in litterature but appear to be necessary
for our proofs.
The LaSalle’s invariance principle
In this section, X is a Banach Space endowed with a norm || · ||. For each x ∈ X , we
assume Φt(x) to be a continuous application from R+ into X , satisfying Φt+s(x) =
Φt(Φs(x)) for all non negative real numbers s, t, and Φ0(x) = x. The application Φt(x)
represents the flow of a dynamical system starting at the point x. For each t ∈ R+, we
assume Φt(x) to be a continuous application from X into X .
Definition 1. For each x ∈ X, we define the ω−limit set of X denoted by ω(x), the set:
ω(x) = ∩t>0∪s≥t Φs(x)
The following classical proposition holds, see [20]:
Proposition 3. Let y ∈ X. Then y ∈ ω(x) if and only if there exists an increasing
sequence of non negative real numbers (tn)n∈N such that:
lim
n→+∞ tn =+∞ and limn→+∞Φtn(x) = y.
Now, we state a version of the La Salle invariant principle suitable for our purpose.
Theorem 14 (La Salle’s invariance principle). Let ϕ be a continuous function from X
to R+ such that for every x ∈ X, ϕ(φt(x)) is a nonincreasing function of t. Then, for
every y ∈ ω(x),
ϕ(Φt(y)) = ϕ(Φ0(y)),
i.e. for every y ∈ ω(x), ϕ(φt(y)) remains constant.
Proof. Let x ∈ X and y ∈ ω(x). Note first that, since ϕ(Φt(x)) is nonincreasing
lim
t→+∞ϕ(Φt(x)) = ϕ(y)
Now, suppose the result is not true. We then choose s > 0 such that
ϕ(Φs(y))< ϕ(Φ0(y))
But then, we set ε = ϕ(Φ0(y))−ϕ(Φs(y)). And choose µ such that
||y− z||< µ implies |ϕ(Φs(y))−ϕ(Φs(z))|< ε2 ,
then choose n such that
||y−Φtn(x)||< µ.
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Then,
ϕ(Φtn+s(x))< ϕ(y)
which is a contradiction since ϕ(Φtn+s(x)) is non increasing and converges to ϕ(y).
Lemma 3. The eigenfunctions ϕk are uniformly bounded in L∞.
Proof. Recall that equation (23):
−duxx− (λ + f ′(u¯))u = 0,
rewrites
θx = g(θ) = cos2 θ +
f ′(u¯)+λ
d
sin2 θ , (30)
= 1+(
f ′(u¯)+λ
d
−1)sin2 θ (31)
rx =
sin2θ
2
(1− λ + f
′(u¯)
d
)r, (32)
with
u = r sinθ ,ux = r cosθ . (33)
We set θ(a) = pi2 . Note that for fixed large λ , θ is a strictly increasing function which
will cross pi,3pi2 ... It is useful to visualize θ on the trigonometric circle. The point here
is to prove that r is uniformly bounded. Without loss of generality, we set r(a) = 1 and
then normalize. For large λ the sin term in equation for rx will oscillate between −1
and 1. This implies that for λ large rx will be alternatively positive and negative. The
proof writes as follows. When θ(b) ∈ pi2 + lpi we obtain an eigenfunction. Let x1 such
that θ(x1) = pi , θ(x2) = 3pi2 . Let h(x) the application from [a,x1] onto [x1,x2] such that
θ(x)− pi
2
= 3
pi
2
−θ(h(x))
which means that θ(x)+θ(h(x)) = 2pi , which implies that on the trigonometric circle,
θ(h(x)) is the symmetric of θ(x) about the abscisse axis.
The function h is a decreasing function with h(a) = x2, h(x1) = x1
and,
sin(2θ(x)) =−sin(2θ(h(x))
h′(x) =− θ
′(x)
θ ′(h(x))
Therefore, we have ∫ x2
x1
sin2θ(y)
2
(1− λ + f
′(u¯(y))
d
)dy
=
∫ a
x1
sin2θ(h(x))
2
(1− λ + f
′(u¯(h(x)))
d
)h′(x)dx
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=
∫ x1
a
sin2θ(h(x))
2
(1− λ + f
′(u¯(h(x)))
d
)
θ ′(x)
θ ′(h(x))
dx
It follows that ∫ x2
a
sin2θ(y)
2
(1− λ + f
′(u¯(y))
d
)dy
=
∫ x1
a
sin2θ(x)
2
[(
(1− λ + f
′(u¯(x))
d
)
)− ((1− λ + f ′(u¯(h(x)))
d
)
θ ′(x)
θ ′(h(x))
)]
dx
This expression is uniformly bounded in λ since
θ ′(x)
θ ′(h(x))
= 1+
sin2 θ
d
f ′(u¯(x))− f ′(u¯(h(x)))
1+( f
′(u¯(h(x))+λ
d −1)sin2 θ
converges uniformly to 1. Hence, one can find a subdivision a,x1,x2... of [a,b] and a
constant C such that∫ xi+2
xi
sin2θ(y)
2
(1− λ + f
′(u¯(y))
d
)dy≤C(xi+2− xi)
which implies ∫ b
a
sin2θ(y)
2
(1− λ + f
′(u¯(y))
d
)dy≤C(b−a)
and proves the result.
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