Experiments on joint source-channel fractal image coding with unequal error protection by Charfi, Y. et al.
Strathprints Institutional Repository
Charfi, Y. and Stankovic, Vladimir M. and Hamzaoui, R. and Saupe, D. (2002) Experiments on joint
source-channel fractal image coding with unequal error protection. [Report]
Strathprints is designed to allow users to access the research output of the University of Strathclyde.
Copyright c© and Moral Rights for the papers on this site are retained by the individual authors
and/or other copyright owners. You may not engage in further distribution of the material for any
profitmaking activities or any commercial gain. You may freely distribute both the url (http://
strathprints.strath.ac.uk/) and the content of this paper for research or study, educational, or
not-for-profit purposes without prior permission or charge.
Any correspondence concerning this service should be sent to Strathprints administrator:
mailto:strathprints@strath.ac.uk
http://strathprints.strath.ac.uk/
EXPERIMENTS ON JOINT SOURCE-CHANNEL FRACTAL IMAGE CODING WITH
UNEQUAL ERROR PROTECTION
Youssef Char",∗ Vladimir Stankovic´,† Raouf Hamzaoui, Dietmar Saupe
University of Leipzig
Department of Computer Science
Augustusplatz 10/11, D-04109 Leipzig, Germany
char",stankovi,hamzaoui,saupe@informatik.uni-leipzig.de
Ameur Haouari
University Mohammed V
LEESA, Faculty of Science
B.P. 1014, Rabat, Morocco
haouari@fsr.ac.ma
ABSTRACT
We propose a joint source-channel coding system for fractal image
compression. We allocate the available total bit rate between the
source code and a range of error-correcting codes using a Lagrange
multiplier optimization technique. The principle of the proposed
unequal error protection strategy is to partition the information bits
into sensitivity classes and to assign one code from a range of
error-correcting codes to each sensitivity class in a nearly optimal
way. Experimental results show that joint source-channel coding
with fractal image compression is feasible, leads to ef"cient pro-
tection strategies, and outperforms previous works in this "eld that
only covered channel coding with a "xed source rate.
1. INTRODUCTION
Robust and ef"cient transmission of images over noisy channels
has recently attracted a widespread interest because of the increas-
ing popularity of the internet and wireless multimedia devices and
services. According to Shannon's separation theorem, the source
coder and the channel coder may be designed independently [1].
However, the theorem holds under asymptotic assumptions which
are not ful"lled in practice [2]. This motivates the design of joint
source-channel coders. Ef"cient solutions for the allocation of the
total transmission rate between the source coder and the channel
coder were proposed for many compression systems, including
vector quantizers, DCT- and wavelet-based coders [3, 4, 5, 6]. In
this paper, we consider the problem of joint source-channel cod-
ing for fractal image compression. Moreover, in fractal compres-
sion the bits of the code have unequal importance and hence we
also take into account unequal error protection techniques. Rate-
distortion optimization is applied to the source and all parts of the
channel code.
Fractal image compression provides satisfactory rate-
distortion results, fast decoding, and resolution independence.
A fractal code is a binary representation of an image operator
whose unique "xed point is close to the original image. The
image operator is based on an image partition in blocks and an
af"ne similarity between the blocks in the partition and other
blocks from the same image. The decoder recovers the "xed
point by iterating the image operator. Fractal codes are very
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sensitive to channel errors because errors propagate during the
decoding. Although more than 650 papers have been dedicated to
fractal image compression [7], only three considered transmission
through noisy channels. The "rst work about error protection
for fractal image codes is due to Streit and Hanzo [8]. They
used a two-level error protection scheme with BCH codes [9] to
send a fractal code over a Rayleigh-fading channel. The authors
observed that unequal error protection (UEP) has a signi"cantly
better performance than equal error protection (EEP). However,
the proposed UEP scheme was given for a poor coder based
on uniform partitions, and the unequal error protection was not
optimized. Novak [10] introduced a model-residual fractal coder
and showed that it is less sensitive to errors than a standard fractal
coder. Error protection was not considered in this work. Finally,
Noh, Kim, and Kim [11] used an interpolation technique for
reconstructing blocks lost during the transmission of a fractal
code in broadband integrated-services digital networks with
asynchronous transfer mode protocols.
Recently, three authors of this paper (Stankovic´, Hamzaoui,
Saupe) proposed a UEP technique that computes an allocation of
the information bits into a set of protection classes [12]. The goal
of the algorithm is to minimize the expectation of the reconstruc-
tion error for a given bit error rate (BER) in a binary symmetric
channel (BSC) and for a "xed source rate subject to a constraint
on the number of protection bits. The performance of the system
at a target transmission rate can be improved signi"cantly by de-
termining the optimal corresponding source rate. Unfortunately,
the optimal trade-off between the source rate and the channel rate
is not obvious because of the great number of parameters in the
fractal source coder and the UEP scheme.
This study continues and extends the discussion of [12]. We
introduce an unequal error protection strategy for fractal image
codes that improves our previous results without increasing the
computing requirements. Moreover, we provide techniques for
joint source-channel coding yielding far superior results than un-
equal error protection for "xed source rates.
This paper is organized as follows. In Section 2, we describe a
generic fractal coder. Our main contribution is Section 3, in which
we present a fast unequal error protection and joint source-channel
coding system. We discuss the tradeoff betweeen source and chan-
nel rates and provide an analysis of the sensitivity of the individual
bits in the "xed length codewords of the fractal code, upon which
we base a UEP scheme. Our proposed technique ef"ciently yields
a suboptimal source-channel code pair, and we compare its perfor-
mance to corrresponding full search algorithms. In Section 4, we
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give simulation results which show that our system outperforms all
previous schemes where the source rate is "xed and only the chan-
nel rate is optimized. In Section 5 we discuss two further studies
on the relation of source and channel distortion for fractal image
coding.
2. FRACTAL IMAGE CODING
In fractal compression, the encoder "nds a contractive image op-
erator T whose "xed point fT approximates the original image
f?. The decoder constructs fT as the limit of {f (k)}k≥0, where
f (k+1) = T (f (k)) and f (0) is an arbitrary initial image. For
example, in this paper the operator T is given by a quadtree
partition of the image support I into nR disjoint square blocks
called ranges and by fractal parameters associated to each range
Ri, 1 ≤ i ≤ nR, and consisting of
• a square block (domain)Dji fromD1, ..., DnD ⊂ I,
• an isometry of the square Iki ∈ {I1, I2, ..., I8},
• a scaling factor sli ∈ {s1, ..., sns} ⊂ (−1, 1),
• and an offset omi ∈ {o1, ..., ono} ⊂ R.
The parameters Dji , Iki , sli , and omi are selected from their re-
spective sets such that
̂Ri = sliIkiAiDji + omi1 (1)
is the best l2 approximation of Ri. Here boldface capital letter
like, e.g., B denote the array of pixel intensities of f? in the cor-
responding subset B ⊂ I, the operator Ai downsamples Dji via
pixel averaging to match the range size, and 1 is the block with
intensity 1 at every pixel.
We used Fisher's quadtree coder [13], which we modi"ed ac-
cording to Øien's orthogonalization technique [14]. Thus, the ap-
proximation (1) was replaced by
̂Ri = sliIkiAi(Dji − µ(Dji)1) + omi1. (2)
Here µ(·) denotes the mean of a block. This yields a more robust
code because in contrast to equation (1), errors in the scaling factor
do not affect the mean of a reconstructed block.
Using the method of least squares, the optimal nonquantized
scaling factor and offset associated to a domainD and an isometry
I are
s =
|Ri|〈C,Ri〉 − |Ri|2µ(D)µ(Ri)
|Ri|〈C,C〉 − µ(D)2
,
o = µ(Ri).
Here |Ri| is the number of pixels in Ri, C = IAiD, and 〈·, ·〉
denotes the inner product. The error
∑nR
i=1 ‖Ri − ̂Ri‖22 is called
collage error. The decoder constructs fT = limk→∞ f (k) by
R(k+1)i = sliIkiAi(D
(k)
ji
− µ(D(k)ji )1) + omi1, 1 ≤ i ≤ nR,
where R(k+1)i (respectively D
(k)
ji
) is the array of pixel intensities
of f (k+1) in Ri (respectively of f (k) in Dji ). The reconstruction
error d = ‖f? − fT ‖22 is called the attractor error.
The fractal code associated to T consists of bits for the
quadtree and a codeword for each range block R in the partition.
In the following, we set ns = 25 and no = 27. For each range,
the candidate domains consist of blocks that are twice the range
size and whose upper-left pixels are located at coordinates (i, j),
where i ≡ 0 (mod 4) and j ≡ 0 (mod 4). For an image of size 512
× 512 this leads to nD = 214 domains. We denote the (binary)
range codeword, consisting of 29 bits, by
ωR = s4 · · · s0o6 · · · o0i2 · · · i0d13 · · · d0. (3)
In Fisher's original coder, if the optimal scaling factor for a range
is equal to zero, then no domain and isometry bits are sent because
they are redundant. For such a range the corresponding codeword
would comprize of less than 29 bits. However, to ensure synchro-
nization in our transmission system, we must send bits for the zero
scaling factor, an arbitrary isometry, and a domain block address.
Thus, all codewords have a length of 29 bits.
3. JOINT SOURCE-CHANNEL CODING SYSTEM
3.1. Tradeoff between source and channel rates
We consider the quadtree fractal coder of the previous section and
assume that the header bits of the fractal code that include the de"-
nition of the quadtree image partition are perfectly protected. That
is not a severe limitation since the header that constitutes less than
2/100 of the total code, can be perfectly protected with a negligible
increase of the bitrate. Therefore we consider only unequal error
protection of the nR codewords ωRi , i = 1, ..., nR, see (3).
We de"ne a "nite set of channel code rates R = {r1, ..., rl}.
For example, one can use a range of rate-compatible punctured
convolutional (RCPC) code rates [15]. A code of a fractal trans-
form T is protected by a strategy S that assigns a code rate to each
bit of ωR. We assume that all ranges are protected with the same
strategy. We denote the set of possible strategies by Ω and the set
of available fractal transforms by T . These sets Ω and T are "nite
sets.
Suppose that the original image f? is encoded with a trans-
form T and protected with a strategy S. Let S(T ) be the trans-
form obtained after channel decoding. ThenD(T, S) = E{‖f?−
fS(T )‖22} is the expected distortion due to both the source quanti-
zation and the channel noise. Let Rs(T ) be the source bit rate as-
sociated to T andRc(T, S) be the channel bit rate associated to the
protection of T by S. An optimal joint source-channel coder "nds
a pair (T ∗, S∗) that solves the constrained minimization problem
min
(T,S)∈T ×Ω
D(T, S) subject to Rs(T ) +Rc(T, S) ≤ Rt,
where Rt is the available transmission rate. This constrained opti-
mization problem can be simpli"ed by converting it to the uncon-
strained problem
min
(T,S)∈T ×Ω
L(T, S, λ) (4)
where
L(T, S, λ) = D(T, S) + λ(Rs(T ) +Rc(T, S)) (5)
and λ ≥ 0 is a Lagrange multiplier [16]. In practice we choose
a set T of fractal transforms yielding image codes with differing
source rates and minimize L(T, S, λ) for each T ∈ T ,
min
T∈T
[
min
S∈Ω
L(T, S, λ)
]
. (6)
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Let us call this optimization Algorithm JSCC-0. To meet the con-
straint on the total rate, the bisection method can be applied requir-
ing that the optimization be done for several values of the Lagrange
multiplier λ.
By separating the two nested minimizations in (6) we obtain
an algorithm that is faster than JSCC-0, which, however, sacri-
"ces some quality for the sake of speed. For initialization we
choose a medium strength equal error protection strategy, S0 =
(rbl/2c, ..., rbl/2c). Then a sequence of pairs (Tk, Sk)k=1,...,kmax
is obtained in kmax iterations as follows,
Tk = arg min
T∈T
L(T, Sk−1, λ), (7)
Sk = arg min
S∈Ω
L(Tk, S, λ). (8)
As "nal result we obtain the transform Tkmax , the strategy Skmax ,
and the associated Lagrangian cost L(Tkmax , Skmax , λ). Let us
call this modi"ed procedure Algorithm JSCC-1.
Let (Tk, Sk)k=1,2,... be the sequence of fractal transforms and
protection strategies produced in Algorithm JSCC-1. Then it is
clear that the sequence L(Tk, Sk, λ)k=1,2,... is monotonically de-
creasing and converging.
The computing times are dominated by the simulation time re-
quired to evaluate the total distortion, tD , for a choice of (T, S, λ).
For JSCC-0 this amounts to a total time of |T |tD and for JSCC-1
this is kmaxtD .
Following the next subsection on bit sensitivity analysis we
discuss the minimization of the Lagrangian cost L(T, S, λ) for
a "xed transform T which is required in (8). We will arrive at
three unequal error protection algorithms with different qualities
and complexities, which we call Algorithms UEP-0, UEP-1, and
UEP-2 all of which can be combined with JSCC-0 and JSCC-1.
3.2. Bit sensitivity analysis
In this subsection we study the importance of the bits of the code-
words, which can be determined by corrupting the bits at the same
position in the range codewords ωRi , i = 1, . . . , nR with a cer-
tain bit error rate and computing the degradation of the PSNR
in the reconstructed image. Figure 1 shows the resulting PSNR
degradations for the 512 × 512 Lenna image at source rate 0.21
bpp and and a binary symmetric channel bit error rate (BER) of
10−1. Each PSNR is averaged over 50 experiments with the same
BER. The "gure shows that the codeword bits have unequal im-
portance. We obtained similar results for other BERs and other
images at several source rates.
Figure 2 shows the PSNR reconstruction quality as a function
of the BER when all the bits of only one fractal parameter (offset,
scaling, isometry, domain address) were corrupted. Again, each
PSNR value is averaged over 50 experiments with the same BER.
The analysis shows that the different fractal parameters had
unequal importance. The most sensitive parameter was the off-
set, followed by the domain, the isometry, and the scaling factor.
Moreover, for the offset and the scaling factor, a more signi"cant
bit of a given parameter was more sensitive than a less signi"cant
bit. For the domain, all bits except for the two least signi"cant
ones had about the same sensitivity. This was expected because
for the used domain pool an error in the two least signi"cant bits
selects a domain that overlaps the original one, whereas an error in
any of the other bits selects an unrelated domain.
Each of the 29 bits in the codewords ωRi may be protected us-
ing a different channel rate. To reduce the complexity of the opti-
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Fig. 1. PSNR degradation caused by the corruption of a single
range codeword bit with probability 10−1 separately. The test im-
age was the 512× 512 Lenna image at source rate 0.21 bpp.
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Fig. 2. PSNR vs. BER in all bits of a single fractal parameter for
the Lenna image at source rate 0.21 bpp.
mization we suggest to partition the 29 codeword bits intom ≤ 29
sensitivity classes C1, ..., Cm and to protect all bits in a class Ck
with the same channel rate rjk ∈ R. The partition of the bits into
the classes is based on the importance of the bits. For the clustering
of the 29 codeword bits intom classes we used the k-means algo-
rithm applied to the set of 29 values of PSNR degradation shown
in Figure 1. The result form = 13 is given in Table 1.
3.3. Unequal error protection of fractal image codes
We recall our goal, ie., to compute minS∈Ω L(T, S, λ) for "xed
T ∈ T and λ ≥ 0. Throughout this report we assume that the
used error protection scheme has the property that increasing the
number of protection bits increases the correction capability. In
other words, the residual bit error rate is assumed to be a mono-
tonically increasing function of the code rate.
In this subsection we present three methods for unequal error
protection of fractal codes, in which codeword bits from the same
3
sensitivity classes range codeword bits
C1 o6
C2 o5
C3 o4
C4 s4
C5 i1
C6 i0, d4, d7
C7 d2, d3, d8, d10, d11, d12, d13
C8 i2, d5, d6, d9
C9 d1
C10 o3, s3
C11 d0
C12 s2, o2
C13 s0, s1, o0, o1
Table 1. Partition of the range codeword bits into 13 sensitivity
classes with decreasing sensitivity for a fractal code of the 512 ×
512 image Lenna.
classCk are equally protected. The channel rateRc(T, S) is given
by
Rc(T, S) = nR
m
∑
k=1
(
1− rjk
rjk
)
nk (9)
where nR denotes the number of range blocks of the image. For
k = 1, ...,m the number of bits of a range codeword assigned to
the sensitivity class Ck is nk. These bits are protected by the same
code rate rjk in all codewords.
For k = 1, 2, . . . ,m−1 the bits in classCk are more sensitive
to channel errors than the bits in class Ck+1. Thus, it is reason-
able to use a protection strategy such that rjk ≤ rjk+1 . With this
convention we give the following de"nition.
De"nition 1 Let R = {r1, ..., rl} be the set of channel code
rates. The set Ω of protection strategies is
Ω = {(rj1 , ..., rjm) ∈ Rm | rj1 ≤ rj2 ≤ ... ≤ rjm}.
For convenience let us order the rates in R to be increasing, r1 <
r2 < · · · < rl. Thus, the set Ω of protection strategies is
Ω = {(rj1 , ..., rjm) ∈ Rm | j1 ≤ j2 ≤ ... ≤ jm}.
The requirement of increasing code rates in a strategy S ∈ Ω re-
duces the size of the spaceRm of strategies from lm to f(m, l) =
(m+l−1
m
)
, as shown by the next lemma. Although f(m, l) is still
of order lm the reduction of size is relevant in practice. For the
example of m = 13 and l = 6, a practical setting used in our
experiments, f(m, l) = 8568, which is less than a millionth of
lm = 613.
Lemma 1 Let A = {1, 2, ..., l}. The number of m-tupels
(j1, ..., jm) ∈ Am with j1 ≤ · · · ≤ jm is f(m, l) =
(m+l−1
m
)
.
Proof The proof is straightforward by induction onm [12].
We call the minimization minS∈Ω L(T, S, λ) by enumeration
of all f(m, l) (increasing) channel code rate allocations Algorithm
UEP-0.
We propose to replace the enumeration in the minimization
minS∈Ω L(T, S, λ) by a faster heuristic algorithm. For this pur-
pose we introduce some more notation.
De"nition 2 Letm be the number of protection classes andR =
{r1, ..., rl} the set of channel code rates. For K = 1, ...,m and
ri ∈ R the set of protection strategies in Ω which prescribe to
protect the "rst K classes C1, ..., CK by the same rate ri and the
remaining classes by higher rates is denoted by
ΩK(ri) = { (rj1 , ..., rjm) ∈ Ω |
ri = rj1 = · · · = rjK < rjK+1 ≤ · · · ≤ rjm }.
Since the channel code rates are ordered by increasing numbers,
ΩK(ri) is the set of tupels (rj1 , ..., rjm) ∈ Ω with
i = j1 = · · · = jK < jK+1 ≤ · · · ≤ jm.
If we replace the strict inequality rjK < rjK+1 by rjK ≤ rjK+1
we obtain the set of protection strategies in Ω which prescribe to
protect the classes C1, ..., CK by rate ri. In other words, this set
of strategies is
ΩK(ri) =
⋃
k=K,...,m
Ωk(ri).
We note that the strategy sets ΩK(ri) as well as the sets Ω1(ri)
make up a partition of the set Ω of all allowed strategies.
Lemma 2
Ω =
⋃
i=1,...,l
K=1,...,m
ΩK(ri) =
⋃
i=1,...,l
Ω1(ri)
where ΩK(ri)∩ΩK′(ri′) = ∅ ifK 6= K′ or i 6= i′ and Ω1(ri)∩
Ω1(ri′) = ∅ if i 6= i′.
Also note that ΩK(rl) = ∅ forK = 1, ...,m− 1. This means
that if source code bits from the most sensitive class C1 are pro-
tected by the weakest channel code rate, i.e., by the highest rate
rl ∈ R, then all bits from the remaining classes C2, ..., Cm can
only be protected by the same channel code rate.
For each protection strategy S = (rj1 , ..., rjm) ∈ ΩK(ri),
i = 2, ..., l, K = 1, ...,m we can de"ne a successor strategy
succ(S) by putting the next highest protection on the "rst K
classes, i.e., by replacing the "rst K rates ri by the nearest lower
rate ri−1.
De"nition 3 For i = 2, ..., l, K = 1, ...,m and S =
(rj1 , ..., rjm) = (ri, ..., ri, rjK+1 , ..., rjm) ∈ ΩK(ri), let
succ(S) = (ri−1, ..., ri−1, rjK+1 , ..., rjm) ∈ ΩK(ri−1).
We remark that the successor function yields a bijection between
the sets ΩK(ri) and ΩK(ri−1) for all i = 2, ..., l,K = 1, ...,m.
Let us consider two protection strategies S′, S′′ ∈ ΩK(ri)
with i ≥ 2. Then we may assume for the Lagrangian costs that
L(T, S′, λ) ≥ L(T, S′′, λ) if and only if L(T, succ(S′), λ) ≥
L(T, succ(S′′), λ). In the successors only the "rst K channel
code rates ri are replaced by ri−1. It is reasonable to assume that
the expected distortion D(T, S) is decreased by about the same
amount in both cases. Since also the rate changes by an (exactly)
equal amount, we obtain our assumption. Our results in Section
4 empirically justify this assumption. If we considere a model in
which distortion due to errors in different protection classes is ad-
ditive, we can also prove our assumption.
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Lemma 3 Assume there exist distortion functions DT,k(r) for
k = 1, ...,m, r ∈ R, and T ∈ T , such that the total distortion
can be written as
D(T, S) = D(T, (rj1 , ..., rjm)) =
m
∑
k=1
DTk (rjk ).
Then, for K = 1, ...,m, ri ∈ R\{r1}, λ ≥ 0 and any two given
protection strategies S′ = (r′j1 , ..., r
′
jm) ∈ ΩK(ri) and S′′ =
(r′′j1 , ..., r
′′
jm) ∈ ΩK(ri) we have that L(T, S′, λ) ≥ L(T, S′′, λ)
if and only if L(T, succ(S′), λ) ≥ L(T, succ(S′′), λ) .
Proof LetK ∈ {1, ...,m} and λ ≥ 0. For i = 1, ..., l let
LTi = λRs(T ) +
K
∑
k=1
[
DTk (ri) + λnR
(
1− ri
ri
)
nk
]
.
Then, by construction, for S = (rj1 , ..., rjm) ∈ ΩK(ri),
L(T, S, λ) = LTi +
m
∑
k=K+1
[
DTk (rjk ) + λnR
(
1− rjk
rjk
)
nk
]
.
Therefore, for S′, S′′ ∈ ΩK(ri) with i > 1 we obtain
L(T, succ(S′), λ) = L(T, S′, λ)− LTi + LTi−1,
L(T, succ(S′′), λ) = L(T, S′′, λ)− LTi + LTi−1.
The proof of the lemma is completed by subtracting these two
equations.
For K = 1, ...,m and i = 1, ..., l let us denote by SK(ri),
SK(ri) and LK(ri, λ), LK(ri, λ) optimal protection strategies
and corresponding Lagrangian costs,
SK(ri) = arg min
S∈ΩK(ri)
L(T, S, λ),
LK(ri, λ) = L(T, SK(ri), λ),
and, correspondingly,
SK(ri) = arg min
S∈ΩK(ri)
L(T, S, λ),
LK(ri, λ) = L(T, SK(ri), λ).
From the de"nition of ΩK(ri) we conclude that with k? =
arg mink=K,...,m Lk(ri, λ) we have
SK(ri) = Sk?(ri), LK(ri, λ) = Lk?(ri, λ).
Thus, we can compute an optimal strategy in ΩK(ri) from those
in ΩK(ri), i = K, ...,m.
Using the basic heuristic assumption from above we can ob-
tain the best strategy in ΩK(ri) from that in ΩK(ri+1) simply by
replacing the "rstK rates ri+1 by ri, i.e., by taking the successor
of SK(ri+1).
The algorithm for computing all optimal protection strate-
gies SK(ri) and SK(ri) therefore may proceed in stages i =
l − 1, l − 2, ..., 1. After initializing the trivial optimal strategies
SK(rl) = (rl, ..., rl) for K = 1, ...,m one may write down
in stage i strategies SK(ri) as succ(SK(ri+1)) and SK(ri) =
Sk?(ri) with k? as de"ned above. Finally, the overall optimal
Initialization
forK := 1, ...,m SK(rl) := (rl, ..., rl)
Iteration
for i := l − 1, l − 2, ..., 1
forK := 1, ...,m // compute SK(ri)
SK(ri) := succ(SK(ri+1))
LK(ri, λ) := L(T, SK(ri), λ)
Sm(ri) := Sm(ri) // compute SK(ri)
Lm(ri, λ)) := Lm(ri, λ))
forK := m− 1, ..., 1
SK(ri) := SK(ri)
LK(ri, λ)) := LK(ri, λ))
if LK(ri, λ)) > LK+1(ri, λ))
SK(ri) := SK+1(ri)
LK(ri, λ)) := LK+1(ri, λ))
Result
i? := 1
for i := 2, ..., l
if L1(ri, λ)) < L1(ri?,λ)) i? := i
S? := S1(r?i ) // optimal strategy
L? := L1(r?i , λ)) // minimal Lagrangian cost
Table 2. Pseudo code for Algorithm UEP-1, computing an optimal
protection strategy for a given code of the fractal transform T and
Lagrange parameter λ ≥ 0.
strategy is the best one of S1(ri), i = 1, ..., l. We call this pro-
cedure Algorithm UEP-1. The pseudo code in Table 2 presents an
implementation. The number of evaluations of Lagrangian costs is
m(l − 1) + 1, which compares favorably with f(m, l).
An alternative to Algorithm UEP-1 was given in [12]. It is
based on the assumption in Lemma 3, minimizing L(T, S, λ) over
arbitrary rate allocations S ∈ Rm. Thus, with the ansatz
L(T, S, λ) =
m
∑
k=1
DTk (rjk ) + λnR
(
1− rjk
rjk
)
nk
the algorithm computes S = (rj1 , ..., rjm) ∈ Rm by
rjk = arg minri∈R
DTk (ri) + λnR
(
1− ri
ri
)
nk
for k = 1, ...,m. We call this method Algorithm UEP-2. (It was
named UEP2 in [12]). It requiresml simulations for the evaluation
of distortions. Thus, the complexity is similar to that of Algorithm
UEP-1.
The algorithms UEP-0 to UEP-2 are designed to minimize
L(T, S, λ) for "xed λ and T over all strategies S ∈ Ω as needed
in the joint source-channel coding method JSCC-1.
4. RESULTS
We consider the fractal coder described in Section 2 as a source
coder. The 29 information bits of the range codewords were parti-
tioned inm = 13 sensitivity classes, see Table 1.
Our methods for UEP and joint source-channel fractal image
codes works independently of the choice of channel coder. For
channel coding we used RCPC codes [15]. We chose RCPC codes
because changing their rates is very simple and the same Viterbi
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Fig. 3. Results for the 512× 512 Lenna image at source rate 0.21
bpp and BER of 10−1. The curve for EEP dips below the PSNR of
about 14 dB achieved without error protection (total rate 0.21 bpp)
at the "rst four points corresponding to code rates 8/9, 8/10, 8/12,
8/14. This is explained by the fact that for these code rates the
residual bit error rate is higher than the channel BER, see Table 3.
decoder can be used for all code rates which makes the implemen-
tation of a UEP scheme easy. The range of RCPC codes used is de-
scribed by the convolutional mother code of rate 1N =
1
3 and mem-
ory M = 6. Together with N , the puncturing period P = 8 de-
termines the range of code rates: R = pp+l , l = 1, . . . , (N − 1)p,
from which we retained the rates 824 ,
8
22 ,
8
20 ,
8
18 ,
8
16 ,
8
14 ,
8
12 ,
8
10 ,
8
9 ,
and 1. For these rates we experimentally determined the residual
bit error rates and collected them in Table 3.
Error-correcting code rates whose residual error probabilities
were greater than the BER of the channel were removed. Also, all
rates were removed that yielded a zero residual error probability
except for the highest one of them. Thus, the set of used rates
was R = { 824 ,
8
22 ,
8
20 ,
8
18 ,
8
16 , 1} with l = 6 for BER 10
−1, and
Rc = { 814 ,
8
12 ,
8
10 , 1} with l = 4 for BER 10
−2.
In the "rst experiment we considered the 512 × 512 Lenna
image at source rate of 0.21 bpp and BER of 10−1. The recon-
struction errors were estimated in the optimization using averaged
mean square collage error over 50 simulations each. Using the
code BER BER
rate 10−1 10−2
8/9 0.49 0.045
8/10 0.46 0.0044
8/12 0.35 0.000065
8/14 0.20 0.0
8/16 0.09 0.0
8/18 0.036 0.0
8/20 0.014 0.0
8/22 0.0056 0.0
8/24 0.0027 0.0
Table 3. Residual bit error rates for RCPC codes, estimated using
an information sequence of 4 million random bits for each mea-
surement.
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Fig. 4. Comparison of error protection performance at "xed source
rate 0.21 bpp, BER 10−1, and using 13 resp. 29 protection classes.
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Fig. 5. PSNR vs. BER for the 512× 512 Lenna image at total bit
rate 0.31 bpp. Results for UEP-1 at various source rates are shown.
collage error instead of the original reconstruction error is not a
limitation of the method. Many tests showed that when using true
reconstruction errors in the optimization the improvements of the
resulting source-channel code were less than 0.02 dB of PSNR.
Figure 3 shows the performance of equal error protection
(EEP), where for each point the same rate from the total set of
10 retained rates was used for protection of all bits. This is com-
pared with the performance of the three proposed UEP algorithms
UEP-0, UEP-1, and UEP-2.
The results showed that unequal error protection performed
much better than equal error protection. Of the three UEP schemes
the last one, UEP-2, gave signi"cantly worse results than UEP-0
and UEP-1, whereas the difference between UEP-0 and UEP-1
was negligible. Moreover, the CPU time was 8113.6s for UEP-0,
and 63.7s for UEP-1. This is in line with our theoretical com-
plexity estimation. For m = 13 and l = 6 we have to consider
f(m, l) = 8568 rate allocations in UEP-0, while in UEP-1 the
number ism(l − 1) + 1 = 66, which is 0.77% of 8568. This per-
centage agrees almost exactly with the ratio of our timings. The
CPU times were measured on a 270 MHz MIPS R12000 processor
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Fig. 6. Results for the 512× 512 Lenna image at BER 10−1. The
two curves are for joint source-channel coding.
of a SGI Origin200 server with main memory size of 1.5 Gbytes.
We conclude that the algorithm UEP-1 gave the best performance
when considering both PSNR and time. Therefore, in all following
tests we used only UEP-1.
We remark that the computing times can safely be reduced by
half simply by using only 25 simulations for the distortion esti-
mates instead of 50. We observed a maximal loss in PSNR of no
more than 0.07 dB.
Our next experiment showed that the restriction to m = 13
classes did not signi"cantly reduce the quality of the error pro-
tected codes. Again we set the source rate to 0.21 bpp and used
a BER of 10−1. With the maximum of 29 sensitivity classes only
marginally better PSNR values were obtained, see Figure 4. There-
fore, we continued further experiments only withm = 13.
Figure 5 shows the result of an experiment using three encod-
ings with source rates 0.11, 0.16, and 0.25 bpp, and with error
protection chosen such that the same total rate of 0.31 bpp was
achieved. The optimization of the rate allocation was done for
BER 10−1. As the bit error rate was increased from 10−5 to 10−1
the performance of the three encodings deteriorated in different
ways. Of course, encodings with higher source rates performed
better than with lower source rates under nearly error-free con-
ditions. But, the degradation in performance for encodings with
higher source rates occurred much more rapidly than for encod-
ings with lower source rates when the BER increases. Notice that
for the source rate 0.11 bpp, there was no signi"cant degradation in
performance for BERs up to 5 · 10−2. Even for the maximal BER
of 10−1, the drop in performance for the source rate 0.11 bpp was
less than 2 dB while it was more than 10 dB for the source rate
0.25 bpp. This can be explained by the fact that for higher source
rates more bits are exposed to channel errors, while only weak
protection is allowed.
In the previous simulations the source rate was "xed and the
optimal allocation of channel code rates for the data in them sen-
sitivity classes was searched under the constraint on the channel
bit rate. However, joint source-channel coding may enhance the
performance of our system. We present results for the proposed al-
gorithms JSCC-0 and the less complex algorithm JSCC-1 for rate
allocation using Lagrangian optimization and UEP-1 as the core
algorithm. We used a range of 20 source rates from 0.07 bpp to
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Fig. 7. Results for the 512× 512 Lenna image at BER 10−2. The
two top curves are for joint source-channel coding. The four bot-
tom curves are for encodings with "xed source rates and varying
channel rates.
0.45 bpp obtained by different quadtree partitions. Thus, the set
T consisted of 20 fractal codes. For Algorithm JSCC-1 we found
convergence already after kmax = 3 iterations. Results for test
image Lenna at BER 10−1 are shown in Figure 6. The reconstruc-
tion quality for the codes from the fast algorithm JSCC-1 was only
slightly worse than that of JSCC-0, up to about 0.1 dB in PSNR.
For the smaller bit error rate 10−2 the performance gap be-
tween JSCC-0 and JSCC-1 was even smaller, see Figure 7. The
"gure also displays curves for the performance of encodings with
"xed source rates from 0.11 to 0.25 bpp. These "ndings again
demonstrate the importance of joint source-channel coding as well
as the ef"ciency of our proposed algorithms.
5. SOURCE AND CHANNEL DISTORTION FOR
FRACTAL IMAGE CODING
In this section we report on further studies on the relation of source
and channel distortion for fractal image coding. For a memo-
ryless binary symmetric channel the channel errors are indepen-
dent of the source parameters. Therefore, the expected distortion
D(T, S) can be approximated by the sum of source and channel
distortion,Ds(T ) +Dc(T, S), whereDs(T ) = ‖f? − fT ‖22 and
Dc(T, S) = E{‖fT − fS(T )‖22}. The following experiment illus-
trates the quality of this approximation. The test image was the 512
× 512 Lenna image and the bit error rate (BER) of the BSC was
10−1. The channel coder was an RCPC coder with code rates { 824 ,
8
22 ,
8
20 ,
8
18 ,
8
16 , 1}. We randomly picked 100 pairs (T, S) ∈ T ×Ω
and computed the relative difference
∆ =
D(T, S)− [Ds(T ) +Dc(T, S)]
D(T, S)
.
The histogram in Figure 9 and the small root-mean-square value
of ∆ of only 0.0053 con"rms our approximation.
The channel distortion Dc(T, S) does depend on the fractal
transform T ∈ T to some extent. However, experiments show that
the channel distortion depends on the fractal transform T only in
a very mild form. This can be seen in Figure 11, which shows the
channel distortion as a function of the source rate.
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Fig. 8. 512× 512 Lenna image at different source rates Rs, trans-
mission rates Rt, and bit error rate 10−1, with and without joint
source-channel coding using unequal error protection. The left
column images are without error protection (Rt = Rs). PSNR
results are also given for transmission through a noiseless channel.
0
5
10
15
20
25
30
35
40
-0
.0
2
-0
.0
18
-0
.0
16
-0
.0
14
-0
.0
12
-0
.0
1
-0
.0
08
-0
.0
06
-0
.0
04
-0
.0
02 0
0.
00
2
0.
00
4
0.
00
6
0.
00
8
0.
01
0.
01
2
0.
01
4
0.
01
6
0.
01
8
0.
02
O
cc
ur
en
ce
Relative difference
Fig. 9. Histogram of the relative difference between the sum of
source and channel distortion Ds(T ) + Dc(T, S) and the overall
distortionD(T, S) obtained from 100 random measurements.
left right noiseless
BER 0.01 0.01 0.00
Rs (bpp) 0.09 0.09 0.09
Rt (bpp) 0.09 0.13 0.09
PSNR (dB) 20.11 27.04 27.16
left right noiseless
BER 0.01 0.01 0.00
Rs (bpp) 0.25 0.25 0.25
Rt (bpp) 0.25 0.37 0.25
PSNR (dB) 21.56 31.24 31.29
Fig. 10. Results as in Figure 8 for BER 0.01.
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6. CONCLUSIONS
We developed and studied a set of algorithms for unequal error
protection of fractal image codes in the context of joint source-
channel coding. The proposed methods allocate the total transmis-
sion rate between the source code and a range of error-correcting
codes in a nearly optimal way. We conclude that in practice the
combination of our algorithm JSCC-1 with UEP-1 at the core
gives the best performance when considering both expected im-
age reconstruction quality and time complexity. The approach is
not limited to fractal coders. It can be modi"ed for other source
coders that output "xed length code words such as some types of
vector quantizers. Many simulations using a quadtree-based frac-
tal encoder and a range of RCPC codes showed that our system
is ef"cient. The results proved that joint source-channel coding
with fractal image coding is feasible, leads to ef"cient protection
strategies, and outperforms previous works in this "eld that only
covered channel coding with a "xed source rate.
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