Brain tumor segmentation plays an important role in diagnosing brain tumor. Nowadays, intense interest has been received in applying convolution neural networks in medical image analysis, but its performance is restricted by the limitation of the depth of the network. And how to accelerate the information propagation and make full use of all the hierarchical features in the network is also of vital importance. To address these problems, this paper proposed Deep Residual Dilate Network with Middle Supervision (RDM-Net), which combines the residual network with dilated convolution. It can solve the problem of vanishing gradient and increase the receptive field without reducing the resolution. During images processing, some information of regions of small tumor could be discarded, for its resolution is attenuated to a single pixel by continuously convolutional operations. Therefore, the spatial fusion block, consisting of a pixel discriminator and a region discriminator, has been designed to reserve the detailed information in the region of small tumor. It evaluates the relationship between this single pixel and its adjacent region to obtain the spatial structure information of brain tumors. Furthermore, the middle supervision block consisting of proposal pyramid and multi-hierarchical loss is proposed, which shortens the distance of information path and reduces cumulative errors during the network training. The proposal pyramid is inspired by the idea of boost learning, which fuses each proposal at multiple resolution level to ensure that the network produces better predictions. Multi-hierarchical loss combines the loss of intermediate proposal in the middle layers and the loss of prediction of the output layer to achieve the effect of middle supervision. The results of experiments illustrate that our framework can effectively propagate features of each layer and increase the diversity of information to enhance feature hierarchy for medical image recognition. Compared to other stateof-the-art methods, our framework has performed well in the BRATS2015 challenge. In summary, the main contribution in our paper is that this work is an early attempt to adopt the concept of ''middle supervision'' on multi-modal brain tumor segmentation.
I. INTRODUCTION
Glioma is one of the most common primary central nervous system tumors, accounting for near half of the whole intracranial primary tumors. In clinical practice, how to segment the brain tumor accurately is a crucial step for further diagnosing and treatment planning.
However, medical images used in diagnosing of brain tumors of each patient have different sequences such as T1,
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T1c, T2, FLAIR, etc. Manually segmenting these medical images is time-consuming and requires specialized knowledge and skill. It is difficult to locate tumor and calculate its size rapidly. Consequently, an automatic segmentation method is needed to facilitate the process of diagnosing and treating brain tumors.
In terms of medical image processing, both traditional machine learning methods [3] , [5] - [8] and deep learning methods [4] , [9] , [11] , [12] have been extensively studied and used by researchers. However, in most cases, deep learning methods perform better in computer VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ vision tasks. Deep learning algorithms have achieved great success in image recognition. And convolutional neural networks are also widely used in medical image analysis, such as Perilla's patch-based brain tumor segmentation [9] , Havaei's patch-based multi-scale CNN [10] , and Kamnitsas's patch-based 3D CNN [11] , zhao's proposed full-convolutionbased CNN [12] ,etc. Our research indicates that information propagation in the state-of-the-art deep learning algorithms for brain tumor segmentation can be further improved. We find that low-level features are very useful for identifying the edges and categories of brain tumors. However, combining low-level features with features of topmost level is a challenging task because of the long path between them, and this leads to the lack of ability for network to access the accurate spatial information of the brain tumor. In addition, the final prediction relies heavily on the topmost level features, but features in low level will be easily ''discarded'' during the continuous convolution operations, and network will lose the opportunity to gather more diverse information from the bottom and middle level. Furthermore, each proposal is predicted based on feature grids pooled from one feature level, which is assigned heuristically.
Therefore, errors in each proposal will be propagated and accumulated, which will have a large impact on the final result. Besides, the resolution and receptive fields are important for constructing the learning layer. Traditional CNN methods can only increase the size of receptive field by continuously convolution and down-sampling operations, and these operations will reduce the image resolution until it is represented by tiny feature maps. In other words, the spatial structure of the brain tumor will become discernible, resulting in a visual segmentation result with a rough edge.
To address these drawbacks, this paper proposed a Deep Residual Dilate Network with Middle Supervision (RDM-Net) for multi-modal brain tumor segmentation. The original intention behind this proposed framework is to increase the depth of network inspired by the idea of residual network [14] . Except for adopting ''skip connection'', we designed several simple and yet effective components to enhance information flow in representative pipeline.
The use of ResNet is to address the problem of vanishing gradient. The vanishing gradient problem is an obstacle when training deep feedforward network, and residual learning framework presented by ResNet [14] is designed to address this problem. Dilated convolution is to obtain a larger receptive field without reducing the resolution.
Besides, when processing the brain tumor image, some smaller tumor regions in the original image will sharply decrease into a single pixel after continuous convolution operations. In other words, the smaller tumor region will be ''lost'' in the process of learning features. The spatial fusion block composed of a pixel discriminator and an area discriminator is designed to preserve these small tumor regions, and it measures the relationship between a single pixel and the surrounding region to obtain the spatial structure information of brain tumors.
Lastly, a middle supervision block consisting of proposal pyramid and multi-hierarchical loss is presented. The proposal pyramid is mainly designed to reserve intermediate results predicted by each layer, which can obtain predictions of brain tumor with different resolutions and information levels. And then the idea of boosting learning is adopted to fuse these intermediate results to produce better predictions. The multi-hierarchical loss is to calculate and combine the loss of intermediate results and prediction at the output to achieve middle supervision. The main effect of the middle supervision block is to shorten the information path and reduce cumulative errors when training the network.
In summary, our proposed framework effectively propagates features in each layer and increases the diversity of information, which can enhance the level of the entire feature of features for medical image recognition.
Our proposed framework achieves remarkable results on the BRATS2015 challenge, which is an effective method of multi-modal brain tumor segmentation. The score of the complete tumor, the tumor core and the enhanced tumor is 0.86, 0.71 and 0.63 respectively, which outperforms most state-of-the-art counterpart methods.
II. RELATED WORK
In recent years, with the improvement of computer performance and the continuous development of machine learning algorithms, many semi-automatic and automatic methods for tumor segmentation have been proposed.
The Deep learning method can automatically learn the features, not only has great success in natural image processing [13] , [14] , but also in biological image processing [15] .
Kaya et al. [5] focuses on T1-weighted MRI images clustering for brain tumor segmentation with dimension reduction by different common Principle Component Analysis (PCA) algorithms. Hsieh et al. [6] uses fuzzy c-means (FCM) and region growing algorithms for automatic tumor image segmentation in meningioma patients. Szilagyi et al. [7] creates a multi-stage fuzzy C-means (FCM) framework for automatically and accurately detecting brain tumors from multi-mode 3D magnetic resonance image data. Mirajkar and Barbadekar [8] is a fully automatic method which adopts undecimated wavelet transform (UDWT) and the gabor wavelets to segment MR images.
The convolutional network uses local pixel information to identify objects, and perceives global and position-invariant information by continuously adding layers. We can learn features automatically and make a pre-estimation of the probability distribution of brain tumors through deep learning, so the position and shape information of brain tumors can be obtained.
The traditional CNN-based segmentation approach usually classifies single pixel by using an image block around the pixel as the input. However, the traditional CNN-based method has several disadvantages. First, it usually results in huge storage overhead. For example, if the size of the image block used for each pixel is 15 × 15, the required storage space is 225 times of the original image. It also leads to inefficient computation because image blocks of adjacent pixels are mostly similar, resulting in wasted computer resources. Moreover, the size of this block limits the size of the receptive area because its size is much smaller than the size of the entire image, and only some local features can be extracted.
To solve this problem, Jonathan proposed Fully Convolutional Networks (FCN) [16] for image segmentation. The network attempts to recover each pixel from abstract features, further extending the classification from the image level to the pixel level. Most of the current deep learning methods use a shallow network architecture, so only the underlying texture information is learned, and its deep spatial features are ignored. However, deeper neural networks are more difficult to train. Recent studies have shown that the farther away from the output layer, the more difficult it is to improve the feedback of network. Therefore, a short connection is needed so that network can be optimized faster.
III. FRAMEWORK
The proposed framework is illustrated in Fig. 1 . The Residual Dilated Block in this framework is to strengthen performance of the network, and spatial fusion block is argued to obtain the relationship between region and pixel. The Proposal Pyramid is developed for the middle result, which allows hierarchical features from all middle layers to propagate to the final prediction. And the middle supervision block can speed up the flow of information and reduce the cumulative error in training procedure. The detailed information for each component in the framework will be presented in the following section.
A. RESIDUAL DILATED BLOCK
The structure of Residual Dilated Block(RD-Block) is shown in Fig. 2 . In order to preserve more ''useful'' information and increase the ''depth'' of the network, we combine the ResNet with dilated convolution. ResNet is used to solve FIGURE 2. Residual Dilated Layer: in a residual dilate block (RD-Block), the RD-Block consists of a 1 × 1 and a 3 × 3 channel-half convolution, where its number of channels will be restored by the following 1 × 1 convolution. The output of RD-Block will be the input of next RD-Block, and its dilation rate(r) will be increased by 1. common problems such as vanishing gradient when increasing the depth of network, and the dilated convolution is to obtain a larger receptive field without reducing its resolution. The base framework consists of 4 layers, the deeper version contains 6 layers, and each layer of the framework contains 3 RD-Blocks.
1) RESIDUAL NETWORK
It is acknowledged that deeper networks can be more efficient than shallow network. However, when evaluating deep learning methods on medical images, the performance of network will be saturated after the depth reach a certain number. For example, the experiment results in [34] show that, n brain tumor segmentation, the shallower network performs better than the deeper one. This degradation is usually caused by the over-fitting. One reason for this is that the dataset for medical imaging is insufficient. In addition, because some features of medical images are special, such as small differences between the appearance of the target and the non-target, commonly used deep networks for natural image recognition are not suitable for medical image.
To address these problems above, in this paper we use residual network [14] as the features extraction network. Because of the ''skip connection'' in residual network [14] , the optimization can be presented as H (x) = F(x) + x, where x is the input, H (x) is the expected output, and F(x) represents the learning objective. So rather than expect stacked layers to FIGURE 3. Dilate Conv: the blue point is the convolution kernel and the green region represents receptive field. The graph (a) is a 3 × 3 kernel with 1-dilated conv, (b) represents a 3 × 3 kernel with 2-dilated conv, and the hole is 1. For one 7 × 7 image patch, only 9 blue dots and the 3 × 3 kernel execute the convolution operation. Although the kernel size is 3 × 3, the receptive field of this convolution has been increased to 7 × 7 (considering the previous layer of 2-dilated conv is a 1-dilated conv, then blue dots can be regarded as the output of 1-Dilated conv, and the 7 × 7 conv can be obtained by combining the 1-dilated and 2-dilated together). (c) is a 3-dilated conv operation with receptive field of 13 × 13. approximate H(x), these layers will be trained to approximate a residual function F(x) = H (x) − x. As a result, it would be easier for the network to approximate the residual to zero than to fit an identity mapping by a bunch of nonlinear layers. Besides, residual network [14] can also speed up gradient propagation in back-propagation.
2) DILATED CONV OPERATION
Although progressive down-sampling has been very successful in classifying digits and iconic views of objects, the resulting loss of spatial information may be harmful to the segmentation of brain tumor. If the marker of tumor is lost during down-sampling, there is little chance of recovering it. However, if high spatial resolution can be retained, back-propagation can learn important information to preserve tumors with less salient features. Therefore, we adopt dilated convolutions [17] , [18] to obtain sufficient resolution information in each coiling layer, which can expand the index of the acceptance domain convolution without losing its resolution or coverage.
Dilated Convolution can be literally understood as injecting holes in the standard convolution map to increase receptive field. Compared with original normal convolution, it adopts a hyper-parameter called dilation rate, which is the number of kernel intervals.
As shown in Fig. 3 , 1-dilated convolution is the same as ordinary convolution. After the 1-dilated convolution, each element in Fig. 3 (a) has the receptive field of 3 × 3. Graph (b) is produced from (a) by adopting a 2-dilated convolution. Considering the 1-dilated conv is the previous layer of 2-dilated conv, each blue dot can be regarded as the output of 1-Dilated convolution. Therefore, the receptive field is 3 × 3, the 7 × 7 conv can be obtained by combining 1-dilated and 2-dilated. Therefore, each element in (b) has the receptive field of 7 × 7. Graph (c) is produced from (b) by a 3-dilated convolution. By combining the 1-dilated conv, 2-dilated conv and 3-dilated conv, each element in (c) has the receptive field of 13 × 13.
In a traditional convolution operation, if three convolutional layers (with kernel size of 3 × 3 and stride size of 1) are accumulated, its receptive field is (kernel-stride)*layer+1=7. This means the receptive field shows a linear relationship with the number of convolution layers. But for the dilated convolution, the receptive field grows exponentially with the number of convolution layers.
The benefit of the dilated convolution is to expand the receptive field, so the output of each convolution contains a wider range of information without losing information by pool operations. In this framework, the dilation rate of the RD-Block at each layer will be incremented by 1 to obtain more receptive field. Besides, to get a large receptive field as much as possible, the initialization of dilation rate is set to 1 in the first, second, and the third layer. From the forth layer, the initial dilation rate is 2, 4, and 8 because there is no pooling layer to reduce the size of the image.
B. SPATIAL FUSION BLOCK
When the target is not dominant in space, the segmentation task becomes difficult. For example, during down-sampling, the size of small brain tumor region may reduce sharply into a single pixel. To reserve the smaller tumor region on the original image and measure the relationship between this single pixel and its surrounding area, we have proposed the spatial fusion block to obtain spatial structure information of brain tumors.
The spatial fusion block(SF-Block) is a combination of two branches, which is shown in Fig.5 . One is composed of a 3 × 3 convolution and a 1 × 1 convolution, which is region discriminator. This is used to predict whether a small region belongs to a certain class. The other branch called pixel discriminator is used to classify each pixel into one feature map by a 1 × 1 convolution, then a 3 × 3 convolution evaluates these classification results to obtain the result of pixel classification.
C. MIDDLE SUPERVISION BLOCK
Many pieces have proposed practical solutions to vanishing gradient, such as ResNet [14] , Highway Networks [19] , Stochastic depth [20] , FractalNets [21] , etc. Though they are of different network structure, the main idea is to create shortcut connections from bottom to top layers. To achieve this effect, the Middle Supervision Block has been proposed in this paper. Although ResNet solves the vanishing gradient problem, stacking more and more layers will increase the propagation distance between the first few layers of the network and the output, making the parameter update untimely. And our middle supervision block can get a feedback result in the middle stage, so that the parameters can be updated more quickly.
The middle supervision block mainly includes two parts, one is proposal pyramid and the other is multi-hierarchical loss.
1) PROPOSAL PYRAMID
In the most CNN-based segmentation model, low-level information such as local information is difficult to propagate to the output layer and preserve for final prediction. Information diversity will be ''lost'' by continuous convolution operations. A deep learning network is supposed to be effective and stable, but most models do not meet this requirement. For example, the network achieves good performance on intact tumors but exhibits poor performance on enhanced tumors. Therefore, a proposal pyramid is used to fuse the information at a different resolution level and seek stable performance.
The proposal pyramid is the idea of boosting learning. The framework firstly maps features to different feature levels, and then produces the proposal for each layer by the Spatial Fusion Block. There is one classifier for each layer, which means the diversity information can be obtained at different levels. And the Spatial Fusion Block can adjust these classifiers and fuse these proposals as an integrated result in the middle level. Based on the proposal pyramid, even if one classifier performs poorly in the prediction, the results can be corrected with the help of other classifiers.
After the pooling layer, the middle results of each layer are of different size. To get all the middle results for each layer, the framework uses the upsampling layer to resize the intermediate results to the original image size. In most cases, the upsampling operation is performed by deconvolution or bilinear interpolation. The deconvolution process rearranges the pixels, which destroys the spatial information in the image. In this paper, the upsampling operation is performed using bilinear interpolation to keep the intermediate results the same size.
2) MULTI-HIERARCHICAL LOSS
To shorten the information path and reduce the cumulative errors, we propose multi-hierarchical loss. It calculates and combines the loss of each proposal and prediction on the output layer. The loss can be directly propagated to the specific layer (represented as the dashed line in Fig. 1 ) when update parameters by using multi-hierarchical loss, instead of propagating the loss layer by layer. Therefore, back propagation (BP) can quickly approximate the local minimum value of the loss function in fewer epochs.
In this paper, the focal loss [22] is considered as the basic loss function. It can solve the problem of sample imbalance and automatically reduce the contribution of good samples impact, and difficult samples can obtain more attentions. More detailed information about Focal Loss is shown in [22] . Focal loss is expressed by the following equation:
p t is the difference between classified probability and label, which is calculated by p t = label−prediction. When p t is large, it means mis-classifications are more likely to occur, and the learning model will pay more attention to these categories. When the value of p t is small, which indicates this part has been well segment. α and γ are the control coefficients that control the loss's contribution to easy categorization and unbalanced dataset problem. According to the experiment, α for background is 0.05, for each category of brain tumor is 1, and γ = 2. When the logarithm approaches 0, we set the minimum value of X to a very small number 1e-10.
The Multi-Hierarchical Loss (MHL) is as follows:
As presented in Fig. 1 , the cyan dashed line is the original gradient propagation path to layer-1 and the red dashed line is the middle supervised gradient propagation path. It can be clearly seen that the middle supervised gradient propagates faster because it does not need to go through extra layers and propagates in a short path. Multi-hierarchical loss makes each layer become closer to the output layer so that parameters can be updated in a quickly. In conclusion, the main usage of this component is to shorten the information path and reduce cumulative errors when training the network.
IV. EXPERIMENT A. DATASET
We chose the BRATS2015 dataset for our experiments. In BRATS2015, there are 220 patients with HGG and 54 patients with LGG. Each patient contains 155 MRI images for the whole brain, for a total of 42,470 images.
According to the pathological malignancy of tumor cells, BRATS2015 dataset has been further classified into two categories: Low Grade Gliomas (LGG), and High Grade Gliomas (HGG). For LGG, the patient would have a relatively good prognosis even though these tumors are not TABLE 1. THE framework of RDM-91. RDM-64 remove layer 5, layer 6, and there is no spatial fusion block behind layer 5 and layer 6. FIGURE 6. The four labels denote different tissues of brain tumor, 1 for necrosis, 2 for edema, 3 for non-enhancing tumor, 4 for enhancing tumor, and 0 for the background. They are represented in different colors, and each row represents the different visual angle of a brain. The red part with label 0 represents background, blue part with label 1 represents necrosis, purple is for edema, yellow is non-enhancing tumor, and pink is enhancing tumor. biologically benign. On the contrary, HGG is a malignant tumor with a poor prognosis, and it is more aggressive and infiltrative than LGG. After being diagnosed with HGG, the patient generally does not survive more than 14 months. Therefore, it is of vital importance to achieve precise brain tumor segmentation for clinical diagnosis and treatment planning.
In BRATS 2015, the ground truth of manual segmentation (shown in the first column in Fig. 6 ) has the following four labels: 1 for necrosis, 2 for edema, 3 for non-enhancing tumor, 4 for enhancing tumor, and 0 for the background. The segmentation results would be evaluated by 3 different tumor sub-comments. As shown in Fig. 6 , the complete tumor is the combination of labels 1, 2, 3, and 4, the tumor core is the combination of labels 1, 3, 4, the enhancing tumor is represented by the label 4.
Because the data collected by BRATS2015 is unevenly distributed. In order to speed up the training process, only the images containing tumors are selected at the initial stage of training to quickly locate tumor features. Then other images containing normal tissue will be added into the training dataset.
B. EVALUATION
The DSC(Dice Similarity Coefficient) measures the overlap area between the manual and automatic segmentation results, which is defined as:
Among them, TP, FP and FN were the numbers of true positives, false positives and false negatives, respectively.
C. TRAIN DETAIL
In this paper, the parameters are first initialized to a truncated normal distribution. As for gradient descent optimization, we choose the AdamOptimizer with the learning rate of 1e-4, β1 of 0.9, β2 of 0.999 and of 1e-8. Moreover, the proposed framework is executed in Python with Tensorflow. It runs on Nvidia GTX-1080Ti, which has a test efficiency of 40 fps for the RDM-91 network and 60 fps for the RDM-64 (RDM represents the ResNet which adopts the dilate convolution and middle supervision block, and suffix digit is the number of its convolution operations).
D. VAILDATATION ON HGG
Our proposed framework is evaluated on a total of 220 HGG cases. The first 190 HGG cases are selected for training and the last 30 cases are used for testing.
1) VALIDATION FOR THE FRAMEWORK
The proposed framework is composed of different components, such as RD-Block, spatial fusion block, middle supervision block etc. In this section, several experiments are presented to show why the framework is constructed in this specific way.
a: RES-D VS RESNET
The res-D represents the ResNet that adopts the dilate convolution. As shown in Table 2 , 3 4, the ResNet with dilated convolution significantly outperforms the original ResNet in evaluation criteria of complete(0.8794), core(0.8282) and enhancing tumor (0.7946) by 2.7%, 13.5% and 19.1% respectively. These results indicate the superiority of applying dilate convolution and prove the effectiveness of large receptive and retention resolution.
b: RES-DM VS RES-D
Res-DM represents Res-D added with the middle supervision block. The Fig. 7 shows the performance of features on each layer with highest average activation. In layer1 and layer2, it shows the information of gray scale and structure, while in last 4 layers, the features become highly semantic, and the features are becoming hard to understand. However, as the depth increasing, the prediction becomes more accurate in Fig. 8 . The performance in each scale is generally improved through increasing the depth, in accordance with our observation that features in other layers are also useful in final prediction. Table 2 3 4, Res-DM locates enhanced tumors more quickly than Res-D, and it is also the most difficult part to segment. Because the shape of core tumor is irregular, and as shown in Fig. 6 , the core tumor is with some sharp edges and some dispersed tiny parts. During voting process, some pixels of these sharp edges in the 4 to 6 layers are lost due to insufficient resolution, resulting in slightly decreasing in the performance of core tumor after 10 epoch. However, at 5 epoch, the core and enhanced tumors of Res-DM resulted in 0.781 and 0.7739, which exceeded the Res-D performance by 2.5% and 9%. After 30 epoch, Res-DM improves the complete tumor (0.8895) and enhancing tumor (0.8363) by more than 1.0% and 4.1%, while the core tumor(0.8166) is decreased by 1.0%. Therefore, it is thus proved that the feature pyramid layer can fuse different levels of intermediate results to enhance the final segmentation, while the middle supervision has the ability to accelerate the information flow and reduce the propagation errors.
As shown in

c: RES-DMS VS RES-DM
Res-DMS represents the improvement of Res-DM, where the spatial fusion block is adopted to measure the single pixel and the region around this pixel. As presented in Table 2 3 4, with the depth of network increasing, the performance becomes better. Moreover, the relationship can be well expressed in the previous epoch. The spatial fusion block improves complete tumor(0.8953) and tumor core(0.8364) by more than 0.5%, 1.9%, respectively while decrease by 0.3% on enhancing tumor(0.8328). So it is necessary to get the relationship between the regions and the pixels.
d: RES-DMSI VS RES-DMS
Res-DMSI(RDM-91) represents a deeper version of Res-DMS(RDM-64), and the suffix digit is the number of convolution operations. Res-DMS includes a 4-layer RD-Block, and the Res-DMSI has a 6-layer RD-Block. As displayed in Table 2 3 4, RES-DMSI exceeds the Res-DMS by more than 0.8% and 0.5% in evaluation criteria of complete (0.9037) and enhancing tumor (0.8383). While on core tumor (0.8347) it is decreased by 0.1%. These results indicate the necessity in increasing depth of the network.
2) PRE-PROCESSING OR NOT
Because the dataset in BRATS is collected from different machines, and the original distribution of the data is totally different. Therefore, the z-score normalization operation is adopted as the pre-processing step for optimizing the dataset. The z-score normalization is defined as follows:
According to the experiment, it is found that the z-score performance is not as good as expected. The possible reason is that the MRI image contains lots of zero value pixel which causes perturbation for the pixel's mean and stdev. So only the non-zero pixel's mean and stdev are calculated in the experiment.
The not-zero region will be firstly calculated as mask:
Mask is a binary image, and img_temp is all non-zero pixels in order to calculate the mean and variance of the brain region.
Then, Z-score standardized operation is performed on the image. img = (img − mean(img_temp))/std(img_temp) (7) Finally, the zero-pixel is remained to be zeros.
Besides, we also evaluated a control experiment about the performance of pre-processing set and no pre-processing set. The result in Table 5 indicates that the pre-processing has a great impact on final result.
In addition, more experiments have been evaluated the preprocessing on different image models. The results of BRATS2015 test set in the RES-DMS network in 20 epochs is shown in Table 6 . In the experiment, four models are firstly preprocessed by N4bias [28] , and presented poor performance. Then, only the T1 and T1c models are pre-processed by the N4bias and other two modes remain unchanged, while the final result is not improved. In other experiments, the entire image is distributed only by the z-score standardization operation, and the performance is improved. However, there are too many zero pixels in the MRI image, causing interference in learning non-zero pixels, which is the main target of the framework. Therefore, in the last experiment, the z-score standardization operation is only used on the non-zero region. The final experiment achieves the best performance and increases each standard by 0.02%, 3%, and 2%, respectively.
3) VAILDATATE DIFFERENT FRAMEWORKS
We use some popular frameworks as the comparison groups, including: FCN [23] , FCN+CRF [24] , and GAN [25] . As shown in Table 7 , it can be found that our framework achieves the most outstanding results in all evaluation standards of complete, core and enhancing tumor. 
E. COMPARISON WITH OTHER METHODS
In order to evaluate the proposed framework, the testing dataset in BRATS 2015 [26] is also employed here as the testing data for verifying. The segmentation results for 93 patients are uploaded to the BRATS challenge website [27] and achieved the final results of 0.86, 0.71 and 0.63 for the complete tumor, the core tumor and the enhancing tumor respectively.
Because most experiments of published paper were done in BRATS challenge 2013, and the BRATS challenge 2015 is more difficult. We will compare the following five papers which are CNN-based methods on the BRATS 2015 testing set. Pereira et al. [9] presented a patch-based segmentation net with a small ïĄlter kernel. Havaei et al. [10] proposed a multi-scale CNN for segmentation. Kamnitsas et al. [11] proposed a 3D multi-scale CNN for brain tumor segmentation, and a 3D Conditional Random Fields(CRF) to optimize the softmax probability maps. Zhao et al. [12] integrated fully convolutional neural networks (FCNNs) and Conditional Random Fields (CRFs) in a unified framework to obtain segmentation results with appearance and spatial consistency. The comparison is shown in table 8.
Our approach performs better than other state-of-the-art methods in complete tumor (dsc score of 0.86) and core tumor segmentation (dsc score of 0.71). However, the dsc score for enhancing tumor only achieves the 0.63, which is not as good as other counterpart methods.
Because in these counterpart methods, Pereira et al. [9] and Havaei et al. [10] employs a patch-based CNN classification method to segment tumors. This patch-based method can adjust the sample size for different categories to balance the classification samples. But Kamnitsas et al. [11] , Zhao et al. [12] and the proposed approach adopts the endto-end network to identify tumors. The end-to-end network leads to poorer recognition in the enhancing tumor because of the small sample size in the dataset. And the other possible reason is that the proposed framework focuses on the 2D slices segmentation, which pays less attention on the context information existed among slices by comparing with 3D segmentation. The loss of context information may lead to a worse performance on the enhancing tumor segmentation. In addition, there is no post-processing operation for the proposed framework, such as the CRF. And the post-processing operation is likely to improve the performance for segmenting enhancing tumor.
V. CONCLUSION
In this paper we propose a novel framework called Deep Residual Dilate Network with Middle Supervision (RDM-Net) for multi-modal brain tumor segmentation. This work is firstly inspired by the ResNet and further improved with the dilated convolution. Besides adopting the idea of skip connection and dilated convolution, several simple and effective components have been designed to enhance information propagation in representative pipelines, such as the spatial fusion block and the middle supervision block. The main purpose of our research is to effectively propagate the feature in each layer and increase the information diversity to enhance the entire feature hierarchy for medical image recognition. By evaluating our framework on the BRATS 2015 challenge, it can be proved that the framework achieves better performance than other state-of-the-art counterpart methods. In future work, more different pre and post-processing methods will be investigated and developed to improve the proposed network. Moreover, 3D convolution will be employed to obtain more spatial information.
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