Abstract. We present definitions of homology groups Hn(p), n ≥ 0, associated to a complete type p. We show that if the generalized amalgamation properties hold, then the homology groups are trivial. We compute the group H2(p) for strong types in stable theories and show that any profinite abelian group can occur as the group H2(p).
direction, showing that a failure of 4-amalgamation in a stable theory implies the nontriviality of H 2 (p), and in fact show that in this case H 2 (p) is isomorphic to a certain automorphism group naturally related to realizations of p. Note that we use the stability assumption to show that the group Γ 2 (p) in our main theorem is well-defined as well as in the construction of the groupoid in Proposition 2.7.
We have a conjecture as to what H n (p) should be for n > 2 -see Question 2.3 below. We suspect that failures of (n + 2)-amalgamation in a stable theory with (n + 1)-complete amalgamation are linked to definable structures in which each morphism is attached to n objects and composition of morphisms is an n-ary operation.
In Section 1, we give the definition of the homology groups H n (p) in a rosy theory, review the definitions of the type amalgamation properties, and show that with sufficient type amalgamation, the groups H n (p) are trivial (Corollary 1.15). We also show that the homology groups do not always detect failures of amalgamation in unstable theories (Example 1.32). In Section 2, we state and prove the main result on H 2 (p) in stable theories (Theorem 2.1). Finally, we note that one can build a family of examples showing that the abstract groups which can occur as H 2 (p) in a stable theory are precisely the profinite abelian groups (see Remark 2.29) .
Unless otherwise stated, we assume that T is a complete rosy theory and that T = T eq . As usual, C = C eq denotes a large, sufficiently saturated model of T (the "monster model") and all elements and sets are assumed to come from C. Recall that T is rosy if there is a ternary independence relation | on the small subsets of C satisfying the basic independence properties [2] . In this paper, " | " and "independent" refer to thorn-independence. Stable, simple, and o-minimal theories are known to be rosy. Moreover in a simple theory with elimination of hyperimaginaries, non-forking independence is equal to thorn-independence [2] . So in this note we assume that our simple theories have elimination of hyperimaginaries (of course this is just for convenience as we can work in C heq without this assumption). In particular, for us 3-amalgamation holds over any algebraically closed set in a simple T . When working with a rosy T , the only aspect of rosiness that we will use is the independence notion (whose existence is equivalent to rosiness). But as we will not use local character, our definition of homology groups actually makes sense in a broader class [8] .
For general background material on simple and stable theories, the reader is referred to the book [12] , which explains nonforking, imaginaries, and much more. §1. The definition of the homology groups and basic properties. In this section, we give the definition of the homology groups H n (p) for a complete strong type p(x) and we prove some basic properties of these groups, most notably Corollary 1.15.
If s is a set, then we consider the power set P(s) of s to be a category with a single inclusion map ι u,v : u → v between any pair of subsets u and v with u ⊆ v. A subset X ⊆ P(s) is called downward-closed if whenever u ⊆ v ∈ X, then u ∈ X. In this case we consider X to be a full subcategory of P(s). An example of a downward-closed collection that we will use below is P − (s) := P(s) \ {s}.
Definition 1.1. Let A be a small subset of C and fix some cardinal κ 0 such that κ 0 ≥ (|A|+|T |). By S A we denote the category of all subsets (not necessarily algebraically closed) of C of size no more that κ 0 , where morphisms are partial elementary maps over A (that is, fixing A pointwise).
For a downward closed set X ⊆ P(s) and a functor f : X → S A and u ⊆ v ∈ X, we write f is a small subset of C and p ∈ S(A), then a closed independent p-functor is a functor f : X → S A such that:
1. For some finite s ⊆ ω, X is a downward-closed subset of P(s); 2. For any t ∈ X, |f (t)| ≤ (|A| + ℵ 0 ) |T | ; 3. f (∅) ⊇ A; and for i ∈ s, f ({i}) (if it is defined) is of the form acl(Cb) where b(|= p) is independent with C = f ∅ {i} (∅) over A. 4. For all non-empty u ∈ X, we have that f (u) = acl(A ∪ i∈u f {i} u ({i})) and the set {f {i} u ({i}) : i ∈ u} is independent over f ∅ u (∅). If f (∅) = A (so for any u ∈ X, f ∅ u (∅) = A) then we say f is over A. Definition 1.3. Let n ≥ 0 be a natural number and p ∈ S(A). An n-simplex in p is a closed independent p-functor f : P(s) → S A for some set s ⊆ ω with |s| = n + 1. The set s is called the support of f , or supp(f ).
Let S n (p; A) = S n (p) denote the collection of all n-simplices over A in p, and let S(p) := n S n (p).
Let C n (p) denote the free abelian group generated by S n (p); its elements are called n-chains in p, or n-chains in p. Similarly, we define C(p) := n C n (p). The support of a chain c is the union of the supports of all the simplices that appear in c with a nonzero coefficient. Definition 1.4. If n ≥ 1 and 0 ≤ i ≤ n, then the ith boundary operator ∂ i n : C n (p) → C n−1 (p) is defined so that if f is an n-simplex in p with domain P(s), where s = {s 0 , . . . , s n } with s 0 < . . . < s n , then ∂ i n (f ) = f P(s \ {s i }), and we extend ∂ i n linearly to a group map on all of C n (p). If n ≥ 1 and 0 ≤ i ≤ n, then the boundary map ∂ n : C n (p) → C n−1 (p) is defined by the rule ∂ n (c) =
We write ∂ i and ∂ for ∂ i n and ∂ n , respectively, if n is clear from context. Definition 1.5. The kernel of ∂ n is denoted Z n (p), and its elements are called (n-)cycles. The image of ∂ n+1 in C n (p) is denoted B n (p). The elements of B n (p) are called (n-)boundaries.
It can be shown (by the usual combinatorial argument) that B n (p) ⊆ Z n (p), or more briefly, "∂ n • ∂ n+1 = 0." Therefore we can define simplicial homology groups in the type p:
We have only defined our homology groups for n > 0. Since this paper is principally concerned with H 2 (p), we will leave the issue of what "H 0 (p)" might mean for a future article [4] .
Finally, we define the amalgamation properties. We use the convention that [n] denotes the (n + 1)-element set {0, 1, . . . , n}.
Definition 1.7. Let n ≥ 1 and A = acl(A). 1. p ∈ S(A) has n-amalgamation if for any closed independent p-functor f :
has n-uniqueness if for any closed independent p-functor f : P − ([n − 1]) → S A and any two (n − 1)-simplices g 1 and g 2 in p extending f , there is a natural isomorphism F : g 1 → g 2 such that F dom(f ) is the identity. 3. The theory T has n-amalgamation (or n-existence) just in case all of its types p ∈ S(A) have this property. 4. A type p ∈ S(A) or a theory T has n-complete amalgamation or n-CA if it has k-amalgamation for every k with 1 ≤ k ≤ n.
Remark 1.8. Due to the extension axiom for nonforking, our T and p have 2-amalgamation; and if T is simple, 3-amalgamation holds [11] .
In the definition of n-amalgamation for p we do not restrict the independent functors to be over A (contrary to the definition of an n-simplex in p). This is a subtle but important point. Due to this definition, if p ∈ S(A) has namalgamation and q ∈ S(B) is a nonforking extension of p, then q also has n-amalgamation. However, the converse is false even if T is stable: one can pick p ∈ S(∅) such that H 2 (p) = 0 and p does not have 4-amalgamation (for example, using definable groupoids, as indicated in the next section), and if M is a model and q is the nonforking extension of p over M , then q has 4-amalgamation [1]. Thus by Corollary 1.15, H 2 (q) = 0.
It was observed in [7] that for a stable theory, 3-uniqueness is equivalent to 4-existence, and we will use the two concepts interchangeably in Section 2 (where T is stable).
1.1. Generators of the groups H n (p). We start by defining special kinds of n-chains which are useful for computing the homology groups. Throughout this subsection, "simplices" and "chains" are within the context of some fixed type p ∈ S(A) as defined above, unless mentioned otherwise. Definition 1.9. If n ≥ 1, an n-shell is an n-chain c of the form
where f 0 , . . . , f n+1 are n-simplices such that whenever 0 ≤ i < j ≤ n + 1, we have
Note that any n-shell is an n-cycle. In addition, if f is any (n + 1)-simplex, then ∂f is an n-shell. An n-shell should be thought of as an attempt to create an (n + 1)-simplex by piecing together the simplices f 0 , . . . , f n+1 along their faces, and the equation ∂ i f j = ∂ j−1 f i says that we may make the appropriate identifications between these faces. Definition 1.10. If n ≥ 1, an n-fan is an n-chain of the form ± i∈{0,.., k,...,n+1}
for some k ∈ [n + 1], where the f i are n-simplices such that whenever 0 ≤ i < j ≤ n, we have ∂ i f j = ∂ j−1 f i . In other words, an n-fan is an n-shell missing one term.
Remark 1.11.
1. If c is an n-fan, then ∂c is an (n − 1)-shell. 2. p has n-amalgamation if and only if every (n−2)-shell in p is (modulo a sign change) the boundary of an (n − 1)-simplex in p, and p has n-uniqueness if and only if every (n − 2)-shell in p is (modulo a sign change) the boundary of at most one (n − 1)-simplex in p up to isomorphism.
Lemma 1.12. If n ≥ 2 and p has n-CA, then every (n − 1)-cycle is a sum of (n − 1)-shells. Namely, for each c ∈ Z n−1 (p), c = i α i f i , there is a finite collection of (n − 1)-shells c i ∈ Z n−1 (p) such that c = i (−1) n α i c i . Moreover, if S is the support of the chain c and m is any element not in S, then we can choose i α i c i so that its support is S ∪ {m}.
Proof. Suppose that c = i α i f i is a cycle in Z n−1 (p), where each f i is an (n − 1)-simplex, and α i ∈ Z. Let I be the set of all pairs (i, j) such that f i appears in c and 0
Claim 1.13. There is a family of (n − 1)-simplices {h ij : (i, j) ∈ I} such that:
Proof of Claim. First, pick any 0-simplex g * in p with support {m} (note that a "0-simplex" is essentially just a realization of the type p). We define a simplex h ij with "bottom face" g ij as follows. First set h ij P(s ij ) = g ij . Then set h ij ({m}) = g * ({m}). For k ∈ s ij , we use 2-amalgamation and let h ij ({k, m}) be an amalgam of g * and g ij P({k}). Also, for any k ∈ s ij ∩ s pq such that g ij ({k}) = g pq ({k}), we can assume that h ij ({k, m}) = h pq ({k, m}) (by choosing the same amalgam for each pair).
If n = 2, stop here, and we have constructed all h ij . Now assume n > 2. For k, ∈ s ij with k < , we can use 3-amalgamation to pick a 2-simplex h ij ({k, , m}) such that
and again we can ensure that {k, } ⊆ s ij ∩s pq implies h ij ({k, , m}) = h pq ({k, , m}).
We can continue this procedure inductively, using n-CA to build the simplices h ij (t) for t ⊆ s ij ∪ {m} of size 4, 5, . . . , n, and we can ensure that ∂ n−1 h ij = g ij and that conditions (a) and (b) hold. Let (s ij ) k denote the kth element of s ij in increasing order (where 0 ≤ k ≤ n−3). If j < j ≤ n−1, due to our construction,
Then by construction, ∂ j h ij = ∂ j−1 h ij . Therefore h ij satisfies (c) as well, so we have proved the Claim. Now for a sum of (n − 1)-shells d := i α i c i , we have that
Since ∂c = 0, and h ij = h k whenever ∂ j f i = ∂ f k , the first term above is zero. This proves the lemma.
The above lemma allows to make the following conclusions about the structure of the groups H n (p).
Corollary 1.14. Assume p has n-CA for some n ≥ 2. Then H n−1 (p) is generated by {[c] : c is an (n − 1)-shell in p}. In particular, if any (n − 1)-shell in p is a boundary, then so is any (n − 1)-cycle. Corollary 1.15. If p has n-CA for some n ≥ 3, then H n−2 (p) = 0.
Proof. Since p has n-amalgamation, any (n − 2)-shell is the boundary of an (n − 1)-simplex. Then due to (n − 1)-CA and Corollary 1.14, any (n − 2)-cycle over B is a boundary.
In particular, this implies that if T is simple, then due to 3-amalgamation, H 1 (p) = 0. In an upcoming paper [9] , it is shown that H 1 (p) = 0 in any rosy T and for any Lascar strong type p.
In fact, Corollary 1.14 can be strengthened. We show in Theorem 1.29 that if p has (n + 1)-CA for some n ≥ 1, then the group H n (p) is comprised of the elements {[c] : c is an n-shell over B with support [n + 1]}. That is, we are able to show that a linear combination of n-shells with integer coefficients is equal, up to a boundary, to an n-shell; and we show that the support can be restricted to a prescribed set. Theorem 1.29 will be crucially used in a step of the proof of the main result in Section 2.
To accomplish this, we need to introduce an additional notion.
Definition 1.16. If n ≥ 1, an n-pocket is an n-cycle of the form f − g, where f and g are n-simplices with support S (where S is an (n + 1)-element set).
The condition that the boundary of an n-pocket f − g is zero implies that f P(s) = g P(s) for each n-element subset s of S.
Lemma 1.17. Suppose that f, g ∈ S n (p) are isomorphic as functors, and that ∂ n f = ∂ n g. Then the n-pocket f − g is a boundary.
Proof. We may assume that the support of both f and g is [n]. First we fix an (n + 1)-simplex f with support [n + 1] such that
) be a family of elementary maps that witness the isomorphism of f and g. Define an (n + 1)-simplex g by letting, for u ⊂ v ∈ P([n + 1]),
and
. It is routine to check that g is indeed an (n + 1)-simplex and that f − g is the boundary of the (n + 1)-chain (−1)
The following notion of localizing an n-simplex to one of its faces while expanding the base set of the underlying type will be needed to prove the "Prism Lemma" (Lemma 1.22) below.
Definition 1.18.
1. Let X be a downward closed subset of P(s) and let t ∈ X. The symbol X| t denotes the set {u ∈ P(s \ t) | t ∪ u ∈ X} ⊆ X. 2. For s, t, and X as above, let f : X → S be a functor. Then the localization of f at t is the functor f | t : X| t → S such that
and whenever u ⊆ v ∈ X| t ,
The next lemma is proved by routine forking calculus.
Lemma 1.19. (Extensions of localizations are localizations of extensions.) Suppose that f : X → S A is a closed independent functor and t ∈ X ⊆ P(s) is such that X| t = X ∩ P(s \ t). Suppose that the localization f | t : X ∩ P(s \ t) → S B has an extension g : Z → S B to another closed independent functor, for some Z ⊆ P(s \ t). Then there is a closed independent functor g 0 :
Graphically, this corresponds to the existence of g 0 in the commutative diagram below, where the vertical arrows are inclusions and the horizontal arrows are localizations at t.
Lemma 1.20. Suppose that n ≥ 1 and p has (n + 1)-amalgamation. Then for any n-fan g = ± i∈{0,... , k,... ,n+1}
there is some n-simplex f k and some (n + 1)-simplex f such that g + (−1)
Proof. Without loss of generality, supp(g) = [n + 1] and k = n + 1. Taking the union of all the simplices f i (for i = 0, . . . , n), we get a functor f :
. By (n + 1)-amalgamation, h can be extended to an n-simplexf : P([n]) → S A . By Lemma 1.19, we obtain an (n + 1)-simplex
The next lemma says that n-pockets are equal to n-shells, "up to a boundary."
Lemma 1.21. Suppose that p has the (n + 1)-amalgamation property for some n ≥ 1. Then any n-shell in p with support [n + 1] is equivalent, up to a boundary in B n (p), to an n-pocket in p with support [n]. Conversely, any n-pocket with support [n] is equivalent, up to a boundary, to an n-shell with support [n + 1].
Proof. Suppose c is an n-shell with support [n + 1] and
Applying Lemma 1.20 to the n-fan c − f n+1 , we obtain a second n-shell
Conversely, let h − h be an n-pocket with support [n]. Pick someĥ extending h with support [n + 1] such that ∂ n+1ĥ = h. Then clearly
is an n-shell equivalent to ±(h − h ).
Lemma 1.22 (Prism lemma). Let n ≥ 1. Suppose that p ∈ S(A) has (n + 1)-amalgamation. Let f − f be an n-pocket in p with support s, where |s| = n + 1. Let t be an (n + 1)-element set disjoint from s. Then given any n-simplex g in p with the domain P(t), there is an n-simplex g such that g − g forms an n-pocket in p and is equivalent, modulo B n (p), to the pocket f − f .
Proof. We begin with some auxiliary definitions. Definition 1.23. Let f : P({0, . . . , n}) → S A and g : P({n + 1, . . . , 2n + 1}) → S A be n-simplices. An (n + 1)-path from f to g is a chain π of (n + 1)-simplices
Definition 1.24. Let f : P({0, . . . , n}) → S A and g : P({n + 1, . . . , 2n + 1}) → S A be n-simplices; let π = n k=0 (−1) n(k+1) h k be an (n + 1)-path from f to g.
(1) For each k = 0, . . . , n, the (n + 1)-simplex h k will be called the k-th leg of the path.
(2) For each leg h k of the path, the face ∂ n+1 h k is the origin face of the leg, ∂ 0 h k is the destination face of the leg, and the remaining faces of the simplex h k are the wall faces.
With this terminology, the conditions (2) and (3) of Definition 1.23 are saying that the destination face of the last leg in the path is the simplex g, the origin face of the first leg is f , and that the destination face of kth leg is the same as the origin face of the (k + 1)st leg.
n(k+1) h k be a path from f to g. Then
That is, the boundary of the path π is g − f plus a linear combination of the wall faces of the path.
Proof. Using the definition of the boundary of a chain and changing the order of summation, we have:
It remains to show that
Indeed, the first sum can be rewritten as follows:
Taking into account that (−1) n+1+n(k+1) = −(−1) nk , we rewrite the second sum as
Condition (3) in Definition 1.23 implies that
so the claim follows.
Here is the plan for the rest of the proof of Lemma 1.22. We start with the n-pocket f − f in p whose support is s for an (n + 1)-element set s. Then given an arbitrary n-simplex g in p with domain t, we build a path π from f to g. This is done in Claim 1.26 below.
Next we use the walls of the path π and the the simplex f to gradually build path π to some simplex g such that the walls of π are the same as the walls of π . It will follow immediately from the Claim 1.25 that
since the walls of the paths will cancel. Claim 1.26. If f : P([n]) → S and g : P({n + 1, . . . , 2n + 1}) are n-simplices in p, then there is an (n + 1)-path from f to g.
Proof.
For k = 0, . . . , n, let U k = {k, . . . , k + n + 1}. We build (n + 1)-simplices h k : P(U k ) → S A by induction on k. For k = 0, use stationarity to find a p-functor h 0 extending both f and g P({n + 1}). Then given h k−1 , we can use stationarity again to build h k :
is a path from f to g. Now we construct a path from f to some n-simplex g using the walls of a path π chosen as in Claim 1.26. The walls of π are the following simplices:
By induction on k = 0, . . . , n, we can construct simplices h k such that: 1. ∂ n+1 h 0 = f ; 2. for i = 1, . . . , n and k = 0, . . . , n we have
Here is the idea of how to construct the h k . First, for k = 0, consider the (n − 1)-simplices (∂ i h 0 )| {0} , for i = 1, . . . , n, and the (n − 1)-simplex f | {0} (that is, we take the walls of the 0th leg of the path and the starting face, which are all n-simplices, and localize them at the corner {0}). Using (n + 1)-amalgamation in the type p|(A ∪ {f ({0})), we can embed these into an n-simplex h 0 . Then apply Lemma 1.19 to h 0 to get an (n + 1)-simplex h 0 : [n] → S A into which the wall faces and the starting face are all embedded. Taking the face ∂ 0 h 0 , we now have the starting face for the leg h 1 , which we can construct by a similar (n + 1)-amalgamation, localizing this time at {1}. We repeat this process until we reach g . This completes the proof of Lemma 1.22. Corollary 1.27. Let n ≥ 1 and suppose that p has (n + 1)-CA. Then the group H n (p) is generated by the equivalence classes of n-shells with support [n+1].
Proof. We know by Corollary 1.14 above that H n (p) is generated by the collection of all the equivalence classes of n-shells. By Lemma 1.21, each equivalence class containing an n-shell also contains an n-pocket. Each n-pocket is equivalent to an n-pocket with support [n], via one or two applications of the prism lemma above. The conclusion now follows from the converse clause of Lemma 1.21.
We have a shell version of the prism lemma as well.
Lemma 1.28 (Prism lemma, shell version). Suppose that p ∈ S(A) satisfies (n + 1)-amalgamation for some n ≥ 1. Suppose that we are given an n-shell f := 0≤i≤n+1 (−1) i f i and an n-fan g − := i∈{0,...,k,...,n+1} (−1) i g i , where f i , g i are n-simplices in p, supp(f ) = s with |s| = n + 2, and supp(g − ) = t = {t 0 , ..., t n+1 }, where t 0 < ... < t n+1 and s ∩ t = ∅. Then there is an n-simplex g k in p with support
Proof. Assume f and g − are given, as supposed. Now by Lemma 1.20, there are an n-simplex f k with dom(f k ) = dom(f k ) and an (n + 1)-chain (indeed a single (n + 1)-simplex) c, such that f + (−1)
Again by Lemma 1.20, there are an (n + 1)-simplex d with dom(d) = P(t) and an n-simplex g k such that ∂d = g
Then by the prism lemma (Lemma 1.22), there is an n-simplex g k such that
Hence f is equivalent to g = g − + (−1) k g k up to a boundary. Moreover, since g − g is a pocket (in fact, a cycle), clearly g is an n-shell.
The next theorem gives an even simpler standard form for elements of H n (p). Note that it is a strengthening of Corollary 1.27 above, which only says that H n (p) is generated by shells with support [n + 1].
Theorem 1.29. If p ∈ S(A) has (n + 1)-CA for some n ≥ 1, then First, pick any n-fan
such that the domain of f i is P({0, . . . , i, . . . , n+1}). Applying Lemma 1.28 to d and to e separately, we see that we can assume (up to equivalence modulo B n (p)) that d = c + (−1) n+1 g and e = c + (−1) n+1 h for some n-simplices g and h. By Lemma 1.20, we can pick another n-simplex f n+1 such that
Next, use Lemma 1.20 two more times to pick an n-simplices k 0 and k 1 such that
are both in B n (p), where the ". . . " is filled in with the appropriate f i 's. Finally, let
On the other hand, simply by canceling terms, we compute:
Lemma 1.28 and Theorem 1.29 are quite important and will be used in almost every computation of non-trivial homology groups (Corollary 1.14 does not suffice), particularly in the proof of Theorem 2.1, the main result of this paper. Now using Theorem 1.29 and Lemma 1.21, we get the following.
From Theorem 1.29, Corollary 1.30, and 3-amalgamation for simple theories, we obtain: Corollary 1.31. In any simple theory, H 2 (p) is equal to the set of equivalence classes of 2-shells, as well as to the set of equivalence classes of 2-pockets. Example 1.32. Here we show that all the homology groups of the tetrahedronfree random ternary hypergraph (whose theory is simple) are trivial, even though it does not have 4-amalgamation. Let T tet.f ree be the theory of such a graph with the ternary relation R. It is well-known that T tet.f ree is ω-categorical, simple, has weak elimination of imaginaries, and has n-amalgamation for all n = 4. Let p be the unique 1-type over ∅. We first claim that even though T tet.f ree does not have 4-amalgamation, Lemma 1.12 still holds.
We sketch the proof, which is almost the same as that of 1.12 (but since here we do not have 4-amalgamation, we use a slightly different argument.) We use the same notation, letting g ij = ∂ j f i for (i, j) ∈ I (j < n). We shall find (n − 1)-simplices h ij satisfying the conditions described in Claim 1.13. Note that due to weak elimination of imaginaries we can assume each vertex of a simplex is just a point in the graph. Now the construction method will be the same: first, pick a point a * independent from all the points g ij ({k}). Then the edges h ij ({k, m}), where m / ∈ ij s ij , are determined. For the next level, we need a trick. Namely, given an edge of the from {b, c} = g ij ({k, }), we find a point a = (h ij ) {m} {k, ,m} (h ij ({m})) (while we may take (h ij ) {k, } {k, ,m} as an identity map of {b, c}) such that a, b, c are distinct and R(a, b, c) does not hold). Then we can proceed to the next level of the construction for h ij since no matter what the triangle g ij ({k, , k }) is (whether it satisfies R or not), we can amalgamate the other three triangular faces which do not satisfy R. The rest of the proof is the same. We have proved Claim 1.33. Now to show that H n (p) = 0 (n ≥ 1), it suffices to see that any n-shell is a boundary. Due to (n + 2)-amalgamation, this is true for any n = 2. But any 2-shell is a boundary as well. The only case to check is that of a 2-shell f = f 0 − f 1 + f 2 − f 3 with support {0, 1, ..., 4} such that f i ({0, . . . ,î, . . . , 4}) satisfies R. But by taking a suitable point with support {5} distinct from all such faces, it easily follows f is the boundary of a 3-fan.
Example 1.34. In [10] , for each even n ≥ 4, the theory U n of the Fraissé limit of the following class K n is introduced. Let R n be an n-ary relation symbol. We consider symmetric and irreflexive R n -structures. For any R n -structure A with a finite substructure B, let no A (B) denote the number (modulo 2) of n-element subsets of B satisfying R n . If A is clear from the context, we simply write no(B). Let ( * ) n be the following condition on an R n -structure A: ( * ) n If A 0 is an (n + 1)-element subset of A, then no(A 0 ) = 0. Now K n is the class of all finite (symmetric and irreflexive) R-structures satisfying ( * ) n .
It is shown in [10] that U n is ω-categorical, supersimple of SU -rank 1, and has quantifier elimination, weak elimination of imaginaries, and n-CA, but that U n does not have (n + 1)-amalgamation. Now let p n be the unique 1-type of U n .
Proof. Since p n has n-CA, due to 1.15 we have H m (p n ) = 0 for 1 ≤ m < n − 1. Now to compute H n−1 , we introduce an augmentation map
as follows: Let f be an (n − 1)-simplex in the type p with dom(f ) = P(s) with |s| = n. Then we let (f ) = 1 if and only if R n (f (s)) holds. The map obviously extends as a homomorphism : . We have verified Claim 1.35. §2. Calculating H 2 (p) in stable theories. We assume throughout this section that p is a strong type (without loss of generality, over the empty set) in a complete stable theory T . We will prove that the homology group H 2 (p) is isomorphic to a certain automorphism group Γ 2 (p) defined below. The group Γ 2 (p) can be thought of as the fundamental group of a pro-definable groupoid associated with the type p. We conjecture a higher-dimensional generalization of our result under the hypothesis that the theory T has (n + 1)-complete amalgamation (see Question 2.3). A consequence of our analysis is that the possible groups that can occur as H 2 (p) (for p a type in a stable theory) are precisely the profinite abelian groups -see Remark 2.29 below.
Throughout this section, "a" denotes the algebraic closure of an element a (possibly together with a fixed ambient parameter set), considered as a possibly infinite ordered tuple, but the choice of ordering will not play any important role in what follows. Implicit in the argument below is that if a ≡ a 0 , then there are orderings a, a 0 of their algebraic closures such that a ≡ a 0 . Moreover, Aut(A/B) denotes the group of elementary maps from A onto A fixing B pointwise.
First, suppose that C = {a i : i ∈ s} is an independent set of realizations of the type p. Pick some a realizing p such that a ∅ C, and let
Note that since T is stable, by stationarity, the set a s does not depend on the particular choice of a.
Fix some integer n ≥ 2, and let {a 0 , . . . , a n } be an independent set of n + 1 realizations of p. Recall our notation that [k] = {0, . . . , k}, so that a [n] = a {0,... ,n} . Let
Note that a [n] is a subset of acl(a 0 , . . . , a n ), so Γ n (p) is a quotient of the full automorphism group Aut(a [n] /B n ) (namely, the quotient of the subgroup of all automorphisms fixing a [n] pointwise). Now we can state the main result of this section:
An immediate consequence of this theorem plus Corollary 1.15 above is:
2.1. Preliminaries on definable groupoids. Here we review some material from [6] and [3] on definable groupoids that we need for the proof of Theorem 2.1. We also make a minor correction to a lemma from [6] and set some notation that will be used later. Recall that we assume T is stable.
We know from [6] that in a stable theory, failures of 3-uniqueness (or equivalently, of 4-amalgamation) are linked with type-definable connected groupoids which are not retractable. (See that paper for definitions of these terms.) It turns out that the groupoid G associated to such a failure of 3-uniqueness can even be assumed to have abelian "vertex groups" Mor G (a, a) (this is proved in Section 2 of [3] ).
Given an acl(∅)-definable connected groupoid G such that the groups G a := Mor G (a, a) are all finite and abelian, we can define canonical isomorphisms between any two groups G a and G b via conjugation by some (any) h ∈ Mor G (a, b). Therefore we can quotient a∈Ob(G ) G a by this system of commuting automorphisms to get a binding group G , and note that G can be thought of as a subset of acl eq (∅). In fact, even if this groupoid G is merely type-definable, we can still associate the binding group G with a subset of acl(∅): first find a definable connected extension G of G in which G is a full faithful subcategory, then apply this argument to G . If h ∈ G a , let [h] G be the corresponding element of G.
Next we recall from [3] the definition of a "full symmetric witness to the failure of 3-uniqueness." For the present paper, we modify the definition slightly so that a full symmetric witness is a tuple W containing a formula θ witnessing the key property. (Later we will need to keep track of this formula). Definition 2.4. A full symmetric witness to non-3-uniqueness (over an algebraically closed set A) is a tuple (a 0 , a 1 , a 2 , f 01 , f 12 , f 02 , θ(x, y, z)) such that a 0 , a 1 , a 2 and f 01 , f 12 , f 02 are finite tuples, {a 0 , a 1 , a 2 } is independent over A, θ(x, y, z) is a formula over A, and:
1. f ij ∈ a ij ; 2. f 01 / ∈ dcl(a 0 a 1 ); 3. a 0 a 1 f 01 ≡ A a 1 a 2 f 12 ≡ A a 0 a 2 f 02 ; 4. f 01 is the unique realization of θ(x, f 12 , f 02 ), the element f 12 is the unique realization of θ(f 01 , y, f 02 ), and f 02 is the unique realization of θ(f 01 , f 12 , z); and 5. tp(f 01 /a 0 a 1 ) is isolated by tp(f 01 /a 0 a 1 ).
The following (proved in [3] ) is the key technical point saying that we have "enough" symmetric witnesses:
Proposition 2.5. If T does not have 3-uniqueness, then there is a set A and a full symmetric witness to non-3-uniqueness over A.
In fact, if (a 0 , a 1 , a 2 ) is the beginning of a Morley sequence and f is any element of a 01 ∩ dcl(a 02 , a 12 ) which is not in dcl(a 0 , a 1 ), then there is some full symmetric witness (a 0 , a 1 , a 2 , f , g, h, θ) such that f ∈ dcl(f ) and a i ∈ dcl(a i ) ⊆ a i for i = 0, 1, 2.
The next lemma states a crucial point in the construction of type-definable groupoids from witnesses to the failure of 3-uniqueness. This was not isolated as a lemma in [6] , though the idea was there.
Lemma 2.6. If (a 0 , a 1 , a 2 , f 01 , f 12 , f 02 , θ(x, y, z)) is a full symmetric witness, and if f ≡ a0a1 f 01 and g ≡ a1a2 f 12 , then
Proof. By clause (5) in the definition of a full symmetric witness, (f, a 0 , a 1 ) ≡ (f 01 , a 0 , a 1 ) and (g, a 1 , a 2 ) ≡ (f 12 , a 1 , a 2 ). It follows (by the stationarity of types over a 1 ) that (f, g, a 0 , a 1 , a 2 ) ≡ (f 01 , g, a 0 , a 1 , a 2 ) and (f 01 , g, a 0 , a 1 , a 2 ) ≡ (f 01 , f 12 , a 0 , a 1 , a 2 ), and the lemma follows.
Given any full symmetric witness to the failure of 3-uniqueness, we can construct from it a connected, type-definable groupoid: Proposition 2.7. Let W = (a 0 , a 1 , a 2 , f, g, h, θ(x, y, z)) be a full symmetric witness (over ∅). Then from W we can construct a connected groupoid G W which is type-definable over acl(∅) and has the following properties:
1. The objects of G W are the realizations of the type p = stp(a 1 ). a 1 ) , then f 0 ≡ a0,a1 f 1 . 4. The "vertex groups" Mor G W (a, a) are finite and abelian.
Let
Proof. We build G W using a slight modification of the construction described in subsection 2.2 of [6] . The problem with the construction in that paper is that Remark 2.8 there is incorrect as stated: in general, just because (a, b, f ) ≡ (a 0 , a 1 , f 01 ) ≡ (b, c, g), it does not follow that (a, b, c, f, g) ≡ (a 0 , a 1 , a 2 , f 01 , f 12 ) (if the tuples a i are not algebraically closed, f 01 may contain elements of acl(a 0 )\ dcl(a 0 ), and this could cause tp(a, f, g) to differ from tp(a 0 , f 01 , f 12 )). However, Lemma 2.6 and the fact that we are using a full symmetric witness eliminates this problem. In particular, if (a, b, f ) ≡ (a 0 , a 1 , f 01 ) ≡ (b, c, g ), then there is a unique element "g • f " such that |= θ (f, g, g • f ) and (a, c, g • f ) ≡ (a 0 , a 2 , f 02 ) .
From here, everything else in the construction of the type-definable groupoid G = G W in [6] works. Property (1) of the proposition follows directly from the construction, and property (2) is just like Lemma 2.14 of [6] . Because of the definable bijection in (2), any two morphisms in Mor G (a 0 , a 1 ) have the same type, yielding (3). Finally, property (4) is Corollary 2.7 of [3] .
Next, here is a more detailed version Proposition 2.15 from [3] , which we will use later.
Proposition 2.8. Suppose that (a 0 , a 1 , a 2 , f 01 , f 12 , f 02 , θ) is a full symmetric witness, and G is the associated type-definable groupoid as in Proposition 2.7. If SW is the set {f : tp(f /a 0 , a 1 ) = tp(f 01 /a 0 , a 1 )}, then there is a group isomorphism ψ 0 G : Mor G (a 1 , a 1 ) → Aut(SW/a 0 , a 1 ) defined by the rule: if g ∈ Mor G (a 1 , a 1 ) , then ψ 0 G (g) is the unique element σ ∈ Aut(SW/a 0 , a 1 ) which induces the same left action on Mor G (a 0 , a 1 ) as left composition by g.
Furthermore, the inclusion map Aut(SW/a 0 , a 1 ) → Aut(SW/a 0 , a 1 ) is surjective, so we actually have an isomorphism
Proof. The "Furthermore ..." clause was not in Proposition 2.15 of [3] , but it follows from the fact that the witness is fully symmetric: if f is any element of SW , then clause (5) of the definition of a symmetric witness implies that tp(f /a 0 , a 1 ) = tp(f 01 /a 0 , a 1 ), and so there is an element σ ∈ Aut(SW/a 0 , a 1 ) such that σ(f 01 ) = f . This means that there are at least |Mor G (a 1 , a 0 )| different elements in Aut(SW/a 0 , a 1 ); but, by the first part of the proposition, there are only |Mor G (a 1 , a 0 )| elements in Aut(SW/a 0 , a 1 ). Since this is a finite set, the injective inclusion map Aut(SW/a 0 , a 1 ) → Aut(SW/a 0 , a 1 ) is surjective.
Proof of Theorem 2.1.
We assume throughout the proof that p ∈ S(∅) and acl(∅) = dcl(∅) (since we can add constants for the parameters of p if necessary). It follows directly from the definitions that if p = tp(a) and p = tp(a ) where a and a are interalgebraic, then H n (p) = H n (p ). Therefore, by Proposition 2.5 above, we may assume that there are some (a 0 , a 1 , a 2 ) realizing p (3) and a full symmetric witness (a 0 , a 1 , a 2 , f 01 , f 12 , f 02 , θ(x, y, z)) to this failure. We pick one such witness which we fix throughout the proof. Note that we assume the f ij 's to be finite tuples, and also that there may be more than one such witness (which is the interesting case). We assume that there is at least one such witness, since otherwise H 2 (p) and Γ 2 (p) are both trivial.
As already observed in [3] , the symmetric witnesses in the type p form a directed system. To make this more precise, pick some (a 0 , a 1 , a 2 ) realizing p (3) (which we fix for the remainder of the subsection). Now we build a directed system of full symmetric witnesses as follows:
Claim 2.9. There is a directed partially ordered set I, ≤ and an I-indexed collection of symmetric witnesses W i : i ∈ I such that for any i and j in I:
1.
is a full symmetric witness to failure of 3-uniqueness; 2. Proof. We will build the partial ordering I, ≤ as the union of a countable chain of partial orderings I 0 ⊆ I 1 ⊆ . . . such that for any i, j ∈ I n there is a k ∈ I n+1 such that i ≤ k and j ≤ k. Then the partial ordering I = n∈ω I n will be directed. First, let
i ∈ I 0 be any collection of full symmetric witnesses large enough to satisfy the two maximality conditions in the statement of the Claim, where I 0 is a trivial partial ordering in which no two distinct elements are comparable. For the induction step, suppose that we have the partial ordering I n (for some n ∈ ω) and full symmetric witnesses (a i 0 , . . . , θ * i (x i , y i , z i )) for each i ∈ I n . First, we can build a partial ordering I n+1 by adding one new point immediately above every pair of points in I n and such that any two new points in I n+1 \I n are incomparable. Then by Proposition 2.5, there are corresponding full symmetric witnesses (a i 0 , . . . , θ * i ) for each i ∈ I n+1 \ I n such that if j and k are less than or equal to i, then f Gi from SW (a, b) onto Mor Gi (a, b), from which we can define an inverse map g → g a,b
Gi from Mor Gi (a, b) to SW (a, b) . For convenience, we will write these maps as " [·] a,b i " and " · a,b i ," or even just "[·] i " and " · i " when (a, b) is clear from context. Lemma 2.10. There are systems of relatively ∅-definable functions π j,i : i ≤ j, j ∈ I and τ j,i : i ≤ j, j ∈ I (that is, they are the intersection of an ∅-definable relation with the product of their domain and range) such that whenever i ≤ j,
Proof. First, the maps τ j,i can be constructed satisfying (1), (3), and (4) using the facts that a
is true for x = a k , this holds for every x in the domain of τ k,i (because the domain is a complete type), and so (7) holds. If i ≤ j, then since f i 01 ∈ dcl(f j 01 ), we can pick a relatively definable map π j,i such that π j,i (f
, it holds for any x in any of the sets SW (a, b) for (a, b) |= p (2) , so (8) holds.
Ideally, we would like the functions π j,i and τ j,i of Lemma 2.10 to induce a commuting system of functors F j,i : G * j → G * i , which we could use to construct and inverse limit G of G * i : i ∈ I . This is essentially what we do, and we will then show that the group Mor G (a 0 , a 0 ) is isomorphic to both H 2 (p) and Γ 2 (p). However, first we need to modify the formulas θ * i slightly for this to be true. The key to making all of this work is the following technical lemma.
Lemma 2.11. There is a family of formulas θ i (x i , y i , z i ) : i ∈ I such that 1. W i is still a full symmetric witness with θ *
Proof. Recall from above that (a 0 , a 1 , a 2 ) realizes p (3) . We use Zorn's Lemma to find a maximal subset J ⊆ I and formulas θ j (x j , y j , z j ) for each j ∈ J satisfying the following properties: 3. For every j ∈ J, there are elements f j , g j , and h j such that (a
) is a full symmetric witness; and 4. If j 1 , . . . , j n ∈ J and (a js 0 , a js 1 , a js 2 , f js , g js , h js , θ js ) is a full symmetric witness for s = 1, . . . , n, and if f j1 . . . f jn ≡ g j1 . . . g jn , then f j1 . . . f jn ≡ h j1 . . . h jn .
Claim 2.12. J = I.
Proof. Suppose towards a contradiction that there is some k ∈ I \ J. Let 
h j is well-defined because if it happens that f α is also in SW (a j 0 , a j 1 ) for some j = j, and if we let h be the unique element such that |= θ j (f α , g α , h ), then by property (4), the fact that
, and so h = h α . By the assumption (4) on the set J, F J ≡ H J . Finally, pick an element h k such that F J f k ≡ H J h k . By Corollary 2.14 of [3] , there is a formula θ k such that (a
We claim that J ∪ {k} with θ k satisfies condition (4) above, contradicting the maximality condition on the set J. Indeed, suppose that j 1 , . . . , j n ∈ J, and the tuples (a js 0 , a js 1 , a js 2 , f js , g js , h js , θ js ) (for s = 1, . . . , n) and
k , θ k ) are full symmetric witnesses, and that f j1 . . . f jn f k ≡ g j1 . . . g jn g k . By the stationarity of tp(f k /a 1 ) and tp(g k /a 1 ), there is a σ ∈ Aut(C /a 0 , a 1 , a 2 ) such that σ(f k ) = f k and σ(g k ) = g k for the f k and g k from the previous paragraph. By the same argument and using the fact that F J ≡ G J , we can also assume that if
. . , g αn ) (that is, the two tuples (f j1 , . . . , f jn ) and (g j1 , . . . , g jn ) map to corresponding subtuples of F J and G J ). It follows that σ(h k ) = h k and σ(h js ) = h αs for each s between 1 and n. By our construction, f α1 . . . f αn f k ≡ h α1 . . . h αn h k , and so by taking preimages under σ, we get that
Finally, we check that condition (2) of the lemma holds for our new formulas
, and |= θ j (f, g, h). Let f 0 = π j,i (f ), and pick g 0 such that f f 0 ≡ gg 0 . Then g 0 = π j,i (g). Finally, let h 0 be the unique element such that |= θ i (f 0 , g 0 , h 0 ). By condition (4) above, hh 0 ≡ f f 0 , and so h 0 = π j,i (h). Thus |= θ i (π j,i (f ), π j,i (g), π j,i (h)) as desired.
For each i ∈ I, let G i be the type-definable groupoid obtained from the symmetric witness W i with the modified formula θ i from Lemma 2.11. Once again, the groups Mor Gi (a, a) are finite and abelian for any a ∈ Ob(G i ), so we have the corresponding finite abelian groups G i which we consider as subsets of acl(∅). Gj (a, b) , and g ∈ Mor Gj (b, c) , then
(where • denotes composition in the groupoids G j and G i ).
Proof. By Proposition 2.12 of [3] , θ j defines groupoid composition between generic triples of objects in G j , so
So by Lemma 2.11,
By Proposition 2.12 again, the Lemma follows.
we have a canonical surjective group map The following is similar to Claim 2.17 of [3] , except that here we have expanded this to a system of groupoid maps.
Lemma 2.14. For every i ≤ j ∈ I, we define a map χ j,i : G j → G i by the rules:
8. for any i ≤ j, the following diagram commutes:
Proof. Suppose that f ∈ Mor Gj (a, b). To check that χ j,i (f ) is well-defined (and does not depend on the choices of c, g, and h), first note that given c |= p j |(a, b) and morphisms g, h as in (2), the morphism h is uniquely determined from f and g, and for any other g ∈ Mor Gj (c, b), tp(f, g/a, b, c) = tp(f, g /a, b, c) (by Lemma 2.6). So the choices of f and g do not matter once we have picked c, and the choice of c does not matter by the stationarity of p j .
To show that χ j,i is a functor, suppose that a, b, and c realize p j , f ∈ Mor Gj (a, b), and g ∈ Mor Gj (b, c). To compute the images of f and g, we pick
and g 1 ∈ Mor Gj (e, c) such that f = f 1 • f 0 and g = g 1 • g 0 . Then by the definition given in (2) of the Lemma,
By Lemma 2.13 twice, this equals
But the composition of the first two terms above equals χ j,i (g) and the composition of the third and fourth terms equals χ j,i (f ), so χ j,i (g•f ) = χ j,i (g)•χ j,i (f ).
Suppose that a, b ∈ Ob(G i ) and f ∈ Mor Gi (a, b). Pick some c |= p i |(a, b), and pick g ∈ Mor Gi (c, b) and h ∈ Mor Gi (a, c) such that f = g • h. Since
we can find elements g and h such that π j,i (g ) = g i and π j,i (h ) = h i . Let
Unwinding the definitions, we see that
This establishes that the functor χ j,i is full. The fact that χ j,i is type-definable is simply by the definability of types in stable theories, and in fact the action of χ j,i on the objects and morphisms of G j is given by the intersection of a definable set with the type-definable sets Ob(G j ) and Mor(G j ).
The formula (6) follows directly from the definition of χ j,i (f ) in (2) and Lemma 2.13.
Next we prove (7) . (2) of the Lemma (with j replaced by k), then by the definition of the χ maps,
Finally, we check (8) . Suppose i ≤ j and f ∈ Mor Gj (a j 1 , a j 1 ). To show that ψ i (χ j,i (f )) = ρ j,i (ψ j (f )), we pick some arbitrary k 0 ∈ Mor Gi (a i 0 , a i 1 ) and show that
On the one hand, by definition of ψ i ,
To compute the right-hand side of equation 9, pick some k ∈ Mor Gj (a
By (6) and the functoriality of χ j,i ,
So both sides of equation 9 equal χ j,i (f ) • k 0 , and we are done.
Next we define maps on the p-simplices and homology groups. First, for every i ∈ I, we pick an arbitrary "selection function" α
(This is a technical point, but the 0-simplices in S 0 (p) are algebraic closures of realizations of p i , and there might be no canonical way to get a realization of p i from a 0-simplex. Thus we need the choice functions α 0 i .) Next, we pick selection functions α i : S 1 (p) → Mor(G i ) (for every i ∈ I) as follows. Suppose that dom(f ) = P({n 0 , n 1 }) for n 0 < n 1 , and for x ∈ {n 0 , n 1 }, let "f x " stand for f {x} {n0,n1} (α 0 i (f P({x}))) (remembering that things in the image of α 0 i are realizations of p i , which are also objects in Ob(G i )). Then we pick α i (f ) such that α i (f ) ∈ Mor Gi (f n0 , f n1 ). Just as in the proof of Lemma 2.10, we can use an inductive argument to ensure that if i ≤ j then χ j,i (α j (f )) = α i (f ).
Finally, want to extend α i to a selection function i : S 2 (p) → G i . To ease notation here and in what follows, we set the following notation: Notation 2.15. Whenever f ∈ S n (p), dom(f ) = P(s), and k ∈ s, let Definition 2.16. We define i : S 2 (p) → G i by the rule: if dom(f ) = P(s), where s = {n 0 , n 1 , n 2 } and n 0 < n 1 < n 2 , then we define i (f ) as
Gi " denotes the corresponding element of the group G i .) These functions i can be extended linearly from S 2 (p) to the collection of all 2-chains C 2 (p), and by abuse of notation we also call this new function i .
The next lemma is a technical point that will be useful for later computations.
Lemma 2.17. If i ∈ I and f ∈ S n (p) for any n ≥ 3, dom(g) = P(t), and {a, b, c} ⊆ s ⊆ t with a < b < c, then
Proof. Remember that we identify the elements of G i with elements of acl(∅). Because the transition map f {a,b,c} s fixes acl(∅) pointwise,
Therefore the left-hand side of the equation above equals f {a,b,c} s
Lemma 2.18. If c ∈ B 2 (p), then for any i ∈ I, i (c) = 0.
Proof. By linearity, it suffices to check that i (∂(g)) = 0 for any g ∈ S 3 (p). For simplicity of notation, we assume that dom(g) = P(s) where s = {0, 1, 2, 3}. To further simplify, we write "g i,j " for g i {i,j},s . If 0 ≤ j < k < ≤ 3, by Lemma 2.17, 3 g 2,3 g 1,2 g 0,1 Gi , but everything in the last expression cancels out.
By the last lemma, each i induces a well-defined function i : H 2 (p) → G i . Now we relate the i maps to the groupoid maps χ j,i : a 0 , a 1 ) , and let χ j,i : G j → G i be the surjective group homomorphism induced by the functor χ j,i from Lemma 2.14.
Everything coheres:
Proof. For convenience, we assume that dom(f ) = [2] = {0, 1, 2}. Also, in the proof of this lemma, we write "f i k, " for "f i {k, }, [2] " (as in Notation 2.15).
Proof. The left-hand side is, by definition, equal to
(α j (f {k, })) j i (using (6) of Lemma 2.14). But the map f {k, } [2] is elementary and the functions π j,i , · j , and [·] i are all definable, so this expression equals
(α i (f {k, })) , by our choice of the α i functions such that χ j,i • α j = α i . But this last expression equals the right-hand side in the Claim.
To prove the lemma, first pick some (any) morphism g ∈ Mor Gj (a j 1 , f 0 ), and note that j (f ) is an element of the group G j which is represented by the following morphism in Mor Gj (a j 1 , a j 1 ):
, which, by the Claim above, equals
, by definition, is a representative of i (f ).
Let G be the limit of the inverse system of groups G i : i ∈ I with transition maps given by the χ j,i : G j → G i . By Lemma 2.19, the maps i induce a group homomorphism :
Lemma 2.21. The map : H 2 (p) → G is injective. In other words, if c ∈ Z 2 (p) and i (c) = 0 for every i ∈ I, then c ∈ B 2 (p).
Proof. By Theorem 1.29, it is enough to prove this in the case where c is a 2-shell of the form f 0 − f 1 + f 2 − f 3 , where f a is a 2-simplex with domain P([3] \ {a}). We will construct a 3-simplex g :
Pick some a 3 |= p|(a 0 , a 1 , a 2 ), so that (a 0 , a 1 , a 2 , a 3 ) |= p (4) . We will construct g so that g([3]) = a [3] . If (b, c, d, e) is some permutation of (0, 1, 2, 3), then f b,c,d ({b, c}) = f b,c,e ({b, c}) (since ∂c = 0), and we can assume that f b,c,d ({b, c}) = a b,c = f b,c,e ({b, c}).
As a first step in defining the simplex g, for any {b, c} ⊆ {0, 1, 2, 3}, we let g {b, c} = f {b, c, d} (where d is any other element of [3] ), and we let the maps g b [3] : a b → a [3] be the inclusion maps. We take the transition map g b [3] (for b ∈ [3] ) to be the identity map from a b to itself.
Next we will define the transition maps g b,c
[3] : a b,c → a [3] in such a way as to ensure compatibility with the faces f b . Before doing this, we set some notation. First, we write "f [3]\{d} (a b,c ). We consider the sets a b,c to be 1-simplices in which all of the transition maps are inclusions and the "vertices" are a b and a c . This allows us to write"α i (a b,c )." For i ∈ I and {b, c} ⊆ [3] , let e i bc be the "edge" α i (a b,c ). We define the maps g 03 [3] , g 13 [3] , and g 23 [3] to be the identity maps. Then we define the other three edge transition maps g 01 [3] , g 12 [3] , and g 02 [3] so that for every i ∈ I, Let "g bc " be an abbreviation for g Subclaim 2.24. If (x, y, z) is any permutation of (b, c, d) with x < y, then tp(f xy, e /f yz, e f xz, e ) is isolated by tp(f xy, e / f yz, e f xz, e ).
Proof. Note that f xy, e ⊆ acl(f yz, e , f xz, e ) (in fact, it is in the algebraic closure of the "vertices" f x, e ⊆ f xz, e and f y, e ⊆ f yz, e ). Suppose towards a contradiction that h ∈ f xy, e but tp(h/ f yz, e f xz, e ) tp(h/f yz, e f xz, e ).
This means that the orbit of h under Aut(C /f yz, e f xz, e ) is smaller than the orbit of h under Aut(C / f yz, e f xz, e ). Let h be a name for the orbit of h under Aut(C /f yz, e f xz, e ) as a set. Then h ∈ dcl(f yz, e , f xz, e ) \ dcl( f yz, e , f xz, e ).
Since h ∈ dcl(f yz, e f xz, e ), it lies in f i xy, e for some i ∈ I (this is by the maximality condition on our symmetric witnesses W i : i ∈ I ). Also, [3] , and g b,d
[3] that we have already defined, and such that ∂ i g = f i . This completes the proof of Lemma 2.21.
Lemma 2.25. The map : H 2 (p) → G is surjective.
Proof. Suppose that g is any element in G, and that g is represented by a sequence g i : i ∈ I such that χ j,i (g j ) = g i whenever i ≤ j. We will construct a 2-chain c = f − h such that i (f − h) = g i for every i ∈ I, which will establish the Lemma. Let f : P([2]) → C be the 2-simplex such that f (s) = a s for every s ⊆ [2] and such that every transition map in f is an inclusion map. Let k i = i (f ).
We want to construct h : P( [2] ) → C such that h([2]) = a [2] , ∂(h) = ∂(f ), and h s [2] is the identity map whenever s ⊆ {0, 1} or s ⊆ {1, 2}. The only thing left is to specify an elementary map h 02 [2] : a 02 → a 02 fixing a 0 and a 2 pointwise. Proof. We check only the first equation (and the second equation has an identical proof). By (6) of Lemma 2.14, 
