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Abstract
Meshless methods are a class of numerical methods used to solve Partial Differ­
ential Equations (PDE) which has received considerable attention from the research 
community over the last decade. These techniques, also known as mesh-free meth­
ods, attempt to solve PDE problems using only a cloud of points, without connecting 
them in a grid structure as required in mesh-based methods such as Finite Elements, 
Finite Differences and Finite Volumes. Motivated by the advantages that a gridless 
technique can offer, many researches have been investigating and developing meshless 
methods, such that currently there are several proposed implementations which claim 
to be mesh-free. The development and application of these methods has concentrated 
mainly on Computational Mechanics, while in Computational Electromagnetics their 
application is still at a very early stage.
This thesis presents an overview of the main developments on meshless methods 
and investigates the application of some mesh-free techniques based on radial basis 
functions to Computational Electromagnetics.
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Abstract This chapter presents a brief introduction to meshless methods. It outlines 
the main objectives of this thesis and its motivation. It also describes how the text of 




The analysis of physical phenomena in engineering often requires the use of 
computational simulation tools, which involve the solution of partial differential 
equations that govern the physical phenomena.
These simulation tools often use numerical techniques such as Finite Elements 
(FEM), Finite Differences (FD) or Finite Volumes (FV), which are classified as mesh- 
based techniques. The mesh-based numerical methods require the spatial domain to be 
discretized, i.e. divided into smaller domains. These small domains form a mesh that 
represents the original spatial domain. A mesh can be defined by connecting nodes in 
a predefined manner, establishing a relationship between the nodes, which is then used 
to build a set of algebraic equations that approximate the governing partial differential 
equations in each small domain.
Mesh-based methods have been the subject of intensive research over the last 40 
years and have been successfully applied to model a wide range of problems in several 
different areas such as Computational Mechanics, Computational Electromagnetics, 
Geophysics and many others. However, as engineering systems become more 
complex, and more sophisticated simulation tools are required, an inherent drawback 
of the mesh-based methods becomes evident: automatic mesh generation.
The generation of a mesh that is acceptable, i.e. properly defined, satisfying some 
implementation requirements and that represents the geometry with good accuracy, is 
a procedure far from trivial. The process of mesh generation can become very tedious,
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demanding hours of work specially when 3D complex geometries are to be modeled.
Motivated by the idea of developing a numerical method which is not dependent 
on a mesh structure, much research effort has focused on the so called meshless 
methods. These techniques attempt to eliminate the burden of mesh generation by 
requiring the spatial domain to be represented (described) by a set of nodes, rather 
than a mesh. In meshless methods, also referred as mesh-free methods, the nodes are 
not connected to each other and there is no predefined relationship between them. This 
characteristic offers great advantages over the mesh based methods when one is to 
model complex geometries, moving bodies and boundaries, and large deformations. 
Another advantage of the meshless methods pointed out in the literature is the simple 
procedure required in order to perform adaptive processes. Unlike the Finite Element 
method, which requires the whole domain to be re-meshed when performing an 
adaptive refinement process, in meshless methods nodes can be simply added, removed 
or moved, without requiring any re-meshing procedure.
Although the meshless idea was introduced about 30 years ago, it was only in 
the last 15 years that the research community started to focus on the development 
of this new technique, especially for Computational Mechanics applications. Since 
1990 several different meshless methods have been proposed such as: the Smoothed 
Particle Hydrodynamics (SPH), the Diffuse Element method (DEM), the Element-Free 
Galerkin (EFG), the H-p Cloud method, the Reproducing Kernel Particle method 
(RKPM), the Meshless Local Petrov-Galerkin (MLPG), the Point Interpolation method 
(PIM), the Multiquadric Radial basis functions (MQ-RBF), the Finite Point method, 
the Generalised Finite Difference method, the Partition o f Unity method (PUM), the
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Local Boundary Integral Method (LBIM), amongst many others. The definition of 
the “mesh-free" interpolation procedure is the main key difference between the several 
meshless methods, some of which are not completely mesh-free.
Meshless methods have been under intensive research by the Computational Mech­
anics community and they have been successfully applied to model a wide range of 
problems in fluid dynamics, solid structures and crack propagation amongst others. 
However, their application to Computational Electromagnetics is still at a very early 
stage, despite the fact that the first paper published documenting its application to CEM 
dates from 1992.
In order to demonstrate the practical viability of these methods, further research and 
development are still required, especially to make these techniques more computation­
ally efficient, which at the moment is one of its main drawbacks. It is also necessary to 
investigate, classify and compare the many different meshless methods, some of which 
have been mentioned above, focusing on proposing a clear background of the methods 
characteristics and their potential.
In her M.Sc. dissertation [Viana, 1998], the author of this thesis investigated the 
application of the Element-Free Galerkin method to CEM. The results were very 
promising; however, the method presented some characteristics that were not very 
attractive. First of all, the EFG requires the use of a background cell in order to 
perform numerical integration, which eliminates the mesh-free characteristic of the 
method. The Moving Least Square approximation technique used in the EFG does not 
lead to an interpolation procedure, therefore constraint techniques have to be used to 
impose the Dirichlet boundary conditions.
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Motivated by the promising results and the mesh-free concept this thesis focused 
the research on a meshless technique that would overcome the drawbacks of the 
Element-Free Galerkin. In 2001, G. R Liu [Gu and Liu, 2001] and S. Atluri [Atluri 
and Shengping, 2002] proposed, in separate publications the Radial basis function 
- Meshless Local Petrov-Galerkin. The method combines two of the most popular 
meshless methods. The Meshless Local Petrov-Galerkin (MLPG) was proposed by 
Atluri [Atluri and Zhu, 1998] in an attempt to eliminate the need for background 
cells to perform numerical integration in the Galerkin type meshless methods. The 
meshless Radial Basis Function technique, proposed by Kansa [Kansa, 1990a], was 
originally formulated as a Collocation Point type method. However, Liu and Atluri 
suggested the use of the radial basis function (RBF) interpolation techniques to build 
the approximation in the Meshless Local Petrov-Galerkin. The RBF is currently known 
as one of the most powerful interpolation techniques for scattered data. By employing 
the RBF method, boundary conditions are directly satisfied by the approximation 
function, since the technique leads to an interpolation procedure. Therefore the 
resulting method, referred here as RBF-MLPG, offers the possibility to overcome both 
drawbacks of the Element-Free Galerkin: the need for background cell for numerical 
integration and the use of constraint techniques to impose boundary conditions.
The aim of this thesis is to advance the development and understanding of these 
methods focusing particularly on investigating the many aspects of the RBF-MLPG 
method and its application to Computational Electromagnetics.
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1.2 Thesis structure
Considering that the meshless idea is a new concept in Computational Electromag­
netics it is important to present an overview of the development of these techniques. 
This thesis starts by introducing in Chapter 2 the main concepts and the interpolation 
techniques often used in the formulation of the meshless methods.
In Chapter 3, a brief historical review of the development of the mesh-free methods 
is presented, highlighting some of the main works published to date in the area of 
Computational Mechanics. Chapter 3 also presents an overview of the application of 
meshless methods to Computational Electromagnetics.
In Chapter 4, the radial basis function (RBF) technique is examined in detail, high­
lighting some of the main issues regarding its application. In order to demonstrate the 
advantages of the RBF interpolation method, a comparison between the performance 
of the RBF and the Moving Least Squares (MLS) in the context of surface fitting is 
also presented in Chapter 4.
Chapter 5 describes the Meshless Local Petrov-Galerkin and some of its variations, 
or so called schemes, focusing especially on the three methods examined in Chapter 
6 . This chapter also describes the procedure adopted to create the integration points 
in the MLPG method and the techniques used to model the interface between different 
materials.
In Chapter 6 , two electrostatic problems are modelled using the RBF-MLPG. In 
the first one, the three different RBF-MLPG schemes - RBF-MLPG 1, RBF-MLPG2
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and the RBF-MLPG5 - are examined and some of the inherent issues that affect 
their accuracy investigated. The second problem is included to demonstrate one of 
the procedures adopted to model the interface between different materials previously 
described in Chapter 5.
In Chapter 7, the RBF-MLPG 1 is used to model an eddy current problem 
implemented using the complex time harmonic formulation of the magnetic vector 
potential and also the time transient approach.
In Chapter 8 , one of the main advantages of the meshless methods is exemplified by 
using the RBF-MLPG 1 to model the displacement of a moving structure. The problem 
is modelled as a series of magnetostatic problems, considering the moving structure at 
different positions at each step. The results obtained in this chapter are compared with 
the Finite Elements software MEGA.




Abstract This chapter presents a review of the numerical procedures used to solve 
linear boundary value problems. A general boundary value problem is introduced and 
the approximation techniques used in Finite Elements and in Meshless methods are 
presented.
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2.1 Introduction
Finite Elements (FEM) can be described as a procedure for discretization of the real 
physical problem domain into a set of simpler sub-domains called elements. These 
elements have a well defined geometry and are rigidly connected to each other through 
nodes placed at their edges and vertices, such that the elements form a continuous mesh 
over the entire problem domain. On the other hand, in Meshless Methods (MM), also 
referred in the literature to as mesh-free, there is no mesh structure since it requires 
only a set nodes “free" from connections to describe the physical problem.
Some mesh-free methods have similar roots to Finite Elements, and therefore can be 
formulated using the Weak Form, other mesh-free formulations are based on the Col­
location Point technique.
One of the most popular and straightforward procedures used to build an approxima­
tion is the piecewise polynomial technique used in the Finite Element method. How­
ever, it is well known that multivariate polynomial interpolation requires a grid struc­
ture [Cheney, 1986], therefore different procedures must be used in order to produce a 
mesh-free interpolation method. Some of these procedures are presented and described 
in detail in the following sections.
2.2 The approximation problem
The aim of this thesis is to solve Electromagnetic Boundary Value problems 
(BVP) numerically. Consider the Poisson problem below as the starting point in the
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development of the approximation procedure:
V 2U = f  in n (2.1a)
=  Q on T, (2 .1b)a n
U = U Q on Tu (2.1c)
where (2 .1a) is the governing partial differential equation, (2 .1b) and (2 .1c) are 
the Neumann (or natural) and the Dirichlet (or essential) boundary conditions, 
respectively, C l d is a domain bounded by T =  Fu U Tq, in the d-dimensional 
space, for d ^  1 . U is the exact solution defined in the space of continuous functions 
<C2 (ft). n  is the unit outward normal vector, Q and U 0 are prescribed values at the 
boundaries Fq and Tu. The set of equations given in (2.1) defines the strong form  of 
the problem (2 .1).
The function U = U (x), x  G Md, is assumed to be approximated by a trial 
function U h(x). Since U (x) G C2 (ft), the trial function U h(x) is also expected to 
belong to the class C2. Mathematically, U ^(x) is regarded as belonging to a finite 
dimensional function space that is a subspace of C 2(f2), i.e. U h(x) G V N C C2 (fi). 
The trial function U h(x.) is given by a set of N  linear independent functions belonging 
to V N that form a complete basis for the trial function, such that
N
u  h(x) =  $ 7 (x) v(xf) =  $ (x )v  (2 .2 )
7=1
where d?(x) =  [^»1(x), $ 2 (x), . . . ,  ^ N(x)] are the basis functions, also referred to 
as shape functions, and v  = [t>(xi), t>(x2), . . . ,  f(xjv)] are unknown coefficients.
Usually in numerical methods textbooks, the approximation function is given by
N
U h(x) = <E>z(x) U /, where U i  is the value of the function U at the spatial
7=1
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position x /. However, we assume the form given in (2.2), which can be considered as 
a more general approach.
Replacing U by U h(x) in (2.1) results in error functions or residuals, since the trial 
function does not satisfy the governing partial differential equation and the boundary 
conditions exactly. The residuals are given by
fln (x) =  V 2U h(x) -  f ( x )  ^ 0  V x €  Q (2.3a)
Hr,(x)  =  V U h(x) • n -  Q(x) ^ 0  Vx €  T , (2.3b)
flr.W  =  u h( x ) ~  K o / 0  Vx e  r„  (2.3c)
where R  q ( x ) is the interior error function, and R  r„(x) and R  r u ( x )  are the error 
functions on the respective boundaries Tq and Tu.
2.2.1 Weighted Residual method
Following the formulation presented by Silvester [Silvester and Ferrari, 1996], the 
residuals (2.3) may be minimised by forcing them to zero in some average sense, such 
that
/  W (x ) /2 h (x )d n +  /  W ( x ) R r qdTq + [  W ( x ) R rudTu = 0 (2.4)
»/fl i/r^ «/r t*
where W (x) ,VV(x) and W (x) are weight functions, also known as test functions, 
which belong to a finite set of smooth continuous functions, sufficiently well behaved 
such that the integrals in (2.4) can be solved.
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Substituting (2.3) into (2.4) yields
f  w (x )[v 2u fc(x)]d a -  f  w (x ) f (x )d n
+  f  VV(x) [V U h(x) • n  -  Q(x)] rfT,
J  r ,
+  f  W (x) [U h(x) -  U 0] d ru = 0 (2.5)
J  r u
Equation (2.5) requires second order derivatives of the trial function, while no 
derivatives of the test function are needed. However, if the trial function U h(x) and 
the test function W (x) are sufficiently smooth, the domain integral in (2.5) can be 
integrated by parts, which results in
I W (x)V 2 U h(x)da = -  f  V W (x)V  U h(x) da 
Jn Jn
+ j  W (x)V  U h(x) ■ n  d r  (2.6)
Recalling that F =  r u U T , the boundary integral in (2.6) can be replaced by an
equivalent expression, such as
<£ W (x)V  U h(x) ■ n d r  =  f  W (x)V  U h(x) ■ ndV q 
J  r  J r q
+ f  W (x)V  U h(x) ■ n d r„  (2.7)
Jru
Substituting (2.6) and (2.7) into (2.5) and making >V(x) =  — W (x), yields
-  [  VW (-x)VUh{ x )d n -  [  W (x )/(x )d «
«/fi J i2
+  f  W (x)V  l i  h(x) ■ ndT„ +  f  W (x)Q (x)dTg
Jru Jvq
+ f  W (x) [ U h(x) -  U „] d r„  =  0  (2.8)
J ru
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Since U G, Q(x) and /(x )  are known values, (2.8) can be re-written as follows
f  V W (x)V  U h(x)dQ -  f  W ( x ) V U h(x) ndru 
Jn Jru
-  f  VV(x) U h(x) dTu = — [  W { x ) f ( x ) d n  
Jru Jn
-  [  W ( x ) U 0(x )dTu + /  W ( x )Q ( x )d T q (2.9)
Jru JTq
Inspecting (2.9) it is possible to verify that the same degree of continuity is required
from both the trial and test functions. Because the requirement on the order of
continuity of U ft(x) in (2.9) is lower than in (2.5), (2.9) is referred to as the weak
form  of the problem (2.1). As a consequence of (2.9), the trial and test functions have
to be chosen such that U ^(x) £ V N C C1^ )  and W (x) £ VN C C ^fi) , being
a finite dimensional function space.
The Galerkin Method_________________________________________________
In the Galerkin method the test function W (x) is chosen such that it belongs to the 
same finite dimensional space, i.e. V N — VN defined for the trial function [Becker 
et al., 1981]
N
W (x) =  (2 .1 0 )
1=1
where $ 7 (x) are the basis of the test function, and wj the unknown coefficients.
If the trial function is selected a priori such that it satisfies the essential boundary 
conditions, i.e. U h(x) = U 0 in Vu, and the test function W (x) is made to vanish 
along Tu, the weak form (2.8) for the Galerkin method is given by
[  V W ( x ) V  U h(x)dQ = -  f  W (x )/(x )d ft+  f  W ( x )Q ( x )d T q (2.11) 
Jn Jn  Jvq
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Y '  f  v<s>'(x)vuh(x)dn
iZi L/n
-  f  $ / (x)/(x)dn+ f  $7(x)Q(x)dT, 
Jn Jr„
Wi (2.12)
Considering that (2.12) has to hold true for any arbitrary wi  and substituting (2.2) into 






EE f  V$/ (x)V$J(x)dfi|
7=1 ./ i
f  $ / (x)/(x)<ftl + f  $7(x)Q(x)dr, 
Jn j  Tg
K , J  =  I  V3>7(x)V$J(x)dfl 
Jn
(2.13)
Fj = -  f  $ , (x )/(x )d f2  +  /  $ '( x ) Q ( x ) d r s 
Jn J r ,
Equation (2.13) can be rewritten as
N





Subsequently one can write
K u  =  F (2.17)
where K  is known as the stiffness matrix and v t = [ v i , V 2 , . . . ,  v n ]  represents the 
unknown coefficients vector, which can be determined by
v  = K -1F (2.18)
The matrix K  is symmetric and positive definite. The existence of K  1 is guaranteed, 
since the shape functions are linearly independent.
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Substituting v  into (2.2) one can determine the approximation function U h(x). 
Since, in this case, the trial function has been selected a priori such as to satisfy the 
essential boundary conditions, the unknown coefficients v  correspond to the actual 
value of W, i.e Vi — U j.
If however, the essential boundary conditions are not satisfied a priori by the trial 
function, different approaches must be used in order to impose this condition and 
guarantee the solution of the system of equations. In this case the solution of the 
system v  does not correspond to the actual value of U,  which can be obtained by 
substituting the solution v  into (2 .2 ).
A procedure that can be derived directly from (2.9) and it is similar to the modified
variational method developed by Zienkiewicz and Taylor [Zienkiewicz and Taylor,
— c?W(x)
2000] is obtained by assuming W (x) =  —----- =  VW (x) • n. This results in
a n
I  V W (x)V  U h( x ) d n -  I  W (x)V  U  A(x) • n  dT„
*/n «/ r  ti
-  f  U '■(x)VW(x) • n r f ru =  -  f  W (x)/(x)dQ
Jr u J  a
+  [  W (x)Q (x)dT g -  [  W 0V W (x ) -n d ru (2.19)
Jrq Jru
Equation (2.19) results in
K u = [  V $ , (x )V $ J (x)dfi 
Jn
-  I  $ '( x )  W ^ x )  • n d r „ -  [  [ W '( x )  - n] ^ ( x )  dTu 
J r u J r u
and
Fj = — f  $ f (x ) /(x )d f i+  f  $ ' ( x ) Q ( x ) d r , - /  (V $ J(x) n) U 0dVu (2.20)
«/fl! vT'q J T U
Instead of following the above procedure some constraint techniques such as the 
Penalty method or the Lagrange Multipliers may be used. In [Zienkiewicz and Taylor,
Two The approximation problem 16
2000] the authors show that the modified variational, (2.19), can be interpreted as the 
physical counterpart of the Lagrange multipliers.
In the Penalty method, the weak form (2.9) is constrained by a penalty factor yielding
3>(x). Good constraints are usually achieved with large values of a , i.e. a  =  103 —107 
[Zienkiewicz and Taylor, 2000].
The Petrov-Galerkin Method__________________________________________
In the Petrov-Galerkin method the test function and the trial function are chosen 
from different finite spaces, i.e. V N /  VN, such that (2.21) can be given by
N  N
where a  is a penalty factor that must be a positive number and — W (x) =  W (x) =
N  N
E - f  W 7(x )/(x )d f2 +  f  W '(x )Q (x ) d r j  (2.22)
n Jrq
where it was assumed W  =  — W  =  W. By making
/  W '( x ) V $ '7( x ) - n d r „ +  j  » W '( x ) 4 J (x)
and
F, = -  / V ( x ) / ( x ) d f 2 +  f  $ , (x ) Q ( x )d r ,+  f  S W '(x ) U 0dTu (2.23)
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Once again we can write
N
Y j K , j v j =  Fi /  =  1,2, • ■ • , N  (2.24)
J =  1
The above system of equations results in an asymmetric stiffness matrix K . Since 
different test functions can be used in the Petrov-Galerkin formulation, different 
methods may be originated depending on the choice of the test function.
Point Collocation Method_____________________________________________
Instead of trying to minimise the residuals in (2.3) in an average sense, one can 
attempt to satisfy them at only a set of chosen points x j G I  = 1 , 2 , . . . ,  N. This 
implies that W z(x j) =  VVJ(x j) =  W J(x j) =  £J(x j), where
^ ( x j )  =  6(x j -  x /) <
1 if x / =  x j  x j  G Q J  =  1 ,2 , . . . ,  N
0  if x 7 ^  x j
(2.25)
which leads to the following system of equations
N
v (x)v ,  =  / (x )  Vx 6 fi
7=1
N
Y  V<t>J(x) -n t i ,  =  Q(x) Vx 6 r ,  (2.26)
7=1
N
]TV(x)i> i = U o  V x e r .
7=1
The system of equation (2.26) corresponds to the strong form  of the boundary value 
problem (2.1). The Collocation method requires U h(x) G V N C C2(H) and all 
boundary conditions to be directly imposed in the system of equations, which leads to 
asymmetric stiffness matrix K.
It is well known that weak form  based methods are more accurate and stable than 
the Collocation Point method. However, the latter results in a much simpler form of
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implementation.
2.3 Trial function
The choice of the trial function, which is defined by the approximation technique 
used, is one of the most important factors in the quality of the approximation either by 
the weak form or the strong form (Collocation point method). Therefore, it is necessary 
to consider some basic requirements when defining the trial function to solve PDE.
The approximation functions must be continuous over the whole domain Q;
The approximation function and its derivatives must satisfy some degree of 
consistency;
ideally they should satisfy the interpolation condition U h(x) =  U (x), which 
implies that their shape functions possess the Kronecker delta characteristics, i.e. 
the shape function is equal to one at its own node, and zero at other nodes
1, X /  =  X j
0 , x / ^  x j
Mathematically speaking, consistency is related to convergence [Liu, 2003], in a sense 
that as the number of nodes increases the residual R  =  [ U  (x) — U  ^(x)] —> 0. 
Consistency is also related to the reproducing conditions, which refer to the order of 
the polynomial function U  that can be reproduced exactly by the approximation. So, if 
the approximation can reproduce a polynomial function of order k, the approximation 
is said to have degree of consistency Ck. The consistency condition also requires
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completeness, meaning that the approximation of consistency Ck has to be able to 
reproduce all the lower order polynomial functions, from 0 up to k — 1. The C° 
consistency is called constant consistency, or 0-th consistency, which refers to the 
approximation being able to represent a constant function exactly.
The minimum degree of consistency required to be satisfied by the approximation and 
its derivatives depends on the order of the partial differential equations. For instance, 
the weak form (2.8) that is obtained through the second order partial differential 
equation (2.1a) requires Linear consistency, which implies that the approximation 
function must reproduce a linear function exactly.
Let us consider that the problem given by (2.1) is defined in 12 6 R 2 , hence x  =  [x,y], 
and that the function U at any arbitrary point x* e  Cl is given by
U (xk) = a0 +  aiZfc +  a2yk (2.27)
Substituting (2.2) into (2.27) yields
N
u  h ( x k ,  Vk) =  ^ 2  a °  Vk) +  «1 V k ) x i  +  a 2 & ( x k , y k)
i=i
=  ao + a \ x k +  a 2y k
The above statement must hold for all a*, i = 0,1,2, implying that
N
Y^<l>! (x ,y )  =  1 Vx e  Q (2.28a)
/= 1
N
Y ^ & ( x , y ) x ,  = x  V x e f i  (2.28b)
7=1
N
' Y ^ $ I { x , y ) y I = y  V x G fi (2.28c)
7=1
Equation (2.28a) refers to the 0-th order consistency and (2.28b) and (2.28c) to the 
linear consistency.
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Since the trial function is required to satisfy linear consistency its first derivatives 
must fulfill the equivalent degrees of consistency [Krongauz and Belytschko, 1997], 
so that taking the derivatives with respect to x  and y  results in
d &  ( a r ,  y) _  A  d ¥ ( x ,  y)xI _  A  d&{ x ,  y)yt  _
h  dx h  dx h  dx
A d $ J ( a ? , y )  Y ^ 7( r , y ) x j  =  ^ d ^ I(x,y)yI _
h  Qy h  &y h  °y^............ y. '  V...... — ..- y,---- --  '  V y ^
A B C
where A corresponds to the derivative constant consistency and B and C to the 
derivatives linear consistency.
2.4 The Finite element method - Basic concepts
The Finite Element method is based on the Galerkin technique, therefore the trial 
and test basis functions are chosen to be the same. The success of FEM however is 
due to the choice of the function space V N from which the trial function U h(x) is 
constructed. In FEM, V N is a space of piecewise polynomial functions, such that each 
basis function, or shape function $ 7 (x) in (2.2), is given by a piecewise polynomial 
basis defined in a very small region of the spatial domain outside of which it is zero. 
Such basis is called local. This small region where the basis functions are defined as 
non-zero is called element. Therefore, in order to solve the problem given by (2.1) 
using the Finite Element method, the domain Q is divided into a finite set of elements 
fie, e =  1 ,2 ,. . .  n. Each element fie is defined by a set of nodes x i? i =  1 ,2 , . . .  m  
placed at the element vertices (first order elements) and also elsewhere inside of 
the element for high order elements. The elements have a well defined geometrical 
shape, being normally triangles and quadrilaterals in 2-D, and prisms and cubes in 3D.
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The generation of a mesh of elements is not an arbitrary and trivial procedure. The 
elements are required to be arranged in a manner to satisfy the following conditions: 
O1 fl D2 n • • • n fin_1 n =  0 and UDe =  f2, as seen in Fig 2.1, where a mesh with 
linear, or first order quadrilateral elements is shown.
elements
nodes
Figure 2.1: Finite Element method mesh 
Scheme o f a 2-D Finite Element method mesh, formed by linear quadrilateral elements.
The trial function U  h(x) is defined at each one of the elements O e by piecewise 
polynomial functions. Therefore, assuming a single 2-D quadrilateral element with 
vertices located at coordinates (xi ,yi) ,  (x2,y2), (£3 , 2/3) and (2:4 , 2/4), as shown in 
Fig. 2.2, there is a unique bilinear polynomial
q(x, y) = b !+ b 2 x  + bz y + bAx y
which approximates the function U  (x , y) at the vertices of the element e, so that
U he(x , y) = b i + b 2 x  + bsy + bAx  y 
4
=  6/  V[x,3/ ] e f i e * =  1,2,3,4 (2.29)
i= l
where U he(x, y) represents the approximation function at element e, pi(x, y) repres­
ents the polynomial basis [1, x y y, xy]  and 6* their unknown coefficients, which are
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constant on the element e.
Equation (2.29) can be written in matrix form as
U he(x,y)  =  p J b (2.30)
The coefficients b  can be determined by forcing the interpolation to be satisfied at each 
one the nodes of the element, i.e. U he(x, y) = U e(x, y), which yields
U e(xi, yi) = bi +  b2 xi  +  b3 i/i +  b&i  2/1 
bl e(^2 j 2/2) =  61 +  62 X2 +  63 2/2 +  b±X2 2/2 
M e(*^ 3) 2/3) = b \ + b 2 x 3 +  63 2/3 +  64^3  2/3 
w e(x4, 2/4) =  61 +  62 ^4 +  &3 2/4 +  &4Z4 2/4 
The above system of equations can be written in matrix form as






Figure 2.2: 2-D linear quadrilateral element
Schematic representation of a 2-D quadrilateral linear element used for constructing the 
approximation function in (2.29).
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where
1 Xi yi Xiyi bi U e(xi ,yi)
1 x 2 2/2 x 2y2 b2 U e(x2, y2)
b e = U e =







b e =  P  ~ 'U e (2.32)
Substituting (2.32) into (2.30) results
U  ^ (x )  =  p T( x ) p - 1W e =  $(x)W (2.33)
where $>(x,y) =  p r (x )P  1 represents the vector of the trial shape functions, i.e.
&(x,y) = [^1( x , y ) , ^ 2( x , y ) , ^ 3( x , y ) , ^ ( x , y ) ] .
The procedure described above can be simplified using a technique for generating 
a polynomial basis function of any degree. This technique leads to the Lagrange 
functions Af, which for a 2-D case are given by
•M W  =  n




m )  = n
k=0,i^k
which results in a trial function expressed as
V - V k
V i - V k
(2.35)
U e(x) =  J\fi(y) U e(xi, yi)
where $*(x, y) = Afi(x)Afi(y).
(2.36)
i=l
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Fig. 2.3 shows the shape function 4>J(x) for the bilinear element described in 
Fig. 2.2. As seen in Fig. 2.3 the FEM shape functions possesse the Kronecker delta 
property: it is one at its own node, (xi ,yi ) ,  and zero at all other nodes, (x ^ y i ), i =  







Figure 2.3: Finite element shape function (x, y)
Behaviour of the FEM shape function considering a quadrilateral linear element. The plot 
refers to the shape function at the node [x\, y\] located at [0, 0].
FEM the number of terms in the polynomial basis is equal to the number of nodes on 
the element.
The FEM approximation procedure presents the following characteristics:
• its trial basis function, or shape function 4>(x) possess the Kronecker delta 
property, therefore essential boundary conditions are satisfied a priori by the 
approximation function;
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•  the degree of consistency of trial function depends on the degree of the polyno­
mial basis, consequently the approximation is said to have Cm consistency;
•  the FEM approximation function also satisfies the completeness condition;
•  the Galerkin method with the space of piecewise polynomial functions and a 
local basis yields an approximation with a high order of accuracy;
•  the FEM approximation function is continuous as long the mesh satisfies the 
requirements described at the beginning of this section;
Finally, the weak form for the Finite Element method is given by
N  N
i t  Z  (  f  v $ '( x ) v $ J (x) d n  1  u  j(x )
/ - i  j= i (Ja  >
j h y r * J ( x ) Q ( x ) d r ,+ j [ V ( x ) / ( x ) d f iJ
(2.37)
such that
K f j =  [  V $ / (x)V $ '/ (x) d and
Ff = [  $z(x)Q(x)<ir' -  f  $J(x)/(x) dsr
Jv% Jne
where f ne and f re denote integration over the domain of element e and its boundary, 
respectively. Thus,
n
eK , j  = Y J K h  and F, = ' £  Fj
i—e e = l
which leads to
N
] T  K , j  v j  = Fr I  = 1,2,-■■ , N  (2.38)
J =  1
The final system of equations K 14 =  F  is obtained by assembling the contribution 
of each element K f j  and Ff  into K  and F  respectively. The resulting matrix K  is 
symmetric and positive definite.
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Normally, to solve the weak form integrals in (2.37) numerically, Gaussian quadrat­
ure is used. In the Finite Element method this procedure is straightforward since the 
elements are used as structures for the definition of the quadrature or integration points 
[Zienkiewicz and Taylor, 2000].
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2.5 Meshless techniques
In meshless methods, the domain Q is described by a set of N  nodes, such that 
x / e  C Md, with /  =  1 ,2 , . . . ,  N . Unlike the Finite Element method, in which 
the relationship between the nodes is defined by the elements and their connectivity, 
in mesh-free methods there are no rigid connections between the nodes, and their 
“relationship” is not known or defined a priori.
There are several procedures used to build the meshless approximation. The 
objective of this section is to present a general overview of the main techniques used, 
namely: Kernel Estimates method, Reproducing Kernel Particle method, Moving Least 
Squares method, Polynomial Interpolation and Radial Basis Functions. The Moving 
Least Squares and the Radial Basis Functions methods are used in later chapters of this 
thesis to implement the Meshless technique to model electromagnetic problems.
Attention is drawn to the fact that henceforth the word point (s) will be used to refer 
to any arbitrary x g G Cl which may or may not coincide with the nodes x /.
2.5.1 The Kernel Estimates approach
The Kernel Estimate procedure uses the integral representation of a function [Duarte, 
1996] [Liu and Liu, 2003], which is defined by
where 5(x.q — x) is the Dirac delta function and x 9 e  Q, is an arbitrary point where 
the function U  is being approximated. Equation (2.39) implies that a function can be
(2.39)
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represented in an integral form, and its representation is exact if the Dirac delta is used. 
Based on this idea, the Kernel Estimates builds the approximation by replacing the 
Dirac delta by a continuous smooth function W (xg—x, h), such that the approximation 
function is now given by
U h(*q) = [  U (x)W (xq — x, h) dClx (2.40)
JnXq
where W (xg — x, h) is called the kernel function, which is chosen from a set of smooth 
continuous functions with compact support, fix represents the compact support of the 
kernel function W (x9 — x, h), whose size is controlled by the dilation parameter 
h, and ClXq the support domain of the node x9, which is defined in the following 
subsection. The kernel function plays an important role in the accuracy of the method. 
Therefore, in order to guarantee the approximation, the kernel function should satisfy 
the following conditions [Liu, 2003]
1. W (xg — x, h) >  0 x9 G Ox;
2. W (xg -  x, h) =  0 x q £ Ox;
3. W (xg — x, h) decreases monotonically away from x;
4. f  W (xq — x, h)df2x =  1;
5. W (xg — x, h) —► S(\\xq — x ||) as h —► 0;
The first, second and third conditions refer to the behaviour of the kernel function, 
which should be positive and have a support compact Dx. The fourth condition refers 
to the integral representation of the 0-th order consistency, C°, and the fifth condition
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requires that the kernel function tends to the Dirac delta function, as the size of its 
compact support tends to zero.
The Kernel Estimates technique results in a continuous approximation form that can 
be solved numerically by adopting any quadrature rule. So that, by assuming a set of 
discrete nodes x j £ 0 , where I  = 1 , 2 , . . . ,  N,  the approximation can be written in a 
discrete form as follows
M
U  '‘(x,) = Y J U  (x /)W (x , -  X , ,  h)Ax, (2.41)
1=1
where U (x/) represents the value of U at the node X / ,  Ax/ is the quadrature weight 
that depends on the quadrature rule adopted. The argument (xg — x /) of W implies 
that the kernel function depends on the Euclidean distance ||xg — x/1|, and M  refers to 
the number of nodes involved in the approximation of U at the point x g.
The mesh-free procedure
Each kernel function is associated with a node x /, which is the centre of the kernel 
function compact support. The function’s compact support defines an area around the 
node x / where the kernel is non-zero, as seen in Fig. 2.4. This area establishes the 
domain o f  influence of the node x / that is indicated by f2Xl in (2.40). The domain of 
influence is described as the region upon which the node has influence. In other words, 
the domain of influence of x j is formed by all neighbouring nodes x j ,  J  — 1 , 2 , . . . ,  n, 
for which W (x j — x j) 0.
The most commonly used kernel functions are
Two The approximation problem 30
1. Exponential function: W (r) =  <
where k is a constant
0  for r  > 1
2. Cubic Spline:W(r) =  <
|  — 4r 2 +  4r3 for r  ^  |
|  — 4r +  4r 2 — | r 3 for |  < r  ^  1
0  for r  > 1
3. Quartic Spline:W(r) =  <
1 — 6 r  +  8 r 3 — 3r 4 for r  ^  1 
0  for f  >  1
_ Xg ~  X
where r = — -
h '
Fig. 2.4 and Fig. 2.5 show the exponential kernel function in 1-D and 2-D, 
respectively.
In 2-D the domains of influence Qx can be defined by circles or squares areas as 
seen in Fig. 2.6, and by spheres or cubes in 3-D. The size of the domains of influence 
do not need to be the same, which implies that the influence between the nodes is not 
necessarily “mutual”. Fig. 2.6 illustrates the domain of influence in 2-D for an arbitrary 
domain. As seen in the figure the domains of influence overlap each other, this being a 
requirement in meshless implementation.
The number of nodes M  involved in the approximation (2.41), are those where 
domains of influence involve the point x g. Moreover, the set of nodes M  defines 
the support domain f iXq of the point x 9, i.e. an area around x q formed by all nodes 
X/ whose W (xg — X/) ^  0. Following the definition given in [Liu, 2003], the domain
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of  influence is related to the nodes x  while the support domain relates to any arbitrary 
point x g E where the approximation is to be evaluated. This can be better explained 
using Fig.2.7, where the support domain of the point x q is given by the blue area. It 
can be noticed that the support domain may have an arbitrary shape.





with $ ( x q) =  [^(X q), $ 2(xq) , . . . ,  $ M(x9)] and
^ ( X g )  =  W(xq -  X / ,  h)A X/ (2.43)










Figure 2.4: Kernel function in 1-D
One dimensional profile of the exponential kernel function given by W(r) =  e -r /*2, where 
h =  0.5.
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Y - 1 - 1  X
Figure 2.5: Kernel function in 2-D
Two dimensional profile of the exponential kernel function given by W(r) =  , where
h =  0.5.
Furthermore, it lacks any degree of consistency, even 0-th order consistency, at nodes 
located close to and on the boundary of the domain [Belystchko et al., 1996]. The 
kernel function guarantees the continuity of the approximation over the whole domain
n.
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nodes nodes
domain of influence SI domain of influence SI
Figure 2.6: 2-D Domain of influence representation
Two dimensional representation of Domains of influence Circular domains obtained by 
using the Euclidean distance W(r). Square domains obtained by using the tensor product of 
the kernel function, W(x -  x /)  =  W(x — £/)W (y -  y/).
point Xq
support domain SI,
Figure 2.7: Support domain of an arbitrary point x q 
The blue area illustrates the support domain SlXq in two dimensions of an arbitrary point x 9.
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2.5.2 Reproducing kernel particle method
The Reproducing Kernel Particle method (RKPM) is based on wavelet theory. Its 
formulation is very similar to the procedure used in Kernel Estimates, however it 
introduces some modifications to the kernel function with the objective of satisfying 
the consistency conditions. The RKPM proposed in [Liu et al., 1995] modifies (2.40) 
by multiplying the kernel function by a correction function C (x q, x), as follows:
where C(xq, x) is given by a complete polynomial basis
C (xq,x )  =  c0 (x9)+ c i(x 9)(x9 - x ) + c 2 (xg)(x g -x )2+  hcm(x9) ( x g- x ) m (2.45)
c0, c i , . . . ,  Cm being coefficients to be determined, which are dependent on the spatial 
position of x q. The number of terms m  in the polynomial basis defines the highest 
degree of consistency of the method, which can be preselected based on the order of 
the derivatives of the governing equations (2 .1).
The moment of the weight function is defined as [Liu, 2003]
which does not satisfy the reproducing condition, i.e. m k ^  6k0, where 5k0 represent 
the Dirac delta and k = 1 ,2 , . . .  represents the order of consistency being considered.
By imposing the reproducing condition in the moment of the modified weight 
function W (xg — x, h) =  C (xq, x ) W ( x q — x, h), such that
U h(xq) — j  C (xg, x)W (xg — x, h) U (x) dQx (2.44)
m k = (Xq -  x ) kW ( x q -  X , h) dQx = Sk0






The coefficients in (2.45) are then determined by solving the following system





m  i(x) m 2(x) • m*+i(x) 0
Cfc m fc(x) m fc+i(x) • • m k+k{x) 0
Writing the approximation function in a discrete form gives
M  M
U = X  C Xj)W (X9 ”  X^h) U = X  ^ J(X9) U (X/) (2*47)
7=1 7=1
where the shape function is given by
$ 7(xq) =  C (xg, x /)W (xg -  x /, h)AXj (2.48)
The Reproducing Kernel Particle method approximation function can satisfy any 
degree of consistency required by the PDE and the completeness condition. However, 
the modified kernel function may not always be positive and it may no longer decrease 
monotonically [Liu, 2003], violating conditions one and three required by the Kernel 
Estimates method, as defined in the previous section. Like the Kernel Estimates 
method, the Reproducing Kernel Particle method shape function function in (2.48) 
does not possess the Kronecker delta property. A review of this method and some 
extended analysis are presented in [Fries and Matthies, 2003].
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2.5.3 Moving Least Squares Method
The Moving Least Square method (MLS) is a modified version of the weighted least 
square method [Lancaster and Salkauskas, 1986]. This technique uses a moving weight 
function to lead to smooth multivariate interpolation for scattered data. The MLS 
was first investigated to generate interpolants for surface fitting with scattered data 
[Farwing, 1986] [Lancaster and Salkauskas, 1981].
The MLS approximation function is written as
m
W'*(x) =  ^ p J ( x ) 6J (x) (2.49)
J = 1
where m represents the number of monomial terms in the polynomial basis p j(x ), and 
6j(x ) are the unknown polynomial coefficients, dependent on the spatial position.
The terms of the polynomial basis are determined in a 2-D case by the Pascal’s triangle 
of monomials, and by the Pascal’s pyramid in a 3-D case [Liu, 2003]. For reference 
purposes, both Pascal’s monomial structures are presented in Appendix B.
The MLS local approximation function is defined [Lancaster and Salkauskas, 1981]
as
U h(xq, x) =  £  p j(x ) b j(xq) = p T(x) b (x g) (2.50)
j =i
The coefficients b T(xg) = are determined by&l(xg), &2 (xg), . . . ,  &m(Xg) 
minimising the sum of the square of the differences between the local approximation 
U h(xq,x )  and the function U  (x). This procedure is similar to the well known 
Weighted Least Squares (WLS) method [Lancaster and Salkauskas, 1986], however 
the MLS method associates each residual 7Zi = U h(xq, X/) — U  (x/) to a weight
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function that dependents on the Euclidean distance ||xg — X/1|, such that the sum of the 
square of the residuals is given by
where W (xg — x j) is the weight function centred at the node x /, and M  refers to the 
number of nodes involved in the local approximation.
The weight function W (xg — x) in (2.51) has the same role as the kernel function in 
the Kernel Estimates method (2.41), and they are usually chosen from the same set 
of functions, i.e. from a set of positive smooth continuous functions with compact 
support. Therefore, as described in the Kernel Estimates section, section (2.5.1), the 
compact support of W (xg — x) defines the domain of influence f2x of the nodes x, 
and the number of nodes M  involved in the local approximation corresponds to the 
number of nodes inside of the support domain QXq of the point x g. Substituting (2.50) 
into (2.51) yields
M
n  = J 2 w ( x q - x i )  [ U h(-Kq,x:I) -  U  (x7) ] 2 (2.51)
M m 2
U  =  2^ W ( x g -  X / )  ^ p j ( x / ) 6 j ( x g) -  U ( X / )  (2.52)
7=1 .J = 1
which can be written in matrix form as
n  = lP  b (x q) -  u f  W (x) [P b (x q) -  U] (2.53)
where
u ~  W(xi) U (x2) W(xM) (2.54)
Pl(Xl) p2(Xl) pm(x i)
Pi(x2) p2 (x2) ••• pm(x2)
P  = (2.55)
P l(X A f)  P 2 (X M ) Pm(xM)
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W (x) =
W(xg — xi) 0
0 W (Xg-X2)
0 0 • • • W (xg -  x M)
by minimising the residual (2.51) one can determine the coefficients b (x 9), so that
(2.56)
m





A b(xg) -  BW  =  0
A  =  P TW (x )P
B =  P TW (x)
b (x 9) =  A 1 B  U
The trial function can be finally written as
M  m
u  h(x9)= [A_l Bl j i  u  (x>)
7=1 J =  1






U  h(x,) =  Y ,  * '( * ,)  U  (x ,) (2.61)
7=1
where $ J(x9) is the MLS trial shape function associated with the node x /, given by
771
=  ^ P A x q )  [A _ lB ]J 7 =  PT(xg)A _1B / (2.62)
j =i
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The Moving Least Square method provides smooth approximation of function values 
across scattered nodes. The influence of a node x j upon x 9 is governed by the support 
of the weight function W (xg — x/). Since the coefficients b  in (2.50) depend on 
the spatial position the MLS approximation is not polynomial, despite the fact that 
the approximation function in (2.50) may have only polynomial terms. The MLS 
degree of consistency is assured by the order of the polynomial basis in (2.50), 
such that the approximation has Cm consistency [Belystchko et al., 1996]. MLS 
also satisfies the completeness condition. The continuity of the approximation is 
guaranteed by the choice of the weight function. Another important characteristic 
of the MLS approximation is that (PI (xJ ) ^  £ /(x j), where S j ( x j )  is the Kronecker 
delta. Therefore, the approximation results in U  (x /) ^  U h(x.i).
2.5.4 Polynomial Interpolation
The meshless polynomial interpolation technique uses a Finite Element method 
type of interpolation. This approach is described in [Liu, 2003] as a finite series 
representation of a function such that, for any arbitrary point x 9 e  Q,, the local 
approximation function is given by
where m  is the number of nodes within the support domain of x 9, p(x) is the 
polynomial basis, and b  its unknown coefficients. Equation (2.63) implies for example 
that, for a two-dimensional case, the approximation (2.63) requires
m
(2.63)
PT(X) -  1, x , y , x y , x 2, y 2, . . . ,  x s, ys
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k T(xg) — h\ (xq), b2(xq), 63 (xg), bm(xq)
where 5 is the order of the polynomial basis.
The terms of the polynomial basis are determined using the Pascal monomial 
structures as described in the MLS section, and presented in Appendix B.
Unlike the meshless approximation methods presented in the previous sections, in 
this method no weight function W is used to determine the number of nodes inside 
the support domain of the point x q. Instead, the support domain is established by 
specifying a sub-domain around the point x q. This sub-domain defines a region of 
influence of x q that can be geometrically defined by a square or a circle in 2-D, 
or a cube or a sphere in 3-D. The number of nodes in the support domain of x q 
is then determined by all nodes x It I  = 1 , 2 , . . . ,  m  that are involved by this sub- 
domain. In order to guarantee a local approximation, the number of nodes m  should 
be m  < <  AT, where N  is the total number of nodes describing the domain, i.e. 
x / £ fi, /  =  1 ,2 , . . .  N . The approximation function is obtained by enforcing that
(2.63) be satisfied at all m  nodes, yielding
U fc(xi) =  p r (x i)b (x9) =  U  (xi) 
U h(x2) = p T(x2)b (x9) =  U  (x2)
U h(xm) = p T(xm)b(x9) =  U  (xm)
The above system of equations can be written as
U  =  P  b(Xg) (2.64)
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where
p T ( x l ) M x „ )
P t ( x 2 )
b ( x , )  =
6 2 ( x „ )
P T ( X m ) ^ m ( X g )
The coefficients b (x q) are determined by solving (2.64):
b(x„) =  P - ‘M (2.65)
Next, the approximation function is obtained by substituting (2.65) into (2.63), 
resulting in
U h(x.q) =  p T(xg) P ~XU  =  ^ ( x 9) U  (2.66)
where <b(x9) =  p T(x9) P _1 corresponds to the vector of trial shape functions given by 
4>(xg) =  [ $  1(Xg)) 4>2(x5), . $ m(Xg) ]• The consistency of the approximation 
is determined by the order of the polynomial basis in (2.64), which also guarantees 
that the completeness condition is satisfied. The trial shape function possesses the 
Kronecker delta property, $ J(x j) =  £ /(x j), since polynomial approximation yields 
interpolation, therefore U h(xi) = U  (xj). One of the shortcomings of the meshless 
polynomial approximation presented above is that the lack of a weight function may 
cause the approximation to be discontinuous [Liu, 2003]. Another drawback of this 
method is the well known problem with scattered multivariate polynomial interpolation 
that leads to singularity of the interpolation matrix P  [Buhmann, 2003] [Lancaster 
and Salkauskas, 1986]. This implies that P -1 in (2.66) may not exist. To avoid the
singularity of P  some techniques can be used such as coordinate transformation and
matrix triangularisation, amongst others [Liu, 2003].
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2.5.5 Radial Basis Functions___________________________
Radial Basis Functions (RBF), is a multivariate approximation method of scattered 
data in multiple dimensions. This technique has been known since the early 80’s and 
over the last decade it has undergone intensive research focusing on its application 
to solve PDEs. Some advantages of radial basis functions over other interpolation 
techniques were pointed out in [Franke, 1982], where a comparison of 29 interpolation 
techniques is developed. An extensive review on the theory of radial basis functions is 
presented in [Buhmann, 2003].
The radial basis function method assumes an approximation of the form
N
U  x9 “  x /ll) =  VKx g)« (2-67)
i=i
where a j  are unknown coefficients, N  the number of nodes that describes the domain, 
x / G fi with I  =  1 ,2 , . . . ,  N . x / is referred to as centre of the radial basis 
function ^(1 |xg — x /||)  and ||xg — x j|| denotes the Euclidean distance. The vector 
form given in (2.67) denotes i/>(x9) = [ip(\\xq -  xi ||), tp(\\xq -  x2||), • • •, ip(||xq -  x;v||)] and 
a T = [oi, a2, • • • ,ajv]-
The coefficients a r are determined by forcing the interpolation to be satisfied at each
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one of the N  nodes, such that
N
U * ( x i )  =  otity( | | x i  -  X / |
1= 1
N








U h (x .n )
^(0) ^ ( | |x i - x 2||) V’d l x i - xjv|
^(| |x2 - x i | | )  ^(0) ••• iKHxx-xjvl
^(||xjv — Xxll) V^ dlxjv — x2||)
the above system can be represented by
U  =  R g a
where R g  is the interpolation matrix given by 
^(0) ^ ( l | x i - x 2|
^( | |x2 - x i | | )  ^(0)
R o =
m
ifj(||xx ~ X N \ 
^ ( | | x i  - X j v l
^ ( | | x j v - X i || )  V'dlXN — x2||) ••• V»(0)
Finally the coefficients a  are found by solving (2.69)








Substituting (2.71) into (2.67), the approximation at any arbitrary point x g G f2 is given 
by
U  ' “ ( x , )  =  i / ) ( x , ) R q ' W  (2.72)
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Equation (2.72) can be written in terms of the RBF shape basis function as
U h(xt ) = * f a ) U  (2.73)
where $ (x ,)  =  ^ ( x ^ R g 1 and $(x„) =  ^ ( x , ) ]  •
The Radial Basis function approximation method presents some very interesting 
characteristics, such as:
•  They are invariant under all Euclidean transformations, i.e. translation and 
rotation;
• They are univariate functions V>(llx g — x ll) : therefore they are 
insensitive to the order of the dimensional space d that defines the approximation 
problem;
• Their trial basis functions possess the Kronecker delta property;
•  The approximation is continuous over the whole domain;
There are several different radial basis functions that can be chosen to develop the 
approximation (2.67). They are normally divided into two categories: Global RBFs 
and Compactly Supported radial basis functions (CSRBFs). Unlike the CSRBFs, 
global RBFs do not possess compact support. Consequently the approximation 
procedure using global RBFs does not result in a local approximation as it can be 
noticed in (2.67), where all I  = 1,2, . . .  , N  nodes are involved in the approximation. 
If compactly supported RBFs are used, N  should be replaced by the M  number of 
nodes whose radial basis function compact support involves the point x g.
The following subsections briefly outline some of the most commonly used RBF:
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The M ultiquadric RBF-(MQ RBF)
The Multiquadric RBF is given by
il){r) = (r2 + C2)0
where r is the Euclidean distance, C > 0 and (3 G Q are known as the shape function 
parameters, which are used to adjust the width of the function’s support. If /3 < 0 
the function is known as inverse or reverse Multiquadric. If (3 = 0.5, it results in the 
original Multiquadrics, known as Hardy’s Multiquadrics 'ip(r) = y/r2 +  C 2. Fig 2.8 





Figure 2.8: Hardy’s Multiquadric RBF
Hardy’s Multiquadric, ip(r) =  y/r2 +  C 2, where r =  (Ha;* — 0||) represents the Euclidean 
norm, given for a centre point x =  [0,0], and C  =  0.5.
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The Gaussian RBF_____________________________________________________
The general form of the Gaussian RBF is given by
tp(r)  =
where o  is a parameter used to adjust the width of function’s support. Despite the fact 
that the 0(r) —> 0 this function is also classified as globally supported. Fig. 2.9 shows 
an example of the Gaussian RBF for a  =  0.5.
l -l
Figure 2.9: Gaussian RBF
The Gaussian RBF shape, ip(r) =  e- /^*7)2, where r =  (||xj — 0||) represents the Euclidean 
norm, for the centre point x  =  [0,0], and a  =  0.5.
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Thin-Plate spline (TPS)
The TSP general form is given by
0 : r =  0
(r/cr)2 log(r/a)  : r ^  0
where, again o  is a parameter used to adjust the width of the support.
l -l
Figure 2.10: Thin-Plate spline RBF
The Thin-plate spline RBF shape, ip(r) =  (r/cr)2 log(r/a), where r =  (||xj -  0||) represents 
the Euclidean norm, for the centre point x  =  [0,0], and a  =  0.5.
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CSRBFs or Piecewise RBFs____________________________________________
The compactly supported RBFs (CSRBFs) may have a piecewise polynomial form. 
Some examples of CSRBFs are:
•  Wendland’s CSRBFs [Wendland, 1995]:
CSRBFi =  (1 -  r,)!J. (35 r2 +  18 r s +  3)
CSRBF2 =  (1 -  r,)« (32 r? +  25 r 2 +  8r„ + 1)
CSRBF3 =  ( l - r , ) »
•  Wu’s CSRBFs [Wu, 1995]
CSRBFi =  (1 -  r , ) \  (4 +  16r„ +  12r2 +  3 r?)
C S R B F i =  (1 -  r,)% (6 +  36 r, +  82 r2s + 72 r2 + 30 r j)
•  Buhmann’s CSRBFs [Buhmann, 2000]
CSRBF6 = i  +  r 2s — j  r j  +  2 r2s In r3 if 0 <  r3 < 1
Zt fz
if 0 ^ Tg < 1 
where ()+ represents the truncated power given by
CSRBFr =  1  +  H r 2 _  ^ r 3 +  3  r 4 _  1 6 r 5 +  1 r 6 +  2  r 2 l n  r<
0 if rs >  1
rr8 being the normalised distance given by rs = where s is the radius of the CSRBF
s
compact support.
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As it can be verified the above CSRBFs do not possess a complete basis. Fig 2.11 
shows Wendland’s C S R B F 3.
It was pointed out by [Liu, 2003] [Faul, 2000] that the RBF approximation does not 
interpolate low order polynomial functions, lacking low order consistency, i.e. 0-th and 
1st order of consistency. In order to recover the consistency, a low order polynomial 
basis should be added to the RBF approximation (2.67). This procedure and several 












Figure 2.11: Compactly supported radial basis function
Graphical representation of the CSRBF, ip(r) =  (1 —  r ,) l  introduced by Wend land [Wendland,
1995].
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2.6 Conclusions
In this section a review of the main aspects of the approximation procedure using 
the Weighted Residual method was presented. The Finite Element method basic for­
mulation was outlined as a background for the introduction of the main aspects of the 
meshless formulation. Some of the most common meshless approximation techniques 
and their main characteristics were introduced. As pointed out, the Kernel Estim­
ates, the Reproducing Kernel Particle method and the Moving Least Square method 
do not yield interpolation techniques, and therefore, when solving the boundary value 
problems, constraint methods must be used to properly impose the essential bound­
ary conditions. The polynomial interpolation procedure however presents singularity 
problems and may lead to a discontinuous approximation. The Radial basis function 
method has very attractive characteristics, however good approximation results are 
obtained via global approximation. Meshless methods may be formulated using the 
Galerkin method, the Petrov-Galerkin or Collocation Point technique. Some of the 
most common meshless techniques are briefly reviewed in the next chapter.
Chapter Three
Meshless methods
Abstract This chapter presents a brief overview of the history of the main meshless 
methods. Initially developed for modelling problems in Computational Mechanics, 
meshless techniques have also been applied to Computational Electromagnetics. 
Despite the fact that the mesh-free methods first application to CEM dates back from 
1992, it was only in the last couple of years that this community has shown an increased 
interest for this technique, unlike in the field of computational mechanics where the 
meshless methods have been intensively investigated and applied to a wide range of 
problems. In this Chapter some of the main works published on the application of 
meshless methods are highlighted briefly.
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3.1 Introduction
Based on the approximation procedures presented in the previous chapter, several 
meshless methods have been proposed over the last decade. Some are based on 
the Collocation Point technique and are said to be truly mesh-free. Others, based 
on the Galerkin method, are said not to be so. However, until this day, no 
formal classification of these techniques have been proposed. This chapter does not 
concern with any classification of these methods, instead its objective is to present 
an overview of the main developments of the mesh-free idea, followed by a review 
of the main publications on the application of meshless methods to Computational 
Electromagnetics.
3.2 Meshless Methods - The History
3.2.1 The Smoothed Particle Hydrodynamics
The advent of the mesh free idea dates back from 1977, with Monaghan and Gingold 
[Gingold and Monaghan, 1977] and Lucy [Lucy, 1977] developing a Lagrangian 
method based on the Kernel Estimates method to model astrophysics problems. This 
method, named Smoothed Particle Hydrodynamics (SPH), is a particle method, based 
on the idea of replacing the fluid by a set of moving particles and transforming 
the governing partial differential equations into the kernel estimates integrals given 
in (2.40). Quoting from Monaghan [Monaghan, 2005] “ For the mathematicians,
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the particles are just points from which properties o f the fluid can be calculated. 
For a physicist, the SPH particles are material particles which can be treated 
like any other particle system". The SPH technique represented a breakthrough 
in computer modelling of fluid dynamics problems since its gridless characteristic 
alleviated problems with grid distortion, which until then limited the application of 
the Lagrangian approach in fluid dynamics [Vignjevic, 2004].
Despite the SPH success in modelling astrophysics phenomena, it was only after the 
90’s that the SPH was applied to model others classes of problems. This consequently 
exposed some inherent characteristics of the method, such as tensile stability, energy 
zero, lack of interpolation consistency and difficulty in enforcing essential boundary 
conditions [Belystchko et al., 1996]. The latter two are consequences of using the SPH 
to model bounded problems, since originally the SPH was formulated to model open 
problems. Over the past years many modifications and correction functions have been 
proposed in an attempt to restore the consistency and consequently the accuracy of 
the method [Randles and Libersky, 1996] [Vignjevic et al., 2000] [Liu and Liu, 2006] 
[Liu et al., 2003]. The SPH method has been successfully applied to a wide range 
of problems such as free surface impact [Oger et al., 2005], magnetohydrodynamics 
[Price, 2004] [Morris, 1996], explosion phenomena, heat conduction and many other 
computational mechanics problems presented and discussed in extensive reviews of 
SPH, such as [Li and Liu, 2002] [Liu and Liu, 2003] [Vignjevic, 2004].
3.2.2 The Diffuse Element Method (DEM)
The first mesh-free method based on the Galerkin technique was only introduced
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over a decade after Monaghan and Gingold first published the SPH method. The 
Diffuse Element Method (DEM) was introduced by Nayroles and Touzot in 1991. 
Many authors state that it was only after the Diffuse Element method that the idea 
of a mesh-free technique began to attract the interest of the research community. The 
idea behind the DEM was to replace the FEM interpolation within an element by the 
Moving Least Square local interpolation. In [Breitkopf et al., 2004] the authors define 
the diffuse element geometrically as being an intersection of domains of influence of 
connected nodes.
3.2.3 The Element-Free Galerkin (EFG)
In 1994 Belytschko and colleagues introduced the Element-Free Galerkin Method 
(EFG) [Belystchko et al., 1994], an extended version of Nayroles’s method. The 
Element-Free Galerkin introduced a series of improvements over the Diffuse Element 
Method formulation, such as
• Proper determination of the approximation derivatives: In DEM the derivat­
ives of the approximation function are obtained by considering the coefficients 
b  in (2.50) as constants, such that
d U h{yi) d p r (x) 
d x ~  =  “ r f ^ b(x)
In EFG the fu ll form of the derivatives is used, such that
d U h{yi) d p r (x) T d b (x )
dx =  ~ d x " ~  ( } P ( x ) ~ ^ T
Belytschko argues in his paper that neglecting the derivatives of b(x) detracts 
significantly the accuracy of the method.
Three Meshless methods 55
quadrature cells
n o d e s - ^ _
*
•
♦  #  
•
X X







^  ♦ •
•
______________ _______ J..... « .............
•
♦






Figure 3.1: EFG background cell structure.
Schematic representation of the background cell used in the EFG method to perform
numerical integration.
• Imposing essential boundary conditions: The MLS trial function does not 
yield an interpolation U  (x) ^  U h(x), therefore the essential boundary 
conditions are not directly satisfied. Belytschko showed that the DEM fails to 
pass the patch test due to the lack of properly enforcing these conditions. In the 
EFG formulation, Lagrange Multipliers are used in the weak form to enforce the 
essential boundary conditions.
• Process for Numerical Integration: Meshless methods based on the Galerkin 
technique require numerical integration of the weak form. In the Element-Free 
Galerkin an auxiliary cell structure, shown in Fig. 3.1, is used in order to create 
a “structure" to define the quadrature points.
Element-Free Galerkin was found to be more accurate than the Diffuse Element
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method, although the “improvements" implemented in the method increased its 
computational costs [Belystchko et al., 1994]. EFG is one of the most popular mesh- 
free methods and its application has extended to different classes of problems such 
as fracture and crack propagation [Belytschko et al., 1994] [Belytschko and Tabbara,
1996], wave propagation [Lu et al., 1995], acoustics [Suleau et al., 2000] [Bouillard 
and Suleau, 1998] and fluid flow [Singh, 2004].
Many authors state that the use of a background cell to perform the numerical 
integration eliminates the mesh-free characteristic of the EFG, therefore the method 
is not a truly mesh-free method.
3.2.4 Reproducing Kernel Particle Method
In 1995 Liu proposed the Reproducing kernel particle method (RKPM) [Liu et al., 
1995] in an attempt to construct a procedure to correct the Smoothed Particle 
Hydrodynamics lack of consistency. The RKPM has been successfully used in 
multiscale techniques [Liu and Jun, 1998] [Zhang et al., 2005b], vibration analysis 
[Zhou et al., 2005], fluid dynamics [Liu et al., 1997a] and many other applications. 
Later, a combination of MLS and RKPM resulted in the Moving Least Square 
Reproducing Kernel Particle method [Liu et al., 1996] [Liu et al., 1997b].
3.2.5 Finite Point Method_____________________________
The Finite Point method was proposed by Onate and colleagues in 1996 [Onate 
et al., 1996b] [Onate et al., 1996a]. It was originally introduced to model fluid 
flow problems and later applied to model many other mechanic problems such as
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elasticity [Onate et al., 2001] and plate bending problems [Bitaraf and Mohammadi, 
2005]. The method is formulated using the Collocation Point technique and any of the 
following approximation techniques, Least Square approximation (LSQ) [Lancaster 
and Salkauskas, 1986], Weighted Least Square approximation (WLS) [Lancaster and 
Salkauskas, 1986] or Moving Least Squares (MLS) can be used to construct the trial 
functions.
3.2.6 Meshless Local Petrov-Galerkin___________________
The Meshless Local Petrov-Galerkin introduced by Atluri and Zhu in 1998 [Atluri 
and Zhu, 1998] presents a different approach in constructing a mesh-free method. It is 
based on the idea of the Local weak form  which eliminates the need of the background 
cell and, consequently, performs the numerical integration in a mesh-free sense. The 
MLPG uses the Petrov-Galerkin method in an attempt to simplify the integrand of the 
weak form. The method was originally formulated using the MLS technique and later 
Atluri extended the MLPG formulation to other meshless approximation techniques. 
The freedom of choice for the test function in the Petrov-Galerkin allows different 
MLPG schemes [Atluri and Shengping, 2002], which are presented in the next chapter. 
The MLPG and its different schemes have been applied to a wide range of problems 
such as Euler-Bemoulli Beam Problems [Raju et al., 2004], solid mechanics [Xiao 
et al., 2003], vibration analysis for solids [Gu and Liu, 2001], transient heat conduction 
[Batra et al., 2004], amongst many others.
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3.2.7 Radial Basis Functions___________________________
Radial basis functions were first applied to solve partial differential equations in 
1991 by Kansa, when a technique based on the direct Collocation method and the 
Multiquadric RBF was used to model fluid dynamics [Kansa, 1990a] [Kansa, 1990b]. 
The direct Collocation procedure used by Kansa is relatively simple to implement, 
however it results in an asymmetric system of equations due to the mix of governing 
equations and boundary conditions. Moreover, the use of Multiquadric RBF results in 
global approximation, which leads to a system of equations that is characterised by a 
dense stiffness matrix [Golberg et al., 1996]. The RBF Hermite-Collocation [Jumarhon 
et al., 2000] was proposed as an attempt to avoid the asymmetric system of equations. 
Both globally and compactly supported radial basis functions have been used in the 
Hermite-Collocation method to solve PDEs [Zhang et al., 2000a] and results have 
shown that the global RBF yielded better accuracy. However the authors pointed out 
that the compactly supported stiffness is a sparse matrix, while the global RBF results 
in a dense matrix that may become impractical to solve in the case of a large number 
of collocation points. Recently, another approach based on the global RBFs has been 
proposed. The method named Local Multiquadric suggests the construction of the 
approximation using sub-domains, causing the Multiquadric RBF to be truncated at 
the “boundaries" of the sub-domains, resulting in a local approximation and a sparse 
stiffness matrix [Lee et al., 2003].
Radial basis functions have also been used in the Boundary Element method 
formulation, such as in the Dual Reciprocity Method (DRM) [Golberg et al., 1998]
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[Golberg et al., 1999] , Method of Fundamental solution (MFS) [Ramachandran and 
Balakrishnan, 2000] and the RBF Boundary Knot method (BKM) [Chen, 2001], [Chen 
and Tanaka, 2002]. These methods have been successfully applied to solve non-linear 
problems in Computational mechanics.
A variational approach to solve the Boundary Value Partial (BVP) using compactly 
supported radial basis function has been investigated by [Wendland, 1999]. Another 
approach suggested the use of radial basis functions in the Meshless Local Petrov- 
Galerkin formulation [Atluri and Shengping, 2002].
In the last decade the radial basis function approximation technique has undergone 
intensive research. However, a large number of publications on the subject concern 
its mathematical proof and foundations. An extensive review on the mathematical 
background of RBFs is presented in [Buhmann, 2003]. Some applications of the 
RBFs in the solution of physical problems worthy of mention are transport phenomena 
[Sarler, 2002], heat conduction [Zerroukat et al., 1998], analysis of Kirchoff Plates 
[Leitao, 2002] and Euler-Bemoulli beam problems [Raju et al., 2004] amongst others.
3.2.8 Point Interpolation Method
The Point Interpolation method (PIM) uses the Polynomial Interpolation technique 
to construct the approximation. It was introduced by Liu in 2001 as an alternative 
to the Moving Least Square method [Liu and Gu, 2001c] [Liu and Gu, 2002]. The 
PIM, originally based on the Galerkin method, suffers with the singularity of the 
interpolation matrix and also does not guarantee the continuity of the approximation 
function. Several approaches have been investigated by Liu in an attempt to overcome
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these problems [Liu, 2003]. Improvements have been obtained using the Local Petrov- 
Galerkin method and Multiquadric radial basis functions. This procedure resulted in 
Local Radial Point Interpolation methods (LRPIM). The LRPIM has been applied to 
solid mechanics [Liu and Gu, 2001a], fluid flow problems [Wu and Liu, 2003] and 
others applications are referred to and examined in detail in [Liu, 2003].
3.2.9 Other Meshless Methods_________________________
Some of the most popular and important meshless methods have been presented 
in the previous subsections. However there is a great number of Meshless Methods 
documented in the literature and it is not in the scope of this work to present a detailed 
description of all of them. Nevertheless, the following methods are also considered 
worthy of mention:
Duarte and Oden introduced in 1995 the H-p Cloud method which is a mesh-free 
method based on h and p  enrichment of the approximation functions [Duarte and Oden, 
1995] [Duarte and Oden, 1996].
A meshless method based on the Boundary Element method (BEM) was first 
introduced by Mukheijee and Mukheijee [Mukherjee and Mukheijee, 1997a] and 
named Boundary node method. Later a similar approach was used by Zhu and Atluri 
and named Local Boundary Integral Method (LBIM) [Zhu et al., 1998]. The LBIM 
differs from the former due to the use of the local weak form, instead of the global 
weak form approach.
In 2000, De and Bathe introduced the method of Finite Spheres [De and Bathe,
2000], which can be seen as one of the MLPG schemes. The method of Finite Spheres
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uses the Partition of Unity [Babuska, 1997] to construct the approximation function 
and therefore essential boundary conditions are satisfied a priori.
3.3 Some issues in Meshless Methods Implement­
ation
Essential Boundary conditions
The main drawback of meshless approximation techniques such as MLS and RKPM 
is the lack of Kronecker delta property, which results in difficulties to impose the 
essential boundary conditions. Many techniques have been developed in the recent 
years in an attempt to overcome this problem in an efficient and accurate way. 
Belytschko and colleagues proposed the use of Lagrange Multipliers [Belystchko 
et al., 1994]. Mukheijee and Mukheijee investigated the modified variational method 
[Mukheijee and Mukheijee, 1997b], Krongauz and Belytschko proposed a hybrid 
method coupling EFG with FEM [Krongauz and Belytschko, 1996], Lu and colleagues 
[Lu et al., 1995] adopted a formulation using a weak form o f the essential boundary 
condition, Zhu and Atluri proposed a modified collocation method and the use of the 
penalty method [Zhu and Atluri, 1998]. Li and co-workers proposed an approach based 
on using collocation points on the boundaries [Li et al., 2003].
The Lagrange Multiplier is the most common technique used in EFG, despite its 
shortcomings. The method increases the number of unknowns in the system and leads 
to a non positive definite stiffness matrix.
The Modified variational method is derived from the formulation of the weak form,
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as presented in Chapter 2, and can be seen as the physical counterpart of the Lagrange 
Multiplier [Zienkiewicz and Taylor, 2000]. Unlike the Lagrange multiplier technique, 
this procedure leads to a positive definite stiffness matrix and does not increase the 
number of unknowns in the system. However it is said to be less accurate when 
compared with the Lagrange multipliers [Fries and Matthies, 2003].
Coupling meshless methods with other methods, such as FEM [Rao and Rahman,
2001] [Hegen, 1996], and BEM [Liu and Gu, 2000a] [Liu and Gu, 2000b], is an 
idea that has attracted great interest from the meshless community. In particular, the 
use of a hybrid technique meshless-FEM to impose the essential boundary conditions 
[Krongauz and Belytschko, 1996]. This approach consists of adopting a single layer of 
elements along the boundaries with essential boundary conditions, as shown in Fig. 3.2. 
The procedure is quite simple and guarantees that the boundary conditions are directly 
imposed. However, the coupling of both methods, FEM and MM, requires special 
algorithms.
The modified collocation method proposed by Zhu and Atluri was formulated in the 
context of the Moving Least Squares. The procedure is based on the idea that, since the 
MLS approximation given by U h(x) = 4>(x)W, where U. does not represent the true 
value of the function, i.e. U  (xj) ^  U i  [Zhu and Atluri, 1998]. The approximation 
function can be transformed by making VI — <F_1(x) U,  where U  h(x) =  U  (x). A 
similar idea was used by Chen and Wang in the Reproducing Kernel Particle Method 
[Chen and Wang, 2000].
The use of the Penalty method [Zhu and Atluri, 1998] [Gavete et al., 2000] is 
probably the most simple technique for imposing the essential boundary conditions.
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Figure 3.2: Mesh-free method combined with Finite Elements methods. 
Schematic representation of coupling FEM and Meshless for imposing the essential boundary
conditions.
The method does not influence the positive definiteness of the stiffness matrix and does 
not increase the number of unknowns. The difficulty with this method, however, is that 
the determination of the penalty parameter is arbitrary and it affects the accuracy of the 
method. It is well known that a large value penalty parameter yields better accuracy 
[Zienkiewicz and Taylor, 2000] [Liu, 2003].
The use of the Collocation Point method to impose the essential boundary is a 
straightforward procedure, the interior of the domain is formulated using the weak 
form and the boundary by the Collocation Point method. The final system of equations 
is then composed of different sets of equations, the weak form (interior) and strong 
form (the boundary) equations.
Interface betw een different m aterials
Another shortcoming of the meshless method approximation technique is that they
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lead to continuously differentiable approximations [Li et al., 2003], [Belystchko 
et al., 1996]. This characteristic of the meshless method approximation may result 
in difficulties when imposing discontinuities in the derivatives of the approximation 
function, which is normally required when modelling the interface between materials 
with different physical properties.
Few techniques have been proposed with the objective of introducing the discon­
tinuity on the derivatives while keeping the continuity of the function at the interface. 
Amongst the methods normally used, one can mention the Penalty method and the 
Lagrange Multipliers. Both approaches require each region to be considered separ­
ately as homogeneous regions and then combined by constraining the continuity of the 
function on the interface.
The Jump shape function procedure consists of imposing the discontinuity on the 
derivatives of the approximation function by adding to the approximation a function 
whose derivative is discontinuous at the interface [Belystchko et al., 1996].
The Collocation method uses two sets of nodes located at the same position along 
the interface, each set belonging to a different region. The continuity condition of the 
function field and the discontinuity in the function derivative are then imposed in each 
collocation point along the interface. This procedure can be used combined with the 
Galerkin method, the Petrov-Galerkin method or Collocation techniques. This method 
is very simple to implement specially when complex geometries are involved. The 
main characteristic of this procedure is that it increases the number of nodes in the 
model [Li et al., 2003]. This technique will be described in more detail later in this 
thesis.
Three Meshless methods 65
A vast list of publications can be found on the meshless subject. In the last five years 
the first monographs on mesh-free methods began to be published. G. R. Liu presents 
an overview of the Smoothed Particle Hydrodynamics formulation and applications to 
several problems [Liu and Liu, 2003], P. Breitkopt and A. Huerta presents a collection 
of publications on meshless methods and particle methods, and their applications in 
computational mechanics [Breitkopf and Huerta, 2004], S.N. Atluri presents a detailed 
study on the Meshless Local Petrov-Galerkin and the Boundary Integral Element 
and their application to different problems [Atluri, 2002] [Atluri, 2004], G. R. Liu 
presents an overview of the basic formulation of the meshless methods and investigates 
several aspects of the Element-Free Galerkin, Meshless Local Petrov-Galerkin, Point 
Interpolation Methods and Boundary Integral Element Method [Liu, 2003].
3.4 Meshless in Electromagnetics - An Overview
The application of meshless methods to computational electromagnetics started in 
the early 90’s, just after Nayroles published his paper on the Diffuse Element method. 
However, up to this day, it is still very modest as compared with its application to 
computational mechanics. In this section the most relevant publications on the subject 
are covered briefly.
The application of meshless methods to model computational electromagnetics was 
first introduced by Yve Marechal in 1992, when he applied the Diffuse Element method 
to model two-dimensional static problems [Marechal et al., 1992]. Later Marechal 
examined the application of DEM as a post-processing tool for CEM [Marechal et al., 
1993] [Marechal et al., 1994]. More recently, the Diffuse Element method has been
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used in electromagnetic devices optimisation [Costa et al., 2001] [Costa et al., 2004].
In 1998 the Moving Least Square Reproducing Kernel Particle method (MLSRKPM) 
was applied to model two-dimensional static electromagnetic problems [Viana and 
Mesquita, 1998] [Viana, 1998]. This technique is a modified version of the Element- 
Free Galerkin where the MLS approximation is replaced by the MLSRKPM approx­
imation. Viana also presents a comparison between both procedures and showed that 
the MLSRKPM yields better accuracy [Viana, 1998]. Results were also compared with 
FEM.
The Element-Free Galerkin has been applied to model small gaps between conductors 
[Liu, 2004], static and quasi-static problems [Xuan et al., 2004b] and to model the 
detection of cracks by pulsed eddy current in Non-Destructive Testing [Xuan et al., 
2004a].
A combined FEM and EFG was used in [Ho et al., 2004a] [Ho et al., 2005]. The 
proposed technique suggested the use of a coarse Finite Element mesh and free-nodes 
(meshless) as a refinement tool for the FEM solution. The free-nodes should be added 
in regions subjected to sharp gradients. The method was successfully used to investig­
ate 3-D eddy current problems [Ho et al., 2004a].
The Element-Free Galerkin has also been successfully applied to model Magneto- 
hydrodynamcis [Lopes et al., 2002].
The Point Collocation Fast Moving Least Square Reproducing Kernel method was in­
troduced and applied to model two-dimensional electromagnetics problems [Kim and 
Kim., 2004]. Kim proposed an alternative formulation to the MLS-RKPM that uses a 
variable dilation parameter, which allows a more flexible algorithm and improves the
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accuracy.
Several aspects of the meshless formulation have been investigated under the CEM 
context such as the interface between different regions, boundary conditions [Ho et al.,
2001] [Marechal, 1998] [Herault and Marechal, 1999], and meshless nodal distribution 
[Herault et al., 2001].
Different meshless methods have been proposed to model a two-dimensional power 
transformer. In [Yang et al., 2003] the Wavelet-Element Free Galerkin was proposed. 
This technique used the so called Wavelet-Element Free Galerkin method combined 
with a layer of single Finite Element mesh along the boundary with essential boundary 
conditions. In [Ni et al., 2004] the Meshless Local Petrov-Galerkin based on the 
MLS approximation modified by the jump junction was used. Lagrange Multipliers 
were employed to enforce the essential boundary conditions. In [Ho et al., 2004b] a 
hybrid Wavelet and Radial basis function was investigated. The radial basis functions 
approximation method is used along the external boundaries to enforce the essential 
boundary conditions in a straightforward manner.
A coupled Meshless Local Petrov-Galerkin and FEM was investigated in [Meiling 
et al., 2004] to model a two-dimensional electrostatic problem.
Meshless Radial Basis Functions have also been applied to CEM. In [Jiang et al.,
2002] the author applies the Hermite-collocation method using the Wendland’s RBF 
to model elliptical waveguides. The use of meshless techniques to model curved 
boundaries offers great advantages over mesh based methods, since the boundaries 
can be accurately represented. The results shown in [Jiang et al., 2002] presented 
reasonable accuracy when compared to the analytical solutions.
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The Meshless Local Petrov-Galerkin with Radial basis functions was applied to 
model 2-D magnetostatic problems in [Viana et al., 2004a]. In this work a Heaviside 
step function is used as the test function in the RBF-MLPG formulation. The procedure 
reduces considerably the computational cost required in the numerical integration and 
the results presented good agreement with the Finite element method. Later, Viana 
examined the Local Radial Point Interpolation Method to model 2-D eddy current 
problems [Viana et al., 2004b]. The method yielded good agreement compared to the 
analytical solution. In both works Viana used the Local Multiquadric approach and 
the local weak form techniques. The procedure results in a truly mesh-free method, 
alleviating the need for a background mesh and constraint techniques to impose the 
essential boundary condition.
Very recently the use of the SPH to model time-domain Maxwell equations was 
proposed in [Ala et al., 2005]. This procedure uses the SPH approximation function to 
represent the fields, E  and H , in the finite difference time domain scheme. The nodes, 
or particles, as they are normally referred to in the SPH, are arranged in a uniform 
grid, similar to the Yee grid [Taflove and Hugness, 2000]. The absorbing boundary 
conditions, traditionally used in the Finite Difference Time Domain (FDTD), are easily 
implemented in the SPH procedure. The application of SPH to model time domain 
electromagnetic problems may open a new range of possibilities in Computational 
Electromagnetic Modelling.
A combination of PIM and BEM named Boundary Meshless Method (BMLM) was 
proposed by [Zhang et al., 2005a] to model two-dimensional transient electromagnetic 
problems. The proposed method uses the advantages of BEM in reducing the dimen­
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sionality of the problem under investigation, and then uses the PIM approximation 
technique in one dimension, avoiding the singularity problem of the interpolation mat­
rix. The authors pointed out that the BMLM is elegant and efficient. Their results 
were compared to the analytical solution and showed very good agreement. However, 
applying this method to higher dimensions may lead to difficulties due to the inherent 
problems of PIM interpolation that leads to singularities of the interpolation matrix.
3.4.1 Conclusions____________________________________
Meshless methods theory is still in its infancy compared with Finite Elements and 
Finite Difference. However, in the last decade the development of mesh-free theory 
has increased due to the intensive research that the subject has undergone. Some claim 
that no proper mathematical analysis has been performed on these methods, others that 
there is a need for proper classification of these methods, claiming that methods based 
on the Galerkin formulation are not truly mesh-free due to the use of background cells. 
Collocation point methods are said to be truly mesh-free, however, the procedure is 
known for its instability and low accuracy. On the other hand the Galerkin procedure 
is stable and more accurate. The application of meshless methods to CEM has not yet 
made a great contribution. However, in the few publications found, one can verify that 
these methods offer advantages either on their own or coupled with FEM and more 
investigation is needed in order to take full advantage of these procedures.
Chapter Four
Radial Basis Functions with 
polynomial basis
Abstract In this chapter the Radial basis functions approximation method with 
polynomial basis added to its formulation is presented. The effects of the polynomial 
basis are analysed and the performance of the method in surface fitting is compared 
with the Moving Least Squares method. Different RBFs are considered and special 
attention is given to the Multiquadric RBF, focusing on some of the issues related to 
its application.
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4.1 Introduction
This chapter does not concern the mathematical background on RBFs theory, but 
rather the practical issues involving theirs application. At this stage, the analysis 
focuses on function fitting. Later in Chapter 6 the analysis is extended to the solution 
of boundary value problems.
In the literature, it is very common to find the radial basis function approximation 
method formulated in the way it was presented in Chapter 2. Some authors refer to it 
as the basic RBF formulation [Power and Barraco, 2002]. Recalling from Chapter 
2, RBFs are divided into two classes, the globally supported and the compactly 
supported. However, the RBF theory also classifies the radial basis functions as 
being either positive definite (PD) or conditionally positive functions (CPD). Unlike 
the compactly supported functions, which are always positive definite, some of the 
globally supported RBFs are conditionally positive definite. For instance, the Gaussian 
RBF and the inverse Multiquadric are positive definite while the Multiquadric is 
conditionally positive definite. Usually a factor m  G N is used to characterise whether 
the radial basis function is PD or CPD, such that if m  =  0 the function is positive 
definite and if m  > 0 it is conditionally positive definite. For the conditionally 
positive definite radial basis function, the “basic" RBF approximation is augmented 
by a polynomial basis of order at most m  — 1 [Powell, 2005] in order to guarantee a 
unique solution. As presented by Powell the factor m  for some of the most popular 
RBFs is given by






Thin plate spline 2
cubic 2
Table 4.1: Factor m  for different radial basis functions
However, the use of the polynomial seems somewhat arbitrary. It was proved by 
Wang and Liu [Wang and Liu, 2002] that the addition of a linear polynomial term into 
the RBF basic formulation guarantees the reproduction of polynomial functions. Faul 
[Faul, 2000] points out in her work that any RBF can be augmented by a polynomial 
term of degree at most m , i.e. f°r a positive integer m.
In the following section the formulation of the RBF with the polynomial basis is 
presented. Its effect on the approximation results is verified considering different radial 
basis functions, such as the Multiquadric, the Cubic and two compactly supported 
RBFs (one belonging to C2 and the other to C4).
4.2 Radial basis function with polynomial basis
This chapter starts by discussing the approximation of a function U : Md —► R 
from a set of scattered nodes. Hence, it is assumed a pairwise set of distinct nodes 
X =  { x i,x 2, . . .  ,xjv} c  Rd and a function values U  (xi), U  (x2), . . . ,  U  (xjv).
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The idea of the radial basis function method is to choose a fixed function ^ ( | |x —x /||)  : 
Md —> M, which is continuous and depends only on the separation distance between the 
nodes of the set X, such that the approximation at an arbitrary point x g can be written 
as:
N  m
+ = ^ T(Xq) a  +  p T(x9)b (4.1)
1=1 3=1
where a i  are unknown constants, m  is the number of monomials in the polynomial 
basis pj G r im (^ d)’ d >  0 and b are the unknown polynomial coefficients.
The coefficients a i  and bj are determined by the interpolation condition
U  fc(x/ ) =  U  (x,) 1 <  /  «  N
and by the constraint condition
N
^ a / p ( x / )  =  0
7=1
Therefore, by satisfying the interpolation condition at all N  data nodes
N




u  h(*2) =  5 ^ a / ^ ( | | x 2  -  X / I I )  +  Y^ Pj(x2)bJ
1=1 j = l
N
U h(xN) = ^ a /V ^ d lx jv  -  X/1|) +  'Y l'P j(*2)bj
3=11=1
results in a system of equations given by
■




id 3^ 0 b 0
(4.2)
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The matrix R q is denoted as the interpolation matrix. The coefficients a  and b  are 
determined by solving the above system, such that
(4.6)
Since the set of nodes in X are all distinct, the inverse matrix in (4.6) always 
exists. Once the coefficients a  and b  have been determined, the function U  can 
be approximated at any arbitrary point x  G 0 . The following procedure is used in 
order to present the RBF approximation in terms of the shape function 4? [Liu, 2003]. 
Making
s a = R q -1 -  R q -1 Pms„ (4.7)
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S6 =  [P £  R q - 1 P™ ]-1 P £  R q - 1 (4.8)
yields
OL = Sa U (4.9)
b  =  S bU (4.10)
Substituting a  and b  into (4.1), the RBF approximation function at any x: G is given
by
U h( x ) =  [\PT(x)Sa +  p T(x)S{>] U (4.11)
The interpolation matrix can be defined as
$ (x )  =  \PT(x)Sa 4- p T(x)Sb (4.12)
where 4?(x) =  [^ (x ), <^2(x), • • • , 0N(x)] are the trial shape functions. Substituting
(4.12) into (4.11) we have the final RBF approximation function, or the trial function
as it is referred to in Chapter 2.
U h(x) = $ (x )  U (4.13)
4.2.1 The effect of the polynomial basis
In order to verify the effect of introducing the polynomial basis in the RBF 
approximation, the basic formulation given in Chapter 2, and the one above were used 
to performed the fitting of a polynomial function. Four different radial basis functions 
were considered, two being globally supported and two compactly supported. Both 
globally supported RBFs, the Multiquadric and the cubic are conditionally positive 
definite. It is shown here that despite the fact that the CSRBFs are PD, therefore,
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“theoretically" there is no need for adding the polynomial basis, by making it so it 
improves the approximation of polynomial functions. The RBFs are given by
• C S R B F 1  = (1 -  r*)t(4  +  16rs +  12 r2 +  S r 3s) e  C2 D P D ( R 3)
•  C S R B F 2  = (1 -  r 5)® (35 r2 +  18 r a +  3) G C4 D P D ( R 3)
•  M Q  = (C 2 +  r2f  e  C°°
•  C U B  = r 3 e  C2
where C S R B F  stands for compactly supported, M Q  for the Multiquadric, and CU B  
for the cubic RBF. The ()+ denotes the usual truncated power function, such that
(1 -  r3)+ = <
(1 -  r3) if 0 <  r s <  1 
0 for r3 > 1
P D (R d) denotes that the function is positive definite in Md. r  represents the Euclidean
r
distance, rs is the normalised distance given by rs = - ,  s being the size of the
5
compact support of the CSRBFs. C  and (5 are the shape function parameters of the 
Multiquadrics.
All the above four RBF are used to perform the interpolation of f ( x , y )  =  x  4- y 
at 11 x 11 uniform points in a domain [2,4] x [2,4]. An arrangement of 5 x 5 
uniform nodes, where the function is known, are used as centres to construct the 
approximation with and without a polynomial basis. The polynomial is given by a 
linear basis [1, x, y]9 implying m  = 3.
The relative errors of fitting the function and its derivative in respect to x  at the 121 
points are shown in the following figures. The Multiquadric parameters are assumed
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to be C  =  1 and (3 =  0.5, and the size of the compact support of the CSRBFs is taken 
to be s =  3.
Comparing the results shown in Fig. 4.1 to Fig. 4.2 one can verify that when a 
linear polynomial basis is used, all four tested RBFs yielded very good accuracy. 
However, without the polynomial basis the RBFs cannot reproduce the polynomial 
function exactly. The situation is even worse when the MQ and the CSRBF were used 
to approximate the function’s derivative. The x —derivative is shown in Fig. 4.3. The 
^-derivative has the same behaviour and it is not shown here. Without the polynomial 
basis the error in the derivative approximation is unacceptable.
The effect of the polynomial basis in the approximation of the linear polynomial 
function is clear. However, its influence in the shape of the basis or shape function 
is not visually so evident as observed in Fig. 4.4(a) and Fig. 4.4(b), where the shape 



















Four Radial Basis Functions with polynomial basis 78
CSRBFl with linear polynomial basis (b) CSRBFl without a linear polynomial 
basis
(c) CSRBF2 with linear polynomial basis (d) CSRBF2 without a linear polynomial 
basis
Figure 4.1: Compactly supported RBF interpolating a polynomial function
Relative error distribution of fitting f(x,  y) =  x +  y using Compactly Supported radial basis 
functions with and without a linear polynomial basis.
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(a) Cubic with linear polynomial basis (b) Cubic without a linear polynomial 
basis
(c) MQ with linear polynomial basis (d) MQ without a linear polynomial basis
Figure 4.2: Globally supported RBFs interpolating a polynomial function
Relative error distribution of fitting f ( x , y ) =  x 4- y using globally supported RBFs (the 
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(a) MQ with linear polynomial basis (b) MQ without a linear polynomial basis
(c) CSRBF1 with linear polynomial basis (d) CSRBFl without a linear polynomial
basis
Figure 4.3: Radial basis functions interpolating the x —derivative of a polynomial 
function
Relative error distribution of fitting using the Compactly Supported and the
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|^]i|ERBF1 without polynomial basis 
O CSRBF1 with polynomial______
(a) CSRBFl shape function with and without the polynomial basis
without polynomial basis 
O MQ with polynomial basis
(b) MQ shape function with and without the polynomial basis
Figure 4.4: RBF shape functions with and without a linear polynomial basis 
Effect of a linear polynomial basis in the shape function of the CSRBFl and the Multiquadric.
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4.3 The Multiquadric RBF
The Multiquadric was originally proposed by Hardy as \ / l  +  r2 and later written in 
a more general form (C 2 +  r 2)^, where C > 0 and (3 G Q. If /? <  0 it results in the so 
called inverse or reverse Multiquadric. Very often one may also find the Multiquadric
p
written as y / l  +  (e r )2 or ( l  +  (e r )2) 2, where in this case (3 is an integer odd number
and e =  i  
G
The Multiquadrics is one of the most popular RBFs used in the solution of PDEs 
[Wang and Liu, 2002] [Shu et al., 2004] [Kansa, 1990a] [Kansa, 1990b]. The main 
reason for that is perhaps its exponential convergence [Kansa and Hon, 1999]. The 
advantages of the MQ were first pointed out over about 20 years ago when Franke 
compared over 20 interpolation techniques [Franke, 1982]. Zang and co-authors 
showed the superiority of the Multiquadric over the compactly supported RBFs [Zhang 
et al., 2000b]. However, adopting the MQ-RBF requires some considerations. The two 
shape parameters C  and (3 have a strong influence on the shape of the Multiquadric. 
Moreover, they affect the accuracy of the approximation. The choice of the parameter 
C  is somehow arbitrary. It is well known that higher values of C  yield better accuracy, 
however for a given approximation problem they may lead to the ill-conditioning of 
the interpolation matrix R q. The identification of an optimal parameter C  has been the 
subject of intensive research. Some authors have proposed different values, namely: 
Franke proposed C  =  1.25 D,  where D  is the mean distance between all the nodes 
[Power and Barraco, 2002] [see reference within]; Hardy suggested C  =  0.85 d, being
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d = jj YliLi di and di the distance between the i — th  data node and its nearest 
neighbour [Wang and Liu, 2002] [see reference within], C  as C  =  a cdc where a c 
is a dimensionless constant and dc is a measure of distance [Liu et al., 2004], [Liew 
and Chen, 2004]; Kansa suggested a normalised C = ^ = ; Beaton used C = ^ = ; 
Wang and Liu proposed /? =  1.03 or (3 =  0.98 and C  =  1.42 as optimal parameters, 
when using the MQ in the localised approximation approach [Wang and Liu, 2002].
Carlson and Foley [Carlson and Foley, 1991] showed, through a series of numerical 
observations, that the choice of the parameter C  strongly depends upon the function to 
be approximated. They observed that large values of C  provided better approximation 
results for functions with a quadratic-shape. Rippa [Rippa, 1999] proposed an 
algorithm for selecting an optimum value for C  based on the number of nodes and 
on the condition number of the interpolation matrix. All the above strategies concern 
only the accuracy of the approximation of a function in a global domain [Wang and 
Liu, 2002] and optimisation techniques to identify the “optimal" C  by minimising the 
approximation error can be easily implemented. However, it is not viable to use such 
procedures in the solution of partial differential equations.
In an attempt to overcome the ill-conditioning of the interpolation matrix for solving
PDEs using the Collocation method, Kansa suggested a procedure in which the
parameter C  varies from node to node, C(j)  = C 2 min I -™ax-J , where
\  ^ min J
j  = 1,2, . . . , A  and cmax and cmin are input parameters [Kansa, 1990b]. This 
procedure can be seen as introducing “perturbations" in the interpolation matrix, 
forcing its coefficients to be different and decreasing the condition number.
When applying the Local Multiquadric approach, either Collocation and Petrov-
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Galerkin, the matrix R q is required to be directly inverted at each point under 
investigation. Therefore, selecting suitable parameters that will keep the condition 
number at values such that the numerical errors of computing the inverse matrix can 
be considered acceptable is essential for the accuracy of the method.
4.3.1 The Multiquadrics parameters
In order to show how the shape parameters affect the shape of the Multiquadric 
RBF the following analysis is performed. A two dimensional domain [2,4] x 
[2,4] is used. The Multiquadric is assumed to be centred at the node (3,3), i.e 
M Q  =  ((x — 3)2 +  (y — 3)2 +  C2)13. By making /3 = 0.5 and varying the value of 
C = [0.1, 0.5, 1.0, 1.5, 2.5, 3.0] the shape of the Multiquadric changes as illustrated 
in Fig. 4.5. As C  increases the MQ becomes flatter and the distance from its centre 
increases according with the value of C.
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Figure 4.5: Multiquadric RBF for different values of C  
Behaviour of the shape of the Multiquadric RBF for different shape parameters C and
P  =  0.5.
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A cross section view of the figures shown in Fig. 4.5 taken along x  with y — 3 is
shown in Fig. 4.6. It is possible to verify from the figure that for small values of C  the
function has a “conical" shape, such that it converges towards the central node. As C
increases its value dominates the value of the function, and the function tends towards
a constant function. This implies that the coefficients of the interpolation matrix R q
are very similar, leading R q to ill-conditioning.
- A - C = 0 . 1  
—♦—C=0.5 
- o  -  C=1  
- <  -C=1.5  
- 0 - 0=2 
- ♦ - 0 = 3
Figure 4.6: Influence of C  in the shape of the Multiquadric
Cross section view of the behaviour of the Multiquadric RBF for different shape parameters C  
and P =  0.5. The values are taken along x with y =  3.
The parameter P affects the Multiquadric shape in a different manner as shown 
in Fig. 4.7. By keeping C  = 1 and varying P = [0.25, 0.90, 1.5, 2.5] the function 
becomes more concave as p  increases. Its centre, i.e. its minimum, stays always fixed 
at C  = 1 as observed clearly in the cross section view shown in Fig. 4.8.
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Figure 4.7: Multiquadric RBF for different values of /3 
Behaviour of the Multiquadric RBF for different shape parameters (3 and ( 7 = 1 .
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Figure 4.8: Influence of (3 in the shape of the Multiquadric
Cross section view of the behaviour of the Multiquadric RBF for different shape parameters ft 
and C  =  1. The values are take along x with y = 3.
The effect that these changes have upon the shape of the Multiquadric are reflected 
on the shape of the basis function as illustrated next. Comparing Fig. 4.9 and Fig. 4.10, 
it is possible to note that the higher values of C  leads the RBF shape function to have 
a larger and smoother support, and also large oscillations. A similar affect was also 





































Figure 4.9: MQ shape function for C — 0.1 and (3 =  0.5 










Figure 4.10: MQ shape function for C = 1 and (3 =  0.5 
For large values of C the RBF shape function has a larger support. It is also smoother and
presents some oscillations
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4.3.2 The Multiquadric - Interpolation matrix
This subsection starts with an intuitive proof that if the inverse of the interpolation 
matrix R q exists, the trial basis function would possess the Kronecker delta. The 
procedure presented below was introduced by Lee [Lee et al., 2003] and does not 
include the polynomial basis.
Let us assume that a function U  is to be interpolated at an arbitrary point x 9 by 
using the Multiquadric RBF, ip(r) = y/r2 +  C 2. Only two centres, x i and x 2, are 
used to build the interpolation matrix R q . According to (2.72) the RBF interpolation 
function is given by
Proof
U h(xq) = V >(x9) R q  lU (4.14)
such that
V’W  -  \ / l |x  — X i | |  + C2 v/ | | x - x 2|| +  C 2 (4.15)
and - i
a/ | | X i  — X i ||  + C 2 y/\ | x i  — X 2 || +  C 2
(4.16)
y/\ |x2 — X i  11 +  C 2 y/\\x.2 - X 2 || + C 2
The interpolation matrix R q  results in
- v/ | |x 2 - X i | |  +  C 2
C
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Recalling from chapter 2 that the RBF shape function is 3>(xg) =  i/>(xg)R q and by 
assuming that x q = x i, the shape function at x i is given by
* (Xl) = 01 fri) 02 (Xi) (4.18)
where 0i(xi)  =  1 and 02(xi) =  0. For 4>(x2) we have 0 i(x 2) =  0 and 02(x2) =  1. 
The above procedure can be extended to any number of centres.
The above proof is valid since the coefficients of the interpolation matrix are distinct. 
However, as C  increases the interpolation matrix coefficients tend towards the value of 
C. In this case inverting the interpolation matrix will introduces error in the solution 
and one can no longer guarantee that the trial shape function is one at the central node 
due to computational errors.
Wang [Wang and Liu, 2002] presented an analysis of the behaviour of the condition 
number of the interpolation matrix, considering a set of non-uniform nodes and 
different values of C  and (3. In this section a similar analysis is performed. Moreover, 
the analysis is extended to verify the residual of the inversion of the interpolation 
matrix by LU decomposition.
Condition number - Test 1
Initially a set of 25 non-uniform nodes is used to build the interpolation matrix. This 
set of 25 nodes will be referred to as SET25. Fig. 4.11 shows the condition number 
for different values of C  and /3. One can verify in the figure that for j3 < 0.7 the 
condition number is mainly determined by C , being its minimum, for each individual 
case, found in the range of 0.1 < (3 < 0.7. At (3 =  1 the interpolation matrix is 
singular. For (3 > 1.0 the condition number seems to become determined by the value
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-■  -C=1 
- + -C=1.5 —O—C=2 
— C=3
£  10 '
IQ'2
P
Figure 4.11: Condition number of the interpolation matrix - 25 nodes 
Analysis of the influence of C and ft on the condition number of the interpolation matrix using 
25 nodes. High values of C lead to high condition number. (3 € Z leads the interpolation
matrix to singularity.
It was verified that the manner in which the nodes were arranged does not affect the 
condition number, as it was also proved in [Wang and Liu, 2002]. Then the residual 
error due to the direct inversion of the interpolation matrix R q 1 via LU decomposition 
is verified. The residual corresponding to each value of C  and (3 is shown in Fig. 4.12.
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-* -C = 0.5
-  + - C=1.5
Figure 4.12: LU decomposition residual 
Residual for different values of C due to calculation of R q 1 via LU decomposition.
The condition number is also affected by the number of nodes used to build the 
interpolation matrix. If this number is now increased from 25 to 36, it can be 
observed in Fig. 4.13 that for the same values of C  and (3 the condition number 
has increased. For C  <  1.5 the condition number increased about 101 times, and 
for C  =  2 and C = 3 the increase was about 102 and 103 times, respectively.
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■+++ ++++H.^ _ _ t ............
- •  -C=0.5
- + - C=1.5
0 0 ° 0 0
10" 10' 10” 10 '
Figure 4.13: Condition number of the interpolation matrix - 36 nodes 
Analysis of the influence of C and (3 on the condition number of the interpolation matrix using 
36 nodes. High values of C lead to high condition number. (3 e Z  leads the interpolation
matrix to singularity.
Condition num ber - Test 2
Considering that the number of nodes also affects the condition number of R q ,  a 
value of C  that is dependent on the nodal spacing is adopted. C  is assumed to be given 
by C = K  dm, where dm  is the average distance between the nodes and A" is a constant 
given by AT =  [0.1, 0.5, 1.0, 1.5, 2, 3]. First the same set of 25 non-uniformly 
distributed nodes is used. One can note in Fig. 4.14(a) that the condition number is 
considerably smaller when compared with Fig. 4.11. Moreover, the condition number 
does not increase in magnitude when increasing the number of nodes to 36 as seen
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in Fig. 4.14(b). It was also verified that the arrangement of nodes did not affect the 
condition number.
-A-C=0.1*dm
- •  -  C=0.5*dm
- ■ -C=1*dm
- + -C=1.5*dm 
-0-C=2*dm
- *  - C=3*dm
if*






t  + ++ +$$2220000000OOO**! j ■ ■ ■ ■ + + + + + .
-A -C =0.1*dm
-  •  -C=0.5*dm 
- ■  -C=1*dm
-  + -C=1.5*dm
-  O - C=2*dm 
- ♦  -C=3*dm
10' 10 10“ 1 0 ’
(b) Condition o f the interpolation matrix - 36 nodes
Figure 4.14: Condition number for different values of C  and /?
Behaviour of the condition number when a parameter C is dependent of the nodal distribution.
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From the above test one can conclude that the parameter C  should be dependent 
on some distance measurement, which may be related to the nodal distribution in the 
whole domain or around the central node. Once again, we point out that the main 
concern of this analysis is when using the RBF approximation in the solution of PDE, 
where the number of nodes in the domain may be increased in order to improve the 
results. However, if the parameter C  is assumed to be constant, increasing the number 
of nodes will increase the condition number, which may lead to errors or also to 
singularity of the interpolation matrix. In Chapter 6  this analysis will be extended 
to the solution of partial differential equations.
4.4 The RBF local approach
The localised RBF approximation procedure was initially proposed based on the 
compactly supported RBF, which was expect to overcome the ill-conditioning problem 
and lead to a sparse stiffness matrix K. However, many researchers observed that 
in order to achieve acceptable accuracy with the CSRBFs its compact support needs 
to be relatively large, which consequently leads to a dense stiffness matrix and 
computational inefficiency.
Recently two other localised approaches have been proposed based on the globally 
supported RBFs, mainly using the Multiquadric [Lee et al., 2003], [Wang and Liu, 
2002]. The idea consists basically of building the approximation locally by defining 
the domain o f influence Q of the function as shown in Fig. 4.15, where the domain 
of influence is defined by the circular area. This procedure implies truncating the 
Multiquadric RBF on the boundaries of 0 . The size of the domain of influence is
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defined by its radius R  is usually taken as the average nodal spacing D  around the
node multiplied by a constant 7 , i.e. R  = 7  D.
In this section, the localised RBF approach is used to perform the surface fitting of 
two different functions. The Moving least squares approximation method, presented 
in Chapter 2, is also considered with the objective of performing a comparison of the 
accuracy of both methods.
Figure 4.15: Local approach in the RBF 
Schematic representation o f the localised approach used in the Local Multiquadric 
approximation, which truncates the MQ-RBF at the boundary o f the local domain also 
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4.5 Surface fitting using the local RBF approach
In this section, the performance of the local approach in fitting two different func­
tions and approximating their derivatives is investigated. The same two dimensional 
domain [2,4] x [2,4] is used. The function is required to be interpolated at a set of
121 nodes, using MQ-RBF, CSRBFl, the cubic RBF and the Moving Least Squares
method. A linear polynomial basis is used in both RBF and MLS methods. The effect 
of the size of the domain of influence R  is also investigated, such that different values 
of 7  were used.
Two different weight functions have also been adopted to implement the MLS 
method, that are given by
W (x) =  6  4  +  8  d) -  3 rf); (4.19)
and
W (x) =  1 - 3 4  +  2 4  (4.20)
11X  X/11
where df = -----=— - is a normalised distance and R  the size of the domain of
R
influence.
In the following graphs MLS(2) refers to the MLS employing (4.19) and MLS(3) 
employing (4.20).
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4.5.1 Fitting f ( x ,  y) =  x 2 +  y
It has already been shown that the RBFs can reproduce a polynomial function. 
However, the order of the polynomial function has now been increased. First a linear 
polynomial basis is used in both RBFs and MLS. By examining the results showed 
in Fig. 4.16 and Fig. 4 we can verify that the RBF performed better than the MLS. 
The accuracy of the RBF improved as the size of the domains was increased unlike 
the MLS. Fig. 4.18 shows the relative error distribution of the function fitting and its 
2 -derivative for 7  =  2.2, where once again the performances of the RBF and the MLS 
can be compared.
“i--------------------r
-■ -M Q  
-A - MLS(2) 
-♦-MLS<3) 
- • - C S R B F 1  
- > - CUBIC RBF
1.4 1.6 2 2.2 1 2 A  2.6
Figure 4.16: Relative error of fitting f ( x , y) = x 2 +  y 2 using different values of 7  
Analysis of the effect of the size of the domain of influence, R =  7  D, when fitting a 
polynomial function. Comparison of the relative error performed considering the localised 
RBF approach and the MLS method, both using a linear polynomial basis.
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- • - C S R B F l  
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1.2 1.4 1.6 1.1
 I______ I______ I______ I____
2.2 2.4 2.6 2.8





•  -CSRBF1 
> - CUBIC RBF
7
(b) Relative error o f fitting a^ ’v^
Figure 4.17: Relative error of fitting and using different values of 7  
Comparison of the relative error performed considering the localised RBF approach and the 
MLS method, both using a linear polynomial basis.
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•  - 0.1
•  - 0.2
(a) Relative error distribution o f fitting (b) Relative error distribution o f fitting 
f(x, y) =  x2 + y2 using MLS f (x , y) =  x2 +  y2 using the local MQ ap­
proach
(c) Relative error distribution o f fitting (d) Relative error distribution o f fitting 
using the MLS d~dx '  ^ using the local MQ approach
Figure 4.18: Relative error distribution for 7  =  2.2 - MLS vs. local MQ-RBF
Comparison of the relative error distribution of fitting a polynomial function and its 
x —derivative. Analysis performed using the MLS approximation method and the local Mul­
tiquadric RBF approach.
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Next we investigate the performance of the methods when the order of the polyno­
mial basis is increased. By assuming a quadratic polynomial basis, i.e. m  = 6 , one 
can verify the improvements in both RBFs and MLS results, as shown from Fig. 4.19 
to Fig. 4.20(b). Despite that, the RBFs still performs better than the MLS. Now it is 
also noticeable that the MLS results improve as the size of the sub-domains increase. 
Increasing the order of the polynomial basis to m =  6  implies that the number of 
nodes involved to build the approximation has also to be increased, since both RBF 
and MLS require the number of nodes involved in the approximation to be bigger than 
the number of terms in the polynomial basis, i.e. N  »  M , M  being the number of 
nodes used to build the approximation and N  the total number of nodes. Therefore, 




-♦-M L S<3) 
-• -C S R B F 1  
CUBIC RBF
1
Figure 4.19: Relative error of fitting / ( .t ,  y) =  x 2 4- y 2 using different values of 7  
Comparison of the effect of the size of the domain of influence, R =  7  D, when fitting 
f (x,  y) =  x2 +  y2. Analysis performed considering the localised RBF approach and the MLS 
method, both using a quadratic polynomial basis.
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(a) Relative error o f fitting 9
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(b) Relative error o f fitting
Figure 4.20: Relative error of fitting and using different values of 7  
Comparison of the relative error performed considering the localised RBF approach and the 
MLS method, both using a quadratic polynomial basis.
Four Radial Basis Functions with polynomial basis 104
4.5.2 Fitting /(x , y) = s in (x /5) +  cos(y/5)
The function to be considered now is not a polynomial function. The fitting 
is performed using a linear polynomial basis and different sizes of sub-domains. 
Observing the following figures one can once again note that the RBFs performed 
better that the MLS. In order to verify how the polynomial basis would affect the 
results, tests were also performed for m =  6 . However, no considerable improvements 
have been observed.
The relative error of the MQ and the MLS(3) approximation is shown in Fig. 4.23
Figure 4.21: Relative error of fitting f ( x , y )  = s in (x /5) -I- cos(y /5) using different 
values of 7
Analysis of the effect of the size of the domain of influence, R =  7  D, when fitting the function. 
Comparison of the relative error performed considering the localised RBF approach and the 
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(b) Relative error of fitting
Figure 4.22: Relative error of fitting df^ y  ^ and df£yV~ using different values of 7  
Comparison of the relative error performed considering the localised RBF approach and the 
MLS method, both using a linear polynomial basis.
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(a) Relative error distribution of fitting /(x , y) = sin(x/5) + 
cos(y/5) using the MLS
(b) Relative error distribution of fitting f (x, y) = sin(x/5) + 
cos(y/5) using the local MQ approach
Figure 4.23: Relative error distribution for 7  =  2.2 - MLS vs. local MQ-RBF
Comparison of the relative error distribution of fitting f (x,  y) =  sin{xj5) +  cos(y/5) 
performed by the MLS approximation method and the local Multiquadric approach.
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4.6 Condusions
In this chapter a more intuitive approach rather than a mathematical one has been 
taken in order to analyse the behaviour of the RBF approximation. An examination of 
the radial basis function approximation method has been carried out in the context of 
function fitting and some of the issues related to the use of the Multiquadric RBF have 
been highlighted.
The radial basis function and the Moving Least Square method have both been 
used to implement the fitting of a polynomial and a non-polynomial function. The 
performance of both methods have been examined. The RBF presented superior 
accuracy in both cases analysed. The radial basis function theory has been in constant 
development in the last decade. Despite its success in different areas there are still 
many issues to be further investigated.
Chapter Five
Meshless Local Petrov-Galerkin
Abstract After presenting a general overview of meshless methods, in Chapter 2, the 
formulation of the meshless method adopted in this thesis is introduced. The Meshless 
Local Petrov-Galerkin is based on the Local Weak form formulation, which allows the 
method to avoid the use of background cells for numerical integration. Therefore, the 
Meshless Local Petrov-Galerkin (MLPG) is said to be truly mesh-free. This chapter 
starts by describing the main idea behind the MLPG method. Its formulation is 
introduced and some issues related to its implementation are also pointed out.
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5.1 Introduction
Recalling form Chapter 2, the Gaierkin weak form is given by
M M _
U j  =
(5.1)
where 3>J(x) is the basis of the test function, <$J (x) is the basis of the trial function
and a  is the penalty parameter used to enforce the Dirichlet boundary condition on Tu,
previously in Chapter 2. One should note that in (5.1) the unknown variable v  has 
been substituted by U , however, as the approximation does not satisfy the boundary
The main difficulty with the meshless Gaierkin type of methods is how to solve (5.1) 
numerically. This requires the integration to be evaluated over the whole domain, 
this being the reason why (5.1) is also referred to as global weak form [Atluri and 
Shengping, 2002]
In order to evaluate the term
it is necessary to take into consideration the overlapping between the test basis function 
support defined at the node / ,  3>J(x), and the trial basis functions at node J , $ J (x), 
whose support involves the nodes / ,  as illustrated in Fig. 5.1.
which is assumed not to be satisfied a priori by the approximation function, as defined
conditions, the values of U are not the exactly values of the function at the nodes.
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Node]
Figure 5.1: Test and trial basis function overlapping
Two-dimensional representation of the overlapping region formed by the support of the test 
basis function defined at the node I and all neighbouring nodes J whose support of the trial
function involves the node I.
The technique proposed by Belytschko and colleagues [Belystchko et al., 1994], and 
used in many Gaierkin meshless methods such as the Element-Free Gaierkin method 
to evaluate (5.1) numerically, consists of employing an auxiliary grid structure, usually 
referred to as background cell. This background cell is independent of the set of nodes 
and should cover the whole problem domain. Usually Gaussian quadrature is used and 
the quadrature points are defined in each individual cell as shown in Fig. 5.2, where 
the quadrature points are represented by x. Employing the background cell however 
eliminates the mesh-free characteristic of these methods, such that they are said not to 
be truly mesh-free [Atluri and Shengping, 2002].
The Meshless Local Petrov-Galerkin (MLPG) was introduced by Atluri in an attempt
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N o d e ]
. I n t e g r a t i o n
p o in ts
Figure 5.2: Background cells.
Schematic representation of the technique used in the Element-Free Gaierkin (EFG) method 
to perform the numerical integration of the weak form.
to overcome the difficulties in performing the numerical integration and retaining the 
mesh-free characteristic [Atluri and Zhu, 1998]. This method is based on formulating 
the weak form in local sub-domains defined entirely inside of the domain Q. The 
procedure can be better explained by considering Fig. 5.3, where an arbitrary two- 
dimensional domain Q, bounded by T =  Tu U Tq is shown. Henceforth, Q and T are 
referred as global domain and global boundary, respectively. Tu and Tq are parts of 
the global boundary with specified boundary conditions, such as Dirichlet at Tu and 
Neumman boundary conditions at Tq. The domain is assumed to be described by a set 
of nodes x /  G Q C K2, with I  =  1 , 2 , . . . ,  N.
By employing the Petrov-Galerkin method, the test and the trial functions can be 
chosen from a different space of functions, and the test function can be selected such
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that its support defines a small region around each node x j, which is used to define a 
local sub-domain . The sub-domains are assumed to be bounded by a local boundary
Ts defined entirely inside of Q, as shown in Fig. 5.3. If a node is located on the global 
boundary or close to it such that it intercepts the local sub-domain, the local sub- 
domain boundary is described by Ts U r aii or U T3q, where r sq and Tsu correspond to
a segment of Tq and Tu, respectively, that connects the points defined by Tsq = Ts fi Tq 
and Tsu =  n Tu as shown in the figure.
There is no connection between the local sub-domains. Instead, they are disjoined 
and must overlap each other.
The local sub-domains may have any arbitrary shape, being usually defined by circles
Figure 5.3: Global domain divided into local sub-domains 
Representation o f the local sub-domain scheme used in the Meshless Local Petrov-Galerkin to 
construct the local weak form. Local sub-domains may have different sizes and shapes, such
as circles and squares in 2-D.
V
r«u-n niu r
or squares in 2-D and spheres or cubes in 3-D.
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The problem now can be “visualised" as if dealing with N  localised boundary value 
problems.
Considering the Poisson problem given in (2.1)
V 2U = f  in n (5.2a)
p  i  y
-75— = Q on Vq (5.2b)a n
U = U Q on (5.2c)
The Petrov-Galerkin weak form given in (2.22) can be written based on the local
formulation as
N N r r rV V I  I  VW '(x)V$J (x)dfla -  I W7(x)V0J (x) • a d F s
1=  1 J = 1 J v a
-  J  Wf(x)V$J (x) • ndT J U j
N  N  ^
+ X) Z)5 / [$J(X) u J - U o ]  dT,u
1 J = 1  JTsrx
= Y a -  f  W7(x)/(x)dfis +  f  W '(x)Q (x)d r
J — 1 I « /O a  J ^ a q
(5.3)
recalling that $ (x) represents the trial basis functions, W (x) is the test function, a  is 
the penalty number used to impose the essential boundary conditions, which for the 
moment are assumed not to be satisfied a priori by the approximation function
M
7 = 1
which may be built using any of the approximation procedures described in Chapter 2, 
amongst others. If the approximation function employed satisfies the interpolation 
condition, such that the shape function possesses the Kronecker delta characteristic, 
i.e. ^ J(x7 ) =  <5/7 , the penalty parameter term must be eliminated.
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The integral along f r^  and f r in (5.3) must be eliminated if the local sub-domain 
does not intercept these respective boundaries, Fu and Tq.
The governing equation and the boundary conditions (5.2) will be satisfied in the 
global domain ft, a posteriori, as long as the union of all sub-domains covers the global 
domain, i.e., Uftf D ft [Atluri and Shengping, 2002].
The final system KW  =  F  is obtained by assembling the contribution of each
ftg into the system, similarly to the procedure used in the Finite Element method.
Considering (5.3), the terms K u  are given as
K u =  f  V W , (x )V $J (x)dfi. -  I W / (x)V $ '/ (x) • n d r .
Jn> J r ‘
-  f  W 1 (x)V4>J (x) • ad  r so +  a  [  W / (x)$ '/ (x) d r ,„  (5.4)
JrL J r'„
and
F, = -  [  W r(x ) f ( x ) d n 3+ f  W rQ (x ) d r sq + a  f  W r(y i)U0d r ,u (5.5) 
M  M ,  M u
Therefore one can write (5.4) and (5.5) as
K ij  =  K j j  +  K v’"j +  K rj  F, = F?' + F r'i +  F r *'“
yielding
[Kn‘ +  K r '  +  K r *"] U  =  [Fn* +  F r *" +  F r *’]
In order to solve (5.4) and (5.5), numerical quadrature is employed in each local sub- 
domain, such that quadrature points are defined within fts and along its local boundary 
Ts as it is illustrated in Fig. 5.4. Therefore, the local weak form approach provides 
the basis for a truly mesh-free method, since no grid structure is needed to perform the 
integration of the weak form.
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The formulation presented above is referred by Atluri as Local Symmetric Weak 
Form (LSWF) since the same requirement of continuity is imposed on both test and 
trial functions. However, the stiffness matrix K  is asymmetric.
Node J
Figure 5.4: MLPG integration scheme 
Schematic representation of the integration procedure used in the MLPG, where the 
integration points are defined within the local sub-domains without the use of any auxiliary
grid structure.
By allowing one to select the trial function different from the test function, the 
Meshless Local Petrov-Galerkin technique may result in different methods or schemes. 
In [Atluri and Shengping, 2002] the authors suggested six possible choices of the test 
function, which are as follows:
• MLPG1: the test function = the weight function in the Moving Least Square
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method;
•  MLPG2: the test function = the delta function;
• MLPG3: the test function = the discrete least square error function;
• MLPG4: the test function = the modified fundamental solution to the differential 
equation;
•  MLPG5: the test function = a constant function (Heaviside step function);
•  M LPG6 : the test function = test function equals to the trial function (Gaierkin 
type).
Each one of the above schemes may be formulated adopting any meshless approx­
imation procedures, such as those presented in Chapter 2. The six schemes have been 
applied to different problems and carefully examined in [Atluri and Shengping, 2002] 
and [Atluri, 2002]. Their main characteristics can be summarised as:
The MLPG1 does not require integration along Ts;
The MLPG2 is a Collocation type method;
The MLPG3 requires second derivative of both trial and test function;
The MLPG4 is equivalent to the Local Boundary Integral method;
The MLPG5 does not require integration over the local sub-domains, f Qg, in order to 
evaluate the terms K u \
The MLPG6  is a Gaierkin type method.
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Atluri points out that the Gaierkin type, i.e. the MLPG6 , is not a good scheme for 
the MLPG approach, since it requires the local sub-domains to be considerably larger 
and the integrand are highly complex compared with the others schemes, in particular 
MLPG1, MLPG2 and MLPG5 [Atluri and Shengping, 2002].
Some of the existing meshless methods can be seen as one of the MLPG schemes, 
such that Atluri and Shen [Atluri and Shengping, 2005] associated with the Method 
o f Finite Spheres (MFS) to the MLPG6 , the Local Point Interpolation (LPIM) and 
the Local Radial Point Interpolation (LRPIM) to the MLPG1, the Smoothed Particle 
Hydrodynamics (SPH), the Finite Point method (FPM) and the Finite Cloud method 
(FCM) to the MLPG2.
The following work developed in this thesis concentrates particularly in the MLPG1, 
MLPG2 and MLPG5, which are presented on more details in the following subsec­
tions.
5.1.1 The MLPG1_____________________________________
In order to implement the MLPG1, a smooth, continuous, positive function with 
compact support is adopted as the test function. Usually this function is assumed to be 
the Moving Least Squares method weight function W (x — Xj).
By defining the test function at each node x /, its compact support establishes 
the local sub-domains fif, such that W 7(x) =  W (x — x j) ^  0 x  G fij and 
W / (x) =  W (x — x /) =  0 x  G Ta. This is shown in Fig. 5.5, where an one­
dimensional representation of the MLPG1 scheme is presented. In the figure, Rs 
refers to the radius of f ls, which also controls the size of the compact support of the
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test function. Since the distribution of nodes may not be uniform, the size of the local 
sub-domains may vary from one node to another. Henceforth Rs is referred as R s1.
t e s t  f u n c t i o n
s h a p e  f u n c t i o n
Figure 5.5: MLPG1 scheme 
The figure shows the local sub-domain Cla defined by the test function given by the MLS 
weight function. R represents the size of the domain of influence. Due to the weight function 
compact support the test function vanishes on the local boundary Ts. The MLPGl requires 
the numerical integration to be performed on the intersection of the test function and trial 
function that is defined entirely inside ofO,3.
Due to its compact support the test function vanishes at the local boundary Ts as 
noticed in Fig. 5.5. Consequently, there is no need to evaluate the integrals on r s, 
simplifying the numerical integration.
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The MLPG 1 local weak form  is then given by
N  N
J 2  Y ,[ f  VW '(x)V & J (x)d(2s W 7(x )V $J (x) •
/=i j —i l«/f2s Jrau
+ a [  W7(x)$J ( x )d r J  U j = Y ] \ -  [  VV7(x)/(x)dO, 
•'I'au J I=\ L "Qa
+ fw'(x)<2(x)rfr„ + a f  w ’(x) u „dr. (5.6)
The integrals f su and f sq are only required to be evaluated at the nodes where the 
test function is non-zero at the global boundary Tu and Fq, respectively, as illustrated 










Figure 5.6: MLPG1 scheme - test function close to the global boundary 
Representation of the local sub-domains of nodes K and J intercepting the global boundary 
Tu and the local sub-domain of node M intercepting Tq.
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The weight function
Theoretically any function which is smooth, continuous, positive and possesses a 
compact support can be used as a test function in the MLPG. However, the most 
commonly used are the MLS weight functions. In addition to the ones already 
introduced in Chapter 2 the following functions are also considered as MLS weight 
functions:
- Power function
W (x -  x /) =  <
[ l - S f f ,  if df < 1
0 , if df > 1
(5.7)
X - X jwhere (3 = 1,2,3... is a constant, df  — -— —T—-, being | |x—xj  || the distance form the 
node x / to the point x  and R[ is the radius of the compact support of weight function 
W (x — X/) centred at x j.
- Three-term spline
W (x — x /) =  <
1 -  3 4  +  2 d), if df < 1  
0 , if df > 1
(5.8)
Four-term spline
W (x -  x /) =  < (5.9)
l - 6 <  ^+  8 4 - 3 4 ,  if df < 1  
0 , if df > 1
Usually Rg = a 3 h i , where hi  is the characteristic spacing around the node / ,
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normally taken to be the distance to its closest neighbouring node. a 3 is an arbitrary 
constant, usually 0.6 < a a < 2.5.
5.1.2 The MLPG2____________________________________
As it was stated previously the MLPG2 is a Collocation type of method, which 
derived from the MLPG formulation by assuming that the test function is given by 
the Kronecker delta function. This leads to a procedure similar to the one described in 
Chapter 2 for the Collocation method. Therefore, solving the boundary value problem 
with the MLPG2 will lead to a system given by
N
Y  v =  /(x )  V x S f l
7=1
N
^  V $ 7 (x) • n vi = Q(x) Vx G Tq (5.10)
7=1
N
Y .  $ j (x)i;/ =  U o Vx G Tu
7=1
This procedure requires three sets of nodes, i.e. x  G 0 , x  G Tu and x  G Tq such that 
each equation is imposed in the system. Assuming that Nn  are the number of nodes in 
f2, Nru and Nrq the number of nodes on Tu and T9, respectively, and the total number 
of nodes given N  =  Nq +  Npu +  N rq the final system of equations may be written as
[V2*'(x)]„nX„ [ / ( X )lw n x l
M w x i  — [ 2 ( x )]jvra x l
[ ® ' ( X ) ] Wr„xJV \ U  o]jvr iix l
The main advantage of the Collocation approach is that it does not require numerical 
integration, simplifying the implementation and reducing significantly the computa­
tional time. Due to the fact that the boundary conditions have to be imposed directly
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in the system of equations and that the governing equation requires the approximation 
function to be differentiated twice the final system of equations is asymmetric.
5.1.3 The MLPG5_________________________________________
In order to implement the MLPG5 scheme a constant function is taken as the test 
function. It is usually the Heaviside step function, such that W (x) =  1 Vx G and 




Figure 5.7: MLPG5 scheme 
The figure shows the local sub-domain defined by the test function given by the Heaviside 
step function. R represents the size of the domain of influence and R s the size of the local
sub-domain.
Because the derivatives of the test function are zero, the integral f n VW (x) V$(x)d£}a 
vanishes, simplifying (5.3), which now is given by
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E£f /  W 7 ( x ) V 3 > j ( x )  • n d r s +  f  W / (x)V $J (x ) -n r f r i
j=i j =i L/r, •'T'su
- a  f  W , (x )$ J (x) d r  J U j  = y \ \ [  W , (x)/(x)dn» 
«rjtl . /=i L"fij
-  f  W '(x ) Q(x) d r „ - a  [  W ‘ (x) U „d r;
*» r'so “ r«u
(5.12)
5.2 The MLPG using RBF and the LRPIM
The use of Point Interpolation Method (PIM) in the MLPG formulation was 
suggested by Liu [Liu and Gu, 2001a], and it was named Local Point Interpolation 
method. Later Liu proposed the use of a truncated Multiquadric RBF as an approach 
to solve the singularity problem in PIM. He extended this method to the MLPG1 
formulation and named Local Radial Point Interpolation method (LPIM) [Liu and 
Gu, 2001b]. This method has been applied to different problems in computational 
mechanics that are investigated in detail in [Liu, 2003].
Atluri proposed the use of compacted supports RBFs in the MLPG implementation 
[Atluri and Shengping, 2002]. Later Xiao investigates the MLPG5 scheme using the 
local multiquadric [Xiao et al., 2003] and the compacted supported RBFs [Xiao, 2004]. 
However Xiao does no present a comparison between both approaches. Atluri claims 
that the compactly supported RBFs (CSRBF) lack completeness and that the LRPIM 
lacks continuity. Liu in his book [Liu, 2003], claims that by using the local weak 
approach the trial function is required to be continuous only in f ls and not in the whole 
domain ft, and so the LRPIM meets that requirement.
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5.3 Implementation issues
5.3.1 The integration domain
The local weak form results in “domains of integration" that are limited to the local 
sub-domains. This simplifies the integration process, by allowing the quadrature points 
to be determined inside Normally Gaussian quadrature is used, which applied to 
the 2-D local sub-domain results in
/  S7W(x, y )V $ (x ,y )d tt3 = f  j  V W (x ,y )V $ (x ,y )d x d y
J «/ */
j  j  V W (x(4,rj), y { i,v ))V * (x (( ,r j) , v ((, v)) I J I (5.13)
where £ and rj refer to the Gaussian abscissas in the unity square, — 1 <  rj < 1, J is 
the Jacobian of the transformation (x , y) —*■ (^, rj). The solution of (5.13) is given by
f  V W {x,y )V t> (x ,y )d n a = 
J n«
ng ng
Y  VW fiffi, Vi), 3/fc, % ) ) Vi), y(ii, Vi)) I J I (5.14)
i=l j=1
where u  is the quadrature weight and ng are the number of quadrature points used.
The accuracy of the MLPG strongly depends on the number of integration points ng.
Usually the sub-domain is divided into sectors and the quadrature rule is applied at 
each sector, such as described below for circular local sub-domains.
The procedure described below was proposed by Liu [Liu, 2003] to create the 
integration points in sub-domains defined by circular areas.
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Consider the two-dimensional circular sub-domains defined entirely in Q, with 
radius given by Rs. The quadrature points are created by dividing the area of the 
circle into four sectors. Each sector is mapped into the quadrature coordinate system 
given by the unit square [—1, 1 ] x [—1, 1 ] as described in Fig. 5.8.
Rs
Figure 5.8: Mapping circular local sub-domain into the unity square 
Procedure used to create the quadrature points for nodes away from the boundary.
Unlike the Finite Element method, in the MLPG method the numerical integration 
is evaluated in terms of the global coordinates, which are determined by
x  — rcos(9)  (5.15a)
y =  rsin(0) (5.15b)
Rs  „ Rs
r = —  £ H------
2 2
7r 7r
~ 4 * + 4
(5.16a)
(5.16b)
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Substituting (5.16) into (5.15) yields
c =  - ^ ( 4  +  1 ) c o s Q  (j? +  1 ))  




The Jacobian is given by
(5.18)
The quadrature abscissas and weight are determined using the usual Gaussian 
quadrature [Zienkiewicz and Taylor, 2000]. The transformation is extended to any 
quadrant only by using the equivalent angle 0. It also may be extended to more than 
four sectors.
5.3.2 Modelling interfaces between different materials
The treatment of material discontinuities is one of the main issues in the meshless 
methods implementation. Meshless techniques naturally lead to approximations that 
are highly continuous, which result in the partial derivatives of the approximation being 
smooth and continuous. This brings difficulties when the discontinuity of the field 
derivative needs to be imposed at the interface between different material.
Consider a fictitious domain described by Fig. 5.9, which is composed of two regions 
of different characteristics. The interface conditions requires
A i  — A 2 (5.19)
and
1 dA 1 dA
(5.20)!ii chi! fi2 dn2
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where and n 2 represent the outward normal vector from region 1 and 2  respectively. 
As mentioned previously in Chapter 3, there are few techniques used to impose the
Region 2
Region 1
Figure 5.9: Interface between different materials
discontinuity of the field at the interface, moreover the mentioned techniques have 
been implement in the Element-Free Gaierkin approach. Batra and colleagues used 
the Jump function [Belystchko et al., 1996] to model transient heat conduction using 
the MLPG1 [Batra et al., 2004]. Li proposed the Collocation point technique to model 
three-dimensional Boussinesq problem using the MLPG5 [Li et al., 2003]. The first 
one requires the discontinuity to be pre-imposed by adding the jump function to the 
MLPG approximation function which will then require numerical integration along 
the interface. The latter however is much simpler and it is investigated in this thesis, 
together with another approach that has been proposed in this work. Both methods are 
presented below.
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INTERFACE METHOD 1 - IM1___________________________________________
In order to model the problem described in Fig. 5.9, each region is considered 
separately, such that the problem is described by three sets of nodes, N \ and N 2 
belonging one to each region and its global boundary, and a third one, N r, placed 
at the interface. The set of nodes N j belong to both region 1 and 2. In order to build 
the approximation for a node belonging to region 1 , only nodes N i +  Nj, which belong 
to region 1, are allowed to be taken into account. The same is applied to region 2, i.e. 
only N 2 +  N j can be considered for building the approximation for a node in 2.
By employing the MLPG method the local sub-domain of a node located at the 
interface T/ can be described as shown in Fig. 5.10, where the local sub-domains are 
bounded by Ts and TsI, TgI being a segment of T/ that connects the points defined by 
the intersection of fl T/. Therefore, a node located on the interface will have two 
sets of equations given as follows
For region 1
[  V W (x)V $(x)A d O i  -  [  W (x)V $(x) • nA(x) dT3l
for region 2
f  V W (x)V $(x)A (x) dO a -  f  W (x)V $(x) • nA(x) dVs2
W (x)V $(x) • n 2A(x) dTsI = 0 (5.22)
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Figure 5.10: Modelling interface with MLPG 
Schematic representation of the local sub-domains of nodes located at the interface
between different materials.
Combining both equations
[  VW(x)V$(x)Adfisi -  /  W(x)V$(x) ■ nA(x) dT.i 
Ai. i J ral
-  /  W(x)V$(x) • rnA(x) dTsI + f  VW(x)V$(x)dA(x) dfls2
J r4j Jcisi
-  [  W(x)V$(x) • n2A(x) dTa2 -  [  W(x)V$(x) • n2A(x) dTaI =  0 (5.23)
Jra2 Jral
since n i =  — n 2 and by imposing r sn  =  r aI2 the line integrals along r s/ can be 
eliminated, resulting in
[  VW (x)V $(x)A d n 3l -  f  W (x)V ^(x) • nA(x) d T sl 
J n si J r ai
+  [  VW(x)V<E>(x)A(x) d n s2 -  [  W (x)V $(x) • nA(x) dVa2 =  0 (5.24)
J n s2 J r s2
INTERFACE METHOD 2 -IM2
This method was suggested by Li and colleagues to model three dimensional 
Boussinesq problems using the MLPG5 [Li et al., 2003]. The approach can be
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easily understood by analysing Fig. 5.11. This technique also considered each region 
separately. However, now the problem is described by four sets of nodes, N i and N 2 
that represent the nodes on the interior and along the global external boundaries on 
region 1 and 2 , respectively, and 7Vlc =  N2c that correspond to the collocation points 
placed at the interface between the two regions. The total number of nodes of each 
regions is then N \t  = N± + iVlc, N 2t  = N2 + N2c, and N  = N it  +  N2t  is the total 
number of nodes in the domain.
The local weak form is formulated at the nodes located at the interior of the domain 
and along its global external boundary, such that the weak form for a node located 
inside of region 1 is given by
f  V W (x)V $(x)dfisi -  [  W (x)V  $ •  ndTsl =  0 (5.25)
J f i a i J r ai
and only the iV1T nodes will be taken into account to build the approximation, and the 
same is performed for region 2 .
The size of the local sub-domains should be adjusted so that they do not intercept 
the interface boundary, as shown in Fig. 5.11.
The two sets of collocation points are assigned one to each side of the interface, such 
that they are located at the same spatial position, but with different material properties. 
At the interface the approximation function must satisfy the following conditions
Nit N2T
Af(x) = A$(x) =>■ (x)A, -  (x)Aj = 0 (5-26>
7=1 7=1
3A?(x) 3A*(x) d $ f (x)Aj [ g *  ^ J (x)AJ Q
/z id n j /72d n 2 Vidni fi2dn2
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where Af and A§ correspond to the function to be approximated in region 1 and 2, 
respectively.
The above equations, are both evaluated at each collocation point. A collocation 
point belonging to region 1 can only use the set of nodes N it  to build the approxim­
ation, meaning that its domain of influence is composed only of nodes from region 
1, as shown in the Fig. 5.11. So, consider the nodes k l  and k2, shown in the figure, 
which are collocation points located at the same (x, y) coordinates. Equations (5.26) 
and (5.27) are approximated at both k l  and k2, such that they result in
K  =
$ (x )ml $ ( x ) fcl - $ ( x ) * 2 - $ ( x ) z2 - $ ( x ) m2
0 $ (x )ml a $ (x ) fcl 0 $ (x )* 2 9 $ (x )z2 0 $ (x )m2
m d m H ldn i H idn i H2d tl2 fi 28x12 /X2^n2
(5.28)
The above procedure results in a stiffness matrix with a structure similar to the one 
shown in Fig. 5.12
5.4 Conclusions
The Meshless Local Petrov-Galerkin is probably the only weak form  type of mesh­
less methods that can be classified as truly mesh-free method. In this Chapter the 
MLPG was introduced in detail and some of its main characteristics and implement­
ation issues highlighted. Both techniques used to model material interfaces in this 
thesis have also been introduced in this chapter. The interface method IM1, proposed 
by the author, imposes the interface condition by combining the local weak form of











Figure 5.11: Collocation points placed on the interface 
Schematic representation of the collocation point procedure used to model the interface 
between different materials using the IM2.
Region 1 
interior and external 
boundary nodes
Region 1 . 
collocation points
nodes region 1 | nodes region 2 |
----- ----
Region 2 
interior and global 
boundary nodes
—,  weak form
region 1 (Ni x Nit)
weak form " 
region 2 (N2 x Nrr)
collocation collocation
approximation approximation Region 2
region 1 (Nic x Nit) region 2 (N2C x Nrr) collocation points
N x N
Figure 5.12: Stiffness matrix structure 
Illustration of the stiffness matrix structure resultant of using the collocation points procedure
to impose the interface condition.
each region, which avoids the numerical integration along the interface. The interface 
method IM2 uses collocation points on the interface to impose the interface condi-
Five Meshless Local Petrov-Galerkin 133
tions. The aim of this thesis is to investigate the application of the Meshless Local 
Petrov-Galerkin using the Radial basis functions technique, as the trial function, to 
solve problems in computational electromagnetics.
Chapter Six
RBF-MLPG modelling static 
problems
Abstract In the previous chapters of this thesis the RBF interpolation technique 
and the Meshless Local Petrov-Galerkin method were introduced. In the next three 
chapters, a meshless method that combines the MLPG approach and the RBF technique 
is used to model 2 -dimensional electromagnetic problems.
In this chapter the RBF-MLPG is used to model two simple electrostatic problems 
with the objective of analysing some of the main issues related to the accuracy of the 
method.
134
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6.1 Introduction
In Chapter 4, the Radial Basis Function interpolation technique, focusing especially 
on the Multiquadric RBF, was introduced and some of the issues related to its 
implementation and accuracy were examined in the context of surface fitting. In 
Chapter 5, the Meshless Local Petrov-Galerkin method was presented and some of 
its implementation schemes - MLPG1, MLPG2 and MLPG5 - described in detail. 
Following the approach suggested by Atluri and Liu, which uses radial basis functions 
as the trial function in the Meshless Local Petrov-Galerkin, this and the following two 
chapters investigate the application of the RBF-MLPG method to the modelling of 
electromagnetic problems.
This chapter is divided into two parts: The first part presents an analysis of the 
performance of the RBF-MLPG 1, RBF-MLPG2 and the RBF-MLPG5 in modelling 
a simple 2-D electrostatic problem. Some of the issues related to their accuracy are 
investigated and the numerical results are compared with the analytical solution.
In the second part, another electrostatics problem is considered in order to investigate 
the technique proposed in this thesis and presented in Chapter 5 as IM1, for handling 
material interfaces. The results are compared with the solution obtained with the Finite 
Element software MEGA.
6.2 Case study one
The aim of this section is to investigate the performance of the RBF-MLPG 1, RBF-
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MLPG2 and RBF-MLPG5 methods when modelling a 2-D electrostatics problem. 
Recalling from the previous chapter, the MLPG1 adopts the MLS weight function as 
test function, which in this thesis is assumed to be given by (5.9) and rewritten below 
for reference
W (x — X / )  =  1 — 6  d* +  8  d3f  — 3 d*
where d f = R s being the radius of the local sub-domain. The MLPG2 is a
Collocation point-type method and the MLPG5 uses the Heaviside step function as a 
test function.
As presented in Chapter 4, the accuracy of the Multiquadric RBF technique depends 
on the choice of the Multiquadric shape parameter C. The accuracy of the Meshless 
Local Petrov-Galerkin schemes depends on the size of the local sub-domain Cls, the 
size of the influence domain Cl and the number of integration points. In this thesis, the 
above parameters are assumed to be given by:
•  The radius of the local sub-domain Cl3 : R a = a a h, h being the distance to the 
closest neighbouring node.
•  The radius of the influence domain Cl: R  = 7  D, D  being the average nodal 
spacing around the node.
•  The Multiquadric shape parameter: C = K  h.
where K , a s and 7  are constants.
In the following subsections the influence of the above parameters in the perform­
ance of all three methods is presented. The analysis is carried out observing the RMS 
relative error to the analytical solution.
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r ^ N (u1 —u 1 'i2DlVTQ   . / \  exact ^ n u m e rica l)  t a  1 \RMSerror -  d  ----------  (6' 1}
¥ m ax
where U exact and U numeriau  represent the exact and the numerical solution, respect­
ively. N  corresponds to the number of nodes involved in the evaluation and U m ax the 
maximum value of the exact solution over the problem domain.
6.2.1 The problem
The problem under consideration is described in Fig. 6.1, and its analytical solution 
is given by [Hammond and Sykulski, 1994]
v  =  ^  f
7r
i = 1,3,5,..
sink [(in/a) (6  — y)\
sink  (inb)
sin ( in x /a )




Figure 6.1: Electric field in a square region
In order to solve the above problem numerically, the scalar electric potential V 
formulation is used, such that
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v  • £ (VV) =  0  (6.3)
The potential at (x, 0) is given by
~  4  V
f ( x )  =  y  sin  (inx/a)  
and the dimensions of the problem are specified as a =  1 0  and b =  1 0  units of distance.
6.2.2 Influence of the parameter C
First, the influence of the Multiquadric shape parameter C  =  K  h is investigated. 
The parameters Rs =  0.9 h, R  = 2.0 D  are used. The Gauss points in the RBF- 
MLPG1 and RBF-MLPG5 are created following the procedure described in Chapter 5, 
with the sub-domain divided into four sectors. A set of 3 x 3 Gauss points is adopted in 
each sector. The problem is solved using three different arrangements of nodes: SET1, 
given by 6  x 6  uniformly distributed nodes, SET2 and SET3 are given by 36 and 120 
non-uniformly distributed nodes, respectively, as shown in Fig. 6.2.
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(a) SET1 (b) SET2
•  • •  •
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Figure 6.2: Three different sets of nodal distribution 
SET1 - 36 nodes uniformly distributed; SET2 - 36 nodes non-uniformly distributed; 120 non- 
uniformly distributed..
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The constant K  is varied from 0.1, 0.5, 1.0, 1.5, 2.0, 3.0 to 4.0 and the results from 
each one of the 3 methods is compared with the analytical solution. A comparison 
between the performance of the three methods is presented considering the RMS 
relative error as shown in Fig. 6.3 for SET1, Fig. 6.4 for SET2, and Fig. 6.5 for SET3.
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Figure 6.3: Influence of C  = K  h - SET I
Observing the figures, it is possible to note that the MLPG1 yields better results for 
all three sets of nodes. The MLPG1 also seems to be less sensitive to the choice of K,  
unlike the MLPG2 and the MLPG5, which are noticeably affected. The RBF-MLPG2 
is the most sensitive of all three methods; increasing K  from 0.1 to 4.0 reduces the 
error from 4.3% to 0.7%, Fig. 6.3, from 5.23% to 0.86%, Fig. 6.5, and from 2.72% to 
0.422%, Fig. 6.4. However, it is important to recall that increasing C  may lead to an 
ill-conditioned interpolation matrix.
Comparing Fig. 6.3 and Fig. 6.4, it can be noticed that the MLPG5 yields better
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Figure 6.4: Influence of C = K  h - SET2
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Figure 6.5: Influence of C = K  h - SET3
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results for the non-uniform nodes distribution. However, this result must be analysed 
taking into account the other two parameters that also affect the accuracy of the RBF- 
MLPG1 and RBF-MLPG5, which are presented in the following subsections. Since 
the RBF-MLPG2 is a collocation type method the following analysis is performed only 
considering the RBF-MLPG 1 and RBF-MLPG5.
6.2.3 Influence of the size of Q,s
As described in Chapter 5, the sub-domains are used to formulate the weak form 
locally and also as “bases" for defining the Gauss points in the MLPG method. The 
size of the local sub-domain is determined by its radius, given by R 3 = a 3 h. In order 
to draw a parallel between the following results and those obtained in the previous 
subsection only SET1 and SET2 are taken into consideration.
The analysis is performed by varying a 3 from 0.5, 0.7, 0.9,1.2 and 1.5. R  = 2.0D  
and C = 2.0 h are used here. The results are presented in Fig. 6 .6  and Fig. 6.7, where 
a comparison between the RBF-MLPG 1 and the RBF-MLPG5 is presented in terms 
of the RMS-relative error for SET1 and SET2, respectively. From the figures it can be 
observed that increasing the size of the influence domain affects the two methods in 
opposite ways. Increasing ol3 improves the accuracy of the MLPG1, however a value 
of a 3 > 1.2 led to singularity problems. On the other hand, for the MLPG5, increasing 
cx3 deteriorates the accuracy. This behaviour may be explained by the fact that in the 
MLPG5 the numerical integration is performed only at the local boundaries and this 
yields good accuracy when the local boundary is close to the central node. As the sub- 
domain increases in size, the numerical integration is performed further away from the
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Figure 6 .6 : Influence of R s = a s h - SET1














Figure 6.7: Influence of R s = a 3h - SET2
An important point to highlight is that small sub-domains, such as a 3 = 0.5 may 
result in poor overlapping between the sub-domains especially for a non-uniform 
distribution of nodes, therefore in order to avoid this problem the sub-domains are 
required to be larger (o;s >  0.9). However, the size of the sub-domain should also be 
kept small enough when compared with the size of the influence domain, i.e. R s <C R.
6.2.4 Influence of the size of Cl____________________________
The size of the influence domain determines the number of nodes that are taken into 
account when building the approximation. Its size is defined by its radius R = 7  D. 
By keeping C  =  2.0 h, R a = 0.9 h and varying 7  from 2.0, 2.2, 2.5, 2.8 up to 3.0 it 
is possible to compare the behaviour of both methods. Fig. 6 . 8  and Fig. 6.9 show the
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Once again it is possible to observe that overall the MLPG1 yielded better accuracy 
than the MLPG5. The MLPG5 presents similar behaviour in both figures with uniform 
and non-uniform distribution of nodes, respectively, i.e. increasing 7  does not have 
a significant effect over the accuracy of the MLPG5. The MLPG1, however, is more 
sensitive to the variations of 7 , in particular when SET2 is used. This may be explained 
by the fact that when SET2 was used, small values of 7  lead to a small number of nodes 
inside of the influence domain, which did not happen when SET1 was used. In order 
to improve the results, more nodes were needed, therefore 7  needs to be increased.
Examining the above results it is possible to conclude that overall the RBF- 
MLPG 1 yielded better accuracy and it is also less sensitive to the choice of the
2.2 2.4 2.6 2.8
-  ■ -  RBF-MLPG1 
- O  -  RBF-MLPG5
Figure 6 .8 : Influence of R  =  7  D - SET1
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Figure 6.9: Influence of R = 7  D  - SET2
Multiquadric shape parameter C. However, its accuracy is strongly affected by the 
nodal distribution. The accuracy of the RBF-MLPG5 and the RBF-MLPG2 is heavily 
affected by the choice of C. In the following section and Chapters only the RBF- 
MLPG 1 is examined.
Finally, Fig. 6.10 shows the scalar potential distribution obtained using the RBF- 
MLPG1.
6.3 Case study two
The problem under consideration in this section is illustrated in Fig. 6.11. The 
problem consists of modelling the distortion of the Electric field due to the presence of 
a dielectric piece. In order to model the problem, the interface method IM1 described
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Figure 6.10: Electric scalar potential equipotentials - SET3
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Figure 6.11: Electrostatics problem 2 
Geometry with two dielectric materials. The material at the centre has pemittivity four times
higher than the surrounding material.
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Figure 6.12: Nodal distribution - electrostatic problem 2
In order to solve the above problem numerically, the electric scalar potential V is 
used
V . e (VV) =  0 (6.4)
The boundary and interface conditions are imposed by
edV  j
—— =  0  at x  = 0  and x  =  0.06
on
Vi =  V2 
£\dV \ £29V \
dni dn2
where the subscript 1 and 2  correspond to region 1 , £\ = e0 and region 2  e2 =  4e 0 , 
respectively.
The problem is described by a set of 625 non-uniform distributed nodes as shown in 
Fig. 6.12
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The problem is modelled with C  =  1.5 h, R a =  0.9 h and R  = 2.2 D. A set of 2 x 2 
Gauss points is used in each sector of the sub-domains, assuming the sub-domains are 
divided in 4 sectors.
The field components are initially analysed along the interface at (0.04, y). Ob­
serving Fig. 6.13 and Fig. 6.14, it is possible to notice that the IM1 method attempts to 
impose the interface condition which requires the continuity of the tangential compon­
ent Ey and the discontinuity of the normal component Ex along (0.04, y). However, 
the performance of the method is affected by the presence of the comers, as can be 






~  2 0 0 -
I  0 - 
^  - 2 0 0 - 
-4 0 0 -  
-6 0 0 -  
-8 0 0 -
- ,00&
s
□ Nodes Region 1 




Figure 6.13: Ex along the interface at (x = 0.04, y )
The behaviour of the field components are now analysed along the interface at 
(x, 0.04), once again, it is possible to notice that the IM1 attempts to impose the
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Figure 6.14: Ey along the interface at (x =  0.04, y)
continuity of the tangential component, Fig. 6.15 and the discontinuity of the normal 
component, Fig. 6.16.
Observing the figures it is clear that the IM1 does not model the field components at 
the interface exactly and that the behaviour of the field on the interface may be affected 
by the presence of the comers. Therefore, one may conclude that the field should not 
be evaluated at the nodes placed exactly on the interface.
Based on that, the following analysis is performed. Since the nodes used to model 
the above problems are non-uniformly distributed, creating a Finite Elements mesh 
that has the same arrangement is not straightforward. Therefore, the problem given 
in Fig. 6.11 is solved by the FEM software MEGA using a uniform mesh of 656 
nodes. A set of elements with centres is located at (0.03375, y) are selected and 
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Figure 6.16: Ey along the interface at (x, y = 0.04)
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coordinates of the centre of these elements are than passed to the RBF-MLPG 1 code, 
which interpolates the field at these points. The comparison between the RBF-MLPG 1 
(IM1) and FEM (MEGA) is presented in Fig. 6.17 and Fig. 6.18.
Fig. 6.17 shows the Ex component and Fig. 6.18 shows the Ey component, both 
taken along y, with x  =  0.03375. Observing the figures, it is possible to verify a good 
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Figure 6.17: Ex along y at (0.03375, y)
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Figure 6.18: Ey along y  at (0.03375, y)
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Figure 6.19: V equipotentials
Fig. 6.19 shows the distribution of the scalar electrical potential V equipotentials, 
obtained using the RBF-MLPG 1 (IM1).
6.4 Conclusions
In this chapter some of the main issues related to the application of the RBF- 
MLPG were investigated. It was verified that overall the RBF-MLPG 1 presented better 
accuracy and when compared with the other two schemes it is the less sensitive to the 
choice of the Multiquadric shape parameter C. In the second part, the interface method 
IM 1, proposed in Chapter 5 for modelling the material interface was used to model a 
2D electrostatic problem. It was shown that the performance of the method is affected 
by the presence of comers which yield poor results at the interface. However, the field
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analysis can be performed in the same way it is done in the Finite Element method, 
avoiding the approximation of the field on the interface.
Chapter Seven
RBF-MLPG1 modelling an Eddy 
current problem
Abstract In this chapter the application of the RBF-MLPG 1 to solve an Eddy current 
problem is investigated. It also investigates the performance of both techniques used 
to model the material interface, the IM1 and IM2 introduced in Chapter 5. Initially, the 
problem is modelled using the complex magnetic vector potential and next, the time 
transient formulation is implemented.
156
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7.1 Introduction
In this chapter the RBF-MLPG 1 is used to model eddy current phenomena due to 
time dependent magnetic fields. Two different approaches are used. First the complex 
magnetic vector potential formulation is adopted and the performance of the method 
to model the field at different frequencies is investigated and the results compared with 
the analytical solution. Then, the time transient formulation is considered and the 
model is solved using the time discretization of the magnetic vector potential via the 
0-algorithm. The results are then compared with those obtained with the FEM software 
MEGA.
One of the main concerns of this chapter is also to investigate the performance of 
the methods used to model the interface between different regions. Therefore both 
methods, IM1 and IM2 are used in the first part of this chapter.
7.2 Complex magnetic vector potential formulation
Consider the problem described in Fig. 7.1, which shows a 2-D representation of a 
long conducting cylinder placed in a region of uniform field B 0 =  0.1T. The field 
is normal to the cylinder axis of symmetry and is assumed to be sinusoidal in time, 
B 0 =  B  Ocos(ojt), where u  is the angular frequency. The cylinder has inner and outer 
radii equal to 0.05715 m and 0.06985 m, respectively, and its conductivity is equal to 
2.5385 x 1075 m -1.




Figure 7.1: Conducting cylinder 
2-D schematic representation o f a long conducting cylinder placed in a region o f uniform
magnetic field, B  =  B Qy.
Assuming that the material has linear B — H  curve and that the system is at steady 
state, the complex vector potential formulation can be used to solve the problem, such 
that
V • - V A  -  o w jk  = 0 (7.1)
where A is the 2  component of the magnetic vector potential A. Due to the symmetry 
of the problem, only a quarter of the cylinder is modelled, as shown in Fig. 7.2. The 
boundary conditions are specified as A =  — ||B0|| x  at the circular boundary E, which
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c
CONDUCTING CYLINDER
R in R out D 0.4 m
Figure 7.2: Model representation due to symmetry
7.2.1 The analytical solution
The analytical solution of the problem is given in cylindrical coordinates by [Wakao 
et al., 2003]
where
1 d / R d A i ______ 32A i\
R d R  \  d R  )
=  0
R d R  \  d R  )  R ? \  2
1 d (Rdh3\  1 / ^ 2A 3 \
RdRV d R  )
A3 =  Q - B  
Ai =  ci R cos(j)
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A i ,  A 2 A 3 being the 2  component of the magnetic vector potential A  (R, 9 )a tR <  R int 
Rin < R  < Rcwt and R  >  Rout, respectively as indicated in Fig. 7.1. R  and 0 are 
the cylindrical coordinates, I(y/j k R) and K(y/J  k R) are first order Bessel functions 
and the factor k is given by k = y/crup. The unknown coefficients c1,c2 ,c3 , c4 are 
determined by solving the following system
Rin •^lO ^ Rin) K iijk R in ) 0 Cl 0
- 1 d li d K i 0
d ^ 1 *=«*» d R \R_Rlit— c 2 _
0





dli dK i 1
C4 - B 0
d R\R=Rout d R\R=Rout Rlut J
(7.4)
The interface conditions require Ai =  A2 at R  = Rin and A2 =  A3 at R  =  R ^ .
7.2.2 The RBF-MLPG 1 results__________________________
The RBF-MLPG1 method was implemented using the following parameters: size 
of the sub-domain R a = 0.9 h, size of the support domain R  =  2.5 D, Multiquadric 
parameter C= 2.5 h. A set of 3 x 3 Gauss points per sector was adopted in the following 
tests.
The results shown below refer to tests performed at frequencies of 50H z, 60H z  and 
150772:. The skin depth, S =  at each frequency was calculated and shown in
Table 7.1 The cylinder thickness is 0.01270 m.
In Chapter 6 the IM1 procedure was examined, and it was shown that the technique 
imposes the interface condition, however its performance is affected by the presence of 
comers. In the following section the performance of both IM1 and the IM2 is examined
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Table 7.1: Skin depth at different frequencies.
and compared. However, in the problem investigated in this chapter both components 
of the field are continuous at the inner and outer boundaries of the cylinder.
The following tests were performed considering the RBF-MLPG 1 and both IM1 and 
IM2 approaches. The results are compared with the analytical solution. The RMS 
relative error (7.5), for both real and imaginary parts are analysed for nodes located at 
R  < Rout, i.e. R  <  0.06985.
RMSerror =  sH "  ~  (7.5)
V N * Ulmx
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Initially the problem is described by a set of 151 nodes distributed as shown in 
Fig. 7.3.
CA3_fELIX3 SICCA
Figure 7.3: Nodal distribution for 151 nodes - conducting cylinder
There are only three layers of nodes placed on the cylinder, one placed exactly in the 
middle, i.e. R  =  /?out+H™, and one at each interface, Rout and Rin. Due to the small 
number of nodes on the cylinder the simulation is performed only at 50 H z.
Fig. 7.4 to Fig. 7.6 show the results obtained using the IM1. The figures show the 
real and imaginary parts of the magnetic vector potential and the magnetic flux density 
components along the radial direction at an angle of </> =  45°. Similarly, Fig. 7.7 to 
Fig. 7.9 show the results obtained using the IM2, also taken along the radial direction 
at an angle <f> = 45°.
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Figure 7.4: Magnetic vector potential A using the IM1
Real and imaginary parts of A at 50Hz. Values taken along R at an angle (f> = 45°.







































Figure 7.5: Magnetic flux density component using the IM1
Real and imaginary parts ofBn at 50 Hz. Values taken along R at an angle (f> = 45°.
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Figure 7.6: Magnetic flux density component B0 using the IM1
Real and imaginary parts of B# at 50 Hz. Values taken along R at an angle <J> = 45°.
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Figure 7.7: Magnetic vector potential A using the IM2
Real and imaginary parts of A at 50Hz. Values taken along R at an angle (f> = 45°.
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(b) Imag. {B f l}
Figure 7.8: Magnetic flux density component using the IM2
Real and imaginary parts o f  B r  a t 50 H z. Values taken along R  and angle of(j> =  45°.
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Figure 7.9: Magnetic flux density component B# using the IM2
Real and imaginary parts of Bq at 50 Hz. Values taken along R at an angle of (f> = 45°.
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The difference between the analytical solution and the numerical results for the 
imaginary part of A for R  > Rout are due to the fact that the external boundary E, 
where the boundary condition A =  —0.1 x  has been setup relatively near the cylinder, 
thus influencing the results at R  > Rout. Therefore, the error analysis is performed 
only for R  < Rout-
Observing the results above is clear that both methods yield very similar results 
overall. However the IM1 did not model the continuity of the tangential component 
of the field at the boundaries of the cylinder, as shown in Fig. 7.6(a) and Fig. 7.6(b). 
Many different parameters, such as the size of the influence domain, size of the local 
sub-domain and different values of C, have been tested and no change was observed 
in the results.
Nevertheless, the IM2 assures the continuity of both components, as seen in 
Fig. 7.9(a) and Fig. 7.9(b).
In order to verify the values of the magnetic vector potential at the nodes on the 
cylinder, Fig. 7.11 and Fig. 7.12 show a comparison between the numerical results of 
the IM1 and IM2, respectively, and the analytical solution only at the nodes placed on 
the cylinder shown in Fig. 7.10.
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Figure 7.10: Nodal distribution on the cylinder.
Ri "F R  tArrangement of nodes on the cylinder. Nodes placed at Rin, — - — —  and Rout,
respectively.
It is possible to observe that in both methods the continuity of the magnetic vector 
potential at the interfaces is satisfied by both approaches. It also possible to verify that 
the IM1 yields better agreement with the real part of the solution, while the IM2 yields 
better agreement with the imaginary part.





































Figure 7.11: Magnetic vector potential A on the cylinder at 50 H z -  IM1





































Figure 7.12: Magnetic vector potential A on the cylinder at 50 H z  - IM2
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Table 7.2 shows a comparison of the RMS relative error of both methods. The error 
analysis is performed only for the nodes placed at R  < Rout- As previously observed in 
the figures, both methods present similar accuracy overall. The error in the imaginary 
parts of the fields components is higher than the error in the real part, which agrees 
with the results shown in Fig. 7.5(b), Fig. 7.6(b), and Fig. 7.8(b) and Fig. 7.9(b).
Freq (Hz)  
50
Error A (%) Error B R (%) Error B# (%)
Real Imag Real Imag Real Imag
IM1 1.2621 1.9768 3.7293 6.7121 2.0405 8.0576
IM2 3.4523 1.3715 2.5396 9.0591 1.3117 7.2112
Table 7.2: RMS relative error for nodes located at R < 0.06985.
Next, the number of nodes is increased and the problem is described by a set of 557 
nodes, as shown in Fig. 7.13, and the performance of both methods to model the field 
at different frequencies is investigated.
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Figure 7.13: Nodal distribution for 557 nodes - conducting cylinder
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Increasing the number of nodes improves the accuracy of both methods, as expected. 
Moreover, the IM1 presented better results than the IM2, as shown in Tables 7.3 and 
Table 7.4, where the RMS relative error for different frequencies is presented.
Freq (Hz)
Error A (%) Error B^ (%) Error B# (%)
Real Imag Real Imag Real Imag
50 1.3344 1.0096 2.9311 1.9942 0.92124 2.4210
60 1.0761 1.0462 2.0455 2.0960 0.8989 3.2886
150 0.7151 0.9689 2.0173 2.09551 0.6494 6.7860
Table 7.3: RMS relative error at different frequencies - IM1
Freq (Hz)
Error A (%) Error BR (%) Error B# (%)
Real Imag Real Imag Real Imag
50 2.7734 0.89433 4.7475 1.9971 0.67430 3.3205
60 2.5566 1.0960 4.3751 2.5106 0.6505 4.3153
150 2.2390 3.0305 3.2371 7.3050 1.085 6.9500
Table 7.4: RMS relative error at different frequencies - IM2
However, increasing the number of nodes did not eliminate the discontinuity present 
in the results of the IM1 for the B# component at the interface of the cylinder. This 
can be observed in Fig. 7.14(a) and Fig. 7.14(b), where the results for both real and 
imaginary parts of B#, at 50 H z  is shown. Once again, different values of C  and 
different sizes of support domain and influence domain were tested, and no change in 
the results was observed.
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Figure 7.14: Magnetic flux density component B# at 50 Hz> - IM1 modelled with 557
nodes
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Fig. 7.15 to Fig. 7.17 show the results of IM1 taken along R  = x, implying </> =  0°,
dA
where the boundary condition —  =  0 is imposed. As seen in the figures, the results 
presented good agreement with the analytical solution and the boundary condition is 
correctly modelled by the method.
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Figure 7.15: Magnetic vector potential A at <j> = 0°
Real and imaginary parts o f A  at 50 H z along R  at (p = 0°. IM1 modelled with 557
nodes.
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Figure 7.16: Magnetic flux density component B R at (j> = 0°
Real and imaginary parts o f B R at 50 H z  along R a t  (f) = 0°. IM1 modelled with 557
nodes.
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Figure 7.17: Magnetic flux density B# at 4> =  0°
Real and imaginary parts of B# at 50 H z along R a t <f) =  0°. IM1 modelled with 557 nodes.
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The eddy current effect at 50H z  is shown in Fig. 7.18, Fig. 7.19 and Fig. 7.20, 
where the imaginary part of the magnetic potential and the magnetic flux distribution 
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Figure 7.20: Imag. {B0} at 50 H z -  IM1
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Observing the results for the IM2 at /  =  150Hz, it was verified that the method 
also leads to the discontinuity of the component B# at the interface of the cylinder, as 
seen in Fig. 7.21(a) and Fig. 7.21(b). This may be caused by the poor accuracy of the 
method when modelling the field on the cylinder as observed in the figures, where the 
results do not present as good agreement with the analytical solution as the IM1.
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(b) Imag.{B4
Figure 7.21: Magnetic flux density component B# at 150 H z  - IM2
Real and imaginary parts of Be at 150 Hz. Values taken along R  at an angle (f) = 45°.
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Next, the magnetic vector potential equipotentials and the magnetic flux distribution 
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Figure 7.22: Imag. {A} equipotentials at 150 H z  -IM1
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Figure 7.24: Imag. {B#} at 150 H z  - IM1
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7.2.3 Time discretization______________________________
Let’s now assume that the magnetic field is given by B =  0.1(1 — e~at), where 













Figure 7.25: Magnetic flux density - time transient
Eddy currents are induced in the conducting cylinder due to the time variation of 
the magnetic field, which increases from B =  0 T t o B  =  0 . 1 T i n a  time interval of 
approximately 0.12 s, after which the field becomes constant, as shown in Fig 7.25
In order to model the above problem the time discretization formulation is adopted, 
which is given by
V • -  VA(x, t) — a  — =  0 (7.6)
P at
Following the 0-algorithm method, the problem can be described by
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- A i A(x>t)
(7.7)
A time step A t =  0.001 s is assumed and the simulation runs until t =  0.15. The 
problem is described by a set of 557 nodes arranged as shown in Fig. 7.13. The finite 
element method is adopted as a source for comparison of the results obtained in this 
section.
Fig. 7.26, show the magnetic vector potential lines at t — 0.005 s and at t = 0.05 s. 
As expected, the eddy currents effect is higher at t =  0.005 s. The magnetic flux 
density components Bx and By at t =  0.005 s and at t = 0.05 s are shown next in 
















0.05 0.1 0.15 0.25 0.3 0.35 0.4
X (m)









0.3 0.35 0.40.05 0.1 0.15 0.2 0.25
X (m)
(b) Magnetic Vector potential A at t — 0.05 s
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(a) Ba; at t =  0 .005 s
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Figure 7.27: Magnetic flux density B at t = 0.005 s
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(UI) A
Seven RBF-MLPGJ modelling an Eddy current problem 190
-3
X(m)
(a) B-t at t =  0 .05 s
X(m)
(b) By at t =  0.05 s
Figure 7.28: Magnetic flux density B at t = 0.05 s
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With the objective of assessing the eddy current effect on the cylinder, the following 
analysis is performed considering a point P located on the cylinder wall. In order to 
compare the RBF-MLPG1 with the finite element method, the same point is considered 
in both methods. Since in FEM the field is calculated at the centre of an element, an 
element was selected and its central coordinates P =  (0.0484,0.043809) passed to the 
RBF-MLPG1 code, which then interpolates the field at this point.
Fig. 7.29 shows the magnetic vector potential at the point P from t = 0 s  until 
t =  0.1 s obtained using the RBF-MLPG1. It is possible to verify that, as expected, 
the magnetic vector potential at the point P decreases in magnitude with time and at 
t = 0.1 s it has reached A =  —0.00484 \Vbm~1, which corresponds to A =  — 0.1 x.
- 0.5
- 1.5
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Figure 7.29: Magnetic vector potential A at the point P on the cylinder
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Next the magnetic flux density on the cylinder is analysed in the time interval of 
t = Os until t =  0.1s. The results are compared with the finite element method.
The x  and the y components of the magnetic flux density, B  are shown in Fig. 7.30. 
As ||BX|| decreases due to the field reaching the steady state, ||By|| increases, until it 
reaches By =  0.1 T. Comparing the results obtained with RBF-MLPG1 and FEM, it 
is possible to verify that both methods present reasonably good agreement, especially 
for the y  component of B.
(1) Aa









0.06 0.08 0.10.02 0.04
time (s)













(b) B y at P =  (0 .0484,0 .043809)
Figure 7.30: RBF vs FEM - Magnetic flux density B at P
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The eddy current effect on the cylinder can be assessed by subtracting the source field 
B 0 from the By component calculated numerically. The result is shown in Fig. 7.31, 
where once again both FEM and RBF-MLPG1 are compared.
— RBF-MLPG1 





Figure 7.31: Eddy current component calculated on the cylinder at the point P
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7.3 Conclusions
In the first part of this chapter the RBF-MLPG1 was used to model an eddy 
current problem using the complex formulation of the magnetic vector potential. The 
performance of both IM1 and IM2 in modelling the interface condition was assessed. 
It was verified that the IM1 leads to a discontinuity of the tangential component of 
the field at both the inner and outer boundary. The reason for the presence of this 
discontinuity is still not clear, it may be due to numerical errors, or a characteristic of 
the method when modelling a curved boundary. Nevertheless, the IM2 presented better 
performance in modelling the field at the interface. Overall, both methods presented 
similar accuracy when compared with the analytical solution.
In the second part of this chapter, the RBF-MLPG1 was used to model a time 
transient problem and the solution was compared with that from the FEM software 
MEGA. The results showed good agreement between both methods.
Chapter Eight
RBF-MLPG1 modelling a moving 
structure
Abstract One of the great advantages of meshless methods is their flexibility in 
allowing nodes to move or be moved from one place to another without interfering 
with the original arrangement of nodes or requiring special algorithms. In this chapter 
this characteristic of the method is investigated by applying the RBF-MLPG1 to model 
the displacement of a moving structure.
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8.1 Introduction
It is often pointed out in the literature that the main advantage of the mesh-free 
methods is the flexibility that the technique offers when adding and removing nodes. 
Since the nodes are free from rigid connections, removing, adding or moving nodes 
in meshless methods do not require “re-meshing" or any other special technique. 
This makes the mesh-free methods very attractive when modelling moving bodies and 
boundaries.
The objective of this chapter is to investigate this property of meshless methods by 
modelling an electromagnetic device that is composed of a stationary and a moving 
part. The problem under consideration is modelled as a series of magnetostatic 
problems having the moving part displaced to a new position in each case. This 
displacement is performed by moving a whole set of nodes together with the moving 
part. There is no need for imposing the coupling between the stationary and the 
displaced set of nodes, unlike in the Finite Element method, where techniques such 
as the Lagrange Multipliers [Lai, 1994] are usually used.
Also as part of this chapter the Maxwell tensor method is used to calculate the 
magnetic force at each different position. The results are compared with the FEM 
software MEGA.
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8.2 The problem
Consider the electromagnetic device shown in Fig. 8.1, which is composed of a 
stationary and a moving part. Both pieces are made of ferromagnetic material with 
relative magnetic permeability of iir =  500. The coils are fed with a constant current,







The moving part was placed at different positions at each step. At each new 
position the problem is then modelled using the magnetostatic formulation based on 
the magnetic vector potential A.
The problem is described by a set o f4331 nodes uniformly distributed. The boundary 
conditions are imposed as A =  0 at all external boundaries, as shown in Fig. 8.1.
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The moving part is displaced by A y  in the positive direction. The RBF-MLPG1 is 
implemented using the following parameters: Multiquadric parameter C = 2.5, l x l  
Gauss points in each local sub-domain, implying a total of 4 Gauss points in each sub- 
domain. The size of the local sub-domain is given by =  0.9 h and the size of the 
influence domain is given by Cl = 2.5 D.
The simulation is performed initially with A y  =  0 mm, from which the magnetic 
vector potential line distribution is as shown in Fig 8.2(a) and Fig. 8.2(b), where the 
results from both MEGA and the RBF-MLPG1 are shown.
In order to verify the accuracy of the RBF-MLPG1 results, the components of the 
magnetic flux density B  along the gap at (0.125, y) are compared with FEM. The 
results are shown in Fig. 8.3(a) and Fig. 8.3(b), where a very good agreement between 
both methods can be verified.
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1CC1 Contours of A
(a) FEM - Ay = 0 mm.
At£$A
ICC) Contours of A
(b) RBF-MLPG1 - Ay =  0 mm
Figure 8.2: Magnetic vector potential equipotentials for A y  = 0 mm










(b) By along the gap - Ay = 0 mm 
Figure 8.3: Magnetic flux density components along the gap for A y  =  0 mm
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Next, the calculation is performed assuming that the moving part has been displaced 
by A y = 2.5mm. All nodes located between (0.126, y) and (0.160, y) are also moved 
2.5 mm. The same displacement is implemented in MEGA, which uses the Lagrange 
Multiplier to couple the stationary mesh and the displaced one. The magnetic vector 
potential distribution obtained by both methods is shown in Fig. 8.4(a) and Fig. 8.4(b).
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[CC1 Contours of A
(a) FEM - Ay  =  2.5 m m .
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(b) RBF-MLPG1 - Ay =  2.5 m m
Figure 8.4: Magnetic vector potential equipotentials for A y  = 2.5 ram
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Due to the closeness to the boundary, the maximum displacement is limited to A y  =  
9 m m  and once again the magnetic vector potential lines obtained by both methods, 
FEM and RBF-MLPG1, are shown in Fig. 8.5(a) and Fig. 8.5(b), respectively. It 
is possible to observe that in both methods the equipotentials are distorted due to 
the external boundary moving closer. The discontinuity shown in the FEM results 
in Fig. 8.5(a) is due to the fact that the boundaries have not been setup as periodic 
boundaries.
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Figure 8.5: Magnetic vector potential equipotentials for A y  =  9 m m
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The behaviour of the magnetic flux density components is once again assessed 
along the gap (0.125, y ), and the results compared with FEM. Observing the figures, 
Fig. 8.6(a) and Fig. 8.6(b), it is possible to verify a good agreement between both 
methods.
In the results above the comparison between the RBF-MLPG1 and FEM results 
is only visual. Nevertheless it is possible to verify that the RBF-MLPG1 method 
performs well the displacement of the set of nodes, without introducing discontinuity 
in the results.
Next, a comparison of the above results is performed by analysing the magnetic 
force, which is obtained using the Maxwell tensor method.
The Maxwell stress tensor is given by
^  =  H2 n +  ( H n ) H  
dl
where n  is the outward unit normal vector and F, the magnetic force. The Maxwell 
tensor is calculated by performing an integral around the moving part. Table 8.1 
shows a comparison between the magnetic force obtained using the RBF-MLPG1 and 
MEGA. There is a very good agreement between both sets of results.
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Figure 8.6: Magnetic flux density components along the gap for A y =  9 m m
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A y FEM (MEGA) RBF-MLPG1
0 mm
Fx = -18.6150 
Fy = -3.04 x 10"9
Fx = -20.4683 
Fy  =  6.2705 x 10"7
2.5 mm
Fx  =  -18.1604 
Fy = -2.03811
Fx = -18.3889 
Fy = -1.74955
5 mm
Fx ~  -16.1314 
Fy = -4.51905
Fx = -16.9280 
Fy = -4.16069
9 mm
Fx = -13.4587 
Fy = -5.9743
Fx ~  -13.788 
Fy = -5.4699
Table 8.1: Magnetic force at different Ay.
8.3 Conclusions
The results shown in this chapter illustrate the possibility of using the RBF-MLPG1 
to model the movement of a structure by simply moving a set of nodes with the moving 
structure. The procedure is quite simple since no special treatment is required to couple 
the stationary set of nodes and the “moving" ones. The tests presented were performed 
using only 4 Gauss points in each local sub-domain. This yielded very good agreement 
with FEM. However, increasing the number of Gauss points could improve the results. 
For instance, when increasing the number of Gauss points to 2 x 2 the magnetic force 
calculated for A y  = 2.5 m m  is F x  = —18.2983 AT and Fy =  —1.9953 AT. The 
main problem with that is the computational time required to solve the model, which 
is a noticeable disadvantage of the RBF-MLPG1, when no “speed-up" routines are
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implemented. Running on a AMD64 3700+ processor the model with 4331 nodes and 
4 x (1 x 1) Gauss points took about 90 minutes.
Chapter Nine
Conclusions and final remarks
Abstract The most significant steps of this work are highlighted. In light of 
the procedures adopted and the results obtained, the research contributions are 
discussed and recommendations of further development are outlined. Finally, the main 
conclusions of the work are drawn.
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9.1 Introduction
As mentioned in the introductory chapter, despite its potential advantages, the 
application of meshless methods to Computational Electromagnetics is still in its early 
days, when compared to established techniques such as FEM and FD.
In order to better understand and assess the potential of these methods, further 
research and development are still required, particularly regarding their computational 
efficiency. Another aspect is that better classification and comparison of the many 
proposed implementations are also required to provide clear information about their 
characteristics and their potential applications. That said, this thesis focused on the 
study of the meshless techniques, with particular attention on a truly mesh-free method 
based on the Meshless Local-Petrov Galerkin and Radial Basis function.
9.1.1 Relevant contributions___________________________
•  Currently many meshless methods can be found in the literature, which are 
based on different interpolation techniques and different ideas. Few authors 
have presented a general overview of these methods so far describing their 
application to a series of problems in Computational Mechanics. The second 
Chapter of this thesis is dedicated to the state o f the art of the meshless methods, 
with the objective of emphasising the main differences between the interpolation 
techniques that are often used by these methods. In Chapter 3, a brief overview 
of the historical development of these methods was presented, introducing for the
Nine Conclusions and final remarks 212
first time an overview of their application to Computational Electromagnetics.
•  The majority of the work proposed to date in the application of meshless methods 
to CEM concentrates on the Element-Free Galerkin method, which is said not 
to be truly mesh-free due to the background cell. In this thesis the author 
investigates the application of a truly mesh-free method, based on the Meshless 
Local-Petrov Galerkin. However, instead of using the original formulation of 
the MLPG, based on the Moving Least Squares, the Radial Basis Function is 
adopted as the interpolation technique. The resulting method, referred to here 
as RBF-MLPG, had been proposed by G. R. Liu and S. Atluri in the context of 
Computational Mechanics. In this thesis the technique is applied for the first 
time in Computational Electromagnetics.
•  A very simple procedure to handle the interface between different regions was 
proposed in the context of the MLPG method.
•  Making use of one of the main advantages of the meshless methods, this thesis 
demonstrates the use of the mesh-free technique to model a moving structure. 
The procedure used in this work attempts to illustrate that movement can be 
easily implemented in meshless methods, without requiring a special algorithm 
to impose the coupling between the stationary set of nodes and the moving ones.
9.1.2 General overview of the work_____________________
Overall the Meshless Local Petrov-Galerkin is proposed as an alternative to the 
Element-Free Galerkin, which suggests the use of local sub-domains to eliminate the
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background cells, resulting in a truly mesh-free method. However, the definition 
of the local sub-domains requires some special care. First of all the sub-domains 
are required to overlap each other in order to satisfy the global weak form in the 
global domain. This is a simple task if the nodes are uniformly distributed, however 
for a non-uniform distribution of nodes, the definition of the sub-domains becomes 
more complicated. This is because in order to guarantee the overlap, the local sub- 
domains may be made bigger, which may cause them to intercept global and internal 
boundaries. This requires special algorithms to truncate the local sub-domains and 
create the Gauss points. Another problem that comes with large sub-domains is that 
in order to guarantee the accuracy of the method a large number of Gauss points have 
to be used, which then increases the computational cost. Another disadvantage of the 
MLPG is that the accuracy of the method is dependent on two parameters: the size of 
the support domain and the size of the local sub-domain, which are dependent on the 
nodal distribution as examined in Chapter 6.
The Multiquadric Radial basis function interpolation method has proved to be an 
interesting and powerful interpolation technique as demonstrated in Chapter 5, where 
the RBF was compared with the Moving Least Squares method. This technique offers 
an attractive alternative to the MLS in the solution of partial differential equations 
since Dirichlet boundary conditions can be directly imposed. However, the MQ- 
RBF interpolation method introduces a high computational cost. When using the 
global approach the final matrix is full and may be ill-conditioned, therefore solving 
a system with thousands of collocation points becomes computationally impractical. 
The use of the Local Multiquadric radial basis junction approach in order to implement
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a localised version of the Collocation method or the Galerkin type method, using 
the Petrov-Galerkin method, requires the interpolation matrix to be inverted at each 
evaluating point. In the context of the MLPG, the evaluation point is a Gauss point, 
which implies that the inversion of the interpolation will be performed as many times 
as the number of Gauss points. Another problem that comes with directly inverting the 
interpolation matrix is the fact that the matrix may have a high condition number, due 
to the choice of the shape function parameter C, which may introduce numerical error 
in the solution. A few approaches were investigated with the objective of reducing the 
computational time, such the one suggest by Liu, which avoids the inversion of the 
interpolation matrix for each Gauss point. Liu suggests that instead of determining an 
interpolation matrix for each Gauss point, it should be determined for a central point 
inside the integration area and used for all Gauss points inside of that same area.
This approach was tested and although it reduced the computational costs, it also 
degraded the accuracy of the results.
9.2 Future work and final comments
The results shown in this thesis have demonstrated that meshless methods, such 
as the RBF-MLPG, can be successfully applied to model problems in computational 
electromagnetics. However, as previously described in this chapter, there are still many 
issues to be further investigated and improved, such as the use of parallel processing 
to alleviate the computational costs of the RBF interpolation technique.
Despite the fact that the meshless methods based on background cells are not truly 
mesh-free, their implementation is much simpler than that of the Meshless Local
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Petrov-Galerkin. Another point that must be highlighted is that when modelling a 
moving structure, the MLPG requires the set of Gauss points to be moved as well as 
the nodes, whereas for the methods based on the background cell, the Gauss points 
would remain fixed while moving only the nodes. This could simplify even more the 
procedure used in Chapter 8.
The application of meshless methods in high frequency is another area to be 
considered as well as the investigation of methods such as the Dual Reciprocity and 
the Method of Fundamental Solutions, which have been successfully applied to solve 
non-linear problems in Computational mechanics.
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A list of papers published by the author during the development of this PhD is 
presented below:
•  “Application of the Meshless Local Petrov-Galerkin Method with Radial 
basis functions to electromagnetic modelling" presented at the Fifth IEE 
International Conference on Computation in Electromagnetics, U.K., April 
2004.
•  “Finite Element Modelling of Electrical Machines and Actuators, presented 
at the Scientific Computing in Electrical Engineering, Capo D’Orlando, 5-9 
September 2004.
•  “Meshless Local Petrov-Galerkin Method with radial basis functions 
applied to electromagnetics" IEE Proc. Science, Measurement and 
Technology, Vol. 151, No.6, U.K., November 2004.
• “Application of the Local Radial Point Interpolation method to solve Eddy 
C urrent problems” presented at the 1 5 th Conference on the Computation o f 
Electromagnetic Fields, China, June 2005.
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•  “Application of the Local Radial Point Interpolation method to solve Eddy 
Current problems” IEEE Transactions on Magnetics, Vol.42, No.4, April 
2006.
•  “Meshless Radial basis function" presented at the Sixth International 
Conference on Computational Electromagnetics -CEM 2006 , Aachen, April 
2006.
•  “Meshless M ultiquadric RBF method applied to solve Two-dimensional 
Boundary Value Problems" presented at the 1 2 th Biennial IEEE Conference 
on Electromagnetic Field Computation, Miami, April-May 2006.
•  “Design of Salient Structures Using Parameterized Finite Element 
Models" presented at the 12 th Biennial IEEE Conference on Electromagnetic 
Field Computation, Miami, April-May 2006.
•  “Meshless M ultiquadric RBF method applied to solve Two-dimensional 
Boundary Value Problems" submitted to IEEE Transactions on Magnetics, 
May 2006.
•  “Design of Salient Structures Using Parameterized Finite Element 
Models" submitted to IEEE Transactions on Magnetics, May 2006.
Appendix B
Monomials
A polynomial basis is a linear combination of monomials. The following pages include 
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Figure B.l: Pascal triangle of monomials 
Schematic representation of the Pascal triangle of monomials, used for selecting the 
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Figure B.2: Pascal pyramid of monomials
Schematic representation of the Pascal pyramid of monomials, used for selecting the
monomial terms of a three dimensional polynomial basis.
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