On the least point of the spectrum of certain cooperative linear systems with a large parameter  by Dancer, E.N.
J. Differential Equations 250 (2011) 33–38Contents lists available at ScienceDirect
Journal of Differential Equations
www.elsevier.com/locate/jde
On the least point of the spectrum of certain cooperative
linear systems with a large parameter
E.N. Dancer 1
School of Mathematics and Statistics, The University of Sydney, NSW 2006, Australia
a r t i c l e i n f o a b s t r a c t
Article history:
Received 25 September 2009
Revised 6 August 2010
Available online 25 August 2010
MSC:
35J65
Keywords:
Principal eigenvalue
Linear elliptic system
We obtain the asymptotic limit of the principal eigenvalue of a
cooperative system of linear elliptic equations as a parameter tends
to inﬁnity. Our results are much more general than those in the
work of Caudevilla and López-Gómez (2008) [2]. We obtain an
unusual limit problem.
© 2010 Elsevier Inc. All rights reserved.
In this paper we very considerably generalize the main result of [1] and its correction [2]. We
require much less smoothness and greatly weaken a number of technical side conditions in [1] (and
completely remove many of them). Our main diﬃculties occur in cases not covered in their papers.
The motivation for the problem can be found in [1] and the references therein. Note however that
the problem arises in cooperating species population models where the environment is very non-
homogeneous in the space variables. (The principal eigenvalue of linearizations plays an important
role in the behavior of the model.) More precisely we consider two linear operators:
Lku = − ∂
∂xi
(
αki j
∂u
∂x j
)
+ βki
∂u
∂xi
+ γ ku,
k = 1,2, on a bounded domain Ω , where all the coeﬃcients are in L∞(Ω) and there is a μ > 0 such
that αki j(x)ηiη j  μ|η|2 for all x ∈ Ω , k = 1,2. We assume b, c, a, d ∈ L∞(Ω), a, d are non-negative
and b, c are strictly positive almost everywhere in Ω (though this could be weakened). Note that
E-mail address: normd@maths.usyd.edu.au.
1 Research partially funded by the Australian Research Council.0022-0396/$ – see front matter © 2010 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2010.08.012
34 E.N. Dancer / J. Differential Equations 250 (2011) 33–38our notation differs slightly from that of [1]. We are interested in the principal eigenvalue of the
eigenvalue problem (for τ )
(L1 + λa)φ − bψ = τφ,
(L2 + λd)ψ − cφ = τψ (1)
in Ω in the W˚ 1,2(Ω) sense. Standard theory (cf. [13]) implies that there is a principal eigenvalue
τ (λ) for each λ > 0, and that this is the only eigenvalue to which there corresponds a non-negative
eigenfunction and this eigenfunction is unique (up to scalar multiples) and continuous on Ω with
both components strictly positive in Ω . We are interested in understanding limλ→∞ τ (λ). (Note that
standard monotonicity theorems for the spectrum of compact positive linear operators imply that
τ (λ) increases in λ and hence the limit exists, possibly ±∞.)
We strengthen our assumptions on a and d by requiring Ω = A¯1 ∪ Z1 where A1 is open, Z¯1 =
Ω\ A¯1, a vanishes on A¯1, a(x) > 0 almost everywhere on Z1 and
W˚ 1,2(A1) =
{
u ∈ W˚ 1,2(Ω): u(x) = 0 a.e. on Ω\ A¯1
}
.
As in Hedberg [9] or Dancer [6], one can easily check that the last condition holds if there is a com-
pact subset Y of A¯1 of capacity zero such that near any point of ∂ A1 ∩ Ω\Y , A¯1 is locally a Lipschitz
manifold with boundary. (This can be proved because it is easy to see that this equality for W˚ 1,2(A1)
is a local problem on the boundary.) In fact, with care one only needs regularity assumptions on ∂Ω
near ∂ A1 ∩Ω . We stress that we are not assuming that A1 is connected. We also assume that A1 has
only ﬁnitely many components, though this could be weakened considerably. Note that in achieving
our assumptions, one tries to put parts of the zero set of a which are locally of measure zero into Z1.
We also assume that we have a corresponding decomposition of A2 ⊆ Ω where this time we are
looking at the zeros of d.
Let λˆ1 be the principal eigenvalue of the problem L1φ = τφ on A1 (with the zero Dirichlet bound-
ary condition) and λˆ2 is deﬁned analogously. Note that λˆ1 is the inﬁmum of the principal eigenvalues
of L1 on the components of A1.
We also have a limit eigenvalue problem. (That it is a limit problem has to be proven.) We look
for (φ,ψ) ∈ W˚ 1,2(A1) × W˚ 1,2(A2) and τ ∈R such that (φ,ψ) is non-trivial,
L1φ − bPψ = τφ on A1 and
L2ψ − cPφ = τψ on A2 (2)
where Pψ = χA1∩A2ψ . Here P is deﬁned to be the zero operator if A1 and A2 do not intersect.
Once again, we can easily use standard theory to prove that (2) has a principal eigenvalue τˆ . We
will do this in detail in a moment. Note that if A1 ∩ A2 is empty, then τˆ = inf{λˆ1, λˆ2}. If A1 and A2
are both connected and intersect, our ideas and our theorem can be used (with care) to prove that
τˆ < inf{λˆ1, λˆ2}. We sketch this in a remark after the proof of the main theorem. We sketch the proof
of the existence of the principal eigenvalue τˆ . It is very similar to the arguments in the early part
of [7] (using results in [10] and [11]). If C is large positive, (2) is equivalent to the system
φ = (L1 + C I)−1
(
bPψ + (τ + C)φ),
ψ = (L2 + C I)−1
(
cPφ + (τ + C)ψ)
where the two inverses are on A1 and A2 respectively and include the respective boundary conditions.
Let T (τ ) denote the linear operator considered on L2(A1)⊕ L2(A2). If τ +C  0 and C is large positive
it is easy to see that T (τ ) is a compact positive linear operator on L2(A1) ⊕ L2(A2) (for the natural
cone) and hence it suﬃces to ﬁnd τ so that r(T (τ )) = 1. Hence it suﬃces to ﬁnd τ˜ so that r(T (τ˜ )) < 1
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non-negative and at least one component non-trivial so that
T
(
τ ∗
)( φ0
ψ0
)

(
φ0
ψ0
)
). (3)
(The required τ will be in [τ˜ , τ ∗].) The ﬁrst condition is achieved if τ = −C since (Li + C I)−1 has
small norm if C is large positive (for example this follows by Garding’s inequality [8]). We can achieve
the second condition in (3) by taking τ ∗ = λˆ1, ψ0 = 0 and φ0 the non-negative eigenfunction of L1
corresponding to λˆ1. (Note that (3) is true if φ0 ∈ W˚ 1,2(A1), ψ0 ∈ W˚ 1,2(A2), both are non-negative,
L1φ0  bPψ0 + τ ∗φ0 a.e. on Ω and L2ψ0  cPφ0 + τ ∗ψ0.) The above argument also implies τˆ  λˆ1.
By using a similar argument, we eventually deduce τˆ  inf{λˆ1, λˆ2}.
We can also use part of the argument to show that τˆ (λ) is bounded above. If φ1 is the positive
eigenfunction corresponding to the principal eigenvalue of L1 on a component A˜1 of A1 corresponding
to the eigenvalue λˆ1, then, by the lemma in Appendix A, L1φ˜  λˆ1φ˜ in the weak sense where φ˜ is
deﬁned to be φ1 on A˜1 and zero on A1\ A˜1. We then ﬁnd easily that (φ˜,0) is a subsolution of (1)
on Ω for τ = λˆ1 and hence, as in the previous paragraph, τ (λ) λˆ1 for all λ.
Note that (2) can be thought of as a system of k +m equations where k is the number of com-
ponents of A1 and m is the number of components of A2. Note also that {L1, L2} form a diagonal
operator for this decomposition. We reﬁne this decomposition later.
Our main result is the following.
Theorem 1.
lim
λ→∞τ (λ) = τˆ and τˆ  inf{λˆ1, λˆ2}.
Proof. We prove the theorem in a series of steps. We will prove in Step 5 below that there is a non-
trivial non-negative solution of (2) corresponding to τ = λˆ ≡ limλ→∞ τ (λ). This implies τ  τˆ . We
will need to be more careful to prove the reverse inequality.
Step 1. We discuss non-negative solutions of (2). Suppose that A˜1 is a component of A1 and (φ,ψ) is a
non-trivial non-negative solution of (2). Now L1φ  τφ on A˜1 and hence it follows from the weak
Harnack inequality for supersolutions [8] that either φ ≡ 0 on A˜1 or φ(x) > 0 on all of A˜1. (Note that
by standard regularity theory φ is continuous on A1.) In the former case, it follows from the ﬁrst
equation of (2) that ψ ≡ 0 on A˜1 ∩ A2. In the latter case, it follows that either τ = λ1( A˜1) and ψ = 0
on A˜1 ∩ A2 or τ < λ1( A˜1) and ψ is non-zero somewhere on A˜1 ∩ A2. We justify this at the end of
the proof of Step 1. In particular, we see that τ  λ1( A˜1) or φ vanishes identically on A˜1. Similarly
τ  λ1( A˜2) unless ψ vanishes identically on A˜2. Moreover, if φ vanishes identically on A˜1, the ﬁrst
equation implies that ψ vanishes on A˜1∩ A2 and hence by the argument above (applied to the second
equation) ψ vanishes on any component of A2 which intersects A˜1. Hence if we assume that every
component of A1 intersects A2 (and vice versa), then neither φ nor ψ can vanish identically (and in
this case τˆ  inf{λˆ1, λˆ2}).
We need to explain one claim in Step 1. If τ = λ1( A˜1) and φ˜ is the positive eigenfunction of the
adjoint problem corresponding to L1 on A˜1, then by the usual orthogonality argument,
〈φ˜,bPψ〉 = 0. (4)
(Note that the adjoint of L1 is a slight variant of the type of operators we considered for L1 and L2
but the general theory as in Chicco [4] and Gilbarg and Trudinger [8] still applies.) In particular
φ˜(x) > 0 on A˜1. Hence (4) implies that Pψ = 0 on A˜1 ∩ A2 and thus ψ(x) = 0 on any component
of A2 intersecting A˜1. If τ < λ1( A˜1), L1 − τ I is invertible and has a positive inverse on A˜1 and hence
either ψ = 0 on A˜1 ∩ A2 and φ ≡ 0 on A˜1 or ψ is non-trivial on A˜1 ∩ A2 and φ(x) > 0 on A˜1.
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A1 as follows. Let W denote the components of A2. We say S1eS2 where Si ∈ T if there exist S˜ i ,
i = 1, . . . ,m, in T and Sˆ i , i = 1, . . . ,m − 1, in W such that S˜1 = S1, S˜m = S2, S˜ i ∩ Sˆ i is non-empty for
1  i m − 1 and Sˆ i ∩ S˜ i+1 is non-empty for 1  i m − 1 (where m = 1 is allowed). It is easy to
check that this is an equivalence relation and hence we have a decomposition of T into equivalence
classes. This induces a corresponding decomposition of W as follows. We say a component u˜ of A2
belongs to the class of S1 ∈ T if there exists a chain much as above but starting with S1 and ﬁnishing
with u˜. (Thus there only m − 1 terms of the second type in the chain.) Note that by our deﬁnition
such a chain cannot be extended to an element of T not in the equivalence class of S1. (It is easy to
see that our deﬁnition is equivalent to the component u˜ intersecting some element of the equivalence
class of S1.) If we add the decomposition of T and W together, we obtain a good decomposition of
T ∪ W . This decomposition then provides a decomposition of the set of equations (2) (or rather (2)
written in terms of the components of A1 and A2) such that it is in block diagonal form where one
block corresponds to one “piece” of the decomposition T ∪ W . (Note that if A˜1 is a component of A1
and A˜2 is a component of A2 such that A˜1 ∩ A˜2 is empty, then χ A˜1∩ A˜2 ≡ 0 and hence these do not
contribute to the off diagonal terms of (2).) Thus we can calculate the principal eigenvalue of (2) by
taking the principal eigenvalues of each block and then taking the inﬁmum. Note that a block may
not have the same number of ψ and φ equations. (For example if the component A˜1 of A1 intersects
k components of A2 but none of these components intersect any other components of A1, then the
block would consist of k + 1 equations, where one is a φ equation and k are ψ equations.)
Step 3. We now use Step 2 to show that we can reduce our theorem to the case where T ∪W consists
of a single “piece”. Suppose Z˜ is a “piece” of our decomposition of T ∪ W . Let S1 be the union of the
sets forming Z˜ and S2 be the union of the remaining components of A1 ∪ A2. By our construction
S1 and S2 are disjoint. Thus we can add non-negative continuous functions to a and d and obtain
a˜ and d˜ so that a˜(x) > 0 on S2 ∩ A1, d˜(x) > 0 on S2 ∩ A2 while a˜ and d˜ are unchanged on S1. By
monotonicity results for spectral radii it is easy to see that this perturbation increases τ (λ) for each λ
and hence limλ→∞ τ (λ). Let us denote by λˆ∗ the limit for these new a and d. On the other hand
by the limit result claimed at the beginning of the proof (and proved in Step 5 below), there must
exist φ1 ∈ W˚ 1,2(A1), ψ1 ∈ W˚ 1,2(A2), both non-negative and not both trivial so that φ1 is supported
on a˜ = 0, ψ1 is supported on d˜ = 0 and φ1, ψ1 satisfy (2) for τ = λˆ∗ . Note that a˜ = a on the support
of φ1 and d˜ = d on the support of ψ1. Hence our solution lies in one block of our block decomposition
and thus λˆ∗  principal eigenvalue on this block. We will prove below in Step 4, that the principal
eigenvalue is the only eigenvalue of the problem on this block to which there corresponds a non-
negative eigenfunction. Hence λˆ∗ = principal eigenvalue on this block. Thus τˆ  principal eigenvalue
on this block and hence τˆ  λˆ. However, there is a non-negative eigenfunction of (2) corresponding
to τˆ . Here τˆ  λˆ. Thus τˆ = λˆ, which proves the result. There are still two claims to be proven.
Step 4. We prove our claim that on one block there is only one eigenvalue to which there corresponds
a non-negative eigenfunction. It suﬃces to prove that both components of any such eigenfunction
are strictly positive on all the domains corresponding to the block. (This is suﬃcient because if such
an eigenfunction corresponds to an eigenvalue which is not principal, then it must be orthogonal to
the non-negative eigenfunction of the adjoint problem corresponding to the principal eigenvalue. This
clearly contradicts the strict positivity.) To prove the strict positivity, suppose that A˜1 is one of the
components of A1 corresponding to our block and (φ,ψ) is a non-negative eigenfunction such that
φ vanishes at x0 ∈ A˜1. By our earlier result (in Step 1), φ vanishes identically on A˜1. Then, continu-
ing our earlier arguments, ψ must vanish on any components A˜2 of A2 intersecting A˜1. Continuing,
φ must vanish on any component of A1 intersecting A˜2. Continuing this way, we ﬁnd that φ (ψ )
vanishes on all of the components of A1 (A2) corresponding to the block. This is a contradiction
and we have completed the proof of this claim. (There is one special case. If no component of A2
intersects A˜1, the block is one-dimensional and we are back to a scalar problem.)
Step 5. We prove our claim at the start of the proof under the condition that {τ (λ) | λ 0} is bounded
above (which we justiﬁed above).
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1, λn → ∞ as n → ∞ and {τ (λn)} is bounded. By multiplying the ﬁrst equation by φn , we see
∫
Ω
α1i j∇φn∇φn + λn
∫
Ω
aφ2n 
(
τ (λn) + K1
) ∫
φ2n + K2
∫
|φn||ψn| + K3
∫
|φn||∇φn|. (5)
By applying the Cauchy–Schwartz inequality to the last term, using the coercivity inequality for
the ﬁrst term and noting that
∫
aφ2n  0, we see that
1
2
μ‖∇φn‖22  K4 + K3‖∇φn‖2‖φn‖2.
It follows easily that we have a bound uniform in n for ‖∇φn‖2 and thus a uniform bound for φn
in W˚ 1,2(Ω). Similarly {ψn} is bounded in W˚ 1,2(Ω). Hence we can choose subsequences so that φn
and ψn converge weakly in W˚ 1,2(Ω) and strongly in L2(Ω) to φ¯ and ψ¯ respectively. Thus φ¯, ψ¯  0
and ‖φ¯n‖2 + ‖ψ¯n‖2 = 1. Moreover, by (5), λn
∫
Ω
aφ2n  K˜ for all n and hence
∫
Ω
aφ2n → 0 as n → ∞.
(Remember that
∫
Ω
aφ2n  0.) Thus in the limit
∫
Ω
aφ¯2 = 0. Hence, by our assumption on a, φ¯ is
supported on the set {x ∈ Ω | a = 0}. By our assumption on A1, this implies that φ¯ ∈ W˚ 1,2(A1).
Similarly ψ¯ ∈ W˚ 1,2(A2). Now if we multiply the φn equation by l ∈ C∞c (A1), the term involving a
vanishes identically and hence
∫
Ω
(
α1i j
∂φn
∂xi
∂l
∂x j
+ β1i
∂φn
∂xi
l + γ 1i φnl + bψnl
)
= τ (λn)
∫
φnl.
Passing to the weak limit we see that
∫
A1
α1i j
∂φ¯
∂xi
∂l
∂x j
+ β1i
∂φ¯
∂xi
l + γ 1i φ¯l + bψ¯l = τ
∫
A1
φ¯l
and hence φ¯ is a solution of the equation on W˚ 1,2(A). Note that, since l is supported on A1 and φ¯
is supported on A2,
∫
bψ¯l = ∫ Pbψ¯l. Since we can use a similar argument for ψ¯ , we have completed
the proof. (In fact, it is not diﬃcult to prove that φn (and ψn) converge strongly in W˚ 1,2(Ω).)
This completes the proof of the theorem. 
Remark 1. We explain in our claim that if A1 and A2 are connected and intersect, then τˆ < inf{λˆ1, λˆ2}.
We can assume without loss of generality that λˆ1  λˆ2. By our earlier remarks in the proof of the
theorem, the non-negative eigenfunction (φ,ψ) of (2) corresponding to τˆ satisﬁes φ(x) > 0 on A1
and ψ(x) > 0 on A2. If τˆ = λˆ1, L1φ − λˆ1φ = bPψ on A1. If φ˜1 is the non-negative eigenfunction
corresponding to the eigenvalue λˆ1 of the adjoint problem for L1 − λˆI , we deduce that 〈φ˜,bPψ〉 = 0
a.e. and hence φ˜(x)ψ(x) = 0 a.e. on A1 ∩ A2. Since ψ(x) > 0 always by the Harnack inequality [8], this
is impossible if A1 ∩ A2 is non-empty. This result can be generalized considerably. The argument is
still valid if A1 and A2 have a single “piece” with the notation in the proof of the theorem and in fact
it is valid unless there is a component of A1 which does not intersect A2 (or vice versa). Here we use
that τˆ is the inﬁmum of the τˆ ’s from the different “pieces”.
Remark 2. Note that, as in [1], our proof also gives considerable information about the limiting
behavior of the eigenfunction in W˚ 1,2(Ω) × W˚ 1,2(Ω). One ﬁrst proves weak convergence of the
eigenfunctions (φλ,ψλ) in W˚ 1,2(Ω) × W˚ 1,2(Ω) and then proves that
∫ |∇φλ|2 and ∫ |∇ψλ|2 have
the expected limits to prove strong convergence in W˚ 1,2(Ω) × W˚ 1,2(Ω). More strictly, we use the
quadratic forms generated by α1i j (for φ) and α
2
i j (for ψ ).
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The following result is probably well known but we could not ﬁnd a reference. It is well known
under some weak conditions on the smoothness of the boundary of the domain. It should be useful
elsewhere.
Proposition 1. Assume that Ω is a bounded connected open set on RN , L1 is as in the main part of the paper
and φ1 is a positive eigenfunction corresponding to the least eigenvalue γ˜ of L1 ( for zero Dirichlet boundary
conditions). If Ω1 is open, Ω1 ⊇ Ω and we extend φ1 to Ω1 by deﬁning it to be zero on Ω1\Ω , then φ1 is a
(weak) subsolution of L1u − γ˜ u = 0 on Ω1 .
Proof. If Ω has a smooth boundary, this follows easily from the Gauss–Green theorem (cf. Berestycki
and Lions [3]). (Note that φ1 ∈ W˚ 1,2(Ω1) by standard results.) We prove the general case by approxi-
mation. We choose Ω˜n ⊆ Ω such that Ω˜n has smooth boundary and Ω˜n → Ω as n → ∞ in the sense
that for any compact subset K of Ω , K ⊆ Ωn for n large. (For example we could choose l ∈ C∞(RN )
such that l(x) > 0 on Ω and l(x) = 0 if x /∈ Ω . We then choose positive regular values μn of l such
that μn → 0 as n → ∞ and let Ωn = l−1((μn,∞)). We then modify Ωn by taking the component con-
taining a ﬁxed x0 ∈ Ω .) If we prove that the ﬁrst eigenvalue of L1 of Ωn satisﬁes γn → γ˜ as n → ∞
and the corresponding (L2 normalized) positive eigenfunction Zn converges strongly in L2(Ω) we can
simply pass to the limit in the weak formulation (starting with a test function in C∞c (Ω)). These
convergence claims are classical (cf. Stummel [12] or Dancer [5]). We sketch very brieﬂy the proof. It
is easy to prove that {Zn} are uniformly bounded in W˚ 1,2(Ω) and converge weakly in W˚ 1,2(Ω) and
strongly in L2(Ω) to the positive eigenfunction φ on Ω and γn → γ˜ as n → ∞. 
Remark 3. This method can also be used for non-degenerate positive solutions of weakly non-linear
equations (and the non-degeneracy could be weakened).
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