Abstract: A numerical method to solve Abel-type integral equations of first kind is given. In this paper we suggest the research of a numerical solution for Abel-type integral equations of the first kind, by using a collocation method employing an interpolatory product-quadrature formula with a trigonometric polynomial of the first order. Some results of numerical examples are reported.
where g(x) and k(x, t) are known functions, g(x) is a continuous function, k(x, t) is subject to a Lipschitz condition with respect to the variable t, on 0 < t G x q 1, (k( x, t) E Lip,l), and moreover k( x, x) # 0. The existence and the unicity of the solution of the equation (1.1) have been proved by Kowalewski 181 .
In this paper we suggest the research of a numerical solution for the integral equation (1.1) by using a collocation method, employing an interpolatory product-quadrature formula with a trigonometric polynomial of the first order. In Section 2 the method will be described and in Section 3 it will be shown that the analysed method is convergent of order two, under suitable hypothesis of regularity for the functions y(x), k(x, t) and the parameter (Y.
Moreover, in Section 4, some numerical examples will be related which show that the developed method in this paper yields solution approximations substantially equivalent to the ones obtained with the trapezoidal-discretization method for the Abel-type integral equation of the first kind.
A discretization-method
It is well known that, for every function f defined in an interval [a, b] of length smaller than 27r, the identity holds:
f(x) = P(x) + R(x) (2.1) where: Since the coefficients (2.11), (2.12) can be expressed by
(2.12) (2.13) (2.14) 
(2.20) We now observe expressly that a triangular system of N equations in N f 1 unknowns is obtained.
In order to obtain the (N + 1)th equation, we remember that from the theory of Abel integral equations it is [4] y(0) = lim
with F(x) = x *-'g(x). Now we put: Therefore we write (2.19), (2.20) as follows
and also
Now we define the following positions: 
, it is a semicircolant matrix. In this case to point out the peculiarity of the matrix we will denote it by 3. Therefore, to solve (2.4), we search for the solution of the approximating system: 
Remark. It has not been possible to give a theoretic limitation for (Y such that the condition (B, -B2)/( B, -B7) < (B, -B,)/( B, -B2
) < 1 holds. We can provide some numerical estimates which are included in Table 1 of section four.
In order to prove the Theorem 3.1 it is necessary to refer to some notations and then the lemmas which are stated below.
For n > 2 and taking account of (2.26) we have
-(l+2coS(~j)(l-~)1k-n+(l that we also can write as
B,,_,-B,,=
:
Let us put
'kb) = ? ( 2k; ")( j)'hc2;;:!:;;y;;k_2, I=1 Sk(n) = : (""I ")($q, I=2k+l (3.2) so that (3.3) becomes:
Now the following lemmas can be proved.
Lemma 3.1. The following holds:
Proof. Let 0, be the mth sum of the series (3.5):
From (3.4), (3.9) can also be written as
and we have
2; The first series is an absolutely convergent series. Regarding the second series we consider the uj
where we indicate with rj and 7, the error of the correspondent Taylor Proof. By (2.31) and (2.26) it follows: Moreover it is h,-1
Finally, let us observe that the sequence q/=2-2' l-
is a decreasing sequence and thus $J, < q3 < 0.
Then, if 1 is even, we have
( 1
2-LY >o I .
Moreover, vn+l/"n < %+z/vn+l < 1, n >
(3.24)
Proof. We consider the polynomial of second degree a(x) = v,P + 2v,+$ + vn+2. Proof. After an easy, but not short computation, the following is obtained: ' (2 -;)+a 
A consequence of the Lemma 3.6 is the relation [4] Indicated by A the space of the admissible functions, defined by: The matrix s, as we have already recalled, is a semicirculant matrix, and thus its inverse matrix 5-l is also, $o%xn= (.,Bnxfl (3.54) where the B, are defined by the (3.1). It may be observed that the (3.54) can be written also as On the other hand, the existence of a constant c E R + is noted [5] such that:
For the Lemma 3.7 we have 
Some observations and numerical examples
The hypothesis is clearly menzioned in [l] , but is supposed true in [4] . This is in contrast with the numerical results obtained by the trapezoidal-method, which state that the hypothesis (4.1) is true on the interval [Z, 1) with E = 0.103206841184DO.
Moreover, as it has been already said in the remark of the Theorem 3.1, we give in Table 1 the numerical estimates for (Y versus N, obtained by the trigonometric-method.
The relation (4.1) has been estimated for values of (Y multiple of a given step. The present circumstances suggest to affirm that our method aims at the trapezoidal-method for large N, and this is also in accordance with some results of Gautschi [6] .
Some numerical examples
It should be remembered, first of all, that the Chebyshev system, considered in section two, is (sin(x/2), cos(x/2)). None of the related examples give rise to exact numerical solutions. Moreover, the results achieved. with the developed method in the paper, are compared with the results achieved by the trapezoidal-method. The software is developed in double precision, and it has been implemented on the VAX 11/750 in use at the Institute. The numerical implementations have been effected for (Y = 0.5. In Table 2 In Table 3 the maximum values of the error are related and have been obtained through comparison with the analytical solution, in connection with different values of the N. Table 4 the maximum values of the error are related and have been obtained through 
