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ABSTRACT
This thesis describes a novel retrieval model for case retrieval from online
medical forums. This model uses semantic query weighting to obtain a more
accurate representation of a case query. Semantic query weighting involves
identifying descriptive words, such as those describing symptoms or medi-
cation, and weighting those terms more heavily during the scoring process
while simultaneously lowering the weight of less important words. Our ex-
perimental results show that by adding semantic query weighting to Okapi
BM25, we are able to achieve, on average, better search performance when
compared with the standard BM25 model. For example, precision at 5 was
improved by 8.5% while recall at 100 was improved by 5.31%.
In addition, we describe in detail the techniques required to build a medical
forum search engine using the iKNOWx Forum Search retrieval model, which
would allow a user to search medical forums for thread discussions that are
similar to an input query case. Such a system would be useful in many ways.
It can help inform users so they can decide on a best course of action when
sick, potentially saving both time and money on healthcare costs. Also, it
can easily integrate threads from multiple medical forums, allowing an easy
way for users to aggregate information from various sources.
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CHAPTER 1
INTRODUCTION
As the web has grown, the amount of medical information available to the
layperson has grown significantly as well. One such area is in medical web
forums, where a community of users can have discussions about its problems
and receive feedback and comments from other users, sometimes even from
doctors. The data from these medical forums offer several advantages to the
layperson. Often, there is information from a primary source—someone who
has experience with a particular symptom or ailment, and users are able
to engage in active discussions. Furthermore, these discussions frequently
use colloquial language and are less restrictive than other sources, such as
Wikipedia or WebMD.
A common pattern among these forums consists of a user posting questions
about a particular symptom he or she has been experiencing, which initiates
a discussion, or thread, on the topic. Most forums contain thousands of
such threads. As a result, it would be beneficial to many users if they could
accurately search medical forums for cases that are similar to their own, so
they can learn from existing discussions.
However, existing medical forums do not have a method tailored to perform
“medical case” retrieval, that is, find related threads where people discuss
similar symptoms to one’s own. This search problem is inherently different
from traditional search applications. The search query becomes a description
of a medical case, which can be long and detailed. It may contain information
about the symptoms, any current medication, information about the patient,
and other comments as well. In addition, existing forum search is limited to
the threads in that particular forum; there is no simple way to perform one
query across many medical forums without a great amount of manual effort.
This thesis discusses iKNOWx Forum Search, a retrieval method that is
tailored for retrieving medical cases—forum threads—that are similar to a
user’s case query. To address the existing limitations of medical forum case
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retrieval, we use the concept of “semantic query weighting” to improve search
relevance for medical cases. Also, we discuss in detail how one can build
a medical forum search engine utilizing the techniques in iKNOWx Forum
Search.
We can think of a medical case as having different components: current
symptoms, current medication, patient background information, etc. Words
from these different components are important for retrieval purposes, but
certain semantic types (e.g. “symptom”) are generally more useful than
others (e.g. “patient background”) for the purposes of retrieval. In our
retrieval model, we “boost” the weight of terms according to their semantic
type to obtain a better ranking of results—a technique we call “semantic
query weighting”.
In general retrieval methods, a scoring function score(D, q) is used to as-
sign a relevance score to a document D and a query q. We modify an existing
state of the art retrieval method, Okapi BM25, by multiplying its computed
score(D, q) by the semantic weight of the query term q, effectively increasing
the “importance” of that term. By using semantic query weighting, we are
able to improve search relevance when compared to the unmodified version
of Okapi BM25. In our evaluation phase, our customized retrieval method
shows an 8.5% improvement in precision at 5 and a 5.31% increase in recall
at 100.
Case retrieval in medical forums is important for many reasons. Con-
sulting a medical professional is an expensive and time-consuming process.
With more knowledge about their symptoms, patients will be able to make
informed judgments about how to triage their own medical condition—to
determine whether or not they should see a doctor. If, due to lack of infor-
mation, a patient underestimates the severity of his or her symptoms and
forgoes medical treatment, his or her condition may potentially worsen. If
on the other hand, a patient decides to see a doctor when it is something
very minor, he or she may end up wasting both time and money.
The rest of the thesis is organized as follows. Chapter 2 discusses related
work, including the origin of the idea of semantic query weighting. Chapter
3 discusses in detail how we use semantic query weighting in our retrieval
model to improve case retrieval. Chapter 4 provides a detailed description of
a system architecture utilizing the iKNOWx Forum Search retrieval model.
Chapter 5 discusses the experiments we performed and how we evaluated our
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results. Finally, chapter 6 concludes the thesis and describes directions for
future research and improvements.
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CHAPTER 2
RELATED WORK
The iKNOWx Forum Search retrieval model draws many insights from and
builds upon the work done by Sondhi et al in two papers [1] [2].
2.1 Information Extraction from Medical Forums
In [1], Sondhi et al seek to provide structure to medical forum data. To
provide some background, a medical case can typically be broken down into
two important components.
1. Physical Examination or Symptoms (PE): These are basically the cur-
rent conditions under discussion where treatment is sought. For ex-
ample, if a particular food or medicine is causing an allergy, then that
food or medicine is the PE.
2. Medication (MED): These include medications the patient is taking or
is planning to take. In this definition, a medication does not have to
be a drug; it can be any measure that is taken to treat a particular
symptom. For example, taking antibiotics, taking steps to avoid a
particular allergen, or resting more are all considered MED.
The paper introduces Machine Learning techniques to analyze sentences
in forum posts and to classify them as either PE, MED, or “background”
(BKG), a third category for additional case information. By using various
text-based and forum-specific features, Sondhi et al were able to achieve a
best prediction accuracy above 75%.
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2.2 Medical Literature Retrieval
Previous work has been done by Sondhi et al in improving medical literature
retrieval for case queries. The goal of their system is to help healthcare
professionals retrieve literature articles that are similar to an input case. This
type of system would be useful in several different scenarios. For example,
medical students can use it to learn and improve their diagnostic skills, and
physicians can use the system to aid in diagnosis when confronted with a
difficult case. Our proposed system is analogous to the one presented by
Sondhi et al in many ways. In particular, both systems focus on the medical
domain and use patient cases as queries. However, instead of retrieving
medical literature articles, we are retrieving forum threads, and instead of
targeting healthcare professionals as the end user, we focus on the layperson.
Even with these differences, this paper offers many insights into the domain
and also introduces the concept of semantic query weighting [2].
Sondhi et al identify two main problems with regular retrieval tasks—
“vocabulary gap” and “non-optimal query term weighting”. Vocabulary gap
refers to the problem where the searcher uses different words when describing
the case than those used in literature articles, and non-optimal query term
weighting refers to the problem of not differentiating between the levels of
importance of words used in the case description.
The problem of non-optimal query weights is addressed using semantic
query weighting. When a general search engine accepts a user’s query, it typ-
ically uses the concept of “inverse document frequency” (IDF) as a critical
heuristic to determine the relative importance of the various query words.
The IDF score assigns more importance to words that do not appear fre-
quently across the entire set of documents. Basically, it is more important to
match a rare word than a common word. However, for medical cases, Sondhi
et al make the claim that IDF alone is not the best method to weigh query
terms. Certain semantic categories (e.g. the name of a disease or the name
of a particular drug) are essential to a case description and terms that fall
into these categories need to be weighted highly regardless of their IDF.
Statistical language models define a probability distribution over a se-
quence of words and have been used effectively in natural language pro-
cessing, speech recognition, and information retrieval [3]. To apply semantic
query weighting, Sondhi et al modify the KL-divergence retrieval model,
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which is one of the best-performing retrieval models based on statistical lan-
guage modeling. For a given query Q and a document D, the model first
estimates two probability distributions of words—one for the query, θQ (called
a query language model) and one for the document, θD (called a document
language model). The document D is then scored relative to the query Q
using negative Kullback-Leibler divergence, which is used to measure the
similarity between the query language model θQ and the document language
model θD. It is defined as follows:
−D(θQ||θD) = −
∑
w∈V
p(w|θQ) log p(w|θQ)
p(w|θD)
The vocabulary V is the set of words in our model while p(w|θD) and p(w|θQ)
define the probability of a word given a particular language model.
To estimate the document language model, Dirichlet prior smoothing is
used:
p(w|θD) = c(w,D) + µp(w|C)|D|+ µ
The number of occurrences of the word w (i.e. the count) in document
D is denoted c(w,D) and p(w|C) is the probability of a word given a back-
ground language model. This is a model estimated based on the entire set
of documents and is used for probabilities of unseen words in a document.
Finally, the parameter µ is used as a smoothing parameter; the value used
in their results was µ = 4800.
To estimate the query language model, the relative frequency of a word in
the query is used:
p(w|θQ) = c(w,Q)∑
w′∈Q
c(w′, Q)
Given a set of query words, Sondhi et al map these keywords to the Unified
Medical Language System (UMLS) set of keywords, a standardized set of
biomedical vocabulary words. The query words which correspond to the
following semantic type were found to be most important:
Disease or syndrome, body part organ or organ component, sign
or symptom, finding, acquired abnormality, congenital abnormal-
ity, mental or behavioral dysfunction, neoplasm, pharmacologic
substance.
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Query words that fall under this semantic type have their word counts
doubled: c′(w,Q) = 2c(w,Q). This increases their relative importance when
estimating the query language model.
Using semantic query weighting and additional techniques, Sondhi et al
tune a general retrieval model to achieve more than 40% improvement in
mean average precision over the original model.
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CHAPTER 3
IMPROVING MEDICAL CASE
RETRIEVAL IN FORUMS
3.1 Case Retrieval in Medical Forums
First, we formally define the retrieval problem in the context of medical cases
and forums. A document D consists of the text information from all of the
posts of one forum thread. A query Q consists of a user’s text description
of a medical case. Given a query Q and a document Di ∈ {D1, . . . , Dn},
our goal is to compute a value, score(Q,Di) for each document and return
a ranked list of the top scoring documents.
3.2 Semantic Query Weighting
The work done by Sondhi et al in medical literature retrieval demonstrates
that for the right applications, using semantic query weighting can improve
the results of general search methods. In [1], Sondhi et al show that the
structure of medical forum data is such that sentences from posts can often
be classified as a few general types: PE, MED, and BKG. We can use these
insights and apply semantic query weighting to the problem of medical forum
search.
However, our intended retrieval system differs in several ways, so we must
modify semantic query weighting to fit our needs. Since literature retrieval
is targeted to medical professionals, mapping query terms to UMLS types
makes sense as physicians will already be familiar with biomedical termi-
nology. Since we want to target the layperson, we cannot rely on UMLS
mappings, so we instead let the user “label” the semantic types themselves.
This is a straightforward task for a layperson as it would simply consist of in-
putting the various parts of the query (i.e. symptoms, medication, additional
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information) in separate search fields.
Second, Sondhi et al use one fixed “boost” for a single semantic type,
multiplying appropriate query term counts by two. In our system, we choose
to use three different semantic types—PE, MED, and BKG—each with its
own weight. As discussed previously, these tags make sense in the context of a
medical case, and since they differ in their relative importance, it also makes
sense to use different weights for each semantic type. As a result, our retrieval
problem changes: a query takes on the form Q = ((q1, t1), (q2, t2), . . . , (qn, tn))
where ti ∈ {PE,MED,BKG}, i = 1, . . . , n is the semantic type of each
query term.
Finally, their system uses a modified version of the KL-divergence re-
trieval method. For ease of integration with Lucene, our chosen indexing
and retrieval method, we use Okapi BM25 as our general retrieval model [4].
Okapi BM25 is a popular and effective retrieval model, which scores a query
Q = (q1, . . . , qn) and a document D as follows:
score(D,Q) =
n∑
i=1
IDF (qi) · f(qi, D) · (k1 + 1)
f(qi, D) + k1 · (1− b+ b · |D|avgdl)
In this definition, f(qi, D) represents the frequency of word qi in document
D, avgdl is the average document length, and k1 and b are free parameters.
We use the values k1 = 1.2 and b = 0.75, which are the Lucene default
values and are standardly chosen in the absence of advanced optimization.
In Lucene, IDF is defined as follows:
IDF (qi) = log(1 +
N − n(qi) + 0.5
n(qi) + 0.5
)
The function n(qi) is the number of documents containing the word qi and
N is the total number of documents.
We will modify BM25 in the following manner to accommodate semantic
query weighting:
score(D,Q) =
n∑
i=1
IDF (qi) · f(qi, D) · (k1 + 1) · weight(ti)
f(qi, D) + k1 · (1− b+ b · |D|avgdl)
The function weight(ti) denotes the weight for a particular semantic type
ti ∈ {PE,MED,BKG}, and we retain the same IDF definition. Essentially,
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we multiply the score of the particular query term by its semantic weight.
One additional challenge that we face with this implementation of semantic
query weighting is that we have more weights to tune—the weights for PE,
MED, and BKG. In chapter 5, we discuss experiments that help find suitable
weights to use in medical forum retrieval.
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CHAPTER 4
SYSTEM DESIGN AND
IMPLEMENTATION
4.1 Overview
In this section, we discuss the steps involved in creating the iKNOWx Fo-
rum Search retrieval model. In addition, we discuss techniques to extend
iKNOWx Forum Search into a medical forum search engine. This search
engine would be very similar to a general search engine with some important
differences. Primarily, it would have to provide a way for the user to label
the semantic type of query words. Instead of one search bar, this search
engine could consist of three—one for a description of symptoms, one for a
description of medications, and one for any additional user comments. The
user then fills in each box appropriately and upon hitting “search” would be
given a ranked list of threads from various online medical forums. Figure 4.3
shows this system architecture in more detail.
4.2 The Data: Crawling HealthBoards
For iKNOWx Forum Search, we crawled data from an online medical fo-
rum called HealthBoards (www.healthboards.com). HealthBoards can be
described as an online health community where users can participate in any
of over 150 message boards, each focusing on a particular medical topic.
The data we collected from HealthBoards is composed of approximately
300,000 threads across the various message boards. A thread can be thought
of as one “discussion” in a message board. It consists of one or more posts,
which are individual comments from users. For each thread, the crawler
returns an XML file, which contains tags with information such as the content
of each post, the thread’s subforum ID (the ID associated with a particular
11
Figure 4.1: Screenshot of HealthBoards and several of its subforums
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Figure 4.2: A crawled thread from HealthBoards in XML
message board), the title, the URL, etc.
4.3 Indexing
We used Apache Lucene, an open-source project that provides indexing and
searching functionality for Java. Lucene provides many useful features, such
as the ability to use state of the art retrieval models and the ability to
customize the internals of its search (e.g. use custom similarity measures for
ranking, create customized queries, etc).
In order to index the XML data from our crawler, we must first convert the
XML files into Lucene Document objects. In Lucene, the Document object is
the unit of indexing and search. It is composed of various fields, which map
to text. For example, for our retrieval purposes, we use Document objects
that contain fields such as title, URL, first post of the thread, all posts from
the thread, etc.
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To perform the conversion, we use Apache Digester, an open source tool
that helps in creating an XML to Java object mapping [5]. Digester provides
the ability to trigger particular methods when a pattern of nested XML
is encountered. For example, we can define a method that creates a new
Thread object upon seeing the tag <THREAD>, and we can call the Thread
object’s “addPost” function when we counter the nested tag <POST>. With
digester, it becomes very easy to read an XML file and create an appropriate
Document object populated with the requisite fields. After we create the
Document object, we can then add it to the index using Lucene.
4.4 Searching
Lucene provides the ability to construct custom queries and to “boost” the
score of certain query terms. Lucene’s form of boosting, when applied to the
BM25 scoring function, matches the definition of semantic query weighting
we provided in section 3.2: the BM25 score for a document D and query
term q is multiplied by the boost term—the semantic weight of q [4]. Given a
user’s input, we can thus build a custom query with the appropriate boosting
weights. The semantic weights to use for each word can simply be determined
by which search box the word originated from.
After building the query, Lucene searches the index, created as described
in the previous section. It searches through one particular field in each
Document object—which simply contains all of the text from a thread’s
posts—and returns a ranked list of results.
4.5 Web Application
To extend the work done for iKNOWx Forum Search into a medical forum
search engine, two tasks remain—creating a suitable front end and creating
a back end server. The front end would simply need to contain a way for the
user to input his query and clearly mark the semantic types. One possible
approach is to have three search boxes, each labeled by its semantic type.
After creating an index of the forum threads, search requests can be handled
by a Java servlet. This servlet would accept incoming http requests, create
14
Figure 4.3: System Architecture of iKNOWx Forum Search
the Lucene query with semantic query weighting, search the index (which
would be stored on the server), and return the ranked list of results.
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CHAPTER 5
EXPERIMENTS AND EVALUATION
Our primary experimental task is to validate the effectiveness of semantic
query weighting when used for case retrieval in medical forums. We used
a custom evaluation set and used 5-fold cross validation to train and test
values for the semantic weights.
5.1 Dataset
For experimental and evaluation purposes, we use a custom query set supplied
by Sondhi et al. The query set consists of fifty threads from HealthBoards
where the sentences in each post are manually labeled with tags describing
their semantic type. For example, sentences describing symptoms are tagged
with PE while those describing medications would be tagged as MED. There
are additional tags supplied in the query set (such as ER for emotional re-
sponse, Q for question, etc) but for this retrieval task, we only consider PE
and MED terms.
5.2 Formulating the Retrieval Task
Given a medical case (the PE, MED, and BKG words), our retrieval task
is to find threads related to the query case. To test the performance of our
system oﬄine, we need a method to generate a set of case queries, define
what constitutes a relevant document, and be able to judge the relevancy of
results for each query.
Most threads are started because there is an information need of some sort,
which is often reflected in the first post. As a result, for each thread in our
evaluation set, we use its first post as our medical case. Since we have tags
for PE and MED semantic types, when we parse this post, we can keep track
16
Figure 5.1: An example of a manually tagged HealthBoards XML file from
our custom evaluation set
of what tags have been associated with each word. If a non-PE/MED tag
or no tag is associated with a word, the word becomes a background type,
denoted BKG. Occasionally, multiple tags can be associated with a word
(i.e. some sentences can be both PE and MED). For example, the sentence
“I have been taking Allegra-D for allergies” contains information on both
the symptom (i.e. allergies) and current medication (i.e. Allegra-D). In such
cases, we choose the semantic type with the highest weight.
Since HealthBoards consists of disease-related subforums, we say that two
threads are relevant if they belong to the same subforum, i.e. they both
discuss the same disease. Otherwise, they are not relevant to each other.
With such a notion of relevance, we can take any thread as a query and treat
other threads in the same subforum as relevant threads to this query thread.
We can use our custom query threads to perform evaluation in the following
manner.
1. Use the first post of the thread to construct a query. Weigh the query
terms based on the semantic type tags in the post.
2. Retrieved a ranked list of results from the index containing all of the
forum data.
3. Check to see if the threads are from the same subforum to determine
relevancy.
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5.3 Experiments and Results
5.3.1 Experimental Design
Our main hypothesis is that, given a retrieval task as defined in section 5.2,
a retrieval method utilizing semantic query weighting will be more effective
than a standard retrieval model. In addition, we wish to show that we can
find suitable semantic weights (xPe, xMed, and xBkg, which are respectively
for PE, MED, and BKG terms) by “training” on our custom evaluation set.
To accomplish this, we need to split our evaluation set into training and test
sets, and we choose 5-fold cross validation for this purpose. This technique
involves partitioning the data into 5 sets of training and testing sets. Each
training set will consist of 40 threads while the test set will consist of the
remaining 10 threads. The training set is used to tune the semantic weights
to find the best performing configuration over the 40 examples. Then, the
best configuration will be used to test the performance over the remaining
10 examples. In addition, we run our baseline retrieval model, Okapi BM25,
over the same test set. This is performed five times for the five different
training/testing sets generated from the 50 queries. At the end, the results
are averaged to give a single measure for the performance, which can be
compared against the baseline model.
Since we only have three variables (xPe, xMed, xBkg) whose values fall
within a relatively small range, we simply step through the possible configu-
rations to find the best one when tuning the semantic weights. To determine
the possible ranges for the semantic weights, we tested the entire query set
with manually chosen weights against the baseline. We noticed patterns that
solidified our intuitions. Increasing xPe could have a large impact, and higher
values (e.g. 3.0 in some cases) of xPe could still result in good performance.
Intuitively, this makes sense since PE terms are crucial to the definition of a
case. On the other hand, increasing xMed terms too much would eventually
have a negative result on the search results, as they would be overpowering
the PE terms. In addition, we did not want any particular terms to dominate
the results, so we provide minimum and maximum values for each semantic
type. As a result, we used the following ranges for the semantic weights when
performing our formal analysis using cross validation:
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• xPe: 1.0− 2.5, in increments of 0.25
• xMed: 0.5− 1.5, in increments of 0.25
• xBkg: 0.1− 0.5, in increments of 0.2
5.3.2 Evaluation Criteria
We used five different metrics to measure the performance of the retrieval
system during cross validation—precision at 5 (P@5), precision at 10 (P@10),
normalized discounted cumulative gain at 5 (NDCG@5), NDCG at 10 (NDCG@10),
and recall at 100 (R@100). Precision at n is simply the proportion of rele-
vant documents in the top n results. For example, if five results in the top
ten results were relevant, then P@10 = 0.5. NDCG@n can be thought of
as a generalization of P@n. It can take into consideration multiple levels of
relevance as well as the actual ordering of the documents [3]. First, we will
define discounted cumulative gain (DCG). Given a ranked list of documents
(D1, . . . , Dn), it is defined as follows:
DCG@n = Rel(D1) +
n∑
i=2
Rel(Di)
log2 i
Rel(Di) provides a score for the relevancy of the document. Since we only
consider binary relevance, Rel(Di) is equal to zero if Di is not relevant and
one if Di is relevant. The normalized DCG then, is simply the DCG@n
divided by the DCG of the best possible ranking. We assume that there are
at least n relevant documents.
NDCG@n =
DCG@n
1 +
n∑
i=2
1
log2 i
Finally, R@100 is the number of relevant results in the top 100 documents
divided by the total number of relevant documents for the query. In our
case, the number of relevant documents is the total number of threads for
the query thread’s subforum ID.
P@10 and NDCG@10 give us an idea of how the system will perform if a
user only looks at the first page of search results. P@5 and NDCG@5 give us
insight into how well the top-ranked documents perform. R@100 allows us
19
to test how well the system would perform if a user were to look at several
pages of search results for more in-depth research.
5.3.3 Results
From our experiments, we find that on average, the retrieval method with
semantic query weighting performs better than the baseline. For metrics like
P@5, we see improvements of 8.5% while for other metrics like NDCG@10,
we see smaller improvements. From the data, we can see that for some folds,
our retrieval method performs worse than the baseline. In particular, folds 1
and 2 proved troublesome for P@10, NDCG@10, and R@100. As a result, it
may be the case that semantic query weighting does not perform as well as
the baseline for certain queries, but on average, the results are improved.
To demonstrate our retrieval method in action, we choose a particular
query that performs almost 40% better with semantic query weighting than
the baseline at NDCG@5 and compare their respective results. We chose
semantic weights xPe = 2.25, xMed = 0.75, xBkg = 0.1 as these numbers
were effective in our cross-validation results when measuring NDCG@5 (see
Table 5.3). The title, subforum ID, and first post of the thread—our query—
are as follows:
Title: Milk protein intolerance and beef too!
Subforum ID: 10
First Post: <PE>Does anyone have an intolerance to beef and
milk protein (whey, casein etc....) </PE>My 21 year old did till
she was 3 years of age and now again at 21 it has started again.
Any help or recipes would be appreciated. thanks
For this query, the terms enclosed in the <PE>tag will have their term
scores multiplied by 2.25 while the scores for the rest of the terms will be
multiplied by 0.1. The top 5 results for each retrieval method are shown
in Tables 5.6 and 5.7. For each retrieved thread, we show the first post’s
title and choose portions of the post’s text that are most descriptive of the
question being asked. We also show the threads’ subforum IDs, which are
used to determine relevancy in our retrieval problem.
In the top 5 search results using semantic query weighting, the top two
threads are relevant by our retrieval definition. By reading the content of
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Table 5.1: Cross Validation: Precision at 5
Fold xPe xMed xBkg P@5 Base P@5 Change
1 2.5 0.5 0.3 0.420 0.420 +0.00%
2 1.5 0.5 0.3 0.540 0.5 +8.00%
3 2.5 1.5 0.3 0.64 0.640 +0.00%
4 2.25 0.75 0.1 0.6 0.49 +25.0%
5 2.25 0.75 0.1 0.460 0.420 +9.52%
Average Percent Change +8.5%
Table 5.2: Cross Validation: Precision at 10
Fold xPe xMed xBkg P@10 Base P@10 Change
1 2.25 0.5 0.1 0.420 0.460 −8.70%
2 2.0 1.25 0.3 0.470 0.490 −4.08%
3 2.0 1.25 0.3 0.60 0.55 +9.10%
4 1.0 0.5 0.1 0.53 0.490 +8.16%
5 2.0 1.0 0.3 0.440 0.380 +15.8%
Average Percent Change +4.05%
Table 5.3: Cross Validation: NDCG at 5
Fold xPe xMed xBkg NDCG@5 Base NDCG@5 Change
1 2.5 0.5 0.3 0.414 0.438 −5.57%
2 2.25 0.75 0.1 0.568 0.534 +6.43%
3 2.25 0.75 0.1 0.654 0.644 +1.61%
4 1.0 1.0 0.1 0.502 0.468 +7.15%
5 2.5 0.5 0.1 0.450 0.424 +6.16%
Average Percent Change +3.16%
Table 5.4: Cross Validation: NDCG at 10
Fold xPe xMed xBkg NDCG@10 Base NDCG@10 Change
1 2.25 0.5 0.1 0.419 0.457 −8.35%
2 2.0 1.25 0.3 0.503 0.517 −2.64%
3 1.75 1.25 0.1 0.618 0.587 +5.32%
4 1.0 1.0 0.1 0.494 0.478 +3.34%
5 2.5 0.5 0.1 0.451 0.397 +13.7%
Average Percent Change +2.26%
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Table 5.5: Cross Validation: Recall at 100
Fold xPe xMed xBkg R@100 Base R@100 Change
1 2.25 0.5 0.5 0.00526 0.00531 −0.847%
2 1.25 0.5 0.3 0.00538 0.00565 −4.77%
3 1.25 1.25 0.3 0.00612 0.00595 +2.77%
4 1.25 0.5 0.5 0.00600 0.00541 +10.8%
5 1.75 0.5 0.5 0.00574 0.00484 +18.6%
Average Percent Change +5.31%
Table 5.6: Search Results Using Semantic Query Weighting
Rank Subforum ID Title and Post Summary
1 10 Allergic to cows milk, questions?: I’m severely allergic to
cows milk and moderate to wheat
2 10 Advice needed for my dairy allergy: Hi, I’m 21 years old
and have had a dairy allergy for almost 1 year
3 53 Whey protein or egg white powder?: the casein in milk
is not that digestible, is whey free of casein?
4 17 GFCF Diet: ...three year old sonwas switched to milk
and soon after he developed skin rashes
5 42 Is milk appropriate for adults?
Table 5.7: Search Results Using the Baseline Okapi BM25
Rank Subforum ID Title and Post Summary
1 10 Advice needed for my dairy allergy: Hi, I’m 21 years old
and have had a dairy allergy for almost 1 year
2 55 Sugar: getting my daughter off all sugar starting Christ-
mas night
3 53 Whey protein or egg white powder?: the casein in milk
is not that digestible, is whey free of casein?
4 17 GF/CF Diet Questions?: In the last week she has gone
from about 6 jars of feed a day to about 11 a day and
sometimes more
5 10 Allergic to cows milk, questions?: I’m severely allergic to
cows milk and moderate to wheat
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the title and first post, we can see that both are indeed asking questions
about milk allergies. The thread at rank 3 solely asks about casein, a protein
found in milk, and does not contain questions about allergies, so it is indeed
not relevant. In the thread at rank 4, “GFCF” stands for “gluten free and
casein free” and describes a diet without gluten and casein. The user does
ask about skin allergies from milk, so even though we do not consider it
relevant in our retrieval problem, it may be relevant to a discussion about
milk allergies. Finally, the last returned thread did not contain any text
information, so it is not relevant. For this query, NDCG@5 = 0.562.
Many of the top results returned by the baseline model overlap with the
results using semantic query weighting. However, the two relevant threads
have different ranks; now, they occupy ranks 1 and 5 instead of ranks 1 and
2. As a result, NDCG@5 = 0.402, which is much lower. Also, we can see
that the new threads are not relevant: one of them discusses sugar while the
other, though in the context of GF/CF, only asks about food quantities and
not allergies.
From this particular query, we see that semantic query weighting improves
the quality of the search results. In this case, NDCG@5 was increased by
39.8%. In addition, we see that for the most part, our definition of relevance
makes sense in the context of forum thread retrieval.
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CHAPTER 6
CONCLUSION AND FUTURE WORK
6.1 Contributions
In this thesis, we discuss iKNOWx Forum Search, a retrieval method tailored
for case queries on medical forum data. This novel retrieval model uses
semantic query weighting to obtain a more accurate representation of a case
query. For a given documentD and query q, semantic query weighting is done
by taking the document-query score, score(D, q), generated by a standard
retrieval model and multiplying score(D, q) by the semantic weight of q. In
this manner, the importance of a particular query term can be increased or
decreased.
To evaluate the semantic weighting methods, we create a data set com-
posed of manually tagged XML threads. For a given thread, we take the
tagged PE, MED, and BKG terms in the first post to be our case query.
We judge relevance by assuming that any two threads in the same subforum
are relevant to each other. To determine the semantic weights, we use 5-fold
cross validation to tune the weights on a subset of examples while training
on the rest.
We show that by adding semantic query weighting to general retrieval
models, we are able to achieve, on average, better search performance when
compared with Okapi BM25. For example, precision at 5 was improved
by 8.5% while recall at 100 was improved by 5.31%. Other performance
measures, such as P@10, NDCG@5, and NDCG@10 showed smaller increases
in performance between 2− 4%.
In addition, we describe in detail the techniques required to build a med-
ical forum search engine using the iKNOWx Forum Search retrieval model.
A search engine of this kind would give users the ability to provide a med-
ical case and find discussions of similar cases on online medical forums. By
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adding semantic query weighting, improved search results can be achieved.
Such a system would be useful for helping people learn more about their
symptoms and to help them in deciding a best course of action when sick.
This is important since seeing a medical professional requires both time and
money. In addition, a search engine in this area would be extremely useful
for integrating threads from multiple forums, thereby enabling users to easily
aggregate information from disparate medical forums.
6.2 Future Directions and Improvements
There are several different avenues for potential improvement of iKNOWx
Forum Search.
1. Use the described techniques to build a complete medical forum search
engine for case retrieval. In the thesis, we describe how to build on top
of iKNOWx Forum Search to create a search engine. Currently, this
can be done by adding a suitable front end and an additional server
layer to query a Lucene index.
2. Additional work may be done to improve the relevance of the retrieval
model. For example, the use of pseudorelevance feedback and addi-
tional query words improved the results of literature retrieval, and this
remains unexplored for forum search.
3. Currently, we define our retrieval task as finding similar forum threads,
which can intuitively be thought of as finding similar cases. Framing
the task as retrieving individual thread posts can be an interesting
direction for future study as well. This type of search could be closer
to question and answering.
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