A central question about spatial attention is whether it is referenced relative to the external environment or to the viewer. This question has received great interest in recent psychological and neuroscience research, with many but not all, finding evidence for a viewer-centered representation. However, these previous findings were confined to computer-based tasks that involved stationary viewers. Because natural search behaviors differ from computer-based tasks in viewer mobility and spatial scale, it is important to understand how spatial attention is coded in the natural environment. To this end, we created an outdoor visual search task in which participants searched a large (690 square feet), concrete, outdoor space to report which side of a coin on the ground faced up. They began search in the middle of the space and were free to move around. Attentional cuing by statistical learning was examined by placing the coin in one quadrant of the search space on 50% of the trials. As in computer-based tasks participants learned and used these regularities to guide search. However, cuing could be referenced to either the environment or the viewer. The spatial reference frame of attention shows greater flexibility in the natural environment than previously found in the lab.
Introduction
In perceiving and understanding the world, spatial attention allows us to prioritize goalrelevant locations and objects. An important feature of spatial attention is its spatial reference frame: attended locations may be coded relative to the viewer, relative to the external environment, or relative to both. Which reference frame is used has important functional consequences. People often move in their environment. If attention is viewer-centered then it will likely change its environmental location when the viewer moves. But if attention is environment-centered then it will likely stay in the same environmental locations following viewer movements. Understanding the spatial reference frame of attention is also theoretically important. Most researchers agree that attention reflects diverse cognitive and brain mechanisms. However exactly how to subdivide attention remains a contentious issue (Awh, Belopolsky, & Theeuwes, 2012; Chun, Golomb, & Turk-Browne, 2011; Desimone & Duncan, 1995; Egeth & Yantis, 1997) . Understanding whether different spatial reference frames are used to support different forms of attention is valuable for identifying subsystems of attention.
Spatial reference frame of attention
Several studies have examined the spatial reference frame of attention by asking people to move their eyes between the initial attentional cue and the subsequent probing of attention. Results from these studies are mixed, with many but not all, finding evidence for a viewercentered (particularly retinotopic) representation of attention (Abrams & Pratt, 2000; Burr & Morrone, 2012; Cavanagh, Hunt, Afraz, & Rolfs, 2010; Golomb, Chun, & Mazer, 2008; Jiang & Swallow, 2013a , 2013b Mathôt & Theeuwes, 2010; Pertzov, Zohary, & Avidan, 2010; Wurtz, 2008) . However, these studies have investigated relatively transient forms of attention that rise and dissipate within several hundred milliseconds. Yet attentional preferences in the real world could accumulate through repeated experience with the same environment. Indeed, laboratory experiments have demonstrated that people develop relatively stable attentional preferences for important locations under these circumstances (probability cuing; Druker & Anderson, 2010; Geng & Behrmann, 2002; Jiang, Swallow, Rosenbaum, & Herzig, 2013; Miller, 1988; Umemoto, Scolari, Vogel, & Awh, 2010) . Because it takes time to form an environment-centered (e.g., spatiotopic) representation of space (Burr & Morrone, 2012) , this form of sustained, experiencedriven attention could rely on the external environment as its preferred reference frame.
However, recent studies on incidentally learned attention have found that it predominantly uses a viewer-centered frame of reference (Jiang & Swallow, 2013a) . In one study, participants searched for a target on a display laid flat on a table. Unbeknownst to the participants, across multiple trials the target was more often found in one quadrant of the display than in the other quadrants. Although participants did not notice this, they became faster finding the target when it appeared in the target-"rich" quadrant than the "sparse" quadrants. After acquiring an attentional bias toward the rich quadrant, participants stood up and walked to an adjacent side of the table, producing a 90º change in viewpoint (Jiang & Swallow, 2013a) . Results showed that the previously acquired attentional bias persisted for several hundred trials. Critically, the attentional bias moved to new environmental locations when the participant moved, suggesting that it relied on a viewer-centered reference frame (see also Jiang, Swallow, & Sun, 2014) .
The egocentric nature of incidentally learned attention additionally manifested as a failure to prioritize environmentally rich locations that were random relative to the viewer's perspective (Jiang, Swallow, & Capistrano, 2013; Jiang & Swallow, submitted) . Participants in one study conducted visual search on a display laid flat on a stand. They moved to a random side of the display before each trial. Although the target was most often placed in a fixed quadrant of the display, participants were not faster in finding the target in the rich quadrant compared with the sparse quadrants (Jiang, Swallow, & Capistrano, 2013) . However, when the target-rich quadrant was consistently referenced relative to the participants (e.g., it was always in the participants' lower right visual field) participants were able to prioritize the rich quadrant (Jiang & Swallow, submitted) . These findings indicated that incidentally learned attention was viewer-centered and was not updated by the viewers' locomotion.
The viewer-centered representation poses several challenges for interpretation. The visual search tasks used above are reminiscent of natural behaviors such as foraging, where the searchers frequently change their location during the search task. Given that locations that are rich in food or other environmental resources should be independent of the searcher's viewpoint, it is puzzling that incidentally learned attention would remain egocentric when evolutionary pressures should encourage the formation of environment-centered representations. How can we reconcile the empirical finding that incidentally learned attention is egocentric with the prediction that it should be environment-centered? One potential answer is that the nature of spatial representation differs between laboratory tasks and more naturalistic tasks. As reviewed next, laboratory tasks and naturalistic tasks differ significantly in their computational demands. These differences can potentially change how spatial attention is coded. To explain the discrepancy between the empirical findings in the lab and theoretical considerations of natural search and foraging behavior, it is necessary to examine the spatial reference frame of attention in a large-scale, natural environment.
Unique computational demands in large-scale natural environments Several psychologists have championed an ecological approach to the study of human cognition (Droll & Eckstein, 2009; Gibson, 1986; Hayhoe, Shrivastava, Mruczek, & Pelz, 2003; Jovancevic, Sullivan, & Hayhoe, 2006; Neisser, 1976; Simons & Levin, 1998) , with some researchers questioning whether laboratory findings are replicable in the real world (Kingstone, Smilek, Ristic, Kelland Friesen, & Eastwood, 2003) . Although there are many reasons to assume that findings discovered in the lab will generalize to the real world, significant and potentially important differences exist between laboratory and real-world situations. These differences motivated us to examine spatial attention and learning in a large-scale, natural environment.
Consider the task of searching for a friend's face in a crowded airport. Here, the search space is large and extends to distant regions, rather than being confined to a nearby computer monitor (as in the lab). Differences in the size and distance of the search region may affect how spatial attention is allocated. First, when the entire search space is within the searcher's field of view, visual search primarily involves covert shifts of attention and overt eye movements. When the search region extends beyond one's field of view, the searcher often needs to turn their body or head and may even need to move to new locations to fully explore it. In this situation, search relies more heavily on locomotion and entails active updating of the searcher's location and heading. Second, in the laboratory the computer monitor is within arm's reach, positioning the search items close enough for the searcher to readily act upon them (they are in "action space"). In contrast, most locations in the real world are beyond the searcher's reach and therefore fall into "perception space," where they can be perceived, but not readily acted upon. Because near and far locations may be attended differently (Brozzoli, Gentile, Petkova, & Ehrsson, 2011; Vatterott & Vecera, 2013) , conclusions drawn from computerized tasks may not generalize to the real world.
A potential difference between attending to items in perception space and action space is the spatial reference frame used to code their locations. When perceiving objects, people often code the spatial properties of an object in an allocentric (e.g., object or environment-centered) coordinate system (Bridgemen, Kirch, & Sperling, 1981) . In contrast, when performing visuomotor action, people typically code the spatial properties of an object in an egocentric coordinate system (Goodale & Haffenden, 1998) . Although spatial attention affects both visual perception and visuomotor action, changes from perception space to action space may correspond to a change in whether the attended locations are predominantly coded relative to the viewer or relative to an external reference frame (Obhi & Goodale, 2005; Wraga, Creem, & Proffitt, 2000) .
To our knowledge few studies have systematically examined spatial attention in a large, open space in the natural environment. The closest are a study of visual search in a mailroom (Foulsham, Chapman, Nasiopoulos, & Kingstone, 2014) and a set of studies of foraging behavior in a medium-sized room (Smith, Hood, & Gilchrist, 2008 . In the mailroom search study, Foulsham and colleagues tracked participants' eye movements while they searched for a pre-specified mail slot at a University faculty mailroom. They found that the mailroom search task relied on participants' knowledge about what the target mail slot looks like, but was relatively insensitive to the bottom-up saliency of the slot (Foulsham et al., 2014; Tatler, Hayhoe, Land, & Ballard, 2011) . They concluded that "principles from visual search in the laboratory influence gaze in natural behavior." (pp. 8).
A second set of studies specifically examined the spatial reference frame used to code attended locations. Smith et al. (2010) tested participants in a room (4 x 4 meters 2 ) that had lights embedded in the floor and that contained few environmental landmarks or visual features to guide attention. Participants' task was to find the light that switched on to a pre-specified color. However, without telling the participants, Smith et al. (2010) placed the target light frequently (80% probability) in one side of the room. Participants learned this regularity and used it to guide foraging when both their starting position and the "rich" region were fixed in the environment (i.e., they found the target faster when it was on the "rich" side rather than the "sparse" side). In contrast, when the location of the rich region was variable relative to either the environment or the forager, the search advantage diminished. For example, when the rich side was fixed in the room but the participants' starting position was randomized there was little advantage for the rich side. In addition, no advantage was observed when the starting position was random and the rich region was fixed relative to the participant (e.g., always on the left side of their starting position). These findings suggest that stability in both the environmental and egocentric references frames is necessary for learning to attend to important spatial locations.
Although the Smith and colleagues' studies (2008; could serve as a bridge between computer-based tasks and natural search, several features limit the conclusions that can be drawn from them. First, participants were tested in an indoor space that included few environmental landmarks. In natural search tasks environmental cues could facilitate spatial updating and allocentric coding of the attended locations. Second, the target and distractor lights were indistinguishable until they were switched on, removing features that could attract or visually guide attention. This raises doubts about the utility of this task in characterizing major drivers of attention because both stimulus-driven attention and top-down attentional guidance would have played a limited role in this task (Egeth & Yantis, 1997) . Finally, published studies using this paradigm administered no more than 80 trials per experiment, raising concerns about statistical power. The mailroom search task was visually guided and had indoor environmental cues, but it involved a single-trial design not suitable for investigating learning (Foulsham et al., 2014) .
The current study characterizes the spatial reference frame of attention in a large, outdoor environment. By testing how people update their attentional bias when searching from different perspectives, our study serves as a bridge between research on spatial cognition (Mou, Xiao, & McNamara, 2008; Wang & Spelke, 2000) and visual attention (Nobre & Kastner, 2014; see Jiang, Swallow, & Sun, 2014 for additional discussions). However, unlike spatial cognition studies in which participants explicitly report their spatial memory after perspective changes, in our study participants were not required to remember the search environment. The formation of any spatial representations was simply a byproduct of performing visual search. Our study has three goals.
First, the methodological goal is to establish an experimental paradigm that quantifies visual search behavior in an external environment. Participants were tested in an outdoor space with nearly unlimited access to environmental landmarks (Figure 1 ). The search space was large: 8 x 8 meter 2 (about 690 square feet), necessitating head movement and locomotion. The task was to find a small coin on the ground and identify which side of the coin was up. Although we did not place distractors on the ground, naturally occurring visual distraction (e.g., patches of dirt, blowing leaves, cracks, bugs and debris) made detection of the coin difficult. This setup allowed us to examine visual search behavior relatively quickly: A 75-min testing session included about 200 trials, which was more than twice as many as in previous large-scale search studies. The second goal is to address the theoretical question about the spatial reference frame of attention. We first established that similar to laboratory findings, natural search behavior was sensitive to statistical regularities in the environment (Druker & Anderson, 2010; Geng & Behrmann, 2002; Jiang, Swallow, Rosenbaum, & Herzig, 2013; Miller, 1988; Umemoto et al., 2010) . We then asked whether large-scale search, in which the search region extends beyond proximal locations, was also egocentric.
By constructing a new paradigm and addressing the theoretical question raised above, the current study achieved our third goal of empirically characterizing spatial attention and relating it to everyday behavior.
Method
Overview. In each of three experiments participants were asked to search for a coin in a large, outdoor area, and to report which side of the coin was facing up. The search space was large and the coin was small and masked by the concrete, making search relatively difficult. As in previous experiments on location probability cuing, the coin was more likely to be in one quadrant of the search region than in others. Across experiments we manipulated whether the "rich" region was consistently located relative to the environment, relative to the viewer or both,
Participants. Forty-eight students from the University of Minnesota participated in this study for extra course credit or cash payment. Their ages ranged from 18 to 35 years old. All participants were naïve to the purpose of the study and completed just one experiment. Participants had normal or corrected-to-normal visual acuity and could walk unassisted. Participants signed an informed consent before the study.
There were 16 participants in each of three experiments. The sample size was chosen based on previous visual search studies that examined location probability learning (e.g., Jiang, Swallow, Rosenbaum et al., 2013, N = 8) . These studies revealed large effect sizes (e.g., Cohen's d = 1.60 in Jiang, Swallow, Rosenbaum et al., 2013's Experiment 3), yielding an a priori statistical power of over .95 with a sample size of 16.
Testing space. The study was conducted in an open area underneath a large overhang of Elliott Hall, which houses the Psychology Department at the University of Minnesota. The overhang partially shielded participants from direct sun exposure or rain and was
approximately 3.5 meters above the ground. Other than being shielded from above and slightly occluded by distant pillars, participants had full access to the outdoor environment in all directions around them. On the west side were a pedestrian sidewalk and East River Road, beyond which were trees and the Mississippi River. On the east side were several picnic tables and other University buildings. The south side of the search space was the main wing of Elliott Hall. The north side was a parking lot beyond which was the Institute of Child Development ( Figure 1 ). The ground was made of light gray concrete slabs, each measuring approximately 2 x 4 meter 2 . The search space consisted of 8 concrete slabs. A narrow strip (0.5 meters width) of red bricks divided the space along the East-West direction (Figure 1 ). Centering on the red bricks, the search space could be naturally divided into four equal-sized regions ("quadrants"), each subtending 4 x 4 meter 2 . The entire search space was 64 meter 2 (excluding the 0.5-meter wide red bricks along the median). The border of the space was marked by colored chalk and was visible from the center.
This part of campus was relatively free of pedestrian traffic. Most pedestrians avoided entering the search space and on occasions when they did, were quick to exit it. We allowed naturally occurring visual distraction to remain on the ground. These included debris, cracks, paint blobs, chalk marks, bugs, blowing leaves, and sunlight patches.
Participants were instructed to dress warmly for the outdoor experiment, which was conducted during the daytime and only when the outdoor temperature was comfortable and when there was no strong wind or blowing rain.
Materials and Equipment. The search space was divided into an invisible 8 x 8 matrix, yielding 64 possible target locations. The target could be placed in the approximate center of each cell. Participants stood at the center of the red bricks (the center of the search space) before each trial. A MacBook laptop was placed about 1 foot away from the participant on the bricks. Participants used an Apple Magic Mouse to make the response, which was recorded by the laptop via its long-range Bluetooth wireless connection. The Magic Mouse provided more reliable timing than standard USB wireless mouse, especially at long distances between the mouse and the computer. The trial sequence was pre-generated and saved as PDF files. The PDF files were either printed out or sent to a smart phone. The experimenter relied on the printout or smart phone images to direct participants about their standing direction and to determine where the coin should be placed and which side should be up.
The target was a US quarter (diameter 2.4 cm) or a similar sized zinc coin. A piece of paper was taped on each side of the coin to reduce the sound the coin would make when contacting the concrete floor. The paper was black on one side of the coin and silver on the other. These colors were chosen because they did not pop-out from the concrete and they appeared equally distinct from the gray concrete. The coin was not easy to spot partly because the search space was more than 70,000 times the area of the coin.
To ensure that participants could not hear the experimenter's footsteps when the coin was placed, participants wore earplugs throughout the experiment that dampened sound by 30 dB. In addition, once participants were in position they closed their eyes. The experimenter left his/her original position only after participants had closed their eyes. The experimenter wore quiet shoes, was swift in placing the coin and returning to the original location, and minimized extraneous sounds or motion that might give away their whereabouts. Pilot testing and queries after experiments verified that participants were unaware of where the experimenter had been when their eyes were closed.
Procedure. At the beginning of each testing trial, the participant returned to the center of the search space (marked by a footprint drawing) and faced one of four directions as indicated by the experimenter: the River, Elliott Hall, Picnic Tables, or Child Development Building. Once in position the experimenter asked the participants to close their eyes. The experimenter then swiftly but quietly placed the coin in the search space. The location of the coin and the side that was up (black or silver) were specified by the printout/smart phone. The experimenter returned to the original location on the red bricks and shouted "Go!" Participants then clicked the left side of the Bluetooth mouse. A beep indicated that the trial had started and the computer's timer had been engaged. Participants opened their eyes to start search. They were allowed to freely move in the search space, which they often did (the results section will describe the movement pattern). Participants carried the Bluetooth mouse with them. Once they found the coin, they could respond immediately by clicking the left (for "black") or right (for "silver") side of the mouse to report the coin's color. This stopped the computer's timer. Participants had 30 s to complete each trial. Trials in which participants failed to respond within 30s were assigned the maximum value (30s) as the response time. The percentage of trials that were timed out was 2.2% in Experiment 1, 2.0% in Experiment 2, and 2.4% in Experiment 3. The computer sounded a tone to indicate whether the response was correct. Participants then returned to the center of the search space for the next trial. To speed up the transition between trials and to reduce physical strain on the main experimenter, a second experimenter ran in and picked up the coin from the preceding trial while the main experimenter placed the coin for the next trial. The second experimenter always returned to a fixed location outside the search space at the start of the next trial. Only one coin was on the ground during a trial.
One unexpected difficulty in executing this study was the physical strain exerted on the experimenters, who needed to bend down and place the coin rapidly and quietly 192 times in the 75-minute testing session. In later phases of our research we improved the procedure by substituting the US quarters with zinc coins. The experimenters relied on a magnetic pickup tool to help place and retrieve the coin. Half of the participants in each experiment were tested using the improved setup. This change did not affect the experimental procedure from the participants' perspective.
Design. Participants were tested in 192 trials in each experiment. One participant in Experiment 3 completed only 185 trials before the computer ran out of battery. We manipulated the direction the participants faced at the beginning of the trial and where the coin was likely to be located. The search space was divided into four equal-sized regions centered on the starting position of the participant.
In Experiment 1 participants always faced the same direction at the beginning of the search trial. The coin was in one "rich" region of the space on 50% of the trials, and in each of the three "sparse" regions on 16.7% of the trials. The region that was "rich" was fixed in the external environment (e.g., the quadrant nearest the River and Elliott Hall) and relative to the direction the participant faced at the beginning of the trial (e.g., their front left). Exactly which quadrant was "rich" was counterbalanced across participants, but remained the same for a given participant throughout the experiment. The main question was whether there would be a search advantage when the coin was in the rich quadrant rather than the sparse quadrants.
In Experiments 2 and 3 we dissociated the viewer-centered and environment-centered reference frames by changing the facing direction of the participants on each trial. Participants always started search from the center of the space. However, on each trial they faced a randomly selected direction (River, Picnic Tables, Elliott Hall, or Child Development). In Experiment 2, the target-rich quadrant was fixed in the environment (e.g., always near the River and Elliott Hall) regardless of which direction the participants faced at the beginning of the trial, which was uncorrelated with the target-rich region. In Experiment 3, the target-rich quadrant was tied to the participants' starting direction (e.g., always to the right and back side of the participants). The target-rich quadrant was completely random relative to the external environment. These two experiments tested whether learning of frequently attended locations depends on environmental stability, viewpoint consistency, or both.
Participants received no information about the target's location probability. However, after earplugs were removed at the end of the experiment we asked them several questions. First, was the coin's location random or was it more often found in some parts of the search space than others? Regardless of their answer, we then informed participants that the coin's location was not random. They were led to the center of the search space and were asked to select the region where the target was most often found. Finally, participants were then free to comment on any strategies they might have used in the experiment.
Videos of the experimental procedure can be found at: http://jianglab.psych.umn.edu/LargeScaleSearch/LargeScaleSearch.html
Results

Accuracy
Incorrect responses were relatively infrequent. Most of the recorded errors were attributed to two technical problems. (1) The Magic Mouse, which had no distinctive left and right buttons, mistakenly assigned the participants' response to the wrong button; (2) The participant started the trial before the experimenter was ready, and was told to skip the trial by clicking the wrong button. Even though we could not tell which of the error trials were technical errors and which were participant errors, overall error rates were low in all experiments. Error rates, including technical errors, were 4.6% in Experiment 1, 5.1% in Experiment 2, and 2.6% in Experiment 3. Error trials were excluded from the RT analyses. We divided the experiment into four blocks of trials and calculated mean RT for each block, separately for trials in which the coin was in the rich quadrant and the sparse quadrants (Figure 2A) . Participants found the coin faster when it appeared in the rich quadrant, leading to a significant main effect of target location, F(1, 15) = 25.01, p < .001, ηp 2 = .63. The main effect of block was significant, F(3, 45) = 5.58, p = .002, ηp 2 = .26, showing faster RT in later blocks. The interaction between target location and block was not significant, F(3, 45) = 1.17, p > .30. Similar to previous studies, probability cuing occurred rapidly and became noticeable during the first block of 48 trials (Jiang, Swallow, Rosenbaum, et al., 2013; Smith et al., 2010; Umemoto et al., 2010) . RT was not faster in the very first trial in which the target was in the rich quadrant than in the very first trial in which it was in the sparse quadrants (RT in the rich quadrant on the first trial: mean = 7429 ms, median = 6124 ms; RT in a sparse quadrant on the first trial: mean = 7415 ms, median = 5469), t(15) = 0.01, p > .50. Similar results were found in the next two experiments (ps > .50 when comparing the first trial in which the target was in the sparse or rich conditions). The early emergence of the location probability effect likely reflected early learning rather than other extraneous factors that were controlled by careful counterbalancing and randomization. The data reported above showed that visually guided search behavior in the natural world was sensitive to statistical regularities. Could this result be attributed to short-term, repetition priming of the target's location? Previous laboratory studies showed that targets are found faster when their location is repeated on consecutive trials (Maljkovic & Nakayama, 1996; Walthew & Gilchrist, 2006) . Although the coin rarely appeared in the same location on consecutive trials in this experiment (there were 64 locations) it did appear in the same quadrant as the previous trial about a quarter of the time. Because repetition was more likely for the rich than for the sparse quadrants, it could produce differential task performance in these two conditions. A further analysis that included only trials in which the target was in a different quadrant than on the preceding trial (when short-term repetition priming is counterproductive) was therefore performed. This analysis removed 29.0% of the trials: 23.1% from the rich condition and 5.9% from the sparse condition. The results were similar to the full dataset ( Figure 2B ). RT was significantly faster in the rich quadrant than the sparse quadrants, F(1, 15) = 14.74, p < .002, ηp 2 = .50, significantly faster in later blocks than earlier blocks, F(3, 45) = 6.03, p < .002, ηp 2 = .29. These two factors showed a significant interaction, as the preference for the rich quadrant became stronger in later blocks, F(3, 45) = 2.89, p < .05, ηp 2 = .16. Thus, location probability cuing does not depend on immediate quadrant repetitions.
Experiment 2.
A.
B.
Figure 3. Results from Experiment 2. The rich quadrant was environmentally stable but random relative to the participants at the beginning of the trial. (A) Data from all trials. (B) Data from trials in which the target was in a different quadrant than in the preceding trial. Error bars show ±1 S.E. of the mean.
Participants in Experiment 2 faced a random direction at the start of the visual search trial. Although the coin was more often placed in a fixed region of the environment (e.g., nearest to the River and Elliott Hall), the rich region was random relative to the participants at the beginning of the trial.
In contrast to the computer-based search task (Jiang, Swallow, & Capistrano, 2013) , the location probability manipulation influenced search even when the rich region was randomly positioned relative to the participant. When data from all trials were considered ( Figure 3A) , RT was faster when the target was in the environmentally rich region rather than the sparse regions, F(1, 15) = 15.98, p < .001, ηp 2 = .52. Overall RT also became faster as the experiment progressed, F(3, 45) = 14.08, p < .001, ηp 2 = .48. A significant interaction between the two factors showed that the preference for the rich quadrant became smaller as the experiment progressed, F(3, 45) = 3.73, p = .018, ηp 2 = .20. To ensure that the advantage in the rich quadrant was not due to short-term priming from location repetition, in an additional analysis we only included trials in which the target's quadrant on the current trial differed from that on the preceding trial ( Figure 3B ). This analysis removed 31.7% of the trials (24.6% from the rich condition and 6.1% from the sparse condition). Similar to the full dataset, search was significantly faster in the rich condition than the sparse condition, F(1, 15) = 17.09, p < .001, ηp 2 = .53, and this effect became smaller as the experiment progressed, resulting in a significant interaction between condition and block, F(3, 45) = 3.04, p = .039, ηp 2 = .17. Experiment 2 presented evidence for environment-centered learning of attended locations in a large-scale search task. Participants were able to prioritize an environmentally rich region of the search space, even though that region was randomly located relative to their perspective at the start of the trial. This learning emerged rapidly but declined somewhat as the experiment progressed.
Experiment 3.
Is it possible for participants to acquire visual statistics that are stable relative to their starting position, even though those statistics are random in the environment? Note that this question is not redundant to that of Experiment 2. Environmental stability and viewpoint consistency may each be a sufficient condition or they may both be necessary. That is, evidence for an environment-centered representation from Experiment 2 does not preclude the possibility that viewpoint consistency alone could be sufficient for probability cuing. In Experiment 3 the coin appeared equally often in any of the four regions in the environment. However, it was more often placed in one region relative to the direction that the participant faced at the beginning of the trial (e.g., behind them and to their right).
One difficulty with this design, however, is that some participants were likely to search the locations that were in front of them first. As a result, search should be faster for regions that are in front of the participant, regardless of whether they were rich or sparse, and front-back differences could swamp effects of location probability. The front-back imbalance was not an issue in Experiment 2 because the target-rich region could be anywhere relative to the participants. Therefore in Experiment 3 we focused our analyses on trials in which the frontback confound was removed [footnote 1 ]. Figure 4A showed data from the rich region and the directionality-matched sparse region. For half of the participants the rich region was in front while for the other half the rich region was behind. Table 1 lists mean RT for these two groups of participants. We conducted an ANOVA using directionality (front or behind) as a between-subject factor, target location (rich or sparse) and block (1-4) as within-subject factors. This analysis included only data from the sparse quadrant that matched the rich quadrant in directionality. The main effect of directionality was significant, F(1, 14) = 22.94, p < .001, ηp 2 = .62, with faster RT for regions in front rather than behind the participants. However, directionality did not interact with other factors. The main effect of target region was significant, F(1, 14) = 5.89, p = .029, ηp 2 = .30, showing faster RT in the rich region than the sparse regions. In addition, RT improved as the experiment progressed, leading to a significant main effect of block, F(3, 42) = 3.52, p = .023, ηp 2 = .20. None of the other effects were significant, all Fs < 1.
Because Experiment 3 involved a viewer-centered manipulation, the rich condition was no more likely than the sparse condition to include trials in which the coin repeatedly appeared in the same region of external space. However, repetition in the viewer-centered space happened more often in the rich condition than the sparse condition. We therefore analyzed data from trials in which the current trial's target was in a different quadrant than the preceding trial's quadrant in the viewer-centered space (e.g., on trial N-1 the target was in the viewer's upper left, on trial N the target was in the viewer's upper right). Similar to the earlier analysis, only directionality-matched data were included. Altogether 27.8% of the data were removed, 25.8% from the rich condition and 2.0% from the sparse condition. As shown in Figure 4B ,
participants were significantly faster in the rich condition than the sparse condition, even on trials when the target's quadrant in a viewer-centered space did not repeat, F(1, 14) = 5.08, p < .05, ηp 2 = .27.
Across-experiment comparisons
All three experiments revealed location probability learning. However, it is possible that either the lack of viewer-consistency (Experiment 2) or environmental stability (Experiment 3) interfered with learning, relative to when the two reference frames were aligned (Experiment 1). To address this question we performed two planned comparisons. First, we compared Experiment 2 with Experiment 1 to examine whether the lack of viewpoint consistency interfered with learning. An ANOVA using experiment as a between-subject factor (Experiment 1 or 2), target location (rich or sparse quadrants) and block (1-4) as within-subject factors revealed just one significant effect involving experiment: the three-way interaction among the three factors, F(3, 90) = 3.79, p < .013, ηp 2 = .11. Specifically, when viewpoint was consistent (Experiment 1), the preference for the rich quadrant increased over time, but when viewpoint was inconsistent (Experiment 2), the preference for the rich quadrant decreased over time.
Next, we compared Experiment 3 with Experiment 1 to test whether the lack of environmental stability (Experiment 3) interfered with location probability learning. This analysis included just the directionality-matched data from both experiments. Participants in Experiment 3 were significantly slower overall, F(1, 30) = 4.34, p < .05, ηp 2 = .13. However, experiment did not interact with quadrant condition or block, all ps > 25. Table 2 . The number of people whose answers indicated explicit knowledge for each question during the recognition test (out of 16 in each experiment)
Recognition
Experiment
Coin was more often in one quadrant than others Identified the rich region in forced choice 1 3 11 2 (environment) 2 14 3 (viewer) 2 5
Did participants become aware of where the target was likely to be found? Table 2 lists the recognition responses. When asked whether they thought the coin was more often in some places than in others, the vast majority (42 of 48) said no, and only 1 participant reported deliberately searching the rich quadrant first. However, probability cuing was not strictly implicit either. A strict criterion of implicit learning is chance-level performance on forcedchoice recognition tests (Smyth & Shanks, 2008; Stadler & Frensch, 1998) . The vast majority of the participants were able to identify the rich quadrant. Chi-square tests showed that recognition rates were significantly above chance in Experiment 1 (p < .001) and Experiment 2 (p < .001) but not in Experiment 3 (p > .50). Although recognition rate was high, participants did not spontaneously notice and use the statistical information to guide visual search. From our own observations, participants who said the coin's location was random (42 of 48 participants) took several seconds to identify (often correctly) the rich region when asked to do so. The type of learning exhibited in this study therefore fell into a gray area between strictly implicit learning and explicit learning. We will discuss the implications of this finding later.
A few participants reported trying to find a pattern in the coin's location early in the experiment. However, upon failing to detect the pattern they reported settling on idiosyncratic search patterns. One person reported looking at where the coin was found on the last trial, consistent with short-term priming. However, one other person reported avoiding the region where the coin was found last, consistent with inhibition of return. Some participants reported using strategies that were viewer-centered, such as looking to the front left before sweeping clockwise, or searching the regions in front before turning to the back.
Qualitative description of search behavior
Observations during testing showed that participants used a combination of locomotion, body and/or head turns, and eye movements during search. Locomotion in the search space was common earlier in the experiment, but it gradually shifted to body and/or head turns. Far locations were associated with more movement in the search space.
One concern is that participants could have decided to align their viewer-centered and environment-centered reference frames before initiating search. For example, a participant might always turn to face south after hearing the "Go" signal to start search. We did not observe any participant adopting this strategy. In addition, a small subset of the participants wore a head-mounted camera in the experiment to verify these observations. Sample footage can be found at the following website: http://jianglab.psych.umn.edu/LargeScaleSearch/LargeScaleSearch.html.
General Discussion
We designed a new experimental paradigm to characterize the spatial reference frame of attention in a large-scale, natural environment. Participants searched for a coin and identified its color in an outdoor space (8 x 8 meter 2 ) that afforded them unlimited access to existing external landmarks. In addition, they were free to move in the space and to turn their body and head. Because the search space was large and search could not be accomplished with eye movements or covert shifts of attention alone, the allocation of spatial attention may not be the same as that observed in tasks administered on a computer screen. The main findings and their theoretical implications are as follows.
In three experiments visual search in the large-scale task exhibited sensitivity to statistical regularities in the location of the target coin. When the target was more often placed in one region of the environment, participants were faster finding it in the rich region. Learning emerged relatively quickly, often as early as the first block of 48 trials. By the end of the experiment (less than 200 trials), search was 10-30% faster in the rich region than in the sparse regions.
The natural search task showed evidence of environment-centered and viewer-centered representations of attention. Location probability cuing was observed when the target-rich region was consistent relative to both the environment and the viewer (Experiment 1), when it was consistent relative to the environment but not to the initial facing direction of the viewer (Experiment 2), as well as when it was consistent relative to the initial facing direction of the viewer but not to the environment (Experiment 3). Subtle differences were also noted in these experiments. The attentional preference for the rich quadrant was less sustained in Experiment 2 relative to Experiment 1, suggesting that viewpoint consistency was useful in sustaining location probability learning. Probability cuing was less robust in Experiment 3 than in Experiment 1, suggesting that environmental stability was useful in producing stable effects. Despite of these differences, all three experiments revealed large and significant location probability learning. These findings differed qualitatively from both computer-based studies and an indoor floor-light foraging study (Jiang, Swallow, & Capistrano, 2013; Smith et al., 2010) . When tested on a computer monitor laid flat on a stand, participants were unable to acquire location probability cuing for regions that were environmentally rich but variable relative to their perspective. Viewer-centered learning in location probability cuing occurs even when participants performed a realistic, but computer-based task (e.g., finding a traffic icon on a satellite map of a University campus; Jiang & Swallow, submitted) . In contrast, the floor-light foraging task used in other studies showed no evidence of viewer-centered learning. When the starting position was random, participants failed to prioritize the rich side of search space when it was consistently located to their left or right (Smith et al., 2010) . In the outdoor large-scale search task, however, either environmental stability or viewpoint consistency is sufficient for location probability learning. Therefore, spatial attention appeared to be more flexibly referenced in the natural environment than in other settings.
In Experiment 3, the rich region was always in a consistent part of the space relative to the viewer's facing direction at the beginning of the trial. However, because participants were free to move in the search space, the relationship between their viewpoint and the rich quadrant would change as soon as the participant moved (e.g., by walking to a new location or turning their head/body). Any learning here would have to reflect the consistent relationship between their initial facing direction and the rich region. Indeed, significant effects were found only after separating trials according to whether the rich quadrant was in front of, or behind, the participants. The fact that learning occurred despite this difficulty suggests that movements through the search space were sensitive to learning where the target was likely to be located. Participants could be learning which direction to move at the start of the trial (such as sweeping the visual field in a counterclockwise direction). In the laboratory the viewer-centered component of attention is primarily retinotopic (e.g., Golomb et al., 2008) or head-centered (Jiang & Swallow, 2013b) . The viewer-centered component in the natural environment may also be head/eye-centered, although it may also include body-centered representations. The exact format of viewer-centered attention should be further investigated in the future.
The environment-centered learning shown in Experiment 2 suggests that humans are capable of acquiring visual statistical learning even when their viewpoint changed from trial to trial. The way that they accomplish this learning, however, is unclear. There are several possibilities. One is that participants could have encoded the target's location relative to the external world, perhaps by using the geometry of the large space or salient landmarks. Alternatively, participants could have encoded the target's location in a viewer-centered map that included environmental landmarks or that was updated with movements through space. Finally, participants might have acquired several viewer-centered representations that were retrieved based on salient landmarks (e.g., when facing Elliott Hall the target was more likely to be in front and to the right, but when facing the river the target was more likely to be in front and to the left). Although environment-centered representations seem more parsimonious than either type of viewer-centered representations, it is empirically difficult to fully dissociate these possibilities (Wang & Spelke, 2000) . In fact, a similar debate in object recognition remains contentious (Biederman & Gerhardstein, 1993; Logothetis & Pauls, 1995; Tarr & Bülthoff, 1995) .
Regardless of the nature of the representations and computations used to support environment-centered coding, this study is the first to demonstrate that statistical learning can tolerate changes in viewpoint. This finding is importantly different from, and contradictory to, findings from search tasks performed on a computer-monitor (Jiang & Swallow, submitted; Jiang, Swallow, & Capistrano, 2013) . Combined these data suggest that statistical learning and its influence on spatial attention is supported by multiple systems. Some may be viewpoint specific and others may be viewpoint invariant.
Why was spatial attention more flexibly referenced in the large, outdoor environment than in laboratory, computer-based tasks? There are several possibilities. First, the outdoor environment has richer environmental cues in a greater range of depth (e.g., the Mississippi River, large buildings, and other landmarks) that may facilitate environment-centered coding. Second, in the outdoor task participants had greater explicit access to the target's location probability, especially when the rich quadrant is environmentally stable. This may increase the flexibility of how spatial attention can be coded (see Jiang, Swallow, & Capistrano, 2013; Jiang, Swallow, & Sun, 2014 , for additional evidence that explicit awareness mediates the nature of spatial coding). Finally, owing to increased locomotion and head/body turns, the outdoor search task involves more diverse forms of attentional movement than that shown in computerbased tasks. It is possible that whereas premotor or oculomotor movements of attention are viewer-centered, other forms of attentional movements (e.g. those that involve locomotion and head/body rotation) may be more environment-centered (Jiang & Swallow, 2013b) . Future studies are needed to pinpoint factors that contribute to a change in reference frame between large-scale outdoor tasks and small-scale computer-based tasks. Regardless of the answer to this question, the current study helps resolve some puzzling findings in previous research. Our findings showed that when tested in the natural environment, visual statistical learning exhibits great flexibility in acquiring environmental statistics. Not only can people acquire an attentional bias toward important locations defined relative to their own perspective, but they also can extract environmental statistics that are unstable due to self-movement. Our findings therefore provide some of the most compelling evidence for the utility of statistical learning in everyday attention and human performance. Whether such learning is possible in the complete absence of awareness, however, is an important question to test in the future.
Our study shows that conclusions drawn based on computerized tasks may not always generalize to more naturalistic tasks. These findings echo the call of several psychologists who have championed an ecological approach to the study of human cognition (Gibson, 1986; Kingstone et al., 2003; Neisser, 1976; Simons & Levin, 1998) . At the very least, our findings call for a re-evaluation of how the factors that are controlled in a laboratory setting might obscure the way attention and other cognitive processes work in naturalistic settings (Kingstone et al., 2003) .
The new experimental paradigm used here may be fruitfully used in future studies to characterize spatial attention in large-scale spaces. The paradigm has several strengths. Unlike the indoor floor-light search task, this paradigm tests visually guided search behavior in a relatively small amount of time. In addition, the outdoor testing environment enhances the similarities between the testing environment and those encountered in everyday search tasks. Finally, the setup is simple. It does not require expensive or heavy equipment and therefore can be widely used by many laboratories.
A major disadvantage of this paradigm is its reliance on humans to place the target. This led to several seconds of pauses between trials and exerted physical strain on the experimenters. These disadvantages may be addressed with virtual reality. However, although the current technology used in virtual reality provides good visual and proprioceptive cues, it does not produce good proximal cues such as the feeling of the feet on the ground and the change in air pressure when moving. In rats, place cells fire less vigorously in a virtual reality environment than in the real world (Ravassard et al., 2013) . This difference may change the degree to which environmental stability can support coding of attended locations.
The tradeoff between the ease of administration and realism needs to be explored in future studies. One contribution of the current study is that it establishes a basis for comparison with future virtual reality studies. Such comparison may inform us about the relative importance of different locomotion cues in spatial attention.
Summary & Conclusion
We designed a new experimental paradigm that tested spatial attention in a large-scale natural environment. Like computerized tasks, large-scale search showed sensitivity to statistical regularities in the visual environment. Participants learned to prioritize locations that had a high probability of containing the target, and they did so often without deliberate intention. However, unlike computerized tasks or indoor foraging tasks, participants were able to reference attended locations relative to either the external environment or their own facing direction. These differences between large-scale and computer-based search tasks suggest that spatial attention may rely on several distinct mechanisms that are recruited according to the task and search context. Some forms of attention, such as those relying primarily on the oculomotor or premotor systems of attention, may be egocentric. Other forms of attention, such as those that support large-scale locomotion and shift of attention, may be more flexibly referenced. Our study calls for future investigations that extend computerized findings to largescale environments. It is no longer adequate to assume that findings in the lab generalize to more natural analogs.
