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List of used symbols
R - the eld of real numbers
C - the eld of complex numbers
F - the eld of real or complex numbers
N - the set of natural numbers
Rn - the vector space of all real n-tuples
Cn - the vector space of all complex n-tuples
Fn - the vector space of all real or all complex n-tuples
L(Rn) - the lattice of all subspaces of Rn
Mm,n(F) - the set of all m× n matrices over the eld F
Mn(F) - the set of all n× n matrices over the eld F
Hn(F) - the set of all Hermitian matrices in Mn(F)
H+n (F) - the cone of all positive semidenite matrices in Hn(F)
Pn(F) - the set of all idempotent matrices in H+n (F)
H - a Hilbert space
dimH - the dimension of a Hilbert space H
B(H) - the algebra of all bounded linear operators on a Hilbert space H
BS(H) - the set of all self-adjoined operators in B(H)
B+(H) - the set of all positive operators in B(H)
ball H - the closed unit ball in a Hilbert space H
〈·, ·〉 - the inner product in a Hilbert space H
A⊥ - the orthogonal complement of a subspace A
A - the closure of a subspace A
V ⊕W - direct sum of subspaces V and W
ImX - the image of the operator X
KerX - the kernel of the operator X
PX - the orthogonal projection matrix onto ImX
Xt - transpose of the matrix X
X∗ - conjugate transpose of the matrix X or the adjoint operator of the operator X
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rank(X) - the rank of the matrix X
detX - the determinant of the matrix X
X−1 - the inverse of the matrix X
X− - an inner generalized inverse of the matrix X
X† - the Moore-Penrose inverse of the matrix X
I - the identity matrix
√





≤L - the Löwner partial order
≤− - the minus partial order
≤∗ - the star partial order
≤∗ - the left-star partial order
≤∗ - the right-star partial order
E(X) - the expected value of the random variable or the random vector X
V (X) - the variance-covariance matrix of a random vector X or the variance of a random
variable X
N(µ, V ) - the multivariate normal distribution with the mean vector µ and the variance-
covariance matrix V
V (x | y) - conditional variance-covariance matrix of the random vector x given the random
vector y
L1  L2 - the linear model L1 is at least as good as the linear model L2
A ⊆ B - the set A is a subset of the set B
A * B - the set A is not a subset of the set B
A ∩B - the intersection of the sets A and B
A\B - the substraction of the sets A and B
ϕ−1 - the inverse function of the function ϕ
{xk} - sequence of elements of the form xk, k ∈ N
infk xk - inmum of the sequence {xk}, k ∈ N
lim
k→∞
xk - limit of the sequence {xk}, k ∈ N
diag (xi : 1 ≤ i ≤ n) - the n× n diagonal matrix with diagonal elements xi, i ∈ N
max {} - maximum of the elements inside the brackets
Ei,j - the n× n matrix with all entries equal to zero except the (i, j)-entry which is equal to
one, i, j ∈ {1, 2, ..., n}
x⊗ yt - a rank one linear operator on Rn dened with (x⊗ yt)z = 〈z, y〉x for every z ∈ Rn
x⊗ y∗ - a rank one linear operator on Fn dened with (x⊗ y∗)z = 〈z, y〉x for every z ∈ Fn
‖·‖ - the Euclidean norm on Fn
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Lin{a} - the linear span of {a}
e1, e2, . . . , en - the standard basis vectors in Fn
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Abstract
Preserver is a transformation (a map) that preserves a certain property, or a quantity, or a set,
or a relation, etc. of some given structure. One usually wants to determine the general form
of such maps. Our focus is on preservers that leave invariant relations among the elements of
a given structure S. By relations we mean partial orders and by structure S we mean the set
of all real positive semidenite (and the set of all Hermitian, i.e. symmetric in the real case)
matrices. Partial orders of our interest are the Löwner partial order, the minus partial order,
and the star partial order. Motivated by some applications in statistics, especially in the
theory of linear models, we investigated new characterizations of these orders and searched
for general forms of maps that preserve the mentioned partial orders on S in both directions.
We say that the map Φ : S → S preserves the partial order ≤G in both directions (or is a
bi-preserver of ≤G) when for every A,B ∈ S,
A ≤G B if and only if Φ(A) ≤G Φ(B).
A variance-covariance matrix is a generalization of variance of a single random variable to
variance of an arranged collection of random variables, i.e. to variance of random vectors. It is
known that every variance-covariance matrix is a positive-semidenite matrix (and vice versa).
In the rst chapter we recall the notion and basic concepts of linear models such as estimation
of parameters and vector linear parametric functions (vector LPFs). For an unbiased linear
estimator to be the best one, i.e. to be the BLUE, the estimator must have the smallest
variance. In the world of the BLUEs of vector LPFs the smallest variance condition among
the variance-covariance matrices of the unbiased linear estimators can be expressed in terms
of the Löwner partial order. This leads to other applications of the Löwner partial order in
the theory of linear models, such as in the theory of comparison of linear models, and hence
our motivation to study this partial order along with the minus and the star partial order
that also have applications in statistics.
Besides recalling basic notions regarding the linear models, in the rst chapter we introduce
the above mentioned partial orders and the notion of their preservers. We also recall the notion
of generalized inverses since the minus and the star partial orders can be induced by them and
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since some matrix generalized inverses are also used as a tool in the theory of linear models.
We provide the research hypothesis and methods of research, i.e. some well known theorems
that we use in the proofs of our main results (result of Rothaus, Legi²a's result about the
form of adjacency preserving maps, and the spectral theorem).
Our objectives were investigating the mentioned partial orders and nding new properties
and equivalent denitions of these orders on the cone of all positive semidenite real matrices.
Also, the aim was to study preserver problems regarding these orders on the same set along
with searching for new applications of these orders in statistics, especially in the theory of
linear models.
Let H+n (F), where F = R or F = C, be the cone of all n × n positive semidenite real
or complex matrices, respectively. In Chapter 3 we study surjective maps on H+n (F) that
preserve the Löwner partial order in both directions. Let us mention that Molnár has already
described in [42] the form of bijective maps on the cone of all positive semidenite n × n
complex matrices that preserve the Löwner partial order in both directions. We show that a
similar result holds also in the real case, i.e. we characterize surjective maps (omitting the
injectivity assumption) on H+n (R), n ≥ 2, that preserve the Löwner partial order in both
directions. As a corollary to this result we describe the form of all surjective bi-preservers of
the Löwner partial order on the set of all n × n, n ≥ 2, (real) symmetric matrices. We also
present a new application of the Löwner partial order bi-preservers in the theory of comparison
of linear statistical models.
In Chapter 4 we give a new characterization of the minus partial order on H+n (F), present
some new applications of this matrix partial order in statistics, and describe the form of all
surjective, additive maps on H+n (R), n ≥ 3, that preserve the minus partial order in both
directions.
Motivated by another two applications from statistics, we study in Chapter 5 the star
partial order and characterize surjective, additive bi-preservers of the star partial order on
H+n (R), n ≥ 3. We rst introduce a family of partial orders on H+n (F) that satisfy some
(general) conditions, study preservers of such orders on H+n (R), and then show that the star
partial order belongs to this family.
In the last chapter we give an overview of our original scientic results. We also give
closure to the dissertation with suggestions for further research.
Key words: linear model, preserver, generalized inverse, variance-covariance matrix,
positive semidenite matrix, Löwner partial order, minus partial order, star partial order
Povzetek (Extended abstract in
Slovene)
V pri£ujo£em delu obravnavamo probleme ohranjevalcev, ki se nana²ajo na vpra²anje karak-
terizacije vseh transformacij na dani strukturi S, ki (na primer) ohranjajo koli£ino, ki se
nana²a na elemente v S, ali dolo£eno mnoºico elementov v S ali dano relacijo med elementi
v S. Naj bo F polje vseh realnih ali kompleksnih ²tevil (torej F = R ali F = C) in ozna£imo
z Mm,n(F) mnoºico vseh m × n matrik z elementi iz F. e je m = n, potem ozna£imo
Mn(F) = Mn,n(F). Prvi primer re²itve problema ohranjevalcev sega v leto 1897, ko je Frobe-
nius opisal obliko vseh linearnih preslikav Φ : Mn(C) → Mn(C), ki ohranjajo determinanto,
to je
det Φ(A) = detA
za vsak A ∈ Mn(C). V zadnjih desetletjih so mnogi avtorji raziskovali razne (ne nujno lin-
earne) ohranjevalce. V doktorski disertaciji se osredoto£amo na ohranjevalce, ki ohranjajo
ustrezne relacije med elementi dane strukture S, pri £emer je S mnoºica (oziroma stoºec)
vseh realnih pozitivno semidenitnih (simetri£nih) matrik, obravnavamo pa tudi mnoºico
vseh simetri£nih (realnih) matrik. Na²a motivacija za ²tudij problemov ohranjevalcev izhaja
iz statistike. Varian£no-kovarian£na matrika je posplo²itev pojma variance slu£ajne spre-
menljivke na varianco urejenega nabora slu£ajnih spremenljivk, to je na varianco slu£ajnega
vektorja. Znano je, da je vsaka varian£no-kovarian£na matrika pozitivno semidenitna ma-
trika in da je vsaka pozitivno semidenitna matrika (lahko) varian£no-kovarian£na matrika
neke multivariacijske porazdelitve (to je nekega slu£ajnega vektorja). Relacije, ki nas zani-
majo, so delne urejenosti (to so urejenosti, ki so reeksivne, antisimetri£ne in tranzitivne),
ki imajo aplikacije v statistiki, predvsem v teoriji linearnih statisti£nih modelov. Gre za
Löwnerjevo delno urejenost, minus delno urejenost in zvezdica delno urejenost.
Naj bo Hn(F) mnoºica vseh hermitskih (simetri£nih v realnem primeru) matrik v Mn(F)
in H+n (F) mnoºica (stoºec) vseh n×n pozitivno semidenitnih (realnih oziroma kompleksnih)
matrik v Hn(F). Za A,B ∈ Hn(F) pravimo, da je A pod B (oziroma je dominirana z B) glede
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na Löwnerjevo delno urejenost in zapi²emo
A ≤L B, £e je B −A ∈ H+n (F).
Drugi dve omenjeni delni urejenosti lahko deniramo na celi mnoºici Mm,n(F). Vpeljemo ju
lahko s pomo£jo matri£nih posplo²enih inverzov. Spomnimo se, da je posplo²eni inverz ali
pseudoinverz matrike A ∈ Mm,n(F) matrika, ki ime nekatere (vendar ne nujno vse) lastnosti
obi£ajnega inverza (matrike A ∈Mn(F) z neni£elno determinanto). Eden najbolj znanih pos-
plo²enih inverzov je Moore-Penroseov inverz. Naj bo A∗ ∈ Mn,m(F) konjugirano transponi-
rana matrika matrike A ∈ Mm,n(F). Pravimo, da je X ∈ Mn,m(F) Moore-Penroseov inverz
matrike A ∈Mm,n(F), £e je zado²£eno naslednjim ²tirim matri£nim ena£bam:
AXA = A, XAX = X, (AX)∗ = AX in (XA)∗ = XA.
Izkaºe se, da ima vsaka matrika A ∈Mm,n(F) Moore-Penroseov inverzX = A† in da je A† eno-
li£no dolo£en. Omenimo ²e en tip posplo²enih inverzov. Pravimo, da je X = A− ∈ Mn,m(F)
posplo²eni notranji inverz matrike A ∈Mm,n(F), £e je zado²£eno ena£bi AXA = A. Vsaka ma-
trika A ∈Mm,n(F) ima posplo²eni notranji inverz A−, ki pa ni nujno enoli£no dolo£en. Tako
Moore-Penroseov inverz kot tudi posplo²eni notranji inverz se pogosto uporabljata v statis-
tiki (primer aplikacije bomo predstavili v prvem poglavju). Zapi²imo sedaj denicijo minus
delne urejenosti in zvezdica delne urejenosti. Pravimo, da je A ∈Mm,n(F) pod B ∈Mm,n(F)
(oziroma je dominirana z B) glede na minus delno urejenost in zapi²emo
A ≤− B, £e je A−A = A−B in AA− = BA−
za nek posplo²eni notranji inverz A− matrike A. Podobno za A,B ∈Mm,n(F) zapi²emo
A ≤∗ B, £e je A∗A = A∗B in AA∗ = BA∗
in imenujemo relacijo ≤∗ zvezdica delna urejenost. Izkaºe se, da za A,B ∈Mm,n(F) velja
A ≤∗ B natanko tedaj, ko je A†A = A†B in AA† = BA†,
kjer je A† ∈Mn,m(F) Moore-Penroseov inverz matrike A.
Naj bo S podmnoºica Mn(F) in naj bo ≤G ena od omenjenih matri£nih delnih urejenosti
(to je ≤L, ≤−, ≤∗) na S. Pravimo, da preslikava Φ : S → S ohranja delno urejenost ≤G v
obe smeri (oziroma je bi-ohranjevalec delne urejenosti ≤G), £e za vsak par matrik A,B ∈ S
velja, da je
A ≤G B natanko tedaj, ko je Φ(A) ≤G Φ(B).
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Löwnerjeva delna urejenost ≤L ima ²tevilne aplikacije v statistiki, na primer v teoriji lin-
earnega ocenjevaja, v teoriji primerjave linearnih statisti£nih modelov in pri ²tudiju verjet-
nostnih mer. V nekatrih aplikacijah se pojavljajo preslikave, katerih denicijsko obmo£je je
moºica H+n (R) in ki imajo lastnost ohranjanja Löwnerjeve delne urejenosti. Tako si je nar-
avno zastaviti nalogo karakterizacije transformacij na H+n (R), ki imajo lastnost ohranjanja
Löwnerjeve delne urejenosti in morda ²e kak²no dodatno lastnost. Velja poudariti, da se v
moderni teoriji verjetnosti in statistiki pogosto uporablja razne transformacije na elementih
varian£no-kovarian£nih matrik s ciljem, da se s tem pridobijo regularizirane cenilke s privla£n-
imi lastnostmi (kot je redkost matrike, dobro ²tevilo ob£utljivosti itn.). Dobljene matrike
pogosto sluºijo kot sestavine statisti£nih procesov, pri katerih morajo biti (realne) matrike
pozitivno semidenitne.
V prvem poglavju predstavimo pojem linearnega statisti£nega modela in njegove osnovne
koncepte, kot sta ocenjevanje parametrov in vektorska linearna parametri£na funkcija (vek-
troska LPF). Najbolj²a linearna nepristranska cenilka, za katero uporabjamo kratico BLUE,
je linearna nepristranska cenilka z najmanj²o varianco. V primeru, ko gre za BLUE vektorske
LPF, izrazimo pogoj najmanj²e variance med varian£no-kovarian£nimi matrikami nepris-
transkih linearnih cenilk s pomo£jo Löwnerjeve delne urejenosti. To vodi do drugih aplikacij
Löwnerjeve delne urejenosti v teoriji linearnih modelov, kot je teorija primerjave linearnih
modelov, od koder izvira na²a glavna motivacija za ²tudij tako Löwnerjeve delne urejenosti,
kot tudi minus delne urejenosti in zvezdica delne urejenosti.
Poleg predstavitve koncepta linearnih modelov deniramo v prvem poglavju omenjene
delne urejenosti in njihove ohranjevalce. Predstavimo tudi pojem matri£nih posplo²enih in-
verzov, saj lahko, kot ºe vemo, po eni strani tako minus kot tudi zvezdica delno urejenost
deniramo s pomo£jo posplo²enih inverzov, po drugi strani pa se nekateri posplo²eni inverzi
pogosto uporabljajo v teoriji linearnih modelov. V zaklju£ku prvega poglavja deniramo
problem ter predstavimo cilje, raziskovalne hipoteze in metode raziskovanja. Pri tem za-
pi²emo nekaj znanih izrekov, ki jih uporabljamo v dokazih glavnih rezultatov (Rothausov
izrek, Legi²in rezultat o preslikavah, ki ohranjajo sosednost, in spektralni izrek). Cilja dok-
torske disertacije sta raziskati lastnosti in poiskati nove karakterizacije (to je ekvivalentne
denicije) omenjenih urejenosti na stoºcu H+n (R) vseh pozitivno semidenitnih realnih ma-
trik. Cilja sta tudi ²tudirati probleme ohranjevalcev teh urejenosti na mnoºici H+n (R) in iskati
nove aplikacije dobljenih rezultatov v statistiki, ²e posebej v teoriji linearnih modelov.
V tretjem poglavju raziskujemo surjektivne preslikave na H+n (F), ki ohranjajo Löwnerjevo
delno urejenost v obe smeri. Molnár je v [42] opisal obliko bijektivnih bi-ohranjevalcev na
stoºcu vseh pozitivno semidenitnih n×n kompleksnih matrik. Z glavnim rezultatom tretjega
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poglavja, ki sledi, pokaºemo, da velja podoben rezultat tudi v realnem primeru. Preslikava
ϕ : H+n (R) → H+n (R), n ≥ 2, je surjektivni bi-ohranjevalec Löwnerjeve delne urejenosti ≤L,
£e in samo £e obstaja obrnljiva matrika S ∈Mn(R), da je
ϕ(A) = SASt za vsak A ∈ H+n (R).
Kot posledico tega rezultata opi²emo obliko vseh surjektivnih bi-ohranjevalcev Löwnerjeve
delne urejenosti na mnoºici Hn(R) vseh n × n, n ≥ 2, (realnih) simetri£nih matrik. Pred-
stavimo tudi novo aplikacijo bi-ohranjevalcev Löwnerjeve delne urejenosti v teoriji primerjave
linearnih statisti£nih modelov.
V £etrtem poglavju predstavimo najprej novo karakterizacijo minus delne urejenosti na
mnoºiciH+n (F) in prikaºemo nekaj novih aplikacij minus delne urejenosti v statistiki. Opi²emo
tudi obliko vseh surjektivnih, aditivnih preslikav na H+n (R), n ≥ 3, ki ohranjajo minus delno
urejenost v obe smeri. Izkaºe se, da je preslikava ϕ : H+n (R) → H+n (R), n ≥ 3, surjektivni,
aditivni bi-ohranjevalec minus delne urejenosti ≤−, £e in samo £e obstaja obrnljiva matrika
S ∈Mn(R), da je
ϕ(A) = SASt za vsak A ∈ H+n (R).
Motivirani s ²e dvema aplikacijama v statistiki, ²tudiramo v petem poglavju zvezdica delno
urejenost in karakteriziramo surjektivne, aditivne bi-ohranjevalce zvezdica delne urejenosti
na H+n (R), n ≥ 3. Najprej vpeljemo druºino delnih urejenosti, ki zado²£a nekim (splo²nim)
pogojem, razi²£emo ohranjevalce delnih urejenosti iz te druºine in dokaºemo, da zvezdica delna
urejenost pripada tej druºini. Tako dokaºemo naslednji rezultat. Preslikava ϕ : H+n (R) →
H+n (R), n ≥ 3, je surjektivni, aditivni bi-ohranjevalec zvezdica delne urejenosti, £e in samo
£e obstajata ortogonalna matrika R ∈Mn(R) in λ > 0, da je
ϕ(A) = λRARt za vsak A ∈ H+n (R).
V zadnjem poglavju podamo pregled na²ih izvirnih znanstvenih rezultatov. Doktorsko
disertacijo zaklju£imo s predlogi za nadaljnje raziskave.
Rezultati so objavljeni v naslednjih dveh izvirnih znanstvenih £lankih, ki sta bila objavl-
jena oziroma sprejeta v objavo v uglednih mednarodnih revijah s faktorjem vpliva, in v enem
preglednem £lanku.
I. Golubi¢, J. Marovt, Preservers of partial orders on the set of all variance-covariance
matrices, sprejeto objavo v reviji Filomat.
I. Golubi¢, J. Marovt, Monotone transformations on the cone of all positive semidenite
real matrices, Math. Slovaca 70 (2020), No. 3, 733744.
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Introduction and overview of basic
concepts
1.1 Linear models
One of the simplest models that is used to illustrate how an observed quantity y can be
explained by a number of other quantities, x1, x2, ..., xp−1, is the linear model
y = β0 + β1x1 + β2x2 + ...+ βp−1xp−1 + ε,
where β0, β1, ..., βp−1 are constants (real numbers) and ε is an error term that accounts for
uncertainties. We refer to y as a response variable and to x1, x2, ..., xp−1 as explanatory
variables. For a set of n observations of the response and explanatory variables, the explicit
form of the equations would be
yi = β0 + β1xi,1 + β2xi,2 + ...+ βp−1xi,p−1 + εi, i = 1, 2, ..., n,
where for each i, yi is the i-th observation of the response, xi,j is the i-th observation of the
j-th explanatory variable (j = 1, 2, ..., p − 1), and εi is the unobservable error corresponding
to this observation. These equations can be written in the following matrix form:








 , X =

1 x1,1 · · · x1,p−1





1 xn,1 · · · xn,p−1













We call y the response vector (also known as the observation vector) and X the model matrix
(also known as the design or regressor matrix ). In order to complete the description of the
model, some assumptions about the nature of the errors have to be made. It is assumed that
E(ε) = 0 and V (ε) = σ2D, i.e. the errors have the zero mean (mathematical expectation) and
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covariances are known up to a scalar (real number). Here V denotes the variance-covariance
matrix (also known as dispersion or covariance matrix ). The nonnegative parameter σ2 and
the vector of parameters (real numbers) β ∈ Rp are unspecied, and D is a known n×n (real,
positive semidenite) matrix. We denote this linear model with the triplet (y,Xβ, σ2D). (It
follows that E(y) = Xβ and V (y) = σ2D.) It is known (see e.g. [40, Lemma 15.2.1]) that the
response vector y ∈ Im(X : D) with probability 1 where Im(X : D) denotes the image (i.e.
the column space) of the partitioned matrix (X : D).
Remark 1.1.1 An assumption that the errors follow the multivariate normal distribution is
often added to the model. Moreover, the matrix X in (1.1) where all the elements in a rst
column equal 1 is in fact a special case of a linear model matrix; such model matrices are used
in the multiple regression analysis. Models (y,Xβ, σ2D) where all the elements in the rst
column of the model matrix do not necessarily equal 1 and the probability distribution of the
errors is not necessarily normal are (usually) called general linear models. In the dissertation
we will deal with general linear models, however, for the sake of simplicity we will use the
term linear model instead of general linear model.
Let (y,Xβ, σ2D) be a (general) linear model. The goal might be to estimate β, but if
multiple values of β dene the same E(y) = Xβ, we say that β is non-estimable, which is
often the case. This happens if X is not of a full column rank (the dimension of the column
space of X is not p). Also, one of the fundamental goals in the linear model analysis is to nd
an estimator of E(y) = Xβ. E(y) is in the column space (the image) of X, denoted by ImX,
that is, E(y) is in the set of all linear combinations of the columns of X. For estimating E(y)
we could take a vector in ImX that is closest to y. This unique vector is called the orthogonal
projection of y onto ImX and denoted ŷ. If we take any y, it turns out that ŷ = PXy where
PX is the unique square real matrix known as the orthogonal projection matrix on ImX. The
main properties of this matrix are that it is symmetric, i.e. P tX = PX where P
t
X denotes the
transpose of PX , it is idempotent, i.e. P 2X = PX , and also ImPX = ImX. Observe that
PXX = X. It turns out that PX may be expressed as PX = X(XtX)−Xt where (XtX)− is
any inner generalized inverse of XtX (a matrix A− is an inner generalized inverse of a matrix
A if AA−A = A).
One of the basic properties of an estimator is that it should be unbiased : An estimator
is said to be unbiased if its expected value equals to the parameter or the vector that it is
estimating. Since E(ŷ) = E(PXy) = PXE(y) = PXXβ = Xβ, we have that ŷ is an unbiased
estimator of E(y) = Xβ, i.e. that E(ŷ) = E(y) = Xβ. It also turns out that PX is invariant
no matter what the choice of (XtX)− is. This estimator ŷ is known as the ordinary least
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square estimator (OLSE) of E(y).
Other classical inference problems related to the linear model (y,Xβ, σ2D), besides esti-
mating E(y), usually concern estimating a linear parametric function (LPF), sβ (here s is a
1× p real vector), or a vector LPF, Aβ (here A is a real matrix with p columns that does not
(necessarily) equal X). We try to estimate sβ by a linear function of the response zy (here z
is a 1 × n real vector). We say that the statistic zy is a linear unbiased estimator (LUE) of
sβ if E(zy) = sβ for all possible values of β. A LPF is said to be estimable if it has an LUE,
otherwise, it is said to be non-estimable. Note that zy is an LUE of sβ, i.e. sβ is estimable,
if and only if E(zy) = sβ for all β ∈ Rp if and only if zE(y) = sβ for all β ∈ Rp if and only if
zXβ = sβ for all β ∈ Rp if and only if zX = s. The best linear unbiased estimator (BLUE)
of an estimable LPF is the LUE having the smallest variance.
Let A be a real matrix with p columns. We say that a vector LPF, Aβ, is estimable
if it has a linear unbiased estimator (LUE), i.e. if there exists a real matrix L such that
E(Ly) = Aβ for all β ∈ Rp. With an analogous derivation as with the LPF's, one shows that
Aβ is estimable if and only if there exists a matrix L such that LX = A. It turns out (see
[40, Theorem 15.2.4]) that if A is a real matrix with p columns, then
Aβ is estimable if and only if ImAt ⊆ ImXt. (1.2)
The BLUE of an estimable vector LPF is dened as the LUE having the smallest variance-
covariance matrix. Here, the variance-covariance condition is expressed in terms of the
Löwner order ≤L (the denition is given in the next section): Let Aβ be estimable. Then Ly
is said to be BLUE of Aβ if (i) E(Ly) = Aβ for all β ∈ Rp and (ii) V (Ly) ≤L V (My) for all
β ∈ Rp and all My satisfying E(My) = Aβ. We note that BLUE of an estimable function of
β is unique. Let I denote the n × n identity matrix. It turns out (see [40, Theorem 15.2.9])
that in a model (y,Xβ, σ2D), the BLUE of Xβ, known as the vector of tted values of y, is
given by
ŷ = (I −D(I − PX)((I − PX)D(I − PX))−(I − PX))y. (1.3)
The model (y,Xβ, σ2I), where D = I, is called the Gauss-Markov model. By (1.3) and since
(I − PX)2 = I − PX and (I − PX)− = I − PX , it follows that in a Gauss-Markov model the
BLUE of Xβ is given by the OLSE of Xβ (this assertation is also known as the Gauss-Markov
theorem), i.e. the BLUE of Xβ is
ŷ = PXy.
As noted above, for a general model (y,Xβ, σ2D), it follows that whenever Aβ is estimable,
there exists a real matrix L such that LX = A. It turns out (see [40, Remark 15.2.10]) that
in this case the BLUE of Aβ equals Lŷ where ŷ is as in (1.3).
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In the following sections more applications of the Löwner order and some other matrix
partial orders in statistics will be presented  we will focus our attention on linear models. The
applications will mostly concern the BLUEs and the theory of comparison of linear models.
1.2 Partial orders and generalized inveses of matrices
Mathematics is essential for all branches of science, including natural science, engineering,
medicine, nance, and in the last few decades also for social sciences. One can argue that
a particular practice becomes a scientic discipline when it starts to obey the postulates of
mathematics and adopts the mathematical language and mathematical (especially analytical)
way of thinking. Mathematics and statistics are becoming increasingly important in daily
operations of various organizations, e.g. for modern knowledge management (i.e. a process of
creating, sharing, using and managing the knowledge and information of an organization) the
use of mathematics and statistics is crucial (see e.g. [44, 51, 52]). Linear algebra is a branch of
mathematics that especially in its subbranch of matrix theory encompasses results which are
used in various elds of science and practice. We can not imagine modern (micro and macro)
economics and econometrics without the use of matrices. Matrices are for example useful
in observing the relationships between individual industries and in calculating the quantities
needed to meet the demand for goods produced in the industries of an economy. We can
also use matrices in linear programming in management to for example adjust production
processes by solving optmization problems such as calculation of the minimum of production
costs. Some other important notions regarding (not only) matrices are partial orders along
with general inverses of matrices which are both the subject of this chapter.
Let F denote the eld of all real or complex numbers, i.e. F = R or F = C, and Mm,n(F),
the set of all m × n matrices over F. Let A∗ ∈ Mn,m(F) denote the conjugate transpose of
A ∈ Mm,n(F) (if A ∈ Mm,n(R), then A∗ = At, the transpose of A). If m = n, then we
write Mn(F) instead of Mn,n(F). We say that A ∈ Mn(F) is Hermitian (or symmetric when
A ∈Mn(R)) if A = A∗. A Hermitian matrix A ∈Mn(F) is said to be positive semidenite if
x∗Ax ≥ 0 for every x ∈ Fn.
We say that a Hermitian matrix A ∈Mn(F) is positive denite when
x∗Ax > 0 for every nonzero x ∈ Fn.
Positive semidenite matrices have become fundamental computational objects in many areas
of statistics, engineering, quantum information, and applied mathematics. The study of
positive semidenite matrices is a ourishing area of mathematical investigation (see e.g. the
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monograph [1] and the references therein). They appear as variance-covariance matrices in
statistics, as elements of the search space in convex and semidenite programming, as kernels
in machine learning, as density matrices in quantum information, and as diusion tensors
in medical imaging. It is known (see for example [9]) that every variance-covariance matrix
is positive semidenite, and that every positive semidenite matrix is a variance-covariance
matrix of some multivariate distribution.
There are many partial orders (i.e. orders that are reexive, antisymmetric, and transitive)
which may be dened on various sets of matrices. We will next present three of the best
known orders. Let A,B ∈Mn(F) be Hermitian matrices. Then we say that A is below (or is
dominated by) B with respect to the Löwner partial order and write
A ≤L B if B −A is positive semidenite.
Let us present another application of the Löwner partial order in statistic (see [40]).
Example 1.2.1 Let A,B ∈Mn(R) be two positive semidenite (symmetric) matrices and let











where Aij and Bij are of the same order for all i, j ∈ {1, 2} and A11 is a r × r, r < n, real
matrix. Then (see [56])
A11 −A12A−22A21 ≤
L B11 −B12B−22B21. (1.4)
Consider now a tribal population on which several anthropometric measurements are made. Let
y1 ∈ Rm, 1 < m < n, be the vector of measurements on the face and y2 ∈ Rn−m the vector of




the multivariate normal distributions N(µ, V1) in population 1 and N(τ, V2) in population 2.
Here µ and τ are the mean vectors and V1 and V2 are the variance-covariance (i.e. dispersion)
matrices. Suppose y has a smaller dispersion in population 1 than in population 2. The
smaller dispersion condition may be expressed in terms of the Löwner partial order ≤L, i.e.



















where V ′ij and V
′′
ij are of the same order for all i, j ∈ {1, 2} and V ′11 ∈ Mm(R). By (1.4) we
have
V ′11 − V ′12(V ′22)−V ′21 ≤L V ′′11 − V ′′12(V ′′22)−V ′′21. (1.5)
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By the properties of variance-covariance matrices, the conditional distribution in population
1 of y1 given y2 is normal with conditional dispersion given by
V (y1 | y2) = V ′11 − V ′12(V ′22)−V ′21
(see [56, page 59]) which is exactly the left side of (1.5). Similarly, the conditional dispersion
in population 2 of y1 given y2 corresponds to the right side of (1.5). Hence by (1.5) we have
that the conditional dispersion of facial measurements given the measurements of the rest of
the body, namely V (y1 | y2), is also smaller in population 1 than in population 2.
The next two partial orders may be dened on the full set Mm,n(F). Since they can be
induced by generalized inverses, let us rst recall the notion of a matrix generalized inverse.
A generalized inverse or a pseudoinverse of A ∈Mm,n(F) is a matrix that has some properties
of the usual inverse (of A ∈ Mn(F) with the nonzero determinant) but not necessarily all of
them. One of the best known examples of a generalized inverse is the Moore-Penrose inverse.
We say that X ∈ Mn,m(F) is the Moore-Penrose inverse of A ∈ Mm,n(F) when the following
four matrix equations are satised:
AXA = A, XAX = X, (AX)∗ = AX, and (XA)∗ = XA. (1.6)
It turns out (see e.g. [40]) that every A ∈ Mm,n(F) has a Moore-Penrose inverse X = A†
and that A† is unique. Note that an inner generalized invese X = A− is a pseudoinverse
that satises the rst equation in (1.6). Again, every A ∈ Mm,n(F) has an inner generalized
inverse A−, however, A− is not necessarily unique. There are many applications of these
pseudoinverses. For example, if A ∈ Mm,n(F), c ∈ Mm,1(F) = Fm, and x is the n × 1 vector
of variables, then the system
Ax = c (1.7)
of m linear equations with n variables has a solution if and only if AA−c = c for some inner
generalized inverse A− of A. Moreover, if the system (1.7) has a solution and if A− is an
inner generalized inverse of A, then for every vector y ∈ Fn
xy = A
−c+ (I −A−A)y, (1.8)
is a solution of (1.7), and for every solution x∗ of (1.7) there exists a vector y such that x∗ = xy
(see e.g. [55]).
Let us now present two very well known and much studied matrix partial orders. We say
that A ∈ Mm,n(F) is below (or is dominated by) B ∈ Mm,n(F) with respect to the minus
partial order and write
A ≤− B when A−A = A−B and AA− = BA− (1.9)
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for some inner generalized inverse A− of A. It turns out that A ≤− B if and only if
rank(B −A) = rank(B)− rank(A)
where rank(A) denotes the rank, i.e. dimension of the column space, of the matrix A (see e.g.
[40, Theorem 15.2.4]).
For A,B ∈Mm,n(F) we write
A ≤∗ B when A∗A = A∗B and AA∗ = BA∗ (1.10)
and name the relation ≤∗ the star partial order. It turns out that both relations (1.9) and
(1.10) are indeed partial orders (see [16, 22, 40]). Moreover, the star partial order may also be
dened onMm,n(F) by a generalized inverse. Namely, it is easy to see that for A,B ∈Mm,n(F)
we have
A ≤∗ B if and only if A†A = A†B and AA† = BA†
where A† ∈Mn,m(F) is the Moore-Penrose inverse of A. We will present some applications of
the star and the minus partial orders in statistics in the following chapters.
Let us end this section with a result that connects the Löwner partial order and generalized
inverses and which is often applied in statistics. For positive denite (Hermitian) matrices
A,B ∈Mn(F) we have
A ≤L B if and only if B−1 ≤L A−1.
In the matrix theory literature this result can be traced back to Löwner [35] (see also [5,
30]). It has wide application in mathematical statistics since it is of importance to have
an expression of the inverse relationship when comparing variance-covariance matrices and
information matrices in the linear model and optimal design theory (see e.g. [48] and references
therein). But since these matrices are identied as positive semidenite matrices, they can
be and often turn out to be singular, and thus obtaining an extension of this result to the
set of positive semidenite matrices is required. The extension was given by various authors
independently and for the case of real matrices it is known the most by Milliken and Akdeniz
[38]. Let A,B ∈ Mn(R) be positive semidenite (symmetric) matrices. Then any of the two
of the following conditions imply the third:
(a) A ≤L B,
(b) B† ≤L A†,
(c) rank(A) = rank(B).
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For a similar result concerning complex matrices see e.g. [40, Corollary 8.4.19].
As mentioned above and in Example 1.2.1, most applications in statistics of the mentioned
partial orders concern the set of all real positive semidenite matrices so we will focus our
attention on this subset of all n× n (real) matrices.
1.3 Preservers of partial orders
In the last decades many authors studied preserver problems which concern the question of
determining or describing the general form of all transformations of a given structure X which
preserve a quantity attached to the elements of X , or a distinguished set of elements of X , or
a given relation among the elements of X , etc. The rst example of a solution to a preserver
problem dates back to the year 1897 when Frobenius described the form of all linear maps
Φ : Mn(C)→Mn(C) that preserve the determinant, i.e.
det Φ(A) = detA
for every A ∈ Mn(C). Since then various preservers problems were studied and especially in
the last two decades many authors tried to characterize maps with some preserving properties
that are not necessarily linear (see the monograph [43] and references therein).
Our motivation for the study of preserver problems that concern partial orders on certain
(sub)sets of real matrices (i.e. X is a subset ofMn(R)) comes from statistics (see e.g. [12, 20]).
Let S be a subset of Mn(F) and let ≤G be one of the mentioned matrix partial orders (i.e.
≤L, ≤−, ≤∗) on S. We say that the map Φ : S → S preserves the partial order ≤G in both
directions (or is a bi-preserver of ≤G) when for every A,B ∈ S,
A ≤G B if and only if Φ(A) ≤G Φ(B). (1.11)
Let Hn(F) denote the set of all Hermitian (i.e. symmetric in the real case) matrices in
Mn(F) and let H+n (F) be the cone of all positive semidenite matrices in Hn(F). Note that if
A ∈Mm,n(F), then A∗A ∈ H+n (F). We say that two matrices A,B ∈Mm,n(F) are ordered as
A ≤N B if and only if A∗A ≤L B∗B,
i.e. B∗B − A∗A ∈ H+n (F). The relation ≤N has many applications in statistics, e.g. in
the study of of probability measures, in linear estimation theory, in the analysis of the power
of a binary hypothesis test, etc. (see e.g. [29, Part II, Applications]). In some of these
applications order-preserving maps are used; e.g. in [29, Application 3] author uses maps
Φ : Mm,n(R)→ R, dened with Φ(A) = ϕ(AtA), A ∈ Mm,n(R), where ϕ : H+n (R)→ R is an
order-preserving map in one direction with respect to the Löwner partial order, i.e.
A ≤L B implies Φ(A) ≤ Φ(B)
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for every A,B ∈ H+n (R). It is thus natural to study and try to characterize transformations
on H+n (R) that have a Löwner order-preserving property (i.e. maps that either preserve
the Löwner partial order in one or in both directions (the latter in the sense of (1.11)), and
perhaps have some additional properties. Moreover, in modern high-dimensional probability
theory and statistics, transformations are often applied to the entries of variance-covariance
matrices in order to obtain regularized estimators with attractive properties (sparsity, good
condition number, etc.), see e.g. [7]. The resulting matrices often serve as ingredients in
statistical procedures that require these (real) matrices to be positive semidenite [20].
1.4 Research goals and the denition of the problem
The goals of the doctoral dissertation are to examine partial orders and their preservers on the
cone of all positive semidenite real matrices, H+n (R), and search for new characterizations
and examples of applications of these orders in statistics.
1) The Löwner partial order. In [42] Molnár investigated and gave the form of bijective
bi-preservers of the Löwner partial order on the set (cone) of all positive semidenite n× n,
n ≥ 2, complex matrices. As an extension to his result, we give a similar result in the case
of real positive semidenite matrices, i.e. we characterize all surjective maps, excluding the
injectivity assumption, on H+n (R), n ≥ 2, that preserve the Löwner partial order in both
directions. Furthermore, Molnár described in [42] the form of all bijective maps on the set
Hn(C), n ≥ 2, of all Hermitian n× n (complex) matrices that preserve the order ≤L in both
directions. We again follow his research and describe the form of all surjective bi-preservers
of the Löwner partial order on the set Hn(R) of all symmetric (real) n× n, n ≥ 2, matrices.
We also present a new application of bi-preservers of the Löwner partial order in the theory
of comparison of linear statistical models.
2) The minus partial order. We rst give a new characterization of the minus partial
order on the set H+n (F) and present some new applications of this partial order in statistics.
We describe the form of all surjective, additive bi-preservers of the minus partial order on
H+n (R), n ≥ 3.
3) The star partial order. We rst introduce a family of partial orders on H+n (F) that
have some (general) properties (we named this family admissible), study bi-preservers of such
orders on H+n (R), and then show that the star partial order (along with the minus order)
belongs to this family. We investigate the star partial order and characterize (as in the case of
the minus partial order) surjective, additive bi-preservers of the star partial order on H+n (R),
n ≥ 3.
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1.5 Research hypotheses
We say that a map ϕ : H+n (F)→ H+n (F) is of a standard form when
ϕ(A) = TAT ∗ for all A ∈ H+n (F)
where T ∈Mn(F) is an invertible matrix.
The research hypotheses are:
H1: Any surjective map on H+n (R), n ≥ 2, that preserves the Löwner partial order in both
directions is of a nice (i.e. standard) form.
H2: Any surjective, aditive map on H+n (R), n ≥ 3, that preserves either the minus partial
order or the star partial order in both directions is of a nice form.
H3: Partial orders on H+n (R) and their preservers are a useful tool in the study of linear
statistical models.
1.6 Methods of research
Here we present some tools that are useful in the proofs of the main results. As before, let
Hn(F) be the set of all Hermitian (symmetric in the real case) matrices in Mn(F) and H+n (F)
be the set of all positive semidenite matrices in Hn(F). Recall that a convex cone C is a
subset of a vector space V over an ordered eld that is closed under all linear combinations with
nonnegative scalars. For every convex cone C we will (from now on) assume that C ∩ (−C) =
{0}. Observe that then every convex cone C induces a partial ordering ≤ on V so that we
write for x, y ∈ V ,
x ≤ y when y − x ∈ C.
Note that H+n (F) is a convex cone which is closed in the real normed vector space Hn(F).
The following result of Rothaus [54] is one of the main tools in our proof that the surjective
Löwner partial order bi-preservers on H+n (R), n ≥ 2, are of a standard form.
Proposition 1.6.1 Let D be the interior of a (closed) convex cone C in a real normed vector
space V. Suppose ϕ : D → D is a bijective map where
x ≤ y if and only if ϕ(x) ≤ ϕ(y)
for every x, y ∈ D. Then the map ϕ is linear.
We say that two Hermitian (symmetric) matrices A,B ∈Mn(F) are adjacent if rank(A−
B) = 1. Huang and emrl characterized in [27] maps ϕ : Hn(C)→Hm(C), m,n ∈ N,
n > 1, such that matrices ϕ(A) and ϕ(B) are adjacent whenever A and B are adjacent,
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A,B ∈ Hn(C). In [34] Legi²a considered adjacency preserving maps from Hn(R) to Hm(R)
and proved the following result which we use as another tool in the characterization of the
surjective Löwner partial order bi-preservers on H+n (R), n ≥ 2.
Proposition 1.6.2 Let n ≥ 2 and let ϕ : Hn(R)→Hm(R) be a map preserving adjacency,
i.e. if A,B ∈ Hn(R) and rank(A−B) = 1, then rank(ϕ(A)− ϕ(B)) = 1. Suppose ϕ(0) = 0.
Then either
(i) there is a rank-one matrix B ∈ Hm(R) and a function f : Hn(R)→ R such that for every
A ∈ Hn(R)
ϕ(A) = f(A)B, or







(Obviously, in this case m ≥ n. If m = n, the zeros on the right-hand side of the formula are
absent.)
In the proofs that follow we often use techniques from functional analysis, especially from
the operator theory. Let B(H) be the algebra of all bounded linear operators on a (real
or complex) Hilbert space H. Denote by dimH the dimension of H. Note that in case
when dimH = n < ∞, B(H) may be identied with the set Mn(F), where F is either R
or C. Let A∗ ∈ B(H) be the adjoint operator of A ∈ B(H). An operator A ∈ B(H) is
said to be self-adjoint when A = A∗. It is called an idempotent operator when (as in the
matrix case) A2 = A. A self-adjoint idempotent operator P ∈ B(H) is (usually) said to be
a projection (when dimH = n < ∞ projections in B(H) may be identied with orthogonal
projection matrices). As in the case of matrices we denote by ImA the image (i.e. the range)
of A ∈ B(H). By KerA we denote the kernel (i.e. the null space) of A ∈ B(H). For a subset
A of H we denote by A⊥ the orthogonal complement of A. It is easy to see (see [10]) that




= A. Note that
(see [10, Theorem 2.19]) KerA = (ImA∗)⊥ for every A ∈ B(H). Since (A∗)∗ = A, it also
holds that KerA∗ = (ImA)⊥, however, in general case when H may be innite-dimensional,
(KerA)⊥ does not necessarily equal ImA∗ because the image of A is not necessarily closed.
We have (KerA)⊥ = ImA∗ where ImA∗ denotes the closure of ImA∗. It follows that
H = KerA⊕ ImA∗.
Note that when dimH = n < ∞, every operator from B(H) has a closed image. Note
also (see e.g. [10, Proposition 3.2]) that, when P ∈ B(H) is an idempotent operator, then
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ImP = Ker(I − P ), where I ∈ B(H) is the identity operator, and
H = KerP ⊕ ImP.
Let ball H denote the closed unit ball in H (see [10, page 8]). A linear transformation
T : H → H is called compact if T (ball H) has a compact closure in H. We say that an
operator T on H has nite rank if ImT is nite dimensional. It turns out (see [10, page 41])
that every operator that has nite rank is compact. The spectral theorem is one of the main
functional analysis tools in our proofs. It is presented in the literature in various ways. For
our needs we state here the spectral theorem for compact self-adjoint operators (see [10, page
46]).
Proposition 1.6.3 Let T be a compact self-adjoint operator on a Hilbert space H. Then T
has only a countable number of distinct eigenvalues. If {λ1, λ2, . . .} are the distinct nonzero
eigenvalues of T and Pn is the projection of H onto Ker(T − λn), then PnPm = PmPn = 0 if





where the series converges to T in the metric dened by the norm of B(H).
Chapter 2
Uvod (Introduction in Slovene)
V nadaljevanju bomo v slovenskem jeziku predstavili raziskovalne cilje in denirali problem,
podali bomo raziskovalne hipoteze ter metode raziskovanja. Naj bo F polje vseh realnih ali
kompleksnih ²tevil (torej F = R ali F = C) in ozna£imo z Mn(F) mnoºico vseh n× n matrik
z elementi iz F. Naj bo Hn(F) mnoºica vseh hermitskih (simetri£nih v realnem primeru)
matrik v Mn(F) in H+n (F) mnoºica (stoºec) vseh n × n pozitivno semidenitnih (realnih ali
kompleksnih) matrik v Hn(F).
Raziskovalni cilji in denicija problema
Cilji doktorske disertacije so preu£iti nekatere delne urejenosti in njihove ohranjevalce na
stoºcu vseh pozitivno semidenitnih realnih matrik, H+n (R), in iskati nove karakterizacije
ter primere aplikacij teh urejenosti v statistiki. Naj bo S podmnoºica Mn(F) in naj bo ≤G
matri£na delna urejenost na S. Pravimo, da preslikava Φ : S → S ohranja delno urejenost
≤G v obe smeri (oziroma je bi-ohranjevalec delne urejenosti ≤G), £e za vsak par A,B ∈ S
velja, da je
A ≤G B natanko tedaj, ko je Φ(A) ≤G Φ(B).
1) Löwnerjeva delna urejenost. V delu [42] je Molnár predstavil obliko bijektivnih bi-
ohranjevalcev Löwnerjeve delne urejenosti ≤L na stoºcu vseh pozitivno semidenitnh n ×
n, n ≥ 2, kompleksnih matrik. Kot raz²iritev njegovega rezultata predstavimo podoben
rezultat za primer realnih pozitivno semidenitnih matrik, kar pomeni, da karakteriziramo
vse surjektivne preslikave (pri £emer izlo£imo predpostavko injektivnosti) na H+n (R), n ≥ 2,
ki ohranjajo Löwnerjevo delno urejenost v obe smeri. Molnár je v [42] opisal tudi obliko vseh
bijektivnih preslikav na mnoºici Hn(C), n ≥ 2, vseh hermitskih n× n (kompleksnih) matrik,
ki ohranjajo urejenost ≤L v obe smeri. V pri£ujo£em delu spet sledimo njegovim raziskavam
in opi²emo obliko vseh surjektvnih bi-ohranjevalcev Löwnerjeve delne urejenosti na mnoºici
Hn(R) vseh simetri£nih (realnih) n× n, n ≥ 2, matrik. Predstavimo tudi novo aplikacijo bi-
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ohranjevalcev Löwnerjeve delne urejenosti v teoriji primerjave linearnih statisti£nih modelov.
2) Minus delna urejenost. Podamo novo karakterizacijo minus delne urejenosti na mnoºici
H+n (F) in predstavimo nekatere nove aplikacije te delne urejenosti v statistiki. Opi²emo obliko
vseh surjektivnih, aditivnih bi-ohranjevalcev minus delne urejenosti na H+n (R), n ≥ 3.
3) Zvezdica delna urejenost. Najprej vpeljemo druºino delnih urejenosti na H+n (F), ki
ima nekatere (splo²ne) lastnosti, in to druºino poimenujemo dopusta delna urejenost. V
nadaljevanju razi²£emo bi-ohranjevalce dopustne delne urejenosti na H+n (R) in pokaºemo,
da zvezdica delna urejenost (in tudi minus delna urejenost) pripada tej druºini. Razi²£emo
zvezdica delno urejenost in karakteriziramo (kot v primeru minus delne urejenosti) surjektivne,
aditivne bi-ohranjevalce zvezdica delne urejenosti na H+n (R), n ≥ 3.
Raziskovalne hipoteze
Pravimo, da je preslikava ϕ : H+n (F)→ H+n (F) standardne oblike, £e je
ϕ(A) = TAT ∗ za vse A ∈ H+n (F),
kjer je T ∈Mn(F) obrnjiva matrika.
Raziskovalne hipoteze so:
H1: Vsaka surjektivna preslikava na H+n (R), n ≥ 2, ki ohranja Löwnerjevo delno urejenost v
obe smeri, je lepe (to je standardne) oblike.
H2: Vsaka surjektivna, aditivna preslikava na H+n (R), n ≥ 3, ki ohranja ali minus delno
urejenost ali zvezdica delno uejenost v obe smeri, je lepe oblike.
H3: Delne urejenosti na H+n (R) in njihovi ohranjevalci so pripravno orodje pri ²tudiju lin-
earnih statisti£nih modelov.
Metode raziskovanja
V nadaljevanju bomo predstavili nekaj orodij, ki jih bomo uporabili v dokazih glavnih rezul-
tatov. Konveksni stoºec C je podmnoºica vektorskega prostora V nad dolo£enim poljem, ki je
zaprta za vse linearne kombinacije z nenegativnimi skalarji. Od sedaj naprej bomo za vsak
konveksni stoºec C predpostavili, da je C ∩ (−C) = {0}. Konveksni stoºec C inducira delno
urejenost ≤ na V na naslednji na£in. Za x, y ∈ V je
x ≤ y, ko je y − x ∈ C.
Opazimo lahko, da je H+n (F) konveksni stoºec, ki je zaprt v realnem normiranem vektorskem
prostoru Hn(F).
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Naslednji Rothausov rezultat (glej [54]) je eden na²ih glavnih orodj pri karakterizaciji
surjektivnih bi-ohranjevalci Löwnerjeve delne urejenosti na H+n (R), n ≥ 2.
Izrek 1 Naj bo D notranjost (zaprtega) konveksnega stoºca C v realnem normiranem vek-
torskem prostoru V. Predpostavimo, da je ϕ : D → D bijektivna preslikava, kjer je
x ≤ y natanko tedaj, ko je ϕ(x) ≤ ϕ(y)
za vsak x, y ∈ D. Potem je preslikava ϕ linearna.
Naj rank(A) ozna£uje rang matrikeA ∈Mn(F). Pravimo, da sta dve hermitski (simetri£ni)
matriki A,B ∈ Mn(F) sosednji, £e je rank(A − B) = 1. Huang in emrl sta karakterizirala
v [27] preslikave ϕ : Hn(C)→Hm(C), m,n ∈ N, n > 1, z lastnostjo, da sta matriki ϕ(A) in
ϕ(B) sosednji, £e sta matriki A in B sosednji, A,B ∈ Hn(C). V [34] je Legi²a obravnaval
ohranjevalce sosednosti iz Hn(R) v Hm(R) in dokazal naslednji rezultat, ki ga kot ²e eno
orodje uporabimo pri opisu oblike surjektivnih bi-ohranjevalcev Löwnerjeve delne urejenosti
na H+n (R), n ≥ 2.
Izrek 2 Naj bo n ≥ 2 in naj bo ϕ : Hn(R)→Hm(R) preslikava, ki ohranja sosednost, kar
pomeni, da za vsak par matrik A,B ∈ Hn(R), kjer je rank(A−B) = 1, sledi, da je rank(ϕ(A)−
ϕ(B)) = 1. Naj bo ϕ(0) = 0. Potem ali
(i) obstajata matrika ranga ena B ∈ Hm(R) in funkcija f : Hn(R)→ R, tako da je za vsak
A ∈ Hn(R)
ϕ(A) = f(A)B, ali pa







(O£itno je v tem primeru m ≥ n. e je m = n, potem ni ni£el na desni strani formule.)
V dokazih, ki sledijo, bomo pogosto uporabljali tehnike iz funkcionalne analize, ²e posebej
iz teorije operatorjev. Naj bo B(H) algebra vseh omejenih linearnih operatorjev na (real-
nem ali kompleksnem) Hilbertovem prostoru H. Ozna£imo z dimH dimenzijo prostora H.
Opazimo, da lahko v primeru, ko je dimH = n < ∞, B(H) identiciramo z mnoºico Mn(F),
kjer je F = R ali F = C. Naj bo A∗ ∈ B(H) adjungirani operator operatorja A ∈ B(H).
Pravimo, da je operator A ∈ B(H) sebiadjungiran, £e je A = A∗. e je A2 = A, pravimo,
da je A ∈ B(H) idempotent. Sebiadjungiran idempotent P ∈ B(H) (obi£ajno) imenujemo
projektor (ko je dimH = n < ∞, lahko projektorje v B(H) identiciramo z ortogonalnimi
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projekcijskimi matrikami). Naj bo ImA slika operatorja A ∈ B(H). S KerA ozna£ujemo jedro
od A ∈ B(H). Za podmnoºico A v H ozna£imo z A⊥ ortogonalni komplement od A. Ni teºko
dokazati (glej [10]), da v primeru, ko je A zaprt vektorski podprostor od H, je H = A⊕A⊥ in(
A⊥
)⊥
= A. Opazimo tudi (glej [10, Izrek 2.19]), da je KerA = (ImA∗)⊥ za vsak A ∈ B(H).
Ker je (A∗)∗ = A, velja tudi, da je KerA∗ = (ImA)⊥, vendar v splo²nem primeru, ko je H
lahko neskon£no dimenzionalen, ni nujno, da je (KerA)⊥ enak ImA∗, saj slika operatorja A∗
ni nujno zaprta. Velja, da je (KerA)⊥ = ImA∗ , kjer ImA∗ ozna£uje zaprtje slike operatorja
A∗. Sledi, da je
H = KerA⊕ ImA∗.
Opazimo lahko, da ima v primeru, ko je dimH = n <∞, vsak operator iz B(H) zaprto sliko.
Naj bo I ∈ B(H) identiteta. e je P ∈ B(H) idempotent, potem je (glej na primer [10,
Trditev 3.2]) ImP = Ker(I − P ) in
H = KerP ⊕ ImP.
Ozna£imo z ball H zaprto enotsko kroglo v H (glej [10, stran 8]). Pravimo, da je linearna
preslikava T : H → H kompaktna, £e ima T (ball H) kompaktno zaprtje v H. Operator T na
H je kon£nega ranga, £e je ImT kon£no dimenzionalna. Izkaºe se (glej [10, stran 41]), da je
vsak operator kon£nega ranga kompakten.
Spektralni izrek je eden na²ih glavnih orodij v dokazih izrekov. V literaturi je ta izrek
predstavljen na razli£ne na£ine. Za na²e potrebe navajamo spektralni izrek za kompaktne
sebiadjungirane operatorje (glej [10, stran 46]).
Izrek 3 Naj bo T kompakten sebiadjungiran operator na Hilbertovem prostoru H. Potem ima
T samo ²tevno ²tevilo razli£nih lastnih vrednosti. e so {λ1, λ2 . . .} razli£ne neni£elne lastne
vrednosti od T in £e je Pn projektor iz H na Ker(T − λn), potem je PnPm = PmPn = 0, £e je





kjer vrsta konvergira k T v metriki, ki je denirana z normo na B(H).
Chapter 3
The Löwner partial order
3.1 Introduction and statement of the results
Results from this chapter were presented and proved in [17, 18] (see also [19]). Recall that for
two symmetric matrices A,B ∈Mn(R) we say that A is below B with respect to the Löwner
partial order and write
A ≤L B if B −A is positive semidenite. (3.1)
Note that a symmetric matrix A is positive semidenite if and only if every eigenvalue of A
is nonnegative (see [24, Theorem 4.1.10]).
Motivated by applications in quantum mechanics and quantum statistics Molnár studied
preservers that are connected to certain structures of bounded linear operators which appear
in mathematical foundations of quantum mechanics, i.e. he studied automorphisms of the
underlying quantum structures or, in other words, quantum mechanical symmetries. Let H
be a (real or complex) Hilbert space. The set of all self-adjoined operators in B(H) will be
denoted by BS(H). We denote the inner product on H with 〈·, ·〉 and let
B+(H) = {A ∈ B(H) : A = A∗ and 〈Ax, x〉 ≥ 0 for every x ∈ H}
be the set of all positive operators in B(H). Note that in case when dimH = n <∞, the set
B+(H) may be identied with the set of all positive semidenite n×n matrices, i.e. with the
set H+n (F) where F is either R or C. Note also that we may generalize the denition of the
Löwner order to the set BS(H) in the following way: For A,B ∈ BS(H) we write
A ≤L B when B −A ∈ B+(H).
Under assumption that H is a complex Hilbert space with dimH ≥ 2, Molnár described in
[42] the form of all bijective maps on B+(H) that preserve the Löwner partial order in both
directions. It turns out (see [42, Theorem 1]) that every such a map ϕ is of the form
ϕ(A) = TAT ∗, A ∈ B+(H), (3.2)
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where T : H → H is an invertible bounded either linear or conjugate-linear operator. In
particular, Molnár thus described the form of all bijective maps ϕ : H+n (C)→ H+n (C), n ≥ 2,
that are bi-preservers of the Löwner partial order.
With our rst main result which follows we show that a similar result to Molnár's Theorem
1 from [42] holds also in the real matrix case, i.e. we characterize surjective maps (omitting
the injectivity assumption) on the set of all n× n, n ≥ 2, positive semidenite real matrices
that preserve the order ≤L in both directions.
Theorem 3.1 Let n ≥ 2 be an integer. Then ϕ : H+n (R)→ H+n (R) is a surjective bi-preserver
of the Löwner partial order ≤L if and only if there exists an invertible matrix S ∈ Mn(R)
such that
ϕ(A) = SASt
for every A ∈ H+n (R).
As a corollary to [42, Theorem 1] Molnár also described the form of all bijective maps on
BS(H) that preserve the Löwner partial order in both directions. Here H is again a complex
Hilbert space with dimH ≥ 2. It turns out (see [42, Theorem 2]) that every such a map ϕ is
of the form
ϕ(A) = TAT ∗ +X, A ∈ BS(H),
where T : H → H is an invertible bounded either linear or conjugate-linear operator and
X ∈ BS(H).
With [42, Theorem 2] the form of all bijective bi-preservers of the Löwner partial order
on Hn(C), n ≥ 2, have already been described. The question is whether a similar result holds
also in the real matrix case. With our second result we show that the answer to this question
is positive.
Corollary 3.2 Let n ≥ 2 be an integer. Then ϕ : Hn(R)→ Hn(R) is a surjective bi-preserver
of the Löwner partial order ≤L if and only if there exists a matrix X ∈ Hn(R) and an invertible
matrix S ∈Mn(R) such that
ϕ(A) = SASt +X
for every A ∈ Hn(R).
3.1.1 An application in statistics
The following observation is connected to the theory of comparison of linear models. It was
presented in [17]. Let us consider two linear models
L1 = (y1, X1β, σ
2D1) and L2 = (y2, X2β, σ2D2) (3.3)
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where the number p of columns of X1 and X2 is xed but arbitrary while the number of
rows may vary from model to model. So, X1 ∈ Mn,p(R), X2 ∈ Mm,p(R), D1 ∈ H+n (R),
and D2 ∈ H+m(R). Then we say that L1 is at least as good as L2 if for any LUE, a2y2, of
a parameter kβ there exists an LUE a1y1 of this parameter such that V (a1y1) ≤ V (a2y2)
(here a1, a2, k are appropriate vectors, and V again denotes the variance). If this condition
is satised, we write
L1  L2.
With the following result, which was proved in [57], St¦pniak showed that two linear models
L1 and L2 may be compared by considering certain matrices that are induced by the model
matrices Xi and matrices Di, i ∈ {1, 2}, and comparing them via the Löwner partial order.
Proposition 3.1.1 Let L1 = (y1, X1β, σ2D1) and L2 = (y2, X2β, σ2D2) be two linear models.








Here (Di +XiXti )
− is an inner generalized inverse of Di +XiXti .
As an addition to Proposition 3.1.1 St¦pniak noted in [57] that when ImXi ⊆ ImDi,








i Xi. We further observe





i Di = DiD
−
i Di = Di. For models L1 = (y1, D1β, σ
2D1) and L2 = (y2, D2β, σ2D2) we
thus have




1 1 1 0
1 1 1 0
1 1 2 0
0 0 0 5
 and D2 =

1 1 1 0
1 1 1 0
1 1 1 0





0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 2
 .
It can be easily veried that D1, D2, and D1−D2 are positive semidenite matrices. It follows
that D2 ≤L D1. Let X1 = D1 and X2 = D2. For the models (3.3) we thus have
L1  L2.
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Remark 3.1.2 One could encounter these kind of model matrices Xi = Di, i ∈ {1, 2}, when
testing e.g. a weighting scale (or parts of a weighting scale). Let the response variable y
represent the total weight. Suppose the scale consists of three crucial parts, e.g. three springs
where each of them may be separately used to measure weight (as a spring weight). Suppose
these springs are made by the same manufacturer. Let there be three equal weights (for example
1 kilogram weights) and one weight that is known to be twice as heavy as lighter weights (for
example a 2 kilogram weight). The rst three rows of the model matrices represent three
measurements of weights on each of the three springs; in the second model where the model
matrix is X2 only lighter weights are used and in the rst model with the model matrix X1
beside the lighter weights also the heavier weight is used (in the third measurement on the
third spring). If the i-th and j-th rows of the model matrix are the same, one can think that
the j-th measurement is a repetition of the i-th measurement (with the same weights). For
the fourth measurement a dierent weighting scale is used (of a dierent manufacturer or of
the same type, however, an older version that is known to be reliable). The fourth row in the
model matrices (3.5) may thus represent the measurement (with such a weighting scale) of all
the weights together that were used in the rst three measurements.
Let n ≥ 2 be an integer. For a random n×1 vector of observed quantities yc, an unspecied
n×1 vector βc, and an unspecied nonnegative scalar σ2c , let Lc be the set of all linear models
Lc = (yc, Dβc, σ
2
cD) where D ∈ H+n (R) may vary from model to model. Dene a map
ψ : L1 → L2 with ψ((y1, Dβ1, σ21D)) = (y2, ϕ(D)β2, σ22ϕ(D)) where ϕ : H+n (R) → H+n (R) is
a surjective map. Suppose
L1a  L1b if and only if ψ(L1a)  ψ(L1b)
for every L1a , L1b ∈ L1. This assumption may be reformulated as D1b ≤L D1a if and only
if ϕ(D1b) ≤L ϕ(D1a), D1a , D1b ∈ H+n (R), and therefore Theorem 3.1 completely determines
the form of any such a map ψ.
3.2 Proofs
3.2.1 Proof of Theorem 3.1
Recall that a matrix P ∈ Mn(F) is idempotent when P 2 = P . By Pn(F) we denote the set
of all idempotent matrices in H+n (F) (i.e. the set of all orthogonal projection matrices in
Mn(F)).
We begin with two auxiliary results. The rst one is well known (it follows by e.g. [45,
Theorem 2.3.2]).
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Lemma 3.2.1 Let P,Q ∈ Pn(F). Then the following statements are equivalent.
(i) P ≤L Q;
(ii) PQ = P ;
(iii) QP = P ;
(iv) ImP ⊆ ImQ.
Note that for A,B ∈ H+n (F), B ≤L A implies ImB ⊆ ImA (see e.g. [40, Corollary
8.2.12]).
Lemma 3.2.2 Let A,B ∈ H+n (F) and let rank(A) = 1. If B ≤L A, then B = λA for some
scalar λ ∈ [0, 1].
Proof. Since A is of rank-one and A ∈ H+n (F), it follows by the spectral theorem (see
Proposition 1.6.3) that A = αP where α > 0 and P ∈ Pn(F) with rank(P ) = 1. Let B ≤L A
for some B ∈ H+n (F). Then ImB ⊆ ImA and thus rank(B) ≤ 1. Again, by the spectral
theorem B = βQ for some β ≥ 0 and a rank-one Q ∈ Pn(F). If β = 0, then B = 0 and thus
B = λA for λ = 0. Suppose β 6= 0. Since ImB ⊆ ImA, we have ImQ = ImP and thus by





αP = βP = B.
Moreover, from B ≤L A it clearly follows that λ ∈ [0, 1]. 
Let S ∈Mn(R) be an invertible matrix and A,B,C ∈ Hn(R). It is easy to show (see e.g.
[40, Theorem 8.2.7, Remark 8.2.8]) that then
A ≤L B if and only if SASt ≤L SBSt, (3.6)
and
A ≤L B if and only if A+ C ≤L B + C. (3.7)
Also, A ≤L B if and only if λA ≤L λB for every λ > 0. Let us now prove the rst of our
main results.
Proof of Theorem 3.1. If ϕ : H+n (R) → H+n (R) is of the form ϕ(A) = SASt, A ∈
H+n (R), where S ∈ Mn(R) is invertible, than it preserves by (3.6) the order ≤L in both
directions and is clearly surjective.
Conversely, let ϕ : H+n (R)→ H+n (R) be a surjective map that preserves the Löwner order
≤L in both directions. We will split the proof into several steps.
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Step 1. ϕ is bijective. Let ϕ(A) = ϕ(B) for A,B ∈ H+n (R). The order ≤L is reexive so
ϕ(A) ≤L ϕ(B) and ϕ(B) ≤L ϕ(A). Since ϕ preserves the order ≤L in both directions, we
have A ≤L B and B ≤L A. It follows that A = B, since ≤L is antisymmetric. Thus, ϕ is
injective and therefore bijective.
Step 2. ϕ(0) = 0. Note that 0 ≤L A for every A ∈ H+n (R). So, on the one hand
0 ≤L ϕ(0) and on the other hand, since ϕ−1 has the same properties as ϕ, 0 ≤L ϕ−1(0) and
thus ϕ(0) ≤L 0.
Step 3. ϕ preserves the set of all matrices of rank-one. Let us rst show that a nonzero
A ∈ H+n (R) is of rank-one if and only if for every
B,C ∈
{
D ∈ H+n (R) : D ≤L A
}
≡ [0, A]
we have B ≤L C or C ≤L B, i.e. the order ≤L is linear on [0, A].
Let A ∈ H+n (R) be of rank-one and suppose rst B,C ∈ [0, A]. By Lemma 3.2.2 we have
B = λA and C = µA for some λ, µ ∈ [0, 1]. If λ = 0 or µ = 0, then clearly B ≤L C or
C ≤L B. Suppose λ 6= 0 and µ 6= 0. It follows that µB = λC and thus






Clearly, then 0 ≤L B − C or 0 ≤L C −B, i.e. C ≤L B or B ≤L C.
Conversely, suppose that the order ≤L is linear on [0, A] and assume that
rank(A) > 1. By the spectral theorem there exist P1, P2 ∈ Pn(R) of rank-one with ImP1 ∩
ImP2 = {0}, and λ1, λ2 ∈ (0,∞), such that λ1P1 ≤L A and λ2P2 ≤L A, i.e. λ1P1, λ2P2 ∈
[0, A] . This yields by assumption λ1P1 ≤L λ2P2 or λ2P2 ≤L λ1P1 and therefore in either case
ImP1 = ImP2, a contradiction.
Since ϕ preserves the order ≤L in both directions, [0, A] is linearly ordered if and only
if [0, ϕ(A)] is linearly ordered. Thus, A ∈ H+n (R) is of rank-one if and only if ϕ(A) is of
rank-one.
Step 4. ϕ preserves the set of all invertible (i.e. positive denite) matrices. A matrix
Q ∈ Mn(R) is said to be orthogonal when QQt = QtQ = I (here I is the identity matrix
in Mn(R)). For every matrix P ∈ Pn(R) of rank r there exists by the spectral theorem (see







where Ir is the r × r identity matrix. Since then







it follows by the denition (3.1) that P ≤L I for every matrix P ∈ Pn(R). This implies,
εP ≤L εI for every ε ≥ 0. Let ε > 0 be arbitrary but xed. Let us show that then ϕ(εI) is
invertible. By the transitivity of ≤L, αP ≤L εI for every P ∈ Pn(R) and any scalar α where
0 ≤ α ≤ ε. Suppose ϕ(εI) is not invertible. Then there exists a rank-one Q ∈ Pn(R) such that
ImQ * Imϕ(εI). Since ϕ is surjective and sends rank-one matrices to rank-one matrices,
there exists a rank-one P ∈ Pn(R) and α > 0 such that ϕ(αP ) = Q. Here α > ε since ϕ
preserves the order in both directions. From εP ≤L αP we have ϕ(εP ) ≤L ϕ(αP ) = Q.
Both εP and Q are of rank-one and therefore Imϕ(εP ) = ImQ. This is a contradiction since
ϕ(εP ) ≤L ϕ(εI) and therefore Imϕ(εP ) ⊆ Imϕ(εI). So, ϕ(εI) is invertible for any ε > 0.
Let now T ∈ H+n (R) be an invertible (i.e. positive denite) matrix. By [50, page 93] there
exists ε > 0 such that εI ≤L T . It follows that ϕ(εI) ≤L ϕ(T ) and thus Rn = Imϕ(εI) ⊆
Imϕ(T ). So, ϕ(T ) is invertible. Since ϕ−1 has the same properties as ϕ, we may conclude
that T ∈ H+n (R) is invertible if and only if ϕ(T ) is invertible.
Step 5. ϕ is linear on the set of all invertible matrices in H+n (R). The interior of the set
H+n (R) of all positive semidenite matrices is the set of all invertible (i.e. positive denite)
matrices in H+n (R) (see [31, page 239]). Since H+n (R) is a convex cone which is closed in the
real normed vector space Hn(R) and since ϕ preserves the set of all invertible matrices, we
may conclude by Proposition 1.6.1 that ϕ is linear (additive and positive homogenous) on the
set of all invertible matrices in H+n (R).
Step 6. ϕ is a linear map. Let A,B ∈ H+n (R) and let Ak = A + 1kI, Bk = B +
1
kI,
k ∈ N. Then {Ak} and {Bk} are sequences of positive denite (invertible) matrices in H+n (R).
Observe that both sequences are monotone decreasing with respect to ≤L and note that the
sequence {Ak} converges to A and the sequence {Bk} converges to B in the strong operator
topology. Also, infk Ak = A and infk Bk = B where inf denotes the inmum of a sequence. We
have A+B = infk(Ak+Bk). Since ϕ preserves the order≤L, it follows that ϕ(A) = infk ϕ(Ak),
ϕ(B) = infk ϕ(Bk), and ϕ(A + B) = infk ϕ(Ak + Bk). Therefore, {ϕ(Ak)}, {ϕ(Bk)}, and
{ϕ(Ak +Bk)} are monotone decreasing sequences bounded from below. By [8, Denition 2.8
and Example 2.10] (see also [53, page 263]) there exist the limits (in the strong sense) of these
sequences that equal their inma. Thus,
ϕ(A) = lim
k→∞
ϕ(Ak), ϕ(B) = lim
k→∞
ϕ(Bk), ϕ(A+B) = lim
k→∞
ϕ(Ak +Bk).
Step 5 yields that ϕ(Ak +Bk) = ϕ(Ak) + ϕ(Bk) and hence
ϕ(A+B) = lim
k→∞




ϕ(Bk) = ϕ(A) + ϕ(B),
i.e. ϕ is additive. To show that ϕ is also (positive) homogenous, let λ ≥ 0 be any scalar.
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Clearly, λA = infk(λAk). Again, by the previous step it follows that
ϕ(λA) = lim
k→∞
ϕ(λAk) = λ lim
k→∞
ϕ(Ak) = λϕ(A).
Step 7. We will extend the map ϕ from H+n (R) to Hn(R). Let A ∈ Hn(R). There exists
an orthogonal matrix Q ∈Mn(R) such that A = QtDQ where D is a diagonal matrix having
the eigenvalues of A on the diagonal, i.e. D = diag (λi : 1 ≤ i ≤ n). Let
D+ = diag
(
λ+i : 1 ≤ i ≤ n
)
and D− = diag
(
λ−i : 1 ≤ i ≤ n
)
where λ+i = max {λi, 0} and λ
−
i = max {−λi, 0}. Clearly, then A = QtD+Q − QtD−Q.
Note that both QtD+Q, QtD−Q ∈ H+n (R). We call the matrices QtD+Q and QtD−Q the
positive and the negative part of A, respectively. We may now extend the map ϕ to the map
ϕ̂ : Hn(R)→Hn(R) in the following way:
ϕ̂(C) = ϕ(C+)− ϕ(C−), C ∈ Hn(R),
where C+ and C− are the positive and the negative part of C, respectively. Recall that
ϕ(0) = 0. Take C ∈ H+n (R) and note that then C+ = C and C− = 0. So, ϕ̂(C) =
ϕ(C)− ϕ(0) = ϕ(C).
Step 8. ϕ̂ is a linear map. Let A,B ∈ H+n (R) and C = A − B. So, C ∈ Hn(R). From
C+−C− = C = A−B, we have C+ +B = A+C− ∈ H+n (R). Recall that ϕ is additive hence
ϕ(C+) + ϕ(B) = ϕ(A) + ϕ(C−) and thus
ϕ̂(A−B) = ϕ̂(C) = ϕ(C+)− ϕ(C−) = ϕ(A)− ϕ(B). (3.8)
Let us show that ϕ̂ is additive. Let C,D ∈ Hn(R). Then by (3.8)
ϕ̂(C +D) = ϕ̂(C+ − C− +D+ −D−) = ϕ̂((C+ +D+)− (C− +D−))
= ϕ(C+ +D+)− ϕ(C− +D−) = ϕ(C+)− ϕ(C−) + ϕ(D+)− ϕ(D−)
= ϕ̂(C) + ϕ̂(D).
Let us now prove that ϕ̂ is homogenous. Let C ∈ Hn(R) and let λ ∈ R. Suppose rst
λ ≥ 0. Then (λC)+ = λC+ and (λC)− = λC− are the positive and the negative part of λC,
respectively. Since ϕ is (positive) homogenous, we have
ϕ̂(λC) = ϕ(λC+)− ϕ(λC−) = λϕ(C+)− λϕ(C−) = λϕ̂(C).
Let now λ < 0. Then (λC)+ = −λC− and (λC)− = −λC+. So, ϕ̂(λC) = ϕ̂(−λC−−(−λC+))
and therefore by (3.8)
ϕ̂(λC) = ϕ(−λC−)− ϕ(−λC+) = −λϕ(C−)− (−λ)ϕ(C+) = λ(ϕ(C+)− ϕ(C−)).
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So, ϕ̂(λC) = λϕ̂(C).
Step 9. ϕ̂ preserves the order ≤L in both directions. Since ϕ̂(C) = ϕ(C) for every
C ∈ H+n (R), we observe that 0 ≤L C if and only if 0 ≤L ϕ̂(C). Let C1, C2 ∈ Hn(R). Then
C1 ≤L C2 if and only if 0 ≤L ϕ̂(C2−C1). Since ϕ̂ is linear, this equivalent to ϕ̂(C1) ≤L ϕ̂(C2).
Step 10. ϕ̂ is bijective. Since ϕ̂ preserves the order ≤L in both directions, it is clearly
injective (see the rst step). To show that ϕ̂ is surjective, let C ∈ Hn(R). Then we may write
C = C+ −C− where C+, C− ∈ H+n (R). Since ϕ is surjective, there exist A,B ∈ H+n (R) such
that C+ = ϕ(A) = ϕ̂(A) and C− = ϕ(B) = ϕ̂(B). So,
C = C+ − C− = ϕ̂(A)− ϕ̂(B) = ϕ̂(A−B),
i.e. ϕ̂ is surjective.
Step 11. ϕ̂ is an adjacency preserving map. Let us rst show that ϕ̂ preserves the set
of all rank-one matrices. Let C ∈ Hn(R) be a rank-one matrix. By the spectral theorem,
C = αP where α ∈ R is nonzero and P ∈ Pn(R) is of rank-one. Since ϕ̂ is linear and since
P ∈ H+n (R), we have
ϕ̂(C) = αϕ̂(P ) = αϕ(P ).
Recall that ϕ preserves the set of all rank-one matrices. It follows that ϕ̂(C) is of rank-one.
Let now A,B ∈ Hn(R) with rank(A − B) = 1, i.e. let A and B be adjacent. It follows that
ϕ̂(A − B) is of rank-one. Since ϕ̂(A − B) = ϕ̂(A) − ϕ̂(B), we may conclude that ϕ̂(A) and
ϕ̂(B) are adjacent.
We are now in the position to conclude the proof of the theorem. Since ϕ̂ : Hn(R)→Hn(R)
is a bijective map that preserves adjacency, it follows by Proposition 1.6.2 that there exists
c ∈ {−1, 1} and an invertible S ∈Mn(R) such that
ϕ̂(A) = cSASt, A ∈ Hn(R).
Let A,B ∈ Hn(R), A 6= B, and A ≤L B. Then on the one hand by (3.6), SASt ≤L SBSt.
If c = −1, we get on the other hand, since ϕ̂ preserves the order ≤L, −SASt ≤L −SBSt. It
follows that SASt = SBSt and therefore A = B, a contradiction. To conclude, ϕ̂(A) = SASt
for every A ∈ Hn(R) and therefore ϕ(A) = SASt for every A ∈ H+n (R). 
Remark 3.2.3 The proof of Theorem 3.1 may serve with a few adjustments (e.g. instead of
Proposition 1.6.2 we may use Theorem 1.2 from [27] (see also [25, 26])) as an alternative
proof of nite-dimensional (complex) version (dimH <∞) of Molnár's result (3.2).
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3.2.2 Proof of Corollary 3.2
Apart from some adjustments the proof of Corollary 3.2 is the same as the proof of Theorem
2 in [42]. For the sake of completeness and since we are dealing here with real matrices, let
us nevertheless present it in its entirety.
Proof of Corollary 3.2. Let rst ϕ : Hn(R)→ Hn(R) be of the form ϕ(A) = SASt+X,
A ∈ Hn(R), where S ∈ Mn(R) is an invertible matrix and X ∈ Hn(R). Let B ∈ Hn(R).
Denote A = S−1(B −X)
(
St
)−1. Then At = A, i.e. A ∈ Hn(R), and




St +X = B.
Thus ϕ is surjective and by (3.6) and (3.7) it preserves the order ≤L in both directions.
Conversely, let ϕ : Hn(R)→ Hn(R) be a surjective map that preserves the Löwner partial
order in both directions. As in the proof of Theorem 3.1 we show that ϕ is injective, i.e. a
bijective map. Let now X = ϕ(0) and let us dene the map ψ : Hn(R)→ Hn(R) with
ψ(A) = ϕ(A)−X.
The map ϕ is bijective and so is also the map ψ. Since ϕ preserves the order ≤L in both
directions we have for any A,B ∈ Hn(R)
A ≤L B if and only if ϕ(A)− ϕ(0) ≤L ϕ(B)− ϕ(0).
It follows that ψ also preserves the order ≤L in both directions. Since ψ(0) = 0 and since
ψ has the same properties as ϕ we may (and will) without loss of generality assume that
ϕ(0) = 0. We will show that then there exists an invertible matrix S ∈ Mn(R) such that
ϕ(B) = SBSt, B ∈ Hn(R). With this we will complete the proof since then the more general
map ϕ that does not necessarily map 0 to 0 is of the form from Corollary 3.2.
Note that 0 ≤L A if and only if 0 ≤L ϕ(A). So, the restriction of ϕ to H+n (R) is a bijective
bi-preserver of the Löwner partial order. By Theorem 3.1 there exists an invertible matrix
S ∈Mn(R) such that
ϕ(A) = SASt, A ∈ H+n (R). (3.9)
Fix B ∈ Hn(R). There exists an orthogonal matrix Q ∈ Mn(R) such that B = QtDQ
where D is a diagonal matrix having the (real) eigenvalues of B on the diagonal, i.e. D =
diag (λi : 1 ≤ i ≤ n). Let K = −µI where
µ ≥ max{|λ1| , |λ2| , . . . , |λn|}.
Then −K,B −K ∈ H+n (R) (i.e. these matrices are positive semidenite) and hence
K ≤L B.
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Let us now examine the map dened with
A 7→ ϕ(A+K)− ϕ(K), A ∈ H+n (R).
Since A ∈ H+n (R), we have K ≤L A + K and therefore 0 ≤L ϕ(A + K) − ϕ(K). It follows
that this transformation maps (clearly) bijectively H+n (R) to H+n (R). Also, for matrices
A,A1 ∈ H+n (R) we have that A ≤L A1 if and only if A + K ≤L A1 + K which is equivalent
to ϕ(A+K) ≤L ϕ(A1 +K). Thus
A ≤L A1 if and only if ϕ(A+K)− ϕ(K) ≤L ϕ(A1 +K)− ϕ(K).
The above transformation is therefore a bijective bi-preserver of the Löwner partial order on
H+n (R) and hence by Theorem 3.1 there exists an invertible matrix T ∈Mn(R) such that
ϕ(A+K)− ϕ(K) = TAT t, A ∈ H+n (R). (3.10)
Let −K ≤L A. Note that then 0 ≤L A and 0 ≤L A+K, i.e. A,A+K ∈ H+n (R). By (3.9)
ϕ(A+K) = S(A+K)St
and thus by (3.10)
S(A+K)St − ϕ(K) = TAT t. (3.11)
Let A′ be another matrix with −K ≤L A′. Then again
S(A′ +K)St − ϕ(K) = TA′T t. (3.12)
By substracting equations (3.11) and (3.12) we get
S(A−A′)St = T (A−A′)T t. (3.13)
Let us show that any symmetric matrix may be written as the dierence A −A′ of two matrices
A,A′ where −K ≤L A,A′. Let C ∈ Hn(R). Then we write C = C+ −C− where C+ and C−
are the positive and the negative part of the matrix C, respectively. Let
A = C+ −K and A′ = C− −K.
Since C+, C− ∈ H+n (R), we have
−K ≤L A and −K ≤L A′ .
So
A−A′ = C+ −K − C− +K = C+ − C− = C.
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By equation (3.13) we obtain SCSt = TCT t for any matrix C ∈ Hn(R). It follows then by
(3.11) that
S(A+K)St − ϕ(K) = TAT t = SASt
where A ∈ Hn(R) and −K ≤L A. Thus
SASt + SKSt − SASt = ϕ(K)
and therefore
ϕ(K) = SKSt = TKT t.
It follows then by (3.10) that
ϕ(A+K) = TAT t + ϕ(K) = SASt + SKSt = S(A+K)St.
This equation holds for any A ∈ H+n (R) because (3.10) is true for any A ∈ H+n (R). Since
0 ≤L B −K, it therefore holds also for A = B −K. We may conclude that ϕ(B −K +K) =
S(B −K +K)St and hence ϕ(B) = SBSt. 
Chapter 4
The minus partial order
4.1 Introduction and statement of the results
Results from this chapter were presented and proved in [17]. Let S be a semigroup. An
element a in S is called regular when it has an inner generalized inverse, i.e. when there exists
an element b ∈ S such that a = aba. A semigroup in which every element is regular is called a
regular semigroup. The minus partial order was introduced by Hartwig in [22] in the following
way: For a regular semigroup S and a, b ∈ S we write
a ≤− b if a′a = a′b and aa′ = ba′
where a′ ∈ {x ∈ S : a = axa, x = xax}. Moreover, Hartwig proved that in a regular semi-
group S
a ≤− b if and only if a−a = a−b and aa− = ba− (4.1)
where a− is an inner generalized inverse of a ∈ S. There are many other equivalent denitions
of the minus partial order. For example, Nambooripad introduced in [46] a partial order for
which Mitsch [41] later proved that it is equivalent to Hartwig's order. Moreover, Mitsch
further generalized the minus partial order to arbitrary semigroups. More recently, in [59],
emrl generalized Hartwig's denition of the minus partial to B(H) (the algebra of all bounded
linear operators on a Hilbert space H) without using generalized inner inverses (an operator
A ∈ B(H) has an inner generalized inverse A− if and only if its image is closed (see e.g. [47])).
It was proved in [14] that on B(H) the mentioned partial orders of Mitsch and emrl are the
same.
Let again F denote the eld of all real or complex numbers. Note that every element in the
set Mm,n(F) of all m× n matrices over F has an inner generalized inverse. The minus partial
order was mostly studied on Mm,n(F) (see [39] and the references therein). In accordance
with (4.1) we say that A ∈Mm,n(F) is dominated by (or is below) B ∈Mm,n(F) with respect
43
44 CHAPTER 4. THE MINUS PARTIAL ORDER
to the minus partial order and write
A ≤− B when A−A = A−B and AA− = BA− (4.2)
for some inner generalized inverse A− of A. As stated in the introduction, it is known that
for A,B ∈Mm,n(F),
A ≤− B if and only if rank(B −A) = rank(B)− rank(A). (4.3)
The minus partial order on Mm,n(R) has important applications in statistics, especially
in the theory of linear models (see [40, Sections 15.3, 15.4] and [3, 6]). Let us next present
three of such applications.
Let X ∈ Mn,p(R). Often the parameter β ∈ Rp in the linear model (y,Xβ, σ2D) is
subjected to a linear constraint (restriction) of the form Aβ = ξ where A ∈ Mn,p(R) and
ξ ∈ Rn. This restriction may be a fact known from theoretical or experimental consideration,
a hypothesis that may have to be tested, or an articially imposed condition to reduce or
eliminate redundancy in the description of the model (see [56]). We next examine such a
constraint in a linear model.
Consider two linear models, L1 = (y,X1θ, σ2D) and L2 = (y,X2β, σ2D), where X1, X2 ∈
Mn,p(R), and suppose X1 ≤− X2. Note that for any two matrices A,B ∈ Mn,p(F), we have
A ≤− B if and only if B − A ≤− B (see e.g. [40, Theorem 3.3.16]). Let A = X2 − X1. It
follows that then A ≤− X2 and therefore by (4.2) there exists an inner generalized inverse
A− of A such that A−A = A−X2 and AA− = X2A−. Since then
A = AA−A = AA−X2
and thus At = Xt2(AA
−)t, we may conclude that ImAt ⊆ ImXt2 (i.e. Aβ is by (1.2) estimable
in the model L2). Let the model L2 be constrained by linear constraints Aβ = 0 on the
parametric vector β ∈ Rp. Observe that on the one hand A = X2 − X1 and AA− = X2A−
imply
X1 = X2 −A = X2 −AA−A = X2 −X2A−A = X2(I −A−A), (4.4)
and on the other hand, (I−A−A)θ where θ ∈ Rp is arbitrary are by (1.8) exactly the solutions
of the system Aβ = 0 of linear equations (where β is the vector of variables). So, by (4.4)
for each β ∈ Rp where Aβ = 0 there exists θ ∈ Rp such X2β = X1θ and for each θ ∈ Rp
there exists a solution β ∈ Rp of Aβ = 0 such that X1θ = X2β. It follows that the model
L1 is the model L2 constrained by Aβ = 0. We may conclude that if L1 = (y,X1θ, σ2D) and
L2 = (y,X2β, σ
2D) are two linear models with X1 ≤− X2, then there exists a matrix A such
that Aβ is estimable in the model L2 and L1 is the model L2 constrained by Aβ = 0.
4.1. INTRODUCTION AND STATEMENT OF THE RESULTS 45
The above argument was introduced (in a more condensed way) by Mitra et al. in [40].
We presented it as an example of how purely linear algebraic techniques can lead to a result
that has implications in statistics. It turns out that the converse of the above implication is
true as well. The next result is Theorem 15.3.6 in [40].
Proposition 4.1.1 Let L1 = (y,X1θ, σ2D) and L2 = (y,X2β, σ2D) be any two linear models.
Then X1 ≤− X2 if and only if there exists a matrix A with ImAt ⊆ ImXt2 and L1 is the model
L2 constrained by Aβ = 0.
With the next result we give another application of the minus partial order (see [6, page
366]). This result contains the rst appearance of the minus partial order in the theory of
linear models. Moreover, up until the next proposition (which was derived in the year 1990),
in statistical applications the minus partial order was considered only within the distribu-
tion theory of quadratic forms in normal variables (see e.g. [2, 23]; an example of such an
application will be given later on in this section).
Proposition 4.1.2 Consider a linear model (y,Xβ, σ2D). Then the statistics Fy is BLUE
of Xβ if and only if the following conditions hold:
(i) FX = X,
(ii) Im(FD) ⊆ ImX,
(iii) V (Fy) ≤− V (y).
The third application of the minus partial order is given with the next assertion, which
was proved in [6] as a corollary of Proposition 4.1.2. Consider a linear model (y,Xβ, σ2D).
Recall that with PX we denote the orthogonal projection matrix on ImX and that ŷ = PXy
is known as the ordinary leat square estimator (OLSE) of E(y) = Xβ. Essentially, the next
proposition gives a criteria for the equality between the OLSE of Xβ and its BLUE.
Proposition 4.1.3 Let (y,Xβ, σ2D) be a linear model. Then ŷ = PXy is the BLUE of Xβ
if and only if PXDPX ≤− D.
Note that V (Fy) and V (y) in Proposition 4.1.2, and PXDPX and D in Proposition 4.1.3
are all positive semidenite matrices. It is thus natural to search for (new) characterizations
(i.e. equivalent denitions) of the minus partial order on the cone of all positive semidenite
matrices. With the next theorem, which is our rst result on the minus partial order, we
provide one of such characterizations. Observe rst that if A = 0 is the n × n zero matrix,
then ACA = A for every C ∈ Mn(F). Take A− = 0 to conclude by (4.2) that 0 ≤− B for
every B ∈Mn(F).
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Theorem 4.1 Let A,B ∈ H+n (F) and A 6= 0. Then A ≤− B if and only if there exists an












where Ir and Is are r×r and s×s, s ≤ n, identity matrices, respectively, and r < s if A 6= B,
and r = s, otherwise.
(Obviously, in case when s = n, the zeros on the right-hand side of the formula for B are
absent.)
Theorem 4.1 may now be used with Proposition 4.1.2 to obtain the following corollary.
Corollary 4.2 Let (y,Xβ, σ2D) be a linear model. Then the statistics Fy with V (Fy) 6=
V (y) is BLUE of Xβ if and only if the following conditions hold:
(i) FX = X,
(ii) Im(FD) ⊆ ImX,
(iii) There exists an invertible matrix S ∈Mn(R) such that











where Ir is a r × r identity matrix, and Is is a s× s identity matrix with r < s ≤ n.
Note that we could similarly use Theorem 4.1 to rephrase Proposition 4.1.3.
The following observation is another corollary of Theorem 4.1. Note that for a positive
semidenite matrix A ∈Mn(R), the matrix W tAW ∈Mm(R) is still positive semidenite for
any matrix W ∈ Mn,m(R). The following result thus follows directly from Theorem 4.1 and
[3, Theorem 1].
Corollary 4.3 Let A =
∑k
i=1Ai where Ai ∈ Mn(R) are positive semidenite matrices, i =
1, 2, . . . , k. Let the n × 1 random vector x follow a multivariate normal distribution with the
mean µ and the variance-covariance matrix V . Let W = (V : µ) be a n× (n+ 1) partitioned
matrix. Consider the quadratic forms Q = xtAx and Qi = xtAix, i = 1, 2, . . . , k. Then the
following statements are equivalent.
(i) Qi, i = 1, 2, . . . , k, are mutually independent and distributed as chi-squared variables.
(ii) Q is distributed as a chi-squared variable and there exist invertible matrices Si ∈Mn+1(R)
such that












for every i = 1, 2, . . . , k, where Iri are ri × ri identity matrices, and Is is a s × s identity
matrix with ri ≤ s ≤ n+ 1. (Here Iri = 0 if W tAiW = 0 for some i ∈ {1, 2, . . . , k}.)
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Motivated by statistics (see Section 1.3) we expanded our study of bi-preservers of the
Löwner partial order ≤L on H+n (R) to other well known matrix partial orders. Bijective
maps that preserve the minus partial order on Mn(F), n ≥ 3, have already been described by
Legi²a in [32]. Legi²a's result was then used by emrl in [59] to characterize bijective maps
that preserve the minus partial on B(H) where H is an innite-dimensional complex Hilbert
space. Bijective bi-preservers of the minus partial order on the full set B(H) of bounded linear
operators on a complex Hilbert space H with dimH ≥ 3 have thus already been described.
In contrast with and unlike the case of the Löwner partial order, the (bijective) bi-preservers
on the set B+(H) of all positive operators in B(H) have not yet been described even in the
case when H is a complex Hilbert space. With our nal result of this chapter we explore the
nite dimensional real case and describe the form of all additive, surjective maps on H+n (R),
n ≥ 3, that preserve the minus partial order in both directions.
Theorem 4.4 Let n ≥ 3 be an integer. Then ϕ : H+n (R) → H+n (R) is a surjective, additive
bi-preserver of the minus partial order ≤− if and only if there exists an invertible matrix
S ∈Mn(R) such that
ϕ(A) = SASt
for every A ∈ H+n (R).
We believe that the same result holds also without the additivity assumption and it would
be interesting to nd a proof of this conjecture. Also, we expect that a surjective map ϕ :
H+2 (R)→ H
+
2 (R) that preserves the minus order in both directions has the form ϕ(A) = SASt
for every A ∈ H+2 (R) where S ∈M2(R) is an invertible matrix.
4.2 Proofs
4.2.1 Proof of Theorem 4.1
Let A,B ∈Mn(C). If there exists an invertible matrix S ∈Mn(C) such that
a) B = SASt, then we say that A and B are congruent ;
b) B = SAS∗, then we say that A and B are *congruent.
By Sylvester's law of inertia (see [24, page 282]) two (Hermitian) matrices A,B ∈ Hn(C)
are *congruent if and only if they have the same inertia, i.e. they have the same number
of positive eigenvalues and the same number of negative eigenvalues. Two (real symmetric)
matrices A,B ∈ Hn(R) are *congruent via a complex matrix if and only if they are congruent
via a real matrix [24, page 283]. So, Sylvester's law for the real case states that A,B ∈ Hn(R)
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are congruent via an invertible S ∈ Mn(R) (i.e. B = SASt) if and only if A and B have the
same number of positive eigenvalues and the same number of negative eigenvalues. Note that
congruent (respectively, *congruent) matrices have the same rank [24, page 281]. Further,
to simplify notation we will use the term *congruent for both *congruent complex matrices
(via an invertible complex matrix) and congruent real matrices (via a real invertible matrix).
Of course, S∗ = St when S ∈ Mn(R). Recall that U ∈ Mn(F) is a unitary matrix (i.e. an
orthogonal matrix when F = R) if its conjugate transpose U∗ is also its inverse, i.e. UU∗ =
U∗U = I where I is the identity matrix in Mn(F).
Proof of Theorem 4.1. Let A ∈ H+n (F), A 6= 0. Suppose A ≤− B for some B ∈ H+n (F).
By (4.3), rank(B − A) = rank(B) − rank(A). Let C = B − A. So, rank(C) + rank(A) =
rank(A+C). Observe that A+C is positive semidenite (because B is). All the eigenvalues
of the matrix A+C are thus nonnegative and therefore by Sylvester's law of inertia it follows
that there exists an invertible matrix V ∈Mn(F) such that











, A1 = V AV
∗, and C1 = V CV ∗. (4.5)
Since *congruent matrices have the same rank, it follows that rank(A + C) = rank(Q),
rank(A) = rank(A1), rank(C) = rank(C1), and therefore
rank(Q) = rank(A1) + rank(C1). (4.6)
Observe that
ImQ = Im(V (A+ C)V ∗) = Im(V AV ∗ + V CV ∗) ⊆ Im(V AV ∗) + Im(V CV ∗). (4.7)
By (4.6) and (4.7) we have ImQ = ImA1 + ImC1. Also, if ImA1 ∩ ImC1 6= {0}, then
rank(A1) + rank(C1) > rank(Q), a contradiction. Thus,
ImQ = ImA1 ⊕ ImC1. (4.8)
Let x ∈ KerQ, i.e. Qx = 0. From Q = A1+C1, we have 0 = Qx = A1x+C1x. Since 0 = 0+0,
it follows by (4.8) that A1x = 0 and C1x = 0. So, A1(KerQ) = {0} and C1(KerQ) = {0}.
The matrix Q is clearly a self-adjoint idempotent, i.e. Q∗ = Q = Q2. So (see Section 1.6),
Fn = ImQ⊕KerQ
where (ImQ)⊥ = KerQ.
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Consider the representation of a linear operator D : Fn → Fn with respect to the decom-






where D1 : ImQ→ ImQ, D2 : KerQ→ ImQ, D3 : ImQ→ KerQ, and D4 : KerQ→ KerQ
are linear operators. Since we may consider A1 and C1 as operators from ImQ ⊕ KerQ to












Observe that A∗1 = (V AV
∗)∗ = V A∗V ∗ = V AV ∗ = A1. Similarly, C∗1 = C1 and hence it












Since rank(Q) = s (see (4.5)), it follows by (4.8) that
Fs = Im Ã1 ⊕ Im C̃1. (4.9)
Note that Qx = x for every x ∈ ImQ. Let x ∈ Im Ã1. On the one hand x = Ã1x+ C̃1x and
on the other hand x = x+ 0. By (4.9) it follows x = Ã1x and 0 = C̃1x. Let now x ∈ Im C̃1.
Similarly, then x = Ã1x + C̃1x and x = 0 + x and therefore 0 = Ã1x and C̃1x = x. So, Ã1
acts as the identity operator on Im Ã1 and as the zero operator on Im C̃1, and similarly, C̃1
acts as the identity operator on Im C̃1 and as the zero operator on Im Ã1. This yields by (4.9)
that Im Ã1 = Ker C̃1 and Ker Ã1 = Im C̃1. It follows that Ã1 and C̃1 are pairwise orthogonal
idempotent operators on Fs, and therefore Ã1 and C̃1 are simultaneously diagonalizable (see
e.g. [28]). Recall that both Ã1 and C̃1 are self-adjoined. It follows that there exists a unitary







































 Ir 0 00 0 0
0 0 0
 .




 0 0 00 Is−r 0
0 0 0
 .
Let S = (ZV )−1. Then by (4.5),
A = V −1A1(V
∗)−1 = V −1Z−1
 Ir 0 00 0 0
0 0 0
 (Z∗)−1(V ∗)−1 = S









B = A+ C = S















where r ≤ s. Clearly, if A 6= B, then r < s, and r = s, otherwise.










S∗ where r ≤ s. It follows that
B −A = S
 0 0 00 Is−r 0
0 0 0
S∗.
Since congruence preserves rank, we have rank(B − A) = rank(B) − rank(A) and therefore
A ≤− B. 
4.2.2 Proof of Theorem 4.4
Let A,B ∈Mn(F). It is known (see e.g. [32, page 149]) that
A ≤− B if and only if ImB = ImA⊕ Im(B−A) if and only if RAL ≤− RBL (4.10)
for any invertible R,L ∈ Mn(F). Let now P,Q ∈ Mn(F) be idempotent matrices. It is well
known (see e.g. [32], page 150) that
P ≤− Q if and only if PQ = QP = P. (4.11)
Denote by Ei,j the n× n matrix with all entries equal to zero except the (i, j)-entry which is
equal to one. Let Ek = E1,1 + E2,2 + . . . + Ek,k. For A,B ∈ Mn(R) we will write A <− B
when A ≤− B and A 6= B. We will denote by x⊗ yt a rank one linear operator on Rn dened
with (x⊗ yt)z = 〈z, y〉x for every z ∈ Rn (here 〈z, y〉 = ytz). Note that every rank-one linear
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operator on Rn may be written in this form and that P ∈ Pn(R) is of rank-one if and only if
P = x⊗ xt for some x ∈ Rn with ‖x‖ = 1 (here ‖·‖ denotes the Euclidean norm on Rn). Let
V be a subspace of Fn. By PV ∈ Pn(F) we denote the orthogonal projection matrix with
ImPV = V.
Note that two linear operators A,B : V →W , where V and W are vector spaces over F, are
said to be locally linearly dependent when Av, Bv are linearly dependent for every v ∈ V .
Proof of Theorem 4.4. Let ϕ : H+n (R) → H+n (R) be of the form ϕ(A) = SASt,
A ∈ H+n (R), where S ∈Mn(R) is an invertible matrix. Then ϕ preserves by (4.10) the order
≤− in both directions and is clearly surjective and additive.
Conversely, let ϕ : H+n (R) → H+n (R) be a surjective, additive map that preserves the
order ≤− in both directions. We will split the proof into several steps.
Step 1. ϕ is bijective and ϕ(0) = 0. Since ≤− is a partial order and since ϕ preserves this
order in both directions, the proof that ϕ is bijective and that ϕ(0) = 0 may be the same as
in the rst two steps of Theorem 3.1.
Step 2. ϕ preserves the rank, i.e. rank(A) = rank(ϕ(A)) for every A ∈ H+n (R). Let
A ∈ H+n (R) with rank(A) = k. By Sylvester's law of inertia there exists an invertible matrix
R ∈Mn(R) such that Ek = RARt. Clearly (see (4.3)),
0 <− E1 <
− E2 <
− . . . <− En = I.
Since congruence preserves rank, we have by (4.10)
0 <− R−1E1(R
−1)t <− R−1E2(R
−1)t <− . . .
<− R−1Ek(R
−1)t <− . . . <− R−1En(R
−1)t.
From (R−1)t = (Rt)−1 and since ϕ preserves the order ≤− and is injective, we obtain
0 <− ϕ(R−1E1(R
t)−1) <− ϕ(R−1E2(R
t)−1) <− . . .
< ϕ(A) <− . . . <− ϕ(R−1(Rt)−1).
(4.12)
Let C,D ∈Mn(R) with C <− D and rank(C) = rank(D). Then by (4.3), rank(D−C) = 0
and therefore D = C, a contradiction. So, if C <− D, then rank(C) < rank(D).
Every succeeding matrix in (4.12) has the rank that is strictly greater then its prede-
cessor. Since rankϕ(R−1(Rt)−1) ≤ n, it follows that rankϕ(R−1(Rt)−1) = n and therefore
rank(ϕ(A)) = k.
Step 3. We may without loss of generality assume that ϕ(I) = I. By the previous step,
ϕ(I) = B where B ∈ H+n (R) is an invertible (positive denite) matrix. It follows that
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there exists a positive denite matrix
√




B. Let ψ :










Then ψ is a bijective map that preserves the order ≤− in both directions. Also, ψ(I) = I.
We will thus from now on assume that
ϕ(I) = I.
Step 4. There exists a bijective, linear map T : Rn → Rn such that for every P ∈ Pn(R)
the matrix ϕ(P ) is the orthogonal projection matrix on T (ImP ), i.e.
ϕ(P ) = PT (ImP ).
Let P ∈ Mn(R) be an idempotent matrix, i.e. P 2 = P . Then (see Section 1.6) Rn =
ImP⊕KerP = ImP⊕Im(I−P ) and therefore by (4.10), P ≤− I. Moreover, if Q ∈Mn(R) is
an idempotent matrix and if A ≤− Q for A ∈Mn(R), then by e.g. [37, Lemma 2.9], A2 = A.
Thus for P ∈Mn(R) we have
P ≤− I if and only if P 2 = P.
Let now P ∈ Pn(R), i.e. P is a symmetric and idempotent matrix. It follows that P ≤− I
and therefore ϕ(P ) ≤− ϕ(I) = I. So, ϕ(P ) is an idempotent matrix and by the denition of
the map ϕ also symmetric, i.e. ϕ(P ) ∈ Pn(R). Since ϕ−1 has the same properties as ϕ, we
may conclude that
P ∈ Pn(R) if and only if ϕ(P ) ∈ Pn(R),
i.e. ϕ preserves the set of all orthogonal projection matrices. Recall that we may identify
subspaces of Rn with elements of Pn(R) (see e.g. Lemma 3.2.1). Let L(Rn) be the lattice of
all subspaces of Rn. It follows (see (4.11) and Lemma 3.2.1) that the map ϕ induces a lattice
automorphism, i.e. a bijective map τ : L(Rn)→ L(Rn) such that
M ⊆ N if and only if τ(M) ⊆ τ(N)
for all M,N ∈ L(Rn). In [36, page 246] (see also [11, pages 820 and 823] or [49, page 82])
Mackey proved that for n ≥ 3 every such a map is induced by an invertible linear operator,
i.e. there exists an invertible linear operator T : Rn → Rn such that τ(M) = T (M) for every
M ∈ L(Rn). For the map ϕ it follows that
ϕ(P ) = PT (ImP ) (4.13)
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for every P = PImP ∈ Pn(R).
Step 5. We may without loss of generality assume that ϕ(P ) = P for every P ∈ Pn(R).
Let x ∈ Rn with ‖x‖ = 1. Recall that then x⊗ xt ∈ Pn(R) is of rank-one. So, by steps 2 and
4 there exists a ∈ Rn with ‖a‖ = 1 such that
ϕ(x⊗ xt) = a⊗ at.
Let y ∈ Rn, ‖y‖ = 1, and 〈x, y〉 = 0. We have ϕ(y ⊗ yt) = b ⊗ bt for some b ∈ Rn, ‖b‖ = 1.
Note that x⊗xt + y⊗ yt ∈ Pn(R) and that it is of rank-two. It follows that ϕ(x⊗xt + y⊗ yt)
is a rank-two orthogonal projection matrix. Since ϕ is additive, we obtain
ϕ(x⊗ xt + y ⊗ yt) = a⊗ at + b⊗ bt.
Since this is a rank-two matrix, we may conclude that a and b are linearly independent vectors.
Moreover, from (
a⊗ at + b⊗ bt
)2
= a⊗ at + b⊗ bt
and since ‖a‖ = ‖b‖ = 1 we get for every z ∈ Rn that
〈z, a〉 a+ 〈z, b〉 b+ 〈z, a〉 〈a, b〉 b+ 〈z, b〉 〈b, a〉 a = 〈z, a〉 a+ 〈z, b〉 b
and thus 〈z, a〉 〈a, b〉 b = −〈z, b〉 〈b, a〉 a. Let z = a and assume that 〈a, b〉 6= 0. Then
b = −〈b, a〉 a, i.e. a and b are linearly dependent, a contradiction. It follows that
〈a, b〉 = 0.
On the one hand, Imϕ(x ⊗ xt) =Lin{a}, where Lin{a} denotes the linear span of {a}, and
on the other hand by (4.13) Imϕ(x⊗ xt) = T (Lin{x}) =Lin{Tx}. It follows that a and Tx
are linearly dependent, i.e. a = µTx for some µ ∈ R\{0}. Similarly, there exists ν ∈ R\{0}
such that b = νTy. This yields








= 0. This equation holds for every y ∈ Rn with ‖y‖ = 1 and










, we may conclude that for any xed




= 0 for every y ∈ Rn with 〈x, y〉 = 0. So, T tTx is a scalar multiple
of x, i.e. T tT and I are locally linearly dependent. It is known (see e.g. [42]) that for linear
operators of rank at least 2, local linear dependence implies (global) linear dependence. Note
that T tT ∈ H+n (R). Therefore,
T tT = αI
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for some scalar α > 0. Let now Q = 1√
α
T . It follows that QtQ = 1αT
tT = I. So, Q is a linear
isometry and since it is also invertible (and thus surjective), it is also coisometry (QQt = I).
For any P ∈ Pn(R) we thus have ϕ(P ) = PQ(ImP ) where Q is an orthogonal operator, i.e.
it may be represented with an (orthogonal) matrix Q where QQt = QtQ = I. Therefore for
every P ∈ Pn(R)
Imϕ(P ) = Q(ImP ) = QP (Rn) = QPQt(Rn) = ImQPQt.
Since clearly QPQt ∈ Pn(R), we may conclude that
ϕ(P ) = QPQt
for every P ∈ Pn(R).
Let ψ : H+n (R)→ H+n (R) be dened with
ψ(A) = Qtϕ(A)Q.
Then ψ still preserves the order ≤− and is bijective. Moreover ψ(P ) = P for every P ∈ Pn(R).
We will thus from now on assume that
ϕ(P ) = P
for every P ∈ Pn(R).
Step 6. ϕ(λP ) = λϕ(P ) for every P ∈ Pn(R) of rank-one and every λ ∈ [0,∞). Let
P ∈ Pn(R) be of rank-one and let λ > 0. Since ϕ preserves the rank, there exists by the
spectral theorem Q ∈ Pn(R) of rank-one and µ > 0 such that
ϕ(λP ) = µQ.
Suppose P 6= Q. Then P + αQ ∈ H+n (R) is of rank-two for every scalar α > 0. Since ϕ is
additive, we obtain
ϕ(P + λP ) = ϕ(P ) + ϕ(λP )
= P + µQ.
So, on the one hand ϕ(P + λP ) is of rank-two but on the other hand (1 + λ)P is of rank-
one and therefore, since ϕ preserves the rank, ϕ(P + λP ) = ϕ((1 + λ)P ) is of rank-one, a
contradiction. It follows that P = Q and therefore there exists a function fP : [0,∞) →
[0,∞) such that
ϕ(λP ) = fP (λ)P.
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Since ϕ(P ) = P and ϕ(0) = 0, we have fP (1) = 1 and fP (0) = 0. From
fP (λ+ µ)P = ϕ((λ+ µ)P ) = ϕ(λP ) + ϕ(µP ) = fP (λ)P + fP (µ)P
we may conclude that fp is additive, i.e. fP (λ+ µ) = fP (λ) + fP (µ) for every λ, µ ∈ [0,∞).
Let r be an arbitrary (but xed) positive integer. Since fp is additive, it follows that
















= 1r . Let now
q
r be any (but xed) nonnegative rational number (here q and














Note that fp is monotone increasing. Namely, for λ, µ ∈ [0,∞) with λ ≤ µ we have µ = λ+ ν
for some ν ≥ 0. Thus, fP (λ) ≤ fP (λ) + fP (ν) = fP (µ).
Let λ ∈ (0,∞) be arbitrary. Then λ is a limit of a monotone increasing sequence {si} of
nonnegative rational numbers and a limit of a monotone decreasing sequence {zi} of positive
rational numbers. Since for every i ∈ N, we have by (4.14), fP (si) = si and fp(zi) = zi, it
follows by the monotonicity of fP that
fP (λ) = λ
for every λ ∈ (0,∞). Recall that fP (0) = 0. It follows that
ϕ(λP ) = λϕ(P ) (4.15)
for every rank-one P ∈ Pn(R) and every λ ∈ [0,∞).
We are now in position to conclude the proof of the theorem. Let A ∈ H+n (R) be arbitrary.
By the spectral theorem (see Proposition 1.6.3) there exist pairwise orthogonal rank-one
(idempotent and symmetric) matrices P1, P2, . . . , Pk ∈ Pn(R) and λ1, λ2, . . . , λk ∈ [0,∞)
such that
A = λ1P1 + λ2P2 + . . .+ λkPk.
By (4.15) and since ϕ is additive, we may conclude that
ϕ(A) = A
for every A ∈ H+n (R). To sum up, taking into account our assumptions, a surjective, additive
map ϕ : H+n (R)→ H+n (R), n ≥ 3, that preserves the minus order ≤− in both directions is of
the following form:
ϕ(A) = SASt
for every A ∈ H+n (R) where S ∈Mn(R) is an invertible matrix. 
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Chapter 5
The star partial order
5.1 Introduction and statement of the results
Results from this chapter were presented and proved in [18]. We say that a semigroup S is
a proper ∗-semigroup when it is equipped with an involution * where for a, b ∈ S, a∗a =
a∗b = b∗a = b∗b implies a = b. As in the previous chapters, let F = R or F = C and let
A∗ ∈Mn(F) denote the conjugate transpose of A ∈Mn(F) (if A ∈Mn(R), then A∗ = At, the
transpose of A). Examples of proper ∗-semigroups are Mn(F) and B(H). The star partial
order was introduced by Drazin in [16] on proper ∗-semigroups, however it was mostly studied
on sets of real or complex matrices and bounded linear operators on Hilbert spaces (see, e.g.
[13, 15, 39, 40] and references therein). For the set Mn(F), Drazin's original denition of the
star partial order can be stated as follows. For A,B ∈Mn(F) we write
A ≤∗ B when A∗A = A∗B and AA∗ = BA∗ (5.1)
and name the relation ≤∗ the star partial order. If we apply this denition to the setMm,n(F)
of all m × n (rectangular) matrices, we still obtain a partial order (see [40, Theorem 5.2.7]).
As was mentioned in Section 1.2, the star partial order may on Mm,n(F) also be dened by a
generalized inverse. Namely, for A,B ∈Mm,n(F) we have
A ≤∗ B if and only if A†A = A†B and AA† = BA†
where A† ∈Mn,m(F) is the Moore-Penrose inverse of A. Also, it is known (see e.g. [40]) that
A ≤∗ B implies A ≤− B.
Two partial orders that are related to the star partial order are the left-star and the right-
star partial orders [4]. Let again ImA denote the image of A ∈Mm,n(F). For A,B ∈Mm,n(F)
we say that A is below B with respect to the left-star partial order and write
A ≤∗ B when A∗A = A∗B and ImA ⊆ ImB.
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Similarly, we dene the right-star partial order. For A,B ∈Mm,n(F) we write
A≤∗ B when AA∗ = AB∗ and ImA∗ ⊆ ImB∗.
It is known (see [40]) that for A,B ∈Mm,n(F), A ≤∗ B implies both A ≤∗ B and A≤∗ B and
each A ≤∗ B and A≤∗ B implies A ≤− B. The converse implications do not hold in general.
Let A,B ∈ Hn(F). Since then A∗A = A∗B if and only if (A∗A)∗ = (A∗B)∗ if and only if
A2 = BA which is equivalent to AA∗ = BA∗, we may conclude that the star, the left-star, and
the right-star partial orders are the same partial order on Hn(F). They are however dierent












Then A,B ∈ H+n (F), rank(A) = 1, rank(B) = 2, rank(B −A) = 1. On the one hand by (4.3)
we have A ≤− B but on the other hand A∗A 6= A∗B and thus A 6≤∗ B.
The left-star partial order has applications in the theory of linear models. Let us present
two examples of such applications. Recall that linear models (y,Xβ, σ2D) where D = I is
the identity matrix are called the Gauss-Markov linear models. The following result gives an
interpretation of the left-star order in such linear models (see [40, Theorem 15.3.7]).
Proposition 5.1.1 Let L1 = (y,X1β, σ2I) and L2 = (y,X2β, σ2I) be any two (Gauss-
Markov) linear models. Then X1 ≤∗ X2 if and only if the following statements hold.
(i) The linear models L1 and L = (y, (X2 − X1)β, σ2I) have no common estimable linear
function of β;
(ii) X1β is estimable under the model L2;
(iii) The BLUE of X1β under the model L1 is also its BLUE under L2 and the variance-
covariance matrix of the BLUE of X1β under the model L1 is the same as under the model L2.
Let X ∈Mn,p(R). Another class of linear functions of the response vector y that have an
important role in statistical inference in linear models (y,Xβ, σ2D), besides linear unbiased
estimators (LUEs) of estimable linear parametric functions sβ, i.e. LPFs (here s is a 1×p real
vector), are the linear zero functions (LZFs). A linear function of the response, ly (here l is a
1× n real vector) is called a linear zero function if E(ly) = 0 for all possible values of β. Due
to the additivity property of the mathematical expectation, one can easily see that by adding
LZFs to an LUE, we get other LUEs of sβ. In the Gauss-Markov linear model (y,Xβ, σ2I)
the necessary and sucient condition for ly to be an LZF is Xtlt = 0, i.e. l is of the form
m(I−PX) for some 1×n real vector m (see [56, Proposition 4.1.4]). Next we present another
application in the theory of comparison of linear models when the model matrices are related
via the left-star partial order (see [40, Corollary 15.3.8]).
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Proposition 5.1.2 Let L1 = (y,X1β, σ2I) and L2 = (y,X2β, σ2I) be any two linear models
such that X1 ≤∗ X2. Then the BLUE of every estimable linear function of the parameters
under L1 is a linear zero function under L = (y, (X2 −X1)β, σ2I) and vice versa.
Given the model M = (y,Xβ, σ2I) one might rather work with the transformed model
M̂ = (y, X̂β, σ2I) because the matrix X̂ ∈ Mn(R) has more attractive properties than X ∈
Mn(R) (e.g. elements of X that are very close to zero are transformed to zero), and thus it is
natural (see [12]) to demand that the transformed model still retains most of the properties
of the original model (e.g. has similar relations to other transformed models). Thus, in view
of Propositions 5.1.1 and 5.1.2, it is interesting to know what transformations on Mn(R) or
perhaps on some subset of Mn(R) (like H+n (R)) preserve the left-star partial order in both
directions. In a very recent paper [12] the forms of surjective bi-preservers of the left-star
partial order and the right-star partial order on Mn(F), n ≥ 3, were described. The results,
which were expressed with the Moore-Penrose inverse, are rather technical and hence we omit
them. Note also that in [33], Legi²a characterized surjective bi-preservers of the star partial
order on Mn(F), n ≥ 3. Since surjective bi-preservers of the star, the left-star, and the right-
star partial orders on the full matrix algebra Mn(F), n ≥ 3, have already been described (see
also [21]) and because the set of all positive semidenite real matrices has an important role
in statistics we focused our attention to the study of the star partial order bi-preservers on
H+n (R).
Let us now introduce a family of partial orders on H+n (F) that satisfy some (general)
conditions. Let A be a subset of Mn(F) and let ≤ be a partial order on A. If we have for
every pair of idempotent matrices P,Q ∈ A,
P ≤ Q if and only if P = QP = PQ,
then we say that ≤ is a natural partial order on A.
Denition 5.1.3 A natural partial order ≤ on H+n (F) is called admissible when it fullls the
following conditions.
(i) 0 ≤ A for every A ∈ H+n (F).
(ii) Let A,B ∈ H+n (F) and let U, V ∈Mn(F) be unitary matrices. Then A ≤ B if and only if
UAV ≤ UBV .
(iii) Let P ∈ H+n (F). If P ≤ I, then P 2 = P .
The next result states that any surjective, additive bi-preserver of an admissible partial
order is of a standard form.
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Theorem 5.1 Let n ≥ 3 be an integer and let ϕ : H+n (R)→ H+n (R) be a surjective, additive
bi-preserver of an admissible partial order ≤. Suppose ϕ(I) = I and rank(ϕ(A)) = rank(A)
for every A ∈ H+n (R). Then there exists an orthogonal matrix Q such that
ϕ(A) = QAQt
for every A ∈ H+n (R).
Theorem 5.1 will be used in the proof of the next theorem which is the main result of
this chapter. With Theorem 5.2 we characterize surjective, additive bi-preservers of the star
partial order on H+n (R), n ≥ 3.
Theorem 5.2 Let n ≥ 3 be an integer. Then ϕ : H+n (R) → H+n (R) is a surjective, additive
bi-preserver of the star partial order if and only if there exists an orthogonal matrix R ∈Mn(R)
and λ > 0 such that
ϕ(A) = λRARt
for every A ∈ H+n (R).
Let us end this section with a remark about the minus partial order ≤−.
Remark 5.1.4 Let us rst observe that the minus partial order is an admissible partial order
on Mn(F). Indeed, note rst that by e.g. (4.3) it follows that 0 ≤− A for any A ∈ Mn(F),
and thus the minus partial order fullls item (i) of Denition 5.1.3. Item (ii) of Denition
5.1.3 is satised by (4.10) and item (iii) follows by e.g. [37, Lemma 2.9]. Finally, it is known
(see (4.11)) that for idempotent matrices P,Q ∈ Mn(F) we have P ≤− Q if and only if
P = PQ = QP .
Let the map ϕ be as in Theorem 4.4. In the proof of Theorem 4.4 we showed that ϕ
then preserves the rank and therefore ϕ(I) = B for some positive denite real matrix B. Let








. Then ψ(I) = I and ψ is still
a surjective, additive map that preserves the rank and is a bi-preserver of the minus partial
order. Since the minus partial order is admissible, it follows by Theorem 5.1 that there exists




for every A ∈ H+n (R) where S ∈ Mn(R) is an invertible matrix. Theorem 4.4 is thus an
almost direct corollary of Theorem 5.1.
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5.2 Proofs
5.2.1 Proof of Theorem 5.1
Let ≤ be an admissible partial order on H+n (F). Observe rst (see Lemma 3.2.1) that then
for any pair of idempotent matrices P,Q ∈ H+n (F) (i.e. P,Q ∈ Pn(F)) we have
P ≤ Q if and only if P = QP = PQ if and only if ImP ⊆ ImQ. (5.2)
It follows that P ≤ I for every P ∈ Pn(F) and thus for P ∈ H+n (F) Denition 5.1.3(iii) thus
yields that
P ≤ I if and only if P ∈ Pn(F).
We will split the proof into several steps. We stress that most of them are very similar to
some steps of the proof of Theorem 4.4. For the sake of completeness we will not omit details
and present the proof in its entirety.
Proof of Theorem 5.1. Step 1. ϕ is bijective. Let ϕ(A) = ϕ(B) for A,B ∈ H+n (R).
Thus ϕ(A) ≤ ϕ(B) and ϕ(B) ≤ ϕ(A) and since ϕ is a bi-preserver of the order ≤, we have
A ≤ B and B ≤ A. So A = B, i.e. ϕ is injective and hence bijective.
Step 2. ϕ(0) = 0. By Denition 5.1.3, 0 ≤ A for every A ∈ H+n (R). So on the one hand
0 ≤ ϕ(0) and on the other hand, since ϕ−1 has the same properties as ϕ, 0 ≤ ϕ−1(0) and
thus ϕ(0) ≤ 0. Therefore ϕ(0) = 0.
Step 3. There exists a bijective, linear map T : Rn → Rn such that for every P ∈ Pn(R)
the matrix ϕ(P ) is the orthogonal projection matrix on T (ImP ), i.e.
ϕ(P ) = PT (ImP ).
Let P ∈ Pn(R), i.e. P is a symmetric and idempotent matrix. It follows that P ≤ I since the
partial order ≤ is admissible. By assumption we have ϕ(I) = I. Therefore ϕ(P ) ≤ ϕ(I) = I.
Again, since ≤ is admissible, ϕ(P ) is an idempotent (and symmetric) matrix, i.e. ϕ(P ) ∈
Pn(R). Since ϕ−1 has the same properties as ϕ, we may conclude that
P ∈ Pn(R) if and only if ϕ(P ) ∈ Pn(R),
i.e. ϕ preserves the set of all orthogonal projection matrices. Recall that we may identify
linear subspaces of Rn with elements of Pn(R). Recall that we denote by L(Rn) the lattice of
all subspaces of Rn. Since ≤ is admissible, it follows by (5.2) that the map ϕ induces a lattice
automorphism, i.e. a bijective map τ : L(Rn)→ L(Rn) such that
M ⊆ N if and only if τ(M) ⊆ τ(N)
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for all M,N ∈ L(Rn). For n ≥ 3 every such a map is induced by an invertible linear operator
(see [36, page 246]), i.e. there exists an invertible linear operator T : Rn → Rn such that
τ(M) = T (M) for every M ∈ L(Rn). For the map ϕ we thus have
ϕ(P ) = PT (ImP ) (5.3)
for every P = PImP ∈ Pn(R).
Step 4. We show that ϕ(P ) = P for every P ∈ Pn(R). Let x ∈ Rn with ‖x‖ = 1. Recall
that then x ⊗ xt ∈ Pn(R) is of rank-one. So, since ϕ by assumption preserves rank and also
preserves orthogonal projection matrices (see the previous step), there exists a ∈ Rn with
‖a‖ = 1 such that
ϕ(x⊗ xt) = a⊗ at.
Let y ∈ Rn, ‖y‖ = 1, and 〈x, y〉 = 0. We have ϕ(y ⊗ yt) = b ⊗ bt for some b ∈ Rn, ‖b‖ = 1.
Note that x⊗xt + y⊗ yt ∈ Pn(R) and that it is of rank-two. It follows that ϕ(x⊗xt + y⊗ yt)
is a rank-two orthogonal projection matrix. Since ϕ is additive, we obtain
ϕ(x⊗ xt + y ⊗ yt) = a⊗ at + b⊗ bt.
Since this is a rank-two matrix, we may conclude that a and b are linearly independent vectors.
Moreover, from (
a⊗ at + b⊗ bt
)2
= a⊗ at + b⊗ bt
and since ‖a‖ = ‖b‖ = 1 we get
〈z, a〉 〈a, b〉 b = −〈z, b〉 〈b, a〉 a
for every z ∈ Rn. Let z = a and assume that 〈a, b〉 6= 0. Then b = −〈b, a〉 a, i.e. a and b are
linearly dependent, a contradiction. It follows that
〈a, b〉 = 0.
On the one hand Imϕ(x ⊗ xt) = Lin{a} and on the other hand by (5.3) Imϕ(x ⊗ xt) =
T (Lin{x}) = Lin{Tx}. It follows that a and Tx are linearly dependent, i.e. a = µTx for
some µ ∈ R\{0}. Similarly, there exists ν ∈ R\{0} such that b = νTy. This yields








= 0. This equation holds for every y ∈ Rn with ‖y‖ = 1 and










, we may conclude that for any xed




= 0 for every y ∈ Rn with 〈x, y〉 = 0. So T tTx is a scalar
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multiple of x, i.e. T tT and I are locally linearly dependent. Recall that for linear operators
of rank at least 2, local linear dependence implies (global) linear dependence and note that
T tT ∈ H+n (R). Therefore
T tT = αI
for some scalar α > 0. Let Q = 1√
α
T . It follows that QtQ = 1αT
tT = I. So Q is a linear
isometry and since it is also invertible (and thus surjective), it is also coisometry (QQt = I).
For any P ∈ Pn(R) we thus have ϕ(P ) = PQ(ImP ) where Q is an orthogonal matrix. Therefore
for every P ∈ Pn(R)
Imϕ(P ) = Q(ImP ) = QP (Rn) = QPQt(Rn) = ImQPQt.
Since clearly QPQt ∈ Pn(R), we may conclude that
ϕ(P ) = QPQt
for every P ∈ Pn(R).
Let ψ : H+n (R)→ H+n (R) be dened by
ψ(A) = Qtϕ(A)Q.
Then by Denition 5.1.3(ii) ψ is a bi-preserver of the partial order ≤ and is bijective, additive,
rank preserving map since ϕ is. Moreover ψ(P ) = P for every P ∈ Pn(R). From now on we
may without loss of generality assume that
ϕ(P ) = P
for every P ∈ Pn(R).
Step 5. ϕ(λP ) = λϕ(P ) for every P ∈ Pn(R) of rank-one and every λ ∈ [0,∞). Let
P ∈ Pn(R) be of rank-one and let λ > 0. Since ϕ preserves the rank, there exists by the
spectral theorem Q ∈ Pn(R) of rank-one and µ > 0 such that
ϕ(λP ) = µQ.
Suppose P 6= Q. Then P + αQ is of rank-two for every scalar α > 0. Since ϕ is additive, we
obtain
ϕ(P + λP ) = ϕ(P ) + ϕ(λP )
= P + µQ.
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So on the one hand ϕ(P+λP ) is of rank-two but on the other hand (1+λ)P is of rank-one and
therefore, since ϕ preserves the rank, ϕ(P+λP ) = ϕ((1+λ)P ) is of rank-one, a contradiction.
It follows that P = Q and therefore there exists a function fP : [0,∞)→ [0,∞) such that
ϕ(λP ) = fP (λ)P.
Since ϕ(P ) = P and ϕ(0) = 0, we have fP (1) = 1 and fP (0) = 0. From
fP (λ+ µ)P = ϕ((λ+ µ)P ) = ϕ(λP ) + ϕ(µP ) = fP (λ)P + fP (µ)P
we may conclude that fP is additive, i.e. fP (λ+ µ) = fP (λ) + fP (µ) for every λ, µ ∈ [0,∞).
Let now qr be any (but xed) nonnegative rational number (here q and r are nonnegative and














Note that fP is monotone increasing. Let λ ∈ (0,∞) be arbitrary. Then λ is a limit of a
monotone increasing sequence {si} of nonnegative rational numbers and a limit of a monotone
decreasing sequence {zi} of positive rational numbers. Since for every i ∈ N, we have by (5.4),
fP (si) = si and fP (zi) = zi, it follows by the monotonicity of fP that
fP (λ) = λ
for every λ ∈ (0,∞). Recall that fP (0) = 0. It follows that
ϕ(λP ) = λϕ(P ) (5.5)
for every rank-one P ∈ Pn(R) and every λ ∈ [0,∞).
Final Step. Conclusion. Let A ∈ H+n (R) be arbitrary. By the spectral theorem there exist
pairwise orthogonal rank-one (idempotent and symmetric) matrices P1, P2, . . . , Pk ∈ Pn(R)
and λ1, λ2, . . . , λk ∈ [0,∞) such that
A = λ1P1 + λ2P2 + . . .+ λkPk.
By (5.5) and since ϕ is additive, we may conclude that
ϕ(A) = A
for every A ∈ H+n (R). To sum up, taking into account our assumptions, a unital, surjective,
rank preserving, additive map ϕ : H+n (R) → H+n (R), n ≥ 3, that is bi-preserver of an
admissible partial order is of the following form:
ϕ(A) = QAQt
for every A ∈ H+n (R) where Q ∈Mn(R) is an orthogonal matrix. 
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5.2.2 Proof of Theorem 5.2
In this section we will rst present some auxiliary results that will be useful in the proof of
Theorem 5.2. The following properties of the star partial order are well-known and can be
easily veried (see, e.g. [33, Proposition 2.1, Corollary 3.6]).
Proposition 5.2.1 Let A,B ∈ Mn(F) and α ∈ F with α 6= 0. Let U, V ∈ Mn(F) be unitary
matrices (i.e. orthogonal when F = R). The following statements are then equivalent.
(i) A ≤∗ B.
(ii) αA ≤∗ αB.
(iii) UAV ≤∗ UBV .
Proposition 5.2.2 Let A,B ∈Mn(F). If A ≤∗ B and A 6= B, then rank(A) < rank(B).
Analogously to notations in Chapter 4, we denote by x ⊗ y∗ a rank one linear operator
on Fn dened with (x ⊗ y∗)z = 〈z, y〉x for every z ∈ Fn. Recall that every rank-one linear
operator on Fn may be written in this form and that a matrix P ∈ H+n (F) is a rank-one
idempotent if and only if P = x ⊗ x∗ for some x ∈ Fn with ‖x‖ = 1. Observe that by the
spectral theorem (see Proposition 1.6.3) every rank-one matrix A ∈ H+n (F) is of the form
A = λx ⊗ x∗ for some λ > 0 and x ∈ Fn with ‖x‖ = 1, and thus we may write A = y ⊗ y∗
for y =
√
λx. Conversely, note that for every nonzero y ∈ Fn, y ⊗ y∗ is a rank-one positive
semidenite matrix.
The following result was proved in [33].
Proposition 5.2.3 Let A ∈Mn(F) and let x, y ∈ Fn be nonzero. Then
x⊗ y∗ ≤∗ A if and only if A∗x = 〈x, x〉y and Ay = 〈y, y〉x.
As a direct consequence of Proposition 5.2.3 we obtain a condition which shows when a
rank-one positive semidenite matrix is below a given Hermitian matrix with respect to the
star partial order.
Lemma 5.2.4 Let A ∈ Hn(F) and let x ∈ Fn be nonzero. Then
x⊗ x∗ ≤∗ A if and only if Ax = 〈x, x〉x.
Recall that Ei,j ∈Mn(F) is the matrix with all entries equal to zero except the (i, j)-entry
which is equal to one. By e1, e2, . . . , en ∈ Fn we denote the standard basis vectors.
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Lemma 5.2.5 Let Q = λiEi,i + λjEj,j where λi, λj > 0 and λi 6= λj. Then λiEi,i and λjEj,j
are the only two rank-one matrices in H+n (F) that are below Q with respect to the star partial
order.
Proof. Note rst that the matrix
Q = λiEi,i + λjEj,j
has exactly two (nonzero) eigenvalues λi, λj and that (one-dimensional) eigenspaces that be-
long to eigenvalues λi and λj are Lin {ei} and Lin {ej}, respectively. Let C ∈ H+n (F) be of
rank-one. Then there exists a nonzero z ∈ Fn such that C = z ⊗ z∗. Suppose C ≤∗ Q. By
Lemma 5.2.4 it follows that
Qz = 〈z, z〉z
and therefore z is an eigenvector of Q belonging to the nonzero eigenvalue 〈z, z〉 = ‖z‖2. So
z = µiei or z = µjej for some µi, µj ∈ F. Suppose that the former holds. Then
λi = 〈z, z〉 = 〈µiei, µiei〉 = µiµi〈ei, ei〉 = |µi|2 .
It follows that |µi| =
√
λi. Similarly we show that if z = µjej , then |µj | =
√
λj . Since
(µiei)⊗ (µiei)∗ = |µi|2 ei ⊗ e∗i = λiei ⊗ e∗i and (µjej)⊗ (µjej)∗ = λjej ⊗ e∗j , we may conclude
that λiei ⊗ e∗i = λiEi,i and λjej ⊗ e∗j = λjEj,j are the only two rank-one matrices in H+n (F)
that are below Q with respect to the star partial order. 
Let us now show that the order ≤∗ is an example of an admissible partial order on H+n (F).
Lemma 5.2.6 The star partial order is admissible on H+n (F).
Proof. First note that by (5.1) for P,Q ∈ Pn(F), P ≤∗ Q if and only if P = P 2 = PQ =
QP , i.e. ≤∗ is a natural partial order on H+n (F). Let us now check conditions (i)-(iii) of
Denition 5.1.3.
(i) Clearly, by (5.1), 0 ≤∗ A for every A ∈ H+n (F).
(ii) According to Proposition 5.2.1, A ≤∗ B if and only if UAV ≤∗ UBV for every A,B ∈
H+n (F) where U, V ∈ H+n (F) are unitary (orthogonal in the real case) matrices.
(iii) If A ≤∗ I for A ∈ H+n (F), then by (5.1), A2 = A∗A = A∗I = A. 
Now we turn our attention to bi-preservers of the star partial order. We use the notation
A <∗ B when A ≤∗ B and A 6= B. For the sake of convenience we shorten our previous
notation diag (di : 1 ≤ i ≤ n) for a diagonal matrix in Mn(F) with diagonal elements di, i =
1, 2, . . . , n, to diag(di).
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Lemma 5.2.7 Let ϕ : H+n (F)→ H+n (F) be a surjective bi-preserver of the star partial order.
Then ϕ is bijective and rank(A) = rank(ϕ(A)) for every A ∈ H+n (F).
Proof. By (5.1), 0 ≤∗ A for every A ∈ H+n (F). We may thus show that ϕ is bijective
and that ϕ(0) = 0 in the same way as in the rst two steps of the proof of Theorem 5.1. Let
A ∈ H+n (F) with rank(A) = k. There exists a unitary matrix U such that
A = UDU∗
where D = diag(di) with di ≥ 0 for every i = 1, 2, . . . , n. Without loss of generality we
may assume that d1 ≥ d2 ≥ . . . ≥ dk > 0 = dk+1 = dk+2 = . . . = dn and write D =
d1E1,1 + d2E2,2 + . . .+ dkEk,k. Clearly,
0 <∗ d1E1,1 <
∗ d1E1,1 + d2E2,2 <
∗ . . .
<∗ d1E1,1 + d2E2,2 + . . .+ dkEk,k = D
<∗ d1E1,1 + d2E2,2 + . . .+ dkEk,k + Ek+1,k+1 <
∗ . . .
<∗ d1E1,1 + d2E2,2 + . . .+ dkEk,k + Ek+1,k+1 + . . .+ En,n.
By Proposition 5.2.1 and since the *congruence (or similarity) transformation preserves rank,
we have
0 <∗ U(d1E1,1)U
∗ <∗ U(d1E1,1 + d2E2,2)U
∗ <∗ . . .
<∗ A <∗ U(d1E1,1 + d2E2,2 + ...+ dkEk,k + Ek+1,k+1)U
∗ <∗ . . .
<∗ U(d1E1,1 + d2E2,2 + . . .+ dkEk,k + Ek+1,k+1 + . . .+ En,n)U
∗.
From ϕ(0) = 0 and since ϕ preserves the order ≤∗ and is injective, we obtain
0 <∗ ϕ(U(d1E1,1)U
∗) <∗ ϕ(U(d1E1,1 + d2E2,2)U
∗) <∗ . . .
<∗ ϕ(A) <∗ ϕ(U(d1E1,1 + d2E2,2 + . . .+ dkEk,k + Ek+1,k+1)U
∗) <∗ . . .
<∗ ϕ(U(d1E1,1 + d2E2,2 + . . .+ dkEk,k + Ek+1,k+1 + . . .+ En,n)U
∗).
By Proposition 5.2.2 every successor in the above chain of matrices is of a rank strictly greater
than its predecessor. Since
rank(ϕ(U(d1E1,1 + d2E2,2 + . . .+ dkEk,k + Ek+1,k+1 + . . .+ En,n)U
∗)) ≤ n,
this implies that rankϕ(A) = k. 
Now we are in the position to prove the main result of this chapter.
Proof of Theorem 5.2. Suppose ϕ : H+n (R) → H+n (R) is a surjective, additive bi-
preserver of the order ≤∗. Note that ϕ is then bijective. By Lemma 5.2.7, ϕ preserves the
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rank which implies that ϕ(I) is of rank n. It follows that there exists an orthogonal matrix
U ∈Mn(R) such that
ϕ(I) = U diag(λi)U
t
where λi > 0 for every i = 1, 2, . . . , n. Let Θ : H+n (R)→ H+n (R) be the map dened by
Θ(A) = U tϕ(A)U.
Then Θ is also a bijective, additive map that is by Proposition 5.2.1 a bi-preserver of the
order ≤∗. Moreover,
Θ(I) = diag(λi).
Suppose there are i, j ∈ {1, 2, ..., n} with λi 6= λj . By Lemma 5.2.5 there are exactly two
rank-one matrices in H+n (R) that are below the matrix λiEi,i + λjEj,j with respect to the
order ≤∗, namely λiEi,i and λjEj,j . Since Θ is a bijective bi-preserver, we have
Θ−1(λiEi,i + λjEj,j) ≤∗ I.
By Lemmas 5.2.6 and 5.2.7, Θ−1(λiEi,i + λjEj,j) is a rank-two idempotent (and symmetric)
matrix. This is a contradiction, since on the one hand Θ−1(λiEi,i) and Θ−1(λjEj,j) are the
only two rank-one matrices inH+n (R) that are below Θ−1(λiEi,i+λjEj,j) but on the other hand
for every rank-one symmetric, idempotent matrix P ∈ Mn(R) with ImP ⊆ Im Θ−1(λiEi,i +
λjEj,j) we have P ≤∗ Θ−1(λiEi,i +λjEj,j) and there are innitely many such matrices P . So
λi = λj for every i, j = 1, 2, . . . , n and therefore
Θ(I) = λI
for some λ > 0.





Then ψ is a bijective, additive map that is by Proposition 5.2.1 a bi-preserver of the order
≤∗. Moreover,
ψ(I) = I.
By Lemmas 5.2.6, 5.2.7 and Theorem 5.1 it follows that there exists an orthogonal matrix
Q ∈ Mn(R) such that ψ(A) = QAQt for every A ∈ H+n (R). Let R = UQ and note that R is
an orthogonal matrix. We have
ϕ(A) = λRARt
for every A ∈ H+n (R).
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Conversely, let ϕ : H+n (R)→ H+n (R) be dened by
ϕ(A) = λRARt
for some λ > 0 and an orthogonal matrix R ∈ Mn(R). By Proposition 5.2.1 it follows that
ϕ is a bi-preserver of the order ≤∗. This concludes the proof since ϕ is clearly surjective and
additive. 
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Chapter 6
Conclusion
Looking back on the research hypotheses, we may state that we conrmed the rst hypothesis
H1 by proving that any surjective map on the set of all real n×n positive semidenite matrices
H+n (R), n ≥ 2, that preserves the Löwner partial order in both directions (i.e. is a bi-preserver
of the Löwner partial order) is of a standard form. Concerning the second hypothesis H2, we
rst proved that the surjective, additive bi-preservers of the minus partial order on H+n (R),
n ≥ 3, are again of a standard form. Similarly, we proved that the surjective, additive bi-
preservers of the star partial order on H+n (R), n ≥ 3, are of a nice form (i.e. of a standard
form modulo a positive real number λ). We may thus also conrm the second hypothesis H2.
In other words, our three main results conrm these two hypotheses. Furthermore, we proved
that the surjective bi-preservers of the Löwner partial order on the set of all real n×n, n ≥ 2,
symmetric matrices attain a specic form, similar to the one that we refer to as the standard
one. Let F be the eld of all real or complex numbers. We also introduced the notion of an
admissible partial order on H+n (F) being a natural partial order that satises some general
conditions. For this family of partial orders we again showed that its surjective, additive
bi-preservers on H+n (R), n ≥ 3, with some additional properties are of a standard form. We
proved that the minus and the star partial orders belong to this family of partial orders.
Regarding the third hypothesis H3 that partial orders on H+n (R) and their preservers
are a useful tool in the study of linear statistical models  at this point, we can neither
conrm nor reject the hypothesis. We made a contribution to it rst by recalling some
known applications of the mentioned partial orders in statistics. We next presented a new
application of bi-preservers of the Löwner partial on H+n (R) in the theory of comparison of
linear models and accompanied this application with a real life example. We also introduced
a new characterization (i.e. an equivalent denition) of the minus partial order on H+n (F)
and provided some applications of this characterization in statistics. All of these applications
of partial orders and their preservers together might seem as not enough of an argument to
conrm the third hypothesis, but we believe that preservers of various relations on sets of
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matrices hold a great potential for applications in statistics and that our new results along
with the existent ones are a stepping stone for nding further connections between certain
bi-preservers and statistics.
Apart form searching for more applications of the mentioned partial orders and their bi-
preservers in statistics one might in further research try to prove that all surjective, additive
bi-preservers of the minus partial order or the star partial order on the set H+2 (R) are still
of the form that holds for the case when n ≥ 3 for H+n (R). Another challenge connected
with our main results is to try to describe the form of all surjective bi-preservers of the
minus or the star partial order on the set H+n (R), n ≥ 2, omitting the additivity assumption.
Finally, an open research problem is to characterize (surjective) bi-preservers of the minus
or the star partial order on the set B+(H) of all positive operators in the algebra B(H) of
all bounded linear operators on a complex Hilbert space H in the case when dimH < ∞
(which means characterizing these bi-preservers on the set H+n (C)) and also doing so in the
innite-dimensional case.
Sklep
Vsaka surjektivna preslikava na mnoºici vseh realnih n × n pozitivno semidenitnih matrik
H+n (R), n ≥ 2, ki ohranja Löwnerjevo delno urejenost v obe smeri (oziroma je bi-ohranjevalec
Löwnerjeve delne urejenosti), je standardne oblike. Z dokazom tega izreka smo potrdili vel-
javnost hipoteze H1. V povezavi z drugo hipotezo H2 smo najprej dokazali, da so surjektivni,
aditivni bi-ohranjevalci minus delne urejenosti na H+n (R), n ≥ 3, tudi standardne oblike.
Sledil je dokaz izreka, po katerem so surjektivni, aditivni bi-ohranjevalci zvezdica delne ure-
jenosti naH+n (R), n ≥ 3, lepe oblike (to je standardne oblike modulo pozitivno realno ²tevilo
λ). Tako lahko potrdimo tudi hipotezo H2. Na²i trije glavni rezultati tako potrjujejo prvi
dve hipotezi. Poleg omenjenih rezultatov smo dokazali, da imajo surjektivni bi-ohranjevalci
Löwnerjeve delne urejenosti na mnoºici vseh realnih n×n, n ≥ 2, simetri£nih matrik posebno
obliko, ki je podobna tisti, ki jo imenujemo standardna. Naj bo F polje vseh realnih ali kom-
pleksnih ²tevil. Vpeljali smo tudi pojem dopustne delne urejenosti na H+n (F), to je naravne
delne urejenosti, ki zado²£a nekaterim splo²nim pogojem, in za to druºino delnih urejenosti
dokazali, da so surjektivni, aditivni bi-ohranjevalci na H+n (R), n ≥ 3, ki zado²£ajo nekaterim
dodatnim lastnostim, standardne oblike. Pokazali smo, da minus delna urejenost in zvezdica
delna urejenost pripadata tej druºini delnih urejenosti.
Tretje hipoteze H3, po kateri so delne urejenosti naH+n (R) in njihovi ohranjevalci pripravno
orodje pri ²tudiju linearnih statisti£nih modelov, ne moremo (zaenkrat) niti potrditi niti
zavrniti. Na² prispevek v povezavi s tretjo hipotezo je, da smo najprej povzeli nekatere
znane aplikacije omenjenih delnih urejenosti v statistiki in nato predstavili novo aplikacjo bi-
ohranjevalcev Löwnerjeve delne urejenosti v teoriji primerjave linearnih modelov. Pri tem smo
aplikacijo opremili s primerom iz realnega ºivljenja. Vpeljali smo tudi novo karakterizacijo
(to je ekvivalentno denicijo) minus delne urejenosti na H+n (F) in predstavili nekaj aplikacij
te karakterizacije v statistiki. Vse te aplikacije delnih urejenosti in njihovih ohranjevalcev se
morda ne zdijo zadosten argument za potrditev hipoteze H3, kljub temu pa menimo, da imajo
ohranjevalci razli£nih relacij na mnoºicah matrik velik potencial za uporabo v statistiki in da
so na²i novi rezultati skupaj z ºe znanimi odsko£na deska za iskanje nadaljnjih povezav med
nekaterimi bi-ohranjevalci in statistiko.
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Poleg iskanja novih aplikacij omenjenih delnih urejenosti in njihovih bi-ohranje- valcev v
statistiki izhajajo iz pri£ujo£ega dela naslednji odprti problemi. Vpra²amo se lahko, ali so sur-
jektivni, aditivni bi-ohranjevalci minus delne urejenost ali zvezdica delne urejenosti na mnoºici
H+2 (R) ²e vedno oblike, ki je zna£ilna za primer, ko je n ≥ 3 za mnoºico H+n (R). e en izziv, ki
je povezan z na²imi glavnimi rezultati, je opis oblike vseh surjektivnih bi-ohranjevalcev minus
ali zvezdica delne urejenosti na mnoºiciH+n (R), n ≥ 2, pri £emer ne predpostavimo aditivnosti
preslikave. Zadnji predlagani problem je karakterizacija (surjektivnih) bi-ohranjevalcev minus
ali zvezdica delne urejenosti na mnoºici B+(H) vseh pozitivnih operatorjev v algebri B(H)
vseh omejenih linearnih operatorjev na kompleksnem Hilbertovem prostoru H za primer, ko
je dimH <∞ (kar pomeni karakterizacijo teh bi-ohranjevalcev na mnoºici H+n (C)), kot tudi
za neskon£no dimenzionalni primer.
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