In this paper we address the problem of 
Introduction
Tracking of multiple objects in multiple view image sequences requires the solution of two labeling problems: spatial correspondence of observations between views and temporal correspondence of the observations in a single view with an object. Commonly these problems are treated independently leading to suboptimal solutions in the presence of ambiguities such as incorrect correspondence due to occlusion, clutter, changes in appearance and complex motion. In this paper, we present a novel approach to reliable 3D-tracking by simultaneous optimisation over multiple views which achieves computationally efficient integration of observations using prior knowledge from individual views. We introduce the uncertain prior knowledge from the 0-7695-1171-6/01$10.00 0 2001 IEEE independent 2D-tracking in each view into the optimisation algorithm to identify the most likely correspondence. Relaxation based on our uncertainty in the prior knowledge is used to efficiently identify the solution, which provides a global optima across multiple views. This approach provides a computationally efficient solution to the spatio-temporal correspondence, which enables real-time multi-view 3D-tracking. It is also robust to errors in the prior knowledge, because the possibility of objects disappearing and reappearing due to occlusion and clutter are efficiently taken into account.
The problem of 3D-tracking of multiple moving objects observed in either single or multiple view image sequences is common in computer vision. It is of increasing interest for applications such as video surveillance [5] and human motion capture [12] . Typically image features such as edges, colour or texture are used to identify a sparse set of 2D features corresponding to observations of the moving objects. Feature or token-based tracking has been investigated to establish the temporal correspondence in the presence of scene clutter and occlusion [22] . Multiple object tracking in the presence of clutter has also been addressed in the context of general target based tracking [2, 13. Tracking from multiple view image sequences opens up the possibility of 3D reconstruction of the object trajectory. This requires the solution of both the spatial correspondence of observations between views and the temporal correspondence of observations with objects. Consistent labelling according to a set of a priori known constraints has combinatorial complexity [ 10, 81. The optimal labelling problem can be resolved by techniques such as relational graph matching, graph isomorphism, tree search and relaxation labelling [8, 14, 31 . Approaches to reducing the combinatorial complexity include knowledge-based clipping, heuristic search, divide-andconquer and dynamic programming. In general these approaches reduce the complexity but may fail to identify the optimal solution for the ambiguous situations which occur in 3D-tracking. Constraints on the 3D motion are commonly used to reduce the search space such as rigidity [17], co-planarity [20] , local coherence [18] , epi-polar geometry [ 101. Symbolic optimisation methods have been employed such as best-first or greedy search [16, 15, 191, beam searching [l] and competitive linking [4] . These approaches address the search for the global optima but either still suffer from local optima, or do not reduce the computational complexity to a level where they can be readily employed for real-time vision applications, or both. The approach introduced in this paper addresses the issue of reducing the inherent computational complexity of multiple view 3D-tracking for real-time applications whilst maintaining the robustness of global optimisation.
Simultaneous optimisation of object-observation and observation-observation correspondences across multiple views has combinatorial complexity in both the number of objects and number of views. Previous approaches [9, 131 typically handle the problem of computational complexity using a divide-and-conquer strategy. Approaches can be categorised into two distinct strategies:
Reconstruction-Tracking (RT): First identify the inter-view spatial correspondence then resolve the 3D temporal correspondence.
Tracking-Reconstruction (TR):
First perform 2D-tracking in each view independently then reconstruct the 3D location from the resulting set of object observations. These strategies de-couple the combinatorial optimisation of correspondence into separate problems with smaller combinatorics sometimes leading to realtime 3D-tracking solutions. However, they may lead to failure in the reconstruction due to the inherent ambiguities in both 2D-tracking of 3D objects in a single view or matching of observations between views.
In the reconstruction-tracking RT approach, for wideangle views the observed shape and appearance of image features are generally substantially different. The order of observations along the epipolar l i e (the ordering constraint) is widely used for matching observations between pairs of views. However, multiple noisy observations in one view can easily appear on or near the same epipolar line in a second view causing ambiguity in the correspondences. The order of observations along the epipolar line may change between views. If the motion trajectory of 3D objects is not taken into account, the best 3D-reconstruction may yield incorrect spatial correspondence, as shown in Figure l (a) .
In the case of the tracking-reconstruction TR strategy, however, rapid or irregular motion may not be accurately predicted. Multiple objects can easily appear in close proximity in a single view resulting in correspondence ambiguities despite being spatially separated in 3-space. In this situation there is no possibility of resolving the ambiguity unless we have either observations from multiple views or strong priori knowledge of object shape, appearance and movement. In the extreme case of Figure l(b) , one of the three 3D-objects is occluded by another with less depth in each of the three views, and independent 2D-tracking in each view may easily result in incorrect correspondence. As a result all three views must be considered simultaneously to resolve the ambiguity and correctly track the 3D-objects.
These inherent ambiguities leads to the combinatorial optimisation problem to consider the set of all possible spatio-temporal matches and occlusions for multiple objects in multiple views to obtain a global optima. Evaluating the set of all possible correspondence is prohibitively expensive even for a small number of objects and views. In practice, heuristics from application knowledge can be used to prune the search space and reduce the combinatorics. However, for real-time applications the complexity remains prohibitive, tracking performance is mainly decided by the worst cases, whose complexity can not always be reduced by heuristics. As a result, reduction of the intrinsic complexity of the problem is highly advantageous to practical systems.
In this paper we first model the multiple view 3D-tracking problem as a multi-layer box-ball allocation problem in section 2.1 and 2.2. We then introduce a discrete relaxation algorithm, which uses unreliable prior information from independent 2D-tracking to reduce the combinatorial complexity in section 2.3. This algorithm is applied to the problem of 3D-tracking of skin-colour objects in multiple views, for the purpose of human motion capture in section 3. Results demonstrate that this algorithm resolves the inherent ambiguities due to occlusion and clutter which produce errors in the independent 2D-tracking, while significantly reducing the computational complexity to achieving reliable 3D-tracking. 
Modelling the 3D-Tracking Problem
In this section we cast the problem of 3D-tracking in the presence of occlusion and clutter as a 'box-ball allocation problem' where the object labels are the boxes and the observation labels are the balls. Modelling the problem in this way allows integration of information across multiple views for the 3D-tracking problem. Solution requires finding the global optima of a cost function across all possible combinations. First we introduce the box-ball model for the single view case, then extend the model to the multiple view case using a 'multi-layer' box-ball model. Finally we show how introducing unreliable prior information can be used to enable efficient search whilst maintaining reliable correspondence.
Single View Tracking
The problem of tracking multiple objects in a single view image sequence can be stated as: Given a set of object labels &,={lr,ili=l,..,nr}, at time t and the set of observation labels ~~/ = { l r + / j~= l , . . , n f + / ] , at time t+l, find the set RI+/ of object-observation correspondence pairs r~=<lr,,lr+l,,> such that:
where L*, and L*,+, are the sub-set of 'stable' objects during the interval [t,t+l], which are observed at both time t and time t+l .
Finding correspondence pairs must allow for the possibility that objects appear and disappear due to occlusion and clutter. In general we minimise a cost function of the form: measures the cost of a correspondence pair rk=<lr,i,lr+/,j>. Objects not in L*, are objects that disappeared at time t+l, with Q measuring the cost of 'disappearing'. Observations not in L*r+/ are objects appearing at time t + l , with G measuring the cost of 'appearing', both of these cases are generally treated as outliers for single-view tracking. The form of individual terms is dependent on the particular application.
The tracking problem of equation (1) can be cast as a combinatorial box-ball assignment problem with the object labels L,, as boxes and the observation labels Lf+l, as balls. Due to occlusion and clutter some boxes may be empty and some 'new' boxes may appear. All possible combinations can be represented as a problem tree with each level representing a unique box and each child node a possible ball to be assigned into a box at the next level.
Figure 2(a) illustrates the problem tree for a simple combination of two boxes (objects) and two balls (observations) with the observation labels as (l), (2) or empty ( ) meaning the object is not observed. Each leaf node of the tree is a candidate solution, and finding the global optima requires evaluation of the cost for each leaf node according to equation (2).
The complexity of the problem is the total number of possible combinations, for n boxes and m balls, this can be calculated by the following formula:
F(n,m)=cCLfym for n l m Equation (3) is symmetrical with respect to n and m, because the box and ball can alternate their roles without ambiguity. The total complexity will rapidly explode with the increase of n and m.
This is an NP-complete problem, with no dynamic programming solution. Branch clipping to prune invalid branches of the problem tree can in general reduce the complexity of such problems. In practice due to the inherent combinatorial complexity the labelling problem remains prohibitively expensive for multiple objects and observations [l 11 . Heuristic search using knowledge of the specific problem or stochastic techniques such as simulated annealing and genetic algorithms can also be applied but suffer from local optima. For 3D-tracking, the cost function is based on the distance between observations and predicted object positions together with fixed penalty cost for appearing and disappearing objects.
I ;:,
Multi-View Tracking
To extend the standard box-ball model to multiple views, a 'multi-layer' box-ball model is introduced to represent all possible combinations from multiple views. The different layers or levels within each box correspond to each view. Observations (balls) from each view are only assigned to the appropriate layer within a box. This leads to a problem tree hierarchy with multiple layers within each box, one for each view. Figure 2(b) illustrates the multi-layer box-ball model for the simple problem of one object (box) and two views (layers) with one observation (ball) for each view. It should be noted that even in this very simple case of a single object from two views there are five possible combinations to be evaluated. As in the single view case equation (2) In practice for tracking applications due to occlusion and clutter the complexity is likely to be significantly greater than the simple case of equation (4). To achieve reliable real-time tracking we have to address the problem of finding the global minima whilst reducing the computational cost by efficient tree search.
Relaxation using Prior Knowledge
In this section we address the central issue of how to utilise unreliable prior knowledge to reduce the computational complexity in combinatorial problems such as multi-view 3D-tracking. Independent 2D-tracking in each view provides a computationally efficient mechanism to obtain a set of prior 'unreliable' objectobservation correspondences. Results of this tracking provide useful prior information to direct the 3D tracking for simultaneous optimisation of correspondence and reconstruction across multiple views.
The use of 2D tracking as a prior for 3D tracking assumes consistency between the 2D temporal observation-observation correspondences and 3D spatial object-observation correspondence, for example if 2D observation label f,,k,r of layer (view) j is found to correspond to 3D object label 1, by the 3D-tracking at time t, and to correspond to I,,mr+l by 2D tracking at time f+l with the correspondence pair < f,,m,r+lr fl,k,t>, then if the prior 2D tracking is correct Il,mr+l corresponds to I,. . As a result we get the Correspondence pair <I,, i,m,r+l> as an uncertain prior for the 3D-tracking at time f+l. If the prior is correct then this object-observation correspondence does not have to be considered in the optimisation. In every layer, each 2D label observed at both time t and f+l will contribute such an object-observation pair, and the final prior is a table of label correspondences. If the 2D tracking is correct, then all correspondences in the prior are correct too, and 3D-tracking only needs to deal with 2D objects that have disappeared and appeared resulting in lower complexity.
In the presence of ambiguities such as occlusion, clutter and irregular movement there will be errors in the prior information which must be taken into account. The problem is how to utilise the unreliable prior to improve the efficiency whilst ensuring that the global optima is reached. Relaxation labelling processes are an established mechanism for dealing with ambiguities and noise in vision systems [14]. We introduce a 'discrete relaxation' algorithm which orders object-observation correspondences according to their consistency with the prior. Relaxing the consistency with the prior to allow for the maximum number of errors, according to a measure of the minimum reliability, ensures that the global optima will be included in the set of object-observation correspondences. Ordering enables efficient search for the optimal solution taking into account errors in the prior. This is a general methodology for combinatorial optimisation problems for introducing uncertain prior knowledge with known reliability to reduce the computational complexity.
The discrete relaxation labelling algorithm identifies the set of all possible solutions which are consistent with the prior up to a 'relaxation factor'. The relaxation factor, A. , is defined from the total number of priors, 
.,( c~~N p ) ]
produces all possible subsets, RPsl+I, in the order of their consistency with the prior. By using each of these subsets, the original problem tree is simplified to a set of sub-trees. The optimisation is performed with reduced complexity by evaluation of combinations for each of the sub-trees. Given a strict lower bound for the reliability, c~, , , the set of sub-trees is guaranteed to contain the optimal solution. In practice an appropriate lower bound for the reliability can be estimated for a particular application i7om the worst-case failure of the prior estimator across a wide range of examples, such as 2D tracking as discussed in section 3. Figure 3(a) illustrates the problem subtrees which are generated in the simple single layer (view) problem of two boxes (objects) and two balls (observations) and two priors with relaxation factors 0, 0.5 and 1. The prior correspondences are <1,2> and <2,1> where the correspondence <Il,,, l1+l> is between the object label, lr,i , and the observation . Relaxing this prior with a relaxation factor ;2=0.5, gives two possible sub-trees with either <1,2> or <2,1> as the prior, Figure 3(c) . With & p 0 . 5 , the original problem tree is decomposed into four sub-trees three of which must be evaluated as shown in Figure 3 (a) . This reduces the number of combinations to be evaluated from seven to five. Many intermediate nodes are repeated in the sub-trees. This repetition increases with problem size resulting in increased complexity.
Eliminating Redundancy in Relaxation
Direct evaluation of all combinations for the problem sub-trees results in redundancy due to the repetition of nodes, as illustrated in Figure 3(a) . Redundancy results from prior correspondences being included as non-prior correspondences in the relaxed problem sub-trees. For example, in the second sub-tree of Figure 3(a) with ;2=0.5 and prior <2,1>, although <1,2> is no longer a prior, the corresponding nodes are still generated in the problem sub-tree.
In order to avoid this redundancy, we introduce the idea of "negative" prior or tabu. Unlike the "positive" prior, negative prior forbids a certain ball (observation) to be allocated into a certain box (object). In a specific relaxation step which uses the prior subset RPSI+, with Npu prior rules, the set of all unused priors, RT r+l= { / , E RPS1+I}, serves as the tabu-set of NT=NP-NPU negative priors. The tabu-set is used as clipping rules for generation of the problem sub-tree in each step of the discrete relaxation algorithm. As a consequence, the resulting sub-trees are not topological sub-trees of the original problem tree. No nodes are repeated for all subtrees generated by increasing the relaxation factor from 0 to 1. This minimises the computational complexity in evaluating the global optima for a given maximum relaxation factor.
Figure 3(b) shows the decomposed problem subtrees when using the tabu set on the same example as Figure   3 (a) . For the same maximum relaxation factor &OS, the complexity is further reduced from five to three and no node is repeated. An analysis of the computational complexity of this approach shows that under ideal conditions this relaxation algorithm reduces the intrinsic combinatorial complexity with respect to the number of layers (views), K, number of priors, N p , and the maximum relaxation factor, A,-, by a factor of at least (~/(&NP)!)~. If empty boxes and new boxes are allowed, the reduction rate will be even greater. For example, in the simple case of Figure 3 , if empty and new boxes are not allowed, the complexity will be reduced by a factor 1/((052)!)=1.0, i.e., no reduction. Allowing for objects appearing and disappearing the complexity is reduced by a factor 3/7, as shown in Figure 3(b) . The reduction in complexity will be much greater for larger scale problems. In this section we apply the relaxation algorithm to the problem of image based human motion capturing from multiple calibrated cameras. This is an inherently difficult 3D-tracking problem due to the high number of degreeof-freedom, occurrence of self-occlusion and clutter from both the subject and background, and difficulty of stereo correspondence between views with a large baseline. Feature based tracking using cues such as skin-colour has been shown to provide a useful source of information for efficient tracking of human movement [21] . In this section we address the problem of tracking and labelling multiple parts of a person performing complex movements where 2D tracking from a single view or direct spatial correspondence between views fails. Results of the 2D tracking serve as a prior for the discrete relaxation algorithm. Simultaneous 3D tracking over multiple views is used to resolve ambiguities and errors which result for tracking in any single view.
2D-Tracking
In this application the head, hands and feet of a person are tracked in individual 2D views using pixel classification based on skin-colour and region segmentation. Figure 4 illustrates the 2D tracking framework. Motion prediction is performed assuming a constant acceleration model. Matching between regions identified in subsequent time frames is performed by comparing the distance to the predicted location together with the similarity of the colour distribution and shape for candidate regions. A single layer box-ball model, as presented in section 2.1, is used to find the optimal match between 2D regions. In this work results of 2D-tracking serve as prior information for the 3D-tracking. Three synchronised calibrated cameras (30Hz) are used with a baseline of approximately 1.5m between them so that all parts of the body are visible in at least one camera view throughout the captured sequences.
Due to the wide-baseline it is not possible to directly match image regions between views based on their appearance. For our experimental conditions the average error rate for 2D body-part tracking in each view for complex human movement is around 5% with a worstcase error of 40%. The 2D-tracking error is composed of three factors: false positive errors (background clutter); true negative errors (occlusion of body part); and 2D-tracking errors (incorrect correspondence) with average error rates of 1.8%, 3%, 0.2% and worst case 40%, 33%, 40% respectively. Prior information is derived from "stable" 2D and 3D labels in the previous 3D-tracking and current 2D-tracking results, section 2.3. Applying the multi-layer box-ball model introduced in section 2.2 to 3D-tracking, the boxes are the 3D objects to be tracked, and the balls are actually 3D rays defined from 2D image feature points as well as camera parameters. Figure 5( a) shows an example of tracking five skin-coloured objects from three views. The lines are the 3D rays defined by 2D feature points, which are the centroids of skin-coloured objects from 2D area-based tracking; and the dark boxes are image planes and the 3D objects reconstructed and tracked. If a set of observation rays S are allocated into one box, then the 3D point reconstructed from these rays p,(S) is the current estimated position of the 3D object corresponding to this box. Here we perform a standard least-square reconstruction method, which minimises the sum of square distances from p r to all rays in S.
For a specific 3D object with label l,,i and predicted position p*(l,,;), if a set of 2D objects from different views (layers) with labels C I , +~,~ ,,_,,,, ,lt+l,n> is allocated to it, the cost of this correspondence rj=<l,i , where ._.__. ,Z,+l.n) is the 3D point reconstructed from the rays given by labels Clr+l,~,...... ,1,+1,~>, and Gsq is the least-square reconstruction error for the 3D point pr. The scalar weight, a; is a normalisation factor proportional to the number of 2D labels allocated to this 3D object. Outliers corresponding to objects that are appearing and disappearing between subsequent time frames are assigned a constant penalty. Figure 5(b) illustrates how the 3D reconstruction from 2D points, pl,I on camera 1, p2.1 on camera 2 and ~3 . 2 on camera 3, is performed, and how the cost is evaluated from this reconstruction and the predicted position p* of the 3D object to be tracked. 
Results
The relaxation algorithm presented in section 2 has been applied to the problem of 3D-tracking of body parts for sequences of human movement totalling 13K frames. Many of the movements are of sufficient complexity that the 2D-tracking fails. The 3D-tracking is performed across all three camera views using prior information collected from previous 3D-tracking and current 2D-tracking results for the discrete relaxation algorithm of sections 2.3 and 3.2. As the worst-case frame-to-frame error rate for the 2D-tracking is known to be 40% a maximum relaxation factor of, & = 0.6, is used throughout to ensure that the global minima of the cost function is included in the sub-tree decomposition of the problem tree.
Tables 1 summarises the results of the tracking process in terms of the failure rate for each of the 2D views and the corresponding 3D-failure rate for incorrect labelling of the reconstructed body part locations in sequences of increasing complexity. These tables also give the average computation time per frame for 3D-tracking on a single 450MHz PentiumIII CPU with 128Mb RAM. Figure 6 shows the number of cost function evaluations (iteration number) for each frame of the bending and waving hands image sequences. This clearly illustrates the reduction in computational comdexitv with the mior-based relaxation algorithm These results demonstrate that there is considerable improvement in the reliability of the tracking process when the correspondence is integrated over multiple views. The total tracking error is considerably reduced for all image sequences. The 3D-tracking results are the same with and without relaxation. The average computational cost is reduced by at least an order of magnitude over direct computation without the prior-based relaxation algorithm. Results, illustrated in Figure 7, 
Conclusion
In this paper we have introduced a discrete relaxation algorithm which uses unreliable prior knowledge to reduce the inherent computational complexity of combinatorial optimisation problems. This algorithm has been applied to the problem of 3D-tracking from multiple views to address two key issues:
Simultaneous optimisation of multiple view
Computation of efficient solutions for real-time
The discrete relaxation algorithm has been applied to the problem of tracking parts of the human body (head, hands and feet) from three camera views. Results on multiple sequences containing ambiguous movements demonstrate that simultaneous optimisation over multiple views gives reliable 3D-tracking. Extension of this approach will incorporate kinematic and dynamic models of human motion to constrain the optimisation and improve 3D-motion prediction.
correspondences and 3D reconstruction performance
