Ein mechanisches Finite-Elemente-Modell des menschlichen Kopfes by Hartmann, Ulrich
Ein mechanisches
Finite-Elemente-Modell
des menschlichen Kopfes
Dissertation zur Erlangung des Grades
Dr. rer. nat.
der Fakult

at f

ur
Mathematik und Informatik
der Universit

at Leipzig
eingereicht von
Dipl. Phys. Ulrich Hartmann
geboren am 11. August 1969 in Oberhausen
angefertigt im
Arbeitsbereich Neurologie
(AG Bild- und Signalverarbeitung)
Max-Planck-Institut f

ur
neuropsychologische Forschung in Leipzig
betreut von
Herrn Dr. F. Kruggel
AG Bild- und Signalverarbeitung,
Max-Planck-Institut f

ur
neuropsychologische Forschung in Leipzig
Beschlu

uber die Verleihung des Doktorgrades vom
17.05.1999
ii
Die Annahme der Dissertation haben empfohlen:
1. Prof. Dr. D.Y. von Cramon, Max-Planck-Institut f

ur neuropsychologische
Forschung in Leipzig
2. Prof. Dr. D. Saupe, Universit

at Leipzig, Institut f

ur Informatik
3. Prof. Dr. H.S. Stiehl, Universit

at Hamburg, Fachbereich Informatik
Bibliographische Beschreibung
Hartmann, Ulrich
Ein mechanisches Finite-Elemente-Modell des menschlichen Kopfes
Universit

at Leipzig, Diss.,
112 S., 129 Lit., 43 Abb., 3 Tab.
In dieser Arbeit wird ein dreidimensionales Modell des menschlichen Kopfes
beschrieben, das es erlaubt, mit der Methode der Finiten Elemente mechani-
sche Ein

usse auf den Kopf zu modellieren. Eine exakte Geometriebeschreibung
eines individuellen Modells wird aus einem Kernspintomogramm des Kopfes ge-
wonnen. Ausgehend von diesen medizinischen Bilddaten wird die diskrete Dar-
stellung des Kopfes als Verbund niter Elemente mit einem Gittergenerator
gewonnen. Dieser schnelle und stabile Algorithmus erm

oglicht die Erstellung
von r

aumlich hochaufgel

osten Finite-Elemente-Repr

asentationen des Sch

adels
und interner neuroanatomischer Strukturen. Es besteht die Auswahl zwischen
anisotropen und isotropen W

urfel- und Tetraedernetzen. Auf deren Basis wer-
den die dem physikalischen Geschehen zugrundeliegenden Dierentialgleichun-
gen mittels der Finite-Elemente-Methode numerisch gel

ost. Die FE-Analysen
umfassen statische, dynamische und modale Simulationsrechnungen. Die zur
Durchf

uhrung der Simulationen n

otigen numerischen Verfahren wurden opti-
miert und auf einer parallelen Rechnerarchitektur implementiert. Jeder der oben
genannten Analysearten ist eine klinisch-relevante Anwendung zugeordnet. Mit
der nichtlinearen statischen Analyse werden die mechanischen Konsequenzen
von Tumorwachstum untersucht, die dynamische Analyse dient dem Studium
der Auswirkungen von fokalen Gewalteinwirkungen auf den Kopf und die mo-
dale Analyse gibt Aufschlu

uber das Schwingungsverhalten des Kopfes. Die
Validierung des Modells wird durch den Vergleich von Simulationsergebnissen
mit experimentell ermittelten Daten erzielt.
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Kapitel 1
Einf

uhrung
1.1 Motivation und Konzept
Bei fast 70 % aller Autounf

alle mit Personensch

aden werden Sch

adel und Ge-
hirn verletzt [1]. Entsprechend wichtig ist es f

ur die Behandlung eines solchen
Sch

adel-Hirn-Traumas wie auch f

ur die Entwicklung geeigneter Schutzvorrich-
tungen, die physikalischen Abl

aufe besser zu verstehen, die zu den Verletzungen
f

uhren. Zudem ist das Studium von strukturellen Ver

anderungen im Gehirn auf-
grund interner mechanischer Ein

usse (z.B. ex-vacuo Erweiterungen der Ven-
trikel, intrazerebrale Blutungen, Tumorwachstum) von hohem medizinischen
Interesse. Ein tiefere Einsicht in die Statodynamik des menschlichen Gehirns
kann die Weiterentwicklung heutiger Therapieformen beeinussen.
In der medizinischen Forschung gibt es seit langem histopathologische Fall-
studien und experimentelle Untersuchungen, die sich mit den Mechanismen von
Sch

adel-Hirnverletzungen besch

aftigen [2, 3, 4, 5, 6, 7]. Parallel dazu wurden in
den Ingenieur- und Computerwissenschaften Kopfmodelle entwickelt und gete-
stet, die den zeitlichen Verlauf von Verformungen des Kopfes infolge von me-
chanischen Belastungen mathematisch oder physikalisch zu fassen versuchen
[8, 9, 10, 11, 12].
Im Rahmen der vorliegenden Arbeit wird ein neues mechanisches Gehirn-
modell vorgestellt, das es erlaubt, die Auswirkungen sowohl interner als auch
externer mechanischer Ein

usse zu studieren.
In diesem Zusammenhang lassen sich einige medizinisch motivierte Fragen
formulieren, zu deren Beantwortung im Verlaufe dieser Arbeit beigetragen wird:
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1. Wie breiten sich Deformationen und damit verbundene Spannungen im
Gehirn infolge externer Einwirkungen (Kr

afte, Beschleunigungen) aus?
2. Welche strukturellen Ver

anderungen ergeben sich im Gehirn aufgrund in-
terner raumfordernder Prozesse?
3. Welche physikalischen Gr

oen sind m

oglicherweise Indikatoren f

ur eine
erh

ohte Verletzungswahrscheinlichkeit von Gehirngewebe?
4. Welchen Einu

uben bestimmte neuroanatomische Strukturen auf die
mechanische Systemantwort des Gehirns aus?
5. Welche M

oglichkeiten der Modellvalidierung bestehen?
6. Was sind zuk

unftige Entwicklungslinien des Gehirnmodells?
Um die oben aufgelisteten Fragen angehen zu k

onnen, wird die aus der
Ingenieurwissenschaft stammende Methode der Finiten Elemente (FEM) ange-
wandt, um das mechanische Verhalten des menschlichen Kopfes zu modellieren.
Im ersten Schritt des Modellaufbaus mu eine mathematische Formulierung des
mechanischen Systems Kopf gefunden werden. Zu diesem Zweck wurde ein op-
timierter Netzgenerator entwickelt, der auf der Basis von Kernspintomogram-
men diskrete Finite-Elemente-Repr

asentationen des menschlichen Kopfes er-
stellt (siehe Kapitel 2). In Kapitel 3 wird die Finite-Elemente-Methode (FEM)
allgemein aus dem Prinzip der virtuellen Verschiebungen hergeleitet und an-
hand eines speziellen Elements ihre Methodik konkretisiert. Zur L

osung der
FE-Gleichungssysteme, die als Folge der Diskretisierung des Objekts entste-
hen, existiert eine Vielzahl von numerischen Strategien. Die mathematischen
Grundlagen der Techniken, die zur Durchf

uhrung von FE-Analysen implemen-
tiert wurden, werden in Kapitel 4 dargestellt. Besonderes Gewicht nimmt hier
die Methode der konjugierten Gradienten (Abschnitt 4.2) zur L

osung von li-
nearen Gleichungssystemen ein. Da alle FE-Analysen innerhalb des im Rahmen
dieser Arbeit entwickelten Programmpakets auf sie zugreifen, ist ihre eziente
Implementierung auf einer parallelen Rechnerarchitektur notwendig, um Simu-
lationsrechnungen mit r

aumlich hochaufgel

osten FE-Netzen praktikabel zu ma-
chen. In Kapitel 5 wird f

ur jede der drei genannten FE-Analysenmethoden eine
Simulationsrechnung von klinischer Relevanz pr

asentiert, und die Ergebnisse
des Modells werden validiert. Die Wahl der Materialparameter f

ur Kopfgewe-
be wird an dieser Stelle in einem gesonderten Unterkapitel begr

undet (siehe
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Abschnitt 5.1). In der abschlieenden Diskussion (Kapitel 6) werden u.a. Ent-
wicklungspfade aufgezeigt, die das Modell auf dem Weg zu einem klinischen
Werkzeug noch zur

uckzulegen hat.
Vor der Beschreibung des biomechanischen FE-Modells soll eine Zusam-
menstellung und kritische W

urdigung bestehender Gehirnmodelle vorgenom-
men werden.
1.2 Stand der Forschung
analytisch
physikalisch
Gehirnmodelle
2-dimensional 3-dimensional
mathematisch
numerisch
Abbildung 1.1: Klassizierung von Gehirnmodellen.
Die Entwicklung von mechanischen Gehirnmodellen ist seit mehr als 50
Jahren Gegenstand der Forschung. Alle bis heute bekannten Modelle k

onnen in
mathematische und physikalische unterteilt werden (siehe Abb. 1.1). Physikali-
sche Modelle werden u.a. zur Validierung mathematischer Modellierungstechni-
ken genutzt [13]. Die Untergruppe der mathematischen Gehirnmodelle gliedert
sich abh

angig von der Wahl der mathematischen Methode in analytische und
numerische Modelle.
Die Erstellung des ersten analytischen Kopfmodells im Jahre 1943 wird An-
zelius [14] zugeschrieben. Er berechnete die zeitliche

Anderung des Drucks in
einer kugelf

ormigen 

ussigen Masse, die einer Beschleunigung ausgesetzt war.
Seiner Analyse folgend wurde eine Reihe von einfachen Gehirnmodellen mit
elastischen und viskoelastischen Materialien berechnet [15, 16, 17]. Exakte ma-
thematische L

osungen der Gleichungen, die das Einwirken von Kr

aften auf den
Kopf beschreiben, k

onnen jedoch nur bestimmt werden, wenn die Koporm als
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Kugel oder Ellipsoid idealisiert wird. Diese Restriktion und die Schwierigkeit,
Gehirnstrukturen zu ber

ucksichtigen, motivierte Mitte der Siebzigerjahre die
Einf

uhrung numerischer Techniken zur approximativen L

osung der das phy-
sikalische Geschehen beschreibenden Dierentialgleichungen. Shugar und Ka-
tona [18] wandten im Jahre 1975 die aus den Ingenieurwissenschaften stam-
mende Methode der niten Elemente an, um die Systemantwort zweidimen-
sionaler Kopfmodelle zu untersuchen. Der Sch

adel wurde in ihrem Modell als
geschichtete Struktur angen

ahert und das Gehirn als ideale Fl

ussigkeit inter-
pretiert. Besonderer Nachdruck wurde auf die Untersuchung der aufgepr

agten
Sch

adeldeformation und der daraus resultierenden Druck

anderungen im Gehirn
gelegt. In zwei

Ubersichtsartikeln [19, 20], die den Fortschritt der Anwendung
der FE-Methode auf die Biomechanik des Kopfes in den Jahren von 1975 bis
1992 beschreiben, ndet man weitere zweidimensionale FE-Modelle

ahnlicher
Zielrichtung. Ihre Geometriebeschreibung beziehen diese 2D-Modelle aus sagit-
talen [21] oder koronaren [22] Schnitten durch das Gehirn, die entweder aus
einem anatomischen Lehrbuch stammen [23] oder von einem bildgebenden Ver-
fahren (MRT, CT) geliefert werden [24]. Der Vorteil der Reduzierung des Pro-
blems auf zwei Dimensionen ist, mit der gleichen Anzahl von Elementen eine
im Vergleich zu einer 3D-Berechnung h

ohere Au

osung beim Diskretisieren des
Raumes (siehe Abschnitt 2.3) zu erreichen. Die Anzahl von Elementen f

ur die
bisher zitierten Modelle bewegt sich in einem Bereich von 200 bis ca. 2000. Ein
Nachteil zweidimensionaler Simulationsberechnungen ist zum einen, da ihre
Pr

amisse - die Symmetrie des Gehirns bez

uglich der Schnittebene - nicht erf

ullt
ist und zum anderen der origin

ar dreidimensionalen Natur der Ausbreitung von
Deformationen im Kopf nicht Rechnung getragen werden kann.
Eines der ersten dreidimensionalen FE-Modelle, dessen Geometrie auf der
Vermessung eines realen Sch

adels basiert, stellten Ward et al. [25] im Jahre
1975 vor. Aufgrund limitierender Faktoren wie Rechenzeit und Speicherkapa-
zit

at sind die Ergebnisse dieses Modells numerisch ungenau. Bei einem Vergleich
berechneter intrakranieller Druck

anderungen mit gemessenen Werten, die von
Kadaverexperimenten herr

uhren, konnte jedoch gezeigt werden, da die Simu-
lationsergebnisse qualitativ stimmig sind [5]. In den letzten zehn Jahren wur-
den sieben weitere dreidimensionale Modelle entwickelt, die f

ur unterschiedliche
Fragestellungen konzipiert wurden. Liu [26] untersuchte Mechanismen von Ge-
hirnverletzungen mittels eines Modells, dessen Geometrie nur eine grobe Ver-
einfachung des menschlichen Kopfes und seiner komplexen Strukturen darstellt.
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Willinger et al. [27] konstruierten die Geometrie ihres Modells aus 18 horizon-
talen Schnitten eines dreidimensionalen Magnetresonanztomographie (MRT-)
Datensatzes des Kopfes. Der Schwerpunkt von Willingers Analysen liegt in
der Bestimmung von Eigenfrequenzen des schwingenden Systems. Bandak et
al. [28] widmen sich der Frage, wie Sch

adelfrakturen zustandekommen. Sie setz-
ten ihr Modell auf CT-Daten auf, die daf

ur aufgrund der kontrastreichen Dar-
stellung von Knochengewebe gut geeignet sind. Mendis [29] generierte Model-
le des menschlichen Kopfes, um Kriterien f

ur das Eintreten der diusen axo-
nalen Hirnsch

adigung (DAI) einzuf

uhren. Zum Studium der biomechanischen
Systemantwort des Kopfes infolge schockartig einwirkender Kr

afte wie sie bei
Autounf

allen auftreten, wurden vier FE-Modelle entwickelt. Sie unterscheiden
sich hinsichtlich der neuronatomischen Detailliertheit und der Art, wie die Si-
mulationsergebnisse validiert werden. DiMasi [30] erstellte ein Modell, das drei
verschiedene Materialien im Kopf ber

ucksichtigt: den Sch

adel, das Gehirn und
die harte Hirnhaut. Er verglich seine Ergebnisse mit experimentellen Daten, die
bei Crash Tests mit Dummys akquiriert wurden. Ueno et al. [31] benutzen ein
von Lighthall [32] vorgeschlagenes Experiment an einem Kadavergehirn, um
die dabei erzielten Sch

adigungen mit im Modell berechneten Spannungswer-
ten zu korrelieren. Die Geometrie basiert auf der Digitalisierung der Konturen
von Querschnitten durch das Kadavergehirn. Ruans [33] Modell aus dem Jahre
1992 umfat f

unf verschiedene Materialien und ist in der Lage, Druckvertei-
lungen im Gehirn infolge frontaler St

oe zu ermitteln. Eine Weiterentwicklung
dieses Modells stellten Zhou et al. [34] drei Jahre sp

ater vor. Ihr FE-Kopf be-
steht aus ungef

ahr 20 000 Elementen und soll die Durchschnittsform des Kopfes
eines erwachsenen Menschen repr

asentieren. Das Ruan-Zhou Modell ist das lei-
stungsf

ahigste der bisher beschriebenen, da es sieben interne Gehirnstrukturen
in Betracht zieht und eine vergleichsweise hohe Elementanzahl eine hohe nume-
rische Genauigkeit erwarten l

at.
Im Vergleich mit den zitierten Arbeiten weist das hier vorgestellte Modell
grundlegende Vorteile auf:
 Die Geometrie dieses Modells basiert auf individuellen MRT-Datens

atzen
des Kopfes. Dadurch werden Langzeitstudien am Patienten m

oglich, die
dessen individuelle neuroanatomische Verh

altnisse (z.B. Krankheitspro-
zesse) ber

ucksichtigen. Im Gegensatz dazu basiert die Geometriebeschrei-
bung bisheriger Modelle auf einer Durchschnittsform des menschlichen
Kopfes.
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 Die Anzahl der niten Elemente, mit denen die Simulationen durchgef

uhrt
werden, ist bis zu zehnmal so hoch wie die bisher verwendeten Elemen-
tanzahlen. Dadurch werden die der FE-Methode inh

arenten Diskretisier-
ungsfehler minimiert und die Finite-Elemente-Repr

asentation anatomi-
scher Objekte wird detaillierter und realit

atsn

aher. Die Raumau

osung
dieser Modelle liegt in der Gr

oenordnung der Au

osung der bildgeben-
den Verfahren.
 Mittels einer modalen FE-Analyse gewinnt man wichtige Einblicke in das
Schwingungsverhalten des mechanischen Systems. In Zusammenhang mit
Kopfmodellen ist diese Analysemethode bisher nur f

ur drei 3D Modelle
durchgef

uhrt worden [27, 35, 36] (vgl. Abschnitt 5.3.2).
Im folgenden Kapitel werden die Schritte ausf

uhrlich beschrieben, die zur
Vorverarbeitung der MRT-Datens

atze n

otig sind, um anschlieend FE-Analysen
durchf

uhren zu k

onnen.
Kapitel 2
Vorverarbeitung
Wie schon in der Einf

uhrung erw

ahnt, ist f

ur die Durchf

uhrung einer FE-
Analyse der

Ubergang vom kontinuierlichen Objekt zu einem Netz von Struk-
turelementen zu vollziehen. Durch diese Transformation werden die zu l

osen-
den Dierentialgleichungen in ein System algebraischer Gleichungen

uberf

uhrt,
die sich mit dem Computer l

osen lassen. Der Vorgang der Diskretisierung des
Objekts wird auch Netzgenerierung genannt. Um ein auf individuellen MRT-
Datens

atzen basierendes Netz des Kopfes mitsamt interner Strukturen zu erzeu-
gen, mu jedoch ein Verarbeitungsschritt vorgeschaltet werden; die Segmentie-
rung der MRT-Schnittbilder. Die Segmentierung liefert die f

ur die weitere Ana-
lyse wichtige Unterteilung des MRT-Datensatzes in Objekte unterschiedlicher
Materialeigenschaften. Abschnitt 2.2.3 wird kurz eine Standardmethode vor-
stellen, die zur Segmentierung von medizinischen Bildern benutzt werden kann.
Im darauolgenden Abschnitt 2.3 wird die hier verwendete Strategie zur Erzeu-
gung von Netzen anatomischer Objekte ausf

uhrlich vorgestellt [37]. Es wird ein
Algorithmus beschrieben, mit dem Netze von extrem groer Elementeanzahl
und guter Qualit

at in Hinblick auf numerische Stabilit

at bei der FE-Analyse
erzeugt werden k

onnen.
Abb. 2.1 verdeutlicht den Ablauf der Vorverarbeitungsschritte schematisch
anhand eines repr

asentativen Schnittes durch einen MRT-Datensatz. Um eine
formale Darlegung der Algorithmen zur Segmentierung und Netzgenerierung zu
erleichtern, m

ussen zuvor einige mathematische Begriichkeiten gekl

art wer-
den.
7
8 KAPITEL 2. VORVERARBEITUNG
SEGMENTIERUNG
NETZGENERIERUNG
Abbildung 2.1: Von den Rohdaten zu den niten Elementen. Nach der Seg-
mentierung des MRT-Rohdatensatzes wird ein Netz aus niten Elementen ein-
gef

uhrt, das als Ausgangspunkt f

ur FE-Analysen dient.
2.1 Denitionen
Medizinische Bilddaten k

onnen ganz allgemein als eine dreidimensionale Matrix
(Bildgitter) betrachtet werden:
A = f(p
s
; p
r
; p
c
) j 0  p
s
< n
s
; 0  p
r
< n
r
; 0  p
c
< n
c
g; (2.1)
wobei n
s
; n
r
; n
c
f

ur die Anzahl von Schichten, Spalten und Zeilen des 3D-
Datensatzes stehen. Jedes Matrixelement kann als Punkt im Euklidischen Raum
interpretiert werden (dargestellt als schwarze Kreise in Abb. 2.2). Diese Punk-
te werden in Zusammenhang mit der Finite-Elemente-Diskretisierung auch als
Knoten oder Knotenpunkte bezeichnet. Den Elementen von A Markierungen
zuzuweisen, kann mathematisch als Abbildung
f
Bild
: A ! G (2.2)
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Spalten
Voxeldarstellung
Bildgitterpunkt
Schnitte
Zeilen
eine Zelle
Abbildung 2.2: Erl

auterung einiger der im Text verwendeten Begrie.
formuliert werden, wobei G f

ur MRT-Datens

atze im allgemeinen als G = f0, 1,
..., 255g gew

ahlt wird. Mithilfe dieser Denitionen kann ein Voxel v deniert
werden als ein Element der Menge A, das mit einer durch die Funktion f
Bild
denierten Markierung l 2 G versehen ist. Voxel werden fast immer als inten-
sit

atskodierte W

urfel visualisiert (siehe Abb. 2.2). Wird auf die Menge aller
Voxel V eine Abbildung f
segment
angewendet, die im ersten Schritt alle Voxel
entsprechend ihrer Markierung l klassiziert und im zweiten Schritt alle Mit-
glieder einer Klasse mit einer einheitlichen Markierung u belegt, erh

alt man als
Ergebnis ein segmentiertes Bild L. Mathematisch formuliert werden die Voxel
des Originalbildes der Abbildung
f
segment
: V ! U ; (2.3)
unterzogen, wobei U = f1, 2, ..., u
max
g die Menge aller Klassenmarkierungen
u darstellt.
Ziel einer Bildsegmentierung (siehe Abschnitt 2.2.3) ist es, anatomische
Strukturen im Datensatz mit einer eindeutigen Markierung zu belegen. Ein neu-
roanatomisches Objekt kann jedoch nicht ohne Kl

arung des Begris der Nach-
barschaft von Voxeln deniert werden. Mit der oben vorgenommenen Einf

uhrung
des Gitterpunktnetzes lassen sich unterschiedliche Nachbarschaftsbeziehungen
zwischen den Bildgitterpunkten bzw. Voxeln eines dreidimensionalen Daten-
satzes beschreiben. Zuvor mu jedoch der Abstandsbegri in einem solchen
3D-Gitter gekl

art werden.
Denition 2.1 Es seien P = (p
1
; p
2
; p
3
) 2 A und Q = (q
1
; q
2
; q
3
) 2 A zwei
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Punkte in einem dreidimensionalen Gitter. Der euklidische Abstand zwischen
P und Q ist deniert als
D
0
(P;Q) =
v
u
u
t
3
X
i=1
(p
i
  q
i
)
2
: (2.4)
Die D
1
Distanz zwischen P und Q ist
D
1
(P;Q) =
3
X
i=1
jp
i
  q
i
j; (2.5)
und die maximale Distanz zwischen P und Q wird deniert als
D
1
(P;Q) = max
i=1;:::;n
jp
i
  q
i
j: (2.6)
Diese Abstandsdenitionen f

uhren zu unterschiedlichen Arten von Nachbar-
schaft zwischen Voxeln:
Denition 2.2 Es sei P = (p
1
; p
2
; p
3
) 2 A ein Punkt auf einem Bildgitter.
Die V
i
1
-Nachbarschaft von P wird dann deniert als
V
i
1
(P ) = fQjD
1
(P;Q)  ig; (2.7)
und die V
i
1
-Nachbarschaft ist zu schreiben als
V
i
1
(P ) = fQjD
1
(P;Q)  ig: (2.8)
Diese Nachbarschaften bestimmen eine Menge von Gitterpunkten innerhalb ei-
nes Radius i gemessen vom Ausgangspunkt.
Mithilfe dieser Denitionen k

onnen drei Typen von sogenannter n-Nachbarschaft
unterschieden werden.
Denition 2.3 Es sei P = (p
1
; p
2
; p
3
) 2 A ein Punkt auf einem dreidimensio-
nalen Bildgitter. Die n-Nachbarschaften mit n = 6, 18, 26 benachbarten Voxeln
sind folgendermaen deniert:
N
6
(P ) = V
1
1
(P )
N
18
(P ) = V
2
1
(P ) \ V
1
1
(P )
N
26
(P ) = V
1
1
(P )
Die Denition eines Objekts in einem 3D-Gitter h

angt eng mit dem Begri der
oben beschriebenen Nachbarschaftsbeziehungen zwischen Voxeln zusammen.
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Denition 2.4 Ein Objekt o wird im Rahmen der Bildverarbeitung beschrieben
als eine Menge T ( T  V) benachbarter Voxel mit identischer Klassenmarkie-
rung u.
Ein wichtiges mathematisches Konstrukt, das die Beschreibung des Algorithmus
zur Netzgenerierung erleichert, ist das der sogenannten Zelle.
Denition 2.5 Eine Zelle c sei deniert als ein W

urfel, dessen Eckpunkte eine
Teilmenge von A sind, d.h. eine Zelle wird begrenzt von Bildgitterpunkten. Eine
Zelle kann auch Bildgitterpunkte auf ihren Kanten und Begrenzungs

achen ha-
ben. Die Menge aller Punkte, die zur i-ten Zelle geh

oren, wird mit N
i
bezeichnet
und n
j
i
steht f

ur das j-te Element von N
i
.
Die Anzahl w der Elemente der Menge C aller Zellen in einem MRT-Daten-
satz ist abh

angig von der Bildstruktur, d.h. der Gr

oe homogener Gebiete im
segmentierten Datensatz und von benutzerdenierten Parametern, die maximale
und minimale Kantenl

angen der Zellen festlegen. C ist deniert als
C = fN
1
[N
2
[ ::: [N
w
g: (2.9)
Eine nur aus acht Knoten bestehende Zelle wird im folgenden als W

urfel be-
zeichnet.
Die Menge M an Knotenpunkten, aus denen ein FE-Netz besteht, ist dann die
Schnittmenge
M = C \ A: (2.10)
Abschlieend soll eine formale Beschreibung eines FE-Netzes gegeben werden.
Denition 2.6 Ein Netz niter Elemente wird repr

asentiert durch eine Menge
von Knotenpunkten M zusammen mit einer Menge von (niten) Elementen E.
Ein Knotenpunkt eines FE-Netzes wird dargestellt durch eine Ordnungszahl k
und seine drei euklidischen Koordinaten.
k x y z: (2.11)
Ein Element von E wird durch die Angabe seiner Eckpunkte vollst

andig beschrie-
ben. Es reicht aus, die entsprechenden Eckpunkte durch ihre Ordnungszahl k zu
identizieren. Werden Tetraeder als nite Elemente gew

ahlt, gen

ugen f

unf Zah-
len
k
1
k
2
k
3
k
4
m; (2.12)
12 KAPITEL 2. VORVERARBEITUNG
wobei die ersten vier Zahlen die Eckpunkte des Tetraeders symbolisieren und m
als Materialnummer anzusehen ist. W

ahlt man anstelle von Tetraedern W

urfel
als nite Elemente (siehe Abschnitt 3.3), ben

otigt man acht Zahlen k
i
zur ein-
deutigen Darstellung ihrer Geometrie.
2.2 Segmentierung von MRT-Daten
2.2.1 Einf

uhrung
Das Ziel einer Bildsegmentierung ist es, Bildelemente (Voxel), die in einem
vordenierten Sinne

ahnlich sind, zu einer Klasse zusammenzufassen. Zumeist
basiert das

Ahnlichkeitskriterium auf den Grauwerten der Voxel, so da Voxel
mit

ahnlichen Grauwerten eine identische Klassenmarkierung erhalten. Da es
eine groe Anzahl von Algorithmen zur Segmentierung von MRT-Schnittbildern
gibt, wird sich dieser Abschnitt auf die Darstellung einer grundlegenden Technik
beschr

anken.
Um die hier interessierenden Materialien in einem MR-Tomogramm seg-
mentieren zu k

onnen, ben

otigt man einen \dual echo\ MRT-Datensatz. Ein
solcher Datensatz besteht aus zwei Datens

atzen, die durch das Verwenden un-
terschiedlicher MRT-Aufnahmetechniken entstehen. Bei der \proton density-\
Aufnahme wird die Protonendichte der unterschiedlichen Gewebetypen abge-
bildet, der T1-gewichtete Datensatz stellt die gewebsabh

angigen Spinrelaxati-
onszeiten T1 dar. Mit den Mitteln der digitalen Bildanalyse gewinnt man einen
Datensatz, der als Ausgangspunkt f

ur das Generieren von FE-Netzen des Kopf-
es dient (siehe Abschnitt 2.2.3). Auf der Basis dieser Netze werden klinische
Simulationsrechnungen durchgef

uhrt (siehe Kapitel 5).
2.2.2 Der ISODATA-Algorithmus
Zur Zeit verf

ugbare Methoden zur Segmentierung von MRT-Schnittbildern k

on-
nen in klassische, statistische und neuronale Netzwerk-Techniken eingeteilt wer-
den [38]. Diese Verfahren unterscheiden sich in der Qualit

at der Segmentierung,
die als Grad der erreichten

Ubereinstimmung zwischen realem Objekt und di-
gitalem Voxelobjekt grob deniert werden kann. In der vorliegenden Arbeit
wird eine Technik beschrieben, die im Bereich der dreidimensionalen Bildseg-
mentierung weite Verbreitung gefunden hat. Der zur Segmentation ausgew

ahlte
ISODATA-Algorithmus [39] ist der Gruppe der klassischen Methoden zuzuord-
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nen, zu der auch Standardwerkzeuge der Bildverarbeitung wie Schwellwert-
verfahren [40, 41] oder kanten- bzw. regionenbasierte Techniken [42] geh

oren.
Das Schwellwertverfahren ist die einfachste Methode, um Voxel zu klassizie-
ren. Alle Voxel, deren Grauwerte in einem festzulegenden Bereich l
min
bis l
max
liegen, werden derselben Klasse zugeordnet. Am h

augsten wird diese Metho-
de benutzt, um Grauwertbilder zu binarisieren: Voxel, deren Markierungen im
vordenierten Grauwertbereich liegen, werden als Bildvordergrund deniert.
Dieses Verfahren ist jedoch nicht voll automatisch, da die Wahl des Schwell-
wertes h

aug das Eingreifen des Anwenders erfordert. Daher wurden sogenann-
te un

uberwachte Klassizierungsmethoden entwickelt, die die Festlegung der
Schwellwerte automatisch vornehmen. Der ISODATA-Algorithmus, der zu die-
ser Klasse von Segmentierungsalgorithmen geh

ort, soll nun kurz dargestellt wer-
den.
Ganz allgemein kann f

ur jedes Bildelement ein sogenannter Merkmalsvektor
x = (x
0
; :::; x
n
) 2 R
n
deniert werden. Hier ist l 2 G ein eindimensionaler
Merkmalsvektor, der den Grauwert eines bestimmten Voxels repr

asentiert. Die
Menge S
S = fl
i
2 G j i = 1; :::; kg (2.13)
aller Merkmalsvektoren l eines 3D-Bilddatensatzes wird als eindimensionaler
Merkmalsraum bezeichnet. Die M

achtigkeit k der Menge S entspricht der von
A. Die Merkmalsvektoren sollen nun derart in u
max
(2  u
max
<k) Klassen
eingeteilt werden, da

ahnliche Merkmalsvektoren zur selben Klasse geh

oren.
Als Klassenzentrum bezeichnet man den Mittelwert aller Merkmalsvektoren der
betreenden Klasse. Der ISODATA-Algorithmus bestimmt die Klassenzentren
derart, da die Abst

ande zwischen den Klassenzentren und den Klassenmitglie-
dern minimiert werden. Die ISODATA-Methode ist ein iteratives Verfahren, bei
dem w

ahrend jeder Iteration die Klassenzentren aktualisiert werden bis Konver-
genz erreicht ist. Die Anzahl u
max
der zu bestimmenden Klassen wird im vorab
vom Benutzer festgelegt. Sei 
j
(i); 1  j  u
max
das j-te Klassenzentrum nach
der i-ten Iteration. Die Ausgangswerte 
j
(0); 1  j  u
max
seien willk

urlich im
Merkmalsraum verteilt. Bei der i-ten Iteration wird zu jedem Merkmalsvektor
die n

achstliegende Klasse 
j
0
(i) bestimmt. Daraufhin wird dem Merkmalsvek-
tor der Index j
0
zugewiesen und das Klassenzentrum 
j
0
(i) unter Ber

ucksichti-
gung des neuen Mitgliedes erneut berechnet. Diese Prozedur wird wiederholt bis
die Klassenzentren sich nur noch unwesentlich ver

andern. In zuk

unftigen Un-
tersuchungen, in denen detaillierte anatomische Strukturen von Interesse sein
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k

onnten, sollten kompliziertere Segmentationstechniken verwendet werden [43].
2.2.3 Neuroanatomische Objekte aus \dual echo\-Datens

atzen
Da in vielen F

allen von Gehirnverletzungen die mechanische Interaktion des
Gehirn-Sch

adel-Systems als Ursache ausgemacht werden kann, ist neben der
Modellierung interner Gehirnstrukturen die Ber

ucksichtigung des Sch

adels von
groer Wichtigkeit. Aus diesem Grund basiert das hier vorgestellte Modell auf
\dual echo\ MRT-Datens

atzen, die sich aus einem \proton density\ (PD) und
einem T1-gewichteten Datensatz zusammensetzen. Den Sch

adelknochen seg-
mentiert man aus dem PD-Datensatz, da der Sch

adel aufgrund des relativen
Protonenmangels mit einem hohen Kontrast im Vergleich zum umliegenden
Gewebe abgebildet wird. Die Gehirnstrukturen (Ventrikel, weie und graue Ge-
hirnmasse) werden aus den T1-gewichteten MR-Daten segmentiert, da diese
Wichtung den besten Kontrast f

ur diese Objekte liefert (siehe Abb. 2.3). Beide
Rohdatens

atze weisen eine r

aumliche Au

osung von 0.9 mm innerhalb einer
Schicht und von 1.1 mm zwischen den Schichten auf. Nach trilinearer Inter-
polation besitzen beide Datens

atze eine isotrope Au

osung von 1.0 mm. Nach
der Registrierung der Datens

atze wird die Segmentierung mit dem ISODATA-
Algorithmus durchgef

uhrt. Das ISODATA-Verfahren liefert eine Vielzahl von
Objekten im Sinne von Def. 2.4, von denen meistens nur wenige mit anato-
mischen Strukturen gleichzusetzen sind. Um einzelne anatomische Strukturen
aus dem vorverarbeiteten Datensatz zu gewinnen, m

ussen Objekte mittels einer
\connected component analysis\ gefunden werden. Zur L

osung dieser Aufga-
be dient Samets Algorithmus [44], der in [39] beschrieben wird. Nach Auswahl
der Nachbarschaftsbeziehungen zwischen den Voxeln (vgl. Def. 2.3) deniert
dieser Algorithmus Objekte innerhalb des 3D-Datensatzes und weist ihnen ei-
ne charakteristische Objektmarkierung m zu. Ein einzelnes Objekt erh

alt man
aus diesem Datensatz durch Anwendung des im vorangehenden Abschnitt be-
schriebenen Schwellwertverfahrens, indem man nur die charakteristischen Mar-
kierung m des gew

unschten Objekts als minimalen und maximalen Schwellwert
angibt. Mit diesem Verfahren wurden die im Modell ber

ucksichtigten neuroana-
tomischen Strukturen aus den mittels ISODATA segmentierten Rohdatens

atzen
gewonnen. Abb. 2.3 zeigt das Ergebnis der Vorgehensweise anhand von zwei Bei-
spielen. Die aus den beiden MRT-Rohdatens

atzen segmentierten Objekte wer-
den durch voxelweise Addition der Datens

atze, in denen sie beschrieben sind, in
einen Datensatz

uberf

uhrt. Im folgenden soll eingehend erl

autert werden, wie
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auf der Basis eines solchen 3D-Voxeldatensatzes Netze aus niten Elementen
generiert werden k

onnen.
P Proton DensityT1
Kombinierter Datensatz
Weiße Gehirnsubstanz  Schädel
Abbildung 2.3: Durch Segmentierung des PD-Datensatzes erh

alt man ei-
ne pr

azise Geometriebeschreibung des Sch

adels. Eine Segmentierung des T1-
gewichteten Datensatzes liefert die Geometrie von Gehirnstrukturen (nur ein
repr

asentativer Schnitt ist abgebildet). Durch Kombination der segmentier-
ten Objekte (im obigen Fall Sch

adel und weie Materie) entsteht ein 3D-
Voxeldatensatz, der als Ausgangspunkt f

ur den Proze der Netzgenerierung
dient.
2.3 Netzgenerierung
2.3.1 Problemstellung
Das Problem der dreidimensionalen Netzgenerierung ist ein aktuelles Forschungs-
thema innerhalb des Gebiets der \computational geometry\. Die Strategien zur
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3D-Netzgenerierung, die das Problem f

ur Objekte verschiedenster Geometrie
(z.B. maschinelle Bauteile, komplexe geologische Strukturen) l

osen wollen, las-
sen sich grob in zwei Klassen einteilen.
Der h

augste Ansatz, ein dreidimensionales Netz eines Objekts zu erzeugen,
ist eine ober

achenorientierte Methode [45, 46, 47, 48, 49]. Die Ober

ache des
kontinuierlichen Objekts wird im ersten Schritt durch einen Polyeder appro-
ximiert. W

ahrend der Netzgenerierung werden sogenannte Steiner-Punkte in
das Innere des Polyeders gesetzt. Es kann gezeigt werden, da es im allgemei-
nen nicht m

oglich ist, ein 3D-Netz ohne die Einf

uhrung von Steiner-Punkten
zu generieren [50]. Nach Delaunay [51] kann durch jeden Satz von Punkten
im R
3
ein Netz aus Tetraedern gelegt werden. Beim ober

achenorientierten
L

osungsansatz werden die Steiner-Punkte und die Eckpunkte des Polyeders zu-
meist einer sogenannten Delaunay-Triangulierung unterzogen [52, 53, 54], um
ein Netz mit Tetraedern als niten Elementen zu erzeugen. H

aug ist eine Nach-
behandlung des Netzes vonn

oten, um dessen Qualit

at zu erh

ohen. Degenerierte
Elemente, wie z.B. Tetraeder mit stumpfen Winkeln, f

uhren zu numerischen
Ungenauigkeiten in den Simulationsergebnissen. Um diese zu beseitigen, mu
das Netz neu konguriert werden. Verschiebung (\shiften\) von Knoten und
lokale Erh

ohung der Elementanzahl (\renement\) sind M

oglichkeiten zur Ver-
besserung der Netzqualit

at [55, 56].
Ein zweiter Ansatz zur 3D-Netzgenerierung basiert auf der rekursiven r

aum-
lichen Zerlegung des Objekts in W

urfel oder Oktanten [57, 58, 59, 60, 61, 62].
Die Unterteilung liefert isotrope oder anisotrope Netze abh

angig von den Ob-
jektkonturen oder vordenierten Grenzen f

ur die r

aumliche Au

osung des Net-
zes [63, 64]. F

ur beide Algorithmustypen stellen sich mehrere Probleme auf-
grund der speziellen Art der Objektbeschreibung in medizinischen Datens

atzen.
 Ungenauigkeiten bei der Bildgebung (z.B. nichtlineares Verhalten des
MRT-Ger

ats, Bewegung des Patienten,
"
partial volume eect\, Rauschen)
k

onnen zu Segmentierungsfehlern f

uhren und somit zu einem unvollst

andig
denierten Objekt oder grob angen

aherten Ober

achen.
 Die komplexen und nicht-konvexen Grenz

achen anatomischer Strukturen
k

onnen zum einen zur Erzeugung einer unverh

altnism

aig hohen Anzahl
von Elementen f

uhren und zum anderen Elemente schlechter Qualit

at
(z.B. Tetraeder mit stumpfen Winkeln) zur Folge haben. Letzteres kann
sich bei der L

osung des FE-Gleichungssystems in numerischer Ungenau-
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igkeit niederschlagen.
 Zahlreiche anatomische Objekte, die aus verschiedenen Gewebetypen be-
stehen, m

ussen separat adressiert werden k

onnen, aber aus Gr

unden der
Konnektivit

at vom Netzgenerator im gleichen Verarbeitungsschritt er-
zeugt werden. Dies f

uhrt bei einigen Implementierungen der beschriebenen
L

osungsans

atze zu immensem Speicherplatz- und Rechenzeitbedarf.
Aufgrund dieser Schwierigkeiten war von einer Reihe kommerzieller und nicht-
kommerzieller Netzgeneratoren keiner in der Lage, ein Netz von Hirnstrukturen
aus einem MRT-Datensatz zu generieren. Der Algorithmus, der im folgenden
Abschnitt beschrieben wird, nutzt die Diskretisierung des Raumes in Voxel,
die einem MRT-Datensatz zueigen ist. Durch die sequentielle Bearbeitung von
Teilmengen von M kann man das komplexe Problem der Netzgenerierung in
kleine Unterprobleme zerlegen, die ezient zu l

osen sind.
2.3.2 Der Algorithmus
Die Grundidee des hier vorgestellten Algorithmus ist es, das Problem der Netz-
generierung zu vereinfachen, indem der segmentierte MRT-Datensatz L in einen
Verbund aus Zellen unterschiedlicher Kantenl

ange transformiert wird. Diese
Zellen werden dann abh

angig von der Anzahl zellul

arer Knoten n
j
i
bearbeitet.
Die mit u = 0 markierten Voxel des Datensatzes L werden als Bildhintergrund
interpretiert, und die Erzeugung von Hintergrundelementen wird unterdr

uckt.
In diesem Kontext geh

oren die Voxel mit u 6= 0 zu verschiedenen neuroanato-
mischen Objekten (z.B. Ventrikel, Sch

adelknochen, etc) mit unterschiedlichen
mechanischen Eigenschaften. Dieser Algorithmus kann in drei Phasen unterteilt
werden:
1. Die isotrope Unterteilung von L in W

urfel gleicher Kantenl

ange.
2. Die Bildung von Zellen durch das Zusammenfassen von W

urfeln.
3. Die Tetraedrisierung der Zellen.
Jede dieser Phasen liefert ein FE-Netz, das Ausgangspunkt von FE-Analysen
sein kann. Eine Skizze zur Implementierung des Algorithmus ist in Abb. 2.6 zu
nden. Die einzelnen Phasen des Algorithmus sollen im folgenden beschrieben
werden.
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I
III IV
II
Phantom Isotrope Unterteilung
Anisotrope Unterteilung Tetraedernetz
Abbildung 2.4: Dieses Bild zeigt die drei Phasen des Algorithmus. Im ersten
Schritt wird das Phantom (I), das das Gehirn-Sch

adel-System darstellt, in ein
isotropes W

urfelnetz

uberf

uhrt (II). Die Zusammenfassung von W

urfeln zu Zel-
len liefert eine anisotrope Unterteilung von L (III). Diese dient als Basis einer
zellenweisen Tetraedrisierung (IV).
Isotrope Unterteilung und Zellenbildung
Abb. 2.4 zeigt das Zwischenergebnis jeder Phase des Algorithmus f

ur einen
segmentierten Gehirn-Sch

adel-Datensatz L, dessen Voxel eine Kantenl

ange von
1 mm aufweisen. In diesem Beispiel ist der Datensatz L zuerst in W

urfel der
Kantenl

ange 2 mm unterteilt worden, um relativ feine Strukturen zu bewahren.
Die vom Benutzer zu bestimmende W

urfelkantenl

ange e
min
soll im weiteren die
Feinheit des Netzes genannt werden. Jedem der abgebildeten W

urfel wurde eine
spezische Materialnummer zugewiesen. Da der i-te W

urfel durch acht zellul

are
Knoten n
j
i
deniert ist, kann man seine Materialnummer bestimmen, indem er-
stens die W

urfelknoten in Voxel transformiert werden (Funktion 2.2) und zwei-
tens seine Klassenmarkierung gefunden wird (Funktion 2.3). Der am h

augsten
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in einem W

urfel auftretende Klassenlabel wird dem W

urfel als Materialnummer
m zugewiesen. Im Falle gleicher H

augkeit unterschiedlicher Klassenlabels ent-
scheidet der Zufallsgenerator. Auf die Phase der isotropen Unterteilung folgt die
der Zellbildung. Beim rekursiven Durchlaufen des in W

urfel unterteilten Bildes
werden Zellen gebildet, indem W

urfel gleicher Materialnummer zusammenge-
fat werden. Eine Zelle erh

alt die Materialmarkierung der sie konstituierenden
W

urfel. Die maximale Kantenl

ange e
max
, die Grobheit des Netzes, ist ebenfalls
vom Benutzer vorzugeben. Der Quotient aus Grobheit und Feinheit eines FE-
Netzes wird Anisotropiefaktor genannt. Im abgebildeten Beispiel wurde er auf
den Wert acht gesetzt.
In Bild III von Abb. 2.4 kann man erkennen, da Zellen unterschiedlicher
Kantenl

ange erzeugt worden sind. Innerhalb der homogenen Region (Gehirn)
wurden Zellen der Kantenl

ange e
max
= 16 erzeugt, w

ahrend im geometrisch
komplizierteren Gebiet (Sch

adel) fast alle Zellen die Kantenl

ange e
min
= 2 auf-
weisen. In der

Ubergangsregion zwischen Gehirn und Sch

adel wurden Zellen
mit e
min
< e < e
max
produziert. Wie in Abschnitt 2.1 erl

autert, wird die i-te
Zelle durch eine Menge N
i
repr

asentiert. Die M

achtigkeit dieser Menge kann
bestimmt werden, indem die 8er-Nachbarschaft (siehe Def. 2.3) der i-ten Zel-
le untersucht wird. Eine Untersuchung der graumarkierten Zelle c
grau
in Bild
III von Abb. 2.4 ergibt, da die M

achtigkeit von N
grau
den Wert 39 hat, d.h.
39 Knoten n
j
grau
sind notwendig, um die Nachbarschaftsbeziehungen zu den
umliegenden Zellen zu organisieren. Die M

achtigkeiten der Mengen N
i
liegen
zwischen 8 und 150. Sind die Mengen N
i
bestimmt, beginnt der Algorithmus sie
in Abh

angigkeit von der Anzahl ihrer Elemente sequentiell zu bearbeiten, um
anisotrope Tetraedernetze zu generieren. Bild IV in Abb. 2.4 zeigt als Beispiel
ein anisotropes Tetraedernetz des Sch

adel-Hirn-Phantoms. Die hohe Au

osung
im geometrisch komplexen Gebiet ist sinnvoll bei mechanischen Anwendungen,
da in diesen Arealen Deformation und Spannung meist eine groe Variabilit

at
aufweisen. Bevor im n

achsten Abschnitt die Generierung anisotroper Tetraeder-
netze anhand eines einfachen mathematischen Phantoms erl

autert wird, soll
nochmal betont werden, da sowohl der isotrop in W

urfel unterteilte als auch
der anisotrop in Zellen zerlegte Eingangsdatensatz L als FE-Netz interpretiert
werden kann. Im ersten Fall werden FE-Analysen auf der Basis sogenannter 8-
Knoten-W

urfelemente (siehe Abschnitt 3.3) durchgef

uhrt, im zweiten Fall ist ei-
ne komplizierte Implementierung der FEM zu vollziehen. W

ahrend die isotropen
W

urfelnetze wegen der guten Interpolationseigenschaften der W

urfelelemente
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Homogenes Gebiet
Mathematisches Phantom In Zellen unterteiltes Bild
Tetraedernetz (Ansicht von oben) Tetraedernetz (frontale Ansicht)
Kleine Struktur D
DD
Abbildung 2.5: Diese Abbildung erkl

art das Verhalten des Algorithmus bei
der Anwesenheit einer kleinen Struktur innerhalb eines homogenen Gebietes.
Das Bild oben rechts zeigt das Ergebnis der anisotropen Unterteilung in Zel-
len. Abh

angig von der Anzahl der Knoten werden die Zellen entweder einer
Delaunay-Tetraedrisierung (markiert mit einem \D\) unterzogen oder einfach
in f

unf Tetraeder unterteilt (siehe Abb. 2.7). Das Ergebnis der Tetraedrisierung
ist in der unteren Reihe abgebildet.
f

ur die klinischen Simulationsrechnungen eine groe Rolle spielen, werden ani-
sotrope Zellennetze f

ur die vorgestellten Analysen nicht benutzt. Im Falle nur
eingeschr

ankt verf

ugbaren Arbeitsspeichers sind Berechnungen auf der Basis
anisotroper FE-Netze jedoch sehr n

utzlich, da sie einen Kompromi zwischen
Elementanzahl und Rechengenauigkeit erreichen.
Tetraedrisierung der Zellen
Abb. 2.5 zeigt ein einfaches mathematisches Phantom, das aus 128 x 128 x 32
Voxeln besteht. Der Anisotropiefaktor wurde auf den Wert zwei festgelegt.
W

ahrend der Phase der Zusammenfassung von W

urfeln zu Zellen
"
entdeckt\
der Algorithmus die kleine Struktur und erzeugt Zellen geeigneter Kantenl

ange
in dieser Region (siehe Bild oben rechts). Bis auf drei (mit einem \D\ mar-
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NETZGENERATOR VGRID f
Einlesen des segmentierten Datensatzes L
ISOTROPE UNTERTEILUNG IN W

URFEL f
Zusammenfassung von Voxeln zu Wurfeln mit der Kantenlange e
min
Markierung der Wurfel mit dem haufigsten Klassenlabel u
g
if(output == isotropes Wurfelnetz)
goto ErzeugeListe;
ANISOTROPE UNTERTEILUNG IN ZELLEN (Bestimmung von C) f
Verschmelzen der Wurfel zu Zellen der max. Kantenlange e
max
Beschreibung der Zellen durch eine Menge N
i
Markierung der Zellen mit dem Wurfellabel
g
if(output == anisotropes Wurfelnetz)
goto ErzeugeListe;
TETRAEDRISIERUNG DER ZELLEN f
Erzeugung der Tetraeder
for i = 1 to i = Machtigkeit von C f
if( Machtigkeit von N
i
== 8) f
Erzeugung von Tetraedern nach Abb. 2.7
Zuweisung der Materialmarkierung
g
else f
Sortieren der n
j
i
zur Vermeidung degenerierter Tetraeder
Delaunay Tetraedrisierung der Menge N
i
Zuweisung der Materialmarkierung
g
g
g
ERZEUGUNG DER KNOTENPUNKTLISTE
ErzeugeListe:
Bestimmung der Schnittmenge M
g
Abbildung 2.6: Skizze einer Implementierung des beschriebenen Algorithmus
VGrid zur FE-Netzgenerierung.
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kiert) sind alle Zellen W

urfel. Diese W

urfel werden vom Algorithmus entspre-
chend Abb. 2.7 in f

unf Tetraeder unterteilt. Die drei mit einem \D\ markierten
Zellen N
D
, die entweder 9 oder 13 Knoten enthalten, werden einer Tetraedri-
sierung nach Delaunay unterzogen. Um Tetraeder zu generieren, deren Begren-
zungs

achen kompatibel mit denen der Nachbarn sind, wurde der inkrementelle
Clarkson-Algorithmus [66] zur Zelltetraedrisierung gew

ahlt. Da die Anzahl von
Knotenpunkten pro Zelle relativ klein ist (typischerweise 9 bis 150) ist der
Clarkson-Algorithmus schnell und numerisch stabil. Mit der Bestimmung der
SchnittmengeM (M

achtigkeit vonM= 69) und der Elementmenge E (M

achtig-
keit von E = 147) ist die Netzgenerierung abgeschlossen. Um die Stabilit

at einer
Abbildung 2.7: Unterteilung eines W

urfels in f

unf Tetraeder.
FE-Analyse mit Tetraedernetzen zu sichern, m

ussen die Tetraeder bestimmten
Qualit

atskriterien gen

ugen. Die Wahrscheinlichkeit f

ur das Auftreten von Sta-
bilit

atsproblemen beim L

osen der FE-Gleichungssysteme (vgl. Abschnitt 4.2)
ist gem

a einer Daumenregel erh

oht, wenn innerhalb eines Tetraeders Winkel
auftreten, die gr

oer als 10 Grad sind. F

ur die Tetraeder, die durch die Zer-
legung eines W

urfels entstehen, sind die Qualit

atsanforderungen vollkommen
erf

ullt. Es treten nur drei verschiedene Winkel (alle > 10 Grad) und drei unter-
schiedliche Kantenl

angen auf. Im Falle der Tetraedrisierung nach Delaunay ist
die Situation etwas komplizierter. Die Erzeugung degenerierter Tetraeder (d.h.
all seine Knoten sind koplanar) mu unterdr

uckt werden. Dieses Ziel wird er-
reicht, indem die Reihenfolge festgelegt wird, in der die Knoten n
j
grau
bearbeitet
werden. Da alle zellul

aren Knoten auf einem konvexen Polyeder liegen, sind alle
Tetraederwinkel im allgemeinen gr

oer als 10 Grad, wenn der Anisotropiefaktor
auf den Wert acht begrenzt wird. Den Einu des Anisotropiefaktors auf die
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auftretenden Winkel kann man sich folgendermaen erkl

aren. Im ung

unstig-
sten denkbaren Fall hat die kleinste Kante des Tetraeders die L

ange e
min
und
die gr

ote den Wert e
max
. Wenn der Quotient dieser beiden Zahlen (d.h. der
Anisotropiefaktor) zu gro gew

ahlt wird, k

onnen kleine Winkel auftreten. Wie
im Abschnitt 2.3.3 gezeigt wird, lassen sich die Knotenanzahlen durch die Ver-
wendung anisotroper Tetraedernetze im Vergleich mit entsprechenden isotropen
W

urfelnetzen betr

achtlich reduzieren.
2.3.3 Ergebnisse
Ziel dieses Abschnitts ist es, Eigenschaften des pr

asentierten Algorithmus zu
diskutieren und Netze neuroanatomischer Strukturen zu pr

asentieren. Als Aus-
gangspunkt dienen segmentierte Datens

atze wie sie in Abschnitt 2.2.3 beschrie-
ben wurden. Abb. 2.8 zeigt als ein erstes Beispiel f

ur die Ausgabe des Algo-
rithmus das anisotrope Tetraedernetz eines Ventrikelpaares. Um quantitative
Abbildung 2.8: Das FE-Netz eines neuroanatomischen Objekts; die im Gehirn-
inneren liegenden Hohlr

aume, die Ventrikel, sind dargestellt als ein Tetraeder-
netz aus 1579 Knoten und 3006 Elementen.
Aussagen

uber die Eigenschaften des Netzgenerators machen zu k

onnen, wer-
den FE-Netze von einem segmentierten 192 x 192 x 200 Gehirndatensatz (siehe
Abb. 2.9) erzeugt. Eine Zusammenstellung von Ergebnissen f

ur die Erstellung
anisotroper Tetraedernetze des Gehirns bei variierendem Anisotropiefaktor li-
stet Tab. 2.1 auf. Die Testdurchl

aufe beweisen den Zusammenhang zwischen der
Anzahl von Elementen eines Netzes und dem Anisotropiefaktor e
max
=e
min
. Die
Anzahl von Knotenpunkten h

angt oensichtlich auch von der Gr

oe homoge-
ner Bereiche im Eingabebild ab. Wegen der Annahme, da homogene Bereiche
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e
min
2 4 2 2 2 4 4
e
max
2 4 4 8 16 8 16
A(E) 863540 108250 244325 188673 186954 45510 42228
A(M) 185914 24944 53989 41029 40095 10574 9516
KR [%] - - 71 78 79 58 62
t [s] 211 31 190 185 181 35 32
Tabelle 2.1: Zusammenstellung der Element- und Knotenanzahlen, die der Al-
gorithmus zum Generieren eines anisotropen Gehirnnetzes aus Tetraedern bei
variierendem Anisotropiefaktor erzeugt. KR steht f

ur den Prozentsatz, um den
die Knotenanzahl im Vergleich zum entsprechenden isotropen Fall reduziert wur-
de, A( ) bezeichnet die Anzahl der Elemente der entsprechenden Menge und t ist
die Ausf

uhrungszeit des Programms in Sekunden auf einer SGI 02 Workstation.
in medizinischen Datens

atzen nicht gr

oer als 16
3
Voxel sind, ist es sinnvoll
e
max
auf diesen Wert zu begrenzen. Experimente mit e
min
= 1 wurden nicht
durchgef

uhrt, weil bei einer f

unachen Unterteilung eines W

urfels in Tetraeder
eine r

aumliche Au

osung erzielt w

urde, die

uber der des MRT-Ger

ats liegt.
F

ur die Datens

atze hat man mit Anisotropiefaktoren von vier bzw. acht gu-
te Ergebnisse bei der Reduzierung der Knotenanzahl erzielen k

onnen. Wie in
Tabelle 2.1 aufgelistet, konnte die Knotenanzahl gegen

uber dem isotropen Fall
um bis zu 80% verringert werden. Wie erwartet, wird dieser Eekt kleiner mit
wachsendem e
min
und kleinerem e
max
. Die Ausf

uhrungszeiten zur Erstellung
dieser Netze sind auch in Tab. 2.1 aufgef

uhrt. Hochaufgel

oste Tetraedernetze
werden innerhalb von wenigen Minuten erzeugt, f

ur grobere Netze ben

otigt der
Algorithmus nur einige Sekunden.
Eine bemerkenswerte Eigenschaft des Netzgenerators ist die g

unstige Kno-
tennumerierung, die automatisch bei der Erzeugung der Elemente vorgenom-
men wird. Die Numerierung der Knoten bestimmt die Besetzungsstruktur der
FE-Matrizen, die ausgehend von den FE-Netzen erstellt werden (siehe Ab-
schnitt 4.1). Die Besetzungsstruktur der Matrizen wiederum spielt f

ur die Ef-
zienz und Stabilit

at der L

osung von Gleichungssystemen eine zentrale Rolle.
Ein wichtiges Ma f

ur die Qualit

at der Besetzungsstruktur einer Matrix ist ihre
Bandbreite B. Sie ist deniert als gr

oter Abstand eines Nicht-Nulleintrages
von der Diagonalen der Matrix. Speicher- und rechenintensive Umsortier-Rou-
tinen [67, 68] werden oft als weiterer Nachverarbeitungsschritt erforderlich, um
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Abbildung 2.9: Anisotropes Tetraedernetz des Gehirns (188000 Elemente und
41000 Knoten). Deutlich sichtbar ist die regelm

aige Unterteilung von Zellen in
Tetraeder vor allem im Randgebiet. Einige Delaunay-tetraedrisierte Zellen sind
im Bereich des Hirnstamms zu sehen.
die Dierenz D zwischen gr

oter und kleinster Knotennummer innerhalb eines
Elements zu minimieren. Denn die Bandbreite einer Matrix ist gegeben durch
B = max
e
[D] + 1: (2.14)
Die Anwendung von Umnumerierungsalgorithmen ist f

ur diese Netze nicht not-
wendig. Da der segmentierte Datensatz f

ur die Erzeugung der Elemente schicht-
weise durchlaufen wird, ist die maximale Dierenz D
max
gleich der Anzahl von
Knoten, die erzeugt werden, um die niten Elemente eines MRT-Schnitts zu
generieren. Die Eigenschaften des Netzgenerators lassen sich somit folgender-
maen zusammenfassen:
 Der Algorithmus ist schnell.
 Der Algorithmus ist stabil.
 Die Elemente sind von hoher Qualit

at.
 Umnumerierung der Knoten ist nicht notwendig.
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Abbildung 2.10: Isotropes W

urfelnetz des Kopfes mit vier internen Strukturen
(140000 Elemente, 150000 Knoten). Auer Kopfhaut, Sch

adel und Ventrikel
sind weie und graue Gehirnsubstanz ber

ucksichtigt.
Aufgrund einiger Vorteile, die im weiteren Verlauf dieser Arbeit noch ver-
deutlicht werden sollen, werden Simulationsrechnungen ausschlielich mit iso-
tropen W

urfelnetzen hoher Au

osung durchgef

uhrt. Einen Querschnitt durch
ein solches Netz mit einer Kantenau

osung von 3 mm, das auf einem speziell
pr

aparierten Datensatz (vgl. Abschnitt 2.2.3) basiert, zeigt Abbildung 2.10. Be-
vor jedoch Simulationsergebnisse auf Grundlage der in diesem Abschnitt pr

asen-
tierten Netze diskutiert werden k

onnen, m

ussen die mathematischen Aspekte
(siehe Kapitel 3) der FEM und die Implementierung ezienter numerischer
Techniken auf einer parallelen Rechnerarchitektur (siehe Kapitel 4) behandelt
werden.
Kapitel 3
Die Methode der niten
Elemente
Die Methode der niten Elemente (FEM) ist ein numerisches Verfahren zur
L

osung von elliptischen und parabolischen Dierentialgleichungen, f

ur die kei-
ne geschlossenen L

osungen existieren. Ihre Entwicklung begann im wesentlichen
erst mit dem Aufkommen elektronischer Digitalrechner. Die FE-Methode wur-
de anf

anglich auf physikalischer Grundlage zur Berechnung von Problemen der
Strukturmechanik entwickelt, jedoch wurde bald deutlich, da ihr Anwendungs-
gebiet um eine Reihe weiterer Problemklassen erweitert werden kann.
Es ist nicht m

oglich, ein exaktes Datum f

ur die
"
Erndung\ der FE-Methode
anzugeben. Ihre Wurzeln gehen auf die angewandte Mathematik, die Physik und
die Ingenieurwissenschaft zur

uck [69, 70, 71]. Die wesentliche Begrisbildung
fand in der Ingenieurwissenschaft statt und wurde insbesondere von Turner [72]
sowie von Argyris und Kelsey [73] vorangetrieben. Der Begri der niten Ele-
mente wurde im Jahre 1960 von Clough [74] eingef

uhrt. Die Bezeichnung spielt
auf die mathematische Ann

aherung eines Objekts durch eine begrenzte Anzahl
von Elementen an. Seither wurde die Technik der niten Elemente intensiv wei-
terentwickelt, was in ihrer klassischen Dom

ane, der Ingenieurwissenschaft, durch
eine groe Zahl an Publikationen dokumentiert ist [75, 76]. In der Informatik
haben sich die niten Elemente als fester Bestandteil von CAD-Systemen eta-
bliert [77]. Innerhalb des Fachgebiets der medizinischen Bildverarbeitung wird
die FE-Methode neuerdings auch zur Operationsplanung [78], zur Erstellung de-
formierbarer Modelle [79] und zur Optimierung von Prothesen [80] genutzt. Die
FE-Methodik umfat heute ein breites Spektrum von Verfahren. Eine beson-
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ders wichtige, in der Praxis h

aug angewandte Formulierung ist die Verschie-
bungsmethode. Fast alle allgemein verwendbaren mechanischen FE-Programme
basieren auf dieser Formulierung, da sie gute numerische Eigenschaften hat.
Im folgenden Abschnitt soll nun die allgemeine mathematische Ableitung
der Verschiebungsmethode beschrieben werden.
3.1 Das Prinzip der virtuellen Verschiebungen
Das in Bild 3.1 schematisch dargestellte Gehirn repr

asentiert einen K

orper, der
sich im Gleichgewicht bendet. An

aueren Lasten k

onnen Ober

achenspan-
nungen f
S
, Volumenkr

afte f
B
und Einzelkr

afte F
i
wirken.
f
S
=
0
B
B
B
@
f
S
X
f
S
Y
f
S
Z
1
C
C
C
A
; f
B
=
0
B
B
B
@
f
B
X
f
B
Y
f
B
Z
1
C
C
C
A
; F
i
=
0
B
B
B
@
F
i
X
F
i
Y
F
i
Z
1
C
C
C
A
(3.1)
Die auf den unbelasteten Zustand des K

orpers bezogenen Verschiebungen kenn-
Abbildung 3.1: Schematische Darstellung des Gehirns als K

orper im Gleich-
gewicht. Ein nites 8-Knoten-Element und eine an der Ober

ache wirkende
Einzelkraft F
i
sind eingezeichnet. Auerdem ist das globale Koordinatensystem
(X, Y, Z) mit den in ihm gemessenen Verschiebungen (U, V, W) sowie ein
lokales Element-Koordinatensystem (x, y, z) dargestellt.
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zeichnet der Verschiebungsvektor U mit
U =
0
B
B
B
@
U
V
W
1
C
C
C
A
: (3.2)

Uber die noch herzuleitenden Verzerrungs-Verschiebungs-Beziehungen (3.11)
sind dem Verschiebungsvektor U die Verzerrungen

T
= (
xx

yy

zz

xy

yz

zx
) (3.3)
zugeordnet. Die Komponenten 
xx
, 
yy
und 
zz
des Verzerrungstensors  bedeuten
die Dehnungen eines K

orperelements in x, y, z-Richtung, w

ahrend die Kompo-
nenten 
xy
, 
yz
, 
zx
die Schiebungen, d.h. die

Anderungen des urspr

unglich rech-
ten Winkels in der (x, y)-, (y, z)- und (z, x)-Ebene darstellen. Den Verzerrungen
entsprechen sechs Spannungszust

ande, die im Spannungstensor

T
= (
xx

yy

zz

xy

yz

zx
) (3.4)
zusammengefat werden. Die Spannung S ist im allgemeinen die Kenngr

oe
f

ur die Beanspruchung von Festk

orperteilchen. Sie ist deniert als Quotient der
Teilkraft dF und dem Fl

achenelement dA (siehe Abb. 3.2)
Abbildung 3.2: Zur Denition der Spannung und ihrer Komponenten.
S =
dF
dA
: (3.5)
Wird nach Abb. 3.2 die Teilkraft dF in ihre Normalkomponente dF
n
und ihre
Tangentialkomponente dF
t
zerlegt, dann ergeben sich eine Normalspannung 
n
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und eine Schubspannung 
t

n
=
dF
n
dA

t
=
dF
t
dA
: (3.6)
In einem w

urfelf

ormigen K

orperelement l

at sich, wie Bild 3.3 zeigt, der Span-
nungszustand vollst

andig beschreiben durch drei Normalspannungen 
xx
, 
yy
,

zz
und sechs Schubspannungen 
xy
, 
xz
, 
yx
, 
yz
, 
zx
und 
zy
. Dabei gibt der
erste Index die Schnittebene, der zweite die Wirkungsrichtung an. Da aus Sym-
metriegr

unden 
xy
= 
yx
, 
xz
= 
zx
und 
yz
= 
zy
ist, wird der Spannungszu-
stand des K

orpers durch die sechs Komponenten des Spannungstensors (3.4)
vollst

andig beschrieben. Eine der zahlreichen M

oglichkeiten, das Gleichgewicht
Abbildung 3.3: Zur Erl

auterung der Komponenten des Spannungstensors.
eines K

orpers zu beschreiben, ist das Prinzip der virtuellen Verschiebungen:
Wenn sich ein K

orper im Gleichgewicht bendet, ist f

ur beliebige, kompatible,
kleine, virtuelle, auf den K

orper einwirkende Verschiebungen, die die wesent-
lichen Randbedingungen befriedigen, die gesamte innere virtuelle Arbeit gleich
der gesamten

aueren virtuellen Arbeit.
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Mathematisch formuliert man dieses Prinzip als
Z
V
  dV =
Z
V
U
T
f
B
dV +
Z
S
U
S
T
f
S
dS +
X
i
U
i
T
F
i
: (3.7)
Die innere virtuelle Arbeit auf der linken Seite von Gleichung (3.7) ist die
Arbeit, die die aktuellen Spannungen  entlang der virtuellen Verzerrungen 
leisten, die den auferlegten virtuellen Verschiebungen U entsprechen. Die

auere
virtuelle Arbeit auf der rechten Seite von Gleichung (3.7) ist die Arbeit, die die
virtuellen Lasten an den virtuellen Verschiebungen
U
T
= (U V W ) (3.8)
leisten. Das Prinzip der virtuellen Verschiebungen erf

ullt alle Forderungen, die
an die L

osung eines Problems aus der Strukturmechanik gestellt werden: die
betrachteten Verschiebungen sind kontinuierlich und kompatibel, die Verschie-
bungsrandbedingungen sind befriedigt und die Spannungen im K

orper k

onnen

uber ein Materialgesetz (vgl. Abschnitt 3.3.3) aus den Verzerrungen berechnet
werden.
Im folgenden Abschnitt soll das Prinzip als Mechanismus zur Aufstellung
von Finite-Elemente-Gleichungen f

ur statische, modale und dynamische Analy-
sen angewandt werden.
3.2 Herleitung der Finite-Elemente-Gleichungen
Das kontinuierliche Objekt, dessen mechanische Systemantwort es zu ermit-
teln gilt, sei nun durch ein Netz von niten Elementen (siehe Abschnitt 2.3)
angen

ahert. Die in einem lokalen Koordinatensystem x, y, z beschriebenen Ver-
schiebungen innerhalb eines jeden Elements werden als Funktionen der Ver-
schiebungen der N Knotenpunkte des FE-Netzes angenommen. Es gilt f

ur das
m-te Element
u
(m)
(x; y; z) =H
(m)
(x; y; z)
^
U: (3.9)
H
(m)
ist die Verschiebungsinterpolationsmatrix, der hochgestellte Index m kenn-
zeichnet das m-te Element und
^
U ist ein Vektor, der die drei globalen Verschie-
bungskomponenten U
i
, V
i
undW
i
aller N Knotenpunkte auistet.
^
U hat folglich
die Dimension 3N und wird geschrieben als
^
U
T
= (U
1
V
1
W
1
U
2
V
2
W
2
U
N
V
N
W
N
): (3.10)
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Obwohl alle Knotenpunktverschiebungen des FE-Netzes im Verschiebungsvek-
tor
^
U aufgelistet sind, h

angen die Verschiebungen und Verzerrungen im Inneren
eines bestimmten Elements nur von den Verschiebungen der Knoten dieses Ele-
ments ab. Mit der Verschiebungsannahme (3.9) k

onnen nun die entsprechenden
Element-Verzerrungen

uber

(m)
(x; y; z) = B
(m)
(x; y; z)
^
U (3.11)
ermittelt werden. Dabei ist B
(m)
die Verzerrungs-Verschiebungs-Matrix und
wird durch Dierenzieren und Kombinieren der Zeilen der Matrix H
(m)
erhal-
ten. B
(m)
und H
(m)
werden im Abschnitt 3.3 f

ur das 8-Knoten-W

urfelelement
hergeleitet. Die Spannungen 
(m)
in einem niten Element sind mit den Ver-
zerrungen

uber das Materialgesetz

(m)
= C
(m)

(m)
(3.12)
verkn

upft, wobei die Matrix C
(m)
die Materialparameter des Elements enth

alt
(vgl. Abschnitt 3.3.3).
Mithilfe der f

ur bestimmte Integrale g

ultigen Beziehung
Z
V
( )dV =
X
Z
V
e
( )dV (3.13)
kann Gleichung (3.7) als eine Summe von Integralen

uber das Volumen und die
Fl

achen aller Elemente umgeschrieben werden:
X
m
Z
V
(m)

T
dV
(m)
=
P
m
Z
V
(m)
U
(m)
T
f
B(m)
dV
(m)
+
P
m
Z
S
(m)
U
S(m)
T
f
S(m)
dS
(m)
+
P
i
U
i
T
F
i
: (3.14)
Der Index m durchl

auft alle Elemente und der Index i kennzeichnet Verschie-
bungen in denjenigen Punkten, an denen Einzelkr

afte F
i
wirken. Jedes der obi-
gen Integrale kann in einer ganz allgemeinen Elementegruppierung eektiv aus-
gewertet werden, da theoretisch nach Belieben unterschiedliche Koordinaten-
systeme f

ur die einzelnen Elemente verwendet werden k

onnen. Mit den Bezie-
hungen (3.9) bis (3.12) lautet (3.14)
^
U
T
"
X
m
Z
V
(m)
B
(m)
T
C
(m)
B
(m)
dV
(m)
#
^
U = (3.15)
^
U
T
(
X
m
Z
V
(m)
H
(m)
T
f
B(m)
dV
(m)
+
X
m
Z
S
(m)
H
S(m)
T
f
S(m)
dS
(m)
+ F
)
:
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H
S(m)
ist in obiger Gleichung die Interpolationsmatrix f

ur Ober

achenverschie-
bungen, die sich aus H
(m)
durch Verwendung der Ober

achenkoordinaten er-
gibt. F

ur die Simulationsberechnungen von gr

oerer Bedeutung ist der Vektor
F der

aueren Einzelkr

afte, die auf die Knoten des FE-Netzes wirken. Die i-te
Komponente von F ist die Knotenpunkteinzelkraft, die der i-ten Verschiebungs-
komponente in
^
U entspricht. In Gleichung (3.15) ist der Knotenverschiebungs-
vektor
^
U unabh

angig vom jeweils betrachteten Element. Aus diesem Grunde
konnte er aus der Summation herausgezogen werden. Um aus Gleichung (3.15)
die unbekannten Knotenverschiebungen zu gewinnen, wendet man das Theorem
der virtuellen Verschiebungen so an, da f

ur alle Verschiebungskomponenten der
Reihe nach virtuelle Einheitsverschiebungen vorgeschrieben werden. Auf diese
Weise wird
^
U
T
zur Einheitsmatrix I. Setzt man nun
^
U  U, lauten die auf die
Knotenpunktverschiebungen bezogenen Gleichgewichtsbedingungen:
KU = R
mit R = R
B
+R
S
+R
E
: (3.16)
Die Matrix
K =
X
m
Z
V
(m)
B
(m)
T
C
(m)
B
(m)
dV
(m)
| {z }
=K
(m)
(3.17)
ist die Steigkeitsmatrix der Elemente-Gruppierung. Der Lastvektor R enth

alt
den Anteil der auf die Elemente wirkenden Volumenkr

afte (z.B. Gravitation,
magnetische Krafteinwirkungen)
R
B
=
X
m
Z
V
(m)
H
B(m)
T
f
B(m)
dV
(m)
| {z }
=R
(m)
B
; (3.18)
der Ober

achenkr

afte
R
S
=
X
m
Z
S
(m)
H
S(m)
T
f
S(m)
dS
(m)
| {z }
=R
(m)
S
(3.19)
und der Einzelkr

afte
R
E
= F: (3.20)
Die in Gleichung (3.17) vorgeschriebene Summation der Volumenintegrale

uber
die Elemente entspricht der direkten Addition der SteigkeitsmatrizenK
(m)
der
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Elemente. Sie liefert die Steigkeitsmatrix K der gesamten Elemente-Grupp-
ierung. Somit enth

alt die Formulierung der Gleichgewichtsbedingungen (3.16)
in der hier entwickelten Weise automatisch die Zusammenf

ugung von Element-
Matrizen zu einer Strukturmatrix. Dieses Vorgehen bezeichnet man als direk-
te Steigkeitsmethode. In der Praxis werden die Element-Matrizen jedoch in
kompakter Form berechnet (siehe Abschnitte 3.3 und 4.1). Die Ordnung der
Element-Matrizen entspricht dann den Element-Freiheitsgraden und sie wer-
den unter Ber

ucksichtigung der bekannten Element-Nachbarschaftsbeziehungen
nach der direkten Steigkeitsmethode zusammengef

ugt. Die Gleichung (3.16)
beschreibt das statische Gleichgewicht der Element-Gruppierung. Die unbe-
kannten Knotenverschiebungen, die sich infolge der zeitlich konstanten Bela-
stung einstellen, k

onnen mithilfe mathematischer Verfahren zur L

osung von
Gleichungssystemen bestimmt werden (siehe Abschnitt 4.2). Das L

osen der
Gleichung (3.16) wird im weiteren Verlauf dieser Arbeit als statische Analy-
se bezeichnet.
Will man die Ver

anderung der Knotenverschiebungen infolge einer zeit-
abh

angigen Kraft modellieren, mu das Problem kinetisch behandelt werden,
d.h. Tr

agheitskr

afte m

ussen ber

ucksichtigt werden. Nach einem weiteren ele-
mentaren Grundsatz der Mechanik, dem sogenannten d'Alembertschen Prinzip,
k

onnen die Tr

agheitskr

afte formal so ber

ucksichtigt werden, als ob sie zus

atz-
liche r

aumlich verteilte Kr

afte w

aren. Unter der Voraussetzung, da f

ur die
Beschleunigung der Elementknoten die gleiche N

aherung verwendet wird wie
f

ur die Verschiebung in (3.9), ist der Beitrag der gesamten r

aumlich verteilten
Kr

afte zum Gesamtlastvektor R in einem station

aren X, Y, Z -Koordinaten-
system gleich
R
B
=
X
m
Z
V
(m)
H
B(m)
T
[f
B(m)
  
(m)
H
B(m)

U] dV
(m)
: (3.21)

U ist der Beschleunigungsvektor und 
(m)
die Dichte des Materials im m-ten
Element. In diesem Fall sind
M

U(t) +KU(t) = R(t) (3.22)
die kinetischen Gleichgewichtsbedingungen bzw. die Bewegungsgleichungen. Die
Matrix
M =
X
m
Z
V
(m)

(m)
H
(m)
T
H
(m)
dV
(m)
| {z }
=M
(m)
(3.23)
3.2. HERLEITUNG DER FINITE-ELEMENTE-GLEICHUNGEN 35
ist die Massenmatrix der Struktur. Setzt man in Gleichung (3.22) alle Kompo-
nenten des LastvektorsR(t) identisch Null, so erh

alt man das Gleichungssystem
M

U(t) +KU(t) = 0 (3.24)
f

ur die freie Schwingungsantwort der Elemente-Gruppierung. Als L

osungsansatz
dieses Dierentialgleichungssystems w

ahlt man
U = U
0
e
i!t
: (3.25)
Nach Einsetzen von (3.25) in (3.24) erh

alt man
KU
0
= !
2
MU
0
: (3.26)
Gleichung (3.26) wird auch als generalisiertes Eigenwertproblem bezeichnet,
dessen L

osung 3N Werte f

ur !
2
liefert, wenn K und M quadratische Matri-
zen der Dimension 3N sind. Eine Elemente-Gruppierung von 3N Freiheitsgra-
den hat somit 3N Eigenfrequenzen !
i
. Von physikalischem Interesse sind je-
doch h

aug nur die Werte am unteren Ende des Eigenwertspektrums (vgl. Ab-
schnitt 5.3). Im Unterkapitel 4.4 wird daher eine Methode vorstellt, die Eigen-
werte gew

unschter Eigenschaften berechnet. Die L

osung von Gleichung (3.26)
wird im weiteren Verlauf der Arbeit als modale Analyse bezeichnet.
Die Messung der kinetischen Antwort von Strukturen zeigt, da Energie
im Verlauf einer Schwingung verlorengeht. Dem tr

agt man in der Schwingungs-
analyse Rechnung, indem man eine geschwindigkeitsabh

angige D

ampfungskraft
ber

ucksichtigt. Wenn diese D

ampfungskraft als weiterer Beitrag in die r

aumlich
verteilte Kraft eingebracht wird, geht Gleichung (3.21)

uber in
R
B
=
X
m
Z
V
(m)
H
(m)
T
[f
B(m)
  
(m)
H
(m)

U  
(m)
H
(m)
_
U] dV
(m)
: (3.27)
_
U ist der Geschwindigkeitsvektor der Knotenpunkte und 
(m)
die D

ampfungs-
konstante des Materials im m-ten Element. Damit geht (3.22)

uber in
M

U(t) +C
_
U(t) +KU(t) = R(t); (3.28)
wobei
C =
X
m
Z
V
(m)

(m)
H
(m)
T
H
(m)
dV
(m)
| {z }
=C
(m)
(3.29)
die D

ampfungsmatrix der Struktur ist. Zur L

osung des Gleichungssystems (3.28)
gibt es verschiedene Schemata, von denen eines im Abschnitt (4.5.1) vorstellt
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wird. Als Ergebnis der Berechnungen erh

alt man die Verschiebungen, Geschwin-
digkeiten und Beschleunigungen aller Knotenpunkte des FE-Netzes in allen drei
Raumrichtungen. Die Durchf

uhrung derartiger Berechnungen wird im folgenden
dynamische Analyse genannt.
Bei den in diesem Abschnitt hergeleiteten Finite-Elemente-Gleichungen wur-
de angenommen, da die Verschiebungen der Netzknoten klein sind und das
Material linear elastisch ist. Die hergeleiteten Gleichungssysteme gelten damit
f

ur eine lineare Strukturberechnung, weil die Verschiebungsantwort eine linea-
re Funktion des Vektors der wirkenden Kraft ist. Hier soll kurz rekapituliert
werden, an welche Stellen die oben erw

ahnten Annahmen in die Herleitung ein-
geossen sind. Die Voraussetzung, da die Verschiebungen klein sein m

ussen, ist
in die Auswertung der Strukturmatrizen eingegangen, weil dabei alle Integra-
tionen

uber das Volumen der unverformten niten Elemente ausgef

uhrt worden
sind und weil die Verzerrungs-Verschiebungsmatrix B
(m)
und Interpolations-
matrizen H
(m)
eines jeden Elements als konstant und unabh

angig von den Ele-
mentverschiebungen angenommen wurde. Die Annahme eines linear-elastischen
Materialverhaltens ist mitenthalten in der Verwendung einer konstanten Mate-
rialmatrix C
(m)
. F

ur die modalen und dynamischen FE-Analysen, die in Kapi-
tel 5 vorgestellt werden, sind die Voraussetzungen f

ur eine lineare FE-Analyse
erf

ullt. Anders verh

alt es sich jedoch bei der Simulation eines Tumorwachstums
im Kopf (siehe Abschnitt 5.4). Hier treten groe Verschiebungen der Netzkno-
ten auf, weswegen eine nichtlineare FE-Analyse angezeigt ist. Aus Gr

unden,
die erst in Abschnitt 5.4 deutlich werden, kann man sich bei der Simulation
des Tumorwachstums auf eine geometrisch nichtlineare (statische) Analyse be-
schr

anken, d.h. die Deformation der niten Elemente wird bei der Integration

uber ihr Volumen ber

ucksichtigt. Ausf

uhrlich beschrieben sind die mathemati-
sche Grundlagen einer solchen nichtlinearen Berechnung in Abschnitt 4.3.1.
Da in der vorangehenden Herleitung keine Annahmen

uber Geometrie und
Interpolationsverhalten niter Elemente gemacht wurden, soll dies im folgen-
den Abschnitt nachgeholt werden. Darin wird der Aufbau der Elementmatrizen
M
(m)
,C
(m)
undK
(m)
f

ur ein spezielles Element beschrieben. Dieses sogenannte
8-Knoten-W

urfelelement wird aufgrund seiner guten Interpolationseigenschaf-
ten f

ur alle Analysen verwendet.
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3.3 Das nite W

urfelelement
Das 8-Knoten-W

urfelelement geh

ort zur Familie der isoparametrischen Elemen-
te. Der Grundgedanke bei der Formulierung dieser Elementart ist, die Verbin-
dung zwischen den Element-Verschiebungen in einem beliebigen Punkt und
den Element-Knotenpunktverschiebungen durch Interpolationsfunktionen aus-
zudr

ucken. Die Interpolationsfunktionen werden im sogenannten nat

urlichen
Koordinatensystem des Elements deniert. Die nat

urlichen Koordinaten r, s, t
eines Elements laufen jeweils von -1 bis 1 und der Ursprung des Koordinaten-
systems bendet sich im Mittelpunkt des Elements (siehe Abb. 3.4).
2 3
4
5
6 7
8
r
s
t
x
y
z
Abbildung 3.4: Nat

urliches Koordinatensystem und Knotennumerierung des -
niten W

urfelelements.
Die Koordinateninterpolationen f

ur ein allgemeines dreidimensionales Ele-
ment sind
x =
q
X
i=1
h
i
x
i
; y =
q
X
i=1
h
i
y
i
; z =
q
X
i=1
h
i
z
i
: (3.30)
Dabei sind x, y und z die lokalen Koordinaten in einem beliebigen Punkt des
Elements und x
i
, y
i
sowie z
i
, (i=1, 2, ..., q) die Koordinaten der q Elementkno-
ten. Die zum Knoten i geh

orige Interpolationsfunktion h
i
aus Gleichung (3.30)
ist im nat

urlichen Koordinatensystem deniert und mu f

ur die Koordinaten
des i-ten Knotens den Wert 1 liefern und f

ur alle anderen Knoten den Wert 0.
Diese Bedingungen kann man dazu benutzen, die Funktionen h
i
f

ur eine be-
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stimmte Knotenpunktanordnung auf systematische Art zu bestimmen. F

ur das
8-Knoten-W

urfelelement lauten sie
h
1
= 0:125 (1  r) (1  s) (1  t);
h
2
= 0:125 (1 + r) (1  s) (1  t);
h
3
= 0:125 (1 + r) (1 + s) (1  t);
h
4
= 0:125 (1  r) (1 + s) (1  t);
h
5
= 0:125 (1  r) (1  s) (1 + t);
h
6
= 0:125 (1 + r) (1  s) (1 + t);
h
7
= 0:125 (1 + r) (1 + s) (1 + t) und
h
8
= 0:125 (1  r) (1 + s) (1 + t): (3.31)
Von den Funktionen h
i
verlangt man, da sie stetig sind und ihre ersten Ablei-
tungen einen endlichen Wertebereich aufweisen. Funktionen mit diesen Eigen-
schaften nennt man C
0
-stetig.
Theoretisch l

at sich das 8-Knoten Element auf bis zu 20 Knoten erweitern,
indem Knoten auf Fl

achen und Kanten hinzugef

ugt werden. Es gilt dann, f

ur
jeden weiteren Knoten eine zus

atzliche Interpolationsfunktion zu erstellen und
die schon bestehenden zu modizieren. Dieser Hinweis soll als nachtr

agliche
Begr

undung dienen, warum in dieser Arbeit Simulationen nicht auf der Basis
anisotroper W

urfelnetze durchgef

uhrt werden. Man kann an dieser Stelle den
Aufwand ermessen, der bei der Implementierung n

otig w

are, um W

urfelele-
mente unterschiedlichster Knotenanzahl in einer FE-Analyse zu ber

ucksichti-
gen. Dieser Aufwand steht in keinem Verh

altnis zum erzielbaren Nutzen einer
Reduzierung der Elementanzahlen, die viel bequemer

uber anisotrope Tetra-
edernetze erreicht wird.
F

ur das Erstellen der Steigkeits-, D

ampfungs- und Massenmatrix eines
niten Elements ben

otigt man, wie den Denitionsgleichungen (3.28), (3.23)
und (3.17) zu entnehmen ist, die Matrizen H, B und C. Der hochgestellte
Index
(m)
wird aus Gr

unden der

Ubersichtlichkeit im folgenden weggelassen.
Das Aufstellen der Matrizen und die L

osung von Integralen

uber Produkte
dieser Matrizen f

ur den speziellen Fall des niten W

urfelelements sollen in den
n

achsten Unterabschnitten erl

autert werden.
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3.3.1 Die Verschiebungsinterpolationsmatrix H
Es ist ein Vorteil der isoparametrischen Formulierung, da die Element-Ver-
schiebungsfunktionen leicht konstruiert werden k

onnen. Die lokalen Element-
Verschiebungen u, v und w werden in der gleichen Weise interpoliert wie die
Geometrie des Elements. Analog zu (3.31) werden die Beziehungen
u =
q
X
i=1
h
i
u
i
; v =
q
X
i=1
h
i
v
i
; w =
q
X
i=1
h
i
w
i
(3.32)
verwendet. u
i
, v
i
und w
i
(i=1, ..., q) sind die Element-Verschiebungen in den
Knotenpunkten. Es wird also angenommen, da jeder Knotenpunktkoordinate,
die zur Beschreibung der Geometrie des Elements erforderlich ist, eine Knoten-
punktverschiebung entspricht.
Die Beziehungen (3.32) lassen sich analog zu (3.9) vektoriell darstellen als
u(r; s; t) =H(r; s; t)u^; (3.33)
wobei u der 3-komponentige Vektor der Verschiebungen u, v und w ist, H die
von den nat

urlichen Koordinaten abh

angige Verschiebungsinterpolationsmatrix
und der Vektor u^ die 3 x 8 Knotenpunktverschiebungen u
1
; v
1
; w
1
; :::; u
8
; v
8
; w
8
gemessen im lokalen Koordinatensystem x, y, z auistet. Die Interpolationsma-
trix hat f

ur ein W

urfelelement die Form
H =
0
B
B
B
@
h
1
0 0 h
2
0 0 h
3
::: h
8
0 0
0 h
1
0 0 h
2
0 0 h
3
::: h
8
0
0 0 h
1
0 0 h
2
0 0 h
3
::: h
8
1
C
C
C
A
: (3.34)
Die h
i
sind die in (3.31) denierten Funktionen. Die Matrix H wird zur Erzeu-
gung der Masse- und D

ampfungsmatrix eines niten Elements ben

otigt (siehe
Gleichungen (3.29) und (3.23)). Zum Aufstellen der Steigkeitsmatrix bedarf
es noch der Verzerrungs-Verschiebungsmatrix B, die nun deniert werden soll.
3.3.2 Die Verzerrungs-Verschiebungssmatrix B
Um an die Eintr

age dieser Matrix f

ur das nite W

urfelelement zu gelangen,
mu zun

achst der Verzerrungstensor (3.3) deniert werden. Im Rahmen der
linearen Elastizit

atstheorie erh

alt man die Element-Verzerrungen in Form von
Ableitungen der Element-Verschiebungen nach den lokalen Koordinaten. Die
Eintr

age des Verzerrungstensor lauten dann

xx
=
@u
@x
; 
yy
=
@v
@y
; 
zz
=
@w
@z
;
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
xy
=
@u
@y
+
@v
@x
; 
yz
=
@v
@z
+
@w
@y
; 
zx
=
@w
@x
+
@u
@z
: (3.35)
Mithilfe dieser Denitionsgleichungen und der Beziehung (3.32) l

at sich der Zu-
sammenhang zwischen dem Verzerrungstensor und den Knotenpunktverschie-
bungen denieren (vgl. (3.11)) als
(r; s; t) = B(r; s; t)u^: (3.36)
Die Matrix
B =
0
B
B
B
B
B
B
B
B
B
B
B
@
@h
1
@x
0 0
@h
2
@x
0 0 :::
@h
8
@x
0 0
0
@h
1
@y
0 0
@h
2
@y
0 ::: 0
@h
8
@y
0
0 0
@h
1
@z
0 0
@h
2
@z
::: 0 0
@h
8
@z
@h
1
@y
@h
1
@x
0
@h
2
@y
@h
2
@x
0 :::
@h
8
@y
@h
8
@x
0
0
@h
1
@z
@h
1
@y
0
@h
2
@z
@h
2
@y
::: 0
@h
8
@z
@h
8
@y
@h
1
@z
0
@h
1
@x
@h
2
@z
0
@h
2
@x
:::
@h
8
@z
0
@h
8
@x
1
C
C
C
C
C
C
C
C
C
C
C
A
(3.37)
ist die Verzerrungs-Verschiebungsmatrix f

ur das nite W

urfelelement. Ihre Ein-
tr

age sind die Ableitungen der Interpolationsfunktionen, die in den nat

urlichen
Koordinaten r, s und t beschrieben sind, nach den lokalen Koordinaten x, y
und z. Da die beiden Koordinatensysteme

uber die Beziehung (3.30) miteinan-
der verkn

upft sind, ermittelt man die partiellen Ableitungen @=@r, @=@s und
@=@t mit der Kettenregel
2
6
6
6
4
@
@r
@
@s
@
@t
3
7
7
7
5
=
2
6
6
6
4
@x
@r
@y
@r
@z
@r
@x
@s
@y
@s
@z
@s
@x
@t
@y
@t
@z
@t
3
7
7
7
5
2
6
6
6
4
@
@x
@
@y
@
@z
3
7
7
7
5
(3.38)
oder in Matrizenschreibweise
@
@r
= J
@
@x
: (3.39)
Die Matrix J wird auch Jacobischer Operator genannt. Durch Inversion folgt
aus (3.39)
@
@x
= J
 1
@
@r
: (3.40)
Die Inverse von J existiert, wenn die Beziehungen zwischen den nat

urlichen und
lokalen Koordinaten eindeutig sind. Die Ableitungen nach den lokalen Koordi-
naten der i-ten Interpolationsfunktion erh

alt man somit mithilfe des inversen
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Jacobischen Operators
0
B
B
B
@
@h
i
@x
(x; y; z)
@h
i
@y
(x; y; z)
@h
i
@z
(x; y; z)
1
C
C
C
A
= J
 1
(r; s; t)
0
B
B
B
@
@h
i
@r
(r; s; t)
@h
i
@s
(r; s; t)
@h
i
@t
(r; s; t)
1
C
C
C
A
: (3.41)
Da sich die Eintr

age von J
 1
nur mit groem Aufwand explizit bestimmen
lassen, nutzt man zur Berechnung der in der Matrix B vorkommenden Ablei-
tungen der Funktionen h
i
nach den lokalen Koordinaten die Cramersche Regel.
Cramersche Regel Es sei J eine quadratische Matrix und det J 6= 0. Dann
ist die L

osung des linearen Gleichungssystems x = J
 1
b gegeben durch
x
j
=
(det J)
j
det J
; j = 1; :::; n: (3.42)
Dabei entsteht die Determinante (det J)
j
aus der Determinante der Matrix J,
indem man dort die j-te Spalte durch b ersetzt.
Die Anwendung dieser Regel bedeutet, da (3.41) gel

ost werden kann, wenn die
Eintr

age der Matrix J bekannt sind. Da die Ableitungen der lokalen Koordina-
ten x, y, z nach den nat

urlichen Koordinaten r, s, t aus den Gleichungen (3.30)
und (3.31) zu berechnen sind, ist die Matrix J im Vergleich zu ihrer Inversen
bequem aufzustellen. Die Eintr

age der Verzerrungs- und Verschiebungsmatrix
B(r, s, t) f

ur ein nites W

urfelelement sind damit bestimmt.
3.3.3 Die Materialmatrix C
Zur Berechnung der Steigkeitsmatrix eines niten Elements ist neben der
Verzerrungs- und Verschiebungsmatrix B noch die Materialmatrix C aufzu-
stellen. Sie enth

alt alle n

otigen Materialparameter, die das elastische Verhalten
des niten Elements bestimmen. Sie stellt die Beziehung zwischen dem Span-
nungstensor (3.4) und dem Verzerrungstensor (3.3)

uber das verallgemeinerte
Hook'sche Gesetz  = C (vgl. 3.12) her. Wenn die Materialien als elastisch
und isotrop angenommen werden, l

at sich ihr mechanisches Verhalten mit zwei
Parametern beschreiben, dem Elastizit

atsmodul E und der Poissonschen Zahl
. Die Matrix
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Abbildung 3.5:Die Verformungsart, die durch das Elastizit

atsmodul erfat wird.
C =
E(1  )
(1 + )(1  2)
0
B
B
B
B
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@
1
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1 
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1 
1

1 
0 0 0

1 

1 
1 0 0 0
0 0 0
1 2
2(1 )
0 0
0 0 0 0
1 2
2(1 )
0
0 0 0 0 0
1 2
2(1 )
1
C
C
C
C
C
C
C
C
C
C
C
C
A
(3.43)
hat in diesem Fall als Eintr

age nur Produkte der beiden Materialparameter,
die

uber die folgenden betragsm

aigen Gleichungen deniert sind:
E =
A
F
l
l
 =
l
l
d
d
: (3.44)
Die schematischen Darstellungen (3.5) und (3.6) erkl

aren die Bedeutungen der
in (3.44) benutzten Gr

oen. Die Abbildungen geben zudem an, welche Art von
Verformung des K

orpers von E und  erfat werden. Das Elastizit

atsmodul
entspricht der Steigkeit eines Materials und die Poissonsche Zahl  ist das
Verh

altnis von L

angsdehnung und Querkontraktion eines K

orpers unter Zug.
Es sei an dieser Stelle betont, da es sich bei den Eintr

agen der Matrix C
um Konstanten handelt, d.h. da ihre Werte innerhalb des niten Elements
nicht variieren. Die Begr

undung f

ur die Wahl linearen Materialverhaltens und
die Auswahl bestimmter Materialparameter wird ausf

uhrlich in Abschnitt 5.1
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Abbildung 3.6: Die Verformungsart, die durch die Poissonsche Zahl erfat wird.
behandelt. Auf die aktuelle Forschungssituation bei der Bestimmung des Ver-
haltens der \Kopfmaterialien\ wird in der abschlieenden Diskussion nochmal
Bezug genommen.
3.3.4 Numerische Integration
Nach der Erstellung aller Matrizen, die zur Berechnung der Elementmatrizen
K, C und M ben

otigt werden, gilt es im letzten Schritt die in den Gleichungen
(3.28), (3.23) und (3.17) vorkommende Integration

uber das Elementvolumen
durchzuf

uhren. Im Falle des niten W

urfelelements geschieht dies numerisch
mit der Gau-Quadratur. Da die numerische Integration der Einfachheit halber
im nat

urlichen Koordinatensystem ausgef

uhrt wird, in dem auch die Matrizen
H, B und J beschrieben sind, mu das innitesimale Volumenelement dV

uber
dV = dx dy dz = dr ds dt det J (3.45)
transformiert werden. Die numerische Integration im Dreidimensionalen l

at
sich nun allgemein als Ersetzung eines Integrals durch eine Summe schreiben
Z
V
F(r; s; t)drdsdt =
X
i;j;k

i;j;k
F(r
i
; s
j
; t
k
): (3.46)
F

ur die Berechnung
der Steifigkeitsmatrix ist F = B
T
CB det J;
f ur die Massenmatrix F = H
T
H det J
und bei der Dampfungsmatrix F = H
T
H det J: (3.47)
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Die 
i;j;k
sind Wichtungsfaktoren und die F(r
i
; s
j
; t
k
) sind die Werte der Matri-
zen F(r, s, t) an den St

utzstellen. Bei dem Verfahren der Gau-Quadratur sind
sowohl die Lage der St

utzpunkte als auch die Gewichtungsfaktoren optimiert.
Die zu w

ahlende Anzahl der St

utzstellen h

angt von der Ordnung der zu inte-
grierenden Funktion ab. Es gilt die Regel, da mit n St

utzstellen ein Polynom
(2n-1)-ter Ordnung exakt integriert werden kann. Einfache

Uberlegungen (vgl.
auch [81]) zeigen, da im Falle des niten W

urfelelements zwei St

utzstellen pro
Raumrichtung ausreichen, um

uber das Elementvolumen exakt zu integrieren.
Die f

ur diese 2 x 2 x 2-Integration ben

otigten Koordinaten der acht St

utzpunkte
und ihre entsprechenden Wichtungsfaktoren k

onnen der einschl

agigen Literatur
entnommen werden [82].
Hiermit wird die Beschreibung der mathematischen Grundlagen der FEM
und die Formulierung eines speziellen niten Elements, des isoparametrischen
W

urfelelements, abgeschlossen. Die L

osung der Integrale f

ur Volumen- und
Ober

achenkr

afte (3.18) und (3.19) wurde in diesem Kapitel ausgespart, da
sie f

ur die in Kapitel 5 vorgestellten Simulationen keine Rolle spielen. Die Im-
plementierung und L

osung der in diesem Kapitel allgemein hergeleiteten FE-
Gleichungssysteme auf einer parallelen Computerarchitektur sind Gegenstand
des n

achsten Kapitels.
Kapitel 4
Numerische Verfahren
In diesem Kapitel werden Algorithmen und numerische Techniken vorgestellt,
die FE-Analysen unterschiedlicher Zielrichtung (statisch, modal, dynamisch)
f

ur r

aumlich hochaufgel

oste FE-Netze des menschlichen Kopfes praktikabel ma-
chen. Dabei gilt es je nach Analyseart die aus Abschnitt 3.2 bekannten Glei-
chungssysteme
KU = R;
KU
0
= !
2
MU
0
und
KU(t) +C
_
U(t) +M

U(t) = R(t)
zu l

osen. Im ersten Arbeitsschritt werden die f

ur das jeweilige Gleichungs-
system notwendigen n x n Strukturmatrizen aufgestellt, w

ahrend gleichzeitig
Randbedingungen f

ur die Netzknoten ber

ucksichtigt werden. Daraufhin wer-
den die Gleichungssysteme bei optimiertem Speicher- und Rechenzeitaufwand
mit Methoden gel

ost, die von der gew

ahlten Analyseart abh

angen. Trotz der
Verschiedenartigkeit der drei obigen Gleichungssysteme weisen die numerischen
Techniken identische Unterroutinen auf. Die zentrale Rolle spielt bei allen drei
Analysen das L

osen linearer Gleichungssysteme. Zu diesem Zweck wurde die
Methode der konjugierten Gradienten (CG-Methode) ausgew

ahlt, deren theore-
tische Grundlagen und eziente Implementierung in Abschnitt 4.2 ausf

uhrlich
behandelt werden.
Das iterative L

osungsschema von Newton-Raphson zur Durchf

uhrung der
geometrisch-nichtlinearen statischen Analyse ist in Abschnitt 4.3.1 zu nden.
Eine kurze Einf

uhrung in den iterativen Lanczos-Algorithmus zur L

osung von
generalisierten Eigenwertproblemen (siehe Gleichung 3.26) liefert Abschnitt 4.4.
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Im darauolgenden Unterkapitel wird eine der bekanntesten Methoden zur In-
tegration von (3.28), das Newmarksche Verfahren, vorgestellt. Die drei Analyse-
arten liefern numerische Ergebnisse (Verschiebungen, Eigenmoden, zeitabh

an-
gige Spannungszust

ande), die im letzten Arbeitsschritt des FE-Programms zu
visualisieren sind. Auf Darstellungstechniken von Simulationsergebnissen wird
erst in Kapitel 5 Bezug genommen. Abb. 4.1 fat die Arbeitsschritte des FE-
Programms in einem Schaubild zusammen.
Bevor jedoch die algorithmischen Details der verschiedenen FE-Analysearten
vorgestellt werden, sollen die Routinen, die bei allen drei Untersuchungsmetho-
den identisch sind, beschrieben werden; der n

achste Abschnit gibt einen Einblick
in das Erstellen der Strukturmatrizen und ihr spezielles Format; Gegenstand
des darauolgenden Unterkapitels ist die Methode der konjugierten Gradienten
zur L

osung von Gleichungssystemen.
Berechnung der
Knotenverschiebungen
mit dem Schema von
Newton-Raphson
Einbau von Randbedingungen
Einlesen der Daten
Ausgabe des Netzgenerators
Visualisierung der Ergebnisse
Erstellen der Strukturmatrizen K, C und M
Integration der 
mit der 
statische Analysemodale Analysedynamische Analyse
Methode von Lanczos
Differentialgleichung
Methode von Newmark
Berechnung von 
bestimmten Eigenfrequenzen
und Eigenvektoren mit der
Abbildung 4.1: Fludiagramm des FE-Programms; nach dem Aufbau der Struk-
turmatrizen verzweigt sich der Ablauf des Programms. Je nach Wahl der Ana-
lyseart wird eine geeignete Methode gew

ahlt. Alle drei L

osungsverfahren nutzen
die CG-Methode.
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4.1 Aufbau der Strukturmatrizen
Der Aufbau der globalen Strukturmatrizen K, C und M erfolgt im ersten
Schritt des FE-Programms. F

ur jedes Element wird eine Elementmatrix er-
stellt, die gem

a den globalen Freiheitsgraden, die im jeweiligen Element ent-
halten sind, in die Strukturmatrix eingebaut werden. Die 3N Freiheitsgrade der
Berechnungen sind die Verschiebungen aller N Knoten des FE-Netzes in die drei
Raumrichtungen. Abb. 4.2 verdeutlicht das Vorgehen der sogenannten direkten
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Abbildung 4.2: Schematische Darstellung des Einbaus von 3 x 3 Elementmatri-
zen (rechts im Bild) in eine 12 x 12 Strukturmatrix (links im Bild).
Steigkeitsmethode (vgl. Abschnitt 3.2) mithilfe von drei Elementmatrizen, die
in eine Strukturmatrix eingebaut werden. Die Zahlen am Rande der Matrizen
stellen die Numerierung der Freiheitsgrade dar. Die Matrix enth

alt nur Nicht-
Nulleintr

age in einem schmalen Bereich rechts und links der Hauptdiagonalen.
Diese Bandstruktur der Matrix erm

oglicht es, Berechnungen hoher r

aumlicher
Au

osung mit der FEM durchf

uhren zu k

onnen. Bei einer Strukturmatrix der
Dimension n=200 000 sind weniger als 0.0001 % aller Eintr

age ungleich Null.
Das Aussehen einer typischen Strukturmatrix S, die einer elastomechanischen
FE-Berechnung zugrundeliegt, zeigt Abb. 4.3. Die Matrizen, auf denen die FE-
Berechnungen basieren, weisen nicht nur Bandgestalt auf, sondern sind zudem
symmetrisch. Diese beiden Eigenschaften erm

oglichen ein speicherplatzsparen-
des Matrizenformat. Da im weiteren Verlauf des FE-Programms die Struktur-
matrizen nur

uber eine Matrix-Vektormultiplikation adressiert werden, kann
man ein besonders ezientes Format benutzen. Im FE-Programm wird nur die
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Abbildung 4.3:Typische Strukturmatrix einer FE-Analyse: Nicht-Null Elemente
sind schwarz markiert.
obere H

alfte einer Strukturmatrix ber

ucksichtigt. Von jeder Matrixzeile wer-
den nur die Nicht-Nullelemente und deren Spaltenindizes j in Vektoren gespei-
chert. Die Diagonalelemente werden in einem gesonderten Vektor abgespeichert,
da sie f

ur die Jacobi-Vorkonditionierung (siehe Abschnitt 4.2.3) verf

ugbar sein
m

ussen.
Den Randbedingungen, die f

ur alle Netzknoten deniert sein m

ussen, wird
beim Aufbau der Strukturmatrizen Rechnung getragen. Das FE-Programm l

at
die Wahl zwischen zwei verschiedenen Randbedingungen f

ur die Netzknoten
zu. Als standardm

aige Ausgabe liefert der Netzgenerator Knoten, die in alle
drei Richtungen frei beweglich sind. Netzknoten k

onnen in ihrer Beweglich-
keit eingeschr

ankt werden, indem man einen, zwei oder alle drei Freiheitsgra-
de xiert. Programmtechnisch erfolgt die Fixierung durch Nullsetzen der zum
Freiheitsgrad geh

origen Zeilen und Spalten der Strukturmatrizen. Mithilfe der
beschriebenen M

oglichkeiten lassen sich die physikalischen Randbedingungen
eines realen K

orpers bequem bei der Erstellung der FE-Matrizen in das FE-
Modell einbauen.
4.2 Die Methode der konjugierten Gradienten
4.2.1 Einf

uhrung
Es existiert eine Reihe von Strategien zur L

osung von Gleichungssystemen,
die auf d

unn besetzten Matrizen beruhen [83]. Die L

osungsalgorithmen lassen
sich in zwei Klassen einteilen, in direkte [84] und iterative Methoden [85]. Eine
direkte Methode ist ein Algorithmus, der die L

osung in einer Anzahl von Schrit-
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ten produziert, die a priori durch die Problemgr

oe festgelegt ist. Bei genauer
Arithmetik eines Digitalrechners w

urde eine direkte Methode die exakte L

osung
des Gleichungssystems liefern. Im Gegensatz dazu w

urde eine iterative Strategie
keine exakte L

osung berechnen, sondern eine Sequenz von Ann

aherungen an die
L

osung. Die L

ange dieser Sequenz ist nicht durch das Problem vorbestimmt, sie
wird durch ein Abbruchkriterium festgelegt. Trotz des Nachteils bez

uglich der
Genauigkeit wurde f

ur das FE-Programm eine iterative Strategie ausgew

ahlt,
die Methode der konjugierten Gradienten (CG-Methode). Ihr wichtigster Vor-
teil gegen

uber direkten Verfahren (z.B. LU- oder Cholesky-Zerlegung) besteht
im vergleichsweise geringen Speicherplatzbedarf. Bei direkten Verfahren w

achst
der Bedarf an Speicher quadratisch mit der Problemgr

oe. Die auf einem di-
rekten Verfahren basierende SGI-Bibliotheksroutine
"
psldlt\ alloziert f

ur ein
Problem mit ungef

ahr 100000 Unbekannten mehr als 1.5 GB, wohingegen die
(vorkonditionierte) CG-Methode mit 150 MB auskommt. Eine alternative direk-
te Routine aus der SuperLU-Bibliothek [86]

ubertrit sogar den Speicherbedarf
von
"
psldlt\, da sie es nicht erm

oglicht, die Symmetrie der Matrix auszunut-
zen. Da man aufgrund der komplexen Geometrie des Untersuchungsobjekts auf
eine hohe r

aumliche Au

osung angewiesen ist, die zu einer groen Zahl von
Unbekannten f

uhrt, scheiden hier direkte Techniken aus. Iterative Verfahren
ben

otigen jedoch im allgemeinen mehr Rechenoperationen als direkte Strategi-
en, um zu einem Ergebnis ausreichender Genauigkeit zu kommen. Diesen Nach-
teil kann man, wie im weiteren gezeigt werden wird, durch Modikationen des
CG-Algorithmus teilweise kompensieren.
Die Vorteile der CG-Methode im Rahmen der Problemstellung k

onnen wie
folgt zusammengestellt werden.
 Durch den relativ geringen Speicherplatzbedarf der CG-Methode ist man
in der Lage, Probleme mit bis zu einer halben Million Unbekannten zu
l

osen.
 Da die CG-Methode nur die von Null verschiedenen Matrixelemente bei ei-
ner Matrix-Vektoroperation adressiert, m

ussen nur die Nicht-Null-Eintr

age
in einer zeilenorientierten Weise abgespeichert werden.
 Ohne hohen zus

atzlichen Rechenaufwand l

at sich durch Skalierung, Vor-
konditionierung und Parallelisierung eine erhebliche Beschleunigung des
CG-Algorithmus erzielen (siehe Abschnitt 4.2.4).
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Die theoretische Basis des CG-Verfahrens und die M

oglichkeiten zu seiner Be-
schleunigung sind Gegenstand des n

achsten Abschnitts.
4.2.2 Theoretische Grundlagen
Die Methode der konjugierten Gradienten nach Hestenes-Stiefel [87] ist ein Al-
gorithmus zur approximativen L

osung von symmetrischen und positiv deniten
n x n Gleichungssystemen, die man allgemein schreibt als
Ax = b: (4.1)
Innerhalb der Gruppe der iterativen Verfahren geh

ort sie zu den sogenannten
nichtstation

aren Methoden. Diese unterscheiden sich von station

aren Verfahren
(z.B. Gau-Seidel-Iteration) dadurch, da sie Informationen in die Berechnun-
gen einbeziehen, die sich bei jeder Iteration

andern. Die CG-Methode basiert
auf der Idee, das Funktional
f(x) =
1
2
x
T
Ax  b
T
x (4.2)
zu minimieren. Im Verfahren der konjugierten Gradienten wird das Minimum
von f(x) bestimmt, indem in jedem Teilschritt von der Richtung des Gradien-
ten der zu minimierenden Funktion Gebrauch gemacht wird. Der Gradient ist
gegeben durch
rf = Ax  b = r: (4.3)
Der Gradient ist also gleich dem Residuenvektor r zum Vektor x. Der Gradient
der Funktion f(x) weist im Punkt x in die Richtung der lokal st

arksten Zu-
nahme. Man w

ahlt daher den negativen Gradienten als Suchrichtung f

ur das
Minimum von f(x). Im folgenden sollen nur die wesentlichen Punkte des Ver-
fahrens skizziert werden. Eine detaillierte Herleitung ndet man in [88].
Es sei x
(0)
ein gew

ahlter Startvektor. Um f(x
(1)
) < f(x
(0)
) zu erreichen, wird
im ersten Schritt des Verfahrens die Suchrichtung p
(1)
durch den negativen
Residuenvektor r
(0)
= Ax
(0)
+ b festgelegt.
p
(1)
=  r
(0)
=  (Ax
(0)
  b) (4.4)
Ausgehend von x
(0)
sucht der Algorithmus in Richtung p
(1)
das Minimum der
Funktion f(x). Mit dem Ansatz
x
(1)
= x
(0)
+ q
1
p
(1)
(4.5)
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wird die Forderung f(x
(1)
) = Min! f

ur
q
1
=  
p
(1)
T
r
(0)
p
(1)
T
Ap
(1)
=
r
(0)
T
r
(0)
p
(1)
T
Ap
(1)
(4.6)
erf

ullt. Im zweiten und allgemeinen k-ten Iterationsschritt wird als Suchrichtung
p
(k)
eine Linearkombination von  r
(k 1)
und der vorhergehenden Suchrichtung
p
(k 1)
so bestimmt, da die beiden Richtungen p
(k)
und p
(k 1)
konjugiert zu-
einander sind, d.h. da
p
(k)
Ap
(k 1)
= 0 (4.7)
gilt. Diese Forderung kann geometrisch begr

undet werden [89]. F

ur die k-te
Suchrichtung lautet dann der Ansatz
p
(k)
=  r
(k 1)
+ e
(k 1)
p
(k 1)
; (k  2): (4.8)
Der Koezient e
(k 1)
bestimmt sich aus der Bedingung (4.7) zu
e
k 1
=
r
(k 1)
T
Ap
(k 1)
p
(k 1)
T
Ap
(k 1)
: (4.9)
Aus den Beziehungen (4.8) und (4.9) ergibt sich der neue N

aherungsvektor zu
x
(k)
= x
(k 1)
+ q
k
p
(k)
(4.10)
mit dem analog zu (4.6) ermittelten Wert
q
k
=  
p
(k)
T
r
(k 1)
p
(k)
T
Ap
(k)
: (4.11)
Unter Ber

ucksichtigung der Tatsache, da der Residuenvektor r
(k)
orthogonal
zur Ebene steht, die durch die Vektoren r
(k 1)
und p
(k)
aufgespannt wird, lassen
sich die Formeln (4.9) und (4.11) umformen in
e
k 1
=
r
(k 1)
T
r
(k 1)
r
(k 2)
T
r
(k 2)
; q
k
=  
r
(k 1)
T
r
(k 1)
p
(k)
T
Ap
(k)
(k  2): (4.12)
Infolge der positiven Denitheit von A sind die Zahlenwerte e
(k 1)
und q
k
als
Quotienten von positiven Ausdr

ucken gegeben. Solange r
(k 1)
6= 0 ist, d.h.
x
(k 1)
nicht die L

osung des Gleichungssystems darstellt, sind e
(k 1)
und q
k
po-
sitiv.
Um den Rechenaufwand der CG-Methode pro Iterationsschritt abzusch

atzen,
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betrachtet man zun

achst den rechenintensivsten Teil des Algorithmus, die ein-
mal pro Iteration auszuf

uhrende Matrix-Vektormultiplikation. In repr

asentati-
ven Problemen ist die Anzahl der von Null verschiedenen Matrixelemente nur
direkt proportional zur Ordnung n von A. Bedeutet  den Mittelwert der von
Null verschiedenen Matrixelemente pro Zeile, so betr

agt der Rechenaufwand zur
Bildung einer Matrix-Vektormultiplikation nur n Multiplikationen. Die schwa-
che Besetzung der Matrix wird also an dieser Stelle ausgenutzt. Zudem erfordert
der Algorithmus die Berechnung von zwei Skalarprodukten und drei Multipli-
kationen von Vektoren der Dimension n mit einem Skalar. Pro Iterationsschritt
betr

agt der Rechenaufwand Z deshalb etwa
Z = ( + 5)n: (4.13)
Die Methode der konjugierten Gradienten besitzt die theoretische Eigenschaft,
da die Sequenz der Suchrichtungen p
(k)
ein System von paarweise konjugier-
ten Vektoren bildet, und da die Residuenvektoren r
(k)
paarweise orthogonal
sind. Dies hat zur Folge, da die CG-Methode theoretisch die L

osung nach n
Iterationsschritten liefert, da ein System von paarweise orthogonalen Vektoren
im n-dimensionalen Vektorraum h

ochstens n von Null verschiedene Vektoren
enthalten kann. In der Praxis werden zumeist weit weniger als n Iterations-
schritte ben

otigt, um zu brauchbaren Ergebnissen zu kommen. Die Iteration
wird

ublicherweise abgebrochen, wenn die euklidische Norm des Residuenvek-
tors eine vorgegebene Toleranz  unterschreitet. Die Anzahl von Iterationen
h

angt zudem von der Konditionszahl  der Matrix ab, die als Quotient von
gr

otem und kleinstem Eigenwert der Matrix deniert ist. Eine Absch

atzung
f

ur die Anzahl k der CG-Schritte, die zu jjr
(k)
jj / jjr
(0)
jj <  f

uhrt, ist gegeben
durch
k 
1
2
q
(A) ln
2

+ 1: (4.14)
4.2.3 Skalierung und Vorkonditionierung
Als einfache Manahme zur Verringerung der Iterationsschritte bis zur Kon-
vergenz bietet sich die Skalierung der Matrix A an, bei der die i-te Zeile und
Spalte mit dem positiven Zahlenwert d
i
multipliziert wird. Damit die Symmetrie
von A erhalten bleibt, k

onnen nur gleichzeitige Zeilen- und Spaltenskalierungen
vorgenommen werden. Eine optimale Skalierung wird erreicht, falls die Matrix

aquilibriert ist [90], d.h da die euklidischen Normen von allen Zeilen und damit
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wegen der Symmetrie auch von allen Spalten die L

ange Eins besitzen gem

a
d
i
2
4
n
X
j=1
(a
ij
d
j
)
2
3
5
1=2
= 1; (i = 1; 2; :::; n): (4.15)
Die Bestimmung der optimalen Skalierfaktoren d
i
aus den nichtlinearen Glei-
chungen (4.15) ist aufwendig. Mit der vereinfachenden Wahl
d
i
=
1
p
a
ii
; (i = 1; 2; :::; n) (4.16)
kann schon ein Schritt in Richtung der

Aquilibrierung getan werden. Die mit
(4.16) skalierte Matrix
^
A = D
S
AD
S
mit den Matrixelementen a^
ij
= d
i
a
ij
d
j
besitzt Diagonalelemente a^
ii
= 1 und f

ur die Nichtdiagonalelemente gilt wegen
der positiven Denitheit von A und
^
A notwendigerweise
a^
2
ij
< 1; i 6= j: (4.17)
Enth

alt die i-te Zeile 
i
von Null verschiedene Matrixelemente, so erf

ullen die
Zeilen- und Spaltennormen der skalierten Matrix
^
A die Ungleichungen
1 
2
4
n
X
j=1
a^
2
ij
3
5
1=2

p

i
; (i = 1; 2; :::; n): (4.18)
Die Konvergenzeigenschaft der CG-Methode kann auch durch eine Vorkondi-
tionierung wesentlich verbessert werden. Das zu l

osende Gleichungssystem wird
dabei vermittels einer Transformation in ein solches mit besser konditionierter
Matrix
~
A

uberf

uhrt. Mit einer n x n MatrixC werdeA x = b in das

aquivalente
System
~
A
~
x =
~
b transformiert mittels
~
A := C
 1
AC
 T
;
~
b := C
 1
b;
~
x := C
T
x: (4.19)
Darin ist
~
A symmetrisch, positiv denit und

ahnlich zu
K := C
 T
~
AC
T
= (CC
T
)
 1
A =:M
 1
A: (4.20)
Die Vorkonditionierungsmatrix M = CC
T
mu somit eine Approximation von
A sein, damit f

ur die Konditionszahl (
~
A) = (K) = (M
( 1)
A)  (A)
gilt. Zur Vorkonditionierung eines Gleichungssystems stehen verschiedene Stra-
tegien zur Verf

ugung [91]. Bei der Wahl der Vorkonditionierungsmatrix M gilt
es, abzuw

agen zwischen dem Gewinn an Konvergenzgeschwindigkeit und dem
zus

atzlichen Aufwand, den die Vorkonditionierung pro Iteration erfordert.
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Eine eektive Vorkonditionierung der Gleichungssysteme erh

alt man durch
die Zerlegung der schon mit den Faktoren (4.16) skalierten Matrix A in eine
untere Dreiecksmatrix E, eine Einheitsmatrix I und eine obere Dreiecksmatrix
F.
A = E+ I+ F; mit F = E
T
: (4.21)
Eine erste auf Evans [92] zur

uckgehende VorkonditionierungsmatrixM l

at sich
dann konstruieren als
M = (I+ !E)(I+ !F); mit C = I+ !E; (4.22)
wobei der Parameter ! f

ur das spezielle Problem zu optimieren ist. Die De-
nition (4.22) hat den rechentechnischen Vorteil, da f

ur M kein zus

atzlicher
Speicherbedarf ben

otigt wird, denn die Au

osung des Systems Mz = r erfolgt
in den zwei Schritten
(I+ !E)y = r und (I+ !F)z = y; (4.23)
wobei die gespeicherten Matrixelemente von A verwendet werden k

onnen. Wird
die Bandstruktur von A bei der L

osung von (4.23) ausgenutzt, so betr

agt
der zus

atzliche Rechenaufwand nur ( + 1)n Multiplikationen. Der Rechenauf-
wand eines Iterationsschrittes der vorkonditionierten Methode der CG-Methode
erh

oht sich gegen

uber (4.13) auf
Z
vorkond
= (6 + 2)n (4.24)
Rechenoperationen. Im Vergleich zum nicht vorkonditionierten Algorithmus ist
der Aufwand pro Schritt folglich mehr als doppelt so hoch. Die Reduktion der
Iterationsschritte durch die Vorkonditionierung nach Evans (4.22) mit optimier-
tem ! = 1:25 zeigt Abbildung 4.4. Hier wird der Verlauf des Fehlermaes in
Abh

angigkeit von der Iterationszahl dargestellt. Das Diagramm 4.4 zeigt zu-
dem, da das Fehlerma nicht zwangsl

aug monoton abnimmt [88]. Die deut-
liche Abnahme der Anzahl von Iterationen im Vergleich zum Basisalgorithmus
kann man theoretisch erkl

aren, indem man Gleichung (4.22) ausmultipliziert
und f

ur M die Gleichung
M = ![A+ (!
 1
  1)I+ !EF] (4.25)
erh

alt. F

ur ! 6= 0 stellt M also eine Approximation von A dar. F

ur ! = 0
reduziert sich M auf I, so da in diesem Fall die vorkonditionierte Methode in
den Basisalgorithmus

ubergeht.
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Eine zweite einfachere, aber trotzdem eektive Vorkonditionierungsmatrix
M ist die Matrix, die nur aus den Diagonalelementen von A besteht
m
i;j
=
8
<
:
a
i;i
wenn i = j
0 sonst
: (4.26)
Diese als Jacobi-Vorkonditionierung bezeichnete Methode hat folgende positive
Eigenschaften:
 Sie ben

otigt nur einen Vektor der Dimension n als zus

atzlichen Speicher-
bedarf.
 Die Diagonalelemente der Matrix A sind in hier gew

ahlten Matrizen-
format in einem separaten Vektor gespeichert und daher ohne Aufwand
adressierbar.
 Der zus

atzliche Rechenaufwand pro Iteration beschr

ankt sich auf die kom-
ponentenweise Division zweier Vektoren, die leicht parallelisierbar ist (sie-
he Abschnitt 4.2.4). Der Rechenaufwand pro Iteration ver

andert sich ge-
gen

uber Gleichung (4.13) zu
Z = ( + 6)n: (4.27)
Die Anzahl an Rechenoperationen pro Iteration ist f

ur die Jacobi-Vorkonditio-
nierung also genau halb so gro wie f

ur die auf Evans zur

uckgehende Metho-
de. Die Jacobi-Vorkonditionierung ist jedoch nicht so ezient wie die Evans-
Methode und ben

otigt daher eine im Vergleich zur Jacobi-Vorkonditionierung
um den Faktor 3 erh

ohte Anzahl an Iterationen, um zu einem Ergebnis glei-
cher Genauigkeit zu gelangen (siehe Abb. 4.4). Die Bilanz bez

uglich der Anzahl
an Rechenoperationen spricht daher eindeutig f

ur die Verwendung der Evans-
Methode, da sie nur 2/3 der Rechenoperationen braucht. Die

Uberlegenheit
der Evans-Methode bez

uglich der Ausf

uhrungszeit ist aber bei Parallelisierung
beider Routinen nicht mehr gegeben. Dies ist darauf zur

uckzuf

uhren, da die
L

osung der Gleichungssysteme (4.23) nicht parallelisierbar ist und somit eine
Parallelisierung des CG-Algorithmus in dieser Variante nicht sinnvoll erscheint
(siehe Abschnitt 4.2.4).
Ein anderer Aspekt rechtfertigt jedoch die Verwendung der Evans-Vor-
konditionierung. Bei der L

osung der Gleichungssysteme, die bei modalen Analy-
sen anfallen, treten bei der Jacobi-Vorkonditionierung numerische Instabilit

aten
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auf, weil die Matrizen von schlechter Kondition sind und zudem kein guter Start-
vektor verf

ugbar ist. In diesen F

allen f

uhrt nur die nach Evans vorkonditionier-
te CG-Methode zum Ergebnis. Andere Vorkonditionierungen wie die partielle
Cholesky-Zerlegung ben

otigen zus

atzlichen Speicherplatz, der in der Gr

oen-
ordnung der Matrix A liegen kann. Da die modale Analyse nicht routinem

aig
durchgef

uhrt werden soll, sondern haupts

achlich zur einmaligen Validierung
des Modells dient (vgl. Kapitel 5.3), ist der Minimierung des Speicherbedarfs
Vorrang gegeben worden. Damit ist eine hohe r

aumliche Au

osung des Mo-
dells auch f

ur die modale Analyse gesichert. Bei statischen und dynamischen
Analysen wird ausschlielich die CG-Methode mit der Jacobi-Variante in der
parallelisierten Form verwendet, da sie wegen des groen Geschwindigkeitsge-
winns die k

urzeste Ausf

uhrungszeit aufweist (siehe Tab.4.1).

Uber die Strategie
zur Parallelisierung der CG-Methode soll der folgende Abschnitt Aufschlu ge-
ben. Der Ablauf der Rechenschritte bei der vorkonditionierten CG-Methode ist
0 1000 2000 3000
Anzahl der Iterationen
0.0
1.0
2.0
3.0
4.0
Fe
hl
er
CG mit Vorkonditionierung nach Evans
CG mit Jacobi−Vorkonditionierung
CG−Basisalgorithmus
Abbildung 4.4: Verlauf des Fehlermaes in Abh

angigkeit von der Iterationsan-
zahl f

ur die im Text beschriebenen Modikationen des CG-Algorithmus.
Abb. 4.5 zu entnehmen. Die Gleichungen (4.4) bis (4.12) m

ussen f

ur die vorkon-
ditionierte Version umformuliert werden. Die Suchrichtungen p
(k)
werden durch
die Vektoren g
(k)
ersetzt. Zus

atzlich ist der Vektor z
(k)
mitzuf

uhren, der das
Ergebnis der L

osung des Gleichungssystems zur Vorkonditionierung speichert.
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Methode der konjugierten Gradienten
f
Wahl des Startvektors x
(0)
r
(0)
=Ax
(0)
  b
Iteration(k=1, 2, ...) f
Mz
(k 1)
= r
(k 1)
(Vorkonditionierung)
falls k=1: g
(k)
= -z
(k 1)
falls k  2: f
~e
k 1
=
r
(k 1)
T
z
(k 1)
r
(k 2)
T
z
(k 2)
g
(k)
=  z
(k 1)
+ ~e
k 1
g
(k 1)
g
~q
k
=
r
(k 1)
T
z
(k 1)
[g
(k)
T
(Ag
(k)
)]
x
(k)
= x
(k 1)
+ ~q
k
g
(k)
r
(k)
= r
(k 1)
+ ~q
k
(Ag
(k)
)
Test auf Konvergenz
g
g
Abbildung 4.5: Der vorkonditionierte CG-Algorithmus.
4.2.4 Parallelisierung
Seit vielen Jahren wird zur Klassikation von \high-performance\-Computern
die Taxonomie von Flynn [93] herangezogen. Sie basiert auf der Art und Wei-
se wie Befehle und Datenstr

ome vom Computer verwaltet werden und umfat
vier Basisklassen. Der zur Verf

ugung stehende Supercomputer Origin 2000 von
der Firma Silicon Graphics geh

ort zur Klasse der sogenannten MIMD (multiple
instruction multiple data)-Rechner. Computer dieser Bauweise f

uhren mehre-
re Befehlsstr

ome auf unterschiedlichen Daten parallel aus. Befehle und Daten
stehen in Beziehung zueinander, da sie verschiedene Teile derselben Aufgabe
repr

asentieren. Es gibt eine groe Variabilit

at innerhalb der MIMD-Klasse. Da-
her ist eine weitere Unterteilung sinnvoll. Man unterscheidet zus

atzlich zwi-
schen sogenannten shared memory- und distributed memory-Systemen. Bei den
shared memory-Computern, zu denen die Origin 2000 in erster N

aherung zu
z

ahlen ist, greifen alle Prozessoren (CPU's) auf den gleichen Speicher zu (siehe
Abb. 4.6). Dies bedeutet, da die Speicherverwaltung der Daten nicht innerhalb
der Verantwortung des Benutzers liegt. Dagegen ist bei distributed memory-
Systemen jeder CPU ein spezieller Speicher zugewiesen. Die Prozessoren sind
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Abbildung 4.6: Das shared-memory-Modell: alle CPU's greifen auf den gleichen
Speicher zu. Bei der Origin 2000 haben zwar alle Prozessoren den gleichen
Adreraum, jedoch sind einzelnen CPU's Speichersegmente zugewiesen, um den
Datenzugri zu beschleunigen. Somit kann die Origin als ein distributed shared-
Parallelrechner bezeichnet werden
durch ein Netzwerk verbunden und k

onnen Daten zwischen dem ihnen zuge-
wiesenen Speicher austauschen. Im Unterschied zu shared memory-Computern
mu der Benutzer die Daten innerhalb der lokalen Speicherbereiche verwalten
und sie explizit verschieben, wenn sie von einem bestimmten Prozessor ben

otigt
werden. Es existiert eine Reihe von public domain-Bibliotheken mit paralle-
lisierten Algorithmen zur L

osung groer Gleichungssysteme [94, 95, 96, 97]
auf distributed memory-MIMD-Rechnern. Die meisten Implementierungen be-
dienen sich zur interprozessoralen Kommunikation der MPI (Message passing
interface)-Bibliothek [98]. F

ur shared-memory-Computer liegen jedoch kaum
fertige Probleml

osungen vor. Da auch die von SGI mitgelieferte Bibliotheksrou-
tine \psldlt\ keine zufriedenstellenden Ergebnisse lieferte (vgl. Abschnitt 4.2),
wurde die Parallelisierung \von Hand\ durchgef

uhrt. Um die CG-Methode auf
einem shared-memory-Computer zu parallelisieren, wurden die im Algorithmus
vorkommenden Skalarproduktbildungen, Vektorskalierungen und die Matrix-
Vektormultiplikation mit Pr

aprozessordirektiven versehen, die vom Compiler
erkannt und automatisch in parallelisierten Code

ubertragen werden.
Wie im vorangehenden Unterkapitel er

ortert, wurde die CG-Methode nur f

ur
die Jacobi-Variante parallelisiert. Die Beschleunigungsfaktoren bei der Verwen-
dung von acht Prozessoren f

ur unterschiedliche Problemgr

oen listet Tab. 4.1
auf. Wie im letzten Abschnitt dargelegt, ist das Parallelisieren der Evans-
Variante des CG-Verfahrens nicht sinnvoll. Das Amdahlsche Gesetz [99] gibt
eine theoretische Erkl

arung dieser Aussage. Ein sequentielles Programm habe
die Ausf

uhrungszeit T
S
1
, wobei der Anteil (1  ) an dieser Zeit optimal paral-
lelisierbar und der Anteil  sequentiell sei. Damit hat ein paralleles Programm
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Anzahl der Unbekannten 13000 45000 100000 450000
Ausf

uhrungszeit f

ur 1 CPU in [s] 5.45 22.66 53.88 287.10
Ausf

uhrungszeit f

ur 8 CPU's in [s] 0.79 3.55 9.24 45.44
Geschwindigkeitsgewinn 6.90 6.38 5.83 6.3
Tabelle 4.1: Ausf

uhrungszeiten der CG-Routine pro 100 Iterationen und Be-
schleunigungsfaktoren der parallelisierten Version in Abh

angigkeit von der Pro-
blemgr

oe.
auf p Prozessoren die Ausf

uhrungszeit
T
P
= (1  )
T
S
1
p
+ T
S
1
: (4.28)
Der Geschwindigkeitsgewinn S ergibt sich dann zu
S =
T
S
1
T
P
=
p
(1  ) + p
: (4.29)
Diese Gleichung sagt aus, da bereits ein kleiner nicht parallelisierbarer Teil
eines Algorithmus dessen Speedup deutlich begrenzt. In Falle des Evans-vor-
konditionierten CG-Verfahrens sind ca. 50 % des Algorithmus nicht paralleli-
sierbar. Bei acht Prozessoren ergibt sich nach (4.29) ein theoretischer maximaler
Geschwindigkeitsgewinn von S=1.78. Dieser Wert rechtfertigt nicht die Benut-
zung von acht CPUs.
4.3 Die statische Analyse
Das Ziel einer statischen elastomechanischen FE-Analyse ist es, die 3N Knoten-
verschiebungen einer Elemente-Gruppierung zu berechnen, die sich aufgrund an
den Knoten angelegter Kr

afte einstellen. Zur Bestimmung des neuen Gleichge-
wichtszustands der Struktur ist im Falle einer vollkommen linearen Analyse das
Gleichungssystem (3.16) zu l

osen. Da bei den Simulationen nur Einzelkr

afte F=
(F
x
; F
y
; F
z
) ber

ucksichtigt werden, ergibt sich der 3N dimensionale Kraftvektor
R als Auistung aller angelegten Kraftvektorkomponenten F
i
. Der Index einer
bestimmten Komponente F
i
im Gesamtkraftvektor R entspricht der Nummer
des Freiheitsgrades, auf den die Kraftkomponente wirkt.
Aus den abschlieenden Bemerkungen des Abschnitts 3.2 wurde deutlich,
da zur Modellierung des Tumorwachstums im Kopf (siehe Unterkapitel 5.4) ei-
ne geometrisch-nichtlineare Analyse angezeigt ist. Zu ihrer Durchf

uhrung reicht
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die einfache L

osung von Gleichung (3.16) nicht aus, es bedarf vielmehr einer
schrittweisen L

osungsstrategie, des Newton-Raphsonschen Schemas.
4.3.1 Das Newton-Raphsonsche Schema
Das Newton-Raphsonsche Schema
f
Anfangsberechnungen f
Wahl der Anzahl von Lastschritten L und der Lasten R
t+t
Einfuhren von U
t
und F
t
g
Schleife uber alle Lastschritte L f
U
t+t
(0)
= U
t
Iterationschleife (i=1 ...)f
Berechnung der Tangentensteifigkeitsmatrix K
t
Berechnung des Vektors der Knotenpunktkrafte
F
t+t
(i 1)
= K
t
U
t+t
(i 1)
Berechnung des nicht ausbalancierten Lastvektors R
(i 1)
R
(i 1)
= R
t+t
 F
t+t
(i 1)
Losung des Gleichungssystems K
t
U
(i)
= R
(i 1)
U
t+t
(i)
= U
t+t
(i 1)
+U
(i)
Addition von U
(i)
auf die Koordinaten der Netzknoten
Test auf Konvergenz
if konvergiert f
t = t + t
break;
g
g
g
g
Abbildung 4.7: Implementierung des Newton-Raphsonschen Schemas.
Die Newton-Raphsonsche Methode ist die am schnellsten konvergierende
Technik, die zur L

osung von nichtlinearen Problemen zur Verf

ugung steht. Die
in nichtlinearen Rechnungen zu l

osenden Gleichungen lauten
R
t
  F
t
= 0: (4.30)
Dabei fat der Vektor R
t
die

aueren Knotenpunktkr

afte in der Konguration
zur Zeit t zusammen, und der Vektor F
t
enth

alt die Knotenpunktkr

afte, die
den Elementspannungen in dieser Konguration entsprechen. Die Gleichungen
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(4.30) gelten allgemein, also auch f

ur dynamische Probleme. In statischen Be-
rechnungen ist die Zeit nur eine zweckm

aige Variable, die verschiedene Last-
werte und die zugeh

origen Kongurationen kennzeichnet. Die Aufteilung der
Gesamtlast in Teilschritte f

uhrt zu der Bezeichung Inkrementall

osung. Diese
Vorgehensweise geht von der Annahme aus, da f

ur einen bestimmten Zeit-
punkt t die L

osung bekannt ist und da sie f

ur den Zeitpunkt t + t gesucht
wird. So lautet Gleichung (4.30) zur Zeit t+t
R
t+t
  F
t+t
= 0: (4.31)
Die Finite-Elemente-Gleichgewichtsforderungen laufen somit auf die L

osungen
der Gleichungen
f(U

) = R
t+t
(U

)  F
t+t
(U

) = 0 (4.32)
hinaus. Mit der N

aherung (4.33) entspricht die Newton-Raphsonsche Methode
einem Iterationsverfahren f

ur jeden Zeitschritt t. Wenn die L

osung U
t+t
i 1
schon
berechnet worden ist, liefert eine Taylorsche Reihenentwicklung
f(U

) = f(U
t+t
i 1
) +

@f
@U





U
t+t
i 1
(U

 U
t+t
i 1
); (4.33)
wobei Terme h

oherer Ordnung vernachl

assigt worden sind. Die Antwort des
Finite-Elemente-Verbundes wird dadurch linearisiert. Durch Einsetzen von (4.33)
in (4.31) und Verwendung von (4.30) erh

alt man

@F
@U





U
t+t
i 1
(U

 U
t+t
i 1
) = R
t+t
  F
t+t
(i 1)
: (4.34)
Hier wurde angenommen, da die

aueren Lasten nicht von den Verschiebungen
abh

angen. Nun wird
U
(i)
= U

 U
t+t
i 1
(4.35)
deniert und erkannt, da

@F
@U





U
t+t
i 1
=K
t+t
i 1
: (4.36)
K
t+t
i 1
ist die sogenannte Tangentensteigkeitsmatrix im (i-1)ten Iterations-
schritt. Sie wird f

ur jeden Iterationsschritt neu berechnet, indem zu den Ko-
ordinaten der Netzknoten in der Ausgangskonguration der akkumulierte Ver-
schiebungsvektor addiert wird. Die Berechnung der Tangentenmatrix ist der
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rechenintensivste Vorgang des Newton-Raphsonschen Verfahrens. Mit (4.36)
kann (4.34) als
K
t+t
i 1
U
(i)
= R
t+t
  F
t+t
(i 1)
(4.37)
geschrieben werden. Das Gleichungssystem (4.37) stellt wegen (4.33) nur eine
N

aherung dar. Deshalb wird die Korrektur des Verschiebungsinkrements dazu
benutzt, die n

achste Verschiebungsn

aherung
U
t+t
(i)
= U
t+t
(i 1)
+U
(i)
(4.38)
zu gewinnen. Die Iteration wird abgebrochen, wenn eine vorab denierte Vek-
tornorm von U
(i)
ein vorgegebenes Ma unterschreitet. Abb. 4.7 zeigt eine
m

ogliche Implementierung.
4.4 Die modale Analyse
Die modale Analyse dient der Bestimmung von Eigenfrequenzen und der zu-
geh

origen Eigenvektoren eines FE-Modells. Die Kenntnis vom Eigenschwin-
gungsverhalten eines Objekts liefert wichtige Aussagen

uber das dynamische
Verhalten desselben, die im Unterkapitel 5.3 zusammengefat sind.
Zur L

osung des Gleichungssystems (3.26) existiert wiederum eine Reihe von
L

osungsstrategien. Eine Zusammenstellung einiger Verfahren liefert [89]. Von
den dort vorgestellten Methoden wird der Lanczos-Proze, insbesondere bei
der Anwendung auf Probleme mit sehr vielen Freiheitsgraden, als der ezien-
teste Algorithmus bezeichnet. Da es zu seiner erfolgreichen Implementierung
komplizierter Manahmen bedarf, um seine Stabilit

at zu gew

ahrleisten, wurde
eine Bibliotheksroutine [100] herangezogen. Im folgenden soll auf die Einzelhei-
ten dieser Implementierung nicht eingegangen werden, sondern nur die Idee des
Lanczos-Prozesses ausgehend von der Theorie des CG-Verfahrens mathematisch
dargestellt werden.
4.4.1 Das Lanczos-Verfahren
Die Behandlung des generalisierten Eigenwertproblems, das allgemein als
Ax = Bx (4.39)
geschrieben wird (wobei A und B symmetrisch und B positiv denit sind), l

at
sich formal auf das spezielle Eigenwertproblem
Cy = y (4.40)
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zur

uckf

uhren. Hier entspricht die Matrix A der Steigkeitsmatrix K und die
Matrix B der Massenmatrix M des FE-Modells.
Nach Golub [101] kann der Lanczos-Algorithmus aus der Methode der (nicht
vorkonditionierten) konjugierten Gradienten hergeleitet werden und umgekehrt.
Es sei die n x k Matrix R
(k)
deniert durch
R
(k)
= (r
(0)
; r
(1)
; :::; r
(k 1)
) (4.41)
und die obere k x k Bidiagonalmatrix B
k
durch
B
k
=
0
B
B
B
B
B
B
B
B
B
B
@
1  e
1
: : : 0
1  e
2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
 e
(k 1)
0 : : : 1
1
C
C
C
C
C
C
C
C
C
C
A
: (4.42)
gegeben. Die Sequenz fr
(k)
g ist die Abfolge der Residuenvektoren des CG-
Algorithmus, und die Koezienten fe
k
g werden durch die Gleichungen (4.9)
deniert. Wegen (4.4) und (4.8) gilt dann
R
k
= P
k
B
k
; (4.43)
wobei
P
k
= (p
(0)
;p
(1)
; :::;p
(k 1)
) (4.44)
ist. Aufgrund der Konjugiertheit der Vektoren p
(k)
(vgl. (4.7)) folgt, da
^
T
k
= R
T
k
CR
k
= B
T
k
^

k
B
k
(4.45)
eine Dreiecksmatrix ist, denn
^

k
hat die Gestalt
^

k
=
0
B
B
B
B
B
B
B
B
B
B
@
p
(1)
T
Cp
(1)
0 : : : 0
0 p
(2)
T
Cp
(2)
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0
0 : : : 0 p
(k)
T
Cp
(k)
1
C
C
C
C
C
C
C
C
C
C
A
: (4.46)
Da die Folgen von Vektoren p
(k)
und r
(k)
den gleichen Raum aufspannen
und die Residuenvektoren wechselseitig orthogonal sind, bilden die Spalten der
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n x k Matrix Q
k
= R
k

 1
eine orthonormale Basis des sogenannten Krylov-
Unterraums K, der gegeben ist durch
K = fb;Cb; :::;C
(k 1)
bg: (4.47)
 ist eine Diagonalmatrix, deren i-tes Element die euklidische Norm des i-ten
Residuenvektors ist. Die Spalten der Matrix Q
k
sind die Lanczos-Vektoren. Die
entsprechende Projektion der Matrix C in den Krylov-Unterraum stellt sich als
die Tridiagonalmatrix
T
k
= 
 1
B
T
k
^

k
B
k

 1
oder
T
k
= Q
T
k
CQ
k
(4.48)
dar. Die leicht bestimmbaren Eigenwerte des Problems
T
k
s
i
= 
i
s
i
(i = 1; 2; :::;m) (4.49)
stellen bestm

ogliche Approximationen f

ur Eigenwerte 
j
von C dar. Zudem
sind die sogenannten Ritzvektoren
z
i
= Q
k
s
i
(i = 1; 2; :::;m) (4.50)
optimale N

aherungen f

ur die zu 
j
geh

orenden Eigenvektoren y
j
von C.
Eigenschaften der Arpack-Implementierung
Die zur L

osung des generalisierten Eigenproblems angewandte Bibliotheksrou-
tine aus dem Arpack-Programmpaket beschreitet einen

ahnlichen Weg wie der
oben skizzierte Algorithmus. Die Reduktion des generalisierten Eigenproblems
(4.39) auf ein spezielles der Form (4.40) wird nicht explizit vorgenommen, da
 die inverse Matrix der Massenmatrix M bestimmt werden m

ute und
 die Matrix C = K M
 1
im allgemeinen keine Bandstruktur aufweist.
Die Umformung auf die Form (4.40) geschieht implizit, indem durch eine vom
Benutzer bereitgestellte Routine das Gleichungssystem
My =Kx (4.51)
gel

ost wird, wobei der Vektor x vom Arpack-Algorithmus vorgegeben wird. Das
Lanczos-Verfahren konvergiert bei der Suche nach den betragsm

aig groen Ei-
genwerten sehr viel schneller als f

ur kleine Eigenwerte. Durch eine \shift-invert\-
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Transformation [102] kann man diese Eigenschaft f

ur die Bestimmung beliebi-
ger Eigenwerte nutzen. Sucht man Eigenwerte in der N

ahe eines bestimmten
Wertes , so gilt es anstatt (4.51) nun das System
(K  M)y = x mit  =
1
  
(4.52)
zu l

osen. Diese Transformation verbessert die Konvergenz des Verfahrens be-
tr

achtlich, da man nun die gr

oten Eigenwerte 
i
der Matrix
C = (K  M)
 1
M (4.53)
berechnet. Diese Werte 
i
korrespondieren mit den Eigenwerten 
i
des Aus-
gangsproblems (4.39), die betragsm

aig am n

achsten zum Wert  liegen.
Die Arpack-Routine erm

oglicht es, Anzahl und Eigenschaften der zu be-
stimmenden Eigenwerte im vorab zu w

ahlen. In diesem Zusammenhang sind
fast ausschlielich Eigenwerte aus dem nieder- und mittelfrequenten Bereich
des Spektrums interessant. Daher benutzen wir vor allem die \shift-invert\-
Version des Algorithmus. Vom Benutzer wird zweierlei gefordert: die L

osung
eines linearen Gleichungssystems und eine Matrix-Vektormultiplikation. Beides
liegt gem

a den Ausf

uhrungen des letzten Abschnitts mit der Methode der
konjugierten Gradienten in parallelisierter Form vor.
Der Speicherbedarf des Algorithmus h

angt auer von der Matrixdimension
n nur von der Anzahl der zu berechnenden Eigenwerte und zugeh

origen Vek-
toren ab. Der Bedarf an Speicher zur Berechnung von k Eigenwerten ist in der
Gr

oenordnung n O(k)+O(k
2
).

Uber typische Rechenzeiten von Schwingungs-
analysen wird in Abschnitt 5.3 berichtet.
4.5 Die dynamische Analyse
Als weitere M

oglichkeit, die Systemantwort von FE-Netzen des Kopfes zu unter-
suchen, soll die dynamische Analyse vorgestellt werden. Ziel dieser Analyseart
ist es, das zeitliche Verhalten der Deformationen bzw. der Knotenverschiebun-
gen infolge von ihrerseits zeitabh

angigen Kraftein

ussen zu bestimmen. Da das
Gleichungssystem
KU(t) +C
_
U(t) +M

U(t) = R(t); (4.54)
das die physikalischen Vorg

ange modelliert, die Zeit als kontinuierlichen Para-
meter enth

alt, mu vor der Anwendung eines L

osungsverfahrens eine Diskre-
tisierung der Zeitachse vorgenommen werden. Aus der modalen Analyse l

at
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sich mit Gleichung (5.5) eine obere Schranke f

ur den Zeitschritt t bestimmen.
Nach dieser Wahl, die sicherstellt, da keine Schwingungsmoden w

ahrend der
dynamischen Analyse ausgelassen werden, gilt es, einen geeigneten Algorith-
mus zur L

osung von (3.28) zu nden. Zu diesem Zwecke wurde ein direktes
numerisches Schritt-f

ur-Schritt-Verfahren benutzt. Direkt heit in diesem Fal-
le, da keine Transformation der Gleichungen durchgef

uhrt werden mu. Weite
Verbreitung wegen seiner Stabilit

at hat das iterative Newmark-Schema gefun-
den. Die Anzahl der Newmark-Iterationen ergibt sich einfach als Quotient aus
gesamter Zeitspanne und gew

ahltem Zeitschritt. F

ur jeden Zeitschritt wird im
Prinzip das statische Gleichgewicht der Elemente-Gruppierung unter Einbezie-
hung von Tr

agheits- und D

ampfungseekten ermittelt. Der rechenintensivste
Schritt dieses Algorithmus liegt, wie auch bei statischer und modaler Analy-
se, in der L

osung eines linearen Gleichungssystems. Auch an dieser Stelle wird
wieder die Methode der konjugierten Gradienten verwendet. Im folgenden Ab-
schnitt soll die mathematische Grundlage von Newmarks Verfahren dargestellt
und seine Implementierung beschrieben werden.
4.5.1 Die Newmarksche Methode
Im Rahmen einer dynamischen Analyse sind nicht nur die Verschiebungen aller
Knoten, zusammengefat im Vektor U(t), zu ermitteln, sondern auch deren Ge-
schwindigkeiten
_
U(t) und Beschleunigungen

U(t) f

ur jeden Zeitschritt. Daher
m

ussen zur Bestimmung der drei Unbekannten U
(n)
i
,
_
U
(n)
i
und

U
(n)
i
des n-ten
Zeitschritts in der i-ten Gleichung des Systems (3.28) zwei zus

atzliche Bestim-
mungsgleichungen aufgestellt werden. Mithilfe der Taylor-Entwicklung n

ahert
man die Werte f

ur den (n+1)-ten Schritt durch
U
(n+1)
i
= U
(n)
i
+t
_
U
(n)
i
+
t
2
2
(1  
2
)

U
(n)
i
+
t
2
2

2

U
(n+1)
i
_
U
(n+1)
i
=
_
U
(n)
i
+t(1  
1
)

U
(n)
i
+t
1

U
(n+1)
i
(4.55)
an. Diese Taylor-Entwicklung zweiter Ordnung enth

alt zudem die skalaren Gr

oen

1
und 
2
, f

ur die im Newmarkschen Verfahren die Ungleichungen

1
 0:5 und 
2
 0:25 (0:5 + 
1
)
2
(4.56)
gelten m

ussen. Werden diese Schranken f

ur beide Parameter ber

ucksichtigt,
wird eine gute Integrationsgenauigkeit und Stabilit

at des Verfahrens gew

ahr-
leistet. F

ur das Wertepaar 
1
= 0:5 und 
2
= 0:25 erh

alt man ein unbedingt
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Das Newmarksche Verfahren f
Anfangsberechnungen f
Einfuhren von U(0),
_
U(0) und

U(0)
Wahl des Zeitschritts t sowie der Parameter 
1
und 
2
Berechnung der Integrationskonstanten:
a
0
=
1

2
t
2
; a
1
=

1

2
t
; a
2
=
1

2
t
; a
3
=
1
2
2
  1
a
4
=

1

2
  1; a
5
=
t
2
 

1

2
  2

; a
6
= t(1  
1
); a
7
= 
1
t
Berechnung der effektiven Steifigkeitsmatrix:
^
K = K+ a
0
M+ a
1
C
g
fur jeden Zeitschritt (n=0, 1, ..., ) f
Berechnung des effektiven Lastvektors fur den (n+1)-ten Zeitschritt:
^
R
(n+1)
=
R
(n+1)
+M(a
0
U
(n)
+ a
2
_
U
(n)
+ a
3

U
(n)
) +C(a
1
U
(n)
+ a
4
_
U
(n)
+ a
5

U
(n)
)
Losung des Gleichungssystems
^
KU
(n+1)
=
^
R
(n+1)
Berechnung der Beschleunigungen und Geschwindigkeiten f

U
n+1
= a
0
(U
(n+1)
) U
n
  a
2
_
U
n
  a
3

U
n
_
U
n+1
=
_
U
n
+ a
6

U
n
+ a
7

U
n+1
g
g
g
Abbildung 4.8: Implementierung des Newmarkschen Verfahrens.
stabiles Schema, das auch als Methode der konstanten mittleren Beschleuni-
gung bezeichnet wird, da die Beschleunigung zwischen zwei Zeitpunkten als
Mittelwert der Beschleunigungen zu den Zeitpunkten angen

ahert wird. In der
weiteren Herleitung seien die Vektoren U(0),
_
U(0) und

U(0) gegeben und das
Gleichungssystem (3.28) nur an den Endpunkten eines Intervalls t befriedigt:
KU
(n+1)
+C
_
U
(n+1)
+M

U
(n+1)
= R
(n+1)
: (4.57)
Wird (4.55) in (4.57) eingesetzt, l

at sich U
n+1
aus den zuvor berechneten
Vektoren des n-ten Zeitschritts bestimmen zu
U
n+1
=
 
M+C
1
t+
K
2
t
2
2
!
 1

(
 
2
t
2
2
R
n+1
  C
"

2
t
2
2
(
_
U
n
+t(1  
1
)

U
n
)
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  
1
t
 
U
n
+t
_
U
n
+
t
2
2
(1  
2
)

U
n
!#
+ M
"
U
n
+t
_
U
n
+
t
2
2
(1  
2
)

U
n
#)
: (4.58)
Die Vektoren
_
U
n+1
und

U
n+1
werden durch einfache Vektoroperationen mit-
tels (4.55) berechnet. Ein Beispiel f

ur eine Implementierung des Newmarkschen
Verfahrens zeigt Abbildung 4.8.
Kapitel 5
Anwendungen
Nachdem in den letzten Kapiteln die Methode der niten Elemente und numeri-
sche Techniken zu ihrer ezienten Implementierung vorgestellt wurden, werden
im folgenden klinisch-relevante Fragestellungen mithilfe des hier vorgestellten
Modells untersucht. Bevor zu jeder der in den vorangehenden Kapiteln vorge-
Tumorwachstum Translationstrauma
ExternIntern
Mechanische Einwirkungen
Rotationstrauma
Abbildung 5.1: Dieses Schaubild zeigt die Klassikation mechanischer Einwir-
kungen auf den Kopf. Jedem mechanischen Einu ist jeweils eine bestimm-
te FE-Analysemethode zugeordnet. Ziel aller Untersuchungen ist ein besseres
Verst

andnis der Pathomechanismen von Gehirnverletzungen.
stellten Analysemethoden (statisch, dynamisch, modal) eine klinisch-motivierte
Simulationsrechnung pr

asentiert wird, sollen die mechanischen Ursachen von
Gehirnsch

adigungen stark vereinfachend klassiziert werden (siehe Abb. 5.1).
Wie eingangs (siehe Abschnitt 1.1) erkl

art, bezieht sich das in dieser Ar-
beit beschriebene Modell auf das Studium der biomechanischen Auswirkungen
externer und interner Kraftein

usse. Unter die Rubrik \interne Einwirkungen\
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kann man jegliche Massenzunahme innerhalb des Sch

adels (Craniums) sub-
summieren. Als Beispiele derartiger Massenzunahmen sind Gehirnblutungen,
Anschwellen der Ventrikel (vgl. Abb. 2.8) und das Wachstum von Tumoren zu
nennen. In Abschnitt 5.4 soll der Vorgang des Metastasenwachstums mit der
nichtlinearen statischen Analyse studiert werden.
Gehirnverletzungen k

onnen

uber die Art der externen Krafteinwirkung klas-
siziert werden. Ein Sch

adel-Hirntrauma (SHT) entsteht durch eine stumpfe
(z.B. Schlag oder Sto) oder scharfe (z.B. Stich oder Schu) mechanische Einwir-
kung auf den Sch

adel und f

uhrt zu einer zeitlich begrenzten oder dauerhaften ze-
rebralen Funktionsst

orung. Die Bewegung des Kopfes nach der Krafteinwirkung
ist sehr komplex. Die

uber den Sch

adel auf das Gehirn

ubertragene Druckwelle
und die Beschleunigung des gesamten Kopfes f

uhren zur Ausbildung von intra-
kraniellen Druckgradienten, die eine Gehirnsch

adigung zur Folge haben k

onnen.
Diese Druck

anderungen werden in Abschnitt 5.2 als physikalisches Korrelat des
sogenannten Coup-Contrecoup-Ph

anomens erkl

art. Verl

auft die Stoachse der
Kraft ann

ahernd durch den Schwerpunkt des Kopfes, entsteht aufgrund der an-
gesprochenen Eekte ein sogenanntes Translationstrauma. Im Rahmen der Si-
mulation des Sch

adel-Hirn-Traumas mit der dynamischen FE-Analyse werden
Translationstraumata f

ur frontale, okzipitale und parietale Schl

age simuliert
und die resultierenden Druckverteilungen diskutiert [103, 104].
Trit die mechanische Einwirkung eher tangential auf den Kopf, tritt ei-
ne Winkelbeschleunigung ein, und es resultiert ein Rotationstrauma, bei dem
vorwiegend Scherwellen zum Tragen kommen [105]. Beim Rotationstrauma be-
obachtet man infolge einer starken Beschleunigung, wie sie z.B. bei einem Au-
tounfall auch ohne direkten mechanischen Kontakt mit einem Gegenstand auf-
treten kann, ein breites Spektrum von Gehirnverletzungen, von einer einfachen
Bewutlosigkeit bis hin zur Diusen Axonalen Gehirnsch

adigung (DAI). Dem
Pathomechanismus von Rotationstraumata kann man sich mithilfe der modalen
FE-Analyse n

ahern. W

ahrend in Abschnitt 5.3.3 der Zusammenhang zwischen
Rotationen des Kopfes und resultierenden Scherspannungen modellhaft und ex-
emplarisch dargestellt wird, soll ein m

oglicher Ansatz zum besseren Verst

andnis
des Pathomechanismus der DAI im Unterkapitel 5.3.4 vorgestellt werden. Die
Trennung von Translations- und Rotationstrauma ist anschaulich und f

ur das
separate Studium der dabei auftretenden Eekte sehr n

utzlich. Es sei aber an-
gemerkt, da in der Realit

at zumeist eine

Uberlagerung beider Typen auftritt.
Bevor die Simulationsrechnungen der angesprochenen Pathomechanismen
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ausf

uhrlich dargestellt werden, mu ein wichtiger Aspekt bei der Modellierung
der Biomechanik des Gehirns diskutiert werden: die Wahl der Materialpara-
meter von Kopf- und Gehirngewebe. Im Anschlu daran soll zun

achst die An-
wendung der dynamischen Analyse auf das Sch

adel-Hirn-Trauma ausf

uhrlich
beschrieben werden. Die in diesem Zusammenhang durchgef

uhrten Simulations-
rechnungen werden mit externen Daten verglichen, die mithilfe von Kadaver-
experimenten akquiriert wurden [5]. Ein weiterer Vergleich von Simulationser-
gebnisse mit experimentell ermittelten Daten wird in Abschnitt 5.3.2 vollzogen.
Messungen an Probanden [27] liefern Absch

atzungen der niedrigsten Eigenfre-
quenzen des Kopfes, die mit Resultaten des hier vorgestellten Modells weit-
gehend

ubereinstimmen. Die damit vollzogene Validierung des Modells ist die
Voraussetzung f

ur die Verl

alichkeit der weiteren in diesem Abschnitt pr

asen-
tierten klinisch-relevanten Berechnungen.
5.1 Modellierung des Materialverhaltens
5.1.1 Allgemeine Betrachtungen
Allgemein lassen sich einige grundlegende Materialeigenschaften von Kopf- und
Gehirngewebe formulieren. Nach Holbourns [2] biophysikalischen Untersuchun-
gen ergeben sich f

unf grunds

atzliche Beobachtungen:
1. Die Dichte der Materialien innerhalb des Sch

adels schwankt kaum. Ner-
venzellen, Gehirn

ussigkeit und Blut weisen eine wasser

ahnliche Dichte
auf.
2. Die Gehirnmasse ist extrem inkompressibel.
3. Die Hirnsubstanz weist eine sehr niedrige Steigkeit auf, d.h sie leistet
sehr wenig Widerstand gegen von auen auferlegte Ver

anderungen ihrer
Gestalt.
4. Aus den letzten beiden Bemerkungen folgt implizit, da Gehirngewebe
einen sehr kleinen Schubmodul aufweist und somit gegen

uber angreifen-
den Scherkr

aften kaum Widerstand leisten kann (siehe Abschnitt 5.3.3).
5. Die Steigkeit des Sch

adelknochens ist dagegen sehr hoch.
Fast alle der in Abschnitt 1.2 beschriebenen Kopfmodelle ber

ucksichtigen Hol-
bourns Beobachtungen, wenn auch bei ihrer Umsetzung Unterschiede gemacht
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werden. Bei der Modellierung der Materialeigenschaften von Gehirngewebe wird
f

ur die meisten Modelle linear elastisches und isotropes Verhalten angenommen.
Die Ausnahme bilden die Modelle von DiMasi [30] und Margulies [106], die
Gehirngewebe viskoelastische Eigenschaften zuschreiben. Sie berufen sich auf
Studien von Galford und McElhaney [107], die mit einer speziellen Apparatur
das mechanische Verhalten von Kopfhaut, Gehirngewebe und Dura mater be-
stimmten. In den Modellen von DiMasi und Margulies wird zur Modellierung
der Viskoelastizit

at das lineare Standardmodell nach Fl

ugge genutzt, das als
zeitlich exponentiell abfallendes Schubmodul G formuliert werden kann. Der
jeweilige Wert des Schubmoduls gibt den Widerstand eines K

orpers gegen win-
kelver

andernde Scherkr

afte an:
G(t) = G
1
+ (G
0
 G
1
) e
 t
: (5.1)
G
1
steht in dieser Gleichung f

ur den Wert des Schubmoduls nach unendlich
langer Einwirkung einer konstanten Kraft, G
0
f

ur seinen Wert zu Beginn der
Krafteinwirkung und  f

ur die Abklingkonstante. In [20] ndet man eine Auf-
listung dieser Parameter f

ur die zitierten Modelle.
In einer vergleichenden Studie von Kuijpers [24] zeigt sich, da die me-
chanische Systemantwort bei der Simulation des Coup-Contrecoup-Ph

anomens
(siehe Abschnitt 5.2) kaum davon abh

angt, ob elastisches oder viskoelasti-
sches Materialverhalten postuliert wird. Daher sei hier den zahlreichen Auto-
ren [11, 18, 21, 22, 23, 24, 25, 26, 31, 34, 110] in der Annahme linear elastischen
und isotropen Verhaltens von Kopf- und Gehirngewebe gefolgt. Wie in Kapi-
tel 5.2 beim Vergleich von Simulationsergebnissen mit experimentellen Daten
gezeigt wird, f

uhrt dieses Postulat zu zufriedenstellenden Resultaten.
Wie schon in Abschnitt 3.3.3 dargestellt, l

at sich unter den genannten
vereinfachenden Annahmen das Materialverhalten eines Gewebetyps durch das
Elastizit

atsmodul E und die Poissonsche Zahl  beschreiben. Bei der moda-
len FE-Analyse kommt aufgrund der Ber

ucksichtigung der Tr

agheit die Dichte
des Materials als weiterer Parameter hinzu. Aufgrund der Einbeziehung von
D

ampfungseekten ben

otigt man f

ur die dynamische Analyse zus

atzlich die
sogenannten Rayleighkonstanten  und  (siehe Abschnitt 5.2).
Die geringe Steigkeit des Gehirnmaterials kommt in einem niedrigen Wert
f

ur das Elastizit

atsmodul zum Ausdruck, analog dazu die hohe Rigidit

at des
Sch

adels in einem im Vergleich zum Gehirn um f

unf Zehnerpotenzen gr

oeren
Zahlenwert. Die (wasser

ahnliche) Inkompressibilit

at (= hohes Kompressions-
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modul) der Gehirnmasse [108] spiegelt sich in der Poissonschen Zahl  wider.
Der Zusammenhang
K =
E
3(1  2)
(5.2)
zwischen  und dem Kompressionsmodul K eines Stoes erkl

art, warum eine
hohe Inkompressibilit

at gleichbedeutend mit einem Wert von  nahe bei 0.5 ist.
Da das Kompressionsmodul nicht negativ werden kann, ergibt sich aus Glei-
chung (5.1.1) zudem, da  < 0:5 sein mu.
Analysiert man eine von Sauren [20] vorgenommene Zusammenstellung von
Materialparametern (E,  und ) f

ur mehrere FE-Kopfmodelle, so mu man
feststellen, da die Werte bemerkenswert unterschiedlich sind. Beispielsweise
nimmt Willinger [21] in seinem Modell f

ur das Gehirngewebe ein Elastizit

ats-
modul von 675 kPa an, wohingegen Ruan [22] ihm nur einen Wert von 66.7 kPa
zuweist.

Ahnliches gilt f

ur die Materialeigenschaften von Sch

adel und Membra-
nen. In einem engeren Bereich liegen aus dem oben ausgef

uhrten Grund die
Werte f

ur die Poissonsche Zahl des Gehirngewebes. Sie variieren nur zwischen
den Werten 0.475 und 0.49999. F

ur die Dichte von Gehirnmaterialien wird bei
allen Modellen ein wasser

ahnlicher Wert angenommen.
Insgesamt mu man feststellen, da die Parameter f

ur Gehirnmaterialien
schlecht deniert sind und somit innerhalb physikalischer Randbedingungen ein
gewisser Freiraum in der Auswahl ihrer Werte besteht. Dieser Freiraum wird
in vielen F

allen bei der Modellierung von Anwendungen genutzt, um Simu-
lationsergebnisse mit experimentell bestimmten Werten zur besseren Deckung
zu bringen. Bei der Suche nach den optimalen Werten f

ur die Materialien des
in dieser Arbeit vorgestellten FE-Modells (Kopfhaut, Sch

adel, Ventrikel, graue
und weie Gehirnsubstanz, Falx cerebri, Tentorium, vgl. Abb. 2.10) sind neben
der M

oglichkeit, einige Parameter mithilfe experimentell bestimmter Referenz-
daten zu justieren, auch ber

ucksichtigt
 Messungen der Materialeigenschaften von einzelnen Gewebsstrukturen [109],
 Erfahrungen aus Simulationsrechnungen mit vorangehenden FE-Modellen
und
 Holbourns [2] biophysikalische Beobachtungen.
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5.1.2 Festlegung der Parameter
Als Ausgangspunkt der Parametersuche dienen die Materialdaten von Zhous
Kopfmodell [34], die ihrerseits auf Experimenten von McElhaney [109] basie-
ren. Zhous Modell unterscheidet als einziges der in Abschnitt 1.2 vorgestellten
Modelle zwischen weier und grauer Gehirnsubstanz und ber

ucksichtigt auer-
dem Gewebe auerhalb des Sch

adels (Muskeln, Haut, Unterhautfett, Bindege-
webe). Zhous Modell beschreibt anthropometrisch gesehen die Sch

adelgeometrie
eines Durchschnittsmenschen. Seine Materialparameter sind f

ur diesen speziel-
len Fall optimiert. Da das hier beschriebene Modell von variabler Geometrie
ist und somit alle m

oglichen Kopormen theoretisch einschliet, k

onnen Zhous
Materialwerte als gemittelt

uber alle Kopormen interpretiert werden. Daher
werden seine Werte f

ur Kopfhaut und Sch

adel ohne Ver

anderung

ubernommen.
Im Vergleich zu Zhous Modell werden wegen der Vernachl

assigung der das Ge-
hirn umschlieenden Membran (dura mater) im hier pr

asentierten Modell der
weien und grauen Substanz h

ohere Elastizit

atsmoduln zugewiesen. Kumaresan
et al. [110] haben in ihren FE-Untersuchungen den steigkeitserh

ohenden Ef-
fekt der dura mater auf die mechanische Systemantwort des Kopfes studiert.
Die von Zhou vorgeschlagene Erh

ohung des Elastizit

atsmoduls von weier Ge-
hirnmaterie um 50 % relativ zu dem der grauen Substanz wird beibehalten.
Das Argument f

ur diese Erh

ohung ist, da graue Materie elastischer als wei-
e ist, da graue Materie aus Nervenzellen besteht, wohingegen weie Materie
aus Fasern zusammengesetzt ist. Die Kompressibilit

at der groen inneren mit
Gehirn

ussigkeit (CSF) gef

ullten Hohlr

aume des Gehirns ist nach Holbourn [2]
noch geringer als die der Gehirnmasse. Daher wird den sogenannten Ventrikeln
eine h

ohere Poissonsche Zahl als dem Gehirn zugewiesen. Die Materialwerte der
Membran, die die Gehirnhemisph

aren voneinander trennt, der sogenannten Falx
cerebri, werden von Kumaresan [110]

ubernommen. Die Falx teilt sich in der
H

ohe des Kleinhirns, um ein zelt

ahnliches Gebilde, das Tentorium, zu formen
(siehe Abb. 5.9). Die Materialeigenschaften von Falx und Tentorium werden als
identisch angenommen.
Die Dichtewerte f

ur alle Materialien sind von Zhous Modell

ubernommen.
Das in Abb. 2.10 dargestellte Kopfmodell hat mit den in Tab. 5.1 aufgeliste-
ten Dichtewerten eine Masse von 4.47 kg, wovon das Gehirn 1.45 kg beitr

agt.
Erg

anzend zu diesen theoretischen

Uberlegungen wird im Verlaufe dieses Ka-
pitels die Abh

angigkeit der mechanischen Systemantwort des Kopfes von der
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Gewebetyp E [MPa]   [kg/m
3
]
Kopfhaut 16.70 0.42 1200
Sch

adel 6500.00 0.22 1420
Weie Substanz 0.12 0.499 1040
Graue Substanz 0.075 0.499 1040
Ventrikel 0.075 0.49995 1045
Membran 31.5 0.45 1133
Tabelle 5.1: Auistung der Materialparameter.
Variation bestimmter Materialparameter er

ortert.
M

ogliche Fortschritte auf dem Weg zu einer verbesserten Bestimmung der
Materialparameter werden im abschlieenden Kapitel diskutiert.
5.2 Dynamische Simulationsrechnungen
5.2.1 Das Coup-Contrecoup-Ph

anomen
In der ersten klinischen Simulation wird das Coup-Contrecoup-Ph

anomen ana-
lysiert, das im weiteren Verlauf dieses Abschnitts vereinfachend als Folge eines
Translationstraumas verstanden wird. Wirkt eine fokale Kraft auf den Kopf,
Abbildung 5.2: Schematische Darstellung der Ausbreitung einer Druckwelle in-
folge einer fokalen Krafteinwirkung.
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breitet sich von der Stelle der Krafteinwirkung eine Kompressionswelle (vgl.
Abb. 5.2) und von der dem Schlag gegen

uberliegenden Region eine Zugwelle aus
(eine analytische Beschreibung dieses Eekts f

ur eine mit Fl

ussigkeit gef

ullte
Schale ist in [14] gegeben). Die entstehenden Hirnverletzungen sind somit die
Folge pl

otzlicher Druckver

anderungen im Gehirn [111].
Die dynamische Analyse zum Studium des Coup-Contrecoup-Ph

anomens
kann man mit dem linearen FE-Modell durchf

uhren, weil groe Deformatio-
nen und Starrk

orperbewegungen innerhalb der ersten Millisekunden nach der
Krafteinwirkung nicht vorhanden sind. Nach Beobachtungen von Nahum [5]
bewegt sich der gesamte Kopf nur um 3 Winkelgrade w

ahrend der Zeit, in der
die Druckwelle durch den Kopf l

auft. Die Deformationen des Gehirns benden
sich im Millimeterbereich, da der Schlag zum groen Teil vom Sch

adelknochen
abgefangen wird.
5.2.2 Validierung des Kopfmodells I
Von Experimenten mit Kadavern [5], deren K

opfe denierten St

oen ausgesetzt
wurden, kennt man die daraus resultierenden Druckver

anderungen an vier ver-
schiedenen Orten des Gehirns (siehe Abb. 5.3). Um das Modell zu validieren,
wird eines dieser Experimente simuliert. Die f

ur die dynamische Analyse not-
wendige D

ampfungsmatrix C (siehe Gleichung 3.28) wird nicht mit Gleichung
(3.29) bestimmt, da die D

ampfungskoezienten 
(m)
nicht bekannt sind. Al-
ternativ kann C nach Rayleigh als Superposition
C = M + K (5.3)
gew

ahlt werden. Die sogenannten Rayleigh-D

ampfungskoezienten  und 
werden von Kuijpers [24]

ubernommen. Die Herkunft der Koezienten ist in
dieser Quelle leider nicht genannt. Ein weiterer wichtiger Punkt bei der Mo-
dellierung ist die Wahl geeigneter Randbedingungen f

ur den

Ubergang Kopf-
Nacken. Die Ein

usse verschiedener Randbedingungen auf die Systemantwort
hat Kuijpers [24] untersucht. Da die K

opfe der Kadaver in Nahums Experi-
menten nicht xiert waren und somit in der Phase direkt nach dem Schlag
eine quasifreie Translation ausf

uhren konnten, werden alle Netzknoten als frei
beweglich gew

ahlt. Diese Wahl wurde z.B. auch von Zhou [34] getroen, da
sie die beste

Ubereinstimmung der Simulationsergebnisse mit den gemessenen
Druckverteilungen liefert. Die Fixierung von Netzknoten im Halsbereich f

uhrt
zu einer leichten

Ubersch

atzung der Druckwerte; qualitativ

andert sich an der
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mechanischen Antwort jedoch nichts. Die intrakraniellen Druckver

anderungen
berechnet man an den gew

unschten Orten aus den drei Hauptspannungen (siehe
Gleichung 3.4) gem

a der von Ueno [31] vorgeschlagenen Formel
 P =
(
xx
+ 
yy
+ 
zz
)
3
: (5.4)
Das hier gew

ahlte Experiment erzeugt ein Translationstrauma, da die verl

anger-
P2
P3
P4
P1
Abbildung 5.3: Die Markierungen P1 bis P4 zeigen die Orte im Gehirn an,
an denen der Druckverlauf w

ahrend einer mechanischen Einwirkung gemessen
wurde. P1 bendet sich im Frontalhirn, P2 markiert einen parietalen Gehirn-
ort, P3 ist im Okzipitallappen angesiedelt und P4 bendet sich an der Fossa
posterior.
te Achse der Krafteinwirkung ann

ahernd durch den Schwerpunkt des Kopfes
verl

auft. Der zeitliche Verlauf der einwirkenden Kraft, der auch von Nahum
gemessen wurde, entspricht einer halben Sinusschwingung mit einer Schwin-
gungsdauer von 20 ms und einem Oset von 2 ms. Die mechanische Einwirkung
wird als \worst case\- Szenario durch das Applizieren des gemessenen Kraft-
verlaufs an einen Knoten im Bereich der Stirn modelliert. Der Kraftvektor zeigt
in Richtung Schwerpunkt des Kopfes. Die Simulationsrechnungen werden mit
dem in Abb. 2.10 dargestellten FE-Netz des Kopfes durchgef

uhrt. Bei fronta-
len und okzipitalen \Impacts\ wird die Gehirnmembran nicht ber

ucksichtigt,
da in Experimenten gezeigt wurde [113], da sie bei fronto-okzipitalen Schl

agen
praktisch keine Ver

anderung der intrakraniellen Druckverteilung herbeif

uhrt.
Ihr Einu wird jedoch bei der Simulation lateraler Krafteinwirkungen (siehe
Abschnitt 5.2.3) untersucht. Die Abbildungen 5.4 und 5.5 zeigen die zeitlichen
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Abbildung 5.4: Zeitliche Druckentwicklung an den Orten P1 und P4 infolge
einer frontalen Krafteinwirkung.
Entwicklungen des intrakraniellen Drucks f

ur die in Abb. 5.3 markierten Gehirn-
orte. Die

Ubereinstimmung zwischen den von Nahum gemessenen Werten und
den Simulationsergebnissen ist f

ur die ersten sechs Millisekunden zufriedenstel-
lend. Die Feinjustierung f

ur die Druckverl

aufe an hinteren Gehirnorten erreicht
man durch Variation der Poissonschen Zahl des Gehirngewebes. Khalil [19] be-
weist mit seinen FE-Simulationen, da dieser Parameter entscheidenden Einu
auf die negative Druckentwicklung nimmt. Die vorgestellte FE-Analyse zeigt,
da das Modell auch quantitative Aussagen zul

at und die Modellannahmen
(Materialverhalten, D

ampfung, Randbedingungen) vern

unftig sind. In den fol-
genden Simulationen beschr

anken sich die Untersuchungen auf den Zeitbereich
der Schlagphase (bis zu 5 ms), da das Modell hier die h

ochste Validit

at aufweist.
Um die Ergebnisse von FE-Spannungs- und Druckanalysen darzustellen,
schreibt man die an den Netzknoten berechneten Werte zur

uck in den Voxel-
raum V . Dieses Vorgehen ist besonders einfach bei der Verwendung von iso-
tropen W

urfelnetzen. In einem niten W

urfelelement lassen sich acht Span-
nungstensoren mit geringem Fehler berechnen. Benutzt man FE-W

urfelnetze
mit 2 mm Kantenau

osung, die aus acht Voxeln zusammengesetzt sind, kann
somit jedem Voxel eine Komponente des Spannungstensors als Markierung l zu-
gewiesen werden. F

ur Netze geringerer Au

osung lassen sich die Spannungswer-
te innerhalb eines Elements leicht interpolieren. Da innerhalb eines Tetraeders
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Abbildung 5.5: Zeitliche Druckentwicklung an den Orten P2 und P3 infolge
einer frontalen Krafteinwirkung.
die Spannung konstant ist, m

ute ein W

urfel theoretisch in acht Tetraeder un-
terteilt werden, um eine den W

urfelelementen vergleichbare Au

osung bei den
Spannungsanalysen zu erzielen. Auch aufgrund dieser Vorteile werden die Si-
mulationen mit W

urfelnetzen durchgef

uhrt. Die in Abschnitt 5.2.1 beschriebene
Ausbreitung einer Kompressions- und Zugwelle im Gehirn beobachtet man auch
im Modell (vgl. Abb. 5.6). Das im Modell abgebildete physikalische Geschehen
ist anhand eines axialen Beispielschnittes durch das Gehirn mit der oben be-
schriebenen Technik visualisiert. Die drei Bilder zeigen die intrakranielle Druck-
verteilung zu drei verschiedenen Zeitpunkten nach einem frontalen Schlag. Im
Bild links (t=3 ms) erkennt man, wie sich die Deformation im Sch

adel aufgrund
der im Vergleich zum Hirngewebe h

oheren Schallgeschwindigkeit c (c /
p
E)
zuerst ausbreitet. Im mittleren Bild (t=4 ms) wird deutlich, wie vom fronta-
len Einwirkungsort eine Kompressionswelle propagiert und vom gegen

uberlie-
genden (okzipitalen) Bereich eine Zugwelle ausgeht. Im rechten Bild (t=5 ms)
sind die Areale negativen und positiven Drucks sehr deutlich umschrieben. Der
Druck hat sowohl im frontalen als auch im okzipitalen Bereich seinen maximalen
Wert erreicht.
Im folgenden Abschnitt werden die Systemantworten bei frontaler und okzi-
pitaler Einwirkung verglichen und ein Verletzungsmechanismus vorgestellt, der
f

ur das Entstehen von Kontusionen (Prellungen des Gehirns) verantwortlich sein
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DRUCK + DRUCK −
t
> 50 kPa < −50 kPa
Abbildung 5.6: Zeitliche Druckentwicklung dargestellt anhand eines axialen
Schnittes durch den Kopf in H

ohe der Ventrikel (Ausf

uhrliche Erl

auterung siehe
Text).
k

onnte. Dar

uberhinaus wird der Einu der Falx cerebri und des Tentoriums
auf die Druckverteilung nach parietalen Schl

agen diskutiert.
5.2.3 Okzipitale Krafteinwirkungen
Zur mechanischen Anregung des Kopfes wird ein in Richtung Kopfschwerpunkt
wirkender Kraftvektor appliziert, dessen zeitlicher Verlauf dem einer halben
Sinusschwingung mit einer Schwingungsdauer von 20 ms entspricht und einen
Betrag von maximal 8000 N aufweist. Damit

ahnelt die Gewalteinwirkung der
des Validationsexperiments des vorangehenden Abschnitts. Alle anderen Mo-
dellannahmen (Randbedingungen, Materialparameter) werden ohne Ver

ande-
rung

ubernommen. Abb. 5.7 zeigt in sagittaler Schnittf

uhrung die nach 5 ms
(= maximaler Betrag der Kraft) resultierenden Druckverteilungen nach fronta-
ler (Bild I) und okzipitaler (Bild II) Applikation des Kraftverlaufs. Es kommt
zu sehr

ahnlichen Verteilungen mit unterschiedlichem Vorzeichen. Bei inten-
siver Betrachtung der Bilder I und II erkennt man, da im Falle okzipitaler
Einwirkung ein gr

oerer Bereich negativen Drucks entsteht als bei frontalem
Krafteinu. Physikalisch l

at sich diese Beobachtung mit der Asymmetrie der
Koporm bez

uglich der koronaren Ebene erkl

aren.
Die Kavitationstheorie nach Gross [3] erkl

art Kontusionszonen im Contre-
coup-Areal als Folge abrupt kollabierender Blasen, die durch Unterdruck entste-
hen. Gest

utzt wird Gross' Theorie durch Experimente von Lubock und Golds-
mith [114], die das Entstehen von Blasen in einer wassergef

ullten kugelf

ormi-
gen Schale nach einer Krafteinwirkung beobachteten. Folgt man der Kavitati-
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I II
F F
DRUCK + DRUCK −
> 60 kPa < −60 kPa
Abbildung 5.7: Druckverteilung nach frontaler (Bild I) und okzipitaler (Bild II)
mechanischer Einwirkung. Die Verteilungen zeigen groe

Ubereinstimmungen
(bei umgekehrtem Vorzeichen), die Bereiche hohen negativen Drucks (hell) sind
jedoch beim okzipitalen \Impact\ gr

oer.
onstheorie und interpretiert dann Areale hohen negativen Drucks als Gebiete
hoher Verletzungswahrscheinlichkeit, so lautet die Aussage des Modells, da
man bei okzipitalen Gewalteinwirkungen mit ausgedehnteren Gehirnverletzun-
gen zu rechnen hat als bei frontalen, da der Unterdruckbereich im okzipitalen
Fall gr

oer ist. Daher ist bei okzipitaler Einwirkung auch die Wahrscheinlich-
keit f

ur das Auftreten von Hirnverletzungen erh

oht. Dieses Ph

anomen l

at sich
mit der allgemeinen klinischen Beobachtung korrelieren, da Verletzungen im
Frontalhirn vergleichsweise oft auftreten. Bei der Autopsie 72 verunfallter Perso-
nen [4] stellte man eine H

aufung der Kontusionen im fronto-temporalen Bereich
fest. Diese H

aufung kann nat

urlich auch die Konsequenz einer h

oheren Anzahl
okzipitaler Gewalteinwirkungen innnerhalb der Stichprobe sein. Leider wird in
der genannten Untersuchung auf die Mechanogenese der Hirnverletzungen nicht
eingegangen. Trotz dieser Einschr

ankungen ist die Aussage des Modells von In-
teresse, da in der fronto-temporalen Gehirnregion (dieses Gebiet ist in Bild II
von Abb. 5.7 mit einem Kreis grob umschrieben) ein deutlich abgesetztes Areal
negativen Drucks erkennbar ist. Diese Beobachtung kann ein Hinweis auf eine
Best

atigung der Theorie von Gross durch das hier pr

asentierte Modell sein, zu
ihrer Verikation bed

urfte es einer umfangreichen klinischen Studie mit Simu-
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lationsrechnungen zum jeweiligen Einzelfall.
Abbildung 5.8: Schematische Darstellung der Ausbreitung einer Kompressions-
welle infolge einer parietalen Krafteinwirkung. Der mechanische Einu der
Falx cerebri, die die Gehirnhemisph

aren voneinander trennt, und des Tentori-
ums wird im Text beschrieben.
5.2.4 Einu von Gehirnmembranen bei lateralen Schl

agen
Nun sollen Auswirkungen von lateralen Kr

aften auf den Kopf und der Einu
von Gehirnmembranen (vgl. Abschnitt 5.1) auf die intrakranielle Druckvertei-
lung untersucht werden. Die Membran wird \von Hand\ modelliert, indem im
segmentierten Datensatz Voxel mit einer speziellen Materialnummer markiert
werden. Das Ergebnis dieser Modellierung zeigt Abb. 5.9 als Verbund niter
W

urfelemente. Wie Abb. 5.10 f

ur den Zeitpunkt maximaler Krafteinwirkung
frontal okkzipital
Falx
Tentorium
Abbildung 5.9: Finite-Elemente-Repr

asentation der Falx cerebri und des Tento-
riums. Das Tentorium ist ein zelt

ahnliches Gebilde, das Kleinhirn und Grohirn
trennt.
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exemplarisch zeigt, ist der mechanische Einu der Membranen relativ gering.
Die Vergleichsrechnung ohne Ber

ucksichtigung der Gehirnmembranen (jeweils
rechts in der Abbildung) liefert fast identische Druckverteilungen. Ein axialer
Schnitt in der H

ohe der Stirn zeigt besonders deutlich, da die Falx cerebri
einem komplizierten Muster von Druck und Unterdruck ausgesetzt ist (Reihe I,
Abb. 5.10). Zum einen werden die sich im Sch

adel ausbreitenden Deformatio-
nen auf sie

ubertragen, zum anderen liegt sie in dem Bereich des Gehirns, der
als Ort des Zusammentreens der Kompressions- und Zugwelle zu betrachten
ist. Die Falx

ubertr

agt die im Gehirn propagierenden Druckwellen, ohne sie
nennenswert abzuschw

achen. Sie bietet folglich kaum Widerstand gegen

uber
DRUCK + DRUCK −
> 40 kPa < 40 kPa
I
II
Abbildung 5.10: Druckverteilungen zum Zeitpunkt maximaler Krafteinwirkung;
die linke Spalte zeigt das Ergebnis bei Ber

ucksichtigung der Gehirnmembranen,
die rechte das Simulationsresultat ohne Einbeziehung von Falx und Tentorium.
Die Rechnungen liefern auer im Bereich des Kleinhirns sehr

ahnliche Ergeb-
nisse.
Energietransport, hat jedoch groen Einu bei Materietransport, wie er z.B.
beim Wachstum von Tumoren auftritt (siehe Abschnitt 5.4). Die mechanische
Wirkung des Tentoriums tritt deutlicher hervor als die der Falx. Reihe II in
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Abb. 5.10 zeigt in parasagittaler Schnittf

uhrung die sich einstellende Druckver-
teilung nach 5 ms. Aufgrund der speziellen Gestalt des Tentoriums kommt es
zu einem Eekt auf die Druckverteilung im Bereich des Kleinhirns. Abb. 5.11
ohne Tentorium mit Tentorium
DRUCK + DRUCK −
> 30 kPa < −30 kPa
Abbildung 5.11: Vergr

oerter Ausschnitt eines koronaren Schnitts durch den
okzipitalen Gehirnbereich. Der mechanische Einu des Tentoriums auf mecha-
nische Systemantwort im Kleinhirn wird durch eine relativ homogene Druckver-
teilung deutlich (Bild links ohne Membranen, rechts mit Tentorium).
zeigt einen vergr

oerten Ausschnitt eines koronaren Schnitts im Bereich des
Okzipitalhirns. Das linke Bild stellt den Druck ohne Einbeziehung der Mem-
branen dar, das rechte zeigt das Simulationsergebnis mit Ber

ucksichtigung von
Falx und Tentorium. Man erkennt, da die Druckverteilung im Kleinhirn bei
Ber

ucksichtigung der Membranen homogener ist. Auch die Anzahl heller Pixel
(=hoher Unterdruck) ist geringer. Daher l

at sich vermuten, da das Tentorium
einen Teil der Wellenenergie absorbiert bzw. auf den Sch

adelknochen weiterlei-
tet und somit den Druck im Kleinhirn reduziert. Da Druck im letzten Abschnitt
als m

oglicher physikalischer Verletzungsindikator genannt wurde, w

are also im
Cerebellum mit einer geringeren H

augkeit an Verletzungen zu rechnen. Dies
wird durch die klinische Erfahrung best

atigt. Dem Tentorium k

onnte somit eine
Schutzfunktion f

ur das Kleinhirn zugeschrieben werden. Um diese Aussage zu
untermauern, sind allerdings umfangreichere Simulationsrechnungen in Zusam-
menhang mit klinischen Studien n

otig.
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5.3 Modale Simulationsrechnungen
5.3.1 Einf

uhrung
Bevor die Ergebnisse der modalen FE-Analyse des Kopfmodells pr

asentiert wer-
den, sollen einige allgemeine Anmerkungen zum Zweck modaler Simulations-
rechnungen zusammengestellt werden:
 Die Kenntnis der Eigenfrequenzen des Kopfes kann eine wichtige Rolle bei
der Konstruktion von Schutzvorrichtungen spielen. Bei der Entwicklung
von Fahrrad- oder Motorradhelmen ist daf

ur zu sorgen, da Anregungen
im Eigenfrequenzbereich des Kopfes stark ged

ampft werden, die sonst in
Zusammenhang mit Resonanzph

anomenen zu groen Gewebsdeformatio-
nen f

uhren. Berechnungen zur Verbesserung von Schutzvorrichtungen sind
von Saczalski [12] angestellt worden.
 Der Vergleich der Eigenfrequenzen des hier dargestellten Kopfmodells mit
denen eines analytischen Modells [112] und mit Experimenten an Proban-
den liefert weitere M

oglichkeiten, die Verl

alichkeit der Simulationsergeb-
nisse zu

uberpr

ufen (siehe Abschnitt 5.3.2).
 Da die Eigenschwingungen eines Objekts mathematisch gesehen ein voll-
st

andiges Basissystem darstellen, kann jegliche Schwingungsmode aus ih-
nen superponiert werden. Diese elementare Eigenschaft motiviert dazu,
ausgew

ahlte Eigenschwingungen auch in Hinblick auf Verletzungsmecha-
nismen intensiv zu studieren. Unter der vereinfachenden Annahme, da
bei einer Rotation bestimmter Winkelbeschleunigung eine einzige Eigen-
mode angeregt wird, kann man exemplarisch untersuchen, welches Scher-
spannungsmuster sich aufgrund der Schwingung ergibt. Scherspannungen
innerhalb des Kopfes werden von vielen Autoren [2, 7, 23, 105] als Ur-
sache von Zerreiungsverletzungen des Gehirngewebes ausgemacht (siehe
Abschnitte 5.3.3, 5.3.4).
 F

ur eine zuverl

assige L

osung einer dynamischen FE-Analyse mu man
von der Gr

oe des Zeitschritts t
t  t
kritisch
=
T
n

(5.5)
fordern, wobei T
n
die kleinste Schwingungsperiode der Finite-Elemente-
Gruppierung mit n Freiheitsgraden ist (vgl. Abschnitt 4.5). Die Wahl
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von t f

ur die Rechnungen des vorangehenden Abschnitts wird mit den
Ergebnissen des Abschnitts 5.3.5 vorgenommen, in dem die Eigenmode
des Gehirns mit der h

ochsten Frequenz vorgestellt wird.
Die modale Analyse ist f

ur FE-Netze mit hoher Elementanzahl sehr rechenin-
tensiv und stellt damit hohe Anforderungen an Soft- und Hardware. F

ur die
Bestimmung der zwei kleinsten Eigenwerte und Eigenvektoren eines FE-Kopfes
mit 3 mm Au

osung ( 140000 Elemente) ben

otigt der Lanczos-Algorithmus
in der ARPACK-Implementierung 120 Iterationen (siehe Abschnitt 4.4). Dies
entspricht einer Rechenzeit von 92 h. Die Ergebnisse dieser Analyse werden im
folgenden Abschnitt diskutiert.
5.3.2 Validierung des Kopfmodells II
Nur drei Autoren [25, 27, 36] f

uhren eine modale Analyse f

ur ihre 3D-Modelle
durch. Bei Ward [25] handelt es sich um eines der ersten 3D-Modelle, das aus nur
200 Elementen zusammengesetzt ist. Die kleinste Eigenfrequenz seines Modells
hat den Wert von 19 Hz ohne zerebrale Membranen und einen Wert von 23 Hz,
wenn Falx und Tentorium ber

ucksichtigt werden. Die niedrigste Eigenfrequenz
des Modells von Shugar hat den Betrag von 43 Hz. Verglichen mit Stalnakers
Messungen an Kadavern [8] und Tzengs Experimenten mit Freiwilligen [115],
die beide einen Wert von 160 Hz bestimmten, sind ihre Ergebnisse zu niedrig.
Willinger [27], der auch Experimente mit Probanden durchf

uhrte, berichtet
einen Wert von 100 Hz bei seinen Messungen. Zusammenfassend kann man
festhalten, da die niedrigste Eigenfrequenz des Kopfes nicht exakt angegeben
werden kann, eine obere Grenze jedoch bei 160 Hz zu liegen scheint. Einen
Anhaltspunkt f

ur eine untere Grenze liefert das mathematische Kopfmodell
von Engin [112], das die Eigenfrequenzen einer mit Fl

ussigkeit gef

ullten Kugel
auf analytischem Wege berechnet. Als L

osung der Dierentialgleichung erh

alt
Engin die sph

arischen Besselfunktionen. Nimmt man f

ur den Radius der Kugel
einen Wert von 8 cm an und sch

atzt die Schallgeschwindigkeit im Gehirn c
g
mit
den Werten aus Tabelle 5.1 auf
c
g
=
s
E
g

g
 10m=s; (5.6)
ergibt sich aus Engins Berechnungen ein Wert von ca. 15 Hz f

ur die niedrig-
ste Eigenfrequenz. Um die Ergebnisse des Modells mit der analytischen L

osung
vergleichen zu k

onnen, wird die modale Analyse zuerst ohne Ber

ucksichtigung
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Abbildung 5.12: Visualisierung der beiden Eigenschwingungen mit den niedrig-
sten Frequenzen anhand eines axialen Schnittes durch das FE-Netz. Die Werte
der Frequenzen betragen f
1
=70 Hz (Bild I) und f
2
=77 Hz (Bild II).
der Gehirnmembranen durchgef

uhrt. Wie in Abschnitt 4.4 beschrieben, liefert
die modale Analyse sowohl eine Eigenfrequenz !
i
als auch den zugeh

origen Ei-
genvektor U
i
. Dieser Vektor stellt die zeitunabh

angige Schwingungsamplitude
dar. Um die Schwingungskomponenten in alle drei Raumrichtungen gleichzeitig
visualisieren zu k

onnen, addiert man die Eigenvektorkomponenten auf die Ko-
ordinaten der Knoten des FE-Netzes, das in Abb. 2.10 pr

asentiert wurde. Da die
Komponenten des Eigenvektors sehr klein sind, was auch f

ur die modale Analy-
se den linearen Ansatz rechtfertigt, werden alle Komponenten mit dem Faktor
50 multipliziert. In Abb. 5.12 sind zwei axiale Schnitte durch derart modizierte
Netze zu sehen, die den Eigenmoden mit den Frequenzen von f
1
=70 Hz (Bild
I) und f
2
=77 Hz (Bild II) entsprechen. Diese Schnitte wurden ausgew

ahlt, da
sie in der Region der gr

oten Schwingungsamplitude liegen. Mit den genannten
Werten liegen die hier pr

asentierten Ergebnisse innerhalb des oben abgesteckten
Bereichs von 15 Hz bis 160 Hz. Man erkennt in Abb. 5.12 zudem, da es sich bei
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den Schwingungen um Bewegungen des Gehirns relativ zum Sch

adel handelt.
Gerade solche Relativbewegungen, insbesondere wenn sie zu Scherungen des
Gewebes f

uhren, werden von einigen Autoren [2, 7, 23, 105] als Verletzungsme-
chanismus infolge von Rotationen des Kopfes identiziert. Aus diesem Grund
werden im folgenden Abschnitt Scherspannungen untersucht, die sich infolge
von Eigenschwingungen einstellen. Dabei wird eine Beschr

ankung auf die in
Abb. 5.12 Bild II pr

asentierte Mode vorgenommen, da sie in einem h

oheren
Mae Gewebsscherungen aufweist als die in Bild I dargestellte. Es soll anhand
dieser speziellen Eigenmode exemplarisch der Zusammenhang zwischen Rota-
tionsanregung des Kopfes, resultierender Schwingung des Gehirngewebes und
den damit verbundenen Scherspannungen studiert werden. Im Abschnitt 5.3.4
wird darauf aufbauend versucht, eine Korrelation von Eigenschwingungen aus
dem mittleren Frequenzbereich und dem Auftreten der Diusen Axonalen Ge-
hirnsch

adigung herzustellen.
5.3.3 Rotation und Scherspannungen
Im vorangehenden Abschnitt wurde auf die Ber

ucksichtigung von Gehirnmem-
branen verzichtet, da sie auch in den zum Vergleich herangezogenen analyti-
schen Modellen nicht ber

ucksichtigt waren. An dieser Stelle soll kurz von den
mechanischen Auswirkungen der Falx und des Tentoriums auf die Eigenanalyse
berichtet werden. Ihre Einbeziehung schl

agt sich in einer Erh

ohung der Eigen-
frequenzen nieder, genau wie es auch von Ward [25] und Ruan [22] beschrieben
wurde. Relativ ist der Zuwachs bei niedrigeren Frequenzen gr

oer als bei h

oher-
en. Hier erh

ohte sich die Frequenz f
1
um ca. 22 % von 70 Hz auf 86 Hz und die
Frequenz f
2
um 14 % von 77 Hz auf 88 Hz. Einu auf die Komponenten des
Eigenvektors U
i
hat die Ber

ucksichtigung der Gehirnmembranen jedoch kaum.
Ruan fand in seiner zweidimensionalen Studie zudem einen linearen Zusammen-
hang zwischen den Eigenfrequenzen und dem Wert des Elastizit

atsmoduls E:
mit abnehmenden E-Wert werden die Eigenfrequenzen kleiner.
Nachdem im Zusammenhang mit der Untersuchung des Coup-Contrecoup-
Ph

anomens die physikalischen Abl

aufe eines Translationstraumas er

ortert wur-
den, sollen in diesem Abschnitt die Konsequenzen einer Rotation des Kopfes
modellhaft diskutiert werden. Mittels medizinischer Studien an Aen demon-
strierten Ommaya [116] und Unterharnscheidt [117], da nicht deformierende
Winkelbeschleunigungen des Kopfes Bewutlosigkeit (engl. concussion) zur Fol-
ge haben k

onnen. Ein mathematisches Modell von Bycroft versucht, diese Ge-
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hirnsch

adigungen mit einem kritischen Wert f

ur die Scherspannung an einem
denierten Hirnort in Verbindung zu bringen. Nach seiner Analyse entsteht
eine Scherwelle aufgrund der Kopplung der Konvexit

at des Gehirns mit dem
Sch

adelknochen. Bei Beschleunigungen des gesamten Kopfes bewegt sich die
Ober

ache des Gehirns mit dem Sch

adel, was zur Entstehung einer Scherwelle
f

uhrt. Um eine exemplarische Studie zu erm

oglichen, die den Zusammenhang
zwischen Rotation und Scherkr

aften herstellt, soll vereinfachend angenommen
werden, da die durch Rotation des Kopfes angeregte Schwingung die Form der
Eigenmode in Abb. 5.12 Bild II hat. Man k

onnte sich als Gedankenexperiment
vorstellen, da eine Fourieranalyse der von Bycroft beschriebenen Scherwelle
mit den Eigenmoden als Basisfunktionen ergibt, da der gr

ote Beitrag von der
88 Hz-Eigenschwingung herr

uhrt. Zu welchen Scherspannungsmustern f

uhrt ei-
ne derartige Wellenbewegung? Wie Kapitel 5.1.1 erl

autert, f

uhren schon kleine
Scherkr

afte zu groen Deformationen. Da kritische Werte f

ur Scherspannun-
gen in Gehirngewebe nicht bekannt sind, k

onnen die Ergebnisse der Scherspan-
nungsanalyse nur qualitativ diskutiert werden. Die in Abb. 5.13 vorgestellten
Schnitte durch den FE-Kopf zeigen die Scherspannungen, die sich ergeben, wenn
man den Kopf zu einer Eigenschwingung anregt, wie sie in Abb. 5.12 Bild II zu
sehen ist. Sowohl helle (= groe negative Scherspannung) als auch dunkle (=
groe positive Scherspannung) Areale m

ussen in den pr

asentierten Bildern als
Bereiche erh

ohter Verletzungswahrscheinlichkeit interpretiert werden. Im axia-
len Schnitt ist deutlich eine hohe Scherspannung im Gebiet der Parietallappen
auszumachen. Interessanterweise l

at sich die weie von der grauen Gehirnmas-
se in Bezug auf die Scherspannung unterscheiden. Da beide in der beschriebenen
Eigenmode

ahnlichen Deformationen unterliegen (siehe Abb. 5.12 Bild II), sie
aber mit unterschiedlichen Materialparametern versehen sind (vgl. Tabelle 5.1),
bilden sich innerhalb der weien Materie h

ohere Scherspannungen aus.
Der sagittale Schnitt durch den Kopf in Abb. 5.13 zeigt deutlich, da die
Ventrikel bei Anregung der 77 Hz-Schwingung hohen Scherspannungen unter-
worfen werden, die Komponente 
xz
des Spannungstensors weist hier einen
scharfkantingen

Ubergang auf. Sollte bei einem Unfall tats

achlich diese Eigen-
schwingung zum Tragen kommen, m

ute mit betr

achtlichen Verformungen des
Ventrikelpaares zu rechnen sein. Im unteren Schnitt wird eine gewisse Asymme-
trie des Scherspannungsmusters sichtbar, die aber aus der Form der Eigenmode
resultiert.
Eine abschlieende medizinische Interpretation der Beobachtungen ist in
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SCHERSPANNUNG + SCHERSPANNUNG −
axial
koronar
sagittal
xy
xz
yz
Abbildung 5.13: Visualisierung der Scherspannungen, die sich bei der 77 Hz-
Eigenschwingung (vgl. Abb. 5.12) ergeben. Ausf

uhrliche Erl

auterung siehe Text.
diesem Modellstadium und auch im Rahmen der Arbeit nicht m

oglich. Dieser
Abschnitt dient vielmehr dazu, das physikalische Geschehen eines Rotations-
traumas modellhaft zu beschreiben und einen m

oglichen Verletzungsindikator
(die H

ohe der Scherspannung) zu identizieren. Nun soll ein Zusammenhang von
mittelfrequenten Eigenschwingungen und dem Ph

anomen der \Diusen Axona-
len Gehirnsch

adigung\ gezogen werden.
5.3.4 Die Diuse Axonale Gehirnsch

adigung (DAI)
Bei Rotations- und Schleudertraumen entstehen h

aug diuse Hirnverletzungen
ohne die f

ur Translationstraumen typischen Kontusionen [118]. Bei einer Win-
kelbeschleunigung des Kopfes treten dabei besonders in zentralen Hirnanteilen
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Scherkr

afte auf. Diese bewirken kleine Blutungen, Zerrungen und Zerreiun-
gen im Hirngewebe. Diese h

aug regelm

aig angeordneten Verletzungsmuster
betreen besonders axonale Strukturen im Marklager. Die Schwere dieses als
\Diuse Axonale Gehirnsch

adigung (DAI)\ bezeichneten Ph

anomens h

angt un-
ter anderem von der Gr

oe der Winkelbeschleunigung ab. Diese spezische Form
von Gehirnsch

adigung konnte von Gennarelli [7] reproduzierbar bei Versuchs-
aen erzeugt werden, indem er ihre K

opfe impulsartigen Rotationsbeschleuni-
gungen aussetzte. Daraufhin wurde die DAI auch mithilfe eines physikalischen
Modells untersucht [106], an dem die Aenexperimente nachvollzogen wurden.
Das Modell erlaubt die Messung der Gewebedeformation als Funktion der auf-
erlegten Beschleunigungen.
Mittels der modalen Analyse des numerischen Modells soll in diesem Ab-
schnitt ein Mechanismus pr

asentiert werden, der m

oglicherweise am Zustan-
dekommen regelm

aiger Verletzungsmuster beteiligt sein k

onnte. Nachdem im
vorangehenden Abschnitt die Eigenschwingungen kleinster Frequenz pr

asentiert
wurden, sollen in diesem Abschnitt Schwingungen des Gehirns aus dem mitt-
leren Frequenzbereich Gegenstand des Interesses sein. Wie im vorangehenden
Abschnitt gilt auch diesmal die vereinfachende Annahme, da eine bestimmte
Eigenmode durch eine Rotationsbewegung des Kopfes angeregt wird. Stellver-
tretend f

ur alle mittelfrequenten Eigenschwingungen wird aus dem Frequenz-
bereich um die 200 Hz eine Mode herausgegrien, die nun n

aher untersucht
wird. Abb. 5.14 stellt zwei Komponenten des Spannungstensors graphisch dar,
die sich bei Anregung der 198 Hz-Eigenmode ergeben. Die Komponente 
xy
ist
anhand eines axialen Schnittes aus dem subkortikalen Hirnbereich visualisiert
und die Komponente 
xz
mithilfe eines sagittalen Schnitts durch den Kopf dar-
gestellt. Es sei darauf hingewiesen, da nur der Betrag der Scherspannungen
visualisiert ist, da das Gewebe unabh

angig von ihrer Richtung sehr empndlich
auf Scherspannungen reagiert. In den beiden Bildern von Abb. 5.14 erkennt
man eine ausgepr

agte Regelm

aigkeit der Scherspannungsmuster. Areale hoher
Scherspannung (hell) werden von Scherspannungs-Nullinien (dunkel) begrenzt.
Besonders im unteren Bild wird eine ann

ahernd

aquidistante Anordnung der
Bereiche hoher Scherspannung sichtbar. Diese Beobachtung legt die Vermutung
nahe, da die bei Patienten mit DAI auftretenden regelm

aigen Zerreiungen
mit Eigenschwingungen des Gehirns bzw. den damit verbundenen Scherungen
in Zusammenhang stehen. Nat

urlich wird in der Realit

at nie eine einzelne Eigen-
mode angeregt, man wird vielmehr auf

Uberlagerungen von Eigenschwingungen
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0
xy| |
xz
| |
Abbildung 5.14: Scherspannungen zu einer Eigenschwingung mit f=198 Hz.
treen. Trotzdem liefert die Analyse den wichtigen Hinweis, da Eigenschwin-
gungen aus dem mittleren Frequenzbereich Scherspannungsmuster von hoher
Regelm

aigkeit generieren. Sollte der vermutete Zusammenhang zwischen DAI
und den Eigenmoden durch klinische Studien erh

artet werden, w

are ein wich-
tiger Beitrag zum Verst

andnis der DAI und vielleicht auch zu ihrer Pr

avention
gemacht.
5.3.5 Eine hochfrequente Eigenmode des Gehirns
Zum Abschlu dieses Abschnitts wird die Eigenschwingung des Gehirns mit
der h

ochsten Frequenz vorgestellt. Alle weiteren Moden im hochfrequenten Be-
reich, die vom ARPACK-Algorithmus berechnet wurden, sind keine Schwin-
gungen des Gehirns, sondern der Materialien mit gr

oeren Elastizit

atsmoduln
(

aueres Gewebe, Sch

adelknochen). Wie schon in den Abschnitten 4.5.1 und
5.3.1 er

ortert, ist die Kenntnis der h

ochsten Eigenfrequenz eines Objekts n

otig,
um die Feinheit der Zeitachsendiskretisierung beim Newmarkschen Verfahren
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abzusch

atzen. Abb. 5.15 zeigt die Eigenmode des Gehirns mit der gr

oten Fre-
quenz von 538 Hz. Es ist nur ein Schnitt durch das FE-Netz dargestellt. Es
Abbildung 5.15: Eigenschwingung des Gehirns mit einer Frequenz von 538 Hz.
handelt sich um eine Schwingung mit ann

ahernd kugelf

ormiger Begrenzungs-


ache. Nach der Ungleichung (5.5) ergibt sich
t
kritisch
= 0:59 ms (5.7)
als obere Schranke f

ur t. Daher wird f

ur die Simulationen in Abschnitt 4.5
ein Wert von 0.5 ms f

ur t gew

ahlt.
Der letzte Abschnitt dieses Kapitels ist der Simulation von Raumforderun-
gen im Kopf gewidmet.
5.4 Nichtlinear-statische Simulationsrechnungen
In den vorangehenden Unterkapiteln wurden die mechanischen Auswirkungen
externer Ein

usse (fokale Kr

afte, Beschleunigungen) studiert. In diesem Ab-
schnitt sollen strukturelle Ver

anderungen des Gehirns und damit verbundene
Druckver

anderungen untersucht werden, die aufgrund einer Massenzunahme
innerhalb des Sch

adels zustandekommen.
Auf dem Gebiet der Biomechanik des Gehirns wurde der Modellierung pa-
thologischer Strukturen bisher wenig Aufmerksamkeit geschenkt. Im Bereich
der quasistatischen Gehirnmechanik werden ausschlielich 2D Finite-Elemente
Modelle des Kopfes benutzt. Nagashima f

uhrte eine 2D FE-Analyse basierend
auf der linearen Elastizit

atstheorie durch, um die mechanischen Auswirkungen
von

Odemen zu untersuchen [119, 120]. Subramaniam [121] und Mitarbeiter
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nutzen vergleichbare 2D FE-Simulationen, um neurologische Konsequenzen des
Hydrozephalus zu modellieren. Sie fanden in ihren FE-Berechnungen, in denen
sie linear elastisches Materialverhalten und kleine Verschiebungen postulieren,
da die Expansion der Ventrikel mit medizinischen Beobachtungen

uberein-
stimmt. Ein weiteres 2D FE-Modell zur Untersuchung raumfordernder Prozesse
im Kopf wurde von Takizawa [122] im Jahre 1994 vorgestellt. Er entwickelte sein
vollkommen lineares Modell auf der Grundlage eines einzelnen repr

asentativen
Schnittes durch das Gehirn, um Blutungen im Kopf studieren zu k

onnen.
Mit dem in dieser Arbeit beschriebenen 3D Kopfmodell werden im folgenden
Abschnitt die Auswirkungen eines raumfordernden Prozesses am Beispiel des
Tumorwachstums untersucht.
5.4.1 Simulation eines Hirntumors
Im Gegensatz zu den bisher diskutierten Ein

ussen auf den Kopf sind Wachs-
tumsprozesse langsam. Damit m

ussen bei der Simulation eines Hirntumors we-
der Tr

agheits- noch D

ampfungskr

afte ber

ucksichtigt werden. Daher benutzt
man zum Studium des Tumorwachstums die statische FE-Analyse, die geo-
metrisch-nichtlinear durchgef

uhrt wird. Eine derartige Analyse (siehe Abschnitt
DRUCK + DRUCK −
> 0.5 kPa < −5 kPa
Abbildung 5.16: Durch k

unstliches Ausweiten eines W

urfelelements wird das
Wachstum eines Tumors simuliert. Der axiale Schnitt durch den Kopf zeigt die
Druckverteilung in direkter Umgebung des Tumorkeims.
4.3.1) wird notwendig, da die beim Tumorwachstum auftretenden Verschiebun-
gen in der Gr

oenordnung von Zentimetern liegen. Das Gehirngewebe wird als
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sogenanntes St. Venant-Kirchho-Material [123] behandelt, was bedeutet, da
auch f

ur groe Verschiebungen linear-elastisches Verhalten angenommen wer-
den kann. Diese Annahme basiert auf Untersuchungen von Ljung [124]. Bei
seinen Messungen hat er festgestellt, da Gehirngewebe groen quasistatischen
Deformationen ausgesetzt werden kann, ohne zu zerreien.
Als Tumorkeim dient ein einzelnes 8-Knoten-W

urfelelement aus dem FE-
Netz des Kopfes (siehe Abb. 2.10). Das Wachstum des Tumors wird simuliert,
indem an jedem Knoten des W

urfelelements Kr

afte angreifen, die dazu f

uhren,
da die Kantenl

ange des W

urfels sich von 3 mm auf ca. 15 mm erh

oht. An der
Stelle, an der der Tumor sitzt, ist eine Druckverminderung zu beobachten (siehe
Abb. 5.16), die jedoch als Artefakt zu interpretieren ist. Die k

unstliche Auswei-
tung eines W

urfelelements hat in der n

aheren Umgebung dieses Elements po-
sitive Hauptspannungen zur Folge, die nach Gleichung (5.4) einem Unterdruck
in diesem Gebiet entsprechen. Die Systemantwort in direkter Umgebung des
\Tumors\ wird daher im weiteren Verlauf dieses Abschnitts nicht ber

ucksich-
tigt. Es entspricht der Vorgehensweise einer nichtlinear-statischen Analyse, die
foramen magnum
DRUCK +
> 0.5 kPa < 0.0 kPa
 DRUCK −
Abbildung 5.17: Aufgrund der Verdr

angung von Gehirngewebe aus dem Sch

adel-
knochen ensteht im Bereich des Foramen magnum ein hoher Druck.
am W

urfelelement angreifenden Kr

afte nicht auf einmal zu applizieren, sondern
sie schrittweise an die Knoten anzulegen und bei jedem Schritt die Steigkeits-
matrix neu zu berechnen. Hier hat sich eine Aufteilung der Gesamtlast auf zehn
Schritte als ezient erwiesen. Eine nichtlineare Analyse zur Simulation eines
Tumors dauert dann ungef

ahr sieben Stunden f

ur ein Netz mit 150000 kubischen
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Elementen. In Abschnitt 4.3.1 wurde das zur L

osung des statischen Gleichungs-
systems (3.16) angewandte iterative Newton-Raphson-Verfahren ausf

uhrlich be-
schrieben.
Wie nicht anders zu erwarten, f

uhrt das zus

atzliche Volumen im Kopf zu
einer intrakraniellen Druckerh

ohung (siehe Abb. 5.16), die an einigen Gehirn-
orten au

allige Maxima aufweist. Die Werte der Druckzunahme im Bereich von
DRUCK + DRUCK -
> 0.5 kPa < -0.5 kPa
Abbildung 5.18: Die Ber

ucksichtigung von Falx und Tentorium f

uhrt dazu, da
das Gehirn bei der Simulation eines Tumorwachstums in drei Kompartimente
unterschiedlichen Drucks unterteilt wird.
durchschnittlich 0.2 kPa liegen in realistischer Gr

oenordnung. Die folgende
Absch

atzung soll diese Aussage best

atigen: Durch das Aufbl

ahen des W

urfelele-
ment von 3 mm auf 15 mm Kantenl

ange erh

oht sich in erster N

aherung das Ge-
samtvolumen V des Gehirns um ungef

ahr V = 3000mm
3
. Stellt man sich nun
vor, das Gehirn w

are vollst

andig umschlossen vom harten Sch

adelknochen, so
w

urde diese Volumenvergr

oerung V , die aufgrund des Sch

adels nicht vollzo-
gen werden kann, sich in einer Druckerh

ohung P

auern. Die Druckerh

ohung
berechnet sich zu
P =
V
V
E
3(1  2)
= 1:3 kPa; (5.8)
wobei die Werte f

ur E und  der Tabelle 5.1 entnommen wurden. Der Wert f

ur
P ist h

oher als der Mittelwert der Simulationsergebnisse. Dieses Abweichung
kann durch den Umstand erkl

art werden, da der Sch

adelknochen nicht voll-
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kommen geschlossen ist, sondern eine

Onung (das Foramen magnum) aufweist.
Diese

Onung macht es dem Gehirngewebe m

oglich, dem Tumordruck auszu-
weichen. In Abb. 5.17 ist zu erkennen, da der Druck im Bereich des Foramen
magnum dementsprechend hoch ist.
Bei einer koronaren Schnittf

uhrung durch den okzipitalen Hirnbereich wird
der Einu der Gehirnmembranen auf die intrakranielle Druckverteilung infol-
ge eines Tumorwachstums deutlich. W

ahrend bei der Modellierung seitlicher
Schl

age auf den Kopf nur ein Eekt im Bereich des Kleinhirns konstatiert wer-
den konnte (vgl. Abschnitt 5.2.4), zeigen sich bei der Simulation eines Tumors
deutliche Druckunterschiede in den durch Falx und Tentorium denierten Ge-
hirnkompartimenten. In der Hemisph

are, in der der Tumor angesiedelt ist, ist
der Druck im Vergleich mit den Werten in der durch die Falx abgeschirmte
Hirnh

alfte deutlich h

oher. Am geringsten ist die Druckzunahme im Bereich des
Kleinhirns, das oenbar, wie im Falle des lateralen Schlages, einen besonderen
Schutz durch das Tentorium erf

ahrt.
Das letzte Kapitel dieser Arbeit gibt neben einer kurzen Zusammenfassung
noch einen Ausblick auf zuk

unftige Anwendungen des Modells.
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Kapitel 6
Zusammenfassung
In dieser Arbeit wurde ein mechanisches Modell des menschlichen Kopfes vor-
gestellt. Ausgehend von MRT-Datens

atzen des Gehirns wurde die Methode
der Finiten Elemente genutzt, um Untersuchungen zur Biomechanik des Kopf-
es anzustellen. Die eziente Implementierung der FEM auf einer parallelen
Rechnerarchitektur erm

oglicht es, Simulationsrechnungen mit hoher r

aumlicher
Au

osung in relativ kurzer Rechenzeit durchzuf

uhren. Beim Vergleich mit kli-
nischen Untersuchungen und physikalischen Absch

atzungen erwiesen sich die
Simulationsergebnisse als qualitativ und quantitativ stimmig [125].
Dieses Modell unterscheidet sich in einigen Punkten grundlegend von sei-
nen Vorg

angern. Fr

uhere FE-Simulationsrechnungen zur Biomechanik des Kopf-
es wurden mit Netzen vollzogen, die eine Durchschnittsform des menschlichen
Kopfes repr

asentieren (vgl. Abschnitt 1.2). Dagegen bietet das in dieser Ar-
beit beschriebene Modell die M

oglichkeit, basierend auf individuellen MRT-
Datens

atzen, Simulationsrechnungen auszuf

uhren. Ein weitere wichtige Eigen-
schaft dieses Modells ist seine hohe r

aumliche Au

osung, mit der sowohl eine
realistische Repr

asentation neuroanatomischer Strukturen als auch eine hohe
numerische Genauigkeit der Berechnungen erreicht wird. Die Durchf

uhrung ei-
ner modalen Analyse auf der Grundlage hochaufgel

oster 3D Netze stellt einen
zus

atzlichen Vorteil dar. Neben der Best

atigung der Ergebnisse lieferte die mo-
dale Analyse einen m

oglicherweise wichtigen Hinweis, um das Zustandekommen
der Diusen Axonalen Hirnsch

adigung besser zu verstehen.
Nachdem nun die Werkzeuge vorliegen, die zum Aufstellen eines mechani-
schen FE-Modells des menschlichen Kopfes n

otig sind (vgl. Kapitel 2 und 4)
und eine Validierung mit klinisch-relevanten Simulationsrechnungen erfolgt ist,
ergeben sich auf klinischer Ebene weitere Entwicklungsm

oglichkeiten.
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Da die Modellrechnungen auf individuellen MRT-Datens

atze basieren, k

on-
nen z.B. Krankheitsprozesse im Individualfall untersucht werden. Da das MPI
f

ur neuropsychologische Forschung eng mit der Tagesklinik f

ur kognitive Neuro-
logie zusammenarbeitet, sind Langzeitstudien an Patienten mit schwerer Hirn-
sch

adigung denkbar. Von besonderem Interesse ist die Entwicklung einer mor-
phologischen Beschreibung der R

uckbildungsmechanismen von Gehirngewebe
nach strukturellen Ver

anderungen (z.B. nach der Strahlenbehandlung eines Tu-
mors). Auf die Notwendigkeit, die allgemeinen Beobachtungen zu den Pathome-
chanismen von Hirnverletzungen durch zahlreiche Einzelfallstudien zu erg

anzen,
wurde schon in den Abschnitten 5.2 und 5.3 hingewiesen. Denn nur

uber den
Abgleich von Simulationsergebnissen mit der klinischen Diagnose lassen sich
Theorien zum Zustandekommen von Hirnsch

adigungen

uberpr

ufen.
Dar

uberhinaus besteht die M

oglichkeit, da dieses Modell ein neurochirur-
gisches Hilfsmittel werden kann [126]. Hier k

onnte es der pr

aoperativen Planung
neurochirurgischer Eingrie dienen und bei der Absch

atzung des sogenannten
\Brain-Shifts\ hilfreich sein. Nach der

Onung des Sch

adels bewegt sich das Ge-
hirn bis zu einigen Millimetern aus seiner urspr

unglichen Lage. Damit verlieren
pr

aoperative Aufnahmen des Gehirns ihre G

ultigkeit. Mit der Bestimmung des
\Brain-Shifts\ k

onnte folglich die Positioniergenauigkeit des Operationsinstru-
ments erh

oht werden.
Der Verwendung dieses Modells als neurochirurgisches Hilfsmittel steht zur
Zeit noch der Mangel an verl

alichen Materialparametern entgegen. In den letz-
ten beiden Jahren wurden jedoch neue Verfahren entwickelt, um Materialpara-
meter von Geweben zu bestimmen. Homeister [127] benutzte die Ultraschall-
technik, um das Elastizit

atsmodul von Herzgewebe zu messen. Es ist geplant,
das Verfahren auch auf Gehirngewebe anzuwenden [128]. Peters und Mitarbei-
ter [129] f

uhrten Schwingungsexperimente an Gehirnen von Schweinen durch,
um deren Materialparameter zu ermitteln. Auch sie planen, ihr Verfahren auf
menschliches Gehirngewebe zu

ubertragen.
Wenn genaue Materialparameter von Kopfgewebe vorliegen, k

onnen diese
leicht in dem vorgestellten Modell ber

ucksichtigt werden. Die Verl

alichkeit der
Simulationsergebnisse wird damit weiter erh

oht. Unter diesen Umst

anden ist es
denkbar, da sich das FE-Modell in der Zukunft zu einem wichtigen Hilfsmittel
bei der Optimierung von Schutzvorrichtungen f

ur den Kopf entwickelt oder auch
Einu auf die Wahl der Therapieform nach Hirnverletzungen nimmt.
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1. In dieser Arbeit wird ein dreidimensionales Modell des menschlichen Kopf-
es beschrieben, das es erlaubt, mit der Methode der Finiten Elemente
(FE) mechanische Ein

usse auf den Kopf zu modellieren. Eine exakte
Geometriebeschreibung eines individuellen Modells wird aus einem Kern-
spintomogramm des Kopfes gewonnen. Ausgehend von diesen medizini-
schen Bilddaten wird die diskrete Darstellung des Kopfes als Verbund
niter Elemente mit einem f

ur diesen Zweck entwickelten Gittergenerator
gewonnen. Dieser schnelle und stabile Algorithmus erm

oglicht die Erstel-
lung von r

aumlich hochaufgel

osten Finite-Elemente-Repr

asentationen des
Sch

adels und interner neuroanatomischer Strukturen. Es besteht die Aus-
wahl zwischen anisotropen und isotropen W

urfel- und Tetraedernetzen
(vgl. Kapitel 2.3)
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2. Auf der Basis dieser FE-Netze werden die dem physikalischen Geschehen
zugrundeliegenden Dierentialgleichungen mittels der Finite-Elemente-
Methode numerisch gel

ost. Die zur Durchf

uhrung der Simulationen n

oti-
gen numerischen Verfahren wurden optimiert und auf einer parallelen
Rechnerarchitektur implementiert (vgl. Kapitel 4).
3. Jeder der implementierten Analysearten ist eine klinisch-relevante An-
wendung zugeordnet. Mit der nichtlinearen statischen Analyse werden
die mechanischen Konsequenzen von Tumorwachstum untersucht, die dy-
namische Analyse dient dem Studium der Auswirkungen von fokalen Ge-
walteinwirkungen auf den Kopf und die modale Analyse gibt Aufschlu

uber das Schwingungsverhalten des Kopfes. Die Validierung des Modells
wird durch den Vergleich von Simulationsergebnissen mit experimentell
ermittelten Daten erzielt (vgl. Kapitel 5).
