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Resumo 
Problemas de otimização combinatória são classificados na grande maioria das vezes como 
NP-difíceis. Para estes problemas, não são conhecidos algoritmos polinomiais capazes de 
resolvê-los. Logo, é necessário o desenvolvimento de estratégias eficientes para tratá-los. 
O desenvolvimento de técnicas híbridas para a resolução destes problemas tem por objeti-
vo valorizar os pontos fortes dos métodos que estão sendo empregados, para, desta forma, 
compensar os pontos mais fracos, criando um procedimento de qualidade superior. Este 
trabalho propõe um método híbrido que integra técnicas de Programação por Restrições 
com metaheurísticas de Busca Tabu para atacar o problema de escalonamento de ativi-
dades na produção de um campo petrolífero. Como não há resultados anteriores para 
serem comparados com os resultados obtidos para as instâncias consideradas neste traba-
lho, modelos de programação matemática foram utilizados para a obtenção de limitantes 
duais para a solução do problema. Além disso, para determinar quão robusta é a técnica 
proposta, uma análise de sensibilidade foi realizada sobre as instâncias consideradas. 
Vlll 
Abstract 
Combinatorial optimization problems are generally NP-hard. As it is not known poli-
nomial time algorithms to solve them, it is necessary to develop efficient strategies to 
treat them. The aim in developing hybrid techniques to solve combinatorial optimization 
problems is to strength the good features of the methods that are being combined to 
compensate for their weakness. In this paper, we propose a hybrid method that com-
bines Constraint Programming techniques and Tabu Search metaheuristics to schedule 
the activities involved in the production process of an oil field. As there are no previous 
results to estabilish a comparision with the results obtained with the instances considered 
in this work, bounds were determined using mathematical programming models. Finally, 
to estabilish the robusteness of proposed method, a sensibility analysis was performed 
over the considered instances. 
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Problemas de otimização combinatória [36] são classificados na grande maioria das vezes 
como NP-difíceis [21]. Para estes problemas, não são conhecidos algoritmos polinomiais 
capazes de resolvê-los. Logo, é necessário o desenvolvimento de estratégias eficientes para 
tratá-los. O desenvolvimento de técnicas híbridas para a resolução destes problemas tem 
por objetivo valorizar os pontos fortes dos métodos que estão sendo empregados, para, 
desta forma, compensar os pontos mais fracos, criando um procedimento de qualidade 
superior. 
A integração de técnicas de Programação por Restrições com metaheurísticas é objeto 
de pesquisa atual [28J, e que pode trazer resultados promissores na área de otimização 
combinatória [65, 66, 52, 11, 51, 43, 60, 57J. O estudo de algoritmos de Busca Local 
que exploram de maneira eficiente vizinhanças muito grandes em relação aos dados de 
entrada (vizinhança de larga escala) também está em foco e tem obtido sucesso no ataque 
a vários problemas [18, 1, 2J. Estes algoritmos podem percorrer a vizinhança demarcada 
em tempo polinomial ou heuristicamente. Utiliza-se heurísticas quando a exploração da 
vizinhança é comprovadamente NP-difícil ou simplesmente não é conhecido um algoritmo 
polinomial para realizar esta busca. A integração citada anteriormente pode possibilitar 
a exploração de vizinhanças de larga escala em tempos viáveis. Com isso as chances de 
obtenção de melhoras realmente significativas nas soluções é muito grande, visto que a 
eficiência de metaheurísticas como a Busca Local melhora à medida em que aumenta o 
tamanho da vizinhança de busca. 
Além disso, o uso da Programação por Restrições para percorrer as vizinhanças da 
Busca Local é especialmente indicado para tratar problemas reais. Isto acontece porque 
estes problemas, normalmente, mudam algumas de suas características freqüentemente e 
a Programação por Restrições torna a modelagem de problemas bastante flexível, per-
mitindo com que novas restrições possam ser incorporadas sem o dispêndio de muito 
esforço. O mesmo não ocorreria se a Busca Local fosse resolvida por métodos tradicio-
1 
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nais através de algoritmos especialmente desenvolvidos para este fim. Espera-se também 
que a abordagem híbrida seja mais robusta quando comparada com as técnicas emprega-
das individualmente. Assim, variações nos dados do problema tratado teriam um menor 
impacto no desempenho da busca por boas soluções. 
Para validar as expectativas acima, estas técnicas serão aplicadas no problema de es-
calonamento de atividades na produção de um campo petrolífero, mais especificamente 
no planejamento das atividades realizadas pela Petrobras para construir poços na Bacia 
Petrolífera de Campos. Este problema foi escolhido por se tratar de um problema combi-
natório real, de grande porte, e que possui relevância a nível mundiaL Além disso, bons 
resultados experimentais podem provocar um considerável impacto na produtividade da 
empresa. 
Como não há resultados anteriores para serem comparados com os resultados obtidos 
para as instâncias consideradas neste trabalho, modelos de programação matemática fo-
ram utilizados para a obtenção de limitantes duais para a solução do problema. Além 
disso, para determinar quão robusta é a técnica proposta, uma análise de sensibilidade 
foi realizada sobre as instâncias consideradas. 
As próximas seções descrevem os objetivos deste trabalho e a organização do texto. 
1.1 Objetivos do Trabalho 
O objetivo principal deste trabalho é estudar a integração da Programação por Restrições 
com a Busca Tabu para resolver o problema do escalonamento das atividades na produção 
de petróleo. 
Além disso, deseja-se comparar o desempenho da técnica híbrida com o desempenho 
da Busca Tabu quando esta última é aplicada isoladamente. Serão comparados o tempo 
necessário para melhorar as soluções iniciais, a qualidade da solução final obtida com cada 
técnica e a robustez de cada método. Para isso, serão testadas diversas instâncias com 
diferentes soluções iniciais aplicadas a cada uma delas. Além disso, será apresentada uma 
análise de sensibilidade sobre cada uma das instâncias. 
Também é um dos objetivos desse trabalho estabelecer a qualidade das soluções en-
contradas. Como não havia resultados anteriores para as instâncias consideradas e como o 
método empregado não dá garantias sobre a qualidade das soluções obtidas, foram obtidos 
limitantes para o problema utilizando-se alguns modelos de programação matemática. 
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1.2 Trabalhos Relacionados 
Há vários trabalhos que tratam diferentes problemas de otimização com aplicações na 
indústria petrolífera. Entre os temas relacionados a este assunto destacam-se: previsão 
de produção de petróleo; localização e sequenciamento de poços; otimização de sistemas 
produtores de petróleo e escalonamento de atividades para desenvolvimento de poços. O 
problema tratado nesta dissertação é referente ao último ítem. 
A seguir, serão relacionados alguns trabalhos que discutem estes problemas . 
.. Previsão da produção de petróleo 
A importância de prever a produção de petróleo é inegável. Métodos de previsão 
variam desde curvas de extrapolação, simulação computacional, e até analogias. Um 
dos trabalhos mais recentes nesta área é o trabalho de Weiss, Balch e Stubbs [64]. 
Eles utilizam Ordenação Fuzzy e Redes Neurais para estabelecer correlações usadas 
para prever a produção de petróleo. Neste trabalho, as redes neurais são treinadas, 
testadas e então utilizadas para realizar a previsão. 
,. Localização de poços 
A determinação da localização de poços de petróleo é um problema complexo. De-
pende de propriedades do reservatório, da especificação dos equipamentos de super-
fície e do poço, e também de critérios econômicos. As variáveis deste problema são 
as localizações dos poços e a principal função objetivo considerada é a maximização 
do fluxo de caixa {net present value - NPV). Para o cálculo da função objetivo, em 
geral, são utilizados simuladores. 
Beckner e Song [8] formularam este problema como o Problema do Caixeiro Viajante. 
Neste trabalho as possíveis localizações dos poços são as cidades, e a ordem que os 
poços devem ser desenvolvidos é a seqüência da viagem. Além disso, quando há mais 
possíveis localizações do que poços que devem ser efetivamente desenvolvidos, as 
localizações excedentes são consideradas poços inativos. Este fato influencia a função 
objetivo e, como ele é um pouco diferente do Problema do Caixeiro Viajante padrão, 
a taxa de convergência dos algoritmos utilizados para resolver o problema pode sofrer 
uma redução. Para uma dada seqüência de poços, um simulador é utilizado para 
calcular o NPV (distância total). A técnica de Simulated Annealing é utilizada para 
resolver o problema. Este trabalho mostrou a necessidade do desenvolvimento de 
mais pesquisas para se chegar a um número adequado de iterações que leve a um 
nível aceitável de qualidade da solução. 
Bittencourt e Horne [10] hibridizaram o Método do Politopo, Algoritmos Genéticos 
e a abordagem Proxy proposta por Pane Horne [49]. O Método do Politopo é uma 
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heurística de híll climbíng primeiramente proposta por Nelder e Mead [47]. Um 
politopo para n variáveis de decisão consiste de n + 1 pontos arranjados de forma 
côncava na superfície determinada pela função objetivo. Como este método não 
requer o cálculo de gradientes, ele é especialmente adequado para tratar funções 
não lineares. Métodos Proxy são utilizados para aproximar o comportamento de 
funções, quando o cálculo das mesmas é excessivamente caro. Várias técnicas podem 
ser usadas como método Proxy. Um exemplo são as Redes Neurais. 
A intenção do trabalho de Pan e Horne [49] era reduzir o número de simulações 
necessárias para otimizar a localização dos poços. Baseado no algoritmo proposto 
por Bittencourt e Horne, Güyagüler e Horne [31] apresentaram um Algoritmo Ge-
nético Híbrido (HGA) capaz de evitar soluções sub-ótimas, incorporando o Método 
do Politopo e a abordagem Proxy aos procedimentos de um Algoritmo Genético 
convencionaL Esta abordagem foi aplicada na bacia petrolífera do Golfo do México 
trazendo bons resultados e diminuindo consideravelmente o número de simulações. 
Centilmen, Ertekin e Grader [13] utilizaram Redes Neurais em substituição ao si-
mulador para o cálculo da função objetivo. 
Já a questão de que incertezas estão presentes nos dados usados para estabelecer 
os modelos é tratada por Güyagüler e Horne em [30J. !'\este trabalho, as incertezas 
associadas com a localização dos poços são tratadas dentro do escopo da Utility 
Theory [331, a qual lança mão de simulação numérica como a ferramenta para medir 
a função objetivo. A Utility Theory é empregada para transformar o problema com 
incertezas em um problema determinístico. Em seguida, técnicas convencionais de 
otimização podem ser utilizadas. Neste trabalho a técnica HGA de [31] foi aplicada 
como a técnica otimizadora. 
" Otimização de sistemas produtores de petróleo 
Sistemas produtores de petróleo são complexos e heterogêneos. Freqüentemente eles 
não são operados em níveis ótimos, mas sim em níveis que simplesmente satisfazem 
as restrições operacionais. Isso acontece principalmente devido a uma visão local de 
cada uma das restrições operacionais e também devido às limitações que as técnicas 
tradicionais de otimização podem demandar tempo e recursos computacionais. 
Normalmente, as variáveis de decisão destes problemas são parâmetros que preci-
sam ser ajustados para determinar a condição operacional de cada poço, como a 
freqüência de operação e a taxa de injeção. Estes parâmetros podem variar ao longo 
do tempo. 
As funções objetivo consideradas para este tipo de problema são: a maxímização da 
produção total, a maxímização dos lucros, a minimízação dos custos e a maxímização 
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do fluxo de dinheiro (NPV). É necessário o uso de simuladores ou de alguma técnica 
de aproximação para calcular o valor da função objetivo quando o valor das variáveis 
já é conhecido. 
Em 1990, Carro! e H orne [34] aplicaram os Métodos do Gradiente e do Politopo para 
maximizar a produção de um único poço de petróleo. Neste trabalho, os parâmetros 
não poderiam variar ao longo do tempo. Em 1992, Ravindra [55] deu continuação a 
este trabalho e permitiu a variação dos parâmetros. Em 1993, Fujii [20] continuou 
esta linha de estudo, considerando um conjunto de poços, ao invés de apenas um 
poço. Nestes três trabalhos cada restrição operacional era tratada como uma caixa 
preta. Em 1997, Palke e Horne [48] deram continuação ao trabalho de Ravindra, 
substituindo as caixas pretas por modelos detalhados de cada restrição. Três mé-
todos de otimização foram considerados separadamente neste trabalho, sendo suas 
potencialidades e fraquezas comparadas. Os métodos considerados foram: Método 
de Newton, Método do Politopo e Algoritmos Genéticos. A função objetivo con-
siderada foi a maximização do fluxo de dinheiro. Comparando os três métodos, o 
Algoritmo Genético foi identificado como o mais robusto para tratar o problema. 
Stoisits e outros [61] utilizaram Redes Neurais e Algoritmos Genéticos para maximi-
zar a produção de petróleo em grandes reservatórios. Neste trabalho, um Algoritmo 
Genético é utilizado como o método de otimização e Redes Neurais são utilizadas 
para substituir o uso de simuladores no cálculo da função objetivo. 
Vázquez e outros [62] propõem um algoritmo híbrido que combina Algoritmos Ge-
néticos e Busca Tabu. Nesta abordagem, cada solução individual gerada usando o 
Algoritmo Genético é melhorada utilizando a Busca Tabu. Bons resultados, tanto 
computacionais quanto de tempo de execução, foram obtidos. A principal fraqueza 
deste trabalho é a necessidade de se efetuar o cálculo da função objetivo inúmeras 
vezes, utilizando-se simuladores. 
• Escalonamento de atividades para desenvolvimento de poços 
O desenvolvimento de poços de petróleo, antes que estes comecem a produzir, en-
volve um número substancial de atividades e recursos. A execução das atividades 
deve ser coordenada para que restrições sejam atendidas e, ao mesmo tempo, algum 
critério, como a produção total de óleo, seja otimizado. Em geral, é considerado um 
período de 4 a 5 anos para o escalonamento das atividades e o cálculo da produção. 
As variáveis de decisão deste problema são o instante de início de cada atividade e 
qual o recurso que será alocado para cada atividade. 
Haste, Haut, Johansen e 0lberg em [32j tratam este problema utilizando Progra-
mação por Restrições. Neste trabalho, são considerados dois tipos principais de 
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recursos e cinco diferentes restrições, entre elas a restrição de precedência tecnológi-
ca. A função objetivo utilizada foi a minimização do makespan. Um único conjunto 
de dados, referente a poços foi utilizado. O resultado obtido para o makespan foi 
21 dias superior que o makespan do escalonamento reaL Isto apontou a necessidade 
de uma substancial melhora, tanto na modelagem quanto na técnica utilizada. Os 
autores também apontaram a necessidade de se considerar outras funções objetivo. 
Nenhum dos trabalhos mencionados acima aborda problemas de otimização envolvendo 
petróleo utilizando uma técnica híbrida que combine Programação por Restrições com 
Busca Tabu. Serão então relacionados alguns trabalhos que utilizam esta abordagem 
híbrida para atacar problemas combinatórios. 
Wallace [63] apresenta um estudo onde a integração da Programação com Restrições e 
a Busca Tabu é feita de uma forma fraca: a Programação por Restrições é usada apenas 
para gerar uma solução inicial para o algoritmo de Busca Tabu. 
Outra forma de integrar as duas técnica é utilizar a Programação por Restrições para 
testar a viabilidade e avaliar o custo de cada vizinho explorado. Esta forma de integração 
é utilizada em [54] para resolver Problemas de Transporte. Já [4, 14] tratam o problema 
de Roteamento de Veículos e [12] trata o problema de Escalonamento de Tarefas. Em [3] 
é considerado o problema de Otimização de Padrão de Testes em Projetos de Circuitos 
Integrados. 
Pesant e Gendrau [521 utilizam a Programação por Restrições para controlar todo 
o processo de exploração das vizinhanças da Busca Tabu. Neste trabalho, é criado um 
modelo de Programação por Restrições para representar a vizinhança, um modelo para 
representar o problema original e um modelo que serve de interface entre a vizinhança e 
o problema originaL A intenção é utilizar as restrições e a função objetivo do problema 
original na redução do domínio das variáveis do modelo de vizinhança. Esta abordagem 
foi utilizada para resolver o Problema do Caixeiro Viajante. 
A integração das duas técnicas também pode ser feita da seguinte forma: ao invés 
de especificar os movimentos que definem como os vizinhos são obtidos a partir de uma 
solução corrente, como acontece na Busca Tabu pura, define-se apenas um consenso entre 
todas as soluções de uma vizinhança. Feito isso, a Programação por Restrições é utilizada 
para completar este fragmento comum e obter desta maneira os vizinhos. Ou seja, a 
Programação por Restrições é utilizada para obter uma nova solução (vizinho) a partir 
de uma solução parciaL Vale lembrar que esta solução parcial é um fragmento da solução 
corrente. Esta é a abordagem que mais se aproxima da utilizada neste trabalho. 
Esta técnica foi utilizada em [111 para resolver um problema de Job Shop. Neste 
trabalho, o consenso entre as soluções é um conjunto de pares de atividades que são 
executadas pela mesma máquina. É imposto que a ordem relativa das atividades de cada 
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par seja a mesma em todos os elementos da vizinhança. A ordem relativa destas atividades 
é a ordem existente entre as mesmas na solução corrente. 
Outros problemas combinatórios também foram atacados utilizando este tipo de in-
tegração. O problema da Montagem de Tabela de Horário é tratado em [511. Já [43! 
considera· o Problema de Designação Quadrático, enquanto o Roteamento de Veículos é 
abordado em [60, 57!. 
1.3 Organização do Texto 
O texto desta dissertação está organizado da seguinte forma. O capítulo 2 descreve o 
problema que será tratado neste trabalho, bem como as características da instância real 
fornecida pela Petrobras e como um gerador de instâncias foi implementado. 
O capítulo 3 apresenta, resumidamente, fundamentos teóricos necessários para um 
entendimento adequado do trabalho descrito nesta dissertação. Este capítulo também 
descreve como a Busca Tabu será integrada com a Programação por Restrições, dando 
origem a abordagem híbrida proposta neste trabalho. 
O capítulo 4 expõe detalhes do tratamento do problema. Por exemplo, descreve como 
as soluções iniciais foram geradas, descreve as vizinhanças consideradas e também os 
parâmetros utilizados na Busca Tabu. 
Já o capítulo 5 trata a questão da obtenção de limitantes duais para o problema. 
Este capítulo descreve os modelos de Programação Linear Inteira utilizados para modelar 
relaxações do problema original, bem como os resultados obtidos por estes modelos. 
No capítulo 6 são apresentados e discutidos os resultados computacionais obtidos na 
resolução do problema. O capítulo 7 apresenta a análise de sensibilidade realizada sobre 
as instâncias consideradas neste trabalho. 
Finalmente, o capítulo 8 traz as conclusões obtidas nesta pesquisa e também discute 
trabalhos futuros. 
Capítulo 2 
Descrição do Problema 
Este capítulo descreve o problema combinatório considerado nesta dissertação. Esta des-
crição inclui os procedimentos necessários para a construção de um poço de petróleo, quais 
as restrições que se aplicam ao problema, e também as funções objetivo de interesse. Além 
disso, a Petrobras forneceu apenas uma instância real para que os testes computacionais 
pudessem ser realizados. Como este número mostrou-se insuficiente para testar quão ro-
bustas são as implementações propostas, foi realizado um estudo estatístico na instância 
real e, baseado neste estudo, foi criado um gerador de instâncias. Este capítulo também 
descreve as características da instância real e a construção de um gerador de instâncias, 
baseado nestas características. 
2.1 O Problema 
A Petrobras é uma das mais eficientes empresas do mundo na exploração de petróleo em 
águas profundas. A Bacia de Campos é uma imensa área no mar onde a Petrobras explora 
petróleo. Nela, existem centenas de locais que são considerados promissores poços de 
petróleo. Estes poços de petróleo precisam ser construídos, para que sejam colocados em 
produção. Existem também diversos poços que estão em diferentes estágios do processo 
de construção. 
Portanto, o problema em questão é: dados um conjunto de poços, as atividades a serem 
executadas em cada poço e os recursos disponíveis, como barcos e sondas, necessários para 
a execução destas atividades, determinar um sequenciamento das atividades em um dado 
horizonte de tempo, de forma a otimizar uma função objetivo. Este sequenciamento é 
claro, deve satisfazer uma série de restrições. 
As principais características do problema são descritas em maiores detalhes nas pró-
ximas subseções. 
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2.1.1 Procedimentos 
O construção de um poço compreende várias etapas. Quando um determinado local é 
considerado um promissor poço de petróleo, barcos e sondas são enviados a este local 
para realizar as devidas operações de perfuração. 
Perfurado o poço, inicia-se o processo de sua preparação para extração de petróleo 
(completação). Em primeiro lugar, é instalada a "Árvore de Natal Molhada (ANM)" 1 
sobre a boca do poço para que o petróleo não extravaze para o mar. Nesta etapa são 
utilizadas sondas e barcos. Posteriormente, um barco leva uma linha de produção da 
qual uma extremidade é ligada na ANM e a outra extremidade é encaixada num manífold 
ou então sobe direto para a superfície até a plataforma de produção (interligação). Um 
manífold é uma estrutura para junção das linhas de produção no fundo do mar. É 
instalado por uma sonda ou um barco e seu uso evita que cada poço necessite de tubulações 
exclusivas que o liguem desde o fundo do mar até a superfície. Assim, as linhas de produção 
de vários poços relativamente próximos podem se interligar no manífold e, deste, uma 
única tubulação sobe até a superfície. Na ausência de manífolds, e com o metro de linha 
de produção alcançando cerca de mil dólares, a ligação até a superfície de um único poço 
isolado a uma profundidade de dois mil metros acarretaria um custo de cerca de dois 
milhões de dólares. 
Completado o processo de interligação, parte-se para a extração do petróleo propria-
mente dita. Para tal, na superfície do mar são colocadas bases de captura de petróleo, 
as chamadas UEPs (Unidade Estacionária de Produção), onde se processará e armaze-
nará (quando possuir capacidade de armazenamento) o produto até que navios venham 
recolhê-lo e levá-lo para terra. A interligação entre o manifold e a plataforma UEP é 
feita por um barco. Se a vazão de petróleo for muito elevada eí ou a UEP não possuir 
capacidade de armazenamento, pode-se optar pela instalação local de uma plataforma 
petrolífera para armazenar o petróleo extraído. 
2.1.2 Restrições 
As principais restrições envolvidas no processo de sequenciamento das atividades neces-
sárias para o desenvolvimento de um poço de petróleo são: 
1. Precedência Tecnológica: restrição que define a ordem entre as atividades. Se 
uma atividade A deve ser executada antes de uma atividade B, há precedência 
tecnológica de A para B. 
2. Restrição de Marcos: uma atividade deve terminar antes ou iniciar depois de 
uma determinada data, com ou sem lag time. 
1 Imensa estrutura metálica com tubulações onde se encaixam válvulas. 
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3. Restrição de Data: uma atividade deve iniciar e terminar em uma data fixa. 
4. Características das Atividades: as atividades serão realizadas por recursos que 
possam executá-las, atendendo às restrições de lâminas d'água, tipos de equipamen-
tos, entre outras. 
5. Indisponibilidade de Poços: só pode ser realizada uma atividade simultânea 
em cada poço. 
6. Indisponibilidade de Recursos: os recursos só podem realizar uma atividade por 
vez. Além disso, os recursos podem ficar indisponíveis num determinado período de 
tempo, seja por motivo de manutenção ou por não estarem com seu contrato em 
dia. 
7. Seqüência de Poços: as atividades nos poços a serem perfurados para entrar em 
produção devem obedecer a uma seqüência imposta pela geologia do local. 
8. Restrições de Superfície: dependendo dos tipos de sondas atuando sobre um 
poço, deve haver uma área grande o suficiente entre essas sondas para evitar risco 
de colisão durante manobras. 
9. Fator de Eficiência: o tempo de duração da tarefa pode variar conforme um 
fator de eficiência do recurso que irá executá-la. 
É importante ressaltar que não é permitida a interrupção de atividades. Neste traba-
lho, apenas as restrições 1, 4, 5 e 6 são consideradas. Estas são as principais restrições. 
Os dados reais fornecidos pela Petrobras cobrem somente estas restrições. Outras res-
trições podem ser incorporadas na técnica híbrida sem muito esforço, já que uma das 
características da Programação por Restrições é permitir a inserção de novas restrições 
de uma maneira fácil e eficiente. Na Busca Tabu pura, há uma conexão mais forte en-
tre as restrições do problema e a vizinhança, o que torna modificações uma tarefa mais 
complexa. 
2.1.3 Objetivos 
Deseja-se um sequenciamento das atividades satisfazendo às restrições acima e que aten-
dam alguns dos seguintes critérios: 
1. Maximizar a produção de óleo em um determinado horizonte de tempo (maximizar 
a vazão); 
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2. Minimizar o instante de tempo em que todas as atividades já foram executadas 
(minimizar makespan); 
3. Aumentar o lucro das atividades dos poços no horizonte de tempo definido; 
4. Diminuir os custos de desenvolvimento dos poços no horizonte de tempo do sequen-
ciamento; 
5. Diminuir o tempo de ociosidade das sondas de perfuração e barcos para uma curva 
de produção de óleo determinada; 
6. Aumentar a produção de determinados tipos de petróleo em detrimento de outros. 
Este trabalho vai focar o primeiro objetivo (maximizar a vazão), pois é um dos mais 
relevante tanto do ponto de vista teórico quanto do ponto de vista prático. Ele é mais 
interessante teoricamente pois soluções obtidas tendo em vista o objetivo 2, já na primeira 
versão de um modelo de Programação por Restrições, ficaram a apenas 0.2% de uma cota 
inferior do problema. Comportamento bem diferente acontece com o objetivo 1, como 
ficará claro na seção de resultados computacionais. A relevância prática vem do seguinte 
fato externado pela própria indústria: em grande parte do tempo, o interesse maior é pelo 
aumento da produção. 
A produção de óleo de um poço é calculada da seguinte forma. Cada poço tem uma 
vazão associada e uma atividade cujo propósito é colocar o poço em produção. Quando 
esta atividade é concluída, é considerado que o poço está em produção. A produção do 
poço é obtida multiplicando-se a sua vazão pelo tempo restante desde a entrada do poço 
em produção até um horizonte de tempo definido. Vale ressaltar que atividades podem ser 
executadas depois do horizonte de tempo especificado, mas os poços onde estas atividades 
são executadas não entram para o cálculo da produção. 
Pela descrição do problema, pode-se observar que ele não apenas refere-se a uma 
aplicação real, mas também possui um grande número de particularidades que o tornam 
bastante diferenciado. Daí a relevância prática e acadêmica da abordagem proposta neste 
trabalho. 
2.2 A Instância Real e o Gerador de Instâncias 
Nesta seção serão apresentadas as características da instância real e como foi construído 
o gerador de instância, baseado nestas características. 
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2.2.1 A Instância da Petrobras 
Dois tipos de recursos são considerados na instância da Petrobras: sondas e barcos. Além 
disso, sempre que uma atividade requer um tipo de recurso, todos os recursos deste tipo 
podem executar a atividade. Ou seja, não há nenhuma restrição ou distinção no uso 
de qualquer um dos barcos disponíveis, quando a atividade requer um barco. O recurso 
necessário para a execução da atividade é determinado pelo tipo da atividade. 
O número de poços, atividades, barcos e sondas presentes na instância real são apre-
sentados na tabela 2.1. Já a tabela 2.2 mostra alguns dados numéricos sobre a duração 
de todas as atividades. 
NumPoças 1 NumAtividades NumBarcos NumSondas I 
130 482 3 5 
Tabela 2.1: Dados da instância real 
Média ! Mediana Modo Mfnimo i Máximo Soma 
il 17 I 12 1 129 1 8195 
Tabela 2.2: Duração das atividades (em dias) - Instância real 
Os poços da instância real têm um conjunto de atividades a serem executadas que 
segue um determinado padrão. O tipo da atividade e a relação de precedência entre as 
mesmas é o que determina um padrão. Os padrões apresentados pelos poços da instância 
real são mostrados na figura 2.1, onde os nós representam as atividades e os arcos as 
relações de precedência entre as mesmas. Nesta figura, percebe-se a existência de padrões 
distintos associados a um mesmo grafo. Isto significa que as relações de precedência entre 
as atividades são as mesmas, mas o tipo destas atividades é diferente. Por exemplo, os 
padrões 17, 19 e 20 apresentam uma ordem total entre as suas atividades, mas seus tipos 
de atividades são diferentes. A figura 2.1 também mostra que a ordem das atividades 
nos poços não é sempre total. Este fato será importante para estabelecermos que as 
vizinhanças consideradas neste trabalho são de larga escala. 
A tabela 2.3 apresenta alguns dados numéricos de cada padrão. Pode-se observar que 
a freqüência de ocorrência de cada padrão não é uniforme. Por exemplo, apenas um poço 
apresenta o padrão 3. Por outro lado, 42 poços apresentam o padrão 19. 
A figura 2.2 apresenta o histograma da vazão e da lâmina dos poços. A unidade de 
medida para a lámina dos poços é metros e para a vazão é uma medida interna adotada 
pela Petrobras. 
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Figura 2.1: Precedência tecnológica entre as atividades 
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Esta figura mostra que os poços possuem vazões bem variadas. Esta informação eleva a 
dificuldade para se estabelecer o instante de início de cada atividade de forma a maximizar 
a vazão, pois existem dois fatores para serem considerados e balanceados: a vazão do poço 
e qual é o tempo mínimo necessário para executar todas as atividades do poço até que o 
mesmo entre em produção. Outra informação que esta figura traz é que a lâmina máxima 
de um poço é 1600 metros. Mas todos os recursos da instância real são capazes de operar 
em lâminas d'água superiores a este valor, exceto por uma das sondas. 
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1
' Padrão I Num Poços % Kum Poços Num Atividades i' Padrão Num Poços i %Num Poços Num Atividades I' I; 
' 
!'j 1 1 0,87 1 ':! 13 ! 8 7,01 
' 
4 
2 i 1 0,87 i 1 li 14 2 1,75 ! 4 
3 : 1 i 0,87 i 1 i i 15 : 1 I 0,87 i 4 
4 5 4,38 2 q 16 : 1 . 0,87 I 5 
5 1 0,87 2 17 12 10,52 ! 5 
6 1 0,87 : 2 18 4 3,50 5 
7 1 0,87 2 'I 19 42 
' 
36,84 5 
I 8 1 i 0,87 I 3 !, 20 l I 0,87 5 
9 I 
' 
21 18,42 ! 3 21 2 1,75 5 
: 10 ! 1 I 0,87 3 i 22 i 1 ' 0,87 6 
1l I 1 0,87 I 3 il 23 i 1 ' 0,87 i 7 
12 3 2,63 ' 4 24 I 1 I 0,87 12 
Tabela 2.3: Dados dos padrões - Instância real 
2.2.2 O Gerador de Instâncias 
Com base na instância real, foi implementado um gerador de instâncias similares. O 
gerador constrói novas instâncias aplicando uma pertubação randômica nos dados da 
instância real. 
O padrão dos poços das instâncias geradas foi determinado pela freqüência de ocor-
rência de cada padrão na instância real fornecida pela Petrobras. A duração de cada 
atividade gerada foi escolhida aleatoriamente entre as durações das atividades de mesmo 
tipo da instância real. A vazão e a lâmina de cada poço foram geradas seguindo uma 
distribuição uniforme entre os valores mínimos e máximos dos valores das vazões e das 
lâminas, respectivamente, dos poços de mesmo padrão presentes nos dados reais. Como já 
mencionado anteriormente, os recursos da instância real possuem todas as características 
possíveis e capacidade de operar em lâminas superiores às lâ.minas dos poços da instân-
cia, exceto por uma sonda. Sendo assim, os recursos gerados também possuem todas as 
características possíveis e são capazes de operar em lâminas superiores à maior lâmina 
gerada. O número de poços, de sondas e de barcos são parâmetros de entrada para o 
programa que gera as instâncias. 
A notação seguida para o nome das instâncias está padronizada da seguinte forma: o 
nome contém um identificador, seguido do número de poços, sondas e barcos da mesma. 
Por exemplo, o nome 2P112S5B3, indica que a instância 2 possui 112 poços, 5 sondas e 3 
barcos. 
Os resultados obtidos, quando o gerador de instâncias foi utilizado para gerar uma 
instância com 112 poços, 5 sondas e 3 barcos, são apresentados nas tabelas 2.4, 2.5 e 2.6 
e na figura 2.3. Esta instância recebeu o nome 2P112S5B3. Comparando estes resultados 
com as tabelas 2.1, 2.2 e 2.3, respectivamente, pode-se observar que os resultados para 
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Figura 2.2: Histogramas - Instância real 
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randômicas inseridas pelo gerador de instância. Nas tabelas 2.3 e 2.6 o padrão 19 é o 
mais comum, representando cerca de 36% dos poços. As tabelas 2.2 and 2.5 também 
mostram que o tempo médio de duração das atividades é de 17 dias. 
·I Num Poços Num Atividades Num Barcos NumSonda.s li 
112 464 3 5 
Tabela 2.4: Dados da instância 2Pl12S5B3 
Neste trabalho, quatro instâncias serão consideradas. A instância real 1P130S5B3 e 
as instâncias obtidas usando o gerador: 2P112S4B3, 3P95S5B3 e 4Pl30S5B3. A primeira 
instância gerada apresenta um número menor de recursos e de poços do que a instância 
real. A segunda mantém o número de recursos e diminui o número de poços. A terceira 
foi gerada utilizando-se o mesmo número de poços e recursos que a instância real. 
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Figura 2.3: Histogramas - Instância 2P112S5B3 
Média I Mediana Modo Mfnimo Máximo Soma 
16.65 12 1 129 1 7726 
Tabela 2.5: Estatísticas sobre a duração das atividades - Instância 2Pll2S5B3 
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Tabela 2.6: Dados dos padrões - Instância 2Pll2S5B3 
Capítulo 3 
Técnicas 
Este capítulo apresenta técnicas e conceitos básicos necessários para uma melhor compre-
ensão dos capítulos que se seguem. Também descreve como as técnicas de Programação 
por Restrições e Busca Tabu são integradas para dar origem a abordagem híbrida, foco 
deste trabalho. 
3.1 NP-Completude 
Há uma grande variedade de problemas para os quais são conhecidos algoritmos eficien-
tes (com complexidade de tempo polinomial no tamanho da instância) para resolvê-los. 
Exemplos de tais problemas são: ordenação de vetores, obtenção da mediana de um vetor, 
árvore geradora mínima de um grafo, caminhos mais curtos em grafos e multiplicação de 
matrizes. Infelizmente, existem inúmeros problemas para os quais não são conhecidos 
algoritmos eficientes. 
Nesta seção será descrita uma classe contendo vários problemas para os quais não 
sabemos encontrar algoritmos polinomiais para resolvê-los. Sabendo-se a pertinência de 
um problema a esta classe, saberemos que se trata de um problema difícil e, portanto, 
dificilmente encontraremos um algoritmo polinomial para o mesmo. Por outro lado, pode-
se decidir com maior segurança por outras técnicas apropriadas para a resolução deste 
problema. 
3.1.1 Reduções entre problemas 
Uma redução de um problema A para um problema B é um par de transformações rr e 
rs tal que, dada uma instância qualquer IA de A tem-se que: 
,. rr transforma IA em uma instância 18 de B; 
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" rs transforma a solução 58 de Ia em uma solução SA de IA. 
Se as transformações Tr e Ts são feitas em tempo polinomial, então a redução de A 
para B é chamada de redução polinomial. As reduções são utilizadas em duas situações: 
1. Deseja-se encontrar um algoritmo para A e é conhecido um algoritmo para B, ou 
seja, determina-se uma cota superior para o problema A. 
2. Deseja-se encontrar uma cota inferior para o problema B e é conhecida uma cota 
inferior para o problema A. 
3.1.2 Classes de Problemas 
Iremos agora catalogar os problemas como estando em pelo menos duas classes: 
" A classe dos problemas para os quais se conhece um algoritmo eficiente para reso-
lução. 
,. A classe dos problemas para os quais se conhece um algoritmo eficente de verificação. 
Ou seja, para estes problemas é difícil encontrar um algoritmo polinomial que resolve 
o problema, mas existe um algoritmo polinomial que verifica se uma proposta de 
solução resolve de fato o problema. 
Tradicionalmente, o estudo de classes de complexidade é feito para problemas de 
decisão, ou seja, aqueles em que a resposta é da forma SIM ou NÃO. No entanto, em 
geral é fácil encontrar uma redução polinomial de problemas de otimização para problemas 
de decisão. 
Define-se a classe P como o conjunto de problemas que podem ser resolvidos por um 
algoritmo determinístico polinomial. Antes de definir a classe NP, será dada uma 
noção de não-determinismo. Dizemos que um algoritmo é não determinístico se, além 
de todas as regras de um algoritmo determinístico, ele pode fazer escolhas de forma 
não determinística. A classe NP é o conjunto de todos os problemas que podem ser 
resolvidos por um algoritmo não-determinístico polinomiaL Tal algoritmo é dividido 
em duas partes. A primeira parte corresponde a escolha da provável solução (podendo 
fazer uso de escolhas não determinísticas). A outra parte consiste em verificar de forma 
determinística se a provável solução é de fato uma solução para o problema. Como todo 
algoritmo determinístico é um caso particular de um algoritmo não determinístico, segue 
que P Ç NP. 
A questão fundamental da Teoria da Computação é se P = NP, embora a maioria dos 
pesquisadores acredite que esta igualdade não seja válida. Uma das maiores razões que se 
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acredita que P i= NP é a existência da classe de problemas NP-completo. Um problema A 
é NP-difícil se existe uma redução polinomial de qualquer problema em NP para A. Um 
problema B é NP-completo seBE NP e B E NP-difícil. Portanto, se existir um algorimo 
polinomial para um problema NP-completo, então todos os problemas de NP podem ser 
resolvidos polinomialmente. Parece intrigante a eixistência de tal conjunto, mas de fato, 
Cook em 1971, mostrou que o problema da satísfabilidade (SAT) [151 pertence à classe 
NP-completo. Para provar que um problema B está em NP-completo, basta mostrar que 
B é um problema em NP e que dado um certo problema A em NP-difícil, existe uma 
redução polinomial de A para B. 
3.2 Programação Matemática 
Esta seção apresenta algumas metodologias conhecidas no campo da Programação Ma-
temática, como a Programação Linear e a Programação Linear Inteira. Assume-se que 
0 leitor possui conhecimentos elementares a respeito de Álgebra Linear. Nesse sentido, 
recomenda-se a leitura da Seção 1.5 de [9]. 
3.2.1 Programação Linear 
O problema geral de Programação Linear é dado pelo programa linear abaixo: 
zn = min{cx: Ax :S:: b,x E R~}, 
onde c é um vetor 1 x n de custos, A é a matriz m x n de coéficientes e b é um vetor m x 1. 
Todos os componentes de c, A e b são números racionais e R~ denota todos os vetores 
n x 1 cujas componentes assumem valores reais não negativos. Deseja-se, então, atribuir 
valores às componentes de x (variáveis) de modo a satisfazer às desigualdades Ax :S:: b 
(restrições) e minimizar o valor da função objetivo ex. Dá-se o nome de formulação de um 
problema à sua expressão em termos de um conjunto de variáveis, restrições e uma função 
objetivo. Quando o conjunto { Ax :<; b, x E ~} é vazio, o problema não tem solução e é 
dito inviável. Vale ressaltar, ainda, que {ex : Ax :S:: b, x E R~} pode ser infinito. 
Todo programa linear pode ser escrito no formato acima, bastando para isso utilizarem-
se algumas manipulações algébricas. Por exemplo, uma função objetivo de maximização, 
maxcx, pode ser escrita na forma de minimização como - min -ex. Da mesma forma, 
multiplicando-se por -1 ambos os lados de inequações do tipo ::>: obtêm-se inequações 
do tipo :s;. Restrições de igualdade, por sua vez, podem ser reescritas na forma de duas 
restrições de desigualdade: uma do tipo :<; e outra do tipo ::>:. 
O algoritmo mais conhecido para resolver problemas de Programação Linear é o algo-
ritmo Simplex de Dantzig [16j. Detalhes sobre este algoritmo podem ser encontrados em 
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[36]. Embora este algoritmo não seja de tempo polinomial, na prática ele é bem eficiente 
quando implementado de uma forma adequada. Os Métodos de Ponto Interiores [36] são 
algoritmos que resolvem problemas de Programação Linear em tempo polinomial. 
3.2.2 Programação Linear Inteira 
Existem problemas que não podem ser modelados como programas lineares da forma 
apresentada na subseção anterior. Por exemplo, é possível que as variáveis x representem 
o número de trabalhadores a serem contratados para determinadas instalações de uma 
empresa. Nesse caso, não faz sentido dizer que 4.37 trabalhadores devem ser admitidos. 
Precisa-se de um número inteiro como resposta. Portanto, um modelo de Programação 
Linear não é apropriado pois não garante a integralidade da solução, e arredondando-se 
os valores fracionários geralmente não se obtêm bons resultados. 
Em casos como esse, tem-se em mãos um problema de Programação Linear Inteira, 
cuja formulação é dada por 
Zn = min{cx: Ax ~ b,x E Z~}, (PI) 
onde Z'J:_ é o conjunto dos vetores de n componentes em que cada uma delas assume valores 
inteiros não negativos. Dá-se o nome de relaxação linear de (PI) ao problema obtido a 
partir de (PI) substituindo-se a restrição x E Z~ por x E R~. Note que o valor da solução 
da relaxação linear é um limitante inferior para o valor da solução de (PI). Isto porque 
z~ c R~. 
Em geral, problemas de Programação Linear Inteira são muito mais difíceis de se-
rem resolvidos do que problemas de Programação Linear. Isto é um fato esperado, já 
que muitos problemas aparentemente difíceis podem ser formulados como problemas de 
Programação Linear Inteira. É preciso, portanto, recorrer a algoritmos que, apesar de 
possuírem complexidade exponencial de tempo, percorrem o espaço de soluções de forma 
criteriosa. Um desses algoritmos é descrito abaixo, seguindo [50]. 
Branch-and-Bound 
A idéia básica de um algoritmo de Branch-and-Bound é enumerar, implicitamente, todas 
as soluções viáveis para o problema de Programação Linear Inteira, até que a solução 
ótima seja encontrada. Esse mecanismo evolui através de partições sucessivas do espaço 
de soluções. Seja o problema de Programação Linear Inteira abaixo 
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min c(x) =ex 
sujeito a Ax <:; b, 
x ?: O e inteiro. 
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(PI) 
Resolvendo-se a relaxação linear de (PI), obtém-se uma solução x 0 que, caso seja inteira, 
corresponde a uma solução ótima de (PI). Todavia, em geral, x 0 não é inteira e seu custo 
c(x0 ) é apenas um limite inferior para o valor da solução ótima de (PI). O próximo passo 
do algoritmo consiste em dividir (PI) em dois subproblemas, ( P Il) e ( P ! 2 ), com o auxílio 
de duas restrições mutuamente exclusivas. Seja x? a i-ésima componente de x0 , e cujo 
valor não é inteiro. Tem-se portanto 
e 
min c(x) =ex 
s.a. Ax <:; b, 
x ?: O e inteiro, 
xi <:; l xf J, 
min c(x) =ex 
s.a. Ax <:; b, 
x ?: O e inteiro, 
Xi ?: l xf J + 1. 
(PIJ) 
Note que uma solução ótima de (PI), denotada por x*, tem de ser igual a uma solução 
ótima de um dos dois subproblemas, pois, necessariamente, ou xi <:; l xP J ou xi ?: l x? J + 1. 
Nesse ponto, escolhe-se um dos subproblemas, e.g. PI1 , e resolve-se a sua relaxação linear. 
Tem-se agora uma outra solução, x1 , que pode novamente não ser inteira. De maneira 
semelhante, divide-se PI1 em outros dois subproblemas e o processo todo se repete, criando 
a chamada árvore de enumeração. O conjunto de todos os subproblemas que ainda não 
foram divididos corresponde a uma partição das soluções viáveis do problema original. Em 
determinado nó da árvore, esse processo pode ser interrompido por uma de duas razões. 
Em primeiro lugar, a solução da relaxação linear do subproblema considerado pode ser 
inteira. Em segundo lugar, o programa linear correspondente àquele nó da arvore pode 
ser inviável. 
Até este ponto, o algoritmo prosseguiu por meio de ramificações na árvore de enume-
ração. Essa operação recebe o nome de branching. Caso as operações de branching se 
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repitam até que não haja mais como particionar um nó em subproblemas, aquela folha 
da árvore que eventualmente possua uma solução inteira viável com o menor custo cor-
responderá a uma solução ótima do problema original. Contudo, existe ainda uma outra 
alternativa para aumentar a eficiência do algoritmo como um todo. Trata-se da análise 
dos limitantes, ou bounds. 
Suponha que, em algum ponto da execução do algoritmo de Bmnch-and-Bound, a 
melhor solução inteira conhecida tenha um valor igual a Zm· Suponha também que num 
determinado nó k da árvore, ainda não dividido em subproblemas, o limitante inferior 
fornecido pela solução da relaxação linear seja igual a zk· Isso significa que qualquer 
solução inteira que se possa encontrar a partir de nós descendentes de k terá valor igual 
ou maior a Zk· Caso Zk:::: Zm, não é necessário dar continuidade ao processo de branching 
a partir do nó k, pois já se sabe que, nos nós descendentes de k, não haverá solução inteira 
melhor que Zm· Daí surge o nome de enumeração implícita. Foram eliminados todos os 
nós descendentes de k sem necessidade de criá-los explicitamente. Esta, portanto, é uma 
terceira maneira de se interromper o avanço do algoritmo a partir de um nó da árvore de 
enumeração. 
Dois tipos de decisões têm de ser tomadas a cada passo do algoritmo. É preciso escolher 
qual nó da árvore será o próximo a sofrer branching e, em seguida, qual variável de valor 
fracionário irá compor as restrições adicionadas aos subproblemas do nó selecionado. Essas 
decisões podem afetar sensivelmente o desempenho do algoritmo de Branch-and-Bound 
e, normalmente, a melhor estratégia a usar depende do problema em questão. 
3.3 Busca Tabu 
Heurísticas são algoritmos que procuram boas soluções para problemas complexos em 
tempos computacionais viáveis, porém sem oferecer garantias de que uma solução ótima 
será encontrada. Heurísticas de Busca Local são algoritmos que partem de uma solução 
factível inicial do problema e, iterativamente, tentam obter uma solução melhor, indo de 
uma solução para outra através de um movimento local. Se um movimento local é válido 
ou não, depende do problema que está sendo resolvido e do movimento em si. O conjunto 
de todas as soluções que podem ser atingidas a partir de uma solução s através de um 
movimento local é chamado vizinhança de s. Existem diferentes estratégias propostas 
na literatura para guiar um algoritmo de Busca Local. Cada uma destas estratégias dá 
origem a uma metaheurística, sendo que as mais conhecidas são Simulated Annealíng, 
Algoritmos Genéticos e Busca Tabu [45]. 
A Busca Tabu tem obtido soluções ótimas, ou próximas disso, em uma grande varie-
dade de problemas clássicos e práticos, abrangendo desde escalonamento em telecomuni-
cações e reconhecimento de caracteres até redes neurais [27, 56, 25, 23, 24]. Ela pode ser 
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integrada com Programação por Restrições, Algoritmos Genéticos, Simulated Annealing 
e Branch-and-Bound, entre outras técnicas [26, 52]. 
Na Busca Tabu, há vários critérios para selecionar qual vizinho será escolhido para 
ser a próxima solução. Pode-se escolher o primeiro vizinho que melhore a melhor solução, 
pode-se escolher o melhor vizinho entre os x primeiros vizinhos percorridos, entre outros 
critérios de seleção. O vizinho escolhido pode deteriorar a solução corrente. Isto é permiti-
do para se escapar de ótimos locais. Para se evitar ciclos (ocasionados por um movimento 
inverso) é mantida uma lista de movimentos proibidos, ou tabu. Cada movimento local 
selecionado permanece tabu durante um certo número de iterações. Porém, se um movi-
mento considerado tabu levar a uma solução bem melhor do que as obtidas anteriormente, 
este movimento pode deixar de ser tabu. Isto é chamado de critério de aspiração. O nú-
mero de iterações que um movimento permanece na lista tabu é denominado prazo tabu. 
O critério de parada usualmente adotado restringe-se a um simples limite sobre o número 
total de iterações do algoritmo ou então sobre o número de iterações em que a melhor 
solução encontrada tenha permanecido inalterada. O tempo computacional também pode 
ser utilizado como critério de parada. Estes parâmetros, seleção do vizinho, movimentos 
tabu, prazo tabu, critério de aspiração e critério de parada, devem ser ajustados por meio 
de testes, sendo uma tarefa essencial para o bom desempenho do algoritmo. 
Cabe observar que a busca tabu, apesar da tentativa de escapar dos mínimos locais, 
não oferece qualquer garantia de que irá produzir uma solução ótima. 
Um aspecto crucial desta técnica é a escolha da vizinhança. Vizinhanças ambiciosas 
aumentam as chances de sucesso, mas são complexas de serem exploradas. Vizinhanças 
pequenas são simples e rápidas de serem exploradas, mas podem requerer que muitas 
iterações sejam realizadas para se obter uma boa solução, sendo que em uma vizinhança 
grande esta solução pode ser alcançada em poucas iterações. A forma como as vizinhanças 
são percorridas também é um aspecto relevante a ser considerado. 
A maior vantagem da Busca Tabu é sua eficiência, haja visto a boa qualidade das 
soluções que são reportadas na literatura para uma grande variedade de problemas com-
binatórios difíceis. Sua maior fragilidade reside na forte dependência das restrições do 
problema que está sendo considerado, ou seja, o algoritmo é pouco flexível. Visto que a 
grande maioria dos problemas reais sofrem constantes mudanças, esta fragilidade deve ser 
minorada de alguma forma, para que essa técnica se torne robusta e atraente o suficiente 
para ser empregada na resolução destes problemas. 
3.4 Vizinhanças de Larga Escala 
Vizinhanças de Larga Escala, denotadas por VLSN (do inglês Very Large Scale Neigh-
borhood) são aquelas cujo tamanho aumenta exponencialmente â medida que o tamanho 
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dos dados de entrada crescem. Também são consideradas VLSN vizinhanças cujo tama-
nho é muito grande para ser explorado explicitamente em tempo razoável. Por exemplo, 
se o tamanho da entrada de um dado problema é O(n), uma vizinhança com O(n3) ele-
mentos pode ser excessivamente grande para que ela seja explorada na prática quando 
n for muito grandeflJ. Neste trabalho também consideraremos como VLSN vizinhanças 
que apresentam um número polinomial de vizinhos, desde que a determinação do melhor 
vizinho seja um problema NP-difíciL Explorar de maneira eficiente este tipo de vizinhan-
ça é importante pois, usualmente, quanto maior a vizinhança explorada por algoritmos 
de Busca Local, melhor é a qualidade tanto das soluções obtidas localmente quanto da 
solução finaL 
Há problemas, como o do caixeiro viajante e o problema da árvore geradora mínima 
capacitada, em que certas estruturas de vizinhança de larga escala podem ser percorridas 
em tempo polinomial [1, 2, 18j. Por exemplo: uma vizinhança simples para o problema 
do caixeiro viajante chamada ASSIGN foi introduzida em 1981 por Sarvanov e Doroshko 
[59]. Esta vizinhança é obtida fixando-se todas as cidades que estão em posição ímpar 
no tour, removendo as cidades que estão em posição par e finalmente reinserindo-as de 
forma arbitrária nas posições vazias. Esta vizinhança tem tamanho exponencial, mas é 
fácil perceber que para se obter o melhor vizinho basta resolver um problema padrão de 
designação, de ordem polinomial [181. Ou seja, este é um caso de VLSN que pode ser per-
corrida em tempo polinomiaL Outra vizinhança que pode ser definida para este problema 
é aquela em que as cidades nas posições ímpares são permutadas simultaneamente com as 
cidades das posições pares. Esta vizinhança também é exponencial, e [181 ainda prova que 
explorar toda esta vizinhança é um problema NP-difícil. Portanto, o mesmo problema 
pode apresentar várias estruturas de vizinhança de larga escala. Se uma delas possui um 
algoritmo polinomial para percorrê-la, não significa que todas as VLSN deste problema 
apresentarão essa facilidade. Isto aponta uma dificuldade deste método: a determinação 
de uma boa estrutura de vizinhança. 
3.5 Programação por Restrições 
Muitos problemas em Pesquisa Operacional, tais como escalonamento de tarefas, alocação 
de horários e outros problemas combinatórios, podem ser representados por um modelo de 
Programação por Restrições. Estes problemas são denominados Constraint Satisfaction 
Problems (CSPs). A Programação por Restrições vem se afirmando como uma ferramenta 
poderosa para abordar tais problemas r39, 38, 32, 65, 661. 
Um modelo de Programação por Restrições é composto por um conjunto de variáveis 
X e um conjunto de restrições C. A toda variável de X é associado um domínio (conjunto 
de valores que a variável pode assumir). O conjunto C serve para limitar os valores que 
3.5. Programação por Restrições 27 
podem ser atribuídos às variáveis em X. Achar uma solução para o CSP significa atribuir 
valores às suas variáveis de forma a satisfazer suas restrições. Uma característica bem 
marcante da Programação por Restrições é que ela permite a modelagem das restrições 
de problemas de maneira fácil e eficiente. 
A idéia básica da Programação por Restrições é utilizar as restrições do CSP para 
eliminar implicitamente regiões infactíveis. Isto é feito reduzindo o domínio das variáveis 
através de um mecanismo chamado propagação de restrições. Este mecanismo visa tam-
bém garantir a consistência do sistema como um todo. Ele funciona da seguinte forma: 
quando uma restrição é imposta, os domínios das variáveis relacionadas por esta restrição 
são checados em busca de valores inconsistentes. Caso existam estes valores, eles são 
removidos do domínio das variáveis. Variáveis relacionadas por meio de outras restrições 
com as variáveis que tiveram domínio reduzido, devem ser (re)checadas, e, possivelmente, 
também terão seus domínios reduzidos. Este processo é interrompido quando todas as 
restrições já tiverem sido impostas e todas as possíveis reduções de domínio já tiverem si-
do realizadas. O processo também pode ser interrompido quando algum domínio resultar 
no conjunto vazio, indicando a inexistência de soluções. 
A propagação por si nem sempre detecta inconsistência entre as restrições [40J e ge-
ralmente não instancia (atribui um único valor) às variáveis do problema. Para garantir 
consistência e instanciar todas as variáveis é necessário combinar propagação e busca. A 
componente de busca, chamada labellíng, consiste em atribuir às variáveis valores perten-
centes ao seu domínio. Cada elemento no domínio representa uma alternativa de escolha 
e cria um ramo na árvore de enumeração. Além disso, ao longo da busca, o efeito da 
atribuição de um valor a uma variável é propagado nos domínios das variáveis que ainda 
não foram instanciadas, podendo cortar possibilidades que permaneciam em aberto. Caso 
alguma inconsistência seja detectada, a última atribuição de valor é desfeita, dando lugar 
a outra alternativa ( backtracking). O processo todo se repete até que uma solução seja 
encontrada ou até que se prove a inexistência de soluções viáveis [40, 39]. 
A seleção das variáveis e dos valores que lhes serão atribuídos é feita heuristicamente. 
A escolha de boas heurísticas é de fundamental importância para o tempo de resposta do 
programa. 
A busca por uma solução ótima, ao invés de uma simples solução é, em geral, tratada na 
Programação por Restrições aplicando-se a técnica de Branch-and-Bound na componente 
de busca do algoritmo. Uma função de custo é requerida. A medida que as variáveis são 
instanciadas durante a busca, valores resultantes para a função de custo se qualificam 
como cotas superiores, assumindo um problema de minimização. Quando uma solução é 
encontrada, com valor inferior ao da solução atual, seu custo é colocado como um novo 
limitante superior para o valor do custo em qualquer solução futura. Quando o custo 
de um labelling parcial excede o limitante corrente ocorre backtracking, já que o labelling 
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parcial não pode dar origem a uma solução que melhore a solução atuaL 
Um grande desafio da Programação por Restrições é a criação de um modelo que repre-
sente adequadamente as condições reais de um problema. Um modelo ruim, por exemplo, 
pode gerar soluções errôneas ou não satisfatórias, e até mesmo pode não apresentar uma 
solução. O modelo, portanto, é um fator determinante para o tempo de resposta do 
programa e a qualidade da solução gerada. Aqui, por um modelo entende-se não só as 
restrições que descrevem o problema, mas também as heurísticas de labelling que serão 
usadas. 
Como já foi mencionado, a Programação por Restrições resolve problemas reais de oti-
mização combinatória utilizando a estratégia de branch-and-bound para realizar o labellíng 
das variáveis. Esta estratégia é um método completo de busca, garantindo que a solução 
obtida é ótima. Há casos, porém, em que esta busca é excessivamente cara. No entanto, 
a Programação por Restrições, quando integrada com a Busca Tabu, pode aumentar sua 
eficiência e anular a falta de flexibilidade desta última. Além disso, essa integração pode 
permitir que vizinhanças de larga escala sejam exploradas de forma eficiente. 
3.6 Conceitos básicos sobre escalonamento 
Nesta seção apresentaremos alguns conceitos básicos que são aplicados em problemas de 
escalonamento e que serão utilizados neste trabalho. É fãcil perceber a relação entre 
o problema tratado neste trabalho e os problemas de Job Shop (JSP). O JSP pode ser 
formulado da seguinte forma: é dado um conjunto i\f de máquinas, um conjunto J de jobs e 
a cada jab j E J estã associada uma coleção ordenada de operações tk [j), 1 :":: k :":: nj, onde 
nj é o número de operações associadas ao job j. A cada operação t ( t é uma abreviação 
para t.[j]) estão associadas uma duração l(t) e uma mãquina m(t). O problema então é 
encontrar um escalonamento para as operações t de forma a otimizar uma dada função 
objetivo. Este escalonamento deve respeitar a ordem das operações nos jobs e também não 
pode permitir que uma mesma máquina execute operações simultaneamente. A relação 
entre o JSP e o problema deste trabalho pode ser estabelecida observando que os poços 
de petróleo correspondem aos jobs e o conjunto de atividade dos poços são o conjunto de 
operações de cada job. A relação de precedência entre as atividades corresponde à ordem 
das operações nos jobs. No caso do JSP esta ordem é total. No entanto, para o problema 
tratado neste trabalho, isso pode não ocorrer entre as atividades dos poços. Os barcos e 
as sondas são as máquinas que executam as operações. 
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3.6.1 Grafos Disjuntivos 
Grafos disjuntivos (DG) foram propostos por Roy e Sussmann [581 para modelar e resolver 
problemas de J ob Shop. Balas [7l foi o primeiro autor a explorar extensivamente as 
propriedades deste grafo para resolver problemas de escalonamento. 
Um exemplo de grafo disjuntivo para o JSP com 4 jobs e 3 máquinas é mostrado na 
figura 3.1. Cada job possui 3 operações. Nesta figura, os arcos cheios são chamados de 
conjuntivos. Eles representam a precedência tecnológica entre as operações. As linhas 
tracejadas são os arcos disjuntivos. Estes arcos representam a ordem das operações nas 
máquinas. Se duas operações serão executadas pela mesma máquina, é acrescentado 
um arco disjuntivo com dupla orientação entre estas operações. Quando a ordem das 
operações nas máquinas é estabelecida, então estes arcos passam a ter sentido único, 





..,._ - - _.,._ arco disjuntivo 
Figura 3.1: Grafo Disjuntivo 
Neste trabalho, os grafos disjuntivos são utilizados para representar soluções e vizinhos. 
As atividades são os nós do grafo disjuntivo, a precedência tecnológica entre as atividades é 
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representada pelos arcos conjuntivos e a ordem das atividades nos recursos é representada 
pelos arcos disjuntivos. Se um grafo acíclico é obtido após a adição e a orientação dos 
arcos disjuntivos, então a correspondente solução ou o correspondente vizinho é viável e 
é possível determinar o instante de início das atividades. Se os arcos estabelecem uma 
ordem total entre as atividades, o instante de início pode ser obtido em tempo polinomial, 
utilizando-se um algoritmo de ordenação topológica [15]. Por outro lado, se uma ordem 
total não é estabelecida, o problema de atribuir os instantes de início às atividades de 
forma a maximizar a produção é NP-difícil. O próximo capítulo apresenta um teorema 
que prova este fato. 
3.6.2 Tipos de Escalonamento, Medidas Regulares de Desempe-
nho, Conjuntos Dominantes 
Baker [6] define medidas regulares de desempenho e conjuntos dominantes para estas 
medidas. Ele também define três tipos de escalonamento: semiativo, ativo e sem atraso. 
Com estas definições é possível esclarecer porque somente o instante mais cedo possível 
de início das atividades deve ser considerado para maximizar a vazão, quando há uma 
ordem total entre as atividades. 
Um escalonamento é dito semiativo se dada a ordem das operações nas máquinas e a 
ordem total das operações nos jobs, nenhuma operação pode ser adiantada sem violar a 
ordem estabelecida. Um escalonamento é ativo se nenhuma operação pode ser começada 
mais cedo sem atrasar outras operações. Finalmente, um escalonamento é sem atraso se 
nenhuma máquina é deixada ociosa quando há operações disponíveis para serem execu-
tadas naquela máquina. 
Para ilustrar o conceito de tipos de escalonamento considere o seguinte exemplo. Seja 
uma instância do JSP com 3 máquinas, 4 jobs e 3 operações associadas a cada job. A 
função objetivo é minimizar o makespan. A tabela 3.1 descreve o tempo de processamento 
e a máquina alocada para cada uma das operações ÜPij, onde i representa o job i e j é a 
j-ésima operação do job i. 
Jobi Tempo de Processamento i Máquina I! I 
ÜPi! ! ÜPi2 ÜPia 
,, Opil ÜPi2 ÜPi3 li li 'I 
4 3 2 i: 1 2 3 I 
2 il 1 4 4 2 1 3 
1'1 
i 
I' 3 3 2 3 3 2 1 i! I' 
.I 4 li 3 3 1 2 3 1 ;I I 
Tabela 3.1: Tempo Processamento e Máquinas Alocadas 
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A figura 3.2.a mostra o escalonamento semiativo obtido quando a seqüencia de exe-
cução dos jobs em todas as máquinas é 4 - 3 - 2- 1. ~ote que nenhuma operação pode 
ser iniciada mais cedo respeitando a ordem estabelecida e sem atrasar nenhuma outra 
operação. No entanto, é possível obter um escalonamento melhor, adiantando a execução 
de algumas operações desde que se altere a ordem estabelecida. Mas, este escalonamento 
deve ser obtido sem o atraso na execução de nenhuma das operações. As figuras 3.2.b, 
3.2.c e 3.2.d mostram exemplos de tais escalonamentos. O escalonamento destas figuras é 
chamado de ativo, pois em cada um deles não é possível adiantar a execução de nenhuma 
operação, mesmo que alterações na ordem de execução sejam permitidas, sem aumentar 
o tempo de início de alguma operação. Estas figuras mostram que é possível obter mais 
de um escalonamento ativo a partir do mesmo escalonamento semiativo. Vale lembrar, 
entretanto, que para uma dada ordem de execução das operações o escalonamento semi-
ativo é único. Observando as figuras 3.2.b e 3.2.c percebe-se que estes escalonamentos 
não são sem atraso. Já no primeiro caso, a máquina 1 fica ociosa quando poderia estar 
executando a operação Op33· No segundo caso, a máquina 2, fica ociosa quando poderia 
executar a operação ÜP32· Já a figura 3.2.d apresenta um escalonamento que é ao mesmo 
tempo ativo e sem atraso. 
Uma medida de desempenho Z é regular se a função objetivo do escalonamento é 
minimizar (maximizar) Z e Z só pode aumentar (diminuir) se pelo menos uma operação 
tem seu instante de término (instante de início acrescido da duração) aumentado. De 
acordo com [6], um conjunto D é dominante para medidas regulares de desempenho, se 
apenas soluções que estão neste conjunto devem ser consideradas na busca de uma solução 
ótima. No caso de problemas de Job Shop é mostrado que os escalonamentos semiativos e 
ativos dominam o conjunto de todos os escalonamentos se a função objetivo é uma medida 
regular de desempenho [6]. 
Para o problema que estamos tratando neste trabalho, também é possível mostrar que 
a vazão é uma medida regular de desempenho e que para se encontrar uma solução que a 
maximize, podemos nos ater aos escalonamentos ativos e semiativos. Para tal, seja C; a 
variável que indica o instante de término de cada atividade i. Considere também prod;. 
Esta constante é zero se a atividade i não coloca seu poço e produção. Por outro lado, 
o valor de prod; é a vazão do poço associado à atividade i, se esta coloca o poço em 
produção. Então a função objetivo pode ser escrita como: 
n 
max l:max(D, (horizonte- C;)) x prod;, 
i=l 
onde n é o número de atividades e horizonte é o horizonte de tempo especificado. É 
fácil perceber que o valor desta função só é diminuído se pelo menos uma das atividades 
que colocam poços em produção tem seu instante de término aumentado. Logo, pode-se 
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(b) Escalonamento ativo 
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(c) Escalonamento ativo 
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( d) Escalonamento ativo e sem atraso 
Figura 3.2: Exemplo de tipos de escalonamento 
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afirmar que a maximização da produção de petróleo é uma medida regular de performance. 
3. 7 Técnica Híbrida - Busca Tabu e Programação por 
Restrições 
Neste trabalho, a Programação por Restrições será integrada com a Busca Tabu para 
percorrer vizinhanças de larga escala. Como será detalhado no próximo capítulo, de-
terminar o melhor vizinho nas vizinhanças consideradas neste trabalho é um problema 
NP-difícil. A Programação por Restrições será então a ferramenta utilizada para explorar 
estas vizinhanças eficientemente. 
Em um primeiro momento, foi utilizado um modelo de Programação por Restrições 
para percorrer vizinhos, verificar vizinhos tabu, testar a factibilidade dos vizinhos e de-
terminar o instante de início das atividades nos poços. Mas esta abordagem mostrou-se 
pouco eficiente para o problema em questão. 
Então a estratégia foi alterada, retirando-se do âmbito da Programação por Restrições 
as tarefas de percorrer os vizinhos e de verificar se os mesmos são tabu. Além disso, 
como os vizinhos são representados utilizando-se grafos disjuntivos, um primeiro teste 
de factibilidade de cada vizinho é executado, verificando se o grafo correspondente é 
acíclico. Esta última tarefa também é realizada fora do âmbito da Programação por 
Restrições. Estes passos foram retirados da Programação por Restrições pois, cada vez 
que a Programação por Restrições é acionada dentro do algoritmo de Busca Tabu, incorre-
se um overhead considerável. Sem contar que, muitas vezes, a Programação por Restrições 
poderia estar sendo acionada para vizinhos facilmente detectáveis como sendo tabu ou 
infactíveis, resultando em código ineficiente. O papel da Programação por Restrições é 
então, dado o grafo disjuntivo acíclico que representa cada vizinho, determinar o instante 
de início das atividades, de forma a maximizar a produção total de petróleo. 
Capítulo 4 
Modelagem 
Este capítulo trata detalhes da modelagem do problema descrito no capítulo 2, como a 
geração de soluções iniciais, as vizinhanças adotadas, a utilização da Programação por 
Restrições para determinar o instante de início das atividades, e também os parâmetros da 
Busca Tabu. Por fim, é descrita uma abordagem de Busca Tabu pura, que também será 
utilizada para solucionar o problema. O objetivo é comparar o desempenho da técnica 
híbrida com o desempenho da Busca Tabu aplicada isoladamente. 
4.1 Solução Inicial 
O método de Busca Tabu exige uma solução de partida viável para que a Busca Local 
seja iniciada. Esta seção descreve quatro heurísticas utilizadas para gerar soluções iniciais 
para o problema. 
As duas primeiras heurísticas são baseadas em Programação por Restrições e foram 
implementadas usando os softwares ILOG Scheduler e ILOG Solver". Estas heurísticas 
serão chamadas de CPl e CP2, respectivamente. 
As variáveis e as restrições consideradas em CPl e CP2 são as mesmas. Um conjunto 
de variáveis é associado aos recursos que irão executar as atividades e um outro conjunto 
de variáveis refere-se ao instante de início das atividades. Como descrito na seção 2.1, 
somente as restrições 1, 4, 5 e 6 são consideradas. Não foi dispendido muito esforço para 
refinar os modelos de Programação por Restrições, uma vez que o objetivo deste trabalho 
estava centrado nos algoritmos de solução dos modelos principais. 
As outras duas heurísticas são baseadas em estratégias gulosas e serão chamadas Hl e 
H2. Os algoritmos que implementam Hl e H2 foram muito mais rápidos do que aqueles 
usados para resolver CPl e CP2. Além disso, como será discutido no capítulo 6, em 
1Softwares da sufte ILOG. http:/ /www.Hog.com 
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todas as instâncias consideradas, a produção de óleo obtida utilizando Hl foi maior do 
que aquela obtida pelas outras heurísticas. 
4.1.1 Heurística CPl 
A questão relevante desta heurística é o modo utilizado para instanciar as variáveis. Pri-
meiramente, todas as variáveis que representam os recursos são instanciadas e depois é 
determinado o valor das variáveis que representam o instante de início de cada atividade. 
A ordem utilizada para selecionar a próxima variável que será instanciada é a mesma 
para os dois conjuntos de variáveis (recurso e instante de início). Esta ordenação é baseada 
na seguinte regra: é escolhida prioritariamente a variável que representa a atividade com 
o maior número de sucessores diretos. Em caso de empate são escolhidas as variáveis que 
representam as atividades com o maior número total de sucessores e a maior duração, 
nesta ordem. Se o empate persistir, a escolha é feita de forma arbitrária. 
O valor atribuído às variáveis é escolhido seguindo algoritmos internos da ferramenta 
ILOG Scheduler. Devido a limitações deste software, neste modelo, todas as atividades 
devem ser executadas antes do horizonte especificado na entrada. 
4.1.2 Heurística CP2 
Como na heurística anterior, a informação relevante é o modo como é feita a instanciação 
das variáveis. Novamente, as variáveis que representam os recursos são instanciadas antes 
das variáveis que representam o instante de início. Além disso, a ordem de escolha das 
variáveis é a mesma para os dois conjuntos. 
A regra de prioridade para selecionar as variáveis é baseada na produção estimada do 
poço correspondente da atividade e também no número total de sucessores da atividade. 
Estes dois valores são somados e a variável que representa a atividade com a maior soma é 
escolhida prioritariamente. A produção de cada poço é estimada considerando que todas 
as atividades do poço são executadas seqüencialmente e sem interrupções. Além disso, 
considera-se que o poço começa a produzir quando a última atividade da seqüência é con-
cluída. Como os valores obtidos para a produção são iguais ou diferem por um fator muito 
grande, o número total de sucessores é utilizado para desfazer empates. Vale ressaltar que 
esta ordenação é decidida no início da instanciação, e não é alterada dinamicamente. 
O valor escolhido depende do tipo da variável. Para variãveis que representam re-
cursos, o valor atribuído é o recurso compatível com o tipo da atividade e que, até o 
momento da instanciação, tem o menor número de atividades designadas. Para variáveis 
que representam o instante de início das atividades, é atribuído o menor valor do domínio 
corrente da variável. 
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4.1.3 Hearística Hl 
Esta heurística procura finalizar primeiramente os poços que apresentam maior vazão ou 
que apresentam o menor tempo remanescente (tempo total de processamento de todas 
as ativida,des remanescentes do poço) até a sua entrada em produção. Para atingir este 
objetivo, a cada momento a heurística verifica se há recursos disponíveis e se há atividades 
que podem ser executadas por estes recursos. Se isto ocorre, um recurso disponível é 
alocado para uma atividade viável e o instante de início desta atividade é definido como 
o instante corrente. Se há mais que um recurso disponível, é selecionado primeiramente 
um recurso capaz de executar menos tipos de atividades. Se há mais que uma atividade 
viável de ser executada pelo recurso escolhido, é selecionada: 
1. A atividade que tem o maior valor para 
(horizonte - (tempo Atual + tempoRestante)) x vazao 
onde horizonte é o limite de tempo especificado, tempoAtual é o instante que 
o recurso é liberado e que a atividade será iniciada, ou seja, o tempo corrente, 
tempoRestante é o tempo total de processamento de todas as atividades remanes-
centes do correspondente poço e vazao é a vazão associada ao poço; 
2. A atividade com o maior número total de sucessores; 
3. A atividade com maior duração. 
A segunda e a terceira regra são utilizadas para desfazer empates. 
Inicialmente, o algoritmo segue estas regras e aloca atividades a recursos até que todos 
os recursos estejam ocupados. São consideradas atividades viáveis no início do algoritmo 
as atividades sem predecessores. Sempre que uma atividade é concluída, seu recurso é 
liberado e todas as suas atividades sucessoras diretas tornam-se disponíveis para serem 
alocadas, desde que estas atividades não sejam sucessoras de outras atividades que ainda 
não foram alocadas. Então, o recurso liberado é alocado a uma nova atividade e o ciclo é 
repetido. O algoritmo termina quando todas as atividades estão alocadas. 
4.1.4 Heurística H2 
Esta heurística, seguindo CP 1 e CP2, primeiro alo c a os recursos e depois define o instante 
de início das atividades. As atividades que pertencem a poços com maior vazão são 
consideradas prioritariamente tanto na alocação dos recursos, quanto na definição do 
instante de início. Empates são desfeitos arbitrariamente. 
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Para alocar os recursos, a heurística verifica, para cada atividade, se há atividades 
do mesmo poço que já foram alocadas para recursos. Se isto é verdadeiro e se entre os 
recursos alocados para atividades do referido poço, há recursos capazes de executar a 
atividade em questão, então a heurística escolhe um destes recursos arbitrariamente. Se 
uma das duas condições é falsa, a heurística escolhe aleatoriamente um recurso qualquer 
entre todos os recursos viáveis. 
Depois que os recursos são alocados é necessário determinar o instante de início das 
atividades. Para isso, é utilizada uma estrutura de dados para armazenar todas as ati-
vidades disponíveis, isto é, todas as atividades cujas predecessoras já foram escalonadas. 
Inicialmente, esta estrutura contém todas as atividades sem predecessores. A cada itera-
ção da heurística, uma atividade é retirada da estrutura de dados seguindo a mesma regra 
de prioridade da heurística Hl. Então as sucessoras diretas da atividade selecionada são 
adicionadas à estrutura, desde que estas atividades não sejam sucessoras de outras ativi-
dades que ainda não foram escalonadas. O tempo Atual considerado para cada atividade é 
o instante mais cedo possível de iniciar a atividade, ou seja, é o instante de início que será 
atribuído à atividade. Este tempo depende do recurso alocado para executar a atividade e 
das outras atividades do mesmo poço que estejam sendo executadas. O algoritmo termina 
quando todas as atividades estiverem escalonadas. Isto acontece quando a estrutura de 
dados torna-se vazia. 
4. 2 Vizinhanças 
Nesta seção, descreveremos três vizinhanças que serão consideradas na resolução do pro-
blema. Também serâ demonstrado um teorema que estabelece que o problema de determi-
nar o instante de início das atividades em cada vizinho de forma a maximizar a produção 
total é NP-difíciL 
4.2.1 Vizinhançal - Inserção 
Esta vizinhança é obtida considerando-se cada atividade e inserindo-se a mesma em todas 
as posições possíveis de todos os recursos capazes de executá-la. Esta atividade é chamada 
de atividade principal. A viabilidade de cada vizinho é testada verificando-se se o grafo 
disjuntivo que representa o vizinho é acíclico. 
A figura 4.La mostra o grafo disjuntivo para a solução corrente. Na figura 4.1, os nós 
representam as atividades (1, 2, 3, ... , 12), os arcos tracejados são os arcos disjuntivos, 
que representam a ordem das atividades nos recursos (Rl, R2 e R3) e os arcos cheios 
são os arcos conjuntivos, que representam a precedência tecnológica entre as atividades. 
Suponha que a atividade 1 é a atividade principaL Quando esta atividade é inserida na 
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segunda posição do recurso 3, obtém-se o vizinho mostrado na figura 4.l.b. Este vizinho 
é viável e o instante de início das atividades pode ser determinado. Já quando a atividade 
principal é inserida n terceira posição do recurso 3, resulta no vizinho representado na 
figura 4.l.c. Ente vizinho é inviável, pois seu grafo disjuntivo apresenta um ciclo. Note 
que os arcos conjuntivos são os mesmos para todos os vizinhos, devido ao fato que eles 
representam a precedência tecnológica entre as atividades. Os arcos disjuntivos são os que 
mudam para cada vizinho, pois eles representam a posição das atividades nos recursos. 
Na figura, arcos disjuntivos redundantes não são mostrados. Claramente, esta vizinhança 
tem O(n2) vizinhos, onde n é o número de atividades. 
É importante observar que, em cada vizinho, os arcos disjuntivos determinam uma 
ordem total das atividades em cada recurso. Porém, a ordem total das atividades nos 
recursos não é suficiente para determinar um escalonamento ótimo para todas as ativida-
des. Isto ocorre porque a ordem total das atividades nos poços pode não ser conhecida, 
mesmo levando-se em consideração os arcos conjuntivos, uma vez que podem existir ati-
vidades de um mesmo poço alocadas em recursos diferentes. Como será demonstrado a 
seguir, este fato torna a atribuição ótima do instante de início das atividades em cada 
vizinho um problema NP-difícil. Portanto, esta vizinhança é considerada de larga escala, 
porque, apesar do número polinomial de vizinhos, a exploração de cada vizinho é um 
problema NP-difícil. Por outro lado, se os arcos conjuntivos definem uma ordem total da 
atividades em cada poço, um escalonamento ótimo pode se encontrado em tempo O(n), 
já que os escalonamentos semiativos formam um conjunto dominante para o problema, 
como discutido na seção 3.6. 
4.2.2 A Redução 
Dois problemas são considerados: 
1. Determinação ótima do instante de início das atividades (Vizinhança In-
serção) 
e Instância: Produção total de petróleo V E z+, horizonte de tempo H E z+, 
conjunto P de poços, conjunto R de recursos. Para cada recurso r E R está 
associada uma coleção ordenada de atividades ak[r], 1 :::; k :::; nk, onde nk é o 
número de atividades executadas pelo recurso r. A k-ésima atividade executada 
pelo recurso r é a atividade ak[r]. Para cada atividade a (a é uma abreviação 
para ak[r]) estão associados uma duração l(a) E z:, um poço p(a) E P , um 
tipo t(a) e uma vazão v(a). O tipo das atividades define uma ordem parcial 
entre as atividades do mesmo poço. 
p 
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(c) Vizinho inviável 
Figura 4.1: Exemplo da vizinhançal - Inserção 
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• Questão: Existe uma instanciação de tempo O'( a) E z+ para as atividades de 
forma que a produção total de petróleo até o horizonte H é maior ou igual a V? 
A instanciação deve respeitar tanto a ordem parcial das atividades nos poços 
quanto a ordem das atividades nos recursos. Além disso, atividades do mesmo 
poço não podem ser executadas simultaneamente. A produção de petróleo é 
dada por: 
~)H- O'(a) -l(a)) x v(a), 
aEA 
onde A é o conjunto que reúne todas as atividades. 
2. Job Shop Scheduling 
" Instância: Horizonte de tempo H, número m E z+ de processadores, conjunto 
J de jobs, cada job j E J consistindo de uma coleção ordenada de operações 
tk[j], 1 ~ k ~ nj, onde nj é o número de operações do job j. Para cada 
operação t (t é uma abreviação para tk[j]) estão associados uma duração !(t) e 
um processador p(t), onde p(t.[j]) # p(tk+l[j]) para todo j E J e 1 ~ k < nj· 
• Questão: Existe uma instanciação de tempo O'(t) E z+ tal que: a ordem 
das operações nos jobs é respeitada, O'(t) + l(t) ~ H para toda operação t, e 
não existem duas operações sendo processadas simultaneamente em um mesmo 
processador? 
Teorema 4.1 O problema da determinação ótima dos instantes de início das atividades 
(Vizinhança Inserção) é NP-difícil. 
Prova: 
Claramente, o problema 1 pertence à classe NP. Como o problema 2 é NP-difícil [211, 
uma redução que transforma o problema 2 no problema 1, em tempo polinomial, prova 
que o problema 1 é NP-difícil. 
Tome uma instância arbitrária do problema 2, representada pelo horizonte de tempo 
H, m processadores, pelo conjunto de jobs J e pela seqiiência de operações associadas com 
cada job. Mapeando este problema no problema 1, cada job j E J passa a ser um recurso 
r E R. O conjunto de operações associadas a cada job, passa a ser a coleção ordenada de 
atividades de cada recurso. O tempo de execução das operações l(t) é mapeado no tempo 
de execução l(a) de cada atividade e o processador associado a cada operação p(t) passa 
a ser o poço associado a cada atividade p(a). A cada atividade a é atribuído um tipo t(a) 
que não possui relação de precedência com nenhum outro tipo. O horizonte do problema 
1 é tomado como H + 1 e a produção total é definida por V = 1. 
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Além disso, serão criados um poço, um recurso e i Jj + 1 atividades dummies. O tem-
po de processamento destas atividades será zero e o poço associado a cada uma destas 
atividades é o poço dummy. O recurso alocado para a primeira atividade dummy, será 
o recurso 1, o recurso alocado para a segunda atividade será o recurso 2, e assim su-
cessivamente. Cada atividade dummy será colocada na última posição de cada recurso. 
O recurso dummy será alocado para a atividade dummy I + 1. Note-se que é possível 
associar a cada atividade um recurso e uma posição neste recurso pois uma instância para 
o problema 1 fornece uma coleção ordenada de atividades para cada recurso. O tipo das 
primeiras Jl atividades é tl, um novo tipo. O tipo da última atividade dummy é produ-
ção, também um novo tipo. A relação de precedência entre estes tipos é tl -+ produção 
. A vazão associada a cada atividade a será é zero, exceto pela última atividade dummy, 
cuja vazão é 1. 
Portanto, a instância do problema 1, criada a partir de uma instância do problema 2, 
tem jJj + 1 recursos, m + 1 poços de petróleo e (L nj) + IJJ + 1 atividades. 
jEJ 
A figura 4.2 mostra uma instância do problema 2 com 2 jobs e 3 processadores. Esta 
figura também mostra a instância obtida para o problema 1 usando a transformação 
descrita acima. 
Como a atividade dummy associada a cada recurso é a última a ser executada pelo 
recurso, e dada a relação de precedência entre estas atividades e a atividade dummy ! Jl + 1, 
pode ser concluído que a atividade dummy ,J! + 1 será a última atividade a ser executada 
considerando-se todas as atividades da instância. Portanto, por construção, a expressão 
que fornece a produção total de óleo é reduzida para 
max(O, H+ 1- o-(d)), 
onde d é a atividade dummy 111 + 1. 
Como V = 1, a produção total de óleo é igual ou maior que V se e somente se 
o-(d) ::; H. Suponha que a resposta para o problema 1 seja sim. Logo, a(d) ::; H. Como 
o-( a)+ l(a) ::; o-(d) para toda a atividade a, então o-( a)+ l(a) ::; H. Como as atividades 
do problema 1 correspondem às operações do problema 2, segue que o-(t) + l(t) ::; H para 
todas as operações t. Logo, a resposta para a questão do problema 2 também será sim. 
Suponha agora que a resposta para o problema 1 é não, ou seja, a produção total é 
sempre menor do que V. Neste caso, sempre vale o-(d) > H. Isto significa que não é 
possível terminar a execução de todas as atividades antes do horizonte. Como o tempo de 
execução atribuído a todas as atividades dummy é zero, existe uma atividade a', que não 
é uma atividade dummy, e que satisfaz a( a')+ l(a') > H. Mas, devido ao mapeamento 
entre os dois problemas, existe uma operação t' correspondente à atividade a' que também 
é terminada depois do horizonte do problema 2. Logo, a resposta para a questão do 
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problema 2 também será não. 
Claramente, o mapeamento entre os dois problemas pode ser realizado em tempo 
polinomiaL Portanto, fica demonstrado que o problema 1 é NP-difícii. 
4.2.3 Vizinhança2 - Janela 
Esta vizinhança é uma generalização da vizinhança anterior. A motivação é gerar vizinhos 
capazes de realizar mais modificações na solução corrente do que os vizinhos da vizinhança 
anterior. Com isso, espera-se obter uma melhora mais significativa na produção total 
de petróleo. Para alcançar este objetivo, esta vizinhança considera dois conjuntos de 
atividades, chamados janelas. Também é considerada uma atividade principal. As janelas 
são escolhidas de acordo com esta atividade. As atividades que compõem as janelas serão 
liberadas das posições relativas nos seus recursos, mas o recurso permanece o mesmo. As 
novas posições destas atividades nos recursos serão determinadas implicitamente, quando 
o instante de início de cada atividade for definido. 
A idéia principal não é apenas inserir uma única atividade em todas as possíveis po-
sições de cada recurso capaz de executar a atividade, mas, além disso, liberar a posição 
corrente das atividades que estão em uma janela. A atividade que tem seu recurso alte-
rado é a atividade principal. Esta atividade será alocada para todos os recursos capazes 
de executá-la, mas a sua posição no novo recurso, chamado recurso destino não será es-
pecificada. Além disso, esta atividade determina o centro de uma janela. Um parâmetro 
é utilizado para estabelecer o tamanho da mesma. Este parâmetro indica quantas ativi-
dades consecutivas serão liberadas de cada lado da atividade principal. Se o parâmetro 
é zero, somente a atividade principal será considerada na janela. Atividades alocadas no 
recurso de origem da atividade principal e que são escalonadas anteriormente a ela, são 
consideradas atividades que estão à esquerda da atividade principal. Da mesma forma, 
as atividades que estão à direita da atividade principal são as atividades alocadas no 
recurso original da atividade principal e que são escalonadas posteriormente à mesma. 
Se há menos atividades de um lado da atividade principal do que o parâmetro fixado 
para a janela, somente estas atividades serão consideradas para formar a janela. A ordem 
parcial entre as atividades que não pertencem à janela é preservada. Em outras palavras, 
os arcos disjuntivos das atividades que compõem a janela são não orientados no grafo que 
representa o vizinho. Além disso, os arcos disjuntivos relacionados à atividade principal 
na janela de origem são removidos, e novos arcos são inseridos entre a atividade principal 
e as atividades do recurso destino da atividade principal. 
Uma janela também é considerada no recurso destino da atividade principaL Da 
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mesma forma que na janela descrita anteriormente, um parâmetro determina o tamanho 
desta nova janela. O centro desta janela é a atividade do recurso destino que está na 
mesma posição ocupada pela atividade principal no seu recurso de origem na solução 
corrente. Se a posição da atividade principal no seu recurso de origem é superior à maior 
posição do recurso destino, então a atividade que ocupa a maior posição deste recurso 
será considerada como o centro da janela. Neste caso, o lado direito da janela será nulo. 
As atividades que compõem esta janela, como na janela anterior, serão liberadas das 
suas posições correntes. Isto significa que os arcos disjuntivos correspondentes a estas 
atividades serão transformados de orientados para bi-direcionados. Se o parâmetro que 
determina o tamanho desta janela é zero, então esta janela não será considerada. 
A figura 4.3.a ilustra o grafo disjuntivo de uma solução corrente. A figura 4.3.b ilustra 
as janelas obtidas quando a atividade principal é a atividade 1, no recurso Rl. O recurso 
destino é o recurso R2. Ambos os parâmetros de janela estão fixados em 1. A figura 4.3.c 
mostra o grafo disjuntivo resultante do vizinho obtido indicado na figura 4.3.b. 
Note que, como na vizinhança Inserção, cada atividade será designada para todos 
os possíveis recursos capazes de executá-la, mas uma posição fixa não será especificada. 
Isto será estabelecido implicitamente quando os instantes de início das atividades forem 
instanciados. A outra diferença é que a posição das atividades que fazem parte das janelas 
nos seus respectivos recursos também não é conhecida. Obviamente, se o parâmetro das 
duas janelas é zero, a diferença entre esta vizinhança e a anterior é que, na anterior, a 
posição da atividade principal é fixada no recurso destino. Nesta vizinhança, a atividade 
principal pode ocupar qualquer posição neste recurso, ou seja, um vizinho desta vizinhança 
representa vários vizinhos da vizinhança Inserção simultaneamente. 
É fácil ver que os vizinhos são definidos pela atividade principal e pelo recurso destino 
da mesma. Isto acontece pois a escolha das janelas depende apenas da atividade principal 
e do seu recurso destino, já que o tamanho das janelas é definido por parâmetros que não 
variam. Portanto, esta vizinhança tem O(nm) vizinhos, onde n é o número de atividades 
e m é o número de recursos. 
Na vizinhança anterior, a posição das atividades em cada recurso já era conhecida 
antes que os instantes de início fossem determinados. Entretanto, mesmo considerando 
este fato, é um problema NP-difícil determinar o escalonamento ótimo das atividades para 
cada vizinho da vizinhança Inserção. Portanto, determinar o escalonamento ótimo das 
atividades em cada vizinho desta nova vizinhança é um problema no mínimo tão difícil 
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4.2.4 Vizinhança3 - Poço 
A idéia desta vizinhança vem da intuição de que as atividades de um mesmo poço devem 
ser escalonadas próximas uma das outras nas soluções que apresentam uma alta produção 
total de P.etróleo. 
Nesta vizinhança, também é considerada uma atividade principal, que é a atividade 
que muda do seu recurso original para todos os recursos capazes de executá-la. Mas, ao 
invés de liberar as posições de atividades que fazem parte de janelas, esta vizinhança libera 
a posição das atividades que estão no mesmo poço que a atividade principal, preservando 
contudo a alocação dos recursos. 
As atividades de outros poços também podem ser liberadas das suas respectivas po-
sições. Um parâmetro é utilizado para estabelecer o número de poços que terão as suas 
atividades liberadas. Quando este parâmetro é 1, apenas as atividades do poço da ativi-
dade principal são liberadas. Se o parâmetro é maior do que 1, a regra de prioridade para 
liberar os poços é: considerando a solução corrente, para cada poço, determina-se a maior 
distância (diferença de instante de início) entre duas atividades consecutivas do mesmo 
poço. Então, multiplica-se esta distância pela vazão do poço correspondente. Quanto 
maior este valor, maior a prioridade do poço. Empates são desfeitos arbitrariamente. 
Utilizando esta regra, serão selecionados prioritariamente os poços cujo escalonamento 
das atividades é mais disperso e que têm uma vazão alta. Portanto, prioriza-se concentrar 
a execução das atividades destes poços com o intuito de aumentar a produção total. 
A figura 4.4.a mostra o grafo disjuntivo de uma solução corrente. A figura 4.4.b indica 
a atividade 1 como a principal, no recurso de origem Rl. As atividades 2 e 3 fazem parte 
do mesmo poço que a atividade principal. O grafo disjuntivo obtido quando o recurso 
de destino atividade principal é o recurso 2 é ilustrado na figura 4.4.c. O parâmetro que 
estabelece o número de poços liberados é 1. Como as atividades 2 e 3 pertencem ao mesmo 
poço que a atividade principal, estas atividades são liberadas das suas posições atuais. 
Como na vizinhança Janela, esta vizinhança tem O(nm) vizinhos. Novamente, deter-
minar o escalonamento ótimo das atividades para cada vizinho é um problema NP-difícil. 
Isto ocorre porque este problema é pelo menos tão difícil quanto o problema correspon-
dente da vizinhança Inserção, já que, aqui, a posição nos recursos de algumas atividades 
não é conhecida antes da instanciação do tempo de início das atividades. 
4.3 Instanciação de tempo nos vizinhos 
Duas técnicas foram utilizadas para determinar o instante de início das atividades em 
cada vizinho. Umas das técnicas é chamada Gulosa e a outra é chamada Otimizada. A 
primeira técnica é uma estratégia gulosa enquanto a segunda utiliza a Programação por 
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Restrições para realizar a instanciação de tempo. 
4.3.1 Estratégia gulosa 
Esta técnica foi implementada em C++ sem utilizar a Programação por Restrições. Um 
heap S é utilizado para armazenar as atividades que podem ser escalonadas, ou seja, 
armazenar as atividades cujas predecessoras já foram escalonadas. A ordem de prioridades 
em S é baseada no instante mais cedo possível de início das atividades. Quanto mais cedo 
o instante de início, maior a prioridade. É utilizado um algoritmo que gera escalonamentos 
sem atraso [6] e a cada iteração deste algoritmo é selecionada a atividade que está no topo 
do heap. Vale lembrar que quando a instanciação de tempo é realizada, os recursos já 
estão alocados às atividades. 
Inicialmente, S contém todas as atividades sem predecessores. A cada iteração, a 
atividade que está no topo de S é removida e é atribuído como seu instante de início o 
tempo mais cedo permitido pelo seu recurso e pelas atividades que pertencem ao mesmo 
poço que a atividade em questão. Em seguida, todas as sucessoras da atividades são 
inseridas em S, desde que não sejam sucessoras de atividades que ainda não tiveram o 
instante de início atribuído. O algoritmo é encerrado quando S é esvaziado. Isto acontece 
quando todas as atividades já estão escalonadas. 
4.3.2 Estratégia Otimizada 
Esta técnica é baseada em Programação por Restrições e foi implementada utilizando o 
flog Solver. As restrições do modelo são: 
1. restrições de precedência tecnológica; 
2. ordem das atividades nos recursos; 
3. restrições que estabelecem que atividades do mesmo poço ou que estejam alocadas 
para o mesmo recurso não podem ser executadas simultaneamente. 
Uma das estratégias mais comuns de branching para problemas de escalonamento 
que têm o makespan como função objetivo é chamado Settling Essential Gonflicts (SEG) 
[37, 5]. Esta estratégia determina uma ordem de escalonamento para todas as atividades, 
ou seja, ela determina a orientação dos arcos disjuntivos até que todos estejam direci-
onados. Em seguida, dada a ordem total que foi construída orientando os arcos, um 
algoritmo de ordenação topológica determina o instante de início das atividades, gerando 
um escalonamento semiativo. 
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Esta estratégia é aplicada com sucesso quando a função objetivo do escalonamento é o 
makespan, em razão de propriedades do grafo disjuntivo [35J e também devido ao cálculo 
eficiente de limitantes inferiores para o problema [35, 42, 41J. Usando esta estratégia, em 
cada nó da árvore de enumeração vários arcos podem ser orientados ao mesmo tempo. 
Como a produção total de petróleo é a função objetivo aqui considerada e não há uma 
relação direta da vazão com o makespan, esta estratégia de branching não é adequada ao 
problema em estudo. Neste trabalho, as variáveis do modelo representam o instante de 
início das atividades e não a ordem entre duas atividades como ocorre na estratégia SEC. 
As restrições 1 e 2 são impostas antes da fase de labelling. Estas restrições são dadas 
pelos arcos disjuntivos que já estão orientados e pelo conjunto de arcos conjuntivos do 
grafo que representa o vizinho. Como é natural em qualquer modelo de Programação por 
Restrições, a imposição destas restrições ajuda a reduzir o domínio das variáveis. 
Primeiramente, o mecanismo padrão de labelling do ILOG Solver foi utilizado. Como 
requerido pelo resolvedor, foram fornecidos parâmetros que estabelecem a função objetivo 
e o tempo máximo de execução do resolvedor. Além disso, também foi especificada uma 
regra de prioridade para definir a ordem de escolha das variáveis. A regra especificada foi: 
entre todas as variáveis ainda não instanciadas, escolha a variável que representa a ativi-
dade que tem o menor instante de início possíveL Empates são desfeitos arbitrariamente. 
O valor atribuído â variável é o menor do seu domínio. Note que este procedimento pa-
drão não leva em consideração o conhecimento que os escalonamentos ativos formam um 
conjunto dominante para este problema, como explicado na seção 3.6. 
Mas há um problema ainda mais sério com este procedimento. O mecanismo padrão 
de labelling atua da seguinte forma: se uma variável a é instanciada antes que uma 
variável b, então todo o domínio de b deve ser explorado, antes que um novo valor seja 
atribuído a a. Um exemplo simples ilustra como esta característica pode ser danosa para a 
performance do procedimento padrão. A instância do exemplo é: dois poços, um conjunto 
de 5 atividades e 2 recursos. As atividades 1, 2 e 3 pertencem ao poço 1, enquanto as 
atividade 4 e 5 pertencem ao poço 2. Todos os recursos são capazes de executar todas 
as atividades. Todas as atividades têm duração 5 e a relação de precedência entre elas é 
mostrada na figura 4.5. As atividades 3 e 5 são responsáveis por colocar os respectivos 
poços em produção. A vazão associada a ambos os poços é 10 e o horizonte é 50. Agora, 
suponha que em um vizinho, a ordem das atividades no recurso 1 seja 1, 4 e 5 e no recurso 
2 seja 2 e 3. Se a ordem de instanciação, seguindo a regra do menor instante inicial 
possível, é 2 - 1 - 4 - 3 - 5, o instante de início das atividades é mostrado na tabela 4.1 
e a produção total obtida é 650. Mas, se o instante de início das atividades fosse como 
ilustrado na tabela 4. 2, a produção total seria 700. Mas para esta instanciação ser obtida, 
o algoritmo de labelling teria que instanciar a variável que representa a atividade 2 com 
os valores 1, 2, 3, 4, 5, Pior, como a atividade 2 é a primeira na ordem de instanciação, 
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Figura 4.5: Restrição de precedência tecnológica 
o domínio de todas as outras variáveis teria que ser completamente percorrido antes que 
um novo valor fosse atribuído à variável 2. 
~:~~i,.idade i Instante de início ,, li 
li ~ 5 I! o p ,, 
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Tabela 4.1: Primeira instanciação das variáveis 
jl Atividade Instante de Início li 1 o jl 
p, 2 5 
i i 3 i 10 I 
4 
I 5 
5 10 I. i 
Tabela 4.2: Instanciação final das variáveis 
Por causa deste comportamento, o mecanismo padrão de labelling foi substituído por 
um mecanismo especializado. Este novo mecanismo muda a ordem de instanciação das 
variáveis que representam o início das atividades, considerando apenas escalonamentos 
ativos. Para conseguir este comportamento, a instanciação das variáveis é realizada em 
duas fases. Em cada nível da árvore de enumeração, uma nova variável é criada para 
representar as atividades que podem ser instanciadas naquele nível da árvore. Estas 
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variáveis são chamadas de variáveis de nível. As atividades viáveis de cada nível (aquelas 
que estão no domínio da variável de nível), são as atividades com grau de entrada zero e 
que satisfazem a regra do escalonamento ativo. O grau de entrada de uma atividade é o 
número de atividades predecessoras da mesma, no grafo disjuntivo, e que ainda não foram 
escalonad"aS. O grau de entrada é dinamicamente atualizado durante todo o processo de 
busca. O grau de entrada inicial é dado pelos arcos orientados do grafo disjuntivo que 
representa cada vizinho. Cada passo do processo de busca consiste em escolher um valor 
do domínio da variável de nível em questão e atribuir o menor instante de tempo possível 
para a variável que representa o instante de início da atividade apontada pela variável 
de níveL Portanto, quando uma solução é encontrada ou quando uma falha ocorre, o 
backtracking é realizado sobre a variável de nível, permitindo que a ordem de instanciação 
das variáveis que representam o tempo de início seja alterada. 
A figura 4.6 mostra o tempo de computação e a produção total obtida por um algoritmo 
de Busca Tabu que utiliza a vizinhança Inserção, aplicando os mecanismos de labelling 
padrão e especializado para uma mesma instância e solução iniciaL O tempo máximo de 
execução permitido por iteração foi 410 segundos. Maiores detalhes sobre a Busca Tabu 
serão tratados na próxima seção. Analisando esta figura, é fácil perceber que o mecanismo 
especializado é aproximadamente 100 vezes mais rápido que o mecanismo padrão. Além 
disso, o mecanismo especializado foi capaz de encontrar a solução ótima em cada vizinho 
(fato não indicado na figura). Já o mecanismo padrão, na maioria das iterações, foi 
terminado por atingir o tempo máximo de execução permitido, sem achar uma solução 
ótima. Em vista desses resultados experimentais, somente a versão especializada será 
considerada quando a estratégia Otimizada for utilizada para determinar o instante de 
início das atividades. 
4.4 Parâmetros da Busca Tabu 
A seção 4.2 descreve a estrutura das vizinhanças utilizadas neste trabalho, e a seção 4.3 
explica como o instante de início das atividades é determinado. Esta seção descreve, para 
cada vizinhança, os parâmetros da Busca Tabu. Estes parâmetros incluem o critério de 
parada, a lista tabu, o critério de aspiração e a seleção dos vizinhos. 
4.4.1 Critério de Parada 
O critério de parada para todas as vizinhanças é o tempo de execução. Isto torna mais 
justa a comparação entre o desempenho de cada uma da vizinhanças, pois não importa 
quantas iterações ou vizinhos cada uma delas explorou, depois da mesma quantidade de 
tempo, todas são finalizadas e os resultados comparados. Neste trabalho, o tempo máximo 
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de execução é 3600 segundos. 
4.4.2 Lista Tabu 
Para as vizinhanças Inserção e Janela a atividade principal do vizinho selecionado é 
considerada tabu. Isto significa que esta atividade não pode ser a atividade principal 
enquanto a mesma é considerada tabu, a menos que o critério de aspiração seja satisfeito. 
Um vizinho é considerado tabu, se a sua atividade principal é tabu. Neste trabalho, uma 
atividade é considerada tabu por 50 iterações. 
Para a vizinhança Poço, o poço da atividade principal é considerado tabu. Isto significa 
que as atividades deste poço não podem ser liberadas enquanto o poço é considerado tabu. 
Nesta vizinhança, não é permitido que um poço tabu faça parte do conjunto poços que 
compõem um vizinho, ou seja, do conjunto de poços que terão as suas atividades liberadas 
no vizinho. Nenhum critério de aspiração foi adotado. No capítulo 5, sempre que o número 
de vizinhos tabu é mencionado, este número significa quantas vezes foi proibida a entrada 
de um poço tabu no conjunto de poços que formam um vizinho. Neste trabalho, um poço 
é considerado tabu por 1 O iterações. 
4.4.3 Critério de Aspiração 
O critério de aspiração para as vizinhanças Inserção e Janela diz que se a produção total 
de um vizinho considerado tabu for melhor do que a melhor produção já encontrada, então 
o vizinho é considerado, mesmo sendo tabu. 
4.4.4 Seleção do Vizinho 
A seleção do vizinho é diferente para a vizinhança Inserção, sendo comum para as outras 
duas vizinhanças. O critério de seleção será explicado separadamente para cada grupo de 
vizinhanças. 
" Vizinhança Inserção 
Várias abordagens foram testadas para selecionar o vizinho. Primeiramente, a vi-
zinhança inteira era explorada utilizando a estratégia Otimizada para determinar 
o instante de início das atividades. Nesta abordagem o melhor vizinho era seleci-
onado. Como o tempo requerido para explorar cada vizinho era da ordem de 0.2 
segundos, esta abordagem mostrou-se impraticável, pois, em uma instància real do 
porte daquela descrita na seção 2.2, há aproximadamente 250.000 vizinhos. Na se-
gunda abordagem testada, toda a vizinhança era explorada utilizando-se a estratégia 
Gulosa para instanciar os tempos de início. Esta exploração levava em torno de 15 
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segundos, no totaL Em seguida, os melhores x vizinhos eram explorados novamente 
utilizando a estratégia Otimizada e então o melhor vizinho era selecionado. Porém, 
testes computacionais mostraram que explorar apenas os y primeiros vizinhos que 
melhorassem a melhor solução era mais eficiente do que explorar toda a vizinhança 
[46!. 
Portanto, na terceira abordagem, a abordagem efetivamente utilizada neste traba-
lho, a vizinhança é explorada utilizando a estratégia Gulosa até que y vizinhos que 
melhorem a melhor solução encontrada até o momento sejam encontrados. Em se-
guida, dentre estes y vizinhos, são escolhidos x vizinhos, onde x :::; y, para serem 
explorados utilizando a estratégia Otimizada. O melhor vizinho obtido com a estra-
tégia Otimizada é, então, selecionado. Duas estratégias distintas foram consideradas 
para escolher os x vizinhos que serão explorados pela técnica Otimizada. A primeira 
escolhe os x melhores vizinhos deterministicamente. Esta abordagem foi chamada 
de ID. A segunda escolhe os x vizinhos de forma aleatória ente os y vizinhos. Esta 
abordagem foi chamada de IA. Os valores escolhidos para y e x foram y = 10 e 
x = 1 O na abordagem IDe y = 20, x = 5 na abordagem IA. A escolha destes valores 
foi baseada em testes computacionais preliminares. 
• Vizinhanças Janela e Poço 
Para estas duas vizinhanças, a regra para selecionar o vizinho é a mesma. Em ambas 
as vizinhanças, não foi eficiente utilizar a estratégia Gulosa para selecionar vizinhos. 
Também não foi eficiente explorar toda a vizinhança, nem mesmo os y primeiros 
melhores vizinhos. Possivelmente a obtenção de boas soluções nestas vizinhanças 
mais complexas é um problema mais difícil do que o problema correspondente da 
vizinhança Inserção. No te que a técnica Gulosa nestas vizinhanças está operando 
com um número maior de arcos disjuntivos não orientados do na vizinhança Inser-
ção. Isto pode ter causado a obtenção de soluções inferiores quando comparadas às 
soluções que poderiam ter sido obtidas se uma ordenação diferente das atividades 
fosse considerada. 
Por outro lado, o uso da estratégia Otimizada para achar a instanciação de tempo 
ótima também mostrou-se impraticável. Esta estratégia leva da ordem de 1 segundo 
para achar uma primeira solução para cada vizinho e um tempo bem maior para 
provar a otimalidade da solução encontrada. 
Foi decidido então adotar uma estratégia que usa a técnica Otimizada para explorar 
a vizinhança até que um vizinho que melhore a melhor solução seja encontrado, ou 
então até que o tempo de execução do resolvedor na vizinhança alcance 20 segundos. 
Além disso, a técnica Otimizada deve obedecer a um tempo limite de execução de 
1 segundo em cada vizinho da vizinhança Janela e 3 segundos na vizinhança Poço. 
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Isto significa que a otimalidade de cada vizinho pode não ser comprovada. O vizinho 
selecionado é o melhor encontrado. Nos próximos capítulos, será chamada de Wl a 
vizinhança Janela quando esta abordagem for utilizada. De forma similar, quando a 
vizinhança Poço for utilizada com esta abordagem, a mesma será chamada de WE. 
Após a realização de alguns testes computacionais, o valor escolhido para o parâ-
metro que determina o tamanho da Janela foi 3 para a janela do recurso origem e 
4 para o recurso destino. Já o valor escolhido para o parâmetro que determina o 
número de poços que compõem um vizinho da vizinhança Poço foi 90. 
Como as vizinhanças não são inteiramente exploradas, pois a exploração é limitada 
tanto pelo número de vizinhos que melhoram a melhor solução quanto pelo tempo de 
execução, é essencial definir em que ordem os vizinhos serão percorridos. Para todas 
as vizinhanças, a ordem é a mesma. Considerando a solução corrente, para cada poço, 
determina-se a maior distância (diferença de instante de início) entre duas atividades 
consecutivas do mesmo poço. Então, multiplica-se esta distáncia pela vazão do poço 
correspondente. Em seguida, para cada atividade é somado a este valor, o número total de 
sucessores diretos da atividade. São explorados prioritariamente os vizinhos cuja atividade 
principal tem o maior valor para esta soma. Empates são desfeitos arbitrariamente. 
4.5 Busca Tabu: Abordagem Pura 
Nesta seção, será descrita uma abordagem pura da Busca Tabu. O objetivo é estabelecer 
uma comparação entre esta abordagem e as abordagens híbridas. A abordagem pura foi 
implementada por Vinicius Fortuna em seu projeto de iniciação científica r19]. 
4.5.1 Representação das Soluções e Vizinhos 
Nesta abordagem soluções e vizinhos são representados por uma lista ordenada de ativi-
dades e por uma estrutura de dados que indica o recurso alocado a cada atividade. 
Além disso, considera-se o grafo orientado G cujos nós representam as atividades e 
os arcos representam as precedências tecnológicas entre as atividades. Com o auxílio do 
grafo G, calcula-se o escalonamento representado por uma solução da seguinte forma: 
L Adiciona-se ao grafo G arestas (a;, aj) se a atividade a; vem antes da atividade aj 
na lista ordenada das atividades, e as atividades pertencem ao mesmo poço ou são 
executadas pelo mesmo recurso. 
2. O instante de início das atividades é obtido aplicando-se um algoritmo de ordenação 
topológica em G. 
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Note que as arestas adicionadas ao grafo G garantem uma ordem total entre as ativi-
dades de um mesmo poço e entre as atividades alocadas ao mesmo recurso. 
4.5.2 Vizinhança 
Há dois movimentos que definem a vizinhança. O primeiro movimento consiste em mudar 
o recurso atribuído a uma determinada atividade para todos os recursos capazes de execu-
tar a atividade em questão. O segundo movimento consiste em retirar uma atividade da 
sua atual posição na lista ordenada de atividades e inserí-la em todas as possíveis posições 
da lista, preservando o recurso alocado a ela. Tanto a viabilidade quanto o escalonamento 
das atividades de cada vizinho é obtido através de uma ordenação topológica no grafo G 
que representa o vizinho. Esta vizinhança tem O(nm + n 2 ) vizinhos, onde n é o número 
de atividades e m o número de recursos. 
4.5.3 Parâmetros da Busca Tabu 
Os critérios de parada e de aspiração utilizados por esta abordagem são os mesmos utili-
zados pelas abordagens híbridas, ou seja, a Busca Tabu é encerrada após 3600 segundos 
e um vizinho tabu que melhore a melhor solução encontrada, deixa de ser tabu. 
O vizinho selecionado em cada iteração é o primeiro vizinho que melhora a melhor 
solução encontrada até o momento. 
Duas estratégias foram adotadas para identificar movimentos tabu . A primeira con-
sidera tabu apenas o movimento utilizado para gerar vizinhos selecionados em iterações 
anteriores. Por exemplo, se o vizinho selecionado foi obtido mudando o recurso da ativi-
dade a1 de r 1 para r2, então é tabu o movimento que aloca r 1 para a atividade a 1. Esta 
estratégia é chamada TabuPF. A segunda estratégia considera grupos de movimentos ta-
bu. Por exemplo, se o movimento que gerou vizinhos selecionados em iterações anteriores 
alterou o recurso de uma atividade, então todos os movimentos que alterem o recurso des-
ta atividade são considerados tabu. Da mesma forma, se o movimento alterou a posição 
da atividade na lista ordenada, estão todos os movimentos que alterem a posição desta 
atividade são considerados tabu. Esta estratégia é chamada TabuPR. Cm movimento ou 
um grupo de movimentos é considerado tabu por 25 iterações. 
Capítulo 5 
Limitantes Duais 
Como não há resultados computacionais prévios para as instâncias do problema conside-
radas neste trabalho, é extremamente importante a obtenção de limitantes duais. Com 
estes limitantes é possível determinar a qualidade das soluções obtidas pelas diversas 
estratégias empregadas neste trabalho. 
5.1 Abordagens 
Esta seção descreve como foram calculados quatro limitantes duais para o problema. O 
primeiro limitante é obtido a partir de um argumento combinatório. A estratégia utilizada 
para obter este limitante é chamada UpperO. Já as outras três abordagens, chamadas 
Upper1, Upper2 e Upper3, resolvem relaxações do problema original, utilizando para isso 
a Programação Linear Inteira. 
5.1.1 UpperO 
Este limitante é dado pela seguinte expressão: 
p 
:E(H- :E dj) X vi, 
i=l jEAtv;, 
onde p é o número de poços, H é o horizonte, Atv; é o conjunto de atividades do poço i, 
di é o tempo de processamento da atividade j e vi é a vazão do poço i. 
Esta expressão assume que há um número ilimitado de recursos capazes de executar 
qualquer uma das atividades. Como o número de recursos não está sendo considerado, e 
este número é muito limitado nas instâncias utilizadas neste trabalho, o limitante obtido 
com esta abordagem pode ser melhorado. 
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5.1.2 Upperl 
Nesta abordagem, um modelo de Programação Linear Inteira é formulado para a obtenção 
do limitante. Este modelo considera o fato que há um número limitado de recursos. Por 
outro ia,:!o, supõe que todos os recursos disponíveis são capazes de executar todas as 
atividades. Ou seja, tem-se uma situação semelhante ao ambiente de máquinas paralelas 
[53J. 
O modelo considera que cada poço apresenta apenas uma única atividade, chamada de 
super-atividade. O tempo de processamento da super-atividade, denotado por L'.., é a soma 
do tempo de processamento de todas as atividades originais do poço. Após a execução da 
super-atividade, o poço entra em produção. Como a super-atividade representa todas as 
atividades do poço, e como esta é uma versão relaxada do problema original, é permitida 
a interrupção desta atividade. A interrupção pode ocorrer a qualquer instante durante 
o processamento da super-atividade, por um número ilimitado de ocorrências. A função 
objetivo é a mesma que a do problema original, ou seja, maximizar a produção total de 
petróleo. Esta versão relaxada do problema será chamada de Pj iProduction. 
No modelo desta abordagem, o valor de L'.. será arredondado para o maior múltiplo de 
5 que seja menor ou igual a L'... Isto é feito porque o tempo neste modelo é discretizado 
agrupando-se blocos de 5 unidades de tempo do problema original. Ou seja, cada unidade 
de tempo no modelo representa 5 unidades de tempo no problema original. Testes com-
putacionais mostraram que não é viável considerar modelos onde o tempo se mantenha 
discretizado nas unidades originais. 
As variáveis do modelo são dadas por Xit. onde i representa um poço e t é um instante 
de tempo anterior ao horizonte. Cada Xit assume valor 1 se o poço i é finalizado no 
instante de tempo t e O caso contrário. 
A função objetivo é: 
p lf/5 
max L L 5(H/5- t)viXit, 
i=l t=O 
onde p, H e vi têm o mesmo significado que na abordagem anterior, e assumimos que H 
é múltiplo de 5. 
As restrições do modelo são: 
H/5 
1. L Xit :::: 1, i = 1 ... p; 
t=O 
t p 
2. L L Xik!l;/5 ::; t x m, t = O ... H /5, onde m é o número de recursos; 
k=O i=l 
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3. X;t = O, para todo i e t tal que ~; > t. 
A restrição 1 estabelece que cada poço terá no máximo um instante de término. Como 
essa restrição está na forma de uma desigualdade, um poço pode não terminar antes do 
horizonte de tempo H. Se isto acontece, este poço simplesmente não é contabilizado na 
produção total de petróleo. Os termos execução/término do poço são utilizados com o 
mesmo significado que execução/término da super-atividade. Já a restrição 2 garante que 
há tempo suficiente nos recursos disponíveis para executar todos os poços que terminam 
até o instante t. Vale observar que é considerada a soma de tempo disponível em todos 
os recursos. Por isso, esta restrição supõe que uma super-atividade pode ser executada 
por mais de um recurso ao mesmo tempo. Um aspecto relevante é que, como a produção 
total está sendo maximizada, então todos os poços terminarão antes do horizonte, caso 
exista um escalonamento que o permita. A restrição 3 reduz o número de variáveis do 
modelo e o número de vezes que a super-atividade de cada poço é executada em paralelo 
por mais de um recurso. Isto é alcançado forçando que um poço não seja terminade antes 
do seu tempo de execução. Por exemplo, se esta restrição não for imposta, um poço com 
tempo de execução 6 pode terminar no instante 2, se houverem 3 recursos na instância 
em questão. No entanto, pode-se perceber que esta restrição só causa impacto nos poços 
que terminam no início do escalonamento, porque para valores suficientemente grandes 
de t, o mesmo sempre será maior que o tempo de execução dos poços. 
5.1.3 Upper2 
Esta abordagem é uma versão mais refinada da abordagem anterior. Em particular, não 
permite que um poço seja executado simultaneamente por mais de um recurso. A versão 
relaxada do problema considerada nesta abordagem é a mesma versão utilizada em Up-
perl. O modelo desta abordagem e da anterior só diferem na restrição 2. A modificação 
nesta restrição reflete o fato que, segundo o teorema 2 abaixo, interrupções são redundan-
tes para o problema Pj i Production, isto é, o valor ótimo da função objetivo para o caso 
sem interrupção não pode ser melhorado se interrupções forem permitidas. 
Teorema 5.1 No problema Pj jProduction, interrupções são redundantes. 
Prova: A prova é dividida em dois casos. O caso 1 ocorre quando o horizonte de tempo 
é longo o suficiente para que todos os poços terminem antes do mesmo. O caso 2 ocorre 
quando este fato não é verdadeiro. 
• Caso 1: Neste caso, resolver o problema Pl jProduction é equivalente a resolver 
o problema Pll I; wiCi (a notação a!B'-'y de [29J é utilizada para representar o 
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problema de máquinas paralelas com o objetivo de minimizar a soma ponderada dos 
instantes de término). Um resultado clássico de McNaughton í44l mostra que para 
o problema PilE wiCi interrupções são redundantes. Logo, como os problemas são 
equivalentes, interrupções também são redundantes para o problema Pj l?roduc:tion. 
" Caso 2: Considere uma solução ótima para PJ!Production quando interrupções são 
permitidas. SejaS o conjunto de poços que terminam antes do horizonte de tempo. 
Então, de acordo com o Caso 1, os poços em S também podem ser otimamente 
escalonados sem que haja interrupções. Como os poços que não estão em S não 
contribuem para a função objetivo, uma solução ótima para PJ !Production, quando 
interrupções não são permitidas, também é uma solução ótima quando interrupções 
são permitidas. O teorema está demonstrado. 
Considerando este fato, a restrição 2 do modelo anterior é substituída por 
H/5 
2. L L xik :S: m, t =O ... H/5, onde m é o número de recursos. 
k=t i:k<t+ó.i 
o 
Note que, uma vez que não há interrupções, se um poço i termina no instante k, então 
um recurso é considerado ocupado durante os instantes k- 1, k- 2, ... , k- (é!.i - 1). 
Assim, se k < t + é!.i, o poço i estará consumindo um recurso no instante t. Portanto, 
a restrição acima estabelece que no máximo m recursos podem estar ocupados em cada 
instante t. 
5.1.4 Upper3 
Os modelos anteriores não levaram em consideração informações relevantes presentes nas 
instâncias consideradas neste trabalho. Uma destas informações é que só existem dois 
grupos principais de recursos - os barcos e as sondas, que há mais sondas do que barcos, 
e que muito mais atividades requerem sondas do que barcos. Além disso, o padrão das 
atividades presente nos poços exige que a alocação dos recursos seja feita na seguinte 
seqüência: 
Sonda -+ Barco -+ Sonda. 
O número de atividades executadas em cada fase da seqüência pode ser diferente para 
cada poço, inclusive zero. 
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Portanto, a versão relaxada do problema considerada nesta abordagem assume que 
cada poço consiste de três atividades, chamadas de super-atividades. A primeira super-
atividade representa todas as primeiras atividades do poço que são executadas por sonda. 
O tempo de processamento desta super-atividade é a soma do tempo de processamento de 
todas as atividades representadas por ela, ou então é zero, se não há atividades no poço 
que devam ser executadas pela primeira sonda. O mesmo mecanismo é aplicado para as 
outras duas super-atividades. A j-ésima super-atividade do poço i é denotada por Af e 
seu tempo de processamento é ll{, para j = 1, 2, 3. As super-atividades A) e Af devem 
ser executadas por sondas e a super-atividade A? deve ser executada por barcos. Além 
disso, a relação de precedência A) --+ At --+ At deve ser respeitada. A produção do poço 
í é iniciada quando a super-atividade Af é terminada. Novamente, a função objetivo é a 
mesma do problema original. 
Infelizmente, interrupção não é redundante para esta versão do problema. Suponha 
que a instância do problema é dada por dois poços, duas sondas (S1, S2) e um barco 
(B1). O horizonte considerado é 25. A vazão de cada poço e o tempo de processamento 
das super-atividades é dado na tabela 5.1. 
I' Poço j! 61 li Vazão i! .I t ,. 
,, 1 10 1 il li !: 
2 15 2 ,I 
Tabela 5.1: Durações e vazões 
A figura 5.1 mostra as soluções ótimas quando interrupções são permitidas e quando 
estas são proibidas. Nesta figura, os valores dentro do retângulo indicam a super-atividade 
que está sendo executada e o respectivo tempo de execução. Os valores acima dos retân-
gulos mostram que recurso está sendo alocado. A produção para o primeiro caso é 19 e 
para o segundo é 16 mostrando que para este exemplo a interrupção é relevante. 
A idéia utilizada para modelar o problema relaxado proposto nesta abordagem é bas-
tante similar à idéia utilizada em Upper1. Mas, no modelo desta abordagem, devem ser 
inseridas restrições para representar a precedência tecnológica entre as atividades. Tam-
bém deve ser feita uma distinção entre sondas e barcos. Como nos modelos anteriores, os 
valores de tl}, llt e tl~ serão arredondados para o maior múltiplo de 5 que são iguais ou 
menores que ll), llt e llf, respectivamente. 
O modelo apresenta três grupos de variáveis binárias Xit, Yit e Zit, onde i representa 
um poço e t um instante de término. A variável Xit assume valor 1 se a super-atividade 
A1 termina no instante t, caso contrário o valor atribuído é zero. A atribuição é feita 
' 
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Sl Bl Bl Sl 
Poço!: ' 1110 215 212 
S2 Bl S2 
Poço2: 1115 211 3:2 
o lO 15 16 18 20 
(a) Escalonamento ótimo com interrupções - Produção: 19 
SI Bl SI 
lflO 2!7 312 
Poço!: ~! ------------------~----------------+-----------~~--~------+-~~~ 
sz Bl S2 
Poço2: ~----------------~----------------------------------~ 211 3/2 
o !O !5 '17 18 19 20 
(b) Escalonamento ótimo sem interrupções - Produção: 16 
Figura 5.1: Interrupção não é redundante 
da mesma forma para as variáveis Yit e Z;t, considerando-se o instante de término das 
super-atividades Ar e A~, respectivamente. 
A função objetivo é: 
p H/5 
max L L 5(H/5- t)v;Z;t 
i=l t=O 
onde o valor das constantes p, H and V; é o mesmo que nas últimas três abordagens. 
As restrições para este modelo são: 
H/5 
1. (a) Lxit~1, i=1 ... p; 
t=O 
H/5 
(b) LYit ~ 1, i= 1.. .p; 
t=O 
H/5 
(c) LZit ~ 1, i= 1. . . p; 
t=O 
H/5 H/5 
( d) L Xit - L Yit = O, i = 1 ... p; 
t=O t=O 
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H/f> H/5 
(e) l:xtt- l:zit =O, i= 1 .. . p; 
t:O t=O 
t p 





(b) L L::; YtkL!.i /5 ~ t x m2, t =O ... H/5, onde m2 é o número de barcos; 
k=O i=l 
(a) Xtt = 0, Vi, t tal que t < L!.J /5; 
(b) Ytt =O, Vi, t tal que t < (L!.z + L:.t)/5; 
(c) Zit =O, Vi, t tal que t < (L!.i + L:.t + L:!.:)/5. 
H/5 
4. (a) 2:: t(Ytt- Xtt) :;::: L:.U5, i= 1 ... p; 
t=O 
H/5 
(b) L t(Zit- Yit) :::: L:!.f /5, i= 1.. .p; 
t=O 
A restrição 1 estabelece que ou todas as fases de um poço terminam exatamente uma 
vez antes do horizonte de tempo ou nenhuma delas é executada, uma vez que se o poço não 
é completamente executado, então ele não contribui na função objetivo. Portanto, não é 
necessário executar alguma das fases se as outras não forem também executadas. Como 
no modelo utilizado em Upper1, a restrição 2 garante que há tempo disponível suficiente 
nos recursos para executar todas as atividades que terminam até o instante t. Além disso, 
nesse modelo, uma distinção é feita entre sondas e barcos. A restrição 3 diminui o número 
de variáveis do modelo enquanto a restrição 4 estabelece as precedências tecnológicas. 
5.2 Resultados 
A tabela 5. 2 mostra dados quantitativos para os modelos de Programação Linear Inteira 
das últimas três abordagens, usando a instância reaL Nesta tabela, a coluna Restrições 
representa o número de restrições, a coluna Variáveis representa o número de variáveis 
binárias, a coluna RestNZ é o número de coeficientes não nulos nas restrições e a coluna 
ObjNZ é o número de coeficientes não nulos na função objetivo. 
Pode ser observado a partir desta tabela que o modelo para a abordagem Upper3 é 
muito maior que os outros dois modelos. Por outro lado, os modelos de Upper1 e Upper2 
têm o mesmo número de variáveis e restrições. A diferença entre eles está no número de 
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Abordagem Restrições Variáveis RestNZ ObjNZ 
:; !; < > = 
i i 
.. Upperl 407 i 1470 31906 4819470 31694 
Upper2 407 i 1470 I. 31906 491189 31694 1:! 
Upper3 920 i 212 I 3925 95718 12326123 31694 d [! 
Tabela 5.2: Dados quantitativo dos modelos - Instância Real 
coeficientes não nulos. O número de restrições, variáveis e coeficientes não nulos para os 
modelos que representam as instâncias 2Pll2S4B3, 3P95S5B3 e 4P130S5B3 é da mesma 
ordem de magnitude que estes números para a instância real. Portanto, os dados da tabela 
5.2 são representativos para todas as instâncias consideradas neste trabalho. 
A tabela 5.3 mostra os melhores limitantes duais obtidos para a produção em cada 
uma das abordagens. O valor entre parênteses indica a porcentagem que as abordagens 
Upper1, Upper2 e Upper3 melhoraram UpperO. O valor do limitante dual está em milhões 
de unidades. Os modelos foram implementados e resolvidos utilizando a ferramenta ILOG 
CPLEX, versão 7.0, limitando-se o tempo máximo de execução a 3600 segundos. Estes 
testes foram realizados em uma máquina dotada de um processador Alpha21264 com 4Gb 
de memória RAM e rodando sob o sistema operacional True64, da HP. A tabela 5.4 mostra 
o número de nós percorridos na árvore de enumeração por cada uma das abordagens e o 
intervalo entre os melhores limitantes dual e primai dos programas lineares inteiros. 
Instância I: UpperO Upper1 Upper2 Upper3 li 
li 1P130S5B3(real) !I 378.6 310.2 (17.3%) 300.6 (20.4%) i 287.4 (23.9%) ii 
'I 2P112S4B3 i! 363.8 310.4 (14.6%) 302.4 (16.8%) 270.9 (25.5%) ,, ,, .. 
3P95S5B3 
fi 
317.8 280.3 (11.8%) 274.9 (13.5%) 257.2 (19.0%) li, 
4P130S5B3 420.7 i 371.6 (11.6%) i 369.6 (12.1 %) 334.7 (20.4%) !i 
Tabela 5.3: Limitantes Duais 
Estas duas tabelas trazem informações bastante relevantes. A única abordagem li-
mitada pelo tempo máximo de execução foi Upperl. O refinamento feito no modelo da 
abordagem Upperl para a obtenção do modelo da abordagem Upper2 permitiu a obtenção 
da solução ótima para o problema relaxado representado por Upper2. A solução ótima 
foi encontrada explorando-se apenas um nó da árvore de enumeração. Por outro lado, a 
abordagem Upper3 foi a que produziu os melhores limitantes duais, melhorando o limi-
tante obtido por UpperO em mais de 19% em todas as instâncias. No entanto, não foi 
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i i Instância Upperl Upper2 Upper3 !I Nós Intervalo Nós i Intervalo Nós Intervalo 
li 1Pl30S5B3 i i 1500 1.88% 1 o I' :! 1 ? 
li 2Pl12S4B3 1200 1.87% 1 o li 1 ? li 3P95S5B3 ,, 2580 0.55% 1 o ,, l ? i! li i! 
! i! 4Pl30S5B3 :i 800 2.27% 1 o !i 1 ? I i! !i 
Tabela 5.4: Dados quantitativos computacionais - Limitante Dual 
possível obter uma solução inteira viável utilizando esta abordagem. O software utilizado 
na resolução dos modelos apresentou o erro "1 001: out o f memoryj' após a exploração 
do primeiro nó. O mesmo ocorreu após alguns parâmetros do ILOG CPLEX terem sido 
modificados para evitar este comportamento. Isto pode ser explicado pelo tamanho do 
modelo. 
Como a abordagem Upper1 foi a única que explorou mais que um nó da árvore de 
enumeração, a figura 5.2 mostra a evolução dos limitantes primais e duais em cada nó. 
Os limitantes estão em milhões de unidades. A instância em questão é a instância real. 
Pode ser observado, nesta figura, que o limitante dual permanece o mesmo em todos os 
nós. O valor do limitante primai é alterado apenas em alguns nós. Um comportamento 
similar foi observado nas outras instâncias. 
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Neste capítulo serão apresentados os resultados computacionais obtidos para as instâncias 
1Pl30S5B3 (instância real), 2P112S4B3, 3P95S5B3 e 4P130S5B3. Para todas estas ins-
tâncias, o horizonte de tempo considerado é 1500 dias. Todos os tempos computacionais 
referem-se a uma máquina AMD Atlhon de 1.2 GHz e memória de 1 Gb. 
A tabela 6.1 mostra a produção total obtida, em milhões de unidades, para a solução 
inicial da instância real e das demais instâncias. O tempo de execução para as heurísticas 
CP1 e CP2 foi menos do que 200 segundos e menos do que 60 segundos, respectivamente, 
para todas as instâncias. O tempo de execução para ambas as heurísticas H1 e H2 foi 
inferior a 1 segundo. Células sem valor nesta tabela significam que não foi encontrada 






Instância i'l Heurística I i
I CP1 CP2 H1 i H2 I 
1P130S5B3(real) jl 163.6 1 207.4 I 246.2 I 206.5 'i 
2P112S4B3 I I 184.3 I 220.3 ' 173.3 :: 
3P95S5B3 I' 155.6 I 187.3 I 225.4 185.7 I: 
4P130S5B3 :1 218.9 I 276.5 218.3 !I 
Tabela 6.1: Soluções Iniciais 
Como H 1 obteve os melhores resultados para todas as instâncias, esta heurística será 
empregada para gerar a solução inicial utilizada pelas técnicas híbridas e também pela 
Busca Tabu pura, descritas no Capítulo 4. Para testar o comportamento das técnicas 
quando uma solução inicial de qualidade inferior é utilizada, a heurística H2 também será 
empregada para fornecer as soluções iniciais, pois esta é muito mais rápida que as heu-
rísticas CPJ e CP2. Em cada caso, será claramente indicada qual heurística foi utilizada 
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para gerar a solução inicial. 
A tabela 6.2 resume os resultados computacionais para todas as instâncias quando as 
abordagens híbridas, ID, IA, WE, WI e as abordagens de Busca Tabu pura, TabuPF e 
TabuPR; descritas no Capítulo 4 nas páginas 55, 56 e 57, foram utilizadas para resolver 
o problema. A solução inicial foi obtida usando a heurística Hl. 
As colunas na tabela 6.2 têm os seguintes significados: 
.. Instância: identificação da instância; 
" Abordagem: identificação da abordagem utilizada; 
" It: número total de iterações na Busca Tabu; 
"' Vizinhos: número total de vizinhos viáveis explorados; 
" Tabu: número total de vizinhos tabu; 
"' AC: número total de vizinhos que satisfizeram o critério de aspiração; 
" Produção: melhor valor encontrado pela abordagem para a produção total de pe-
tróleo; 
• Tempo: tempo total de execução, em segundos. 
Para cada instância, o melhor valor obtido para a produção, entre todas as abordagens, 
está em negrito. 
Para o caso particular da instância real 1P130S5B3, há dados mais detalhados des-
crevendo o comportamento de cada uma das colunas Vizinhos, Tabu, AC, Produção e 
Tempo ao longo das iterações. A figura 6.1 descreve o comportamento do número total 
de vizinhos explorados por iteração por cada uma das estratégias tabu. A figura 6.2 faz 
o mesmo para o número total de vizinhos tabu. A figura 6.3 trata o número total de 
vizinhos que satisfizeram o critério de aspiração. A figura 6.4 mostra a produção total de 
óleo e a figura 6.5 traz o tempo total de cada iteração. 
A figura 6.6 mostra a variação da produção total de óleo ao longo do tempo de proces-
samento para cada uma das abordagens quando utilizadas na instância real. As figuras 6. 7, 
6.8 e 6.9 fa7~m o mesmo para as instâncias geradas 2P112S4B3, 3P95S5B3 e 4P130S5B3. 
A figura 6.1 indica que o número de vizinhos viáveis percorridos em cada iteração 
é muito variável, pois cada iteração é terminada após se obter os primeiros y melhores 
vizinhos. A única abordagem que não seguiu este padrão foi a WE, pois explorou um 
número fixo de vizinhos após as primeiras iterações. Nas abordagens ID e IA, pode ser 
observada uma tendência geral onde o número de vizinhos viáveis aumenta à medida que o 
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Instância 1 Abordagem ! It ! Vizinhos i Tabu AC i Produção I Tempo il 
1P130S5B3 TabuPF I 348 5404175 1762 g 260480500 3624 
TabuPR I 368 6078448 I 390383 i 112 260955920 3619 li ,, 
ID i 216 5097314 ' 482245 I 
' ! 65 261797010 3621 
IA I 234 i 5549670 I 569485 ! 74 262968780 i 3616 
WE 169 I 1172 1645 I o 247388220 3618 
Wl i 188 1 1882 174 ! 4 250410270 I 3606 ! 
TabuPF i 485 i 6437783 2446 15 250305872 ! 3625 
TabuPR ! 494 1 6772949 I 562549 1 139 I 250448195 I 3631 li 





IA I 153 1462175 ' 262204 ' 198 1 248792249 3616 
WE I 176 708 ! 1715 o 220362248 3609 
WI i 200 I I I 3361 425 21 224523265 3618 
TabuPF I 307 i 5453469 I 1648 2 238685695 1 3644 :I TabuPR I 335 I 6999181 ! 309804 68 238685695 i 3604 ,, 11 3P95S5B3 
li i ID I 12s I 2247780 155676 109 ! 233766103 
i 3630 
! IA 1 155 1 2891257 224596 ' 65 238258503 3628 
,, 
q !! I i WE I 166 ! 1164 I 1615 o 225755389 3614 !I 
il 
I 
' I WI I 184 i 1789 262 3 227267290 3605 li ! ! 
114P130S5B3 ! TabuPF I 331 I 5669485 1760 11 296412436 3622 li 
TabuPR 307 ! 5232493 1 441899 : 98 294203512 I 3603 
,, I ID 154 1 1568798 198769 i 156 297504129 3656 li li 
li 
IA 163 ! 1919470 i 236697 ! 425 298814360 3667 !! 
' 
WE I 175 i 704 1705 o 
' 
276423927 3600 li 
-
-WI 193 ! 1752 316 lo 1 2804o0182 3607 !1 
Tabela 6.2: Dados Quantitativos - Hl 
programa é executado. Isto indica que é mais fácil melhorar a melhor solução corrente no 
início da execução das abordagens, já que são explorados os primeiros y melhores vizinhos 
em cada iteração. Comparando as figuras 6.1 e 6.5, é fácil perceber que o tempo gasto 
por iteração é proporcional ao número de vizinhos explorados. 
Com relação ao número total de vizinhos, a tabela 6.2 mostra que as abordagens Ta-
buPF, TabuPR, IDe IA podem explorar um número de vizinhos três ordens de magnitude 
superior que as abordagens WE e WI. Este comportamento já era esperado, pois estas 
últimas utilizam vizinhanças de larga escala. As abordagens ID e IA, apesar de tam-
bém utilizarem vizinhanças de larga escala, adotam uma heurística gulosa para que mais 
vizinhos possam ser explorados. Na abordagem WE é imposto um tempo máximo de 
20 segundos por iteração. Na figura 6.l.f pode-se perceber que este tempo máximo de 
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processamento está sendo totalmente consumido por esta abordagem, o que lhe permite 
explorar apenas 7 vizinhos a cada iteração. 
A figura 6. 2 mostra que o número de vizinhos tabu tende a ser maior nas iterações 
finais, quando as abordagens ID e IA são utilizadas. Isto ocorre porque mais vizinhos são 
explorados nas últimas iterações e também porque a lista tabu contém menos elementos 
nas iterações iniciais. 
A figura 6.3 indica que o número de vizinhos tabu que atendem ao critério de aspiração 
não segue um padrão facilmente identificáveL Note que a estratégia WE não utiliza 
um critério de aspiração. A tabela 6.2 mostra que o número total de vizinhos tabu é 
alto, considerando-se o número total de vizinhos explorados, com exceção da abordagem 
TabuPF. Isto pode ser explicado pelo fato desta abordagem possuir a lista tabu menos 
restritiva. É importante ressaltar que para a abordagem WE, a coluna Tabu indica quantas 
vezes um poço tabu foi impedido de integrar o conjunto de poços que formam um vizinho. 
Isto explica porque o número de poços tabu é maior que o número de vizinhos explorados. 
Os resultados mais interessantes são aqueles relacionados com a evolução das curvas 
de produção, apresentadas nas figuras 6.4, 6.6, 6.7, 5.8 e 6.9. A abordagem IA forneceu o 
melhor resultado para as instâncias 1P130S5B3 (instância real) e 4P13DS5B3, enquanto 
a abordagem TabuPR forneceu os melhores resultados para as instâncias 2P112S4B3 e 
3P95S5B3. As abordagens WE e WI, para todas as instâncias, entraram em um patamar 
inferior de produção e não conseguiram sair do mesmo. Uma explicação para este compor-
tamento pode ser o fato que estas abordagens não conseguiram explorar um número grande 
de vizinhos e, além disso, os vizinhos explorados não foram capazes de promover ganhos 
significativos na produção de óleo. Estas figuras mostram um comportamento desejado 
quando vizinhanças de larga escala são utilizadas. As estratégias ID e IA apresentaram, 
para todas as instâncias, com exceção da estratégia ID para a instância 3P95S5B3, uma 
melhora bastante significativa da produção já nas primeiras iterações. Este comporta-
mento foi particularmente intenso para instância real, como pode ser observado na figura 
6.6. Acreditamos que a qualidade dos vizinhos obtidos com as estratégias ID e IA é 
superior, enquanto são mantidos tempos computacionais bastante competitivos. Apesar 
da estratégia de Busca Tabu pura, TabuPR, ter fornecido a melhor produção para duas 
instâncias, os resultados obtidos com a estratégia IA foram muito próximos das melhores 
produções obtidas. 
A figura 6.4 mostra que um patamar não foi atingido quando as abordagens TabuPF, 
TabuPR e IA foram utilizadas. Para verificar se a produção poderia ser melhorada, as 
estratégias foram executadas por um tempo adicional de 3 horas. Um patamar de 263.5 
milhões de unidades foi alcançado e não foi possível melhorá-lo. 
Para observar o comportamento das abordagens quando uma solução inicial de qua-
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!idade inferior fosse utilizada, todas as abordagens foram empregadas quando a solução 
inicial considerada é dada pela heurística H2. A tabela 6.3 e as figuras 6.10.b, 6.ll.b, 
6.12.b e 6.13.b são as correspondentes da tabela 6.2 e das figuras 6.6, 6.7, 6.8, 6.9, res-
pectivamente, quando H2 foi utilizada ao invés de H1. As figuras 6.10.a, 6.ll.a, 5.12.a e 
6.13.a detalham os 360 segundos iniciais de execução de cada abordagem. 
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TabuPF 435 1 4096832 1726 i 13 i 243419100 3641 li 
TabuPR 458 i 5377802 i 344077 i 121 I 243639100 3614 I 
ID 1 111 i 5222193 : 452063 1 o I 242923630 3603 I 
IA I 181 5549303 ' 452396 1 o 1 24459539o 1 3602 li 
WE 172 I 1166 ! 1675 o ' 241947730 3602 i i I 
WI I 218 3618 424 6 i 243724840 3600 
' 
TabuPF ' 47s 1 5272845 2137 11 223398783 3623 !i 
TabuPR ! 486 i 6057373 447554 i 129 i 223389183 3657 li 
'I 
ID 212 ! 1444141 I 191602 I 235 I 232061191 I 3651 
IA ! 207 · 2066677 I 306046 ! 217 1 230394281 I 3622 
WE 174 1 1164 1695 o 216710680 I 3615 
WI 250 i 3544 661 34 225733988 i 3618 !I 
TabuPF i 428 1 4776629 2393 22 227393876 3621 ;i 
TabuPR i 466 ' 6717009 198437 I 119 ' 227536172 3613 ,, I' 
ID ' 222 ' 2319646 I 320605 119 1 229981247 3634 i 
IA i 202 . 2727995 i 370660 : 266 i 229520098 3634 [ 
WE 181 1172 1765 I o 223389186 3612 ;i !i 
' -WI i 222 ! 3941 4o2 8 i 227100961 i 3602 li 
TabuPF 1 445 I 4133240 ! 1694 
' 
21 272924096 3629 i' 
TabuPR I 457 i 4280146 I 271755 . 141 274236257 ' 3608 ! i 
ID ! 203 i 1184770 i 145761 ' 220 283119592 1 3663 i 
IA I 2o9 • 14 75233 • 178982 ! 220 1 283119592 I 3647 
WE 180 ' 708 1755 I o 273515507 I 3616 !i 
' WI 1 224 1 3624 343 I 10 i 281009822 i 3609 I! 
Tabela 6.3: Dados Quantitativos - H2 
A tabela 6.3 mostra que os valores obtidos, quando a heurística H2 é utilizada para 
gerar as soluções iniciais, o número de vizinhos viáveis, de vizinhos tabu e de vizinhos que 
satisfazem o critério de aspiração é aproximadamente da mesma ordem de grandeza que 
os valores obtidos quando a heurística Hl é considerada. Já as curvas de produção apre-
sentam alterações consideráveis que são analisadas a seguir. A abordagem IA forneceu as 
melhores produções para as instâncias 1Pl30S5B3, 2Pl12S4B3 e 4P130S5B3, enquanto 
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a abordagem ID forneceu a melhor produção para a instância 3P95S5B3. Note que as 
abordagens de Busca Tabu pura, TabuPF e TabuPR, não forneceram a melhor produção 
para nenhuma das instâncias consideradas. Além disso, quando HJ foi utilizada, a di-
ferença entre a melhor produção obtida com a abordagem de Busca Tabu pura TabuPR 
e a abordagem híbrida IA foi menor que 1%. Quando H2 foi utilizada para gerar as 
soluções iniciais, esta diferença ficou em torno de 4% para as instâncias 2Pll2S4B3 and 
4P130S5B3 em favor da abordagem híbrida, como pode ser visto analisando as tabelas 
6.2 e 6.3 e as figuras 6.1l.b e 6.13.b. Outro resultado interessante é que a produção obtida 
com a abordagem Wl foi maior que a produção obtida com as abordagens puras TabuPF 
e TabuPR, exceto para a instância 3P95S5B3, como pode ser observado nas figuras 6.10.b, 
6.ll.b, 6.12.b e 6.13.b e na tabela 6.3. 
As figuras 6.10.a, 6.1l.a, 6.12.a e 6.13.a detalham os primeiros 360 segundos de execu-
ção para cada uma das instâncias. Desses gráficos pode ser observado quão rápido cada 
uma das abordagens consegue melhorar uma solução inicial ruim. No caso anterior, quan-
do H1 foi utilizada, IA melhorou a solução inicial rapidamente. Neste caso, utilizando H2, 
a estratégia WE foi a que melhorou a solução inicial de forma mais rápida. As abordagens 
puras, TabuPF e TabuPR, só conseguiram chegar ao nível obtido inicialmente por WE 
após mais de 360 segundos de computação, como pode ser observado nas figuras 6.10.a, 
6.ll.a, 6.12.a e 6.13.a. Infelizmente, a abordagem WE entrou em um patamar inferior de 
produção e não conseguiu melhorar ainda mais a produção. 
Outro padrão sistemático é que todas as estratégias, quando empregadas utilizando 
soluções iniciais dadas por H2, ficaram estacionadas em um patamar inferior quando com-
parado ao patamar atingido quando a heurística Ht foi utilizada para gerar as soluções 
iniciais. Isto indica que a qualidade das soluções produzidas pelas diferentes estratégias 
está relacionada à qualidade da solução inicial, ou seja, uma solução inicial ruim pode 
levar a soluções finais de qualidade inferior. Entretanto, o aspecto relevante que deve 
ser considerado quando H2 foi utilizada é que as abordagens híbridas melhoraram uma 
solução inicial ruim mais rapidamente que as abordagens puras e, além disso, produziram 
os melhores resultados finais. 
As figuras 6.14.a e 6.14.b mostram, para todas as instâncias, a solução inicial, a melhor 
produção obtida entre todas as estratégias e o melhor limitante dual, quando as heurís-
ticas Ht e H2 são utilizadas, respectivamente, para gerar as soluções iniciais. A tabela 
6.4 mostra a porcentagem que a melhor solução obtida melhorou a solução inicial e a 
porcentagem que a melhor solução está abaixo do melhor limitante dual dado pela tabela 
5.3. Para todas as instâncias, o melhor limitante foi o obtido com a abordagem Upper3. 
Obviamente, como as soluções iniciais fornecidas por H2 eram piores do as soluções 
dadas por Ht, as soluções produzidas por H2 foram as que tiveram maior acréscimo. A 
Instância Hl H2 
il 1Pl30S5B3 
1: ,, 2P.l12S4B3 i 
li 3P95S5B3 ' 
-,, 4P130SoB3 I 
Solução Inicial Limitante Dual Solução Inicial j Limitante Dual 
6.8% i 8.5% 
13.9% 7.55% 


















Tabela 6.4: Distância da solução inicial e do limitante dual para a melhor solução 
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distância entre a melhor solução e o melhor limitante, também foi maior para este caso. 
Entretanto, a informação mais importante trazida pela tabela 6.4 é que a melhor solução 
está a menos de 9% do melhor limitante para as instâncias 1P130S5B3, 2P112S4B3 e 
3P95S5B3 e a 10.7% para a instância 4Pl30S5B3. Estes dados mostram que as melhores 
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Capítulo 7 
Análise de Sensibilidade 
Neste capítulo, é apresentada uma análise de sensibilidade com o objetivo de se verifi-
car como as técnicas aqui propostas se comportam quando as instâncias de entrada são 
perturbadas. 
São considerados dois tipos de perturbação. Como discutido na seção 5.1, nas instân-
cias tratadas neste trabalho, há mais sondas do que barcos e muito mais atividades que 
requerem o primeiro tipo de recurso. Além disso, o padrão das atividades presentes nos 
poços exige que a alocação dos recursos seja feita na seguinte seqüência: 
Sonda -+ Barco -+ Sonda. 
Assim, devido à sua menor quantidade, os barcos podem ser considerados o gargalo no 
processo de desenvolvimento dos poços. Nas instâncias tratadas nos capítulos anteriores, 
os tempos de processamento das atividades que requerem um barco estão no intervalo de 
[5, 17] dias. Estas instâncias serão perturbadas, substituindo-se o tempo de processamen-
to original de cada atividade que requer barco, por um tempo de processamento gerado 
aleatoriamente seguindo uma distribuição uniforme nos intervalos [1, 30], [1, 60] e [1, 90]. 
Este procedimento deu origem a variação aqui chamada de Atv, gerando instâncias pertur-
badas a partir das instâncias originais 1P130S5B3, 2Pll2S4B3, 3P95S5B3 e 4P130S5B3. 
Para cada uma das instâncias originais, a variação Atv apresenta três subcasos, Atv30, 
Atv60 e Atv90, que correspondem às situações em que o intervalo de tempo considerado 
para a duração das atividades nos barcos é [1, 30], [1, 60] e [1, 90], respectivamente. 
Por outro lado, nas instâncias consideradas nos capítulos anteriores, todos os barcos 
podem executar todas as atividades que requerem barco. O mesmo é válido para as son-
das, com exceção de uma delas. Mas é natural considerar que podem existir instâncias 
onde o conjunto de recursos capaz de executar as atividades é mais restrito. Portanto, 
em um segundo tipo de perturbação analisado neste trabalho, considerar-se-á que a cada 
atividade está associado um subconjunto mais restrito de recursos, o qual será escolhido 
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entre todos os recursos que são capazes de executar a atividade na instância original. As-
sim, nas instâncias perturbadas, a cada atividade são atribuídos aleatoriamente x recursos 
específicos, entre aqueles que têm o tipo compatível com a atividade. Este procedimento 
deu origem à variação chamada de Rec. Esta variação, como a anterior, também suben-
tende três subcasos, Recl, Rec2 e Rec3, que correspondem aos casos que x assume os 
valores 1, 2 e 3, respectivamente. 
Como as instâncias perturbadas são geradas com um componente aleatório, para cada 
variação de cada instância original, foram geradas 10 instâncias perturbadas. Dessa forma 
é possível obter resultados médios para cada variação, atenuando possíveis distorções. 
Neste capítulo, somente a heurística H1 será considerada para gerar as soluções inici-
ais. Além disso, somente as abordagens TabuPR, IA, WE e Wl serão testadas, já que na 
grande maioria dos casos testados no capítulo 6 as abordagens TabuPF e ID ou tiveram um 
desempenho inferior quando comparadas às abordagens TabuPR e IA, ou o desempenho 
foi bem semelhante. Para a obtenção dos limitantes duais, somente as abordagens Up-
per2 e Upper3 serão consideradas, já que estas abordagens produziram resultados muitos 
melhores que as abordagens UpperO e Upper1, como pode ser visto no capítulo 5. 
A tabela 7.1 (página 97) apresenta a solução inicial, em milhões de unidades, para cada 
uma das 10 instâncias perturbadas (colunas !1-11 O) obtidas aplicando-se cada subcaso da 
variação Atv sobre as instâncias originais. Esta tabela também apresenta, na coluna Med, 
o valor médio da solução inicial para cada subcaso da variação Atv. A tabela 7.2 (página 
98) faz o mesmo quando a variação Rec é considerada. 
Analisando a tabela 7.1, pode-se perceber que para a variação Atv30 a diferença entre 
as menores e maiores soluções iniciais obtidas para as instâncias perturbadas de uma 
mesma instância original foi em torno de 3 milhões de unidades. Para a variação Atv60 
esta diferença foi em torno de 13 milhões de unidades, enquanto que para a variação Atv90, 
o intervalo entre a menor e a maior solução foi em torno de 30 milhões de unidades. Este 
padrão já era esperado, já que quanto maior o intervalo de possíveis valores para o tempo 
de processamento das atividades, maior é a chance de que sejam geradas discrepâncias 
entre os valores das soluções iniciais das instâncias perturbadas. Já a tabela 7.2 mostra 
que para a variação Recl, a diferença foi em torno de 7 milhões de unidades, enquanto 
que para as variações Rec2 e Rec3, a diferença foi em torno de 2 milhões de unidades. 
Esta tabela também mostra que o valor obtido para as soluções iniciais da variação Rec2 
são bem próximos aos valores obtidos para a variação Rec3. Como esperado, por ser a 
variação mais restritiva entre as três variações Rec, a variação Rec1 foi a que apresentou 
os menores valores para a solução inicial. 
Os valores dos limitantes duais para as instâncias perturbadas que seguem a variação 
Rec são os mesmos valores obtidos para as instâncias originais, apresentados na seção 5.2 
na tabela 5.3. No te que a informação relevante para os modelos dos limitantes duais é 
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o tempo de processamento das atividades e o número de sondas e barcos. Todos estes 
valores permaneceram os mesmos nas instâncias perturbadas da variação Rec. 
Por outro lado, como o tempo de processamento das atividades foi alterado nas ins-
tâncias perturbadas da variação Atv, novos limitantes duais foram calculados. A tabela 
7.3 (página 99) mostra os valores dos limitantes para os modelos Upper2 e Upper3, além 
do valor médio para cada subcaso da variação Atv (coluna M ed). 
Embora não mostrado nesta tabela, a abordagem Upper2 obteve a solução ótima para 
o problema relaxado em questão, enquanto que a abordagem Upper3 teve sua execução 
interrompida por problemas de falta de memória antes de conseguir encontrar uma so-
lução inteira viável para a relaxação do problema, a exemplo do que acontecera com as 
instâncias originais. O comportamento inesperado, como pode ser observado na tabela 
7.3, é que o melhor limitante para a variação Atv90 foi o limitante obtido com a aborda-
gem Upper2, ao contrário do que aconteceu com as instâncias originais e com as instâncias 
das variações Atv30 e Atv60 (na grande maioria dos casos), onde o melhor limitante foi 
dado pela abordagem Upper3. Há pelo menos duas explicações para este fato. Isto pode 
ter ocorrido porque a abordagem Upper3 apresentou problemas na sua execução e foi in-
capaz de melhorar o limitante inicial, enquanto que a abordagem Upper2 achou a solução 
ótima. Outra provável explicação para este fato é que o modelo da abordagem Upper2 
não permite interrupções e execuções paralelas de uma mesma atividade, o que não é 
verdade para o modelo da abordagem Upper 3. Como estas permissões não foram um 
problema quando as instâncias originais e as variações Atv30 e Atv60 foram consideradas, 
o problema deve ter surgido devido a grande variabilidade dos tempos de processamento 
das atividades das instâncias perturbadas da variação Atv90. 
A tabela 7.4 (página 100) é similar à tabela 6.2 (página 71) e mostra alguns dados 
numéricos obtidos para todas as variações Atv quando cada uma das abordagens TabuPR, 
IA, WE e WI foi utilizada. Os dados apresentados nesta tabela são os dados médios 
obtidos a partir das 10 instâncias perturbadas de cada subcaso da variação Atv. As 
colunas desta tabela exibem as seguintes informações: as identificações da instância, da 
variação e da abordagem; o número total médio de iterações; os números totais médios 
de vizinhos viáveis explorados, de vizinhos tabu e de vizinhos que satisfizeram o critério 
de aspiração e, finalmente, as médias das melhores produções obtidas e dos tempos de 
computação requeridos para cada uma das abordagens. 
Esta tabela mostra que o número de iterações percorridas por cada abordagem foi 
similar ao valor obtido quando as instâncias originais foram consideradas, com exceção 
das abordagens TabuPR e IA quando a variação Atv90 é considerada. Neste caso os 
valores praticamente triplicaram. O número de vizinhos viáveis, bem como o número de 
vizinhos tabu, são da mesma ordem de magnitude para todos os subcasos, analisando 
separadamente cada uma das abordagens. Entretanto, comparando estes valores com 
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os valores obtidos para as instâncias originais, não foi possível estabelecer um padrão de 
comparação, a não ser no caso da abordagem WI, que teve estes valores aproximadamente 
multiplicados por 2 nas instâncias 1Pl30S5B3, 3P95S5B3 e 4P130S5B3. Já o número de 
vizinhos que satisfizeram ao critério de aspiração também foi bem semelhante para cada 
sub caso quando a mesma abordagem é analisada. No entanto, pode ser observado que para 
a abordagem IA, os valores foram bem superiores, especialmente no subcaso Atv90, mesmo 
levando-se em consideração que o número de vizinhos tabu desta abordagem é superior ao 
das outras abordagens. Os valores para o critério de aspiração para IA também foram bem 
superiores aos obtidos para as instâncias originais. Como esperado, as produções obtidas 
para as instâncias perturbadas são inferiores às produções obtidas para as instâncias 
originais correspondentes, já que o tempo de processamento das atividades tende a ser 
maior nas instâncias perturbadas. 
A seguir, propõe-se uma análise detalhada da produção total obtida pelas diferentes 
abordagens. A tabela 7.5 (página 101) mostra a melhor produção obtida para cada uma 
das instâncias perturbadas. Já as figuras 7.1, 7.2 e 7.3.b (páginas 102 e 103) são similares à 
figura 6.6 (página 81) para a instância real. Elas mostram a curva de produção quando as 
variações Atv30, Atv60 e Atv90 foram exercitadas. Cada figura mostra a curva de produção 
quando cada uma das abordagens TabuPR, IA, WE e WI foi utilizada. Em cada figura, 
foi escolhida uma instância representativa entre as 10 instâncias perturbadas de cada 
subcaso da variação Atv. As figuras 7.4, 7.5 e 7.6.b (páginas 104 e 105) fazem o mesmo 
para a instância 2P112S4B3. A figura correspondente para o caso sem perturbações é a 
figura 6.7 (página 81). As figuras 7.7, 7.8 e 7.9.b (páginas 106 e 107) correspondem à 
instância 3P95S5B3 e o caso original é mostrado na figura 6.8 (página 82). Finalmente, 
as figuras 7.10, 7.11 e 7.12.b (páginas 108 e 109) correspondem à instância 4P130S5B3 e 
são similares à figura 6.9 (página 82). 
A tabela 7.5 mostra que a abordagem IA produziu os melhores resultados para todas 
as instâncias e variações, com exceção de apenas 3 instâncias perturbadas da instância 
original 2Pl12S4B3. 
O comportamento da curva de produção de cada abordagem quando aplicadas à vari-
ação Atv30 foi similar aos seus respectivos comportamentos quando as instâncias originais 
foram consideradas, como pode ser observado nas figuras 7.1, 7.4, 7. 7 e 7.10. Para esta 
variação, as abordagens híbridas WI e WE não conseguiram escapar de patamares inferi-
ores de produção, mesmo considerando-se que as curvas de produção da abordagem WI 
apresentaram, em algumas iterações, decréscimo na produção total. Outra semelhança é 
que a abordagem de Busca Tabu pura TabuPR produziu melhores soluções que WI e WE, 
sendo as soluções produzidas pela abordagem TabuPR um pouco inferiores às obtidas 
pela abordagem híbrida IA. Também como no caso das instâncias originais, a abordagem 
híbrida IA foi a que apresentou os melhores resultados e teve a maior taxa de convergência. 
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Quando a variação Atv60 é considerada, o comportamento das abordagens já começa a 
ser modificado, como pode ser observado nas figuras 7.2, 7.5, 7.8 e 7.11. Nesta variação a 
abordagem híbrida WI produziu melhores resultados que a abordagem de Busca Tabu pura 
TabuPR, com exceção da instância 2P112S4B3, e a taxa de convergência da abordagem 
WI também foi superior. 
Entretanto, quando a variação Atv90 é considerada, o comportamento das abordagens 
foi bastante diferente, como pode ser observado nas figuras 7.3.b, 7.6.b, 7.9.b e 7.12.b. Para 
que mais detalhes das primeiras iterações fossem analisados, as figuras 7.3.a, 7.6.a, 7.9.a e 
7.12.a (páginas 103, 105, 107 e 109) mostram os primeiros 360 segundos de execução para 
as mesmas instâncias apresentadas nas figuras 7.3.b, 7.6.b, 7.9.b e 7.12.b, respectivamente. 
Para a variação Atv90, a abordagem WI produziu, consistentemente para todas as ins-
tâncias perturbadas das instâncias originais 1Pl30S5B3 e 4P130S5B3, resultados melhores 
do que os produzidos pela abordagem de Busca Tabu pura, TabuPR, além de possuir uma 
taxa maior de convergência. O mesmo pode ser observado para a maioria das instâncias 
perturbadas das instâncias originais 2Pll2S4B3 e 3P95S5B3. 
Além disso, a produção obtida utilizando a abordagem TabuPR foi consideravelmente 
inferior à melhor produção encontrada, especialmente nas instâncias originadas a partir 
de 1P130S5B3 e 4P130S5B3. Este fato deixa claro que a abordagem de Busca Tabu pura 
não é robusta em relação a variações na duração das atividades nos barcos. 
Já as figuras 7.3.a, 7.6.a, 7.9.a e 7.12.a mostram que, como ocorreu para as instâncias 
originais quando a heurística H2 gerou as soluções iniciais, a abordagem WE foi capaz 
de melhorar a solução inicial rapidamente, mas de novo não foi capaz de escapar de um 
patamar inferior de produção. Também pode ser observado, a partir destas figuras, que a 
taxa de convergência das abordagens híbridas IA e WI é bem maior que a da abordagem 
pura TabuP R. Isto mostra que, além da melhor qualidade das soluções obtidas por estas 
abordagens elas foram alcançadas em um tempo de execução inferior que as soluções 
obtidas pela abordagem pura TabuPR. 
A tabela 7.6 (página 110) mostra o percentual que a melhor solução obtida melhorou 
a solução inicial da respectiva instância. A coluna Med mostra o percentual médio para 
todas as instâncias de um mesmo subcaso das variações Atv. Já a tabela 7.7 (página 111) 
mostra quanto, percentualmente, a melhor solução ficou abaixo dos limitantes duais. Vale 
lembrar que a melhor solução foi obtida utilizando a abordagem híbrida IA. 
Pode ser inferido da tabela 7.6 que a heurística de solução inicial não foi capaz de 
gerar boas soluções iniciais para a variação Atv90, já que a abordagem híbrida IA foi 
capaz de melhorar estas soluções em torno de 41%. Por outro lado, a tabela 7.7 mostra 
que a estratégia híbrida conseguiu produzir boas soluções, já que a diferença entre as 
melhores soluções e os melhores limitantes duais ficou em torno de 10.5%, para a variação 
Atv90. Já para as variações Atv30 e Atv60 pode ser concluído que as soluções iniciais já 
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eram de boa qualidade. Novamente a diferença percentual entre as melhores soluções e 
os melhores limitantes duais ficou em torno de 11%. 
A tabela 7.8 (página 112) é similar à tabela 7.4 (página 100) utilizando neste caso os 
subcasos da variação Rec. Esta tabela mostra que o número de iterações percorridas por 
cada abordagem foi similar ao valor obtido quando as instâncias originais foram considera-
das, com exceção da abordagem TabuPR que teve os valores aproximadamente reduzidos 
pela metade para todos os subcasos, e da abordagem IA quando a variação Reei é con-
siderada, quando os valores aproximadamente dobraram. O número de vizinhos viáveis 
explorados, bem como o número de vizinhos tabu, são da mesma ordem de magnitude 
para todos os subcasos, analisando separadamente cada uma das abordagens, com exce-
ção da abordagem TabuPR para o subcaso Rec1, onde o número de vizinhos tabus foi 
aproximadamente o dobro do valor obtido para os outros subcasos. O número de vizinhos 
tabu, para a abordagem TabuPR quando a variação Reei é considerada, também é apro-
ximadamente o dobro dos valores obtidos para as instâncias originais correspondentes. Já 
o número de vizinhos viáveis explorados, ao contrário do esperado, já que o número de 
vizinhos tabu aumentou, é aproximadamente a metade dos valores obtidos para as instân-
cias originais 1P130S5B3 e 4P130S5B3. Como ocorreu com as variações Atv, a abordagem 
WI teve o número de vizinhos viáveis e tabus aproximadamente multiplicados por 2 nas 
instâncias 1P130S5B3, 3P95S5B3 e 4P130S5B3, quando comparados com os números ori-
ginais. Também como nas variações Atv, o número de vizinhos que satisfizeram ao critério 
de aspiração também foi bem semelhante para cada subcaso quando a mesma abordagem 
é analisada. No entanto, pode ser observado que para a abordagem IA, os valores foram 
bem superiores, especialmente no subcaso Rec1. Os valores para o critério de aspiração 
quando a abordagem IA é analisada, também foram bem superiores aos obtidos para as 
instâncias originais. Como esperado, as produções obtidas para as instâncias perturbadas 
são inferiores às produções obtidas para as instâncias originais correspondentes, já que o 
número de recursos capazes de realizar cada atividade foi reduzido. 
Para observar melhor o comportamento da produção obtida por cada abordagem, a 
tabela 7.9 (página 113) mostra a produção final obtida por cada uma das abordagens 
TabuPR, IA, Wl e WE para todas as instâncias perturbadas da variação Rec. A curva 
de produção obtida para uma instância perturbada gerada a partir da instância real é 
mostrada nas figuras 7.13.b, 7.14 e 7.15 (páginas 114 e 115 ) quando as variações Rec1, 
Rec2 e Rec3 são aplicadas, respectivamente. Para instâncias perturbadas geradas a partir 
da instância 2P112S4B3, as correspondentes curvas de produção são mostradas nas figuras 
7.16.b, 7.17 e 7.18 (páginas 116 e 7.18). As figuras 7.19.b, 7.20 e 7.21 (páginas 118 e 
119) mostram as curvas de produção para instâncias perturbadas da instância original 
3P95S5B3, e finalmente, as figuras 7.22.b, 7.23 e 7.24 (páginas 120 e 121) tratam as 
instâncias perturbadas relativas à instância original 4Pl30S5B3. 
A tabela 7.9 mostra que a abordagem IA produziu os melhores resultados para 99.3% 
das instâncias perturbadas. 
O comportamento da curva de produção de cada abordagem quando aplicadas às va-
riações Rec2 e Rec3 foi similar aos seus respectivos comportamentos quando as instâncias 
originais· foram consideradas. Como pode ser visto nas figuras 7.14, 7.15, 7.17, 7.18, 7.20, 
7.21, 7.23 e 7.24, as abordagens híbridas WI e WE não conseguiram escapar de patamares 
inferiores de produção, mesmo considerando-se que as curvas de produção da abordagem 
WI apresentaram, em algumas iterações, variação na produção total. Outra semelhança é 
que a abordagem de Busca Tabu pura TabuPR produziu melhores soluções que WI e WE, 
sendo as soluções produzidas pela abordagem TabuPR um pouco inferiores às obtidas 
pela abordagem híbrida IA. Também como no caso das instâncias originais, a abordagem 
híbrida IA foi a que apresentou os melhores resultados e teve a maior taxa de convergência. 
Entretanto, quando a variação Rec1 é considerada, o comportamento das abordagens 
foi diferente, como pode ser observado nas figuras 7.13.b, 7.16.b, 7.19.b, 7.22.b e 7.24. Para 
que mais detalhes do princípio da execução das abordagens pudessem ser observados, as 
figuras 7.13.a, 7.16.a, 7.19.a e 7.22.a (páginas 114, 116, 118 e 120) mostram os primeiros 
360 segundos de execução para as mesmas instâncias apresentadas nas figuras 7.13.b, 
7.16.b, 7.19.b e 7.22.b, respectivamente. 
Quando a variação Rec1 é considerada, a abordagem WI produziu, consistentemente 
para todas as instâncias originadas das instâncias 1P130S5B3 e 4P130S5B3, resultados 
melhores do que os produzidos pela abordagem de Busca Tabu pura TabuPR. 
Além disso, a produção obtida utilizando a abordagem TabuP R foi consideravelmente 
inferior à melhor produção encontrada, principalmente para a variação Rec1. Assim, fica 
evidenciado também que a abordagem de Busca Tabu pura não é robusta com relação a 
variações na quantidade de recursos capacitados a executar as atividades. 
Já as figuras 7.3.a, 7.6.a, 7.9.a e 7.12.a mostram que, ao contrário do que aconteceu com 
a variação Atv90, a abordagem WE não teve um bom desempenho, mesmo considerando-
se apenas os instantes iniciais de execução. Por outro lado, a taxa de convergência da 
abordagem híbrida IA é bem superior que a da abordagem pura TabuPR, além de produzir 
os melhores resultados finais. 
As tabelas 7.10 e 7.11 (páginas 122 e 123) são similares às tabelas 7.6 e 7.7 quando a 
variação Rec é considerada. Como no caso da variação Atv, a melhor solução foi obtida 
utilizando a abordagem híbrida IA. 
Ao contrário da variação Atv, foi possível obter boas soluções iniciais para todas as 
instâncias perturbadas da variação Rec, já que as soluções iniciais foram melhoradas em 
torno de 8.3%. Como na variação Atv, as soluções obtidas para as instâncias perturbadas 
da variação Rec foram de boa qualidade, pois a diferença entre as melhores soluções e 
os melhores limitantes foi em torno de 10.4%, mesmo considerando que estes limitantes 
96 
foram calculados para as instâncias originais, ou seja, instâncias menos restritivas. 
A conclusão que pode ser inferida dos resultados apresentados neste capítulo é que 
as abordagens híbridas mostraram-se menos sensíveis às mudanças nos dados de entrada, 
mantendo a qualidade de suas soluções praticamente inalteradas, enquanto que a abor-
dagem de Busca Tabu pura, TabuPR, gera resultados de qualidade bastante variável com 
os dados de entrada. Além disso, esta última técnica, além de ser dependente dos dados 
de entrada, também é muito dependente das restrições do problema. 
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'I Instância Var I l1 I !2 i !3 I I4 i' !5 i I6 !7 I I8 !9 IlO I' Med lj 
1P130S5B3j Atv30 j 244.0 i 242.0 240.3 I 242.4 L 241.3 1238.5 I 242.9 243.7 242.0 I 242.0 li 241.9 I 
I AtvôO 1227.1 i 219.7 222.0 j219.2 1 229.8 1 227.5 I 230.0 215.2 227.8]225.2!]224.3 
Atv90 i 168.8, 181.2 1 168.6 1161.2 1183.0 i 182.0 I 
' ' ' ' ' ' ; 
170.0 178.4 170.5 !170.2 1173.4 i 
. - i - i 
' 
!: li 1[2P112S4B3; Atv30 1216.:>! 216.5121a.6 i 216.8 1 215.7 i 216.1 '214.8' 216.8 216.2 217.4" 216.3" L 203.61,204.21209.2 i 198.0 i 209.8 :, 204.2 ' 
li 
\ Atv60 , 205.2 1, 202.4 197.2 206.5 \1, 204.0 'i 
I Atv90 1163.3 159.71128.9 i 147.7 146.1 i 156.9 i 155.61150.9 i 164.5 163.61! 153.7 i 
I! 3P95S5B3 ; Atv30 · 220.7 221.1 l221.3]220.1j221.7 i 221.9' 219.2 222.6 i 221.7 222.8 1]221.31 
li I Atv60 206.0 201.5 200.5 1208.8 i 198.9 i 199.5 1195.8 192.2 1194.2 199.1 !! 199.7 i 
li Atv90 133.6 164.4 165.6 j166.5 137.4[157.3! 139.5 157.2 1153.9 160.2 1,!153.6 \ 
4Pl30S5B3 Atv30 270.9!272.2]272.5 j 273.1, 272.7 j 271.7 j 271.6 i 270.4 I 271.4 272.3 i 271.9 1! q 
Atv60 238.9l252.3j252.8 I 240.2 1 247.9 ; 235.9 1245.2' 254.6 1248.7 246.3 ]246.3 ij 
' 
Atv90 186.91205.4! 188.0 1175.2 1171.4]206.4 I 180.9 '204.4! 178.5 195.9 i 189.3 il 
' 
Tabela 7.1: Solução Inicial - Variação Atv 
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Instância Var i Il j 12 i I3 i 14 15 I 16 J I7 I8 I I9 i IlO i, Med [! 
1P130S5B3 'Recl '
1
229.8 1231.2 11 223.2 I, 226.9 227.2 i 234.2 1 230.0 l 228.81224.6 '1 229.5 11228.5 li 
i Rec2! 240.31241.7 i 240.1 i 242.2!240.7! 240.4j240.9 r 241.9 241.6! 240.4 d 241.0 i! 
1 Rec3: 243.5 ,243.2 i 243.5 j243.2l242.1 i 242.8 :244.0 1243.4 243.5! 242.911\ 243.2 !1 
I 2P112S4B3 I Rec1 1206.2 i 202.5 I 206.5 I 210.11 208.6 i 207.9\ 205.5 r 208 5 209 1 i 194 5 i' 205 9 'I 
! l Rec2 i 216.8:213.6!215.9 I 215.9 i 214.71214.81214.2 \215:4 214.6 \ 214.3 H 21s.o ',i 
\ Rec3l216.2 I 216.5 \216.4 i 216.1 ! 216.2 i 216.0 216.21216.7 216.41215.41! 216.2 ,, 
I 3P95S5B3 i Recl ! 218.2! 217.1 i 217.6 i 210.0 [210.6 !, 210.2[210.0 1. 214.6 213.3 I, 209.2 I 213.1 ',i 
I 
! Rec21222.8 1 222.7! 223.7j222.6! 222.81223.1 223.2! 222.9 223.2 1 222.7 i 223.0 !I 
! Rec3[224.0 i 223.5 j223.6 i 224.2[224.3 j 224.0 224.1 j224.1 223.9 i 224.1 [; 224.0 i 
4P130S5B3 Recl i 262.2 i 254.7 i 260.9 ! 260.5]246.3 i 260.2 i 260.3; 249.8 263.6 i 256.11]257.5 
Rec2j272.7l272.2j270.8l271.9 i 272.91271.2 272.0 1 271.5 270.6 ! 271.4 I 271.7 
Rec3! 273.3 i 273.3 ! 273.6j273.9j273.6 i 273.71 273.8 [273.5 273.0 i 273.71 273.6 
Tabela 7.2: Solução Inicial- Variação Rec 
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I Instância I Var Lim 1 Il I2 I3 I I4 I 15 ! !6 17 I 18 19 IlO Med i[ 
[: 1P130S5B3[ Atv30 Upper2 i 297 4, 298 2 297.5[298 6 296 61297 8 298. 7[299 3 297 5 299 o 298 1 '[ 
I Upper3 284.0! 284.3 284.0 1284.11283.9 284.0 284.21284.2 283.8 284.3 284.1 ,[ 
i' ! Atv60! Upper2 i 282.5!279.1, 277.81278.2[281.0. 278.0 280.8. 281.0 282.0 278.6 279.9 
1
1 
i\ [ I Upper3l280.6l279.0 I 278.9 i 279.2 279.6 i 278.9 279.61280.1 280.1 279.1 279.5 !i 
' i Atv90! Upper2 i 250.3 i 262.3; 257.31256.4[263.6 I 264.9 262.6!268.1 260.4 i 264.3 [261.0 li 
11 I i Upper3 253.81268.2[262.6 i 261.5 269.9 · 271.4 269.1' 274.1 266.8[270.91 266.8 !I 
'.''i. 2Pll2S4B31'. Atv30! Upper2, 287.3 i 289.5 i 288.9 i 289.0 I 290.7[291.4 
1
286.8! 288.9. 290.6[290.9 i 289.4 li 
., . 1 Upper31267.91268.6l268.5 i 268.71269.11269.3! 268.2' 268.6[269.1 1 269.21, 268.7 !1 
1\' ] Atv60 I Upper2! 273.9 i 262.8[268.21264.3 275.6 264.1 273.0 264.4 i 266.01265.9 I! 267.8 [j 
. I I Upper3 265.7! 260.4[262.2[261.4 265.0 261.6 I 264.8 260.0 261.2[261.9 !1262.411 
:;![ j Atv90 I Upper2 243.6! 248.7 i 236.4[239.0. 237.9 i 248.7, 251.1 247.5 247.0 I 245.1 !i 244.5 j! 
; I Upper3 248.5!253.7 1 241.8[243.7 i 242.5 1 253.8 I 256.3 i 252.4, 252.5! 249.6 i! 249.5 i! 
3P95S5B3 Atv30 I Upper2. 268 O! 268 6'267 9 · 267 4 i 267 8. 269 4 I 265 2'267 51267 O' 267 1[1267 6 I 
I Upper3 255.8. 256.0 I 255.9 I 255.8[255.8 j 256.2 I 255.5 i 258 3!255.9 i 255.81]256.1[1 
Atv60 I Upper2 258.21 254.6l255.6j257.6l260.1 1 253.2 1 256.4[251.4[255.2 I 256.3 !1255.9 [i 
I Upper3 253.9[252.8!253.11253.5[254.0 [252.3 I 253.4 i 251.8 I 253.1 253.2[1 253.1[! 
Atv90 I Upper2 237.2 I 245.41247.11244.31237.71239.6 I 237.7[ 241.81241.4 I 247.6[1242.0 [I 
I Upper3 241.41249.5! 250.5 I 248.71242.61244.8l243.1j247.1j246.5j250.0 l! 246.41' 
4P130S5B3 Atv30 I Upper2!352.3! 357.8[355.2! 357.3[355.5[352.9 I 354.5[353.5 356.4 357.4 :1355.3 li 
i Upper31332.0 1333.11332.4 333.0 [332.71331.8 i 332.6 j 332.2 332.8 332.9 !1332.5' 
Atv60! Upper2 1 352.3 j 337.91326.8 325.8[336.0 j327.1 333.3[334.91328.2 327.9[[333.0 i 
1Upper3l333.2l304.7[324.7 325.1!327.31325.7 327.51328.2 325.6 325.7[!324.8 
Atv90 j Upper2[297.8 i 305.9 I 315.1 i 304.3 I 295.2! 304.3r310.1!311.6 306.6 306.71! 305.8 
I Upper3!302.9 I 313.0 [321.1 i 311.6j298.1l311.8 i 317.5j319.0 314.2 314.2 ![312.3 
Tabela 7.3: Limitantes Duais - Variação Atv 
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Instância V ar Abordagem I It i Vizinhos Tabu j AC Produção I Tempo j I 
lP130S5B3 Atv30 TabuPR 225.6 ! 2996123.2 1
1 
242413.6 57.5 251.2 : 3625.4 :) 
;----,I"A--i-,;-23"'6"".6~1 '4"'64"1""68"'1".6""",f-c: 6"'5"'2"'32"7".6"!~38"8c".1.-'--.;2-;;5"6.-;;8:-il.-,3'-'5"'97l."0-1il] 
WE 176.8 1 880.5 1723.0 0.0 244.1 [ 3608.2 li, 
WI 205.5 i 3385.7 i 390.1 15.4 248.1 I 3615.1 i! 
Atv60 TabuPR 257.5 ' 2809653.6 ! 330153.7 1 60.6 239.3 I 3636.8 ]i f----,I"A---i---ic25"'5co.8~1 '4o"'-1;,::2.;:.98;:-:4,-;.8~i.f-'6;:-;0ci;7;o-;56;:.;9~.6ri,-i-51.;:,6,:;.6~--'2+4.;;-6.-:.2,---j'-c3'-'5""971.74+ir 
• I WE 177.8 , 881.2 i 1733.0 i 0.0 234.3 ! 3609.6 l1 
WI 231.6 I 3366.6 I 421.5 I 35.6 240.8 i 3609.9 i! 
Atv90 )f--T"'a"ib"iu::..P.:::R'---1~90~1;.:.:.3;--+-j _:;28;;.;1;;9"'"54;:;0"'.8;-lc-c2;;:4;;:1,:c76cc;Oc:;.3é-ji~24Cil;;_:.9:rr--'2i1ii'9.'-'i;8,---jl-:3"'6:;;2;;.:6."'7-t1' 
IA 658.3 i 4665215.6 i 661911.3 2767.5 i 233.6 I 3585.7 , 
WI 277.2 3366.3 i 642.0 I 69.1 I 227.1 : 3609.1 
11 2Pll2S4B3 Atv30 i TabuPR 475.8 I 5832065.61 502098.3! 130.7 I 240.0 i 3616.9 1,[ 
li .-'-----.I'A--+""2"4"2 ."3 -+j "3""23""5"'9"'73".2.-i]-;5o71"'27"4"8.-,-1+[ -;5'"3"3.""0 -r--,2;-:;471". 5,---jl'3"'5"94~.2;;-1i]l 
WE 177 O 881 9 ' 1725 O O O 1 217 7 · 3609 6 fi i i 
u I WI 152.0 1 2348.0 306.3 j 22.6 221.4 3614.3 i' 
i i Atv60 I TabuPR I 393.9 : 4634970.4 ' 397117.4 I 100.1 1 224.1 1 3628.3 i 
'I i IA 227.8 i 3196366.8 ! 475673.6] 528.8 I 228.0 i_ 3613.1 I I 
I WE ! 122.9 610.5 1184.0 ' 0.0 I 210.1 . 3607.7 . i ! 
Ir 
I WI ! 174.3 1 2351.9 I 362.5 I 41.7 I 218.1 I 3617.0 
Atv90 i TabuPR i. 968.4 I 4568142.8 r. 443120.2 i 283.7 i 207.4 3622.3 
:1 ! IA I 531.3 I 3183979.2 I 475261.8 I 2292.8 I 218.4 ! 3603.3 ' 
I\ 




WI 'i 232.7 i 2364.2 579.3 88.5 I 206.7 3611.4 ![ 
li 3P95S5B3 Atv30! TabuPR 1 300.9 i 5817150.0 310523.0 I 63.7 1 231.8 3626.8 
i'[ 
I IA 289.5 1 6633105.6 908268.5 I 340.2 I 235.2 3606.4 
I WE ! 173.4 866.7 1689.0 i o.o I 222.5 i 3607.0 I 
I WI I 195.8 ! 3441.4 391.8 I 13.9 1 225.9 , 3610.1 1 ri I 
li 
Atv60 I TabuPR 423.0 ! 6042788.8 . 503045.2! 92.4 i 220.3 3622.2 I 
I IA i 337.0 I 6102475.2 I 907960.11 717.1 1 228.6 I 3606.6 11 
' 
, I i I - I! WE 
i i WI 
I 178.7 888.0 
241 7 I 3538 6 
1742.0 0.0 216.o . 3608.8 .I 
i ' 1 
m:Í.9 : 566476o.8 1 438345.9 ! I ,i Atv90 i TabuPR 341.0 I 211.4 I 3612.1 I' ! 
4807 394 2222 136112 ;I 
'li 'r IA I 526.3 1 5885021.6! 922882.8 r 1470.8 i 220.3 : 3608.2 li 
:I 
WE 178.8 ! 888.8 1743.0 I 0.0 i 201.7 I 3609.9 I 
WI 260.0 ! 3288.8 636.1 I. 66.4 I 212.6 I 3610.5 ' 
4P130S5B3 Atv30 I TabuPR 
' 
205.4 ! 2742140.4 i 262723.5. 47.7 ! 283.0 I 3635.6 i ! 
I IA I 212.3 r 4075359.2 : 540468.3 i 443.5 I 293.3 1 3614.0 " WE 176.6 i 879.7 ! 1721.0 I 0.0 I 274.1 ! 3611.9 !I 
I WI i 208.7 i 3362.9 381.8 22.8 ! 279.9 i 3610.5 I 
Atv60 1. TabuPR 276.8 1 2650768.4 ' 309114.3 'r 67.1 1 267.1 1 3642.1 1'
1 
I IA i 239.1 ! 3646393.6 465870.0 I 493.5 ! 277.7 ! 3332.4 11 ! 
WE ' 177.4 ! 879.9 I 0.0 I 262.4 I 3611.7 'I 
' 
, 1729.0 I 
WI ' 244.2 i 3372.7 447.3 ' 45.7 1 273.0 3609.9 ! I 
' Atv90 i TabuPR I 893.4 1 2637739.0 1 200932.5 , 255.2 I 241.5 3640.5 ' 
I IA I 597.0 i 4085759.2 1 517132.4 . 2458.1 i 268.6 3608.1 li 
i WE 176.4 I 878.8 1719.0 i 0.0 i 244.3 3611.3 11 
WI i 292.3 3388.1 i 642.9 258.8 3606.5 ], 
Tabela 7.4: Dados Quantitativos (Média) - Variação Atv - Hl 
li Instância I V ar I Abordagem I Il I I2 I3 I4 I I5 I l6 I I7 i I8 I l9 I no li Med li 
1P130S5B31 Atv30 TabuPR 12~1.5 i 251.6 251.4 25Q.?T250.6\2~9.412~2·: 1252.51249.712~2.911251.2 jl 
i 1 IA 12n4.3 i 257.2 256.1j257.6f256.0 2n7.0 j2n7.n 1256.8 i 257.1j2n8.1 ii 256.811 
I
' li WE 1243.8 243.6 242.8 i 244.21244.0 242.4 i 245.5 245.7:245.01244.1 íl244.11 
li,·., , Atv60 1 
WI !248.7 248.7!246.2 248.7 246.6 246.01250.1 248.41249.31247.911248.1! ~~~~Ta~b~u~P~R~I~24T4~.4~2~3~3.~8~12~3~9~.1~23~8~.6~2~40~.~9h2~3~6~.8~12~4~3~.2~23~5~.6~1~2~40~.6~12~4io.71*if~23~9~.3~i 
11 IA 249.4 243.6 i 243.01245.3 247.7 246.71247.2 244.0 j248.5 i 246.6,1246.2 i 
I I WE '233.21234.4 I 234.5 i 235.1 236.1 231.9 i 234.9f233.4 i 233.9 i 235.7 il234.3 
11 I WI 240.6 239.41 239.6 242.4 242.6 24l.OI238.1j241.2j241.6l241.1 jl240.8 li 
',·.\ Atv90 i TabiAuPR . 213.6 22232.~: 2216.2 22189.46 2231n5- .97 224.0j1219.4 227.4j221.47124190.D7 ! 223193.86 . I 1223.9' 2.2 i 32.1 2 . . I 234.2' 237.2;241.1 i 229. !2 . I • i 
I· I WE 199.5 i 222.5 218.2 212.9j223.4i 227.0 222.21223.3 i 222.2 I 211.6 I 218.3! li I WI i 213.8 i 230.0 223.0 221.5 231.2 I 235.7\229.8 i 230.2 I 228.3 I 227.41 227.11 
I li.' 2Pll2S4B3[, Atv30 TabuPR '240.91237.9 239.4 1 239.6j239.4 236.4i 241.01243.31238.6 i 243.3 1240.0 I' IA 242.8 243.5 239.6 i 240.7 i 241.0 244.6 240.11242.71 238.81240.7 241.51' 
1\ I L_ WE .217.4 217.4 217.2 217.2.217.9 217.6 217.4j218.8l218.0j2l7.8j217.711 
li i I WI ,224.4 221.8 217.8l219.2i220.7 221.4 221.8j222.61221.7j222.41i221.4[i 
~ .•• i
1 














1 IA I 228.3 i 225.2j229.6l225.7!231.lj225.1 232.0 I 225 6 i 229.2 i 228.4 228.0 f 
WE 1213.01209.2 i 209.0! 205.5! 213.0 j209.6! 214.8 j 209.0 i 207.81209.5 i 210.11 
Wl i 223 3 i 215 1 · 217 8 i 214 6 i 221 51 217 6 i 218 81217 4 i 215 7 i 219 7 •i 218 1" ~-o.-M ____ .: __ ~t---:~-L- . 1 • 
zoo 11215:4] 2liTf267 3' 2o5:o 2014 I I• j Atv90 I ··tal:l11PR i 207.01220.0 !202.9' 202.9 207.4 H 
! I IA 1219 9j221.7j206.2j215.0 208. 7j 2215 i 227.81219.8 i 223.9 i 219.8 i 218.4 I! 
I I 
WE • 197.0 i 201511918 i 196.3 192.1!200.51199.6 i 200.9!201.1 i 200.5 .i 198.1lr 
WI i 207. 7j209.8! 200.8 I 204.2 201.91210.71209.2!209.21208.4 205.5. 206.71 
Atv30 TabuPR i 229.8! 233.8: 232.2 232.1 234.1 i 232.01228.5 230.7 i 232.71231.6 ij23L8 1 
i IA ;236.1 234.9! 236.7 234.1 234.81232.8[235.7 236.2!235.5 i 235.0 '! 235.2. 
I WE 1223.0 222.0 I 223.0 222.4 '222.3j222.212216 222.7 222.61223.5 222.5 
• WI 1224.9 227.6 224.8 225.3 i 225.6j225.0 i 226.7 227.5j226.6 225.2! 225.9 
Atv60! TabuPR. i 223.3!219.2 219.0 224.2 i 218.0! 218.6! 218.6!220.4!216.8 225.1 i' 220.3 
IA 1231.3!228.9 228.0 231.51226.5 229.31228.6 i 225.2!228.11228.3! 228.6 i 
WE i 217.1 i 216.2 216.7 i 216.91218.2 215.51215.7 i 213.9!217.0 1218.2 216.51! 
I WI i 223.61221.5 i 221.7 221.7 223.6 221.9 i 222.9! 219.7 221.5. 223.8! 222.21 
Atv90 I TabuPR 1204.2 i 212.8 i 218.5 I 214.9 208.7 209.7! 209.1!211.8' 207.4 i 217.31 211.411 
I IA 1215.51222.91224.51 223.0' 216.3 218.6 i 218.6 222.6 i 218.6 i 222.71 '220.31 
WE i 194.9 208.4 i 207.81 210.5' 196.1 198.6!196.4 200.81203.8 200.1; 201.711 
WI 1206.6 216.11218.11215.3 i 210.5j211.3j207.2 212.8;211.3;216.5. j212.6li 
Atv30 TabuPR !287.7 282.71281.3!283.7 281.1 283.0 i 279.7 2814!283.9' 285.2 i 283.0!1 
IA 1290.5 294.9' 294.4! 296.1' 293.5 292.31292.0 291.8 293.5 1 293.8 1293.31 
WE 1273.2!274.3 274.7 275.5 275.0 1273.9!273.0 272.4 275.0 274.2 274.1:1 
WI 1 279.8 i 277.5 280.4' 280.2 i 282.1!279.1 i 279.2 280.0 280.9 279.9 !i 279.911 
Atv60 TabuPR. 1267.4 271.2 271.1 1 261.3 i 268.8 i 259.3 i 266.91272.3[266.4 266.211267.11 
I IA i 274.7 288.1 277.9, 276.8 l 275.8 i 277.2 l 273.31279.9 I 279.1 i 274.1 !I 277.7 i I 
WE ; 261.1 264.6 i 263.0 i 262.51264.3 i 262.1 i 261.8 262.51261.0 j261.51i 262.4 i 
WI I 274.0 I 274.7' 272.0 i 273.3 i 273.71 270.01272.91 274.7 i 272.1 i 272.8 !i 273.0' 
Atv90 TabuPR. i 237.8 240.0 1246.81 237.5 229.31242.6 i 246.4 246.7 i 239.2 i 249.1 Íl 241.5 i 
IA 1265.9 271.6 275.5 266.9 254.2! 265.5 i 268.7 275.2 i 271.7 270.4 i i 268.6 i 
WE i 241.7 244.1 252.0 240.2 237.0 i 244.2! 249.7 24 7.41243.3 243.1 !1244.3 i 
WI i 254.8 258.0 265.1 i 256.4 i 246.5 i 259.21263.7! 263.31261.3!259.4 ;i 258.8j 
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Figura 7.1: Produção x Tempo- 1P130S5B3 (Instância Real)- Variação Atv30 
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Instância I Var i I1 12 i I3 I 14 I5 I I6 I I7 I 18 I9 I 110 i\ 'vled li 
I1P130S5B3 Atv30 4.2 I 6.3 6.5 1 6.3 6.1 7.8 6.0 5.4 6.2 6.7 I 6.1 11 I Atv60 \ 9.8 \10~.5 I 11.9 78 8.4 , 7.5 13.3 9.1 9.5 h 9.8 \1 
, I Atv90 \32.7\28,:!:_ll7.7 42.4j28.9 29.5 I 39.5 35.1 34.5 41.4\\35.0 li 
II2P112S4B3 Atv30 I 12.1 \12.5 11.1 11.0 \11.8 13.2\12.2! 12.2 10.5: 11.9 ii 11.8 I 
11 . Atv60 111.3 11.3 \ 12.8 1 11.1\10.5 1 13.7\10.6, 10.5 • 16.2 ', 10.6\\ 11.9 :. 
li 1 Atv90 j34. 7 , 38.8\60.0 1 45.6\42.8 \41.2 1 46.4 '45. 7 1 36.1 • 34.4\ 42.6 
11 3P95S5B3 ! Atv30 7.0 6.3 6.9 6.3 ' 5.9 i 4.9 I 7.6 i 6.1 1 6.2 5.5 1 6.3 , 
11 I Atv60 \12.3 13.6 13.7 10.8 13.9[14.9\16.7 117.1:17.5. 14.7 114.5 • 
jl I Atv90 i 61.3 35.6 35.6\33.9, 57.4\39.0 I 56.7 i 41.5 i 42.1 · 39 O J\44.2 i 
4P130S5B3 i Atv30' 7.2 I 8.4 1 8.1 8.4 7.7 \ 7.6 7.5 i 7.9 1 8.1 • 7.9 li 7 9 
I Atv60 15.0 14.2 I 9.9 15.3 11.2 \17.5 11.4 I 9.9 \12.2 • 11.3 JL~~.8 i 
Atv90 , 42.3 32.2 46.5 , 52.3 48.3 i 28.6 I 48.5 \ 34.6 \ 52.2 38.0 ij 42.4 I 
Tabela 7.6: Percentual de melhora da solução inicial· Variação Atv 
110 
111 
li Instância ! V ar Lim ll !2 ]3 ]4 I5 I I6 I7 I8 I I9 I no I' MedI 
li 1P13DS5B3 i Atv30 i Upper2 i 14.5 j 13.7! 13.9 i 13.7 13.7! 13.7 13.8 14.2 i 13.6!13. 7! 13.9 i 
9.4,9.71 9.4 1 9.2 9.6 I 
' 
li i I Upper3!10.5! 9.5 i 9.8 ' 9.4 9.8 I 9.5 
,I I Atv60 I ~pper2! 11.7 i 12.7112.5; 11.8 11.8! 11.3 12.0 l13.2[11.9jll.5 '12 o !I : . li 
11.6'12.9 11.3111.6 11.9 ' i! 1Upper3,11.1j12.7!12.9,12.1 11.4 11.6 ! 
' Atv90 I Upper2! 10.5 i 11.5! 9.8 : 10.5110.5 11.0 9.7 110.1 11.9! 8.9 li 10.4 li !i !i 
. 
' ' I Upper3lll 8113 4j11 6 12 3! 12 6 13 2 11 9 112 O 14 O 111 li: 12 4 li 
li 2P112S4B3 i Atv30 Upper2, 15.5115.9 j 17.11 16.7 17.1 16.1 i 16.0 j15.8 17.8i16.41j16.4 






, : Upper3 14.1 13.D j12.D; 13.2 12.8, 13.9! 12.4j13.2! 12.3jl2.8 13.1 
'Atv90 Upper2l9.7 10.9j12.7il0.0 12.3j10.9! 9.3111.219.4110.3 10.7! 
li I Upper3 11.5[12.6114.7 11.8113.9! 12.7! 11.1 I 12.9 I 11.3 ,11.9 12.51 
11 3P95S5B3 ; Atv30 i Upper2! 11.9 i 12.5[11.6[12.5 12.3!13.6 i 11.1111.7! 11.8 12.0 !i 12.1 !I 




. Atv60 I Upper2 I 10.4! 10.1110.8! 10.1 12.9, 9.5 j10.9l10.4 10.6 10.9lj10.7 
Upper3 8.9 
1 
9.5 I 9.9 8.7 10.81 9.1 I 9.8 110.6 9.8 9.8 !i 9.7 ! 
li Atv90' Upper2 9.2 9.2 I 9.2 8.7 9.0 < 8.8 i 8.0 ! 8.0 9.4 110.111 8.9 li 
I: Upper3 10.7! 10.6110.4 i 10.3 10.8 10.7]10.11 9.9 11.3 10.91 10.6 'I 
lj4P130S5B31Atv30 Upper2 17.5'17.6'17.1117.1 17.4 17.2j17.6l17.4 17.7 17.8!! 17.4j' 
ji Upper3 12.5! 11.5 11.4111.1 11.7! 11.9112.2112.2 11.8 ,11.7jj11.8 
]j !' Atv60 Upper2 22.0 14.7 15.0 j15.0 17.9. 15.3!18.0 116.4 14.9' 16.41!16.6 
,, Upper3 17.6 5.4 14.4114.8 15.7114.9116.6!14.7 14.315.8 1!14.4 li 
!i 1 Atv90 i ~pper2l10.7ll1.2 12.6112.3 13.9[12. 7113.4!11.7 11.4!11.81! 12.2 I i 
![ i Upper3l12.2l13.2 14.2)14.4 14.7j14.9 115.4113.7 13.5114.0 li 14.0 !I 














Instã.ncia i Var Abordagem i It ' Vizinhos ! Tabu I AC I Produção Tempo ! 
1Pl30S5B3 Recl TabuPR I 159.9 , 3414412.8 I 
lA , 554.1 !, 3770679.6 i, 
677937.9 
579824.0 
48.5 238.2 3625.1 
WE ! 176.2 881.4 871.0 
'! 584.8 i 250.6 i 3573.7 
0.0 234.4 ' 3606.3 
WI I 240.9 I 3970.7 287.3 29.9 242.3 i 3609.4 
Rec2 i TabuPR I 191.6 i 3021953 8 i 385791 9 40 5 251 2 ' 3622 3 I 
342.2 I 4224825.6\ 649083.4 i : lA 1 390.71 258.1 3571.2 : 
I WE 1177.0 i 882.1 I 875.0 I 0.0 i 242.1 3607.7 jl 
' WI i 214.31 3635.7 i 266.6 ' 17.9 ; 247.5 1 3607.5 
Rec31 TabuPR 1 222.1 3411922.0 1 308191.3 I 57.2 : 253.1 I 3623.5 I 
' 
i IA 262.7 ! 4363241.2 1 672869.1 1 359.5 i 258.3 i 3569.6 ' 
I WE 177.0 I 882.2 I 875.0 ! o.o 1 243.9 1 3610.4 .. 
Wl 207.81 3496.4 i 268.0 I 14.9 
' 
249.0 i 3605.5 li 
2Pll2S4B3 Rec1 I TabuPR i 270.1 ! 5369573.611057102.5 1. 100.31 227.4 1 3616.4 I, 
I lA i 431.1 i 2659797.6 i 433889.2 i 903.8 ! 240.0 i 3591.4 i! ' i 
WE i 122.8' 613.5 : 604.0 I 0.0 I 208.5 1 3614.0 \i I ' : i Wl 185.5. 2999.7 I 237.7 I 35.3 i 220.4 I 3615.1 1 
Rec2! TabuPR 356.8 5027097.6 i 590410.1 
' 
98.5 239.1 i, 3621.0 li 
I lA i 287.0 ! 3010248.0 1 487981.9 649.0 i 245.1 i 3600.5 11 
! 
WE 122.5 1 611.5 I 602.5 I 0.0 215.2 i 3611.5 li 
: WI i 161.5 2499.4 I 241.6 22.8 i 221.7 ! 3609.4 i i 
1 
Rec3: TabuPR 402.3 i 5359570.4 I 518635.0 113.5 i 242.2 i 3615.6 ' 
IA 239.9 1 3182668.4 1 514843.3 489.2 245.7 i 3612.5 I 
I WE 121.2 608.5 ! 596.0 0.0 I 216.2 i 3607.6 : 
WI 1 156.2 2418.7 254.2 21.9 ; 221.9 I 3610.8 :! 
3P95S5B3 Rec1 l TabuPR 1 238.5 6876081.6 i 1095061.8 i 68.4 228.5 ! 3617.7 I 
! IA 869.2 4966820.8 i 947461.1 1 516.7 230.8 1 36oo.o 
WE i 173.7 868.4 I 858.5 ' 0.0 i 214.6 1 3614.3 !I I 
WI I 218.1 i 4514.2 I 258.0 24.6 I 221.5 1 3610.8 tl 
Rec2 1 TabuPR i 194.5 i 3342531.2 ! 367985.2 ! 52.0 i 234.7 i 3632.2 I 
! IA ' 535.5 i 6102645.6 1 1079376.5 383.8 i 237.4 i 3601.7 i 





I 'i WI i 207.1 ! 41n3.5 265.8 I 1n.8 227.4 I 3613.6 " 
4P130S5B3 I Rec1 I TabuPR ' 151.7 ' 2864549.2 I 671382.5 i 266.5 I 3629.5 I 
! '-' -~l"A:---1-1 4"6"1"""'.1-11-,3"'2~52"'1"'5"9 ."6'1 ~4'"6"164""'2;-;.4,-+1 '"66"'1;-;.9,..;-j -..c28"'9'."9 -+, "3'"5 7""8'.4:;--Ji  
WE i 176.61 880.9 I 873.0 I 0.0 I 262.7 : ;~~;·~ \I 
' I Rec2 TabuPR 167.5 1 2786902.8 I 337914.7 i 36.6 I 283.1 I 3626.2 I I 
: !A 292.6 1 3750419.2 i 543486.1 464.5 i 297.5 : 3583.5 
I WE : 176.8 879.7 I 874.0 0.0 273.2 : 3609.4 
WI : 246 o I 3922 3 I 286 o I 36 3 273 8 
i ! Wl ·. 220.1 3506.3 : 264.9 22.7 i 280.7 i 3609.6 
I Rec3 i TabuPR 176.6 : 2804587.6 I 275992.9 I 46.0 1 286.0 i 3619.5 ! : 
IA 237.8 1 4010254.0 i 547506.2 1 458.1! 297.3 ! 3606.0 ' 
: WE jl75.9 880.6 : 869.5 0.0 I 274.2 i 3614.4 u 
Wl 206.8 i 3495.2 i 260.1 17.3 i 280.1 i 3607.7 1 
Tabela 7.8: ·Dados Quantitativos (Média) - Variação Rec - Hl 
112 
113 
1\ Instíl.ncia I V ar I Abordagem í l1 I2 í í 
' 
I3 f 14 I I5 I I6 I !7 
' ' ' 
18 ': I9 i !10 if Med 'i 
1P130S5B3 Rec1 TabuPR 241.4 i 241.4 233.3[237. 7 237.2 i 241.4 i 240.3 236.6 236.51 236.5 238.2!1 
IA 251.5 255.0 249.8[250.5 247.2 255.01249.5 251.0 245.3 í 251.0 ! 250.611 
WE 234.7 236.6' 231.91231.6 . 234.0 240.11236.2 233.8 230.4 235.1 i234.4JI 
WI 243.6j243.9 241.6i 239.31241.7 247.6 i 245.5 241.3 236.5 I 241.711 242.3jj 
Rec2j TabuPR '254. 7j250.8. 250.71250.8 i 251.0 250.7 250.1 250.1 i 251.3 252.0! 251.211 
I IA j255.8j259.5 258.6 257.91259.2' 258.0 259.21256.51259.2 257.5 '258.111 
I WE '241.9 243.11239.9 243.2 242.31242.1 241.61. 242.4[242. 71,241.6: 242.1[', 
WI 1246.2 247.7[247.7. 249.4 246.51 247.8 i 247.11248.4[247.91246.0 [247.5 ii 
Rec3! TabuPR [257.4 254.0 250.2[255.5 251.4[250.91254.8 i 252.2\252.3 252.7 i 253.1 
I IA 1259.2 i 260.4 256.7 258.7 258.4[257.8[258.2]257.4[258.1 257.8 :1258.3! 
WE 1244.01243.1 244.1 243.6' 243.6 243.6 í 245.4 i 244.31243.9 243.811 243.9•. 
WI i 248.6 i 248.8 248.5 249.0 !248.3]248.51250.4[249.41248.8 249.9 1249.0': 
II2Pll2S4B3 R.ec1 TabuPR [235.1 220.4 223.9 231.7 231.5j226.4 226.6 236.61 226.5 i 214.8 !227.4,[ 
li 
IA 1239.51238.3 238.1 241.7.245.0!242.7 239.6 245.01242.1 I 228.2 1 240.011 
WE i 209.5 'I 206.1 i 208.3. 212.2]210.11212.2 i 209.4 210.4 211.0 1195.4[! 208.5 u 
! 
WI 225.0 . 216.4 222.6[224.41221.4 220.0:222.7 223.1 220. 7j207.9li220.4.j 
I R.ec2[ TabuPR !243.7 242.3 238.51241.2[238.1[233.9[240.2; 236.61237.6' 239 4:: 239.1 q 
li 
' 
IA 244.8 245.5 244.2!245.7!245.5 246.9[244.o 244.9!243.3 246.o 1 245.1-: 
i WE 1216.5 214.7 216.9: 214.8 213.6: 214.81214.4. 215.61215.5, 214.9 li 215.2 n 
I WI i 220.5: 219.3! 224.1 224.0 221.2 i 221.4 222.0! 222.1" 218.7 i 223.8 ,, 221.7 
i 
R.ec3 í TabuPR I 246.2' 241.7 I 244.0 I 243.7. 242.2 i 243.4 i 242.5 i 237.2 I 237.8 i 243.6 11 242.2!1 
I IA [2~<'_.1[246.1 243.8 243.3]246.6 1 246.9 i 246.8!244.8 i 244.9 i 246.3 245.71 I 
'! WE !216.31216.6 215.2!216.1[216.1 i 216.9[216.9 I 215.8! 216.71215.9 216.2 il 
!I WI i 228.1 223.1 221.0 219.7 221.6 219.9! 222.0 I 221.8 220.9 220.81 221.9 li 
I! 3P95S5B3 R.ec1 TabuPR. i 231.9 232.6j232.1j226.5 226.2. 226.5 225.9! 226.7 i 229.6 227.5 228.5 
i i IA 233.0 234.7. 233.4[230.0 229.91226.9 229.2 228.4 i 231.8 230.5 1230.8 d 
!I WE 1218.5 218.0 I 219.3! 212.2 212.01212.4 211.8 216.41214.8 211.1 ,214.6'• li i WI '225.3 226.0 224.9 I 220.2!216.9[221.6 219.5 220.6 I 22L4j218.2 1221.5 !I 
'i R.ec2 I TabuPR 237.51234.9 235.2 234.0, 234.81 235.5 235.31231.1! 233.21 235.5 1234.7!, [i I IA ,238.8 237.0 237.4 239.0! 238.41235.6 236.5 i 235.8 238.1 i 237.51 237.41 
' 
I 
I WE 222.8 223.0 223.9 222.6 222.9 223.3 223.01 223.1 223.61223.11 223.1 
I WI i 228.4 226.6!228.4 227.4 225.9 228.3 227.31 227.1 226 } 227.5 227.4 
R.ec3 TabuPR. 1235.6 234.8. 233.8 I 229.4 226.3 238.3 234.3 I 236.5 236 .• 234.2 o 
IA 237.1 237.5 234.9. 237.8! 237.3 238.1 238.0 238.21237.31 234.2 ! 237.0 
WE 223.4j224.0 223.71 224.71 224.7 i 224.2 224.4 224.21224.0! 224.31! 224.2 
' 
WI 228.5 228.6 226.4 226.81227.6 I 228.0 226.9 228.0 [225.6 i 226.8 ,227.3 
4P130S5B3 R.ecl TabuPR 1274.7 263.1 272.7 268.81254.8 268.0 267.0 260.0i271.3 264.9 ,i 266.5 
IA [291.1 290.41292.8! 296.2 285.1 291.3 291.5[279.5! 293.0 288.6 !i 289.9 
WE '264.8 260.6 i 263.9]266.5 254.7 263.7 264.71 259.01268.6 260.4 262.7 1 
WI '277.0 l272.8j276.9[276.5 268.5! 275.6 273.7! 267.4 i 278.5 270.7 273.8 I 
R.ec2 TabuPR 1 288.9 i 282.4' 281.21285.7 282.21281.3. 284.3 i 281.81 282.0 281.3 283.1 . 
IA 293.21300.2 293.9 297.7 299.0 I 297.6 i 297.8 i 298.9' 296.3 I 300.0 297.5 i 
WE '274.4 273.4 272.0' 273.8 273.3 I 273.21 273.2[272.5 • 272.3 i 273.31 273.2 
' 
WI 1279.9 i 281.4 278.91 280.6 281.8 I 281.9[281.3 I 282.9[278.8 i 279.3 i 1280.7 i 
R.ec3 I TabuPR. 1. 292.7' 286.1 i 284.9 i 283.6 287.2!287.0'1286.9!285.1!282.5!283.61, 286.0 ', 
IA 295.41 300. 7[293.2' 300.0 299.2 i 298.21295.8 298.61 296.2 295.7! 297.3 
WE 274.31272.9 274.0 274.3 274.6! 274.7! 274.3 i 274.8: 273.7\274.2 :274.2 i 
WI i 279.5 i 279.4 282.5 278.9! 280.31 281.4 I 280.5 278.4: 279.2 280.3:1280.1 i 





~j~ 4 ... _____ , __ ,._ .. I 
2.45e+08 ... 
... . . .... 
• 










e 2.35e+08 a. 




2.3e+08 k.f' f. 
2.25e+08 ....•.. 
2.2e+08 
o 50 100 150 200 250 300 350 
Segundos 





~f~ i .. ' . ·• 
~NE 
. •.•............. . . 
l 





















2.25e+08 ~- ... 
2.2e+08 . . 
o 500 1 000 1500 2000 2500 3000 3500 
Segundos 
(b) Tempo=0 ... 3600 








"0'JPR I'~ w •• 
''' 
~k - ··b---····-·····-·-······ 
2.6e+08 
2.55e+08 .·· '' 1 '' 









-.. ---~--- -· 
I~ 
2.4e+08 ~ '' ' 
2.35e+08 
o 500 1 000 1500 2000 2500 3000 3500 
Segundos 
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Figura 7.24: Produção x Tempo- 4P130S5B3- Variação Rec3 
11 Instância j Var I I1 I I2 I !3 i !4 !5 I !6 I7 I !8 !9 i !10 I Med /1 
1
1, 1P130S5B3 I Rec11 5.0 l 4.4 I 14.2]12.4 10.5 j LO 4.4 I 5.5 !10.3 i 7.0 I 7.5 li 
1 I Rec2j 5.0 1 3.8 1 8.1 1 7.0 7.7 I L2 0.6 \ 2.4 • 3.2 1
1 
3.3 4.3 i 
,j 1 Rec3 I 5. 7 I 4.8 I 5.9 j 6.4 6.5 I 0.5 0.5 I 2.2 1 2.3 i 3.1 li 3.9 1 
2Pl12S4B3j Rec1l16.1 17.7115.3 i 15.0 17.5 I 15.7j16.5! 17.5j15.8j17.3 i/ 16.5 li 
I Rec2]12.9 15.0 113.1 I, 13.8 l4.3j15.0 j14.0 1, 13.7\13.4\14.8 !. 14.0 
I Rec3l14.3 13.7112.8112.8114.0! 14.3j14.2j13.0 1 13.2114.31 13.6 
11 3P95S5B3 Reclj 6.8 8.1 I 7.2 j 9.5 1 9.2 i 8.0 I 9.1 ! 6.4 I 8.7 i 10.2j 8.3 .i 
jl I Rec2j 7.2 6.4 I 5.1 I 7.4 I 7.0 I 5.6 I 6.0 i 5.8 I 6.7 6.6 6.5 11 
Rec3l 5.8 1 6.3 I 5.0 I 6.0 j 5.8 I 6.4 I 6.2 1 6.3 6.0 I 5.3 !I 5.9 11 
4P130S5B3 Recll 4.8 1 5.2 I1L6j13.7 j 19.0 I 2.4 I 1.7 , 10.9 I 5.0 8.8 11 8.3 !i 
Rec21 5.9 I 4.5 jlO.Sj 99 I 9.9 I 1.2 I 0.5 36 , 4.2 · 4.2 i 5.5 i' 
Jl Rec3j 7.1 ) 5.1 j 9 9 I 9.5 j 9 1 0.2 0.4 • 2.2 3.5 2.5 4if~, 
Tabela 7.10: Percentual de melhora da solução inicial - Variação Rec 
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Instância I Var Lim Il 12 I 13 I4 I I5 i I6 I 17 18 19 110 i Med I 
'i 1Pl30S5B3 ': Recl Upper2 16.3 i! 15.2 i 16.9 i 16.7! 17.8[15.2 i 17.0 16.5118.4 ·, 16.5 16.6 1! 
i Upper3! 12.5[11.3 [ 13.1112.8[14.0 1 11.3 i 13.2 12.7 i 14.7:12.7 12.8[! 
Rec2 Upper2 i 14.9 i 13.7[14.0 !14.2! 13.81 14.2 i 13.8 14.7[13.8 i 14.31114.111 
! Upper3' 11.0 I 9.7 I 10.0, 10.31 9.8 110.21 9.8 
, ' ' ' I ' , 




Rec3 Upper2 i 13.8113.4[14.6113.9 [14.0 1.14.2 i 14.11 14.4 i 14.11i 14.2 [i 14.1 [' 
i! ! Upper3 i 9.8 1 9.4 [10.7[10.0! 10.1110.3110.21 10.4 I 10.2! 10.3 i 10.1[! 
- I I i ... :: 12P112S4B3, Recl i Upper2[20.8 '21.2121.3, 20.1119.0 i 19.7 i 20.8' 19.0 [19.9 i 24.n" 20.6[ 
i! i I Upper3 i 11.6 i 12.0 i 12.1 10.81 9.5 i 10.4[11.5 i 9.6 [10.6115.8 i[ 11.4[: 
I 
li [ Rec2 [ Upper2 19.0 18.8[19.3[18. 7 18.8118.4 19.3 19.0119.5 i 18.7'[19.0 1! 
i' \ I Upper3 9.6 9.4 ! 9.9 9.3 9.4 8.9 i 9.9 [ 9.6 110.2 9.2 i 9.5 i i 
!il,il' [ Rec3 i Upper2 18.3 i 18.6 i 19.3 19.4 18.5[18.3! 18.4:19.0 [19.0 118.6 i 18.7' 
i i Upper3 1 8.8 I 9.2 [ 9.9 10.0 I 9.0 I 8.8 I 8.9 ! 9.6 [ 9.6 I 9.1 1 9.3 
li 3P95S5B3 I Recl[ Upper2 I 15.2 i 14.6 i 15.1[16.3! 16.4 17.5116.6 i 16.9 \ 15.7 i 16.1 !116.1\1 
· I I Upper3 \ 9.4 8.7 I 9.3 10.6 I 10.6 11.8 10.9\11.2 9.9 ; 10.4\110.3 ;i 
i Rec2 i Upper2\13.1\13.8 13.6 13.0\13.3 14.3 14.0 i 14.2 I 13.4\13.61113.6 i\ 
i Upper3 7.2 7.9 ' 7.7 i 7.1 I 7.3 8.4 8.0 8.3 i 7.4 ! 7.7 i 7.7 ! 
1 
Rec31 Upper2 13.7113.6114.6113.5\13.7 13.3 I 13.4 13.3 I 13.7 14.1\113.7 1 
I I Upper3 Í 7.8 I 7.7 1 8.7 7.6 I 7.7 7.4 7.5 : 7.4 I 7.7! 8.2 li 7.8 
!f4P130S5B3 Recll Upper2! 21.2 '21.4[20.8 19.9\22.9 21.2! 21.1 24.4 I 20.7 21.91 21.6\1 
·· I Upper3 13.0 13.2 12.5 I 11.5\14.8113.0 I 12.9 16.5 ·12.5 13.8 , 13.4\ 
I
. Rec2! ~pper2120.7! 18.8\20.5\19.5! 19.1, 19.5! 19.4 19.1;19.~ i 18.8 I' 19.5\
1 ,Upper3 12.4;10.3 12.2 11.1•10.7;11.1,11.0 10.711l.o 10.4;i11.11; 
I Rec3 ·, Upper2 '1 20.1. 18.6 20.7 1
1 
18.8 19.0 \19.3\20.0 !19.2[19.9 20.0 I'• 19.6 !'• 
I 'Upper3l11.8 1 10.2\12.4 i 10.4 10.6\10.9! 11.6\10.8\ 11.5111.7!\11.2\\ 
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Tabela 7.11! Percentual que a melhor solução está abaixo dos limitantes duais- Variação 
R.ec 
Capítulo 8 
Conclusão e Trabalhos Futuros 
Este trabalho propôs um método híbrido que combina técnicas de Programação por Res-
trições com metaheurísticas de Busca Tabu para tratar o problema de escalonamento de 
atividades na produção de um campo petrolífero. Além disso, comparou o desempenho 
da técnica híbrida com o da Busca Tabu quando esta última é aplicada isoladamente. 
Também analisou o tempo necessário para melhorar as soluções iniciais, a qualidade da 
solução final obtida com cada técnica, e a robustez de cada uma delas. Para isso, foram 
testadas diversas instâncias com diferentes técnicas de obtenção de soluções iniciais apli-
cadas a cada uma delas. Também foi realizada uma análise de sensibilidade sobre cada 
uma das instâncias aqui consideradas. Como as técnicas empregadas não dão garantias 
sobre a qualidade das soluções obtidas, e como não havia resultados anteriores para as 
instâncias consideradas, foram calculados limitantes duais para o problema utilizando-se 
modelos de programação matemática desenvolvidos nesta dissertação. 
V árias conclusões podem ser inferidas dos resultados obtidos neste trabalho. Como 
esperado, o método híbrido mostrou-se o mais eficiente, o mais robusto e o mais ágil para 
melhorar soluções iniciais de qualidade inferior. Isso pode ser constatado pelo fato de que 
a abordagem híbrida IA foi a que produziu os melhores resultados para a grande maioria 
de instâncias e variações consideradas neste trabalho. Além disso, a taxa de convergência 
dos métodos híbridos mostrou ser bem superior àquela dos métodos puros TabuPF e 
TabuP R. Deve-se destacar a eficiência da abordagem híbrida WE para melhorar soluções 
iniciais de qualidade inferior e também a eficiência da abordagem híbrida IA, que sempre 
atingiu o patamar de melhor produção já no início da sua execução. Também deve ser 
destacado que, embora a abordagem pura TabuPR tenha obtido a melhor produção para 
duas instâncias, seu desempenho foi fraco quando soluções iniciais de qualidade inferior 
foram consideradas e, especialmente, quando as variações Atv90 e Recl foram tratadas. 
Por outro lado, os resultados também mostraram que a escolha de uma boa estrutura 
de vizinhança é fundamental para um desempenho adequado da técnica híbrida. Embora 
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a abordagem híbrida WE tenha mostrado um bom desempenho no início da sua execução, 
quando soluções iniciais de qualidade inferior eram consideradas, esta não foi capaz de 
escapar de patamares inferiores de produção. Já abordagem híbrida WI, que também 
apresentou uma rápida taxa de convergência no início da sua execução, especialmente 
para as variações Atv90 e Rec1, produzindo melhores resultados que a abordagem pura 
TabuPR em algumas instâncias, também não foi capaz de escapar de patamares inferiores 
de produção na maioria das instâncias testadas. Por outro lado, a abordagem híbrida 
IA produziu bons resultados e teve rápida taxa de convergência para todas as instâncias 
testadas. 
Um resultado teórico importante foi a demonstração que a determinação do melhor 
escalonamento em cada vizinho é um problema NP-difícíL 
O esforço para a obtenção de bons limitantes duais foi crítico para a comprovação 
da qualidade das soluções obtidas neste trabalho pois, utilizando-se os resultados obtidos 
pelos modelos de programação linear inteira para versões relaxadas do problema original, 
pôde-se inferir que as melhores soluções obtidas para cada abordagem são de boa quali-
dade, já que a diferença entre estas últimas e os melhores limitantes duais ficou em torno 
de 10%. Além disso, o resultado do teorema 5.1 mostrou-se fundamental para a obtenção 
do modelo utilizado pelo método Upper2 e, conseqüentemente, para a obtenção de bons 
limitantes para a variação Atv90. 
Em relação à análise de sensibilidade, as variações Atv30, Atv60, Rec2 e Rec3 não 
impactaram de forma significativa o comportamento das abordagens testadas. Por ou-
tro lado, o comportamento das abordagens TabuPR, WE e WI foi diferente, quando as 
variações Atv90 e Recl foram consideradas. A abordagem pura TabuPR não apresen-
tou um bom de desempenho, enquanto o desempenho de WE e WI foi melhorado. A 
variação Atv90 também causou impacto no cálculo dos limitantes, jâ que somente para 
esta variação o limitante dado por Upper2 foi melhor do que o dado por Upper3. Estes 
resultados mostram que as abordagens híbridas são bem robustas quanto aos dados de 
entrada. Também, por utilizarem Programação por Restrições para explorar suas vizi-
nhanças, são bem robustas quanto ao conjunto de restrições que estâ sendo considerado, 
já que restrições podem ser inseridas ou retiradas facilmente. O mesmo não é verdade 
para as abordagens puras, que mostraram-se bastante dependentes dos dados de entrada 
e, além disso, inserir alterações no conjunto de restrições dessa abordagens é bastante 
dispendioso. 
De uma maneira geral, os objetivos dessa dissertação foram alcançados satisfatoria-
mente. Foi resolvida com muito boa aproximação uma instância real do problema. Tam-
bém foram resolvidas de forma adequada instâncias obtidas perturbando-se alguns dados 
de entrada mais sensíveis, o que veio a comprovar a robustez das soluções propostas neste 
trabalho. Deste modo, o trabalho contribuiu positivamente para o sucesso de futuros 
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empreendimentos nas áreas estudadas. 
O trabalho desenvolvido nesta dissertação pode ser estendido de diversas maneiras: 
" As abordagens híbridas WI e WE mostraram que podem ter seu desempenho me-
lhorado. Para isso, duas características ortogonais destas abordagens devem ser 
consideradas. Primeiramente, a exploração das respectivas vizinhanças pode ser 
ajustada, eliminando-se simetrias intrínsecas do problema. Desta forma, mais vi-
zinhos promissores poderiam ser encontrados. Outra característica que carece de 
mais estudo é a lista tabu adotada nestas abordagens. Esta deve ser melhor ajus-
tada para evitar que estas abordagens fiquem estacionadas em um patamar inferior 
de produção. 
,. Neste trabalho não foi considerado o problema do roteamento de recursos. Foi 
assumido que os recursos podiam locomover-se de um poço ao outro sem dispêndio 
de tempo. Para tornar o trabalho ainda mais realista, uma expansão interessante 
seria considerar a distância entre os poços e a velocidade de locomoção de cada 
recurso quando estes fossem alocados às atividades. 
,. Além disso, também não foi considerado que a vazão de cada poço poderia variar 
ao longo do tempo. Como este tipo de variação ocorre freqüentemente em ambi-
entes reais, seria interessante acrescentar esta característica ao escopo do problema 
tratado. 
• Outra extensão interessante seria considerar mais restrições na modelagem do pro-
blema, como as restrições de marco, de data, de seqüência de poços, de superfície e 
de eficiência, todas descritas no capítulo 2. 
• No que diz respeito à Programação por Restrições, existem diversos estudos sobre 
outras formas de backtracking e sobre o uso de informações obtidas durante a procura 
de soluções de modo a permitir uma redução mais eficiente do espaço de busca 
[17, 22]. É possível que a implementação dessas idéias traga melhorias na exploração 
das vizinhanças das abordagens híbridas já que estas se utilizam de Programação 
por Restrições. 
• Por fim, os algoritmos aqui apresentados não dispõem de interfaces de operação 
adequadas para um usuário final não especializado. O desenvolvimento de interfa-
ces gráficas mais amigáveis certamente aproximaria este trabalho de sua utilização 
efetiva num ambiente industrial. 
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