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Abstract 
There exist general purpose algorithms to solve the integer linear programming problem but 
none of them are polynomial. Polynomially bounded rounding algorithms have been studied, 
but most of them are problem specific. In this paper we study a generalized rounding algorithm 
that is polynomial, characterize matrices that may be used in this scheme and identify a class of 
integer programs that it solves. 
1. Introduction 
In this paper, we study the power of a class of polynomial algorithms that 
solve special classes of integer linear programs. These algorithms use integer 
rounding as an operation and, hence, are called rounding algorithms. All problems 
considered here are of the covering variety; however, similar claims also hold 
good for packing type problems. Formally, the problems considered are IP: 
[min cx: Ax > b; x > 0; x integer]. The corresponding linear program is LP: [min 
cx: Ax 3 b; x > 01. The idea of somehow “rounding” the fractional components 
of an optimal solution to an LP to arrive at an optimal solution to the correspond- 
ing IP has received considerable attention in the literature; for example, see [l-3, 
lo]. The class of rounding schemes considered in our paper is an extension of the 
scheme studied in [4] for cyclic scheduling problems. Similar techniques have been 
applied to solve inference problems in propositional logic with Horn clauses or 
extended Horn clauses in [7]. We first describe the scheme and then study its 
potential. 
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2. Generalized rounding scheme 
Step 1. Solve the LP: [min c’y: A’y 3 b; T-’ > 01, where y = TX, c’ = CT-‘, 
and A’ = AT-‘. Let y” = TX’ be an optimal solution to this LP. This is the 
same as solving the original LP since x0 IS an optimal solution to the original 
LP. 
Step 2. Let x* = T-lry”l = T-‘[Tx’l. x* is the output of this algorithm. Note 
that x* is integral if T-’ is an integral matrix. 
When there is such a T for a pair (A, c), we call T-l a rounding matrix for 
the pair (A, c). The scheme with the particular T used in [4] has the following 
properties: 
(i) x integral + T- ‘r TX] = x; 
(ii) ~20 = T-‘rTx120; 
(iii) x>O;Ax>b S- ATp’rTxl>b; 
(iv) CT-‘[Txl= rCxl. 
It was shown in [6] that the necessary and sufficient conditions for these four 
properties to hold are: 
(a) T and T- ’ are integral; 
(b) T- ’ has, at most, one negative entry in each row, and all such negative entries 
are equal to - 1; 
(c) AT-’ has, at most, one negative entry in each row as does - CT-I and all such 
negative entries are equal to - 1. 
Hence, from now on, we will attempt to characterize matrices satisfying conditions 
(a)-(c). We are interested in determining the classes of T that are valid candidates for 
the above procedure. T is valid if the above conditions (a)-(c) are satisfied for some 
pair (A, c). We will, instead, characterize the class of valid candidates in terms of their 
T- ‘. From now on, we assume that A is nonnegative; this implies that we may assume, 
without loss, that c is also positive. The assumption that A is nonnegative is not 
without loss of generality. 
A special case of the IP that is particularly important in applications is the 
case with c = e (the vector of all l’s). This is known in the literature as the set 
covering problem. Applications in balanced matrices, blocking and antiblocking 
pairs of polyhedra, and cyclic scheduling to minimize the size of the workforce 
are all problems with unit cost vectors. We will completely characterize the rounding 
matrices for this case with c = e and nonnegative A (some of the results are valid 
under the weaker assumption that c > 0). All cases except one of these are what we 
call “tree matrices”. 
Definition 2.1. An integral matrix is said to be ONEG if every row has, at most, 
one negative entry, and all such negative entries are equal to - 1. 
Definition 2.2. The pair (A, c) above is said to be ATDI if, for all integral b, the optimal 
objective value of the IP is equal to rz’], where z” is the optimal LP objective 
value. 
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Condition (iv) above implies that if there is a T that is valid for the pair (A, c), then 
the pair (A, c) is ATDI. Since (Qfg, e) is not ATDI, there exists no T that is valid for 
Qfs where Qs is given by the following example. 
Example 2.3. 
1 1 1 0 0 o- 
100110 
010101 
001011 
There are also example of IP for which rounding holds for specific right-hand side 
but for which no valid T exists (see [12]). We know of no example which is ATDI but 
for which no rounding matrix exists. 
3. Rounding matrices for unit cost vector 
Definition 3.1. A vector is said to belong to class-l if it has two nonzero entries, one of 
which is - 1 and the other is + 1. 
Definition 3.2. A vector is said to belong to class-2 if it has exactly two - l’s and 
either one + 2 or two + l’s with all other entries being zero. 
Definition 3.3. A vector is said to belong to class-3 if it has exactly one - 1 and either 
one + 2 or two + l’s with all other entries being zero. 
Theorem 3.4. If there is a rounding matrix for the IP with c = e and A 3 0, then there is 
one that is nonsingular of either type (i) or type (ii) below: 
(i) [BI t’ 1 ej] for some j, and 
(ii) [Bl t2 le”] for some k, where all columns of B belong to class-l; t1 belongs to 
class-l; t2 belongs to class-2; e’ refers to the ith unit vector. 
Proof. We can derive several conclusions based on the ONEG property of - CT-’ 
and nonnegativity of A; sometimes these arguments also use the fact that c = e. Let 
T.;,’ denote the pth column of T- ‘. [c > 0, T.;l 3 0, T.;’ # 0] 3 - CT.;’ < 0. 
Thus, at most one column of T- ’ is nonnegative, and any such column must be a unit 
vector. Since T- ’ is ONEG, there are, at most, n negative entries in T-‘. Hence, if 
some column has k negative entries, then there are k - 1 other columns that are 
nonnegative. Thus, at most one column has more than one negative entry; such 
a column must have exactly two such entries. In this case, there is also a nonnegative 
unit vector column. Except for these (nonnegative and two negative entries), every 
column has exactly one negative entry. When c = e for these columns with one - 1, 
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the sum of the remaining (nonnegative entries) < 2 since - eT- ’ >, - e. Hence, there 
is either one + 2 or two + l’s or one + 1 or no positive entries in such columns. 
Moreover, if there is a column with two - l’s, then there must also be a nonnegative 
column; also, all other columns can have no more than one positive entry, and all such 
positive entries must be 1. We also note that increasing one entry of T-’ does 
not adversely affect the ONEG property of T-’ or that of ATpI since A is non- 
negative. 
The above discussion implies that all columns that are not nonnegative must 
belong to classes 1, 3, or have two - l’s or be the negative of a unit vector. If some 
column p belongs to class-3, then - eT,;’ = - 1, and hence there are no unit vector 
columns and hence no column with two - 1’s. Hence, all remaining columns are of 
class-l or are negative unit vectors. Hence, the submatrix of T-l obtained by 
dropping column p is totally unimodular. Now we show that if this T- ’ is valid, then 
one obtained by changing T,; ’ to a unit vector also provides a valid rounding matrix. 
To do this, suppose p = 1 and T;,’ = - 1 and T;,’ = + 2. (The other case is handled 
in a similar manner.) We claim that replacing this column with el or e2 will result in 
another valid rounding matrix. This will clearly not adversely affect the ONEG 
property of T-l, AT-‘, - eT_‘, or integrality of T-l. The only part that re- 
mains is the nonsingularity of the resulting matrix and integrality of T. The second 
follows if the first is true from the total unimodularity of the submatrix of T-’ 
obtained by dropping this column. We now prove the nonsingularity assuming that 
in this column there is one + 2 (the other case can be argued in a similar 
manner). 
detT-‘= -1x+28? 1, 
where CI is the cofactor corresponding to the element (1,1) and fl is the cofactor 
corresponding to the element (2,l) in Tp ‘. The total unimodularity of the submatrix 
of T-l with column 1 removed assures that both c[ and /I are 0, or _+ 1. Hence, both 
CI and j3 cannot be simultaneously zero. Hence, the claim of nonsingularity of the 
matrix obtained by replacing this column with one of the above-mentioned unit 
vectors follows. 
Thus, we assume from now on that there are no columns in T-’ in class-3. This, in 
turn, implies that if a column has one - 1, then it has, at most, one positive number 
whichisa +l. 
Thus, columns are either of the type with two - l’s unit positive vector, or class-l 
or unit negative vectors. Now let us suppose that there are no columns with two 
- 1’s. If every column has exactly one + 1 and one - 1, then the matrix is singular. 
Hence, we may assume that one column is a f unit vector. Converting it to a positive 
unit vector, if such a vector is not present, does not adversely affect any of the 
properties. We may also assume that all columns except the positive unit vector also 
have a + 1. For if not, we have a column that is a negative unit vector. Converting to 
one the zero entry in the row corresponding to the row of the positive unit vector does 
not adversely affect any of the properties. This is the first case of the theorem. That 
such a matrix corresponds to a tree is well known [S]. 
If there is a column with two - l’s, then there is a unit vector column, and hence all 
other columns are of class-l or negative unit vectors. By using the above argument, we 
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can assume that columns with one - 1 also have one + 1 and, hence, are from 
class-l. If the column with two - l’s has no positive entry, we can use the argument 
that we used to get rid of columns of class-3 to show that this can be replaced by 
a negative unit vector which, it turn, can be replaced by a column from class-l. If this 
column has one + 1, cofactor expansion on unit vectors will yield another column 
that is now a + unit vector, and repeating this cofactor expansion will, at some point, 
have a zero entry in this column; this entry, if converted to a + 1, does not affect all 
the desired properties and yields a column of class-2. If this column with two - l’s 
has a + 2 or two + l’s, then it is of class-2, and we are done. This is the second case of 
the theorem. Hence, rounding matrices for e can be only of types (i) or (ii). Hence, the 
theorem. 0 
A type (i) matrix is the node-arc incidence matrix of a tree (with one row removed) 
and is totally unimodular. A type (ii) matrix is also unimodular. To see this, we first do 
repeated cofactor type expansions on unit vector columns since this does not affect the 
value of the determinant. This leaves all but one column with one + 1 and one - 1. 
The exception comes from the column of class-2. The negative entries cannot both be 
part of the submatrix that is left after the cofactor expansion since this would be 
a contradiction to the ONEG property of T-l. Neither can both of these - l’s 
disappear since that would also contradict the ONEG property. If all positive entries 
in this column disappear due to cofactor expansion, then this column itself is 
a candidate for cofactor expansion, and we are done. If this is not the case, the 
determinant is not affected by adding all other rows to the row with a positive entry in 
the column of class-2. This yields a unit row vector, and cofactor expansion on this 
yields a totally unimodular submatrix and, hence, the result. This, together with the 
integrality of T-‘, implies that T is integral. 
Examples of rounding matrices of the two types are 
Type (4 Type (ii) 
Just as there are matrices for which there is no rounding matrix, there are also some 
for which more than one exists. Also, there are matrices for which no type (i) rounding 
matrix exists but one of type (ii) exists; an example of this is Q6 as shown by the 
following proposition. 
Proposition 3.5. There exists no rounding matrix of type (i) for Qs; there is one of 
type (ii). 
Proof. It is easy to verify that the following type (ii) matrix is a rounding matrix 
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for Q6: 
L 
-1 
1 - 
0 
0 
1 
-1 
0 
1 - 
0 
0 
0 
0 
0 
1 
0 - 
0 
0 
1 
0 
1 
0 - 
0 
1 0 
0 0 
0 0 
00. 
1 0 
0 1 
1 
Let Ri be the ith row of Q6; 1 < i < 4. Let c be any column of T-‘. In the fol- 
lowing table, the rows correspond to the position of + 1 and the columns to 
the position of - 1 in c. If there is a + 1 in the ith position in c and - 1 in position 
j of c and row Rk of Q6 satisfies Ri c < 0, then the entry in the table in the (i,j) cell 
includes Rk. 
- 1 in row 1 2 3 4 5 6 
+ 1 in row 
1 R3 & R, R4 R&, 
2 Rz - R4 R2 R2R4 R4 
3 R2 R3 - R2R, R2 R3 
4 RI Ri RiR, - R4 R4 
5 RI RtR3 RI R3 ~ R3 
6 RlR2 RI RI R2 R2 ~ 
Type (i) matrix must have at least five columns with one + 1 and one - 1. The 
problem is to choose five such columns such that no row of Q6 has a negative product 
with more than one of them. That is not possible since every such column has 
a negative product with at least one row of Q6 and there are only four rows in Q6. 
Thus, there exists no type (i) matrix for Q6. 
Now we discuss an extension of the cyclic scheduling problem. We will say that 
A can be solved using T- ’ if GRS is valid for IP with A using rounding matrix T-‘. If 
there is a rounding matrix for A, then there is one for any matrix obtained from A by 
permuting its rows and/or its columns. Given a particular T-’ to test if some such 
permutation of a given matrix A exists such that this rounding matrix can be used is 
nontrivial. We will call this testing if A can be solved using T- ‘. 
A type (i) matrix corresponds to the node-arc incidence matrix of a tree with one 
row removed. The two extreme cases of trees are star networks (with all arcs directed 
away from the root) and (directed) path networks. T- ’ corresponding to star net- 
works (possibly after row and column permutations) is - E-where E is an elemen- 
tary matrix (a matrix which is obtained from an identity matrix by changing one of its 
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rows or columns to an arbitrary vector) whose last row is e. If this is a rounding matrix 
for A, then A has some column (which should be placed at the end in the correct 
permutation) such that the difference between this column and any other has, at most, 
one negative entry in each row. So this is an easy case to settle. We now take up the 
other extreme-path rounding matrices; these were the ones used in cyclic scheduling 
which is the starting point of this work. 
4. Path matrices 
We will assume that T-’ is permuted so as to look like 
-1 
i 
1 - 
1 - 
- 
1 
:. 
We would now like to know the class of nonnegative A that can be solved using this 
rounding matrix. This class certainly includes the matrix of the cyclic scheduling 
problem as shown in [4]. If A is a matrix such that this rounding matrix can be used 
for it (more precisely the pair (A, e)), then we should be able to permute the columns of 
A so that, in each row, the numbers are in nondecreasing order except possibly in one 
position; and in this case, there can be no more than a drop of one unit between these 
numbers. This leads us to the following definition. 
Definition 4.1. An integral matrix is said to have a one-drop arrangement if 
ai,j d ai,j+l for j #j(i), 4, j(i) d ai, j(i) + 1 + 1. 
Definition 4.2. An integral matrix is said to have one-drop property if there exists 
a permutation matrix P such that AP has one-drop arrangement. 
The above rounding matrix can be used precisely for matrices that have one-drop 
property. This includes the matrices that have consecutive-ones property (see [8] for 
example) and those which have the circular-ones property (see [4] for example). To 
test whether A has either of these two special properties is a polynomially solvable 
problem (see [IS, 93). Testing for one drop is, however, much more difficult as we will see. 
4.1. One-drop property 
Adding a constant to each entry in a row does not affect one-drop property. Hence, 
we will assume, without loss of generality, the minimum number in each row is zero. It 
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should also be clear that, for purposes of testing this property, we may assume that all 
entries are no more than 2n where n is the number of columns in the matrix. One drop 
is an inherited property-if a matrix has it, then so do all its submatrices. Thus, 
generalized rounding scheme (GRS) will also work for such submatrices in this 
case. However, it is possible that there is a rounding matrix for (A,e) (which does 
not have one-drop property) but not for all of its submatrices since one of these 
may be Qfg. Of course, in this case, the rounding matrix for (A,e) is not a path 
matrix. 
If for some row no two entries are equal, then we can test for one-drop property in 
0(n2m) time. This follows from the fact that there can be no more than one reversal 
from the permuation that arranges all elements in this row in increasing order. There 
are only n such permutations, and each can be checked for one-drop arrangement in 
O(nm) time. 
If the number of valid arrangements for each row is large, then checking becomes 
more difficult. In particular, the most difficult case seems to the O/l case. O/l matrices 
that have one-drop property include the class of matrices with consecutive-ones 
property or those with circular-ones property. Both these are polynomially recogniz- 
able. Certain well-known results for these two special classes can be generalized to the 
one-drop case. These results were the basis for recognition algorithms in these special 
cases, and we hope the same is also true for one-drop property; however, at this time, 
we have no polynomial recognition algorithm for one-drop property for O/l matrices. 
It is in this spirit that we give these theorems below. 
4.2. ZeroJone matrices with one-drop property 
Definition 4.3. Let A be a O/l matrix. For each positive integer k, let p = [;I. Let Ark1 
be defined by the relation Atkl = a E Zp where u has a component for each set of (not 
necessarily distinct) rows of A and Uil,iz, ,,,,ik = the number of columns that have a 1 in 
all these rows. It turns out that At2] merely represents AA’ in another way. For our 
purposes now, we need the cases corresponding to k = 2 and k = 3. 
We begin this section with the following remarkable theorem due to Fulkerson and 
Gross [8]. 
Theorem 4.4. Let A and B be O/l matrices of the same size satisfying Ar2] = Br2’. Then if 
A has consecutive-ones property, so does B and there exists a permutation matrix P that 
satis$es the relation B = AP. 
This result, in effect, states that a complete description of the matrix is not 
necessary to test consecutive-ones property. Further, it provides an equivalence 
relation on the class of all O/l matrices of certain size with the property that any 
equivalence class defined by this relation either entirely has the property or no 
member of class has the property. This allows the testing process to be more efficient. 
In this section, we provide similar results for circular-ones property and one-drop 
property. 
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If O/l matrices A and B of the same size satisfy A [‘I = B12], then for a fixed pair of 
rows, the number of columns in which each of the arrangements 
appears is the same in both matrices. If A, and B, represent submatrices of A and B, 
respectively, consisting of the rows in the set S, then the above statement is equivalent 
to assesting that VS with JSJ = 2, there exists a permutation matrix P, with A, = B,P,. 
Similarly, if A r31 = BL3] then the number of columns in which the arrangement , 
1 
[I 1 1 
appears is the same in both matrices for any fixed triple of rows. If both conditions 
hold, then the number of columns in which each of the following arrangements 
occur is the same in both matrices. This last statement is equivalent to the statement 
that VS with ISI = 3, there exists a permutation matrix P, with A, = B,P,. Such 
statements can, of course, be generalized to any other value instead of 2 and 3, but this 
is taken up in a forthcoming paper [9]. 
Definition 4.5. Row ra is nested in row r,, of a O/l matrix A if the set of columns which 
have a 1 in rC from a subset of those in which rb has 1’s. Two rows are said to overlap if 
there is a column in which both have 1’s. 
Theorem 4.6. Let A and B be O/l matrices of the same size satisfying Ar21 = BL2]. If 
A has circular-ones property, then there exits a permutation matrix P such that B = AP. 
This implies that B has circular-ones property as well. 
This result is used in the proof of the following theorem. The proof of Theorem 4.6 
will be given at the end of the proof of Theorem 4.7. 
Theorem 4.7. Let A and B be O/l matrices with equal number of rows satisfying 
(i) ~1’1 = B12] and (ii) AC31 = @31. fi en either both have one-drop property or neither 
does. Moreover, if both have the same number of columns, then there exists a permutation 
matrix that satisjes the relation B = AP. 
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Proof. Since appending zero columns does not adversely affect one-drop property 
(these may be placed in the beginning of the arrangement), we may assume, without 
loss, that both matrices have the same number of columns. The proof is by induction 
on the number k of rows of the matrices. For k = 1, the theorem is trivially true. 
Assume it is true for all k < m. Now suppose that A has one-drop property. Indeed, 
suppose that the columns have been permuted so that A is in this required arrangement. 
Choose the row arrangement (the same in both matrices) so that in A, the first row has 
the fewest zeroes before the first 1 in the above arrangement of the columns. Let 
and B = 
Since A’ and B’ are O/l matrices with fewer rows and satisfy the conditions of the 
theorem, B’ = A’P’ for some permutation matrix, and both have one-drop property. 
From now on, we assume that the columns of B have been permuted so that B’ = A’ 
and, hence, we may also assume that B = [?I. In trying to show that B = AP for 
some P, we may assume that the columns in which r, and rb agree may be left invariant 
in this permutation; equivalently, if we consider the remaining columns of both 
matrices and show this result, the theorem follows. Note that removal of identical 
rows/columns in both matrices does not adversely affect the conditions being satisfied 
if they are satisfied before. Let the matrices after removal of columns that are the same 
in both matrices be denoted by 
and B* = 
respectively. We will now show that B* = A*P for some permutation matrix P. Note 
that rt + rz = e. Let the submatrix of C corresponding to those columns in which 
r-t has a 1 be denoted by R and the remaining ones by S. Since the number of l’s in Y, 
and rb are equal, R and S are of the same size. Since A* and B* satisfy the conditions of 
the theorem and RLzl = S12]. Hence, the number of l’s in any other row of R and S are 
equal. For any two rows r, and rd, the number of times each of 
occurs in this pair of rows in R and S must be the same. This, in turn, implies that if rc 
is nested in rd in R, then these two rows are nested in S in the same way; if they do not 
overlap in one, then they do not overlap in the other. Here, nested refers to the fact 
that the set of columns with a 1 in row rd also have a 1 in rc. We will show that either 
R or S has circular-ones property. Then the result is proved using Theorem 4.6. 
We know that r,* is arranged in one-drop manner (indeed, this is true for the entire 
matrix A*), and there are only these arrangements possible for rt if it has no O’s or no l’s: 
(al) (rr rO), 
(a9 k.0 YI), 
(4 (~0 rl r0L 
WI kl r. 1~1, 
(4 (~0 rl r. 1~1, 
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where r,, is a string of O’s and ri is a string of 1’s. Two re’s need not be of the same 
length, and the same is true for the string of rl. Matrices with consecutive ones permit 
only the first three; circular ones also permit the fourth. For any of these properties 
rows all of whose entries are 0 or those all of whose entries are 1 can be removed from 
consideration without loss, and we assume no such rows exist. 
Case 1: rt has arrangement (al) or (a2). 
If a row in R has either of the arrangements (a4) or (as), then that row in S must have 
all l’s; but this is a contradiction to the property that RL2] = SLzl unless it also has all 
l’s in R. In this case, this row has no O’s and is, therefore, not present as per the 
assumption above. Hence, there are no such arrangements in R, and therefore R has 
the consecutive-ones property. The same argument applies to (a2) as well. 
Case 2: rt has arrangement (a3) or (a4). 
Claim 4.8. S has the circular-ones property. 
Proof. If there is no row of S in arrangement (as), the result is true. Suppose row rc in 
S has arrangement (as). It must have only O’s in RI and only l’s in R2. 
where 
Case (2a): If some row rd of C’ has arrangement (a5) in S, then all its entries in 
R; must be 1, and all its entries in R; must be zero. Hence, rows r, and rd are nested in 
R with either order, and hence it must be nested in S in the same manner and, 
therefore, be identical. 
Case (2b): If some row rd of C’ has arrangement (a4) in S, then it too must have all 
l’s in R;. Hence, rc is nested in rd in R; so the same is true in S. Hence, r,, has only l’s in 
either S; or S;, and arrangement (a4), (a2), or (al) in the other. 
Case (2~): If rd has arrangement (a3) in S, then it has only O’s in R;. Hence, rd is 
nested in rc in S and, hence, in R. Thus, rd has only O’s in either S;or S;, and 
arrangement (a3), (a2), or (al) in the other. 
The next four cases deal with rd having arrangement (a2) in S 
Case (2d): r,j has only O’s in S; and arrangement (a2) in S; with rd nested in rc in S;. 
Case (2e): rd has only o’s in Sr and arrangement (a2) in S; with r, nested in rd in S;. 
Case (2f): rd has only l’s in S; and arrangement (a2) in S; with rd nested in rc in S;. 
278 S. Lakshminarayanan, R. Chandrasekaran 1 Discrete Applied Mathematics 50 (1994) 267-282 
Case (2g): rd has Only l’s in S; and arrangement (a2) in s1 with rc nested in rd in s;. 
Now we have four more cases with rd having arrangement (al). 
Case (2h): rd has Only o’s in s; and arrangement (al) in r1 with Y, and rd not 
overlapping S;. 
Case (2i): rd has only O’s in S; and arrangement (al) in S; with rc and r,j overlapping 
in S1. 
Case (2j): rd has only l’s in S> and arrangement (al) in s; with Y, and rd not 
overlapping in S;. 
Case (2k): rd has only l’s in S; and arrangement (al) in S; with rc and rd overlapping 
in S;. 
Matrix S’ is shown below with the row arrangements for each case discussed above. 
$a) 
(2b) 
(2b) 
(2c) 
(2c) 
(2d) 
(2e) 
(20 
(2g) 
(2h) 
(2i) 
(2j) 
(2k) 
r0 
r0 
rt 
71 r0rl 
r0 
r0 
r0 
r0 
r0 
r0rl 
rl r0 
rt 
r1 
r1 
r1 
r1 
r1 
rl 
r0 rt J-0 
r0 
r0 
r0 
r0rl 
r1 
r0 
rl r0 
rl 
r1 
r0 
r0 
rl r0 f-1 
rl 
r0 
r0 
r0 
r0 r1 
rl 
rl 
r0 
r0 
rl r0 
rl 
rl 
rl 
rl 
rl 
r0 
r0 rl r0 
r0 rl 
rl 
J-1 
rl 
r0 
r0 
r0 
J-1 r0 
Let S” = [Sy S’] where S; is S; written in reverse order for the columns. S” has 
circular-ones arrangement and, hence, S has circular-ones property. (a4) is done in 
a similar manner. q 
Case 3: r,* has arrangement (as). 
A” = ; ;’ ; ; and B*= r1 r0 rl r0 ’ 1 1 2 2 1 RI Sl R, S2 1
Let R = [R, R2] and S = [S, S,]. The total number or columns in R and S are 
equal. The selection of r, implies that all columns of Rl are zero vectors. If there are 
any zero columns in S, this would imply that A* and B* have some columns that are 
identical and, hence, can be removed without affecting the results of this theorem. 
Hence, we may assume that no column of S is a zero vector. If a row r, of C has no 
zeroes in RZ, then any other row rd of C must be nested in rc in R and, hence, in S. Since 
r, has several zeroes (in RI) this, in turn, implies that there are zero columns in S- 
a contradiction. Hence, r, has zeroes in RZ. We now select rc as follows: (i) it has 
maximal initial string of l’s in S (which implies a 1 in the first column of S,), and if 
there are ties, still choose the row that has a maximum number of I’S in S2. This 
defines rc uniquely in the sense that all such rows are identical. rc has at least as many 
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zeroes in S as there are columns in RI (say n;). n;, n; and n; are defined in a similar 
manner and ni + n; = n; + n% with ni > 0. Since C is in one-drop arrangement, any 
row of C other than r, must be in one of the following types of arrangements: 
RI SI 
(1) ro r0 rl 
(2) r0 r0 rt 
(3) 
(4) :: 
rt r0 
r0 rl r0 
(5) r0 r1 
(6) r0 
(6a) :z r. 
(7) 
(8) :: :: 
(9) r0 r0 
R2 S2 
rl r0 r0 rl 
r1 r0 rl r1 
70 f-1 rl 
r0 rl rl 
rl f-0 r0 rl 
rl r0 rl r1 
rl r0 r0 rl 
r0rl r0rl rl 
r0 J-1 rl r0 rl 
r0 r1 r0 r0 rl 
Within each type, the rows are nested either in R or in S and, hence, in both. For the 
purposes of this proof, it is, therefore, sufficient to consider the maximal member (the 
one that is not nested in any other row of the same type) of each type. Let the maximal 
member of type i be denoted by rri for 1 d i < 8. It is possible that r,, has no zeroes in 
S2 and that rts has no l’s in S2. Note also that if rti is nested in rd. 
Since rc has ni zeroes in S, and C is in the one-drop arrangement, there are only 
three possible arrangements for r,. For each such arrangement of r. we will show that 
certain row arrangements are forbidden in C since their presence would imply that 
ni + n; = n; which, in turn, would imply that nl, = @-a contradiction. Once these 
arrangements are forbidden, we will show that there is a block of ni all-zero columns 
in S, which is a contradiction. This would complete the theorem except for proof of 
Theorem 4.6. We take up these three cases now. 
Case (3a): 
rc r0 r1 rlr0 r. 
c’ S; S; R; S; 
r, has n; l’s in S and, hence, the same number in R2; hence, n: < ns and, therefore, 
ni < n;. If rtl has l’s in S2, then it and r, cannot be nested in either way using their 
entries in S; but they are nested using their entries in R-a contradiction. If rtl has no 
l’s in S2, then it is nested in r,. Let the number of l’s in rt2 in S; be k. It has k + n; ones 
in R; of which k overlap the l’s in r, in R;. This implies that k + (n: - k) + n: < n; 
- by a counting argument on the size of R;; but this implies that nl, < 0 - a contra- 
diction. Hence, rt2 is not present; a similar argument shows that neither are r,, or rf4. 
By the definition of r. rts cannot be present. Since Rrzl = Srzl, rf6 and rtsa cannot be 
present. There is no overlap of l’s in S between r, and rf7 and, hence, in R rt, has n; l’s 
in S and, hence, in R;; this leads to the result that n: + n; < n:, which implies that 
n; d 0 - a contradiction. Hence, rf, is not present. Consider r,,. Let the number of l’s 
in the first string in S2 be ksl, and that in the second be ks2. Then kg1 + ks2 < n”,. By 
an argument similar to the one for type 7, we can conclude that n; + ksl + ks2 6 n;, 
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which implies that ksl + kg2 6 n> - n; = n”, - n\. Thus, the number of O’s in rr, in 
S; is at least n\. 
If the number of l’s in rts in S; is kg, then kg < n$. Using an argument similar to the 
one used in type 8, we have n; + kg < n;, which implies that kg d n% - n\. Thus, the 
number of O’s in rt, in S; is at least ai. If rts and Y,~ overlap in S’, in kg columns, then r,, 
is nested in rtg in S and, hence, in R;. r, does not overlap with either r,, or r19 in S and, 
hence, in R. Hence, there are at least nt zeroes in R; in both of these rows in the 
beginning. If rts and rr, overlap in k. < k, columns in S, they overlap in the same 
number in R and k. 3 ks2. Now by a counting argument on the size of R;, we 
have n; + kg + (kal + kg2 - k,) < n’& Now there are two cases to consider: 
(i) k,, = ks2 + kd, where kd > 0. In this case, k 81 + kg - k, = n;, and using these two 
equations in the above inequality, we get n; + n; < n&a contradiction. (ii) k. = kg2 
which, used in the above inequality, yields the relation n! + kg + kg1 < n;. This 
implies that kg + kg1 < nl - Hi which, in turn, implies that there is a block in S; of all 
zero columns-a contradiction. Thus, rtg is nested in rtg in this case, and so we have 
only rows nested in rc or rows nested in rts. This implies that there is a block of all zero 
columns in Sk-a contradiction. 
Case (3b): 
r, r0 rl r0 r0rl rl 
C' R; s; R; S; 
Let the number of l’s in Si in rc and be k,; this implies the number of l’s in rc in R2 
equals k, + n$, and hence k, + n$ d n*,. Let rt, have kll ones in S;, k12 ones in S; 
and overlap in k, columns with r, in S;. Then r,, has kll + k12 ones in R;, of 
which k. + k,, overlap with rc. By a counting argument on the size of R;, we 
have 
(4 + kc - ko - M + PO + k12) + hl + k12 - k. - kd 
=n;=n”,+k +k c 11 - k, = n; + ni 
This is a contradiction to ni > 0. Thus, there is no overlap between rc and rl, in Si, and 
hence there is a block of columns with zeroes in both r, and r’,. Moreover, k. = 0 and 
hence k, + k 11=n*2-n~=n~-nl,. Hence, there is a block of ni columns in S’i in 
which both r, and rt, have zeroes. By a similar argument with kz2 = n;, we can show 
that there is a block of ni columns in which each of rc, rt,, and rt, has O’s in S;. rt3 is 
nested in rr since they are of the same type. rf4 and rc must be nested one way or the 
other. By the definition of r. rf4 must be nested in r,. Moreover, rt5 cannot be present 
by the definition of rr. Hence, S; has zero columns-a contradiction. 
Case (3~): 
r, r. rl rl r0 rOrl 
C' R; S; R; S; 
Let rc have k, ones in S;; hence, it has k, + n; ones in R; and, therefore, k, + n; < n>. r, 
and rtl are nested in R and, hence, in S. By the definition of r. we have rt, is nested in r,. 
The same argument applies to rt5 and rt6,. Now we show that types 2,3,4,6, and 
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7 cannot be present. Let rt, have kZ1 ones in S;. Then it has kZ1 + n; ones in R; with 
k, + k,, ones overlapping with rr. Hence, 
(k, + n;) + (n”z + kzl) - (k, + kzl) < 4 
and this is a contradiction to ni > 0. The same argument shows that rt3 and rt, cannot 
be present. For rf6 and rt,, similar arguments with kzl replaced by zero show that these 
types cannot be present either. 
Let rts have ks I ones in the first string and kg2 in the second string of S;. Of these, let 
k0 ones overlap with rc. Hence, 
(nsl + k,) + (kg1 + ks2) - k0 = n’i. 
Let k0 = kg2 + k,; if kd > 0, then n; = k, + kg1 - kd, then the above contradicts the 
statement that ni > 0. If k0 = k,,, then k, + k s1 = n; - n; = n; - ni. If k0 = k,, then 
n: + kg1 + ks2 = n*,, and hence k s1 + kg2 = n; - nt = n% - ni. In either of these 
cases, there is a block of ni zeroes in S; in r,, and r,. 
Let the number of ones in S; in rt9 be kg. If kg f k,, then rts is nested in rc, and we are 
done. If not, (n; + k,) + kg - k, < n 5, which implies that n; - kg > n; + n; - n; 
= ni, and hence there is a block of nl, zeroes in the beginning of rr, in S2. Let r,, and r,, 
overlap in k0 columns in S;. Let kg0 be the number of columns in which both rows 
have zeroes in R$. Since both these rows have only zeroes in S; and at least ni zeroes 
in S;, kg0 >, nl. Hence, kg,, + k, - k0 + ksl + kg2 d n;. If k,, = ks2 + kd with kd > 0, 
kg0 + kg + ksl - kd = kg0 + n; d n&a contradiction since kg0 2 n?. Thus. 
k0 < ks2, and hence kg + kg1 + k, = n; with k, 2 0. Moreover, k0 is either kg or ks2. 
In first case, rtg is nested in rtg, and hence we are done. In the latter case, 
kg + kg1 d n> - kg0 d n> - ni = nh - ni. This implies that there are at least 
al, all-zero columns in S2. Thus, Case (3) can be reduced to the other two cases, and we 
are done with the theorem except for the proof of Theorem 4.6. 0 
Proof of Theorem 4.6. The same arguments as in Theorem 4.7 are used to get rows 
rZ and r$ and matrices R and S. Since the matrix is row circular, we may assume, 
without loss, that r,* has arrangement (al). This implies that R must have consecutive- 
one property. Since At’] = Btzl, R must be S’ where S is S arranged in reverse order. 
This implies that there exists a permutation matrix P such that R = SP, and the 
theorem is proved. 0 
This completes the results of this paper. In a forthcoming paper, we generalize the 
results in this paper to include all O/l matrices in a hierarchical fashion. These results 
imply a hierarchy of algorithms to solve O/l integer programs with algorithms whose 
complexity increases with the number of strings of 1’s. 
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