Bioinformatics research is currently undergoing a rapid growth, supported by the development of computation technology and algorithm. Ensemble decision tree is a common method for classifying large and complex dataset such as DNA sequence. Combining the implementation of two classification methods like xgboost and random Forest with ensemble technique might improve the accuracy result on classifying DNA Sequence splice junction type. With 96.24% accuracy for xgboost and 95.11% for Random Forest, the study suggests that both methods, using the right parameter setting, are highly effective tools for classifying DNA sequence dataset. Analyzing both methods with their characteristics will give an overview on how they work to meet the needs in DNA splicing.
INTRODUCTION
Researches in the fields of genome and genetics are facilitated with the computational technology and machine learning algorithm. Machine Learning (ML) uses machine to learn and recognize patterns to be able to make classifications and even predictions.
The high level of accuracy make it easy for researchers to evaluate an experiment immediately and precisely at an inexpensive cost. This technology has been widely implemented in many fields related to genetics and genomics because it is considered to be able to interpret enormous genome dataset and has been used to describe a wide variety of varieties from the part of the genomic sequence (Libbrecth, 2015) .
Biogenetic data is also related to the process of protein formation. There is a stage in the process of protein synthesis where deoxyribonucleic acid (DNA) is copied into ribonucleic acid (RNA). The copy resulted in unnecessary information which are carried to the final product, thus the RNA form is considered immature. Such information must be removed in order to produce functional products.
RNA splicing process is done to eliminate information that is not needed. Exons are sequences of nucleotides that remain in the mature RNA, whereas introns are sequences that are removed. The classification of data refers to 2 types of splicing categories, namely the acceptor and donor categories. The acceptor is the border between the intron gene and the exon gene while the donor is the DNA sequence containing a border between the exon gene and the intron gene.
In the last decade, the pattern recognition algorithm for splice site junction has continued to develop. Among them are the weight matrix method (WMM), weight array method (WAM), maximal dependence decomposition (MDD), hidden markov model (HMM), artificial neural network (ANN), and support vector machine (SVM) which have been widely applied and implemented in some software (ZX Sun, 2008) .
One of the common methods used in ML is the decision tree (DT). DT is able to extract information from a dataset into knowledge that is intuitive and easy to understand (Barros et al., 2012) . DT algorithms has advantages over other learning algorithms, for example its endurance towards noise, low computational cost to produce a model, and ability to handle excessive features (Rokach and Maimon, 2005) . DT classifiers are also considered to be very useful, efficient and commonly used to deal with data mining classification problems (Farid et al, 2014) .
One of DT weaknesses on availability of
training data with weak predictive values can be overcome by the application of ensemble techniques.
The ensemble method is a learning algorithm that is developed from several classification or predictive models. Lately, the computing application in biology has seen an increase use of ensemble learning method because of its unique advantages in handling small sample sizes, high dimensions, and complex data structures (Yang et al 2010) . However, ideally the availability of data and variations are needed for better accuracy because the size of determinant attributes variation in the classification contributes to the accuracy value to form prediction models in an ensemble (Hamed and Can, 2017) . Two methods commonly used in ensemble techniques are boosting and bagging.
The boosting method is in the form of repeated weighting of the predictor. The boosting method used is gradient boosting (GB) in the form of boosting by gradient descent. GB was first introduced by Friedman et al . (2001) , one of the improvised algorithms is (xgboost) by Chen and Guestrin (2016) .
This extreme gradient boosting algorithm is very popular and it often wins the ML competition held by Kaggle.
Ensemble concept with bagging is done by combining many prediction values into one prediction value. One of the advantages of Bagging is that it can reduce prediction errors generated by a single DT . Random Forest (RF) is one of the DT methods that employ the bagging concept. RF uses predictor candidates randomly on each tree for training process and votes will be made for the entire tree formed. 
METHODOLOGY
This study compares testing on the models that are built using each method. Models were built using a computer device with Intel quad core specifications with 8GB of memory with Microsoft Windows 10 operating system. The software used to build the model is R programming language using the library caret, dplyr, XG Boost and RandomForest packages. Datasets were managed using the Notepad plus editor.
This study is carried out in 3 main stages, namely pre-process, the implementation of ensemble techniques to form models with training process with default parameters of each method, and then the results and performance were compared with test data. Evaluation is carried out by repeating the training and testing process several times with various configurations of number of iterations or trees that are built. Optimization also performed with other parameters in addition to the number of iterations or a tree with grid search method in greedy matter to obtain the value with maximum accuracy.
The last step is to analyze the process time and accuracy of each model built. In order to obtain more in-depth information about the work mechanism of the ML is carried out with literature studies of related journals and papers. Details of the mechanism of this study are illustrated in the following chart. Table 2 .
The EI category value is converted to 0, the N category is to 2 and last, the IE category is to 1.
The values of the nucleotide adenine, cytosine, guanine, and thymine which are clearly defined are converted to 3, 4, 5 and 6. In a nucleotide sequence, not all types of base can be clearly defined, but the nucleotide have characters that characterize the value of the possible the nucleotide type. For nucleotides which have a possible value of coded "D" adenine, guanine, and thymine are converted to number 7. The type of nucleotide that has a probability of being adapted to four base types of N values is converted to number 8. Nucleotides which may be cytosine or coded guanine "S" is converted to a value of 9.
Whereas nucleotides which may be in the form of coded "R" denine or guanine are converted to number 0. There was only a little percentage of base types that are not clearly identified so that classification process was not affected. After making sure the dataset has been converted into a number value and the missing value is not found, then the data needs to be converted into a matrix. Boosting is an ensemble method which moves sequentially. The method is employed by combining weak predictor models to produce better predictive accuracy. For each iteration, models are resulted from the previous weighting process.
Boosting focuses on new learning process on data with a low accuracy value produced in previous process and is carried out with a sequential training process. Incorrect data from the previous prediction is classified as "difficult" data and will be used for the next prediction process so that the accuracy value reaches a maximum point. After the whole prediction process is carried out, all models are merged.
Boosting transforms a weak predictor model into a For illustration, Figure 2 shows the mechanism of a single DT development that can be built by ensemble method, bagging and booting, in an optimization effort to obtain better accuracy value.
RESULTS AND DISCUSSION
Training process is carried out in the range of the number of trees, between 30 and 130. The number was obtained from the initial testing by measuring the error level of logloss and Mean Square Error (MSE) at a certain point whose graph is relatively stable.
The processing time is directly proportional to the number of trees. The more trees to be grown, the longer the time needed to carry out the classification process. For xgboost method, longer time is needed for processing than in the random forest. It happened because the xgboost mechanism operates sequentially while the random forest in parallel.
Accuracy level analysis for XGboost and Random
Forest test process
After training process was conducted on training data, approximately 100 models of xgboost and random forest were produced, each of which has different parameters of numbers of tree or nround.
Then, the next stage is testing all models built with the prepared test data during the data pre-process stage. However, the drawback of xgboost is that its training process took more time to complete because within that process, the trees are built sequentially. The study also finds that it is more difficult to carry out hyperparameter tuning for xgboost. In addition, xgboost is more sensitive, so that when there is too much dirty data and too many outliers, overfitting may occur.
In random forest, training process of each tree is carried out independently, with random data sample. This randomization makes increase models' resistance and reduce overfitting of training data. The advantage of this model is the ease of parameter tuning compared to that of XGboost. The configuration process only requires two parameters, namely number of tree and number of features to be selected for each node. One of the disadvantages of the random forest method is the large number of tree built resulting in the longer process time for real time implementation.
Further researches are suggested to use more complex and massive size DNA sequence dataset in order to find out the actual performance of XGBoost om DNA sequence pattern related to splice acceptor and donor. Outlier data may be removed so that models with more optimum value may be obtained.
Optimization may be performed with most ideal hyperparameter configuration search using random search. It is expected that hyperparameter values which are not included in the grid search pattern range can be found, so that configuration values can be used on models and possibly resulted in better accuracy.
