Many studies in uncertainty quantification have been carried out under the assumption of an input random field in which a countable number of independent random variables are each uniformly distributed on an interval, with these random variables entering linearly in the input random field (the so-called "affine" model). In this paper we consider an alternative model of the random field, in which the random variables have the same uniform distribution on an interval, but the random variables enter the input field as periodic functions. The field is constructed in such a way as to have the same mean and covariance function as the affine random field. Higher moments differ from the affine case, but in general the periodic model seems no less desirable. The new model of the random field is used to compute expected values of a quantity of interest arising from an elliptic PDE with random coefficients. The periodicity is shown to yield a higher order cubature convergence rate of O(n −1/p ) independently of the dimension when used in conjunction with rank-1 lattice cubature rules constructed using suitably chosen smoothness-driven product and order dependent weights, where n is the number of lattice points and p is the summability exponent of the fluctuations in the series expansion of the random coefficient.
Introduction
This paper is concerned with the development and use of specially designed random fields on a physical domain D ⊆ R d , where d = 1, 2, or 3. For simplicity we assume that the boundary ∂D is Lipschitz.
Many studies in uncertainty quantification are modeled by partial differential equations over the domain D, in which one or more of the coefficients is a random field over D. In particular, many recent papers (including [1, 3, 4, 7, 10, 11, 16] ) have used an "affine" model of the random field, taking the form
where (Ω, A, P) is a probability space, and An ensemble of randomly generated realizations of a pair of affine and periodic random fields is illustrated in Figure 1 with a(x) := 2 and ψ j (x) := j −3/2 sin((j− 1 2 )πx) for x ∈ [0, 1] and j ∈ N. While the individual realizations of the affine and periodic fields are obviously different, the statistical moments of the fields coincide up to second order, but all higher moments will be different; see Figure 2 . We note that the fourth central moment (or non-standardized kurtosis) of the random field is (a) An ensemble of realizations drawn from the affine random field for the periodic model, whereas the factor 1/96 is replaced by 1/80 for the affine model. We are not aware of any modeling reason to prefer the affine model over the periodic model. We use the random field (1.6) to model the uncertain diffusion coefficient of the following PDE problem: find u :
for almost all events ω ∈ Ω. Then we approximate E[G(u)], where G is a bounded, linear functional of the solution to (1.7). The motivation for the choice (1.6) of the random field is that the random field u is now a 1-periodic function of the random variable ω, and periodic integrands are known to be especially advantageous in the context of so-called lattice cubature rules [18] . By using the periodic model of random fields instead of the affine model, it is possible to carry out lattice rule calculations of expected values in high dimensions with higher order convergence rates, instead of being restricted, as for example in [10, 11, 16] , to a convergence rate of at best O(n −1 ).
In this paper we leave open the choice of the fluctuations (ψ j ) j≥1 , but note that if the covariance function K(x, x ′ ) := cov(A)(x, x ′ ) of the field A(x, ω) is specified, then the appropriate choice is to take the ψ j to be suitably normalized eigenfunctions of the integral operator with kernel K:
where λ 1 ≥ λ 2 ≥ · · · ≥ 0 are the eigenvalues of the integral operator, and the eigenfunctions are orthogonal with respect to the L 2 -inner product ·, · L 2 and normalized by
In this case (1.5) becomes Mercer's theorem for the covariance function, and (1.4) is a version of the Karhunen-Loève expansion, see [8, 12, 17] . The only non-standard point in the proof of the Karhunen-Loève theorem is the occurrence of the function Θ, but the only properties that are needed are those in (1.3).
The main result in this paper is as follows. We show that if in addition to (1.2), the fluctuation operators satisfy
as well as certain regularity assumptions to be made precise later, the overall error of the discretized PDE problem (1.7) with the diffusion coefficient truncated to the first s terms is given by
using a first order finite element solver with cell measure h and n rank-1 lattice cubature points in [− ] s generated using the component-by-component (CBC) algorithm. The error term (1.8) consists of the dimension truncation error, first order finite element discretization error, and the cubature error, respectively, and the implied coefficient is independent of the truncated dimension s as well as h and n. In particular, we note that we are able to obtain a higher order lattice cubature convergence rate O(n −1/p ) beating the O(n − min{1/p−1/2,1−δ} ), δ > 0, rate for randomly shifted lattice rules in, e.g., [10, 16] . The same rate O(n −1/p ) has been obtained for the affine model in, e.g., [4] but with interlaced polynomial lattice rules, which are more complicated than rank-1 lattice rules in their construction. Moreover, the dimension truncation error rate O(s −2/p+1 ) in (1.8) matches the recent result for affine-parametric operator equations [6] . We also discuss the case p = 1. Higher order convergence for the finite element error can potentially be obtained by using higher order elements. This paper is structured as follows. We present the notations and discuss the preliminaries in Subsection 1.1. The periodic parametric mathematical model is introduced in Section 2. We assess the regularity of this model with respect to the parametric variable in Subsection 2.1 and consider the dimension truncation error and finite element discretization errors in Subsection 2.2. The QMC method as it applies to the periodic framework is discussed in Section 3, and we show in Subsection 3.1 that the use of rank-1 lattice rules in the periodic setting yields a higher order convergence rate for our model provided that appropriate smoothness-driven product and order dependent (SPOD) weights are used in the lattice rule construction. To this end, Subsection 3.2 contains a description of the fast CBC algorithm for rank-1 lattice cubature rules using SPOD weights. The overall error estimate for the discretized PDE problem is presented in Section 4. We end this paper with some conclusions on our results.
Notations and preliminaries
We follow the convention N = {1, 2, 3, . . .} and use N 0 to denote the set of natural numbers including zero. Moreover, we use the shorthand notation {m : n} = {m, m + 1, . . . , n} for integers such that m ≤ n, and set
We define the integral over the set U by
For fixed s ∈ N, we introduce the set U s := {(y j ) j≥s+1 : y j ∈ [− to mean integration over the variables (y j ) j≥s+1 .
Let the set of all multi-indices with finite support be denoted by
where we define the support of a multi-index by supp(m) := {j ∈ N : m j = 0}, and |supp(m)| is the cardinality of the support. Here and throughout this manuscript, we refer to the j th component of a multi-index m as m j . Moreover, we define
for multi-indices m ∈ I. Let x = (x j ) j≥1 be a sequence and α ∈ I. We denote
In addition, we use the notation α ≤ β to signify that α j ≤ β j for all j ≥ 1. We assume in the sequel that
, is a bounded domain with a Lipschitz regular boundary. This assumption also justifies us taking the Sobolev norm of the space H 1 0 (D) to be
The duality pairing between
is denoted by ·, · . We establish the following notations and assumptions regarding the finite element approximation of w ∈ H 1 0 (D). Let us assume that D is a convex and bounded polyhedron with plane faces. We denote by {V h } h a family of finite element subspaces V h ⊂ H 1 0 (D), parametrized by the cell measure h > 0, which are spanned by continuous, piecewise linear FE basis functions such that each V h is obtained from an initial, regular triangulation of D by recursive, uniform bisection of simplices. We use the notation w h ∈ V h to denote the FE approximation of w in the FE space V h .
Parametric weak formulation
The parametric weak formulation of (1.7) is, for y ∈ U , to find u(·,
where f ∈ H −1 (D), and the diffusion coefficient is assumed to have the form
consistently with (1.6). Furthermore, let G : H 1 0 (D) → R be a bounded, linear mapping. As the quantity of interest, we consider the expectation of y → G(u(·, y)) taken over the parametric space:
We state the following assumptions which are the same as the assumptions in [10] :
(A2) there exist positive constants a max and a min such that 0 < a min ≤ a(x, y) ≤ a max < ∞ for all x ∈ D and y ∈ U ;
, is a convex and bounded polyhedron with plane faces.
We refer to these assumptions as they are needed. For convenience, we introduce the following notation to mean the dimensionally truncated exact solution to (2.1):
and we define u s h (·, y) := u h (·, (y 1 , . . . , y s , 0, 0, . . .)) ∈ V h for all y ∈ U to mean the dimensionally truncated finite element solution to (2.1).
Parametric regularity of the solution
We proceed to derive a regularity estimate for the problem (2.1) with respect to the parametric variable y. The approach we take here follows the argument of [10] , where a uniform affine model of the uncertain diffusion coefficient was considered.
We begin by remarking that a straightforward application of the Lax-Milgram lemma ensures that (2.1) is uniquely solvable over the whole parametric domain and that the solution can be bounded a priori. Lemma 2.1. Under the assumptions (A1) and (A2), the weak formulation (2.1) has a unique solution u(·, y) ∈ H 1 0 (D) for any y ∈ U such that
Let m ∈ I be a multi-index. It is easy to see that the mixed partial derivatives of (2.2) with respect to y are
where e j ∈ I denotes the multi-index whose j th component is 1 and all other components are 0. This is due to the dependence of a on each y j being in separate additive terms: if we differentiate once or more with respect to y j then we obtain an expression depending only on y j and ψ j , and if we then differentiate with respect to a different component of the y variable we get 0. Let ν ∈ I be a multi-index with ν = 0. We differentiate the equation (2.1) on both sides to get
which, after an application of the Leibniz product rule, yields
Plugging in (2.4) and separating out the case m = 0, we obtain
In particular, we can choose to test this formula against φ = (∂ ν u)(·, y). By applying the ellipticity assumption a(x, y) ≥ a min on the left-hand side and |ψ j (x)| ≤ ψ j L∞ as well as the Cauchy-Schwarz inequality on the right-hand side, we obtain
Eliminating the common factor on both sides and using (1.10) yields for ν = 0
where we set
This differs from the definition of b j in [10] by the factor 1/ √ 6. Our goal is to use the recurrence (2.5) to derive an explicit upper bound on the term ∂ ν u(·, y) H 1 0 for all ν ∈ I. It turns out that Stirling numbers of the second kind (or Stirling partition numbers) play a large role in the forthcoming analysis; they are defined by
, see Theorem 2.3 below, follows from the following result, stated in a general form in case it is useful in other contexts.
Lemma 2.2. Let B, c > 0 and let (A ν ) ν∈I and (Υ j ) j∈N be sequences of non-negative real numbers that satisfy the recurrence
Moreover, if equalities hold in the formulae (2.7), then there is equality in (2.8).
Proof. We prove this result by carrying out an induction argument on |ν| based on the recurrence (2.7). The base step ν = 0 is resolved immediately. For arbitrary ν ∈ I \ {0}, suppose that the claim holds for all multi-indices of order < |ν|. In particular, if ν j ≥ k ≥ 1 for some j ≥ 1, then the induction hypothesis gives
Applying the recursion (2.7) in conjunction with the inequality above yields
For given m, ν, Υ, and an index j, we define m ′ = (m 1 , . . . , m j−1 , m j+1 , . . .), ν ′ = (ν 1 , . . . , ν j−1 , ν j+1 , . . .), and Υ ′ = (Υ 1 , . . . , Υ j−1 , Υ j+1 , . . .), respectively. Then we may write the j th term in the outer sum from (2.9) as
where we swapped the order of the sums over k and m j . Furthermore, it holds that
which can be verified either by direct calculation based on the definition of S(n, k) or as a consequence of [15, Equation (9.25)]. Thus (2.10) becomes
and together with (2.9) this yields
Since S(k, 0) = 0 for all k ≥ 1, a straightforward computation shows that
which simplifies the upper bound into
completing the proof.
The desired result can be obtained as an immediate corollary to Lemma 2.2 using Lemma 2.2 and (2.5). 
The result also holds for the dimension-truncated finite element solution u s h (·, y) ∈ V h for all s ∈ N, y ∈ U .
Dimension truncation and finite element discretization errors
In practice, it is generally only possible to solve the problem (2.1) approximately using, e.g., the finite element method and with the series (2.2) truncated to finitely many terms. In this section, we discuss the approximation errors caused by the finite element discretization and dimension truncation.
In the affine setting, the fundamental dimension truncation error bound has already been discussed in [10] leading to an error bound of the order O(s −2/p+2 ). While this analysis can also be applied to the periodic setting with only minuscule changes to the argument, Gantner [6] has recently proved an improved bound of order O(s −2/p+1 ) in the context of affine-parametric operator equations. In the following, we prove an analogous result for the problem (2.1)-(2.3). While the proof technique we use is the same as in [6] , we present the proof for completeness in order to highlight that the result holds also in the periodic framework. The following proof also differs from [6] insofar as we do not need to put a restriction on the size of the sum, e.g., j≥1 b j < √ 6.
Lemma 2.4 (cf. [6, Theorem 1]).
Under the assumptions (A1)-(A3) and (A5), for any y ∈ U , let u(·, y) ∈ H 1 0 (D) denote the solution to the problem (2.1) with the source term f ∈ H −1 (D) and let G ∈ H −1 (D). If 0 < p < 1, then for any s ∈ N there exists a constant C > 0 such that
In both cases, C > 0 denotes a generic constant that does not depend on s, f , or G.
Proof. We define the operators A(y) :
for y ∈ U , and A j :
, respectively. Moreover, we define A s (y) := A ((y 1 , . . . , y s , 0, 0, . . .)) and denote u(y) := u(·, y) and u s (y) := u s (·, y) for all s ∈ N, y ∈ U . These definitions lead to the identity
Let w ∈ H 1 0 (D). Lemma 2.1 and (1.10) together with A(y)w H −1 = sup
imply that both operators A(y) and A s (y) are boundedly invertible linear maps for all y ∈ U . Furthermore, we obtain
where the sequence (b j ) j≥1 is defined as in (2.6). In consequence, this yields
In the sequel, we omit the argument y and denote the operator norm by
for brevity. Since the sequence (b j ) j≥1 is summable, there exists s ′ ∈ N such that for all s ≥ s ′ the upper bound in (2.12) is at most 1/2. Let us assume that s ≥ s ′ . For future reference, we note that this implies for all s ≥ s ′ b j ≤ 1 2 for all j ≥ s + 1 and
It follows from (2.12) and our assumption s ≥ s ′ that the Neumann series
is well defined. Moreover, we have the representation
For each k ∈ N, we note that the integrand in (2.14) can be expanded as
where the product symbol is assumed to respect the order of the non-commutative operators. Using the independence of the components of y ∈ U and (1.9), the integral over U in (2.14) can be written as a product of integrals
where I 1 ≥ 0 because it can be written as a product of univariate integrals of the form
which take values between 0 and 1 (importantly, this expression is zero when m = 1), while we can estimate I 2 by
where we have used the multinomial theorem together with ν! := i≥1 ν i ! for ν ∈ I, Lemma 2.1, and the bound (2.11). The key observation is that this term vanishes whenever any component of ν is equal to 1, and consequently the term vanishes when k = 1. We may now estimate (2.14) by splitting the sum into the k ≥ k ′ terms and the k < k ′ terms for a value of k ′ to be specified later. We obtain
Consider first the case 0 < p < 1. The k ≥ k ′ terms can be bounded using the geometric series as
where we used the inequality j≥s+1
, and the ensuing constant C 1 := 2( j≥1 b p j ) k ′ /p is independent of s, f , and G. On the other hand, for each 2 ≤ k < k ′ we use the estimate
where we used both inequalities in (2.13), the inequalities e 
We therefore choose k ′ := ⌈(2 − p)/(1 − p)⌉ to balance the two terms. This proves the assertion for s ≥ s ′ after a trivial adjustment of the constant factors. The result can be extended to all s ∈ N by noticing that
holds for all 1 ≤ s < s ′ and the claim follows by a trivial adjustment of all of the constants involved.
For p = 1 we amend the above argument slightly, to obtain
where C > 0 is a constant independent of s, f , and G.
Regarding the finite element approximation error, it is clear that an analogous result to the one presented in [10] (A1), (A2), (A4), and (A6) , for any y ∈ U , let u(·, y) ∈ H 1 0 (D) denote the solution to (2.1) with the source term f ∈ H −1+t (D) such that 0 ≤ t ≤ 1, and let G ∈ H −1+t ′ (D) with 0 ≤ t ′ ≤ 1. Then the FE approximations satisfy the following asymptotic convergence estimate as h → 0:
where 0 ≤ t + t ′ ≤ 2 and the constant C > 0 is independent of h and y.
Remark. We note that the limiting case t = t ′ = 1 in Lemma 2.5 corresponds to taking f ∈ L 2 (D) and G ∈ L 2 (D), where the dual of L 2 (D) is identified with itself, resulting in a convergence rate of O(h 2 ).
QMC in the periodic setting
Quasi-Monte Carlo (QMC) methods are a class of numerical methods designed to approximate multivariate integrals such as
for a continuous integrand F by using an equal weight cubature formula of the form
where y 0 , . . . , y n−1 ∈ [0, 1] s are prescribed cubature nodes. We consider rank-1 lattice rules, where the QMC nodes Λ := {y 0 , . . . , y n−1 } are taken to be of the form
where {x} denotes taking the componentwise fractional part of x ∈ R s and z ∈ N s is called the generating vector of a lattice rule. It is well known that the lattice rule error for functions with absolutely convergent Fourier series is precisely [19] 
dy for h ∈ Z s and we denote the dual lattice by Λ ⊥ = Λ ⊥ (z) = {h ∈ Z s : h · z ≡ 0 (mod n)}, which is defined with respect to the generating vector z of the rank-1 lattice rule. Let F ∈ C([0, 1) s ) be a 1-periodic function with respect to each of its variables and set
where supp(h) := {j ∈ {1 : s} : h j = 0} and γ = (γ u ) u⊆{1:s} denotes a collection of non-negative weights. Using the error formula (3.1), we obtain
where the factor depending only on the QMC nodes is defined by
and the norm is given by
Since the inequality (3.2) is sharp, we see that P α (γ, z) is the worst-case error in the space with F α ≤ 1. The quantity P α (γ, z) is well known in classical lattice rule literature (at least for the unweighted case γ u ≡ 1, see [18] ), and coincides with the squared error term in the Hilbert space setting considered in the paper [5] , leading us to conclude the following. 
Proof. It can be readily verified that F has an absolutely convergent Fourier series given that F α < ∞. The claim then follows from the previous discussion in conjunction with [5, Theorem 5] .
The result can be extended to non-prime n by replacing n − 1 with Euler's totient function ϕ tot (n) := |{m ∈ {1 : n − 1} : gcd(m, n) = 1}|. In particular, 1/ϕ tot (n) ≤ 2/n if n is a prime power.
When α ≥ 2 is an integer, it can be shown that
provided that F has mixed partial derivatives of order α. Furthermore, when α is even, we can write
where
and B α denotes the Bernoulli polynomial of degree α.
Higher order convergence in the PDE context
In this section, we let the assumptions (A1)-(A3) be in effect. We are interested in the expectation of the functional F (y) := G(u(·, y − 1 2 )), where G denotes a bounded, linear functional G :
is the solution to the weak formulation (2.1), and we let y ∈ [0, 1] N .
For an integer α ≥ 2, we estimate the norm as follows:
We thus obtain, using (3.3) and Theorem 2.3,
since S(α, 0) = 0 for α = 0. We now choose the weights to be 5) which ensures that F α is bounded. These weights have a very specific form: they are smoothness-driven product and order dependent weights (SPOD weights), first seen in [4] . We then observe that the bound for the error term in Lemma 3.1 becomes
for λ ∈ (1/α, 1] and n a prime power. Finally, we need to choose λ in such a way that C(s, α, λ) is bounded independently of s. By first applying the inequality (cf. [9, Theorem 19 
to the inner sum of C(s, α, λ) and denoting S max (α) := max k∈{1:α} S(α, k) yields
where we have set β j := max{1, S max (α)(2ζ(αλ)) 1/λ }b j . We recast the double sum as a sum over multi-indices ν:
Let us define the sequence d j = β ⌈j/α⌉ , j ≥ 1. In concrete terms, this means that
We relate this definition to C(s, α, λ) by observing that
The final inequality holds because ( j≥1 d λ j ) ℓ includes all the products of the form j∈v d λ j where α ∈ N and each γ j : N → R is a non-negative function for j ∈ N. The choice of weights (3.5) corresponds to the specific case γ j (m j ) = b m j j S(α, m j ). We consider a generic search criterion P (z) which takes the same form as (3.4) but with a generic function ω : [0, 1] → R. Substituting in the weights, we can write
.
Next we find a recursive definition for p s,ℓ (k). By considering whether or not ν s is zero, we can write
Thus we have
Note that the first term in (3.7) is exactly the value of P (z 1 , . . . , z s−1 ) in the first s − 1 dimensions, but this is irrelevant for the construction.
Let Z n := {0, 1, . . . , n − 1} denote the set of the integers modulo n, and let U n := {u ∈ Z n : gcd(u, n) = 1} denote the multiplicative group of integers modulo n, with |U n | = ϕ tot (n). We define the matrix 9) and the vectors 10) where the entries p s,ℓ (k) are defined recursively by (3.7) together with p s,0 (k) := 1 for all k.
At step s, we see from (3.8 ) that the CBC algorithm should pick the value of z s ∈ U n which corresponds to the smallest entry in the matrix-vector product
Then it is clear from (3.7) that the vectors p s,ℓ for the next iteration can be obtained recursively via
where Ω n (z s ) denotes the row of Ω n corresponding to the chosen z s , and the operator . * denotes the element-wise vector multiplication. Since the vectors p s−1,ℓ are no longer needed in the next iteration, we can simply overwrite p s−1,ℓ with p s,ℓ . Hence, starting with the vectors p 0,ℓ := 1 n requires O(αs n) storage overall. The fast implementation is based on ordering the indices z ∈ U n and k ∈ Z n in (3.9) and (3.10) to allow fast matrix-vector multiplication using FFT, see [2, 13, 14] for details. The overall CBC construction cost is O(s n log n + α 2 s 2 n) operations.
Combined error analysis
The overall error of the PDE problem (2.1) is a combination of the dimension truncation error, FE discretization error, and QMC cubature error as 
Conclusions
From a modeling point of view, there does not seem to be a reason to prefer an affine expansion of a random field over a periodic expansion. Yet in the context of uncertainty quantification for PDEs with uncertain coefficients, we have seen that the model chosen for the random coefficient can make all the difference between obtaining essentially linear convergence with the affine model on the one hand, and on the other hand higher order convergence with the periodic model using rank-1 lattice cubature rules for the task of approximating the response statistics of the system. Higher order convergence can also be obtained with the affine model using, for example, interlaced polynomial lattice rules, but the overwhelming simplicity of constructing rank-1 lattice cubature rules makes the periodic framework a very enticing model for solving PDE problems equipped with uncertain coefficients. Numerical calculations will be done in future work.
