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On a conjecture for representations of integers as sums
of squares and double shuffle relations
Koji Tasaka
Abstract
In this paper, we prove a conjecture of Chan and Chua for the number of representa-
tions of integers as sums of 8s integral squares. The proof uses a theorem of Imamog¯lu
and Kohnen and the double shuffle relations satisfied by the double Eisenstein series
of level 2.
1 Introduction
For positive integers s and n, let rs(n) (resp. ts(n)) denote the number of representations of
n as a sum of s integral squares (resp. triangular numbers). Extensive studies on rs(n) and
ts(n) have been carried out since the times of Fermat, Euler, and Lagrange. For the histories
and recent works of these numbers, we refer the reader to [2, 3, 4, 6, 8, 9]. In the current
paper, we prove new explicit formulas for r8s(n) and t8s(n) (s ≥ 2) which were conjectured
by Chan and Chua [1] (see also [9, Remark p.820]).
For integers k ≥ 0 and n ≥ 1, let σk(n) be defined as usual by σk(n) =
∑
d|n d
k. We
define
σi∞k (n) =
∑
d|n
(−1)ddk and σ0k(n) =
∑
d|n
n/d:odd
dk
and set σi∞k (0) = (1− 2
k+1)Bk+1/2(k + 1) (Bk : Bernoulli number). We also define
ρi∞r,s (n) =
n∑
m=0
σi∞r (m)σ
i∞
s (n−m) and ρ
0
r,s(n) =
n−1∑
m=1
σ0r (m)σ
0
s(n−m).
Theorem 1. For any positive integer s ≥ 2, there exist unique rational numbers µs(l) (l =
2, 3, . . . , s) such that
r8s(n) = (−1)
n 2
4s
(4s− 2)!
s∑
l=2
µs(l)
(
4s− 2
2l − 1
)
ρi∞4s−2l−1,2l−1(n) (n ≥ 0)
and
t8s(n− s) =
1
(4s− 2)!
s∑
l=2
µs(l)
(
4s− 2
2l − 1
)
ρ04s−2l−1,2l−1(n) (n ≥ s).
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The first several values of µs(l) are given in the following table.
µs(l) l = 2 l = 3 l = 4 l = 5 l = 6
s = 2 36
s = 3 420 −200
s = 4 3168 −3600 1764
s = 5 21060 −30810 36860 −19116
s = 6 49605048
343
−77902500
343
15741540
49
−139785750
343
74727180
343
For the proof of Theorem 1, we use the theory of modular forms on the congruence
subgroup Γ0(2) =
{(
a b
c d
)
∈ SL2(Z)
∣∣∣ c ≡ 0 (mod 2)}. Let τ be a variable on the upper
half-plane, and
θ(τ) =
∑
n∈Z
qn
2
and
T (τ) = q1/8
∑
n≥0
qn(n+1)/2
be the standard theta functions (q = e2piiτ ). Then we have, for a positive integer s, θ(τ)s =∑
n≥0 rs(n)q
n and T (τ)8s = qs
∑
n≥0 t8s(n)q
n, and it is well known that the function θ(τ)s
is a modular form of weight s/2 and level 4 and the function T (τ)8s is a modular form of
weight 4s and level 2. The two forms θ(τ)8s and T (τ)8s are related to each other by the
transformation formula
28s(2τ + 1)−4sT
(
−1
2τ + 1
)8s
= θ(τ)8s.
Let G0k(τ) and G
i∞
k (τ) be the Eisenstein series of weight k on Γ0(2) for the cusps 0 and i∞
(the precise definitions will be recalled in section 2). Then Theorem 1 is equivalent to the
following theorem.
Theorem 2. For any positive integer s ≥ 2, there exist unique rational numbers µs(l) (l =
2, 3, . . . , s) such that
θ(τ)8s = 28s
s∑
l=2
µs(l)G
i∞
2l (τ +
1
2
)Gi∞4s−2l(τ +
1
2
) (1)
and
T (τ)8s =
s∑
l=2
µs(l)G
0
2l(τ)G
0
4s−2l(τ). (2)
In [9], Imamog¯lu and Kohnen proved a similar result saying that T (τ)8s can be expressed
as Q-linear combinations of G02l(τ)G
i∞
4s−2l(τ) (l = 2, 3, . . . , 2s− 2) and G
0
4s(τ). They proved
this by showing that the set {G02l(τ)G
i∞
4s−2l(τ) (l = 2, 3, . . . , 2s − 2)} generates the space
of cusp forms of weight 4s on Γ0(2), using the Rankin–Selberg method and the Eichler–
Shimura theory identifying spaces of cusp forms with spaces of periods. We use this result
of Imamog¯lu and Kohnen and the ‘double Eisenstein series’ to prove the following theorem,
from which Theorem 2 follows.
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Theorem 3. For each positive even integer k ≥ 4, the set {G0k(τ), G
0
2l(τ)G
0
k−2l(τ) (2 ≤ l ≤
[k/4])} is a basis of the space Q ·G0k(τ)⊕ S
Q
k (2), where S
Q
k (2) is the Q-vector space spanned
by cusp forms of weight k on Γ0(2) with rational Fourier coefficients.
In section 2, we will give the proofs of Theorems 1 and 2 assuming Theorem 3. Section 3,
which contains a review of the formal double zeta space and the double Eisenstein series, is
devoted to the proof of Theorem 3. There we need the double shuffle relations of our newly
defined double Eisenstein series whose proof is given in the last section.
2 Proofs of Theorems 1 and 2
In this section, we prove Theorems 1 and 2 assuming Theorem 3. For even k ≥ 4, let
Gi∞k (τ) = (1− 2
k)
Bk
2k
+
1
2k(k − 1)!
∑
n>0
σi∞k−1(n)q
n =
1
2k(k − 1)!
∑
n≥0
σi∞k−1(n)q
n (3)
and
G0k(τ) =
1
(k − 1)!
∑
n>0
σ0k−1(n)q
n (4)
be the Eisenstein series of weight k on Γ0(2) for the cusps i∞ and 0 introduced in section 1.
Recall that the Q-vector space of modular forms of weight k on Γ0(2) with rational Fourier
coefficients is equal to the space Q · G0k ⊕ Q · G
i∞
k ⊕ S
Q
k (2). The modular form T (τ)
8s is
an element of the space Q · G0k(τ)⊕ S
Q
k (2) because ord∞T (τ)
8s > 0, where ord∞f(τ) is the
vanishing order of f(τ) at τ = i∞ (q = 0). Then, assuming Theorem 3, there exist unique
rational numbers α, µs(l) (l = 2, 3, . . . , s) such that
T (τ)8s = αG04s(τ) +
s∑
l=2
µs(l)G
0
2l(τ)G
0
4s−2l(τ).
Since ord∞T (τ)
8s = s ≥ 2, ord∞G
0
4s(τ) = 1 and ord∞G
0
4s−2l(τ)G
0
2l(τ) = 2, we find that
α = 0. Thus, we have the assertion 2 of Theorem 2. On the other hand, from
28s(2τ)−4sT (
−1
2τ
)8s = θ(τ +
1
2
)8s
and
(2τ)−kG0k(
−1
2τ
) = Gi∞k (τ) (k ≥ 4 : even), (5)
we have
θ(τ +
1
2
)8s = 28s(2τ)−4sT (−
1
2τ
)8s
= 28s(2τ)−4s
s∑
l=2
µs(l)G
0
4s−2l(−
1
2τ
)G02l(−
1
2τ
)
= 28s
s∑
l=2
µs(l)G
i∞
4s−2l(τ +
1
2
)Gi∞2l (τ +
1
2
).
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Hence, we have the formula (1) by letting τ → τ+1/2. This completes the proof of Theorem
2. Consequently, we have
T (τ)8s = qs
∑
n≥0
t8s(n)q
n
=
∑
n>0
(
s∑
l=2
µs(l)
(4s− 2l − 1)!(2l − 1)!
n−1∑
m=1
σ04s−2l−1(m)σ
0
2l−1(n−m)
)
qn
=
1
(4s− 2)!
∑
n>0
(
s∑
l=2
µs(l)
(
4s− 2
2l − 1
)
ρ04s−2l−1,2l−1(n)
)
qn
and
θ(τ)8s =
∑
n≥0
r8s(n)q
n
= 28s
∑
n≥0
(−1)n
(
s∑
l=2
µs(l)
24s(4s− 2l − 1)!(2l − 1)!
n∑
m=0
σi∞4s−2l−1(m)σ
i∞
2l−1(n−m)
)
qn
=
24s
(4s− 2)!
∑
n≥0
(−1)n
(
s∑
l=2
µs(l)
(
4s− 2
2l − 1
)
ρi∞4s−2l−1,2l−1(n)
)
qn,
which gives Theorem 1 by comparing the coefficients of qn.
3 The formal double zeta space and the proof of The-
orem 3
To prove Theorem 3, we review some results of [10]. Throughout this section, we assume k ≥
4 is even. The formal double zeta space for level 2, which has been defined by Kaneko and the
author [10], is the Q-vector space generated by formal variables Zeor,s, Z
oe
r,s , Z
oo
r,s , P
oe
r,s , P
oo
r,s (r+
s = k) and Zok with relations
P oer,s = Z
oe
r,s + Z
eo
s,r =
∑
i+j=k
(
i− 1
r − 1
)
Zoei,j +
∑
i+j=k
(
i− 1
s− 1
)
Zooi,j , (6)
P oor,s = Z
oo
r,s + Z
oo
s,r + Z
o
k =
∑
i+j=k
((
i− 1
r − 1
)
+
(
i− 1
s− 1
))
Zeoi,j . (7)
Whenever we write r+ s = k or i+ j = k without comment, it is assumed that the variables
are integers greater than 1. We denote this space by Dk, so that
Dk =
{Q-linear combinations of formal variables Zeor,s, Z
oe
r,s , Z
oo
r,s , P
oe
r,s , P
oo
r,s , Z
o
k}
〈relations (6), (7)〉
.
For the original version of this space, we refer the reader to [5], which gives the case of
SL2(Z). In [10, Theorem 1], we proved that every P
oe
r,s (r, s ≥ 2 : even) with r + s = k can
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be expressed as Q-linear combinations of Zok and P
oo
r,s (r, s ≥ 2 : even) with r + s = k, and
that the following summation formula holds:
1
4
Zok =
k−2∑
r=2
r:even
Zoor,k−r. (8)
Therefore, by (7) and (8), the Q-vector subspace of Dk spanned by P
oe
r,s , P
oo
r,s (r, s : even) and
Zok with r+ s = k is generated by P
oo
2r,k−2r (2 ≤ r ≤ [k/4]) and Z
o
k (we used (8) to eliminated
P oo2,k−2). Summarizing, for even k ≥ 4, we have
〈P oe2r,k−2r, P
oo
2r,k−2r, Z
o
k | 1 ≤ r ≤ k/2− 1〉Q = 〈P
oo
2r,k−2r, Z
o
k | 2 ≤ r ≤ [k/4]〉Q. (9)
The remainder of this section will be devoted to the proof of Theorem 3. Let e (resp. o)
be the set of even integers (resp. odd integers) and τ be a variable on the upper half-plane.
Consider the double Eisenstein series, which are defined by
GABCDr,s (τ) :=
1
(2pii)r+s
∑
λ>µ>0
λ∈Aτ+B
µ∈Cτ+D
1
λrµs
=
1
(2pii)r+s
∑
mτ+n>m′τ+n′>0
m∈A,n∈B,m′∈C,n′∈D
1
(mτ + n)r(m′τ + n′)s
,
(10)
where A,B,C,D ∈ {e, o,Z}, and the inequality mτ + n > 0 means m > 0 or m = 0, n > 0
and mτ +n > m′τ +n′ means (m−m′)τ +(n−n′) > 0. The series (10) converge absolutely
for r > 2 and s > 1. Hereinafter, we consider the following three types of double Eisenstein
series:
Zeor,s(τ) = G
eZoZ
r,s (τ), Z
oe
r,s(τ) = G
oZeZ
r,s (τ), Z
oo
r,s (τ) = G
oZoZ
r,s (τ). (11)
For an integer k ≥ 1, we define the Eisenstein series by
Gk(τ) = ζ˜(k) +
(−1)k
(k − 1)!
∑
n>0
σk−1(n)q
n, (12)
where q = e2piiτ , ζ˜(k) = (2pii)−kζ(k) (k ≥ 2), and we set ζ˜(1) = 0. We can rewrite (12) in
the form Gk(τ) = (2pii)
−k
∑
mτ+n>0(mτ +n)
−k for k > 2 by using the Lipschitz formula (see
section 4). For k ≥ 1, we let
Gi∞k (τ) = Gk(2τ)− 2
−kGk(τ), (13)
G0k(τ) = Gk(τ)−Gk(2τ), (14)
which is compatible with (3) and (4) when k ≥ 4 is even. We can also rewrite (13) and (14)
in the forms
Gi∞k (τ) =
1
(2pii)k
∑
mτ+n>0
m∈e,n∈o
1
(mτ + n)k
, G0k(τ) =
1
(2pii)k
∑
mτ+n>0
m∈o,n∈Z
1
(mτ + n)k
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for k > 2. Note that for odd k ≥ 1, (13) and (14) define non-zero holomorphic functions on
the upper half-plane. For positive integers r and s, we define
P oer,s (τ) = G
0
r(τ)Gs(2τ) + δr,2
Gs(2τ)
′
4s
+ δs,2
G0r(τ)
′
4r
and
P oor,s (τ) = G
0
r(τ)G
0
s(τ) + δr,2
G0s(τ)
′
4s
+ δs,2
G0r(τ)
′
4r
,
where the differential operator ′ means q · d/dq and δr,s is the Kronecker delta.
In section 4, we will give the definition of double Eisenstein series (11) for all integers r, s ≥ 1
and prove (Theorem 6) that they satisfy the double shuffle relations (6) and (7) under the
identification
P oer,s ↔ P
oe
r,s (τ), P
oo
r,s ↔ P
oo
r,s (τ), Z
o
k ↔ G
0
k(τ),
Zeor,s ↔ Z
eo
r,s(τ), Z
oe
r,s ↔ Z
oe
r,s(τ), Z
oo
r,s ↔ Z
oo
r,s (τ).
Assuming this, we continue the proof of Theorem 3. An easy computation shows that
G0r(τ)G
i∞
s (τ) = 2
−s((2s−1)P oer,s (τ)−P
oo
r,s (τ)) (r, s ≥ 4,which implies δr,2 = δs,2 = 0). (15)
As mentioned in section 1, the products G0k−2l(τ)G
i∞
2l (τ) (l = 2, 3, . . . , k/2 − 2) generate
SQk (2). Therefore, by (9) and (15), the space spanned by P
oo
2r,k−2r(τ) (2 ≤ r ≤ [k/4]) and
G0k(τ) contains Q ·G
0
k(τ)⊕S
Q
k (2), which has dimension [k/4]. On the other hand, the number
of generators of the space 〈P oo2r,k−2r(τ), G
0
k(τ) | 2 ≤ r ≤ [k/4]〉Q is equal to [k/4], and hence
we have
〈P oo2r,k−2r(τ), G
0
k(τ) | 2 ≤ r ≤ [k/4]〉Q = Q ·G
0
k(τ)⊕ S
Q
k (2).
This completes the proof of Theorem 3.
4 Double Eisenstein series and double shuffle relations
In this section, we give an extended definition of the double Eisenstein series and prove their
double shuffle relations. For k ≥ 1, we can rewrite Gk and G
0
k in the forms
Gk(τ) = ζ˜(k) +
(−1)k
(k − 1)!
∑
u>0
m>0
uk−1qum, G0k(τ) =
(−1)k
(k − 1)!
∑
u>0
m∈o>0
uk−1qum.
For convenience, we use the following convention:
Zok (τ) = G
0
k(τ), Z
e
k(τ) = Gk(2τ).
Since the double Eisenstein series defined by (11) is invariant under the translation τ → τ+1,
we can consider the Fourier expansion of (11) for s > 1 and r > 2. To describe the expansion,
we use the power series ϕk(τ) in Q[[q]] defined by
ϕk(τ) =
(−1)k
(k − 1)!
∑
u>0
uk−1qu (k ≥ 1).
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Proposition 4. For any integers s > 1 and r > 2, we have
Zeor,s(τ) =
∑
m>m′>0
m∈e,m′∈o
ϕr(mτ)ϕs(m
′τ),
Zoer,s(τ) =
∑
m>m′>0
m∈o,m′∈e
ϕr(mτ)ϕs(m
′τ) + ζ˜(s)
∑
m∈o>0
ϕr(mτ),
Zoor,s (τ) =
∑
m>m′>0
m∈o,m′∈o
ϕr(mτ)ϕs(m
′τ)
+
∑
p+h=r+s
(
(−1)s
(
p− 1
s− 1
)
+ (−1)p+r
(
p− 1
r − 1
))
ζ˜(p)
∑
m∈o>0
ϕh(mτ),
where we use our usual convention that the condition “p + h = r + s” tacitly includes
“p, h ≥ 1”.
Proof. We first recall the Lipschitz formula
lim
N→∞
N∑
n=−N
1
τ + n
= −pii+ (−2pii)
∑
u>0
qu = −pii+ 2piiϕ1(τ),
∑
n∈Z
1
(τ + n)r
=
(−2pii)r
(r − 1)!
∑
u>0
ur−1qu = (2pii)rϕr(τ) (r ≥ 2).
We can divide the summation in the defining series (10) into four terms, corresponding to
m = m′ = 0, m > m′ = 0, m = m′ > 0, and m > m′ > 0, where the first term is zero for the
cases Zeor,s, Z
oe
r,s , and Z
oo
r,s (for convenience, we sometimes drop the variable τ). We only prove
the most involved case of Zoor,s . In this case, we obtain
Zoor,s =
1
(2pii)r+s
( ∑
m=m′>0
n>n′
m,m′∈o
n,n′∈Z
+
∑
m>m′>0
m,m′∈o
n,n′∈Z
) 1
(mτ + n)r(m′τ + n′)s
.
The second term is easily seen to be∑
m>m′>0
m∈o,m′∈o
ϕr(mτ)ϕs(m
′τ).
For the calculation of the first term, we need the partial fraction decomposition
1
(τ + n)r(τ + n′)s
=(−1)s
r−1∑
i=0
(
s+ i− 1
i
)
1
(τ + n)r−i
·
1
(n− n′)s+i
+
s−1∑
j=0
(−1)j
(
r + j − 1
j
)
1
(τ + n′)s−j
·
1
(n− n′)r+j
. (16)
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Let h = n− n′. Then h is a positive integer. Using (16), the first term can be calculated as
1
(2pii)r+s
∑
m=m′>0
n>n′
m,m′∈o,n,n′∈Z
1
(mτ + n)r(m′τ + n′)s
=
1
(2pii)r+s
∑
m∈o>0
∑
n>n′
n,n′∈Z
1
(mτ + n)r(mτ + n′)s
=
1
(2pii)r+s
∑
m∈o>0
∑
n∈Z
h∈Z>0
{
(−1)s
r−1∑
i=0
(
s+ i− 1
i
)
1
(mτ + n)r−i
1
hs+i
+
s−1∑
j=0
(−1)j
(
r + j − 1
j
)
1
(mτ + n− h)s−j
1
hr+j
}
=(−1)s
r−1∑
i=0
(
s+ i− 1
i
) ∑
h∈Z>0
(2pii)−s−i
hs+i
∑
m∈o>0
∑
n∈Z
(2pii)−r+i
(mτ + n)r−i
+
s−1∑
j=0
(−1)j
(
r + j − 1
j
) ∑
h∈Z>0
(2pij)−r−j
hr+j
∑
m∈o>0
∑
n∈Z
(2pij)−s+j
(mτ + n− h)s−j
=(−1)s
r−2∑
i=0
(
s+ i− 1
i
)
ζ˜(s+ i)
∑
m∈o>0
ϕr−i(mτ)
+
s−2∑
j=0
(−1)j
(
r + j − 1
j
)
ζ˜(r + j)
∑
m∈o>0
ϕs−j(mτ)
=
∑
p+h=r+s
{
(−1)s
(
p− 1
s− 1
)
+ (−1)p+r
(
p− 1
r − 1
)}
ζ˜(p)
∑
m∈o>0
ϕh(mτ).
The cancellation of the terms for i = r − 1 and j = s − 1 in the third equality can be
justified by computing Cauchy principal values. The final equality is obtained by setting
s+ i = p, r − i = h in the first term and r + j = p, s− j = h in the second. This completes
the proof for Zoor,s , the verification of the other cases being left to the reader.
For a positive integer r and non-negative integer s, we define
for (τ) =
∑
m∈o>0
ϕr(mτ), f
e
r (τ) =
∑
m∈e>0
ϕr(mτ)
and
f
o
s (τ) = −
∑
m∈o>0
mϕs+1(mτ), f
e
s(τ) = −
∑
m∈e>0
mϕs+1(mτ).
We note that for any positive integer k, we have
Zok (τ) = f
o
k (τ), Z
e
k(τ) = ζ˜(k) + f
e
k (τ), Z
o
k (τ)
′ = kf
o
k(τ), Z
e
k(τ)
′ = kf
e
k(τ).
To extend the definition of the double Eisenstein series Zeor,s, Z
oe
r,s , and Z
oo
r,s to any positive
integers r and s, we need the correction terms εeor,s(τ), ε
oe
r,s(τ) and ε
oo
r,s(τ). This is necessary
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because we require the extended double Eisenstein series to satisfy the double shuffle relations
(see [5, 10]). We set
εeor,s(τ) = δr,2f
o
s (τ)− δr,1f
o
s−1(τ) + δs,1f
e
r−1(τ) + δr,1δs,1α1,
εoer,s(τ) = δr,2f
e
s(τ)− δr,1f
e
s−1(τ) + δs,1f
o
r−1(τ) + δr,1δs,1α2,
εoor,s(τ) = δr,2f
o
s (τ)− δr,1f
o
s−1(τ) + δs,1(f
o
r−1(τ) + 2f
o
r (τ)) + δr,1δs,1α3,
where α1 = −α2 = f
o
0(τ) and α3 = 2f
o
0(τ) + f
e
0(τ).
Definition 5. For positive integers r and s, we define
Zeor,s(τ) =
∑
m>m′>0
m∈e,m′∈o
ϕr(mτ)ϕs(m
′τ) +
1
4
εeor,s(τ),
Zoer,s(τ) =
∑
m>m′>0
m∈o,m′∈e
ϕr(mτ)ϕs(m
′τ) + ζ˜(s)for (τ) +
1
4
εoer,s(τ),
Zoor,s (τ) =
∑
m>m′>0
m∈o,m′∈o
ϕr(mτ)ϕs(m
′τ)
+
∑
p+h=r+s
(
(−1)s
(
p− 1
s− 1
)
+ (−1)p+r
(
p− 1
r − 1
))
ζ˜(p)foh (τ) +
1
4
εoor,s(τ).
We can now formulate our double shuffle relations.
Theorem 6. For positive integers r and s, we have
Zor (τ)Z
e
s (τ) +
1
4
(δr,2f
e
s(τ) + δs,2f
o
r (τ)) = Z
oe
r,s(τ) + Z
eo
s,r(τ) (17)
=
∑
i+j=r+s
(
i− 1
r − 1
)
Zoei,j (τ) +
∑
i+j=r+s
(
i− 1
s− 1
)
Zooi,j (τ),
Zor (τ)Z
o
s (τ) +
1
4
(δr,2f
o
s (τ) + δs,2f
o
r (τ)) = Z
oo
r,s (τ) + Z
oo
s,r(τ) + Z
o
r+s(τ) (18)
=
∑
i+j=r+s
((
i− 1
r − 1
)
+
(
i− 1
s− 1
))
Zeoi,j (τ).
Proof. Let k = r+ s. The proof will be divided into two steps. We first prove the equalities
of the imaginary parts in Theorem 6. The only imaginary parts that appear come from the
constant terms ζ˜(s) of Zes (τ) (s : odd), ζ˜(s) in Z
oe
r,s(τ) (s : odd) or ζ˜(p) (p : odd) in Z
oo
r,s (τ).
In (18), no imaginary part appears since those of Zoor,s (τ) + Z
oo
s,r(τ) cancels. To prove the
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equalities of the imaginary parts of (17), we consider the generating functions as follows:
Zook (X, Y ) :=
∑
r+s=k
Im Zoor,sX
r−1Y s−1
=
∑
r+s=k
∑
p+h=k
p:odd
(
(−1)s
(
p− 1
s− 1
)
+ (−1)p+r
(
p− 1
r − 1
))
ζ˜(p)foh (τ)X
r−1Y s−1
=
∑
p+h=k
p:odd
(Y h−1 −Xh−1)(Y −X)p−1ζ˜(p)foh (τ),
Zoek (X, Y ) :=
∑
r+s=k
Im Zoer,sX
r−1Y s−1 =
∑
r+s=k
s:odd
ζ˜(s)for (τ)X
r−1Y s−1.
We note that the imaginary part of the R.H.S. of (17) is the coefficient of Xr−1Y s−1 of
Zoek (X + Y, Y ) + Z
oo
k (X + Y,X). Since we have
Zoek (X + Y, Y ) + Z
oo
k (X + Y,X)
=
∑
r+s=k
s:odd
ζ˜(s)for (τ)(X + Y )
r−1Y s−1 +
∑
r+s=k
s:odd
(Xr−1 − (X + Y )r−1)(−Y )s−1ζ˜(s)for (τ)
=
∑
r+s=k
s:odd
(
(X + Y )r−1Y s−1 + (Xr−1 − (X + Y )r−1)Y s−1
)
ζ˜(s)for (τ)
=
∑
r+s=k
s:odd
ζ˜(s)for (τ)X
r−1Y s−1,
the assertion follows. Secondly, we prove the equalities of the real parts in Theorem 6. Again
we use generating functions. Define
feor,s(τ) =
∑
m>m′>0
m∈e,m′∈o
ϕr(mτ)ϕs(m
′τ), foer,s (τ) =
∑
m>m′>0
m∈o,m′∈e
ϕr(mτ)ϕs(m
′τ),
foor,s (τ) =
∑
m>m′>0
m∈o,m′∈o
ϕr(mτ)ϕs(m
′τ),
βoor,s (τ) =
∑
p+h=r+s
(
(−1)s
(
p− 1
s− 1
)
+ (−1)p+r
(
p− 1
r − 1
))
βpf
o
h (τ),
where βp = −Bp/2p!(= ζ˜(p), p : even). Consider
Zo(X) :=
∑
r≥1
ZorX
r−1 + α4 ·X =
∑
r≥1
for (τ)X
r−1 + α4 ·X,
Zeo(X, Y ) :=
∑
r,s≥1
Re Zeor,sX
r−1Y s−1 =
∑
r,s≥1
(
feor,s(τ) +
1
4
εeor,s(τ)
)
Xr−1Y s−1,
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Zoe(X, Y ) :=
∑
r,s≥1
Re Zoer,sX
r−1Y s−1 =
∑
r,s≥1
(
foer,s (τ) + βsf
o
r (τ) +
1
4
εoer,s(τ)
)
Xr−1Y s−1,
Zoo(X, Y ) :=
∑
r,s≥1
Re Zoor,sX
r−1Y s−1 =
∑
r,s≥1
(
foor,s (τ) + β
oo
r,s (τ) +
1
4
εoor,s(τ)
)
Xr−1Y s−1,
P oe(X, Y ) :=
∑
r,s≥1
Re
(
Zor · Z
e
s +
1
4
(δr,2f
e
s(τ) + δs,2f
o
r (τ))
)
Xr−1Y s−1,
P oo(X, Y ) :=
∑
r,s≥1
Re
(
Zor · Z
o
s +
1
4
(δr,2f
o
s (τ) + δs,2f
o
r (τ))
)
Xr−1Y s−1, (19)
where α4 = −α3/2. Then, it is sufficient to prove that
P oe(X, Y ) = Zoe(X, Y ) + Zeo(Y,X) = Zoe(X + Y, Y ) + Zoo(X + Y,X), (20)
P oo(X, Y ) = Zoo(X, Y ) + Zoo(Y,X) +
Zo(X)− Zo(Y )
X − Y
= Zeo(X + Y, Y ) + Zeo(X + Y,X).
(21)
Now we check the equalities in (20) and (21). Write γ(X) and γ(X, Y ) for the generating
functions
∑
k≥1 γkX
k−1 and
∑
r,s≥1 γr,sX
r−1Y s−1 associated with sequences {γk} and {γr,s}
indexed by one and two integers, respectively. Then we have
β(X) =
∑
k≥1
βkX
k−1 =
1
2
(
1
X
−
1
eX − 1
)
,
fo(X) =
∑
k≥1
fok (τ)X
k−1 = −
∑
u>0
e−uX
qu
1− q2u
,
fe(X) =
∑
k≥1
fek (τ)X
k−1 = −
∑
u>0
e−uX
q2u
1− q2u
,
f
o
(X) =
∑
k≥1
f
o
k(τ)X
k−1 =
1
X
(∑
u>0
e−uX
2qu
(1− q2u)2
+ fo(X)− f
o
0(τ)
)
,
f
e
(X) =
∑
k≥1
f
o
k(τ)X
k−1 =
1
X
(∑
u>0
e−uX
2q2u
(1− q2u)2
− f
e
0(τ)
)
,
feo(X, Y ) =
∑
r,s≥1
feor,s(τ)X
r−1Y s−1 =
∑
u,v>0
e−uX−vY
∑
m>m′>0
m∈e,m′∈o
qum+vm
′
=
∑
u,v>0
e−uX−vY
qu
1− q2u
qu+v
1− q2(u+v)
,
foe(X, Y ) =
∑
r,s≥1
foer,s (τ)X
r−1Y s−1 =
∑
u,v>0
e−uX−vY
qu
1− q2u
q2(u+v)
1− q2(u+v)
,
foo(X, Y ) =
∑
r,s≥1
foor,s (τ)X
r−1Y s−1 =
∑
u,v>0
e−uX−vY
q2u
1− q2u
qu+v
1− q2(u+v)
,
11
βoo(X, Y ) =
∑
r,s≥1
βoor,s(τ)X
r−1Y s−1
=
∑
p,h≥1
βpf
o
h (τ)
∑
r+s=p+h
(
(−1)s
(
p− 1
s− 1
)
+ (−1)p+r
(
p− 1
r − 1
))
Xr−1Y s−1
=
∑
p,h≥1
βpf
o
h (τ)(X − Y )
p−1(Y h−1 −Xh−1) = β(X − Y )(fo(Y )− fo(X)),
εeo(X, Y ) = Xf
o
(Y )− Y f
o
(Y )− f
o
0(τ) +Xf
e
(X) + f
e
0(τ) + α1,
εoe(X, Y ) = Xf
e
(Y )− Y f
e
(Y )− f
e
0(τ) +Xf
o
(X) + f
o
0(τ) + α2,
εoo(X, Y ) = Xf
o
(Y )− Y f
o
(Y ) +Xf
o
(X) + 2fo(X) + α3.
By the definitions (19), we find
Zo(X) = fo(X) + α4 ·X,
Zeo(X, Y ) = feo(X, Y ) +
1
4
εeo(X, Y ),
Zoe(X, Y ) = foe(X, Y ) + fo(X)β(Y ) +
1
4
εoe(X, Y ),
Zoo(X, Y ) = foo(X, Y ) + βoo(X, Y ) +
1
4
εoo(X, Y ),
P oe(X, Y ) = fo(X)fe(Y ) + fo(X)β(Y ) +
1
4
(Xf
e
(Y ) + Y f
o
(X)),
P oo(X, Y ) = fo(X)fo(Y ) +
1
4
(Xf
o
(Y ) + Y f
o
(X)).
For the first equality in (21), we compute
foo(X, Y ) + foo(Y,X)
=
∑
u,v>0
e−uX−vY
(
q2u
1− q2u
+
q2v
1− q2v
)
qu+v
1− q2(u+v)
=
∑
u,v>0
e−uX−vY
(
qu
1− q2u
qv
1− q2v
−
qu+v
1− q2(u+v)
)
= fo(X)fo(Y )−
∑
w>u>0
e−(w−u)Y−uX
qw
1− q2w
(w = u+ v)
= fo(X)fo(Y )−
∑
w>0
qw
1− q2w
e−wY
(
eY−X
1− e(Y−X)(w−1)
1− eY−X
)
= fo(X)fo(Y ) +
eY
eX − eY
fo(Y )−
eX
eX − eY
fo(X)
= fo(X)fo(Y )−
1
2
(fo(X) + fo(Y ))−
1
2
coth
(
X − Y
2
)
(fo(X)− fo(Y )),
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βoo(X, Y ) + βoo(Y,X) = (β(Y −X)− β(X − Y ))(fo(X)− fo(Y ))
= −
fo(X)− fo(Y )
X − Y
+
1
2
coth
(
X − Y
2
)
(fo(X)− fo(Y )),
εoo(X, Y ) + εoo(Y,X) = Xf
o
(Y ) + Y f
o
(X) + 2fo(X) + 2fo(Y ) + 2α3.
Combining these with (Zo(X)− Zo(Y ))/(X − Y ), we have
Zoo(X, Y ) + Zoo(Y,X) +
Zo(X)− Zo(Y )
X − Y
= fo(X)fo(Y )−
1
2
(fo(X) + fo(Y ))−
1
2
coth
(
X − Y
2
)
(fo(X)− fo(Y ))
−
fo(X)− fo(Y )
X − Y
+
1
2
coth
(
X − Y
2
)
(fo(X)− fo(Y ))
+
1
4
(
Xf
o
(Y ) + Y f
o
(X) + 2fo(X) + 2fo(Y ) + 2α3
)
+
fo(X)− fo(Y )
X − Y
+ α4
= fo(X)fo(Y ) +
1
4
(Xf
o
(Y ) + Y f
o
(X)).
For the second equality of (21), we proceed as follows:
feo(X + Y,X) + feo(X + Y, Y )
=
∑
u,v>0
(
e−(u+v)X−uY + e−uX−(u+v)Y
) qu
1− q2u
qu+v
1− q2(u+v)
=
( ∑
w>u>0
+
∑
u>w>0
)
e−uX−wY
qu
1− q2u
qw
1− q2w
=
(∑
w,u>0
−
∑
w=u>0
)
e−uX−wY
qu
1− q2u
qw
1− q2w
= fo(X)fo(Y )−
∑
u>0
e−u(X+Y )
q2u
(1− q2u)2
= fo(X)fo(Y )−
1
2
f
e
0(τ)−
1
2
(X + Y )f
e
(X + Y ),
εeo(X + Y,X) + εeo(X + Y, Y )
= Y f
o
(X) +Xf
o
(Y ) + 2(X + Y )f
e
(X + Y ) + 2(α1 − f
o
0(τ) + f
e
0(τ)).
Summing these up, we have
Zeo(X + Y, Y ) + Zeo(X + Y,X)
= fo(X)fo(Y )−
1
2
f
e
0(τ)−
1
2
(X + Y )f
e
(X + Y )
+
1
4
(
Y f
o
(X) +Xf
o
(Y ) + 2(X + Y )f
e
(X + Y ) + 2(α1 − f
o
0(τ) + f
e
0(τ))
)
= fo(X)fo(Y ) +
1
4
(Xf
o
(Y ) + Y f
o
(X)).
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For the second equality of (20), we compute
foe(X, Y ) + feo(Y,X)
=
∑
u,v>0
e−uX−vY
(
qv
1− q2v
+
q2u+v
1− q2u
)
qu+v
1− q2(u+v)
=
∑
u,v>0
e−uX−vY
qu
1− q2u
q2v
1− q2v
= fo(X)fe(Y ),
εoe(X, Y ) + εeo(Y,X) = Xf
e
(Y ) + Y f
o
(X) + α1 + α2,
to obtain
Zoe(X, Y ) + Zeo(Y,X) = fo(X)fe(Y ) + fo(X)β(Y ) +
1
4
(Xf
e
(Y ) + Y f
o
(X)).
Finally, for the second equality of (20), we similarly compute
foe(X + Y, Y ) + foo(X + Y,X)
=
( ∑
w>u>0
+
∑
u>w>0
)
e−uX−vY
qu
1− q2u
q2w
1− q2w
=
(∑
w,u>0
−
∑
u=w>0
)
e−uX−vY
qu
1− q2u
q2w
1− q2w
= fo(X)fe(Y )−
∑
u>0
e−u(X+Y )
q3u
(1− q2u)2
= fo(X)fe(Y )−
∑
u>0
e−u(X+Y )
(
qu
(1− q2u)2
−
qu
1− q2u
)
= fo(X)fe(Y )−
1
2
(
(X + Y )f
o
(X + Y )− fo(X + Y ) + f
o
0(τ)
)
− fo(X + Y )
= fo(X)fe(Y )−
1
2
fo(X + Y )−
1
2
(X + Y )f
o
(X + Y )−
1
2
f
o
0(τ),
fo(X + Y )β(Y ) + βoo(X + Y,X) = fo(X)β(Y ),
εoe(X + Y, Y ) + εoo(X + Y,X)
= Xf
e
(Y ) + Y f
o
(X) + 2(X + Y )f
o
(X + Y ) + 2fo(X + Y )− f
e
0(τ) + f
o
0(τ) + α3 + α2,
which gives
Zoe(X + Y, Y ) + Zoo(X + Y,X)
= fo(X)fe(Y )−
1
2
fo(X + Y )−
1
2
(X + Y )f
o
(X + Y )−
1
2
f
o
0(τ) + f
o(X)β(Y )+
1
4
(
Xf
e
(Y ) + Y f
o
(X) + 2(X + Y )f
o
(X + Y ) + 2fo(X + Y )− f
e
0(τ) + f
o
0(τ) + α3 + α2
)
= fo(X)fe(Y ) + fo(X)β(Y ) +
1
4
(Xf
e
(Y ) + Y f
o
(X)),
and we are done.
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