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Abstract 
Input-output economics has become a popular tool to analyse the international fragmentation of value 
chains, especially now that several multi-regional tables that cover large parts of the global economy have 
become available. It has been argued that these tables, when analysed with the help of the input-output 
economics toolbox, can provide better insights about global value chains than can be obtained by case 
studies of individual value chains. We argue that there are several problems related to the aggregated 
nature of the input-output table that may lead to large distortions and biases in the aggregate picture about 
global value chains that is obtained by input-output analysis. There are three main sources behind the 
distortion obtained in static decompositions of value chains: the average nature of value added to output 
ratios in the tables, the emergence of production cycles in the process of aggregating several value chains 
into a single table, and the characteristic of the so-called inverse Leontief matrix to even out the value 
added distribution. We provide an overview of how these distortions work, and argue that under a wide 
range of circumstances, input-output methods tend to overstate the contribution of the final sector to the 
value chain. We also show that this bias does not vanish when we compare input-output decompositions 
at two different points in time.  
Keywords: Input-output economics; Global Value Chains; International fragmentation of production 
JEL codes: C67, F62 
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1. Introduction 
Today’s manufactured products are often produced in a globally dispersed way, with increas-
ingly finished products and parts being shipped between different parts of the globe. Firms’ deci-
sions on where to locate production are based on profit considerations. Capabilities of the firm 
itself and those of potential suppliers elsewhere, as well as differences in factor costs and trans-
port costs between locations, are factors that drive decisions on where to locate parts of these 
global value chains.  
Empirical evidence suggests that the outcome of this process is that different locations capture 
largely varying parts of the value created in individual products (e.g., Shin et al., 2010). Data on 
some individual but well-known cases, such as the iPod or mobile phones, suggest that the larg-
est part of value added may be created in activities such as R&D and marketing, rather than in 
actual production (e.g., Ali-Yrrkö et al, 2011; Dedrick et al., 2099). This implies that a rapid rise 
in manufacturing capability may not automatically translate into rapid productivity growth, or 
rapid growth of living standards. Thus, if Asia (China) is turning into the factory of the world, 
this may not have strong implications for living standards. 
But the case studies of global value chains for individual products are not necessarily representa-
tive for the broad manufacturing base that is being developed in China or other countries. It may 
well be the case that manufacturers capture more value in other, less prolific value chains, or that 
the newly emerging economies participate in the parts of other global value chains that yield 
high value added. Timmer et al. (2014) suggest that this is indeed the case. They base their con-
clusions on input-output analysis and a new data source, the World Input-Output Database 
(WIOD). Because the WIOD captures the entire economy of the 40 countries it covers, it may be 
expected to give an overall, and thus more balanced picture, or what global value chains imply 
for emerging economies such as China, or developed economies such as the US or Europe.  
Timmer et al. (2014) and Los et al. (2014), or input-output analysis in general, try to decompose 
the value added created in response to aggregate demand, into country-sector combinations. For 
example, whereas a case study of the global value chain for iPods would give an overview of 
which producers in which locations capture how much value from selling one device, Timmer et 
al. (2014) make an attempt to calculate how the 1$ value that is associated to the sale of 1$ worth 
of products from the entire Chinese electronics industry is distributed among 35 sectors located 
in 40 countries. The difference lies in the level of aggregation: whereas the case study looks at a 
single product only, the input-output analysis is supposed to give an adequate picture of the en-
tire range of electronics products (or any different industrial sector) produced in a specific loca-
tion. 
In this paper, we argue that the aggregate picture provided by input-output analysis may be sig-
nificantly distorted. A central tenet of our argument is that input-output analysis will, under a 
wide range of circumstances, over-estimate the contribution of value added made by the sector 
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that produces the final product, i.e., the one closest to final demand. Thus, rather than providing a 
correct representation of the average value added distribution of various global value chains, the 
decompositions of value based on input-output economics may significantly misrepresent the 
global distribution of value added generation. 
However, it is not only the value added contribution of the last sector in the value chain that is 
distorted. The source of distortion, which we will illustrate and discuss in detail, applies to all 
sectors that are involved in production. Hence any statistic that looks at the broad distribution of 
value added created in response to a specific category of demand, will have some degree of dis-
tortion. This holds in particular for the so-called Foreign Value Added Share (FVAS) of Timmer 
et al. (2014) and Los et al. (2014). One minus FVAS measures the share of all domestic sectors 
to value added created by (final) demand served by a sector. This is similar to the measures used 
in some of the case studies, such as the analysis on mobile phones by Ali-Yrrkö et al. (2011).  
The root of our argument is concerned with aggregation errors, which is not an unknown issue in 
input-output economics (e.g., Miller and Blair, 2009, chapter 4). However, in the context of 
global value chains and fragmented production systems, the aggregation issue takes special im-
portance, and is of a somewhat different nature than what has usually been debated in the litera-
ture. With increasing (international) fragmentation, it is likely that a single sector contributes in 
various stages of the production process. If a sector contributes 1$ value added to a value chain, 
the share of total value added by the sector to the entire chain should not be affected by whether 
the 1$ is added at the beginning of the chain (downstream) or at the end of the chain (upstream). 
However, in terms of the value-added-to-output ratio of the sector, this matters a great deal. The 
1$ represents a high (low) value added to output ratio if it is added at the beginning (end) of the 
chain. Input output analysis assumes, however, that this ratio is fixed for all activities (value 
chains) that the sector is involved in. We show that the heavy dependence of input-output analy-
sis on this assumption creates an aggregation error that is far from “neutral” white noise that 
leaves the average of a “representative” value chain unaffected.  
Our analytical exposition is aimed at very simple cases (3 sectors, short value chains without 
branching), and only covers a static perspective (it looks at decompositions of aggregated value 
chains in a single period). However, the simulations that we undertake after the analytical expo-
sition also cover longer value chains in a setting with more sectors, and provide a dynamic per-
spective by looking at potential distortion that arises in comparing 2 periods. For the static per-
spective, the simulations confirm the conclusions from the analytical work, i.e., that the input-
output decompositions provide a distorted picture, often over-estimating the value added contri-
bution of the final sector, but with a significant distortion for all sectors that contribute to the 
chain. The static simulations also confirm that the FVAS statistic is significantly distorted. 
The dynamic simulations show that the distortion also carries over to comparisons of multiple 
periods. Here we focus exclusively on the change in the FVAS statistic and show that the input-
output decompositions tend to particularly over-estimate the increase in FVAS of the final sec-
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tors where FVAS was initially low. In this form of distortion, an additional source of bias reveals 
itself. This is the tendency of the inverse Leontief matrix, which is used in the input-output cal-
culations, to even out the value added distribution. An extreme form of this phenomenon, which 
we refer to as regression to the mean, is the fact that the input-output decompositions tend to 
identify a value added contribution from all sectors in the system to any specific value chain, 
while in the true value added distribution, only a few sectors contribute to any given specific 
value chain.   
We proceed, in Section 2, to analytically explain some of the problems with value chain analysis 
by input-output analysis. To this end, we employ a number of simple examples of value chains, 
which we aggregate and then analyse using the standard input-output methods. The results will 
show how these calculations provide a distorted picture of the underlying value chains that we 
aggregated. We also provide an analytical exploration of the nature and extent of the distortion, 
and find that there are two main sources. In Section 3, we provide simulation experiments, in 
which we aggregate many more value chains. The aim of this section is to see whether the prob-
lems that we point to in Section 2 also exist in example value chains that are more complex and 
more numerous than the simple examples we present in Section 3. In the concluding Section 4, 
we provide a brief discussion of the results, and call for more empirical evidence at the level of 
value chains to assess how large the distortions that we point to really are.  
 
2. The problem 
The aggregated nature of input-output tables confronts serious problems for the analysis of value 
chains, due to two main conceptual issues. The first of these is the sequential nature of value 
added in a value chain. This leads to a steady increase in gross value (of output) when a product 
progresses in the chain, which makes it problematic to use gross output (of a firm or a sector that 
contributes to the chain) as a benchmark to scale the value added contribution of the firm of sec-
tor. Using (average) value added-to-output ratios is problematic in comparing a firm that adds 
one unit of value added at the beginning of the value chain to a firm that adds one unit of value 
added at the end of the chain. 
The second problem relates to the notion of production cycles in the value chain. We define a 
production cycle as a case where a product is produced using the product itself, either directly or 
indirectly. A nuclear power plant is an example of a case where production cycles exist: it uses 
electricity to produce electricity. Other examples are harder to produce, if we limit ourselves to 
the “micro” level, i.e., the level of actual inputs and outputs at the firm level. At that level, many 
of the production cycles that exist in an aggregate input-output table turn out to be the result of 
aggregation. Take, for example, a value chain in which wood is delivered to the fabricated metal 
sector as a packing material, whereas the fabricated metal sector delivers screws (packaged in 
plastic) to the wood & products sector, where they are used to produce furniture. There are no 
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production cycles within each of the chains, but when we aggregate the chains to sectors, a cycle 
has emerged.  
We proceed by analysing a few simple cases for value chains with 3 stages. We first derive some 
analytical conclusions for these chains, and then discuss some numerical examples.  
2.1. Analysing some simple cases 
Assume that in one value chain, sector A delivers total value Z1 to sector B, which uses it to de-
liver total value Z2 to sector C, and finally sector C uses the input it received from B to deliver Z3 
to final demand. We follow standard input-output logic to analyse this value chain. We denote 
the matrix of intermediate deliveries by U, the vector of value added by V, the vector of final 
demand by F, and the vector of gross output by Q. Elements of vectors or matrices are denoted 
by small case letters. For the above-described value chain, we have: 
U =  
0 Z1 0 
, F =
0 
, Q = 
Z1
0 0 Z2 0 Z2
0 0 0 Z3 Z3
 
The matrix of input coefficients is A, where aij = uij/qj, and M is a diagonal matrix with elements 
mi = vi/qi on the diagonal and zeros otherwise.  
A =  
0 
ܼଵ
ܼଶ 0 
, M = 
1 0 0 
0 0 
ܼଶ
ܼଷ 0 1 െ
ܼଵ
ܼଶ 0 
0 0 0 0 0 1 െ ܼଶܼଷ
 
The inverse Leontief matrix is defined in the conventional way, L = [I-A]-1: 
L =  
1 
ܼଵ
ܼଶ 
ܼଵ
ܼଷ 
0 1 
ܼଶ
ܼଷ 
0 0 1 
 
The input-output way of looking at the value chain is to construct a matrix D = MxL, which de-
composes value added: dij is the share of sector i in the value chain that produces a product from 
sector j. Note that the columns of matrix D will add to 1 (or zero, in case they do not contain any 
non-zero values), which is the reflection of the fact that the sum of final demand in the table is 
equal to the sum of value added.  
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Finally, let us introduce the diagonal matrix , which has vector F on the main diagonal and 
zeroes otherwise, and also define the matrix S = MxLx = Dx. Column j of S also provides a 
decomposition of value added in the chain, but in terms of dollars instead of shares. In other 
words, while each column of D adds up to 1, column j of S adds up to fj which is the actual final 
demand for sector j. Similarly, each row i of S adds up to vi, the total value added produced in 
sector i. For the case under analysis, we have the rather straightforward result: 
D =  
1 
ܼଵ
ܼଶ 
ܼଵ
ܼଷ 
, S = 
0 0 Z1 
0 1 െ ܼଵܼଶ 
ܼଶ െ ܼଵ
ܼଷ  0 0 Z2- Z1
0 0 1 െ ܼଶܼଷ 0 0 Z3- Z2
 
Let us now introduce a second value chain, one where the final good is produced in sector B, 
whereas sector C provides the intermediate stage. This is a chain A  C  B, whereas the case 
before was a chain A  B  C. We think of this second value chain as one that uses and pro-
duces different goods than the ones in the first chain, but at the level of the input-output table, 
these goods would be aggregated into the same sectors as before. For example, while the final 
good in the first chain could be an iPod, the intermediate good that sector C supplies in the sec-
ond chain could be a memory chip.  
To keep things analytically traceable, we start by assuming that the values of gross output in this 
chain are exactly the same, at every stage, as in the first chain.1 The second chain can be ana-
lysed like the first one, and it yields 
D* =  
1 
ܼଵ
ܼଷ 
ܼଵ
ܼଶ 
, S* = 
0 Z1 0
0 1 െ ܼଶܼଷ 0 0 Z3- Z2 0
0 
ܼଶ െ ܼଵ
ܼଷ  1 െ
ܼଵ
ܼଶ 0 Z2- Z1 0
 
Now we aggregate the two value chains in one input-output table, and apply the same decompo-
sitions, with the aim of finding out how much value is produced by each sector, in each of the 
two underlying chains. For the aggregated table, we have: 
Aagg =  0 
ܼଵ
ܼଶ ൅ ܼଷ 
ܼଵ
ܼଶ ൅ ܼଷ , M
agg = 1 0 0 
                                                            
1 We will relax this assumption below when we apply simulation analysis, and also in one analytical case that we 
consider next. 
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0 0 
ܼଶ
ܼଶ ൅ ܼଷ 0 1 െ
ܼଵ ൅ ܼଶ
ܼଶ ൅ ܼଷ 0 
0 
ܼଶ
ܼଶ ൅ ܼଷ 0 0 0 1 െ
ܼଵ ൅ ܼଶ
ܼଶ ൅ ܼଷ
 
Lagg =  
1 
ܼଵ
ܼଷ 
ܼଵ
ܼଷ 
0 
ሺܼଶ ൅ ܼଷሻଶ
2ܼଶܼଷ ൅ ܼଷଶ 
ܼଶሺܼଶ ൅ ܼଷሻ
2ܼଶܼଷ ൅ ܼଷଶ
0 
ܼଶሺܼଶ ൅ ܼଷሻ
2ܼଶܼଷ ൅ ܼଷଶ  
ሺܼଶ ൅ ܼଷሻଶ
2ܼଶܼଷ ൅ ܼଷଶ 
 
Dagg =  
1 
ܼଵ
ܼଷ 
ܼଵ
ܼଷ 
0 ሺܼଷ െ ܼଵሻሺܼଶ ൅ ܼଷሻ
2ܼଶܼଷ ൅ ܼଷଶ  
ܼଶሺܼଷ െ ܼଵሻ
2ܼଶܼଷ ൅ ܼଷଶ  
0 ܼଶሺܼଷ െ ܼଵሻ
2ܼଶܼଷ ൅ ܼଷଶ  
ሺܼଷ െ ܼଵሻሺܼଶ ൅ ܼଷሻ
2ܼଶܼଷ ൅ ܼଷଶ
 
 Sagg = 
0 Z1 Z1 
0 
ሺܼଷ െ ܼଵሻሺܼଶ ൅ ܼଷሻ
2ܼଶ ൅ ܼଷ  
ܼଶሺܼଷ െ ܼଵሻ
2ܼଶ ൅ ܼଷ  
0 
ܼଶሺܼଷ െ ܼଵሻ
2ܼଶ ൅ ܼଷ  
ሺܼଷ െ ܼଵሻሺܼଶ ൅ ܼଷሻ
2ܼଶ ൅ ܼଷ
 
With all these results in place, we can ask what the aggregate decomposition tells us about the 
first value chain (A  B  C). We know that the true value added $ value (in matrix S) that is 
generated by Sector C in this chain is equal to Z3- Z2, but it is also seen that matrix Sagg provides 
a different estimate of this value contribution: ሺ௓యି௓భሻሺ௓మା௓యሻଶ௓మା௓య . Similarly, the true share of value 
added (in matrix D) in this chain provided by Sector C is 1 െ ௓మ௓య, while matrix D
agg puts the share 
at ሺ௓యି௓భሻሺ௓మା௓యሻଶ௓మ௓యା௓యమ . 
We can derive the condition under which the aggregate input-output table overestimates these 
contributions by solving ܼଷ െ ܼଶ ൏ ሺ௓యି௓భሻሺ௓మା௓యሻଶ௓మା௓య  (obviously, this is the condition for the $ val-
ues, but the condition for the value added shares yields identical results). This yields ܼଷ ൏ ଶ௓మ
మ
௓భ െ
ܼଶ. If we rewrite Z2 = Z1 + 2 and Z3 = Z1 + 2 + 3, this condition can also be written as 
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Δଷ ൏ 2 ቀ୼మ
మ
௓భ ൅ Δଶቁ, and normalising the $ value added contribution of the primary sector A to 
one, this simplifies further to Δଷ ൏ 2ሺΔଶଶ ൅ Δଶሻ. Thus, unless the final sector adds a rather large 
amount of value added to the chain, the aggregate input-output decomposition will overestimate 
the contribution of the final sector to total value added in the chain. Alternatively, if the final 
sector does contribute a really high amount of value added, the aggregate decomposition will 
underestimate its contribution. Only in the “knife edge” case when Δଷ ൌ 2 ቀ୼మ
మ
௓భ ൅ Δଶቁ will the 
aggregate decomposition get it right.  
With the simple 3-step linear and non-branching value chains that were analysed so far, other 
chain variations and aggregations are possible. There are 6 possible orders in which the 3 sectors 
can be placed, and these yield 15 pairs of distinct chains to aggregate. Generally, when aggregat-
ing any of these pairs, a severe distortion in the aggregate decompositions arises, and usually the 
diagonal values in the decompositions are overestimated. One exception to this general rule is 
when we have a chain in which ܼଵ ൌ Δଶ ൌ Δଷ, and the final sector of the two aggregated value 
chains is identical. But this is a special case that does not arise often in reality.  
At an intuitive level, one obvious reason underlying the distortion is the multiple roles played by 
sectors in the different value chains, i.e., either as an intermediate good provider or as a final 
good provider. In the examples discussed so far, the value added coefficient in production by 
Sectors B and C are differentiated according to the sector’s position in the value chain. For ex-
ample, as a final good provider sector C adds 1 െ ௓మ௓య of the total value it delivers to final demand, 
while in value chain 2, sector C adds 1 െ ௓భ௓మ of the total value it delivers to sector B as intermedi-
ate output. The information about this difference is lost by the aggregation of the two chains into 
one input-output table, and this makes Sector C look like a sector whose output always incorpo-
rates a share 1 െ ௓భା௓మ௓మା௓య value added, regardless of whether the output is a final or an intermediate 
product. Throughout the Leontief algebra (i.e., S = MxLxthat decomposes sectoral value 
added into the originating sectors of final demand, the homogenisation of the value added coeffi-
cient is translated into a major distortion vis-a-vis the “true” decomposition which is not gener-
ally obtainable due to the empirical non-observability of the many individual chains. 
There is also another factor behind the inflation of the diagonal of matrix S. In the matrix multi-
plication S = MxLx, the resulting diagonal will contain elements that are multiplications of the 
diagonal elements of  and L and M. In order to understand the distortion on the diagonal of S, 
one may start by looking at the particular features of the diagonals of matrices L, M and 
individually.  is simply the sum of the final demand vectors that characterise individual 
chains, which is not any source of the distortion.  
With regard to the matrix L = [I-A]-1, note that a sufficient condition for the diagonal elements of 
this matrix to be equal to 1, is that for every non-zero element i-j (i different from j) in the under-
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lying matrix [I-A], the corresponding element j-i is 0. This condition is a technical way of speci-
fying that no production cycles exist. This is indeed the case in both non-aggregated value 
chains. Thus, in the decomposition of the individual value chains (matrices S, S*, D and D*), the 
diagonals of the L matrix will only contain ones. However, in the aggregate table, production 
cycles are created that do not exist in the underlying value chains.2 In the case of the above ex-
ample, this happens with elements (2, 3) and (3, 2), which both become non-zero in the [I-A] 
matrix for the aggregate table. This leads to a value >1 for elements 2 and 3 on the diagonal of 
the matrix [I-A]-1, as is clearly seen in the above formula for Lagg. This is the second factor that 
adds to the distortion of the aggregate decomposition.  
The second of the aggregation problems, i.e., the influence of production cycles, can be isolated 
in a theoretical way, by making the value added contribution of each sector constant, irrespective 
of the stage of the value chain that it appears in. Implementing this for the example used so far, 
we specify, as was already the case, that Sector A always has vA /qA = 1, and we specify fixed vB 
/qB = mB and fixed vC /qC = mC across the two chains. This can be achieved by setting the gross 
output of sector i (= B or C) to u1i /(1-mi).  
To analyse this case requires setting up the input-output tables from the very beginning. We will 
not document all steps of this procedure, but instead provide just the following results. First, for 
the disaggregated value chain A  B  C, we have  
D =  
1 1 െ݉஻ ሺ1 െ ݉஼ሻሺ1 െ݉஻ሻ
0 ݉஻ ሺ1 െ ݉஼ሻ݉஻ 
0 0 ݉஼ 
 
Second, for the aggregated analysis, we have: 
Dagg =  
1 ሺ2݉஻ଶ െ 5݉஻ ൅ 3ሻ 1 െ ݉஼3 െ ݉஼ െ݉஻ ሺ2݉஼
ଶ െ 5݉஼ ൅ 3ሻ 1 െ݉஻3 െ݉஼ െ݉஻ 
0 ሺ2 െ ݉஼ሻ݉஻ 2 െ݉஻3 െ݉஼ െ݉஻ ݉஻
݉஼ଶ െ 3݉஼ ൅ 2
3 െ݉஼ െ݉஻  
0 ݉஼ ݉஻
ଶ െ 3݉஻ ൅ 2
3 െ݉஼ െ݉஻  ሺ2 െ ݉஻ሻ݉஼
2 െ ݉஼
3 െ݉஼ െ݉஻ 
 
Under which conditions will the aggregate decomposition provide a proper representation of the 
value added distribution of the first chain (A  B  C)? In order to answer this question, we 
solve ሺ2 െ ݉஻ሻ݉஼ ଶି௠಴ଷି௠಴ି௠ಳ ൌ ݉஼ , i.e., that the lower-right element of these two matrices is 
identical. The solution yields only trivial cases: ݉஼ ൌ 1 ∨ ݉஻ ൌ 1 ∨ ݉஼ ൌ 0. These are all triv-
                                                            
2 In the Leontief matrix for the aggregated simple chains that we considered so far, at least one cycle will necessarily 
emerge from any aggregation. 
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ial because the values are incompatible with the idea of a value chain at all. Thus we conclude 
that with value-added-coefficients constant for every sector irrespective of the stage of the value 
chain, the diagonal values of matrix Dagg will always overestimate the true value added contribu-
tions. 
2.2. Introducing diagonal cycles 
So far, we considered cases where production cycles can only result from aggregation of value 
chains. This implies that such production cycles are involve more than one sector, i.e., that the 
diagonal values of the intermediate matrix U are 0. In the simple cases that we considered, pro-
duction cycles comprise two sectors, and they arise as a result corresponding cells below and 
above the diagonal having values >0. In this section, we briefly look at the case of production 
cycles that arise within the chain, and which lead to diagonal values of matrix U >0. Our aim is 
not to provide a full analysis of this case, but instead to illustrate that this kind of setup is a 
game-changer, i.e., the nature of the bias may change as a result of these chain-level cycles. 
We analyse the case of aggregating the cycles A  B  C  C and A  C  B  B, and try-
ing to reconstruct the first of these value chains by input-output decompositions. We start by 
analysing the case where the $ value added numbers in this cycle are given by Z1, 2, 3 and 4, 
respectively. This is similar to the first analytical case above, the only difference being that at the 
final stage of the chain, 3 + 4 is added in two stages, instead of just 3 in just one stage. We do 
not provide details of the calculations, but it can be shown that the condition for whether the di-
agonal value of D of the final sector is overstated does not change. This condition becomes 
Δଷ ൅ Δସ ൌ 2 ቀ୼మ
మ
௓భ ൅ Δଶቁ. 
When we specify value chains with fixed value added to output ratios for each sector, the situa-
tion does change. Before, we were able to show that for non-trivial values of the value added 
ratios, the diagonal values of D will always be overstated. This is no longer the case. Again, we 
do not present details of the calculations, which are somewhat tedious, but do produce a rela-
tively clear-cut result, which is displayed in Figure 1. 
The figure shows that only the value-added-to-output ratio of the final sector matters in the out-
come. Roughly speaking, when this is larger (smaller) than 0.5, the contribution of the final sec-
tor to total value added in the chain will be understated (overstated). The vertical line between 
the two parts of the plane appears to be linear, but in fact it is not. It is a third-degree polynomial 
that is almost linear in the relevant domains of both axes.  
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Figure 1. Condition for overstating or understating diagonal values of matrix D 
 
2.3. Numerical examples 
Table 1a displays a value chain in which the value added that is delivered in each stage declines 
progressively when final demand is approached. Table 1b displays matrix S for this table, i.e., 
the $ value added decomposition for the chain. By assumption, this is clearly a value chain in 
which the final stage (“final assembly”) adds relatively little value, as case studies have shown 
for goods such as the iPod. The $6 final demand to sector C is met by the $3, $2, and $1 value 
added contribution of sector A, B and C respectively. 
Table 1a. Input-Output Table for Value Chain 1 
 Deliveries to  
 Sector A Sector B Sector C Final demand Gross Out-
put 
Sector A 0 3 0 0 3 
Sector B 0 0 5 0 5 
Sector C 0 0 0 6 6 
Value Added 3 2 1   
Gross Output 3 5 6   
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Table 1b. Value Added Decomposition for Value Chain 1 
 Sector A Sector B Sector C Row Sum 
Sector A 0 0 3 3 
Sector B 0 0 2 2 
Sector C 0 0 1 1 
Column Sum 0 0 6  
 
Table 2a gives the input-output table for a different value chain, i.e., one where the final good is 
produced in sector B, whereas sector C provides the intermediate stage. This is a chain A  C 
 B, whereas the case in Table 1 was a chain A  B  C. Table 2b provides the value added 
decomposition.  
 
Table 2a. Input-Output Table for Value Chain 2 
 Deliveries to  
 Sector A Sector B Sector C Final demand Gross Out-
put 
Sector A 0 0 3 0 3 
Sector B 0 0 0 6 6 
Sector C 0 5 0 0 5 
Value Added 3 1 2   
Gross Output 3 6 5   
 
Table 2b. Value Added Decomposition for Value Chain 2 
 Sector A Sector B Sector C Row Sum 
Sector A 0 3 0 3 
Sector B 0 1 0 1 
Sector C 0 2 0 2 
Column Sum 0 6 0  
 
We get to the main point of our argument if we ask what happens if we aggregate these two 
value chains, into one input-output table. This is done in Table 3a. As we did not change the val-
ues of gross output at the respective changes of the chain, the first case analysed in the previous 
section should apply. We use Table 3a, and all the usual calculations of matrices D and S, to ask 
what is the distribution of value added over Value Chain 1. As indicated by Table 3b, the answer 
would be that, for 1 unit ($6) of final demand for the product that is the final output of Value 
Chain 1, 0.34 ($2.0625) would be contributed by Sector C (the sector that delivers the good final 
product of Value Chain 1), 0.16 ($0.9375) would be produced by Sector B, and 0.5 ($3) would 
12 
 
be produced by Sector A. Comparing to the actual values in Table 1b, it is clear that these values 
are not correct, except for Sector A. From the aggregate Table 3b, we would conclude that Sector 
C has a larger contribution to value added in the chain than Sector B, while in reality (Table 1b), 
the reverse is the case. The same conclusion arises if we analyse Value Chain 2 by using Table 3. 
The value added distributions for any chain that we compute using the aggregated table are dis-
torted. The extent of the distortion can be observed clearly by the comparison of Tables 3b and 
3c, where the latter is the correct decomposition which is obtained by the aggregation of Tables 
1b and 2b, while the former is the incorrect one obtained from the aggregate Table 3a according 
to the formula S = MxLxF. 
 
Table 3a. Input-Output Table for the two value chains aggregated 
 Deliveries to  
 Sector A Sector B Sector C Final demand Gross Out-
put 
Sector A 0 3 3 0 6 
Sector B 0 0 5 6 11 
Sector C 0 5 0 6 11 
Value Added 6 3 3   
Gross Output 6 11 11   
 
Table 3b. Value Added Decomposition Implied by Input-Output Table for the two value 
chains aggregated 
 Sector A Sector B Sector C Row Sum 
Sector A 0 3 3 6 
Sector B 0 2.0625 0.9375 3 
Sector C 0 0.9375 2.0625 3 
Column Sum 0 6 6  
 
Table 3c. Sum of value added decomposition matrices in Tables 1b and 2b 
 Sector A Sector B Sector C Row Sum 
Sector A 0 3 3 6 
Sector B 0 1 2 3 
Sector C 0 2 1 3 
Column Sum 0 6 6   
 
Next, we use the mi values from Value Chain 1 and apply them to Value Chain 2, which will 
make the gross output levels in that chain equal to 3, 3.6 and 6. Aggregating those two value 
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chains, and then decomposing leads to the results in Table 4. The decompositions are given in 
Table 4a (based on the aggregate input-output table) and Table 4b (the “correct” aggregation of 
the two value chains). Despite the fact that the heterogeneity of value added-to-gross output co-
efficients no longer plays a role, the decomposition based on the aggregate table is still distorted. 
The presence of cycles in the aggregate table explains this distortion.  
 
Table 4a. Value Added Decomposition Implied by Input-Output Table for the two value 
chains aggregated, using fixed value added coefficients per sector 
 Sector A Sector B Sector C Row Sum 
Sector A 0 2.7123 3.2877 6 
Sector B 0 2.8923 1.5068 4.4 
Sector C 0 0.3945 1.2055 1.6 
Column Sum 0 6 6  
 
Table 4b. Value Added Decomposition for the two value chains, “correct” aggregation, us-
ing fixed value added coefficients per sector 
 Sector A Sector B Sector C Row Sum 
Sector A 0 3 3 6 
Sector B 0 2.4 2 4.4 
Sector C 0 0.6 1 1.6 
Column Sum 0 6 6  
 
Does the problem go away with larger numbers, i.e., if we aggregate many more value chains? 
From the simple example value chains that were used so far, this does not seem to be the case. 
With 3 sectors, 6 different orders are possible, and if we aggregate all these 6 cases altogether, 
while keeping the value added at each stage of the chain constant, the problem only worsens. In 
this case (using gross output as in Tables 1 and 2), the value added shares on the diagonal in-
crease to 0.56, while in the underlying value chains that make up the aggregate picture, the share 
is 1/6 (approximately 0.17).  
 
3. Simulations 
The two aims of this Section are, first, to analyse more complicated cases than the simple linear 
chains of length 3 that we were able to analyse analytically, and, second, to extend the analysis to 
include a dynamic picture, i.e., to ask whether the static distortions that we identified carry over 
when we compare changes to value added contributions (or FVAS). We will do this by means of 
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simulation analysis. Before we proceed to lay out the model that we use to simulate the decom-
position of value chains, we will take a look at some basic results from the World Input-Output 
Database (WIOD), in order to set a rough frame for what kind of results to expect from the simu-
lations. Obviously, the WIOD does not provide any information on the underlying disaggregated 
value chains, so we cannot provide an overview of the actual bias that is implied in the decompo-
sitions. But we can collect some basic information on the value added coefficients in WIOD, so 
that our simulations can be calibrated so that the outcomes resemble at least these “stylised 
facts”.  
 
Figure 2. Kernel density plots of matrix elements d and m, WIOD, 2011 
3.1. Empirical impressions from the WIOD 
We look at some results of calculations using real-world input-output tables, in particular the 
WIOD, for 2011. This means we have 40 countries plus a “rest of the world”, and 35 sectors for 
each of those. Hence there are 1435 rows and columns in the matrices L, M and D. First, we 
look at the values on the diagonal of the matrix D = MxL. Our contention is that under a wide 
range of circumstances, these tend to over-estimate the true contribution of the sector to the total 
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value added of the value chain of the products produced as final demand by this sector. We can-
not test this assertion directly, because we do not have any information on the underlying tables 
for individual value chains, but we can look at the distribution of these diagonal values of matrix 
D, so that our simulations can be calibrated to reproduce this distribution in approximate form.  
In Figure 2, we plot the kernel density distribution of the diagonal values of matrix D (indicated 
as decomposition), along with the direct value added coefficients (m, indicated as direct). The 
density has been estimated both for all industries (including services) and for the primary and 
manufacturing sectors separately. The curves for all industries, including services, lie more to the 
right than the one for primary and manufacturing industries, which indicates the diagonal values 
that we are interested in tend to be lower in manufacturing and primary industries. The median 
for the “decomposition” value for the primary and manufacturing industries is 0.45, for all indus-
tries it is 0.44.  
Figure 3 plots the diagonal values of matrix M against those of matrix D, for the primary and 
manufacturing industries. The benchmark in this figure is the 45 degrees line, and it is clearly 
seen that all values are either on or above this line. The values that are above the 45 degrees line 
are the result of production cycles in the input-output table, which is one of the factors behind the 
over-statement of the diagonal values of the D matrix. We clearly see that these production cy-
cles are important for many sectors, as many observations are well above the 45 degrees line. 
 
Figure 3. Matrix elements m vs d (diagonals), WIOD, 2011 
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3.2. Simulations 
We implement simulations in Visual Basic in Excel 2010. In each simulation, 150 value chains 
are built up in a random way, by first picking a primary sector (defined as a sector that uses no 
intermediate inputs) and then picking a number of non-primary sectors to form a chain. We limit 
the experiments to cases where all value chains are a sequence without branches (i.e., so-called 
“snakes”). The length of the chains is normally distributed, and the mean and standard deviation 
of the normal distribution is taken as an input-parameter in the simulations. We use an average 
chain length of 4 with standard deviation 2.  
The simulated chain can directly involve production cycles, i.e., the same sector may arise more 
than once in a single chain, which will lead to the diagonal of the input-output matrix being 
populated. Also the aggregation of chains can lead to production cycles, and these are “off-
diagonal”. There are 5 primary sectors, and these sectors only occur as primary, i.e., at the start 
of the chain. A total of 30 sectors is used as non-primary, which implies that the input-output 
tables that we will build are 35x35 sectors. 
The probability of each sector to be picked for the next stage of the chain is, in principle, uni-
formly distributed. However, we also partition the sectors into groups, mimicking “countries”. In 
this case, we set a probability P, which we call the domestic bias. The uniform probability is then 
multiplied by 1 – P for sectors that belong to a “foreign country”. The primary use of the domes-
tic bias parameter is to run dynamic experiments, in which we compare a situation with high 
domestic bias with one with low bias. For the dynamic experiments, we also vary chain length. 
When we use a domestic bias in the simulations, the non-primary sectors are divided into 5 coun-
tries, each of which includes exactly one primary sector. 
There is a choice between two regimes that determine the amount of value added generated at 
each stage of the chain. In Regime 1, value added contributions are defined as $ values, and can 
consists of three components: one specific to the sector (the sector always contributes this 
amount), one specific to the stage (the fixed $ value is always contributed by the stage), and a 
chain specific contribution (a fixed $ value fixed throughout the chain). The value added pro-
duced at every stage of the chain is the sum of these 3 components, and each of the components 
is drawn from a uniform distribution for which we define the boundaries. In Regime 2, the value-
added-to-gross-output coefficient is drawn from a normal distribution, with the mean dependent 
on the sector, and a fixed standard deviation. The sector-dependent mean is fixed over the simu-
lation, and itself drawn from a uniform distribution. Hence in this regime, the value-added-to-
output ratio shows some heterogeneity over the chains, but has a strong sector-specific element. 
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For each value chain generated in the simulation, we standardise all value added values to gener-
ate a final output value that is equal to a random value drawn from the uniform distribution 
[7,13]. The value added and gross output numbers at each of the stages are then entered in a ma-
trix S**, which will contain the true value added decomposition, sector-by-sector, and into an 
input-output system (U, F and Q) that can be used to perform the decompositions used in Section 
2. We then calculate S – S**, where S is based on the input-output system, as a way to assess 
how well the decompositions capture the true value added structure. 
3.2.1. Static simulations 
Table 5 documents some descriptive results of 5 basic simulations. The first 3 columns present 
results for value added regime 1, the 4th and 5th column for value added regime 2. The table pro-
vides statistics on the distributions of the variables covered in Figures 2 and 3. These are in-
tended to assess how well the simulation results reproduce the stylised facts of the real-world 
input-output tables, even though the real-world tables contain many more rows/columns than our 
simulated tables. In the simulations used for Table 5, there is no domestic bias in the construction 
of value chains (P = 0). All statistics in the table are averages over 5 runs with different random 
seeds, and the numbers between brackets are standard deviations over these 5 runs.  
The m statistic in the table refers to the value-added-to-output ratios of each sector, i.e., what is 
called “direct” in Figure 2. The statistic referred to as diag is conceptually equal to the diagonal 
values of the D matrix, i.e., what is called “decomposition” in Figure 2. Note, however, that we 
cannot calculate the D matrix for our “true” values in the simulation (D = MxL, and there is no 
such thing as an L matrix for our true values). Hence we calculate a “true D matrix” by dividing 
each cell of the matrix S* by its column sum, and this is what is called diag in the table. Finally, 
we have a statistic called diff, which is diag – m, and which refers to Figure 3, where it is the 
vertical distance between a dot and the 45 degrees line. 
In the true distribution (Figure 2), the median values for m, diag and diff are slightly smaller than 
the average, i.e., the distribution is slightly skewed to the right. This is reproduced in the simula-
tions with value added regime 2, but not regime 1, where the median is slightly larger than the 
mean. For columns 1, 4 and 5, the values for the median, average and standard deviation of diag 
and m are roughly of the same order of magnitude as for the empirical distributions in Figure 2, 
if we focus on the manufacturing and primary sectors alone. For columns 2 and 3, this is the case 
for all indicators, except the standard deviations, which are somewhat smaller than observed em-
pirically.  
The 3 simulations with value added regime 1 differ with respect to the source of variation that 
they introduce. Column 1 only introduces sectoral variation in the value added contributions. 
Column 2 has sectoral- and stage-specific variation, while column 3 has variation of all 3 sorts, 
i.e., also introduces chain-specific variation. The effect of introducing non-sector-specific varia-
tion in the value added contributions (i.e., either stage- or chain-specific) is that the standard de-
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viation of the various indicators declines (rows Std). This is as expected, because the sectors may 
occur in different stages of the chain, and therefore, a stage-specific variation will tend to draw 
the sectors towards an average value. The impact of the chain-specific variation is limited, be-
cause the total final demand gets normalised into a limited (random range). Nevertheless, adding 
this component still reduces the standard deviations. A similar effect, although to a lesser extent, 
is observed in the 2 columns for value added regime 2. The first of these columns has standard 
deviation = 0, i.e., the sector-specific value added to output ratio is fixed throughout the simula-
tion. In the last column, the standard deviation of the sectoral value added to output ratio is 0.3 
(mean is fixed at 0.4).  
 
Table 5. Basic simulation results (no domestic bias) 
Regime 1 Only 
Sector 
Regime 1 Sector 
+ Stage 
Regime 1 All 
components 
Regime 2 
 std=0 
Regime 2 
 std = 0.3 
Median m 0.344 (0.024) 0.318 (0.008) 0.304 (0.009) 0.388 (0.043) 0.397 (0.040) 
Average m 0.313 (0.018) 0.310 (0.007) 0.312 (0.008) 0.401 (0.023) 0.427 (0.020) 
Std m 0.133 (0.010) 0.089 (0.013) 0.074 (0.014) 0.188 (0.011) 0.144 (0.017) 
Median d 0.362 (0.021) 0.341 (0.018) 0.319 (0.014) 0.397 (0.045) 0.415 (0.043) 
Average d 0.326 (0.019) 0.324 (0.010) 0.324 (0.009) 0.409 (0.023) 0.439 (0.024) 
Std d 0.139 (0.010) 0.092 (0.013) 0.078 (0.015) 0.190 (0.012) 0.145 (0.017) 
Median diff 0.008 (0.001) 0.009 (0.001) 0.008 (0.001) 0.005 (0.001) 0.007 (0.001) 
Average diff 0.013 (0.002) 0.014 (0.003) 0.013 (0.001) 0.008 (0.002) 0.012 (0.004) 
Std diff 0.013 (0.003) 0.012 (0.004) 0.011 (0.003) 0.008 (0.002) 0.013 (0.006) 
 Notes: In Regime 1, sector contribution drawn from [0,40], Stage and Chain both drawn from [0,20], in Regime 2, 
Mean = 0.4. 
Table 6 presents statistics on the distortions of the value added distribution, i.e., on the difference 
S – S**. In this table, we present results for five different values of the internationalisation pa-
rameter P. On the left, we have a completely internationalised case, where country borders play 
no role (P = 0), and this goes, by intermediate values of P, to the opposite case, where all value 
chains are concentrated in a single country (P = 1). Again, the table reports averages over five 
different random seeds, with standard deviations over seeds reported in brackets. 
The first part of the table, the “overall distortion” part, sums all cells of the matrix S – S** that 
have a positive deviation, and divides by the total value added in all chains in the simulations. 
Note that the total value added is the same in matrix S and matrix S**, which implies that the 
sum of deviations in matrix S – S** is 0. Hence the “overall distortion” statistic is matched by a 
negative counterpart. In other words, the sum of absolute deviations in the matrix S – S** is 
twice the magnitude of the “overall distortion” statistics.  
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Table 6. Simulation results: various measures of distortion of the value added distribution 
Country compartmentalisation 
Overall distortion 0.00 0.25 0.50 0.75 0.95 1.00 
Regime 1, sector 0.340 0.326 0.325 0.312 0.238 0.108 
(0.014) (0.013) (0.016) (0.021) (0.026) (0.006) 
Regime 1, sector + stage 0.338 0.330 0.335 0.314 0.252 0.117 
(0.016) (0.006) (0.009) (0.018) (0.018) (0.009) 
Regime 1, all 0.348 0.335 0.336 0.318 0.248 0.115 
(0.015) (0.017) (0.006) (0.008) (0.021) (0.009) 
Regime 2, std=0 0.251 0.242 0.250 0.230 0.173 0.089 
(0.018) (0.013) (0.012) (0.017) (0.026) (0.002) 
Regime 2, std=0.3 0.280 0.273 0.277 0.258 0.202 0.123 
(0.020) (0.017) (0.016) (0.018) (0.022) (0.008) 
Diagonal positive distortion      
Regime 1, sector 0.152 0.138 0.120 0.114 0.079 0.076 
(0.023) (0.019) (0.014) (0.019) (0.022) (0.014) 
Regime 1, sector + stage 0.154 0.145 0.130 0.114 0.096 0.080 
(0.026) (0.021) (0.016) (0.028) (0.015) (0.020) 
Regime 1, all 0.154 0.133 0.137 0.108 0.097 0.064 
(0.035) (0.025) (0.017) (0.019) (0.013) (0.012) 
Regime 2, std=0 0.010 0.010 0.013 0.010 0.012 0.014 
(0.003) (0.004) (0.003) (0.003) (0.003) (0.004) 
Regime 2, std=0.3 0.047 0.043 0.045 0.040 0.033 0.030 
(0.010) (0.006) (0.013) (0.003) (0.006) (0.006) 
Diagonal negative distortion      
Regime 1, sector -0.011 -0.009 -0.009 -0.012 -0.025 -0.027 
(0.007) (0.005) (0.010) (0.005) (0.009) (0.010) 
Regime 1, sector + stage -0.013 -0.013 -0.014 -0.023 -0.030 -0.034 
(0.003) (0.004) (0.007) (0.009) (0.010) (0.009) 
Regime 1, all -0.012 -0.014 -0.012 -0.019 -0.035 -0.030 
(0.005) (0.006) (0.006) (0.005) (0.008) (0.005) 
Regime 2, std=0 -0.013 -0.017 -0.016 -0.022 -0.029 -0.034 
(0.002) (0.004) (0.005) (0.006) (0.007) (0.007) 
Regime 2, std=0.3 -0.051 -0.049 -0.056 -0.061 -0.054 -0.058 
(0.008) (0.006) (0.011) (0.004) (0.017) (0.007) 
FVAS overall distortion       
Regime 1, sector 0.148 0.131 0.149 0.215 0.500 -- 
(0.020) (0.012) (0.039) (0.042) (0.059) -- 
Regime 1, sector + stage 0.126 0.129 0.153 0.195 0.408 -- 
(0.009) (0.021) (0.022) (0.038) (0.034) -- 
Regime 1, all 0.124 0.132 0.145 0.191 0.420 -- 
(0.016) (0.020) (0.017) (0.015) (0.049) -- 
Regime 2, std=0 0.098 0.102 0.130 0.192 0.390 -- 
(0.010) (0.019) (0.015) (0.027) (0.038) -- 
Regime 2, std=0.3 0.174 0.169 0.198 0.239 0.380 -- 
(0.017) (0.018) (0.028) (0.030) (0.048) -- 
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The overall distortion declines with the value of the parameter P. It declines slightly for values of 
P up to 0.75, and then declines sharply. Thus, the overall distortion is smallest for the case where 
value chains are completely domestic. Between the parameter sets, the overall distortion is larger 
in the simulations with regime 1 than those with regime 2, although they are still sizeable in re-
gime 2. In regime 2, the overall error increases when the standard deviation goes up from 0 to 
0.9. In regime 1, the overall error does not vary much between the 3 simulations.  
The next two blocks of the table look at the diagonal values of S – S**, and here we consider 
positive and negative deviations separately. The sum of the positive or negative cells are divided 
by total value added on the diagonal in the true decomposition (matrix S**). The analytical cases 
above suggest that the values on the diagonal are biased upward, especially so in value added 
regime 1. This is clearly confirmed in all simulations with value added regime 1. In this case, the 
positive diagonal error is around 15% for the case when country borders do not matter, and this 
declines to about half (7%) when value chains are concentrated domestically. The negative di-
agonal distortion, on the other hand, is very much smaller in this regime, and it does not vary 
much with the degree of internationalisation. With this regime, the size of the distortion on the 
diagonal grows slightly with adding more components of variance of the value added contribu-
tions.  
In line with the conclusions from the analytical exposition, the distortion on the diagonal is much 
smaller for simulations with value added regime 2. This regime clearly emerges as the one that is 
most “favourable” to input-output analysis. In addition, the small distortion that is observed in 
regime 2 is fairly evenly distributed in the negative and positive domain (with the negative do-
main slightly dominating), and it does not vary much with the level of internationalisation. How-
ever, when the standard deviation is set to 0.3 (last row of each block), the distortion on the di-
agonal grows, even if it never comes close to the values observed with regime 1. 
Finally, we look at the FVAS statistic. Since FVAS includes both the diagonal value and some of 
the off-diagonal values of the matrix S, it will combine features of the diagonal and off-diagonal 
distortions. The statistic given in Table 6 is the average of the sum of absolute differences in 
FVAS for each of the 30 non-primary sectors, between S and S**, divided by the true average 
value of FVAS over the 30 sectors.  
There are two common trends in the FVAS distortion results. First, the (relative) distortion in-
creases when the economy becomes less internationalised (i.e., the numbers increase from left to 
right in the table). Second, the level distortion differs between regimes 1 and 2, but also varies 
greatly within regime 2, depending on the standard deviation. The distortions are sizeable, vary-
ing between about 10% and 17% for the completely globalised case, and up to 50% for cases 
close to completely domestic value chains (obviously, FVAS = 0 when P = 1, so our statistic is 
not defined for the last column in the table).  
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3.2.2. Dynamic simulations 
We now turn to investigating the dynamic nature of the distortion and biases that were observed 
so far, and focus on FVAS. This addresses the conclusions reached in part of the input-output 
literature (Timmer et al., 2014; Los et al., 2014) about an increase in so-called international 
fragmentation (FVAS). For example, Los et al. (2014) observe that over the 1995 – 2008, FVAS 
goes up significantly, and for the large majority of (manufacturing) sectors in the WIOD data-
base. This is seen as evidence of an increasing importance of international or global value chains.  
Our results so far suggest that the FVAS statistics that Los et al. (2014) use for any of the indi-
vidual two years that they use, are probably biased. Specifically for FVAS, this would be the 
case irrespective of whether the real world operated as in our value added regime 1 or regime 2. 
However, if such a bias exists in both years that Los et al. (2014) observe, could it be that the 
change between those 2 years is still un-biased? In other words, is the bias static, or dynamic? 
This is the issue that we address in this section. 
In the dynamic setting, a new aspect of the input-output decompositions comes up. This is the 
fact that the inverse Leontief calculation has the effect of evening out many of the distributions 
that are found in the underlying true value chains. This is most obvious in the fact that the true 
matrix S** has relatively many cells that are equal to zero, while the matrix S, based on the in-
verse Leontief calculations typically has no zero-cells at all. In other words, if we look at a single 
column of the matrix S (the distorted value added matrix), the values in this column suggest that 
all other sectors in the system contribute to the value added in the demand delivered by the col-
umn-sector. In the true matrix S**, however, there is a much more limited number of sectors that 
contributes to this value added, as there are many zeros in the column. This phenomenon, which 
(of course) also played a role in the static simulations, has an important consequence in the dy-
namic context, which we will discuss below.  
The setup of our simulation experiment is as follows. For a given random seed, we carry out two 
simulations: one with a domestic bias equal to 0.75, and one with domestic bias equal to 0.25. 
Because the random seed is fixed between the two runs, the length of the chains, and the compo-
nents that build up the value added in the chain, does not vary between the two runs. This implies 
that the value added contributions of the sectors (whether they are specified in $ values, or in 
value-added-to-output ratios) do not vary between the runs, which makes the two experiments 
comparable in this respect. The only thing that varies, is the tendency for chains to become inter-
nationalised.  
Then we compare FVAS between the two runs, both for the true value added matrix S**, and for 
the distorted matrix S, and ask whether the true change in FVAS is well approximated by the 
change in FVAS that we see in the matrix based on the input-output decompositions (S). The 
change from domestic bias = 0.75 to domestic bias = 0.25 is intended to mimic a globalisation 
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shock, similar to what is found by Los et al. (2014). We expect that as a result of this shock, 
FVAS will go up.  
The basic results are displayed in Figures 4a and 4b, which plot the true change in FVAS against 
the decomposed change in FVAS. Both figures collect data over 5 different random seeds per 
parameter setting. The observations are the 30 non-primary sectors, so that there are 150 obser-
vations in each figure. The black (non-steepest) line is the regression line fitted through the ob-
servations, the other line is the 45 degrees line. If changes in FVAS in the decomposed matrix S 
would be a reliable approximation of true changes in FVAS, we would expect the regression line 
to be close to the 45 degrees line, and the points to be spread in a close band around this line. 
Figure 4a gives the results for value added regime 1, with only sectoral variation in value added 
contributions. Figure 4b gives results for value added regime 2, standard deviation = 0. For both 
cases, we observe a clear bias in the decomposed FVAS-changes. The other regimes of Tables 5 
and 6 are not documented here in order to save space, but they yield similar results.  
 
 
Figure 4a. True FVAS vs. decomposed FVAS, value added regime 1, only sector variation 
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Figure 4b. True FVAS vs. decomposed FVAS, value added regime 2, standard deviation=0 
 
The most obvious feature in both figures is that the regression lines have slopes that are clearly 
smaller than 1 (in Figure 4a, the slope is 0.26, in Figure 4b, it is 0.37). This means that large 
(small) true changes in FVAS are under- (over-) estimated by the input-output decompositions, 
as is also clearly seen by the position of the observations relative to the 45 degrees line. In addi-
tion to this bias, the points are also spread out fairly widely around the regression line, i.e., there 
is a large amount of noise in the approximation of the true changes in FVAS. The R2 of the re-
gression line in Figure 4a is 0.25, in Figure 4b it is 0.38.  
The bias in the approximated FVAS changes is the result of a process that can be seen as a re-
gression to the mean. We already pointed to the tendency of the decomposed value added matrix 
S to even out the value added contributions within a column (and across rows). This is essen-
tially a characteristic of the static value added decomposition, and it holds both for domestic bias 
setting 0.25 and 0.75. As a result of this static tendency to even out differences in FVAS between 
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the sector, the dynamic changes of FVAS are much smaller in the decomposed matrices S than in 
the true matrices S**.3  
It is as if the decomposition matrix S “smears out” a spectrum of widely differing colours (found 
in the true matrix S**) into various shades of grey. Although the results with domestic bias = 
0.25 yield a darker shade of grey than the results with domestic bias = 0.25, the difference be-
tween these two shades of grey is much smaller than the differences in colour that are found 
when the true matrix S** is used. Switching from the colour analogy back to the actual results, 
this tendency is clearly observed in Figures 4a&b by looking at the range of values found on the 
horizontal axis and comparing it with the range on the vertical axis. The range on the vertical 
axis is much smaller than the range on the horizontal value. As a result of the fact that the wide 
range on the horizontal axis is squeezed into a narrow range on the vertical axis, the regression 
line gets slope < 1. 
It is easy to see what this implies for the estimates of changes in FVAS that Los and Timmer 
present. They find an increase in FVAS that is found pretty much across the board, i.e., both for 
sectors that initially had low FVAS, and for sectors that initially had high FVAS. Our results 
suggest that the changes of the initially low values may be over-estimated, and hence that they 
may not have increased their fragmentation (FVAS) at all. On the other hand, the initially FVAS 
values have probably grown even more than the results by Timmer and Los suggest. Hence the 
general increase in international fragmentation that they find may well be less general than they 
suggest. 
The regression to the mean tendency occurs somewhat independently of the (static) biases in the 
matrix S that we analysed extensively above. It occurs, in a relatively strong way, even in cases 
where the static biases of the diagonal values of matrix S are minimal (Figure 4b).  
 
4. Conclusions and discussion 
Our analysis shows, both analytically and by means of simulation analysis, that the input-output 
decomposition methods that are applied to provide evidence about international fragmentation in 
value chains, are grossly distorting the true underlying value added distribution in an aggregated 
set of value chains. We pointed to two different forms and sources of such biases.  
First, focusing on the final sector, i.e., the sector that delivers the final product of the chain, we 
find that there is a tendency for the contribution of this sector to be over-estimated. This implies, 
among other things, that the results of case studies (e.g., on the iPod or mobile phones) that show 
a small contribution of the final (manufacturing) sector that delivers the product, cannot be com-
                                                            
3 In the extreme case of comparing a case with domestic bias = 1 to a case with domestic bias = 0 (or any positive 
number), the static regression to the mean effect becomes equal to the dynamic effect. In the case of domestic bias, 
FVAS = 0 for all sectors. Hence FVAS for the domestic bias = 1 (or >0) case is equal to the change in FVAS.    
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pared to aggregate studies based on input-out tables, because the input-output approach may well 
over-estimate the distribution of the final sector.  
This bias is strongest where the $ value added contribution is specific to the sector that produced 
it (rather than the stage of the chain it appears in), and it is virtually absent if sectors are charac-
terised by a fixed value-added-to-output ratio, irrespective of which chain they contribute to, and 
irrespective of the stage of the chain the sector appears in. Hence, such a “scenario” emerges as 
the one that is least problematic for input-output analysis of value chains.4 But even in this sce-
nario, the distortion of the value added contribution of non-final sectors is very large as well. In 
addition, when the value-added-to-output ratio within a sector shows variation over the various 
chains that the sector participates in, the distortion grows considerably. Again, we observe that 
for high (low) value-added-to-output ratios, the distortion is negative (positive).  
We are unaware of any systematic evidence on whether the fixed $ value scenario or the fixed 
value-added-to-gross-output ratio scenario is empirically more relevant. Before the input-output 
decompositions of fragmentation of value chains are widely adopted as an acceptable methodol-
ogy, we call for an effort to collect such evidence.   
Second, our simulation analysis showed that also dynamic comparisons of specific results of the 
static decompositions tend to be biased. We focused on the foreign value added share (FVAS) 
statistic that is used in Los et al. (2014) and Timmer et al. (2014). They argue that value chains 
tend to become more internationally fragmented since 1995 (FVAS tends to increase). Our re-
sults point to a bias in the changes in FVAS when calculated using the Los & Timmer method. 
The bias is a result of a process that we describe as regression to the mean. The underlying static 
decompositions, and in particular the inverse Leontief matrix used in these decompositions, tends 
to even out the value added distribution in a rather strong way, leading to much less variation of 
FVAS values in the decompositions as compared to the true values. In the dynamic context, this 
effect is reinforced, leading to the bias that we observe: small (large) changes in FVAS tend to be 
over- (under-) estimated.  
Although we focused on the issue of global value chains and international fragmentation, it 
seems likely that the sources of the biases and distortion that we pointed to (the use of fixed 
value-added-to-output ratios, the emergence of cycles as a result of aggregation, and the regres-
sion to the mean effect in the inverse Leontief matrix) have consequences for other applications 
of input-output analysis as well. For example, the calculation of so-called footprints (e.g., Al-
                                                            
4 It may be noted that the case that is most “favourable” for input-output analysis, is the “scenario” where the value-
added-to-output ratio is constant over all chains in which the sector participates, but differs between sectors. This is 
when the distortion of the value added contribution of the final sector is minimal. But in such a case, the micro level 
evidence should indeed be a good approximation of the aggregate picture as well. Because the value-added-to-
output ratio does not differ (much) between chains within a sector, it is enough to analyse only a few cases. How-
ever, the fact that input-output analysis and the micro level case studies tend to disagree on the value added contri-
bution of the final sector, makes it unlikely that this is a relevant scenario. 
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samawi et al., 2014), which, broadly speaking, measures how consumption instead of production 
leads to phenomena such as CO2 emissions, is also likely to suffer from the problems that we 
pointed to. The same holds for methods that attempt to calculate trade in value added (e.g., John-
son and Nogueira, 2012). 
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