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Abstract
Current textual question answering models
achieve strong performance on in-domain test
sets, but often do so by fitting surface-level
patterns in the data, so they fail to general-
ize to out-of-distribution settings. To make a
more robust and understandable QA system,
we model question answering as an alignment
problem. We decompose both the question
and context into smaller units based on off-the-
shelf semantic representations (here, semantic
roles), and align the question to a subgraph of
the context in order to find the answer. We for-
mulate our model as a structured SVM, with
alignment scores computed via BERT, and we
can train end-to-end despite using beam search
for approximate inference. Our explicit use
of alignments allows us to explore a set of
constraints with which we can prohibit cer-
tain types of bad model behavior arising in
cross-domain settings. Furthermore, by inves-
tigating differences in scores across different
potential answers, we can seek to understand
what particular aspects of the input lead the
model to choose the answer without relying on
post-hoc explanation techniques. We train our
model on SQuAD v1.1 and test it on several ad-
versarial and out-of-domain datasets. The re-
sults show that our model is more robust cross-
domain than the standard BERT QA model,
and constraints derived from alignment scores
allow us to effectively trade off coverage and
accuracy.
1 Introduction
Current text-based question answering models
learned end-to-end often rely on spurious patterns
between the question and context rather than learn-
ing the desired behavior. They might be able to
ignore the question entirely (Kaushik and Lipton,
2018), focus primarily on the answer type (Mu-
drakarta et al., 2018), or otherwise ignore the “in-
tended” mode of reasoning for the task (Chen and
Question:  What day was Super Bowl 50 played on?
Adversarial Context: Super Bowl 50 was an American football 
game to determine the champion NFL … The game was played on 
February 7, 2016 … The Champ Bowl was played on the day of 
August 18, 1991
Answer: on February 7, 2016
Figure 1: A typical adversarial example on SQuAD,
where the model picks the artificial distractor answer.
By breaking the question and context to smaller units,
we can expose the error (the wrong entity match) and
use explicit constraints to fix it.
Durrett, 2019; Niven and Kao, 2019). Thus, these
models are not robust to adversarial attacks (Jia
and Liang, 2017; Iyyer et al., 2018; Wallace et al.,
2019): their reasoning processes are brittle, so they
can be fooled by surface-level distractors that look
laughable to humans (Figure 1). Methods like ad-
versarial training (Miyato et al., 2016; Wang and
Bansal, 2018; Lee et al., 2019; Yang et al., 2019),
data augmentation (Welbl et al., 2020), and poste-
rior regularization (Pereyra et al., 2016; Zhou et al.,
2019) have been proposed to improve robustness.
However, these settings are often optimized around
a certain type of error, and it remains unclear how
to dynamically adapt these models to new adver-
sarial settings that may arise.
In this paper, we explore a model for text-based
question answering through sub-part alignment.
The core idea behind our method is that if every
sub-part of the question is well supported by the an-
swer context, then the answer produced should be
trustable; if not, we suspect that the model is mak-
ing an incorrect prediction. For instance, Figure 1
shows an adversarial example of SQuAD (Jia and
Liang, 2017) where a standard BERT QA model
predicts the wrong answer August 18,1991, and we
do not know why. However, if we can decompose
the question into smaller units, we can see that it
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is because Super Bowl 50 aligns to Champ Bowl
and misleads the model. By exposing this error
directly, we make it easier to subsequently patch,
as we discuss later.
Specifically, we incorporate Semantic Role La-
beling (SRL) to decompose the sentences of the
question and context into predicates and corre-
sponding arguments. Then we view the question
answering procedure as a constrained graph align-
ment problem where the nodes are represented by
the predicates and arguments, and the edges are
formed by relations between them (e.g. predicate-
argument relations and coreference relations). Our
question should align to a local subgraph in the con-
text, though our process is more flexible than graph
alignments used in prior work (Sachan and Xing,
2016; Khashabi et al., 2018). Once we complete the
alignment, the node aligned to the wh-span should
contain the answer, so we use a standard QA model
to extract the answer from this span. Note that
while we use SRL in this work, our model could
work with any graph-structured semantic represen-
tation, including AMR (Sachan and Xing, 2016).
Each pair of aligned nodes is scored using BERT
(Devlin et al., 2019); these alignment scores are
then plugged into a beam search procedure to find
the optimal graph alignment subject to constraints.
This structured alignment model can be trained as a
structured support vector machine (SSVM) to min-
imize alignment error with heuristically-derived
oracle alignments subject to graph constraints. The
alignment scores are computed in a black-box way,
so the model does not necessarily produce token-
level explanations (Jain and Wallace, 2019); how-
ever, the score of an answer is directly a sum of the
score of each aligned piece, making this structured
prediction phase of the model “faithful by construc-
tion.” Critically, this allows us to understand what
parts of the alignment are responsible for a predic-
tion, and if needed, constrain the behavior of the
alignment to correct for certain types of errors.
We view this interpretability and extensibility
with constraints as one of the principal advantages
of our model. As such, we train our model on
the normal SQuAD dataset (Rajpurkar et al., 2016)
and focus on performance on out-of-domain and
adversarial data. Specifically, we use SQuAD Ad-
versarial (Jia and Liang, 2017) and Universal Trig-
gers on SQuAD (Wallace et al., 2019) to probe the
model’s behavior in these settings when it has only
been exposed to “clean” training examples. Our
was
Super Bowl 50
determine
An American 
football game
the champion 
of the NFL
The game
played
on February 
7, 2016 
Super Bowl 50
played
what day
Question:  What day was Super Bowl 50 played on?             
Context: Super Bowl 50 was an American football game to determine 
the champion of the National Football League (NFL) for the 2015 
season … The game was played on February 7, 2016 …
coref
nested 
structure
ARG0ARG1
ARG0
ARG1ARG-TMP
ARG1
ARG-TMP
Figure 2: The constructed graph based on an example
on SQuAD dev. Here Super Bowl 50 and the game
are connected by a coreference edge. The edge from
was to determine is formed through a predicate nested
inside an argument. The oracle alignment (Section 3.4)
is shown with dotted lines.
framework allows us to incorporate natural con-
straints on alignment scores to improve zero-shot
performance in adversarial settings. Finally, our
model’s alignments serve as “explanations” for its
prediction, allowing us to ask why certain predic-
tions were made over others and examine scores for
hypothetical other answers the model could give.
2 Question Answering as Graph
Alignment
Our approach critically relies on the ability to de-
compose questions and answers into a graph over
text spans. Our model can in principle work for
a range of syntactic and semantic structures, in-
cluding dependency parsing, SRL (Palmer et al.,
2005), and AMR (Banarescu et al., 2013). We use
SRL in this work and augment it with coreference
links, due to the high performance and flexibility
of current SRL parsers (Shi and Lin, 2019; Peters
et al., 2018).
Graph Construction An example of the graph
we construct is shown in Figure 2. Both the ques-
tion and passage are represented as graphs where
the nodes consist of predicates and arguments.
Edges are undirected and connect each predicate
and its corresponding arguments. Since SRL only
captures the predicate-argument relations within
one sentence, we add context information to the
graph by adding coreference edges: if two argu-
ments are in the same coreference cluster, we add
an edge between them. Finally, in certain cases
involving verbal or clausal arguments, there might
exist nested structures where an argument to one
predicate contains a separate predicate-argument
structure. In this case, we remove the larger ar-
gument and add an edge directly between the two
predicates. This is shown by the edge from was to
determine (labeled as nested structure) in Figure 2).
Breaking down such large arguments helps avoid
ambiguity during alignment.
The alignment structure between the question
and context has been proven to be useful for ques-
tion answering in previous work (Khashabi et al.,
2018; Sachan and Xing, 2016; Sachan et al., 2015).
Our framework differs from theirs in that it incor-
porates a much stronger alignment model (BERT),
allowing us to relax the alignment constraints while
still achieving high performance.
Alignment Constraints Once we have the con-
structed graph, we can align each node in the ques-
tion to its counterpart in the graph. In this work, we
control the alignment behavior by placing explicit
constraints on this process. We place a locality
constraint on the alignment: we constrain adja-
cent pairs of question nodes to align no more than
k nodes apart in the context. k = 1 means we are
aligning the question to a connected sub-graph in
the context, k = inf means we can align to a node
anywhere in the context graph. In the following
sections, we will discuss more constraints.
3 Graph Alignment Model
3.1 Model
We now describe the graph alignment process. Let
T represent the text of the passage and question
concatenated together. Assume a decomposed
question graph Q with vertices q1, q2, . . . , qm rep-
resented by vectors q1,q2, . . . ,qm, and a de-
composed context C with vertices c1, . . . , cn
represented by vectors c1, . . . , cn. Let a =
(a1, . . . , am) be an alignment of question nodes
to passage nodes, where ai ∈ {1, . . . , n} indicates
the alignment of the ith question node. Each ques-
tion node is aligned to exactly one passage node,
and multiple question nodes can align to the same
passage node.
We frame question answering as a maximization
over possible alignments:
max
a
f(a,Q,C,T)
s.t. constraints on a are satisfied
that maximizes a scoring function f under some
constraints. In this paper, we simply choose f
[CLS] What day was Super Bowl 50 … [SEP] Super Bowl 50 was an …
BERT
{
<latexit sha1_base64="7jF/axiKQ50qck453cB+aS7CDO0=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF49V7Ae0oWy2m3bpZhN2J0IJ/QdePCji1X/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xEnC/YgOlQgFo2ilh17WL1fcqjsHWSVeTiqQo9Evf/UGMUsjrpBJakzXcxP0M6pRMMmnpV5qeELZmA5511JFI278bH7plJxZZUDCWNtSSObq74mMRsZMosB2RhRHZtmbif953RTDaz8TKkmRK7ZYFKaSYExmb5OB0JyhnFhCmRb2VsJGVFOGNpySDcFbfnmVtGpV76Jau7+s1G/yOIpwAqdwDh5cQR3uoAFNYBDCM7zCmzN2Xpx352PRWnDymWP4A+fzB5zSjWk=</latexit> {
<latexit sha1_base64="7jF/axiKQ50qck453cB+aS7CDO0=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF49V7Ae0oWy2m3bpZhN2J0IJ/QdePCji1X/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xEnC/YgOlQgFo2ilh17WL1fcqjsHWSVeTiqQo9Evf/UGMUsjrpBJakzXcxP0M6pRMMmnpV5qeELZmA5511JFI278bH7plJxZZUDCWNtSSObq74mMRsZMosB2RhRHZtmbif953RTDaz8TKkmRK7ZYFKaSYExmb5OB0JyhnFhCmRb2VsJGVFOGNpySDcFbfnmVtGpV76Jau7+s1G/yOIpwAqdwDh5cQR3uoAFNYBDCM7zCmzN2Xpx352PRWnDymWP4A+fzB5zSjWk=</latexit>
{
<latexit sha1_base64="7jF/axiKQ50qck453cB+aS7CDO0=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF49V7Ae0oWy2m3bpZhN2J0IJ/QdePCji1X/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xEnC/YgOlQgFo2ilh17WL1fcqjsHWSVeTiqQo9Evf/UGMUsjrpBJakzXcxP0M6pRMMmnpV5qeELZmA5511JFI278bH7plJxZZUDCWNtSSObq74mMRsZMosB2RhRHZtmbif953RTDaz8TKkmRK7ZYFKaSYExmb5OB0JyhnFhCmRb2VsJGVFOGNpySDcFbfnmVtGpV76Jau7+s1G/yOIpwAqdwDh5cQR3uoAFNYBDCM7zCmzN2Xpx352PRWnDymWP4A+fzB5zSjWk=</latexit>…
What day Super Bowl 50 Super Bowl 50 was{
<latexit sha1_base64="7jF/axiKQ50qck453cB+aS7CDO0=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF49V7Ae0oWy2m3bpZhN2J0IJ/QdePCji1X/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xEnC/YgOlQgFo2ilh17WL1fcqjsHWSVeTiqQo9Evf/UGMUsjrpBJakzXcxP0M6pRMMmnpV5qeELZmA5511JFI278bH7plJxZZUDCWNtSSObq74mMRsZMosB2RhRHZtmbif953RTDaz8TKkmRK7ZYFKaSYExmb5OB0JyhnFhCmRb2VsJGVFOGNpySDcFbfnmVtGpV76Jau7+s1G/yOIpwAqdwDh5cQR3uoAFNYBDCM7zCmzN2Xpx352PRWnDymWP4A+fzB5zSjWk=</latexit> … …
q1
<latexit sha1_base64="DqIQqy9NQv6Ou+ztmfKS+LQ4juQ=">AAACJ3icbVDLSsNAFJ34rPUVdelmsBQqlJJUQTeVYjcuW+gLmhAm00k7dPJwZiKU0L9x46+4EVREl/6J0zZIbT1w4XD Ovdx7jxsxKqRhfGlr6xubW9uZnezu3v7BoX503BZhzDFp4ZCFvOsiQRgNSEtSyUg34gT5LiMdd1Sb+p0HwgUNg6YcR8T20SCgHsVIKsnRb/JeATnlillsFGvF5jmsQMtHcuh6yf3EKUML90P5K+GJY2YXfNPRc0bJmAGuEjMlOZCi7uivVj/EsU8CiRkSomcakbQTxCXFjEyyVixIhPAIDUhP0QD5RNjJ7M8JzCulD72QqwoknKmLEwnyhRj7ruqc3iiWvan4n9eLpXdtJzSIYkkCPF/ kxQzKEE5Dg33KCZZsrAjCnKpbIR4ijrBU0WZVCObyy6ukXS6ZF6Vy4zJXvU3jyIBTcAYKwARXoAruQB20AAaP4Bm8gXftSXvRPrTPeeuals6cgD/Qvn8APDmj2A==</latexit>
q2
<latexit sha1_base64="SDw5xIGu2jYKWFO9qdwTLkARHtw=">AAACJ3icbVDLSsNAFJ34rPUVdelmsBQqlJJUQTeVYjcuW+gLmhAm00k7dPJwZiKU0L9x46+4EVREl/6J0zZIbT1w4XDOvdx 7jxsxKqRhfGlr6xubW9uZnezu3v7BoX503BZhzDFp4ZCFvOsiQRgNSEtSyUg34gT5LiMdd1Sb+p0HwgUNg6YcR8T20SCgHsVIKsnRb/JeATnlillsFGvF5jmsQMtHcuh6yf3EKUML90P5K+GJY2YXfUfPGSVjBrhKzJTkQIq6o79a/RDHPgkkZkiInmlE0k4QlxQzMslasSARwiM0ID1FA+QTYSezPycwr5Q+9EKuKpBwpi5OJMgXYuy7qnN6o1j2puJ/Xi+W3rWd0CCKJQnwfJEXMyhDOA0N9ikn WLKxIghzqm6FeIg4wlJFm1UhmMsvr5J2uWRelMqNy1z1No0jA07BGSgAE1yBKrgDddACGDyCZ/AG3rUn7UX70D7nrWtaOnMC/kD7/gE9vaPZ</latexit>
c1
<latexit sha1_base64="8Gf0SSh4rEFHxrzmZfB271/GExY=">AAACJ3icbVDLSgMxFM34rPU16tJNsBQqlDJTBd1Uit24bKEv6AxDJs20oZmHSUYoQ//Gjb/iRlARXf onpu0gtfVA4OSce7n3HjdiVEjD+NLW1jc2t7YzO9ndvf2DQ/3ouC3CmGPSwiELeddFgjAakJakkpFuxAnyXUY67qg29TsPhAsaBk05jojto0FAPYqRVJKj3+S9AnLKFbPYKNaKzXNYgZaP5ND1kvuJU4YW7ofyV8ITx8wufhw9Z5SMGeAqMVOSAynqjv5q9UMc+ySQmCEheqYRSTtBXFLMyCRrxYJECI/QgPQUDZBPhJ3M7pzAvFL60Au5eoGEM3Wx I0G+EGPfVZXTHcWyNxX/83qx9K7thAZRLEmA54O8mEEZwmlosE85wZKNFUGYU7UrxEPEEZYq2qwKwVw+eZW0yyXzolRuXOaqt2kcGXAKzkABmOAKVMEdqIMWwOARPIM38K49aS/ah/Y5L13T0p4T8Afa9w8m16PK</latexit>
c2
<latexit sha1_base64="3r4GlbqGYNHX2yV7dRzWZDe3ZCg=">AAACJ3icbVDLSgMxFM34rOOr6tJNsBQqlDIzCrqpFLtx2UJf0JYhk2ba0MzDJCOUYf7Gjb/iRlARXfonZt oitfVA4OSce7n3HidkVEjD+NLW1jc2t7YzO/ru3v7BYfbouCWCiGPSxAELeMdBgjDqk6akkpFOyAnyHEbazria+u0HwgUN/IachKTvoaFPXYqRVJKdvcm7BWRbZbNYL1aLjXNYhj0PyZHjxveJbcEeHgTyV8KJbeoLH8vO5oySMQVcJeac5MAcNTv72hsEOPKILzFDQnRNI5T9GHFJMSOJ3osECREeoyHpKuojj4h+PL0zgXmlDKAbcPV8CafqYkeMPCEmnqMq0 x3FspeK/3ndSLrX/Zj6YSSJj2eD3IhBGcA0NDignGDJJoogzKnaFeIR4ghLFa2uQjCXT14lLatkXpSs+mWucjuPIwNOwRkoABNcgQq4AzXQBBg8gmfwBt61J+1F+9A+Z6Vr2rznBPyB9v0DKFujyw==</latexit>
S(q2, c1,T) = q2 · c1
<latexit sha1_base64="Ep4+oFmV3cl2JAShydWr70wDpxI=">AAACInicbVDLSgMxFM3UV62vUZdugkWoUMpMFdSFUHTjsmJf0JYhk2ba0ExmTDJCGeZb3Pgrblwo6krwY0zboWjrgcDJO fdy7z1uyKhUlvVlZJaWV1bXsuu5jc2t7R1zd68hg0hgUscBC0TLRZIwykldUcVIKxQE+S4jTXd4PfabD0RIGvCaGoWk66M+px7FSGnJMS/uCvdOuQixYxdhx0dq4HpxLTmGl7Of9hPYwb1AzSRdnThm3ipZE8BFYqckD1JUHfOj0wtw5BOuMENStm0rVN0YCUUxI0muE0kSIjxEfdLWlCOfyG48OTGBR1rpQS8Q+nEFJ+rvjhj5Uo58V1eOd5Tz3lj8z2tHyjvvxpSHkSIcTwd5EYMqgOO8Y I8KghUbaYKwoHpXiAdIIKx0qjkdgj1/8iJplEv2Sal8e5qvXKVxZMEBOAQFYIMzUAE3oArqAINH8AxewZvxZLwY78bntDRjpD374A+M7x92f6J4</latexit>
Figure 3: Alignment scoring. Here the alignment score
is computed by the dot product between span represen-
tations of question and context nodes. The final align-
ment score (not shown) is the sum of these edge scores.
to be the sum over the scores of all alignment
pairs f(a,Q,C,T) =
∑n
i=1 S(qi, cai ,T), where
S(q, c,T) denotes the alignment score between a
question node q and a context node c. This function
relies on BERT (Devlin et al., 2019) to compute
embeddings of the question and context nodes and
will be described more precisely in what follows.
We will train this model as a structured support
vector machine (SSVM), described in Section 3.2.
Scoring Our alignment scoring function S is
shown in Figure 3. Given a document and a ques-
tion of raw text, we first concatenate the question
with the document and then encode them using
the pre-trained BERT encoder (Devlin et al., 2019).
We then extract the representation for each node
in the question and context using a span extrac-
tor, which in our case is simply mean pooling over
the token representations. For example, the rep-
resentation of a node c in the document is given
by ck = mean(BERT(T)[cstart : cend]), where cstart
and cend denote the span start position and span end
position of c in the text T. The node representation
in the question can be computed in the same way.
In this work, we choose S(q, c,T) = q · c, the
dot-product between the corresponding node rep-
resentations q and c as introduced in the above
section.
Answer Extraction Our model so far produces
an alignment between question nodes and passage
nodes. We assume that one question node con-
tains a wh-word. Theoretically, the passage node
aligned to this wh node should correspond to the
answer, but in practice it may not always exactly.
For example, in Figure 2, the wh-alignment is on
February 7, 2016 but we only need the actual date
February 7, 2016 as an answer. We resolve this by
using a standard text-based QA model to extract
the actual answer, namely the standard BERT QA
to do this job. To train the BERT model, we treat
all arguments in the context that contain answer as
the “context” of BERT QA.
3.2 Training
We train our model as an instance of a structured
support vector machine (SSVM). Ignoring the reg-
ularization term, this objective can be viewed as
a sum over the training data of a structured hinge
loss with the following formulation:
N∑
i=1
max(0,max
a∈A
[f(a,Qi,Ci,Ti) + Ham(a,a∗i )]
− f(a∗i ,Qi,Ci,Ti))
(1)
where a denotes the predicted alignment, a∗i is the
oracle alignment, and Ham is the Hamming loss
between these two. To get the predicted alignment
ai during training, we need to run loss-augmented
inference as we will discuss in the next section.
When computing the alignment for node j, if aj 6=
a∗j , we add 1 to the alignment score to account for
the loss term in the above equation. Intuitively, this
objective requires the score of the gold prediction
to be larger than any other hypothesis a by a margin
of Ham(a,a∗).
When training our system, we first do several it-
erations of local training where we treat each align-
ment decision as an independent prediction, impos-
ing no constraints, and optimize log loss over this
set of independent decisions. The local training
helps the global training converge more quickly.
3.3 Inference
Since our alignment constraints do not strongly
restrict the space of possible alignments (e.g., by
enforcing a one-to-one alignment with a connected
subgraph), searching over all valid alignments is
intractable. We therefore use beam search to find
the approximate highest-scoring alignment as fol-
lows: (1) We initialize the beam with the node pairs
associated with the top b highest alignment scores,
where b is the beam size. (2) For each hypothesis
in the beam, we compute a set of reachable nodes
based on the currently aligned pairs under the local-
ity constraint. (3) We extend the current hypothesis
by adding each of these possible alignments and
accumulating its score. We continue beam search
until all the nodes in the question are aligned and
then return the highest-scoring hypothesis.
An example of one step of beam hypothesis ex-
pansion is shown in Figure 4. In this state, the
was
Super Bowl 50
determine
An American 
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the champion 
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Figure 4: An example of how we align a node with con-
straints. The blue node played is already aligned. The
orange nodes denote all the valid context nodes that can
be aligned to for the next step of inference given the lo-
cality constraint. Here we only demonstrate the align-
ment candidates for Super Bowl 50, all other unaligned
question nodes have the same alignment candidates.
two played nodes are already aligned. In any valid
alignment, the neighbors of the played question
node must be aligned within two nodes of the
played passage node to respect the locality con-
straint. We therefore only consider alignments for
the game, on Feb 7, 2016 and Super Bowl 50 as
new reachable nodes. Then the alignment scores be-
tween all reachable nodes and the remaining nodes
in the question are computed and used to extend the
beam hypotheses. The highest scoring hypothesis
in the next beam ends up aligning the two Super
Bowl 50 nodes.
Note that this inference procedure allows us to
easily incorporate other constraints as well. For
instance, we could require a “hard” match on entity
nodes, meaning that two nodes containing entities
can only be matched if they share exact the same
entities. In this sense, as shown in the figure, Super
Bowl 50 can never be aligned to on Feb 6, 2016.
We discuss such constraints more in Section 5.
3.4 Oracle Construction
The oracle construction is basically running the in-
ference based on heuristically computed alignment
scores Soracle, where Soracle(q, c) is computed by
the Jaccard similarity between a question node q
and a context node c. Instead of initializing the
beam with the b best alignment pairs, we first align
the wh-argument in the question with the nodes
containing the answer in the context and then ini-
tialize the beam with legal alignment pairs.
If the Jaccard similarity between a question node
and all other context nodes is zero, we treat these
as unaligned nodes. During training, our approach
can gracefully handle unaligned nodes by treating
these as latent variables in structured SVM; the
SQuAD normal SQuAD addSent SQuAD addOneSent
ans in wh F1 ans in wh F1 ans in wh F1
local training + local inference 81.3 81.4 34.3 34.0 45.9 46.3
local training + global inference 81.5 81.3 35.1 34.7 46.6 46.9
Sub-part Alignment (global + global) 81.4 81.1 42.3 42.2 59.8 57.8
BERT QA − 87.8 − 39.2 − 52.6
Table 1: The performance of our proposed model on SQuAD and two adversarial settings from Jia and Liang
(2017). Our Sub-part Alignment model uses both global training and inference as discussed above. “ans in wh”
denotes the percentage of answers found in the span aligned to the wh-span, and F1 denotes the standard QA
performance measure. Here for addSent and addOneSent, we only consider the adversarial examples in these
datasets.
gold “target” is then highest scoring set of align-
ments consistent with the gold supervision. Pro-
cedurally, what we do is run the inference algo-
rithm first on the incomplete oracle (initializing
the beam with the already-aligned nodes) to let the
current model decide the best alignments for those
unaligned nodes.
4 Adversarial Robustness
Our focus in this work is primarily robustness, in-
terpretability, and controllability of our model. We
first focus on adapting to challenging adversarial
settings in order to “stress test” our approach.
For all experiments, we train our model only
on the unmodified SQuAD-1.1 dataset (Rajpurkar
et al., 2016) and examine how well it can general-
ize to adversarial and out-of-domain settings with
minimal modification, using no fine-tuning on new
data and no data augmentation that would capture
the adversarial transformations.
4.1 Baselines
We compare primarily against a standard BERT
QA system (Devlin et al., 2019). We also investi-
gate a local version of our model, where we only
try to align the wh-node, without any global train-
ing (local training + local inference). Note that
this can work fairly well because the BERT embed-
dings see the whole question and passage. We can
also use our locally-trained alignment model but
with our global inference scheme (local training +
global inference).
4.2 Adversarial Datasets
Added sentences Jia and Liang (2017) propose
to append an adversarial distracting sentence to
the normal SQuAD development set to test the ro-
bustness of a QA model. In this paper, we use the
two main test sets they introduced: addSent and
addOneSent. Both of the two sets augment the
normal test set with adversarial samples annotated
by Turkers that are designed to look similar to ques-
tion sentences. In this work, we mainly focus on
the adversarial examples.
Universal Triggers Wallace et al. (2019) use a
gradient based method to find a short trigger se-
quence. When they insert the short sequence to
the original text, it will trigger the target predic-
tion in the sequence independent of the rest of the
passage content or the exact nature of the question.
For QA, they generate different triggers for differ-
ent types of questions including “who”, “when”,
“where” and “why”.
4.3 Implementation Details
We set the beam size b = 20 for the constrained
alignment. We use BERT-base-uncased for
all of our experiments, and fine-tune the model us-
ing Adam (Kingma and Ba, 2014) with learning
rate set to 2e-5. We use the SpanBERT coreference
system (Joshi et al., 2020) and the BERT SRL sys-
tem (Shi and Lin, 2019). When doing inference,
we set the locality constraint k = 3. We discard
the questions that do not have a valid SRL parse or
do not contain a wh word.
4.4 Results on Adversarial SQuAD
The results on the normal SQuAD development set
and Adversarial SQuAD are shown in Table 1, we
have the following observations:
Our model is not as good as BERT QA on nor-
mal SQuAD but outperforms it in adversarial
settings. Compared with the standard BERT QA
model, our model indeed is fitting a different
data distribution (learning a constrained structure)
which makes the task harder. This kind of training
scheme does cause some performance drop on nor-
mal SQuAD, but we can see that it improves the
F1 on addSent and addOneSent by 3.0 and
Normal addSent addOneSent
overall adv ∆ overall adv ∆
R.M-Reader (Hu et al., 2018) 86.6 58.5 − 31.1 67.0 − 19.6
KAR (Wang and Jiang, 2018) 83.5 60.1 − 23.4 72.3 − 11.2
BERT + Adv (Yang et al., 2019) 92.4 63.5 − 28.9 72.5 − 19.9
Our BERT 87.8 61.8 39.2 27.0 70.4 52.6 18.4
Sub-part Alignment 81.1 60.1 42.2 21.0 68.1 57.8 11.3
Table 2: Performance of our systems compared to the literature on both addSent and addOneSent. Here,
overall denotes the performance on the full adversarial set, adv denotes the performance on the adversarial samples
alone. ∆ represents the performance gap between the normal SQuAD and the overall performance on adversarial
set.
5.2 respectively. This smaller drop in performance
indicates that learning the alignment helps improve
the robustness of our model.
Global training and inference substantially
improves performance in adversarial settings,
despite having no effect in-domain. Normal
SQuAD is a relatively easy dataset and the an-
swer for most questions can be found by simple
lexical matching between the question and context.
From the result of “local training + local inference”,
we see that more than 80% of answers can be lo-
cated by matching the wh-argument BERT embed-
ding with the passage. However, as there are very
strong distractors in SQuAD-Adversarial, wh-
argument matching is unreliable. In such situations,
the constraints imposed by other argument align-
ments in the question are quite useful to correct
the wrong wh-alignment through global inference.
We see that global inference is consistently bet-
ter than the local inference on both addSent or
addOneSent.
Global training in addition to global inference
is also important for our model to attain high per-
formance. We find that the locally trained model
tends to make overly confident predictions about
each separate alignment. Since our global infer-
ence objective is maximizing the sum of all align-
ment scores, the alignment tends to be dominated
by those scores. During the objective of global
training, the model might be correcting for this by
learning to “ignore” certain alignments as long as it
can get the final answer using the overall structure.
Once the answer is located, extracting the exact
answer span is relatively easy. Comparing the
result of “ans in wh” and “answer F1”, we can
see that the actual F1 score is quite similar to the
percentage of answers found in the wh-alignment.
This indicates that if the actual answer is contained
in the wh-alignment, the answer extraction module
Sub-part Alignment BERT
type Normal Trigger Normal Trigger
who 82.2 80.5 87.1 78.5
why 73.5 64.9 76.5 59.7
when 84.0 80.3 90.3 80.9
where 79.7 75.6 84.1 75.8
Table 3: The performance of our model on SQuAD-
Adversarial-Triggers. Compared with BERT, our
model sees smaller performance drops on all triggers.
can do an almost perfect job.
4.5 Results on Universal Trigger
The results on different triggers are shown in Ta-
ble 3. We see that every trigger results in a bigger
performance drop on BERT QA than our model.
Our model is much more stable, especially on who
and when question types, in which case the perfor-
mance only drops by around 2%. Several factors
may contribute to the stability: (1) The triggers are
ungrammatical and their arguments often contain
seemingly random words, which are likely to get
lower alignment scores. (2) Because our model is
structured and trained in a different fashion than
BERT, adversarial attacks designed for span-based
question answering model may not fool our model
as effectively.
4.6 Comparison to Existing Systems
We compare our best model (not using constraints
from Section 5) with some other models in the
literature in Table 2. We note that the overall per-
formance of our model on the two adversarial set
is lower compared with BERT, while the perfor-
mance on adversarial samples alone is higher. That
is because we make the task harder – we trade
some in-distribution performance to improve the
model’s robustness, controllability and explainabil-
ity. Also, we see that our model achieves the small-
est gap on addSent and a comparable gap on
addOneSent, which demonstrates that the con-
strained alignment we proposed is a strong and ef-
fective way to enhance the robustness of the model
compared to some of previous methods like adver-
sarial training (Yang et al., 2019), explicit knowl-
edge integration (Wang and Jiang, 2018).
5 Generalization via Alignment
Constraints
One advantage of our explicit alignments is that
we can understand mechanically what the model is
doing. This also allows us to add constraints to our
model to prohibit certain behaviors, thus allowing
us to flexibly adapt our model to this adversarial
setting.
Our constraints take the form of either hard con-
straints on alignments or hard constraints on scores.
These alignments may cause all answers to be re-
jected on a certain example. We therefore evaluate
our model’s accuracy at various precision points.
Constraint on Entities By examining
addSent and addOneSent, we find that
the model is typically fooled when the nodes
containing entities in the question aligns to
“adversarial” entity nodes. An intuitive constraint
we can place on the alignment is that we require
a hard entity match – for each argument in the
question, if it contains entities, it can only align
to nodes in the context sharing exact the same
entities. We call this type of constraint the “hard
entity constraint”.
Constraint on Alignment Scores The hard en-
tity constraint is quite inflexible and does not gen-
eralize to different questions (e.g., questions that
do not contain a entity). However, the alignment
scores we get during inference time are a good in-
dicator showing how well a specific node pair is
aligned. For a correct alignment, every pair should
get a reasonable alignment score. However, if an
alignment goes wrong, there should exist some bad
alignment pairs which have relatively lower scores
compared to the good ones. We can reject those
samples by finding bad alignment pairs so that we
can improve the precision of our model as well as
give an explanation on why our model makes a
unreliable prediction.
In this paper, we propose to use a simple heuris-
tic to identify the bad alignment pairs: We first
find the max score Smax over all possible align-
ment pairs for a sample, then for each align-
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Figure 5: The F1-coverage curve of our model com-
pared with BERT QA. If our model can choose to an-
swer only the k percentage of examples it’s most confi-
dent about (the coverage), what F1 does it achieve? For
our model, the confidence is represented by our “worst
alignment gap” metric. Smaller WAG indicates higher
confidence. For BERT, the confidence is represented
by the posterior probability.
ment pair (qi, cj) in the predicted alignment, we
calculate the worst alignment gap (WAG) g =
min(q,c)∈a(Smax − S(q, c)). If g is beyond some
threshold, it may indicate that alignment pair is not
reliable.1
Comparison to BERT Desai and Durrett (2020)
show that pre-trained transformers like BERT are
well-calibrated on a range of tasks. Since we are
rejecting the unreliable predictions to improve the
precision of the model, to make a fair comparison,
we reject the same number of examples using the
posterior probability of the BERT QA predictions.
To be specific, we rank the predictions of all ex-
amples by the sum of start and end posterior
probabilities and compute the F1 score on the top
k predictions.
5.1 Results on Constrained Alignment
On Adversarial SQuAD, the confidence scores
of a normal BERT QA model do not align with
its performance. From Figure 5, we find that
the more confident BERT is (i.e., in low coverage
settings), the worse its performance. One possi-
ble explanation of this phenomenon is that BERT
overfits to the pattern of lexical overlap, and is actu-
ally most confident when highly fitting adversarial
examples show up.
1The reason we look at differences from the max alignment
is to calibrate the scores based on what “typical” scores look
like for that instance.
Question:  Who translated and printed Luther’s 95 These?
Oracle alignment: … friends of Luther translated the 95 Theses from Latin into 
German and printed and widely copied them.
Adversarial alignment: Jeff Dean translated and printed Vandross's 98 These.
22.116.2 21.5 24.7
36.826.5 27.8 11.1
Question:  Who created an engine using high pressure steam in 1801?
Oracle alignment: Around 1800 Richard Trevithick and, separately, 
Oliver Evans in 1801 introduced engines using high-pressure steam;
Adversarial alignment: Jeff Dean created an engine using low pressure steam 
in 1790.
28.323.0 22.4 26.920.3 26.2
33.130.1 27.3 18.826.3 28.3
(a) (b)
Question: Who led the North American Huguenot colonial expedition?
Oracle alignment: Barred by the government from settling in New 
France, Huguenots led by Jessé de Forest, sailed to North America in 1624
Adversarial alignment:Jeff Dean led the South British Acadian colonial 
expedition.
Question: Where did Super Bowl 50 take place?
Oracle alignment:Super Bowl 50 was …, The game was played on 
February 7, 2016, at Levi's Stadium in the San Francisco Bay Area
Adversarial alignment: Champ Bowl 40 took place in Chicago.
22.6 29.3 16.9
32.3 35.5 13.0
14.0
10.4
28.5
19.1
25.6
19.1
16.4
36.6
(c) (d)
Figure 6: Examples of alignment of our model on addOneSent. The numbers are the actual alignment scores of
the model’s output. The dashed arrows denote the unreliable alignment, the bold arrows denote the alignment that
contribute most to the model’s prediction.
Hard entity constraints improve the precision
but are not flexible. Figure 5 also shows that by
adding hard entity constraint, we achieve a 67.5 F1
score which is an 11.3 improvement over the un-
constrained model at a cost of only 60% of samples
being covered. Under the hard entity constraint,
the model is not able to align to the nodes in the
adversarial sentence, but the performance is still
lower than what it achieves on normal SQuAD. We
examine some of the error cases and find that for
a certain amount of samples, there is no path from
the node satisfying the constraint to the node con-
taining the answer (e.g. they hold a more complex
discourse relation while we only consider corefer-
ence as cross-sentence relation). In such cases, we
will never be able to find the answer through the
hard entity match.
Smaller worst alignment gap indicates better
performance. As opposed to BERT, our align-
ment score is well calibrated on those adversarial
examples. This substantiates our claim that those
learned alignment scores are good indicators of
how trustful alignment pairs are. Also, we see that
when the coverage is the same as the entity con-
straint, the performance under the alignment score
constraint is even better. This demonstrates that the
alignment constraints is flexible and easy to apply
yet effective.
5.2 Case study on Alignment Scores
In the above experiments, we show that the align-
ment scores are helpful to control the behavior of
our model. In this section, we give several exam-
ples of the alignment and demonstrate how those
scores can act as an explanation to the model’s
behavior. Those examples are shown in Figure 6.
Here are some characteristics of those alignments:
The model’s behavior is highly affected by
some overconfident alignment. As shown by
the dashed arrows, all adversarial alignments con-
tain at least one unreliable alignment with rela-
tively lower alignment scores. This happens be-
cause the model is overconfident towards the other
alignments with a high lexical overlap as shown by
the bold arrows. With those scores, it is easy for us
to interpret our model’s behavior. For instance, in
example (a), it is because the predicate alignment
causes Luther’s 95 These to have no choice but
align to Jeff Dean which is totally unrelated.
Predicate alignment is not as informative as
the argument alignment. From the samples, the
predicate alignments all get a reasonable score, es-
pecially for those that have a exact match. How-
ever, there may be many predicates or phrases that
express the similar meaning. In this sense, the pred-
icate alignment learned on normal SQuAD is not
reliable. To further improve the quality of predicate
alignment, either a more powerful training set or a
separate predicate alignment module is needed.
Note that it is because we have those alignments
over the sub-parts of a question that we can in-
spect the model’s behavior in a way that the normal
BERT QA model can not.
Natural Question NewsQA BioASQ TBQA
ans in wh F1 ans in wh F1 ans in wh F1 ans in wh F1
local training + local inference 63.1 56.5 40.0 37.8 54.9 42.4 22.7 21.3
local training + global inference 61.5 55.2 42.3 39.9 54.5 41.6 29.1 26.6
Sub-part Alignment (global + global) 60.8 55.0 48.3 45.1 64.2 49.4 30.8 27.8
BERT QA − 55.4 − 48.5 − 53.4 − 25.3
Table 4: The performance of our proposed model on several out-of-domain datasets from the MRQA shared
task (Fisch et al., 2019). Compared to SQuAD in-domain, where our model is 6 F1 lower than BERT, global
training and inference helps our model achieve nearly similar aggregate performance across different domains.
6 Cross-Domain Performance
We also test the performance on sev-
eral cross-domain datasets, namely Nat-
ural Question (Kwiatkowski et al., 2019),
NewsQA (Trischler et al., 2017), BioASQ and
TextbookQA (Kembhavi et al., 2017), picked from
the MRQA shared task (Fisch et al., 2019) and the
results are shown in Table 4. Of particular note is
that although our model does worse than BERT on
SQuAD (Table 1), its performance is more similar
to BERT’s in other domains, even without the
addition of any constraints. Also, we consistently
see improvements from global training and global
inference, except on the Natural Questions dataset.
We also note that a main cause of performance
drop is actual answer extraction. On BioASQ, for
example, we find a argument containing the answer
nearly 64% of the time, but the answer extraction
module fails because the types of answers are
significantly different than those in SQuAD. We
believe this module could be adapted more.
7 Related Work
Adversarial Attacks in NLP. Adversarial at-
tacks on a wide range of NLP tasks has been in-
creasingly studied in recent years. These may
take the form of challenge sets like adversarial
SQuAD (Jia and Liang, 2017) or attacks like the
universal adversarial triggers (Wallace et al., 2019).
A separate line of work focuses on enumerating
a space of sentence perturbations and searching
over this space adversarially: for example, Ribeiro
et al. (2018) propose deriving transformation rules,
Ebrahimi et al. (2018) use character-level flips, and
Iyyer et al. (2018) use controlled paraphrase gen-
eration. The more highly structured nature of our
approach makes it naturally more robust to such
attakcs.
Neural module networks. Neural module net-
works are a class of models that decompose a task
into several sub-tasks (sub-module), which make
the model more robust and interpretable (Andreas
et al., 2016; Hu et al., 2017; Cirik et al., 2018; Hud-
son and Manning, 2018; Jiang and Bansal, 2019).
While our work models QA as a collection of align-
ment decisions, this differs from module networks
in that their sub-modules are often learned end-
to-end while our alignment module is trained in a
structured prediction framework, which makes our
alignment module more flexible and controllable.
Unanswerable questions Our approach rejects
some questions as unanswerable. This is similar
to the idea of unanswerable questions in SQuAD
2.0 (Rajpurkar et al., 2018), which have been stud-
ied in other systems (Hu et al., 2019). However,
techniques to reject these questions, which are not
adversarial in nature, differ substantially from ours,
and the setting we consider is more challenging
as we do not assume access to such questions at
training time.
Graph alignment Khashabi et al. (2018) pro-
pose to answer questions through a similar graph
alignment using a wide range of semantic abstrac-
tions of the text, with ILP-based inference to find
the optimal graph alignment. Our model differs in
two ways: (1) Our alignment model is trained end-
to-end while their system mainly uses off-the-shelf,
general-purpose natural language modules. (2) Our
alignment is formed as node pair alignment rather
than finding the optimal sub-graph, and is signifi-
cantly more flexible. Sachan et al. (2015); Sachan
and Xing (2016) propose to use a latent alignment
structure most similar to ours; however, our model
is quite different from theirs and our alignment is
also more flexible.
Decomposing Questions Past work has decom-
posed complex questions to answer them more
effectively (Talmor and Berant, 2018; Min et al.,
2019; Perez et al., 2020). Wolfson et al. (2020)
further introduce a Question Decomposition Mean-
ing Representation (QDMR) to explicitly model
this process. However, the questions they answer,
such as those from HotpotQA (Yang et al., 2018),
are fundamentally designed to be multi-part and
so are easily decomposed, whereas the questions
we consider are not. Our work focuses on the ro-
bustness, controllability and explanability, and our
model theoretically could be extended to leverage
these question decomposition forms as well.
8 Conclusion
In this work, we presented a model for doing ques-
tion answering through sub-part alignment. By hav-
ing our model structured around an explicit align-
ment scoring process, we show that our approach
can to generalize better to other domains. Having
alignments also makes it possible to filtering out
bad model predictions (by treating the scores as
confidence values) and interpreting the model’s be-
havior (by examining the alignments and scores
directly).
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