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a b s t r a c t
Regularization techniques, i.e., modifications on the diagonal elements of the scaling
matrix, are considered to be important methods in interior point implementations. So
far, regularization in interior point methods has been described for linear programming
problems, in which case the scalingmatrix is diagonal. It was shown that by regularization,
free variables can be handled in a numerically stable way by avoiding column splitting that
makes the set of optimal solutions unbounded. Regularization also proved to be efficient
for increasing the numerical stability of the computations during the solutions of ill-posed
linear programming problems. In this paper, we study the factorization of the augmented
system arising in interior point methods. In our investigation, we generalize the methods
developed and used in linear programming to the case when the scaling matrix is positive
semidefinite, but not diagonal. We show that regularization techniques may be applied
beyond the linear programming case.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Karmarkar’s publication on the projective scaling algorithm in 1984 [1] led to an explosion of interest among researchers
and practitioners of linear programming. Nowadays, after 25 years of evolution of the algorithms and their implementation
techniques, interior point methods (IPMs) have become reliable and efficient practical tools for solving large-scale
optimization problems. The most efficient implementations follow the primal–dual method with predictor–corrector
techniques [2], and are based on the direct Cholesky or quasidefinite factorization approaches [3]. Very significant results
were achieved in the fields that are not directly connected to the interior point algorithms but contribute to the efficiency
when solving problems in practice, such as in presolve [4,5], sparsematrix orderings [6], vector and parallel processing in the
numerical kernels [7–9]. Numerical stability proved to be an important issue of the implementations of IPMs that also gained
great attention in the literature [10–13]. In this paper, we generalize the regularization techniqueswhichwere developed for
linear programming for handling free variables [14] and improving numerical stability of the computations [13]. We show
that the basic properties are also valid where the optimization problem is convex, but nonlinear and when the objective
function is nonseparable.
The paper is organized as follows. Section 2 introduces the novel interior point algorithm and the necessary operations
to compute its iterations. Section 3 summarizes the regularization techniques that were developed for linear programming.
In Section 4, we generalize these methods to the case when the objective function is convex but nonseparable. Section 5
presents numerical results and final remarks are given in Section 6.
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2. Interior point methods and symmetric factorizations
For simplicity, we consider here the linearly constrained convex optimization problem and the infeasible primal–dual
log barrier interior point method for further investigations. Let the primal problem be
min f (x),
Ax = b, (1)
x ≥ 0,
where x ∈ Rn, b ∈ Rm, A ∈ Rm×n, f : Rn H⇒ R twice continuously differentiable, and assume that A is of full row rank and
the feasible region {x : Ax = b, x ≥ 0} is nonempty.
The primal–dual logarithmic barrier method, introduced in [15,16] and its infeasible version [17] are widely considered
as the most efficient IPM in practice. The algorithm can be described by the following simple scheme:
• replace nonnegativity with logarithmic barrier terms with a µ barrier parameter,
• derive the first order necessary conditions,
• solve the resulting nonlinear system of equations by the Newton method.
The barrier problem, corresponding to (1) can be written as follows:
min f (x)− µ
n
i=1
ln xi, (2)
Ax = b,
where µ > 0 is called the barrier parameter. The Lagrangian function of the barrier problem can be written as
L(x, y) = f (x)− µ
n
i=1
ln xi − yT (Ax− b),
from which the following first order optimality conditions can be derived:
∇xL(x, y) = ∇xf (x)− µX−1e− ATy = 0,
∇yL(x, y) = Ax− b = 0,
where X = diag(x1, . . . , xn), e = (1, . . . , 1). After introducing
z = µX−1e,
the first order optimality conditions will be
∇f (x)− z − ATy = 0,
Ax− b = 0, (3)
Xz − µe = 0.
In this way the optimization problem was transformed to a system of nonlinear equations. The main idea behind the
primal–dual logarithmic barrier methods is that (3) is solved iteratively by the Newton method, while µ is decreased
simultaneously to zero. It is easy to derive that one iteration of the Newton method from (x, y, z) to solve (3) requires
solving the system of linear equations as follows: A 0 0−Hf (x) AT I
Z 0 X
1x1y
1z

=
 b− AxATy+ z −∇f (x)
µe− XZe
 ,
where Z = diag(z1, . . . , zn),Hf denotes the Hessian and ∇f the gradient of f . The above set of equations can be easily
reduced to−ZX−1 − Hf (x) AT
A 0
 
1x
1y

=

ATy+ z −∇f (x)− µX−1e+ Ze
b− Ax

(4)
by pivoting on the diagonal matrix X . In the paper we will use the notations
D := ZX−1 + Hf (x) and
M :=
−D AT
A 0

. (5)
InmatrixM the term ZX−1, which changes during the iteration of the interior pointmethod, is referred as the scalingmatrix.
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In the ‘‘traditional’’ approach, presented in [18,19], (4) is solved via the normal equation system, whose matrix is
decomposed by a Cholesky factorization. Since f is convex, the Hessian H(f ) is positive semidefinite and, therefore, D is
positive definite, ensuring that the Cholesky decomposition always exists. The more general framework is the symmetric
decomposition of the augmented system as:
P
−D AT
A 0

PT = LΛLT , (6)
where P ∈ Rm+n permutation, L ∈ R(m+n)×(m+n) lower triangular, Λ ∈ R(m+n)×(m+n) diagonal. Vanderbei defined
the concept of a quasidefinite system [20] and showed how the matrix of (6) can be transformed into a quasidefinite
system, while in [13] the same goal was achieved by a regularization technique. This form of the decomposition proved
to be important for handling problems with special structures [21] or for solving problems with nonseparable objective
functions [22].
As it was pointed out in several reports [3,11], the matrix of (4) is usually ill-conditioned due to the increasing ill-
conditioning of matrix ZX−1, since some components of X and all other components of Z converge to 0, when the interior
point method approaches an optimal solution. In [12] it was emphasized that degenerate problems and problems with
badly scaled optimal solutions result in further numerical difficulties when computing the decomposition (6). A popular
and widely used tool to improve numerical stability is the use of iterative refinement:
1x
1y
k+1
= (I −M−1M)

1x
1y
k
+

1x
1y
0
, (7)
where
M =
−D AT
A 0

and M = LΛLT
which is a standard component in most of the efficient implementations. Note that M and M usually differ, for example,
due to numerical inaccuracies in the decomposition step. This refinement technique for least squares problemwas analyzed
in [23] and it was concluded that the refinement for the normal equation system should be applied on the augmented
formulation with extended precision.
3. Special regularization techniques
Free variables, i.e., variables with infinite upper and lower bounds, may appear in practical model formulations. One
possibility to handle free variables in implementations is to split them into positive and negative parts as xi = x+i −x−i where
x+i , x
−
i ≥ 0. After this substitution, the standard interior point technology can be applied. The variable replacement increases
the number of variables in the linear programming problem, but has no further effect on the sparsity of the decompositions
because the sparsity pattern of the newly introduced columns is the same as the one of the original free variable. The main
drawback of this approach is that function (2) becomes unbounded. Furthermore, the dual of the reformulated problemwill
have an empty interior. This results in numerical instabilities, which make the algorithm useless in several situations. A
natural idea is to modify (2) in such a way that we do not include the free variables into the logarithmic barrier term [24]. It
is easy to see that in linear optimization problems, the corresponding diagonal elements in D become 0 in (5) and thus, the
system loses the quasidefinite property. Furthermore, the matrix of the normal equation system, AD−1AT , cannot be built
because D becomes singular. In [14], a regularization technique was proposed for handling free variables in linear programs
with interior point methods. The paper deals with a D diagonal positive semidefinite matrix in (4) in which Dii = 0 and
defines
M =
−D− ϵeieTi AT
A 0

(8)
where ei is the ith unit vector, ϵ > 0, and derives the following properties: considering the solutionsMα = β , andMα¯ = β ,
for any β ∈ Rm+n, the difference α¯− α = ϵ∆(ϵ), where∆(ϵ) ∈ Rm+n is bounded; furthermore, the iterative refinement (7)
converges to α.
Several authors addressed numerical stability issues of interior point methods. As it was derived in [12], linear
programming problems that have ‘‘badly scaled’’ optimal solution may result in numerical break down in the Cholesky
factorization in interior point methods. The case was investigated further in [13] and a regularization technique was
proposed to overcome the ill-conditioning of the linear system. The paper assumes that D is diagonal with positive diagonal
values and M is defined as in (8) where ϵ > −Dii/2. With these conditions the paper proved that (7) converges to the
solution of the original system. The method proved to be efficient to handle numerically difficult linear programming
problems.
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4. General regularization in convex optimization
In this section, we generalize the regularization techniques to convex optimization problems. We will derive properties
similar to those derived in [12,13]. In what follows, we will assume that
• D is positive semidefinite, but not necessarily diagonal,
• M is of full rank,
• D = D+ ϵeieTi for ϵ > 0.
Thus, we can write the matrix of the regularized augmented system as:
M =
−D AT
A 0

= M − ϵeieTi .
We will consider the equation systems:
Mα = β, and Mα¯ = β.
In the following, we derive the relationship between α and α¯.
Lemma 1. Let u = M−1ei and v = M−1ei, then, v = λu, where 0 < λ ≤ 1.
Proof. Since
M − ϵeieTi

v = ei,
and ϵeieTi v = γ ei for some γ ∈ R, it follows thatMv = ei + γ ei and, therefore, v = λu for some λ ∈ R. After substitutions
we get:
λMu− λϵeieTi u = ei,
λ(1− ϵui) = 1.
λ = 1
(1− ϵui) .
Furthermore,Mu = ei can be written as
−Du1 + ATu2 = ei,
Au1 = 0,
where u = (u1, u2)T . From the positive semidefiniteness of D it follows that
ui = −uT1Du1 ≤ 0, (9)
which results in
1 ≥ λ > 0.
This proves the lemma. 
Theorem 2. α¯ − α is of order ϵ, i.e. α¯ − α = ϵ∆ where∆ is bounded independently of ϵ.
Proof.
Mα¯ = (M − ϵeieTi )α¯ = Mα,
Mα = Mα¯ − ϵeieTi M−1β,
M(α¯ − α) = ϵeieTi M−1β,
α¯ − α = ϵ M−1ei eTi M−1β.
Substituting the results of the lemma yields
α¯ − α = ϵλuuTβ, (10)
∆ = λuuTβ. (11)
Since u = M−1ei is independent of ϵ and 1 ≥ λ > 0, thus ∥∆∥ ≤ ∥uuTβ∥, which proves the theorem. 
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Table 1
Problem statistics.
Problem name Constraints Variables Nonzeros A Nonzeros Q
cvxqp3_x 11250 15000 33745 59981
d2 845 250 2100 430
gouldqp3 349 699 1047 1 395
qneos4 36703 21124 93686 34271
qscfxm3 990 1371 7777 1221
sbus4k 124500 173221 353245 15257
sqp2500-3 4500 2500 112573 740551
Theorem 3. The iterative refinement scheme
α0 = M−1β, αk+1 = αk +M−1 β −Mαk
converges to the solution of the original system.
Proof. It is easy to see that
αk+1 = α0 − ϵαki v,
thus by induction on k it follows that
αk+1 = α0 + α0i

k
j=1
(−1)jϵ jvj−1i

v (12)
and therefore the multiplicator of vector v in (12) is a geometric series with quotient−ϵvi. From
v = 1
(1− ϵui)u
and from (9) it is easy to see that
−1 < ϵvi = ϵui1− ϵui ≤ 0
which proves that the refinement scheme converges to a finite vector. 
As a general case, we may apply regularization in several components, i.e., define
D = D+
l
i=1
ϵieieTi ,
where 0 < l ≤ n, and ϵi > 0. By using induction on l and the results of the above theorems it is easy to see that
α¯ − α =ki=1 ϵi∆i + O(ϵ) and similarly to [13], the convergence of the iterative refinement can be easily derived too.
5. Numerical experiments
We demonstrate the usability of our regularization scheme by solving numerically difficult non-separable convex
quadratic optimization problems. We assembled a set of challenging problems from academic and industrial applications.
Table 1 gives the characteristics of the problems.
Interior point algorithms terminate when the first-order optimality conditions are satisfied with some predetermined
tolerance. This is translated to the following conditions imposed on the relative primal and dual feasibility and the relative
duality gap:
∥Ax− b∥
1+ ∥b∥ ≤ ϵ,
∥ATy− c∥
1+ ∥c∥ ≤ ϵ,
cT x− bTy
1+ bTy ≤ ϵ,
where ϵ > 0. Usually ϵ of order 10−8 is required both in the literature and in practice. Note that on the selected problems
our implementation BPMPD [25] failed to achieve this accuracy without the described regularization scheme.
In our implementation, we followed the regularization scheme described in [13]. We applied no regularization while
system (4) was solved by standard iterative refinement with sufficient accuracy and monitored the condition number of
the scaling matrix ZX−1. Once the refinement diverged, we started to enlarge the small components of ZX−1 to improve its
condition number. Table 2 collects the results. Figures given include the achieved accuracy before and after the regularization
is turned on, the number of iterations without regularization and the number of additional iterations in regularizationmode
and the average number of iterative refinements during the regularization steps. We experienced that on some problems
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Table 2
Numerical results.
Problemname Achieved accuracy Iterations Average refinements
Before reg. After reg. Normal Regularized
cvxqp3_x 1.7e−05 1.3e−12 16 6 12.5
d2 2.4e−06 5.7e−10 17 5 10.0
gouldqp3 4.3e−07 3.1e−11 7 1 1.0
qneos4 8.5e−02 1.3e−08 22 11 12.7
qscfxm3 6.6e−04 2.2e−12 21 4 5.5
sbus4k 4.8e−02 1.7e−08 24 20 42.5
sqp2500-3 1.1e−05 5.7e−13 5 2 4.5
the Cholesky factorization was sufficiently accurate up to the last few iterations, such as on problems gouldqp3, sqp2500-3,
while other problems required more regularized steps. The results show that the accuracy was significantly improved on
several problems while the number of necessary iterative refinement steps were kept moderate.
6. Concluding remarks
In this paper, we considered the augmented system arising in interior point methods in convex optimization. We
generalized the results in [14,13] to the case when matrix D is not necessary diagonal, by showing that the error in the
solution is of the same order as the perturbation of the diagonals in D, and concluded that the iterative refinement scheme
converges to the solution of the original system. These derivations provide the necessary framework for using regularization
techniques in interior point methods in general convex optimization. It was shown by our numerical experiments that the
technique efficiently improves the accuracy in numerically difficult cases.
We would like to note that several interior point approaches of general convex optimization use similar linear algebra
operations that we discussed here and augmented systems (5) arise in other application areas, such as in mechanical
engineering, which may benefit from the regularization techniques presented in this paper.
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