Background: For over a decade, computer-assisted orthopaedic surgery for total knee arthroplasty has been accepted as ensuring accurate implant alignment in the coronal plane. Hypothesis: We hypothesised that lack of accuracy in skeletal landmark identification during the acqui-sition phase and/or measurement variability of the infrared optical system may limit the validity of the numerical information used to guide the surgical procedure. Methods: We built a geometric model of a navigation system, with no preoperative image acquisition, to simulate the stages of the acquisition process. Random positions of each optical reflector center and anatomic acquisition point were generated within a sphere of predefined diameter. Based on the virtual geometric model and navigation process, we obtained 30,000 simulations using the Monte Carlo statisti-cal method then computed the variability of the anatomic reference frames used to guide the bone cuts. Rotational variability (a, b, g) of the femoral and tibial landmarks reflected implant positioning errors in flexion-extension, valgus-varus, and rotation, respectively. Results: Taking into account the uncertainties pertaining to the 3D infrared optical measurement system and to anatomic point acquisition, the femoral and tibial landmarks exhibited maximal alpha (flexion-extension), beta (valgus-varus), and gamma (axial rotation) errors of 1.65 • (0.9 • ); 1.51 • (0,98 • ), and 2.37 • (3.84 • ), respectively. Variability of the infrared optical measurement system had no significant influence on femoro-tibial alignment angles. Conclusion: The results of a Monte Carlo simulation indicate a certain level of vulnerability of navigation systems for guiding position in rotation, contrasting with robustness for guiding sagittal and coronal alignments. Level of evidence: Level IV.
Introduction
For over three decades, the correct positioning of total knee arthroplasty (TKA) components has relied on conventional ancillary systems involving intra-medullary or extra-medullary guides. With these systems, bone cut guides are positioned, with a variable degree of accuracy [1] [2] [3] [4] . Patient-specific guides may hold promise for the future but have not been proven sufficiently accurate to warrant their use as a reference procedure [5] [6] [7] [8] [9] . Computerassisted orthopaedic surgery was introduced over 10 years ago and has been found to improve implant position accuracy in the coronal plane compared to conventional instrumentation [10] [11] [12] [13] [14] [15] [16] . lower limb of a patient installed in the operating room, after surgical exposure of the knee and positioning of the femoral and tibial frames of reference. Tables 1a and 1b list the variables and anatomical measures used. The femoral ('F' shape) and tibial ('T' shape) rigid bodies were assumed to be each secured to the skeleton by two Hoffman-type bicortical external fixators, each equipped with an orientable connector allowing the rigid body to be positioned then fixed in front of the camera.
Construction of the skeletal frames of reference

− → − → − →
Each frame of reference comprised three reflective optical trackers attached to a titanium rigid body. The landmarks related to each frame of reference were determined based on three separate geometric points, located at the centres of the three reflective optical trackers on each rigid body (Fig. 2) . For example, the R T frame of reference associated with the tibia was composed of three orthogonal unit vectors, t x, t y, and t z, whose origin was point T 1 .
− → − → − → At each instant, the coordinates of t x, t y and t z were expressed in the navigator frame of reference R N and derived from the coordinates of points T 1 (X T1 , Y T1 , Z T1 ), T 2 (X T2 , Y T2 , Z T2 ), and T 3  (X T3 , Y T3 , Z T3 ) , according to the following equations:
where t is the time at computation. We used the same method for real-time definition of the frames of reference R F F 1 , f x, f y, f z , and R S S 1 , s x, s y, s z associated with the femur and mechanical acquisition sensor, respectively, using the centres of the reflective optical trackers (F 1 , F 2 , F 3 ) and (S 1 , S 2 , S 3 ).
Modelling of the acquisition phase of the anatomic points
The sequence of acquisition procedures used the three main steps) to compute the coordinates of an acquisition point M i as a function of time in each frame of reference. To compute the coordinates of an acquisition point M i as a function of time in each frame of reference, the acquisition sequence goes through a three-step procedure. The detailed equations are shown in the online-only appendix.
The second step allowed instantaneous computation of the coordinates of the same acquisition point within the femoral reference frame. The coordinates of M i within this local reference frame did not vary with femur position or degree of knee flexion.
The third step consisted in determining the new coordinates of the anatomic point M i after each manipulation of the lower limb.
Construction of the anatomical points
The femoral and tibial anatomic points were determined based on the instantaneous positions of all the M i anatomic points (Fig. 3) . 
Table 1a
Overview of the points and landmarks used to build a geometric model of the navigation system for total knee arthroplasty.
Acquisition of the anatomic points of interest To model the inaccuracy, the coordinates of the reflective optical tracker centres and acquisition anatomic points were distributed within spheres of uncertainty, whose dispersion diameters were specific of each of these points (Table 2) . Pseudo-random values were generated using the Mersenne Twister 1 algorithm to 1 A pseudo-random number generator is an algorithm that generates a number sequence exhibiting some of the properties of randomness. Among these ensure equi-probable sampling of the points within the uncertainty sphere. The variation of the infrared optical measurement system was selected within a diameter range of 0 to 1 mm. For each palpated anatomic point, the coordinates of the centres of the three optical sensors (S 1 , S 2 , S 3 ) of the digital localising system and those of the three optical sensors (T 1 , T 2 , T 3 ) of the reference frames for the tibia or femur (F 1 , F 2 , F 3 ) were simulated. First, the coordinates of the six reflective optical points were used to compute each anatomic point. These same points were then distributed in random positions, to assess the impact of infrared optical system variability on the accuracy of the constructed skeletal landmarks. Then, the anatomic points were dispersed, in turn, to combine the variability of the 3D optical measurement system with the lack of reproducibility of the acquisition points.
Variability of the anatomic points
The alpha, beta, and gamma rotations around the z, x, and y axes, respectively, of the anatomic frames of reference express the inaccuracy of the 3D orientation of the prosthetic components in flexion-extension, valgus-varus, and rotation, respectively.
The 3D discrepancies between the femoral and tibial landmarks were each projected on the appropriate femoral anatomic plane, to interpret the alignment of the lower limb equipped with the prosthesis. A descriptive statistical analysis was performed on 30,000 simulations, each of which allowed extraction of the angle parameters a, b, and g. The set of uncertainties of these angles was derived from these 30,000 values at 3SDs.
Results
Each a, b, and g error for the femoral frame of reference R F (Fig. 4) followed a linear progression despite the multidirectional nature of the randomly generated point positions. Virtual implantation of the femoral implant showed maximal errors and variation ranges of 1.65
• (±1.15
• ) in flexion-extension, 1.51
valgus-varus, and 2.37
• (±2.37
• ) in axial rotation. In the most extreme case, when all the tibial anatomic points varied within the maximal uncertainty range, the maximal angle errors for the tibial frame of reference were 0.9
• in flexion-extension, 0.98
valgus-varus, and 3.84
• in axial rotation (Fig. 5) . The values of the tibio-femoral angles were expressed after simulation according to the dispersion of the infrared measurement system combined or not combined with the dispersion of the anatomic points (Tables 3 and 4 ).
Discussion
Main study findings and limitations
Based on the uncertainties related to the measurement system and anatomic point acquisition, the femoral and tibial frames of reference exhibited maximal errors in rotation a (flexion-extension), b (valgus-varus), and g (axial rotation) of 1.65
• (0. • , and 4.24
• respectively. Our hypothesis that navigation systems result in non-negligible errors related to lack of accuracy of the optical system and of the surgeon when palpating the anatomic points was confirmed by the numerical simulation study, most 
Table 4
Imprecision within the 99.7% confidence interval of the tibio-femoral angles expressed in degrees, according to dispersion of surgeon localisations combined with measurement system variability. The infrared optical system and anatomic points varied gradually within their specific uncertainty zones, which ranged across points from 1 to 15 mm. Each anatomic point was limited to its maximal uncertainty variation. Maximum measurement system dispersion was set at 1 mm at the diameter.
Optical measurement system and surgeon (mm) notably regarding the deviations in rotation. The variability of the infrared optical measurement system had a limited impact on the tibio-femoral alignment angles, with a maximal error of 1.49
• in the horizontal plane. For our study, we assumed a strong connection between the two rigid bodies and the femoral or tibial skeleton, which was assumed to have no deformability. Nevertheless, secondary displacement of the reference frame can occur during an inadvertent movement of the surgeon or in patients with osteoporosis and may result in an unnoticed error [19] . In addition, our navigation simulator did not take into account errors related to bone quality or to the precision of the oscillating saw blade guided into the slot of the cutting block. Plaskos et al. [20] reported that saw blade bending or inadequate cutting guide fixation could result in cutting errors that could be detected by applying a tracking plate onto the bone cuts. Nevertheless, the incorporation at the initial step of an excessively large number of errors of different levels might result in a more global and less relevant analysis of the results.
4.2. Variability of the 3D optimal measurement system on alignment of the limb equipped with the prosthesis Commercially available infrared optimal measurement systems are described by their manufacturers as having a resolution of about 0.10 mm. However, interference with light in the operating room [17, 21] may adversely affect the infrared optical signal and the measurements of the spatial coordinates of the reflective trackers. In our study, with 1 mm of dispersion of the reflective infrared trackers, the optical measurement system resulted in lower-limb alignment errors of 1.5
• in rotation and less than 0.5 • in the coronal plane.
Thus, the 3D optical measurement system is not the main explanation to the anatomical landmark variability evidenced in our study with combined dispersion.
Impact of anatomical point dispersion on accuracy of skeletal landmark registration
Yau et al. performed a cadaver study to assess intra-and interobserver variability of anatomic points used for navigation-assisted TKA [22] . The error in rotation around the trans-epicondylar axis was 9.1
• . A computed tomography study by Galaud et al. [23] showed poor reproducibility of using the epicondyles to define femoral rotation during navigation-assisted TKA. To identify the tips of the two femoral condyles, we considered a series of Fig. 4 . Assessment of variability of the R'F femoral landmark according to dispersion of the infrared optical system (IOS) and acquisition of the anatomic points. The variation related to the 3D infrared optical measurement system was propagated within a range of 0 to 1 mm in diameter. The diameter of acquisition point dispersion increased to its own specific maximal value. a, b and c: progression of errors a (flexion-extension), b (varus-valgus), and g (rotation), respectively 3DMM, 3D measurement machine.
− →
surface points from the posterior condylar region. Using an algorithm to treat point clusters considerably improves precision compared to freehand localization [24] . This fact explains the differences between our findings and the results of the experiments reported by Yau et al. [25] . For the tibia, rotation error related to inadequate positioning of the X T vector may generate an oblique plane effect on the tibial bone cut, which adversely affects alignment of the tibial component in the coronal plane. According to Dejour et al. [26] , with 7
• of tibial slope, a 20
• positioning error in rotation of the tibial component adds 2
• of varus to the tibial implant. After simulation, the tibial frame of reference R T exhibited nearly ±4
• of axial rotation variability.
Clearly, freehand digital registration of the sagittal tibial axis is a weak link in the chain of skeletal landmark acquisition during navigation-assisted TKA. The posterior edge of the two tibial plateaux, anterior tibial crest, centre of the ankle, and axis of the second metatarsal constitute a constellation of anatomic landmarks present at various levels within the field of view of the surgeon.
Comparison with clinical studies of computer-aided TKA
Our results are difficult to compare with those of previously published clinical studies. Nevertheless, in agreement with the two meta-analyses recently published by Fu et al. [14] and Cheng et al. [13] , our virtual navigation system was robust for controlling alignment in the coronal plane. Thus, the error in varus-valgus of the tibio-femoral mechanical axis did not exceed 1.5
• . The long mechanical axes are far less vulnerable to variability in constitutive anatomic points compared to the shorter rotational epiphyseal axes. For a femoral mechanical axis of about 40 cm in length, a 1-cm error at one end results according to a simple trigonometric analysis in an error of 0.57
• . In contrast, the error is 5.7
• for a transepicondylar axis measuring 10 cm in length. The results obtained using our modelling approach confirm these data indicating greater vulnerability of navigating systems in rotation. Rotational errors in TKA implanted using navigation were indisputably underestimated in recently published studies [15, 16, 27] , in which prosthesis alignment was assessed based only on standard radiographs. 
Conclusion
Our original study involving the development of a virtual TKA navigator followed by error simulation established that variability in the infrared optical measurement system has only negligible effects on the accuracy of the anatomic landmark registration. In contrast, adding dispersion of the acquisition anatomic points adversely affects the reliability of these same landmarks for guiding rotational positioning, without affecting the quality of implant alignment in the frontal and sagittal planes, supporting the relevance of the numerical data used to guide the surgical procedure.
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