This paper examines the effects of sample size and boundary conditions on the necking inception and development in dynamically stretched steel specimens. For that task, a coordinated systematic experimental-numerical work on the dynamic tensile test has been conducted. Experiments were performed using a tensile Kolsky apparatus for impact velocities ranging from 10 to 40 m/s. Three different sample-gauge lengths -7, 30 and 50 mmwere considered for which the cross section diameter is 3.4 mm. The experiments revealed that the specimens' ductility to fracture depends on strain rate and sample length. Furthermore it was observed that, for those specimens having gauge lengths of 30 and 50 mm, the necking location varies with impact velocity. Numerical simulations of the dynamic tensile tests were carried out in order to characterize the dynamics of neck inception and development. For each specimen calculated, three types of boundary conditions were used, all of which match the experimentally measured strain-rate. It was pointed out that, while boundary conditions hardly affect the calculated stress-strain characteristics, they strongly affect the wave propagation dynamics in the specimen thus dictating the necking location.
Introduction
Different industrial sectors such as the automotive (Rusinek et al., 2008; Kazanci and Bathe, 2012) , aeronautical (Karagiozova and Mines, 2007; Varas et al., 2009) , naval (Wang et al., 2008; Ehlers, 2010) or manufacturing (Miguélez et al., 2009; Verleysen et al., 2011) require quick and accurate modeling of systems to optimize design parameters, accounting for impact loads. The rapid progress in computational mechanics permits to simulate solids and structures undergoing high strain rates. One of the obstacles that may limit such simulations is the realistic modeling of the mechanical behavior of materials. Therefore reliable experimental data are needed to develop accurate constitutive models accounting for the influence of the loading rate on material deformation behavior. Extensive reviews of methods for dynamic testing have been published elsewhere (Lindholm, 1974; Field et al., 2004) .
Among the dynamic tests, the uniaxial tensile is one of the most commonly used (after the compression test). The first detailed investigations on high-velocity tension impact tests are dated to the mid-20th century. At that time a number of investigators focused their attention on developing reliable experimental methodologies to capture the mechanical properties under rapid loading of different metals and alloys (Mann, 1936 (Mann, , 1937 Clark and Datwyler, 1938; Parker and Ferguson, 1942; Manjoine, 1944) . The effect of velocity on the absorbed energy in the sample was demonstrated. In Mann's words (Mann, 1936) the experimental data ''definitely showed that high velocity tests are essential to reveal the true dynamic properties of materials''. This finding was a milestone in the investigation of dynamic behavior of materials. Moreover, the improvements in the tensile impact testing developed during this period http://dx.doi.org/10.1016/j.mechmat.2013.03.002 served to identify some characteristic features of the dynamic tensile test, namely:
There exists a correlation between fracture location and impact velocity. Under static (tensile) loading of a smooth specimen, failure is invariably located in the middle of the gauge, while under impact loading, sample failure may occur at a different location. This correlation was described as being sample-size dependent. There exists a material-dependent transition-velocity which defines the maximum energy absorbed by the sample and the maximum sample ductility in the dynamic tension test. This transition-velocity showed correlation with the impact-velocity which induces sample failure close to the impacted end.
Years later, Clark and co-workers shed additional light on previous findings in a series of celebrated papers (Duwez and Clark, 1947; Duwez, 1948, 1950; Clark and Wood, 1950) . In these studies, the one-dimensional theory of plastic waves propagation developed by Karman and others (Karman, 1942; Rakhmatulin, 1945; White and Griffis, 1947; Karman and Duwez, 1950) was taken into account for the first time in interpreting the experimental results. Based on the processes of reflection and interaction of strain waves taking place in the sample during impact, the principles of strain wave propagation provided an explanation to the interplay between fracture location and impact velocity (Clark and Duwez, 1948) . In addition, the aforementioned transition-velocity, from this point on renamed as Critical Impact Velocity (CIV), was thus considered as a material property (Clark and Wood, 1950) . Further investigations presented data to show that it is necessary to maintain a certain ratio of the specimen's length to diameter in order to clearly reveal the CIV (Clark and Wood, 1950) . Since the size of the neck is rather independent of the impact velocity and approximately equal to the sample diameter, the gauge length of the specimen must be much longer than the length of the necked region to allow for strain wave propagation phenomena within the sample. This is usually considered as an undesirable disturbance effect, and the use of short specimens in impact tensile testing has become a common experimental practice (Simmons et al., 1961; Lindholm, 1974; Bottet et al., 1969) . Short samples reduce inertial effects and the strain rate can be assumed to remain uniform and constant throughout the test duration (Chiddister and Malvern, 1963) , which in turn facilitates the analysis and interpretation of the experimental results. This practice led to important advances in the mechanical characterization of materials at high strain rates. However, the widespread use of short samples has set aside further research on the interaction between wave disturbances and necking inception. Especially, the role played by strain wave propagation on the fracture location was hardly investigated during the last decades.
However, further advances in understanding the relationship between strain wave propagation and necking inception were made with the advent of computational mechanics. For example, Knoche and Needleman, (1993) analyzed the effect of sample size on the ductility of round bar tensile samples using finite element simulations. They pointed out the non-linear relationship between inertia and necking strain, concluding that ''material inertia introduces a length scale so that for fixed imposed strain rate, specimen ductility is a function of specimen size''. These authors investigated the dependence of the necking location on the sample size. Later, Hu and Daehn (1996) carried out numerical simulations of uniaxial extension of linear specimens and rings. The former configuration represents the regular tensile impact test in which wave propagation occurs, while the latter is free of wave disturbances due to the symmetry of the problem. They found that as the test velocity increases, the ductility of the linear specimens increases first, then drops rapidly once the CIV is reached. By contrast, the ductility of the expanded rings increased continuously with velocity, virtually without limits. The numerical results were consistent with experimental observations and provided further verification to the role played by the strain waves in limiting the sample ductility.
During the last decade, one should note the works of Klepaczko and co-workers (Rusinek and Klepaczko, 1999; Rusinek and Klepaczko, 2003; Klepaczko, 2005; Rusinek et al., 2005; Klepaczko, 2007) , where extensive numerical analyses of tensile impact tests over wide ranges of impact velocities were reported for different materials. Inertia and scale effects on necking inception were successfully captured and the mechanisms which determine the fracture location of the sample were convincingly addressed. Furthermore, the authors revisited the former definition of the CIV derived by Karman under isothermal conditions of deformation (Karman, 1942) and extended it to the adiabatic case for strain, rate and temperature dependent materials (Klepaczko, 2005 (Klepaczko, , 2007 .
At this point one may summarize the main results discussed in the previous paragraphs as follows:
The dynamic tensile ductility is size dependent. The sample elongation recorded from a tensile test cannot be treated as an indicator of the material ductility since it varies with the sample size. In the absence of wave disturbances, the tensile ductility of materials increases continuously with the loading rate as a consequence of the inertial resistance to motion. This is the intrinsic material response. Some particular cases in which this statement is not verified can be found in the literature. These exceptions are commonly tied to unusual material behaviors caused by specific microstructures, e.g. (Picu, 2004; Zhang et al., 2004; Benallal et al., 2008; Vadillo et al., 2012) . In the presence of wave disturbances, the anticipated increase in tensile ductility with loading rate is limited by the strain gradients generated in the material. Once the CIV is exceeded, the tensile ductility decreases. In this situation, commonly reported in experimental works, the stress-strain behavior cannot be regarded as the intrinsic material behavior, but rather as the consequence of the specific initial and boundary conditions of the problem addressed.
As mentioned above, progress in numerical modeling has been achieved while experimental techniques have progressed in parallel as well. However, there are still very few examples of coordinated systematic experimentalnumerical work on the dynamic tensile test, and this work is precisely of this nature. The following points, that are deemed to need further investigations, are therefore addressed:
What is the relationship, if any, between the sample vs. material ductility? Is there an optimal specimen aspect ratio, and what, if at all, can be learnt from other specimen sizes? When numerical simulations of the experiments are carried out to extract additional information on the test, what are the proper boundary conditions, or more generally how do boundary conditions affect the calculated results? Last but not least, is the neck location dictated by statistically located geometrical imperfections, or is it a fully deterministic process that can be predicted?
Experimental tests

Material and specimens
The material of this study is a hardened 17-4 PH steel, supplied as 12.7 mm diameter bar, and tested in the as-received condition. This material is a high-strength fully martensitic steel with additional strengthening due to precipitation. Dynamic tensile cylindrical specimens with end threads were machined from the bar. The specimens' dimensions are shown in Fig. 1 . A large number of specimens, in excess of 25, were actually tested but a total of 10 specimens will be mentioned here, for which the tests were considered as successful (simultaneous full recording strain pulses and imaging). For those specimens, the gauge lengths (L in Fig. 1) were 7, 30 and 50 mm, with a diameter of 3.4 mm. In addition, dynamic compression cylinders were machined from the same 17-4 PH bar, with a diameter and length of 6 mm. Those specimens were used to determine the dynamic compressive behavior of PH steel.
Dynamic tension and compression setups
The dynamic tensile specimens were tested in a 12.7 mm diameter tensile Kolsky apparatus (made of hardened 17-4 PH-steel) in which the end of the incident bar is loaded by a 400 mm long gas-launched cylindrical impactor. A Cordin 530 high speed camera was synchronized with the incident bar signals to capture the evolution of the specimen and neck's geometry during the dynamic tensile tests. The tested impact velocities ranged from 10 to 40 m/s. Dynamic compression specimens were tested in a standard 12.7 mm diameter Kolsky apparatus made of hardened C300 maraging steel.
Experimental results
Dynamic compression tests
A total of 5 specimens were tested within the range of strain rates 2000 s À1 < _ e < 8000 s À1 . Typical true stressstrain curves for 17-4 PH steel at two strain rates are shown in Fig. 2 . Note that in order to determine these curves, dynamic specimen equilibrium was verified for each sample, and corrections for wave dispersion were applied using a home-made program according to the procedure described by Lifshitz and Leber (1994) . The results of those preliminary tests indicate that, in the investigated range of strain rates, the material flow stress is largely strain-rate independent with r y % 1400 MPa and minimal strain-hardening. Note that such a behavior is common to many commercial martensitic steels. Table 1 summarizes the various specimen geometries, macroscopic strain-rates and structural failure strains of each specimen. The term structural failure strain is to be understood here as determined from the total specimen elongation at failure (fracture). For this, two complementary pieces of information were used: we compared the photographic records (with respect to the interframe time) to the experimentally recorded strain rate as a function of time. When the latter started to accelerate abruptly as the result . Fig. 3 . Measured evolution of the strain rate (specimen 1). The onset of necking and subsequent fracture causes a sudden strain rate increase.
Dynamic tension tests
within the limits of accuracy set by the framing rate. In this table, the strain-rate is the nominal one, defined as the difference between the end velocities of the specimen divided by its initial gauge length. Fig. 4 shows the time history of input (impacted side) and output (opposite side) velocities for two different tests. The net prescribed velocity is obtained by subtracting the transmitted from the incident velocity. The location of the neck is also specified in Table 1 , as it varies in the experiments from center of the specimen (middle) to the impacted or opposite side. One should note that the structural (sample) failure strain increases with the loading rate and decreases with the specimen length, which agrees with experimental, theoretical and numerical observations reported elsewhere (Chiddister and Malvern, 1963; Knoche and Needleman, 1993; Rusinek et al., 2005; Rodríguez-Martínez et al., in press ). Fig. 5 shows typical high speed sequences that were taken during the tests of specimens 3 and 6. Here the load is applied on the right hand side of the specimen. One can note that for the shorter specimen, the neck develops at its center, whereas for the longer specimen the neck is clearly incepted close to the opposite side.
Next, the tensile stress-strain curves corresponding to specimens 3, 6 and 7 are shown in Fig. 6 . One can observe that the specimen fails at different strain levels depending on the sample length and the loading rate (i.e. e $ 0.17 for specimen 3, $0.08 for specimen 6 and $0.085 for specimen 7). Note that the flow stress level shown in Fig. 6 is rather similar to that obtained in compression. Additionally, one should note that the material shows rather limited strain and rate sensitivities, as observed for compression tests.
Numerical modeling
Numerical simulations of the dynamic tensile tests corresponding to specimens with 7 and 30 mm gauge length were carried out in order to characterize the dis-tribution and evolution of the plastic strain in the specimen, as well as the dynamics of the neck inception and development. The tensile specimen was modeled using ABAQUS/Explicit finite element software (Simulia, 2010) . The mesh consists of four-node linear tetrahedron elements, C3D4 in ABAQUS notation. The gauge of the specimen has been meshed using elements with a characteristic edge length of $0.3 mm. A mesh convergence study was performed; the time evolution of different critical output variables -namely stress, strain, necking strain and necking location -were compared against a measure of mesh density until the results converged satisfactorily. Concerning the boundary conditions, two different types of models we considered, as illustrated in Fig. 7 . The first type -type A -does not take into account for the sample holders. In the experimental system the specimen holders (with length denoted by H in Fig. 1 ) are screwed into the bar so they can be considered as part of the bar rather than active part of the sample. The second kind of modeling -type B -does take into account the sample holders. Type A will be used in the numerical computations, unless otherwise noted, as this configuration is considered closer to the experimental boundary conditions as will be demonstrated in forthcoming sections of this paper.
Since the experimental results showed that the material is reasonably strain-rate insensitive, as well as symmetrical in its response to both tension and compression, we assumed a representative mechanical behavior for this material according to the data shown in Fig. 2 . These stress-strain characteristics were input in the model in tabular form, under the assumption of Huber-Mises plasticity. The elastic parameters were those characteristic of steel, E = 200 GPa and m = 0.33.
Finally, one should note that no initial imperfection was introduced in the model, such as to produce an unbiased location for the neck inception. Fig. 8 shows, for specimen 3, the idealized velocity curves used in the numerical simulations as boundary con- ditions. Three types of conditions were used, all of which match the experimentally measured strain-rate:
1. Experimental boundary conditions: The applied velocities are those measured in the dynamic tensile experiment to be modeled. An example of such velocity profiles is shown in Fig. 8(a) .
Encastrated:
The specimen is clamped at one end, and a constant velocity that causes a strain rate equivalent to that measured, is applied at the other end, as shown in Fig. 8(b) . Here, the velocity was applied with a rise-time of 12 ls to match experimental conditions. 3. Experimental velocities synchronized: A velocity profile identical to that mentioned in point 1 was used, with the difference that instead of being delayed by a few microseconds as a result of wave transfer through a finite length specimen, both incident and transmitted velocities were now synchronized as shown in Fig. 8(c) .
Since the simulations were aimed at replicating actual experiments, no specific failure criterion was used here, and instead, the reference frames were taken from the experiment itself, as to the onset and various development stages of the neck, as well as final specimen fracture.
Numerical simulations results
We simulated the dynamic response for each specimen under the 3 BC's mentioned in the previous section. Fig. 9 shows the comparison between experiments (constitutive description implemented into the FE code to define the material behavior) and numerical simulation results obtained using the experimental boundary conditions for specimens 1 and 6. This figure shows that the range of strains over which the stress-strain behavior obtained from the numerical computations and the material constitutive description coincide, is by far more limited in the case of the longer specimen. In agreement with experiments, earlier necking of the longer specimen limits the range of attainable strains for proper material characterization. One should note that the various kinds of boundary conditions applied to the simulations hardly influenced the specimen response in terms of stress-strain characteristics.
However, it was observed that the boundary conditions strongly affect the necking strain and its exact location. To illustrate this point, one can analyze the local strain evolution in time in the vicinity of the neck. Fig. 10 shows the plastic strain distribution along the specimeń s gauge at (experimental) fracture time, for a short specimen (aspecimen 3), a longer specimen (b -specimen 9), and another longer specimen (c -specimen 5). All the imposed strain rates were the experimentally determined ones.
All the results shown in each figure, for the 3 different boundary conditions, are obtained at the same time step, namely as close as possible to macroscopic fracture time (see experimental section). Those figures show unambiguously that, irrespective of the specimen's length, both the strain distribution and the location of the neck are strongly affected by the nature of the boundary conditions, remembering that the strain rate is kept identical in each investigated case. Even a small time shift in the applied velocities, such as in the case of the synchronized velocities, has a very noticeable effect. This figure also reveals an excellent agreement between the location of the calculated peak strain and the observed location of the experimental neck (Table 1) when the experimental boundary conditions are used. Another interesting observation from Fig. 10 is that, while the simulated and measured macroscopic stress-strain curves (Fig. 9 ) exhibit loss of stability at different macroscopic strains, the local failure strain is the same for all simulations regardless of the specimens' dimensions, again when experimental boundary conditions are used. Its value is of the order of 0.3 (Fig. 10) for the investigated material within the range of strain rates tested. Finally, this figure shows that the smallest discrepancy in neck position and local strain amplitude resulting from the three different boundary conditions is obtained for the shorter specimen.
Let us now examine the influence of the FE model itself -in which type A does not take into account the sample holders while type B does -on the buildup of plastic strains in a dynamically stretched specimen. The goal is to compare the numerical results in terms of necking location depending on the type of FE element model used. For that task we will use the specimen 9 (L = 30 mm) as an illustration. Fig. 11 displays the evolution of plastic strain with time along the gauge of the sample specimen simulated with the experimental B.C's for type A (Fig. 11(a) ) and type B (Fig. 11(b) ) FE models.
It can be observed that the plastic strain distribution along the sample gauge strongly depends on the FE element model considered, determining the necking location.
In the case of Fig. 11 (b) (type B taking into account the sample holders) the necking location largely differs from the experimental one. This effect further emphasizes that necking location in a dynamically stretched sample is governed by wave disturbances. A simple change in the distance between the specimen's loaded surfaces (the value of H varies with the FE model used: for type A H = 0 mm; for type B H = 8 mm) strongly affects the wave dynamics and therefore the strain localization process. Bearing in mind that the effect of wave propagation on sample straining is enhanced with increasing sample length, the boundary conditions will play a major role as the specimen gauge length increases.
Discussion
This paper presents a systematic investigation of the dynamic tensile response of a high strength steel, used here as a model material rather than a specific one. The interest of the study lies in the fact that the experiments and the simulations are highly coupled, in the sense that the experiments ''drive'' the numerical simulations, in a context for which very few experiments are usually carried out, while the available numerical or analytical work is not ''backed-up'' by actual experiments. The following points arise from this study.
Our experiments allow us to refine our understanding of the macroscopic (structural) and the local strain (material ductility). Usually those two concepts are tied together or even considered as identical, or eventually as a material property. Our observations show that the macroscopic strain is in fact a structural characteristic, which depends first and most of all on the geometry and size of the specimen. The development of a neck in the specimen, shortly followed by fracture, is observed to dictate the structural ductility. When comparing two specimens of different lengths and strain rates, so that the product of those quantities shows that the applied velocity was highly similar, Table 1 reveals that the longer specimen fails at a smaller structural strain. While this observation bears no implication on a specific material property, it is nevertheless of interest for designers of impact loaded structures for which the dominant parameter is the impact velocity and the outcome of interest is the structural ductility to failure. Apparently, this geometrical influence in a low strain-rate sensitivity material may be ascribed to the importance of the waves' propagation which seems to be dominant in the long specimen. Hence, from a more practical point of Fig. 10 . Equivalent plastic strain distribution in (a) specimen 3, (b) specimen 9 and (c) specimen 5. For each specimen, the three different types of boundary conditions were applied. The results are displayed at a time step that is very close to specimen fracture for each investigated case. Note the satisfactory agreement between the calculated peak strain and the experimentally recorded failure locus.
view, we suggest that by testing relatively short specimens, the reachable structural strain levels prior to neck formation are larger. This point is in total agreement with earlier analyses justifying the use of shorter specimens (Clark and Wood, 1950; Tanimura and Mimura, 2001; Rusinek et al., 2005) .
The next point has not been previously reported or addressed, for the above-mentioned lack of coordinated experimental-numerical work on the subject. Namely, while boundary conditions are always open to some interpretation, the results of this work clearly reveal a strong influence of the definition of the boundary conditions on the nature of the calculated results (neck location and local strain). In a typical tensile Kolsky setup, the specimen cannot be considered as fully clamped on one side, as a first approximation. The existence of a small output velocity that is not synchronized with the input one, may significantly affect the location and the extent of the calculated peak strains in the specimen. This location in itself corresponds to the location of the incipient and fully formed neck. In that respect, the numerical calculations are in agreement with each simulated experiment, examples of which are found in Figs. 10 and 11. Having established this validation step of the numerical simulations, one can confidently consider the strain distribution along the specimen's gauge, as calculated with the actual experimental boundary conditions. The outcome of this exercise shows that, irrespective of the specimen's dimensions, the local strain at (close to) failure in the neck is remarkably constant, of the order of 0.3 for the investigated material within the range of strain rates tested. This constant local failure strain can be contrasted with the above-mentioned structural strain. Moreover, the experimentally calibrated numerical simulations clearly show that the location of the neck is fully deterministic, and thus predictable to a large extent, instead of being the result of the stochastic growth of a geometrical imperfection in the specimen. It is expected that advanced experimental techniques like the digital image correlation (Besnard et al., 2012) of necking, the available information being confronted with numerical results of the kind reported in this work.
Conclusions
Macroscopic (structural) and local ductility are distinct issues. The former is geometry dependent, while the latter was found to be constant for the investigated material. Both concepts are important, one for structural design, the second for material characterization. The use of short specimens is recommended but not mandatory, provided adequate numerical calculations are carried out along with the experiments. The nature of the applied boundary conditions is of utmost importance in modeling the strain distribution, local strain at failure and neck location in the specimen.
The actual test boundary conditions should be used for optimal accuracy. The location of the neck is deterministic and can be simulated.
