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Abstract—Future Mobile Networks (MNs), 5G and beyond 5G,
will require a paradigm shift from traditional resource allocation
mechanisms as Base Stations (BSs) will be empowered with
computation capabilities (i.e., offloading and computation is per-
formed closer to mobile users). This is motivated by the expected
data explosion in the volume, variety, and velocity, generated by
pervasive mobile and Internet of Things (IoT) devices at the
network edge. Towards efficient resource management, within
the Multi-access Edge Computing (MEC) paradigm, we make
use of the Long Short-Term Memory (LSTM) neural network
for time series forecasting and control-theoretic techniques for
foresighted optimization, thus bringing intelligent mechanisms
for handling network resources within the network edge. Here, we
propose online algorithms for autoscaling and reconfiguring the
computing-plus-communication resources within the virtualized
computing platform, and also enable dynamic switching on/off
BSs by taking into account the forecasted traffic load and
harvested energy. The main goal is to minimize the overall
energy consumption, with a guarantee of Quality of Service
(QoS). Our numerical results, obtained through trace-driven
simulations, show that the proposed optimization strategies lead
to a considerable reduction in the energy consumed by the edge
computing and communication facilities, promoting energy self-
sustainability within the MN through the use of green energy.
Index Terms—Multi-access edge computing, energy harvest-
ing, soft-scaling, limited lookahead controller.
I. INTRODUCTION
The data growth generated by pervasive mobile devices
and the Internet of Things, coupled with the demand for
ultra-low latency, requires high computation resources which
are not available at the end-user device. As a remedy, Multi-
access Edge Computing (MEC) has recently emerged to enable
ultra-low latency, distributed intelligence and location-aware
data processing at the network edge [1][2]. Undoubtedly,
offloading to a powerful computational resource-enriched
server located closer to mobile users is an ideal solution.
Specifically, by offloading data- and computing-intensive tasks
to the nearby MEC-enabled Base Stations (BSs), resource-
constrained mobile devices benefit from reduced energy con-
sumption and task completion time. Although this new ap-
proach is not intended to replace the cloud-based infrastruc-
ture, it expands the cloud by increasing the computing and
storage resources available at the network edge.
In light of the dense deployment pattern that is foreseen
in 5G systems [3], the expected dense deployment of MEC
servers and BSs raises concerns related to energy consumption.
Specifically, energy drained in BSs is due to the always-on
approach and in MEC servers it is due to the computing
and communication processes associated with: (i) the running
Virtual Machiness (VMs) [4][5]; (ii) the communication within
the server’s Virtual Local Area Network (VLAN) [6], and
the presence of transmission drivers (fast tunable optical
drivers for data transfers) within the Mobile Network (MN)
infrastructure [7]. Towards greener MNs, there is a need for
efficient edge network management procedures that will yield
the trade-off between energy savings and the guarantee of
Quality of Service (QoS). Thus, given the expected traffic load
and harvested energy, the energy consumption can be mini-
mized by launching an optimal number of VMs, a technique
referred to as VM soft-scaling, tuning of the transmission
drivers coupled with the location-aware traffic routing for data
transfer, together with BS power savings, i.e., enabling BS
sleep modes.
Along these lines, we consider an energy cost model
that takes into account the computing and communication
processes within the MEC server, and transmission related
energy in BSs, where the edge network apparatuses are en-
ergized by green energy. We propose an online edge system
management procedure/algorithm, called Energy Aware and
Adaptive Management (ENAAM), that dynamically allows the
switching on/off BSs, VMs, transmission drivers (i.e., using
a minimum number of drivers for real-time data transfers),
depending on the traffic load and the harvested energy forecast,
over a given lookahead prediction horizon. To solve the energy
consumption minimization problem, we leverage the Limited
Lookahead Control (LLC) principles where the controller per-
forms online supervisory control by forecasting the traffic load
and the harvested energy using a Long Short-Term Memory
(LSTM) neural network [8], which is utilized within a LLC
policy (a predictive control approach [9]) to obtain the system
control actions that yields the desired trade-off between energy
consumption and QoS.
The proposed optimization strategy leads to a considerable
reduction in the energy consumed by the edge computing and
communication facilities, promoting self-sustainability within
the MN through the use of green energy. This is achieved
under the controller guidance, which makes use of forecasting,
LLC principles and heuristics.
II. METHODOLOGY
Let u(t) be the current system vector and ψ(t) is the input
vector that drives the system into the desired behavior, at time
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Fig. 1. One-step ahead predictive mean value for L(t)
and real values.
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Fig. 2. One-step ahead predictive mean value for H(t)
and real values.
t. This work adopts foresighted optimization and the system
behavior u(t+1) is described by the discrete-time state-space
equation, adopting the LLC principles [9]:
u(t+ 1) = φ(u(t), ψ(t)) , (1)
where φ(·) is a behavioral model that captures the relationship
between (u(t), ψ(t)), and the next state u(t + 1). Since the
actual values for the system input cannot be measured until
the next time instant when the controller adjusts the system
behavior, the corresponding system state for t+1 can only be
estimated as:
uˆ(t+ 1) = φ(u(t), ψ(t)) . (2)
For these estimations we use the forecast values of load and
harvested energy, from the LSTM forecasting module.
III. NUMERICAL RESULTS
Figs. 1 and 2, show real and predicted values for the
traffic load L(t) and harvested energy H(t) over time, where
we track the one-step predictive mean value at each step.
The average Root Mean Square Error (RMSE) are: L(t) =
{0.037, 0.042, 0.048} and H(t) = {0.011, 0.016, 0.021}, for
time horizon T = 1, 2, 3. Note that the predictions for H(t)
are more accurate than those of L(t) (see RMSE values), due
to differences in the used dataset granularity.
Fig. 3, shows the mean energy savings of 69% for the
ENAAM scheme, which makes use of LSTM and LLC (maxi-
mum VM load, γmax = 10 MB), while Dynamic and Energy-
Traffic-Aware algorithm with Random behavior (DETA-R)
achieves 49% (γmax = 10 MB), where these savings are with
respect to the case where no energy management is performed.
The mean values were obtained at weighing parameter η = 0.
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Fig. 3. Mean energy savings for η = 0 and γmax = 10 MB.
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