In this paper, we discuss the concept of the expected opportunity cost of a potentially incorrect selection as a measure of selection quality on a new selection procedure that is used to selecting the top m systems for large scale problems. This procedure is used the ordinal optimization method to reduce the size of the search space, and then it is used the idea of computing budget allocation OCBA − m to identify the top m systems from the survivors systems that we got it by ordinal optimization method. This procedure is tested on two numerical examples, buffer allocation problem BAP and M/M/1 queuing system. Clearly from the numerical results this procedure selects the optimal subset of systems with the minimum expected opportunity cost of a potentially incorrect selection.
Introduction
Statistical selection approaches are used to identify the best simulated system from a finite set of alternatives. For each alternative, stochastic simulation is used to deduce the value of performance measures. Since we used simulation to get the estimates value of performance measures, there is a potential for incorrect selection. There are two measures of selection quality; first, the probability of correct selection, where the correct selection means that selecting the best simulated system (systems) from a finite set, and secondly is the expected opportunity cost of a potentially incorrect selection, where the opportunity cost is defined as the difference between the unknown means of the selected system and the actual best system.
In this article, we consider the problem of selecting the best subset when the number of alternatives is large. The goal is to identify the top m out of n systems based on simulation output, i.e. the performance of each system is estimated with noise. We want to achieve this goal from the context of expected opportunity cost of a potentially incorrect selection. The best subset systems will be the systems with a maximum or minimum performance measure. In fact, it is not easy to achieve this goal because the numerical evaluation of the expected performance measure is only available for a limited class of performance measures, and to evaluate this value we use simulation which is costly and need a long time especially when we are dealing with a large number of alternatives.
In this article, we propose a sequential algorithm for selecting a good subset of systems when the number of alternatives is large, from the context of expected opportunity cost of a potentially incorrect selection. It is a combination of the ordinal optimization (OO) and the optimal computing budget allocation approach for selecting the top m systems (OCBA − m). The OO procedure is used to find the solution for the large scale problems. The objective of OO in the proposed algorithm is to isolate a subset of good enough systems with high probability and is to reduce the size of the search space so that it is appropriate to apply the OCBA − m procedure. We use the OCBA − m to formulate the problem as that of maximizing the probability of correctly selecting all of the top m systems -from the subset that selected by OO -subject to a constraint on the total number of simulation replications available. Traditional selection approaches identify the best system with high probability by maximizing the probability of correct selection whereas a recently new selection approaches reduce the expected opportunity cost of a potentially incorrect selection and have become important in many applications. This new selection approaches will reduce the potential of incorrect selection.
The article is organized as follows: In Section 2, we provide a background on the expected opportunity cost, ordinal optimization procedure, and com-puting budget allocation method. The algorithm of selecting an optimal subset presented in Section 3, followed by a numerical examples in Section 4. Finally, concluding remarks are presented in Section 5.
Background
In this section, we briefly review the Expected Opportunity Cost (EOC) idea, Ordinal Optimization (OO) procedure and the idea of computing budget allocation with the optimal computing budget allocation approach for selecting the top m systems (OCBA − m) procedure.
Expected Opportunity Cost
In the simulation selection problem, the Opportunity Cost (OC) is represented as the difference between the unknown means of the selected system and the actual best system; OC = µ b − µ i * , where b represents the system with the smallest sample mean and i * the true best system. If the best system is correctly selected, then the OC is zero.
This follows with the Expected Opportunity Cost (E(OC)) in which is defined as E(OC) = E(µ b − µ i * ). Ideally we would like to choose T 1 , T 2 , . . . , T n in a way to minimize E(OC), given a limited total computing budget. He et al. [1] argued that since it is very expensive to compute E(OC), we need to minimize the estimated expected opportunity cost. Another comprehensive review of OC can be found in Gupta and Miescke [2] , Chick and Inoue [3] , Chick and Inoue [4] and Chick and Wu [5] .
Since the OC is the difference between unknown means then we can find it by using the estimate values of unknown means. In the proposed approach we used the sample means, after the simulation is performed, to find the OC.
Ordinal Optimization
The ordinal optimization OO concentrates on isolating a subset of good systems with high probability and reduces the required simulation time dramatically for discrete event simulation. The OO procedure has been proposed by Ho et al. [6] . Since then, it has emerged as an efficient technique for simulation and optimization. In this procedure, the aim is to find a good enough solution, rather than to estimate accurately the performance value of these systems.
If we simulate the system to estimate the expected performance measure, the confidence interval of this estimate cannot be improved faster than 1/ √ n where n is the number of replications used. This rate maybe good for many problems, when there is a small number of alternatives but it is not good enough for a complex simulation with a larger number of alternative. The reason is that, since each sample requires one simulation run, we need a large number of samples when we are dealing with a huge number of alternative systems in the solution set which is very hard and impossible. In this case, one could compromise the objective to get a good enough solution rather than doing extensive simulation, which is impossible in many cases. However, in many real world applications, using a simpler model to get an accurate estimate is somehow impossible. Suppose that the Correct Selection (CS) is to select a subset G of g systems from the feasible solution set that contains at least one of the top k% best systems. Since we assume that the feasible solution set is very huge then the probability of CS is given by P (CS)
). Now, suppose that the CS is to select a subset G of g systems that contains at least r of the best s systems. Let S be the subset that contains the actual best s systems, then the probability of CS can be obtained using the hypergeometric distribution as
. Since we assume that the number of alternatives is very large then P (CS) can be approximated by the binomial random variable. Therefore,
It is also clear that this P (CS) increases when the sample size g increases.
Computing Budget Allocation for Selecting an Optimal Subset
To improve the efficiency of OO choose the simulation lengths for different systems to minimize the total computation time. Chen [7] proposed a smart computing budget allocation procedure to allocate the computing budget among different systems, instead of allocating the computing budget among equally simulating systems. The goal is to allocate the total simulation samples from all systems in a way that maximizes the probability of selecting the best system within a given computing budget. To achieve this goal Chen et al. [8] proposed the optimal computing budget allocation (OCBA) procedure that gives a large number of simulation samples to the systems that have a big effect on identifying the best system, whereas it gives a limited simulation sample for those systems that have little effect on identifying the best system. On the same framework see Chen et al. [9] , Chen et al. [10] , Banks [11] , and Chen [12] . However, all of these works are focused on selecting the single best, and there are no research involving subset selection. Chen et al. [13] , [14] fill this gap by providing an efficient allocation procedure for selecting the m best systems, known as the optimal computing budget allocation for selecting the top m systems (OCBA-m). Chen et al. [13] , [14] formulate the problem as that of maximizing the probability of correctly selecting all of the top m systems P (CS m ) subject to a constraint on the total number of samples available. In mathematical notation max
where, T is the total number of simulation replications (budget), n is the total number of systems, m is the number of top systems to be selected in the optimal subset, S m be the set of m (distinct) indices indicating systems in selected subset and T i be the number of simulation replications allocated to system i. The objective is to find a simulation budget allocation that maximizes the probability of selecting the optimal subset, defined as the set of m (< k) best systems, for a fixed number m. Here n i=1 T i denotes the total computational samples and we assume that the simulation times for different systems are roughly the same. This formulation implicitly assumes that the computational cost of each replication is constant across systems. The simulation budget allocation problems OCBA, given in Chen et al. [8] , is actually a special case of OCBA-m with m = 1.
In this article, the m best systems are defined as the systems with the m smallest means (the largest means would be handled similarly), which is unknown and to be inferred from simulation. Suppose that there are n systems, and let Y ij (observation) represent the j th output from the system i. We assume that Y ij are independent and identically distributed (i.i.d.) normal with unknown means
The normality assumption here is not a problem since simulation outputs are obtained from batch means or an average performance, so by using the Central Limit Theorem (CLT )the normality assumption is hold. In practice the σ 2 i are unknown, so we estimate it using the sample variances s 2 i for Y ij . Since in this article we assume that a smallest mean is better, therefore we will take S m to be the m systems with the smallest sample means. LetȲ ir be the r-th smallest (order statistic) of
Y ij is the sample mean for system i. Then, the selected subset is given by S m = {i 1 , i 2 , . . . , i m }. The correct selection is defined by S m containing all of the m smallest mean systems, i.e.
where Y i is the (unknown) mean of system i.
To solve (2.3.1) problem Chen and Lee [15] proposed the following theorem that was useful in choosing the simulation samples for all systems in a way that maximizes the approximate P (CS m ). Theorem 2.1. Given a total number of simulation replications T to be allocated to n competing systems whose performance is depicted by random variables with means Y 1 , Y 2 , . . . , Y n , and finite variances σ can be asymptotically maximized when
; for any i, j ∈ {1, 2, . . . , n} and i = j, where δ i =Ȳ i − c, for c a constant.
Proof: See Chen and Lee [15] . Remark: (Determination of c value) The parameter c impacts the quality of the AP CS m to P (CS m ). Since AP CS m is a lower bound of P (CS m ), choosing c to make AP CS m as large as possible is likely to provide a better approximation of AP CS m to P (CS m ).
However, Chen et al. [13] 
We use the value of c that are presented in Chen and Lee [15] in our implementation.
Selecting an Optimal Subset Algorithm
The proposed procedure is consists of two stages: In the first stage, using OO procedure, a subset G is randomly selected form a feasible solution set that overlaps with the set that contains the actual best k% systems with high probability. However, in the second stage, with OCBA-m procedure is followed to identify all top m systems from the subset G. The objective of use OO is to isolate a subset G of good enough systems with high probability and reducing the size of the feasible solution set so that it will be appropriate to apply the OCBA-m procedure. The algorithm of the procedure is described as follows:
Algorithm:
Setup: Determine the size of set G, |G| = g, where, G is defined as the selected subset from the set of all alternatives Θ, that satisfies P (G contains at least one of the best k% systems)
g . Let the number of initial simulation samples t 0 ≥ 5, and the size of search space |Θ| = n. Determine the total computing budget T , and the value of m (best top m). Let l = 0 and let
, where l is the iteration number.
Select a subset G of g alternatives randomly from Θ. Take a random samples of t 0 observations Y ij (1 ≤ j ≤ t 0 ) for each system i in G, where i = 1, 2, . . . , g.
Initialization:
Calculate the sample meanȲ i and sample standard deviation
Order the systems in G according to their sample means;Ȳ [1] ≥Ȳ [2] ≥ . . . ≥Ȳ [g] . Then select the top m systems from the set G, and represent this subset as S m .
Stopping Rule: If 
Numerical examples
We apply the above proposed algorithm in two different problems, the first one is Buffer Allocation Problem (BAP ) and the second one is (M/M/1) Queuing System. In both examples, we consider the Expected Opportunity Cost E(OC) of potentially incorrect selection as the expected of the difference between the average of the sample means of the selected subset of systems and the actual best systems.
Buffer Allocation Problem
Here we apply the proposed algorithm on the specific type of BAP , from the context of expected opportunity cost of a potentially incorrect selection. Actually, there are two types of BAP ; short and longer lines as presented in Papadopoulos et al. [16] . The short line is a production line with up to 6 machines with maximum of up to 20 buffer spaces, whereas the larger lines is otherwise. Furthermore, the BAP can be defined as balanced and unbalanced line, where the balanced line is a line with equal mean service time at each of the q + 1 machines. Production line also, can be defined as a reliable or unreliable line, where in reliable line each machine of the line cannot be failed. For more details about these definitions see Almomani et al. [17] .
Consider a production line involving q + 1 machines M 0 , M 1 , . . . , M q , modeled as single server queuing stations, and q intermediate buffers B 1 , B 2 , . . . , B q as shown in Figure 1 . Assume that there are unlimited supply of jobs in front of machine M 0 and unlimited space after machine M q . Jobs receive service at each machine with the service times at machine M i are being independent and exponentially distributed with rate µ i , for all i = 1, 2, . . . , q. We are interested in selecting a subset of systems that gives a maximum production rate. This mean, we are trying to solve the following maximization problem: max
where P (θ) is the production rate of the system, given that system θ is being used and Θ is the set of all Q+q−1 Q possible alternatives. We assume that the production line here is a reliable line and we allow buffers to have zero size.
Suppose we have Q = 15 buffer spaces and we want to allocate it over q = 5 buffers, so Θ contains 3876 different systems (n = 3876). Let µ 0 = µ 1 = µ 2 = µ 3 = 5 and µ 4 = µ 5 = 10, which mean that the production line here is unbalanced line. Furthermore, let the size of set G is g = 100, number of initial simulation samples t 0 = 20, total computing budget T = 2000, and the increment in simulation samples ∆ = 50. Suppose that our goal is to select the top 3 systems of the best 10% systems from the set Θ. Therefore, the correct selection here is selecting the 3 systems from to set {θ 1 , θ 2 , . . . , θ 387 }, where θ i , i = 1, 2, . . . , 387 represent the top systems that have the maximum production rate in the set Θ. The expected opportunity cost E(OC) of potentially incorrect selection, can be defined here as the absolute difference between the average mean production rate for the 3 selected system achieved by the proposed approach and the maximum mean production rate (the actual best system). Thus, E(OC) = |P (θ) − P (θ i * )|, where P (θ) is the average production rate for the 3 selected systems and P (θ i * ) is the production rate for the actual best system θ i * . Table 1 contains the results of this experiment with 10 replications for selecting 3 systems of the best 10% systems, where "Best Subset" means the index of the chosen 3 systems those are being considered as the best subset, the P (θ) here represent of the average of production rate for the 3 selected systems. We have simulated all the 3876 systems for a long simulation runs and found that the best system is numbered θ i * = 2816 with a buffer profile (4 5 4 2 0) with production rate P (θ i * ) = 3.94214. In the first replication in Table 1 , the proposed algorithm is selected the systems numbered 2739, 2421 and 3104 with buffer profile (4 3 3 4 1), (3 5 4 3 0) and (5 4 5 1 0) respectively, and the estimated average of production rate for these selected systems is 3.89886. It means that we get the maximum production rate in this replication when the buffer spaces are allocated on the buffers in 3 ways: in the first way; the buffer space in B 1 is 4, the buffer space in B 2 is 3, the buffer space in B 3 is 3, the buffer space in B 4 is 4 and the buffer space in B 5 is 1, or in the second way; the buffer space in B 1 is 3, the buffer space in B 2 is 5, the buffer space in B 3 is 4, the buffer space in B 4 is 3 and the buffer space in B 5 is 0, or in the third way; the buffer space in B 1 is 5, the buffer space in B 2 is 4, the buffer space in B 3 is 5, the buffer space in B 4 is 1 and the buffer space in B 5 is 0. Since, the 3 selected system in the first replication belongs to the best 10% systems from the set of 3876 systems, so we can call this set as a correct selection subset. The expected opportunity cost here is 0.04328, obviously the production rate for the 3 systems that are selected by the proposed algorithm is very closed to the production rate for the actual best system. This experiment is repeated with 100 replications and results show that the expected opportunity cost E(OC) of potentially incorrect selection in all replications are relatively small, and the average number of expected opportunity cost E(OC) for the proposed approach in these 100 replications is E(OC) = 0.061596. It is clear that the E(OC) for the proposed approach is small.
M/M/1 Queuing Systems
In this example we consider the queuing system when the service times and the inter arrival times are exponentially distributed and has one server. This system is known as M/M/1 queuing system. In M/M/1 queuing system, the arrival process is the Poisson process with rate λ (the mean arrival rate) and the service time is exponentially distributed with parameter µ (the mean service rate). We like to optimize a system that consists of n M/M/1 queuing systems. Suppose we want to select the subset that contains the actual best k% systems which has the minimum average waiting time per customer, we assume here λ is fixed and µ ∈ [a, b]. This problem has analytical solution in the steady state case. We consider the expected opportunity cost E(OC) of potentially incorrect selection as the expected of the absolute difference between the average sample means of the selected system achieved by the proposed approach and the actual best system.
We implement the algorithm of the proposed approach for solving this problem under some parameter settings; n = 1000, λ = 1 and µ ∈ [2, 3] . We discretize the problem by assuming the feasible solution set {2.001, 2.002, . . . , 3.0000}. Clearly, the best queuing systems is 1000 th queuing system with µ 1000 = 3.0. Suppose we want to select top 4 of the best k% = 10% queuing systems that has the minimum average waiting time per customer from 1000 M/M/1 queuing systems. We consider it as a correct selection if the selected 4 systems belong to {µ 901 , µ 902 , . . . , µ 1000 }. Let g = 50, ∆ = 50, t 0 = 20, and T = 800. Table 2 contains the result of this experiment, with 10 replications for selecting 4 systems of the best 10% queuing systems.
From the table, "Best Subset" is referred to the index of the queuing systems that has been selected by the proposed approach as the best subset of systems, whereasw i * andȳ i * are respectively the unknown average waiting time and the sample mean for the actual best system i * , here i * = 1000. Wherebȳ w θ andȳ θ are respectively the unknown average waiting time and the average sample mean for the selected 4 systems. Note that in the proposed algorithm the E(OC) represents by E(ȳ θ −ȳ i * ), whereas the analytical E(OC) is equal to E(w θ −w i * ). The values ofw i * andw θ can be found from the formulā
; where µ i and λ i are respectively the service rate and the arrival rate for the system i, so when i = i * thenw i * = 0.5. After the simulation is performed,ȳ i can be calculated according to the system output.
This experiment is repeated with 100 replications and results show that the average number of expected opportunity cost for the proposed approach is E(OC) = 0.006865958, whereas the analytical E(OC) is 0.007447695. It 
Conclusion
In this paper, we proposed a new approach for selecting the best subset of simulated systems when the number of alternatives is large in context of expected opportunity cost (E(OC)) of a potentially incorrect selection. In the first stage ordinal optimization (OO) approach is used to select a subset that overlap with the set of the actual best k% system from all the alternatives with high probability. Then we allocate the available computing budget using the OCBA − m method to identify all top m systems from the subset that selected by ordinal optimization in the first stage. We have also discussed how to implement the algorithm for testing a problem involving buffer allocation problem (BAP ) and M/M/1 queuing system. The numerical results, indicate that this algorithm is sound and work practically well. We also note that the proposed approach also guarantees to provide the minimum value of E(OC), which is closed to the analytical E(OC).
