Large-eddy simulation ͑LES͒ with regular explicit filtering is investigated. The filtered-scale stress due to the explicit filtering is here partially reconstructed using the tensor-diffusivity model: It provides for backscatter along the stretching direction͑s͒, and for global dissipation, both also attributes of the exact filtered-scale stress. The necessary LES truncations ͑grid and numerical method͒ are responsible for an additional subgrid-scale stress. A natural mixed model is then the tensor-diffusivity model supplemented by a dynamic Smagorinsky term. This model is reviewed, together with useful connections to other models, and is tested against direct numerical simulation ͑DNS͒ of turbulent isotropic decay starting with Re ϭ90 ͑thus moderate Reynolds number͒: LES started from a 256 3 DNS truncated to 64 3 and Gaussian filtered. The tensor-diffusivity part is first tested alone; the mixed model is tested next. Diagnostics include energy decay, enstrophy decay, and energy spectra. After an initial transient of the dynamic procedure ͑observed with all models͒, the mixed model is found to produce good results. However, despite expectations based on favorable a priori tests, the results are similar to those obtained when using the dynamic Smagorinsky model alone in LES without explicit filtering. Nevertheless, the dynamic mixed model appears as a good compromise between partial reconstruction of the filtered-scale stress and modeling of the truncations effects ͑incomplete reconstruction and subgrid-scale effects͒. More challenging 48 3 LES are also done: Again, the results of both approaches are found to be similar. The dynamic mixed model is also tested on the turbulent channel flow at Re ϭ395. The tensor-diffusivity part must be damped close to the wall in order to avoid instabilities. Diagnostics are mean profiles of velocity, stress, dissipation, and reconstructed Reynolds stresses. The velocity profile obtained using the damped dynamic mixed model is slightly better than that obtained using the dynamic Smagorinsky model without explicit filtering. The damping used so far is however crude, and this calls for further work.
supplemented by a dynamic Smagorinsky term, as the important tensor-diffusivity part of the model was already proposed by Leonard back in 1974. 3 Section II is devoted to definitions. In Sec. III, we review theoretical results on direct reconstruction series for the filtered-scale stress, leading to the tensor-diffusivity model. Because of the truncations, the need for a mixed model is identified: We here use the tensor-diffusivity model supplemented by a dynamic Smagorinsky term. This model is reviewed theoretically in Sec. IV and useful connections are made with other models in Sec. V. The dynamic procedure applied to the mixed model is developed in Sec. VI. Results for LES of isotropic turbulent decay started from a direct numerical simulation ͑DNS͒ ͑thus at at moderate Reynolds number: Re ϭ90͒ are then presented in Sec. VII: a priori tests and LES runs using the tensor-diffusivity model alone, the dynamic Smagorinsky model alone, and the dynamic mixed model. Comparisons are made with the DNS and with the results of classical LES: LES without explicit filtering, and using the dynamic Smagorinsky model. LES results for the turbulent channel flow at Re ϭ395 are then presented in Sec. VIII: dynamic mixed model ͑damped in the wall region͒ and dynamic Smagorinsky model ͑also without explicit filtering͒. Conclusions are provided in Sec. IX, together with the identification of some remaining issues and further work.
II. DEFINITIONS, FILTERED-SCALE STRESS, AND SUBGRID-SCALE STRESS
We consider incompressible turbulent flows ‫ץ(‬ k u k ϭ0) of Newtonian fluids with constant physical properties. The Navier-Stokes ͑NS͒ equations are then ‫ץ‬ t u i ϩ‫ץ‬ j ͑ u i u j ͒ϭϪ‫ץ‬ i Pϩ‫ץ‬ j ͑ 2 S i j ͒ϭϪ‫ץ‬ i Pϩ ‫ץ‬ j ‫ץ‬ j u i ͑1͒
with Pϭ def p/ the reduced pressure, the kinematic viscosity, and S i j ϭ def ‫ץ(‬ j u i ϩ‫ץ‬ i u j )/2 the strain rate tensor. Consider an explicit regular filter, Ḡ , applied to a function f . The filtered function, f, corresponds to a convolution:
͑2͒
We here consider symmetric filters that have a Fourier transform ͓noted Ḡ (k)͔ and a nonzero second moment. Filters for multiple dimensions can be constructed as products of onedimensional ͑1-D͒ filters ͑this is not the only way but it is the way considered here͒. Considering first 1-D filters, the filter width, ⌬ , is here normalized using
with ⌬ c the effective width ͓based on the top hat filter normalized as sin(k ⌬ c /2)/(k ⌬ c /2)͔. In Fourier space, the filters considered are of the form
which implies the useful relation
Upon applying the Ḡ filter to the NS equations, one obtains the equation for the filtered field ͑with ‫ץ‬ k ū k ϭ0͒:
‫ץ‬ t ū i ϩ‫ץ‬ j ͑ ū i ū j ͒ϭϪ‫ץ‬ i P ϩ ‫ץ‬ j ‫ץ‬ j ū i Ϫ‫ץ‬ j i j , ͑6͒
with i j the filtered-scale stress which corresponds to the commutator, K, between the operators product and explicit filtering acting on the field u i :
So far, Eq. ͑6͒ holds independently of any discretization ͑i.e., no LES since no loss of information͒. In LES, a significant truncation filter is also present: the effective filter due to the LES grid and numerical method. Defining f as the ''LES restricted f '' ͑i.e., the ''LES resolved f ''͒, we see that what is solved in LES with explicit filtering ͑which, of course, requires that ⌬ c be greater than the grid size ⌬͒ is ͑view A͒
where the effective stress, T i j , is the LES restriction of T i j ϭu i u j Ϫu ន i u ន j , which, in turn, can be decomposed as
The filtered-scale stress, i j , has thus been augmented by an effective subgrid-scale stress due to truncation of the filtered field: D i j ϭH(ū i ,ū j ) ͓with H(a,b)ϭ def a bϪã b the fundamental subgrid-scale operator: product of complete DNS fields minus product of incomplete LES fields͔. Another view ͑view B͒ is to consider that what is solved is 6 
‫ץ‬ t u D
The two views are basically equivalent. Equations ͑8͒ and ͑10͒ are identical when the regular and truncation filters commute exactly: the case of pseudospectral methods with dealiasing, as the truncation filter is then the sharp Fourier cutoff. Assuming, in what follows, that the two filters ''essentially commute'' in most cases ͑thus ⌬ c is properly chosen with respect to ⌬ and the numerical method͒, T i j is also decomposed as The stress B i j is the commutator acting on the discretized field ũ i : it can be reconstructed, as we shall see. The stress Ā i j corresponds to explicit filtering of
it must be modeled. Thus, in both views, the effective stress is the sum of a filtered-scale stress and a subgrid-scale stress:
͑12͒
How does all this relate to ''classical LES'' without explicit filtering? In that case, the only filtering is the one due to the effective truncations. What is solved is then
The effective stress, Ã i j ϭH (u i ,u j )ϭu i u j Ϫũ i ũ j , is a pure subgrid-scale stress: it must be modeled. Using the decomposition of Eq. ͑11͒, it is easily seen that Eq. ͑10͒ corresponds to explicit filtering of Eq. ͑13͒. LES with explicit filtering corresponds to a ''change of basis:'' work using the u D i basis instead of the ũ i basis, with the hope that reconstruction/modeling of the effective stress in the new basis might be easier and lead to better results.
III. RECONSTRUCTION, TENSOR-DIFFUSIVITY MODEL, AND MIXED MODEL
We consider nonlinear models of the family derived from Yeo and Bedford 7-9 and Leonard. 3, 10 Consider first the Gaussian filter with the normalization of Eq. ͑3͒:
ͪ .
͑14͒
The complete, infinite, reconstruction series is obtained as [8] [9] [10] K͑ f ,g ͒ϭ f gϪ f ḡ ϭ⌬
This result is remarkable because, at least for the case without additional truncation, it provides a mean for direct reconstruction of the filtered-scale stress using only the filtered field and working only in physical space. In three dimensions, we assume explicit filters that are formed as the product of 1-D symmetric filters, each with uniform filter width, ⌬ k . ͑The case of nonuniform filter width is not addressed theoretically in this paper.͒ One then easily obtains the reconstruction series for the filtered-scale stress:
where summation is here assumed over the triply repeated indices. The case where the filter width is the same in all directions corresponds to ⌬ k ϭ⌬ . We notice that the series includes reconstruction of the trace of i j . Furthermore, it was recently shown 6, 11 that, for all symmetric filters that are C ϱ in Fourier space and that have a nonzero second moment ͑that is most of the filters defined in physical space, e.g., the Gaussian, the top hat, most discrete filters͒: ͑1͒ one can obtain the infinite reconstruction series ͑from generating functions͒, and ͑2͒ it always starts with the same first term-the tensor-diffusivity term:
This term is thus generic to all filters that have a Fourier transform starting as Eq. ͑4͒. Of course, the full reconstruction of i j requires the complete filtered field, ū i : This is of little use in LES. What is needed in practical LES is the partial reconstruction of B i j , using only the truncated and filtered field, u D i .
In all that follows, we further require that Ḡ (k)Ͼ0 for all k significant to the LES ͓0рkрk max ϭ(/⌬)Ϫ1͔. This is always feasible ͑e.g., by properly choosing the explicit filter width, ⌬ c , in relation to the grid size, ⌬͒. In spectral methods, one could then defilter u D i ͓by using 1/Ḡ (k)͔ to obtain an approximation to ũ i . This is true for spectral methods but of little interest to practical LES: Reconstruction must ͑1͒ be feasible without defiltering and ͑2͒ be feasible in physical space, so that it can be used in finite difference methods, etc. The direct reconstruction series does that
͑In what follows, the superscript ''M '' always refers to a modeled quantity.͒ Another approach is that used by Stolz and Adams: 12 One first reconstructs an approximate ũ i from u D i using the van Cittert iterative deconvolution method,
and one then uses
For high level deconvolution, the iterative method is more efficient than evaluating the higher order terms in the direct reconstruction series, Eq. ͑18͒.
The approach followed here is to use the direct reconstruction series, but to keep only the first, most necessary and generic term: the tensor-diffusivity term. This lowest level reconstruction model ͑1͒ can be efficiently evaluated, ͑2͒ provides for local backscatter, global dissipation, and is time reversible, these also being attributes of the exact filteredscale stress, see Refs. 6 and 11. In summary:
͑1͒ The LES grid, ⌬, is chosen ͑with respect to scales corresponding to the inertial range͒. ͑2͒ The explicit filter is chosen. Its effective width, ⌬ c , is chosen larger than the grid size, ⌬, yet such that Ḡ (k) Ͼ0 for all k relevant to the LES. ͑3͒ The direct reconstruction series, Eq. ͑18͒, is truncated to the first and most necessary term. ⌬ c must also be such that this term corresponds to significant ͑yet incomplete͒ reconstruction of B i j .
The tensor-diffusivity model was first proposed by Leonard. 3 It was tested, a priori, against experimental data ͑unfortunately two-dimensional cuts͒ in Ref. 13 with stress correlation levels of about 0.7, and against DNS data in Ref.
14 with correlation levels between 0.83 and 0.97 depending on the type and width of the explicit filter. Our a priori tests also showed high correlations ͑see Sec. VII and Ref. 6͒. Because of the losses of information ͑LES truncations and truncation of the reconstruction series͒, this model does not suffice: The dissipation is far too low. The additional required dissipation corresponds to loss of information ͑here ''subgrid-scale'' modeling ϩ ''truncated reconstruction'' modeling͒ and must be provided by an added term: We here use a purely dissipative effective viscosity model. Thus, the practical model for LES with explicit filtering is here of the mixed type, as in Vreman et al.:
where S D i j is the strain rate tensor of the filtered and truncated field, and where D e is an effective viscosity ͑see also Refs. 6 and 11 for further discussion of the truncation model͒. Equation ͑20͒ is thus what is used here to model the sum of the two terms for T i j , as in Eq. ͑12͒. As the truncation model has no contribution to modeling the trace of T i j , the mixed model cannot claim to model the full T i j . What is implied is
where the asterisk (*) stands for the traceless part of a tensor [16] [17] [18] [19] [20] adapted to the mixed model with explicit filtering, see Sec. VI. Thus, classical modeling is followed, but using the filtered field ͉S D ͉ and relying on the dynamic procedure to determine the proper C. In practice, we program the mixed model as in Eq. ͑20͒, , and a dynamic procedure that finds the value for the dimensional product (C ⑀ 1/3 ), see the results in Ref. 26 . We also notice a new scaling based on the square of the velocity gradient tensor, 27 and that allows for wall bounded flows without requiring the dynamic procedure.
Finally, we remain convinced that the development of better truncation models is still required ͑e.g., anisotropic models as in Ref. 28 , multiscale models as in Ref. 29͒; they must however remain mainly dissipative, as loss of information is not reversible.
IV. THEORETICAL BEHAVIOR OF THE MIXED MODEL
For simplicity, we consider the case where the filter size is the same in all directions:
When used as forcing in the LES equations, the first term behaves as a directional diffusion/antidiffusion, hence its name: tensor-diffusivity model. Indeed, it is easily seen 10 that
so that S D jk plays the role of a tensorial effective viscosity.
Since the tensor S D jk is not positive definite ͑as its eigenvalues sum to zero͒, one has effectively negative diffusion along the stretching direction͑s͒. This part of the mixed model provides naturally for local directional backscatter of energy ͑as does the exact filtered-scale stress͒. What about the global dissipation of the filtered and truncated field? We here consider isotropic turbulence: thus, CϭC(t)Ͼ0. Defining ͗¯͘ as the integrated ͑or mean͒ value, the molecular viscosity contribution to dissipation is
where D i is the vorticity of the field u D i and ͗E͘ is its global enstrophy. This contribution is positive everywhere. The contribution of the mixed model is 10
͑26͒
The Smagorinsky contribution is positive everywhere. The first term contribution is not positive everywhere. Globally however, the first term is proportional to the opposite of the skewness, here defined as
͑27͒
It is thus positive if the skewness of the LES field is negative. The skewness is negative in isotropic turbulence and its DNS. It is also found to be negative in LES of isotropic turbulence that is started from a filtered and truncated DNS. If, instead, one starts the LES for a random field, the skewness is initially zero but it quickly becomes negative as the flow develops into LES of real turbulence, see, e.g., investigations in Ref. 6 .
V. TIES WITH OTHER MODELS
In order to put the tensor-diffusivity model into proper perspective, we identify further relations between this model and previous work in literature. Recall that this model is basically due to Leonard. 3 The mixed model ͑20͒ was not explicitly considered in the models evaluated, a priori, by Clark et al., 23 although it can be reconstructed from different formulas provided in the paper. The credit should thus also be partially attributed to these authors. The mixed model was also not considered in the models evaluated, a priori, in Ref. 30 . These were constructed using all admissible combinations of the strain rate and rotation tensors. We notice, however, that the mixed model corresponds to a judicious combination of the terms considered.
The tensor-diffusivity model is also recalled to have strong ties with the scale-similarity model of Bardina:
This model is based on the scale-similarity assumption between B i j ϭū i ū j Ϫu ញ i u ញ j and i j . The link also appears in Ref. 4 and in an appendix of Ref. 32 which provides a few terms of the exact expansion for B i j . The complete series can also be obtained, see Ref. 6 . Using Eq. ͑5͒, it is easily verified that the first term in the expansion of B i j is indeed the tensor-diffusivity model:
The other terms are, however, different from those in the exact reconstruction series. The scale-similarity model is thus not identical to the tensor-diffusivity model. In fact, a priori tests systematically indicate that the tensor-diffusivity model corresponds to better reconstruction of the filteredscale stress. Nevertheless, since Bardina's model also corresponds to significant reconstruction, 13,24 the combination ''scale-similarity model supplemented by a Smagorinsky term'' also appears as a practical model for LES with explicit filtering.
Finally, one can also consider a ''clipped'' tensordiffusivity model, with a limiter on the directional backscatter. One then removes the Smagorinsky term and adds a C coefficient in front of the clipped model. In a way, the method developed and tested in Refs. 33 and 34 ͑and based on developments in vortex methods 35 ͒ is the integral formulation of this clipping approach. The main advantage of the integral formulation is that it provides for an easy way of identifying and clipping the direction͑s͒ with backscatter. The clipping approach corresponds to a nonisotropic modification of the tensor-diffusivity model, and appears as a promising nonisotropic model. The mixed model used here is isotropic: The tensor-diffusivity reconstruction part and the dynamic Smagorinsky modeling part are both isotropic.
VI. THE DYNAMIC PROCEDURE APPLIED TO THE MIXED MODEL
As mentioned previously, the model coefficient, C, is obtained through the dynamic procedure, [16] [17] [18] [19] [20] here extended to the mixed model ͑22͒. It is obtained as follows.
͑1͒
One applies an additional explicit test filter, Ĝ , which is such that the combined Ḡ filtering is similar to the original Ḡ filtering. ͑2͒ Recalling that the exact effective stress is T i j with Thus, Germano's identity is here obtained as C is thus uniform along the homogeneous direction͑s͒. Along the nonhomogeneous direction͑s͒, if any, it is here also assumed that the spatial variation of C with respect to the test filter can be factored out, i.e., that C ã i j ĉ ӍC ã i j ĉ .
If the explicit filter is Gaussian,
the combined filter must also be Gaussian:
The explicit part of the test filter is also Gaussian:
Typically, we use ␣ϭ2. This test filter can only be applied in Fourier space: It is used only with spectral methods. A useful explicit filter for working in physical space ͑e.g., using finite differences͒ is the top hat filter with ⌬ c taken as twice the LES grid size: Ḡ (k)ϭsin(k⌬)/(k⌬), and
If we use ␣ϭ2, the required test filter is obtained as
which, in physical space, is simply the discrete arithmetic mean filter:
͑32͒
This test filter is conveniently applied in physical space, using only the near neighbor grid values, see Sec. VIII. ͑It can also be applied in Fourier space.͒
The dynamic procedure for the mixed model is here summarized:
For homogeneous decaying turbulence, one obtains C ϭC(t). For the channel flow, two directions are homogeneous so that CϭC(y,t). Since the channel flow dynamical LES eventually reaches statistical equilibrium, time averaging can also be done and one ends up with C(y).
VII. RESULTS FOR LES OF ISOTROPIC TURBULENT DECAY
The results presented here were obtained using the mixed model and with explicit Gaussian filtering:
/2). Other filters could have been used. The solver is a pseudospectral code with shift dealiasing done on all products. The modes are truncated in wave space, using spherical truncation. The reference data are a 256 3 DNS that was run using the same code. It was started using a field with given spectra and random phases. This initial condition then evolved into real turbulence. The reference DNS data cover a usable window of Re from 90 to 60, see Fig. 1 . At the begining of the window ͑tϭ4.17, Re Ϸ90͒, the Kolmogorov scale, ϭ(
, is such that k max Ϸ2: typical of a well-resolved DNS. The tϭ4.17 DNS was truncated to 64 The amount of explicit filtering is thus significant. As to the dissipation spectrum of the DNS, see Fig. 11 , it is still quite high at the LES cutoff (2.1ϫ10 Ϫ3 ) and is close to the value for the ''inertial range'' (2.4ϫ10 Ϫ3 in the range kϷ͓19-25͔͒. For additional comparisons, two more challenging 48 3 LESs are also run, thus with cutoff right into the inertial range. Finally, in all cases where the dynamic procedure is applied, this is done using the usual value: ␣ϭ⌬ C /⌬ ϭ2.
A. The tensor-diffusivity model alone
As a first a priori test of the tensor-diffusivity model, its correlation with the exact filtered-scale stress, i j , was evaluated, using the complete DNS ͑no truncation͒ filtered using Ḡ (k)ϭexp(Ϫk 2 ⌬ 2 /4) with ⌬ϭ(256/64) ⌬ DNS :
ϭ0.925, As a second a priori test, the dynamic procedure for LES truncated to 64 3 was applied to a dynamic version of the
, using the truncated Gaussian filter, see Fig. 2 . We obtained Cϭ1.17 ͑higher than unity, yet not as high as 1.6͒. The dynamic procedure was able to determine a C level in the correct range. Recall that the procedure is not perfect: It is based on the modeled stresses, on the similarity assumption for the models over the relevant range ͑from the original LES scale to the coarser test scale͒, and on the scale similarity assumption of the LES fields over that range ͑something neither clear nor established͒.
Theoretically, once the explicit filter width is normalized, the coefficient in front of the tensor-diffusivity model is unity. But there are other terms in the reconstruction series. In view of the good alignment of the tensor-diffusivity model with the complete filtered-scale stress, it appears that modeling of the series truncation effects could be achieved by allowing a C in front of the tensor-diffusivity model. Alone, this model does not work for long times in LES runs. Adding the necessary modeling for the subgrid-scale effects, here using a Smagorinsky term, would then lead to a mixed model with two coefficients to determine. Here, we chose instead to retain and investigate the mixed model as in Eq. ͑22͒, the only coefficient being that in front of the dynamic Smagorinsky term: Modeling of all truncation effects ͑truncation of the reconstruction series and subgrid-scale stress͒ is thus lumped into the dynamic Smagorinsky term.
As another a priori test, the dynamic procedure for 64 3 LES was again applied to the tensor-diffusivity model, but locally ͑i.e., no averaging over the homogeneous directions͒: C is then a function of space. The pdf ͑probability density function͒ of C is also obtained, with ͐ pdf(C) dCϭ1 and ͗C͘ϭ͐C pdf(C) dCϭ0.63. Here, the dynamic coefficient is, on average, less than unity. The normalized pdf is shown in Fig. 3 : We notice that it is not symmetric but bimodal. The positive mode is, however, quite sharp ͑as expected, since the model acts as good partial reconstruction of the filteredscale stress͒, and of significantly higher amplitude than the negative mode. For comparison, we also provide the normalized pdf when the dynamic Smagorinsky model is used alone ͑i.e., no filtered-scale stress reconstruction͒. The pdf ͑with ͗C͘ϭ0.041) is almost symmetric: almost as many negative C values as positive ones, confirming that this model alone is a poor model for the total effective stress ͑filtered-scale stressϩsubgrid-scale stress͒. We now examine the results of LES runs done using the tensor-diffusivity model alone. For this section and the following, the LES runs are 64 3 , with shift dealiasing and spherical truncation of radius k max ϭ31. ͑In later additional comparisons, two 48 3 LES runs are also done.͒ Moreover, the quantities such as resolved energy spectra, E r (k), resolved energy, ͗E r ͘ϭ͐ 0 k max E r (k) dk, and resolved enstrophy,
are all evaluated by defiltering the LES results, i.e., by using E r (k)ϭexp(k 2 ⌬ 2 ) E(k) where E(k) is the spectrum of the filtered and truncated field. This allows for straightforward and severe comparison with the truncated DNS results.
Since the initial condition has negative skewness, the tensor-diffusivity model should, in principle, lead to a simulation that does not blow up globally, even if the global dissipation is found to be too low. The problem is the numerics: Is such a simulation feasible? One could argue that the model is numerically ill-conditioned as it corresponds to 
negative diffusion along the local direction͑s͒ of stretching, and thus that it must lead to numerical blow up. Our numerical experiments show that this is not the case: The simulation remains stable ͑as long as the skewness of the LES fields remains negative͒. This is a remarkable, nontrivial result. This success is due to the fact that the direction͑s͒ of negative diffusion continuously evolve in space and time. The negative diffusion continuously changes direction͑s͒ and is counterbalanced by positive diffusion, the whole simulation remaining globally stable and dissipative. Thus, a pure tensor-diffusivity simulation is feasible. In analogous studies of turbulent flow in a mixing layer, 4,5 the tensor-diffusivity model, in combination with a central fourth-order accurate discretization, was shown to result in stable simulations as well. The tensor-diffusivity model plays its role: provides for significant, yet partial, reconstruction of the filtered-scale stress, B i j , and thus for local backscatter, while remaining globally dissipative ͑as long as the skewness of the LES fields remains negative͒.
However, as expected from the above-mentioned a priori tests, the tensor-diffusivity model alone provides too little global dissipation for the filtered and truncated field, u D i , even at the start, see Figs. 4 and 5. Initially, the tensordiffusivity dissipation is 4.1ϫ10 Ϫ2 , which is substantially lower than that due to the exact effective stress ͑filtered scaleϩsubgrid scale͒: 6.8ϫ10
Ϫ2 . This was to be expected, as there is no truncation modeling so far. Roughly 4.1/6.8 ϭ60% of the required model dissipation is nevertheless provided by the tensor-diffusivity model. Notice that this is close to the ratio for the measured variances ͑62%͒. The energy and enstrophy curves are shown in Fig. 4 : not enough energy decay and even an increase in the enstrophy. The dissipation of the filtered and truncated field is provided in Fig. 5 . As to the evolution of the resolved energy spectra, they are given in Fig. 8 : The tensor-diffusivity model alone is not active enough at high wave numbers; an added truncation model is required in order to prevent the lifting up, as the LES evolves, of the energy spectra after k Ϸ10.
B. The mixed model
As an interesting a priori test of the mixed model, Eq. ͑22͒, the dynamic procedure was also applied locally. The normalized pdf of the dynamic C in the Smagorinsky term ͑with ͗C͘ϭ0.11) is shown in Fig. 3 . Since the tensordiffusivity model has properly reconstructed a significant fraction of the filtered-scale stress, the remaining part is, as usual, hard to model by a Smagorinky term, hence a wide, almost symmetric, pdf.
It is instructive to compare this pdf with that obtained when examining the dynamic Smagorinsky model for LES without explicit filtering ͑i.e., pure truncation, here with sharp Fourier cutoff, and a dynamic procedure using the sharp Fourier cutoff as test filter, with ͗C͘ϭ0.016), see Fig.   3 . The normalized pdf of the Smagorinsky coefficient in the mixed model is seen to be significantly better than the normalized pdf of the Smagorinsky coefficient for LES without explicit filtering: It is sharper and thus more skewed to positive C values. This supports the thesis, also developed in Ref. 6 , that the use of explicit filtering in LES might allow for easier modeling of the truncation effects. In particular, the dynamic Smagorinsky term might be a better truncation model in LES with explicit filtering ͑and thus with mixed modeling͒ than in LES without explicit filtering. The hope is thus to also obtain better results in actual LES runs. We will see in the following that this is not the case: The results are about the same. Once again, one finds that a priori tests are only part of the story in LES.
We now examine the results obtained when running the dynamic mixed model: tensor-diffusivity modelϩdynamic Smagorinsky term. It is seen, in Fig. 4 , that the dynamic mixed model also does not start with the correct energy decay slope. It is also observed, in Fig. 5 , that the initial dissipation of the filtered and truncated field, u D i , is too large: The model dissipation is (4.1ϩ5.1)ϫ10 Ϫ2 ͑4.1 for the tensordiffusivity contribution and 5.1 for the dynamic Smagorinsky contribution͒, and the viscous dissipation is 1.6ϫ10 Ϫ2 , leading to a total of 10.8ϫ10
Ϫ2 . This is to be compared with 8.4ϫ10
Ϫ2 for the filtered and truncated DNS. The reason for this initial ''anomaly'' is that the dynamic procedure initially has a hard time finding the proper C value: The initial value, Cϭ6.3ϫ10 Ϫ2 , is too large; hence the dynamic Smagorinsky term dissipates too much initially; in particular, it initially dissipates more than the tensor-diffusivity term. However, C is seen to decrease rapidly, see Fig. 6 , with stabilization at CϷ3.2ϫ10
Ϫ2 . It then continues to decrease slowly as the LES proceeds. When the dynamic procedure has stabilized, it is seen that the dynamic Smagorinsky term dissipates less than the tensor-diffusivity term, see Fig. 5 , and that the ratio between the two terms contributions then remains fairly constant in time ͑at about 0.5-0.6͒ indicating a good self-similar behavior of the mixed model, as one would expect.
We conclude that the dynamic procedure clearly needs to ''settle in.'' The poor initial performance on decay is to be attributed to the initial transients of the dynamic procedure, not to the mixed model. This initial transient is observed with all LES models. It relates to the fact that the LES field needs to evolve from what it ''receives as initial condition'' ͑here, the best possible one since it corresponds to a DNS that was explicitly filtered and truncated͒ to what corresponds to ''its own statistical equilibrium'' ͑an equilibrium with a spectrum compatible with the LES grid and model used͒. This ''self-restoring'' property which is inherent in the dynamic approach has also been observed in relation to other flows. 37 Had the dynamic procedure produced CϷ3.2 ϫ10 Ϫ2 from the start, the dissipation would have been correct initially: A Smagorinsky contribution of approximately (3.2/6.2)ϫ5.1ϫ10 Ϫ2 ϭ2.6ϫ10 Ϫ2 , leading to a total dissipation of 8.3ϫ10
Ϫ2 : very close to the exact value of 8.4 ϫ10 Ϫ2 .
For comparison, we consider next the dynamic Smagorinsky model alone, with same explicit filtering: thus, no partial reconstruction of the filtered-scale stress. It starts off with the correct energy decay slope, see Fig. 4 , but it then underdissipates, see Fig. 5 . Here, the dynamic C is correct initially ͑i.e., the obtained Cϭ9.6ϫ10
Ϫ2 , see Fig. 6 , produces the proper initial dissipation for the model, see Fig. 5͒ , but, since C also decreases during the initial transient to stabilize at CϷ7.5ϫ10 Ϫ2 , the model underdissipates at later times. The dynamic Smagorinsky model for classical LES without explicit filtering is also run for reference comparison: Eq. ͑13͒ with Ã i j M ϭϪ2 C ⌬ 2 ͉S ͉ S i j and dynamic C with sharp Fourier cutoff used as test filter. The obtained energy decay for the resolved field is found to be almost identical to what is obtained when using the mixed model with explicit filtering, see Fig. 4 . This is also true for all other diagnostics, see the following. These results are most interesting: They confirm that the dynamic mixed model for LES with explicit filtering is capable of the same performance as the dynamic Smagorinsky model for LES without explicit filtering. These results also support the thesis that the necessary partial reconstruction term ͑here tensor diffusivity͒ might also be sufficient in practice. They are, however, disappointing with respect to expectations built on favorable a priori tests of the mixed model ͑see Sec. VII A and Ref. 6͒.
The dissipation rate for the resolved field is provided in Fig. 7 . It is also too large initially, but it quickly comes down to the correct level. Thus, the dynamic Smagorinsky model for LES without explicit filtering ͑and here with shift dealiasing͒ is not exempt of the initial anomaly, even when started from a truncated DNS.
Comparisons are also made on the decay of global enstrophy ͑which puts more emphasis on the high end of the spectrum͒, see Fig. 4 . Again, the results for the dynamic mixed model and for the dynamic Smagorinsky model without explicit filtering are very close, with initially too much decay of enstrophy.
The energy spectra can also be compared: The reconstructed spectra, E r (k), at tϷ4.5, tϷ7.5, and tϷ9.0 are shown in Fig. 8 . Again, the results for the dynamic mixed model and for the dynamic Smagorinsky model without explicit filtering are very close: almost identical spectra over the whole range of wave numbers. The usual shortcomings of the Smagorinsky model are present in both cases: its inability to properly differentiate between large and small scales. Finally, the spectra obtained when using the dynamic Smagorinsky model alone, and with explicit filtering, are clearly not as good: This confirms that partial reconstruction of the filtered-scale stress is required.
A final remark: We here used shift dealiasing for all products ͑including those in the dynamic procedure͒, and spherical truncation of the modes in wave space. Using 3/2 dealiasing instead leads to a different ͑and better͒ initial C for the dynamic Smagorinsky model, hence to a different ͑and better͒ initial decay of the resolved energy. 29 The difference is to be found in the fact that one then uses more information to evaluate the dynamic C.
C. Spectrum of dissipation
For the mixed model a central question, which we address here, concerns which part of the model does what in terms of dissipation. We here investigate the contribution of the different terms to the spectrum of dissipation for the filtered and truncated field. In Fourier space, we denote the conjugate of any function g by g c . Then, for each effective q i j term ͑viscous, model, or convection term͒, it is easily shown, since q i j ϭq ji , that its contribution to the spectrum of dissipation is 
which is indeed a real function of k. The k-shell contribution of this function is what we call the spectrum of dissipation associated with the q i j term; it is its contribution to the time derivative of the energy in that shell: One can thus examine the dissipation shell by shell and term by term. As to global quantities, they are obtained in physical space or in Fourier space since one can also write Figure 9 provides the dissipation spectra associated with the modeled and exact stresses. This corresponds to the initial condition ͑hence the contribution of the dynamic Smagorinsky term is too high; it is lower at later times͒. ͑1͒ Even though the exact B i j stress ͑and its tensordiffusivity model͒ have positive and negative values of local dissipation in physical space, we confirm that the dissipation spectrum is positive for all k shells relevant to the LES.
͑2͒ The shape of the spectrum associated with the tensordiffusivity model contribution is similar to that of the exact B i j , confirming again that this term acts as good partial reconstruction. Because the reconstruction is incomplete, the amplitude is too low. In the present mixed model, the difference between the integrals must also be captured by the truncation model: here the Smagorinsky term.
͑3͒
It is interesting to consider the ratio of the exact effective stress contribution, T i j , divided by the tensordiffusivity contribution, see Fig. 10 : It is fairly constant, except at the high wave numbers, which indicates again that the subgrid-scale effects are important. It would be tempting to multiply the tensor-diffusivity model by a factor close to 1.6 ͑i.e., also close to the ratio of variances from the a priori tests͒ and run the LES without added subgrid-scale modeling. Even if this provides the correct dissipation initially, this does not work for long: Without subgrid-scale modeling, the simulation quickly leads to lifting up of the energy spectrum, much in the same way as what was obtained when running the tensor-diffusivity model alone with unit factor, see Fig.  8 .
͑4͒ The shape of the spectrum associated with the Smagorinsky term is similar to that associated with the viscous term, confirming that the nonuniformity in the 1/T scaling for the effective viscosity has little impact in homogeneous flows.
͑5͒ The spectra of the two model terms are very different in shape, and their peak contributions are in clearly distinct zones. They are thus complementary.
For completeness, we also provide, in Fig. 11 , the dissipation spectrum for the complete DNS field. We observe an inertial range with almost uniform dissipation for k Ϸ͓19-25͔, followed by a dissipation range. This figure helps realize why the LES model is needed: At the LES cutoff, the DNS still has significant dissipation ͑about 90% of that in the inertial range͒. One could not run without the LES model. For instance, in LES with explicit filtering, the model dissipation accounts for about 80% of the total required dissipation.
D. More challenging LES
As it can be argued that the previous 64 3 LES correspond to some overkill, smaller 48 3 LES ͑thus with cutoff well into the inertial range͒ were also run: dynamic mixed model with explicit filtering ͑using the truncated Gaussian filter, see Fig. 12 . Again, the results from both approaches do not differ significantly: The enstrophy curves are very much alike, and so are the energy curves for short times. Here, however, the energy curves differ at later times. Again, no conclusion can be drawn as to which model performs best. Their performances are comparable.
VIII. RESULTS FOR LES OF TURBULENT CHANNEL FLOW
Here, the solver is a fourth-order finite difference code. 38, 39 The reference DNS is the one at Re ϭh u / ϭ395 of Refs. 40 and 41, where h is half the channel width and u ϭͱ w is the friction velocity with w the mean wall friction. The computational domain is (L x ,L y ,L z ) ϭ(2,2,)h. The DNS grid was 256ϫ193ϫ192. We use a LES grid that cuts the DNS grid by a factor of 4 in each direction: 64ϫ49ϫ48. The mixed model here becomes
where the effective ⌬ 2 for the dynamic Smagorinsky term is taken as (⌬ x ⌬ y ⌬ z ) 2/3 . The ratios of explicit filter width to grid size are ⌬ k /⌬ k ϭ1/), and thus ⌬ c,k /⌬ k ϭ2. The basic LES filter ͑F1͒ is chosen as ''top hat'' in all directions. We thus have
The dynamic procedure is done with ␣ϭ2, hence the appropriate test filter is
This test filter is applied in physical space since, by design, it simply corresponds, in each direction, to the arithmetic mean of the two neighbor grid values ͑see also Sec. VI͒. In order to confirm that it is mostly the normalized filter width that matters ͑and not much its shape͒, another explicit filter ͑F2͒ was tested: Gaussian in the homogeneous directions ͑test filter applied in Fourier space͒ and top hat in the nonhomogeneous direction:
It was found that numerical instabilities are generated by the tensor-diffusivity part of the mixed model near the wall: They correspond to long-lived negative diffusion events that eventually make the simulation blow up. As we do not start the LES from filtered and truncated DNS fields, near-wall stability is even more of an issue. To alleviate this problem, damping of the tensor-diffusivity part of the mixed model was used close to the wall, on a scale of the order of the laminar sublayer. We here used, as damping, the simple function 1Ϫexp(Ϫy ϩ /c ϩ ) with c ϩ ϭ10. We acknowledge that such damping is crude and quite arbitrary. More work certainly needs to be done concerning the near-wall stability of the tensor-diffusivity model.
The performance of the mixed model ''so far'' ͑e.g., with crude damping͒ is however worth reporting. Results on normalized mean profiles as a function of normalized distance to the wall are provided in Figs. 13 and 14: velocity, model stress, and model dissipation. With the same explicit F1 filtering, the mixed model clearly outperforms the dynamic Smagorinsky model: much better mean velocity profile. Again, we conclude that the partial reconstruction model for the filtered-scale stress is needed. We also see that the velocity profile has the correct slope in the log region. The level is however slightly overpredicted.
The mixed model results obtained using the F2 filter are close to those obtained using F1. This result is comforting: As both filters were normalized the same way, the expectation was that the mixed model would produce similar results. It also confirms that, for LES with explicit filtering, the test filtering can be done in physical space: One only needs to assume that the explicit filter is the top hat with effective width, ⌬ c , twice the grid size, ⌬.
We notice, in Fig. 14, that the mean stress, its contribution is slightly higher than that of the dynamic Smagorinsky part; for the mean dissipation, its contribution is slightly lower.
For further comparisons, we also ran the dynamic Smagorinsky model without explicit filtering, using the dynamic procedure with sharp cutoff test filtering in x and z and no test filtering in y: something that is not self-consistent as far as the similarity assumptions underlying the dynamic procedure are concerned ͑see Sec. VI͒, but that is nevertheless often used by LES practitioners. The obtained mean velocity profile follows better the DNS data in the transition region, but not in the log region: its slope is too high, see Fig. 13 .
We provide, in Fig. 15 , the mean stress profile obtained with the mixed model. As expected, the terms add up to the linear profile for the total stress. The main contribution close to the wall is that of the viscous stress. Away from the wall, the main contribution is the Reynolds stress of the LES simu- The mean dissipation profiles are also provided in Fig.  15 . The main contribution close to the wall is that of the viscous stress. Away from the wall, the dominant contribution is that of the model stress ͑the tensor-diffusivity contribution being slightly lower than the Smagorinsky contribution͒.
The mean profiles of velocity, model stress, and model dissipation are similar to those obtained by Domaradzki et al. 42, 43 using their subgrid-scale estimation model. Based on the usual and good assumption that the average ͑over time and over the homogeneous directions͒ of a nonfiltered quantity is the same as the average of the filtered quantity, i.e., the assumption that ͗ f ͘Ϸ͗ f͘Ϸ͗ f D ͘, it follows that the best reconstruction of the true Reynolds stress ͑i.e., the one to be compared to the DNS Reynolds stresses͒ is
and thus that
͑43͒
The combination of the adequate mean stress profiles in Fig.  15 can be compared to the R xy of the DNS: This is done in Fig. 16 . The dynamic mixed model again outperforms the dynamic Smagorinsky model. It however produces results similar to those obtained using the dynamic Smagorinsky model without explicit filtering. Even the run without LES modeling produces about the correct R xy profile. R xy does not appear to be a severe diagnostic. Recall also that, when adding the mean viscous stress, one always obtains the linear profile for the total stress, whatever the modeling approach. As to comparison of the diagonal stresses, etc., one must be careful: Because of the lack of trace modeling inherent to all effective viscosity truncation models, one can only compare the reduced diagonal stresses: R xx * , R yy * , and R zz * . Thus, one can only compare the deviations from isotropy, see Fig. 17 , not the absolute values. This point is important, yet it is often overlooked in the LES literature. The results obtained using the dynamic Smagorinsky model without explicit filtering are seen to be better than those obtained using the dynamic mixed model with damping. Actually, the best results are those obtained without LES modeling. We also notice that the differences with the DNS are systematically more marked for R xx * and R zz * than for R yy * .
This might indicate that the LES resolution in x and z is too coarse with respect to capturing the important large structures in the wall region. The DNS has ⌬ x ϩ ϭ9.7, ⌬ z ϩ ϭ6.5
and ⌬ y c ϩ ϭ6.5 ͑channel center͒; cutting by a factor of 4 in all directions might simply be too much to ask to the LES in the wall region, whatever the model used ͑at least as far as R xx * and R zz * are concerned͒. 
IX. CONCLUSIONS
LES with regular explicit filtering ͑on top of the necessary truncations͒ was investigated, the filters considered being symmetric and having a nonzero second moment ͑which is used to define the effective filter width͒. The tensordiffusivity model was reviewed: It is generic and corresponds to significant, yet incomplete, reconstruction of the filtered-scale stress. The mixed model, tensor-diffusivity model supplemented by a dynamic Smagorinsky term, was also reviewed, with useful connections to other models. The tensor-diffusivity model was first tested alone, both a priori and in actual LES, in turbulent isotropic decay: LES started from a 256 3 DNS at Re ϭ90 that is Gaussian filtered and truncated to 64 3 . The model remained stable despite the local directional backscatter, and also produced significant global dissipation: initially, more than half of the amount required for the effective stress ͑filtered-scale stressϩsubgrid-scale stress͒. The mixed model was tested next, with a dynamic procedure formulated and applied in a consistent way. Past the initial transient in the dynamic procedure, the added Smagorinsky term leads to good results-proper dissipation and acceptable energy spectra. The mixed model appears as an efficient model for LES with explicit filtering: a compromise between partial reconstruction of the filtered-scale stress and modeling of the truncation effects ͑subgrid-scale stress and incomplete reconstruction͒. The initial spectrum of dissipation was also investigated, illustrating the differences between the terms in the mixed model. The mixed model results ͑energy decay, energy spectra͒ were significantly better than those obtained when using the dynamic Smagorinsky model alone, with same explicit filtering: Reconstruction of the filtered-scale stress is necessary. They were also very close to those obtained when using the dynamic Smagorinsky model without explicit filtering. The two approaches were also tested on more challenging 48 3 LES: again, they produced similar results. These findings support the view that the tensor-diffusivity model may well suffice for practical reconstruction of the filtered-scale stress. However, despite the high expectations ͑also based on favorable a priori tests͒ for LES with explicit filtering and simple mixed modeling, these findings are somewhat disappointing. So far, we conclude that the two modeling approaches lead to similar results in isotropic turbulence. Truncation modeling remains a challenge in LES. In particular, the shortcomings of the Smagorinsky model were seen in both approaches: its inability to properly differentiate between large and small scales.
One question remains: Would the results be significantly improved if we used high level reconstruction of the filteredscale stress ͑or, simpler, boost the tensor-diffusivity term by a factor͒? This deserves further investigations. Finally, we also retain that, for ''initial value problems'' ͑here the best possible one: LES started from truncated DNS͒, the dynamic procedure ͑here with shift dealiasing and spherical truncation͒ is found to have initial difficulties in both approaches: C is first overpredicted; it then quickly stabilizes at a proper level. It would also be useful to compare the approaches in forced isotropic turbulence.
The mixed model was also tested on the turbulent channel flow at Re ϭ395, using a grid four times coarser than that of the DNS. With the top hat as the assumed explicit filter and the proper filter width, the consistent test filter for the dynamic procedure is easily applied in physical space. Near wall numerical instabilities were observed for the tensor-diffusivity part of the mixed model. In order to alleviate these instabilities, this model part was damped closed to the wall, using simple ͑and crude͒ exponential damping. The results obtained so far with the damped mixed model are fair and encouraging. Mean profiles of velocity, stress, dissipation, and reconstructed Reynolds stresses were presented. The dynamic Smagorinsky model for LES without explicit filtering was also run. The mean velocity profile is slightly not as good as that obtained with the damped mixed model, but the reconstructed Reynolds stresses are slightly better. We retain, for further studies of LES with explicit filtering: ͑1͒ the development of better subgrid-scale models ͑also needed for LES without explicit filtering͒, ͑2͒ the testing of the mixed model in forced isotropic turbulence, ͑3͒ the testing of higher level reconstruction of the filtered-scale stress, ͑4͒ the better understanding of near-wall stability and the development of better corrections to the tensor-diffusivity part, ͑5͒ the effect, in wall proximity, of the coarse longitudinal and transverse spatial resolution ͑also for LES without explicit filtering͒, and ͑6͒ the possible practical importance of the y-grid nonuniformity on the modeling ͑possible significant commutation errors for grids that are nonuniform, 44 yet have a smooth variation͒. Finally, the development of approximate wall proximity boundary conditions to allow for LES without resolving the wall region remains a subject of high interest. Here, it could also eliminate the near wall stability problem of the mixed model.
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