Introduction
Since we use standard notations and notions we first explain our results, before recalling (if needed) some of these notions and notations in §2.
This paper can be seen as a continuation of [D-I] which started the study of the 4-dimensional case. It includes a simplification of the proofs of [D-I] .
In all this paper an almost complex manifold (X, J), means a smooth (C ∞ ) manifold X with an almost complex structure J of some smoothness. The exact smoothness, as required by our proofs, will be specified in each statement. But, except in §9, we have not looked for sharp results (avoiding some changes of variables should already allow to lower the needed regularity).
Let D be a relatively compact Kobayashi hyperbolic with respect to J domain in X. For M ⊂ D, we say that for any point p ∈ D \ M the Kobayashi distance from p to M is infinite, if for any R > 0 the closure of the ball with center at p and of radius R, for the Kobayashi distance on D \ M , does not intersect M . On the opposite, a point q ∈ M is said to be at finite distance from p, if there is a sequence of points p j ∈ D \ M converging to q and whose Kobayashi distances to p stay bounded.
If M be a closed submanifold of D, of real codimension 1 or 2 (the case of higher codimension is trivial, see Remark at the end of §6), we wish to investigate whether for any point p ∈ D \ M the Kobayashi distance from p to M is infinite. Our results are the following ones:
Let M be a closed C 3,α -submanifold of D of real codimension 2, and assume that the almost complex structure J is of class C Of course the existence of J-complex hypersurfaces is totally exceptional unless the real dimension of X is 4. However, Donaldson in [Do] proved that every compact symplectic manifold admits symplectic hypersurfaces in homology classes of sufficiently high degree, therefore giving us almost complex structures with complex hypersurfaces on such manifolds. Now we turn to the case when M is a real hypersurface. If M is Levi flat, i.e. foliated by J-complex hypersurfaces, then D \ M is locally hyperbolically complete as follows Both (1) ⇒ (2) above and (1.B) in Theorem 1 hold under the less restrictive regularity assumption of Theorem 2.
The example in R 6 mentioned above has the interesting feature that, although M = R 5 × {0} is not Levi flat, through any point in any complex tangential direction, there is a J-complex curve lying entirely in M .
If a hypersurface is defined by ρ = 0 where ρ is a strictly J plurisubharmonic function, Theorem 2 deals with the rather easy non-completeness of the "concave side". But for the "convex side" there is the remarkable recent work of Gaussier and Sukhov [G-S] who establish completeness in the sense of Kobayashi. They prove that relatively compact domains that are sub-level sets of strictly J-plurisubharmonic functions are complete hyperbolic. So in particular they solve in the affirmative the question of the existence of bases of complete hyperbolic neighborhoods in arbitrary almost complex manifolds (for real dimension 4 it was proved in [D-I] ). Indeed if X = R 2n and J(0) = J st the standard complex structure of C n (as we can assume), then · 2 is strongly J-subharmonic near 0. Gaussier and Sukhov are not very precise about the smoothness of J that is needed. In §9, we re-write a proof and we clarify this matter. For the complement of J-complex hypersurfaces we have: An open subset X 0 in an almost complex manifold (X, J) is called locally complete hyperbolic if for every y ∈ X 0 there exists a neighborhood V y ∋ y such that V y ∩ X 0 is complete hyperbolic. An example of this situation we shall have in mind is when (X, J) is a compact almost complex manifold and X 0 = X \ D, where D = ∪ k D k is a reducible Jcomplex hypersurface with components D k , which are immersed. Corollary 2 insures that such a Y is locally complete hyperbolic. Existence of complete hyperbolic neighborhoods is a basic fact of hyperbolic theory and has several immediate consequences. As in [D-I] we can derive the following 
Recall that an open subset X 0 of an almost complex manifold X is called hyperbolically embedded into X if for any two sequences {x n }, {y n } in X 0 converging to x ∈ X and y ∈ X, x = y, respectively, one has that lim sup n→∞ k X 0 ,J (x n , y n ) > 0. Here k X 0 ,J denotes the Kobayashi pseudo-distance on the manifold (X 0 , J).
It is worth observing that if X 0 is hyperbolically embedded into (X, J) and is locally complete hyperbolic then (X 0 , J) is complete hyperbolic, see [Ki] .
The result is rather immediate (if u maps the unit disc into X 0 , restrict to a smaller disc and rescale), but it is very useful. It reduces the problem of completeness to a purely local problem (in hyperbolic manifolds). We will use it repeatedly without further explanations when switching to local problems.
In §2 we clarify some notations and recall basic facts. In §3 we start the proof of (1.A). Section 4 which is independent deals with a version of Schwarz Lemma needed in §5 where the proof started in §3 is finished.
Theorem 2 is proved in §6, (1.B) is shown to be an immediate consequence. The example mentioned above is given in §7. Section 8 is an appendix with a proof for the construction of J-holomorphic discs used in §6.
Finally we added another appendix §9, in which we reprove the result of Gaussier and Sukhov on the hyperbolic completeness of small balls, under mere C 1 regularity of J. We use a less general but easier and more precise localization. Part of our motivation is to show how complete hyperbolicity can then be obtained by a simple application of the Schwarz Lemma of §4, exactly as in §5 if C 1,α smoothness is assumed, otherwise after a small modification. §2. Some notations and definitions.
[ McD-S] is a well known useful reference for almost complex manifolds. An almost complex manifold (X, J) is a manifold X of even real dimension 2n, with at each point p an endomorphism J = J(p) of the tangent space satisfying J 2 = −1 . As usual C k,α is used to denote spaces of maps whose derivatives of order ≤ k are Holder continuous of order α, k ∈ N, 0 < α < 1. C k,α regularity of J (i.e. of the map p → J(p)) is preserved by C k+1,α change of variables. We shall study maps u from an open set of C (always equipped with the standard complex structure -so we will avoid the more complete notation ∂ J st ,J ) into (X, J). We set
for any vector Y tangent to C (at a point where u is defined). The map u is J-holomorphic
, then all such Jholomorphic maps are of class C k+1,α . Moreover, if ω ⊂⊂ Ω ⊂ C, and p ∈ X, there is a neighborhood V of p such that all J-holomorphic maps from Ω into V have uniformly bounded C k+1,α norm on ω. Also classical is the fact that the restriction to the x axis of J-holomorphic maps defined near 0 in C has an arbitrary one jet (i.e. as a map from C, any one jet whose linear part is C − J linear is possible, see §8 for higher order jets).
The above results (of standard elliptic theory) go back to the pioneering work of Nijenhuis and Woolf [N-W] . Among other convenient references we mention (which includes a careful discussion of basic facts), [Si] , [I-S] (Lemma 1.2.2). See also the remarks 9.d at the end of the paper.
As in complex manifolds there are two equivalent definitions of the Kobayashi, or Kobayashi-Royden, pseudometric. See [K-O] . We shall use the infinitesimal version of the definition. D R will denote the disc of radius R in C centered at 0, and D = D 1 will be the unit disc. Recall that the Kobayashi-Royden pseudo-norm of the vector Y ∈ T p X on the almost complex manifold X is defined as
If it defines an (infinitesimal) distance (separation property) the manifold is said to be hyperbolic in the sense of Kobayashi, as in the complex case. If λ is a function or vector valued map defined on (X, J), d
The question of foliation of M by J-complex hypersurface is much the same as in the complex setting. The question is to know whether when Y and T are complex tangential vector fields to M , the Lie bracket [Y, T ] is also complex tangential i.e. if d J ρ(Y, T ) = 0. Remark. It is well known that for complex manifolds, if a hypersurface is not Levi flat, its complement is never complete hyperbolic.
There is a very simple and fundamental difference between the complex case and the almost complex case. Consider the two conditions on a hypersurface For almost complex manifold of real dimension > 4 (1) does not imply (2) (example above), but for complex manifolds it does. The easiest way to see it is by considering the Levi form as a hermitian form on the complex tangent space. Here we sketch a direct argument. If (1) 
is complex tangent, and so must be
For almost complex manifolds of real dimension 4, (1) and (2) Note that we shall always work with the real tangent space to X, on which a complex structure is defined by J. More general definition of d Due to hyperbolicity the question can be localized. Therefore we will suppose that X is a neighborhood of 0 in R 2n and that M = {Z = (z 1 , . . . , z n ) ∈ X : z n = 0}, where z j = x j + iy j are complex coordinates in R 2n ∼ = C n , unrelated to the almost complex structure J. Since M is of class C 3,α , in the new coordinates we can keep J of class C 2,α . Without loss of generality we can assume that J(0) = J st , the standard complex structure on C n . We shall write Z = (z 1 , . . . , z n ) = (Z ′ ; z n ) with Z ′ = (z 1 , . . . , z n−1 ). Because z n = 0 is a J-complex hypersurface we already have the almost complex structure J given along z n = 0 by
where α is a (2n−2)×2 matrix while β is a 2×2 matrix. After shrinking the neighborhood of 0 if needed, consider the C 2,α change of variables given by
(using obvious identification of R 2n and T R 2n ). In the new coordinate system we will have
where J
(2)
From now on we will work with coordinates in which (3.1) holds, with J now of class
where z = x + iy is the standard complex coordinates in the unit disc D.
It can be rewritten as ∂u ∂z Due to (3.1)
For some constant C we therefore get an inequality
On the right-hand side ∂u k ∂z will be bounded by the C 2,α regularity of J-holomorphic maps, the factor |u n | is the important feature.
For proving Theorem 1, we will need to study J-holomorphic maps which avoid z n = 0, i.e. u : D → (R 2n , J) with u n = 0. For those maps we need an estimate of ∇u n (0). It will be given by the Schwarz Lemma of the next paragraph. §4. Estimate of a Calderon-Zygmund integral, and a Schwarz Lemma. Lemma 1. There exists a constant C such that for all complex-valued functions f ∈ C 1 (R 2 ), and g ∈ C 2 (R 2 ) such that:
In the statement we could replace the C 1 norm by the (order 1) Lipschitz norm, and similarly the C 2 norm by a C 1,lip norm. The proof would not change, but at any rate the generalization follows trivially from the given statement by approximation.
Proof. We can assume g(0) > 0. Set δ = g(0) and split
where clearly
In order to estimate | |z|≤δ/4
dxdy|, we shall use the following cancellations (with the first integral in the sense of principal value):
Write f (z) = f (0) + R 1 (z), and g(z) = g(0) + Az + Bz + Q 2 (z). Due to the condition of the Lemma that f C 1 , g C 2 ≤ 1 we have (with appropriate definitions of the norms) = 1 − a + r with r ≤ C(|a| 2 + |b|), for some universal constant C. We will apply it with a = Az+Bz δ , and b = Q 2 (z) δ . So, we can write that
We claim that |T (z)| ≤ C |z| δ for some universal constant C. Indeed:
(1) Using the fact that |f (0)| ≤ |g(0| = δ, and |R 1 (z)| ≤ |z| ≤ δ, we get that
δ . Using cancellation properties of the Calderon-Zygmund operator and the claim we have proved one gets
This achieves the proof of Lemma 1.
Lemma 2 will be a generalization of the standard Schwarz Lemma which gives the following estimate for a holomorphic map g from the unit disc into the punctured unit disc:
.
Lemma 2. For A and B > 0 there exists C > 0 such that for every map g from the unit disc into the punctured disc D 1/2 − {0} satisfying
, by setting it to be equal to 0 outside the unit disc. Set
We have |w| ≤ 2B, and on the unit disc,
So h = ge w is holomorphic. The holomorphic function h never vanishes, and it takes values in the disc of radius 1 2 e 2B . So, the Schwarz Lemma for holomorphic function gives us a bound:
for some constant C 1 depending only on B. We have
Note that we have a bound for |w(0)|, so h(0) and g(0) are comparable (bounded ratios), and we can use the above estimate for ∇h(0 
is given by Lemma 1, applied to the function g 1 : z → g(
, and f = c At the end of §3 we obtained (3.3):
After the changes of variables that were made, the almost complex structure J is of class C 1,α . As said in the introduction the problem is purely local. So we can use shrinking and rescaling in order to assume that (X, J) = (D n , J) with D n the unit polydisc in C n ∼ = R 2n , equipped with an almost complex structure J such that J-holomorphic maps from D into (D n , J) have uniformly bounded C 2,α norm on D 1/2 . From some (other) constant C we therefore get:
Only now we are going to use the hypothesis that the map u should avoid the hyperplane M = {z n = 0}, i.e. u n = 0. We apply Lemma 2 to the restriction of
2 ), to get for some (other) constant C:
n \ M and J, satisfies:
This achieves the proof of (1.A). §6. Proof of Theorem 2.
The proof will rely on the construction of J-holomorphic maps given by the following
Recall that in a C k,α almost complex stucture, all J-holomorphic maps are C 
Note: C ∞ dependence on t is likely achievable but would require some extra effort. The proof of the propositions is given in the appendix §8.
From Proposition 1
′ we will deduce:
Proof. After a C 2,α change of coordinates we assume that ψ : z → (Re z, Im z, 0, . . . , 0) ((z, 0, . . . , 0), when using complex coordinates) is a J-holomorphic disc, Y = (1, 0, . . . , 0), J(0)Y = (0, 1, 0, . . . , 0) and J = J st along R 2 × {0}. For this last point we do use that J is of class C 2,α . Moreover we can choose coordinates so that the vector (0, 0, 1, 0, . . . , 0) is a normal vector to M at 0 with ∇ρ(0)[(0, 0, 1, 0, . . . , 0)] = 1. In the new coordinates J is of class C 1,α .
Since
with b > 0. Using complex C n coordinates in the right-hand side, consider ϕ(z) = (z, −az 2 , 0, . . . , 0). It need not be a J-holomorphic map. But since J = J st along C × {0} and since ϕ is holomorphic for the standard structure, we have ∂ J ϕ = O(|z| 2 ). By Proposition 1 there exists a germ of J-holomorphic disc u 0 such that, still using complex coordinates,
It is immediate to check that
Then one has just to restrict u 0 to a small disc to be identified with D. We then have
The construction of the discs u t is exactly similar replacing M = {ρ = 0} by positive level sets of ρ.
q.e.d.
We can now complete the Proof of Theorem 2.
After change of variables q = 0, we are in the situation of Proposition 2. Then, the sequence of points u 1/n (0) tends to 0, their respective Kobayashi distance to u 1/n (1/2) in the complement of M stay bounded, but the points u 1/n (1/2) stay in a compact subset of the complement of M . This establishes Theorem 2.
Proof of (1.B). Less smoothness than stated is required. Indeed it is enough to have M of class C 2 , and J of class C 2,α . Let M be a real codimension 2 submanifold in (R 2n , J), Observe that if g and h are functions defined near 0, with h(ζ) = O(|ζ| 2 ) and
). This being done, 0 is at finite distance from points in the complement of M , for the Kobayashi distance relative to the complement of M , and thus a fortiori for the Kobayashi distance relative to the complement of M .
Remark. Any C 2 submanifold M of codimension > 2 is a submanifold of a submanifold of codimension 2, whose tangent space (at any chosen point of M ) is not J-complex. So, as above, points of M are at finite distance from points in the complement of M . But a more direct argument can be given, simply based on the fact that, by simple count of dimensions, J-holomorphic discs generically miss M , and C 2 regularity of M is not needed. §7. An example.
In an almost complex manifold of real dimension 4, the complement of a hypersurface is (locally) complete hyperbolic if and only if that hypersurface is foliated by J-complex curves, as shown by (2.A) and (2.C). We now present the following example on R 6 , (in which it is to be noticed that we do not need to restrict to bounded regions). We use coordinates (x 1 , y 1 , x 2 , y 2 , x 3 , y 3 ). On R 6 we define the vector fields
and we define the almost complex structure J by setting:
).
Note that the functions z 1 = x 1 + iy 1 and z 2 = x 2 + iy 2 are J-holomorphic but that z 3 = x 3 + iy 3 is not. Finally we simply consider the hypersurface M = {y 3 = 0}. At each point the tangent space to M is generated by
. The complex tangent space (T M ∩JT M ) is therefore spanned by
is not a complex tangent vector, M is not foliated by J-complex hypersurfaces. However:
Proposition 3. For any point p ∈ R 6 \ M the Kobayashi pseudo-distance from p to M is infinite.
It therefore follows from Theorem 2 that for any complex tangential vector field Y on M , [Y, JY ] ∈ T M ∩ JT M . It can easily be checked directly, but we won't need it.
Proof. We will need
We now write in detail the condition in order that a map u : D → (R 6 , J) be J-holomorphic. In D we use coordinate z = x + iy, and we write u = (X 1 , Y 1 , X 2 , Y 2 , X 3 , Y 3 ).
The condition for J-holomorphicity is ∂u ∂y = J ∂u ∂x . It gives:
3) (7.1) and (7.2) merely say that Z 1 = X 1 +iY 1 and Z 2 = X 2 +iY 2 are holomorphic functions of z = x + iy. We now compute 2 ∂ ∂z
The conclusion of this computation is that ∂ ∂z Z 3 is an antiholomorphic function of z. Hence Z 3 can be written as the sum of two functions Z 3 = h 1 + h 2 with h 1 and h 2 both holomorphic.
Consequently if u is a J-holomorphic map from D into (R 6 , J), Y 3 is a harmonic function of (x, y). If h is a positive harmonic function on D then we have |∇h (0) It is enough to prove Proposition 1 under the additional assumption that ∇ϕ(0) = 0. Indeed if this were not the case, simply consider the map z → (ϕ(z), z) from D into R 2n ×C, equipped with the almost complex structure J × J st . After getting a map u from D into R 2n × C, simply take the projection on the first factor. So we shall assume that ∇ϕ(0) = 0. Since ∂ J ϕ(0) = 0, after smooth change of variable we can assume that ϕ(z) = (Re z, Im z, 0, . . . , 0) and that J(0) = J st . It allows us to switch conveniently to the question of finding J-holomorphic maps from a neighborhood of 0 in C with appropriate matching with "genuine" holomorphic (i.e. J st -holomorphic) discs. (ϕ as just above).
For a map or a differential form v, J m (v) will denote the jet of v of order m at 0. With k, and α as in Proposition 1, set
And let F 0 be the space of (0, 1) forms ω defined on D, C n valued, ω ∈ C k,α (D) , and such that J k (ω) = 0, Let S : F 0 → E 0 be a continuous linear map such that ∂ • S = 1(the identity map on F 0 ). The existence of such a map is elementary (solve ∂ by convolution with 1 πz , after linear extension ( [St] , Chapter VI), and subtract holomorphic polynomial).
If F is a holomorphic map from a neighborhood of D into C n we set S F ω = F + Sω. Of course S F (ω) no longer belongs to E 0 , but still
If J is an almost complex structure on R 2n ∼ = C n and g : D → (R 2n , J) remember that for any vector Y tangent to D at a point z we have
∂ J g is a (0, 1) form with respect to J in the sense that
It is not C anti-linear which would mean ∂ J g(iY ) = −i∂ J (Y ), i.e. it is not in general a standard (0, 1) form. But to any C n valued 1-form ω we associate the (0, 1) form πω defined by:
Of course if ω is already a (0, 1) form πω = ω. So π • ∂ • S F = 1on F 0 . If J is sufficiently close to the standard structure J st then for any J(0, 1) form ω (we will apply it only to ω = ∂ J g, so we do not need to give a more complete definition) ω = 0 if and only if πω = 0. This is simple linear algebra. Therefore g : D → R 2n is J-holomorphic if and only if π • ∂ J g = 0.
Proof. Note that the condition ∂ J F has a vanishing k jet at 0 is essential to guarantee that π • ∂ J F ∈ F 0 . Since F − S F ω = Sω has vanishing (k + 1) jet at 0, it follows that ∂ J S F ω has also vanishing k jet at 0 (of course not by -nonexistent -linearity). Therefore
It is a small nonlinear perturbation of the identity if J ∼ = J st and the Lemma follows.
We now conclude the proof of Proposition 1.
After rescaling followed by a cut off of J − J st we can assume that J ∼ = J st . Apply Lemma 3 to F = ϕ in order to get ω ∈ F 0 such that π∂ J S ϕ (ω) = 0, and thus ∂ J S ϕ (ω) = 0. S ϕ (ω) = ϕ + S(ω) is the J-holomorphic map here from D (after rescaling) into (R 2n , J) that has been looked for. Indeed by definition of E 0
This achieves the proof of Proposition 1. Since it relied on a simple application of the inverse mapping theorem in a Banach space, dependence on parameters is easy to get, leading thus to Proposition 1 ′ . §9. Hyperbolic completeness of small balls. Here we do not try to recover the results of [G-S] in their remarkable generality. We shall restrict our attention to small balls. In that situation we wish to work with seemingly minimal regularity assumptions, and we also have two additional restricted goals:
(1) As a first step, we give in this special setting a very easy and precise version of the localization in [G-S], and we avoid using plurisubharmonic functions with poles. (2) We indicate how this precise localization allows one to deduce complete hyperbolicity by following the very same path as in §4 and §5 if C 1,α regularity of J is assumed (although the proof that we give, using only C 1 regularity, finally happens to be simpler). Thanks to the localization, we will no longer need the special coordinates of §5. The proof is given in 9.a-9.c. 9.a deals with a problem that is much simpler if we assume C 1,α regularity of J. In that case, J-holomorphic discs are C 2 (and even C 2,α ), and the proof of the Lemma reduces to the considerations that appeared in the discussion of the Taylor expansion of ρ • ψ in §6 (i.e. a simple application of chain rule). So, section 9.a can be almost entirely skipped by a reader willing to assume C 1,α regularity of J. Also, under the same assumption of C 1,α regularity of J, 9.c simplifies as it will be pointed out. Finally, 9.d consists of two remarks, the first one totally immediate, on how the well known regularity of C 1 J-holomorphic discs follows from 9.a.
9.a. As usual, ∆ will denote the Laplacian, (∆ =
∂y 2 ). The notation d c is relative to the standard complex structure on C, so for a function h defined on an open set of C:
In case of C 2 -smoothness the following formula (9.1) follows immediately from the chain rule and appeared in and [Ha] .
As j → ∞, h j tends uniformly on compact sets to If the equivalent conditions of the Corollary are satisfied by a function λ, that function is said to be J plurisubharmonic.
9.b. On R 2n , we will use complex coordinates Z = (z 1 , . . . , z n ). For r > 0 let B r (resp. B r ) be the open (resp. closed) ball of radius r in R 2n . Let J be a C 1 almost complex stucture defined on a neighborhood of B 1 . Since dd c J involves only one differentiation of J, it is enough that J ∼ = J st in the C 1 sense on B 1 in order that:
Lemma 5. If ( * ) holds then for any
µ is also plurisubharmonic on B 1 . It is an elementary computation that if |Z| < 1,
Since µ • u is subharmonic and µ • u ≥ 0, and using the bound P r ≤ , we get that if |z| ≤
Finally |u(z) − u(0)| ≤ 6 √ ε as announced.
q.e.d. 
Since J is of class C 1 , all J-holomorphic maps are C 1,β regular for all β < 1. The point here is to get estimates. The Corollary follows from the Lemma by standard elliptic theory. But for the special case (under consideration here) of J-holomorphic curves, see Proposition 2.3.6 in [Si] or Remark 2 at the end of the paper. Rescaling is an efficient way of understanding the bound.
For z ′ = 0, apply the elliptic theory to the map ζ → u ζ 2
and use the Lemma.
(Here we simply need to take |z| < ρ < 1 2 .) For z = 0 make a simple change of variables (translation and re-scaling).
9.c. We can now prove Theorem 3. After a linear change of variables and dilation we can assume that J(0) = J st and J ∼ = J st on B 2 , in the C 1 sense. In this change of variables (small) balls B r become real ellipsoids E r whose hyperbolic completeness is to be proved.
If q ∈ ∂E r , we make an affine change of coordinates χ q with the following properties: (a) χ q (q) = 0 and the linear part of χ q is close to a unitary transformation of C n .
(b) χ q (E r ) ⊂ B 1 (−1, 0, . . . , 0) where B 1 (−1, 0, . . . , 0) is the Euclidean ball of radius 1 with center at (−1, 0, . . . , 0). (c) J ′ (0) = J st , where J ′ is the push forward of the almost complex structure J.
All the above is possible if r is small enough. Start with a linear map L, close to the identity, transforming J(q) to J st . Then apply a translation and a unitary map to have χ q (E r ) ⊂ {z ∈ C n : Rez 1 < 0}. For r small (b) will follow by simple considerations on the curvature.
If we wish to show that any path from a point in E r to a boundary point q of E r has infinite length, we do the change of coordinates that has just been described. If
Here and in the sequel, C will denote various constants (some uniformity is implicit). By the simple geometry of B 1 (−1, 0, . . . , 0) we have if Z = (z 1 , . . . , z n ) ∈ B 1 (−1, 0, . . . , 0) , gives us an estimate
Since ∂ J ′ v = 0, the two above inequalities yield
In particular
If the almost complex structure J is of class C 1,α , by elliptic theory, using Corollary 5, the C 2 norm of u can be bounded by a constant (we do not need more). Then, we can apply Lemma 2, with g = v 1 , and get an estimate as in $ 4-5 (from which completeness follows):
Note that, above, we used only v 1 = 0 instead of using the hypothesis Re v 1 < 0. Consequently we obtained estimates good enough for our purpose but far from the sharp estimates in [G-S]. Now we consider the case of a merely C 1 almost complex structure J. A change is needed because we can no longer apply Lemma 2 as stated, to the function g = v 1 , since Lemma 2 requires a C 2 bound for g. Lemma 2 is obtained from Lemma 1 by taking f = ∂g ∂z , and Lemma 1 requires a C 1 bound for f and a C 2 bound for g.
There is a possibility of taking advantage of precise bounds in C 0, 1 2 and C 1, 1 2 norms, that can easily be obtained from Corollary 5 for proving Theorem 3. But we rather choose to state another Schwarz type Lemma that is in fact much simpler and that will additionally provide a sharp estimate.
We will use again Corollary 5 (after translation), but this time it will be simpler to do it with z ′ = 0. For the first derivative, we shall just take z = z ′ = 0 in Corollary 5, in order to get
By (9.1) we have:
(In the formula z 1 stands for the coordinate function Z = (z 1 , . . . , z n ) → z 1 ). Corollary 5 (with z ′ = 0) therefore yields We claim that (9.3) and (9.4) yield the estimate (without the un-needed Log term):
Checking the claim is done in the following Schwarz type Lemma (to be applied after rescaling by a factor of 8) and Theorem 3 follows.
Lemma 6. Let C > 0. There exists a constant κ such that for all complex-valued functions
Proof. In Lemma 6, replacing f by f |f (0)| , we can assume that |f (0)| = 1. We now have the hypotheses
We need to show that |∇f ( 
   λ is a C 2 function, the almost complex structure J is of class C 1 , u is a C 1 J-holomorphic map.
Since the proof of regularity of J-holomorphic discs is not always pleasant to read in literature, it may be worth pointing out that (using the simplest possible results on the regularity of the standard Laplacian ∆) the following is an immediate consequence of the validity of formula (9.1) under the above hypotheses (H) : If an almost complex structure J on (some open set of ) R 2n is of class C k,α , with k ≥ 1 and 0 < α < 1, then any C 1 J-holomorphic map u : D → (R 2n , J) is C k+1,α regular. If J is only C 1 , u is of class C 1+β for all β < 1. Here, we sketch the argument: 1) Assume that J and u are both of class C 1 . Let λ be any smooth function defined on R 2n . Then, by (9.1) ∆(λ • u) is a continuous function. Therefore λ • u is of class C 1+β for all β < 1. Taking for λ the coordinate functions, it follows that u itself is of class C 1+β .
2) Assume now that J is of class C k,α (k ≥ 1 , 0 < α < 1). By 1) we already know that u is of class C 1,α . Then, by repeating the argument, one sees that if u is of class C r,α with 1 ≤ r ≤ k, then u is of class C r+1,α .
Indeed, if λ is any smooth function on R 2n , (9.1) shows that ∆(λ • u) is of class C r−1,α . So by regularity of the Laplacian λ • u is C r+1,α .
Remark 2. The other result of basic elliptic theory that we used several times is that if on a bounded open set Ω in R 2n , an almost complex structure J is close enough (depending on β below, 0 < β < 1) to J st in C 1 norm (resp. close enough in C k,α norm, with k ≥ 1), then the J-holomorphic maps u from D into Ω have uniform C 1,β (resp. C k+1,α ) bounds on smaller discs. It is at the root of local hyperbolicity and of Corollary 5. We shall restrict our discussion to almost complex structures which are at least of class C 1 (see [Si] , for lower regularity).
Merely for the sake of completeness of our review of the results of standard elliptic theory that we needed, we wish to mention that formula (9.1) can also be used for proving the above result. One first needs an initial regularity result giving L p bounds for ∇u, to be used with p > 4. Then, proceeding as above, a first application of (9.1) gives L r bounds for ∆u with r = p 2 > 2, therefore Hölder (1 − 2 r ) estimates for ∇u, i.e. C 1,1− 2 r bounds for u. After that, (9.1) gives C k+1,α bounds if J is of class C k,α and if C k,α bounds are already known for u.
It happens that L p bounds for ∇u, for arbitrary 1 < p < ∞, are extremely easy to get. Provided that ǫ is small enough depending on p (for p = 2, ǫ < 1), they follow from the simple differential inequality:
The argument is well known. Let χ ∈ C ∞ 0 (D), satisfying 0 ≤ χ ≤ 1. 
If ǫ is chosen small enough so that ǫC p < 1, we get:
Finally,
