Using quarterly data for the Federal Republic of Germany, we generate four-quarter-ahead forecasts for real GDP growth. Throughout the 1970s and 1980s, other monetary indicators like real M1 or short-run interest rates clearly outperform forecasts which are based on interest rate spreads. This holds for within as well as for ex-post predictions. The same holds for the development after 1992. Moreover, it is shown that simple forecasts based on M1 or on short-run interest rates outperform the common biannual GNP forecasts of the group of German economic research institutes.
INTRODUCTION
Since the 1970s, the German Bundesbank ± as well as the Swiss National Bank ± has followed a policy oriented toward managing the quantity of money. A precondition for such a policy to be successful is a stable relationship between money and income, as stated by the quantity theory of money. The theoretical foundation of this policy dates back to Friedman (1948) , with empirical evidence for the US presented especially in Friedman and Schwartz (1963) . Although it took a long time before at least some central banks adopted such a policy, the German and the Swiss attempts were successful. 1 Both national banks had/have very high reputations for successfully fighting inflation, which was/is apparent in low long-run interest rates in these two countries compared to those of other countries.
However, there is a new literature which cast doubts upon the stability of the relationship between money and (nominal and/or real) income. In a very careful study of the US, Friedman and Kuttner (1992) show that while this relationship holds through the postwar period, it weakens during the 1970s and seems to have collapsed during the 1980s. On the other hand, for the past two decades the spread between the commercial paper rate and the Treasury bill rate seems to have strong predictive power for future movements in real income. 2 As several other papers also show, interest rate spreads, especially those between long-and short-run rates, seem to become key variables to predict future developments of income and/or prices. 3 More recently, the ability of the term structure to predict recessions has been demonstrated. 4 The empirical evidence presented so far is not restricted to the US; there are also several papers discussing the evidence from Germany. Kra Èmer and Langfeld (1993) show that the interest rate spread between the long-and short-run rates is about four quarters ahead of the change in real GDP, thus serving as a reliable leading indicator. 5 This is supported by Langfeld (1994) , who also points to the predictive power of the term structure for future inflation. Davis and Henry (1994) show that when the yield curve (as well as other spread variables) is used in vector autoregressions, it provides significant information about future macroeconomic activity even after allowing for the effects of other macroeconomic variables. Sauer and Scheide (1995) present evidence that the interest rate spread is Granger-causal to real GDP growth even taking into account the impact of the quantity of money. Gerlach (1997) shows that the interest rate spread contains considerable information about future changes in inflation. And finally, for the period from 1983 to 1989, Harvey (1991) finds that term structure based forecasts of annual economic growth over a horizon of one year outperform the forecasts of the five leading German institutes for economic research.
The evidence for Germany (before its unification in 1990) with respect to the real development is ± at least at first glance ± rather impressively illustrated in Figure 1 , which shows the growth rate of real GDP and the spread between long-and short-run interest rates lagged four periods. 6 Both curves fit together 2.
However, this did not hold for the 1991/92 recession. See Friedman and Kuttner (1998) .
3.
For the real development see, e.g., Estrella and Hardouvelis (1991) , Fayolle and Mathis (1994) , Bomfim (1997) and Dotsey (1998) ; with respect to inflation see Mishkin (1990a Mishkin ( , 1990b , Jorion and Mishkin (1991) or Robertson (1992) . See also Stambaugh (1988) and Fama (1990) .
4.
See Estrella and Hardouvelis (1991) , Bernard and Gerlach (1998) or Estrella and Mishkin (1998) .
5.
See also Hesse and Roth (1992) and Ragnitz (1994) . 6.
The correlation between the two variables is 0.590. The growth rate is calculated as the fourth difference of the logarithms of the levels. Similar figures are presented in Kra Èmer and Langfeld (1993, p. 35 ) and in Langfeld (1994, p. 3). quite well. This especially holds for the two big recessions in 1975 and 1981, whereas in the late 1980s the relationship seems to become weaker. Accepting this evidence, Gebauer (1989 Gebauer ( , 1994 recommended that the Deutsche Bundesbank should switch from its quantity-oriented policy to a policy directly influencing the term structure. However, given the record of its policy and the uncertainties connected with a radical policy change, this proposal came at least somewhat surprisingly. Nevertheless, it caused the leading economist of the bank to write a detailed defence of the quantity orientation. 7 While, with the introduction of the euro, the discussion has lost its relevance for German monetary policy, this issue might be taken up again with respect to the policy of the European Central Bank (ECB), despite the fact that the latter is following a somewhat different`two-pillared' strategy. 8 But before a policy which intends to influence the interest rate spread is implemented, three separate questions should be answered positively:
(i) Is the interest rate spread really a good predictor of real economic activity, and a better one than, for example, the change in the real quantity of money? This presupposes that the relationship between the term structure and future income has a similar lead and is more stable over time than the one between money and income, however stable or unstable the latter 7. See Issing (1994) , but also Hesse and Roth (1992) . Issing and Hesse were both members of thè Zentralbankrat', the Board of the German Bundesbank. 8.
For the policy of the ECB see ECB (1999) or Issing (1999 Issing ( , 2000 . might be. Despite the evidence mentioned above, this is still debatable. Contrary to the evidence presented in Friedman and Kuttner (1992) , thè tests' presented in most other papers are not comparative and are not very strong. More importantly, there are only few comparisons made with other monetary indicators. 9 (ii) Is the term structure just an indicator of monetary policy, or can the central bank directly manipulate it? The latter would imply that it can manipulate both interest rates independently, i.e. that it has an influence on the long-run rate which is independent from its influence on the short-run rate. This has to hold not only in the short run, but also in the long run. Many would deny this possibility; it is at least highly questionable. 10 (iii) If conditions (i) and (ii) hold, is the Lucas critique irrelevant for the relation between the term structure and income? There are two aspects. First, has the same spread the same effect on real activity, regardless of whether interest rates are high or low? It certainly has a different effect on nominal activity. And second, is this relationship still stable when the central bank tries to exploit it? Whereas Friedman and Kuttner (1992, p. 491) , despite their quite significant results, see this as doubtful and, therefore, are not prepared to give strong policy recommendations, the proposal by Gebauer (1994) has to assume such a stability if it is to make sense.
In this paper, using data for the Federal Republic of Germany from 1970 to 1999 we are only concerned with the first question. Taking standard economic wisdom and empirical evidence collected so far, this is the question which is most likely to be answered positively out of all three. However, if it is to be negated, detailed answers to the second and third questions become redundant, at least with respect to monetary policy. Moreover, if this question is denied for Germany, then there is another good reason (besides all the others already mentioned in the literature) that the ECB should follow the example of the Deutsche Bundesbank in its monetary policy (or at least not try to directly influence the term structure). Like Friedman and Kuttner (1992) did for the US, we look at the performance of a variety of monetary indicators, and not only the term structure, as most of the papers about Germany did. 11 Moreover, we explicitly take into account the time-series structure of the data. However, the main difference to the earlier papers about Germany is that we evaluate the performance of the different 9.
See, e.g., Davis and Henry (1994) or Ragnitz (1994) . 10. Hassler and Nautz (1998) who investigate this question come to the conclusion that such a policy`has not much chance of success' (p. S.214). For the indicator properties and their role in the future policy of the European Central Bank see also Estrella and Mishkin (1997a) . 11. Sauer and Scheide (1995) also use monetary aggregates besides the interest rate spread, but by using all (up to three) lags of the explanatory variables they are unable to conclude whether these variables can be used as predictors over a horizon of four quarters or more. However, as is shown below, the optimal time horizon of forecasts is four quarters for most monetary aggregates. Thus, their results are hardly relevant for our discussion.
indicators by comparing out-of-sample forecasts and not only (within-sample) goodness-of-fit tests. 12 On theoretical grounds, Granger (1980) has pointed out that there can be remarkable differences between the results of within-sample and out-of-sample tests; and in a study about German economic forecasts Kirchga Èssner (1984) has shown that the evaluation of such forecasts is strongly dependent upon whether one uses within-or out-of-sample tests: rejection of efficiency which seems to be supported by the results of goodness-of-fit tests is no longer possible once we use out-of-sample tests. The variable to be forecasted is the most prominent indicator of real economic activity, the growth rate of real GDP. Monetary indicators are the real monetary aggregates M1, M2 and M3, long-and short-run interest rates, and two spreads, between interest rates for public and private bonds and between the long-and short-run interest rates. The results for M3 might be especially interesting because the Bundesbank has used M3 as its intermediate target since 1988.
In Section 2, the data and their time-series properties are described. We perform tests for unit roots, cointegration and Granger causality. Section 3 shows the results of goodness-of-fit tests for the various monetary indicators, while in Section 4 the results of out-of-sample tests are presented. These results are in contrast to most previous results regarding Germany: the interest rate spread is not an exceptionally reliable leading indicator for real economic development. This also holds for the period after the unification. Section 5 presents comparisons with the predictions which the group of five (six) German economic research institutes regularly produces every spring and autumn. It shows that these forecasts could have been improved considerably by taking into account the effects of monetary policy as measured by several indicators, but not by the spread. Considering these results, in Section 6 we conclude that there might be some reasons for the institutes to revise their forecast procedures, but not for criticizing the Bundesbank because of its quantity-oriented monetary policy.
THE DATA
For real GDP and for the monetary aggregates we use seasonally unadjusted quarterly data from 1970 to 1999. 13 To get real monetary aggregates we used the (implicit) GDP deflator. For all these variables, we employ logarithmic values (ln(Á)), and we use the growth rates compared to the same quarter of the preceding year (Á 4 ). From a statistical point of view, if the data are not 12.
Out-of-sample forecasts for the Federal Republic of Germany are also presented by Harvey (1991) , but he uses only seven (!) observations. For a critique see Hagen and Kirchga Èssner (1996) . Some additional out-of-sample forecasts but only with spread variables and only for the period from 1986 to 1992 are evaluated by Davis and Fagan (1997) . They find poor outof-sample forecasting performance. However, one reason for this might be that this period includes the structural break of the German unification.
13.
Description and sources of the data are given in the Appendix. seasonally integrated one might prefer to use growth rates from quarter to quarter and to model the seasonal structure explicitly. However, in Germany the politically relevant variables which are used in the public discussions (and are also published in the official statistics) are always the growth rates in relation to the same period one year earlier. Thus, despite possible statistical difficulties we have to use these growth rates, if we intend to derive politically relevant results. For the short-run interest rate, we use the three-month money market rate (GSR) and the daily rate (GDR) in Frankfurt, for the long-run rate the current yield (`Umlaufsrendite', GLR) of long-term bonds. Because there were regime shifts at the beginning of the 1970s with the abolition of the fixed exchange rate with the US dollar and in 1990 with German unification, we use only the period from 1970 to 1989 to investigate the time-series properties.
To perform the same tests as Friedman and Kuttner (1992) did for the US, we need interest rates of the same maturity for assets issued by private and government agencies. Contrary to the US, however, for Germany such data are not available for money market rates. Therefore, in addition to the weighted interest rate of all long-term bonds (GLR) we use long-term rates for publicly (GLR o ) and privately (GLR p ) issued bonds.
The results of augmented Dickey±Fuller tests for stationarity are given in Table 1 . 14 The lag length has been determined by the AIC2 criterion proposed by Pantula et al. (1994) , i.e. we looked for the minimum of the Akaike criterion and added two lags. Both test procedures lead essentially to the same results. The growth rates of real GDP and of all monetary aggregates are stationary. The same holds for the two short-run interest rates (at least at the 10 percent level) and the interest rate spreads (GLR ± GSR, GLR ± GDR, and GLR o ± GLR p ). If these variables are stationary, despite the lacking significance the long-run interest rates (GLR, GLR o , GLR p ) also have to be stationary. Thus, we assume all interest rates to be stationary.
If all growth rates are I(0), the levels of real GDP and real money which are I(1) might be cointegrated. To check for this possibility we performed Johansen cointegration tests for (the logarithms of) real GDP versus the three real monetary aggregates. We always used five lags. The results for the first eigenvalues are given in Table 2 . For the maximum eigenvalue as well as the trace statistic, the null hypothesis of no cointegrating relation can be rejected for M1 and M3 at the 5 per cent level, but for M2 at no conventional significance level. 15 The estimated coefficients of the long-run relations differ,
14.
All calculations except those for the cointegration tests have been performed by TSP, Version 4.3, the cointegration tests by PcFiml 8.0. If we employ the Phillips±Perron zstatistic instead we get the same results for the significances.
15.
The same holds if we apply the small sample correction proposed by Reimers (1992) . Using the Schwarz as well as the Hannan±Quinn criterion, the optimal lag length was always k 5.
The results are quite insensitive to the number of lags used. If we use two or nine lags instead, we get results which indicate cointegration between real GDP and real M1 and M3 at a significance level of at least 5 per cent. Moreover, if we include seasonal dummies, we still find significant cointegration at least at the 10 per cent level.
however, in all cases quite considerably from 1.0, the value which is to be expected on the basis of the quantity theory. Whatever the reason for this difference between theoretically expected and empirically estimated values might be, it does not necessarily have a negative impact on the forecast properties of the growth rate of real money, while the significant results of the cointegration tests clearly recommend that lagged levels should be included in the forecasting equations. If a variable is to be of any use for making predictions about future GDP, there should be a simple Granger causal relation between this variable and real GDP. Therefore, we finally tested for Granger causality, employing the direct 
Notes: k is the maximum lag, r the estimated coefficient of the lagged level and t the value of the tstatistic for H 0 : r 1. (*), * or ** shows that the null hypothesis of a unit root can be rejected at the 10, 5 or 1 per cent significance level, respectively. Granger procedure proposed by Sargent (1976) , and we always used four lags. We performed F-tests for simple causal relations from the monetary indicators to real GDP FX 3 Y, for reverse causation FX 2 Y, and for instantaneous relations between the variables considered FX À Y. As (the logarithms of) real GDP and M1 or M3, respectively, are cointegrated, in performing Granger causality tests we included the four periods lagged error correction terms between money and income into the test equations. To calculate these terms, we used the coefficients of the maximum likelihood procedure given in Table  2 . 16 According to the results given in Table 3 , the spread between the interest rates of public and private bonds is independent of real GDP growth, while the term structure, between a long and a short rate, is Granger causal to it. However, even the latter never has a special predictive value: it is clearly outperformed by the short-run interest rates and by real M1 and M3. Thus, these variables seem to be a better predictor of real GDP than the interest rate spreads. Reverse causation does not seem to exist, which seems to imply, perhaps somewhat surprisingly, that real economic development has no (significant) influence on the Bundesbank policy, that it is not an argument in its reaction function, respectively. It might be, however, consistent with a policy only directed towards price stability. Finally, instantaneous relations do not seem to exist either.
16.
As the dependent variable for the Granger causality tests are, in these cases, differences of fourth-order, the corresponding levels have to be fourth-order moving averages, i.e. we first have to transform the levels with the filter (1 L L 2 L 3 ). Notes: (*), *, ** or *** show that the null hypothesis of non-causality can be rejected at the 10, 5, 1, or 0.1 per cent significance level, respectively.
GOODNESS-OF-FIT TESTS
To further investigate the predictive quality of the different indicators, we estimated the following equation:
with Y being real GDP growth, to find the optimal prediction horizon k*. As explanatory variables X i , i 1, F F F, 4, we not only used the spreads and the different monetary aggregates, but also the individual interest rates and the long-and short-run rates together. Moreover, taking the cointegration results of Table 2 into account, we also included the k-periods lagged (logarithmic) levels of the dependent and the explanatory variables. As long as only one explanatory variable was included, k* is the lag with the highest value of the tstatistic. In those cases where we used two or three explanatory variables, we chose k* according to the maximum value of the likelihood ratio test for all two or three variables together. Finally, to check whether there is a structural break between the 1970s and the 1980s we used a Chow test to compare the results for these two subperiods.
As simple preliminary OLS regressions show, the optimal lag to predict real GDP growth is k* 4 for the term structure and for all interest rates separately. This corresponds to the earlier results of Hesse and Roth (1992) and Langfeld (1994) . Moreover, because the Bundesbank uses a one-year perspective when determining its monetary policy, this is also the lag which is politically most relevant. 17 Thus, we present the regression results for all indicators with k 4.
As we use growth rates compared to the same quarter of the preceding year, the dependent variable as well as the lagged endogenous variable is a thirdorder moving average on the underlying quarter-to-quarter changes. Moreover, because we look at four-step-ahead predictions, there is another MA(3) component in the residuals. Thus, the residuals might follow an MA-process up to the order of six. The equations for the optimal predictions can nevertheless be estimated with OLS, despite the fact that the`true' parameters might be inconsistently estimated because of a correlation between the lagged endogenous variable and the error term. For a prediction to be unbiased and ± given the available information ± even to be optimal in the sense that the prediction error is minimized it is only necessary that the estimated residuals are orthogonal to the explanatory variables. This is just what OLS ensures. On the other hand, to test whether the inclusion of a certain variable into the forecasting equation significantly reduces the forecast error, in calculating the variances the structure of the error term has to be taken into account. Thus, to 17.
See, e.g., Herrmann et al. (1994) .
ß Verein fu È r Socialpolitik and Blackwell Publishers Ltd 2001 derive valid t-statistics, we performed OLS estimates for the parameters and GMM estimates for the variances. 18 The results are given in Table 4a . We get by far the best result with the maximum of the adjusted R 2 and the minimum of the Schwarz criterion for real M1, taking into account the cointegration between real M1 and real GDP. 19 With respect to single variables, the daily rate performs best, but the threemonth rate and the growth rate of real M1 also perform quite well. The differences between these three variables are rather small. On the other hand, M2 seems to have no predictive value at all. The same holds for the spread between public and private bonds. Thus, we can eliminate these variables from further considerations.
The term structure also seems to work quite well. However, if we include the long-run and short-run rates separately, only the short-run rate is significant, whereas the coefficient of the long-run rate in one case even gets the`wrong' sign. Therefore, it does not make much sense to include the long-run as well as the short-run rate. If we include the single interest rates separately, all are highly significant, but the short-run rates clearly outperform the long-run rate, and they work considerably better than the spread. 20 Thus, the short-run rates and not the spread variables are the best interest rate indicators, but all are still outperformed by real M1, as long as the cointegrating relation is taken into account. 21 If both the short-run interest rates as well as the growth rate of real money have predictive power for real GDP, it seems natural to combine those indicators to test whether the predictive power can be improved further. We have performed such regressions for the two spreads as well as the three single interest rates on the one side, and the three monetary aggregates, with and without the lagged levels, on the other side. The M2 variables have never been significant when included alongside any of the interest rate variables. Moreover, besides M1 and M3 the two spread variables never proved to be significant. Therefore, in Table 4b we only present the results for M1 and M3 on the one side and the three single interest rates on the other side.
In all but one equation, the interest rate variable is significantly different from zero at least at the 10 per cent level. Moreover, measured by the adjusted correlation coefficient as well as the Schwarz criterion the quality of the equations is in all cases improved. The`best' equation is the one where the long-run rate is included together with the growth rate of M1, taking cointegration into account. 22 Thus, the long-run interest rate (and to a lesser 18.
This corresponds to the correction proposed by Newey and West (1987) . See the description of the GMM procedure in TSP.
19.
For the t-tests of the coefficients of the lagged levels we used the critical values given by Banerjee et al. (1998, p. 276 ).
20.
The same result is reported in Ragnitz (1994) .
21.
This is in line with results derived by Davis and Fagan (1995) for the European Union.
22.
This holds despite the fact that ± using the critical values given by Banerjee et al. (1998) ± the coefficients of the lagged levels are not significantly different from zero. Notes: The numbers in parentheses are the absolute values of the estimated t-statistics. (*), *, ** or *** denote significance of the estimated coefficients or show that the null hypothesis of no structural break at the end of the 1970s can be rejected at the 10, 5, 1 or 0.1 per cent significance level, respectively. SC is the value of the Schwarz information criterion.
ß Verein fu È r Socialpolitik and Blackwell Publishers Ltd 2001 extent, the short-run rates as well) seems to contain information which is not included in M1, and it might be possible to exploit this information for predictive purposes. On the other side, the inclusion of M3 does not seem to improve the equations of the interest rates to a large extent: none of the nine estimated coefficients of M3 is significantly different from zero even at the 10 per cent level.
The results of the Chow tests present strong evidence that there was a structural break in the forecasting relations of the interest rate variables, but Notes: The numbers in parentheses are the absolute values of the estimated t-statistics. (*), *, ** or *** denote significance of the estimated coefficients or show that the null hypothesis of nonstructural break at the end of the 1970s can be rejected at the 10, 5, 1 or 0.1 per cent significance level, respectively. SC is the value of the Schwarz information criterion. not necessarily of real money. For real M1, the test indicates significance only at the 10 per cent level and, if we include the lagged levels, at no conventional significance level. Thus, there is strong evidence that the relation between interest rates and real growth differs between the 1970s and the 1980s, whereas the relation between money and real growth might have been stable. 23 To get more information about the differences between the two decades we estimated the most important equations for the two decades separately, i.e. for the two spreads, the two short-run rates, and for real M1 with and without the lagged levels. We also estimated these equations for the 1990s. However, the immediate development after unification with its boom in the West and the breakdown of production in the East can hardly be explained by monetary developments. Thus, we can estimate the equations only for the period from 3/ 1992 onwards, which, until the end of our observation period, 4/1999, leaves us with only 30 observations. But this should be enough to draw some conclusions
The results are given in Table 4c . There is one clear result which holds for all three decades: the spread is always dominated by the single short-run interest rates, and the results for these two variables are always quite close. With respect to all other results there are, however, considerable differences between the three decades. The two spreads have some predictive power in the 1970s, which is increased during the 1980s, but it nearly vanishes in the 1990s. Real M1 has a slightly smaller impact than the single interest rates in the 1970s, it is dominated not only by the short-run rates but also by the two spreads in the 1980s, but it clearly dominates all other variables in the 1990s. If we include the lagged levels, real M1 performs best of all indicators during the 1970s. However, in the 1980s and 1990s the lagged levels no longer prove to be significant. Thus, the influence of the interest rate indicators experienced an inverse U-shaped development over time, their impact increased from the 1970s to the 1980s, but was strongly reduced in the 1990s. This holds in absolute terms as well as compared to the influence of the growth rate of real M1.
The results in Tables 4a to 4c exhibit some clear differences to the results for the US derived by Friedman and Kuttner (1992) . First of all, in Germany the spread between public and private bonds has no predictive power at all, whereas in the US the spread between the commercial paper rate and the Treasury bill rate contains significant information about future movements in real GDP. Of course, we employ capital market rates while Friedman and Kuttner (1992) use money market rates, and the maturities differ quite substantially. Nevertheless, if the risk between publicly and privately issued assets differs and if this difference has predictive quality for real economic 23.
This seems to contradict the result of Estrella and Mishkin (1997b) , who showed that after 1979 in Germany the relation between M3 and real growth vanished. However, this is not really comparable with our result because first we use real and not nominal money growth and second these authors looked only at M3 but not at M1. Notes: The numbers in parentheses are the absolute values of the estimated t-statistics. (*), *, ** or *** denote significance of the estimated coefficients or show that the null hypothesis of nonstructural break at the end of the 1970s can be rejected at the 10, 5, 1 or 0.1 per cent significance level, respectively. SC is the value of the Schwarz information criterion. development, this should be effective in both kinds of data. Second, whereas in the US, M1 has lost its predictive power after the 1970s, in Germany it seems to be still maintained, and it improved in the 1990s. And while interest rate variables have gained importance in both countries in the 1980s compared to the 1970s, in Germany the short-run interest rate is by far the most informative interest rate predictor for real GDP, and not the spread, as in the US. Thus, the possibilities for monetary policy seem to have developed quite differently in the US and Germany during this period. Taking all results together, the goodness-of-fit tests do not indicate a special role for the interest rate spread as four-quarters-ahead predictor of real economic developments in Germany. However, as already mentioned in the Introduction, such within-sample tests are only of limited value in evaluating the forecasting performance of economic indicators. Therefore, in the next section we evaluate out-of-sample forecasts.
OUT-OF-SAMPLE FORECASTS
Taking into account the argument by Friedman and Kuttner (1992) for the US, and by Estrella and Mishkin (1997b) for Germany, that there has been a structural break between the 1970s and the 1980s and taking also into consideration the results of the Chow tests presented above, we first concentrated our analysis on the 1980s, i.e. we generated four-quarters-ahead out-of-sample forecasts for the 40 quarters from 1/1980 to 4/1989. To estimate equation (1) we always used 50 observations. For example, we estimated this equation over the period from 4/1966 to 1/1979 and made a (four-quartersahead) forecast for 1/1980, re-estimated the equation over the period from 1/ 1967 to 2/1979 and made a forecast for 2/1980, etc. As indicators, we used the same variables as above, but owing to the poor results we dropped M2 and the spread between the interest rates of public and private bonds, and we did not include the long-run in addition to the short-run interest rate. Moreover, because the differences between the results for the different bond rates reported in Table 4a are small, in the following we only used the general rate (GLR). This is also the one which is commonly used in Germany. As a benchmark, we constructed purely autoregressive forecasts where we solely included the four periods lagged value of the dependent variable. 24 For these forecasts, we calculated the usual performance measures, the squared correlation coefficient between the actual and predicted values (R 2 ), the 24.
An alternative is to estimate a general autoregressive model and then to construct fourperiods-ahead forecasts. To select the optimal lag structure, we estimated such a model over the period from 1970 to 1989. The Akaike criterion as well as the Schwarz criterion showed an optimal lag length of one period (quarter). Thus, for a four-step forecast only the four periods lagged variable is relevant. Thus, one can also directly regress the dependent variable on its four periods lagged value, as we did.
root-mean-squared-error (RMSE), the mean error (ME), the mean absolute error (MAE), Theil's inequality coefficient (U) and the regression coefficient of actual on predicted values (). For this coefficient we also estimated GMM standard errors.
The results are given in Table 5 . The forecasts which perform best with respect to a certain criterion are marked by an asterisk (*). For the regression coefficient of actual on predicted values, we evaluate the distance between its value and the theoretically expected value of 1.0. As can be seen, the daily interest rate performs best. It has the smallest RMSE, MAE and U, as well as the largest R 2 of all forecasts which use only one variable as indicator. The threemonth rate comes very close. With respect to these four indicators, the two short-run rates clearly outperform the two spreads, but also real money. But while real M1 still has some predictive quality, real M3 does not, thus corroborating the results of Estrella and Mishkin (1997b) . The combinations of Notes: The numbers in parentheses are the estimated standard errors. * denotes the optimal value with respect to this criterion.
the two short-run rates with real M1 with or without lagged levels perform with respect so some criteria better, with respect to other criteria worse than the forecasts based on the spreads. With respect to most indicators the performance is considerably worse than those based on the two short-run rates. Thus, there seems to be no rationale to include real money along with interest rates into the forecast equations. The superiority of the short rate over the term-structure-based forecasts is reflected in the corrected multiple correlation coefficients of the equations employed for these forecasts. Figure 2 shows the development over time of the R 2 for the three equations using the spread, the (three months) short-run rate and real M1 (including the lagged levels). 25 For both forecasts which are based on interest rates we observe an increase in predictive power over time, but the R 2 of the spread equations is always dominated by the one of the short-run rate. The picture is somewhat different for real M1. Its maximum R 2 was found in the first half of the 1980s with some decline in their second half. At the end of the 1980s it is outperformed by both interest rate variables. The same development is reflected in the t-statistics presented in Figure 3 . 26 Over the whole period, the spread is outperformed by the short-run rate. During most of the 1980s, M1 performs at least better than the spread. This is In Figures 2 and 3 , the values for time period t, t 1/1980, . . ., 4/1989, are those of the rolling regressions over the period from tÀ54 to tÀ4 which have been used to construct the prediction for time period t.
26.
To make useful comparisons, we plotted the t-value for M1 from the equation without the lagged levels. Thus, we have the same other variables in all three equations compared. According to the results in Table 5 , this underestimates the impact of M1.
ß Verein fu È r Socialpolitik and Blackwell Publishers Ltd 2001 contrary to the US experience. However, at the end of the 1980s, M1 is again outperformed by both interest rate variables.
Owing to the structural break and the short period since unification it is impossible to make ex-post predictions in the way we did for the period from 1975 to 1989. However, it is possible to estimate equation (1) for the period before unification, e.g., from 1970 to 1989, and to use these estimates and the actual values of the variables at time t to make four-period-ahead forecasts and in this way to predict the development after unification. Excluding as above the transition period from 1990 to mid-1992, we calculated such forecasts for the period from 3/1992 onwards.
The results in Table 6 give strong support for the predictive quality of real money, as soon as we included the lagged levels. With respect to the most important criterion, the root mean squared error, as well as the mean absolute error and Theil's U the M1-based forecasts that account for the cointegrating relation perform best. On the other hand, the two spreads perform rather badly; they do not have any predictive power. The forecasts based only on a single interest rate perform better than those based on a spread, but considerably worse than those based on M1. The R 2 is highest for the combination of real M1 (with cointegration) with the long-run interest rate. However, with respect to the other criteria these forecasts perform considerably worse than the ones based solely on M1. Finally, the predictions based on M3 (with or without cointegration) also perform rather badly.
Thus, the predictive performance of the term structure is even worse for this period than for the time before 1990. On the other hand, the growth rate of M1 together with the lagged levels of M1 and real GDP seems to be the best choice for an equation with predictive quality. This is just the opposite of what we saw in the 1980s, where predictions based on M1 were outperformed by those based on single (short-run) interest rates. In addition, there is nothing in post-1990 experience which would contradict the conclusions from the previous period concerning the comparatively poor forecasting quality of the term structure.
COMPARISON WITH FORECASTS OF THE GROUP OF GERMAN ECONOMIC RESEARCH INSTITUTES
The last question to be investigated is the proposition of Harvey (1991) that forecasts based solely on the term structure outperform the common forecasts (Gemeinschaftsprognosen) of the group of five major economic research institutes of the Federal Republic of Germany. Since the mid-1960s, this group has regularly published reports every spring and autumn on the national and international economic developments. 27 These reports contain forecasts for the future development of many important macroeconomic variables of the Federal Republic. There are annual forecasts for the current and, in the autumn reports, also for the following year, and semi-annual forecasts for the current, the following and, in the autumn reports, also for the next to the following half-year. For comparison, here we only use the semi-annual predictions for the following half-year to have enough observations to draw serious statistical conclusions, and only the forecast of the growth rate of real GDP (GNP). For these series, we calculated two-period-ahead ex-post forecasts, again using rolling regressions.
Even if the forecasts of the institutes are better than those based on the term structure, it might nevertheless be the case that the latter contain information which was not exploited by the forecasts of the institutes. Thus, we will perform tests of efficiency of these forecasts which compare the information contained therein. Moreover, as the term structure forecasts are outperformed by other forecasts based on monetary indicators, we compare the forecasts of the institutes also with the other forecasts constructed above. But, because the forecasts based on combinations of monetary indicators did not perform better than those based on single indicators, we only look at the latter ones.
Up to 1992 the forecasts of the institutes were about GNP and not GDP. Thus, we could not use the forecasts constructed for the evaluations in Table 5 but had to build additional ones for GNP. To do so, we used the monetary variables which were actually available when the forecasts of the institutes were published, e.g. for the forecast of the first half-year which was published in October of the preceding year, we used the interest rates of the third quarter in this year.
When comparing these predictions, one problem arises: which realized values should be used? If we think of our forecasts as predictions over one year, the realized values should be the ones published one year later by the official statistics (which were available for the institutes). However, for constructing the forecasts based on the monetary indicators, we used the corrected (final) values of real GNP which were published, for some periods, only many years later. Thus, whatever series we use, the results are biased in favour of some of the forecast series. To be`fair' with the institutes, our choice for realized values was to use the data which were available when the institutes made their predictions.
First, we look at the usual evaluation criteria. As the data are now biannual, to have not too few observations we consider the period 1/1975 to 2/1989. The results are given in Table 7 . With respect to most criteria the forecasts of the institutes are clearly better than those based on the term structure. However,
27.
Members of this group who make the predictions are: while those based on real M3 are clearly worse, the forecasts based on real M1 and on the two short-run interest rates are clearly better than those of the institutes. Thus, the forecasts of the institutes did not seem to incorporate all available information about the monetary policy of the Bundesbank. The regression coefficients of actual on predicted values and the corresponding standard deviations can be used to perform tests for consistency by regressing the realized on the predicted values. 28 The forecasts are consistent and ± at least in this respect ± weakly rational if the null hypothesis H 0 : 1 holds. Moreover, to contain significant information, the alternative null hypothesis H 0 : 0 has to be rejected as well. The results presented in Table 7 show that consistency can be rejected neither for the forecasts of the institutes nor for those based on the interest rates; it can only be rejected for those based on M1, if the cointegrating relation is taken into account. 29 The alternative hypothesis H 0 : 0 has to be rejected for all series except those based on M3.
Tests for efficiency or for strong rationality, respectively, are always restricted to a specific set of information. A seemingly obvious way to do so is to include the relevant variables directly into the regression of the actual on the predicted values and to check whether their coefficients will be significantly different Notes: The numbers in parentheses are the estimated standard errors. * denotes the optimal value with respect to this criterion.
28.
As these are two-step predictions, we again use GMM to calculate the standard errors.
29.
For additional tests on the weak rationality of these forecasts see Kirchga Èssner (1993) .
ß Verein fu È r Socialpolitik and Blackwell Publishers Ltd 2001 from zero. However, this (often used) approach implicitly assumes that the forecasters had all information over the whole observation period already at the beginning of this period. Thus, this procedure is biased against the forecasts which are tested. The correct way is the recursive construction of forecasts which exploit the relevant information which was available when the actual forecasts (of the institutes) were published and to include both forecasts into the test equation:
Á 2 lnGNP rYt 0 1 P IYtÀ2 Á 2 lnGNP rYt 2 P MYtÀ2 Á 2 lnGNP rYt 4 t 2
In this equation, P IYtÀ2 are the two-step predictions of the institutes and P MYtÀ2 those based on the monetary indicators.
In Kirchga Èssner (1984) , such tests were performed based on the lagged values of real GNP. There the efficiency of the real GNP forecasts of the institutes could not be rejected. Of course, to use the information contained in lagged values of the variable which is to be predicted is an absolutely minimal requirement for efficiency. Thus, the tests performed using the monetary indicators are much stronger.
The results in Table 8 show that the forecasts based on the interest rate spreads do not contain information which is not already used by the institutes: the coefficients of 2 are not significantly different from zero (and the tstatistics are smaller than those for the institutes' forecasts). Thus, the results of Notes: The numbers in parentheses are the absolute values of the estimated t-statistics. (*), *, ** or *** denote significance of the estimated coefficients at the 10, 5, 1 or 0.1 per cent significance level, respectively. Harvey (1991) which point in the other direction may be counted as a statistical artefact, caused perhaps by the extremely small number of observations. 30 However, the picture changes dramatically if we look at the forecasts based on the two short-run interest rates or on real M1. In all four cases, these forecasts do not only contain information which is not considered in the institutes' forecasts, but the latter forecasts do not contain any information which is not contained in the former ones. Thus, even if the term structure does not work, it remains true that very simple forecasts based on publicly available monetary indicators like the German three-month money market rate would not only have been more precise than the forecasts of the five institutes, but also would have been efficient compared to these forecasts. Even taking into account that the institutes produce forecasts of other macroeconomic variables as well, given the high costs to generate thesè common forecasts' this is (at least) somewhat surprising.
SUMMARY AND CONCLUDING REMARKS
In the Federal Republic of Germany, the situation seems to be somewhat different from the US as described by Friedman and Kuttner (1992) . Throughout the 1980s, for four-quarter-ahead forecasts of real GDP, shortrun interest rates could be used to construct forecasts which were clearly better than those based on interest rate spreads or on real M1. For the period since 1992, however, forecasts based on real M1 outperform not only those based on interest rate spreads but also those based on single interest rates. Thus, while the predictive quality of real M1 might have deteriorated in the 1980s, it seems to have improved again in the 1990s. Even if we did not find very large differences, the results can differ considerably between within-sample tests of predictive quality and the evaluation of out-of-sample forecasts. Thus, the predictive quality of a model should always be checked using out-of-sample forecasts.
With respect to economic policy, our results provide some additional justification for the quantity-oriented monetary policy which was performed by the Deutsche Bundesbank. Given these results, one might question whether one should stick to M3 or switch to M1 as the main intermediate target of monetary policy. But as long as the main interest of monetary policy is price stability, our results which only look at the relation between real variables do not provide any answer to this question. Moreover, preliminary results show that the price development is generally better predicted using M2 or M3 than using M1. 31 For a feedback rule concerning real GDP, however, M1 might seem 30.
In addition, Harvey (1991) , who used annual data, presents some numbers, but not a single test to statistically validate his proposition. For a critical evaluation of the proposition using annual data see Hagen and Kirchga Èssner (1996) .
31.
See Kirchga Èssner and Savioz (1995) or Wolters (1998) .
to be the better choice. Of course, this presupposes that the Lucas critique does not hold for this relation, an assumption which is not tested in this paper. The message for the common forecasts of the five institutes is unambiguous: at least with respect to our observation period from 1975 to 1989 the impact of monetary policy on real GDP has been largely underestimated. This is not that surprising, at least during the 1970s when trust in the effectiveness of fiscal policy was still widespread and monetary aspects played only a minor role in most economic policy discussions. It will be the scope of a future study to check whether the institutes made better forecasts in the 1990s by giving more weight to monetary developments.
APPENDIX: DATA AND SOURCES
Income GDP Gross domestic product (real) GNP Gross national product (real) Source: Deutsches Institut fu È r Wirtschaftsforschung, Berlin, Viertelja Èhrliche Volkswirtschaftliche Gesamtrechnung, quarterly data, 1/1960±3/1998. 
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