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In this work, we consider inverse spectral problems for the Sturm–Liouville differential
operator on a d-star-type graph with standard matching conditions in the internal
vertex, where the integer d  2. By using the Yurko’s method (Yurko (2008) [27], Yurko
(2009) [28]) we show that
(1) if the potential function q j(x) on a ﬁxed edge e j is prescribed on the interval [π2 ,π ],
then the reciprocal of d of the spectrum suﬃces to determine q j(x) on the whole
interval [0,π ];
(2) the 2 over d of the spectrum suﬃces to determine q j(x) on a ﬁxed edge e j .
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
A quantum graph is a self-adjoint differential operator on a metric graph, i.e., the domain of the operator is a function
space, each element in the space satisfying certain boundary conditions at the vertices. Spectral and scattering properties
of Schrödinger operator in such structures attracted a considerable attention during past years. There exists an extensive
literature devoted to inverse spectral problems for ordinary differential operators on a ﬁnite interval; we mention only the
literature [2,4,6–12,16,20–22]. Recently, the spectral problems of quantum graphs have become a rapidly-developing ﬁeld
of mathematics and mathematical physics, and spectral properties of quantum graphs and different inverse problems have
been studied in both forward [13,17,24] and inverse [1,3,5,14,18,19,23,25–28], etc.
The aim of this work is to solve the inverse spectral problems for the Sturm–Liouville differential operator on a d-star-
type graph with standard matching conditions in the internal vertex. We study the inverse spectral problems of recovering
the potential on a ﬁxed edge e j from a given part of the spectrum provided that the potential is known a priori on all other
edges ek , k = 1,d \ { j}.
2. Main results
In this work, we consider the boundary-value problem for Schrödinger systems on a star-shaped graph consisting of d
segments of equal length π :
−y′′j + q j(x)y j = λy j, x ∈ (0,π), j = 1,2, . . . ,d; d 2, d ∈ N, (2.1)
which are subject to the boundary conditions
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at the pendant vertices 0, and
y1(π,λ) = y2(π,λ) = · · · = yd(π,λ), (2.3)
d∑
k=1
y′k(π,λ) = 0, (2.4)
at the central vertex π . In Eq. (2.1), q j are real-valued functions in L1[0,π ], j = 1,2, . . . ,d. Matching conditions (2.3) and
(2.4) are called the standard conditions. In electrical circuits, (2.3) and (2.4) express Kirchhoff’s law, and so on.
For convenience, we denote by A := A(q1, . . . ,qd;α1, . . . ,αd) the problem (2.1), (2.2), (2.3) and (2.4). For the self-adjoint
problem A, in [18,19], Pivovarchik gave the asymptotic expansion of eigenvalues and showed that there are d sequences of
eigenvalues which one sequence is simple while the others might not be. In [5], Cheng presented the sharper estimates of
eigenvalues for the problem A.
Lemma 2.1. (See [5].)
(1) When each αi = 0, there are d sequences of eigenvalues {λn,ν}n1 (ν = 1,2, . . . ,d) with asymptotics√
λn,1 =
(
n − 1
2
)
+ O (1/n), √λn,ν = n + O (1/n), ν = 2,3, . . . ,d.
(2) When each αi = 0, there are also d sequences of eigenvalues {λn,ν}n1 (ν = 1,2, . . . ,d) with asymptotics√
λn,1 = (n − 1) + O (1/n),
√
λn,ν =
(
n − 1
2
)
+ O (1/n), ν = 2,3, . . . ,d.
(3) When αi = 0, i = 1,2, . . . , T and αi = 0, i = T + 1, T + 2, . . . ,d, where 1  T  d − 1, there are d sequences of eigenvalues
{λn,ν}n1 (ν = 1,2, . . . ,d) with asymptotics√
λn,ν = n + (−1)
ν
π
arcsin
√
T
d
+ O (1/n), ν = 1,2;√
λn,ν = n + O (1/n), ν = 3,4, . . . , T + 1;√
λn,ν =
(
n − 1
2
)
+ O (1/n), ν = T + 2, T + 3, . . . ,d.
We consider a second boundary-value problem A˜ on a star-shaped graph:
−y′′j + q˜ j(x)y j = λy j, x ∈ (0,π), j = 1,2, . . . ,d; d 2, d ∈ N, (2.5)
which are subject to the boundary conditions
y j(0, λ) cos α˜ j + y′j(0, λ) sin α˜ j = 0, α˜ j ∈ [0,π), j = 1,2, . . . ,d, (2.6)
at the pendant vertices 0, and the same boundary conditions (2.3) and (2.4) at the central vertex π , where q˜ j(x) have the
same properties of q j(x), j = 1,2, . . . ,d. We agree that if a certain symbol δ denotes an object related to A, then δ˜ will
denote an analogous object related to A˜.
Denote by σi the spectrum of the boundary value problem{−y′′i + qi(x)yi = λyi, x ∈ (0,π),
yi(0, λ) cosαi + y′i(0, λ) sinαi = 0 = yi(π,λ).
Now we state the results of this work.
Fix j ∈ {1,2, . . . ,d}. Suppose that αk and qk(x) on (0,π) are known a priori for k ∈ {1,2, . . . ,d} \ { j}. We consider the
following inverse problem: how to construct α j and q j(x) on (0,π) from a part of the spectrum for the problem A.
Theorem 2.2. Fix j ∈ {1,2, . . . ,d}. Take a part of the spectrum for the problem A, Ω1 := {λn,1}n∈N such that σi ∩ Ω1 = ∅,
i = 1,d \ { j}. Suppose that αk = α˜k and qk(x) = q˜k(x) a.e. on (0,π) for k ∈ {1,2, . . . ,d} \ { j}, and q j(x) = q˜ j(x) a.e. on ( π2 ,π).
If Ω1 = Ω˜1 , then q j(x) = q˜ j(x) a.e. on (0,π) and α j = α˜ j .
Theorem 2.3. Fix j ∈ {1,2, . . . ,d}. Take a part of the spectrum for the problem A, Ω2 := {λn,1}n∈N ∪{λn,2}n∈N such that σi ∩Ω2 = ∅,
i = 1,d \ { j}. Suppose that αk = α˜k and qk(x) = q˜k(x) a.e. on (0,π) for k ∈ {1,2, . . . ,d} \ { j}. If Ω2 = Ω˜2 , then q j(x) = q˜ j(x) a.e. on
(0,π) and α j = α˜ j .
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Before proving the theorems we will mention some results which will be needed later.
Consider an arbitrary sequence {μn: n  1} of differential complex numbers satisfying |μn| → ∞. Deﬁne the counting
function
n(r) =
∑
|μn|r
1 for r > 0,
and the N-function
N(r) =
r∫
1
n(t)
t
dt.
Using the same method as in Lemma 4.2 [10] we get the following estimates for the N-function corresponding to a
spectrum sequence.
Lemma 3.1.
(1) When each αi = 0, there are d sequences of eigenvalues {λn,ν}n1 (ν = 1,2, . . . ,d) for the problem A. Then, as n → ∞, the
N-function corresponding to the set {±2√λn,1}
N(r) = r + O (1);
for a ﬁxed ν = 2,3, . . . ,d, the N-function corresponding to the set {±2√λn,ν}
N(r) = r + ln r + O (1).
(2) When each αi = 0, there are d sequences of eigenvalues {λn,ν}n1 (ν = 1,2, . . . ,d) for the problem A. The N-function for the set
{±2√λn,1}
N(r) = r + ln r + O (1);
for a ﬁxed ν = 2,3, . . . ,d, the N-function corresponding to the set {±2√λn,ν}
N(r) = r + O (1).
(3) When αi = 0, i = 1,2, . . . , T and αi = 0, i = T + 1, T + 2, . . . ,d, where 1  T  d − 1, there are d sequences of eigenvalues
{λn,ν}n1 (ν = 1,2, . . . ,d) for the problem A. The N-function for the set {±2
√
λn,ν}, ν = 1,2,
N(r) = r + O (1);
for a ﬁxed ν = 3,4, . . . , T + 1, the N-function for the set {±2√λn,ν}
N(r) = r − ln r + O (1);
for a ﬁxed ν = T + 2, T + 3, . . . ,d, the N-function for the set {±2√λn,ν}
N(r) = r + O (1).
Recall the following classical closedness test of Levinson:
Lemma 3.2. (See [15].) Let 0 a < π , 1 p < ∞, 1p + 1p′ = 1. If
limsup
r→∞
[
N(r) − 2(1− a/π)r + 1/p′ ln r]> −∞,
then the system {eiμnx: n 1} is closed in Lp(a − π,π − a).
The following is a connection between the closedness of exponential systems and that of cosine systems.
Lemma 3.3. (See [10].) Let zn, n 1, be arbitrary differential complex numbers and let d > 0, 1 p ∞. The system {cos znx: n 1}
is closed in Lp(0,d) if and only if the system {e±iznx: n 1} is closed in Lp(−d,d). If in the case zn = 0, the 1 and x are chosen instead
of e±iznx.
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N(r) − r + 1
2
ln r =
⎧⎪⎪⎨⎪⎪⎩
1
2 ln r + O (1) for each αi = 0 and ν = 1;
3
2 ln r + O (1) for each αi = 0 and ν = 1;
1
2 ln r + O (1) for others and ν = 1.
Thus, the following inequality holds
limsup
r→∞
[
N(r) − r + 1
2
ln r
]
> −∞.
Thus, using Lemmas 3.2 and 3.3 and taking a = π/2 and p = 2 we obtain the following lemma.
Lemma 3.4. For the sequence {λn,1}n1 . The system {cos(2
√
λn,1x): n 1} is closed in L2(0,π/2).
Similarly, from Lemma 3.1, the corresponding function N(r) to the sequence {±2√λn: λn ∈ Ω2} deﬁned in Theorem 2.3
satisﬁes
N(r) − 2r + 1
2
ln r =
⎧⎪⎪⎨⎪⎪⎩
3
2 ln r + O (1) for each αi = 0 and Ω2 = {λn,1}n1 ∪ {λn,2}n1;
3
2 ln r + O (1) for each αi = 0 and Ω2 = {λn,1}n1 ∪ {λn,2}n1;
1
2 ln r + O (1) for others and Ω2 = {λn,1}n1 ∪ {λn,2}n1.
Thus, the following inequality holds
limsup
r→∞
[
N(r) − 2r + 1
2
ln r
]
> −∞.
Thus, using Lemmas 3.2 and 3.3 and taking a = 0 and p = 2 we obtain the following lemma.
Lemma 3.5. For the set Ω2 deﬁned in Theorem 2.3. Then the system {cos(2√λnx): λn ∈ Ω2} is closed in L2(0,π).
Next, we consider the initial-value problems:
−ϕ′′j + q j(x)ϕ j = λϕ j, ϕ j(0, λ) = sinα j, ϕ′j(0, λ) = − cosα j (3.1)
and
−ϕ˜′′j + q˜ j(x)ϕ˜ j = λϕ˜ j, ϕ˜ j(0, λ) = sin α˜ j, ϕ˜′j(0, λ) = − cos α˜ j. (3.2)
Note that ϕ j (ϕ˜ j) satisfy (2.2), (2.6).
It can be shown [6,9] that there exists a kernel K j(x, t), continuous on [0,π ] × [0,π ] such that every solution of (3.1)
can be expressed in the form
ϕ j(x, λ) = sinα j
[
cos(
√
λx) +
x∫
0
K j(x, t) cos(
√
λt)dt
]
(3.3)
for sinα j = 0 and
ϕ j(x, λ) = − sin(
√
λx)√
λ
− 1√
λ
x∫
0
K j(x, t) sin(
√
λt)dt (3.4)
for sinα j = 0.
The kernel K j(x, t) is obtained from the solution of a certain Goursat problem associated with the equation
∂2
∂x2
K j(x, t) − ∂
2
∂t2
K j(x, t) − q j(x)K j(x, t) = 0.
Results analogous to (3.3) hold for ϕ˜ j , the solution of (3.2), in terms of a kernel K˜ j(x, t), which have properties similar to
K j(x, t). It should be mentioned that K j(x, t), K˜ j(x, t) depend upon α j , α˜ j , respectively.
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For the case sinα j = 0 and sin α˜ j = 0, we obtain
ϕ jϕ˜ j = sinα j sin α˜ j2
[
1+ cos(2√λx) +
x∫
0
K˘ j(x, τ ) cos(2
√
λτ)dτ
]
, (3.5)
where
1
2
K˘ j(x, τ ) = K j(x, x− 2τ ) + K˜ j(x, x− 2τ ) +
x∫
−x+2τ
K j(x, s)K˜ j(x, s − 2τ )ds
+
x−2τ∫
−x
K j(x, s)K˜ j(x, s + 2τ )ds. (3.6)
For the case sinα j = 0 and sin α˜ j = 0, we obtain a similar formula
ϕ jϕ˜ j = 12λ
[
1+ cos(2√λx) +
x∫
0
K˘ j(x, τ ) cos(2
√
λτ)dτ
]
. (3.7)
For the case sinα j = 0 and sin α˜ j = 0 or sinα j = 0 and sin α˜ j = 0, we have
ϕ jϕ˜ j = O
(
e2π |
√
λ|
√
λ
)
. (3.8)
In particular, when λ is real,
ϕ jϕ˜ j = O
(
1√
λ
)
. (3.9)
Now we can give the proofs of the theorems in this work.
Proof of Theorem 2.2. For a ﬁxed j ∈ {1,2, . . . ,d}. From (3.1) and (3.2) it follows that
π∫
0
Q j(x)ϕ j(x, λ)ϕ˜ j(x, λ)dx+ sin(α j − α˜ j) = ϕ′j(π,λ)ϕ˜ j(π,λ) − ϕ j(π,λ)ϕ˜′j(π,λ), (3.10)
where Q j(x) = q j(x) − q˜ j(x).
Let{−ϕ′′k (x, λ) + qk(x)ϕk(x, λ) = λϕk(x, λ),
ϕk(0, λ) = sinαk, ϕ′k(0, λ) = − cosαk
and {−ϕ˜′′k (x, λ) + q˜k(x)ϕ˜k(x, λ) = λϕ˜k(x, λ),
ϕ˜k(0, λ) = sin α˜k, ϕ˜′k(0, λ) = − cos α˜k,
then
ϕk(x, λ) = ϕ˜k(x, λ), k ∈ {1,2, . . . ,d} \ { j}, (3.11)
since αk = α˜k and qk(x) = q˜k(x) a.e. on (0,π) for k ∈ {1,2, . . . ,d} \ { j}.
Let
Y (x, λ) = {yi(x, λ)}i=1,d, yi(x, λ) = Ai(λ)ϕi(x, λ), (3.12)
where the functions Ai(λ) do not depend on x. Then the function Y (x, λ) satisﬁes (2.1) and (2.2). If λ∗ is an eigenvalue of
the problem A, then the corresponding eigenfunction has the form (3.12) with λ = λ∗ .
Since by the assumption σi ∩ Ω1 = ∅, i = 1,d \ { j}, it is obvious that ϕi(π,λn,1) = 0 for λn,1 ∈ Ω1, i = 1,d \ { j}.
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A1(λn,1)ϕ1(π,λn,1) = · · · = Ad(λn,1)ϕd(π,λn,1),
d∑
k=1
Ak(λn,1)ϕ
′
k(π,λn,1) = 0.
(3.13)
If for some an i ∈ {1,2, . . . ,d} \ { j}, there has Ai(λn,1) = 0, then Ak(λn,1) = 0 for k = 1,d \ { j} since (3.13) holds. Thus,
from (3.13) we have{ A j(λn,1)ϕ j(π,λn,1) = 0,
A j(λn,1)ϕ
′
j(π,λn,1) = 0,
which implies that A j(λn,1) = 0 or (ϕ j(π,λn,1),ϕ′j(π,λn,1)) = (0,0). This leads to Y (x, λn,1) ≡ 0. This situation is impossi-
ble.
Therefore, for all i ∈ {1,2, . . . ,d} \ { j}, there has Ai(λn,1) = 0, then Ak(λn,1) = 0 and ϕk(λn,1) = 0 for k = 1,d. Using the
boundary conditions (2.3) and (2.4) we can obtain
d∑
i=1
ϕ′i(π,λn,1)
ϕi(π,λn,1)
= 0,
d∑
i=1
ϕ˜′i (π,λn,1)
ϕ˜i(π,λn,1)
= 0, (3.14)
since
d∑
i=1
ϕ′i(π,λn,1)
ϕi(π,λn,1)
=
d∑
i=1
Ai(λn,1)ϕ′i(π,λn,1)
Ai(λn,1)ϕi(π,λn,1)
=
d∑
i=1
y′i(π,λn,1)
yi(π,λn,1)
= 1
y1(π,λn,1)
d∑
i=1
y′i(π,λn,1) = 0.
From (3.11) and (3.14) it follows that
ϕ′j(π,λn,1)
ϕ j(π,λn,1)
= ϕ˜
′
j(π,λn,1)
ϕ˜ j(π,λn,1)
, λn,1 ∈ Ω1. (3.15)
Using (3.10) and q j(x) = q˜ j(x) a.e. on (π/2,π) we obtain
π/2∫
0
Q j(x)ϕ j(x, λn,1)ϕ˜ j(x, λn,1)dx+ sin(α j − α˜ j) = 0, λn,1 ∈ Ω1. (3.16)
First, from (3.8) and (3.16) we shall see that both the case sinα j = 0 and sin α˜ j = 0, and the case sin α˜ j = 0 and sinα j = 0
are impossible. Next, we proceed with the proof of theorem in the case sinα j = 0 and sin α˜ j = 0. The other case is treated
similarly.
For the case sinα j = 0 and sin α˜ j = 0, there exists a bounded function K˘ j(x, t) (independent of λ) such that
ϕ jϕ˜ j = sinα j sin α˜ j2
[
1+ cos(2√λx) +
x∫
0
K˘ j(x, τ ) cos(2
√
λτ)dτ
]
. (3.17)
Substituting (3.17) into (3.16), it yields
2(cot α˜ j − cotα j) +
π/2∫
0
Q j(x)dx+
π/2∫
0
[
Q j(x) +
π/2∫
x
K˘ j(x, t)Q j(t)dt
]
cos(2
√
λn,1x)dx = 0.
Using the Riemann–Lebesgue Lemma, we obtain
2(cot α˜ j − cotα j) +
π/2∫
Q j(x)dx = 0 (3.18)
0
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π/2∫
0
[
Q j(x) +
π/2∫
x
K˘ j(x, t)Q j(t)dt
]
cos(2
√
λn,1x)dx = 0, (3.19)
and by Lemma 3.4: the system {cos(2√λn,1x): n 1} is closed in L2(0,π/2), consequently,
Q j(x) +
π/2∫
x
K˘ j(x, t)Q j(t)dt = 0 a.e. on (0,π/2). (3.20)
But this homogeneous Volterra integral equation has only the trivial solution, it follows that
Q j(x) = 0 a.e. on (0,π/2),
i.e.,
q j(x) = q˜ j(x) a.e. on (0,π/2).
From (3.18) and Q j(x) = 0, the equality α j = α˜ j becomes obvious. 
Proof of Theorem 2.3. For a ﬁxed j ∈ {1,2, . . . ,d}, we now only proceed with the proof of theorem in the case sinα j = 0
and sin α˜ j = 0. From the proof of Theorem 2.2, it follows that
2(cot α˜ j − cotα j) +
π∫
0
Q j(x)dx = 0 (3.21)
and for λn ∈ Ω2,
2(cot α˜ j − cotα j) +
π∫
0
[
Q j(x) +
π∫
x
K˘ j(x, t)Q j(t)dt
]
cos(2
√
λnx)dx = 0,
and by Lemma 3.5: the system {cos(2√λnx): λn ∈ Ω2} is closed in L2(0,π), consequently,
Q j(x) +
π∫
x
K˘ j(x, t)Q j(t)dt = 0 a.e. on (0,π).
But this homogeneous Volterra integral equation has only the trivial solution, it follows that
Q j(x) = 0 a.e. on (0,π),
i.e.,
q j(x) = q˜ j(x) a.e. on (0,π).
From (3.21) and Q j(x) = 0, the equality α j = α˜ j becomes obvious. 
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