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We argue that the traditional event-plane method, which is still widely used to analyze anisotropic
flow in ultrarelativistic heavy-ion collisions, should be abandoned because flow fluctuations intro-
duce an uncontrolled bias in the measurement. Instead, one should use an alternative, such as the
scalar-product method or cumulant method, which always measures an unambiguous property of
the underlying anisotropic flow and therefore eliminates this bias, and does so without any disad-
vantages. It is known that this correction is important for precision comparisons of traditional vn
measurements requiring better than a few percent accuracy. However, we show that it is absolutely
essential for correlations between different harmonics, such as those that have been recently mea-
sured by the ATLAS Collaboration, which can differ from the nominally-measured quantity by a
factor two or more. We also describe how, using the corrected analysis method, the information
from different subevents can be combined in order to optimize the precision of analyses.
I. INTRODUCTION
Anisotropic flow vn, in particular elliptic flow v2, is
one of the most important observables of ultrarelativis-
tic heavy-ion collisions [1–8]. It is therefore important
to devise the best possible methods to analyze it. A
good measurement should be reproducible; in particular,
it should be done in such a way that one can easily com-
pare results from different experiments, using different
detectors. For the sake of comparison with theory, an
ideal measurement is a well-defined quantity that corre-
sponds to a generic property of the system, closely related
to an interesting theoretical concept. Any such measure-
ment is superior to one that lacks these traits.
In this paper, we argue that the traditional event-plane
method [9], which is still used by most of the major ex-
perimental collaborations [7, 8, 10–12] does not satisfy
any of the above requirements defining a good measure-
ment. When the method was first developed, it was as-
sumed that event-by-event fluctuations in vn were neg-
ligible. However, it is now known that vn fluctuates
significantly within a class of events [13–15]. As a re-
sult, an event-plane measurement of vn yields an am-
biguous measure lying somewhere between the event-
averaged mean value 〈vn〉 and the root-mean-square
value 〈v2n〉1/2 [16, 17]. Where exactly depends on the
“resolution”, which strongly depends on the experimen-
tal setup. This means that, e.g., the same Pb-Pb colli-
sions at the LHC yield a systematically different value
of vn depending on whether they are analyzed by AL-
ICE, CMS or ATLAS, and that comparisons to earlier
measurements from lower energy collisions at RHIC are
ambiguous. The difference is typically of a few percent
for elliptic flow [17], but is larger for higher harmonics
like triangular flow v3 [15], which is solely due to fluctu-
ations.
Fortunately, there exist alternative analysis methods
that do not suffer from this ambiguity, such as the
two-particle cumulant method [18, 19] or a slight vari-
ant of the traditional event-plane method called the
scalar-product method introduced by the STAR collab-
oration [20]. These make for a superior measurement
because they consistently yield the rms value of vn,
while introducing no disadvantage compared to the tra-
ditional event-plane measurements. Supplemented by
higher order cumulant measurements, these make tradi-
tional event-plane measurements completely redundant,
as they contain no independent information about the
underlying flow.
Traditional event-plane analysis methods have also
been used to measure higher-order, mixed-harmonic cor-
relations [21–23]. These measurements also suffer from
similar biases as traditional event-plane vn measure-
ments, but in this case they are much larger [24], caus-
ing significant problems even for qualitative comparisons.
Fortunately, these problems can be repaired with a few
simple changes.
In Secs. II A and II B, we recall the principle of the tra-
ditional event-plane method and of its variant, the scalar-
product method. In Sec. II C, we show that the former
yields an ambiguous measurement in the presence of flow
fluctuations, while the latter yields an unambiguous re-
sult. These results are already known to experts [16]. For
purposes of illustration, we make several simplifications
compared to what is typically done in an experiment, and
in Sec. II D discuss these complications and why they do
not change the results. We also describe in Sec. II E
a new, systematic way of improving the accuracy of the
scalar-product method by combining reference flows from
“subevents”. In Sec. III, the discussion is extended to the
analysis of mixed correlations, where we show for the first
time that the ambiguity resulting from flow fluctuations
is much larger, and the proposed corrected procedure is
therefore critical.
II. MEASURING vn
The picture underlying anisotropic flow measurements
is that, if the system exhibits strong collective behavior
2(i.e., “flow”), particles in each event are emitted indepen-
dently according to an underlying one-particle probabil-
ity distribution [25]
2π
N
dN
dφ
= 1 + 2
∞∑
n=1
vn cosn(φ− Φn), (1)
where φ is the azimuthal direction of an emitted particle,
vn is the amplitude of anisotropic flow in the nth har-
monic, and Φn the corresponding reference angle. Fur-
ther assumptions underlying most analyses are that Φn
represents a global angle that depends little on pseudo-
rapidity and transverse momentum, that event-by-event
fluctuations of vn also depend little on pseudorapidity
and transverse momentum, and that multiplicity fluctu-
ations within a centrality bin are negligible.
Experiments typically detect anywhere from a few hun-
dred particles to at most a few thousand in a given col-
lision event, while the anisotropy coefficients vn are typ-
ically a few percent or less. A precise reconstruction of
the underlying probability distribution is therefore im-
possible in a single event. Information about the under-
lying probability distribution can only be extracted from
(azimuthally symmetric) correlations between outgoing
particles, averaged over a large ensemble of events [26].
A. The flow vector
The various experimental estimates of vn have compact
expressions in terms of the flow vector ~Qn in harmonic
n. For a given set of N particles belonging to the same
event, one defines ~Qn ≡ (|Qn| cos(nΨn), |Qn| sin(nΨn))
by [9]
|Qn| cos(nΨn) = 1
N
∑
j
cos(nφj)
|Qn| sin(nΨn) = 1
N
∑
j
sin(nφj), (2)
where the sum runs through the set of N particles with
respective azimuthal angles φj . The flow vector (2) can
also be written in complex form
Qn = |Qn|einΨn ≡ 1
N
∑
j
einφj . (3)
The original idea behind the event-plane method is
that the direction Ψn of the flow vector in a reference
detector provides an estimate of the corresponding angle
Φn in the underlying probability distribution [27]. Be-
cause a finite sample of particles is used, statistical fluc-
tuations cause Ψn to differ from Φn. This dispersion is
characterized by the “resolution”, defined as:
R ≡
〈
ein(Ψn−Φn)
〉
=
〈
Qn
|Qn|
e−inΦn
〉
, (4)
where angular brackets denote an average over events.
Note that this average is real by parity symmetry, except
for irrelevant statistical fluctuations.
When the method was developed, it was assumed that
dynamical fluctuations of the underlying probability dis-
tribution are negligible, so that vn is the same for all
events. We then rewrite Eq. (4) as
R(vn) ≡
〈
ein(Ψn−Φn)
〉
|vn
=
〈
Qn
|Qn|
e−inΦn
〉
|vn
. (5)
where 〈. . .〉|vn indicates an average over a large number of
events with the same underlying vn, The dependence ofR
on vn can be easily understood if one sees Eq. (2) as a di-
rected random walk: particles are emitted randomly, but
the underlying probability distribution (1) is anisotropic.
The resolution R thus depends on the relative magnitude
of the anisotropy vn to the statistical dispersion 1/
√
N .
In the limit vn ≫ 1/
√
N (infinite number of particles),
one can exactly reconstruct the underlying event plane
so that Φn = Ψn, and
R(vn) −−−−−→
high res.
1. (6)
Conversely, when the resolution is low (vn
√
N ≪ 1),
R(vn) −−−−−→
low res.
kvn, (7)
where k is independent of vn and scales as k ∼
√
N .
In the general case, the value is somewhere in between
these limits. Analytic formulas can be obtained for R(vn)
under rather general assumptions (N ≫ 1, vn ≪ 1,
v2n ≪ 1) [28], but they are of little practical use except
when combining subevents.
This nonlinear dependence of the resolution on the un-
derlying flow is the origin of the difficulties of the event-
plane method, which arise when flow fluctuations are con-
sidered. A simpler quantity is the projection of the flow
vector onto the underlying direction Φn, which directly
gives the underlying flow:〈
Qne
−inΦn
〉
|vn
= vn, (8)
where we have used Eq. (1).
B. Correlating subevents
Historically, the most common way to access informa-
tion about the coefficients vn has been so-called event-
plane measurements. In these analyses, vn is extracted
from correlations between particles of interest (e.g., iden-
tified particles in a narrow transverse momentum win-
dow) and a different set of particles in a reference de-
tector (e.g., unidentified particles in a large pT range),
typically separated by a gap in pseudorapidity [4, 29].
The event-plane method thus correlates the flow vector
of particles of interest, denoted by Qn, with the direction
3of the flow vector in a reference detector A, denoted by
QnA. Assuming that the only correlation between Qn
and QnA is that resulting from their correlation with the
direction of anisotropic flow Φn, this correlation factor-
izes:〈
Qn
Q∗nA
|QnA|
〉
|vn
=
〈
Qne
−inΦn
〉
|vn
〈
QnA
|QnA|
e−inΦn
〉∗
|vn
= vnR(vnA), (9)
where we have used Eqs. (8) and (5), and vnA denotes
the value of vn in the reference detector A. The resolu-
tion R(vnA) is estimated by correlating A with additional
separate reference detectors; Each reference detector is
called a “subevent”. In the simplest case of two identical
subevents (A, B) located symmetrically around midra-
pidity, making use of the factorization hypothesis:〈
QnA
|QnA|
Q∗nB
|QnB|
〉
|vn
=
〈
QnA
|QnA|
e−inΦn
〉
|vn
〈
QnB
|QnB|
e−inΦn
〉∗
|vn
=
∣∣∣∣∣
〈
QnA
|QnA|
e−inΦn
〉
|vn
∣∣∣∣∣
2
= R(vnA)
2, (10)
where we have again used Eq. (5). The event-plane mea-
surement is thus defined as
vn{EP} ≡
〈
Qn
Q∗nA
|Q
nA
|
〉
√〈
QnA
|QnA|
Q∗nB
|QnB |
〉 , (11)
Since it is impossible to select events according to the
underlying probability distribution, the measurement is
taken with averages over all events in a centrality class,
denoted by unadorned angular brackets. In the absence
of flow fluctuations (i.e., if the underlying vn is the same
in every event), Eqs. (9) and (10) ensure that vn{EP}
coincides with the underlying vn, up to experimental er-
rors.
A slight variant of the event-plane method consists in
removing the factors of |Qn| before taking the average in
the numerator and denominator of Eq. (11).
vn{SP} ≡ 〈QnQ
∗
nA〉√〈QnAQ∗nB〉 , (12)
The numerator of Eq. (12) involves a scalar product of
two vectors ~Qn · ~QnA, and so is referred to as the scalar-
product method [20]. In the absence of flow fluctuations,
factorization again applies:
〈QnQ∗nA〉|vn =
〈
Qne
−inΦn
〉
|vn
〈
QnAe
−inΦn
〉∗
|vn
= vnvnA (13)
and similarly
〈QnAQ∗nB〉|vn = v2nA. (14)
Therefore vn{SP} also coincides with the underlying vn
in the absence of flow fluctuations.
C. Flow fluctuations
However, it is now known that vn fluctuates signifi-
cantly from event to event [14]. To make it clear what is
really measured in this case, we evaluate event averages
in two steps, by first averaging over events with the same
vn, then combining bins of vn.
〈. . .〉 ≡
〈
〈. . .〉|vn
〉
vn
. (15)
We apply this decomposition to Eq. (11) and evaluate
the inner average using Eqs. (9) and (10):
vn{EP} =
〈vnR(vnA)〉vn√
〈R(vnA)2〉vn
, (16)
Note that 〈R(vnA)2〉 6= 〈R(vnA)〉2, so that the resolution
correction is no longer a simple projection of the mea-
sured event plane Ψn onto the “true” event plane Φn.
In the limit of perfect resolution (i.e., the number of
particles used in the reference detector goes to infinity),
R(vnA) ≃ 1 and vn{EP} does indeed measure the event-
averaged mean vn from Eq. (1),
vn{EP} −−−−−→
high res.
〈vn〉 . (17)
In reality, the resolution is not perfect, and the result
is usually closer to the low resolution limit [16]. In this
limit, R(vnA) ∝ vnA. Assuming that flow fluctuations
are global, i.e., vn/vnA does not fluctuate significantly,
the event-plane measurement thus yields a root-mean-
square value,
vn{EP} −−−−−→
low res.
√
〈v2n〉. (18)
In general, the event-plane method yields a result
which may lie anywhere between the two limits (17) and
(18). The exact measured quantity depends the detec-
tor acceptance—even after the resolution correction is
applied—so that the measurement is ambiguous.
The difference between the two limits ranges from 6
to 13%, as illustrated in Fig. 1. As the field enters an
era of precision physics, comparisons of different experi-
mental analyses [17] and of theory to experiment [33] are
significantly complicated by this dependence on analysis
details. For example, the large detector acceptance and
high multiplicities of recent measurements at the LHC
allow for a larger resolution than was available at RHIC.
The natural choice (and what has been done) is to take
advantage of this extra resolution to minimize the statis-
tical uncertainty of the measurement. The penalty, how-
ever, is that comparisons to earlier measurements become
ambiguous, and one has difficulty determining from these
measurements how much the flow changes, e.g., with col-
lision energy.
Theoretical comparisons are hampered for the same
reason. Theorists have access to more information than
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FIG. 1. (Color online) Ratio of the rms vn, corresponding
to the low-resolution limit of Eq. (11) integrated over pT , to
the mean vn, corresponding to the high-resolution limit, as a
function of the number of participant nucleons (binned in 5%
centrality intervals), for a Pb-Pb collision at 2.76 TeV per nu-
cleon pair. We model flow fluctuations by assuming vn ∝ εn
in each event, where εn is the anisotropy of the initial distri-
bution in the corresponding harmonic, defined as in Ref. [30].
The value of εn in each event is obtained from the Phobos
Monte Carlo Glauber model [31]. For v3, the ratio is close to
2/
√
pi ≃ 1.13, corresponding to Gaussian fluctuations [32].
experiments — their ‘detectors’ have perfect efficiency
and suffer no dead spots or holes in coverage; i.e., they
can see all particles that are produced. However, if they
succumb to the temptation to make use of this extra in-
formation to improve statistics (or they simply lack de-
tailed information about detector performance to appro-
priately degrade the data) comparisons to measurements
can become ambiguous and unreliable — even if they
otherwise follow the exact same procedures as the exper-
iment [34–36].
Fortunately, this ambiguity can be removed by using
the scalar-product method. Although it was originally
introduced for unrelated reasons, it gives a well-defined
measurement in the presence of flow fluctuations [17], de-
spite differing only trivially from the traditional analysis.
When vn fluctuates, we again apply the decomposition
(15) to Eq. (12) and evaluate the numerator and the de-
nominator using Eqs. (13) and (14):
vn{SP} =
〈vnvnA〉vn√
〈v2nA〉vn
=
√
〈v2n〉, (19)
where we have again used the hypothesis that vn/vnA
does not fluctuate significantly. Therefore, the scalar-
product method always yields the root-mean-square vn,
regardless of the details of the analysis, and makes for a
superior measurement.
One can also choose to measure a two-particle corre-
lation [37], which is essentially equivalent to a scalar-
product analysis, and also always measures this same un-
ambiguous root-mean-square value [13]. It is important
to emphasize, however, that even when an event-plane-
type analysis is preferred for practical reasons, only a
trivial change to the standard analysis is required in or-
der to obtain a well-defined observable.
If the resolution is large enough, higher-order cumu-
lants [18, 19] can be analyzed. These then yield an un-
ambiguous measurement of higher-order, even moments
of the distribution of vn, i.e. 〈(vn)2k〉 [13]. Since a
standard event-plane method measures a quantity that
is different from any of these individual observables, one
might naively think it useful to perform both analyses
in order to obtain the maximum amount of indepen-
dent information. However, it has been proven [17] that
the event-plane method, in addition to being ambigu-
ous, contains no independent information beyond that
contained in the first two cumulants, vn{2} and vn{4}
(regardless of whether nonflow correlations are present
in the system). So there is no reason to use a standard
event-plane method in any future analysis.
D. Practical details
Actual measurements often differ slightly from the
above idealized discussion. The flow vector (3) is typ-
ically defined [9] without the normalization factor N .
Similarly, the numerators in Eqs. (11) and (12) are calcu-
lated as a sum over the particles of interest in all events,
before normalizing by the total number of particles after
the sum over events. Thus, there are weighting factors of
N and dN/dpT , respectively, inside the event averages,
which become important only if large enough centrality
bins are used such that multiplicity and spectrum fluc-
tuations are significant.
Second, the flow vector used to estimate the event
plane is often calculated as a weighted average of par-
ticles. In particular, if it is measured using a calorime-
ter, the particles are weighted according to their energy,
while a pT -dependent weight is often used to increase the
resolution or to remove non-flow correlations [38]. In this
case vnA above refers to a weighted average.
Third, in the case where identical subevents are not
available, the analysis can be done with three arbitrary
subevents A, B, and C [9]. One then does the following
replacement
〈QnAQ∗nB〉 →
〈QnAQ∗nB〉 〈QnAQ∗nC〉
〈QnBQ∗nC〉
(20)
in the denominator of Eq. (12), and a similar modification
in the resolution correction of Eq. (11).
Fourth, we have used a complex notation throughout
this section. However, all quantities are real after averag-
ing over events, except for irrelevant experimental errors.
Therefore 〈. . .〉 should be replaced by ℜ 〈. . .〉 everywhere.
Finally, if any of the flow vectors in the numerator of
Eqs. (11) and (12) are calculated from the same or over-
5lapping sets of particles, care must be made to remove
self-correlations [27].
E. Combining subevents
We end this section with a brief description of how
the precision of the scalar-product method can be im-
proved beyond previous implementations. Since at least
two reference detectors A and B are needed in order to
carry out the flow analysis, it is tempting to combine the
information from both detectors into a single measure-
ment with reduced statistical uncertainty. In the stan-
dard event-plane method, this can be done for identical
subevents at the expense of additional hypotheses and al-
gebraic complications [9, 28], but there is no known way
of recombining non-identical subevents, as in the three-
subevent method.
With the scalar-product method, combining measure-
ments from two reference detectors A and B is straight-
forward, even if they are not identical. One simply mea-
sures vn independently with respect to A and to B. By
linearity of the scalar product, combining both measure-
ments (denoted by vn{SP,A} and vn{SP,B}) amounts
to taking a weighted average. We show in Appendix A
that the optimal weighting is
vn{SP} ≡ χ
2
Avn{SP,A}+ χ2Bvn{SP,B}
χ2A + χ
2
B
, (21)
where χA is the dimensionless resolution parameter. For
identical subevents, vn is the mean of vn{SP,A} and
vn{SP,B} by symmetry:
vn{SP} = vn{SP,A}+ vn{SP,B}
2
. (22)
For non-identical subevents, a third subevent C is re-
quired in order to determine the resolution parameter:
χA is given by
1
χ2A
+ 1 ≡ 〈(
~QnA)
2〉〈 ~QnB · ~QnC〉
〈 ~QnA · ~QnB〉〈 ~QnA · ~QnC〉
, (23)
and χB is given obtained through the substitution A ↔
B in Eq. (23). Note that when detectors are combined,
their resolution parameters χ add in quadrature. Gen-
eralization of Eq. (21) to three subevents A, B and C is
straightforward.
III. HIGHER-ORDER CORRELATIONS
Fourier harmonics of the azimuthal distribution are
now measured up to v4 [10] at RHIC and up to v5 [6, 39]
and v6 [7] at LHC. Much additional information is con-
tained in mixed correlations between different harmon-
ics [40–43], which give information about event plane an-
gles Φn and will likely play a large part in upcoming
measurements. Before rushing into analysis, it is impor-
tant to define observables for good measurements, which
will allow unambiguous comparison between different ex-
periments, and with theory.
The ATLAS collaboration has recently released pre-
liminary measurements of an extensive set of correlations
between event planes using traditional methods [23]. For
illustration, we consider the first of these correlations.
It is a correlation between the event planes Ψ4 and Ψ2,
namely, 〈cos 4(Ψ4−Ψ2)〉, which is then divided by a res-
olution factor in order to unravel the correlation between
the underlying reference directions Φ4 and Φ2. They thus
write:
〈cos 4(Φ4 − Φ2)〉 = 〈cos 4(Ψ4 −Ψ2)〉〈cos 4(Ψ4 − Φ4)〉〈cos 4(Ψ2 − Φ2)〉 .
(24)
This equation is based on the same hypotheses as
the event-plane method, which fail if v2 and v4 fluc-
tuate. Specifically, the numerator of the right-hand
side does not factorize into 〈cos 4(Ψ4 − Φ4)〉〈cos 4(Ψ2 −
Φ2)〉〈cos 4(Φ4−Φ2)〉, and the resolution corrections esti-
mated using standard procedures do not actually corre-
spond to 〈cos 4(Ψ4 − Φ4)〉 and 〈cos 4(Ψ2 − Φ2)〉.
Using the notations introduced in the previous section,
and assuming symmetric subevents A and B for simplic-
ity, the observable actually measured is
〈cos 4(Φ4 − Φ2)〉 {EP} ≡
〈
Q
4A
|Q
4A
|
Q∗2
2B
|Q2
2B |
〉
√〈
Q
4A
|Q
4A
|
Q∗
4B
|Q
4B
|
〉√〈
Q2
2B
|Q2
2B
|
Q∗2
2A
|Q2
2A
|
〉 .
(25)
In the presence of flow fluctuations, the average over
events can be evaluated in two steps following (15). In
addition to Rn given by Eq. (5), we define a similar quan-
tity Rn
Rn ≡
√〈
e2in(Ψn−Φn)
〉
|vn
=
√√√√〈( Qn
|Qn|
e−inΦn
)2〉
|vn
(26)
which has the same limits, Eqs. (6) and (7), but can differ
at an arbitrary resolution. With this notation,
〈cos 4(Φ4 − Φ2)〉 {EP} =
〈
R4R22e4i(Φ4−Φ2)
〉
vn√
〈R24〉vn
√
〈R42〉vn
(27)
In the limit where the resolutions on both harmonics
are perfect, the quantity measured by ATLAS is indeed
the nominal value, corresponding to the left-hand side of
Eq. (24):
cos 4(Ψ4 −Ψ2){EP} −−−−−→
high res.
〈cos 4(Φ4 − Φ2)〉. (28)
In the limit of low resolution, however, repeating the
same reasoning as in the previous section, what is ac-
6tually measured is the quantity
cos 4(Ψ4 −Ψ2){EP} −−−−−→
low res.
〈v4Av22A cos 4(Φ4 − Φ2)〉√
〈v24A〉〈v42A〉
.
(29)
As before, the measured value is generally between the
two limits.1 Similar expressions can be written for the
other correlations in the large set measured by ATLAS.
Unlike measurements of vn{EP}, however, there is no
known way to even estimate where between these limits
the result lies based only on the reported event-plane
resolution.
Note that the same ambiguity plagues previous mea-
surements of the similar (pT -differential) quantity, v4
with respect to the event-plane of elliptic flow Ψ2 [21, 22].
Not only does the result depend on the resolution, it also
depends on how the resolution correction is defined, as
the seminal paper [9] proposes two possible implementa-
tions, which turn out to be different in the presence of
flow fluctuations.
The high resolution limit of these measurements is the
nominal quantity
v4{Ψ2} −−−−−→
high res.
〈v4 cos 4(Φ4 − Φ2)〉. (30)
The low-resolution limit depends on the actual imple-
mentation of the resolution correction. STAR [21] uses
Eq. (11) of [9], which reduces to
v4{Ψ2} −−−−−→
low res.
〈v4v22A cos 4(Φ4 − Φ2)〉
〈v22A〉
(31)
in the low-resolution limit, where again v2A is integrated
over the reference detector. PHENIX uses the same im-
plementation as ATLAS (Eq. (14) or Eq. (16) of [9])
which yields, in the low-resolution limit,
v4{Ψ2} −−−−−→
low res.
〈v4v22A cos 4(Φ4 − Φ2)〉√
〈v42A〉
. (32)
As recently demonstrated in Ref. [33] in full event-by-
event hydrodynamic calculations, this ambiguity of the
event-plane method is a significant source of uncertainty
when comparing experiment to theory. In fact, it should
already have been apparent that the effect of detector
resolution in measurements such as these is much larger
than for the vn{EP} measurements described above.
The difference between Eqs. (31) and (32) likely explains
why the values of v4{Ψ2} are systematically higher for
STAR than for PHENIX by some 10% [24]. In Ref. [21]
the STAR collaboration measured v4{Ψ2}, but in addi-
tion measured a 3-particle correlation v4{3}, which cor-
responds to the low-resolution limit of their event-plane
1 Note that the low-resolution limit (29) lies between −1 and +1 by
construction, even though it does not reduce to a simple angular
correlation.
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FIG. 2. (Color online) Top, left: low and high resolution lim-
its of the correlation between Φ2 and Φ4, defined by Eqs. (29)
and (28), versus number of participants. Top, right: low
and high resolution limits for integrated v4{Ψ2}, defined by
Eqs. (31), (32) and (30). Bottom panels: ratios of the low-
resolution to high-resolution results. The nominally-measured
values correspond to the high-resolution limit, which can dif-
fer from what is actually measured (usually closer to the low-
resolution limit) by up to a factor 2.
measurement. The STAR collaboration finds that v4{3}
is larger than v4{Ψ2} by 20% for mid central collisions.
This difference is much larger than the difference be-
tween, e.g., v2{EP} and the low resolution limit v2{SP}
in the same experiment (which is roughly 5%).
In order to illustrate the possible full dependence on
resolution, we use here a simplified calculation, though
the results are consistent with more sophisticated cal-
culations [33]. It is known from event-by-event hydro-
dynamic calculations that pT -integrated v2, v4, and the
corresponding reference directions Φ2 and Φ4 can be ac-
curately predicted in each event from the initial eccen-
tricities according to [30]
v2e
2iΦ2 = aε2e
2iΦin,2
v4e
4iΦ4 = bε4e
4iΦin,4 + c(ε2e
2iΦin,2)2, (33)
where a, b, c are real coefficients, and εn and Φin,n are
the initial anisotropy in harmonic n and its reference di-
rection, as defined in Ref. [30].
We thus compute εn and Φin,n using the PHOBOS
Monte Carlo Glauber [31] and take the values of b and
c from the viscous hydrodynamic calculation by Teaney
and Yan [43], for simplicity taking centrality-independent
7values of b = 0.018 and c = 0.07 2.
The right-hand side of Eqs. (28) and (29) are displayed
in Fig. 2 (top, left), as well with their ratio (bottom, left),
and similarly for Eqs. (30), (31) and (32) on the right side
of the figure. The ratio varies from 1.4 to more than 2 (in
agreement with full event-by-event hydrodynamic calcu-
lations of v4{Ψ2} [33]). Comparing with Fig. 1, one sees
that the ambiguity induced by the event-plane method
is much worse for mixed correlations that for individual
measurements of vn.
As a recent illustration of the problems that can arise
from this, we point to the correlations calculated in
Ref. [44], corresponding to the high resolution limit of
the recent preliminary ATLAS measurements — i.e.,
the quantities that were nominally claimed as measured.
They are all clearly smaller in magnitude than the mea-
surements, despite each observable having the correct
sign and centrality dependence. Naively, this seems to
indicate that the theory needs to be changed somehow
to accommodate this difference, but in fact the finite res-
olution of the experiment could in principle explain the
entire discrepancy. Further, while it is straightforward to
calculate either the low or the high resolution limit, as
done in that work, a calculation that reliably corresponds
exactly to the measured quantity adds considerable dif-
ficulty. In fact, it is not possible without access to more
information about the experimental details than is avail-
able.
Fortunately, the ambiguity of the event-plane method
can easily be removed by using a straightforward gener-
alization of the scalar-product method. The right-hand
side of Eq. (29) is given by
〈v4Av22A cos 4(Φ4 − Φ2)〉
〈v22A〉
√
〈v24A〉
=
〈
Q4AQ
∗2
2B
〉
√〈Q4AQ∗4B〉√〈Q22BQ∗22A〉 ,
(34)
which we suggest as a replacement for Eq. (25). In the
same way as for individual measurements of vn, this
method yields a result which is unambiguous and inde-
pendent of the number of particles selected for analysis.
Note that the numerator is a sum over all triplets of par-
ticles of 〈cos(2φ1+2φ2−4φ3)〉. The quantity in Eq. (34)
is thus identical to the type of scaled correlations intro-
duced in [40].
Generalization of the above discussion to v4{Ψ2} and
other mixed correlations [23, 40] is straightforward. In
general, higher-order correlations involve higher mo-
ments of the distribution of anisotropic flow, and have
therefore an increased sensitivity to flow fluctuations.
2 Note that Teaney and Yan use cumulants of the initial distribu-
tion, which are linear combinations of our moments: with their
notation, b = w4/C4 and c = w4(22)/ε
2
2 + 3(w4/C4)〈r
2〉2/〈r4〉.
We take w4/C4 ≃ 0.018 and w4(22)/ε
2
2 ≃ 0.04 from their Fig. 2,
right, and we estimate 〈r2〉2/〈r4〉 ≃ 0.6 from a Glauber calcula-
tion.
Note that the particular correlation between Φ2 and
Φ4 studied above can be contaminated by nonflow corre-
lations; Therefore it is important that the flow vectorsQ2
and Q4 are determined in regions separated by a pseudo-
rapidity gap [23]. Other mixed correlations, such as the
correlation between Φ2 and Φ3, are not sensitive to non-
flow correlations. The need for gaps in pseudorapidity
must be considered on a case-by-case basis [45].
IV. CONCLUSION
We have explained that measurements of anisotropic
flow using the event-plane method are ambiguous be-
cause the result depends on analysis details. This depen-
dence, which is due to event-by-event flow fluctuations,
is typically up to a few percent for v2 and 10% for v3
and higher harmonics. For mixed correlations involving
event planes from different harmonics, the dependence
is much larger — we have demonstrated that the result
may vary by a factor 2 depending on analysis details.
We have shown that these ambiguities of the event-plane
method can be repaired with only minor modifications
and without any additional complication or drawbacks.
We therefore conclude that the traditional event-plane
method should be abandoned in future analyses.
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Appendix A: Combining reference flows
In this Appendix, we show that Eq. (21) defines the
optimal combination between anisotropic flows measured
in detectors A and B using the scalar-product method,
in the sense that it minimizes the statistical error.
Eq. (12) can be rewritten as
vn{SP} = 〈QnQ
∗
nA〉
Q¯A
, (A1)
(for simplicity, we drop the index n from now on) where
Q¯A is the resolution correction in subevent A, which is
generally obtained using three subevents A, B, C pair-
wise separated by rapidity gaps:
Q¯A ≡
√
〈QAQ∗B〉 〈QAQ∗C〉
〈QBQ∗C〉
. (A2)
Assuming that vn ≪ 1 and that one measures vn in a nar-
row bin which contains at most one particle per event, so
8that Q is essentially a random number on the unit circle,
and keeping in mind that one only keeps the real part in
the numerator of Eq. (A1), a straightforward calculation
shows that the statistical error on vn{SP} is
δv =
1√
2N
√
〈|QA|2〉
Q¯A
, (A3)
where N is the number of particles in the bin.
If one measures vn in a detector that is separated in
pseudorapidity from both A and B, the measurement can
be done using either A or B as a reference. We denote
by v{SP,A} and v{SP,B} the corresponding estimates,
where v{SP,A} is given by Eq. (A1) and v{SP,B} is
given by substituting A ↔ B in Eqs. (A1) and (A2).
Note that by definition of Q¯A and Q¯B,
〈QAQ∗B〉 = Q¯AQ¯B. (A4)
One can combine linearly the flow vectors and the res-
olution corrections
Qcombined ≡ QA + λQB
Q¯combined ≡ Q¯A + λQ¯B, (A5)
where λ is arbitrary. The resulting combined measure-
ment is
v{SP} ≡ 〈QQ
∗
combined〉
Q¯combined
=
Q¯Av{SP,A} + λQ¯Bv{SP,B}
Q¯A + λQ¯B
.
(A6)
Using Eq. (A3), with QA replaced by Qcombined, straight-
forward algebra shows that the value of λ which mini-
mizes the statistical error on v{SP} is
λ =
Q¯B〈|QA|2〉 − Q¯A〈QAQ∗B〉
Q¯A〈|QB|2〉 − Q¯B〈QAQ∗B〉
. (A7)
Using Eq. (A4), this can be rewritten
λ =
Q¯B(〈|QA|2〉 − Q¯2A)
Q¯A(〈|QB|2〉 − Q¯2B)
. (A8)
We now express λ in terms of the resolution parameter,
Eq. (23). Using the factorization property Eq. (A4), we
rewrite Eq. (23) as
1
χ2A
+ 1 ≡ 〈|QA|
2〉
Q¯2A
(A9)
or, equivalently,
χ2A ≡
Q¯2A
〈|QA|2〉 − Q¯2A
. (A10)
In the absence of flow fluctuations, the resolution pa-
rameter χA is the ratio of the underlying flow (8) to the
standard deviation of the flow vector around the mean
flow [28]. Using Eq. (A10), Eq. (A8) can be rewritten as
λ =
Q¯Aχ
2
B
Q¯Bχ2A
, (A11)
Inserting this value of λ into Eq. (A6), one recovers
Eq. (21).
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