Abstract. Band-pass quadrature filters are extensively used in computer vision to estimate information from images such as: phase, energy, frequency and orientation, 1 possibly at different scales and utilise this in further processing-tasks. The estimation is intrinsically noisy and depends critically on the choice of the quadrature filters. In this paper, we first study the mathematical properties of the quadrature filter pairs most commonly seen in the literature and then consider some new pairs derived from the classical feature detection literature. In the case of feature detection, we present the first attempt to design a quadrature pair based on filters derived for optimal edge/line detection. A comparison of the filters is presented in terms of feature detection performance, wherever possible, in the sense of Canny and in terms of phase stability. We conclude with remarks on how our analysis can aid in the choice of a filter pair for a given image processing task.
Introduction
In computer vision and image analysis, arguably the most classical processing tools are amplitude-based techniques, both in the spatial and frequency domains. Consequently, throughout the history of digital image processing, smoothing and differentiation have been subjects of intense study. A variety of optimal differential operators have been proposed to solve different computer vision problems (see for example: [8, 13, 14, 37, 53, 63, 68, 69, 78, 79] for edge and line detection and [2, 16, 71] for optical flow estimation). Differentiation is highly sensitive to noise, but can be reduced/avoided using an appropriate scale selection for the smoothing function. However, amplitude-based measurements are sensitive to smooth shading and lighting variations. In particular, this can be a source of serious error, for example for differential optical flow estimation. Moreover, an image contains many types of edges (not only step-edges). For instance, for edge and line detection, one might, for example, combine the outputs of a step detector and line detector. However, this is not a perfect solution since it leads to edge duplication (see for e.g. [66, 79] ). Furthermore, especially for medical images such as X-ray mammograms [32] , the interesting features in the image often do not have the idealised edge shape; here, we do not only mean blur degradation but also feature combination (for example feature number 4 in Fig. 1 is a combination of a line with a positive step edge). These may considerably reduce the optimality of the filter and lead to unpredictable multiple responses. Phase-based feature detection has been investigated extensively following the publication of the Local Energy (LE) model of feature detection [56] . This model postulates that features can be defined and classified using their phase signatures (or their phase congruency (PC)). This observation have led to the development of a number of phase-based feature detection algorithms [18, 31, 39, 58, 61, [64] [65] [66] 74] . Phase-based feature detection (PC & LE) provides a single unified theory for detecting a wide range of features, rather than being specialised for a single feature type such as intensity steps.
Phase information has also been used successfully for matching and velocity estimation. For instance, phase-difference [36] and phase-correlation [44] techniques have been used for discrete two-view matching and phase gradient used for the measurement of image orientation and optical flow [23, 58] .
Numerous additional advantages of the use of phasebased measurements have been reported. Perhaps the most desirable property of phase is that it is theoretically invariant to brightness and contrast. Hence it is, in principle, robust against typical variations in image formation. However, the estimation of phase is intrinsically noisy and depends critically on the choice of the quadrature filters. It is this estimation that we investigate. The key contribution of this paper is to define quantitative performance metrics for quadrature filters to enable a meaningful comparison of filter options to be made and hence to guide the choice of filters in practice.
Local Phase and Amplitude in 1D Signals
Mathematically, the local properties (Amplitude and Phase) of a 1D real signal (function) f (x) are defined using the so called analytical signal (function) f A (x) [27] :
where i = √ −1 and f H (x) is the Hilbert transform of f (x) defined by:
where, F(ω) is the Fourier transform 2 of f (x) and sign(ω) = −1 ω < 0 +1 ω ≥ 0 .
It is straightforward from (1) and (2) to see that:
Hence, the analytical signal corresponding to f is obtained by suppressing all its negative frequencies and multiplying all its positive frequencies by two. Given the definition of the analytical signal, we can make the following definitions: the local amplitude 3 of f (x):
and the local phase by:
From the above definition of local phase we can derive a number of phase signatures for different image features (see for e.g. [27, 74] ). However, direct calculation of these local quantities, as defined above, cannot be done in a phase-based technique. This is mainly because the Hilbert transform/analytical signal, as one can see from equation (2) and (3), is defined over the whole signal/spectrum of the signal; while, for example, for feature detection, localisation in both space and frequency are highly desirable. In other words, we have to design an operator to approximate these quantities in a small, spatial span and over a narrow range of frequencies (scales) to enhance spatial localisation and to avoid the effect of noise. One way is to 'window' the function f , f w (x) = w(x) × f (x), using, for example, a Gaussian function as w(x) leading to the Short-Time Fourier Transform (STFT) (see for e.g. [51, chap. 4] ). An alternative approach is to estimate the local phase/energy of a filtered version of the signal. One property which this should satisfy is a zero response for a constant signal (to be invariant to grey level shift [65] ), which implies that the approximation filter f e (x) must be:
(1) a band-pass filter (zero DC). (2) symmetric (with constant phase, so as not to change the phase information of the original signal). The symmetry condition implies that the filter must be even (hence which is why it is denoted f e ).
We then have:
where " " denotes the 1-D convolution operator and f o (x) is the Hilbert transform of f e (x), hence they are in quadrature. It can be shown, given the definition of the Hilbert transform and the Hermitian property of the Fourier transform, that f o (x) is an odd, zero-DC band-pass filter (see e.g. [27] ). In practice, the computation of an approximation of the local phase and the local amplitude uses a pair of band-pass quadrature filters (an odd filter f o (x) and an even filter f e (x)), where:
An example of an amplitude scalogram and a phase scalogram of a 1D signal is shown in Fig. 1 . The signal is a combination of different type of edges; the first part of the signal is an ideal profile and the last part is a noisy version of the signal (additive white Gaussian noise with a signal-to-noise = 18 dB). Observe that all the features, independently of their shapes, are detected and can be classified using their phases. However the interpretation of a type of feature is obviously scale dependent. Consider for example the second feature: inspecting the amplitude scalogram we notice that at small scales, the feature is detected as a positive step edge followed by a negative step edge; however at very large scales there is only one peak in the amplitude scalogram and the corresponding phase at this maximum is the phase of a line. Notice for example the first feature is no longer detected at large scales; the amplitude scalogram shows a black spot and the corresponding phase is not defined, this point in scale space is called a singularity point.
Multidimensional Signals
The analytical signal and the corresponding quadrature filters provides a powerful framework for the extraction of local properties of signals. Until recently, two (and more generally N-) dimensional signal theory suffered from the absence of an isotropic extension of the analytical signal/Hilbert transform. Several attempts to generalise the Hilbert transform may be found in the literature [20] : for instance, the directional/partial Hilbert transform [27, 66] , the total Hilbert transform [28] , and a combination of these two in the Fourier domain [28] and in the quaternionic Fourier domain [6] . Unfortunately, none of these approaches satisfy the isotropy property, which is necessary to obtain invariance with respect to orientation. Hence, other implementations have been proposed in the literature, for two-dimensional signals via the use of steerable filters [25, 72] or by performing the analysis at a set of orientations, then combining the results to provide the information at any orientation in the image [29, 31, 40, 47, 57, 58, 61, 64, 74] . Recently, Felsberg and Sommer [19, 20] proposed a novel two-dimensional generalisation of the analytic signal based on the Riesz transform, which is used instead of the Hilbert transform. A 2D isotropic analytic signal, the monogenic signal, is proposed. This representation preserves the core properties of the 1D analytic signal that decomposes a signal into information about structure (local phase) and energy (local amplitude). The basic idea is to design an odd isotropic filter which is vector-valued rather than scalar-valued. The "monogenic signal" is an important "phasor" for describing image properties (local phase, local amplitude and local orientation). The construction of the monogenic signal is straightforward given the 1D quadrature filter; the reader is referred to [20] for more detail.
Several applications of the monogenic signal have been already realised: edge detection and local orientation estimation [18] , Moiré interferograms [45] and image denoising in a scale space framework [21] .
Summary
Having introduced the analytical signal, and its extension to the multidimensional case (the monogenic signal), we have a powerful mathematical framework for the estimation of local properties of signals. These properties could be used in a number of different image processing applications. In practice, the estimation framework uses a quadrature pair of band-pass zero-DC linear filters. The construction of the multidimensional pair is straightforward given the 1D pair, or in fact given just one of the filters (the odd or the even). The question which naturally arises is: how should one choose the quadrature pair for a given application. This is the question that is addressed in the remainder of this paper.
Common Quadrature Filters
In this section, we study a representative set of the most common quadrature filters in the literature 4 as well as number of new pairs derived from classical feature detectors. We provide the reader with either a mathematical expression of filter properties or a numerical estimation. For simplicity, occasionally, for a given property but different filters, we use the same symbol.
Gabor Filters
In 1946, Denis Gabor [26] introduced the windowed Fourier transform, also called the Short Time Fourier Transform (STFT). Essentially, instead of using a sinusoidal basis function e iωx which is well localised in frequency but not localised in time, he used what are now called "Gabor atoms". These are constructed by translating in time/space and frequency a real and symmetric time/space window g:
The energy of g x 0 ,ω 0 is concentrated in the neighbourhood of x 0 over an interval which can be measured by the standard deviation σ g of g 2 . Its Fourier transform is a translation by ω 0 of the Fourier transform G of g. Therefore the energy of g x 0 ,ω 0 is concentrated near ω 0 , over an interval of size σ G . In a timefrequency (scale-space) plane (x, ω), the energy spread of Gabor atoms can be represented as a rectangle of width (σ g , σ G ) centred on (x 0 , ω 0 ). Such a rectangle is called a "Heisenberg rectangle" [51] and the uncertainty principle shows that its area satisfies:
Equality applies only when g is a Gaussian, in which case the atoms g x 0 ,ω 0 are called Gabor functions.
Gabor functions are used extensively in digital image processing because of their optimality in the sense of the uncertainty principle, and because of their similarity to the responses of simple cells in the primary visual cortex of primates [12, 52, 59, 60] . They have been used, for instance, in texture analysis [1, 4, 15, 35, 41] , texture segmentation [34, 35, 43, 75, 76] , feature detection [9, 10, 57, 62] , motion estimation [23, 36] , image representation and coding [46] , and segmentation from motion [77] .
A one-dimensional Gabor function is a Gaussian modulated complex exponential:
where ω 0 = 2π/λ 0 is the peak tuning frequency and n c is a normalisation constant which is application dependent. Two alternative normalisation conditions have been used most frequently in the literature:
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(1) maximum condition:
(2) constant energy condition:
The half-response spatial frequency bandwidth β (in octaves) is defined as:
where ω 1 and ω 2 are the solutions of G b (ω)| n c =1 = 1/2 and ω 1 < ω 2 . It follows that the bandwidth β of the Gabor filter(s) is the following function of k β = σ ω 0 :
alternatively,
A complex scalar z( x, λ) encodes the phase behaviour of the Gabor kernel, in the presence of white Gaussian noise, for a small spatial perturbation x = x 1 − x 0 , and a small scale perturbation λ = λ 1 − λ 0 , in the neighbourhood of a scale-space point p 0 (x 0 = 0, λ 0 ):
See also Appendix A. Unfortunately, Gabor functions have several limitations in terms of their direct application in computer vision. First, Gabor filters are non-orthogonal [27] though the family forms a frame (the family is complete but redundant) [46] . Although Gabor functions are well localised, they inevitably have infinite support. Truncation is used in most practical implementations to avoid aliasing. Finally, a Gabor pair is not in quadrature as it has non-zero negative frequencies, and a non-zero DC component (the cosine component does not integrate to zero): The normalised negative energy is:
and the DC component is:
Note that both the negative power and the DC component are functions of the bandwidth β. Figure 2 shows the evolution of DC g b and the root of the negative energy NE g b as functions of the bandwidth. We note that for a small bandwidth (β < 0.7) DC correction is not needed, as its value is close to the precision of computers (10 −6 ). However, for filters with a broad bandwidth (β > 0.7), a correction is needed. In the case of feature detection, Heitger et al. [30] and Ronse [65] independently pointed out this problem. Ronse [65] gave a second condition for the filter to be invariant to the addition of a linear ramp. Both authors proposed a DC correction for the even Gabor filter. In recent work, to which the reader is referred to for more detail, we studied and compared both corrections; a variant to Ronse's correction is also proposed [3] .
Log-Gabor Filters
Log-Gabor (log-Normal) filters have become the preferred choice in many computer vision applications using quadrature filters as they allow arbitrarily large bandwidth zero DC filters to be constructed [18, 19, 22, 27, 40, 58] , These filters are particularly suited for the estimation of the local frequency using the ratio of log-Gabor filters [27] .
The one-dimensional log-Gabor filter in the frequency domain is a Gaussian function on a logarithmic scale:
where ω 0 is the peak tuning frequency and 0 < κ β < 1 is related to the bandwidth β of the filter by the following relation:
and inversely:
The two values for the normalisation constant n c (defined by Eqs. (13) and (14)) are given by:
The main advantage of log-Gabor filters is that as well as being invariant to a grey-level shift (zero DC) they are also invariant to an additive ramp. 6 A linear operator f (x) is invariant to an additive ramp if and only if:
Using the moment property of the Fourier transform, we have:
Care must be taken in the design of log-Gabor filters to avoid aliasing. Indeed, the long tails of the filters may run beyond the Nyquist limit imposed by the sampling frequency. Hence, we would like the Nyquist limit to be at least n times the standard deviation away from ω 0 on a logarithmic scale. This gives the following condition:
In practice, n = 3 is usually sufficient [27] . In addition to the above limit for the central frequency, probably the most significant drawback is the absence of an analytical expression for the filter in the spatial domain.
Gaussian Derivative Filters
Gaussian derivatives are well known in computer vision. This is because of some very desirable properties of the Gaussian function (used as the smoothing function), such as simplicity and steerability. For instance, Gaussian derivatives have been used in feature detection [8, 17, 25, 37, 47, 61, 65, 66] and motion estimation [33, 49] .
It is well known that the Fourier transform of a Gaussian function is a Gaussian, and using the derivative property of the Fourier transform, we define the following family of Gaussian derivative quadrature filters in the frequency domain:
where, a ∈ R and a ≥ 1.
Here, we relax the constraint on a and hence we do not have an analytical expression of the filters in the temporal/spatial domain for a ∈ N. The Hilbert transform of the Gaussian function is the following function (e.g. see [65, 66] ):
where
The Dawson's integral function and its derivatives are shown in Fig. 3 . When a ∈ N ⊂ R and odd, the corresponding odd/even filter in the spatial domain is the ath derivative of the Gaussian/g H (x), and for even values of a the corresponding odd/even filter is the ath derivative of g H (x)/Gaussian function. This is up to a change of sign and a normalisation factor of n c /2. It is straightforward to see that the family has zero DC, and that it is therefore invariant to a grey level shift, and for a > 1, it is invariant to an additive ramp (see (26) ). The two values for the normalisation constant n c are given by:
Dawson's integral function
where (·) is the gamma function and ω 0 is the peak tuning frequency given by:
The octave bandwidth of this family is given by:
Here, W(k, ·) is the kth branch of the Lambert's W function [11] . The Gaussian derivative kernels, as defined here, have the advantage of allowing a continuous bandwidth with a maximum bandwidth of 2.59 octaves corresponding to the 1st derivative. Note that the analytical expression in the spatial domain is only valid for integer derivative values. Differential Gaussian filters exhibit less aliasing than log-Gabor filters.
Difference of Gaussian Filter (DoG)
The DoG filter has been used in a number of feature detection applications [42, 48, 50, 53, 55] and has been proposed as a filtering model of the human visual system. For example, retinal ganglion cells and lateral geniculate cells early in the visual processing have receptive fields which can be implemented as DoG filters [53, and references therein].
The filter (even) is given by:
where σ > σ > 0. This operator approximates well the second derivative of a Gaussian and has one more degree of freedom. 7 Several authors have specified a preference for it possibly because of its ease of implementation. However, this filter has a far better performance, for line detection, than the 2nd derivative of a Gaussian in the sense of Canny's criteria.
As already noted, the Hilbert transform of the Gaussian function is the Dawson's function given by (30) . Hence the odd filter in quadrature with f DoGe (x) is given by the following:
Therefore, the Fourier transform of the quadrature pair is defined by (up to a multiplicative factor of 2):
and the peak tuning frequency is given by:
The two values for the normalisation constant n c for this family are given by:
The quadrature DoG filter is invariant to grey level shift (zero DC) and invariant to an additive ramp (use Eq. (27) with Eq. (39)). Unfortunately, we have not been able to derive an analytical expression for the bandwidth of the filter. It's straightforward to note that the bandwidth depends only on the ratio γ = σ /σ . The bandwidth as a function of γ is shown in Fig. 4 (a) . Notice that the smallest bandwidth allowable for this family is 1.76 (corresponding to the bandwidth of the 2nd derivative of a Gaussian). The filters for λ 0 = 20 and for different values of γ are shown in Fig. 4 (b) and (c) on a linear and logarithmic scale respectively. Observe that the tuning frequency must be chosen carefully to avoid aliasing problem especially for small values of γ .
Cauchy Filter
Cauchy filters have been proposed in [38, 65, 66] . This family does not appear to be well known in the computer vision community. However, this family has some attractive properties as we see below. The Cauchy functions are given by:
where n ∈ N and determines the number of ripples of the two functions and (z)/ (z) is the real/imaginary part of z. f n and g n are in quadrature and are integrable for n ≥ 1. The Fourier transform of f n is given by [66] :
The values n = 3 and n = 5 have been proposed to model some properties of the human visual response in [38] . Following the same procedure as for the Gaussian derivatives, we can define a family of quadrature filters using Cauchy functions for (n = a ≥ 1) ∈ R; which in the Fourier domain gives:
where σ is a scaling parameter. Hence, by definition, the filters have zero DC and are invariant to an additive ramp for a > 1. Notice that the expression of the filters is similar to that for the Gaussian derivative filters. It can shown that the filters in the spatial domain are given by:
and the normalisation constants are given by:
, where ω 0 is the peak tuning frequency of the filter and is given by the following ratio:
Finally, the complex scalar z( x, λ) which encodes the phase behaviour of this family for a small spatial perturbation x, and a small scale perturbation λ is given by: 
Quadrature Filters Related to Canny's Criteria
Several papers have considered designing optimal edge/line detectors in the sense of Canny's criteria [8] (see Appendix B). These detectors are typically the first/2nd derivative of a smoothing function. To our knowledge, two smoothing functions have been proposed in this sense.
Deriche Filter.
We can define a family of quadrature filters using the smoothing function proposed by Deriche [13] . This function is the integral of the optimal operator in the sense of Canny's criteria for edge detection [8] . It is also the smoothing function used by Ziou [80] for optimal line detection according to Canny's criteria. Hence, it is the second integral of the optimal line detector and is given by:
where α is the scaling parameter (∼σ −1 ). In a similar way as for Gaussian derivative filters we define a family of quadrature filters in the Fourier domain:
The odd filter is the Deriche edge detector for a = 1 and the even filter is Ziou's line detector when a = 2. The filters are invariant to a grey level shift, and invariant to an additive ramp for a > 1 (see Eq. (26)). It can be shown that the peak tuning frequency is the following function:
and, the two values for the normalisation constant n c are given by:
Unfortunately, there is not a simple analytical expression for the bandwidth of the filter. We did a numerical estimation of the bandwidth and approximated its functional dependence on a by the following 4th order 
The coefficients are tabulated in Table 1 . The maximum relative error with respect the numerical estimation is 0.0006.
Sarkar and Boyer
Filter. Sarkar and Boyer [67] proposed a modification of the multiple response criteria appropriated to the use of IIR filters. Following a similar approach as Canny [8] and Deriche [13] , the authors proposed the following smoothing function: 
and S are given when the odd filter is used for edge detection alone. The Gaussian derivative filter is shown for comparison. where ϕ andm determine the shape of the filter and α is the scaling parameter. Note that the above smoothing function is equivalent to Eq. (54) 
The Fourier transform of (61) is:
Hence, we can define the following family of quadrature filters in the Fourier domain:
Unfortunately, the Fourier representation of the filters is not easy to manipulate analytically. Therefore, we studied the filters numerically for a ∈ [1, 2], and for 4 combinations of the shape parameters (m, ϕ) corresponding to the best values of S ( f s ), ( f s ), = S ( f s ) and S ( f s ) for the odd part when a = 1 (i.e Sarkar's edge operator). The values are tabulated in Table 2 . Figure 6(a) shows the evolution of the bandwidths as a function of a. We first notice a high correlation between the SNR-localisation and the bandwidth (2)); S = (Magenta curves (3)); best S (Blue curves (4)) and Gaussian derivative filter (Green dashed curves (5)). The numbers refer to the same order in Table 2 .
of the filters; increases when β increases. The 1st derivative of the Gaussian is an exception to this rule. We believe that this is mainly due to the difference in the decay of the Gaussian function (exponential) and Sarkar's smoothing function (ω a−4 ). This is illustrated in Fig. 6(c) and (d) . Values of ω 0 /α give some insight regarding the spatial support of the filters (see Fig. 6(b) ).
We might expect that the performance of a detector depends on its spatial shape. However, this experiment shows the importance of the bandwidth of the filter. Notice that the smallest bandwidth for the edge operators is 2.6 octaves. Several authors mention that larger bandwidths give better results in phase based feature detection [31, 40, 58] . A bandwidth of 1.5 octaves is used in [30, 31, 39, 64 ], 1.76 octaves in [47, 61] and 2 octaves in [40, 58] ; all smaller than 2.6 and even smaller then 2.54 (bandwidth of Ziou's line detector). The second important thing that we can learn from these values, is that even the smallest bandwidth for the edge operators is larger than the largest one for line detectors. Knowing for example that, for the Deriche filter, the odd part alone, for a = 1, is optimal in the sense of Canny for edge detection and the even part, for a = 2, is optimal in the same sense for lines, 8 this implies that a quadrature pair will not be optimal for both in the sense of Canny. Hence, a tradeoff must be made.
The spatial representation of the filters is shown in Fig. 7 . Figure 7 (a) and (b) shows the filters for a = 1 (i.e odd parts correspond to the edge operators) and Fig. 7(c) and (d) shows the same filters but for a constant bandwidth of 2.5431 octaves (i.e different values of a). Interestingly, the shape (by which we mean the relative differences) of the filters are similar for both cases. Hence we expect the filters to have similar relative performances in the sense of Canny. This experiment shows the importance of filter shape. Notice that a bandwidth of 2.4531 corresponds to a = 2 for the Deriche filter (optimal even part) and to a = 1.032642 for the Gaussian derivatives (good approximation to the 1st derivative). Inspecting Fig. 7(d) , it is more likely that the odd part of a Deriche filter for a = 2 will have a better than the 1st derivative of a Gaussian.
The above experiments highlight issues in choosing a quadrature pair for feature detection and on which basis. It also suggests the possibility of adapting Canny's criteria to the local energy model for the purpose of filter design aiming to have similar performances at least for edges and lines. This is a very delicate point since, for example, the localisation criteria and the multiple responses criteria might not be suitable as they do not take into account the phase information. However, the adaptation of the SNR criteria is straightforward.
We do not have a clear answer to the above questions but they are worthy of further investigation. It is more likely and justified, however, to use a quadrature pair where the odd/even part is optimal in the sense of Canny if we are more interested in detecting edges/lines, assuming that the contribution of the even/odd part of the filter is negligible.
Comparison
We have presented most of the mathematical properties of the different families in the previous section. A summary of the key equations and properties is given in Table 3 . In this section, we present a comparison of the filters used as a quadrature pair. For this purpose, the comparison will be fair only if the filters have the same bandwidth and the same tuning frequency. Figure 8 shows the five different families of filters (Deriche, DoG, Gaussian Derivative, Cauchy and log-Gabor) for a bandwidth of 2.5431 octaves (Bandwidth of Ziou's line detector) and a wavelength of 20, both in the frequency domain and in the spatial domain. Inspecting the Fourier representation of the filters, we notice that the Gaussian derivative filters have the least aliasing, and the Deriche filter is the worst. Notice also that the three families, Deriche, logGabor and the DoG filter are very similar for this bandwidth, and the Cauchy family is between these three filters and the Gaussian derivative filter. This gives us some insight into the behaviour of the filters for feature detection as we know that the even part of the Deriche filter is optimal in the sense of Canny, and the odd part of the Gaussian has a high S and a low . The log- 
, c = − .
Gabor filter is an acceptable approximation of Ziou's line detector (even part of the Deriche filter), and has low aliasing. Hence, if we use a Fourier domain implementation, this suggests that the log-Gabor filter is preferable for line detection using this bandwidth. Figure 9 shows the same five families for the same wavelength of 20 but for a larger bandwidth (β = 3.0096 octaves) in the frequency domain and in the spatial domain, except for the Gaussian derivative filter where β = 2.5902 (maximum bandwidth corresponding to the 1st derivative). A bandwidth of 3.0096 octaves corresponds to the Deriche edge operator for the Deriche family which has the best SNR-localisation. First of all, notice that for this bandwidth, the Deriche filter has less aliasing than the log-Gabor filter. This is the opposite relation to before (i.e, when β = 2.5431 octaves). We remark that the Cauchy filter approximates the Deriche filter quite well and has the advantage of being invariant to an additive ramp besides the fact that Cauchy filters has less aliasing than the Deriche filter. The DoG filter seems to be very similar to the log-Gabor filter except that the DoG filter has less aliasing. Notice that, the DoG filter with this bandwidth (i.e γ = 0.1350) has a better SNR-localisation than Ziou's optimal line detector (even part of the Deriche filter for a = 2) and similar performance in term of the product of the three criteria.
Phase Stability
Phase stability is very important in phase-based estimation techniques. Stability over scales is important (2)); Gaussian derivative with a = 1.0326 (Green dashed curves (3)); Cauchy filters with a = 1.8597 (Megenta solid curves (4)) and log-Gabor filters with κ β = 0.4730 (Black solid curves (5)).
for example in feature detection using Phase Congruency and the linearity of phase with respect to a space perturbation is more important in velocity estimation. It is also desirable to know the error in measurement of phase due to the presence of noise. This could for example be taken into account in a regularisation framework of the estimation/detection. Fleet and Jepson [24] studied the phase behaviour of quadrature filters with respect to a scale-space perturbation ( x, λ) in the neighbourhood of a scale-space point p 0 (0, λ 0 ) in the presence of white Gaussian noise. A short summary of their main results is given in Appendix A. The authors derived an approximation to the expected mean µ(z) of phase difference φ, and an upper bound of the expected mean variation b(z) about the mean phase difference µ(z). µ(z) is independent of the bandwidth of the filters but b(z) is not. Phase is perfectly stable when φ is constant with respect to changes in scale λ; and it is linear with respect to spatial position when φ is a linear function of x (i.e stability through scale and linearity through space near p 0 ). Earlier, in this paper, we provided analytical expressions for phase behaviour for the Gabor and Cauchy kernels, and we studied the others numerically. Figure 10 shows the level contours of the mean phase difference µ(z), for five families: Deriche, DoG, (2)); Gaussian derivative with a = 1 (Green dashed curves (3)); Cauchy filters with a = 1.3486 (Megenta solid curves (4)) and log-Gabor filters with κ β = 0.4124 (Black solid curves (5)).
Cauchy and log-Gabor for β = 3.0096 and the 1st derivative of a Gaussian for β = 2.5902. In theory µ(z) is independent of the bandwidth of the filters, if the self-similarity condition A.7 is satisfied. This figure illustrates that phase is stable over scale for all the families. However the linearity through space is not perfect for some of them for this bandwidth. This is illustrated in Fig. 10 ; Cauchy filters and the Deriche filter have a similar behaviour and are close to linear in this range. However the phase is still linear in the vicinity of p 0 for all filters. The DoG and log-Gabor kernels have the largest phase distortion. This is a consequence of the tailed nature of the two families for large bandwidths. Inspecting the errors on the mean estimation shown in Fig. 11 , we notice that it is for these two families that we have the largest error bound for a spatial perturbation and the smallest for a scale perturbation. This observation, as well, is a consequence of the tailed nature of the log-Gabor and the DoG kernels. As mentioned by Fleet and Jepson [24] , as the bandwidth increases, the spatial span of the kernels decreases, and therefore there is a decrease in the spatial extent over which phase is linear. On the other hand, an increase in bandwidth implies that filters tuned to nearby scales will overlap to a great 
, 2], and spatial position on the horizontal axis,
All the filters have a bandwidth of 3.0096 octaves except for the 1st derivative of a Gaussian. extent, and therefore phase is stable for larger scale perturbations. The 1st derivative of a Gaussian has a smaller bandwidth in this experiment, hence, phase is linear for a larger extent. Regarding the other kernels, the larger the extent of the kernel in the Fourier domain, the less is the extent of phase linearity.
Notice that there is a trade-off for the bandwidth between the scale perturbation on the mean phase error b(z), and the spatial one. We will come back to this point when analysing stability for small bandwidths below. Figure 12 , shows the same measures µ(z) and b(z) for a smaller bandwidth β = 2.5431 octaves (corresponds to the bandwidth of Ziou's line detector). We notice the same observations regarding the error on the expected mean phase as before. Notice that as the bandwidth of the filters decreases, the expected deviation form µ(z) is reduced for spatial perturbations and increases for scale perturbations. This is not the case for the Deriche filter, for which the effect is slightly the opposite (see for example the difference between the DoG filter and the Deriche filter). Indeed, as we already mentioned in the last section (see Fig. 8 ), the Deriche filter has the largest aliasing for this bandwidth (larger than for β = 3.0069, i.e a = 1). This is due to the decay of the Fourier transform of this family (ω (a−4) ). Regarding the phase linearity of the filters, as expected, we notice that the extent over which phase is linear has increased.
The phase behaviour for a bandwidth of β = 1.8 octaves is shown in Fig. 13 for: Gabor kernels with zero DC correction [3] , DoG, derivative of a Gaussian, Cauchy and log-Gabor kernels. We did not show the Deriche filters result as the smallest bandwidth of this family is 2.54 octaves. For β = 1.8, all the filters are perfectly linear for spatial perturbations of more than half of a wavelength. Notice the similar behaviour in terms of the expected deviation b(z) for Gabor, DoG and the Gaussian derivative filters. Notice that a Gaussian derivative filter of a bandwidth of 1.8 octaves corresponds to a = 1.92 and a DoG filter of the same bandwidth has a value of 0.7 for γ . Hence, the similarity between the DoG filter and the derivative of a Gaussian filter is expected for this bandwidth, as we know that the 2nd derivative of a Gaussian is well approximated by the DoG filter for γ ≈ 0.9 and that the shape variability of the DoG filter is very low when γ > 0.5 (see Fig. 4) .
Finally, Fig. 14 shows µ(z) and b(z) for a bandwidth of β = 1 octave for: Gabor kernels with ([3] and [65] ) as zero DC correction, DoG, derivative of a Gaussian, Cauchy and log-Gabor filters. All the families have a linear phase over the range of x 1 . All the filters have a comparable errors on the estimation of the mean phase. Notice, the circular shape of the level contours of b(z). As we mentioned before, for small bandwidths, the expected deviation from the mean phase for spatial perturbations of the input is reduced and there is an increase of the spatial extent over which phase is linear. On the other hand, there is an increase of the error bound for scale perturbations which decreases the extent of phase stability.
Uncertainty Principle
The uncertainty principle criteria is a measure of the scale-space localisation of the filters. Gabor functions are known to be optimal in this sense [see e.g. 51, Chap. 2]. Figure 15 shows the standard deviations of the energy of the filters in the spatial domain σ f and in the frequency domain σ F and the uncertainty principle, which is the product of both, σ f σ F ; all as a function of the bandwidth of the filters and for a peak tuning frequency for λ 0 = 20. σ f and σ F are dependent on λ 0 but not the product. The families used in this experiment are: Cauchy filters (1), Gabor with Ronse zero DC correction usingσ = σ (2) andσ =σ (3), DoG filters (4), Gaussian derivative filters (5), log-Gabor (6) and Sarkar and Boyer filters for best (i.e Deriche filter) (7) and best S (8). Inspecting Fig. 15(a) , which shows the spatial standard deviations of the filter's energy as a function of the bandwidth, we notice that all the families have a similar spatial extent for small bandwidths (β < 1.5). For larger bandwidths, the Gaussian derivative and the corrected Gabor wavelets have the largest σ f . The three following families: Cauchy, log-Gabor and the DoG filters have a very similar σ f (the DoG filter being the well localised when β > 2.1 and the worst for 1.76 < β < 1.9). Interestingly, the dependence of σ f on the bandwidth for the Deriche filter and the Sarkar and Boyer filter is very low.
In the Fourier domain, the corrected Gabor filters have the best localisation followed by the Gaussian derivative family (see Fig. 15(b) ). The behaviour of the Cauchy filters is between the Gaussian derivatives and the log-Gabor, which has the worst frequency localisation. The DoG filter has a better localisation than Cauchy kernels for 1.76 < β < 2 and is worse when β > 2. Here too, we notice that the dependence of σ F on the bandwidth for Deriche filters and 
. The Gabor zero DC correction is obtained with [3] . All the filters have a bandwidth of β = 1.8. 
. Gabor (with [3] as zero DC correction) (1); Gabor (with [65] as zero DC correction) (2) . All the filters have a bandwidth of β = 1. 
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(4) (6) (7) (1) (2) (3) (4) (5) (6) (7) (8) Figure 15 . Uncertainty principle for the quadrature pairs for λ 0 = 20. Cauchy filters (solid Magenta curves (1)), Gabor with Ronse zero DC correction usingσ = σ (solid Black curves (2)) andσ =σ (dashed Black curves (3)), DoG filters (dashed Blue curves (4)), Gaussian derivative filters (dashed Green curves (5)), log-Gabor (solid Red curves (6)) and Sarkar and Boyer filters for best (i.e Deriche filter) (solid Cyan curves (7)) and best S (dots Red curves (8)).
Sarkar and Boyer family is opposite to the dependence of other families. This result is expected as, for example, we already pointed out that the Deriche family has more aliasing for smaller bandwidths. This is because the bandwidth is inversely proportional to the order a of the derivative of the smoothing function and the decay of its Fourier transform is of order ω (a−4) . Notice that the Sarkar and Boyer filter has a far better frequency localisation than the Deriche one, especially for smaller bandwidths.
The relative behaviour of the different families regarding the uncertainty principle shown in Fig. 15(c) is similar to their relative behaviour regarding σ F . The zero DC corrected Gabor filter is close to the limit ( 1 2 ) almost everywhere, followed by the Gaussian derivatives filter. Because of their tailed nature, the log-Gabor wavelets are the farthest from the limit with the Deriche filter for 2.54 < β < 2.66 (i.e a ∈ [1.46, 2]); the Sarkar and Boyer filters seems to have the best scalespace localisation for 2.5902 < β ≤ 2.7875 (basically for a bandwidth greater than the 1st derivative of a Gaussian until the bandwidth of Sarkar and Boyer's edge operator). For very large bandwidths, Cauchy kernels are the closest to the limit.
In the case of feature detection we can locate Canny's, Deriche and Sarkar and Boyer's edge operators as well as Ziou's line detector on these curves (Fig. 15 , curves (5), (7), (8) and (7) respectively); these operators are optimal in the sense of Canny's criteria. This gives some insight on the performance of the other families, in the sense of Canny. Recently, the log-Gabor filters have been proposed as the choice of quadrature pair for feature detection. Spatial localisation of the filters is of great interest. On inspection of Fig. 15(a) , we notice that the DoG filter has better spatial localisation than log-Gabors for a bandwidth greater than 2.1 octave and the Sarkar and Boyer filters are far better in their range of definition. When β < 2 logGabors are better than the DoG but the Cauchy filter has a comparative localisation. Fig. 15(b) shows that the DoG and the Cauchy family have always a better frequency localisation than log-Gabor kernels and Fig. 15(c) shows that the two families have a better uncertainty principle than the log-Gabor family. All three families are invariant to a grey level shift and to an additive ramp. Finally, note that the Deriche edge operator is closer to the DoG filter, and the Sarkar and Boyer edge operator is closer to the Cauchy family. Hence, for edge detection log-Gabor kernels are not the best choice.
However, for line detection, log-Gabor filters can have good performance as they are the closest to Ziou's optimal line detector. However, we found that the DoG filter for larger bandwidths has similar performance to the Ziou line detector. In addition Ziou's line detector has poor spectral localisation and the largest aliasing.
Our results suggests that the DoG filter is the best to use for combined line and edge detection. The Cauchy family is an interesting alternative, and we have the analytical expressions of the filters in the spatial and the frequency domain. Further experiments are needed to investigate their use in more detail.
Concluding Remarks
We began by stressing the importance of phase information in computer vision, then provided the reader with a short summary of the definition of the local phase in one dimension, and its extension to multidimensional signals. In practice, the estimation of the local phase and the related quantity, local energy, uses a pair of band-pass quadrature filters. Several families of quadrature pairs have been proposed and applied in the literature, in a number of different applications. Most authors have not provided a reasonable justification for the use of a particular family apart from simplicity of use or the satisfaction of the zero DC condition. This is particularly the case in feature detection where, for example, several authors have not considered the invariance of the filters to an additive ramp (smooth gradient). This property is desirable and has been noted in classical feature detection (see e.g. [7] ). Our analysis attempts to put the justification on a sound foundation.
Specifically, in the paper, we have studied mathematically the most common quadrature filters in the literature. We have provided either a mathematical expression or a numerical estimation for most filter properties. Key results and properties are summarised in Table 3 .
In the case of feature detection, we presented the first attempt to use classical edge/line operators for the design of a quadrature pair. Although the main advantage of phase-based feature detection is that it is a unified detection approach (not only for edges or lines), we can learn a lot from the separate behaviour of the even part (symmetric detector, lines for example) and the odd part (asymmetric detector, edges for example). Interestingly, we found that most of the classical optimal operators, have large bandwidth and several authors point out that broad bandwidth filters have a better SNR in phase-based detection.
Our analysis shows that Gabor filters are not a good choice for feature detection. The odd part has poor performance in the sense of Canny in comparison to the 1st derivative of a Gaussian, to Sarkar and Boyer filter and to the Deriche filter; and the even part does not satisfy the zero DC correction and hence needs correction. The zero DC correction is possible but the filters are still not truly in quadrature, except if the negative frequencies are zeroed in the case of a Fourier domain implementation. Gabor filters are sensitive to smooth gradients.
We also concluded that log-Gabor kernels are not a very good choice for feature detection. As we showed, the DoG family and the Cauchy family have better properties. The Sarkar and Boyer's filter has very good properties, for example for a bandwidth close to 2 octaves, this family has very good spatial localisation. In the case that we are interested only in one type of features (edges or lines), a natural choice is to use the Sarkar and Boyer family which is optimal in the sense of Canny.
Regarding the use of quadrature filters for velocity estimation, we showed that all the families have similar behaviours for small bandwidths (in terms of phase linearity and phase stability). The zero DC corrected Gabor filters could be used. If we want to be invariant to a smooth gradient (in the case where the conservation criteria is violated), the Gaussian derivative family would be a natural choice as they have close behaviour to the Gabor filters in terms of phase stability and the uncertainty principle. The disadvantage of using the Gaussian derivative filter is the loss of the spatial representation of the filters. In this case, the Cauchy family offers an alternative and has the advantage of being invariant to smooth gradients and having analytical expression in the spatial and the Fourier domain. observation corrupted by an additive white Gaussian noise with standard deviation σ = 1. Canny [7, 8] was the first to formulate the detection problem for a linear edge detector f O (x) as an optimisation problem. As Canny pointed out, the key to the design of an effective edge operator is accurate evaluation of its performance. Canny defined three different criteria to be maximised:
Good Detection: Given the white Gaussian noise assumption, the probability of false detection decreases with increasing the signal-to-noise ratio ( f ) given by:
Good Localisation: This second criterion is defined as the variance of the maximum of the filter response about the correct location. 9 Canny used an approximation based on a Taylor's expansion of the filter output: Low Number of Multiple Responses: This criterion was designed to minimise the number of spurious maxima within the operator spatial spread [8] :
where W is the operator width and k is a positive constant. Sarkar and Boyer [67] point out that the above multiple response criteria must be modified to be applied to IIR filters. In other words we should provide an estimate of the operator width Sarkar and Boyer [67] defined the width of the filter as the normalised root mean square deviation of the function f Hence, they proposed a new expression for ( f ):
Then, the optimality of the detector is defined with respect to the maximisation of the following quantity [8] :
For an ideal step edge (B.7) is given by:
(B.8) 8 . Of course the optimality is debatable as for example we found that the even DoG filter (when γ ≤ 0.05) has better performance than Ziou's line detector, in the sense of Canny, using the following line model: F(x) = rect((x − 0.25)/0.5). 9. Although the agreement [5, 67] and the disagreement [73] , this is the most popular localisation measure in this context. 10. The Taylor expansion of the filters output are different for an edge detector and a line detector because the edge detector is odd and the line detector is even. See Canny [8] for the details.
