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Abstract
An unresolved question in network neuroscience is the quantification of reconfigura-
tion in functional networks in response to varying cognitive demands. We propose that
a mesoscopic generalizable framework would be most apt to investigate the breadth of
functional (re-)configurations. We propose a 2D network morphospace using novel meso-
scopic metrics, Trapping Efficiency (TE) and Exit Entropy (EE), that characterize the
topology of mesoscopic structures and the flow of information within and between them.
This framework captures the behavior of a reference set of functional networks (FNs)
with changing mental states. We show that this morphospace is sensitive to different
FNs, cognitive tasks and subjects. We propose that functional connectivity changes
in FNs may be categorized into three different types of reconfigurations: i) Network
Configural Breadth, ii) Task-to-Task transitional reconfiguration, and iii) Within-Task
reconfiguration; and quantify the Network Configural Breadth across different tasks. In
essence, we put forth a framework that can be used to explore the cognitive space in a
comprehensive manner, for each individual separately, and at different levels of granu-
larity; a tool that can also quantify the changes that result from such an exploration, as
the brain switches between mental states.
Author Summary
Imagine the total repertoire of cognition as an abstract space where one can only take coarse
snapshots of its complex topology; such space topology is completely unknown, otherwise. However,
one wishes to determine the ”shape” of such a space through what is available (still coarse snapshots).
In the context of brain connectomics, we aimed to define and study this space is through fMRI task
and rest configurations. Functional connectomes can be viewed as sampled proxies (coarse snapshots)
to represent, in part, the cognitive space. In this paper, we construct an example of a ”cognitive
space” using a mathematical mapping framework or a network morphospace. We define a minimally
complex morphospace that captures two distinct features of mesoscopic structures in functional
brain networks: i) Trapping Efficiency (TE) measuring the module ability to preserve the incoming
signal from escaping its local topology, relative to its total exiting weights and ii) Exit Entropy
(EE) measuring the module communication preferences with other communities using information
theory. Investigating the complex behavior of a priori set of FNs, across different conditions, we
show that modelling network configural breadth for a given subject’s FN is equivalent to the study
of neuromodulatory changes in FN across high/low cognitive demands imposed from tasks and rest.
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1 Introduction
A particular challenge in network neuroscience is the derivation of a comprehensive means
to quantify brain network configurations across different mental states and cognitive tasks.
Configurations across a collection of cognitive tasks can be conceptualized at three distinct
levels of granularity. 1) Network configural breadth: the overall extent, across many
different mental states and tasks, to which the brain networks change in configuration. 2)
Task-to-task (transitional) reconfiguration: brain network reconfigurations that occur
when transitioning from one specific cognitive or mental state to a second, different state.
3) Within-task reconfigurations: reconfigurations that occur within one task, such as
shifts from lower to higher cognitive demands, or vice versa.
The primary aim of this paper is to (i) construct a formalism that generalizes overall
network configural breadth under resting and task-evoked conditions; and (ii) quantify
network configural breadth for a given cohort. To achieve this aim, one must first determine
at which scale network configurations can be efficiently identified at both the group level by
task and at the phenotypic level by individual subject. To this end, Cole and colleagues
in [15] note that task configurations are rather subtle in both macro- (whole-brain) and micro-
(edge-to-edge) levels, relative to resting configuration. Hence, to efficiently disentangle
task [30] and subject fingerprints [4, 22, 23, 31, 41, 55, 58, 75, 77] existing in brain network
configurations , this leads to the mesoscopic scale (i.e. functional networks) as a viable
option. It has been argued that higher level of cognition emerges through interactions of
subsystems [11]. Specifically, mesoscopic structures exhibit modular characteristics that can
adapt to cognitive demands ”without adversely perturbing the remainder of the system” [10].
Mesoscopic structures can be viewed as either (i) brain connectivity patterns related to
unique cognitive modes [3, 5], or (ii) subsets of brain regions that sustain and/or modulate
one particular function [27,50,54,55,78].
Traditionally, a mesoscopic exploration of functional brain networks would either involve
the detection of functional communities [69] based on topology [46,47] or on the information
flow [52,53]. But, both these approaches are limited in evaluating the dynamics of detected
communities across time, tasks, and/or subject. On the other hand, we would like to have a
framework that can capture the behavior of a reference set of FNs with changing mental
states; a framework that can not only characterize the topology of FNs and but also the
flow of information within and between the FNs. Such a formalism can help us define and
quantify different types of configurations that functional brain networks can assume and
re-configurations that they go through when switching between seemingly infinite number
of mental states.
Here, we propose such a formalism to quantify network configural breadth using two
distinct assessments (measures): i) “trapping efficiency” (TE), describing the extent to
which a particular FN (e.g., the frontoparietal network) “traps” an incoming hypothetical
signal, and ii) “exit entropy (EE),” describing the uncertainty as to where (what nodes)
that same signal would exit a given FN to enter another FN. We propose that the relative
combinations of these two measures across a comprehensive range of task and mental states
for a given FN as plotted in a “mesoscopic morphospace.” It is essentially a 2-dimensional
geometric shape formed by unique combinations of TE and EE that can quantify the extent
of which a specific FN changes in its behavior as a module, i.e. degeneration of modular
structure or otherwise, within the repertoire of tasks situated in a “cognitive space” [75, 76].
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That is, this work aims to formally parameterize subsystem changes that occur across a
broad span of cognitive and mental states. We refer to all those across-task (flexibility)
changes occurring in a functional network as “network configural breadth”. Furthermore,
this framework also paves the way to model the nature of transitional FN reconfigurations
that occur either between two different tasks (“task-to-task transitional reconfiguration”)
or within-task according to varying levels of difficulty and demand.
Two primary approaches examine mesoscopic configurations across different cogni-
tive/mental tasks. One approach unravels newly emergent functional modules in each
single task and/or each subject separately. Many interesting concepts rely on this approach,
such as individualized (atlas-free) parcellation [43,72] or task-dependent atlases [54]. An
alternative is to maintain a set of baseline functional modules and, instead, monitor their
properties across tasks. For a framework to assess network configural breadth, the first
approach does not permit tracking changes between cognitive states that are both subject-
comparable and task-compatible. Subject-comparable refers to a common brain parcellation
across subjects, whereas task-compatible refers to a common brain parcellation across
different tasks. As stated by Cole et al., the brain’s common intrinsic network is prominently
reflected by its resting state architecture [15]. Similarly, Shine and colleagues hypothesize
that the human brain exhibits and maintains a core integrative network that dynamically
configures during cognitive demands [63]. In that context, task configurations in general
can be viewed as topological perturbations departing from the resting state architecture
that can be quantified by comprehensive edge-wise changes in the functional connectomes.
The purpose of this study is, hence, to define and assess theoretical network properties
of a priori functional modules as determined by resting state FNs, leveraging the idea
that tasks modify a common intrinsic network to efficiently meet cognitive demands [15].
As noted by several authors [15,16,26], executive subsystems in the brain are consistently
reproducible across many individuals at rest [27, 50,78]. We consequently see resting-state
functional communities as a common (fixed) foundation upon which cognitive demands
from tasks modify.
To model network configural breadth, one then needs to map FN configurations into a
well-defined mathematical space. On a practical level, the framework needs to estimate the
minimum number of parameters required to characterize network subsystem changes, which
constitute global comprehensive changes (i.e., functional connectome changes due to different
cognitive/mental tasks) in such space. A principled way of looking how systems evolve and
change is through phenotypic spaces, also called morphospaces, see [7,16,29,42,44,56,65,70].
The concept of a morphospace can be used to analyze many other mathematical objects,
including networks. When applied to networks, quantitative traits of global or local network
topology are conceptualized through the Cartesian coordinates defined in this abstract
space. A brain’s subsystem configuration is topologically represented by a point in this
multidimensional space.
We thus intend the idea of a “mesoscopic morphospace” to capture brain’s subsystem
configurations across multiple cognitive/mental states, which in turn may relate to behavioral
measures, as shown in [19,57]. In particular, we aim to determine if FN configural properties,
which comprises of: (i) “functional preconfiguration” - functional readiness transitioning from
rest to active task engagement and (ii) “functional reconfiguration” - FN transformations
across mental/emotional states, relate to cognitive abilities such as intelligence. In summary,
the purpose of this paper is to 1) assess and subsequently quantify functional network pre-
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and reconfiguration and 2) test the associations of FN configural breadth with cognitive
ability. We first present the theoretical aspects of this framework and then apply it to the
dataset of one hundred unrelated subjects from the Human Connectome Project (HCP).
2 Network Configural Breadth and Morphospace formalism
2.1 Brain network configurations
A functional network configuration is a mathematical presentation of a specific brain state,
as presented using a functional connectome. It comprises nodes (brain regions) and edges
(levels of functional coupling between pairs of brain regions). From a task-based perspective,
there are three types of brain configurations that can be distinguished, in increasing level of
granularity:
a) Network configural breadth reflects, in theory, the range of network functional
configurations required to represent a given individual’s total repertoire of cognitive
and emotional states. In practice, how well the entire “cognitive space” [75, 76] is
sampled depends on the number and diversity of the tasks chosen for study. This
notion is inspired by Schultz et al. [57].
b) Task-to-task transitional reconfiguration represents the specific shift in network
functional configuration when a subject changes cognitive [19, 30]. For instance, task
transitions and accompanying reconfigurations will take place when a subject switches
from a quiet reflection to a spatial problem solving task or from a lexical retrieval to
a risky decision making.
c) Within-task reconfiguration represents specific network functional configuration
changes that may occur within a single task, represented by topological shifts, in
which traversed brain states are revealed through time-dependent network analysis
[11,13,61,63,64].
In case (a), network configural breadth is rather a theoretical concept to understand
the broad span of brain capability (or incapability thereof) to meet various cognitive
demands from varied tasks and rest. In cases (b) and (c), network shifts are topologically
represented by network changes through either (b) transitions between different kinds of
mental/cognitive tasks or (c) traversed brain states within a task, e.g. periods of integration
or segregation [61,63,64]. In the connectomic domain, transitions in case (b) and (c) manifest
as continuous topological modifications from a current to a new mental state. It is important
to note that we only utilize the term “reconfiguration” in case (b) and (c) to emphasize the
actual shifts for which case (a) does not imply.
In this paper, we focus on case (a) to provide a formalism to study this concept by
mapping network configural breadth into a mathematical space, namely the morphospace
(Fig. 1a). In [57], the authors proposed the notion of general efficiency to quantify
how well the brain adapts itself given different task-evoked conditions and resting state.
Such a measure, however, is hard to generalize due to technical difficulties (see details
in the next section). A more generalized concept is proposed here to not only assess but
also quantify the (in-)capability of functional configurations measured by corresponding
functional connectomes (FCs). We define this network configural breadth. Specifically, it
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assigns a real positive value to capture the extent of FN change across various tasks and
between rest and task-general position.
Figure 1. Task-related scenarios of brain network (re-)configurations: There are three
types of brain (re-)configurations that can be represented through functional connectome mappings
into a mathematical space as defined here by two theoretical FN measures (1 and 2). Panel (a)
represents network configural breadth which represents a two-dimensional scaling of network change
across varied cognitive demands. Panel (b) and (c) demonstrate the two most commonly studied
type of reconfigurations: task-to-task and within-task reconfigurations. In all three cases, brain
network configurations are mapped into a well-defined mathematical space, namely the morphospace.
Reconfigurations in case (b) and (c) are mathematically analogous to trajectories in the morphospace
that represent transition(s) between one task and another (b), whereas in case (c) network topology is
mapped onto the multidimensional space as reconfiguration across time. The number of morphospace
measurements required to describe FN configurations is not defined as of yet; for the purpose of
demonstration, this example is 2D-morphospace capturing two distinct features of functional brain
networks..
2.2 The necessity of a mesoscopic morphospace
Assessing brain network (re-)configuration requires an appropriate identification of a system
scale in which changes can be efficiently detected among various cognitive tasks/mental
states and/or subjects. At both the functional edge (microscale) and entire whole-brain
functional connectome (macroscale) levels, these changes are rather subtle [18] and hence,
insufficient to detect underlying shifts across tasks and reflect cognitive changes. This leaves
mesoscopic structures (for instance, FNs in the case of brain functional networks) as a
suitable scale to investigate network configural breadth.
Inspired by [57], we consider rest a reference with respect to network configural breadth.
As opposed to measuring similarity (reconfiguration efficiency) in a pairwise fashion rest-
to-task reconfigurations [57], we expand the concept of reconfiguration by assessing the
differentiating capacity of functional connectivity through sampling the cognitive space
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[75,76] using multiple fMRI tasks simultaneously and collectively measuring change. Our
goal is to propose a minimal number of measure(s) that can capture functional network task
and subject characteristics that strive beyond similarity measure induced from pair-wise
interactions, i.e. Pearson correlations as reconfiguration efficiency measure proposed in [57].
Moreover, this would alos allow us to reflect complex cognitive changes induced from
configural breadth. Further, whole-brain (macroscale) configuration large changes while
performing tasks or across individuals might not be expected [15] and does not provide
specificity on the spatial organization of those changes along the cortex. Here, we track
reconfigurations at the (mesoscopic) functional networks level, which allows to evaluate the
hypothesis that some functional circuits reconfigure more than others while not focusing on
edge-to-edge functional changes which is subtle among rest and task.
Consequently, assessing specific network configural breadth requires a mathematical
mappings of mesoscopic changes into a well-defined space comprising measures that inte-
grate interactions among sub-systems (such as functional communities in brain functional
networks). To accomplish this goal, two relevant theories that can satisfy the aforementioned
requirements, are (i) stochastic processes, [18,35], and (ii) information-theory, [17,38,59].
Stochastic processes provide an appropriate tool to, metaphorically, inject a random particle
that walks among connectome nodes, through their interactions (i.e. functional edges), in
such a way that no particular pairwise or local interaction can fully describe its behavior.
In other words, random walk theory allows us to study configural breadth based on the
topological changes induced by inter- and intra- communities when subject performs different
tasks and rest. Information theory provides the quantification of uncertainty in choosing the
preference of communicating channels among functional communities. Specifically, it allows
a fine-grained (edge-wise) approach that is complementary with the stochastic modelling
approach, as seen in [52,53], especially in the domain of community structures in complex
networks. In other words, configural breadth is investigated through information-theoretic
changes induced from exiting edges between a given FN with others when subject involves
in different tasks and rest. Complementary evidence in describing sub-system adaptations
is shown by orthogonality between morphospace measures section 3.1.3.
2.3 Module Trapping Efficiency (FN Measure 1)
Given a functional network or module (from now on used indistinctively in this work),
denoted as C, for a whole-brain functional connectome (denoted as G), we construct a
mesoscopic morphospace to assess functional network C ⊂ G behaviors through random-walk
(horizontal x− axis), and information theoretical (vertical y− axis) lenses; see details in
SI). In subsequent sections, we provide the formulation and interpretation of each proposed
measures.
2.3.1 Definition and Formulation
Module Trapping Efficiency, denoted as TE (unit: stepsweight), quantifies the capacity of a
module to prevent a random walker from leaving the FN C.
Specifically, it is the topologically-driven measure assessing the internal flow sustainability
of module C ⊂ G (unit: steps) relative to its exiting strength (unit: weight). The flow-
preserving characteristic of a community, denoted as τ , assesses how well the subgraph
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performs as a functional community through two conceptual modularity landscapes: density-
based, [24, 47], and flow/pattern-based, [39, 52,53] simultaneously, see SI for further details.
Mathematically, given an induced subgraph C(VC , EC) ⊂ G(V,E), we quantify internal-
flow preservation on a community is as follows:
TE =
||τ ||2
LC (1)
where ||τ ||2 is the 2-norm of the mean time to absorption vector from nodes in C(VC , EC) to
exiting nodes that are defined to have at least one connection, i.e. strictly positive functional
edge, to any member of module C. The denominator LC is the 1-norm of the vectorized
functional connectome submatrix induced by nodes in C and its corresponding exiting nodes.
Note that normalizer LC has two distinct functions: (i) as τ naturally scales with
community’s size, normalizer LC acts as a damping factor to the measure; (ii) the total
”leakage” of C to G \ C, it represents the level of integration between subsystem C and the
rest of the network G \ C.
2.3.2 Interpretation
Firstly, τ quantifies the capacity of ”trapping” signals that originates from functional
community C using stochastic processes. In the SI, we also provide a simple model that
shows the sensitivity of τ . Additionally, LC is the tallied effect from weighted edges that
depict the interactions among the finest scale elements of the subsystem C with G \ C. We
note that TE is assessing the level of assortativity level of a community [45].
As FNs are established a priori within a repertoire of cognitive states, module trapping
efficiency assesses the underlying dynamics induced by the topology of a specific FN C under
different mental states. Some demonstrations for TE value ranges are given in Fig. 2.
2.4 Module Exit Entropy (FN Measure 2)
2.4.1 Definition and Formulation
Module Exit Entropy (denoted as EE being in the range EE ∈ (0, 1] and unitless) assesses
the degree of uncertainty in going through a specific exit for a random walker within FN
C. Specifically, EE evaluates the FN communicating preferences evaluated at module exit
edges.
Given an induced subgraph C(VC , EC) with m¯ exits (absorbing states with characteristic
absorption rate per Terminating Markov process construction - see SI for details), the
exiting node entropy, denoted as He, measures the level of uncertainty of which exiting node
is preferred. Module exit entropy is mathematically formalized as:
EE =
He
NC =
−∑m¯i=1 ψi log(ψi)
log(m¯)
(2)
where preferential exit probability can be calculated as ψT = 1T|VC |Ψ
[
1T|VC |Ψ1m¯
]−1
, see SI
for details. The normalizer, NC = log(m¯), is the maximum entropy obtained from a module
in which all exit nodes have the same absorption rate.
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Nodes v ∈ C
Nodes v ∈ G \ C
Notes :
High TE; Ultra-high EE Ultra-high TE; Ultra-low EE
Low TE; Medium EE
Edge set {vivj | vi ∈ C & vj ∈ C}
Edge set {vivj | vi ∈ C & vj ∈ G \ C}
Figure 2. Morphospace Measurements - examples: All three induced sub-graphs have the
same cardinality (|C| = 8) with different number of exits (connections to G \ C). Nonetheless,
depending on their topological structures, the corresponding morphospace measurements (TE and
EE) have distinctive values. Note that nodes within the boundary belong to functional modules
whereas the remaining nodes are exiting nodes, as defined in SI. TE= trapping efficiency; EE=
exit entropy.
2.4.2 Interpretation
Exit entropy quantifies the level of non-specificity of the module integration with the rest of
the system. In other words, a high EE would denote the homogeneous integration within
the rest of the system whereas a low EE would indicate a preferential communication or
integration of the module with the rest of the system. In terms of functional brain networks,
module exit entropy facilitates the understanding of collective behavior from C to other
FNs through its outreach channels (edges formed by nodes in C and exiting nodes in G \ C).
Some demonstrations for EE value ranges are given in Fig. 2.
2.5 Mesoscopic Morphospace formalism
According to our formalism of the morphospace, two distinct features of each FN in brain
graphs are addressed by a point u(C) in the Euclidean subspace Ω ⊂ (0,M)× [0, 1] where
M <∞.
u(C) = (u(TE(C)),u(EE(C))) ∈ Ω (3)
Given a functional brain network G with highly-putative parcellation that results in l
induced subgraphs C ⊂ G, we can obtain l points u(C) corresponding to l FNs in network
G.
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In general, module trapping efficiency, u(TE(C)) must be finitely bounded (see more
details in SI). However, in the context of the investigated dataset, a better bound is possible.
This is due to two driving factors: connectome sparsity and edge weights [6], and SI for
further details. In the context of investigated data, we address the upper bound for TE as:
max(TE) = M = 1. In terms of u(EE(C)), its numerical range u(EE(C)) ∈ (0, 1]. Hence,
Ω ⊂ (0, 1)× [0, 1]
Ideally, in morphospace design, each Cartesian axis should be ”orthogonal”, see [6], in
the sense that reflects one unique feature of under-studied objects, in this case functional
modules C. Network-theoretically, the mesoscopic morphospace are shown, in later sections,
to assess non-overlapping traits of modular structures for a given network.
2.6 The network configural breadth formalism
2.6.1 A mathematical formulation
The notion of functional network configural breadth, for the ith subject, is compartmentalized
into two components:
• FN (task) reconfiguration and
• FN rest-to-[task-positive] preconfiguration.
We then propose a mathematical relation between denoted by:
Fi = f(RFNi ,PFNi ) (4)
where Fi represents configural breadth for subject ith which is comprehensively formalized
through all considered FN reconfiguration and preconfiguration. Here, we do not infer the
function f that maps subsystem functional reconfiguration and preconfiguration into subject
configural breadth. Rather, we provide directly the measures that quantify (functional)
reconfiguration and preconfiguration of subsystems that constitute ith subject’s configural
breadth.
2.6.2 Functional Reconfiguration
Definition 1 Functional reconfiguration in this work is represented by a 2-dimensional
spatial volume derived from given FN’s EE and TE coordinate values. As such, it represents
an example of “cognitive space” [75,76] within a functional domain that spans a variety of
network states under various task-evoked conditions. We quantify this as
RFNi = Vol(Conv(WFNi )) (5)
where WFNi represents the set containing all investigated task coordinates of subject i’s
FN; Vol(Conv(WFNi )) is the convex hull volume induced by points in W
FN
i . Functional
reconfiguration is geometrically depicted in Fig. 3.
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2.6.3 Functional Preconfiguration
Definition 2 Functional preconfiguration reflects the topologically distributed equipotential-
ity that is theoretically designed to enable an efficient switch from a resting state configuration
to a task-positive state [57], and is quantified as follows
PFNi = ||RestFNi − ηWFNi ||2 (6)
where ηWFNi
is the geometrical centroid of WFNi ; P measures the distance between rest to
task-general position (represented by ηWFNi
). It is defined with the selected metric space,
in this case is the 2-norm in Euclidean space. Functional preconfiguration is geometrically
depicted in Fig. 3.
Figure 3. Functional Network configural breadth is geometrically represented using two
predefined morphospace measures. Specifically, FN measure 1 is Module trapping efficiency (TE)
and FN measure 2 is Module exit entropy (EE) for mesoscopic structures such as communities in
brain functional networks. In this case, task T1 to T5 belongs to the convex hull (Pareto front)
while T6 and T7 belongs to the interior enclosed by the convex hull. See SI for more details.
Remark 1 Given the concept of functional reconfiguration and preconfiguration, second
order and first order measurements, respectively, are the most suitable. Furthermore, without
any specific assumptions, all tasks are given the same level of importance and hence, no task
is weighted more than others. Note that one cannot directly compare the numerical value of
functional preconfiguration with corresponding reconfiguration because of the difference in
computational approach. Nonetheless, one can directly compare the numerical values within
FN’s pre- or re- configurations.
3 Results
The mesoscopic morphospace formalized in section 2 is used to assess network configural
breadth in terms of functional preconfiguration and reconfiguration for the one hundred
unrelated subjects (HCP, Q3 release). This dataset includes (test and retest) sessions for
resting state and seven fMRI tasks: gambling (GAM), relational (REL), social (SOC),
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working memory (WM), language processing (LANG), emotion (EMOT), and motor (MOT).
Whole-brain functional connectomes estimated from these fMRI dataset include 360 cortical
brain regions [27] and 14 subcortical regions. The functional communities evaluated in the
morphospace included seven cortical resting state FNs from [78]: visual (VIS), somatomotor
(SM), dorsal attention (DA), ventral attention (VA), frontoparietal (FP), limbic (LIM),
default mode (DMN) and one comprised of subcortical regions (SUBC). Additional details
about the dataset are available in SI.
3.1 Task and Subject differentiation and morphospace orthogonality
3.1.1 Within- and Between- subject task sensitivity
We first evaluate the capacity of module trapping efficiency and exit entropy to differentiate
between tasks within subject. To do so, for each morpho-measure (TE or EE), we obtain
the task-based coordinates (8 tasks in this case) for each subject’s FN for all available
scanning sessions, i.e. test and retest in this dataset. We compute the intraclass correlation
(ICC) assuming test and retest (per subject) the repeated measurements and task the class
variable (TE in Fig. 4A and EE in Fig. 4B, respectively). Overall, ICC values in all
FNs have high positive values for most subjects. EE displays a higher within-subject task
fingerprint than TE. TE in VIS, DA and DMN most distinguished between the cognitive
tasks, whereas EE in VA and FP are best at distinguishing the within-subject task-based
configural changes. The ICC values for both coordinates are the lowest for LIM.
We then evaluate the degree to which morpho-measures capture cohort level configural
changes (Fig. 4C). To test this, for each morpho-measure (TE or EE), we compute ICC of
each FN when considering subjects the repeated measurements and task the class variable.
This was done separately for test and retest sessions (grey and dark bar, respectively for Fig.
4C). We see that EE is able to capture cohort-level task-based signatures as ICC values
are consistently higher than those of TE. Interestingly, LIM has, still, lowest cohort-level
task-based fingerprints for both measures.
3.1.2 Subject sensitivity across task
Here, we test the extent to which morpho-measures unravel subject fingerprints across tasks.
To do so, we compute ICC considering the tasks are the repeated measurements and subject
the class variable (Fig. 4D). It is note-worthy that TE is superior in uncovering subject
fingerprints, compared to EE, for the majority of FNs. This is complementary to EE being
more task-sensitive.
3.1.3 Orthogonality between morphospace measures
To provide the theoretical basis of combining the two morpho-measures, we need to establish
evidences that TE and EE highlight unique, non-overlapping characteristics of objects
under consideration, i.e. task-based FNs.
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Figure 4. Morphospace measures and their task- and subject- fingerprints for each
functional network: (A)Within-subject task sensitivity of Module trapping efficiency (TE) for
each FN per subject. B) Within-subject task sensitivity of Module exit entropy (EE) for each FN per
subject . (C) Between-subject task sensitivity of TE (top) and EE (bottom). D) Subject-sensitivity
ICC of TE (top) and EE (bottom). E) 2D morphospace is built based on combining two proposed
measures to model and study cohort’s task-based configural changes of functional communities. .
First of all, for within-subject task differentiation (Fig. 4A and Fig. 4B), FNs with
high ICC values in one measure do not necessarily imply similar tendency in the other. For
instance, VA is third lowest in characterizing within-subject tasks differentiation with mean
TE whereas, inEE, it has the highest mean score. Similarly, FP has second lowest average
score in TE while in EE, third highest. Particularly, TE and EE each captures unique
aspects of a given FN in a complementary manner.
Secondly, evidence of complementary differentiation is shown through the ICC results
in cohort-level task-sensitivity (Fig. 4C) and subject-sensitivity (Fig. 4D) configural
changes. Indeed, TE is superior in detecting subject fingerprints while EE is better in
unravelling task fingerprints. This important result builds the basis to have the two proposed
measures “work” in conjunction as a 2D morphospace (Fig. 4E). The idea is that, for
a given studied object (i.e. task-based FNs), configurations are “stretched” in exclusive
directions (subject-sensitive trapping efficiency and task-sensitive exit entropy).
3.2 Quantifying network configural breadth on functional networks
The mesoscopic morphospace allows the quantification of network configural breadth. For a
given functional community, we compute functional reconfiguration (amount of configurations
across tasks) and preconfiguration (distance from rest to task positive state), using formula
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(5,6), respectively.
3.2.1 Group-Average Results
The group average behavior of functional communities is shown in Fig. 5. Functional
reconfiguration of FNs are shown as filled convex hulls whereas preconfiguration of FNs are
shown as dashed lines from rest to the corresponding task hull geometric centroid.
Figure 5. Network Configural breadth - Geometrical Presentations: functional recon-
figuration and preconfiguration for all FNs are graphed using group average of subject individual
coordinates. Task coordinates in this space are represented by either asterisk (*) or the plus (+)
symbol. The asterisk symbol is used for those tasks that are part of the Pareto front of the convex
hull; the plus symbol represents either the resting state or task that belongs to the interior of the
convex hull. Note that x− and y− axis are purposely not scaled in the same range so that all tasks,
task-centroid, and rest can be visualized easier.
To facilitate comparing network configural breadth across all functional networks, their
convex hulls are shown in Fig. 6A with the same x− and y− axis values. VIS network
polytope, representing group-average behavior, is lower in EE relative to other FNs. With
the exception of VIS and SUBC, all other FNs cluster in a similar, high EE/ low TE area of
the morphospace (Fig. 6A). It should be noted that different tasks and subject populations
(e.g., older or clinical groups) might cluster FNs differently. We also note that subcortical
polytope is relatively high in exit entropy. However, subcortical parcellation might not
optimally reflect the functional and/or structural makeup of various subcortical structures
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(e.g., role of the basal ganglia in the motor system) so these results should be interpreted
cautiously.
One immediate observation drawn from such a presentation is that the morphospace
framework reconfirms, quantitatively, that default mode network is acting more as an
assortative subsystem at rest - as seen in the lower right regime - as opposed to under
task-evoked conditions - as seen in the top left corner of the same space (Fig. 5 Default
Mode) [33]. Another observation is that in terms of sub-system assortativity measured by
TE, the lower bound of subcortical convex hull is, approximately, the upper bound of other
FNs, with the exception of visual network, in the cortical region. Figures 7.1A and 7.2A
also summarize functional reconfiguration and preconfiguration values respectively, for test
and retest fMRI sessions for all subjects and FNs. It can be observed that the VIS system
displays the largest functional reconfiguration (see Fig. 7.1A). From Fig 7.2A, functional
preconfigurations display a more comparable magnitude among all FNs.
Figure 6. (A) Overlaid geometrical presentation of network configural breadth for all functional
communities. Polytope colors are analogous to the ones scheme shown in Fig. 5. For each functional
community, the dash line represents the amount of functional preconfiguration whereas the polytope
volume represents the amount of functional reconfiguration. (B) Maximal distance is computed
based on the maximum pairwise distance between two task for a given functional network, see SI for
more information. (C) Frequency of participation of task as measured by the number of times a
task appears in the maximal distance normalized by 16 (8 Functional networks and 2 task per FN).
Further evidence of orthogonality is also displayed in Fig. 6B and 6C. In Fig. 6B,
maximal distance is computed based on pairwise distances for two given tasks for a specific
FN. The result shows that for a given FN, the two measures complement each other and
in many cases, stretch the cognitive space in one direction or the other. For instance, in
case of DA and FP, the maximal distance in EE is very high but low for TE whereas in
VIS and SUBC, TE maximal distance is higher than that of EE. Furthermore, in Fig. 6C,
there are only certain tasks, such as Motor and Emotion, that push the cognitive space in
particular direction (which is captured by maximal distance computation). Evidence of
orthogonality is also shown here as for the two particular tasks (Motor and Emotion), the
frequency of appearance is complementary in TE and EE.
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3.2.2 Subject specificity of pre- and reconfiguration of functional networks
The formulation of network configural breadth (in terms of preconfiguration and reconfigu-
ration) enables assessing these properties at the subject level.
Figure 7. Network Configural breadth - subject specificity analysis: Panels 1 and 2
analyze functional reconfiguration and preconfiguration, respectively, from both magnitude and
subject-sensitivity viewpoints. For each functional network, the A Panels report subject’s pre- and
reconfiguration numerical values whereas the B Panels quantify subject sensitivity. Reconfiguration
and preconfiguration measurements are displayed in blue and red, correspondingly. Panel C merges
all 16 configural breadth terms in descending order of subject sensitivity and with the aforementioned
color codification. Color available online.
As shown in section Mesoscopic Morphospace formalism (Section 2.5), such formulation
is built upon a task sensitive measure, EE and a subject sensitive measure, TE, (Fig. 4)
module trapping efficiency and module exit entropy. To what extent is network configural
breadth a fingerprint of subjects and to what extent we can detect this with such framework?
In Fig 7.1B and 7.2B, we use ICC to analyze the ability of morphospace measures (in
the form or reconfiguration (panels Fig. 7.1’s) and preconfiguration (panels Fig. 7.2’s))
to reflect subject identity within each FN. For all FNs from Yeo et al. [78], the ICCs suggest
that subjects can be differentiated from each other when contrasted against a corresponding
null model (see SI Section E.2.4 for details). For a fixed FN, the preconfiguration carries
more of a subject-level functional fingerprint than the corresponding reconfiguration. We
also see that subject sensitivity scores of all eight FNs for both pre- and re- configurations
are higher than their corresponding null models. Finally, we also show that functional
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preconfigurations dominated the subject sensitivity ranking, as illustrated by Fig. 7C.
Furthermore, FP, DMN and VA preconfigurations are among the FNs with highest subject
fingerprints in overall subject sensitivity ranking.
3.3 Network configural breadth and behavior
As previous studies report associations between FP and DMN network with memory and
intelligence [32,57,71], in this section we determine if the outlined framework reflects four
widely studied cognitve/behavioral measures, related to memory and intelligence: episodic
memory, verbal episodic memory, fluid intelligence gF , and general intelligence g.
As fluid intelligence reflects subject capacity to solve novel problems, general intelligence,
g, reflects not only fluid intelligence, gF , traits but also crystallized (i.e. acquired) knowledge,
working memory, and verbal problem solving ( [14] and typically denoted as gC). The early
notion of general intelligence is conceptualized by Spearman’s positive manifold [67] for
which no single task-performance can fully describe. Quantification of g can be accomplished
using subspace extraction techniques such as explanatory factor analysis ( [20]) or principal
component analysis (PCA [57]). In this work, we quantified g using the PCA approach
described in Schultz and Cole [57].
To evaluate the intrinsic relationship between network configural breadth and behavioral
measures, we assume that network configural breadth is: (i) associated with behavioral
measures at the subject level [57] and (ii) equivalently compartmentalized into two com-
ponents: FN reconfiguration RFN and preconfiguration PFN , as proposed in section 2.
Consequently, we propose the following composite relationship:
mi = Γ(Fi) (7)
= Γ(f(RFNi ,PFNi )) (8)
= Υ(RFNi ,PFNi ) (9)
where Υ = Γ • f is the composite function between f from equation (4) (corresponding to
concept (ii) - stated above) and function Γ which corresponds to concept (i). Additionally,
mi represents some behavioral measure. Equation 7 is based on findings in [37]; whereas
equation (8) is proposed through the hypothesis in [57].
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Figure 8. Associations between network configural breadth and behavior: Top panels
illustrate iterative multilinear regression model (MLM); the x axis represents the number of network
configural breadth terms, i.e. PFN and RFN . The bottom panels show model specificity (MS) for
corresponding behavioral measures. Highly subject sensitive predictors, as described in Fig. 7C, are
prioritized in the additive multilinear regression process. For each behavioral measure, we indicated
the optimal MLM by an asterisk. Model specificity for each behavioral measure is then tested using
the procedure described above. The distribution coming from null models are shown in red. These
distributions are obtained when trying to associate network configural breadth descriptors with
random variables, i.e. four behavioral/cognitive performance measures. The final step in model
specificity involves a paired t-test between the null model and the actual distribution (red versus
blue distribution, respectively).
Having established a plausible connection between behavioral measures and PFN , RFN ,
equation (9) can be viewed as a multi-linear model (MLM) using FN reconfiguration
and preconfigurations as independent variables (or predictors). The MLM is constructed
iteratively, starting with the descriptor with the highest individual association, i.e. the
linear descriptors are ordered according to subject sensitivity as stated in Fig. 7.C. In
each iteration, the subsequently ranked descriptor according to Fig. 7C is appended to the
existing ones. The best MLM, which determines the number of linear descriptors included
the model, is selected based on the model p-value.
Constructing the MLM to infer the intrinsic relationship is a necessary but not sufficient
if the ultimate goal is to discover if there is a truly robust relationship between network
configural breadth and behavioral measures. If there exists such robustness, then there has
to be a certain degree of specificity in these models such that only significant correlations are
observed when linear predictors are correlated with the true behavioral measures. Specifically,
network configural breadth, as mathematically formulated using linear descriptors, must
show that it is strongly correlated with a designated measures and not anything else, say a
randomized vector.
To test the level of specificity in the model, we perform 2000 simulations of k− fold
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cross validation where k = 5 between the selected MLM and the corresponding behavioral
measure. Specifically, for each cross validation (per simulation), we obtain a correlation
between the 20 left-out values (y) with the predicted values (yˆ). Hence, for each simulation,
five correlation values are obtained, together with their mean value. It can be shown that
those means follows a normal distribution (details shown in SI). Lastly, to provide the level
of specificity of linear descriptors, we provide, on top of this, a corresponding null model
where the same descriptors are evaluated to predict random vectors of appropriate size. To
test our model and its ability to predict the behavioral measures, we rely completely on
network configural breadth predictors ranked in descending order of subject specificity.
MLM terms
/coefficients
Constant PFP PDMN PDA PSUBC
β0 β1 β2 β3 β4
Episodic Mem. 0.6 2.9 -9.3
Verb. Epi. Mem 0.5 11.8 -1.1 -8.8 -6.1
gF 0.7 5.1 -12
g 0.8 3.9 -5.5 -3.6 -5.7
Table 1. Multi-linear regression models with corresponding standardized β coefficients. Dependent
variables for each model are: episodic memory, verbal episodic memory, fluid intelligence (gF ) and
general intelligence (g).
MLM terms
/coefficients
Constant PFP PDMN PDA PSUBC Entire
p0 p1 p2 p3 p4 Model
Episodic Mem. 0 0.57 0.01 0.03
Verb. Epi. Mem 0 0.02 0.77 0.17 0.03 0.04
gF 0 0.3 9× 10−4 0.004
g 0.03 0.44 0.16 0.57 0.05 0.05
Table 2. Multi-linear models with corresponding p-values. Note that we do not use step-wise linear
model which discards descriptors that are not statistically significant. Column entire model shows the
significance of the entire model.
The top panels in Fig. 8 show that as more linear descriptors (FN’s functional pre- and re-
configurations) are added to iterative MLMs, variance associating with behavioral/cognitive
performance measures decreases with linear descriptors that bear less subject sensitivity.
This result highlights the importance of appending linear predictors in descending order
with respect to the subject sensitivity. Specifically, as individual specificity reduces from left
to right (Fig. 7C), the differential correlations, i.e. the difference between two consecutive
correlation values, decreases.
4 Discussion
In this paper we contribute to fill a gap in the network neuroscientific knowledge by proposing
a mathematical framework that captures the extent to which subject-level functional
networks, as estimated by fRMI, reconfigure across diverse mental/emotional states. We
postulate, based on previous literature [15], that such reconfigurations of functional networks
would be subtle at the macroscale (whole-brain level) and at the microscale (edge level)
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and hence difficult to disentangle. At the same time, mescoscopic structures in the brain,
e.g. functional networks (FNs), are known to reconfigure substantially across different
mental/emotional states as induced by different tasks. The framework presented here
constitutes the first attempt to formalize such (re)configurations of mesoscopic structures
of the brain, and to quantify them so that we can capture the behavior of a reference set
of FNs with changing mental states. We put forth a novel, mathematically well-defined
and well-behaved 2D network morphospace using novel mesoscopic metrics of Trapping
Efficiency (TE) and Exit Entropy (EE). This morphospace not only characterizes the
topology of FNs but also the flow of information within and between FNs. We show that
this morphospace is sensitive to FNs, cognitive tasks, subjects, and the levels of cognitive
performance in different tasks. We also propose that FNs can undergo three different
types of (re-)configurations: i) Network Configural Breadth, ii) Task-to-Task transitional
reconfiguration, and iii) Within-Task reconfiguration. In this work, we only study the
first kind i.e. the Network Configural Breadth, but this framework is well suited to study
all three kinds; unlike other existing frameworks which are typically limited to only one
out of the three [57, 62–64]. We also redefine and quantify the concepts of functional
reconfiguration (capacity of an individual to explore the cognitive space) and functional
preconfiguration (efficiency of transition from a resting-state to a task-positive state) for
mesoscopic structures. We show that both these measures are highly subject-sensitive
for some FNs, but preconfiguration is highly subject-sensitive for all of them. In essence,
we have aimed to formalize a tool that can be used to explore the cognitive space in a
comprehensive manner and at different levels of granularity; a tool that can also quantify
the changes that result from such an exploration, as the brain switches between seemingly
infinite number of mental states.
Ideally, a morphospace framework should be minimally complex and, in this particular
case, be able to capture unique features of mesoscopic changes of the functional brain
networks. For uniqueness, we observe evidence of feature orthogonality, as defined in [6],
between the two metrics that shape the morphospace. We see that, for a specific FN, high
within-subject task sensitivity of TE does not necessarily imply a high value in EE and vice
versa (e.g. VA and FP)(Figure 4A, 4B). In addition, we see that both TE and EE offer
their unique strength in capturing non-overlapping features as TE is more subject-sensitive
and EE is more task-sensitive at the cohort level (Figure 4C,4D). This builds a solid case to
construct a 2D morphospace to comprehensively reflect configural breadth for FNs. Feature
orthogonality is also shown through Fig. 6B as we compute the maximal distance of FN
polytopes in which, depending on the specific functional network, the maximal distance
is induced from either one of the morphospace metrics, i.e. TE orEE. Here, the maximal
distance can be interpreted as the polytope volume should the hull space dimension is one,
h = 1. In other words, for a specific FN, the polytope is “stretched” in a particular task
direction, where each morphospace measurement (TE or EE) unravels unique insights.
In Fig. 6C, we further see that a subset of tasks dominantly contribute to the maximal
distance computation, such as Motion, Language, and Social tasks. Interestingly, we see
that Motion and Language tasks can be considered to be “orthogonal” tasks with respect
to TE and EE. The fact that maximal distance offers different insights than hull volume
(i.e. functional reconfiguration (Fig. 7.1A)), also supports that the minimal morphospace
dimension is two.
Interestingly, the limbic network possesses the lowest ability to distinguish between tasks
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(Figure 4). Similar behavior has been observed in Amico et al. [2] when using Jensen-
Shannon divergence as a distance metric of functional connectivity. In addition, it has been
noticed that limbic network seems to work as a ”relay” in brain communication, [1]. One
potential explanation for this unique behavior is that limbic network maintains a minimal
cognitive load across various tasks, most of which comprises of relaying information from
one part of the brain to the others; and it doesn’t reconfigure as much across different
mental states.
Brain network configuration is typically studied considering a specific task at multiple
spatial and temporal scales, see [11, 13, 60–64]. Previous investigations have mainly focused
on the mechanism of how the brain traverses between high/low cognitive demands [2, 7, 12,
62,63,68], i.e. periods of integration and segregation [60,62–64], as a task is performed, as
defined in this paper to be within-task reconfigurations. On the other hand, whole-brain
configurations have also been investigated across different tasks (one configuration per task)
with respect to rest, which inspired the notion of general efficiency [57]. This approach
would belong to a wider category that we formally generalize as the Network Configural
Breadth. The idea of general efficiency in [57] relied on whole-brain FC correlations between
task(s) and rest. While intuitive in quantifying similarity/distance between a single task
and rest, quantification across multiple tasks becomes a challenge. Specifically, note that in
Schultz and Cole [57], the general efficiency is quantified using the first eigenmode, which
explains most of the variance, after measuring the correlation between resting FC and three
distinct task FCs. However, it would be difficult to generalize this approach as more and
more tasks are considered. The proposed network morphospace overcomes these limitations
and can be used to study brain network (re-)configurations across a theoretically infinite
number of tasks. It allows us to study different types of brain network (re-)configurations, as
mentioned in above, using one comprehensive mathematical framework, which also facilitates
a meaningful comparison between these seemingly disparate regimes of (re-)configurations.
Cole and colleagues also compartmentalize configurations into two concepts: functional
reconfiguration1 and functional preconfiguration. Both concepts play an integral role
in describing the general efficiency in which they have established an association with
cognition/behavior. By constructing a network mesoscopic morphospace, we have also framed
these two concepts (functional pre- and reconfigurations) into a well-defined mathematical
space which solves some of the technical difficulties (as discussed in Section 2) and in
generalizing these concepts to mesoscopic structures.
In this paper, we formally introduce the notion of Network configural breadth across
tasks. However, such measurement could also be applied to whithin-task reconfigurations. In
addition, brain network within-task reconfiguration has almost exclusively been qualitatively
assessed. For instance, Shine et al. [61] show that the whole-brain functional connectome
traverses segregated and integrated states as it reconfigures while performing a task. They
also found that integrated states are associated with a faster, more effective performance.
The formalism of network configural breadth allows us to assess such reconfigurations in a
quantitative manner.
Cole et al. [15] have shown that resting architecture network modifies itself to fit
1Note that although the term reconfiguration is re-used in [57], it is not referring to the action of
switching among multiple mental/emotional states, i.e. as represented by network shifts in connectomics
domain; rather, it refers to the overall competence in exploring the total repertoire of task space of each
subject given its resting configuration.
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task-engaged requirement, only through subtle changes in a number of functional edges.
Numerically, small changes constituted by functional edges between rest and task-based
connectivity might not be significant when looking edge-by-edge. Moreover, we also observe
that while such changes might be negligible on a whole-brain global scale, they are more
noticeable when looking at subsystems or functional brain networks, as clearly observed
in the VIS network, relative to others. For functional preconfiguration (Fig. 5, Fig. 6,
Fig. 7.2A), this effect is observable amongst all the functional communities. In essence, we
are postulating that a mesoscopic explorations of changes in brain network configurations
with changing mental states would be more informative than a macroscopic or microscopic
exploration.
The proposed network morphospace, though mesoscopic, doesn’t study each mescoscopic
structure in isolation: the mesoscopic structure (in our case FN) is not removed from
the overall network for exploration. On the contrary, both the metrics that define the
morphospace, TE and EE, take into account the place of a particular mesoscopic structure
within the overall network: both in terms of topological structure and flow of information.
That is why it was important to start out with a reference set of FNs (the so called RSNs),
so we could study how these FNs morph and adapt within the overall network with changing
mental states.
Another benefit of a mesoscopic framework has been to unravel and compare individual
cognitive traits in each FN, instead of the whole brain (Fig. 7.1B, 7.2B, and section 3C).
Specifically, after quantifying reconfiguration and preconfiguration for all FNs, we determine
if these quantities incorporate information about individual traits (Fig 7.C). We notice
different levels of subject fingerprint in different FNs for both re- and pre-configuration
measures. This heterogeneity in subject fingerprint across different FNs is consistent with
previous literature on functional connectome fingerprinting, [4, 23]. Interestingly, functional
pre-configuration, efficiency of transition from a resting-state to a task-positive state,
displayed higher levels of subject fingerprint than functional reconfiguration for all FNs.
Based on this observation, we argue that to have better subject differentiability, we need
to design tasks where the subject transitions from a stable resting-state to a task-positive
state and/or vice versa. This could be a significant step forward in precision psychiatry, [26],
in providing an individualized therapy recommendation for psychiatric and neurological
disorders, as combination of such tasks and the proposed framework could help us discover
subject- and FN-specific signatures for different brain disorders.
Subject-sensitivity of the proposed network morphospace framework is also supported by
significant associations of the frontoparietal and default mode networks with fluid intelligence.
Specifically, as pointed out in Tschentscher et al. [71], high fluid intelligence corresponds
with a greater frontoparietal network activation, consistent with findings from a three-back
working memory task (Gray et al. [32]). In the domain of network configural breadth, this
is represented by a positive frontoparietal preconfiguration coefficient.
This study has several limitations. The framework was tested specifically on the Human
Connectome Project dataset and using- a single multi-modal whole-brain parcellation.
Alternative parcellations, fMRI tasks and in general other datasets might offer further
insights about the possible and the actual in this mesoscopic network morphospace, see [6,16].
We didn’t perform a sensitivity analysis on how small fluctuations in functional connetomes
affects mapping into the network morphospace. Due to the nature of module trapping
efficiency and exit entropy measurements, negative functional couplings were not considered
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and hence set to zero.
Future studies should incorporate a sensitivity study of the behavior of this network
morphospace with respect to small fluctuations in the input functional connectomes. We
need to explore different aspects of this morphospace in more detail to gain further insights
e.g. location of the polytopes in the morphospace might have some special characteristics
such as individual fingerprint. An important aspect of the proposed mesoscopic network
morphospace is that it allows for an exhaustive and continuous exploration of network
reconfigurations, including those that are continuous in time [19, 62]. We need to apply this
framework on a task where the subject performs several tasks within the same scanning
session, including extended resting-state periods (such as the fMRI experiment done at [9];
this would allow us to fully explore the cognitive space and gain a valuable insight into
how different subjects adapt to different levels of cognitive demands. One can also study
the trajectory of changing mental states using dynamic functional connectivity (Gonzalez-
Castillo et al. [30]), which can easily be mapped to this morphospace for additional insights.
Another potential avenue could be the application of this framework to characterize and
understand different brain disorders. Finally, we could incorporate structural connectivity
information into the morphospace creation e.g. functional edges are filtered by the strength
of white-matter streamlines between them.
In summary, this mesoscopic network morphospace is a first attempt to create a mathemat-
ically well-defined framework to explore an individual’s cognitive space in a comprehensive
way and at different levels of granularity. It allows us to characterize the structure and
dynamics of specific subsystems in the brain. We show that this morphospace is sensitive
to specific FNs, cognitive states, individuals, and the levels of cognitive performance in
different tasks. We formally define three different types of (re-)configurations that an
individual’s brain can go through and provide a method to quantify the resulting changes
in brain network organization. This type of framework is necessary in characterizing brain
dynamics, in healthy and pathological populations, and paves the way for the development
of personalized medicine for brain disorders.
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Methodology
We provide the detailed information on materials and methods in SI. In short, all necessary
mechanics collected from multiple disciplines and general set-up for matrix computations
are described SI Preliminaries and Methods. Data set is consisted of high-resolution
functional connectivity matrices describing human cerebral cortex and sub-cortex (see
SI Data Description). The construction of morphospace and the formalized notion of
configural breadth are described in SI Morphospace analysis and configural breadth section.
Multi-linear model and model specificity are described in SI Behavioral Measure Analysis.
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A Preliminaries
In this section, we provide the necessary theory to construct mesoscopic morphospace and
analyze the results obtained from such construction.
A.1 Notations
In this section, we are to establish some of the key mathematical notations used throughout
the paper. Specifically, scalar is italicized, a. A vector is denoted as bold letter, a. Matrix
is notated as capitalized bold letter, A. If r ∈ [q] where q ∈ N+, it means that r accepts
integer values from 1 up to q. For any given vector a, the average of its entries is denoted
as 〈a〉. Given any set S, its cardinality is denoted as |S|.
A.2 Graph Theory & Linear Algebra
In terms of graph theory, a finite dimensional undirected/loopless network is denoted as
G(V,E) where V and E are sets of vertices and edges in such network, respectively; the
size and order of such network are denoted as |V (G)| = n, |E(G)| = m.
Graph-theoretically, G(V,E) can be represented by AG = A(ij) = [wij ], in which
wij ∈ [0, 1] represents coupling strength between node i and j in matrix A. The strength of
node i ∈ V (G) is denoted as ki, in which stored in either a vector format or the diagonal
matrix K for K(ii) = ki.
In terms of linear algebra, given any two vector a,b ∈ Rn, aTb and abT denote inner
and outer product, respectively. Default vector is organized in column fashion; otherwise,
specified.
A generic matrix F with entries valued in a continuous interval [x, y], z1 rows and z2
columns is denoted as F ∈ [x, y]z1×z2 . Further, if we want to induce a sub-matrix from
the original matrix F based on a specific set of rows, denoted as set Srows, and columns,
denoted as set Scolumns, we use the notation: F
∣∣
Srows,Scolumns
. If the set of rows and columns
are matched (both denoted as Sw), then we will ease notation by using F
∣∣
Sw
.
A.3 Markov Chain Theory
Network diffusion is often modeled by a random walk, i.e. the behavior of (random) particles
based on some pre-defined probabilistic rules induced from the at-hand network. Given a set
of states, S, and probabilistic rule, P (defined on S), the resulting Markov chain is notated
as M = (S, P ). Furthermore, the transition probability matrix P = [pij ], is constructed
from the adjacency structure of G(V,E) utilizing local information, i.e. the probability of
transitioning from state i to j is
wij∑
j wij
,∀i, j ∈ [S].
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Given the general settings, we define an absorbing stochastic process as follows: Ter-
minating (Absorbing) Markov chain for a given state set S, is used to model stochastic
behavior of systems in which the random particle will eventually be absorbed in one (of the
absorbing states), regardless of which transient state it starts at. Specifically, let us define
Strans and Sabs to be the set containing all transient and absorbing states, respectively, such
that
S = Strans ∪ Sabs
Given the transition probability matrix P, one can compute the mean number of time
a specific transient state, say sj , is visited, given that the random walker starts at state
si. Since such quantity is available for all transient state, the outcome can be presented in
a matrix format, denoted as Z ∈ R|Strans|×|Strans|. Analytically, the closed-form formula is
given by
Z = (I|Strans| −P
∣∣
Strans
)−1
where P
∣∣
Strans
represents the induced (sub)-stochastic process based only on the set of
transient states Strans and I|Strans| is the identity matrix of dimension |Strans|. In Markov
chain theory, this matrix is often referred to as the fundamental matrix [35].
The mean time to absorption, denoted as τ ∈ R|Strans|, is defined to be the average
number of steps that a random walker needs to visit other states, given that it starts in
some transient state - say state si, before getting absorbed by one of the absorbing states.
Numerically, it can be computed using the fundamental matrix Z as follows:
τ = Z1|Strans| ∈ R|Strans|×1
The absorption probabilities is defined to be the likelihood of being absorbed by one of
the absorbing state, given that the stochastic process starts in some transient state. This
quantity is available for each transient-absorbing state pair; hence, it can be represented
using a matrix format as follow:
Ψ = Z
[
P
∣∣
Strans,Sabs
]
where Ψ ∈ RStrans×Sabs and P∣∣
Strans,Sabs
∈ R|Strans|×|Sabs| is the sub-stochastic matrix
induced from row state Strans and column state Sabs.
A.4 Polytope Theory
Given a set of points,
W =
{
x1, x2, ....x|W |
}
for which xj ∈ Rd, ∀j ∈ [|W |], a convex hull formed by such set of points are mathematically
represented by
Conv(W ) =

|W |∑
j=1
αjxj |
|W |∑
j=1
αj = 1, αj ≥ 0, ∀j ∈ [|W |]

where d is called the ambient space dimension. Moreover, if |W | ≥ d + 1, we recall that
points in W are in general position if no hyperplane, i.e. flat of dimension d− 1 contains
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more than d points, [79]. Otherwise, i.e. |W | ≤ d, there exist(s) point(s) that are affinely
dependent on other points in W .
Given the convex hull induced by points xi in W , the convex hull dimension is defined
to the be geometrical dimension of the polytope formed by points the hull. The convex hull
dimension, denoted as h, is governed largely by the number of points participating, i.e. |W |.
Given points xi ∈W , these points belong either to
• the boundary (Pareto front) - sometimes, these points are referred to as vertices of
the hull [79];
• the interior of the hull
For each pair of points that form the Pareto front (i.e. vertices of the hull), let us define
two type of point pairs as follows:
• type A pairs are such that their convex combination belongs to the boundary of convex
hull, denoted as δ(conv(W ));
• type B pairs are such that their convex combination belongs to the interior of hull W ,
denoted as int(conv(W ))
Providing that points in W are in general positions in Rd, the approximated volume
induced by the convex hull Conv(W ) can be calculated through the formation of Delaunay
Triangulation process [79]. Note that the volume of a convex hull depends on its dimension
h which is upper-bounded by the dimension of the ambient space d. The volume of the
convex hull is denoted as Vol(Conv(W )). In Rd, the convex hull dimension can take on
the values
1. h = 0 which constitutes a point in Rd,
Vol(Conv(W )) = 0
2. h = 1 which constitutes a line segment,
Vol(Conv(W )) = sup(d(xi, xj)),∀xi, xj ∈W
where d(xi, xj) denotes the pre-defined metric distance between two generic points.
3. h = 2 which constitutes the notion of area.
4. h ≥ 3 which constitutes the notion of volume.
Convex hull volume is calculated using Qhull package implemented in Matlab, see [48].
In general, as pointed out also in [48], computing V− or H− polytope metric volume is
NP-hard (see also [21], [36]) with the availability of efficient approximating algorithms.
In the context of mesoscopic morphospace which has a 2-D format, convex hull dimension
is, at most, hmax = 2, see Fig. S1 for further details. Only the first three cases can
occur (since max(h) equals to the ambient space dimension) although, in general, higher-
dimensional morphospace can accommodate the notion of volume.
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v3
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v6 v1
v2
v3
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v2
v3
v4
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(B) (C)
v1
(A)
v6
v6
Figure S1. Given that W = {v1, v2, ..., v6}, we demonstrate three possible scenarios of
convex hull formed by W in morphospace Ω. Case (A),(B),(C) correspond to the polytope
dimension of h = 0, 1, 2, respectively. Here we see that {v1, v6} and {v1, v2, v3, v4, v5} forms
the Pareto front in Case (B) Case (C), respectively. In case (C), v6 belongs to the interior
of the hull. Further, in case (B) and (C), we see that the hull vertices, i.e. points belong
to the Pareto front of the hull, are {v1, v5} for case (B) and {v1, v2, v3, v4, v5} for case (C).
Given the nature of this space, the first two scenarios are statistically rare. In the third
scenario, we see that all 5 points constitute the boundary of conv(W ). Further, we see
that some type A pairs of points, graphically represented by solid lines, are (v1, v5), (v2, v3)
while some type B pairs, represented by dashed lines, are (v2, v4), (v3, v5).
B Methods
In this section, we apply the theoretical frameworks introduced in the preliminaries to
functional connectomes of rest and various task-based conditions. We show how the adjacency
and stochastic structure of functional community is built based on the chosen parcellation
(of which nodes belong to which functional network). We then provide further explanation
on how to compute different measures that will eventually construct the morphospace.
B.1 Subgraph adjacency Structure
Given any proper subset of the network G, we obtain a functional community C ⊆ G2 by
sampling the vertex set VC = V (G) and EC = E(G
∣∣
C).
3 Let us define c ∈ C and j ∈ J (J
has cardinality |J | = m¯.) be nodes in community C and nodes that makes at least one
connection to c ∈ C. It’s trivial that J ⊆ G. The adjacency structure, which is formed by C
with itself and the rest of the network, i.e. G \ C, denoted as A˜C , has four components:
• Upper Left: AC ∈ R|C×C| represents the induced adjacency structure from nodes in
community C ∈ G;
• Upper Right: Let j ∈ J be the set of nodes that has at least one connection(s) with
nodes in C. Matrix AC is appended by m¯ columns (to the right of AC) to encode
the number of exits, denoted as ei,j , that node i ∈ C makes with j ∈ J , i.e. vector
A˜C(i, |C|+ j) = 0 except for the entry A˜C(i, |C|+ j) = ei,j4. We denote this matrix to
be A
∣∣
C,J ∈ R|C|×|J | in which m¯ = |J |;
2Given any proper subset C, the complement of C is defined to be C¯.
3The set of edges of community C is the set of edges formed by nodes in C restricted to network G.
4This sub-matrix will have real entries of size |C| × m¯.
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• Lower left: matrix are all zeros entries, i.e. 0m¯×|C|;
• Lower right: Identity matrix of size m¯, i.e. Im¯. Note that self-loops are, by default,
part of the construction for these exit nodes to build absorbing states.
A˜C =

AC A
∣∣
C,J
0m¯×|C| Im¯

B.2 Stochastic Structure
Let PC be an absorbing Markov Chain induced from nodes in community C, i.e. PC ={
1|C|+m¯A˜CI|C|+m¯
}−1
A˜C and A˜C(|C|+ j, i) = 0. Structurally, PC is made of 4 components:
• Upper left: QC ∈ [0, 1]|C|×|C| be the matrix containing entries with values between 0 to
1. Such matrix can be extracted directly from the first |C| rows and columns of P∣∣C .
• Upper right: U ∈ [0, 1]|C|×m¯ contains the probability of begin absorbed by a specific
exit.
• Lower left contains all zeros entries, i.e. 0m¯×|C|;
• Lower right: Im¯.
PC =

QC U
0m¯×|C| Im¯

B.3 Assumption - (Global) topological Connectedness
It is important to be aware that the network at hand might be fragmented (disconnected).
In such case, one can simply find proceed with the largest connected component. Moreover,
there is not guarantee that functional community induced from global adjacency structure
is connected. In this case, we will present the procedure to define and calculate the
morphospace in the later section without impacting the induced topological structure of the
functional networks.
B.4 Further computations
Based on the construction of stochastic process, we apply the mean time to absorption
computation to states in functional community C. Specifically, it can be computed using
the fundamental matrix Z as follows:
τ = Z|C|1|C| ∈ R|C|×1
where ZC =
(
I|C| −QC
)−1
as defined in the Markov chain theory.
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With the construction of PC, the preferential exit matrix represents the likelihood of
being absorbed by a specific exit, starting from any state in C, which can be quantified as:
Ψ = ZU ∈ R|C|×m¯
From there, we normalize Ψ row-wise by summing over the rows of such matrix which
results in a row vector 1T|VC |Ψ ∈ R1×m¯. Finally, the last step is to normalize this vector to
make it a probability vector, as discussed in the main text.
C Data
In this section, we provide the details related to the dataset we used to analyse the notion
of configural breadth. We also provide information related to the brain atlas.
C.1 Brain atlas
The brain atlas used in this work is the based on the cortical parcellation of 360 brain regions
as recently proposed by Glasser et al. [27]. Similarly to reference [3,4], 14 sub-cortical regions
were added, as provided by the HCP release (filename Atlas ROI2.nii.gz). We accomplish
this by converting this file from NIFTI to CIFTI format by using the HCP workbench soft-
ware [(http://www.humanconnectome.org/software/connectomeworkbench.html, with
the command -cifti- create-label]. This resulted in a brain atlas of 374 brain regions (360
cortical + 14 sub-cortical nodes).
Using Human Connectome Project Dataset, we explore the characteristics of functional
networks’ configural breadth by utilizing Resting State Networks (FNs), see [78], which
includes seven functional networks (FNs): Visual (VIS), SomatoMotor (SM), Dorsal At-
tention (DA), Ventral Attention (VA), Limbic (LIM), FrontalParieto (FP), Default Mode
Network (DMN); Sub-cortical (SUBC) region, as mentioned before, is added into this atlas
for completeness. Thus, the parcellation used in this paper comprises of eight (8) FNs.
C.2 HCP Dataset
The fMRI dataset used in this paper is available in the Human Connectome Project
(HCP) depository (http://www.humanconnectome.org/), with Released Q3. The processed
functional connectomes obtained from this data and used for the current study are available
from the corresponding author on reasonable request. Please refer to below detailed
descriptions on the dataset and data processing.
C.3 HCP Functional Data
The fMRI data from the 100 unrelated subjects in the HCP Q3 release were employed
in this study [74], [73]. Per HCP protocol, all subjects gave written informed consent to
the HCP consortium. The two resting-state functional MRI acquisitions (HCP filenames:
rfMRI REST1 and rfMRI REST2) were acquired in separate sessions on two different
days, with two distinct scanning patterns (left to right and right to left) in each day, [28], [74],
and [73] for details. This release includes also data from seven different fMRI tasks: gam-
bling (tfMRI GAMBLING), relational or reasoning (tfMRI RELATIONAL), social
(tfMRI SOCIAL), working memory (tfMRI WM), motor (tfMRI MOTOR), language
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(tfMRI LANGUAGE, including both a story-listening and arithmetic task), and emotion
(tfMRI EMOTION). Per [28], [8], three tasks MRIs are obtained: working memory,
motor, and gambling.
The local Institutional Review Board at Washington University in St. Louis approve all
the protocol used during the data acquisition process. Please refer to [8, 28,66] for further
details on the HCP dataset. All tasks and resting functional MRIs are equally weighted
importance. In other words, no particular weight is assigned to any specific tasks.
C.3.1 Pre-processing
We used the standard HCP functional pre-processing pipeline, which includes artifact
removal, motion correction and registration to standard space, as described in [28,66] for
this dataset. For the resting-state fMRI data, we also added the following steps: global
gray matter signal regression; a bandpass first-order Butterworth filter in both directions;
z-scores of voxel time courses with outlier eliminations beyond the three standard deviations
from first moment [40,51].
For task fMRI data, aforementioned steps are applied, with a relaxation for bandpass
filter [0.001 Hz, 0.25 Hz]. Starting from each pairs of nodal time courses, Pearson correlation
is used to fill out the functional connectomes for all subjects at rest and seven designated
tasks. This would yield symmetrical connectivity matrix for all fMRI sections.
C.3.2 Post-Processing
Resting State Connectomes: There are two resting scanning sections conducted in two
different days. In each day, individual MRIs are obtained independently in the morning and
afternoon sections. We average the resting functional connectome in the first day (which
contains morning/afternoon scans) and call it Test. By the same token, we obtain Retest
FC for resting condition.
FC’s matrix entries: For all considered fMRI images in this paper, we first threshold
negative correlations. This is purely technical because one of the morphospace axis is built
upon stochastic ground; hence, numerically it is not possible to utilize negative entries. The
remaining matrix are, then, squared.
C.4 Improve Individual fingerprint
To improve identifiability in human functional connectome, we utilize data dimensional
reduction technique described in Amico et al. [4]. Specifically, the framework is casted
into an optimization problem where individual connectomes should look more similar to
themselves, compared to others.
Idiff = Iself − Iothers
The identifiability matrix, denoted as I ∈ R+n×n, is task-based for which Iij | i, j = [n]
represents the similarity - measured by Pearson Correlation between individual i-Test and
j-Retest vectorized upper-triangular (functional) connectome matrices (under original and
reconstructed conditions). Collaboratively, for rest or any given task, Iii | i ∈ [n] is measured
by 2 visits (test and retest) for subject i. Moreover, Iself and Iothers are the average of
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diagonal and off-diagonal entries, respectively.
Iself = 〈Iii〉∀i ; Iothers = 〈Iij〉∀i 6= j
The objective function is maximized, discretely, by deleting one principle component (PC)
at a time, starting from the one with least explained variance and, subsequently, reconstruct
the functional connectomes based on the remaining Eigen modes, denoted as PC.
FCkRecon = µ
k +
k∑
i=1
wki PCi
where wki ’s are weights corresponding to PCi’s. In each step, reconstructed FCs are mapped,
surjectively, from connectome space to identifiability score space. Hence, k is found by
computing argmaxk [Idiff ].
We apply this framework to rest and all available tasks for 100 unrelated subjects in HCP
dataset, see Fig. S2 for further details. After the optimization procedure, the surviving PC
components are then used to reconstruct the functional connectomes. For most tasks and
rest, the optimal number of components surviving is approximated the number of subjects.
We see that the result is plausible as if, theoretically, test and retest acquisitions of the
same subject should not add dimension to the dataset.
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Figure S2. In order to optimize the individual fingerprints of the subjects used in this
study, we used the framework proposed by Amico et al. [4]. The method aims to reconstruct
functional connectivity of each individual such that the connectome profile between scans
are most ”aligned” and, at the same time, maximize the connectome differences with other
subjects in the study set. Such a method is applied for both resting and 7 task-evoked
conditions. The input data has dimension of, at most, 200 as we utilized 100 unrelated
subjects with two scanning patterns per subject. In each subgraph above, the optimal
reconstructed number of orthogonal components is indicated by a black dot.
D Morphospace Analysis
In this section, we analyze both measurements that constitute the morphospace in depth.
We first introduce the formulation of each axis and then provide further characteristics
and/or requirements/assumptions, if any.
D.1 The Coordinates of mesoscopic morphospace
In this section, we describe the mesoscopic morphospace Cartesian axes in greater detail.
The two coordinates are Module Trapping Efficiency (TE) and Exit Entropy (EE). Thus,
for any functional module, C ⊂ G, we define a point in morphospace Ω to be
u(C) = (TE(C),EE(C))
D.2 Module Exit Entropy
This is the y-coordinate of u(C).
Module exit entropy represents communicating preferences of C with respect to the
rest of network G from information theoretical viewpoint. The magnitude of this measure
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demonstrates the informational-theoretically integrative duties of a given community in an
evolving network setting.
EE(C) = −
∑m¯
i=1 ψilog(ψi)
log(m¯)
D.2.1 Numerator
The numerator of EE(C), i.e. −∑m¯i=1 ψilog(ψi), measures the extent to which specified
channels of communications, under finest scale (i.e. node/edge-level), is established between
nodes in C with nodes that belong to other functional communities in G. Therefore,
−∑m¯i=1 ψilog(ψi) does not concern or incorporate the connectivity strength, represented by
wij∀i ∈ C, j ∈ J .
D.2.2 Numerical Range
The maximum value it can take on is one, which represents no particular preference from
C to G \ C. Note that, conceptually, this is not the same as LS incorporated in TE(C)
(as discussed later) as EE(C) is driven solely from information theoretical viewpoint of
the module with respect to its external topology. On the other hand, numerically, the
value towards 0 demonstrates extreme preference in terms of integrative duties. It means
that nodes in C have very specific nodes outside of C such that established channels of
communication take place.
D.2.3 EE’s Normalization
This is the coordinate where normalization is possible. Note that since entropy is normalized
by its maximum value (i.e. log(m¯)), the number of exits m¯ impacts is, consequently,
neutralized. Thus, one does not need to concern about the cardinality of a community with
respect to its number of exits as, in reality, a typically larger community usually carries
more exits.
D.3 Module Trapping Efficiency
This is the x-coordinate of u(C).
Module trapping efficiency assesses the characteristic of a functional community based
on how well it sustains its executive function under rich repertoire of task-evoked conditions,
relatively to its integration role, simultaneously. Recall that module Trapping efficiency is
formalized as followed:
TE(C) = ||τ ||2LC
D.3.1 TE(C) and C-connectedness
Even though we have assumed that G is connected, i.e. every nodes can reach every other
nodes in finite steps, there is no guarantee that the induced topological structure, C, as
defined in the general setting section is connected. As pointed out in [39] among others,
a meaningful cluster should, at minimum, be connected. To overcome this technicality,
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while preserving the original topology of the induced subgraph, we have added a small
perturbation to edges with zero weight, i.e.
aij =  ⇐⇒ aij = 0 | ∀i′, j′ ∈ C
D.3.2 Numerical Range
As claimed in the main text, TE is finitely bounded. There are several ways to observe this;
one approach involves applying hierarchical community detection algorithm [25] and look
for the first time G split into more than one subgraphs. Thus, let i be indices representing
communities belong to the first hierarchical layer, then
M = max
k
[TE(Sk)] | ∀k ∈ [l]
where l represents the number of communities.
Such value is well-defined and finite. An alternative way to see the trivial bound of the
measures is as follows: Let us consider the entire network G, we have:
TE(C ≡ G) = ||τ ||2LC =
∞
0
=∞
5because there is no exits if the configurations is the entire network; moreover, there is zero
leakages. Hence, any cut into G would have to be strictly less than this upper bound.
In the context of the data set at hand, we can, however provide a better bound then
finiteness. We proceed by obtaining the maximum value of TE when all subjects and all
tasks are under consideration which yields the result
max
subjects,tasks
(TE) = 0.5064
One can relate this numerical value with two factors: Functional connectome density and
edge strengths, see Fig. S3 for further details.
D.3.3 τ and modularity
In terms of notation, given the sub-system C, we define two vectors:
Rin =
[
kin1
k1
,
kin2
k2
, ....
kin|C|
k|C|
]
Rout =
[
kout1
k1
,
kout2
k2
, ....
kout|C|
k|C|
]
Further, given a community C, there are three possible node types:
1. Node type 1, denoted through set I1, are nodes with all connections belonging to C;
2. Node type 2, denoted through set I2, are nodes with some connections belonging to C
and others belong to G \ C;
3. Node type 3, denoted through set I3, are nodes with all connections belonging to
G \ C.
5Note that ∞
0
is undefined. However, in such case, we define this quantity to be unbounded which is the
notion of infinity.
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(a) Edge strength, after post-processing steps, his-
togram of all considered FCs.
(b) FC density, defined to be the number of non-
zero functional weighted edges out of
(
N
2
)
possible
edges, histogram of all considered FCs.
Figure S3. Mean Density and majority of edge strength falls in the first bin [0,0.025] are
the two major factors into the maximum value of TE.
We note that:
• If ||Rout||2 = ||R||2 then community C is disconnected i.e. no external connectivities.
This is impossible due to our assumption on connectedness.
• If ||Rin||2 = ||R||2 then C resembles an empty subgraph i.e. no internal connectivities.
This is impossible as we reveal our algorithm in the later section.
• ||Rin||2 and ||Rout||2 is well-defined as there exists no disconnected components in our
working graph.
• τi3 = 1 ∀i3 ∈ I3.
Theorem 1 Given a non-empty induced subgraph C ∈ G, 〈Rout, τ〉 is |C|.
Proof. We begin with two vectors in R|C|. The inner product between Rout and τ τ
〈RToutτ〉 = 1T|C|
(
I|C| −QC
) (
I|C| −QC
)−1
1|C|
= 1T I|C|1
= |C|
where I|C| is the identity matrix of size |C| and 1 is the appropriate sized vector of all ones.
Note that the aforementioned theorems and remarks hold for both binary, i.e. aij = {0, 1},
and weighted, i.e. wij ∈ [0, 1], graphs. In this section, we use the graph theoretical notation
for binary graph i.e. ki represents the degree of node i although, in general, binary graph
notations can be substituted by weighted graph ones without loss of generosity.
Based on the three types of nodes defined in the problem setting, we obtain the following
remarks:
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Remark 2 The norm of Rout:
||Rout||2 =
 |C|∑
i
{
kouti
ki
}20.5
=
|I3|+ |I2|∑
i2=1
{
kouti2
ki2
}20.5
=
(|I3|+ ||R1[II]||22)0.5 = η2
in which i2 is used to index Nodes Type II in C; ||R1[II]||2 being the norm of external edge
proportion of nodes Type II and |I3| is the cardinality of node type 3 in C.
Remark 3 Given a community C,the lower bound of ||Rout||2:
η2 = ||Rout||2 ≥ ||Rout +Rin||2 − ||Rin||2
≥ ||R||2 − ||Rin||2
=
√
|C| −
 |C|∑
i
{
kini
ki
}20.5
=
√
|C| −
|I1|+ |I2|∑
i2=1
{
kini2
ki2
}20.5
=
√
|C| − (|I1|+ ||Rin[II]||22)0.5 = η1 > 0
in which i2 is used to index Node Type II in C; ||R2[II]||2 being the norm of internal edge
proportion of nodes Type II and |I1| is the cardinality of node type 1 in C. The first inequality
is due to Result 1.
We proceed to analytically show that ||τ ||2 intrinsically carries both density-based and
flow-based notion of community in G.
||τ ||22 =
〈τTRout〉
||Rout||2cos(Rout, τ) (10)
=
[ |C|
η1η2
] [
α
cos(Rout, τ)
]
(11)
where α = η1η2 ∈ (0, 1]; per Remarks 3 and 4,
η1 =
√
|C| − (|I1|+ ||Rout[II]||22)0.5 (12)
and
η2 =
(|I3|+ ||Rin[II]||22)0.5 (13)
in which ||Rx[y]||22 is the contribution of node type y ∈ {1, 2, 3} to the L2-norm of Rx∀x ∈
{in, out}. Combining equation 3 and 5, τ -induced modularity is scored as follows:
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Hence, given an induced subgraph C in G,
DM(C) = |C|√
(η1η2)
and
SM(C) =
√
α
cos(Rout, τ)
represent density-based and flow-based modularity, respectively, of community C in G.
Note that the dependency of η1, η2, α, cos(•, •) on community C are dropped for notational
simplicity.
D.3.4 τ & Density-based Communities
In this section, we show that the fitness score assigned to a community C ∈ G effectively
compliment the notion of dense subgraph in sparse graph, as mentioned in [49], among
others. Specifically, per equation (4), density-based τ -induced modularity of C is scored as
follow:
DM(C) = |C|
(η1η2)0.5
,
It follows that6
DM(C) ∝ η−11 , DM(C) ∝ η−12
Using equation 12 and 13 and the fact that given any induced subgraph C ∈ G, |C| is fixed,
we obtain:
DM(C) ∝ ||R2[II]||2
DM(C) ∝ |I1|
DM(C) ∝ ||R1[II]||−12
DM(C) ∝ |I3|−1
It is trivial that the density-based score is increased with respect to the number of Type I
nodes in C and the internal number of edges contributed by nodes type II. On the other
hand, such score is penalized by the number of type III nodes and the external number of
edges contributed by nodes type II. Collectively, τ compliments the traditional definition of
a good community in network, i.e. particularly dense subgraph within sparse graph.
D.3.5 τ & Flow-based Communities
Mathematically, given a community C, the flow − based modular aspect of module C is
scored as follows:
SM(C) =
√
α
cos(Rout, τ)
Since the three vectors, namely Rout, Rin, and τ , contains all non-negative elements, the
angle between any two vectors are upper-bounded by 90o which makes the denominator of
SM(C), cos(Rout, τ), bounded in (0, 1], see figure S4 below for further details.
6Notation a ∝ b is used to denotes ”a is proportional to quantity b”.
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τarccos(τ,Rout)
arccos(τ,Rin)
Rin
Rout
Figure S4. Schematic presentation of 3 vectors τ , Rout and Rin and their relationships in space
R|C|. Intutively, one would expect that the more intra-edges C would ”delay” random walker first visit
absorbing states; and this is generally true; especially when we view this relationships through the lense
of τ - containing the mfpt information, Rout - the ”absorbtion” probability vector. It is important
to note that ||Rin||2 and ||Rout||2 are competing norms i.e. max(||Rin||2) = max(||Rout||2) =
||Rin + Rout||2 =
√|C| where ||Rin||2 = √|C| happens when module C is disconnected, i.e. no
external connectivities and ||Rout||2 =
√|C| takes place if C has zero internal density. Geometrically,
since ||Rout||2 and ||Rin||2 are competing norms, consequently, arcos(Rout, τ) and arcos(Rin, τ) are
competing angles because their pairwise angle is, at most, 900. For example, if external edge(s) are
deleted, while keeping all other edges intact, then two things will follow: (1) the norm of τ and Rin
increases and (2) the norm of Rout decreases.
D.3.6 τ and topological sensitivity
In terms of sensitivity (to topological perturbations), since τ =
(
I|C| −QC
)−1
1|C|, it is
trivial to see that τ is unique and specific to QC. In other words, it is intolerant of any
changes to the local adjacency structure (ultimately the graph topology). To illustrate
this point, one can relate a graph with fixed n and m and perturb the current adjacency
structure by randomly removing an edge and subsequently adding another edge, it is very
likely that τ would be altered. For realistic network where topological symmetries are rare,
the L2–norm of τ would definitely depend on the amount of perturbation one makes to the
original graph i.e. the number of edge swaps. In addition, we also provide a toy example of
two induced substructures with, essentially, the same number of internal and external edges
that is completely unrecognizable under Newman-Girvan modularity notion, [47] but under
TE, these two configurations are much different, see figure Fig. S5 for details.
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Gl Gr
Nodes v ∈ C
Nodes v ∈ G \ C
Notes :
Figure S5. Schematic presentation between two binary graphs with the same number
of internal and external edges. Internally, both configurations are formed by a clique
(of size 8), i.e. K8. Intuitively, one would expect two graphs with the same number of
nodes and egdes but different toppological structures, i.e. topological edge arrangement,
would have drastically different structural dynamics which is effectively measured through
τ .Externally, the left configuration, denoted as Gl, has evenly-distributed exits while the
right one, denoted as Gr, has congested/bottlenecked exit. Firstly, SM(Gl) = 1 because
α = cos(tau,Rout) = 1. On the other hand, analogously, SM(Gr) =
√
α
cos(τ,Rout)
≈ 1.40.
Mathematically, the only non-zero entry in Rout(Gr) locates in node with bottlenecked exits
which diminishes the denominator of SM(Gr), i.e. cos(Rout, τ) significantly. Hence, having
the maximal numerator does not help the overall SM score for Gl. Another important
result is that having the maximal internal subgraph like the clique structure does not
necessarily help the notion of ”trapped” random walker. As the matter of fact, some times,
it carries side-effects. This is where the measure pushes beyond the ”particular density
within sparsity” community notion such as Newman-Girvan modularity.
D.3.7 Final Remarks on τ and modularity
We collect key remarks and observations on time-to-absorbtion τ in this section: (i) τ access
both density − based and flow − based modularity of a given community; (ii) Community
with dense internal edge density might or might not embrace flow−based; (iii) Communities
with the same internal and external edges might or might not have the same overall scores
in terms of module escaping efficiency due to topological sensitivity offered by τ ; (iv) there
exists a trade-off relationtionship between density-based and flow-based modularity in which
higher score in one aspect does not suggest high score in the other. For instance, when
considering the configuration of clique size n and n exits, if an egde that connects a nodes
with degree n − 1 to the sole node with degree 2n − 1 is deleted then DM(C) decreases
while SM(C) increases.
39/53
D.3.8 TE’s Normalization
Realistically, since larger communities carry more exits which is driven purely from a
topological viewpoint, LC is a logical choice to normalize the magnitude of τ .
Additionally, LC is deemed to perform as ||τ ||2-damping. Notice that there also exists
functional communities with low total exiting strength with large cardinality, theoretically.
In such case, these structures are rewarded from the standpoint of TE as it converges to
TE(C ≡ G).
D.4 Task sensitivity on individual subspace
D.4.1 Task-sensitivity: within- and between- subject
We define within-subject task sensitivity for each FN and each subject is the degree at
which a task is recognizable from others for a given (fixed) subject. Intra-class correlation
(ICC) is used to compute coordinates (TE or EE) for rest and 7 tasks with two observations
(Test/Retest). This then constitutes a matrix with size: number of tasks by number of MRI
scans, i.e. in our case, it is an 8 by 2 matrix.
We further define between-subject task sensitivity for each FN is the degree at which
a task is similar (or not) at cohort level. ICC is computed based on the input matrix of
morpho-subspace coordinate (TE or EE) with size: number of tasks by number of subjects,
e.g. 8 by 100 for our dataset.
D.4.2 Subject Sensitivity
We investigate subject sensitivity of individual measures by flipping the input matrix in the
between-subject ICC case to test the degree at which human functional brains similar (or
not) across tasks.
D.4.3 Null Model
In this section, we describe the null model that test task identifiability for each morpho-
subspace: TE and EE. As mentioned in the main text, robust task sensitivities suggested
from all functional communities in both Cartesian coordinate lays solid foundation to foster
the cooperation among two axes.
D.5 Morphospace Trajectory
D.5.1 Randomization Process
Given a weighted network A = [aij ] = [wij ], we convert A into a distance matrix, D = [dij ]
as follows:
D = [dij ] = [wij]−1
Since matrix A with thresholded entries now have the value of zero which result in infinity
in matrix D. We set those entries to zero as default.
Next, we apply randomized algorithm Xswap, , see [34] for more details, with number
of desired changes that are set to be [2, 23, 25..., 219] (with exponent increment of 2) and
maximum iterations set at 100 times the corresponding changes.
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The algorithm preserves network size, density and degree sequence (hence, degree
distribution of original network). Ideally, we would like that the randomized counterpart,
denoted as Arand to be as different as possible compared to the original matrix, denoted as
Aorig. We quantify this objective by looking at the difference between two graphs
Diss =
∑n
i,j=1 |Arand(ij)−Aorig(ij)|∑n
i,j=1 Arand(ij)
where n is graph’s size and Diss ∈ [0, 1]. It is important to note that the difference between
two graphs saturates after a certain number of changes and each graph topology saturates
at different values (not necessarily 1).
Hence, getting Diss to arbitrarily close to saturation with the smallest number of changes
is genuinely the target for this procedure, see Fig. S6 for details. In our case, we pick
subject 100307 and run the randomization procedure for all available tasks and rest. We
first found that the acceptable Diss occurs at 215 desired changes at resting state. We
note that the Diss saturates at 0.6 because the (sub)graphs we are dealing with are very
dense and some links will be repeated in force, leading to a non-zero overlap between the
links of the graphs in the random ensemble and the original one. We then used the same
number of changes for the investigated tasks state in the subsequent section”Why do we
study trajectory?’
Figure S6. Connectome Randomization: Subject 100307 resting state FC are random-
ized with the aforementioned step number of changes and the corresponding dissimilarity
indices between the original graph and the randomized one. Due to computational demand
of the produce, we only run Xswap for resting FC and choose the acceptable number of
changes to be 215. We apply the same number of changes to four considered tasks to
demonstrate the trajectory of points. In the above graph, x− axis represent the logarithmic
scale of effective xswaps, denoted as x, operations and y− axis represents the dissimilarity
between the original graph and the randomized counterpart.
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D.5.2 Why do we study trajectory?
The main drive for studying trajectories is because it could provide further evidence in the
design of individual subspace measurements. Specifically, if done correctly, measurements
should highlight unique characteristics of functional communities. Hence, any destruc-
tion of such topology, at global scale, would also be identified by the morphospace itself.
Furthermore, the randomized graph (with topological preserved features) get assigned
the parcellation as the original one. This assignment allows us to test the robustness in
morphospace architecture. We demonstrate this through applying randomization procedure
to the first subject in HCP data set for rest and the first four tasks in HCP dataset. The
result is shown in Figure Fig. S7.
Figure S7. Morphospace Trajectory Analysis: Subject 100307 with resting and task-evoked
FCs are randomized using Xswap procedure. One common theme emerges is that regardless of which
functional network and task, as the dissimilarity increases with the desired number of changes, all
functional communities are pushed towards to top left corner. This regime of the morphospace
represent random exiting strategy from module C (high value of EE) and high degree of dis-
assortativity (low TE). This is an important results to see that functional networks’ topology is
truly well-defined and highly reproducible across subject domain. Additionally, it also shows the
robustness of morphospace design as it is capable of pointing out the destruction of meaningful
topology and underlying communication within the brain connectome. Note that black square dot
denote functional community TE and EE with no randomization. Color available online.
E Network Configural breadth
E.1 On individual measurement of the morphospace
In this section, we analyze the notion of configural breadth induced from (individual)
subspace perspective. As defined in the main text, functional reconfiguration and pre-
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configuration viewed under morphospace framework really boils down to behaviors of FN
coordinates under several task-evoked and rest condition. Thus, we propose the notion of
subspace configural breadth by calculating standard deviation of individual axis’ coordinates
from rest and all available tasks. Specifically, for a fixed subject, configural breadth on FN
j, over all available tasks and rest, can be quantified as follow:
F jTE = σ(TE(Cj))
F jEE = σ(EE(Cj))
where σ([•](Cj)) represents standard deviation of [•] subspace if FN Cj under all aforemen-
tioned conditions. One of the reason we propose this notion is because it helps to lay the
understanding of convex hull volume and why it is chosen to represent reconfiguration
on the entire morphospace. The notion of standard deviation provides a straightforward
understanding of which FN degree of movement under a specific morpho-subspace.
Figure S8. Network Configural breadth defined by morpho-subspace: In terms
of module trapping efficiency, within the cortical region, Visual network has dominant
configural breadth compared to other functional networks. This quantitatively suggests
evidence towards possible pupils’ diameter dilation during task-engaging periods. Other
networks, such as DA and FP, appear to have relatively small configural breadth, compared
to VIS. In terms of module exit entropy, although VIS still has the highest configural breadth,
we see a much more balanced, well-leveled tendency, among all FNs. Comprehensively,
configural breadth of VIS on both subspaces implies that this network seems to be very
active topologically and informational-theoretically.
Based on Figure Fig. S8, we observe that high configural breadth in one coordinate does
not imply similar trend in the remaining one. For instance, SUBC has second highest FSUBCTE
but smallest FSUBCEE . Comprehensively, results in Fig. S8 suggest exclusive features for a
given FN. Although not perfect, this shows further evidence of the morphospace to cover
non-overlapping features of a given sub-systems. Moreover, we also observe reproducibility
of results for test and retest for both axes.
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E.2 On the entire morphospace
E.2.1 Network Configural breadth - A definition
Recall that, in the main text, we define the equivalent notion of configural breadth using
functional reconfiguration and preconfiguration for a given FN.
Fi = f(PFNi ,RFNi )
where PFNi and RFNi represent functional preconfiguration and reconfiguration, respectively.
E.2.2 Functional Reconfiguration
In the main text, we address that once the points are well-defined to represent tasks per
each functional community, we need now the notion that highlights the capacity to shift
within this space. This measure needs to integrate both the notion of capability (potential);
and desire to change. In this section, we provide a deeper analysis of the drive behind the
usage of volume of the convex hull.
RFNi = Vol(Conv(WFNi ));
First of all, we see that convex hull notion is logical to represent distinct points (FN tasks)
that constitute the Pareto front (hull boundary).
To measure the notion of capacity (potential to shift), one needs to measure the extent
of spread among the Pareto points. To this end, if one only uses the notion of distance to
measure reconfiguration, three candidates for reconfigurations emerge:
1. Exhaustive distance among all pairs of points in the hull W , i.e.
∑
i,j d(vi, vj) | i 6=
j, i, j ∈ Conv(W );
2. Exhaustive distance among all pairs of points type A, i.e.
∑
i,j d(vi, vj) | i 6= j, i, j ∈
δ(Conv(W ));
3. Exhaustive distance among all pairs of points type B, i.e.
∑
i,j d(vi, vj) | i 6= j, i, j ∈
int(Conv(W ));
However, we see that all three fall short in the following regards:
• extremely hollow (empty) interior space formed by hull vertices, i.e. vertices belong
to Pareto front induced by task points per FN;
• linearity between task points
We see that this implies such interior space is non-accessible from the combinatorial
viewpoint of connectomes. More specifically, the notion of distance does not cover the space
of possibility [6] imposed by the object under study, in this case the trapping and exiting
characteristics of functional communities under various tasks and rest. Further, we see that
option 1 above also uses points that belong to the interior of the hull. This does not support
the concept of configural breadth which highlight the capacity of pushing multiple forefronts
in mesoscopic morphospace.
We see that extreme cavity does not highlight the potential of cognitive shift within
the hull identified by conv(W ). Moreover, based on figure S7, we see that morphospace
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trajectories are much more complicated than linearity; hence, suppose that the subject
is asked to switch tasks, functional reconfiguration, as highlighted through mesoscopic
morphospace, measured by distance only covers linear trajectory (between the two chosen
tasks). This is not a realistic assumption. Lastly, functional reconfiguration measured by
aforementioned methods does not effectively highlight the space of possibility as identified
by Conv(W ). This is very important to model cognitive shifts within this space.
In order to strive beyond those shortcomings, we propose the notion of volume (or area in
this morphospace) enclosed by the convex hull, i.e. Vol(Conv(W )). Notice that the notion
of area is also limited in the regard that if there is area of impossibility, i.e. cavity within
the convex hull, this measure would also estimates the true shifting capacity. Nonetheless,
compared to the notion of exhaustive distance sum which extremely underestimate shifting
capacity, we see that the notion of area are much more robust to reflect both complexity of
trajectory and cognitive adaptation capacity within this space. Under the construction of
mesoscopic morphospace in Euclidean space, the notion of area is well-defined. We discuss
these limitations and strengths of modelling cognitive shifts using morphology in greater
details in Discussion section - main paper.
E.2.3 Functional Preconfiguration
Analogously, once the points are well-defined in this space, in order to effectively measure
the notion of functional preconfiguration, we need to highlight the functional readiness,
from a cognition standpoint, to switch between resting configuration to a generic task. Here,
we first provide the formula proposed in main-text for functional preconfiguration:
PFNi = ||RestFNi − ηWFNi ||2
where RestFNi and ηWFNi
represent FN coordinate at rest, and geometric centroid considering
all FN tasks.
Firstly, the geometric centroid of all FN task coordinates might or might not be cognitively
possible, i.e. there might not be a connectome that result in FN task centroid being
numerically exact. However, that is not the purpose of using this notion. If the goal is to
reflect the degree of functionally readiness between resting and task-engagement, the notion
of distance, in this case, is meaningful. Here, complexity of trajectory between rest and
task-evoked condition is irrelevant to consider.
E.2.4 Subject Sensitivity
• Input Matrix: To quantify subject sensitivity (through configural breadth), for each
subject/scan, we obtain one measure. We then concatenate the data into a 100 by 2
matrix and run intra-class correlation (ICC) analysis;
• Null Model Desciption: To test subject sensitivity result robustness, for each
functional network’s preconfiguration or reconfiguration, we keep one column of ICC
input intact (Test) and shuffle the second column (Retest) and measure ICC for each
permutation. The same procedure is repeated 10,000 times and the 95%-ile is reported
in the main text.
45/53
Figure S9. Network Configural breadth - Subject Specificity Analysis: FN’s pre-
(Color: Red) and re- (Color: blue) configuration terms’ subject specificity are measured
using intra-class correlation. Panel (A) and (B) represent Yeo and colleagues’ seven and
seventeen FN parcellation [78], respectively. In both parcellations, FN preconfigurations,
overall, tend to have higher subject fingerprints than reconfiguration.
F Behavioral Measure Analysis
F.1 Iterative Multi-Linear Regression Model (MLM)
F.1.1 Model Description
We apply iteratively multi-linear correlation models (MLM) to correlate Fi = f(RFNi ,PFNi )
with various behavioral measures, mi. We hypothesize that highly subject sensitive predictor,
as described in Fig. 7C (main text) should be prioritized in MLM model.
Iteratively, we start by using only 1 predictor (PFP ); in every subsequent step, we append
one extra predictor to the existing one(s), again, accordingly per panel C of Fig. 7 (main
text). At the end of iterative process, we consequently obtain 16 MLMs.
F.1.2 Optimal MLM - A selection process
In order to pick the best MLM (and their corresponding number of linear descriptors in the
model), we use the model with smallest p-value among all 16 MLMs.
F.2 Model Specificity (MS)
F.2.1 Model Description
We further test the strength of our hypothesis by splitting available data into two subsets:
inquiry and validation set. Specifically, we first extract the optimal number of predictors by
applying the procedure described in the main article.
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We then proceed with the model specificity by creating 2000 simulations; for each
simulation - indexed by j = {1, 2, 3..., J = 2000} - we first find a randomized order of indices
from 1 to 100, denoted as ~d, and divide them into five batches (indexed by i = {1, 2, ..., I = 5})
of 20 subjects. In other words, each batch of 20 randomly picked subjects, indexed by the
set Qi, are used to validate the authenticity of the coefficients proposed by utilizing the
remaining 80 unpicked subjects. We see that we recover the permutation of the randomized
order vector as follows: ~d = Q = ∪Qi. It is important to note that we use this procedure
because it minimizes the chance of picking the same (or highly overlapped) batch of 20
subjects.
For each simulation j, in each batch i, the remaining 80 subjects are then used to acquire
multi-linear correlation model’s parameters, denoted as ~β ∈ R[∗] where [∗] denotes the
optimal MLM driven by procedure described above (Notice that we use the same notation
in the main text under Fig. 8 as well). These corresponding coefficients are then used to
predict the remaining 20 unused data points, indexed by w ∈Wi, denoted as yˆ.
yˆw = ~β0 +
[{PFNw ,RFNw }[∗]] ~β
where
{PFNw ,RFNw }[∗] ∈ R+,[∗] is the [∗]-tupled vector representing functional preconfigura-
tion, reconfiguration, obeying the descending order of concatenated subject sensitivity in
Fig. 7C located in the main text.
Next, for each batch, we compute the correlation between actual values, yw with predicted
ones, yˆw and record the correlating result, denoted as Ri, ∀i = 1, 2, ..., I = 5. Consequently,
at each simulation, we obtain 5 values of Ri corresponding to 5 batches. Lastly, for each
simulation j, the mean and standard deviation of 5 validation models Ri’s is obtained
Rj =
I∑
i=1
Rij = 〈R:,j〉
σj =
√∑I
i=1(R:,j −Rj)2
I
Per Central Limit Theorem, the statistic Rj | ∀j = {1, 2, ..., J = 2000} is normally dis-
tributed, i.e. Rj ∼ N(µ0, σ0). This would create an empirically normal distribution
Rj ∼ N(µ0, σ0) such that
µ0 =
∑
j
∑
iRij
I × J
σ0 =
√∑J
j=1 σ
2
j
J
F.2.2 MS’s null model
Similarly to the MLMs, we want to test the authenticity of VM’s models by testing it against
artifacts such as random vectors. The same procedure is applied for the random vector to
populate the null model’s empirically normal distribution (its means is notated as µ1)
Rrandj ∼ N(µ1, σ1)
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F.2.3 Model Specificity
Paired t-tests are applied between the two aforementioned distributions to test the capacity
of configural breadth predictors towards behavioral measures. Interestingly, given the
investigated behavioral measures, all null model empirical distributions have very similar
first and second moments, independently on behavioral measures..
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