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Preliminaries and Project Description
Textures play an important role in modern computer graphic applications. The
creation of textures and the process of applying them to geometrical surfaces typi-
cally involves a non-negligible amount of manual work. Meanwhile modern hardware
also raises the requirements for better textures. Increased display resolutions demand
higher texture resolutions, with larger textures making memory a limiting factor for
many high-end graphic applications. Example-based texture synthesis algorithms try
to solve those problems. Classical texture synthesis aims to generate a visually similar,
yet different texture from a limited exemplar, which should contain no visible seams
and repetitions. Typically a synthetic texture can be represented either as higher-reso-
lution sample, or as UV-map that samples the exemplar by its local pixel coordinates,
therefor reducing memory costs.
Recently new rendering techniques evolved, allowing for more realistic results by
utilizing multiple textures to represent different surface properties. Physically Based
Rendering (PBR) is one of those concepts, that relies on local surface information to
be represented as textures. Besides color information, additional textures also cap-
ture properties like micro-geometry, reflectivity, transparency or occlusion, where the
composition of textures is typically referred to as material. And whilst example-based
synthesis on individual textures has been well-studied over the last decades, their ex-
tension to materials has not yet received much attention.
The thesis should give an introduction into example-based texture synthesis algo-
rithms in general. It should evaluate existing algorithms for implementing a frame-
work, suitable for automated or procedural processing, focussing on their performance
in terms of quality, computation speed andmemory cost for state-of-the-art texture res-
olutions (up to 8K). Furthermore it should extend a selected approach to capture ad-
ditional information from exemplar PBR materials and utilize it to synthesize higher-
resolution materials. Conclusively it should prospect the quality of the produced syn-
thesis results.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Date Carsten Rudolph

Abstract
In computer graphics, textures are used to create detail along geometric surfaces.
They are less computationally expensive than geometry, but this efficiency is traded
for greater memory demands, especially with large output resolutions. Research has
shown, that textures can be synthesized from low-resolution exemplars, reducing over-
all runtime memory cost and enabling applications, like remixing existing textures to
create new, visually similar representations.
In many modern applications, textures are not limited to simple images, but rather
represent geometric detail in different ways, that describe how lights interacts at a cer-
tain point on a surface. Physically Based Rendering (PBR) is a technique, that employs
complex lighting models to create effects like self-shadowing, realistic reflections or
subsurface scattering. A set of multiple textures is used to describe what is called a
material.
In this thesis, example-based texture synthesis is extented to physical lighting mod-
els to create a physically based material synthesizer. It introduces a framework that is
capable of utilizing multiple texture maps to synthesize new representations from ex-
isting material exemplars. The framework is then tested with multiple exemplars from
different texture categories, to prospect synthesis performance in terms of quality and
computation time.
The synthesizer works in 𝑢𝑣 space, enabling to re-use the same exemplar material at
runtime with different 𝑢𝑣 maps, reducing memory cost, whilst increasing visual vari-
enty and minimizing repetition artifacts. The thesis shows, that this can be done effec-
tively, without introducing inconsitencies like seams or discontiuities under dynamic
lighting scenarios.
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A texture that is used to add visual depth to a geometric surface by encoding the
“bumpiness” into it’s color channels. The intensity of a texel results in the final
pixel color to appear darker or brighter. A bump map is a physically incorrect,
yet efficient approximation of high frequency surface details. 4, 22
Computer Vision
Describes a field of computer science that enables machines to extract and de-
scribe data from images. 4, 25, 35
Displacement Map
Displacement maps are textures that are used to offset individual vertices, which
may be calculated from tessellation, therefor adding actual detail to a geometric
surface. 4, 14, 22
Material
The appearance of a surface is determined by different local surface properties,
that can be interpreted as approximation of theRadiometric Bidirectional Reflectance
Distribution Function (BRDF) in computer graphics. Typically those properties,
such as albedo, normals or translucency are stored as Textures and the light flow
is modeled as GPU Shader Program. 1, 4, 19, 23, 25, 35, 46, 51, 56, 67, 78, 84, 93, 96
Mip Mapping
A texture that is provided in a gauss-pyramid fashion in order to select lower
resolution versions, depending on the distance from the camerawithin the scene.
This resolves under-sampling artifacts and flickering pixels. 60
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Glossary
Mixed Reality
Mixed Reality systems emplace virtual objects within real-world environments.
An example are Augmented Reality systems, which blend virtual objects into the
sight of the user without hiding his/her actual vision. 3
Normal Map
Similar to bump maps a normal map is a texture that is used to create visual depth.
It does this by encoding the normal vector at each texel within it’s color channels.
Differently than bump maps, normal maps do directly affect the lighting model,
resulting in a physicallymore accurate solution, but are typicallymore expensive.
4, 14, 22, 51, 80
Photorealism
Photorealistic images are synthetic images that are created by computers and are
not distinguishable from real-world photographs by humans. Typically the term
is used to describe the quality of images generated from a rendered scenery. 1, 3,
4, 14
Physically Based Rendering
A rendering technique that combines multiple concepts that model natural light-
flow as a physically near-correct approximation of the Radiometric Bidirectional
Reflectance Distribution Function (BRDF). 1, 2, 13, 19, 20, 35, 80, 81, 86, 93, 96
Rendering
The process of generating an image from a virtual geometric representation. 1, 3,
4, 13, 14, 15, 17, 22, 29
Scene
A set of geometric objects, lights and other virtual entities that form a virtual
environment and are processed during rendering. 1, 3, 19, 29
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Glossary
Texel
A term that is used to describe a pixel of a texture in UV space. 6, 22, 32, 33, 35,
47, 50, 52, 64, 67
Texture
In computer graphics, Textures are two or higher dimensional objects that capture
micro- or meso-scale surface properties, which are projected onto a geometrical
surface during rendering. 1, 4, 5, 8, 11, 12, 13, 14, 19, 25, 26, 28, 31, 32, 33, 39, 41,
43, 47, 48, 50, 51, 52, 55, 60, 67, 77, 93, 96
Texture Mapping
The process of assigning a texture or material coordinate to a local point on a
geometric surface is referred to as Texture Mapping. Typically this is done by ad-
dressing individual Texels by their texture coordinates 𝑢 and 𝑣 usingUV-Maps. 4,
6, 19
UV-Mapping
A process that assigns a pair of two-dimensional texture space coordinates to a
set of vertices on a geometric surface. Those coordinates are used during rendering
in order to address individual texels. 45, 46, 53, 59, 60, 63, 67, 72, 78, 86
Vertex
Geometrical surfaces are typically build from meshes, which are formed from
graphs of interconnected points. Those points are called vertices and can have
multiple properties, besides their position within the graph. Examples for addi-
tional vertex properties are texture coordinates, color values and normal vectors.
3
Virtual Reality
In general, Virtual Reality describes a virtual environment that activates multiple
sensory stimuli (e.g. sight, sound, haptics, etc.) in order to simulate the illusion
of a real environment. In this work, the term is also used for technologies that are
used to access virtual reality environments, specifically head mounted displays
such as virtual reality headsets. 1, 3
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1. Context and Motivation
How do humans perceive their environment? For most people the visual appearance
of the world around them is a major factor of forming an image of their surroundings.
Not only do we orient ourselves by what our eyes sense, we also extract a large set
of information for our spatial and temporal awareness from visual observation. We
can tell if it is night or day by the color of the sky or which season it is by looking at
vegetation. We can observe if a metal surface is hot or cold by the light it emits. We can
make numerous statements about objects, only by looking at them. There appears to
be a remarkable complexity to this process, but at its most abstract scale it is nothing
more than a physical description of light interacting with surfaces, bouncing around
and finally being captured by our eyes.
In computer graphics, rendering refers to the process of projecting a three-dimensional
virtual scenery to a two–dimensional image in order to display it on a digital display
device. The ultimate goal for virtual reality is to produce images that are visually indis-
tinguishable from real-world photographs for human observers, giving them a sense
of being part of a real-world environment, while actually only simulated stimuli are
perceived. Since it is impossible for any computer to correctly simulate a physical en-
vironment, approximations are used to create an illusion that should be as accurate
as possible. The term immersion is a subjective measure to describe the gap between
perceived and actual realism and there are many ways to increase it.
Textures are one example of how approximate environments can look more convinc-
ing for observers: instead of drawing smooth surfaces with plain colors or modelling
infinitely small micro- and meso-scale geometry, textures can be used to project detail
onto virtual scenery. Together with physically near-correct simulations of light that
interacts with a geometrical surface, pretty decent-looking results can be produced.
Those techniques have been successfully utilized for some time now and have seen
many extensions and modifications over the years.
Nowadays, textures are no simple imagery anymore, but interact with both — light
simulations and geometry— to formmore accurate representations of real-world phe-
nomena. Physically Based Rendering refers to a group of concepts that gained lots of
popularity within recent years. Its principle is to combine multiple textures into so
called materials to model near-correct approximations of the radiometric bidirectional
1
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reflectance distribution function, that describes how light behaves on surfaces within
the real-world. Many state-of-the-art graphics engines have support for different forms
of this technique.
However, at its base it relies on textures to represent local material parameters and thus
inherits all of their technical limitations, ranging from their creation, representation
and storage all towards their real-time processing. Example-based Texture Synthesis
has proven to be able to help solving those problems in many different ways. It can be
used to create new textures by arbitrarily mixing different templates and remove un-
wanted features or regions from images. It allows reusing low-resolution exemplars
and can reduce memory cost and visual repetition by forming larger, non-tiling tex-
tures. And there are even more applications in other fields of computer graphics. It
has been widely studied during the last decades and modern algorithms are able to
produce sophisticated results for a large variety of problems. [Wie+09]
One issue that has not yet been addressed is if and how PBR materials can be used
as exemplars and if it is possible to synthesize consistent results that are free of tiling
artifacts. In theory this would allow interesting applications to be realized. Not only
can it be seen as an update for traditional texture synthesis, which tries to increase
visual variety to increase immersion, but it also reduces the manual workload at scales
where uniform texturing is impractical. Imagine terrain to be covered with patches of
grass or flowers that do not repeat themselves in an unnatural pattern when viewed
from distance or models of humans that have their individual skin textures, varying
not only in its tone, but also in unique features like scars or moles. Texture synthesis
can be used as a tool to create visual variance at meso- or micro-scale. When extended
to physical lighting models, it allows for interesting results to be created.
This thesis evaluates different existing algorithms with the goal to extend texture syn-
thesis to PBR material synthesis. Furthermore, it will explore how algorithms behave
on textures suitable formodern-day display resolutions and prospect the visual quality
of the synthesized results. A framework will be implemented alongside this work in
order to enable further research and the implementation of applications based on the
investigated concepts.
2
2. Introduction
Computer graphics have become a ubiquitous part of modern computing during the
last decades. They are present almost everywhere around our personal and profes-
sional life. Today their applications reach from mobile gaming to blockbuster movies,
fromComputerAidedDesign (CAD) systems for architecture and engineering towards
Mixedand Virtual Reality (VR) systems. Wherever the demand for virtual visual feed-
back is created, computer graphics are utilized to satisfy it.
Three-dimensional virtual objects and environments are one major subset of computer
graphics. Especially the process of projecting a set of geometrical and graphical repre-
sentations into a two-dimensional image that can be displayed on a computer’s screen
(also called Rendering) can be a heavy, time-consuming task, depending on the com-
plexity of the virtual scenery. Since computers have hardware limitations, it is impos-
sible to render highly detailed, (photo) realistic images in acceptable resolutions and
speed. Whilst this might be possible for some edge-cases, there is no general-purpose
technique that can handle this task.
In reality, each surface has different properties and consists of uniquematerials, that in-
fluence how light reactswhen a ray hits it. An image is formedwithin the humanmind,
depending on the properties of the photons that directly or indirectly hit the retina of a
human eye. If the photon interacts with any physical object, it may get either absorbed
or deflected. Depending on the object’s physical properties, only photons with certain
frequencies are not absorbed. Those photons eventually hit a persons eye, stimulating
one of its receptors for the colors red, green and blue. The intensity of stimulation of
each receptor determines the final color the brain mixes from those inputs.
Rendering an image to a computer screen can be seen as a simulation, where light is
created and tracked within a virtual scenery, until it hits the virtual eye or camera. But
since computers do not perform well on infinitely dense sampled surfaces, they need
to rely on approximations in order to represent geometrical objects.
Objects in three-dimensional computer geometry are typically represented as a graph
of interconnected points (also called vertices) within a three-dimensional space. In this
way, small sets of vertices can form polygons, which are geometric faces with the ver-
tices as corner points. A set of faces is called an objects’ surface. Besides spacial co-
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ordinates, vertices can also have other properties, such as color. If sampled densely
enough, this — in theory — allows to create photo-realistic representations of real-
world objects. Dense sampling however increases not only the amount of data itself,
but also the time it takes to run computations on it. This raises the question, how to
represent even smallest surface details without requiring highly detailed surface mod-
els.
Modern computer graphics solve this problem by covering a surface with a Texture,
i.e. a two-dimensional image that contains the desired surface details. Textures are
a proven compromise between runtime performance and visual quality of the result
image. However, textures create their very own problem domain, including texture
creation, storage and compression, mapping and runtime problems like filtering.
Today textures are essential to generate highly detailed, (photo) realistic rendering re-
sults. Modern applications heavily rely on not only one, but multiple texture types that
describe different local surface properties, such as displacement vectors, surface nor-
mals, ambient occlusion and many more. Multiple textures are used as parameters for
so called materials, that form an approximation of the physical light flow on a surface
and can be represented as efficient shader programs for the Graphics Processing Unit
(GPU). They developed from a simple representation of diffuse surface color towards
a powerful, convenient and elegant tool for describing various kinds of local surface
properties, like in bump, normal or displacement maps. Other applications include
flow maps, distortion or Du/Dv maps, detail/blend maps and light/shadow maps,
just to name a few.
2.1. Terminology: What is a Texture?
The term Texture is difficult to define. A definition can only be made within a certain
problem area. Mathematicians would define a texture using statistical models in order
to characterize it, whilst in Computer Vision a texture could be a unit to define different
areas of interest.
From a psychological point of view, humans tend to have a intuitive idea of what a
texture is. However, describing the term as an analytical set of features of computa-
tional measures of an image is hard to achieve [TMY78]. Therefor it is not possible for a
computer to distinguish photographs from textures or, conversely arguing, a texture is
onlymeaningful when observed by a humanwithin the context of representing surface
detail.
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Technically speaking, a texture refers to a two-dimensional image that is projected onto
a geometrical surface by a process called Texture Mapping. To be able to do this, how-
ever, different requirements can be conducted in order for images to be well-suited for
representing a texture.
• Distortion-free and transformation-invariant—Textures are transformedwhen
they are mapped to an object. Whilst individual features, like leaves or blades of
grassmay be transformed locally, the texture itself should be invariant in rotation,
scale and shear. A good texture should especially not feature any perspective
distortion. Also the principal feature orientation should be aligned to the textures
coordinate system.
• Free of lighting or shading artifacts— Since light and shadow is the essence of
what is produced during rendering in order to form the actual material appear-
ance, the texture should not feature any artifacts, like self-shadows or specular
highlights.
• Visual homogeneity — In computer graphics, the task for a texture is typically
to capture the local appearance of a surface material. Especially textures that are
used as tiles should not contain visually over-emphasized features. Darker parts
of a tiling grass texture for example will produce unnatural repetitions. Note
that this is, however, different from contrast: a series of black and white stones
may look homogenous on macro-scale, if none of the individual features has a
distinctive tone or structure. Also note that texture synthesis can reduce this effect
by introducing non-local randomness to spatial feature distribution.
• Stationarity andLocality—This is very similar to homogeneity: a texture should
not contain features that belong to two distinguishable objects or materials. For
example, a texture that contains grass and dirt limits its use. Instead those two
textures may be blend together at run-time. This also allows flexible re-use of
textures, as in this example it would also be possible to blend grass with gravel or
other textures to create more visual variance. Technically speaking, a stationary
texture appears always similar, when observed through a window and a local
texture can predict each of its pixels based on a small subset of neighboring pixels
that are independent from the rest of the image [Wie+09].
Those requirements are no hard rules, nor mathematically testable criteria for textures.
Instead they are soft criteria that can be used to state howwell an image is suited to rep-
resent a texture in terms of computer graphics. However, it may be beneficial to trade
those requirements for optimization purposes. For example, it may be useful to violate
homogeneity to save memory or stationarity and locality for better performance.
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2.1.1. Classifying Textures
Just like there is no clear definition of what a texture is, there is no generally accepted
classification of textures. Researchers use different classification metrics for whatever
they find useful within their current problem domain. This thesis uses a smoothly-
transitioning spectrum, based on geometric regularity, ranging from stochastic to reg-
ular [LLH04]. This spectrum can be roughly divided into the five different texture
classes, as shown in Figure 2.1.
• Stochastic— Indistinguishable (or almost) from noise those textures contain fea-
tures that barely exceed individual pixels scale.
• Near-stochastic—Small scaled features that are randomly distributedwithin the
texture and frequently overlap or are almost undistinguishable from their sur-
rounding. This also covers textures where no clear structure can be recognized,
like fire, waves of water or texture of wood. This class also contains most natural
materials.
• Irregular — Those textures contain clear distinctive features that are, however,
randomly spread and rotated, unequally scaled and, most importantly, do not
share a homogenous contour or regular shape.
• Near-regular — Almost evenly distributed features of similar shape, scale and
orientation with no overlaps or discontinuities. This texture class contains most
man-made materials, like brick-walls or cobblestones.
• Regular — Perfect repeating patterns of exact same features with no difference
in appearance. Those textures are typically man-made materials, like wallpapers
or patterns by a kaleidoscope.
Figure 2.1.: Texture classes from left to right: stochastic (stars), Near-stochastic (dirt, clouds), Ir-
regular (grass, fur), Near-regular (cobblestone, solar panels) and regular (wallpaper).
All textures taken from: † https://www.textures.com/
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2.1.2. Characteristics and Appearance
Besides multiple tools that help describing and classifying the global structure of a
texture, as introduced in the previous sections, there are also countless tools to describe
the appearance of a texture. As in all discrete imagery, the smallest unit of measure is
a pixel1, or texel when referred to in terms of texture mapping. Therefor most of the
tools introduced here are operators that work on individual pixels.
The probably most common tool for analyzing images are histograms. They capture the
global appearance of an image, by describing a distribution function of pixel intensities.
They are a so-called first-order statistic, which means that they capture pixel intensities
independently, i.e. without spatial relation to the neighborhood of a pixel. Since most
textures are colored, this is not directly possible. The solution is to either generate a
luminance (or greyscale) image or create different histograms for each color channel.
Histograms are a great tool to measure and compare global appearance of an image
and Heeger and Bergen [HB95] use this approach to measure global similarity between
synthesis results and the exemplar. The base observation is, that the relative amount of
pixels of a certain luminance within the synthesized texture should not be much differ-
ent from the exemplar. The problem with histograms is, that whilst capturing global
appearance, there is no relation between pixel intensities and their position within the
result. An image that is 50% black on the left and 50% white on the right produces the
same histogram as an image that is white on the left and black on the right.
Another tool for describing pixel intensity distribution is bymeasuring the pixel energy
in its frequency-domain. This can be achieved by Fourier transforming the image, ide-
ally using Fast Fourier Transform (FFT), as done by Nealen and Alexa [NA03]. A value
in frequency-domain represents the “energy” of a pixel, which depends on all other
offsets within the image. The Fourier-space therefore is a second-order statistic, repre-
senting a pixel intensity as the result of its locationwithin the image. This characteristic
therefore allows for more specialized constraints. Synthesis in frequency-domain, for
example, preserves edges.
A final important characteristic of an image is its color space, of which there are many,
all with different advantages in different scenarios. One straightforward and thus very
popular color space is the RGB-space, which represents each color as a combination of
red, blue and green light. It is also the color space used in this thesis (even though it
might not be used directly during synthesis, as described later on), because it allows to
1Note that this excludes vector-based graphics. They can be arbitrarily scaled and thus it
does not make much sense to increase their resolution. Also they are typically created from
a descriptive language, rather than from photographs. This puts them into a completely
different problem domain.
7
2.2. Texture Representation
compare pixel colors by measuring their distance using the 𝐿2 norm2. Other popular
color spaces are HSV, HSL and Lab.
2.1.3. Advanced Analysis
There are different tools to analyse a texture. Besides the characteristics defined in
subsection 2.1.2, they help to simplify texture description. One important observation
is, that textures can be interpreted as product of Markov Chains. For discrete textures,
each pixel can be represented as an element within aMarkov Random Field (MRF). This
statistic states, that the appearance of a certain pixel, besides its actual value, also results
from its neighboring pixel. Early synthesis algorithms build upon this observation.
For example Efros and Levoy [EL99] define a gaussian-weighted window around a pixel
in order to find the Approximate Nearest Neighbors (ANNs). All other pixel-based
approaches and some patch-based algorithms rely upon this characteristic.
Differently to Fourier-space descriptors, MRFs do not capture a pixel based upon its
location within the image, but as a result of a local neighborhood. This also implies
that features are not preserved in general, but only if the neighborhood is chosen to be
large enough to capture the largest visible feature. This makes it both impractical for
automation and computational costly, because large neighborhoods have to be com-
pared against other large neighborhoods [Rud16].
In order to reduce the number of comparisons for each neighborhood, Liu et al. [LLH04]
use the observation that neighborhood pixel intensities are highly correlated. The di-
mensionality of such large vectors can be reduced using Principal Component Analysis
(PCA). Other authors further improve this approach to significantly increase synthesis
performance. This thesis builds upon an Appearance Space, introduced by Lefebvre and
Hoppe [LH06], which is generated from principal components of local pixel neighbor-
hoods [LH05].
2.2. Texture Representation
With the advance in technology and hardware, there is also a growing demand for
efficient ways of storing and processing textures. Improved texture quality typically
implies highermemory and calculation costs, whilst the impact on overall runtime per-
formance should not be affected negatively compared towards previous techniques.
2Which equals the euclidean distance.
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Figure 2.2.: Overall memory costs, if one pixel takes four bytes of memory. If the image grows
equally into each direction, the number of pixels and thus the required memory
grows quadratically
Increased device resolution also demands better resolved textures, but since textures
are two-dimensional images, doubling the resolution results in quadrupling the re-
quired memory (Figure 2.2), i.e. the memory cost quadratically grows with the reso-
lution. Furthermore, output devices do not only improve in their resolution, but also
in the size of their supported color space. Today True Color, which uses three 8 bit
color channels to represent a set of 224 color values has become the industry standard.
However, new hardware using higher color spaces for High Dynamic Range (HDR)
imaging is already present and will possibly succeed current display devices. There
are different HDR color spaces, ranging from 10 to 16 and even 32 bits in size per color
channel.
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2.2.1. Is there a theoretical Limit for Texture Resolution?
Do displays keep on adding more and more pixels if they grow larger or is there an
limit where higher display resolution does not make sense any longer? How well a
human eye is able to perceive small features mainly depends on the distance between
the eye and the object. This, of course, is subjective. When testing visual acuity3 the
resolution of one arcminute is used as a standard normative. Thismeans that a healthy
eye is able to distinct objects of around 𝑑 × tan (1′ = 1°60) ≈ 1.5𝑚𝑚 size from a distance
of 𝑑 = 5𝑚. However, it is possible for good eyes to be able to perform twice as good,
meaning they can distinct objects of 1.5𝑚𝑚 size from a distance of 𝑑 = 10𝑚.
Eye
30°30° Screen
𝑑
60°60°
∼ 110°∼ 110°
far-peripheral
mid-peripheral
near-peripheral
Field of View 𝛾
Figure 2.3.: The human peripheral Field of View (FOV).
Whilst the whole peripheral vision Field of View (FOV) of humans lies around 220°,
the actual near-peripheral vision, or central angle of view, only equals roughly 60°, as
shown in Figure 2.3. This is the area where the perceived image appears sharpest. This
also simplifies the calculation for how large a screen or display needs to be in order
for its width spanning over the whole FOV, since a triangle with one angle equal to
3Typically estimated using a Snellen chart.
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60° is equilateral. Equation 2.1 shows that an ideal displays’ diagonal 𝐷 only linearly
depends on the viewing distance 𝑑.
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(2.1)
For this ideal display diagonal the maximum pixel width can be calculated, for which
a healthy person is not able to distinct individual pixels any longer. Equation 2.2 de-
scribes the pixel width of a display with a horizontal resolution 𝑅ℎ and a width𝑊 (𝑑),
which can be calculated from the diagonal 𝐷(𝑑).
𝑤𝑃𝑖𝑥𝑒𝑙 (𝑑) =
𝑊 (𝑑)
𝑅ℎ
=
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(2.2)
In order to find the ideal horizontal resolution, Equation 2.2 can be solved by setting
the minimum distinguishable pixel width. Since textures are typically quadratic, the
aspect ratio 𝑟𝑎𝑠𝑝𝑒𝑐𝑡 can be set to 1, which simplifies the earlier equations. Recall, that
the minimum object size a human eye is able to distinguish can be calculated from
𝑑 × tan (0.5°60 ), which is actually twice as good as the standard norm for visual acuity
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tests. Equation 2.3 shows the simplified function that describes the ideal horizontal
display resolution 𝑅ℎ.
𝑅ℎ =
𝑊 (𝑑)
𝑤𝑃𝑖𝑥𝑒𝑙 (𝑑)
⟹ 𝑤𝑃𝑖𝑥𝑒𝑙 (𝑑) = 𝑑 × tan(
0.5°
60 )
=
√𝐷(𝑑)2
2
𝑑 × tan (0.5°60 )
= 2𝑑
√3 × (𝑑 × tan (0.5°60 ))
= 2𝑑
2.52 × 10−4 𝑑
= 7936.51 ≈ 8192 𝑃𝑖𝑥𝑒𝑙𝑠
= 3969.83 ≈ 4096 𝑃𝑖𝑥𝑒𝑙𝑠 ⟹ 𝛾 = 1°
(2.3)
Interestingly, independent from the actual viewing distance, resolutions greater than
8K are indistinguishable for even the best human eyes, while 4K seams to be suffi-
cient for most humans, as the results of the calculations show. Of course the previous
equations only hold true for the ideal visible range of a human eye. For example, they
completely ignore focal length and thus the fact, that only a certain distance can be seen
sharp enough. If the display is too close or too far away, the results of those calculations
are not meaningful any longer. Also note, that those results do not take into account
other effects of visual perception. For example higher contrast at fine levels may lead
to better detail discernibility, whilst low contrast may result in the opposite.
Also the actual required texture size may get larger than the calculated values. If, for
example, a whole object should be covered with only one texture, the calculations are
only true for as long as the object itself fits into the virtual scenery rendered onto the the
screen. If the cameramoves towards the object, the texture may still get undersampled.
This, however, can still be tackled using technologies like texture bombing [FHS01] or
tiling. In conclusion, those results remain helpful for the scope of this thesis, since they
are good limiting the upper bound for the explored algorithms in both: performance
and memory cost.
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The aim of early computer graphics engineers and researchers was to find a convenient
way of generating visually appealing, yet compact and computational cheap graphical
outputs. As stated before, textures can serve a compromise to bridge the gap between
complex, dense sampled geometry and loss of visual detail. However, the generation
and storage of textures remains a challenging task.
2.3.1. Texture Generation from Photographs
High quality textures have to meet certain criteria in order to be used efficiently within
virtual environments, as described in section 2.1. When generated from photographs,
which is the most straightforward method to capture real-world surface detail, they
should not be distorted and project in a orthogonal manner (i.e. parallels remain par-
allel within the image), since perspective transform is added later during rendering.
Also the photograph should not contain any lighting features, besides diffuse lighting,
making it hard or in some situations impossible to directly use images from a camera.
Also physical properties of the camera’s image sensor or lenses may result in noise,
flares or other visual artifacts.
Besides visual appearance, the spacial placement of the texture on a virtual surface also
can become a problem. In many cases it is impossible or at least impractical to capture
the whole object surface with one texture. Besides a possible limitation in reusability
of the texture, this naturally also increases its memory cost. Texture tiling can be used
to address those issues. Creating a two-dimensional image that can be “stitched” to-
getherwithout creating any visible seams is a typical constraint for textures (Figure 2.4).
However, natural surfaces rarely tile conveniently, making manual post-processing by
a texture artist a necessity.
Even if those problems can be solved, it remains challenging to capture not only the dif-
fuse appearance of a surface, but also their reflection characteristics, such as normals,
height or occlusion, which are required for advanced rendering concepts like Physi-
cally Based Rendering (PBR). There are workflows that utilize photogrammetry in order
to create PBRmaterials from real-world scans, but they require non-trivial light-setups
and post-processing, whilst only work for material examples at certain scales4. Also, if
4Allegorithmic describes one possible way of scanning surfaces into PBR materials using com-
mon, affordable smartphone cameras, but besides complex-post processing it appears not
well suited for capturing larger surface structures, due to perspective distortion and the
construction of the capturing setup.
† https://www.allegorithmic.com/blog/your-smartphone-material-scanner
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Figure 2.4.: Example of a tilable texture: The texture can be repeated in any direction without
creating visible seams.
Texture source: † https://www.textures.com/
done “in the wild” to capture natural textures, they rely on ideal weather-conditions,
i.e. a cloudy sky in order to only feature diffuse lighting, further limiting the captur-
ing process. Example-based texture synthesismay help to increase re-usability of already
created scans, even without increasing the effective texture resolution, by re-mixing
existing scans to create more variety from individual material exemplars.
2.3.2. Computer-Aided Texture Genereration
Whilst using photographs to create textures is a convenient method, especially when
photorealism is the goal of a graphics application, some texturesmay be hard or impos-
sible to generate from photographs. However, computers can be utilized to generate
arbitrary textures in multiple ways.
For example, this can be practical for translucent surfaces, like liquids or gases, such
as water and clouds. The distribution and patterns those materials are forming can
be described surprisingly well with fractals. Therefore fractal noise functions, such as
Perlin Noise [Per99][Per02] are used in image synthesis to generate natural-looking tex-
tures. Those noise-functions work very well for natural texture-patterns, i.e. stochastic
or near-stochastic textures, described in subsection 2.1.1. Expert texture artists typically
combine multiple of those functions towards a satisfying visual result. Since those tex-
tures are described mathematically, for example using noise and color functions, they
can be used to generate procedural textures as shown in Figure 2.6, or to even at run-
time to create and animate surface detail as shown in Figure 2.5. Together they form
the field of synthetic textures, which are distinct from example-based synthesized textures,
due to their purely procedural generation.
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Figure 2.5.: An example of a procedural water material created at run-time just from multiple
perlin noise textures, resembling small and large feature normal maps.
Created from † Unreal Engine 4 Water Shader Sample
Another example are fantasy-textures that have no real-world representation, but
should possibly feature a dense amount of detail. Generating them can be achieved by
creating a highly detailed geometric model of the desired surface. Using a physically
correct or near-correct model, like ray- or photon-tracing, those textures are created by
rendering the surface into an image. The process of doing this is typically referred to as
baking and can of course be used for arbitrary textures. Obviously, the amount of man-
ual work required to create a highly detailed model may outweigh the work required
to create a texture from photographs. However, with the demand for additional tex-
ture maps, like normal- or displacement-maps, this technique has advantages or can
be used in combination with other texture generation methods.
2.4. Introduction to Physically Based Rendering
At a very basic level, it can be described as an approximation of how light behaves
at different surfaces during rendering, unlike earlier models, that just resemble the
intuitively observable behavior of light. Therefor physical models (hence the name)
are described for surfaces of different materials. So in order to understand how PBR
actually works, a basic understanding of the physics of light is required. Also it is
helpful to understand how physical models differ from earlier rendering approaches.
Thus this section starts with some brief historical background.
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Figure 2.6.: Substance Designer by Allegorithmic provides a graph-based interface to create pro-
cedural PBR materials, like the dirt texture in this example, which has been created
from different noise functions.
2.4.1. Empirical Shading and Lighting Models
The presence of light, in form of reflections and specular highlights, intuitively gives
us a good understanding of a real-world material’s constitution at its surface. More
importantly, however, is the fact, that the absence of (direct) light — i.e. shadow —
gives us a natural feeling of an objects depth. Early lighting models thus focussed on
empirical observations to reproduce natural looking shadows. A rendered object can
gain visual depth by shading it, which can be trivially achieved by calculating the angle
between the vector pointing from a light source towards a certain point on a surface
and a normal vector at that point. If the normal directly points towards the light, the
object appears lit perfectly at that point. If, on the other hand, the normal and light
vector point towards the same direction, that point does not face the light and thus lies
within the shadow the object casts. Flat Shading is the most trivial shading algorithm:
for each polygon 𝑃 of a surface 𝑆, the angle 𝜃 is calculated from its normal ⃗⃗ ⃗⃗𝑛𝑃 and
the direction vector ⃗𝑙 of a light source 𝐿. The resulting color 𝑐′𝑃 of the polygon can be
evaluated from 𝑐𝑃 cos
−1 𝜃
𝜋 where 𝑐𝑃 is the diffuse polygon color. This model is not very
accurate, if the polygon density is too low. Thus it got improved several times. For
example, inGouraud Shading [Gou71] the angle 𝜃 is evaluated for each vertex𝑉 and the
resulting color values are linearly interpolated within the polygon.
However, those shading models only produce good results for perfectly diffuse and
densely sampled objects. Therefore Phong [Pho75] introduced a lighting model, which
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(a) Ambient (b) Diffuse (c) Specular (d) Result
Figure 2.7.: The three components of the Blinn-Phong lighting model on the Utah Teapot.
later got improved by Blinn [Bli77] and hence is nowadays known as the Blinn-Phong
Lighting Model (Figure 2.7). The main observation is, that there are multiple ways, light
can be reflected, and that the actual result is a combination of all results with differ-
ent material-dependant factors, as shown in Equation 2.4. The light intensities 𝐼 are
represented as color values, where 𝐼𝑎𝑚𝑏𝑖𝑒𝑛𝑡 equals the light distributed through global
illumination effects and 𝐼𝑖𝑛 equals the color of the light source. The constants 𝑘 are ma-
terial-specific measurements that are empirically tweaked and resemble the amount of
each part of light within the result. The angle 𝜃 represents the angle between the nor-
mal ⃗⃗ ⃗⃗𝑛 and light direction vector ⃗𝑙 and the angle 𝜑 states the difference between ideal
lambertian reflection vector and the vector pointing to the camera. The parameter 𝑠 is
called shininess and influences the size of the specular highlights.
𝐼𝑜𝑢𝑡 = 𝐼𝑎𝑚𝑏𝑖𝑒𝑛𝑡𝑘𝑎𝑚𝑏𝑖𝑒𝑛𝑡 + 𝐼𝑖𝑛𝑘𝑑𝑖𝑓 𝑓 𝑢𝑠𝑒 cos 𝜃 + 𝐼𝑖𝑛𝑘𝑠𝑝𝑒𝑐𝑢𝑙𝑎𝑟 cos𝑠 𝜑 (2.4)
Note that all of those parameters have to be manually set in order to visually match
empirical observations. They are not physically correct and violate the conservation
of energy. This makes it challenging to produce consistent, natural-looking results,
especially for environments with dynamic light conditions.
2.4.2. The Bi-Directional Reflectance Distribution Function (BRDF)
Apart from the ones listed above, other models also have been developed until the late
1980’s. None of them, however, was able to produce sophisticated, consistent results,
or has been proven sufficiently general [Gre99]. However, a mathematical model for
physically correct light flow on opaque surfaces has been defined in 1965 by Nicode-
mus [Nic65]. Furthermore, Immel et al. [ICG86] and Kajiya [Kaj86] both showed in 1986,
that all renderingmethods can be generalized into a commonRendering Equation (Equa-
tion 2.5). This equation, however, is rather complex and describes the global light flow
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within a system. Global Illumination in such physically accurate system is therefor im-
plicit and described by the light that bounces of multiple surfaces until it hits the cam-
era, and not based upon a empirically measured ambient light color. This was not
possible using the Blinn-Phong model and is able to produce even advanced lighting
artifacts, such as caustics.
𝐿𝑜𝑢𝑡 (𝐱, ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝜔𝑜𝑢𝑡, 𝜆, 𝑡) =𝐿𝑒𝑚𝑖𝑡 (𝐱, ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝜔𝑜𝑢𝑡, 𝜆, 𝑡)+
∫
Ω
𝑓𝑟𝑒𝑓 (𝐱, ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝜔𝑜𝑢𝑡, ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝜔𝑖𝑛, 𝜆, 𝑡) 𝐿𝑖𝑛 (𝐱, ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝜔𝑖𝑛, 𝜆, 𝑡) ( ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝜔𝑖𝑛 ⋅ ⃗⃗⃗⃗𝑛) 𝑑 ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝜔𝑖𝑛
𝐿𝑜𝑢𝑡 (𝐱, ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝜔𝑜𝑢𝑡) =𝐿𝑒𝑚𝑖𝑡 (𝐱, ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝜔𝑜𝑢𝑡)+
∫
Ω
𝑓𝑟𝑒𝑓 (𝐱, ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝜔𝑜𝑢𝑡, ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝜔𝑖𝑛) 𝐿𝑖𝑛 (𝐱, ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝜔𝑖𝑛) ( ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝜔𝑖𝑛 ⋅ ⃗⃗⃗⃗𝑛) 𝑑 ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝜔𝑖𝑛
(2.5)
Equation 2.5 describes the outgoing light 𝐿𝑜𝑢𝑡 for a certain wavelength 𝜆 at a particu-
lar surface point 𝐱 into the direction ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝜔𝑜𝑢𝑡 at the point of time 𝑡 as the sum of the light
emitted at 𝐱 into the direction ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝜔𝑜𝑢𝑡 and the incoming light reflected at 𝐱 from all di-
rections ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝜔𝑖𝑛 of the hemisphere Ω, where ⃗⃗⃗⃗𝑛 is the normal at the point 𝐱. The simplified
version ignores the wavelength and time-dependency, and is better suited for discrete
solutions: the time 𝑡 can be ignored, since the equation is evaluated for each discrete
frame and the wavelength does not matter, because light is described as the perceived
color it produces at this wavelength5.
The essential term of the rendering equation is the function 𝑓𝑟𝑒𝑓 (𝐱, ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝜔𝑜𝑢𝑡, ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝜔𝑖𝑛), which
describes how much of the light, coming from the direction ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝜔𝑖𝑛 is reflected at 𝐱 into
the direction ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝜔𝑜𝑢𝑡. For physical correctness, this function must produce the same,
non-negative (𝑓𝑟𝑒𝑓 (𝐱, ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝜔𝑖𝑛, ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝜔𝑜𝑢𝑡) ≥ 0) result in both ways, or, to put it in mathe-
matical terms, the Helmholtz Reciprocity 𝑓𝑟𝑒𝑓 (𝐱, ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝜔𝑖𝑛, ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝜔𝑜𝑢𝑡) = 𝑓𝑟𝑒𝑓 (𝐱, ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝜔𝑜𝑢𝑡, ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝜔𝑖𝑛) must be
obeyed. This function is therefor called Bi-Directional Reflectance Distribution Func-
tion (BRDF). Another constraint for physical correctness is the conservation of energy:
∀⃗⃗⃗⃗⃗⃗ ⃗𝜔𝑖𝑛, ∫Ω (𝑓𝑟𝑒𝑓 ( ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝜔𝑖𝑛, ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝜔𝑜𝑢𝑡) cos 𝜃𝑖𝑛) 𝑑 ⃗⃗⃗⃗ ⃗⃗ ⃗𝜔𝑜𝑢𝑡 ≤ 1, where 𝜃𝑖𝑛 describes the angle between the
direction vector ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝜔𝑖𝑛 and the surface normal ⃗⃗⃗⃗𝑛. Equation 2.6 shows the BRDF, as de-
5Note that this simplificationmakes the equation only a physically near-correct solution, since
it ignores special relativity and quantum mechanics. This, however is sufficient for com-
puter graphics, since effects on this scale aren’t typically observalbe in natural processes
forming visual images. In general, this simplifies the handling of light by ignoring its wave-
like character and shifting the focus only towards the properties of light-rays.
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fined by Nicodemus [Nic65], where 𝐸𝑖𝑛 ( ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝜔𝑖𝑛) is a function that returns the irradiance, or
radiant flux density received by the surface within a unit area from the direction ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝜔𝑖𝑛.
𝑓𝑟𝑒𝑓 =
𝑑𝐿𝑜𝑢𝑡 ( ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝜔𝑜𝑢𝑡)
𝑑𝐸𝑖𝑛 ( ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝜔𝑖𝑛)
= 𝑑𝐿𝑜𝑢𝑡 ( ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝜔𝑜𝑢𝑡)𝐿𝑖𝑛 ( ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝜔𝑖𝑛) cos 𝜃𝑖𝑛𝑑 ⃗⃗⃗⃗ ⃗⃗ ⃗𝜔𝑖𝑛
(2.6)
Of course, in the real-world, surfaces do not only reflect light and thus there are similar
equations that are onlymentioned here for the sake of completeness: The Bi-Directional
Translucency Distribution Function (BTDF) describes how light gets refracted on translu-
cent surfaces, whilst the Bi-Directional Surface Scattering Reflactance Function (BSSRDF)
is a generalization of both earlier mentioned functions, that describes how light is scat-
tered (i.e. partially reflected and refracted) by a surface. Examples for the latter case are
biological surfaces, like human skin, where light enters and gets “bounced around”
randomly multiple times before it leaves the surface somewhere else.
The importance of the BRDF comes from its function, that it models how light behaves
at a surface. Different implementations use different, optimized specializations of the
generalized functions, that typically need to fulfill multiple purposes: they should be
computational cheap, whilst utilizing terms and units of physics, that can be measured
from the real-world in order for texture artists to be able to describe materials in a
straightforwardmanner. The generalized rendering equation, outlined in Equation 2.5,
whilst physically correct, mathematically complete and — given an infinitely fast pro-
cessor — able to produce photorealistic results, is typically not what state-of-the-art
graphics engines implement directly. The complex integral over high-dimensional dis-
tribution functions result in rather poor performance, even with modern graphics pro-
cessors. However, having a generalized equation that is able to describe the whole
light flow within a scene, makes it a great tool for engineers to build algorithms upon
and find a common language for rendering systems, that use physical units and pro-
cesses to express surface materials. Those rendering-algorithms are what can be called
Physically Based Rendering [Gre99].
2.4.3. Typical Texture Representations for Physically Based Models
Physically based models use multiple textures to represent so called materials. Those
textures are typically referred to as maps and just as there is no single algorithm that
represents Physically Based Rendering, there is no common sense about which maps
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need to be present within a Physically Based Material (PBM). Different engines imple-
ment different PBRworkflows and each one utilizes differentmaps that represent some
(desirably measurable from the real-world) physical quantity.
Those maps hold information that can be represented as textures. A set of those quan-
tities represents a high-dimensional, information-rich vector that can be used to encode
local surface structure. It is shown later on, that this interpretation is sufficient enough
in order to represent synthesis exemplars. However, due to the fact that local surface
information is not only represented by diffuse color, this can also be seen as an exten-
sion towardsMaterial Synthesis.
The workflows of generating physically-based materials are inspired by studies of nat-
ural materials. Nature knows two principal types of materials: metals and insulators.
In physics, a material’s capability to conduct electricity and heat vastly influences its
appearance. Therefor PBMauthoringworkflows typically differ between those two cat-
egories6, although this is not a universal rule. This is important, because some maps
only occur for one or the other workflow.
(a) Albedo (b) Diffuse
Figure 2.8.: Albedo maps are sometimes called diffuse, if they also feature diffuse lighting ar-
tifacts.
6Detailled information can be found in Allegorithmic’s † PBR Guide
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Albedo and Diffuse Color
The terms albedo and diffuse often occur both in the scope of PBR and are interchange-
able in general. However, there are sometimes slight differences in what is referred
to as what: albedo typically only refers to the color that the material actually radiates
or reflects (i.e. not absorbs), whilst diffuse also includes baked lighting artifacts. Nor-
mally those lighting artifacts are run-time generated in PBR models, however it can be
useful to pre-compute them for optimization purposes. Figure 2.8 shows an example
of the same texture with and without pre-baked diffuse lighting.
Reflectivity: Roughness and Specular
Besides color, a surface may reflect light, based on the material it is made of. There are
two similar, yet slightly different properties that describe how and howwell a material
reflects light: The specular map describes how well a material is capable of reflecting
light, or how much light is reflected directly. A polished, flat surface typically has a
higher specularity than a brushed, rough one.
Figure 2.9.: Roughness increases along the vertical axis from top to bottom using the values 0.0,
0.5, 1.0. Specularity increases from left to right: 0.0, 0.25, 0.5, 0.75, 1.0. Note how
roughness influences the size and extent of specular highlights, whilst specularity
controls their intensity.
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The roughness map is similar, but has a somewhat conversely meaning. It describes the
surface irregularities, that cause light to be diffusely reflected: Themore rough a surface
is, themore light will be reflected due to light diffusion, whilst less will be reflected due
to specular reflection.
A similar map to latter is the glossiness map, which can be seen as the inverse of the
roughnessmap. The existence of one or the othermapmay be caused by the underlying
workflow, mentioned earlier. Metals are typically created with roughness maps, whilst
insulators are usually created the other way around.
Geometric Detail: Height/Displacement, Normal and Ambient Occlusion
(a) Color (b) Normal (c) Height (d) Ambient Occlusion
Figure 2.10.: Surface detail from left to right: Normalmaps create depth through realistic shad-
ing,Heightmaps offset surface geometry and Ambient Occlusion creates additional
self-shadowing artifacts. Note that the effect of ambient occlusion is very subtile,
therefor the buffer output has been drawn next to it. For a higher resolution ver-
sion of the figure, refer to section A.1!
As stated in subsection 2.4.1, visual depth can be created by shading and does a good
job at increasing immersion and realism of a rendered image. A major problem is,
howmicro- or meso-scale surface details can be created without dense high-polygonal
meshes.
Normal maps are a simple way of creating the illusion of detail at such scales. As the
name suggests, they store surface normals, that directly influence where light is re-
flected at per-texel level. Otherwise flat surfaces appear uneven or bumpy7.
Of course this illusion only holds as long as the surface is viewed from a certain angle.
If the surface is viewed from the side, it remains flat. To counter this, height maps or
7In fact they are an evolution of bump maps.
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displacement maps are used to encode detail height. Modern graphics engines may use
some form of tessellation to produce geometry on-the-fly, depending on the distance
between the camera and the surface. In order for those newly inserted (subdivided)
polygons to produce actual surface detail, their vertices must be displaced. A height
map controls how strong offset is, those polygons can be displaced either away from
or into the surface.
Asmentioned in subsection 2.4.2, real-time graphics engines usually do not implement
the rendering equation directly, but instead use approximations to simulate global illu-
mination effects. One such effect comes from the observation that less environmental
(or ambient) light arrives in narrow chinks, cracks or edges. This self-shadowing effect
is called Ambient Occlusion and can be locally mapped into a material to further add
subtile shadows, giving the resulting image more visual depth.
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3. A brief History of Texture Synthesis
Figure 3.1.: Example of a synthesized grass texture created from a 1282 pixel exemplar.
Texture Synthesis has been a field of research for quite some time now. Generally there
are two major subsets of Texture Synthesis algorithms.
• Procedural Synthesizers—Those are able to create completely new textures and
materials in a procedural manner, i.e. only based on a (small) set of parameters,
hence the name. Section 2.3 talks about some practical applications of procedural
synthesizers.
• Non-Parametric Synthesizers—Algorithms that refer to an input image to gen-
erate a visually similar output image. The input image is called exemplar, thus
those algorithms are also called example-based.
This thesis explores non-parametric synthesizers and extents the synthesis of individ-
ual textures towards a whole set of textures, or materials in terms of this work. To un-
derstand the algorithms it relies on, some understanding of the historical development
of modern synthesizers is appropriate.
3.1. Algorithm Categories and their Development
During the 1990’s research mainly focused on the generation of arbitrarily scaled tex-
tures from individual samples. First approaches showed, that Markov Random Fields
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can be a convenient way of modeling textures [PP93]. Many algorithms evolved from
this statistical model and formed a class of Markov Random Chain algorithms. The ba-
sic principle of those algorithms can be defined as a search problem, where suitable
pixel values from the sample should be found based on a certain neighborhood within
the sequential synthesis result. The quality of the synthesis results could be improved
significantly over the following years, by replacing sequential Markov models with
hierarchical ones [PL95][PL96][PL98]. Besides Markov models, other approaches used
Laplacian and steerable pyramids, commonly used in Computer Vision for edge detection
and feature extraction on different scales and frequencies [HB95][De 97][SP98].
3.1.1. Pixel-based Texture Synthesis
Also during this period, computer graphics hardware became available for a broader
market. The distribution of personal computers and video game consoles spread and
the first 3D accelerated GPUs were released. The growing market generated the de-
mand for general-purpose solutions for computer graphic applications, which also
increased research in computer graphics, shifting it from a margin field of mathe-
maticians and computer scientists to a major field of interest for growing companies
within the graphics sector. This also affected texture synthesis algorithms. Previously
researched algorithms offered mathematical solutions for image synthesis problems.
However, most of them performed impractical when first used on actual hardware
implementations. First implementations used MRF models, as proposed by [PP93] to
synthesize textures on a per-pixel base [EL99]. Those approaches created suitable re-
sults for many samples, but produced blurred outputs for cases where too many small
features are captured. Whilst significantly faster, the hierarchical algorithm by Wei
and Levoy [WL00] tends to further blur the output. Ashikhmin [Ash01] presents a so-
lution that improves on the weaknesses of earlier implementation and extends user-
interaction by steering the synthesis result by using a user-provided sketch to align
feature-sets.
3.1.2. Patch-based Texture Synthesis
However, even with different optimizations, pixel-based implementations rely on ef-
ficient search algorithms, trying to find fitting neighbor pixels and thus the search
process itself becomes their main bottleneck, specifically with growing example di-
mensions. Therefore other approaches have been developed. Patch-based approaches
simply change the synthesis unit from pixels to whole texture features. The first imple-
mentation, Chaos Mosaic [GSX00], pasted patches from the exemplar randomly to the
result and blended them together. Later, Liang et al. [Lia+01] showed that it is possible
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to implement patch-based texture synthesis in real-time using Patch Sampling, which
combines patch- and pixel-based implementations by limiting the per-pixel sampling
to patch boundaries and only searching for an approximate nearest neighbor, whilst
the global structure of the texture is created from patch-pasting. Each patch is used
as a building block for the actual texture synthesis, reducing and limiting the search
space and therefor improving synthesis efficiency and even enabling real-time perfor-
mance.
There are multiple downsides to patch-based algorithms. Even if a good distribution
has been found, overlaps are hard or impossible to prevent. The visual quality of the
result is directly influenced by the method used to handle those overlaps. To improve
the result quality, Kwatra et al. [Kwa+03] use dynamic programming techniques to cal-
culate cut paths through overlaps. Nealen and Alexa [NA03] use another approach, in-
spired by artistic painting reconstruction, and calculate an error along the patch border
by fourier-transforming it. Patches are chosen according to a minimum error thresh-
old. In a second step the error is reduced by re-synthesizing the border pixels with a
high error value.
3.1.3. Texture Optimization
Whilst pixel- and patch-based algorithms rely on region-growing, [Kwa+05] inter-
preted Texture Synthesis as a joint optimization problem that works by refining the
entire texture. Similarity is measured locally by definingMarkov Random Fields, how-
ever, it is not used to solve a neighborhood-search, as in pixel-based approaches, but
instead an exemplar’s properties locality and stationarity are used to formulate an energy
function for the transition from the exemplar towards the result. The actual result is
then computed by minimizing this function globally. This works well for a broad vari-
ety of textures, whilst keeping computational cost reasonable. Image Melding [Dar+12]
improves this method, by constraining it to individual image regions and using gradi-
ents around those regions to smoothly blend together the result. Kaspar et al. [Kas+15]
built upon those methods to carefully evaluate how they perform for different texture
classes. Also they demonstrate that texture synthesis is able to produce convenient re-
sults with higher resolutions. They provide a general-purpose algorithm, that — in
most situations— produces better results compared to other existing algorithms when
perceived by human observers [KDC17].
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3.1.4. Neural Network Texture Synthesis
Whilst Texture Synthesis has been studied for about two decades now, the recent ad-
vancements in artificial intelligence and computer vision also influenced Texture Syn-
thesis. New approaches based on Convolutional Neural Networks (CNNs) have been
shifted into focus, creating the completely new and distinct group of Neuron Network
Texture Synthesis algorithms. Gatys et al. [GEB15] were the first to use the feature space
of a CNN trained for object recognition to model textures and generate new textures
based on those extracted features, following statistical parameters for their distribu-
tion. Sendik et al. [SC17] further developed this idea and introduced a set of global and
local constraints, similar to [Kas+15] for distributing the texture features. They also
compare their results to Kaspar et al. and other earlier algorithms and state that the
approaches perform differently for different types of textures. Besides long run times,
the authors experienced other issues which are unique for neural networks. Low syn-
thesis quality at the edge of images appears to be a typical problem. Also some images
did not synthesize at all for reasons, unknown to the authors.1
3.2. The Purpose of example-based Texture Synthesis
Algorithms
With the technical advance, existing textures are sampled too low to fully utilize new
hardware, therefore requiring them to be adapted or in some cases completely recre-
ated at all. This and the combination of the problems involved in generating textures
makes manual post-processing of images an essential and non-negligible task, creating
the requirement for expert texture artists. Especially with the rapid advance of mod-
ern graphics technology, from graphics processors to display devices, the demand for
reusable, high-resolution, quality textures is constantly growing. Section 2.2 goesmore
into detail about those problems. Yet, this increase of graphical content for modern
applications also raises other important questions: How do we efficiently store and de-
liver such large amounts of textures? Howdowe ensure that visual variety is preserved
with ultra high resolution textures if content size matters?
Example-based (or non-parameteric) Texture Synthesis algorithms can help to eliminate
or automate some or all of those problems.
Besides solving technical and economical limitations, Texture Synthesis algorithms can
be used to remix existing texture samples. For example, non-parametric sampling can
be used to synthesize skin textures on the GPU [She+14] in real-time, enabling for ap-
1 † SIGGRAPH 2017 Talk on Image Completion and Texture Synthesis
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plications where different characters also have their individual skin textures. Tsumura
et al. [Tsu+03] use a more sophisticated representation model, featuring hemoglobin
and melanin information to synthesize new skin textures with different tone and even
simulate perfusion effects, e.g. caused by alcohol consumption. Similar models may be
created based on chlorophyll concentration in leaves to create varying foliage.
However, texture synthesis is not limited to those specific applications. Also it is not
limited to pure textures for use in a rendering context. Some other examples include
visualization techniques for medical data [DC05], movie scenery creation [Eis+10], im-
age and texture editing [BD02] or static [AL15] and motion image completion [WSI07],
just to name a few. Wie et al. [Wie+09] gives a thorough overview over different appli-
cations and developments for example-based Texture Synthesis.
Due to the variety of texture synthesis algorithms, they typically have to fulfill certain
constraints. Classical non-parametric synthesis algorithms usually introduce a tiling
constraint, that causes the result to be tileable, as described in figure 2.4. Some algo-
rithms that work on geometric surfaces (such as [MK03]), may not require such con-
straints, since they synthesize texture samples or coordinates for individual primitives,
i.e. triangles or quads, where seams do not occur on texture boundaries, but on surface
edges. Other constraints are targeting the local and global appearance of the result.
Typical challenges for synthesis algorithms are spatial uniformity (i.e. equal distribu-
tion of texture features to prevent obvious repetitions) or global and local uniqueness
to prevent obviously copied features or clusters of equal features. With the number
of constraints an algorithm has to fulfill, it’s complexity grows, possibly making it not
suitable for certain applications. As an example the pixel-based algorithm described
by Efros et al. [EL99] is simple and effective, taking into account all of the previously
mentioned constraints by parameterizing the synthesis window and utilizing contin-
uous texture warping, yet its inefficient and not suited for real-time synthesis or high-
resolution results [Rud16].
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4. Framework Design
The large variety of Texture Synthesis algorithms makes it impossible to design a gen-
eral-purpose framework that unifies a majority of the available concepts. Instead, this
work focusses on implementing a multi-purpose workflow based on various carefully
chosen requirements and state-of-the-art algorithms. This chapter gives an overview
over the design of this framework, by discussing its individual components and con-
cepts to give a better understanding on the base algorithms and design decisions.
Chapter 5 handles the actual implementation details and technical background. The
purpose of this chapter is to define a common domain language that is used to describe
the texture analysis and synthesis workflows within the framework in a more abstract
fashion. It follows amotivational approach, that describes requirements, problems and
possible solutions first and then defines individual features as a result of this process.
Each software should be given a meaningful name that represents its use and acts as
a catchy reminder for people knowledgeable within a certain application domain. The
implementation of the framework developed alongside this work will be called Tex-
turize. It is not to be confused with the identically called PlugIn for the image editor
GIMP, called gimp-texturize1.
4.1. Dividing Synthesis into subsequent Stages
Texture Synthesis algorithms generally perform two essential tasks: they have to an-
alyze the texture exemplar in order to be able to describe it in an appropriate way to
synthesize a new sample from it. Each algorithm features some form of exemplar anal-
ysis and actual synthesis, independent of the nature of the synthesis algorithm. Pixel-
based algorithms need to describe local neighborhoods, whilst patch-based approaches
have to do the same, only on larger scales. Optimization methods are describing pixels
as energy functions and even neuron networks do this in some form, although it might
not be directly clear how they do it2. The actual synthesis uses this description to gen-
erate and validate a result. This sample generation part can be interpreted as search-
1 † http://registry.gimp.org/node/77
2The term analysis is tantamount to training in this case.
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problem for pixel- and patch-based algorithms, thus during analysis the search-space
is created.
The very basic concept of the Texturize framework is this idea of being able to build
arbitrary texture synthesis algorithms from those two subsequent stages. In this work
the term Analysis Stage combines all tasks that perform a pre-process of the texture in
order to retrieve all forms of information needed to repeatedly perform the actual tex-
ture generation within the Synthesis Stage. Separating those two stages makes perfect
sense, because it enables a generalized view onto different synthesis algorithms. For
example, this shifts the categorization of different algorithms away from the unit of in-
terpretation (e.g. pixel- or patch-based algorithms) towards one unified domain, where
it becomes an implementation detail of both stages.
4.2. Analysis Stage
The purpose of theAnalysis Stage is to provide ameaningful representation of the exem-
plar texture for the later Synthesis Stage. What is actually donewithin this stage depends
on the algorithm that should be employed. Also, this stage is only executed once as a
pre-process. The analysis result is the input, that can be used for multiple synthesis
passes. However, during the actual synthesis this input may be altered, again depend-
ing on the algorithm implementation, as described later. Separating those stages, how-
ever, ensures that the exemplar description is extracted as a persistent entity. Also this
allows to lift heavy operations into a pre-process, that only needs to be executed once
per exemplar. Figure 4.1 shows an analyser that describes an exemplar in 4D appearance
space, as introduced by Lefebvre and Hoppe [LH06].
In 1999 Efros and Levoy introduced a their algorithm called Texture Synthesis by Non-
Parametric Sampling [EL99], which in principle works by repeated naive sampling of
pixel neighborhoods. The algorithm simply pastes a randomwindowof pixels from the
Exemplar towards the synthesis canvas and grows it by searching for the best candidates
at the borders of the already synthesized region. This simple method built the basis for
modern pixel-based sampling algorithms, but performs poorly in terms of quality and
performance, due to the repeated nature of the brute force search used to find fitting
neighborhoods [Rud16].
In terms of the Texturize framework language, the algorithm leaves out the analysis
stage and uses the raw RGB exemplar as it’s search space. More advanced implemen-
tations perform different pre-processing tasks on the exemplar in order to improve
performance and quality aspects. For example Wei et al. [WL00][WL02] quantize the
exemplar to build up a search tree that significantly reduces computational costs dur-
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Exemplar (RGB)
Guidance Channel Extraction Appearance-Space Transformation
e.g. Distance Map
R G B A
𝐸𝑑
{𝐸𝑓 , ...} {𝐸𝑑, 𝐸𝑛, 𝐸𝑓 , ...}
?̃?′
Figure 4.1.: Example of the texture analysis stage: transformation of a RGB exemplar into ap-
pearance-space (4D in this example), based on different guidance channels. The
transformed exemplar has a higher information density and is used to lookup pixel
coordinates during synthesis stage.
ing synthesis and thus improving the overall performance. Ashikhmin [Ash01] intro-
duces a constraint called coherence that can be extracted during analysis and basically
describes a search-space constraint, where a pixel can be predicted from the pre-com-
puted approximate nearest neighbors of its neighboring pixels. Tong et al. [Ton+02] use
a generalized approach that introduces further randomness by pre-selecting and later
shuffling the 𝑘 nearest neighbors. It is later also employed by Lefebvre andHoppe [LH06],
additional to an initial transformation of the exemplar into a higher-dimensional ap-
pearance space (Figure 4.1), which has higher information density and thus produces
visually better and generally more appealing results.
It should be noted that some algorithms require user interaction or parameterization.
This configuration task can be included into the analysis stage, even if this is not within
the scope of this work. The Texturize framework aims to provide a high degree of
automatization.
4.2.1. Search Space
Pixel intensities or color values are not very helpful to describe the overall nature of
a texture. They do describe the local visual appearance of individual pixels, but lack
important information about how this appearance has been achieved. For example, a
red pixel within a natural texture is not red by incident. Instead its color is formed
from its material and environment: how does the material reflect light at this point
and why is the spectrum reflected that way there? In order to increase the amount of
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information about why a pixel appears the way it does, different methods can be used
to define the actual search space for the later synthesis stage.
Frequency Domain
Subsection 2.1.2 introduced statistics that can describe a texture in amathematicalman-
ner. Calculating those statistics for an exemplar is typically what is done during analy-
sis stage. A fourier-transformed exemplar, for example, can be used to validate synthe-
sis results with low computational costs. Nealen and Alexa [NA03] use this description
to compare patch frequencies on different scales.
Appearance Space
The interpretation of an image as signal may be helpful in some cases, but mislead-
ing in others. The frequency space is a statistic, that describes the global appearance
of the whole exemplar. However, especially pixel-based algorithms build upon the
fact, that the global appearance of a texture is the result from interacting local effects.
This means, that a point within a texture highly depends on its direct neighborhood.
Lefebvre and Hoppe [LH05] thus describe individual pixels as principal components of
their neighborhoods. By collecting all pixel color intensities within a high-dimensional
vector, they apply Principal Component Analysis (PCA) to reduce dimensionality again
(Figure 4.2). This results in a more information-rich statistic and allows to compare
neighborhood appearances as a whole instead of comparing all the individual pixels of
a neighborhood window.
Describing pixel neighborhoods heavily improves the information density, the synthe-
sizer can rely on. The same euclidean distance function can be used to measure dif-
ferences, however the interpretation changes. Instead of individual color values, that
are highly correlated, abstract bits are now used to describe a pixel neighborhood. The
same numeric distance in RGB and appearance space have different meanings, where
later one guarantees that the whole neighborhood is visually more similar.
The appearance space is not coupled to pixel intensities, so instead of describing how
a pixel looks, it rather describes why a pixel appears the way it does. This appearance
term can be enriched even more: in [LH06] the authors improve their algorithm by
appending additional guidance channels to the texture. A feature map describes the affil-
iation of a pixel towards a certain feature in the exemplar. This is done by describing
its lowest distance towards the nearest corner. Furthermore, weights can be used to
give individual channels more importance.
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Pixel Neighborhood (RGB: 3 × 3 × 3𝐷) Descriptor Vector (27D)
PCA
Appearance Vector (4D) Pixel in Appearance Space
Figure 4.2.: A neighborhood descriptor captures the pixel neighborhood as a high-dimensional
vector, that can be reduced by applying PCA.
4.2.2. Guidance Channel Extraction
Additional channels that guide the synthesizer to choose pixels not only based upon
their color values are a great way to improve synthesis quality. Using guidance chan-
nels, not only a pixels occurrence, but also its spatial relation and the surface structure
of the material can be used to give a more exact description of what is actually synthe-
sized. However, most of this information is lost when a photo is taken and a computer
thus has only limited capabilities of understanding the image content. Therefor most
of the semantic guidance channels need to be provided by the user.
Appearance Space Texture Synthesis [LH06] is capable of utilizing user-provided feature
maps. However, Kaspar et al. [Kas+15] showed that computer vision techniques can be
used to automatically generate sufficient guidance maps, at least for exemplars where
the resolution is large enough for the edge detector to produce meaningful results.
Physically-Based Materials
As discussed in section 2.4 and especially in subsection 2.4.2, the appearance of a point
on a surface can be described using the Bi-Directional Reflectance Distribution Function
(BRDF) and its derivatives. Physically-Based Materials provide more meaningful in-
formation how a certain texel appears. This thesis extents the appearance space by using
PBR materials to improve synthesis quality. The goal is to provide consistent results
for generalized cases: not only pixel intensities should follow a natural pattern, but also
lighting and shading-information should be synthesized in the same quality as color
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information. By including additional spatial properties, like height or normal, syn-
thesis quality for non-PBR results should be improved, since those properties heavily
influence how a surface point appears, thus the synthesizer should be better guided to
produce more natural results.
4.3. Synthesis Stage
Ideally, all that’s left to do for the synthesizer after the analysis is performing a repeated
neighborhood-search. This, however, is a highly predictive issue: A pixel needs to be
found, based on sparse data from its already synthesized environment. This naturally
leads to small errors, that may be even amplified with growing distance from the syn-
thesis origin. Different search strategies have been developed over time to improve on
both: quality and performance.
4.3.1. Synthesis by Neighborhood Matching
In pixel-based algorithms, the essential idea is therefore reduced to a (approximate)
nearest neighbor search for each synthesized pixel. Patch-based algorithms do the
same, but on a larger, more generalized scale. Instead of neighborhood matching, they
work on larger patches and employ different feature matching techniques to find fitting
patches. This thesis, however, focusses on pixel-based approaches and thus only de-
scribes some important neighborhood matching strategies in the following section.
By definition, a pixel 𝒞𝑖 (𝑝) represents the 𝑖-th most similar exemplar pixel 𝑝 and
therefore 𝒞𝑖 (𝑝) is called a candidate. This can be used to construct a candidate set
𝒞 (𝑝) = {𝒞0 (𝑝) , 𝒞1 (𝑝) ,… , 𝒞𝑛 (𝑝)}0…𝑛, 𝑛 > 0, from which a synthesized pixel 𝑝′ is
chosen. The quality of an individual candidate 𝒞𝑖 (𝑝) can be measured by its visual
distance, i.e. the difference between the synthesized neighborhood 𝑆′ (𝑝) and the can-
didate neighborhood 𝑆 (𝒞𝑖 (𝑝)). For lower-dimensional data the euclidean distance or
𝐿2-norm is sufficient. Offset pixels may, however, be gaussian-weighted, since closer
pixels appear to have a larger impact on the actual pixel intensity.
Exhaustive (naive) Search
The naive sampling algorithm by Efros and Levoy [EL99] starts by copying a random
patch of 3 × 3 pixels from the exemplar to the result. After this it continues looking
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(a) Region-Growing (b) Scanline (c) Convergence
Figure 4.3.: The neighborhood matching windows of different search strategies during synthe-
sis stage.
for approximate nearest neighbors for each pixel 𝑝′ surrounding this region. The re-
gion thus grows, until the entire result has been covered. As shown in Figure 4.3a, the
nearest neighbor is estimated from only a few already-synthesized pixels that typically
all originate from one direction, thus the algorithm tends to grow regions of homoge-
nous colors, whilst violating spatial feature distribution and scale, if the neighborhood
window is chosen too small. This effect is also called melting effect. Performance-wise,
it does also not do very well, since for each pixel in the result, the whole exemplar
needs to be evaluated for best fitting neighbors. It is further influenced negatively, if
the neighborhood window is chosen too large, trading speed for quality.
The overall complexity of this algorithm is 𝒪 (𝑚𝑛 ⋅ |𝑆|), where 𝑚 and 𝑛 represent the
number of pixels within the result and the exemplar, respectively, and |𝑆| defines the
number of pixels within the neighborhood window. For each of the 𝑛 pixel in the syn-
thesized result, a neighborhood of |𝑆| pixels in size needs to be compared against a
same-sized neighborhood of each of the 𝑚 pixels in the exemplar.
Coherent, 𝑘-Coherent and Randomized Search
The quality of this algorithm can be improved by performing it in scanline-order. By
defining a “L”-shaped neighborhood, as shown in Figure 4.3b, the effective descriptor
size can be halved, whilst covering a more meaningful area: Due to the scanline-or-
der of the synthesis stage, the pixels within the descriptor neighborhood are already
synthesized. This also allows for more advanced search strategies, such as quantized
search trees [WL00], coherence [Ash01][WL02] or 𝑘-coherence [Ton+02]. The latter is
interesting, because it directly builds upon the observation, that a pixel can approxi-
mately be estimated only by its direct neighbors: Each neighboring pixel indexes a co-
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Sample
Exemplar
Figure 4.4.: The coherent pixels are individually compared against the synthesized pixel’s envi-
ronment. Either the best or a random match is chosen.
herent pixel from the exemplar, which are individually compared for similaritywith the
synthesized pixel, as shown in Figure 4.4. The original algorithm byAshikhmin [Ash01]
always selected the best match, which tends to produce results with self-repeating fea-
tures and patterns and tearing artifacts. This, however, resulted in a extreme perfor-
mance boost, since the search complexity is significantly reduced to 𝒪 (𝑚⋅|𝑆|
2
2 ), since
for each of the𝑚 synthesized pixels, a neighborhood of |𝑆| pixels needs to be compared
for 𝑐 = |𝑆|2 coherent pixels instead of 𝑛 exemplar pixels (𝑐 ≪ 𝑛).
Tong et al. [Ton+02] extent this approach by assigning each exemplar pixel a (small)
pre-computed set 𝒞 (𝑝) of 𝑘 coherent pixels, that are similar to the exemplar pixel’s
environment. When the coherent candidates are evaluated, not only the candidate itself
is returned, but also its 𝑘 most similar pixels. The best match is then determined from
all the coherent candidates and their most similar pixels. In order to support patch
variation, those 𝑘-candidates need the be evenly spread across the exemplar, which
can be assured by evaluating more than the 𝑘 most similar pixels, whilst only keeping
the 𝑘 most distant ones.
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The main drawback of the 𝑘-coherence search results from its pre-computed candidate
set [Lef14], which can be a major issue for scenarios where larger exemplars are re-
quired. Also it increases complexity, compared to simple coherence, since more neigh-
borhoods need to be matched. Also the candidate sets are build from an exhaustive
search within the exemplar, during analysis stage. Busto et al. [Bus+10] thus introduced
a simplified version, which does not require heavy pre-computation, but increases vi-
sual diversity by adding randomness. Their key observation is, that similar neighbors
tend to be located close to coherent pixels. By selecting randompixels from a constantly
decreasing radius around the currently best match, jumps are no longer fixed to a pre-
computed candidate set, but now occur randomly.
4.3.2. Validation
There are different approaches to test, whether or not the synthesized texture fulfills
its expectations. Due to the subjective character of textures, as described in section 2.1,
it is hard to find a complete metric that describes how “natural” a texture looks. Ef-
fects like bleeding features, seams and tiling artifacts, repetitions or noise can appear
eerie and may even fall into the uncanny valley. Quantizing textures through energy
metrics or other, earlier introduced statistics is a sufficient way to describe and com-
pare textures, however, optimizing those does not guarantee to produce visual qual-
ity [Jam+15]. Overall texture quality remains a subjective notion and the overall quality
of an algorithm can thus only be evaluated by direct comparison through human ob-
servers, as done by Kolář et al. [KDC17]. However, there are some statistics, that can be
used to improve the visual quality of a texture when compared to textures that do not
optimize those statistics, even though the overall quality might not be improved, due
to cases where the algorithm fails.
Convergence
Earlier algorithms all inherit quality problems, due to their sequential nature. If a poor
choice has beenmade for a certain pixel, it can not be undone. The introduced error can
even be further pursued or amplified, if additional poor selections are made because
of this pixel. Lefebvre and Hoppe [LH05] thus are synthesizing pixels by dividing the
texture into multiple small (i.e. 2×2 or 3×3 pixels), adjacent frames that are tailored to
cover the whole texture. Those frames are independent from each other and thus can
be processed in a parallel manner, which is a major advantage over earlier algorithms,
that only allow sequential processing order.
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Each pixel within one frame is then evaluated multiple times within consecutive
sub-passes (Figure 4.5). This can be done either in the same scanline-order as sequential
algorithms do (only on a smaller scale), or by following a 𝑍-order curve [Mor66]. Since
their synthesizer alters an individual pixel’s neighborhood multiple times, based on
its constantly changing neighborhood, the whole texture converges towards the actual
result. Increasing the number of passes does increase quality, but it does not do so in a
linear fashion, thus only a small number of passes per frame (2–4) are sufficient. Also
this allows for a more sophisticated neighborhood search: Not a “L”-shaped neighbor-
hood is used to predict the synthesized pixel, but instead the diagonal direct neighbors
are evaluated (Figure 4.3c), resulting in better matches due to more conclusive spatial
distribution.
(a) Default (b) Improved
Subpass 0
Subpass 1
Subpass 2
Subpass 3
(c) Subpass order
Figure 4.5.: Neighborhood estimation during convergence search. The default implementation
only used neighbors from the same sub-pass, resulting in poor convergence. The
improved version used the averages from all other sub-passes (𝑠2 = 4) to produce
better results.
Interestingly, even though increasing the number of sub-passes also increases quality
at first, it does not any further, if the frame grows large enough. A frame that covers
the whole texture would be equally processed as with sequential algorithms. How-
ever, qualitywith those sequential synthesizers isworse thanwithmultiple sub-passes.
This is due to the fact, that other algorithms are unable to “go back” and fix earlier
introduced mistakes. Instead they would repeatedly re-introduce the same mistakes
again.
A major problem is, that neighboring pixels originate from the same sub-passes, as
shown in Figure 4.5a. The improved Appearance Space Texture Synthesis [LH06] thus
uses different neighboring scheme, where the average of three neighbors fromdifferent
sub-passes for each diagonal neighbor is used for coherent neighborhood matching
(see Figure 4.5b), further improving synthesis quality.
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Global Appearance Constraints
Convergence can be controlled by optimizing it, based on various measures. Since the
neighborhoodmatching already handles local similarity pretty well, global appearance is
used to describe constraints that handle spatial feature distribution or transformations
over the whole result. Kaspar et al. [Kas+15] experiment with different strategies within
their algorithm to improve global visual appearance.
Bidirectional Similarity and Spatial Uniformity The bidirectional similarity [Sim+08]
[Wei+08] constraint basically ensures that each part of the exemplar is present in the
synthesized texture and vice versa. However, since the constraint does only ensure the
pure existence of each part and not its distribution, this could also produce heavy rep-
etitions and smoothing artifacts. Therefore their Self-Tuning Texture Synthesizer uses a
slightly different spatial uniformity constraint: In order for a texture to describe a similar
feature distribution to the exemplar, each original pixel should be present within the
result in equal amounts. Excessive repetitions are prevented by penalizing pixels that
occur too often. In order to keep track of pixel copy operations, an occurrence map is
created, that describes for each pixel, how often it has been used. The occurrence map
is directly stored within a guidance channel, which ensures a high global structural
similarity.
Histogram Enforcement Kopf et al. [Kop+07] enforce the histogram of each channel
(i.e. including guidance channels) to roughlymatch the exemplar histogram. Especially
when combined with feature distance channels, as described in subsection 4.2.2 this
results in a preserving effect for larger-scaled features on a global scale [Kas+15].
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5. Implementation
The previous chapters handled the theoretical background on designing Texturize as
a unified framework for example-based Texture Synthesis. This chapter now goes into
the details of how this framework is implemented as a software product. Additionally,
it covers conceptional problems that occurred during the creation of the framework
and provides solutions, as far as they are of any relevance. It does, however, not go
into detail about technical issues, such as low-level language features. The framework
has been written in C++ and its source code is provided alongside with this work and
can be used according to its license.1
5.1. Modules and Components
The overall design of the Texturize framework follows the separation of Analysis and
Synthesis, introduced in chapter 4. Thus the main modules of the framework are called
Analysis and Sampling. Sampling in this context refers to the character of the synthe-
sis algorithms that can be implemented using the framework. The synthesized texture
can be sampled either on a patchor pixel-base. Figure 5.1 shows the most important
components of the framework, associated with their respective modules.
The following sections will go more into detail and talk about the implementation of
the classes and components shown in figure 5.1. Note, however, the very important
relation between SearchIndex and SearchSpace. Independent from the actual imple-
mentation of the search space, the separation of analysis and synthesis allows for syn-
thesizers to work on different neighborhood representations. Conversely this allows
a search space to be plugged into different synthesizers and enables the investigation
and comparison of the influence of more advanced search spaces on different synthe-
sizers.
1For more details, kindly refer to the project’s † GitHub Repository .
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Texturize::Analysis
Sample
Sample_<>
IFilter
EdgeDetector
FeatureDistance
Grayscale
Normalization
Threshold
Cascade
…
ISearchSpace
AppearanceSpace
ColorSpace
Texturize::Sampling
ISynthesizer
PyramidSynthesizer
ParallelSynthesizer
SynthesizerState
SynthesisSettings
CoordinateHash
ISearchIndex
SearchIndex
FeatureMatching
Coherent
RandomWalk
Figure 5.1.: The most important classes and their modules within the Texturize framework.
5.2. Image Processing
As described earlier, theAnalysismodule provides functionality that is used to describe
a search space. At its core, the module provides an interface for unified access of pixels
and pixel neighborhood. The Sample class is described first within this section. Be-
fore building up the search space, however, a texture may traverse several pre-process
passes. Within the Texturize framework, those passes can be implemented as Fil-
ters. Multiple of those can be concatenated by forming a Filter Cascade. Finally, the
search space itself is calculated by transforming the exemplar. Those transformations
are provided by the ISearchSpace interface.
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5.2.1. Image Representation
The framework is build upon the OpenCV2 library and makes heavy use of its image
processing capabilities. Some of the components directly wrap OpenCV code to pro-
vide an interface for the framework. Also, many interfaces directly support the use
of native OpenCV types, especially cv::Matmatrices. Combined with the Transparent
API, it allows to implement different versions of the same algorithm (e.g. Synthesizers)
to be implemented on on the CPU or GPU. GPU implementations can be programmed
using OpenCL3 and the algorithm itself is capable of choosing the correct implemen-
tation, based on the provided data.
Figure 5.2.: UV-Mapping describes the addressing of texels by their coordinates in 𝑢𝑣 space. A
UV-Map holds the 𝑥 coordinate in its red and the 𝑦 coordinate in its green channel
(left). Instead of creating new textures, a synthesizer can operate effectively in 𝑢𝑣
space, only producing a UV-Map (right).
Samples
The class Sample exists in two forms and basically wraps a cv::Mat object. It is used
by most of the provided implementations, since it allows simplified access to pixel
and pixel-neighborhood data and provides uv-style addressing and coordinate wrap-
ping. Furthermore it provides an interface for accessing image data on a per-chan-
nel base. Similar to cv::Mat it provides the binary-compatible template specializa-
2 † OpenCVWebsite
3 † OpenCL Website
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tion Sample_<> that takes a hard-coded number of channels as a template argument
and can be used to perform heavy memory allocations in scenarios, where images are
guaranteed to have a constant number of channels in order to trade executable size for
performance.
UV-Space and Pixel Addressing Pixel values are either accessed directly by address-
ing a cv::Point containing absolute 𝑥𝑦 coordinates or indirectly by letting a cv::Vec
address a point in 𝑢𝑣 space that is than used to resolve the 𝑥𝑦 coordinates of a pixel.
The current implementation rounds the resolved coordinates to the next integer posi-
tion, mainly for performance reasons. However, it is also possible to interpolate the
actual color values from neighboring pixels, if a 𝑢𝑣 vector addresses decimal positions.
Figure 5.2 shows how pixels are addressed from a UV-map. Each pixel within such a
map directly addresses a pixel within the actual texture.
class TEXTURIZE_API Sample
{
public:
typedef std::vector<float> Texel;
public:
static void wrapCoords(int width, int height, int& x, int& y);
static void wrapCoords(int width, int height, cv::Point2i& coords);
static void wrapCoords(cv::Vec2f& coords);
public:
void at(int& x, int& y, Texel& texel) const;
void at(cv::Point& p, Texel& texel) const;
void at(const float& u, const float& v, Texel& texel) const;
void at(const cv::Vec2f& uv, Texel& texel) const;
// ...
};
Listing 1: Pixel access methods of the Sample class.
The 𝑢𝑣 space has some interesting properties, which allow some flexible operations on
textures. For example, it is continuous within a fixed domain (𝑢𝑣) = [0, 1]2 | 𝑢, 𝑣 ∈ ℝ,
instead of (𝑥𝑦) ↦ 𝑥 = [0, 𝑤], 𝑦 = [0, ℎ] | 𝑥, 𝑦 ∈ ℤ, where 𝑤 and ℎ represent the images
dimensions, which may be varying for different textures. This makes it easier to de-
scribe pixel neighborhood at the border of a texture. Also it simplifies the workload for
synthesizers, especially when exemplars consist out of multiple maps, as for Physically
Based Materials.
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Listing 1 shows the definition of the pixel accessmethods of the Sample class. The static
interface is used to wrap coordinates, either in 𝑢𝑣 or cartesian space. The method at is
also overloaded and can be used to access pixel intensities in both spaces.
Since a Sample is used to operate on textures, a single pixel is called Texelwithin this
context (see listing 1). A texel represents a vector that contains the intensity values
from all sample channels on a certain position. The size of a texel vector thus equals
the number of channels of the sample.
Pixel Neighborhood Access The class does not only provide access to individual tex-
els, but also to whole texel neighborhoods. Similar to texels, neighborhoods can be
addressed in 𝑢𝑣 and cartesian space, represented by the overloads shown in listing 2.
Here the kernel parameter contains an odd, non-negative number, that is used to de-
fine the size of the neighborhood window. In order to span a 5 × 5 neighborhood, this
parameter is set to 5. The flag weight can be used to manipulate the individual neigh-
bor intensities within the window. If it is set to true, the neighborhood intensities will
be gaussian-weighted, depending on the distance from the center texel, before they
are copied into the neighborhood vector. The method builds a Neighborhood Descriptor,
which is basically a high-dimensional vector, containing all (weighted) neighborhood
pixel intensities in column-major order.
class TEXTURIZE_API Sample
{
public:
void getNeighborhood(const int x, const int y, const int kernel, Texel&
v, const bool weight = false) const;
void getNeighborhood(const cv::Point& p, const int kernel, Texel& v,
const bool weight = false) const;
// ...
};
Listing 2: Neighborhood access methods of the Sample class.
Operations on channels Furthermore, the class provides simplified access individual
channels. There are three methods that can be used to get or set individual channels,
based on their index, as shown in listing 3. The mapmethod can be used to copy mul-
tiple channels into a new sample or re-order the channels. Finally, the merge method
takes a Sample instance, appends its channels to its own and returns a new Sample,
containing both channel sets.
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class TEXTURIZE_API Sample
{
public:
virtual void setChannel(const int index, const cv::Mat& channel);
virtual cv::Mat getChannel(const int index) const;
void map(const int* fromTo, const size_t pairs, const Sample& sample);
void map(const std::vector<int>& fromTo, const Sample& sample);
void map(std::initializer_list<int> fromTo, const Sample& sample);
void merge(const Sample& with, Sample& to) const;
// ...
};
Listing 3: Operations on individual channels of the Sample class.
Compatibility The class is fully compatible to OpenCVs cv::Mat matrices. Samples
can be converted explicitly by casting them and matrices can be converted into Sample
instances by calling a specialized constructor, which is overloaded to accept instances
of cv::Mat. Note, that the converted objects are copied alongside the conversion.
5.2.2. Filters and Guidance Channel Extraction
The Texturize framework provides a common interface for operators that can be used
to (pre-) process images and textures. Those operators are called Filters and need to
implement the IFilter interface, which provides a method that takes a Sample and
returns another one, containing the image after the filter has been applied. Filters can
be implemented in two different ways: by implementing the IFilter interface, or by
providing a Filter Function for a FunctionFilter instance, as shown in listing 4.
The FunctionFilter class is a template that can be used to provide a Filter Function
in form of a lambda expression. Besides better readability, this has the advantage, that
the filter does not need to operate on samples, but can also work on classes that inherit
from Samplewithout narrowing them.
Notable Filters
The framework features a set of build-in filters. There are basic filters, that perform
common tasks for image analysis and computer vision. The GreyscaleFilter converts
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Sample image = Sample(cv::imread(fileName)), greyscale;
// Equal to `FunctionFilter<Sample, Sample> ...`
FunctionFilter<> filter([](const Sample& sample) -> Sample {
cv::Mat result;
cv::normalize((cv::Mat)sample, result, 1.f, 0.f, cv::NORM_MINMAX);
return Sample(result);
});
filter.apply(greyscale, image);
Listing 4: A greyscale filter, defined inline by using the FunctionFilter class.
a colored image into a monochromatic image of pixel intensities (similar to listing 4),
whilst the NormalizationFilter performs a normalization operation on the image,
stretches the histogram to a full range from 0 to 1. Other filters handle more complex
and specialized tasks.
Edge Detection The framework implements a set of filters to support the automatic
extraction of guidance channels, introduced in chapter 4. A feature map is a monochro-
matic image, that stores, for each pixel, its distance towards the nearest corner. There-
fore three important filters are employed subsequently: First, an EdgeDetector finds
edges and corners within the exemplar. The framework implements two edge detec-
tors. The StructuredEdgeDetector uses random decision forests, as introduced by Dol-
lar and Zitnick [DZ13]. It has been derived from the work of Kaspar et al. [Kas+15], who
trained it based on a set of hand-labeled images to detect color and texture discontinu-
ities.
Feature Extraction By default, feature edges are detected within a continuous value
domain. For example, an edgepixelmight encode the gradient or edge thicknesswithin
its intensity. To describe the semantic affiliation of individual features, this information
does not have much value. The resulting image is therefore binarized using a dynamic
threshold, as described by Otsu [Ots79]. Finally, a distance transform calculates the
euclidean distance from each pixel towards the nearest edge. The result is used as a
Feature Map guidance channel [Kas+15].
49
5.2. Image Processing
Filter Cascades
Multiple filters can be concatenated to form a FilterCascade. This enables flexible
re-use scenarios for already defined filters. For example, the FeatureExtractor filter
successively applies a DynamicThresholdFilter and a FeatureDistanceFilter to
form a so-called Feature Map.
5.2.3. Search Space and Descriptors
As mentioned earlier, the essence of synthesizers is to search for fitting pixels based
on their neighborhood. Pixel neighborhoods can therefore be described in different
Search Spaces within the context of the framework. A search space is responsible for
transforming pixel neighborhoods into a convenient representation, that allows mean-
ingful statements about the appearance of a texel. Listing 5 shows the ISearchSpace
interface and itsmethods to transform individual texels intoDescriptors. There are three
overloads of this method: one that takes a pixels’ intensity values (neighborhood) as
a raw vector, and two that do the same but build up the neighborhood from a Sample
and a coordinate. Note that the coordinate must address a pixel directly and not in
𝑢𝑣-space.
class TEXTURIZE_API ISearchSpace
{
public:
virtual void transform(const std::vector<float>& texel,
std::vector<float>& desc) const = 0;
virtual void transform(const Sample& sample, const int x, const int y,
std::vector<float>& desc) const = 0;
virtual void transform(const Sample& sample, const cv::Point&
texelCoords, std::vector<float>& desc) const = 0;
// ...
};
Listing 5: The ISearchSpace interface
The most trivial implementation of this interface would simply return the pixel in-
tensities as a set of RGB color values. This would, however, violate the locality con-
straint for textures, that states that a pixels’ neighborhood is able to predict the pixel
intensity [Wie+09]. A good search space must take into account a pixels neighborhood
information. Thus the simplest search space within the framework, the ColorSpace,
captures gaussian-weighted color intensities over a variable-sized window. The size
of the neighborhood window is defined by a kernel 𝑘 when building up the search
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space. Typical kernel sizes are 𝑘 = {3, 5, 7}, where higher values result in better synthe-
sis quality, but also worse performance, since higher-dimensional descriptors need to
be compared multiple times for each result pixel.
Appearance Space Transform
In order to boost performance, Lefebvre and Hoppe [LH06] observed that those high-di-
mensional neighborhood descriptors are highly correlated. Reducing the dimensional-
ity of neighborhood descriptors can be done linearly using Principal Component Anal-
ysis (PCA), but also non-linearly, for example using Local Linear Embedding (LLE).
Reducing descriptor dimensionality also has some other positive side effects: it in-
creases the Signal-to-Noise Ratio (SNR) by suppressing low-information signals and
therefore also increases synthesis quality, since it prevents false-positive matches due
to the Curse of Dimensionality [Bey+99]. This effect occurs, because euclidean distance
or 𝐿2 norm become less meaningful in high-dimensional spaces.
class TEXTURIZE_API AppearanceSpace :
public ISearchSpace
{
public:
static void calculate(const Sample& exemplar, AppearanceSpace** desc,
size_t resultDim = 3, int kernelSize = 5);
static void calculate(const Sample& exemplar, AppearanceSpace** desc,
float targetVariance = 0.9f, int kernelSize = 5);
static void calculate(std::initializer_list<const Sample> exemplarMaps,
AppearanceSpace** desc, size_t resultDim, int kernelSize = 5);
static void calculate(std::initializer_list<const Sample> exemplarMaps,
AppearanceSpace** desc, float targetVariance = 0.9f, int kernelSize =
5);
// ...
};
Listing 6: Factory methods of the AppearanceSpace class
To build up an appearance space representation for a texture exemplar, the Appear-
anceSpace class provides a static factory interface (see listing 6) that can be configured
to either reduce to a fixed number of dimensions, or to retain a certain amount of vari-
ance within the reduced descriptor set. There are two forms of those methods: the
first one takes an individual Sample, i.e. a simple texture with no additional guidance.
The second form takes a set of Sample instances, that contain all relevant additional
guidance channels, like the feature map described earlier.
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5.2. Image Processing
Providing the search space more meaningful information (in theory) should make it
possible to produce better synthesis results with respect to global and local appear-
ance. For example, if multiple neighborhood candidates appear similar in their color,
providing a normal map may improve the algorithms’ ability to select one candidate
over another, due to neighboring normals. Height maps on the other hand may guide
the synthesizer to select pixels from the same feature, depending on the correlation
factor between height and overall feature appearance. Theoretically, arbitrary data can
be added to the search space this way. However, adding a normal map if a height map
is already provided, this should not show much effect, because normals can be (to a
certain degree) derived from neighborhood height information. The appearance space
transform makes it both, practical and effective, to extent texture synthesis towards
Physically-Based Materials. The effect of different maps on synthesis quality is further
evaluated within chapter 6.
5.2.4. Neighborhood Search
After the search space has been defined, the actual main workload during synthesis
remains to repeatedly search for pixel values from the exemplar to put into a certain
position within the result. There are different search strategies, that are supported by
Texturize. Their principal concepts are discussed in section 4.3.
Run-Time Neighborhood Descriptors
The transformation of the pixels of the exemplar texture into search space results in a
set of pixel descriptors, that describe the domain for the result textures. This means,
that within the synthesized result, only pixels from the exemplar are present. This im-
portant characteristic of example-based synthesizers allows for interesting conclusions
to be drawn. For example, it enables synthesizers to operate in 𝑢𝑣 space, as shown in
figure 5.2. Pixels within the result, however, are intuitively not guaranteed to have the
same neighborhood as within the exemplar. Thus, whilst exemplar pixels are a result
of their direct neighborhoods, their placement within the result is implied by another
“run-time neighborhood”. This neighborhood is derived from the already synthesized
pixels around the current candidate. In order to match run-time and exemplar neigh-
borhoods, a second transformation into the same search space is useful. So instead of
transforming pixel neighborhoods into appearances, as described in section 5.2.3 and
performing neighborhood matching directly, a second transform is employed. Recall
from figure 4.5b, how those run-time neighborhoods are defined from a set of neigh-
boring pixels (called proxy pixels). Those appearance space transformed pixels are now
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combined to form run-time neighborhood descriptors, which can be calculated using the
DescriptorExtractor class, as shown in listing 7.
class TEXTURIZE_API DescriptorExtractor {
public:
static std::vector<float> getProxyPixel(const Sample& exemplar, const
cv::Point2i& at, const cv::Vec2i& delta);
static std::vector<float> getProxyPixel(const Sample& exemplar, const
cv::Mat& uv, const cv::Point2i& at, const cv::Vec2i& delta);
public:
cv::Mat calculateNeighborhoodDescriptors(const Sample& exemplar) const;
cv::Mat calculateNeighborhoodDescriptors(const Sample& exemplar, const
cv::Mat& uv) const;
// ...
};
Listing 7: The DescriptorExtractor calculates run-time pixel neighborhoods
Listing 7 shows the public interface of the DescriptorExtractor class. There are two
staticmethods to access individual proxy pixels from an provided sample, i.e. pixels that
are adjacent to a specific candidate. The non-static methods return a set of descriptors
for a provided sample. There are two overloads, where one uses a provided 𝑢𝑣 map
and the other assumes a continuous addressing.
To summarize, there are two subsequent transformations: The Search Space Transform
and the Neighborhood Descriptor Extraction.
• Search Space Transform — A pre-process that finds an ideal representation of
exemplar neighborhoods, ideally increasing information density.
• Neighborhood Descriptor Extraction—A run-time transform that is repeatedly
applied to a candidates neighborhood in order to calculate neighborhood de-
scriptors, that are used to match exemplar pixels. It is also initially applied to
the exemplar once at the beginning of the synthesis process.
Run-time neighborhood descriptors are again high-dimensional vectors. Intuitively,
their dimensionality can be calculated as the product of the number of proxy pixels
and the dimensionality of the search space. If the appearance space is chosen to be 4D,
together with four diagonal proxy pixels, the descriptor has a dimensionality of 16D.
The default DescriptorExtractor reduces run-time neighborhoods to equal dimen-
sionality as the search space using PCA.
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For the reasons described in section 5.2.3, reducing dimensionality using PCAor a simi-
lar process is sensible. Note, however, that this implies to apply an expensive transform
to a large data set during run-time. Kaspar et al. [Kas+15] identify this as a major ineffi-
ciency within the original Appearance Space Synthesizer by Lefebvre and Hoppe [LH06],
especially for high-resolution results. Busto et al. [Bus+10] however showed, that this
problem can be tackled by randomly choosing a limited set of 𝑛 ≤ 128 × 128 pixels
evenly spread across the current sample for neighborhood descriptor extraction and
then randomly searching a shrinking area around those candidates. This, again, makes
the actual neighborhood search the bottleneck of this algorithm [LH05]. Chapter 6 fur-
ther explores the influence of run-time dimensionality reduction on overall synthesis
performance.
Search Indexing
The run-time neighborhood descriptors are used to build a search index for a synthesis
pass. Listing 8 shows the interface of a search index. It provides two methods to query
the approximate nearest neighbor and the 𝑘 nearest neighbors. Both methods return
match coordinates in 𝑢𝑣 space. Therefore the matrix descriptors provides the run-
time neighborhood descriptors for the current sample. Additionally, lower threshold
for distances can be applied using the minDist parameter. It can be set to a value
𝑑 ≥ 0 in order for indices to introduce spatial variation. Its purpose is to ensure that a
possible match is at least some pixels away from its coherent candidate. Different from
this, however, the return value dist states the visual distance, i.e. the 𝐿2 norm of the
difference between the pixel intensities.
class TEXTURIZE_API ISearchIndex {
public:
virtual bool findNearestNeighbor(const cv::Mat& descriptors, const
cv::Mat& uv, const cv::Point2i& at, cv::Vec2f& match, float minDist =
0.0f, float* dist = nullptr) const = 0;
virtual bool findNearestNeighbors(const cv::Mat& descriptors, const
cv::Mat& uv, const cv::Point2i& at, std::vector<cv::Vec2f>& matches,
const int k = 1, float minDist = 0.0f, std::vector<float>* dist =
nullptr) const = 0;
// ...
};
Listing 8: ISearchIndex provides an interface for approximate and 𝑘 nearest neighbor
search
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In order to match sample and exemplar neighborhoods, the index is capable of access-
ing the the pre-processed neighborhood descriptors. The class SearchIndex is a base
implementation for search indices, that holds a reference to a SearchSpace instance, as
shown in figure 5.1. Listing 9 shows the definition of this class. Further derivatives of
this class are forming the base for run-time neighborhood search within the Texturize
framework.
class TEXTURIZE_API SearchIndex :
public ISearchIndex,
public DescriptorExtractor
{
private:
const ISearchSpace* _searchSpace;
protected:
SearchIndex(const ISearchSpace* searchSpace);
virtual ~SearchIndex() = default;
public:
const ISearchSpace* getSearchSpace() const;
};
Listing 9: The SearchIndex class is the base class for all further search index imple-
mentations and stores a reference to an ISearchSpace
Efficient Search
There are two main search strategies implemented within the framework, all intro-
duced in section 4.3.1. Listing 10 shows their respective definitions. Note how Ran-
domWalkIndex extents the default CoherentIndex to provide additional logic. In-
ternally, the random walk index uses a pseudo-random Mersenne-Twister [PLM06]
to generate reproducible results, when provided with a constant seed. The inheri-
tance from CoherentSearchmodels the conceptual relation between both algorithms:
the coherent candidate is used as a initial center position for a further randomized
search.
5.3. Implementing Synthesizers
All components introduced in earlier sections are whats actually defining the frame-
work for texture synthesis. They all handle essential tasks within the domain of texture
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class TEXTURIZE_API CoherentIndex :
public SearchIndex
{
// ...
};
class TEXTURIZE_API RandomWalkIndex :
public CoherentIndex
{
// ...
};
Listing 10: The CoherentIndex and RandomWalkIndex classes provide efficient neigh-
borhood search
analysis and manipulation. They can be employed by synthesis implementations to
build up a variety of algorithms within this domain. Texturize provides a flexible ar-
chitecture to implement such algorithms, which are thus called Synthesizers. It basically
unites three major aspects that each synthesis algorithm has to deal with.
1. Synthesizer Interface—An interface that provides abstract access towards syn-
thesis logic. From a simple interface, multiple algorithms can be derived, allow-
ing for applications to re-use and exchange them, according to their individual
requirements.
2. Configuration—Many algorithms typically require for some kind of configura-
tion to be available. Not all algorithms provide support for automatic parame-
terization and even those who do, may be fine-tuned for better performance or
quality. The framework therefor features a basic set of parameters, applicable to
a variety of algorithms, in an extendible fashion.
3. State Management — Similar to their parameterization, many algorithms need
to keep track of what is called their state: a set of run-time variables, that provide
for algorithms to store information on a per-synthesis base.
This section will introduce those aspects and demonstrate how one algorithm is im-
plemented within the framework in a proof-of-concept fashion. The framework will
later be used to extend this algorithm to support multiple exemplar and result layers
to create aMaterial Synthesizer.
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5.3.1. Unified Synthesis Interface
Each synthesizer within the framework implements the ISynthesizer interface, that
provides two methods to synthesize a result sample of a certain size. Listing 11 shows
its definition. All other aspects are configured regarding to its actual implementation.
The configuration is provided using the SynthesisSettings class, which can be in-
herited to implement more specialized variations.
class TEXTURIZE_API ISynthesizer {
public:
virtual void synthesize(int width, int height, Sample& result, const
SynthesisSettings& config = SynthesisSettings()) const = 0;
virtual void synthesize(const cv::Size& size, Sample& result, const
SynthesisSettings& config = SynthesisSettings()) const = 0;
};
Listing 11: The ISynthesizer interface defines methods for arbitrary synthesis imple-
mentations
Configuring Synthesizers
The minimal configuration to initialize a synthesis process is implemented as a set of
parameters within the SynthesisSettings structure, shown in listing 12. It contains
a pair of seed coordinates, a run-time kernel and a state variable to initialize a ran-
dom number generator. The seed coordinates are used by algorithms to originate the
synthesis from. For example, non-parametric sampling [EL99] may use those coordi-
nates to determine the position inside the exemplar where an initial window is copied
from. Respectively the kernel size represents an odd number that defines the size of the
neighborhood window, similar to subsection 5.2.3. Finally, the RNG state variable can
be used to make results reproducible by adding some weak determinism. Sequential
algorithms, as the basic pixel synthesizer by Efros and Leung, are selecting the same se-
ries of pseudo-random numbers from a RNG, provided it has been initialized with the
same seed every time. A synthesis, configured with the same set of parameters, thus
generates the result with every execution. This determinismmakes it possible to study
the behavior of individual implementations under certain circumstances. For parallel
implementations, however, this determinism is not guaranteed, due to the indefinite,
unpredictable order of RNG calls. For algorithms, like Appearance Space Synthesis, that
form results through convergence (see subsection 4.3.2), this effect does not affect syn-
thesis quality that much, since the algorithm is able to correct earlier choices and thus
average out local randomness. Subsection 5.3.2 goes more into detail, (pseudo-) ran-
domness is generated in such cases.
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class TEXTURIZE_API SynthesisSettings {
public:
cv::Point2f _seedCoords;
int _seedKernel;
uint64_t _rngState;
public:
static SynthesisSettings random(int kernel = 5, uint64_t state =
time(nullptr));
};
Listing 12: A minimal configuration for synthesis jobs can be provided using the Syn-
thesisSettings structure
Synthesis State Management
During synthesis, algorithms may have to keep track of run-time variables and other
volatile data inwhat is called a state. It is different froma configuration in its capabilities
of communicating with algorithm environment and its lifetime. Once a call to ISyn-
thesizer::synthesize has been carried out, a synthesizer is expected to construct a
state that combines all the information required for the current synthesis process. How
a synthesizer does this, depends on its requirements in terms of performance and im-
plementation. It is, however, recommended to use a derivation of the Synthesizer-
State class, which is aminimal object that stores the configuration, the synthesizer has
been called with.
Synthesizer Interface
Still missing from the process is the actual exemplar, an example-based synthesizer is
working on. Where the ISynthesizer interface describes how a synthesizer is called,
its base implementation, SynthesizerBase, is defined to require an ISearchIndex
reference. Practically this means, that a synthesizer is build for a certain search index.
Using this search index, the exemplar is described within a more general search space,
as described in subsection 5.2.3.
58
5.3.2. Appearance Space Synthesis: A Hierarchical, Parallel, Per-Pixel
Synthesizer
In order to test and extend the framework, an advanced synthesizer has been imple-
mented. The PyramidSynthesizer implements a hierarchical synthesis algorithm, as
described by Lefebvre and Hoppe [LH06]. ParallelPyramidSynthesizer derives from
it, but replaces sequential parts of the algorithm with parallel versions. The sequential
version is well suited to study effects of individual algorithm steps, whilst the parallel
one is harder to debug, but boosts performance significantly. The basic algorithm can
be summarized in three steps, that are iteratively applied until the desired sample res-
olution has been reached. This hierarchical approach allows to control the synthesis at
different scales from fine to coarse.
• Upsampling doubles the effective resolution of the current sample. Undersam-
pled pixel coordinates are interpolated.
• All pixels are Jittered to introduce randomness at different scales. Effectively this
shifts features at increasing scales. A per-level randomness function is employed
to control feature distribution.
• To fix upsampling and jittering artifacts, each pixel is Corrected multiple times.
Repeatedly applying the correction step lets the sample converge towards an ideal
result, as described earlier in subsection 4.3.2.
(a) Upsampling (b) Jitter (c) Correction Pass 1 (d) Correction Pass 2
Figure 5.3.: The PyramidSynthesizer recursively applies three steps to the sample: upsam-
pling doubles the current sample resolution by simple interpolation (Figure 5.3a),
jitter introduces per-level noise to the image (Figure 5.3b), and multiple correction
passes compensate the introduced error (Figure 5.3c and Figure 5.3d). Please refer
to the supplementary material under section A.2 for higher resolution versions of
the figures.
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Figure 5.3 shows the effect of the individual synthesis steps. The RGB sample is plotted
next to the 𝑢𝑣 map. The blue frame within the 𝑢𝑣 map denotes the zoomed-in region,
shown in the bottom left corner of each image.
Additionally, the SynthesisSettings have been extended using the PyramidSynthe-
sisSettings class. Using it, the synthesizer can be configured by providing algorithm
specific settings. Furthermore, the PyramidSynthesizerState provides access to a
CoordinateHash function that is used to jitter the image.
Per-Level Randomness
As the name states, the PyramidSynthesizer works by traversing an image pyramid
from coarse to fine levels. The depth of the pyramid can be calculated as 𝑑 = log2𝑚,
where𝑚 is the desired samplewidth (or height) and 𝑑 equals the number of required al-
gorithm passes. Themajor downside of using an image pyramid is, that only quadratic
samples (i.e. width equals height) of power of two pixels can be produced. In case other
dimensions are provided, the synthesizer works until the next larger resolution and
crops the image afterwards. This makes producing tileable textures hard. However,
since many applications, such as Mip Mapping, demand PoT resolutions anyway, this
appears to be an acceptable tradeoff.
The algorithm starts by copying a single pixel from the exemplar. More precisely, it
initializes a 1 × 1 texture with random or pre-configured 𝑢𝑣 coordinates from the ex-
emplar. After that, the earlier described steps are repeatedly applied to this sample,
starting with the upsampling step. Each pixel 𝑝 grows to a four pixel region, where
the result pixel coordinates 𝑆𝑙 within the new level 𝑙 can be calculated as shown in
equation 5.1.
𝑆𝑙 (2𝑝 + Δ) = 2𝑆𝑙−1 (𝑝) + ℎ𝑙Δ, Δ ∈ {(
0
0 ) , (
1
0 ) , (
0
1 ) , (
1
1 )} (5.1)
The offset Δ represents the shift of one pixel towards the three additional pixels intro-
duced due to the upsampling. The factor 2 results from the doubled sample size and
the implicit coordinate shift it introduces. If ∣Δ∣ = 0, the original pixel is addressed and
the value is only shifted away from the origin, 2 times as far as it has been before. The
parameter ℎ𝑙 is called spacing and can be used to scale the sample on a per-level base.
By default it is set to a constant ℎ = 1𝑚 to preserve feature sizes.
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Spatial Hashing
After upsampling the coordinates in 𝑢𝑣 space, the image is slightly distorted in order to
introduce spatial randomness. This process is called Jitter and is only pseudo-random-
ized, in order to generate deterministic and reproducible results. To do this, a Coor-
dinateHash can be provided. Mathematically, this is a function ℋ (𝑝) ∶ ℤ → [1,−1]2,
that for each pixel 𝑝 produces a certain vector, that is quantized to either equal the ⃗0
or one of 8 vectors around this point. The vector states the direction into which a pixel
coordinate should be shifted. Equation 5.2 shows, how the shift distance is influenced
by the already introduced spacing parameter ℎ𝑙 and a per-level randomness selector
𝑟𝑙 ∶ 0 ≤ 𝑟𝑙 ≤ 1. This randomness parameter is essential to make synthesis controllable.
A regular texture for example can be destroyed if it is perturbed at to low or large scales,
whilst the correct shift at a level representing the principal feature size ensures that all
features are near-randomly distributed. Stochastic textures on the other hand may use
large randomness selectors, according to their feature frequency.
𝑆𝑙(𝑝) = 𝑆𝑙(𝑝) + ℎ𝑙𝑟𝑙ℋ(𝑝) (5.2)
The default implementation of this hash function is done within the CoordinateHash
class. It takes a seed and uses it to fill an array of 256 randomly generated vectorswithin
the domain of ℋ . Randomness is, again, generated from a Mersenne-Twister [PLM06]
and similar to Perlin [Per02], the vectors (called gradientswithin this context) are stored
alongside their indices within a permutation array. If a hash for a coordinate 𝑝 is re-
quested, the coordinate components 𝑥 and 𝑦4 are masked and used to select one of
those gradients. Thus, the same gradient is selected for two identical vectors, effectively
making this a coordinate hash function. Listing 13 shows how a hash gets selected for
a specified set of coordinates x and y.
cv::Vec2i CoordinateHash::calculate(int x, int y) const
{
// The permutation array stores the gradient indices that are
// addressing individual vectors from the gradients array.
auto hash = permutation[(_permutation[x & _mask] + y) & _mask];
return gradients[hash];
}
Listing 13: Selecting a gradient for a specific coordinate (𝑥, 𝑦) in the CoordinateHash
class
4Note how they denote a pixel within the 𝑢𝑣map and are different to the coordinates 𝑢 and 𝑣!
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Instead of using permutations, the original authors of the algorithm use a more ad-
vanced affine transform to distribute gradients more equally. The effects of this oper-
ation, however, could not be evaluated, since they do not state which particular trans-
formation they apply [LH05].
Parallel Per-Pixel Sampling
Different to other synthesizers, the main advantage of this approach is, that all opera-
tions introduced so far are spatially non-deterministic, i.e. they do not depend on the
neighborhood of the pixel they are operating on. Those operations therefore can easily
be run in parallel. Unfortunately this changes when pixel correction is applied.
Section 4.3 outlined, that synthesis itself can be seen as a repeated 𝑘 nearest neighbor
search. To be able to do this in parallel, it needs to be ensured that pixel neighborhoods
do not influence each other. Obviously, this cannot be done with naive sampling tech-
niques. The pyramid synthesizer therefore does divide the sample into smaller 2 × 2
pixel groups. Those four pixels are then each assigned to a so-called sub-pass. All pixels
of one sub-pass naturally have neighborhoods that do not change, if one of the other
pixels of the sub-pass changes, so each sub-pass can be processed in parallel, form-
ing one correction pass. Multiple of those correction passes can be applied repeatedly.
This lets the image converge against an ideal result, as described in subsection 4.3.2.
The number of sub- and correction-passes can be set using the PyramidSynthesis-
Settings parameters correctionSubPasses and correctionPasses. Furthermore,
a lower threshold can be defined using the correctionLevelThreshold parameter. If
the current synthesis level is below a certain parameter, correcting pixel coordinates
does not have any significant effect and thus can be deactivated for improved perfor-
mance. The default value for this parameter is 3, whichmeans that the algorithm starts
correcting pixel coordinates at level three.
The effect of those correction passes can be seen in Figure 5.3c and Figure 5.3d. Ho-
mogenous neighborhoods are not affected, but wherever patch boundaries occur, they
get less emphasizedwith each correction pass. More than three correction passes, how-
ever, does not appear to have any further effect in practice. By default, two correction
passes are executed.
To implement neighborhood search, different strategies can be applied by initializ-
ing the synthesizer with a SearchIndex instance. The CoherentIndex and Ran-
domWalkIndex are already covered in section 5.2.4, with the latter producing slightly
better quality with slightly less performance, due to the random walk after selecting a
coherent candidate.
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5.3.3. (Near-) Regular Texture Synthesis
Whilst the described synthesizerworkswell on natural (i.e. stochastic and near-stochas-
tic) textures, it has problems when synthesizing textures that feature repeating pat-
terns. Those problems mainly arise from the fact, that the synthesizer operates in co-
ordinate space without further spatial guidance. Errors are either introduced within
the upsampling or jitter step and may damage the sample beyond the the capabilities of
the correction step to repair it. Furthermore, correcting the texture might also introduce
errors that are amplified by those earlier steps in later passes.
It is important to note, that Lefebvre and Hoppe [LH05] addressed this issue by letting
the user specify the periodicity of features into each direction. Further manual adjust-
ments may involve improving the lattice used to transform the texture on a regular,
unit-square grid, as done by Liu et al. [LLH04].
Problems with Upsampling
Equation 5.1 shows how the coordinates of each child texel get estimated from the pre-
vious sample 𝑆𝑙−1. Note how the coordinates 2𝑆𝑙−1 (𝑝) are multiplied by a factor of 2
to compensate for the shift due to the increased resolution, that occurs if an upsam-
pled texel is placed at 2𝑝 + Δ. If this factor was missing, the step would lose its ability
to produce a 𝑢𝑣 map that resembles the original texture if jitter and correction aren’t
applied. Introducing this factor however shifts coordinates independent from their
actual position within the 𝑢𝑣 map. For homogenous, stochastic textures, this is not a
large problem, since neighborhoods from all over the texture look similar everywhere.
Apply this to a checkerboard, however, and shifting texture coordinates independently
of their position within the 𝑢𝑣 map might lead to pixels that are sampled from wrong
locations, as shown in Figure 5.4.
Equation 5.1 can be rewritten as Equation 5.3, as done by Lefebvre [Lef14]. This, how-
ever, suffers from the same problem of producing the same coordinates for neighboring
pixels, and thus no valid 𝑢𝑣map, if jitter and correction are disabled. If one coordinate
component is odd, the formula produces the same result, as the previous sample 𝑆𝑙−1
has for the next even coordinate.
𝑆𝑙 (𝑖, 𝑗) = 𝑆𝑙−1 (
𝑖
2,
𝑗
2) + (𝑖 mod 2, 𝑗 mod 2) (5.3)
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(a) Exemplar (b) Previous Sample (c) Upsampled
Figure 5.4.: Upsampling can introduce errors that cannot easily be repaired, due to the shift of
coordinates. The top left pixel in Figure 5.4b has coordinates ≈ (0.88, 0.95). After
upsampling, the coordinates are ≈ (1.76, 1.89). The upsampled coordinates now
point towards a white tile within the checkerboard, breaking the integrity of the
texture.
To improve upsampling quality, the signal contained by the previous sample can be
interpreted differently. By treating it as offset from the position 𝑝, as done in Equa-
tion 5.4, the sample is treated as noise, that is scaled over a continuous 𝑢𝑣 map. This,
however, is not perfect either. Whilst preserving structure after upsampling, it influ-
ences noise introduced by the jitter step later on. More specifically, this leads to results
where the center of the synthesized texture almost resembles the original exemplar,
whilst the border regions are destroyed anyways. Figure 5.5 shows this problem based
on the same checkerboard pattern as above.
𝑆𝑙 (𝑖, 𝑗) = 𝑆𝑙−1 (
𝑖
2,
𝑗
2) + (
𝑖
2 + 𝑖 mod 2,
𝑗
2 + 𝑗 mod 2) (5.4)
Problems with Jitter
Even if the upsampled coordinates produce a pattern that does not break the overall
structure of the texture, the jitter step as introduced in section 5.3.2 may still destroy
already synthesized features beyond possible recovery. To solve this problem, Risser et
al. [Ris+10] replaced the jitter step with effectively an additional correction pass, that
tries to adjust pixel coordinates not by slightly perturbing them, but instead by finding
fitting candidates within a certain threshold. In order to do so, a pre-calculated set of
candidates is generated, similar to what is done in 𝑘 coherent search. To add variance,
the candidates are constrained to be separated by at least 5% of the exemplar size. The
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(a) 𝑢𝑣 space (b) RGB sample
Figure 5.5.: Changing upsampling also affects later jittering, with fine-scale jitter getting more
dominant towards the border of the sample.
principle is now: while jittering a texel, lookup the candidate set andmeasure the error
between the sample and exemplar neighborhoods. Candidates with an error larger
than a certain threshold (i.e. the per-level jitter parameter 𝑟𝑙, that can be set to a constant
value 𝐽 ∈ [0, 1], resembling the concept of randomness in this case) are disqualified. If
no candidate is found, no jitter is applied.
There are two drawbacks of this method: First, pre-processing a large candidate set
without spatial markov constraints, as in coherent search is very time consuming. In
fact, for a set of 𝑘 candidates per exemplar pixel, a full search requires𝑚×𝑛×𝑘 compar-
isons, which for a reasonably sized texture (e.g. 512 × 512 pixels) already takes longer
than the actual synthesis. Second, it behaves poorly on texels at the sample border,
which are not very well defined, due to changing neighborhoods after upsampling.
And last but not least, the jittered coordinates are eventually upsampled again, re-in-
troducing the problems described in section 5.3.3.
The first problem can be solved by using an iterative approach, instead of a full search.
As observed by Barnes et al. [Bar+09], randomly selecting pixels and iteratively improv-
ing them by repeated random neighborhood inspection, typically converges after four
to five passes. Near-regular textures might even be better suited for those problems,
due to the similarity of local minima. In the checkerboard example, this can be imag-
ined as pixels from different black tiles looking roughly the same. Instead of using
PatchMatch, which is based on fixed neighborhood centers, the framework implements
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this approach more similar to Busto et al. [Bus+10], by randomly walking within the
image.
During the jitter pass, each candidate is compared towards the current sample neigh-
borhood, measuring the error 𝑒𝑖 for a candidate 𝒞𝑖 (𝑝) as 𝑒𝑖 = ∣𝑁𝑆 (𝑝) − 𝑁𝐸 (𝑝)∣
2. From
all errors, the maximum error 𝑒𝑚𝑎𝑥𝑖 is searched and the minimum error 𝑒𝑚𝑖𝑛𝑖 is set
to 0.0, which effectively states the error introduced by the identity pixel, i.e. not in-
troducing any jitter at the position 𝑝. The normalized error is then calculated from
𝑒 = 𝑒𝑖−𝑒𝑚𝑖𝑛𝑖𝑒𝑚𝑎𝑥𝑖−𝑒𝑚𝑖𝑛𝑖 =
𝑒𝑖
𝑒𝑚𝑎𝑥𝑖 . If a candidate has a normalized error 𝑒 > 𝐽, it is disqualified.
From all other candidates, a random one is chosen. Intuitively, increasing the random-
ness 𝐽 lowers the number of culled candidates, with a maximum of 1.0, where even the
largest difference is not disqualified. However, setting 𝐽 too low may result in a small
set of jittered texels, which are then immediately replaced by the correction step again.
Setting it too large results in noisy regions, and can even destroy certain features, as
shown in Figure 5.6.
(a) 𝑢𝑣 space (b) RGB sample
Figure 5.6.: If the randomness 𝐽 is chosen too high, the result might look blurry, with wrong
pixels selected on some points and even some features being distorted in some re-
gions.
Due to those problems, the traditional approach has been preferred throughout the rest
of this thesis. The increased pre-computation cost, combined with the slight quality
impact even on non-regular textures does however make this an interesting subject for
further improvement.
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5.3.4. Extented Appearance Space: A Physical Material Synthesizer
There are two ways, the synthesizer needs to be extended to support multiple input
and output maps. First, the search space descriptors should capture additional infor-
mation (i.e. normals, roughness and any arbitrary map) for the synthesizer to work
with. Therefor, the AppearanceSpace is already prepared with support for multiple
Sample instances, shown in section 5.2.3. Additionally, the Sample class has been ex-
tended to support weighting, as shown in Listing 14. The method weight applies a
weight 𝑤𝑚 to a map ℳ , so that each pixel 𝑝𝑚 is calculated as 𝑝′𝑚 = 𝑤𝑚 × 𝑝𝑚. If the
weight 𝑤𝑚 is chosen to be larger than 1, the appearance space transform will give it
more “importance”. If it is lower than 1, the map ℳ will have less influence on the
appearance space.
class TEXTURIZE_API Sample
{
public:
void weight(const float weight);
// ...
}
Listing 14: Applying a fixed weight to a Sample instance, can be used to emphasis its
importance before transforming it into search space.
Transforming multiple maps into the search space gives the contained data a slightly
different meaning. The search space does not only describe a pixels’ neighborhood,
but also its physical properties, that define how light interacts with the texture at each
texel. The search space does thus not only describe a pixels’ Appearance, but also its
material and can thus also be calledMaterial Space. Synthesizers working on a material
space are more generalized in the same way and can therefore be called Physical Mate-
rial Synthesizers. Since the Texturize framework enforces synthesizers to operate in 𝑢𝑣
space, there is no implementation cost required to extend them. The key observation is,
that texture mapping can be used to decouple synthesizers from texture contents. This
allows for interesting applications, most notably it can be used for re-mixing a single
exemplar. In this case, one shader is created for the material, that can be parameter-
ized with different 𝑢𝑣maps, whilst drawing from the same texture (i.e. the exemplar).
Figure 6.1 demonstrates an implementation in Unreal Engine 4.
In order to truly generate a new material from the exemplar, all an application needs
to do is sampling the required maps according to the synthesized 𝑢𝑣map. The Sample
class provides multiple samplemethods to do this efficiently.
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5.4. Persistence
The project has been equipped with two kinds of persistence: one for different texture
image formats and one for more abstract assets. Codecs can be plugged into a Sam-
plePersistence environment, that is capable of selecting the right codec depending
on the file extension of the image to persist.
5.4.1. Codecs
Codecs describe image formats, the framework is capable of processing. There are two
codecs that are provided by default:
• OpenCV—The default codec, implemented as DefaultCodec delegates all per-
sistence calls to OpenCV. It supports loading images from PNG, JPEG and TIFF
formats, just as regular bitmaps.
• OpenEXR—In order to support advanced color spaces andmore than four chan-
nels, textures can be stored or loaded as OpenEXR5 HDR images. This codec is
implemented as a plug-in and can be added to the SamplePersistence environ-
ment by instancing the ExrCodec class.
A codec needs to implement the ISampleCodec interface, shown in listing 15, in or-
der to be used with the SamplePersistence environment. The interface provides two
methods that handle either file system persistence by providing a file name or arbitrary
persistence by providing a read-or write-access stream.
class TEXTURIZE_API ISampleCodec
{
public:
virtual void load(const std::string& fileName, Sample& sample) const = 0;
virtual void load(std::istream& stream, Sample& sample) const = 0;
virtual void save(const std::string& fileName, const Sample& sample)
const = 0;
virtual void save(std::ostream& stream, const Sample& sample) const = 0;
};
Listing 15: The ISampleCodec interface provides methods to load and save Sample in-
stances into or from files
5 † OpenEXR Website
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The second persistence environment handles loading and saving assets. Those are ob-
jects, capable to store meta-data alongside objects, that can be interpreted as images.
For example, they are used to persist the result of the analysis stage, i.e. the search
space. Similar to the codec persistence, an AssetPersistence environment provides
access to save and load assets to or from a file storage. Listing 16 shows how the as-
set persistence for an AppearanceSpace object is defined. Note how the persistence is
decoupled from the actual persisted object. This ensures maintainability, even if the
actual persistence implementation changes. The AppearanceSpaceAsset usesHDF 56
to store objects.
class TEXTURIZE_API AppearanceSpaceAsset :
public AssetPersistence<AppearanceSpace>
{
public:
virtual void store(IFileStorage* storage, const AppearanceSpace* asset)
const override;
virtual void restore(const IFileStorage* storage, AppearanceSpace**
asset) const override;
void write(const std::string& fileName, const AppearanceSpace*
descriptor, const StorageFactory& storages = StorageFactory()) const;
void read(const std::string& fileName, AppearanceSpace** descriptor,
const StorageFactory& storages = StorageFactory()) const;
};
Listing 16: An asset that defined how an AppearanceSpace instance gets persisted
5.5. Command Line Sandbox
In order to run synthesizers, the framework comes with a console application, called
Sandbox that can be configured using various command line parameters. A compre-
hensive list of those parameters can be found in Table 5.1. The general principle is to
provide a set of unified maps that different programs can be run on. Programs are spec-
ified using the proc parameter and are concatenated using the | character. Listing 17
shows how four program calls can be combined into one.
6 † HDF Group Website
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Parameter Values Type Example Description
h, help,
usage, ?
-h Displays all valid
parameters.
p, proc fm,
fd,
as, s
String -p=fm, -proc=s,
-proc=fm|fd|as
Specifies the programs
to run. Each program
is separated using the
| character and they
are executed in the
order they are listed.
Table 5.2 shows all
available programs.
ex,
exemplar
File String -ex=”test.png” The exemplar texture
or a dictionary of
named texture maps.
fm, fea-
tureMap
File String -fm=”testfm.png” A binarized image that
describes features and
where they are
separated.
fd, dis-
tanceMap
File String -fd=”testfd.png” A greyscale image that
describes within each
position, the euclidean
distance to the nearest
edge within the feature
map.
ds, de-
scriptor
File String -d=”testas.txr” An asset that stores the
search space.
em, model File String -em=”model.yml” A trained model for
the random forest edge
detector (see
section 5.2.2).
r, result File String -r=”testr.png”,
-r=”testr.exr”
The result image or a
dictionary of named
texture maps. Later
provides the
possibility to store
multiple maps from
one exemplar map.
Continued on next page
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Parameter Values Type Example Description
uv File string -uv=”testuv.png” The result sample’s 𝑢𝑣
coordinates that can be
used to remap the
texture using texture
mapping.
rw, width Pixels Integer -rw=2048 The width of the result
sample, ideally a
power of two number.
rh,
height
Pixels Integer -rh=2048 The height of the result
sample, ideally a
power of two number.
dr, dis-
playRe-
sult
0, 1 Bool -dr=1 Lets the sandbox print
the result of an
executed program into
a debug window.
m, mat 0, 1 Bool -m=1 Lets the sandbox treat
exemplar and result
channels as material
dictionary instead of
file names.
w, weight String -w=”albedo:1” A dictionary of
weights that are used
to weight a texture
map by a certain factor
before transforming it
into search space.
Table 5.1.: All parameters of the Texturize Sandbox command line.
Program Name Parameters Description
fm Feature Detector ex, fm, em, dr Runs a feature detector on the
exemplar ex using the
provided model em and stores
the result into fm.
Continued on next page
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Program Name Parameters Description
fd Feature Distance fm, fd, dr Transforms a binarized feature
map fm into a map of distances
fd.
as Appearance Space ex, w, fd, ds,
dr
Weights an exemplar ex using
the dictionary w. Together with
the feature distance map fd,
the weighted exemplar maps
get transformed into Appearance
Space. The result is stored
inside the asset ds.
s Synthesize ex, r, uv, ds,
rw, rh, dr
Uses a search space asset ds to
synthesize a result uvwith
dimensions of rw and rh. If an
exemplar ex is provided, the
result can also be sampled into
one or multiple result images r.
Table 5.2.: The programs the Texturize Sandbox is able to invoke.
5.5.1. Providing Texture Images and Material Dictionaries
For some parameters, shown in Table 5.1, it is possible to be altered depending on the
material parameter. If it is set to 0, which is the default setting, then the parameters
exemplar and result are treated as file names, that are mapped into a single texture
channel, called albedo. Texture channels can be configured manually, by setting the
material parameter to 1. In this case, the sandbox will parse the provided values as
a dictionary, where each texture channel is provided by a unique name to identify it.
This way, the albedo channel can also be overwritten. Listing 18 shows how to call the
sandbox, if the material parameter is enabled. In this example, the material maps
albedo, height and normal are provided. The synthesizer in this example will not store
any 𝑢𝑣 map, but instead directly sample the albedo texture channel into the provided
result channels. Individual texture channels are accessed by their name, which makes
it possible to weight individual maps using the weight parameter. Here, the texture
maps albedo and normal are weighted with a factor of 2, whilst height is weighted with
the default factor of 1. Figure 5.7 shows a the output of the application, if parameterized
with the first set of parameters from listing 18.
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# Feature Detection:
.\Texturize.Sandbox.exe -proc=fm -ex=”test_albedo.png” -fm=”test_fm.exr”
-em=”.\models\forest\modelFinal.yml”
# Feature Distance:
.\Texturize.Sandbox.exe -proc=fd -fm=”test_fm.exr” -fd=”test_fd.exr”
# Search Space Transform:
.\Texturize.Sandbox.exe -proc=as -ex=”test_albedo.png” -fd=”test_fd.exr”
-ds=”test_as.exr”
# Synthesis to a 2048x2048 pixel sample:
.\Texturize.Sandbox.exe -proc=s -ds=”test_as.exr” -uv=”test_uv_2048.exr”
-rw=”2048” -rh=”2048”
# All combined in one call:
.\Texturize.Sandbox.exe -proc=fm|fd|as|s -ex=”test_albedo.png”
-fm=”test_fm.exr” -fd=”test_fd.exr” -ds=”test_as.txr”
-uv=”test_uv_2048.exr” -rw=”2048” -rh=”2048”
-em=”.\models\forest\modelFinal.yml”
Listing 17: Combining multiple sandbox call into a single one that invokes multiple
programs consequtively.
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# Synthesis call for a single texture image into a 2048x2048 pixel sample.
.\Texturize.Sandbox.exe -proc=fm|fd|as|s -ex=”test_albedo.png”
-fm=”test_fm.txr” -fd=”test_fd.txr” -ds=”test_am.txa”
-em=”.\models\forest\modelFinal.yml” -r=”test_2048.exr” -rw=2048
-rh=2048 -m=0
# Synthesis call for a single texture image into a 2048x2048 pixel uv map.
.\Texturize.Sandbox.exe -proc=fm|fd|as|s -ex=”test_albedo.png”
-fm=”test_fm.txr” -fd=”test_fd.txr” -ds=”test_am.txa”
-em=”.\models\forest\modelFinal.yml” -uv=”test_uv_2048.exr” -rw=2048
-rh=2048 -m=0
# Synthesis of a PBR material to a 2048x2048 pixel sample.
.\Texturize.Sandbox.exe -proc=fm|fd|as|s -ex=”albedo:test_albedo.png;
normal:test_normal.png; height:test_height.png” -fm=”test_fm.txr”
-fd=”test_fd.txr” -ds=”test_am.txa” -em=”.\models\forest\modelFinal.yml”
-r=”albedo:test_albedo_2048.png” -rw=2048 -rh=2048 -m=1 -w=”normal:2;
albedo:2”
# Synthesis of a the same material to a 2048x2048 pixel uv map
.\Texturize.Sandbox.exe -proc=fm|fd|as|s -ex=”albedo:test_albedo.png;
normal:test_normal.png; height:test_height.png” -fm=”test_fm.txr”
-fd=”test_fd.txr” -ds=”test_am.txa” -em=”.\models\forest\modelFinal.yml”
-uv=”test_uv_2048.exr” -rw=2048 -rh=2048 -m=1 -w=”normal:2; albedo:2”
Listing 18: Synthesizing PBR materials by providing multiple texture channels.
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Figure 5.7.: An example output of the Texturize Sandbox, parameterized to synthesize a 2048×
2048 pixel material sample.
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6. Experiments and Results
Previous sections handled the theoretical background and the implementation details
of the Texturize framework. This section discusses the experiments that should eval-
uate its performance in terms of quality and computation time. All experiments are
run by carefully designed benchmarks using a variety of texture exemplars and pa-
rameters. The results are discussed within this chapter. The full data set can be found
within the supplementary material of this thesis.
6.1. Test Setup
Certainly, the results of this thesis may vary, depending on the hardware the exper-
iments are executed on. The results of this chapter have been achieved on an Intel®
Core™ i7 5820K CPU, containing 6 physical and 12 virtual cores at a base clock of 3.30
GHz. The setup contained a nVidia® GeForce™ GTX 680GPU, featuring 1536 cores at
a base clock of 1005 MHz.
6.1.1. Metrics
There are two important measures, a texture synthesis algorithm can be rated with:
performance and quality. Performance is an objective metric that can be measured and
compared between two setups. In this thesis, execution time is used to measure per-
formance. Note that there are multiple values that are measured separately: analysis
and synthesis performance.
Differently from performance, quality, the second measure, can only be evaluated sub-
jectively. There is no mathematical way of describing, how good a texture looks. In-
stead, this section uses a set of criteria to compare quality. Note, however, that a full
subjective study is required to compare quality results of different algorithms, as done
by Kolář et al. [KDC17]. The following list shows the criteria, that a texture is evaluated
with. They are all basic yes or no questions to minimize the influence of subjective aes-
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thetics perception. They are also all deduced by the characteristics, a good result should
fullfil.
• Unnatural repetitions—The texture contains features that are repeated in an un-
natural manner. There are cases where repetitions are wanted, and even desired.
Onemay notice, that this ismostly the case for structured textures, as described in
subsection 2.1.1. In natural, stochastic textures, regularities however may hinder
the texture from being perceived natural.
• Visible seams — The result contains visible seams and hard cuts between two
distinct regions, that, intuitively, should not be connected.
• Feature conservation—After synthesizing a new texture from an exemplar, the
features of this texture should be preserved. Especially for structured textures,
the features of this texture should not be distorted in such a way, that they are
either unrecognizable or (partially) broken.
This basic metric appears sufficient to compare synthesis results to exemplars. How-
ever it is not well-suited to compare the results of different algorithms or to measure
how good the results of an individual synthesizer looks.
In order to test the generality of the synthesizer, there are multiple textures and mate-
rials evaluated for each texture class.
6.1.2. Result Visualization
Certain synthesis results are included, where some interesting behavior should be
highlighted. Those results are rendered within Unreal Engine 4, using a material
shader that is shown in Figure 6.1. The key idea of this shader is, that it can be param-
eterized with the exemplar textures and a 𝑢𝑣map, that is the result of the synthesis.
6.1.3. Limitations and Conventions
In theory, texture synthesis algorithms are not limited by the result resolution. In
the following experiments, however, only resolutions up to 8K are synthesized, since
higher resolutions are only meaningful in niche applications1. The Appearance Space
synthesizer, implemented in this work, has already been shown to work on an infinite
1One example are so calledMegatextures, introduced by id Software
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Figure 6.1.: Thematerial shader for Unreal Engine 4, that has been created to render the synthe-
sis results. Note how the 𝑢𝑣map is a parameter, that can be exchanged, for example
by instancing the material.
79
6.2. Experiment 1: Analysis Stage Performance
domain, based on its behavior to produce spatially deterministic results only based on
the parameterization of per-level jitter [Lef14]. Typical texture applications, however,
rarely need to exceed 8K resolution, as discussed in subsection 2.2.1. Furthermore, the
synthesizer in its original implementation has also been applied to local mesh topolo-
gies, thus whole surfaces can be textured using synthesized coordinates from a low
resolution exemplar, effectively preventing tiling artifacts on large-scale surfaces.
6.2. Experiment 1: Analysis Stage Performance
Separation of the synthesis process into two successive stages, an off-line analysis and
a run-time synthesis stage requires to measure two different performance values. Since
analysis is only executed once per exemplar and synthesis can be executed multiple
times on one search space asset, its calculation has less importance, regarding to the
overall process.
This thesis evaluates the influence of two major factors on the analysis process: exem-
plar resolution and the number of exemplar maps. Since the framework transforms
multiple exemplar layers into appearance space using Principle Component Analysis,
there is a non-linear cost growth to be expected during the experiments.
6.2.1. Influence of Exemplar Resolution
To measure the influence of increasing exemplar resolution, five exemplars with in-
creasing resolutions of 𝑚 ∈ {128, 256, 512, 1024}2 pixels are analyzed. For each exem-
plar only the RGB albedo maps are provided. Analysis contains three successive steps:
edge detection, feature distance and appearance space transform. The search space is
reduced to 8 dimensions.
The results of the experiment are plotted in Figure 6.2a. The plot clearly shows, that
increasing exemplar resolution has a significant impact on analysis performance, espe-
cially on the search space transform, which essentially is a PCA projection from a high-
dimensional neighborhood descriptor into a lower-dimensional appearance space. The
growth of this step grows quadratically, as expected, due to the quadrupled number
of pixels the exemplar features after doubling its resolution (compare Figure 2.2). In-
terestingly, the edge detector takes less time to finish for exemplars of 512 × 512 pixels,
though the impact on the overall cost is negligible.
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(b) Influence of exemplar maps
Figure 6.2.: The results of the analysis performance. Figure 6.2a shows the influence of increas-
ing the exemplar resolution (𝑚 × 𝑚 pixels) on analysis time. Figure 6.2b shows the
impact of having multiple exemplar material maps on the cost.
6.2.2. Influence of Exemplar Maps
Similar to the earlier experiment, the influence of providingmultiple exemplar maps is
measured on 5 exemplars. Each exemplar is analyzedmultiple times, each time adding
a new PBR to it. However, the resolution of the exemplar is chosen to be constant at
512× 512 pixels. The following maps are added in the order they appear: albedo (RGB),
normal (3𝐷), roughness (1𝐷), height (1𝐷) and ambient occlusion (1𝐷).
The results are shown in Figure 6.2b and clearly indicate a similar behavior as the first
experiment. During later experiments the significance of adding multiple exemplar
maps to the search space has not much of an impact on the overall synthesis quality.
Therefore, it appears sufficient, to provide the search space with albedo, normal and
optionally height maps, which tent to correlate heavily with local features and produce
more consistent results, when applied to a PBR material. On the other hand, provid-
ing ambient occlusion and roughnessmaps comes at a cost that barely justify the quality
impact.
6.3. Experiment 2: Synthesis Performance
Synthesis performance is measured by the impact of three different factors: exemplar
resolution, the number of exemplar maps and the sample resolution.
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6.3.1. Influence of Exemplar Resolution
Naturally, if the exemplar resolution grows, the synthesis cost should grow equally,
since the search space increases with each pixel. To test the impact on the synthesis
process, 5 exemplar albedo maps with resolutions of 𝑚 ∈ {128, 256, 512, 1024}2 pixels
are synthesized into equally sized samples with a resolution of 512 × 512 pixels.
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Figure 6.3.: The influence of exemplar resolution (Figure 6.3a), number of exemplar maps (Fig-
ure 6.3b) and sample resolution (Figure 6.3c).
Figure 6.3a shows, that the 𝑘 nearest neighbor search is the bottleneck of the synthesis
process and becomes dominant at exemplar resolutions of 512 × 512 pixels. However,
the performance impact of having a larger exemplar may be appropriate for certain cir-
cumstances, especially since computation time can be further reduced by GPU-based
synthesizer implementations [LH06]. Quality-wise, those larger exemplars do not pro-
vide much of an improvement, since variance may be even lower with more similar
pixel neighborhoods.
6.3.2. Influence of Exemplar Maps
Since the search space gets reduced to a dimensionality of 8, no influence of having
multiple exemplar maps on synthesis performance should be measurable. Indeed,
Figure 6.3b shows no large difference between individual runs. To test this, 5 exem-
plar materials with a resolution of 512×512 pixels have been synthesized 5 times (each
time adding a new material map), resulting in a dataset of 25 samples.
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As mentioned before, the 𝑘 nearest neighbor search is the overall bottleneck of this
algorithm. The quadrupled number of pixels for each resolution doubling also means,
that four times as many neighborhood comparisons need to be run. Figure 6.3c shows
the average synthesis time for a 512 × 512 pixel exemplar, if synthesized up to 8192 ×
8192 pixels2. The experiment ran on 5 exemplars, synthesizing 7 samples each time,
resulting in a dataset of 35 samples.
Note how resolutions up to 512 × 512 pixels only take a few seconds (𝑇 ≤ 4𝑠) to syn-
thesize. Samples at 2048 × 2048 synthesize in roughly 1 minute, whereas 8𝐾 samples
take about 16 minutes to synthesize. Note that improved timings may be achieved on
GPU-based synthesizers.
6.4. Experiment 3: Synthesis Quality
Synthesis quality is subjectively evaluated, using the metrics introduced in subsec-
tion 6.1.1. The overall dataset for quality experiments contains 690 samples at reso-
lutions up to 2048 × 2048 pixels, which is too much to fit into this thesis. Some selected
results have been added to this section and some high resolution versions can be found
in the appendix. For the full dataset, please refer to the supplementary material.
6.4.1. Influence of Per-Level Jitter
Per-level jitter introduces randomness into the texture whilst forward propagating the
sample through the synthesis pyramid. It is a straightforward way to influence feature
distribution at different scales and allows users to control it by specifying its ampli-
tude at different scales, from fine to coarse. However, jitter can also be problematic.
section 5.3.3 talks about details of the jitter implementation and its limitations.
Letting users specify jitter amplitudes to control the result sample is a suitable con-
cept for manual texture editing. It however limits the possibilities for context, where
automatic processing should be applied. Due to its nature of manipulating coordi-
nates randomly instead based on texture features or other constraints, it makes it hard
to determine the ideal values for jitter parameterization. Following the observation,
2Recall from subsection 2.2.1, that 8𝐾 is the upper cap for texture resolution to be meaningful
in most cases.
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that natural (i.e. stochastic and near-stochastic) textures are better suited for synthesis
purposes, assuming a normal distribution appears to be a reasonable decision.
𝑅(𝑙) ∶𝑙 ↦ 𝑟𝑙 ∈ ℝ
𝑅(𝑙) =𝒟 (𝑙, 𝑑, 𝛼)
𝒟𝑎𝑠𝑦𝑚 (𝑙, 𝑑, 𝛼) =
⎧{
⎨{⎩
𝑙 < 𝛼 ∶ ℱ (𝑙, 𝛼, 𝛼3)
𝑙 ≥ 𝛼 ∶ ℱ (𝑙, 𝛼, 𝑑−𝛼3 )
𝒟𝑠𝑦𝑚 (𝑙, 𝑑, 𝛼) =ℱ (𝑙, 𝛼,
𝑑
6)
ℱ (𝑥, 𝜇, 𝜎) =𝑒−
1
2(
(𝑥−𝜇)
𝜎 )
2
(6.1)
The jitter amplitude 𝑟𝑙3 is determined by the jitter distribution function 𝒟 (𝑙, 𝑑, 𝛼)
shown in Equation 6.1. This function takes the current level 𝑙, the pyramid depth
𝑑 = log2𝑚 (where m is either the width, or the height of the image, depending on
whats greater) and an offset 𝛼, which at which level the jitter amplitude peaks and re-
turns a normal distributed value 𝑟𝑙 ∈ [0, 1] for that level. There are two versions of
this function: the symmetrical 𝒟𝑠𝑦𝑚, that puts a normal distribution function around
the peak, with equal gradients into both directions (Figure 6.4a) and an asymmetrical
𝒟𝑎𝑠𝑦𝑚 (Figure 6.4b). If 𝑙 is larger than the peak offset 𝛼, it selects a different derivation
𝜎 , so that the curve has different gradients into each direction. Choosing a suitable pa-
rameter for 𝛼 can be done by creating a series of images and comparing them, regarding
to their overall visual appearance.
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(a) Symmetric Normal Distribution.
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(b) Asymmetric Normal Distribution.
Figure 6.4.: The Jitter Distribution Function selects a jitter amplitude based on the synthesis
level containing the dominant features. The maximum level has been fixed at 12,
which resembles an ultimate sample resolution of 4096 × 4096 pixels.
To test both jitter distributions, 25 exemplar materials are synthesized, 5 for each class
introduced in subsection 2.1.1. All exemplars have a resolution of 512 × 512 pixels and
3Recall Equation 5.2 for how jitter is applied at each synthesis level.
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all material maps are equally weighted. Each exemplar is synthesized 11 times to a
resolution of 2048 × 2048 pixels, each time with an increasing peak offset 𝛼 and one
time for each (symmetrical and asymmetrical) distribution function. This results in 22
samples for 25 exemplars, resulting in a total dataset size of 550 samples. The results
are compared against a 2 × 2 tiled renderings of the original exemplar.
The first major observation is, that using a normal probability distribution function to
select the jitter appears to be reasonable choice. Regardless of the symmetry of the
distribution function, quality behaved in a similar fashion for all samples.
• A peak offset 𝛼 below 7 tends to break mid to large-scale features, whilst an offset
of 𝛼 ≥ 7 tends to preserve, but instead disturb those features.
• The peak offset 𝛼 also correlates with the scale of perceived repetitions: a value
below 7 produces results with visible local repetitions, whilst a value of 𝛼 ≥ 7
produces a sample where tiling becomes more and more obvious, but local rep-
etitions tend to disappear.
• The deviation of the distribution has a direct influence on the amount of distor-
tion of individual features. Note how the curves of 𝒟𝑠𝑦𝑚 (6) and the 𝒟𝑎𝑠𝑦𝑚 (6)
only differ in their deviation 𝜎 , which for 𝒟𝑎𝑠𝑦𝑚 is twice as large as for 𝒟𝑠𝑦𝑚.
Both offsets lead to a result where feature edges are preserved, but distorted.
The smaller 𝜎 of𝒟𝑠𝑦𝑚, however, leads to a lower distortion amplitude.
• A jitter amplitude at 𝛼 = 1 surprisingly preserves straight lines best, but breaks
feature borders. Amplitudes between 1 > 𝛼 > 7 all appear to produce low-
quality results, regardless of the texture class, where visible local repetitions are
introduced and features bleed into each other.
To summarize, the two main observations of the experiments are, first that the devi-
ation controls the amount of feature distortion, where larger values are preferred for
stochastic and lower values are preferred for regular textures.
On the other hand, the peak offset directly influences the amount of local repetitions.
It should be chosen to be at the finest level, to support local variation and preserve
straight lines. Setting it to a value of 7 lets it preserve features over lines, making it
more suitable for irregular textures. Setting it to the coarsest level will produce a tiling,
which is ideal for perfectly regular textures and proves that 𝛼 correlateswith the texture
classes, introduced by Liu et al. [LLH04], to a certain amount. However, perfectly reg-
ular textures, like wallpapers, that have identical, constantly repeating features do not
need to be synthesized, but simply can be tiled. Also, observations suggest, that regu-
larity is not a linear measure. Whilst setting 𝛼 = 1 is suitable for stochastic and near-
85
6.4. Experiment 3: Synthesis Quality
stochastic textures, values lower than half the sample size produced visible repetitions
and overall low-quality results.
Synthesizing near-regular textures remains problematic formost cases, because careful
adjustments of both, peak offset and deviation are required. A more constrained jitter
algorithm, that preserves features on a global scale, but adds local variation through a
fine-scale jitter may solve this issue, as also suggested by Risser et al. [Ris+10].
Overall, symmetric distribution appears to create better results in terms of consistency
and stability. This suggests, that features are evenly distributed over all scales, regard-
less of the exemplar size.
(a) Asymmetric (top) and symmetric (bottom) jitter distribution with values of 𝛼 ∈ {1, 3, 7, 11}.
Figure 6.5.: A low value for 𝛼 produces good samples from stochastic textures. No unnatural
local repetitions or visible seams are introduced. The global appearance does not
feature tiling artifacts. A larger derivation improves the quality (top row, left).
6.4.2. Influence of Exemplar Maps and Map Weights
Adding additional PBR maps to the material improves the synthesis result, by synthe-
sizing a 𝑢𝑣mapmore consistent regarding dynamic lighting. A significant influence of
weighting individual material maps could not be found. To test this, 15 exemplar ma-
terials (3 for each category from stochastic to regular) have been synthesized, eachwith a
different maps’ weight set to 3 or even 5. One run additionally weighted a combination
of albedo, normal and height with an increased factor (Figure 6.11).
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(a) Asymmetric (top) and symmetric (bottom) jitter distribution with values of 𝛼 ∈ {1, 3, 7, 11}.
Figure 6.6.: Near-stochastic textures are synthesized similar to stochastic textures, where a low
𝛼 value is preferred. Note, however, that the symmetric result for 𝛼 = 7 produces a
good global distribution, even producing diverse features at finer scales.
(a) Asymmetric (top) and symmetric (bottom) jitter distribution with values of 𝛼 ∈ {1, 3, 7, 11}.
Figure 6.7.: Irregular textures synthesize best at medium values for 𝛼, where the symmetric
distribution function preserves edges better, but produces more obvious tiling ar-
tifacts.
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(a) Asymmetric (top) and symmetric (bottom) jitter distribution with values of 𝛼 ∈ {1, 3, 7, 11}.
Figure 6.8.: Near-regular textures synthesize similar to irregular ones. Intersting about this ex-
ample is, that the symmetric jitter distribution creates a globally diverse, yet almost
seamless sample at 𝛼 = 1.
(a) Asymmetric (top) and symmetric (bottom) jitter distribution with values of 𝛼 ∈ {1, 3, 7, 11}.
Figure 6.9.: Regular textures in general are better suited to be used as 𝑢𝑣 tiles, because synthesis
gets instable without further advanced jitter methods.
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Figure 6.10.: The front view of a irregular exemplar material, synthesized with different jitter
distributions.
The algorithm reduces materials neighborhoods to an 8𝐷 search space dimensionality,
which appears sufficient enough to capture enough variance, since no noticeable influ-
ence on overall synthesis quality could be found, compared to higher dimensionality.
Higher dimensionality, however, implicates more run-time cost, since neighborhood
descriptors require more operations to be compared.
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(a) 𝑤𝑎𝑙𝑏𝑒𝑑𝑜 = 5 (b) 𝑤𝑛𝑜𝑟𝑚𝑎𝑙 = 5 (c) 𝑤ℎ𝑒𝑖𝑔ℎ𝑡 = 5
(d) 𝑤𝑟𝑜𝑢𝑔ℎ𝑛𝑒𝑠𝑠 = 5 (e) 𝑤𝑎𝑚𝑏𝑖𝑒𝑛𝑡𝑂𝑐𝑐𝑙 = 5
(f) 𝑤𝑎𝑙𝑏𝑒𝑑𝑜 = 𝑤𝑛𝑜𝑟𝑚𝑎𝑙 =
𝑤ℎ𝑒𝑖𝑔ℎ𝑡 = 5
Figure 6.11.: Weighting texturemaps does not have any noticable influence on overall synthesis
quality.
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(a) Asymmetrical Jitter, 𝛼 = 1 (b) Symmetrical Jitter, 𝛼 = 1
(c) Symmetrical Jitter, 𝛼 = 7 (d) Tiling
Figure 6.12.: Rendering the synthesized results from a perspective viewport shows no notice-
able inconsistencies for this irregular exemplar material.
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7. Discussion and Outlook
Chapter 6 handled the results of the work of this thesis in detail. This chapter now
summarizes the work presented in the previous chapters and gives an overview over
possible further improvements.
This thesis documents three major stages to achieve its goal to create a framework for
example-based synthesis of physically based rendering (PBR) materials:
• Research — Chapter 2 introduced the reader into the workflow of creating tex-
tures, the basics of physically based rendering and the creation of physically
based materials. It also does introduces some fundamental terminology, like
classifying textures, and declares the scope and the limits of this work. Chap-
ter 3 introduced by-example texture synthesis algorithms and showed how they
developed over time. It provides an in-depth overview of different algorithm
classes and how they influenced each other.
• Design and Implementation — Chapter 4 introduces key concepts of how a
framework for example-based texture synthesis should be designed. It declares
the tasks, the framework has to fulfill and evaluates different approaches on how
to fulfill them. chapter 5 talks about the technical implementation of the Textur-
ize framework. It also serves as a documentation of the actual software library.
Furthermore it discusses the implemented approaches and how and why they
are implemented that way.
• Experiments — Chapter 6 tests the capabilities of the framework by black-box
testing its behavior in different circumstances. In total, 820 experiments have
been run from a scripted, automatic context. It also talks about problems, earlier
algorithms have with automatic processing and tries to find solutions for simpli-
fied parameterization to enable such workflows.
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7.1. Contributions
This work combines multiple state-of-the-art approaches to implement a extendable
framework for example-based texture synthesis. It then extends it to a broader PBR
material synthesis domain. This thesis contributes to research in three major fields:
• It provides an overview over current implementations and their weaknesses. It
uses this information to craft an extensible framework that can be easily altered
to implement alternative approaches and gives a reference implementation for
further research.
• It extents the texture synthesis domain to synthesize PBR materials and shows
that a state-of-the-art synthesizer is well suited for such problems. For most tex-
tures, the synthesizer is capable of producing consistent results over all material
maps. However, it also inherits the problems, those synthesizers have. For ex-
ample, they tend to destroy features for regular or near-regular exemplars. The
thesis further shows, that natural-looking results of high quality can be synthe-
sized automatically by applying a normal-distributed randomness function to the
introduced synthesizer.
• It provides a detailed study on how the synthesizer behaves for different work-
loads in terms of quality and computation costs. It shows, that performance is
mainly influenced by exemplar or sample resolutions and that quality can be in-
creased by appropriate randomness parameterization.
7.2. Further improvements and research
The framework has further room for improvements. In terms of performance, there are
different solutions that can further reduce computation time, probably even towards
interactive rates [LH06]. In terms of quality, the largest weakness of the hierarchical al-
gorithm is its tendency to break structure in near-regular and regular exemplars. This,
however, is a problem for most pixel-based approaches and some research already has
found effective ways to reduce those artifacts.
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The most expensive operation of the chosen implementation during analysis stage is
the non-linear dimensionality reduction of pixel neighborhoods, which in the current
implementation is done using Principal Component Analysis (PCA). This apparent
ineffectiveness is only justified by its nature of being an off-line pre-process, that is
only executed once per exemplar. There are, however, other dimensionality reduc-
tion algorithms, like Isomaps [TDL00] or Local Linear Embedding [RS00], of which some
are even implemented on the GPU. In theory, any dimensionality reduction algorithm
that retains a good amount of variance may be used. The impact on quality of other
algorithms, however, has not yet received much attention.
During synthesis the major bottleneck is the repeated search for 𝑘 nearest neighbor-
hoods. The quadratic impact of texture resolution on synthesis costs is a subject that
may be impossible to tackle. However, the original implementation of the introduced
algorithm has already been efficiently implemented on the GPU [LH06], where the
parallel, scalable of the algorithm helps reducing synthesis costs significantly and may
even further do so with more advanced graphics hardware.
7.2.2. Quality improvements
Quality-wise, there are two problems that need to be addressed. The current algorithm
does a good job in synthesizing locally different features. However, when resolution
is increased, repetition artifacts become more obvious, especially in irregular textures.
This problem has been addressed by Lefebvre and Hoppe [LH05] in their original imple-
mentation. Instead of using an image pyramid to synthesize higher resolutions, they
use a stack of increasingly gaussian blurred versions of the exemplar (gaussian stack).
According to the authors, this does a better job in evenly distributing features with re-
gard to global repetitions. Such a stack may be implemented as a new synthesizer in
the Texturize framework.
The most important drawback of this algorithm is that it performs poorly on near-
regular textures. Whilst regular textures, like wallpapers or checkerboard patterns, are
typically well-suited for texture tiling, near-regular textures have the same constraints,
but may contain locally different features. Imagine a checkerboard tile floor pattern,
where individual tiles all have different scratches. Tiling such textures results in the
same scratches being replicated over and over again. An appropriate synthesizer may
alter individual features in a way that does not destroy the overall image structure.
Risser et al. [Ris+10] avoid this issue by introducing jitter according to a randomness
value, that enforces jittered pixels to be within a certain error margin. Experiments
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with their approach, however, did not produce much more stable results. The details
of this are discussed in subsection 5.3.3.
The original implementation of the implemented synthesizer can be modified to sup-
port such synthesis forms [LH05]. This, however, requires manual parameterization
and thus is not well suited for automated or procedural workflows. As this thesis also
founds, texture regularity correlates with the offset of the jitter distribution function,
whilst the feature distortion amplitude is influenced by the jitter deviation. Lefebvre
and Hoppe guide the synthesis in such cases, based on a user-defined lattice, similar
to the work of Liu et al. [LLH04]. Kaspar et al. [Kas+15], introduced a smart initializa-
tion strategy for such a lattice to find the best representation over the exemplar. Even
though their synthesizer uses a patch-based approach, the resulting lattice may also
be compatible to the modified appearance-space synthesizer, guiding regular texture
synthesis. Combined with a fine-scale jitter amplitude, the synthesizer may be able to
automate those problems as well.
There are also other global appearance constraints, of which Kaspar et al. [Kas+15] han-
dle a few. For example, occurrence maps can be used to support global neighborhood
diversity and spatial uniformity prevents repetitive patterns. Such constraints are com-
patible with the framework, implemented during this thesis and their influence on the
overall synthesis quality may be worth further research.
7.2.3. Methology
The result samples, the current implementation produces may not be ideal. In fact, for
some textures, the algorithm may even produce results, that are barely useable, even
though the experiments in this thesis suggests, that the synthesizerworkswell in a large
variety of cases. To evaluate the quality performance of the current implementation
with regard to other approaches, subjective evaluation studies, such as done by Kolář
et al. [KDC17] are required, to make objective statements about synthesis quality. All
samples in this thesis have been reviewed based on a small set of three factors, that may
interfere with subjective perception. The presented results thus only have a limited
reliability when compared to other synthesizers.
7.2.4. Further Problem Fields
Currently the scope of the framework is to create an arbitrary resolved sample from a
limited exemplar texture or material. However, this problem can be even further ex-
tended. The original implementation of the appearance space synthesizer also works
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along meshes by creating local flat atlas regions and performing a spatial-determin-
istic synthesis over all regions. Surface material synthesis may be capable of produc-
ing repetition-free terrain texture maps, only from one or multiple exemplar materi-
als. Furthermore, the algorithm can be used to process multiple exemplars to create a
new sample, featuring neighborhoods from different exemplars. This can be done by
drawing layermaps, that indicate where the synthesizer should synthesize fromwhich
exemplar [Bus+10]. Using PBR materials in such a context allows for interesting prob-
lems, for example finding natural texture blends between multiple materials, instead
of blending them based on their material height.
Furthermore, other PBR workflows have not yet been addressed. As the experiments
suggest, the synthesizer is well suited towork on local-stochastic patterns, such as skin.
Synthesizing materials for subsurface scattering may enable characters to have their
individual skin textures, only based on limited exemplars.
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Appendices
A

A. Higher Resolution Figures
This appendix lists some figures that are interesting to study in more detail than could
be provided within the text. The particular occurencies of those figures are referenced
for simplified lookup.
A.1. Effect of Normal, Height and Ambient Occlusion
Figure A.1 shows the effect of albedo (Figure A.1a), normal (Figure A.1b), height (Fig-
ure A.1c) and ambient occlusion (Figure A.1d). Especially latter is very subtle, which
is why the self-shadows have been drawn next to it. Subsection 2.4.3 talks about the
different maps in more detail.
A.2. Effect of the Stages of the Appearance Space Synthesizer
Figure A.2 shows the individual stages that are successively executed during Appear-
ance Space Synthesis, as described in subsection 5.3.2. The blue corner inside the 𝑢𝑣map
(top left) marks the part that is drawn zoomed in in the lower left corner. Note how co-
ordinates intuitively seem to form pixel artifacts after upsampling (Figure A.2a). Jitter-
ing the image further introduces noise and makes the 𝑢𝑣map appear further distorted
(Figure A.2b). Repeated correction steps smooth the image (Figure A.2c) and remove
small outlier regions, like the small “green” patch in the top center (Figure A.2d).
A.3. Supplementary Material
There are three repositories that provide the supplementary material for this thesis.
• † https://github.com/Aschratt/Texturize — The source code for the Texturize
framework.
C
• † https://github.com/Aschratt/Texturize-Dataset — The results of this the-
sis. Note however, since all material samples have been taken from
† https://www.textures.com/ , only the result maps are provided due to license
restrictions. However, all source materials are linked within their respective di-
rectories.
• † https://github.com/Aschratt/Texturize-Thesis — The sources for this thesis,
alongside an errata.
(a) Color (b) Normal
(c) Height (d) Ambient Occlusion
Figure A.1.: The effect of albedo, normal, height and ambient occlusion on a simple box object.
(a) Upsampling (b) Jitter
(c) Correction Pass 1 (d) Correction Pass 2
Figure A.2.: The effect of each stage of the appearance space synthesizer. Recursively applying
those steps is the essence of this synthesizer.
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