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Abstract
The observed architecture of ecological and socio-economic networks differs significantly from
that of random networks. From a network science standpoint, non-random structural patterns
observed in real networks call for an explanation of their emergence and an understanding of their
potential systemic consequences. This article focuses on one of these patterns: nestedness. Given
a network of interacting nodes, nestedness can be described as the tendency for nodes to interact
with subsets of the interaction partners of better-connected nodes. Known since more than 80
years in biogeography, nestedness has been found in systems as diverse as ecological mutualistic
organizations, world trade, inter-organizational relations, among many others. This review article
focuses on three main pillars: the existing methodologies to observe nestedness in networks; the
main theoretical mechanisms conceived to explain the emergence of nestedness in ecological and
socio-economic networks; the implications of a nested topology of interactions for the stability
and feasibility of a given interacting system. We survey results from variegated disciplines,
including statistical physics, graph theory, ecology, and theoretical economics. Nestedness was
found to emerge both in bipartite networks and, more recently, in unipartite ones; this review
is the first comprehensive attempt to unify both streams of studies, usually disconnected from
each other. We believe that the truly interdisciplinary endeavor – while rooted in a complex
systems perspective – may inspire new models and algorithms whose realm of application will
undoubtedly transcend disciplinary boundaries.
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1. Introduction
Network science constitutes one of the pillars of the modern science of complexity. Broadly
speaking, network science can be defined as the “study of the collection, management, analysis,
interpretation, and presentation of relational data” [1]. Given a complex system with many
interacting components, a suitable network representation simplifies its analysis by describing it
– in the simplest portrayal – as a collection of nodes and links connecting them. The working
hypothesis is that while the obtained network represents a simplification of the complex system
it was derived from, it carries enough information to allow us to understand the functioning of
the system and the emergence of collective phenomena from the interactions of its constituents.
Leveraging its inherently interdisciplinary nature, network science borrows ideas and tools from
a variety of research fields, especially those where networks (also. especially in mathematics and
computer science, termed graphs) have been long studied: graph theory [2], social science [3],
economics [4], scientometrics [5, 6], computer science [7], and ecology [8, 9], among others.
Perhaps one of the most intriguing features of real networks is the existence of common
structural and dynamical patterns that are found in a large number of systems from various
domains of science, nature, and technology. The pervasiveness of structural patterns in systems
from various fields makes it possible to analyze them with a common set of tools [10]. A popular
example of such widespread structural patterns is the heavy-tailed degree distribution [11] (i.e.,
the distribution of the number of connections per node). Power-law degree distributions (often
termed as “scale-free”) have been reported in a wide variety of different systems, ranging from
social and information networks to protein-protein interaction networks (see [12] for a dedicated
book). The ubiquity of heavy-tailed degree distributions has motivated a large number of studies
aimed at unveiling plausible mechanisms that explain their emergence [10, 13], understanding
their implications for spreading [14, 15], network robustness [16], synchronization phenomena [17,
18], etc.
This review article focuses on one of these widely-observed (and, as a result, widely studied
and debated) network structural patterns: nestedness. Informally speaking, nestedness refers to
a hierarchical organization where the set of neighbors of a node is a subset (superset) of the
neighbors of lower (larger) degree. Originally conceived [19, 20] and discovered [21] in biogeog-
raphy where it was found in the spatial distribution patterns of species [21, 22], nestedness has
been found in a wide variety of systems, including ecological interaction networks [23], trade
networks [24–26], inter-organizational networks [27, 28], firm spatial networks [29, 30], interbank
payment networks [25, 31], social-media information networks [32], among others. Nestedness has
been observed in two distinct families of networks. On the one hand, bipartite networks (in which
nodes of two categories are connected in some way), like mutualistic networks in ecology. On
the other hand, more recently, nestedness has been found also in unipartite networks, i.e., those
where all the nodes are of the same nature, like interacting agents in economics. The two streams
of research have run mostly in parallel, paying little or no attention to each other. To the best
of our knowledge, for the first time, this review provides an in-depth discussion of both research
areas.
The widespread occurrence of a given pattern in systems of different nature naturally leads
to a number of questions related to the fundamental mechanisms behind its emergence and its
implication for the systems’ functioning and preservation. Based on the massive amount of works
on nestedness, this review will address several questions: Which classes of networks exhibit a
nested architecture? What are the possible mechanisms behind the emergence of nestedness in
ecological and socio-economic networks? Is the emergence of nestedness the result of an opti-
mization process where constituents tend to maximize their fitness [33], or is it a consequence
of the assemblage rules of the system [34, 35]? Which mechanisms are responsible for the emer-
gence of nestedness in social systems and trade networks? [25, 36] Is nestedness beneficial or
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harmful for the stability [37] and the persistence [38] of a given ecological community? How is
nestedness related to other widely observed network properties, such as modularity [39, 40] and
core-periphery structure [41]? Given a network, is nestedness a global property, or a property
that is only respected by specific subsets of the network? [40, 42–44] How can we exploit nested-
ness for predicting future properties of economic systems, such as the gross domestic product of
countries [45] and the appearance of a new firm at a given geographic location [29]?
Admittedly, some of these questions have been controversial in the literature, and sometimes,
contradictory results have been supported by different studies. A complete coverage of all existing
theses on each topic would be impossible to attain. However, when necessary, we will try our
best to present the most relevant findings that have been used to support competing claims.
This review article aims at providing the reader with a cross-disciplinary perspective on nest-
edness, the subtleties associated with its observation, the possible mechanisms behind its emer-
gence, and its implications. Driven by these questions, our review is an interdisciplinary effort
where we collected results from network science, statistical physics, ecology, economics, social
sciences, among others, which makes our review fundamentally different from recent ones [46–49]
and books [9] which have focused exclusively on the structure and dynamics of ecological net-
works. We hope that this effort will allow researchers who have been interested in nestedness
to learn the methodologies and findings of scholars from other fields, which might accelerate the
progress of research on this area and, at the same time, reveal similar organizing principles across
disciplines [27].
A substantial part of the methodologies detailed in this article come from statistical physics
and dynamical systems: population dynamics [38, 50], network formation models [36, 51], dy-
namical system stability analysis [37], fitness optimization techniques [33, 40, 44], prediction
based on dynamical systems [45]. Other methodologies and results come from theoretical ecol-
ogy [34, 35, 38], theoretical economics [25, 52], and graph theory [53, 54]. We will always try
to provide sufficient background information for all the methodologies and problems presented
throughout the review.
1.1. What are nested networks?
Before detailing the historical developments of nestedness, we provide the definition of per-
fectly nested networks together with the basic ideas behind nestedness analysis. In abstract
terms, we refer here to systems that are composed of many constituents. Said elements are not
isolated but they interact with (or are related to) others. If these interactions can be described
as dyadic, the system admits a representation in terms of a network [4, 10, 11]: its constituents
are represented as nodes (or vertexes) and their mutual interactions (or relations) as links (or
edges, or bonds)1. The set of nodes connected to a certain node constitute its neighborhood, and
the number of such connections is referred to as its degree.
For example, if the network under consideration is a friendship network, two individuals are
linked when they have amity between them. In a trade network, whose constituents are countries,
an edge is present if there exists a trade relationship between two given countries. In the examples
above the elements of the system (individuals or countries), while heterogeneous, are of the same
nature; it is then said that the network is unipartite. There are other networks whose constituents
can be divided into two distinct classes. For example, in a habitat, a set of pollinator species
and a set of flowering plants are mutually related if the former helps in the pollination (and feeds
from) the latter. In this case, relations connect agents of a distinct nature. This construct is
called a bipartite network.
1This is not the only way to represent relational data. For example, temporal [55, 56] and multilayer [57, 58]
networks provide with more sophisticated representations that allow us to take into account temporal effects and
multiple types of interactions, respectively.
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Figure 1: Simple examples of nested and non-nested networks in both cases: unipartite and bipartite networks.
The adjacency matrices of the perfectly nested networks (bottom panels) exhibit a clear “triangular” shape: a
separatrix partitions the matrices into unambiguously-defined filled regions (i.e., regions that only contain ones)
and empty regions (i.e., regions that only contain zeros). In this review, we refer to this kinds of matrices as
perfectly nested matrices.
A perfectly nested network is formally defined in the following terms: consider any two nodes i
and j; if the degree of i is smaller than the degree of j, then the neighborhood of i is contained in
the neighborhood of j. This definition is generally valid for unipartite and bipartite networks with
a single proviso: for the second group, the nodes to be compared must belong to the same class.
Any network here considered accepts a representation in terms of a binary adjacency matrix A
whose elements Aij are equal to 1 (0) if the two vertices are connected (not connected). For the
particular case of nested networks, the adjacency matrix has a very peculiar shape (see lower row
in Fig. 1): after re-ordering its rows and columns by degree, there exists a monotonic separatrix
above which all the elements are equal to one, and zero below2.
The first observation is that this definition can accommodate topologies as different as a star
network (a highly centralized topology where one hub is connected to all the other nodes) and
a fully-connected network (where each node is connected with everyone else). It is also clear,
however, that this is a very stringent network topology which is seldom (if ever) observed in real-
world networks. Therefore, a priori, this kind of network structure may seem a kind of curiosity.
However, research has shown that networks showing this property abound in a wide variety of
research fields, and its definition respected to a large extent: the vast majority of links are located
in nested neighborhoods as defined above. Asking “how much of a network structure respects
the property of nestedness” gave rise to several measures that aim at quantifying the degree of
nestedness of a given network, and several null models to quantify the statistical significance
of the observed levels of nestedness. In this review, when we say that a network is “nested”,
we mean that it exhibits a level of nestedness (according to a given metric for nestedness) that
cannot be explained by a reasonable null model.
2Strictly speaking, in bipartite network analysis, the matrix that connects nodes of different type is typically
referred to as biadjacency matrix [59] or incidence matrix [11], whereas the adjacency matrix still refers to the
matrix whose elements represent all possible pairs of nodes – the elements that connect nodes of the same type are,
by definition, all equal to zero. To simplify the discussion, when we will present methods for bipartite networks
that apply equally well to unipartite networks, we will refer to the biadjacency matrix as the adjacency matrix.
This abuse of terminology has no harmful consequences as the elements of the adjacency matrix that connect
nodes of the same type are all equal to zero.
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From this definition, it is evident that metrics for nestedness and null models used to produce
random networks that respect given constraints are of vital importance [60–62]. Different metrics
and null models may be responsible for the validation or rejection of the hypothesis of nestedness
significance, and different combinations of metrics and null models can lead to different conclu-
sions [63]. Therefore, a proper definition of null models is crucial, and far from trivial: null
models purely based on preserving simple topological properties can be either too restrictive –
when the full degree sequences must be exactly preserved in bipartite networks, for example –
offering little freedom from the observed network [61, 63, 64]; or too lax – like requiring only that
the network density is preserved – in which only rarely the null hypothesis that the empirical
degree of nestedness in a network is significant can be rejected [48, 65–67]. These issues will be
discussed in Section 3.2 and 4.1.1.
The notion of nestedness introduced above is based on degree. Unless otherwise stated, when
we refer to nestedness throughout this review, we refer to the nestedness by degree defined above.
One can also take a different perspective and ask whether a network exhibit a significant level
of nestedness when pairwise node orderings build on a node-level scalar property different than
the degree – e.g., species abundance [68] and islands’ area [69]. In other words, one investigates
whether the network’s adjacency matrix exhibit a significant degree of nestedness once its rows
and columns are sorted by a given property s. This consideration leads to two additional notions
of nestedness that have been studied:
• Nestedness by other scalar properties. Consider a node-level scalar property s. One can
re-define nestedness based on property s: the neighborhoods of two given nodes i and j
such that si < sj are nested by property s if and only if the neighborhood of i is a subset
of the neighborhood of j. The network is highly nested by property s if many of its pairs
of nodes’ neighborhoods are nested by s. In other words, a network is highly-nested by s if,
after ordering the adjacency matrix’s rows and columns by s, the resulting matrix exhibits
a clear separation between its filled and its empty region.
• Maximal nestedness. One seeks to find the ordering of rows and columns that maximizes
the level of nestedness of the network. Scholars have especially aimed to find maximal-
nestedness structures in the context of nestedness temperature analysis of ecological net-
works [22, 70] (see Section 3.1.2).
Based on the definitions provided above, one can compute, for instance, the level of nestedness
of an ecological mutualistic system based on species abundance, and compare the resulting nest-
edness with the maximal nestedness that can be achieved by the system [68]. In biogeography,
one can study the nestedness of a species-island network by both degree and island-level envi-
ronmental variables, including area and distance from the mainland – see [69] for a comparative
analysis.
Besides, nestedness-maximizing ranking algorithms have found important applications for the
prediction of the future development of countries [24, 45] and the identification of the most
vulnerable constituents in ecological networks [71] and world trade networks [72]. When defining
existing metrics for nestedness (Section 3), we will specify which aspect of nestedness they capture.
It is worth noticing that metrics for nestedness that take as input a pairwise ordering of the nodes
can be applied to measure both nestedness by degree and nestedness by other scalar properties.
On the other hand, algorithms that seek to maximize nestedness (like those used to minimize
nestedness temperature [22, 70, 73]) cannot be used to evaluate the level of nestedness by a
specific node-level property; however, one can compare the resulting maximal nestedness with
the degree of nestedness by a property of interest [68].
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1.2. Historical background
While the concept of nestedness was precisely formulated by Patterson and Atmar [21], the
preceding literature offers studies [19, 20] where the notion of nestedness was already implicitly
discussed. In particular, in his book Zoogeography [20], Darlington described the potential effect
of spatial distance on the patterns of distribution of species on islands. He considered two possible
mechanisms of animal over-water dispersal when moving from the continent to islands. He noticed
that other things being equal, individuals of a given species might be expected to populate first
the nearest island, and then move to the following nearest islands by crossing water gaps of
minimal length. This occupation process, referred to as immigrant pattern by Darlington [20]
and selective immigration by subsequent studies [48, 74], naturally results in a nested structure
where the species found on the farthest islands (i.e., the species with the higher dispersal rate [74])
are also found in the nearest islands (see Fig. 57 in [20]).
Besides, between the 70s and the 80s, ecologists became increasingly interested in the spa-
tial distribution patterns of species and statistical null models to assess their statistical signifi-
cance3 [65, 75–77]. It was not until 1986 that the notion of nestedness was introduced together
with the first metric to measure it. This was done by Patterson and Atmar [21] who found
that several species spatial distribution patterns exhibit a highly nested structure that cannot
be explained by null models. In a subsequent study, the same authors introduced the popular
nestedness temperature [22], a metric for nestedness which has been applied in a large number of
papers in ecology [48].
In parallel, graph theory had started investigating threshold graphs and nested split graphs,
which constitute classes of graphs that are equivalent to perfectly nested graphs (see Section 2.1).
Remarkably, the term “nested bipartite graph” together with the first mathematical definition of a
perfectly nested bipartite graph already appeared in a paper [78] published by the mathematician
Franz Hering in 1971. Rigorous results for threshold graphs and nested split graphs are reviewed
in the 1995 book by Mahadev and Peled [79].
In 2003, Bascompte et al. [23] brought the concept of nestedness to ecological interaction
networks by analyzing 25 plant-pollinator networks and 27 plant-frugivore networks, finding that
most of them exhibit a degree of nestedness that cannot be explained by degree-preserving null
models. Motivated by this finding, scholars have aimed at uncovering the basic mechanisms
that are potentially responsible for the emergence of nestedness (see Section 5.2). Besides, a
large number of works have attempted to understand how nestedness impacts both the structural
and the dynamical stability of the system. Scholars have investigated this relation by means
of simulating co-extinction cascades [71], numerical simulations and analytic results on models
of mutualistic and competitive interactions [38, 50], random-matrix theory [37]. We refer to
Section 6 for the details.
Stimulated by works on ecological networks, interest in nestedness analysis has arisen in
socio-economic networks as well. In 2007, Sorama¨ki et al. [31] found that the interbank payment
network is organized in a topology with a densely connected core and a periphery that is only
connected with the core: a structure that is compatible with nestedness. Saavedra et al. [27]
found that manufacturer-contractor networks exhibit a nested structure, and proposed a parsi-
monious model to explain its emergence. Ko¨nig et al. [25] found that four economic networks
are significantly nested: the Fedwire network of settlements, Austrian inter-bank network, the
world trade network and the worldwide arm trade network. Besides, they proposed a network
formation model to explain its emergence.
3In this respect, it is surprising that a network null model that preserves the individual nodes’ degrees, typ-
ically referred to as configuration model in network science [11], was already designed in 1979 by Connor and
Simberloff [65].
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Symbol Network science Graph theory Ecology
G Network Graph Community
i ∈ {1, . . . , N} Node Vertex Species
N Network size Graph order Community size
(i, j) Link, edge, bond Edge, arc Interaction
A = {Aij ;Aij =
1 iff (i, j) is observed}
Adjacency matrix Adjacency matrix Interaction matrix
E =
∑
ij Aij Number of links/edges Graph size Number of pairwise in-
teractions
ρ = 2E/(N (N − 1)) Connectance or Density Graph density Fill
Ni = {j|Aij = 1} Neighborhood Neighborhood Set of interactors
ki =
∑
j Aij Degree Degree, valency Marginal total
〈k〉 = N−1∑j kj =
2E/N
Average degree Average degree Average number of in-
teractions per species
Node i with ki  〈k〉 High-degree node, hub High-degree node Generalist
Node i with ki ∼ 1 Low-degree node Low-degree node Specialist
Oij =
∑
k Aik Ajk Common neighbors Common neighbors Overlap
Ξi i’s Community i’s Cluster i’s Compartment
Table 1: Notation for binary unipartite networks. Mathematically equivalent concepts are expressed through
different terms in different disciplines. In this review, we will mostly use the network science nomenclature, yet
we will sometimes switch to the ecology language when presenting results in ecology.
As for bipartite trade networks, Saracco et al. [26] found that when analyzing the bipartite
country-product trade network by means of standard nestedness analysis tools, a decrease of
nestedness took place before the 2007-2008 financial crisis. In parallel, Tacchella et al. [24] have
designed a non-linear ranking algorithm to quantify the competitiveness of countries and the so-
phistication of products. In fact, the algorithm sorts rows and columns of the network’s adjacency
matrix in such a way that the nested architecture of the system is revealed [24, 71], and it often
outperforms genetic algorithms from the ecological literature in maximizing nestedness [73].
1.3. How to read this article
The main goal of this article is to review three main aspects of nestedness: its observation,
the modeling of its emergence, and its implications. We detail below which Sections specifically
deal with each of these three aspects:
• Observing nestedness. Section 2 provides an overview of the classes of real networks of
interest for this review. Sections 3 addresses the questions: How to measure the level of
nestedness of a given system? How to choose a suitable null model to assess the statistical
significance of the observed level of nestedness? How to maximize the degree of nestedness
of a given network by properly ranking its nodes? Section 7 surveys the methods that
aim to quantify nestedness at a mesoscopic scale, which shifts the question from assessing
whether a given system is nested to finding sub-components of the system such that the
nodes that belong to the found components exhibit a nested interaction topology.
• Modeling the emergence of nestedness. Section 5 deals with possible mechanisms to
explain the emergence of nestedness that have been identified in graph theory, ecology, and
economics. Proposed mechanisms range from optimization principles that postulate that
nodes aim to maximize their fitness [33] or their centrality [25, 36, 80, 81] when choosing
their interactors, to stochastic processes where nestedness is the outcome of duplication
and link randomization processes [34]. No agreement on the main mechanisms behind the
emergence of nestedness has been reached yet.
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Symbol Network science Graph theory Ecology Biogeography
G Network Graph Community Region, archipelago
R, C Two disjoint sets of
nodes
Two disjoint sets of
vertices
Set of active and
passive species
Set of patches and
species
i ∈ {1, . . . , N} Class-R’s node,
Row-nodes
Class-R’s vertex Active species Species
α ∈ {1, . . . ,M} Class-C’s node,
Column-node
Class-C’s vertex Passive species Patches, islands,
sites
S = N +M Network size Graph order Community size
(i, α) Link, edge, bond Edge, arc Interaction Presence
A = {Aiα;Aiα =
1 iff (i, α) is observed}
(Bi-)Adjacency or
Incidence matrix
(Bi-)Adjacency or
Incidence matrix
Interaction matrix Presence-absence
matrix
E =
∑
i,αAiα Number of
links/edges
Graph size Number of pairwise
interactions
ρ = E/(N M) Connectance, Den-
sity
Graph density Fill Fill
Ni = {α|Aiα = 1} i’s Neighborhood i’s Neighborhood Set of i’s partners Set of sites where i
is present
Nα = {i|Aiα = 1} α’s Neighborhood α’s Neighborhood Set of α’s partners Set of α’s present
species
ki =
∑
αAiα Degree Degree, valency Row’s marginal
total or Active
species’ degree
Species frequency
kα =
∑
iAiα Degree Degree Column’s marginal
total or Passive
species’ degree
Site richness
〈kR〉 = N−1∑j kj Average degree of
class-R nodes
Average degree of
class-R nodes
Average rows’
marginal total
Average species fre-
quency
〈kC〉 = M−1∑α kα Average degree of
class-C nodes
Average degree of
class-C nodes
Average columns’
marginal total
Average site rich-
ness
Node i with ki  〈kR〉 Hub Hub Generalist Ubiquitous species
Node i with ki ∼ 1 Low-degree node Low-degree node Specialist Rare species
Oij =
∑
αAiαAjα Common neighbors Common neighbors Rows’ Overlap Rows’ Overlap
Oαβ =
∑
iAiαAiβ Common neighbors Common neighbors Columns’ Overlap Columns’ Overlap
Ξi i’s Community i’s Cluster i’s Compartment
Table 2: Notation for binary bipartite networks. Mathematically equivalent concepts are expressed through
different terms in different disciplines. In this review, we will mostly use the network science nomenclature, yet
we will sometimes switch to the ecology language when presenting results in ecology.
• Implications of nestedness. Section 6 deals with both the implications of nestedness for
network robustness against targeted attacks, for the stability and feasibility of equilibrium
points of mutualistic dynamical processes on interaction networks. In this context, stability
refers to the ability of the system to return to its original equilibrium state after a small
perturbation (local stability) or after a perturbation of any magnitude (global stability);
feasibility refers to the existence of equilibrium points such that all species are represented
by at least one individual. The latter problem is critical to the assessment of the impact
of nestedness on the co-existence of species in ecological systems. The variety of methods
adopted in the literature to tackle these problems has led to variegated conclusions.
The Outlook section will point to the current challenges in research in nestedness as well as the
most promising unexplored directions in the topic.
Due to its interdisciplinary nature, our review encompasses methodologies and findings from
diverse fields. For readers interested in different aspects of nestedness, we provide the following
road-map:
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• A reader interested in the ecological aspects of nestedness analysis may consider reading
the following sections: Sections 2.2 for a short overview of the area; 3 to learn about the
technical aspects of measuring nestedness; 4.2.3 to learn about the relation between nest-
edness and other properties; 5.2 and 5.4 for the main mechanisms that have been proposed
in the ecological literature to explain the observed nestedness of interaction networks; 6 for
the implications of nestedness for systemic robustness, stability, and feasibility; 8 for an
overview of current challenges and open directions in research on nestedness.
• A reader interested in the socio-economic aspects of nestedness analysis may consider
reading the following sections: Section 2.3 for a brief overview of socio-economic networks
of interest; 3 to learn about the technical aspects of measuring nestedness; 4.3 to learn
about the applications of nestedness to predictive problems in socio-economic systems; 5.3
to learn about possible social and economic mechanisms that can explain the emergence
of nestedness in socio-economic systems; 8 for an overview of current challenges and open
directions in research on nestedness.
• A reader interested in the methodological aspects of nestedness analysis may consider
reading the following Sections: 2.1 to learn about the equivalence between perfectly nested
networks, nested split graphs, and threshold graphs; 3 to learn about the technical aspects of
measuring nestedness; 5.1 to learn how to generate perfectly nested networks with different
degree distributions; 7 to learn the technical aspects and main implications of detecting
nestedness at the mesoscopic scale.
• A reader who is already familiar with the literature of nestedness in ecological systems and
would like to catch up with the most recent developments in the topic may consider
reading the following Sections: Section 5 to discover recent mechanisms that have been
proposed to explain the emergence of nestedness in interaction networks; 6 to discover the
recent developments on the implications of nestedness for systemic robustness, feasibility,
and stability; 7 to learn the technical aspects and main implications of detecting nestedness
at the mesoscopic scale; 8 for an overview of current challenges and open directions in
research on nestedness.
The notation of the review for unipartite and bipartite networks is shown in Table 1 and 2,
respectively.
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Research
field
System type Row nodes Column
nodes
Links
Ecology Spatial network, re-
gion
Species Island/site Species occupy is-
lands/sites
Ecology Pollination network Pollinator animal Plant Pollinator polli-
nates plant
Ecology Seed-dispersal net-
work
Frugivore animal Plant Frugivore disperses
plant’s seed
Economics Interbank payment Bank Bank Bank pays bank
Economics Manufacturer-
contractor
Manufacturer Contractor Manufacturer out-
sources activity to
contractor
Economics Trade Country Country Country trades
with country
Economics International trade Country Product Country exports
product
Table 3: Main networks of interest in this review, together with the interpretation of their nodes and links.
Networks where the row- and column-nodes are the same are unipartite.
2. Classes of (potentially) nested networks
In this Section, we present classes of graph-theoretical, ecological, economic and social systems
where a nested architecture has been found. For each of these research fields, we provide a
classification of the types of networks involved, and we mention some of the most representative
papers that pointed out their nested architecture. The main goal of this Section is to provide
readers with a brief introduction to the specific language of the systems studied in this review,
without aiming to be exhaustive. For each of the systems presented below, wherever possible, we
point to Web repositories where datasets can be found (see Appendix A).
2.1. Nested networks in graph theory
This article will focus on the “physical” aspects of nestedness, including the mechanisms that
lead to its emergence and its implications for dynamical processes on networks. While rigorous
results from graph theory will not constitute a central topic, it is instructive to acknowledge the
deep connection between nested networks and classes of graphs that have been widely studied:
threshold and split graphs [79]. The fact that many rigorous results have been obtained for
these two classes of graphs [79] might inspire their application to the analysis of nested ecological
and economic networks. Rigorous theorems on graph theory [82] have been used, for example,
by Staniczenko et al. [83] to motivate the spectral radius of the adjacency matrix as a possible
metric for nestedness (see Section 3.1.4). For the sake of completeness, we also mention that
triangulated planar graphs are also nested networks [84] and can be leveraged for hierarchical
clustering of empirical data [85]. In the following, we narrow down our focus to unweighted
unipartite networks (graphs), and define nested split and threshold graphs.
2.1.1. Nested split graphs
Split graphs have been originally introduced and studied by Fo¨ldes and Hammer [86] and,
independently, by Chernyak and Chernyak [87]. A graph G can be referred to as a split graph if
and only if its nodes can be partitioned into a clique (or dominating set) K and a stable set (or
independent set) S – in this case, one denotes the split graph as G(K,S). In the graph-theoretical
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language, a clique [88] is a subset of nodes such that every pair of nodes that belong to the clique
is connected through a link; a stable set [89] is a subset of nodes such that no two nodes are
connected through a link.
A split graph G(K,S) is referred to as nested split graph [90] if and only if the neighborhoods
of the nodes that belong to the stable set S are nested: given two nodes i and j that belong to
S, if ki < kj , then the neighborhood of i is included in the neighborhood of j4. By definition,
a nested split graph is also a perfectly nested network. Such equivalence will be exploited in
Section 5.1 to introduce a generative algorithm for perfectly nested networks. The fingerprint
of a nested split graph is a stepwise adjacency matrix [91]: a symmetric binary matrix A whose
elements Aij satisfy the property that if i < j and Aij = 1, then Ahk = 1 if h < k < j and h ≤ i.
A stepwise matrix exhibits a peculiar “triangular” shape (see Fig. 1).
2.1.2. Threshold graphs
Importantly, nested split graphs are equivalent to an important class of graphs: the threshold
graphs [79]. Threshold graphs were introduced in the 70s by Chva´tal and Hammer [92]. A graph
is referred to as a threshold graph if and only if there exist non-negative real numbers {wi}, θ
such that a subset U of the nodes is stable if and only if its total weight w(U) := ∑i∈U wi does
not exceed the threshold θ: w(U) ≤ θ. One can prove (Theorem 1.2.4 in the book [79]) that
given a graph G, the property that G is a threshold graph is equivalent to the property that G
is a nested split graph. Therefore, nested split graphs, threshold graphs, and perfectly nested
networks are equivalent.
2.2. Ecological networks
As ecologists are typically interested in studying how species interact with one another and
with their surroundings, networks naturally emerge as a powerful tool to study ecological systems.
We introduce here the basic concepts of three broad classes of ecological networks [9]: mutualistic
networks, antagonistic networks, and spatial networks.
2.2.1. Mutualistic networks
Mutualistic systems are typically represented as bipartite networks composed of two kinds
of nodes, corresponding to animal and plant species. In such networks, mutualism is the key
element: the nodes of one class benefit from the interactions with the nodes of the other class.
Different types of mutualism exist in nature. In line with [9], in this review, we focus on two
main types of mutualistic interactions: pollination and seed-dispersal. Both mechanisms involve
the dissemination of an agent (pollen or seeds) performed by animals, in exchange for nutrients
provided by the plant [93]. Yet, there are fundamental differences between the two types of
interactions: for example, pollen has to be transferred to a very specific location (the stigma of
a conspecific flower), whereas a similar spatial target is not necessary for seeds. We refer to [93]
for an insightful discussion of analogies and differences between the two mechanisms. For our
purposes, we consider mutualistic networks as bipartite networks where animals (”active species”)
interact with plants (”passive species”).
The study of mutualistic systems has a long and fascinating history in ecology5. Nestedness in
both pollination and seed-dispersal mutualistic networks has been found in 2003 by Bascompte et
al. [23]. That finding has spurred a large number of works that have aimed at understanding both
the possible mechanisms behind the emergence of nestedness (see Sections 5.2), and the potential
implications of nestedness for a given mutualistic system (see Sections 6). Some of the conclusions
4In graph theory, one says that vertex j dominates vertex i [79].
5We refer to Chapter One of the book [9] for a historical overview of studies of mutualism in ecology.
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on the impact of nestedness on systemic stability are based on population dynamics models that
describe how the abundances of plant and animal species are affected by the abundances of
their interactors, given a topology of interactions. These models of mutualism are described in
Section 6.2.3.
2.2.2. Antagonistic networks
In contrast with mutualistic interactions, antagonistic pairwise interactions benefit one species
to the detriment of the other. We focus here on two classes of antagonistic networks: food webs
and host-parasite networks.
Food webs. While early studies of food webs date back to the first half of the XX century [9],
analysis of the structure and stability of food webs intensified in the 70s, also fueled by May’s
fundamental theoretical work on the stability-complexity relation [94] (see Section 6.3.1). The
simplest type of food web is a unipartite directed network where a directed link from species
i to species j means that species j preys on species i [11]. If a set of species of interest preys
on and is predated by the same sets of species, mostly, one can coarse-grain the network by
representing the set of species of interest as a single node, referred to as trophic species [11]. This
unipartite directed network is typically referred to as community food web. Besides, ecologists
have considered subsets of a complete food web by selecting, for example, a specific type of
“resource” species (e.g., plants), and all the species (e.g., herbivores) that consume the resource
species. The resulting bipartite networks are typically referred to as resource-consumer [23] or
source/sink networks [11, 47].
The ecological literature has reported mixed findings on the nestedness of resource-consumer
networks. Bascompte et al. [23] found that their level of nestedness is significantly lower than
that of mutualistic networks. This finding has not been confirmed by a subsequent study by
Kondoh et al. [95], who found that the degree of nestedness of trophic is comparable to that of
mutualistic networks. As the nestedness of mutualistic networks has been attracted substantially
more attention than that of food webs, we mainly focus on mutualistic networks in this article.
Host-parasitoid networks. Parasitoids represent a special type of predators: they lay their eggs
inside, on the surface of or near their hosts, and the feeding larvae use their host as food [9].
This kind of interaction has been widely studied in ecology. As being based on antagonistic
interactions, one would expect host-parasitoid networks to exhibit substantially different struc-
tural patterns compared to mutualistic networks [9, 96]. Yet, some studies [97, 98] found that
host-parasite networks can exhibit a nested structure, and scholars have investigated possible
dynamical mechanisms that could lead to its emergence [99].
2.2.3. Spatial networks
From a historical standpoint, following the seminal work by Patterson and Atmar [21], spatial
networks constitute the first class of systems where nestedness has been extensively studied. The
particular class of spatial networks which has been studied by means of nestedness analysis is
species distribution bipartite networks: such networks are composed of two classes of nodes, one
representing species, and the other one representing habitat patches (such as islands). In this
review, spatial networks will be often discussed in the Sections concerning distance-based metrics
for nestedness (Section 3.1.2) and null models (Section 3.2), yet surveying all the mechanisms
that have been proposed to explain the nested structure of spatial networks falls outside the scope
of this article.
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Figure 11: Adjacency matrices (sorted by the eigenvector centralities of the nodes) for the Austrian banking
network, the global network of banks obtained from the Bank of International Settlements (BIS) locational
statistics, the GDP trade network and the arms trade network (from left to right). All adjacency matrices
are significantly nested.
connectivity. They also show a relatively high clustering and the clustering degree distribu-
tion is decreasing with the degree (see Figure 12). An important feature of these networks
is that they all show a high degree of nestedness. This can be witnessed from the adja-
cency matrices depicted in Figure 11, which resemble the nested matrices we derive from
our theoretical model (see Figure 2). Similarly, when we compare the networks simulated
from our model (see Figure 3) and the ones described in real-world networks (Figure 10),
they are relatively similar (in terms of a clear core-periphery structure indicating nested-
ness).45 A more quantitative measure of nestedness confirms this observation by showing
that all networks are significantly nested. We have computed the degree of nestedness
by calculating the matrix temperature Tn using the BINMATNEST algorithm proposed by
Rodr´ıguez-Girone´s and Santamar´ıa [2006]. Typically, the lower the temperature Tn, the
higher the degree of nestedness. For the network of Austrian banks we obtain Tn = 0.05, for
the network of banks from BIS statistics we get Tn = 0.75, for the GDP trade network we
obtain Tn = 7.26, and for the arms trade network Tn = 1.72. This indicates that the net-
works of banks have the highest degree of nestedness. However, comparing Tn for matrices
of different density and size can be difficult. Instead, one can compute the probability of
a certain degree of nestedness being generated at random. For all the networks considered
we obtain a p-value not distinguishable from zero (using 500 null matrices) showing that
all empirical networks are significantly nested.46
We then estimate the main parametersΘ ≡ (α, ζ) of our model by using the Likelihood-
Free Markov Chain Monte Carlo (LF-MCMC) algorithm suggested by Marjoram et al.
[2003].47 The purpose of this algorithm is to estimate the parameter vector Θ of our
45We have performed a k-core decomposition of the empirical networks. A k-core is a maximal subnet-
work in which all nodes have a degree of at least k with the other nodes in the subnetwork. Examining the
k-cores with increasing values of k does not split the network into separate components. This is another
indicator for the nested structure observed in these networks.
46See Rodr´ıguez-Girone´s and Santamar´ıa [2006] for further details of the BINMATNEST algorithm.
47See Sisson and Fan [2011] for an introduction to LF-MCMC and Chib [2001] for a general discussion
of MCMC approaches in econometrics.
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Figure 2: The adjacency matrices of four economic unipartite networks; their rows and columns have been sorted
by degree. From left to right, the Austrian banking network; the global network of banks obtained from the Bank
of International Settlements (BIS) locational statistics, the world trade network and the arm trade network. All
these networks exhibit a significant level of nestedness. Reprinted from [25].
Their comparison with standardmonetary indices can be interpreted
as the potential for growth. Themethod represents a new pproach to
the fundamental analysis of countries’ productive systems and it also
introduces a non-monetary classification of product complexity.
Furthermore we can define an effective measure for the Complexity
of the products filtering out monetary biases from the product com-
plexity definition such as labor cost, price market speculation, eco-
nomical inefficiencies of commodities pricing, etc.
Results
The basic idea is to define an iteration process which couples the
Fitness of a country Fc to the Complexity of a product Qp and then
obtain the fixed point values. For the Fitness Fc it is natural that this is
proportional to the sum of the products exported weighted by their
complexityQp. ForQp the situation is more subtle. To a first approxi-
mation, the complexity of a product is inversely proportional to the
number of countries which export it. In addition, if a country has a
high fitness this should reduce the weight in bounding the complex-
ity of a product, and the countries with low fitness should strongly
contribute to the bound on Qp. These ideas9 are summarized in the
iteration of Eqs. 1.
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This iterative method is composed of two steps at each iteration: we
first compute the intermediate variables ~F nð Þc and ~Q
nð Þ
p and then nor-
malize them. The initial conditions are ~Q 0ð Þp ~1 Vp and ~F
0ð Þ
c ~1 Vc.
The elements Mcp are the elements of the binary country-product
matrix M: they are 1 if the country c exports the product p and 0
otherwise (see Methods for the mathematical definition of the
matrix). We have tested numerically that the fixed point of this
coupled maps is stable and not dependent on the initial condition.
Given the fact that we want the less complex exporters to give a
dominant contribution to the product complexity, the non-linearity
of our coupled maps is a fundamental mathematical property that is
unavoidable in view of the economic diversification problem. In
particular, the definition of Q seems to us the simplest and most
natural way to implement the desired behavior: the sum in the
denominator is dominated by the producers with the lowest fitness
and increases as the total number of exporter increases, thus con-
sidering the ubiquity of the product. Finally inverting the summakes
Q coherent with its positive meaning of complexity. In contrast,
previous attempts2 were based on a linear iteration that, by construc-
tion, contracts the information and is inconsistent with the economic
criteria of relating the complexity of a product to the complexity of its
producers. The need of a non-linear framework was also preliminary
indicated in8. At the end of this section we show a detailed compar-
ison between the results of the two methods run on the same dataset,
and discuss how they are in favor of the non linear iterations.
Moving to the results, a preliminary comment is to be made. We
showmainly how our results are more consistent, compared to those
obtained ith the linear method, with the framework of economic
complexity whichHidalgo andHausmann proposed. This ismade by
both formal arguments and a qualitative comparison to standard
macroeconomical analysis of the economy of countries. However,
a systematic validation, in terms of the ability of the algorithm to
predict growth as a result of development, is a complex matter which
deals with the heterogeneous dynamics to which economies in dif-
ferent phases are subject. We will enter in the details of such analysis
in future works. The first result that we find through this approach is
th t we can more convincingly reproduce the difference between
different countries (Fig. 2d) by broadening the distribution of Fc
and Qp from the initial state towards a Pareto-like distribution as
expected from experimental observations. In fact, as exemplified by
the illustrative Fig. 2c, we expect that the iterative method, which
adds more information about the complexity of products at each
step, will tend to separate countries with respect to the starting point,
differently from the procedure of HH. As an example we can con-
sider USA and Nigeria. USA has a more diversified export basket
with respect to Nigeria and likely, on average, the complexity of its
products is higher than the one of Nigeria. Therefore the next itera-
tion should necessarily increase the gap between Nigeria and USA
with respect to the starting point. This way of reasoning holds for all
the orders of the iterativemethod. On this account in Fig. 2dwe show
the evolution of the distributions of the variable kc (HH) and our
countries’ fitness. It is clear that only our method is consistent with
the expected behavior shown in Fig. 2c.
Another important element is that our method leads naturally to
Pareto-like (power law) distributions which are an epitome of real
Economic Complexity10,11. The fact that this type of results are a
natural outcome of our theory is an important test of its validity.
The Pareto-like features of our metrics are shown in Fig. 3a–b–c
where we report the rank-size laws for the non-monetary fitnesses,
the weighted fitnesses and the complexity of products in the binary
andweighted case. By weighted fitness wemean the weighted version
of our metrics which complements the results of the non-monetary
case. The weighted fitness and complexity are obtained as the non-
monetary partners by iterating eqs. 1 using the matrix W instead of
M. The elements of W are defined as share of the country c of the
world export of the product p (see Materials andMethods for further
discussions). We point out that, while the non-monetary metrics
gives a sort of intensive (or per capita) information on the level of
competitiveness of a country, the weighted one instead partly repre-
sents an extensive piece of information of the country. In detail the
countries are weighted according to the fraction of export within the
set of exporters of a fixed product p, but we are still intensively
treating the total export volume of different products since the
sum of the weights over all the exporters of a product is equal to 1
Fig re 1 | Diversification vs Specialization. According o the standard
analysis the speci lizatio of countries on few specific products should be
an optimal strategy but this is valid only in a static situation. The strongly
dynamical situation of the world market suggests that flexibility and
adaptability are even more important to be the most competitive while the
ones specialized on those few products exported by almost every country
are the poorest. On this account mainstream theories would predict an
almost diagonal binary country product matrix while, ordering rows and
columns with respect to our metrics for countries’ fitness and products’
complexity we observe a triangular-shaped matrix. The matrix is built
fr m the xport flows of the year 2010 and the products re cat gorized
according to theHarmonized System 2007 coding system at 4 digits level of
coarse-graining.
www.nature.com/scientificreports
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Figure 3: The (bi-)adjacency matrix of the bipartite country-product network (BACI dataset, year 2010), where
the rows (countries) and columns (products) have been sorted according to the fitness-complexity algorithm (see
Section 3.3.2). The existence of highly-diversified countries (top rows) contradicts the standard view t at t e
wealthiest countries should focus o trading few products with a high degree of specialization [100]; ins ead, the
data show that the most developed countries tend This finding is the basis for capability-based models that aim
to explain the topology of the ountry-product netw rk (se Section 4.3.4). R printed from [24].
2.3. Socio-economic networks
Nestedness has been long-studied in ecology, at the point that it is widely regarded as a central
structural trait for ecological network analysis. At the same time, it has recently attracted interest
in the analysis of soci l and economic systems [2 , 25, 29, 32].
Both unipartite and bipartite socio-economic networks can exhibit significant levels of nested-
ness. Significant levels of nesteness have been found in various classes of socio-econo ic unipartite
networks (see Fig. 2 for an illustration), including: interba k net orks [25], the country-country
world trade network [25] nd the worldwide arm trade network [25]. Bipartite networks that
exhibit significant neste ness include th country-product export network [24, 26, 29] (see Fig. 3
for an illustration), manufacturer-contractor networks [27], firm-location spatial networks [29],
firm-user-meme etworks in s cial media latforms [32].
This is particularly intriguing because it suggests that socio-economic and ecological sys-
tems can exhibit qualitatively comparable structures, which can be useful both to understand
their common robustness properties, and to design effective strategies to prevent catastrophic
events [101].
2.3.1. Country-level trade networks
World trade datasets usu lly feat re the volume of exports of products between countries
over multiple years. From the raw data, one ca then build a country-country trade network or
a country-product bipartite network, as detailed below. We refer t A for the links to publicly
available world trade datasets.
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Unipartite trade networks. The structure of the International Trade Network has been widely
studied, both from the country-country and from the country-product perspective. Given pub-
licly available data on the export of products from one country to another, it is possible to
construct unipartite country-country networks where nodes represent countries, and links be-
tween countries represent the existence of a trade exchange of a product between the two (binary
network representation) [102], or the total volume of export between the two countries (weighted
network representation) [103]. Scholars have investigated several structural properties of unipar-
tite trade networks, including their community structure [104], their centralization [105], their
clustering coefficient [102].
Importantly, De Benedictis and Tajoli [105] studied the temporal evolution of the trade net-
work, finding a strong and increasing heterogeneity of the countries’ number of partners. Squartini
et al. [102] found that most of the structural properties of the binary country-country network
can be traced back to its degree sequence, whereas the same does not hold for the weighted
representation where higher-order structural patterns cannot be explained by the countries’ total
export volumes [103]. Ko¨nig et al. [25] found that the binary country-country network exhibits
a significantly nested structure, and proposed a network formation model to explain its topol-
ogy [25, 36] (see Section 5.3.1). Beyond the widely-studied World Trade network, other unipartite
trade networks have been considered in the literature. For instance, some scholars [25, 106] have
investigated the topology of the global arm trade network, finding that it exhibits a significantly
nested structure.
Besides aggregate trade networks, there is a growing interest in the topology of the trade
networks for specific products [107] and industries [108]. Recent studies suggest that the trade
networks of more sophisticated products are typically more centralized [109] and nested [107]
than those of less complex products. While positive, the correlation between product complexity
(as determined by node importance metrics, see Section 3.3.2) and trade-network centralization
is far from being perfect [107, 109], which suggests that complexity and nestedness may provide
complementary information on a product.
Bipartite trade networks. Another way to look at World Trade data is to study the bipartite
country-product network where countries are connected with the products they export. While
the input data for this analysis are typically weighted, scholars have introduced procedures to
“binarize” the network: for example, one can add a binary link from country i to product α
if and only if the relative share of the product in the export basket of country i is larger than
the World’s average share [110]. Scholars have investigated the nested structure of the country-
product network [29, 52, 111, 112] (see Section 4.1.1), proposed generative mechanisms to explain
its emergence [51, 52] (see Sections 4.3.4-5.3.4), and investigated its dependence on data regu-
larization procedures and product aggregation schemes [113]. Besides, a recent stream of works
have introduced and studied ranking algorithms for countries and products that enhance the
nestedness of the country-product matrix [24, 114–117] (see Sections 3.3.2, 6.1.2).
The nested structure of the country-product network has deep implications for economic theo-
ries. Back in the XIX century, the comparative advantage theory by Ricardo [118] predicted that
countries benefit from specializing on the products on which they have a comparative advantage.
Besides, based on the found U-shape relationship between metrics for country diversification and
income, Imbs and Wacziarg [119] claimed that “poor countries tend to diversify, and it is not
until they have grown to relatively high levels of per capita income that incentives to specialize
take over as the dominant economic force.” On the other hand, the empirical organization of
the country-product network reported by recent literature [24, 29] (see Fig. 3) indicates that, in
fact, the most developed countries are highly diversified: they exhibit diverse export baskets by
having a revealed comparative advantage [120] over a large number of products. By contrast,
developing countries are only competitive in the export of products that are also exported by
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highly-diversified countries. Recent predictive schemes [45, 121, 122] based on network-based
ranking algorithms suggest that country diversification is strongly correlated with the “economic
fitness” of a country, and a country whose economic fitness is larger than that of countries with
a similar level of development tend to economically grow in the future (see Section 4.3.3).
2.3.2. Contractor networks
In many economic systems, production is outsourced, which means that a firm “outsources”
a part of its internal activity to an external company [123]. Scholars have identified both benefits
and negative effects of outsourcing; we refer the interested reader to [123] for a review. Impor-
tantly for the present article, one can build a network that connects the firms (“contractors” or
“designers”) to the manufacturing firms (“manufacturers”) that perform parts of the contractors’
internal activities [27, 124].
Uzzi [124] analyzed the network of resource exchange between New York apparel firms over
almost two years (1990-1991). He was interested in determining whether the structure of the
transaction network can predict firms’ failure. He found that (1) firms whose transaction volume
is more heterogeneously distributed across the other firms (i.e., more generalist firms) are less
likely to fail than firms that tend to only interact with few other firms (i.e., more specialized
firms); (2) The topology of the partners’ neighborhood heavily affects the probability that a firm
fails: firms that are less likely to fail have neither too specialist nor too generalist partners.
By analyzing a 15-year designer-contractor dataset in the New York garment industry, a
later study [28] revealed that the probability of firm failure is strongly affected by the firm’s
contribution to the overall nestedness of the manufacturer-contractor network (see Section 4.3.1).
Besides, Saavedra et al. [27] found that manufacturer-contractor networks exhibit a significant
nested structure, and proposed a parsimonious model with bipartite cooperation to explain the
emergence of these structures (see Section 5.2.2).
Beyond designer-manufacturer networks, one can study other systems of contractors that
involve a buyer and a seller. For example, Herna´ndez et al. [125] an 18-month dataset from
the Boulogne-sur-Mer fish market. This fish market has the unique feature that the fish is sold
through an auction directly from the buyers to the sellers, and transactions are daily recorded.
Intriguingly, the aggregate buyer-seller network exhibits a significantly nested architecture, which
excludes the emergence of blocks that would correspond to “niche” markets [125].
2.3.3. Interbank networks
Understanding the topology of interbank networks is critical to assess their robustness, re-
silience, and effectiveness. Sorama¨ki et al. [31] built an interbank transaction network based on
the Fedwire Funds Service, a real-time gross settlement service. The topology of the network is
shown in Fig. 4: it exhibits a clear distinction between a core of densely interconnected nodes,
and a periphery of low-degree nodes that are only connected with nodes that belong to the core.
Besides, the network is disassortative, meaning that high-degree nodes tend to be connected with
lower-degree nodes, on average, than low-degree nodes (see Section 4.1.2). The network, therefore,
exhibits two properties – core-periphery structure and disassortativity – that are strongly cor-
related with nestedness (see Sections 4.1.2-4.1.3); similar structural properties have been found
in diverse interbank transaction and trade networks by subsequent studies (see [126–129], for
instance).
Importantly, the core-periphery structure of interbank networks reveals important insights
about financial crises: for example, Fricke and Lux [128] showed that the decline of interbank
lendings during the 2008 financial crisis was mostly due to the core banks reducing their number
of active outgoing links; Kojaku et al. [130] found that in correspondence of the 2008 crisis, the
Italian interbank network transitioned from a structure with multiple core-periphery structures
(see Section 7.3.3) to a bipartite structure [129] where transactions are mostly established between
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4. Topology characteristics
The large number of nodes and links makes detailed analysis of the structure by visualization difficult and
comparisons across time and between networks almost infeasible. The complexity of our network leads us to
consider statistical measures. In this section, we describe a series of commonly used statistical measures of
topological characteristics for the interbank payment network.
4.1. Components
Definition: A starting point for the quantitative analysis of a network is to partition the set of nodes into
components according to how they connect with other nodes. Dorogovtsev et al. [20] divide a network into a
single giant weakly connected component (GWCC) and a set of disconnected components (DCs). The GWCC is
the largest component of the network in which all nodes connect to each other via undirected paths. The DCs
are smaller components for which the same is true. In empirical studies the GWCC is found to be several
orders of magnitude larger then any of the DCs [21]. This is also the case here.
The GWCC consists of a giant strongly connected component (GSCC), a giant out-component (GOUT), a
giant in-component (GIN) and tendrils. The GSCC comprises all nodes that can reach each other through
a directed path. A node is in the GOUT if it has a path from the GSCC but not to the GSCC. In contrast,
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Fig. 2. Core of the Fedwire interbank payment network; largest undirected links totaling 75% of daily value transferred [39].
K. Sorama¨ki et al. / Physica A 379 (2007) 317–333320
Figure 4: The topology of the US interbank payment network (first quarter of 2004). The figure only shows the
undirected links that represent the 75% of th total transaction flows. The n twork exhibit a clear core-periphery
structure, with a core of densely interconnected nodes, a d a periphery of nodes that are only connected with the
core nodes. This topology can be co sidered as a special case of a nested topology (see Section 4.1.3). Reprinted
from [31].
the core and periphery banks. The core-periphery structure can be considered as a particular
case of nestedness (see Section 4.1.3), which suggests that interbank networks exhibit a significant
level of nestedness as well. This hypothesis was recently corroborated by Ko¨nig et al. [25] who
found that both an Austrian interbank network and the global banking network are significantly
nested.
2.3.4. Spatial networks
In a similar way as spatial ecological networks connect spatial regions with the species that
inhabit them, spatial economic networks connect spatial regions to the economic activities that
are developed in them [29, 30]. Bustos et al. [29] built a Chilean municipality-industry network
by considering an industry i as present in a given municipality α if at least one firm classified in
industrial classification i declared municipality α as its tax residence. In this way, approximately
700 different industries were connected with Chile’s 347 municipalities [29]. They found that the
resulting bipartite network exhibits a significantly nested structure, and exploited this property
for link prediction, i.e., to predict the appearance and disappearance of industries in municipalities
(see Section 4.3.2).
In a similar spirit, Garas et al. [30] built a city-firm network where 21 economic activities were
connected with 1, 169 cities in the world; also this network turned out to be significantly nested.
From a node-level perspective, Gao and Zhou [131] analyzed a bipartite network connecting
industries with the 31 Chinese provinces, finding that ranking algorithms that seek to maximize
the adjacency matrix nestedness (like the fitness-complexity algorithm [24]) provide a node score
that is highly correlated with province-level macroeconomic indicators.
2.3.5. Communication networks in organizations
In social science, the idea that different topologies of communication networks lead to different
performances of groups of individuals is not recent. Already in 1941, Leavitt [132] tested the
performance of groups of individuals arranged in different communication topologies in solving
puzzles. He found that a network with a star-like structure (”wheel structure” in [132]) performed
better than more decentralized networks: the presence of a “generalist” who could be quickly
reached by the other nodes seemed to speed up the problem-solving process. As reminded by
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Borgatti et al. [133], later studies have shown that as the complexity of the puzzle increases,
decentralized networks tend to perform better.
This idea has motivated researchers to investigate how the structure of organizations impacts
their performance and ultimate success. Importantly, organizations are made by the individuals
who coordinate and constantly enhance internal knowledge. Communication networks (with or-
ganization members being nodes and communication events, as a proxy for information exchange,
being links) play an important role in the structure of organizations. This fact has originated in
the implicit knowledge that resides in the organization, which becomes uncovered by the patterns
of communication [134].
Kogut and Zander [134] suggested that economic firms are “social communities in which
individual and social expertise is transformed into economically useful products and services
by the application of a set of higher-order organizing principles”. Thus, firms exist because of a
social community structured “by organizing principles that are not reducible to individuals” [134].
Firms are better in sharing and transferring knowledge among individuals than markets due to
a fundamental dilemma: while higher specialization increases productivity due to the division
of labor, it also increases the costs of communication and coordination among the agents [135].
Extant research has shown that the formal and informal networks of communications vastly
differ [136, 137]. The topology of this network, therefore, plays a role in determining the global
properties of the organization.
Empirical work has found that intra-firm informal communication networks exhibit properties
compatible with nestedness [43, 138]. This is compatible with theoretical arguments mimicking
how these networks evolve [36]. From a managerial perspective, an important question for fu-
ture research is to assess whether nested communication flows are beneficial or harmful to the
organization’s efficiency.
2.3.6. Online communication networks and software development
Online social networks and social media platforms offer us an unprecedented amount of data
on human activity. Often, these data come with fine-grained temporal information, which allows
us to study how network topology varies over time. Valverde and Sole´ [139] have analyzed the net-
work structure of Open-Source software development communities. They found that the system
exhibits a strongly hierarchical structure where “an elite of highly connected and mutually com-
municating programmers control the flow of information generated by the OS community” [139].
Besides, the network is disassortative, which means that the average degree of the low-degree
nodes’ neighbors tends to be larger than that of the high-degree nodes’ neighbors. Both proper-
ties are compatible with nestedness; these results suggest that communication networks between
online community members might be a future field of application for nestedness analysis.
A different relevant network for analyzing software development is the network of dependencies
and conflicts between software packages in a given operating system. The temporal evolution of
the modularity of this network has been also investigated by Fortuna et al. [140] who found
that for the Debian GNU/Linux operating system, both modularity and the number of modules
increased over time.
In the context of social-media analysis, Borge-Holthoefer et al. [32] studied the temporal evo-
lution of nestedness and modularity for a bipartite user-hashtag network collected from Twitter.
They created the bipartite network by collecting the memes related to the 2011 civil protests
in Spain within a two-month time window (see [32] for the details). They found that a sharp
transition from a modular to a nested topology occurs in the vicinity of a critical event – see
Section 4.1.4 for details.
More recently, the temporal evolution of topological properties of Twitter communication
networks has been investigated by Bastos et al. [141]. They focused on the centralization of the
user-user communication network (relative to a specific topic, agriculture) in relation to the differ-
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ent level of specialization of shared information (as determined by unsupervised text classification
techniques). Intriguingly, they found that a more centralized topology emerges when discussions
become more technical, whereas generic discussions unfold over decentralized topologies. Their
results confirm the premises of classical diffusion theories (see Chapter 9 in [142]) that posit that
more centralized topologies are more appropriate for the dissemination of innovations that involve
a high level of technical expertise.
2.4. Other classes of networks
Beyond ecological and socio-economic systems, other classes of networks have been found to
exhibit nestedness. Kamilar and Atkinson [143] recently analyzed various datasets on the distri-
bution patterns of cultural traits across populations of humans, chimpanzees, and orangutans.
They found that for humans and chimpanzees, these patterns are significantly nested, meaning
that “cultures with a small repertoire of traits tend to comprise a proper subset of those traits
present in more complex cultures” [143]. The same does not hold for orangutans, and we refer
to the Discussion section in [143] for a detailed discussion of the possible reasons behind this
discrepancy.
Cantor et al. [144] recently brought nestedness analysis to unipartite biological networks from
six different levels of biological organization representing gene and protein interactions, complex
phenotypes, animal societies, metapopulations, food webs and vertebrate metacommunities [144].
They found that nestedness emerges at various biological scales, and emphasized the importance
of understanding the basic mechanisms behind its emergence.
The core-periphery structure has received much attention in brain networks [145] where it
has been found that the separation between temporal core and periphery changes can be used to
predict individual differences in learning success. As we shall see in Section 4.1.3, a core-periphery
topology is a special case of a nested topology.
Johnson et al. [146] analyzed various unipartite and bipartite networks of different types,
including food webs, brain networks, metabolic networks, transportation networks and some
popular network datasets (like the Zachary’s Karate Club network [147] and a collaboration
network of Jazz musicians [148]). They found that a number of them exhibit significant nestedness
– their detailed results can be found in the appendix S5 of their article [149].
In principle, any unipartite or bipartite network can be analyzed by means of nestedness
metrics and null models. While, so far, the emergence and implications of nestedness have been
mostly investigated in ecological and, more recently, socio-economic networks, we envision that
they may gain additional interest from other research areas.
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3. Observing nestedness: metrics and null models
While perfectly nested networks can be unambiguously defined, they are rarely found in
nature. Yet, many real networks exhibit highly-ordered structures where many pairs of nodes
respect the definition of nestedness. This means that in such networks, given two nodes i and j
such that ki < kj , most of node i’s neighbors are also neighbors of node j. In these highly but
imperfectly nested structures, the way we measure the level of nestedness can heavily affect our
conclusions on the significance of the pattern and its relevance. This leads to several questions:
how to best measure the degree of nestedness in real networks that are not perfectly nested?
How to compare the level of nestedness across datasets of different size, density, and degree
distribution? What is the impact of more basic network properties (e.g., degree distribution) on
the observed levels of nestedness?
This Section tackles these questions by providing an overview of the metrics (Section 3.1)
and null models (Section 3.2) that have been introduced with the explicit goal to quantify the
level of nestedness of a given system. Starting with the unexpected absences metric by Patter-
son and Atmar [21], we will survey various nestedness metrics including the popular nestedness
temperature [22, 70], NODF [150], and spectral radius [83]. Most of these metrics were originally
introduced in the ecological literature, yet their realm of application has extended to economic
and social networks.
In relation to the null models, there has been an intense debate in the ecological community
over which null model should be preferred to infer the significance of the observed values of
nestedness metrics [48, 61, 62]. We will cover the main strength and weaknesses of the available
null models. The discussion will be further deepened in Section 4.1.1, where we will discuss the
statistical relation between the degree distribution and nestedness.
Besides, as we have pointed out in the Introduction, one can also re-arrange the rows and
columns of a given networks in such a way to minimize the number of violations of the nest-
edness condition. Such reshuffling of rows and columns can be interpreted as a node ranking
algorithm, and it has important implications for the identification of vulnerable species in eco-
logical systems [71], of competitive countries in international trade [24], and for the effectiveness
of targeted attacks on the network6 [71, 72]. The results of a quantitative comparison of existing
ranking algorithms for bipartite networks [73] are presented in Section 3.3.
3.1. Metrics to quantify nestedness
In line with Ulrich [48], we classify metrics for nestedness into four main categories: gap-
counting metrics (Section 3.1.1), overlap metrics (Section 3.1.3), distance metrics (Section 3.1.2),
and eigenvalue-based metrics (Section 3.1.4). In principle, all these metrics apply to any binary
matrix. For the sake of generality, unless otherwise stated, the definitions provided below refer
to bipartite binary networks. The corresponding definitions for unipartite binary networks can
be readily obtained by identifying the row-nodes with the column-nodes. Not all the metrics
below have been generalized to weighted networks, yet we will provide some instances of metrics
adopted in weighted networks7.
Before defining the metrics, an important caveat that applies essentially to all of them is that
each of them generally depends on basic network properties such as network size, density, and
degree distribution; in order to compare nestedness metrics across networks of different size and
density, performing a statistical analysis with a null model is a necessary step – this fundamental
6The role of ranking algorithm for the identification of structurally important and vulnerable nodes is discussed
in Section 6.1.2.
7W-NODF [151] and spectral radius [83]: see Sections 3.1.3 and 3.1.4, respectively.
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Figure 5: An example of calculation of N0 (left) and N1 (right panel). Rows and columns are ordered by degree.
Left, N0. We scan each row from right to left. For each row i, we consider the filled spot (1) that corresponds to
the column βmin(i) with the smallest degree; each zero at the left of such column, if it corresponds to a column
α with degree kα > kβmin(i), contributes to N0. Right, N1. We scan each row from left to right. For each row i,
we consider the empty spot (0) that corresponds to the column βmax(i) with the largest degree; each one at the
right of such column, if it corresponds to a column α with degree kβmax(i) > kα, contributes to N1.
aspect is deepened in Section 3.2. To prevent redundancy, we will avoid repeating this caveat for
each of the metrics defined below, yet the conscious reader needs to always keep it in mind.
3.1.1. Gap-counting metrics
Gap-counting metrics build on the observation that the empty and filled regions of a perfectly
nested matrix are perfectly separated, as it is evident from the illustration in Fig. 1. This implies
that there are no ”absences” (i.e., empty spots) in the filled region, and no ”presences” (i.e.,
filled spots) in the empty region. One can, therefore, evaluate the degree of nestedness of a given
network by counting the number of violations of this property.
Unexpected absences and presences. The number of unexpected absences N0 introduced by Pat-
terson and Atmar [21] counts how many times a node i is not a neighbor of a node α that
has larger degree than its lowest-degree neighbor βmin(i) (i.e., kβmin(i) := minα:Aiα=1{kα}). In
formulae,
N0 =
∑
i
∑
α
(1−Aiα) Θ(kα − kβmin(i)). (1)
In this formula, the sum over α is restricted to the pairs such that kα > kβmin(i) through the
Heaviside function Θ(kα − kβmin(i)), where Θ(x) = 1 if x > 0, Θ(x) = 0 if x ≤ 0. For each
contribution to the sum, the (1−Aiα) factor excludes node i’s neighbors. Importantly, Patterson
and Atmar notice that their nestedness metrics is a sum over the contributions from all the indi-
vidual nodes, which implies that one can compare the contributions to nestedness from different
individual nodes. A graphical illustration of the N0 metric can be found in Fig. 5.
A complementary perspective is offered by the number N1 of unexpected presences [152]
metric which counts how many times a node i is neighbor of a node α that has smaller degree
than its largest-degree non-neighbor βmax(i) (i.e., kβmax(i) := maxα:Aiα=1{kα}). In formulae,
N1 =
∑
i
∑
α
Aiα Θ(kβmax(i) − kα). (2)
A graphical illustration of the N1 metric can be found in Fig. 5.
One can also combine unexpected absences and presences into a single nestedness metric.
This was done by Cutler [152], who considered one single node i of intermediate degree. In line
with the definition of nestedness, absences of node i’s neighbors from the neighborhood of nodes
with larger degree are counted as unexpected absences (UAi ), whereas occurrences of node i’s
non-neighbors in the neighborhoods of smaller-degree nodes are counted as unexpected presences
(UPi ). One chooses the node i
∗ that minimizes the sum of unexpected absences and presences
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Figure 6: An example of calculation of the number of discrepancies, D [154]. From the original matrix (left panel),
one constructs a corresponding perfectly nested matrix (right panel) by shifting, for each row, all its filled elements
to the right. The elements of the observed matrix that do not match the corresponding ones for the perfectly
nested matrix are interpreted as “discrepancies” (marked in red in the left panel).
UTi = U
A
i + U
P
i ; accordingly, the degree of nestedness is defined as U := mini U
T
i = U
T
i∗ . The
U metric can be interpreted as the minimum number of steps to convert (either by filling empty
spots or by deleting filled spots) the matrix in hand into a perfectly nested matrix.
Number of departures. For an ordered matrix, the number of departures, D, is defined as the
number of times the absence of a node is followed by its presence in the neighborhood of the next
lower-degree node [153]. Simply, the number of departures is the number of times the ith row
does not interact with column α but the (i+1)th row (ki+1 < ki) does. Lomolino [153] estimated
the statistical significance of nestedness for each matrix by comparing the measured D values
with those obtained for randomly-ordered matrices. In the randomization, species distributions
are unaltered, but islands are randomly ordered with respect to isolation and area. He calculated
the normalized number of departures of each ordered matrix as:
N = 100 (R−D)
R
, (3)
where D is the number of departures in the ordered matrix and R is the mean number of depar-
tures for randomized networks.
Deviations from a perfectly nested matrix. A perfectly nested matrix is one where the filled
elements in each row are found as far to the left as possible, and the filled elements in each
column are found as far to the top as possible. Motived by such perfectly nested structure,
Brualdi and Sanderson [154] construct, for a given adjacency matrix A, a perfectly nested matrix
P by shifting the filled elements of A as far to the left as possible, while keeping their row fixed.
Such shifting procedure generates matrices where each row-node i has the same degree ki as the
original matrix P, but the first ki elements of row i from the left are filled. The discrepancy of
a given matrix A can then be computed by summing over the rows the unexpected absences in
each row i, i.e., the number of zeros observed in the first ki elements from the left. In formulas,
D =
∑
i
ki∑
α=1
(1−Aiα). (4)
An illustration of the metric is provided in Fig. 6. Brualdi and Sanderson [154] assessed the
statistical significance of the metric by comparing its observed value with its mean value in
randomized networks generated with a null model that preserves exactly the row-nodes’ and
column-nodes’ degree (Fixed-Fixed model, see Section 3.2.1).
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temperature is given in ‘degrees’ (Atmar & Patterson, 1993).
However, matrix temperature is a percentage, and as such is an
non-dimensional quantity, and we will therefore avoid giving
any units to it.
The isocline of perfect order is ‘a line of smoothest
transition’ drawn from (0.5/m, 0.5/n) to ((m ) 0.5)/
m,(n ) 0.5)/n), and such that the area of the unit square
above the line exactly equals the fill of the matrix, / (Atmar &
Patterson, 1993). This definition is, however, ambiguous. To
start with, given two continuous functions, f and g, and given
that the derivatives f n and g n exist for all n, we know of no way
to decide which function is ‘smoother’. We take ‘a line of
smoothest transition’ to imply a strictly monotonic function
[i.e. a function f such that f(x) > f(x¢) if and only if x > x¢],
with no inflection point [i.e. always concave or always convex
in the interval (0, 1): this seems to be implied by the assertion
that the isocline of perfect order will be concave or convex
depending on whether the fill of the matrix is smaller or
greater than 0.5 (Atmar & Patterson, 1993)], and with no
singularities in (0, 1). Even with these restrictive specifications,
the isocline of perfect order is not uniquely defined: infinitely
many functions, for instance a polynomial or an exponential
function, could be found satisfying all the requirements. The
ambiguity in the definition of the isocline of perfect order is
intrinsic, and essentially it derives from the fact that two
perfectly nested matrices of the same dimension and fill need
not be equal.
Let us assume, for the time being, that we can actually
calculate the isocline of perfect order. Then, a matrix element
Mij is ‘unexpected’ if it denotes a presence below the isocline
or an absence above it. The unexpectedness uij of such an
element depends on how far from the isocline it lies. To be
precise,
uij ¼ dij
Dij
 2
; ð1Þ
where dij is the distance from the point A representing the cell
in question, A ¼ ((j ) 0.5)/m, (n ) i + 0.5)/n), to the isocline
along a line with slope )1 (distance between points A and B in
Fig. 1), and Dij is the length of the segment with slope )1,
running through point A, contained within the unit square
(distance between E and F in Fig. 1). The total unexpectedness
of the matrix is
U ¼ 1
n  m
X
uij; ð2Þ
where the sum is conducted over all unexpected cells, and the
temperature of the matrix is
T ¼ kU; ð3Þ
where k ¼ 100/Umax and Umax is the maximum value that U
can achieve for any conceivable matrix, Umax  0.04145
(Atmar & Patterson, 1993).
Clearly, the value of T thus computed will change if we
permute the columns or rows of a matrix, although the
information contained in the matrix is not affected by such
permutations. The temperature of the matrix is therefore
defined as the minimum value of T that can be obtained by
permuting rows and columns (Atmar & Patterson, 1993).
Once the temperature of a matrix is known, it may be useful
to know whether a matrix with this temperature is likely to be
obtained by chance. There is no analytical method to do this,
and we must resort to Monte Carlo simulations.
The following three sections look in more detail at the
isocline of perfect order, how the presence–absence matrix is
packed, and how deviations from expected values are calcu-
lated. Each section compares the algorithms implemented by
the NTC and BINMATNEST. The discussion of the algorithms
implemented by the NTC is based on the analysis of the
program source code.
THE ISOCLINE OF PERFECT ORDER
The NTC implements the isocline of perfect order in
parametric form, (x(t), y(t)), where both x(t) and y(t) are
cubic polynomials of the parameter t. Strictly speaking, the
resulting isocline need not be monotonic, it can have inflection
points, and it is not symmetric to reflections over the
x + y ¼ 1 diagonal. In practice, however, the isocline is almost
always well behaved.
The NTC defines the isocline of perfect order as a function
of a parameter p, (x(t, p), y(t, p)), and adjusts the value of p in
such a way that the number of cells denoting absences above
the line exactly equals the number of cells denoting presences
below it. [A matrix element, Mij, is said to be above the isocline
of perfect order if the point ((j ) 0.5)/m,(n ) i + 0.5)/n) is
above the isocline.] Notice that this is not exactly the same
A
B
E
F
dij
Dij
Figure 1 Representation of the elements involved in the
computation of unexpectedness, uij ¼ (dij/Dij)2. The isocline of
perfect order divides the unit square into two regions. The dis-
tance from a matrix element to the isocline, dij, is the distance
between point A representing the matrix element and point B,
itself the intersection between the isocline and a straight line with
slope –1 running through A. Dij is the length of the segment with
slope –1, running through A, contained within the unit square
(distance between E and F).
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Figure 7: A graphical illustration of the terms d and D needed in the temperature calculation [22, 70]. The rows’
and columns’ labels are rescaled in such a way that the labels range from zero to one. From an unexpected presence
or absence (in the figure, presence A below the line of perfect nestedness), one draws a straight line of slope −1.
The distance dij of the unexpected element A is then normalized by Dij ; the nestedness temperature defined by
Eq. (5) is given by all the unexpected elements’ contributions (dij/Dij)
2. Reprinted from [70].
3.1.2. Distance-based metrics
Distance-based metrics are based on a three-step computation. First, one determines the
ideal line that separates the empty and filled regions of the matrix in a perfectly nested network.
Second, one uses a suitable node-level ranking algorithm to rearrange the rows and columns of
the adjacency matrix in such a way that its nestedness is maximized. Finally, for the rearranged
matrix, one computes th distance of the u expected eleme ts (empty elements in the filled
egio , and filled lements in the em ty region) from the ideal line. The nestedness temperature
of the net ork is given by the sum of the contributions from all the unexpected elements of the
rearranged matrix: highly nested networks are characterized by low temperature (see Eq. (5)
below). Note that these metrics penalize more heavily unexpected absences and presences that
are far away from the ideal line. Such assumption was originally motivated by arguments based
on theories of island biogeography [22], as discussed below.
Interpretation in terms of fragmented habitats formation. Distance-based metrics are motivated
by considerations based on species distribution patterns within naturally fragmented habitats [22].
Consider an original biota th t ubs quently fragments into a collection of islands due to natural
causes. On each resulting island, there will be some species at larger risk of becoming extinct.
Some species will indeed become extinct, and larger islands will be left, typically, with more
species than smaller islands. The resulting system can be represented as a species-island bipartite
network where each species is connected with the islands where its individuals are found.
If the species extinction order is exactly the same in each island, the resulting species-island
network would be perfectly nested: each smaller island would only include a subset of the species
that are found in larger islands. In this sense, nestedness is a property that signals the existence
of order in the extinction patterns, whereas deviations from a perfectly nested structure can
be interpreted as “statistical nois ” [22]. Therefore, Atmar and Patterson made an explicit
connection to statistical physics [155] and information heo y [156]: similarly as a high-energy
configuration of system with any particles, the unexpect d presence or absence of a species
from an island is a “surprising event”.
Nestedness temperature and Nestedness Temperature Calculator (NTC). According to Ulrich [48],
the matrix nestedness temperature T [22, 70] is “by far the most popular metric for quantify-
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ing nestedness”. Matrix temperature depends on both the determination of the line of perfect
nestedness and the matrix packing algorithm (details below), and different algorithms have been
proposed for the temperature computation. The first algorithm proposed is the Nestedness Tem-
perature Calculator (NTC) [22] which involves the following three steps:
1. Determination of the line of perfect nestedness. For a matrix with connectance
ρ = 0.5, it is straightforward to identify the diagonal that bisects the matrix as the line of
perfect nestedness (see Fig. 2 in [22]). For a matrix of connectance different from 0.5, the
NTC software constructs the line of perfect nestedness geometrically (see Fig. 4 in [22]),
whereas the BINMATNEST algorithm uses a function that determines the shape of the
perfectly nested matrix (see Eq. (6) below).
2. Packing the matrix. Atmar and Patterson [22] argued that “for a matrix’s temperature
to be calculated, a matrix must first be packed to a state of minimum unexpectedness”, and
“row and column totals cannot be used as a reliable guide for packing”. By arranging the
elements of a given matrix before computing the nestedness metric, we are not computing
the nestedness associated with the degree or a specific property, but the maximum possible
degree of nestedness in the system. We discuss the implications of this aspect and possible
methods for packing the matrix in Section 3.3.
3. Computing the temperature. All the unexpected presences and absences contribute to
the matrix temperature. The unexpectedness uiα of a single (present or absent) link (i, α) is
given by uiα = (diα/Diα)
2, where diα denotes the distance of (i, α) from the line of perfect
nestedness (see Fig. 7), and Diα is geometrically defined as explained in Fig. 7. The total
unexpectedness U of the matrix is defined as
U =
1
N M
∑
(i,α)∈U
(
diα
Diα
)2
, (5)
where the sum is restricted to the set U of unexpected element (i.e., empty elements above
and filled elements below the line of perfect nestedness). The matrix temperature T is
defined as T = 100U/Umax, where Umax = 0.04145. A perfectly nested matrix has zero
temperature, whereas a maximally non-nested matrix has a temperature equal to 100.
Variants of the NTC differ from the NTC in one or more of the three elements above: line of
perfect nestedness determination, packing algorithm, and temperature computation. Besides,
scholars have been also interested in developing software for a fast computation of the nestedness
temperature over a large number of matrices [157]. Below, we briefly introduce two variants of
the NTC: BINMATNEST and the τ -temperature.
BINMATNEST. The BINMATNEST algorithm [70] differ from the NTC in both the isocline
determination procedure and in the packing algorithm. In particular, Rodr´ıguez-Girone´s and
Santamar´ıa [70] pointed out the following limitations of the NTC: the line of perfect nestedness
is not uniquely defined, and the packing of the matrix is not optimal. In particular, as for the
line definition problem, they pointed out that the definition implemented by the NTC does not
identify a single line, but a set of curves [70]. To overcome this limitation, they defined the
following function:
f(x; p) =
0.5
N
+
N − 1
N
(
1−
(
1− M x− 0.5
M − 1
))
. (6)
The function depends on a parameter, p, that can be tuned to match the desired level of con-
nectance ρ; the resulting line of perfect nestedness obtained in real networks is essentially in-
distinguishable from those obtained by the NTC (see Fig. 2 in [70]). The packing algorithm
implemented by the BINMATNEST algorithm and its relation with that implemented by the
NTC is discussed in Section 3.3.
26
τ -temperature. The τ -temperature [158] differs from the NTC and the BINMATNEST algorithm
in how the temperature is computed. Once the adjacency matrix is packed by a given algorithm,
the τ -temperature of the matrix is proportional to the Manhattan distance [158]
D =
∑
i,α
Aiα (i+ α). (7)
The τ -temperature is given by the ratio between D and the Manhattan distance observed in
randomized networks that preserve the link density of the original network. Similarly as the
Atmar and Patterson’s temperature, the smaller the τ -temperature, the higher the matrix’s
degree of nestedness. The τ -temperature turns out to be positively correlated with the nestedness
temperature T , yet such correlation is far from being perfect [158].
3.1.3. Overlap metrics
Overlap metrics are motivated by the definition of nestedness in terms of nodes neighborhoods
– more specifically, by the property that in perfectly nested networks, the neighborhoods of nodes
with lower degree is included in the neighborhoods of nodes with larger degree. Based on this
consideration, one can then attempt to measure nestedness by evaluating how often neighbors of
lower-degree nodes are also neighbors of larger-degree nodes.
Wright and Reeves’ overlap-based metrics. In the context of species-island spatial networks,
Wright and Reeves [159] build metrics for nestedness on the intuition that in a perfectly-nested
network, if a species is found on an island, then it should be also found on richer islands. One can
therefore quantify nestedness by aggregating the overlaps between the neighborhoods of pairs of
islands. By introducing the overlap Oαβ =
∑
iAiαAiβ , they defined the Nc metric as [159]
Nc =
∑
(α,β)
Oαβ =
1
2
∑
i
ki (ki − 1) = N
2
(〈k2i 〉 − 〈ki〉). (8)
where Oαβ =
∑
iAiαAiβ . Wright and Reeves [159] introduce an additional nestedness metric C
by normalizing Nc as follows:
C =
Nc − E[Nc]
N (max)c − E[Nc]
, (9)
where E[Nc] is the expected value ofNc in randomized networks andN (max)c is the maximum value
that can be attained by Nc. Wright and Reeves [159] compute E[Nc] based on a Equiprobable-
Proportional null model (see Section 3.2.1) where the probability that a given species is found on a
given island is proportional to the number of species in that island, obtaining E[Oαβ ] = kα kβ/N .
Hence, one gets
E[Nc] = 1
N
∑
(α,β)
kα kβ =
1
2N
∑
α,β
kαkβ =
〈k〉2
2N
. (10)
It is also possible to compute the maximum value N (max)c which is achieved when Oαβ =
min{kα, kβ}. One thus obtains [159]
N (max)c =
∑
α,β
kβ Θ(kα − kβ) =
∑
β
kβ (β − 1). (11)
Wright and Reeves [159] observed that the C index ”is free of strong dependence on the size of
the presence-absence matrix, so that it is possible to compare the relative nestedness of different
datasets”. On the other hand, Brualdi and Sanderson [154] notice that as the Nc metric is entirely
determined by the row-column’s degrees (see Eq. (8)), it is of no use if we wish to compare its
observed value with its value in randomized networks that preserve exactly the network degree
sequence (see also Section 4.1.1).
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Nested Overlap and Decreasing Fill (NODF). Given a pair of row nodes (i, j) of the same class
such that ki > kj , we expect their number of common neighbors Oij =
∑
αAiαAjα to be equal
to kj for a perfectly nested network, and smaller than kj a network that is not perfectly nested.
One can then define the row-NODF NR as [150]
NR =
∑
(i,j)
Oij
kj
Θ(ki − kj), (12)
where Θ denotes the Heaviside function: Θ(x) = 1 if x > 0, Θ(x) = 0 if x ≤ 0. This metric is
maximal when Oij = kj for all pairs (i, j) such that kj < ki. In the same way, one can the define
the column-NODF NC as [150]
NC =
∑
(α,β)
Oαβ
kβ
Θ(kα − kβ). (13)
The degree of nestedness is quantified by the total NODF:
η =
NR +NC
N (N−1)
2 +
M (M−1)
2
. (14)
S-NODF. We present here the metric introduced by Bastolla et al. [50] to facilitate the analytic
computation of the impact of network structure on the co-existence of species in mutualistic
systems. We refer to this metric as stable NODF (S-NODF) because it is a simple variant of
NODF, yet it is more stable with respect to small perturbations of the data, as we shall discuss
below.
The definition of rows’ nestedness ηR reads [50]
ηR =
∑
(i,j)
Oij
min {ki, kj} . (15)
This definition8 differs from the one provided by NODF because it also includes the contribution
of pairs of nodes with the same values of degree. In other words,
ηR = NR +
∑
(i,j)
Oij
kj
δ(ki, kj), (16)
where δ(ki, kj) denotes the usual Kronecker delta: δ(ki, kj) = 1 if ki = kj , δ(ki, kj) = 0 otherwise.
Compared to the NODF contribution NR, ηR avoids penalizing pairs of rows with the same
degree. The soundness of including pairs of rows with the same degree can be understood through
the following example. Suppose that, in a mutualistic network, two pollinators i and j have a
degree of 24 and 25, respectively, and suppose that they have 18 common neighbors (plants).
This pair (i, j) contributes to NR with a contribution equal to Nij = Oij/ki = 18/24 = 0.75.
However, suppose that a new interaction is observed between i and a plant that does not interact
with j. In the updated network, both i and j have a degree equal to 25, and their contribution to
NODF drops from 0.75 to zero: a small perturbation of the dataset can lead to a large variation
in the pairwise contributions to NODF.
8Note that in the original paper [50], there was a typo such that the summation symbol appeared both in the
numerator and in the denominator.
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By contrast, in the example above, the contribution to ηR is only marginally affected by
the pollinator i’s new interaction: when i’s degree increases from 24 to 25, the contribution
ηij = Oij/min{ki, kj} to ηR decreases from 18/24 = 0.75 to 18/25 = 0.72, but it remains
substantially larger than zero. For pairs of nodes of similar degree, the pairwise contributions to
S-NODF are more stable with respect to small perturbations of node degree as compared to the
pairwise contributions to the original NODF.
One can compute analogously the columns nestedness; Bastolla et al. [50] defined the overall
degree of nestedness η as:
η =
ηR + ηC
2
. (17)
This nestedness index ranges from zero to one, where one corresponds to a perfectly nested
network; it is highly correlated with NODF [50], yet it has the advantage of being more stable
with respect to small structural perturbations. Differently from Eq. (17), one can normalize
ηR + ηC by the total number of pairs, as it was done for the original NODF (see Eq. (14)). This
leads to the alternative definition:
η =
ηR + ηC
N (N−1)
2 +
M (M−1)
2
. (18)
We argue that the definition of η provided by Eq. (18) should be preferred to that by Eq. (17),
especially when the number of rows is substantially different than the number of columns.
JDM-NODF. Johnson et al. [146] considered a different normalization of nodes’ pairwise overlap
as compared to NODF and S-NODF. For a unipartite network, they defined the total nestedness
as
η =
1
N2
∑
i,j
Oij
ki kj
. (19)
In a similar way as in [160], we refer to this metric as JDM-NODF after its inventors. This
expression corrects a misprint of the metric introduced by Bastolla et al. [50] (see footnote 8
above), and it allows us to estimate the contribution ηi of each node to the global level of
nestedness:
ηi =
1
N
∑
j
Oij
ki kj
. (20)
W-NODF. The weighted NODF (W-NODF) [151] metric is specifically tailored to weighted net-
works. To assess the degree of nestedness of the columns of a weighted bipartite network, one
compares the weight wiα of each link (i, α) of a given column-node α with the weights wiβ of the
links between column-nodes of higher degree (β such that kβ > kα) and the same partner i. The
columns’ W-NODF NC,W is larger if the weights wiα tend to be smaller than the corresponding
weights wiβ for higher-degree column-nodes kβ > kα The definition is the following [151]
NC,W =
∑
(α,β)
Kαβ
kα
Θ(kβ − kα), (21)
where Kαβ denotes the number of α’s weighted links with lower weights than the links between
higher-degree column-nodes and the same row-node:
Kαβ = Θ(kβ − kα)
∑
i
AiαAiβ Θ(wiβ − wiα). (22)
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One can define an analogous weighted NODF NR,W for the rows, and then define the total
weighted NODF ηW
ηW =
NR,W +NC,W
N (N−1)
2 +
M (M−1)
2
. (23)
This equation is analogous to Eq. (14), with the difference that the rows’ and columns’ con-
tributions depends not only on which pairs of nodes interact, but also on the weights of such
interactions.
Normalizing overlap metrics based on null models. While one can in principle compare the ob-
served values of any nestedness metrics with the values observed in randomized networks obtained
with a given null model through standard statistical methods (like the z-score and p-value, see
Section 3.2), scholars have also incorporated null-models effects directly into the overlap-based
nestedness metrics. This has been done by including a (multiplicative or additive) normalization
term which is typically determined by the expected values of the metrics under a suitable null
model. The C metric by Wright and Reeves described above (see Eq. (9)) is an example of a
normalized metric; we describe here analogous normalizations for overlap metrics.
Based on the JDM-NODF metric defined by Eq. (19), Johnson et al. [146] calculated the
expected nestedness ηCM of a random unipartite network with expected degree sequence equal to
the original network’s degree sequence {k1, . . . , kN}, by posing Aij = ki kj/(N 〈ki〉) in Eq. (19).
We readily obtain ηCM = 〈k2〉 /(N 〈k〉2); if one is interested in capturing the nestedness that
cannot be explained by the degree sequence, it is therefore useful to consider the normalized
JDM-NODF
η =
η˜
ηCM
=
〈k〉2
N 〈k2〉
∑
i,j
Oij
ki kj
. (24)
Such metric is used to reveal the relation between nestedness and degree-degree correlations in
synthetic and real networks (see Section 4.1.2).
In a similar spirit but with a different methodology, Sole´-Ribalta et al. [40] considered a
variant of NODF that compares the observed level of nestedness (as determined by a variant
of the NODF function defined by Eq. (14)) with the expected nestedness under a suitable null
model. In formulas, their normalized nestedness metric is given by
N˜ = 2
N +M
{∑
i,j
Oij − 〈Oij〉
(N − 1) kj Θ(ki − kj) +
∑
α,β
Oαβ − 〈Oαβ〉
(M − 1) kβ Θ(kα − kβ)
}
. (25)
Sole´-Ribalta et al. [40] evaluated the expected row-row overlap 〈Oij〉 and column-column overlap
Oαβ as 〈Oij〉 = 〈Oji〉 = ki kj/M and Oαβ = kα kβ/N , respectively9. The behavior of this function
deviates from that of the original NODF for dense matrices where the expected pairwise overlaps
with the largest-degree nodes tend to be large and, as a result, the respective contributions to N˜
tend to be small [40].
3.1.4. Eigenvalue-based metrics
What can the eigenvalues of the network’s adjacency matrix tell us about nestedness? The
last metric for nestedness considered here is the spectral radius [83], which builds upon graph-
theoretical results on the spectral properties of the adjacency matrix of bipartite networks [82,
9The two expected values 〈Oij〉 = 〈Oji〉 = ki kj/M is obtained by and Oαβ = kα kβ/N are obtained with
the PE and EP null model, respectively. In the PE (EP) model, the probability that a row-column pair of nodes
interact is proportional to the degree of the row-node (column-node) – see Section 3.2.1 for details.
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161]. The spectral radius ρ(A) of a network is simply defined as the dominant eigenvalue of the
network’s adjacency matrix A [2]. Staniczenko et al. [83] considered ρ(A) as a metric to quantify
nestedness. This interpretation is motivated by the two following theorems:
• Consider all the connected bipartite networks composed of S nodes and E edges. The
network with the largest spectral radius is a perfectly nested network. This theorem has
been proved by Bell et al. [82].
• Consider all the connected bipartite networks composed of N row-nodes, M column-nodes,
and E edges. The network with the largest spectral radius is a perfectly nested network.
This theorem has been proved by Bhattacharya et al. [161].
While the number of row-nodes and column-nodes is allowed to vary in the first theorem (provided
that their sum is equal to S), the second theorem considers all networks with a fixed number of
both row- and column-nodes. Therefore, if perfectly nested structures lead to the largest spectral
radius for bipartite networks, the spectral radius ρ(A) can be used to quantify the degree of
nestedness of a given network: the larger ρ(A), the more nested the network. The advantage of
ρ(A) is that it can be computed in short time through well-established techniques such as the
power-method [11, 162]. Besides, one can readily apply it to weighted networks – in that case,
one simply needs to measure the spectral radius of the weighted adjacency matrix.
While maximal ρ(A) is associated with a perfectly nested structure, it remains to be deter-
mined whether deviations from the maximal ρ(A) should be deemed as statistically significant or
not. To address this question, Staniczenko et al. [83] defined the p-value of a network under a
given null model as the probability that a network randomized under that null model exhibits a
larger ρ(A). Such definition depends critically on the null model that is chosen for the random-
ization. For unweighted bipartite networks, Staniczenko et al. [83] considered three null models
of different degree of conservativeness (both a model that preserves the degree sequence and two
models that do not, see Section 3.2.1). For weighted bipartite networks, Staniczenko et al. [83]
consider an additional null model that shuffles the weight values in the adjacency matrix A but
not their position.
3.2. Including a null model
Given a network and a structural pattern of interest, one is typically interested in assessing
its statistical significance: is the observed structural pattern compatible with that observed in
randomized networks which preserve (a small number of) interesting macroscopic properties of the
original network? To address this question for nestedness, scholars have introduced various null
models and statistical tests, and applied them to the nestedness metrics introduced in Section 3.1.
How to choose the null model has been widely debated in the ecology literature. Back in the
70s, among the first scholars who attempted to infer the significance of structural patterns in eco-
logical networks, Sale [75] analyzed networks where species are connected with the resources they
use, and he generated synthetic random networks by keeping fixed the number of resources used
by each species, and allowing the number of species using a resource to vary (Fixed-Equiprobable
model, see Section 3.2.1). Connor and Simberloff [65] used a null model that preserves exactly
species’ and islands’ degrees in spatial networks, in the same spirit as the popular configuration
model [163–165]. In 1982, Gilpin and Diamond [77] used a null model which preserves, on average,
the species’ and islands’ degree; their model might be considered as a precursor of the popular
Chung-Lu model [166].
A variety of additional randomization procedures have been introduced in the 80s and 90s
in the ecological literature [48, 60]; the basics of such models are provided in Section 3.2.1.
More recently, Squartini and Garlaschelli [167] contributed to the significance assessment problem
by introducing a framework to compute analytically the expected properties of networks with
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Column Equiprobable Column Fixed Column Proportional
Row Equiprobable EE EF EP
Row Fixed FE FF FP
Row Proportional PE PF PP
Table 4: Nine basic classes of randomization procedures, corresponding to nine different null models. Each
randomization procedure depends on two independent choices. The first choice is whether to preserve the row-
nodes’ degree. The three possible options are to not preserve it (Row Equiprobable), to preserve it exactly (Row
Fixed), or to preserve it on average (Row Proportional). The second choice is whether to preserve the column-
nodes’ degree. Again, the three possible options are to not preserve it (Column Equiprobable), to preserve it
exactly (Column Fixed), or to preserve it on average (Column Proportional). Each pair of choices leads to a
specific randomization procedure (see the main text for a detailed explanation of each of them). This Table is
inspired by Table 2 in [60].
a given expected degree sequence. In the same vein as the computation of thermodynamic
properties in statistical mechanics [168], their calculation is based on constructing a maximum-
entropy ensemble of networks with expected degree sequence equal to the original network’s
degree sequence (see Section 3.2.2). This statistical-physics approach has been exploited recently
to assess the significance of nestedness in economic [112], and ecological [169] networks.
3.2.1. Nine basic classes of randomization procedures
When randomizing a given bipartite adjacency matrix, one has essentially two possible choices
to make – one for the row-nodes and one for the column-nodes – about the preservation of the
individual nodes’ degree. In line with Gotelli [60], for both row-nodes and column-nodes, we
consider three options: (1) preserving exactly the individual nodes’ degree (the degree is fixed);
(2) preserving on average the nodes’ degree (the interaction probability is proportional to degree);
(3) not preserving the nodes’ degree, and assuming that the all the nodes have the same probability
to interact with the nodes of the other guild (the pairwise interactions are equiprobable). As the
choice among such three options can be made independently for rows and columns, we have
32 = 9 resulting classes of null models (see Table 4).
We emphasize that as soon as one has chosen the properties to keep fixed while randomizing the
rest, there are multiple alternative possible implementations for the resulting model. Surveying
all the possible implementations falls out of the scope of this review, but we shall provide the
main ideas of some of them. It is also worth noticing that scholars have started investigating
more nuanced scenarios where one can “tune” the level of discrepancy of row-nodes’ and column-
nodes’ degree (with respect to the observed degrees) in a continuous manner [64]. These recent
developments are not included in this review; nevertheless, they demonstrate that research on
null models is still active in ecology, and consensus on the answers to fundamental questions (e.g.,
which null model is more suitable for a given network and a given structural pattern?) has yet
to be achieved.
Below, we provide details for the nine basic null models of Table 4, we provide some of the
alternative names that have been used in the literature, and we point to some of the papers that
have used them.
• Row Equiprobable – Column Equiprobable (EE) models. All interactions are equiprobable,
independently of the row-nodes’ and column-nodes’ degree. In a possible randomization
procedure, the E original links are re-assigned to randomly selected pairs (i, α) of nodes;
the probability that pair (i, α) is filled with a link is given by 1/(N M) [60]. Alternative
names for this model are: SIM1, R00 [48, 60], Type I model [23]. In ecology, scholars
who have used this null model include: Atmar and Patterson [22], Gotelli [60]. In the
graph-theoretical language, the EE model generates Erdo˝s–Re´nyi graphs [10, 11].
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Figure 8: An illustration of a popular implementation [165, 170] of the Fixed-Fixed null model which randomizes
the network by preserving exactly the nodes’ degree. One randomly selects two links of the network (a, b) and
(c, d); the two selected links are replaced by two new links, (a, d) and (b, c), if these two links did not exist before.
In terms of the adjacency matrix, such swap corresponds to a swap of “checkerboard units” [171], where the initial
and final configurations of the depicted 2x2 matrix are both checkerboard units.
• Row Equiprobable – Column Fixed (EF) models. The column-nodes’ degree sequence {kα}
is kept fixed, whereas their partners are chosen at random. In a possible randomization
procedure, for each column α, the kα original links are re-assigned to randomly selected
row-nodes; the probability that node i is chosen as a partner is given by 1/N [60]. An
alternative name for this model is SIM3 [60]. In ecology, scholars who have used this null
model include Gotelli [60].
• Row Equiprobable – Column Proportional (EP) models. The probability that a pair of nodes
interact is proportional to the column-node degree, whereas all row-nodes are equiprobable.
In a possible randomization procedure, the E original links are re-assigned to randomly
selected pairs (i, α) of nodes; the probability that pair (i, α) is filled with a link is given by
kα/(N E) [60]. An alternative name for this model is SIM6 [60]. In ecology, scholars who
have used this null model include Gotelli [60].
• Row Fixed – Column Equiprobable (FE) models. The row-nodes’ degree sequence {ki} is
kept fixed, whereas their partners are chosen at random. In the randomization procedure,
for each row i, the ki original links are re-assigned to randomly selected column-nodes; the
probability that node α is chosen as a partner is given by 1/M [60]. Alternative names
for this model are: SIM2, R0, Random0 [60]. In ecology, scholars who have used this null
model include: Sale [75], Inger and Colwell [76], Winemiller and Pianka [172], Patterson
and Atmar [21], Gotelli [60].
• Row Fixed – Column Fixed (FF) models. The row-nodes’ and column-nodes’ degree are
exactly preserved. Alternative names for this model are: SIM9 [60]. In ecology, scholars who
have used this null model include: Connor and Simberloff [65], Diamond and Gilpin [173],
Brualdi and Sanderson [154], Gotelli [60]. A popular randomization procedure10 to keep a
network’s degree sequence fixed is based on pairwise link swapping (see [165, 174] and Fig. 8).
In the network science language, the FF model is equivalent to the popular configuration
model [11].
10Alternative randomization procedures have been introduced in the literature. We refer the interested reader
to [170, 174–178] for various randomization procedures and their validation; to Appendix F of the book [9] for a
general overview in ecology.
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• Row Fixed – Column Proportional (FP) models. The row-nodes’ degree sequence {ki} is
kept fixed, whereas their partner column-nodes are chosen with probability proportional to
their degree. In a possible randomization procedure, for each row i, the ki original links are
re-assigned column-nodes randomly selected with probability kα/E [60]. Alternative names
for this model are: SIM4 [60]. In ecology, scholars who have used this null model include:
Coleman et al. [179], Graves and Gotelli [180], Gotelli [60].
• Row Proportional – Column Equiprobable (PE) models. The probability that a pair of nodes
interact is proportional to the row-node degree, whereas all column-nodes are equiprobable.
In a possible randomization procedure, the E original links are re-assigned to randomly
selected pairs (i, α) of nodes; the probability that pair (i, α) is filled with a link is given by
ki/(M E) [60]. An alternative names for this model is SIM7 [60]. In ecology, scholars who
have used this null model include Gotelli [60].
• Row Proportional – Column Fixed (PF) models. The column-nodes’ degree sequence {kα}
is kept fixed, whereas their partner row-nodes are chosen with probability proportional to
their degree. In a possible randomization procedure, for each column α, the kα original
links are re-assigned to row-nodes randomly selected with probability given by ki/E [60].
Alternative names for this model are: SIM5, R1, Random1 [60]. In ecology, scholars who
have used this null model include: Abele and Patton [181], Connor and Simberloff [65],
Patterson and Atmar [21], Gotelli [60].
• Row Proportional – Column Proportional (PP) models. The probability that a pair of nodes
interact is proportional to both nodes’ degrees. In a possible randomization procedure, the
E original links are re-assigned to randomly selected pairs (i, α) of nodes; the probability
that pair (i, α) is filled with a link is given by ki kα/E
2 [60]. An alternative name for this
class of models is SIM8 [60]. In Bascompte et al.’s implementation [23], the probability that
a matrix element Aiα is filled is given by (ki + kα)/2 – the resulting model is referred to
as Type II model [23]. In ecology, scholars who have used this class of null models include:
Gilpin and Diamond [77], Gotelli [60], Bascompte et al. [23], among many others. Beyond
ecology, randomization procedures that preserve, on average, the network’s degree sequence
are popular in the network science literature. Among the null models that belong to the
PP family, we find the popular Chung-Lu model [166], the maximum-entropy models that
are detailed in Section 3.2.2, generalized hypergeometric ensembles [182].
The careful reader may have noticed that interchanging the roles of row-nodes and column-
nodes is equivalent to swapping pairs of classes of null models that fall out of Table 4’s diagonal.
In other words, if we transpose the original adjacency matrix of the network, the effect of EP
models acting on AT is equivalent to the effects of the corresponding PE models acting on A.
For this reason, the PE and EP models can be seen as equivalent; nevertheless, in line with
previous works [60, 64], we preferred to present separately pairs of models that are equivalent
upon transposition of the adjacency matrix, thereby implicitly assuming that the assignment of
the nodes to A’s rows and columns is fixed11.
11For an ecological bipartite network where the assignment of the nodes to the A’s rows and columns is fixed
(e.g., a mutualistic network where A’s rows reprent insects and columns represent plants), there are ecological
reasons to randomize differently the two groups of nodes. For example, in a plant-pollinator network, plants
might be subject to many more phenotypical constraints than insect pollinators, thereby restraining their degree
of specialization. Instead, insect pollinators might exhibit a higher flexibility to change their diet. In a similar
fashion, for spatial networks, varying the richness of a species or modifying its spatial distributions correspond to
different ecological assumptions.
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Which null model to choose?. When analyzing a collection of empirical networks, the choice of a
null model critically affects the fraction of networks that result as “significantly nested”. Scholars
have pointed out that while applying the EE model is the simplest way to randomize a given
network, assuming equiprobable interactions might lead to highly unrealistic random networks.
Ulrich [48] summarizes this discontent by pointing out that “there is growing acceptance that null
models that do not consider species-specific differences and variability among sites should not be
used in biogeographic studies [61, 66, 183, 184] and even in analyses of interaction matrices [185–
187]”. Based on their results, Joppa et al. [67] argue that “loose constraints invariably lead to
the conclusion of significant nestedness”, and that such loosely-constrained null models “create
consumers that differ in how generalized their diets are and this confounds the conclusion”. In
other words, there is agreement that the EE model is sensitive to Type I errors: it can detect a
significant nestedness in networks when there is none [62, 160].
On the other hand, the FF model is the most conservative model, as it preserves exactly both
the row-nodes’ and the column-nodes’ degree. Both the FF and the PP model set out to address
the following natural question: are networks still significantly nested when one constrains the
degree sequence to be the same (exactly or on average) as that of the original network? The use
of a more conservative null model substantially mitigates the fraction of networks that are found
as ”significantly nested”. Yet, the FF model is more heavily affected by Type II errors [61]; we
will come back to this point in Section 4.1.1.
Another potential issue with the randomization procedures described above (except for the
FF model) is that they might generate “degenerate matrices” where some nodes have a degree
equal to zero. To overcome this potential shortcoming, one can reject the degenerate networks
(as done by the Swappable-Swappable model [83, 160]), or perform the swapping between two
matrix elements only if it does not cause one of the nodes’ degree to drop to zero (as done by the
Cored-Cored model [160]).
Finally, using randomized networks to generate random networks has two additional limita-
tions: (1) it might be computationally slow when one attempts to preserve exactly the nodes’
degree; (2) it relies on an arbitrary choice on the number of independent realizations of the
randomization procedure. We would not face those two problems if we were able to compute
analytically the expected values of the structural properties of interest. In Section 3.2.2, we will
see that this is made possible by a compelling analogy with the problem of computing the average
value of macroscopic observables in statistical mechanics.
3.2.2. Computing the expected nestedness: maximum-entropy approach
Null models based on network randomization have the disadvantage that the results based on
them depend on the number of performed independent randomizations. Increasing the number
of randomizations might make the results more robust, but substantially increase the compu-
tational time, especially for large networks. To overcome these limitations, a recent stream of
literature [167, 182] has provided theoretical frameworks to analytically compute the expected
properties of random networks with a set of fixed macroscopic properties, for network properties
that can be expressed in terms of the adjacency matrix A. In particular, Squartini and Gar-
laschelli [167] introduced a maximum-entropy framework to analytically calculate the expected
value of network structural properties that can be expressed in terms of the network’s adjacency
matrix A.
In the maximum-entropy framework, one calculates the expected value of the network prop-
erties over a maximum-entropy ensemble of networks which preserves, on average, some network
properties – the degree sequences, in all the cases considered here. This relieves us of running
numerical simulations, which makes the null-model expectations faster to be computed and in-
dependent of the choice on the number of independent realizations of the adopted randomization
procedure. Importantly, Squartini and Garlaschelli’s framework has been also generalized to
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weighted [188, 189] and bipartite networks [112]. The maximum-entropy method for unipartite
networks has been applied to the country-country export network [102] and to the interbank
network [190]. Their generalization to bipartite networks has been applied to assess the signifi-
cance of nestedness in bipartite World Trade networks [112] and mutualistic networks [169] (see
Section 4.1.1). We provide here the basic ideas behind the method, and we refer the interested
reader to [112, 167, 169] for all the details.
Maximum-entropy approach in unipartite networks. In the maximum-entropy approach [167], we
are interested in computing the expected value of a given observable property Ω of the network
over a maximum-entropy ensemble of graphs with a given set of constrained properties. Let us
denote the value of observable Ω in the observed network G∗ by Ω∗, the value of Ω in a generic
network G as Ω(G). Let us denote by C the vector of constrained properties of the maximum-
entropy ensemble that we will construct. In the following, the constrained property is the complete
network degree sequence; in this case, the vector C has N elements, and Ci = k∗i .
In Squartini and Garlaschelli’s framework [167], one seeks to find a probability distribution
P (G) over the ensemble {G} of possible random graphs that maximizes the entropy
S[P (G)] = −
∑
G
P (G) log (P (G)) (26)
under the constraints ∑
G
P (G) = 1,∑
G
P (G) ki(G) = k∗i for all i ∈ {1, . . . , N}.
(27)
Basically, we aim to maximize the entropy of the network probability distribution while keeping
fixed the average nodes’ degree.
The problem is analogous to the entropy maximization in statistical mechanics [168] where,
given a system with a large number of microscopic constituents, one seeks to maximize the
entropy of the probability distribution over the allowed microscopic configurations while keeping
fixed the average total energy of the system. Therefore, we know from statistical mechanics that
the solution of the problem is given by the canonical distribution
P (G) = exp (−H(G,θ))
Z(θ)
, (28)
where θ = {θ1, . . . , θN} is a vector of N Lagrange multipliers, and
H(G,θ) = θ · k(G) =
∑
i
θi ki(G). (29)
is the Hamiltonian of the system, and Z(θ) :=
∑
G′ exp (−H(G′,θ)) is the partition function.
The optimal Lagrange multipliers θˆ can be found by first noticing that the expected value of Aij
in the maximum-entropy ensemble is given by
〈Aij〉 = e
−θi−θj
1 + e−θi−θj
; (30)
by enforcing the constraint 〈k(G′)〉 = k, we obtain the equation:∑
j 6=i
exp (−θˆi − θˆj)
1 + exp (−θˆi − θˆj)
= k∗i for all i ∈ {1, . . . , N}. (31)
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Eq. (31) corresponds to a system of N equations that has a unique solution θˆ. We refer the
interested reader to to [167] for the full derivation of these equations.
Topological observables can be considered as functions Ω(A) of the network’s adjacency matrix.
By denoting as A(exp) the matrix whose element A
(exp)
ij = 〈Aij〉 (θˆ), we obtain the expected value
of observable Ω in the maximum-entropy ensemble as Ω(A(exp)). One can also compute the
standard deviation of observable Ω in the maximum-entropy ensemble as
σ[Ω] '
√√√√√∑
i,j
(
σ∗[A(exp)ij ]
∂Ω[A]
∂Aij
∣∣∣∣∣
Aij=A
(exp)
ij
)2
, (32)
where σ∗[A(exp)ij ] =
√
A
(exp)
ij (1−A(exp)ij ) (see Eq. B31 in [167] and its derivation).
Maximum-entropy approach in bipartite networks. The framework for bipartite networks [112,
169] is conceptually analogous. Differently from unipartite networks, one needs two sets θR
and θC of Lagrange multipliers for row-nodes and column-nodes, respectively. The canonical
distribution is given by
P (G) = exp (−H(G,θ
R,θC))
Z(θR,θC)
, (33)
where θR = {θR1 , . . . , θRN} is the vector of Lagrange multipliers for the N row-nodes, θC =
{θC1 , . . . , θCM} is the vector of Lagrange multipliers for the M column-nodes, Z is the normalization
factor, and the Hamiltonian function is given by
H(G,θR,θC) =
∑
i
θRi ki(G′) +
∑
α
θCα kα(G′), (34)
Again, one obtains the expected values of the adjacency matrix elements as
A
(exp)
iα =
exp (−θˆCβ − θˆRi )
1 + exp (−θˆCβ − θˆCi )
, (35)
In the same way as for unipartite networks, the values of the Lagrange multipliers are determined
by fixing the average degree of row-nodes and column-nodes, which leads to the following set of
equations [169]
∑
β
exp (−θˆCβ − θˆRi )
1 + exp (−θˆCβ − θˆCi )
= k∗i for all i ∈ {1, . . . , N},
∑
j
exp (−θˆCα − θˆRj )
1 + exp (−θˆCα − θˆRj )
= k∗α for all α ∈ {1, . . . ,M}.
(36)
and, consequently, the expected values of an observable Ω(A) as 〈Ω(A)〉 = Ω(A(exp)). The stan-
dard deviation of O(A) can be obtained with an equation analogous to Eq. (32) (see [169] for
details).
Using the maximum-entropy framework to compute the expected nestedness of a network. The
maximum-entropy analytic framework can be used to compute the expected value and standard
deviation of any structural observable Ω(A) that explicitly depends on the network’s adjacency
matrix A. Some of the nestedness metrics introduced in Section 3 are explicit functions of A. A
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prominent example is NODF: the analytic calculation of the expected NODF for a set of mutual-
istic networks was carried out by Borra`s et al. [169]. To perform the calculation, essentially, one
replaces A with A(exp) as determined by Eq. (35) in the NODF definition (Eq. (14)). Importantly,
Borra`s et al. [169] were also able to compute the standard deviation of NODF, which allowed them
to compute the z-score (see Section 3.2.3) of the empirically observed NODF values. We refer to
Section 4.1.1 for a discussion of their results. Importantly, one can also use the maximum-entropy
framework to compute ”algorithmic” nestedness metrics (such as the nestedness temperature in-
troduced in Section 3.1.2) by sampling from the analytic probability of interaction between nodes
(encoded in the A(exp) matrix), and then computing the moments of the algorithmic metrics over
the set of generated sampled networks.
3.2.3. Statistical tests
The randomization procedures presented in Section 3.2.1 can be used to generate multiple
independent randomized adjacency matrices, and to accumulate thereby statistics on the metrics
for nestedness. Alternatively, one can compute analytically the expected degree of nestedness
based on a maximum-entropy ensemble of networks with fixed average degree distribution (Sec-
tion 3.2.2). How to use this information to quantify the deviation of the degree of nestedness
observed in a given real network from that expected in the corresponding random networks?
Statistical tests allow us to address this question; we present here the most common statistical
tests which are typically used in nestedness analysis.
In the following, we suppose that we are interested in one particular nestedness metric N
and a given observed network G∗. We denote by N ∗ the value observed in the real network
of interest, and by µ(N ) and σ(N ) the mean and the standard deviation, respectively, of the
nestedness metric in the ensemble of random networks that are generated with the chosen null
model. All the statistical tests below are based on the comparison between the observed level of
nestedness N ∗ and the statistical properties of N over the ensemble of random networks.
z-score. The z-score [48, 160] is calculated as
z(N ) = N
∗ − µ(N )
σ(N ) .
It tells us the distance from the mean of a given observed value of nestedness N ∗, in units of
standard deviations. By randomizing empirical ecological networks with the FF model, Almeida-
Neto et al. [150] found that z(N ) is only weakly correlated with network size and connectance
for the overlap metric by Wright and Reeves (see Eq. (9)), the discrepancy index by Brualdi and
Sanderson (see Section 3.1.1), the NODF metric, and matrix temperature (as determined by the
NTC algorithm). The z-scores can be also used to compare the information provided by different
metrics for nestedness (see Fig. 11 below and the related discussion in Section 4.1.1).
p-value. The p-value [160] of an observed value of nestedness N ∗ is the probability that a ran-
domized matrix exhibits a degree of nestedness that is larger than N ∗. Low values of p (p→ 0)
indicate that the input matrix is highly nested relative to the null distribution; usually, a thresh-
old value λ (e.g., λ = 0.05 or 0.01) is used to denote a statistically significant level of nestedness
(p < λ). For matrices where no randomized network is more nested than the input matrix, one
can conservatively assign p < R−1 where R is the number of independently generated random
matrices [160].
3.3. Nestedness maximization: Packing the adjacency matrix
In the previous Section, we have introduced metrics to quantify the level of nestedness of a
given network. The discussed metrics are mostly based on the definition of nestedness by degree:
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a pair of nodes respects the nestedness condition if the neighborhood of the node with lower
degree is included in the neighborhood of the node with larger degree. This definition crucially
depends on the ranking of the nodes by their degree.
On the other hand, we have seen that metrics based on temperature (Section 3.1.2) require
a “packing” of the matrix that re-arranges the adjacency matrix’s rows and columns in such a
way to maximize nestedness (i.e., minimize the nestedness temperature). Such metrics shift the
question from whether a given matrix is nested when its rows and columns are ordered by degree
to whether a given matrix is nested when its rows and columns are ordered in the way that
maximizes nestedness. Answering the latter question requires accurate methodologies to produce
the optimal ordering of rows and columns; presenting them is the main goal of this Section.
Historically, the first algorithm introduced with the goal of packing the matrix to maximize
nestedness is the Nestedness Temperature Calculator (NTC) by Atmar and Patterson [22]. De-
spite some criticism [70, 191], the algorithm has been widely used in the ecological literature in
order to quantify the nestedness of spatial and interaction networks [48]. On the other hand, it
suffers from shortcomings as its determination of the line of perfect nestedness (see Section 3.1.2)
is not unique, and its iterative packing algorithm fails to identify the optimal packing in many
empirical networks [70]. The genetic algorithm by Rodr´ıguez-Girone´s and Santamar´ıa [70], called
BINMATNEST, overcomes these limitations (Section 3.3.1) and it might be considered as the
state-of-the-art approach to maximize nestedness in the ecological literature.
From a different angle, scholars have been interested in quantifying the competitiveness of
nations and the sophistication of products in World Trade through network-based metrics [24,
110]. These metrics take as input the binary adjacency matrix of the network that connects
countries with the products they export. While this ranking problem is seemingly unrelated
to the nestedness maximization problem in ecological networks, it turns out that one of the
most studied country-product ranking algorithm, the fitness-complexity algorithm [24], produces
rankings of countries and products that reveal a ”triangular shape“ [24] of the adjacency matrix
of the country-product network. In other words, the fitness-complexity algorithm enhances the
nestedness of the matrix. Section 3.3.2 reviews the algorithm and its variants [114–116]. A natural
question emerges: is nestedness temperature better minimized by the genetic algorithm or by the
fitness-complexity algorithm? Section 3.3.3 provides a comparison of the two approaches.
3.3.1. Genetic algorithms
The problem of sorting the rows and columns of the adjacency matrix in such a way to
maximize nestedness is combinatorially difficult: there are indeed N !M ! possible permutation of
rows and columns, which makes it essentially unfeasible to explore all the possible rearrangements
and select the one with the lowest temperature. In similar situations, scholars have often resorted
to genetic algorithms inspired by evolution [192]. In this class of computational models, one starts
with a set of candidate solutions (”chromosomes“) of the problem of interest, and recombines them
according to pre-defined rules. Candidate solutions that provide a better solution to the problem
– often, they exhibit larger values for a target function of interest – are given larger chance
to “reproduce”. The BINMATNEST algorithm by Rodr´ıguez-Girone´s and Santamar´ıa [70] is
precisely a genetic algorithm that rearranges the rows and columns of the adjacency matrix with
the goal to minimize the nestedness temperature.
The BINMATNEST genetic algorithm starts from a set of candidate solutions {rR, rC} which
includes the ordering by degree, and several other orderings based on routines similar to the NTC
algorithm. The algorithm proceeds by producing an “offspring” from a well-performing solution
w. To this end, the algorithm randomly selects a “partner” solution p from the population of
candidate solutions. Each element oi of the offspring solution o is given by wi with probability
0.5, and it is otherwise determined by a combination of information from both w and p. This
choice is performed independently for each solution, with the constraint that at least one offspring
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aims also at explaining why the country-product matrix is basically
triangularly shaped.
The key point of this complexity approach is the following: each
country is characterized by special fundamental endowments,
called capabilities, which represent all the resources of the economy
of the given country and the features of the national social
organization making possible the production and the export of the
basket of tradable goods by the same country. Capabilities are
usually non-tradable goods and are very difficult to measure and
compare from country to country (e.g. infrastructures, educational
system, technological transfer). In other words, the capabilities are
all the intangibles assets which drive the development, the wealth
and the competitiveness of a country. However, listing all the
capabilities is impossible. Furthermore they vary enormously from
country to country depending on political organization, history,
geography etc. and we cannot define a universal standard measure
for them.
The authors of this new economic interpretation [2] consider
them as the fundamental bricks behind the economy of each
country determining their fitness to compete in the international
market. In practice they determine the complexity of a productive
system as each product requires a specific set of necessary
capabilities which must be owned by a country in order to produce
and then to export it. In this perspective, we can draw an analogy
with biological systems: in an evolving economic environment for
a country it is much more convenient to accumulate capabilities
than specializing in a particular sector of production selecting and
preserving only a limited and particular set of capabilities.
Due to the difficulty in categorizing, quantitatively analyzing
and comparing capabilities, exported products by each country
become in such a scenario the main proxy to infer the level of
complexity of a productive system, that is the endowment of
capabilities. In some sense the basket of exported products of a
country contains encrypted information about its fundamental
capabilities, i.e., the peculiar social and economic substrate on
which the complexity of the national economic system is built.
It is possible in principle to represent schematically this
conceptual framework in terms of a tripartite country-capability-
product network in which capabilities are the intermediate layer
between countries and products (see Fig. 3).
A tripartite network is in general a network in which nodes can
be grouped into three classes C, K and P such that links are
permitted only between nodes belonging to two different classes.
In the particular present case a node in the classes C (countries)
and P (products) can only be connected to nodes in the class K
(capabilities). The non-observability of capabilities means that we
can only access to the ‘‘contraction’’ of this tripartite network into
the bipartite country-product network which is an equivalent
description of the binary export matrix M^. In this way exports of
countries can be informative about capabilities.
We can put these relations and structure in formulas to properly
highlight the strongly non-linear relationship between capabilities
and diversification of the production basket (see also [19]). Here
we discuss the simplest modeling, i.e. the random case which is
anyhow able to show this grounding feature of such an approach.
Let us call C:fcg the set of countries, K:fkg the set of
capabilities, and P:fpg the set of products. We can define the
following two binary matrices:
N S^ connecting countries to capabilities whose element Sck~1 if
the country c owns the capability k and 0 otherwise. The cth
row of this matrix provides in this way the whole set of
capabilities owned by country c, while the kth column gives the
set of countries having capability k.
N T^ connecting capabilities to products whose element Tkp~1 if
the capability k is a necessary ‘‘ingredient’’ to produce the
product p. The pth column of this matrix gives all the necessary
capabilities to produce and export p. The kth row gives instead
the set of products for which capability k is a fundamental
ingredient.
A product is exported by a country only if it owns all the
necessary capabilities to produce the given product. We can
consequently define the matrix M^ as
Mcp~P
k
½1{Tkp(1{Sck) ð5Þ
which is 1 iif c owns all the capabilities to produce p and 0
otherwise. It is important to note the high non-linearity of the
relation (5), which implies that the acquisition of a new capability k
by a country produces an effect which strongly depends on the
basket of capabilities already owned by country c, and therefore by
the basket of products that such a country already exports. This
can be illustrated by the following approximated argument. Let us
assume that the country c acquires the capability k0, so that Sck0
switches from 0 to 1. The impact on the basket of exports of
country c will be given by the difference dkc of kc~
P
p Mcp after
and before the acquisition of the capability k0. It is simple to show
that
dkc~
X
p
Tk0pPk
=k0½1{Tkp(1{Sck)~
X
p
Tk0pPfkgp
=k0
Sck , ð6Þ
where fkgp indicates the set of capabilities necessary to produce
the product p. Let us see what happens in the case in which all the
entries in the matrix Tkp are independent identically distributed
binary random variables with mean q[(0,1). In this case, taking
the average of the second expression in (6) we can say that
dkc^qkc , ð7Þ
where the average is taken over the possible values of Tkp. This
simple calculation shows that even in a maximally random case
the higher is the number of capabilities owned by the country c,
and therefore kc, the higher will be the average advantage in
productivity and export by the acquisition of a new capability.
Figure 3. A schematic representation of the hidden capabilities
layer. The real observable data is the contraction of the tripartite
network Countries-Capabilities-Products: each country is connected to
all and only those products for which owns all the necessary
capabilities.
doi:10.1371/journal.pone.0070726.g003
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Figure 9: The economic complexity interpretation of the bipartite country-product export network. In order to
be produced and exported, each product requires a given set of capabilities. Only the countries that ossess all
the capabilities required to produce a given product can export it. The resulting observed bipartite network (right
panel) can be therefore interpreted as a projection of a tripartite network where the capabilities layer cannot be
observed. A model based on this simple scheme fits the structural properties of the country-product network (see
Section 4.3.4). Reprinted from [193].
solution must be based on combination. The combination mechanism assigns oi = wi for i =
1, . . . , k, where k is a random number uniformly extracted from {1, 2, . . . , N − 1}. For i ∈
{k + 1, . . . , N}, oi = pi if that position had not been already assigned – i.e., if pi 6∈ {w1, . . . wk};
if pi ∈ {w1, . . . wk}, the element oi is randomly extracted from all the positions that have not yet
been assigned. Finally, each offspring solution suffers from a mutation with probability 0.1: a
portion of the vector o is randomly selected and its elements undergo a cyclic permutation.
The BINMATNEST algorithm produces matrices that exhibit significantly lower temperature
than those produced by the NTC (see Figs. 4-5 in [70]). This has been verified in both synthetic
and real networks; in real networks, the gap between the temperature by the NTC and the tem-
perature by BINMATNEST tends to be larger for pollination networks than for spatial networks.
Besides, while the temperature by BINMATNEST depends on network density (in particular, the
lowest temperature values are achieved by very sparse or very dense networks), the probability
that the observed temperature is attained by chance does not, which makes it legitimate to use
the p-values of nestedness temperature to compare the degree of nestedness of systems of different
size and density [70].
3.3.2. Non-linear iterative algorithms
Non-linear iterative algorithms (like the fitness-complexity algorithm) were not explicitly intro-
duced with the goal to enhance the nestedness of a given matrix. The algorithms were originally
aimed to rank countries and products in bipartite country-product networks where the countries
are connected with the products they export [24]. Yet, they turn out to be effective in enhancing
nestedness [71, 73], which justifies their place here as methods to pack the adjacency matrix of a
given network.
Fitness-Complexity metric and its interpretation. The algorithm is motivated by simple economic
considerations. The economic complexity12 approach to macroeconomics views the export of a
product as the result of a production process that requires from a country all the necessary
capabilities in order to fabricate that product (see Fig. 9 for an illustration). In this view,
12We refer the interested reader to [https://www.mdpi.com/journal/entropy/special_issues/Economic_
Complexity] for a recent special issue of the journal Entropy on economic complexity.
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countries that possess more capabilities are more competitive in the world trade, as they have
the possibility to produce and export more products than countries with few capabilities.
Based on these lines of reasoning, Tacchella et al. [24] defined the fitness, Fi, of a given country
i as the sum of the scores of the products exported by that country:
Fi =
∑
α
AiαQα. (37)
Naturally, the products’ scores {Qα} depend on the exporting countries’ scores. However, this
dependence cannot be linear because a product that is exported by many countries is likely to
require few capabilities to be produced, which means that it cannot be a sophisticated product.
Tacchella et al. [24] therefore observe that a product that is exported by specialist countries
should be penalized. One of the simplest mathematical ways to enforce this idea is to define a
given product’s score as the harmonic mean of the fitness scores of its exporting countries:
Qα =
1∑
iAiα/Fi
. (38)
According to this definition, if a product α is exported by a low-fitness country i, this country’s
small score Fi gives a large contribution 1/Fi to the sum in the denominator, which results in a
small product score Qα.
Eqs. (37)-(38) are not yet the final equations of the algorithm, because the countries’ (prod-
ucts’) scores depend on the products’ (countries’) scores, and we do not know either of them, a
priori. In line with the widely-used power method to compute Google’s PageRank [194], one sets
a uniform initial condition [24]
F
(0)
i = 1,
Q(0)α = 1,
(39)
and then seeks to solve iteratively Eqs. (37)-(38):
F˜
(n)
i =
∑
α
AiαQ
(n−1)
α
Q˜(n)α =
1∑
iAiα/F
(n−1)
i
.
(40)
At each step, the scores are further normalized by their mean:
F
(n)
i = F˜
(n)
i / 〈F˜ (n)i 〉
Q(n)α = Q˜
(n)
α / 〈Q˜(n)α 〉 .
(41)
Ideally, one would like to define the vector of country and product scores as the stationary point
of these iterative equations. This is not always possible: one can show both numerically and
analytically that for some shapes of a nested adjacency matrix, the scores of multiple countries and
products converge to zero [114, 115]. Conditional on the level of nestedness and the density of the
adjacency matrix, such convergence can be as slow as a power-law of the number of iterations [114,
115]. Of course, if many countries and products have zero scores, the resulting ranking cannot
discriminate their relative importance. To bypass this issue, scholars have proposed various
solutions. The simplest one is to halt the algorithm after a finite number of iterations, and
to check a posteriori that the country and product scores are all larger than zero [72]. Other
scholars [73, 114] suggested to use a convergence criterion that relies on the convergence of the
ranking of the nodes, and not on the convergence of their score.
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Type of network System Fitness score Complexity
score
Refs.
Economic Country-
product export
Country com-
petitiveness
Product special-
ization
[24]
Economic Country-food
production
Country com-
petitiveness
Food specializa-
tion
[195]
Knowledge pro-
duction
Country-
research field
Country com-
petitiveness
Field complex-
ity
[196]
Social User-page en-
gagement in
Facebook
User engage-
ment
Page impact [197]
Ecological Plant-pollinator Pollinator im-
portance
Plant vulnera-
bility
[71]
Table 5: Applications of the fitness-complexity algorithm and its variants to diverse systems. For each system, we
provide a brief interpretation of both Fitness and Complexity score, and we refer to the mentioned references for
all the details.
Before introducing variants of the fitness-complexity algorithm, we stress the reason why the
algorithm produces highly-nested adjacency matrices. The algorithm indeed not only rewards
generalist countries and specialist products, but also ranks the products in such a way that a
product’s score is mostly determined by the score of the least-fit exporting countries. Therefore,
given a pair of countries, the fittest one (i.e., in the ordered matrix, the one whose corresponding
adjacency matrix’s row lies above) is typically able to export additional products that are not
exported by the least-fit country; these additional products tend to have a higher complexity
score (i.e., their corresponding adjacency matrix’s columns tend to lie more on the right) than
those exported by the least-fit country, which is in agreement with the definition of nestedness.
We conclude this introduction to the fitness-complexity algorithm by emphasizing that the
algorithm can be applied to any bipartite network (see Table 5). For example, Domı´nguez-Garc´ıa
and Mun˜oz [71] have applied the algorithm13 to mutualistic networks, with the goal to study its
ability to identify structurally important nodes – more details are provided in Section 6.1.2. In
mutualistic networks, countries and products are naturally replaced by active and passive species,
respectively; the fitness and complexity scores represent the active species’ importance and the
passive species’ vulnerability, respectively [71].
Generalized fitness-complexity algorithm. According to the fitness-complexity algorithm, the score
of a product is largely determined by the scores of the least-fit countries. This dependence can be
sharpened by introducing an exponent in the complexity definition [72, 114]. By keeping the ini-
tial condition of the original algorithm (Eq. (39)) and the score normalization after each iteration
(Eq. (40)), the equations of the resulting generalized fitness-complexity algorithm are [72, 114]
F
(n)
i (γ) =
∑
α
AiαQ
(n−1)
α
Q(n)α (γ) =
1∑
iAiα/(F
(n−1)
i )
γ
,
(42)
13To stress the different interpretation of the scores by the algorithm, the fitness-complexity algorithm is dubbed
as “MusRank” by Domı´nguez-Garc´ıa and Mun˜oz [71].
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where γ is a parameter of the method. The original fitness-complexity algorithm is obtained for
γ = 1. Given the interpretation of the algorithm in terms of economic capabilities, we are mostly
interested in the γ > 0 range. Increasing γ increases the dependence of product score on the
fitness of the least-fit exporting country. This results in more nested adjacency matrices (see Fig.
3 in [72]), which proves to be beneficial for the identification of structurally important nodes, as
we shall analyze in Section 6.1.2. At the same time, the rankings obtained with γ > 1 tend to
be more sensitive to structural perturbations of the network’s structure [72], which is a drawback
especially for systems where a non-negligible fraction of the links might be unreliable, such as
the World Trade [45, 198]. A different generalization of the fitness-algorithm was introduced by
Zaccaria et al. [197] to rank users’ engagement and pages’ impact in Facebook; they found that
the resulting algorithm (which they called PopRank) can reliably predict the future activity of a
Facebook page.
Minimal extremal metric. While the generalized fitness-complexity algorithm introduced in the
previous paragraph allows us to fine-tune the dependence of a product score on the score of the
least-fit exporting countries, it is instructive to consider the limit case where the products’ score
is entirely dependent of the least-fit exporting country’s score. By keeping the initial condition
of the original algorithm (Eq. (39)) and the score normalization after each iteration (Eq. (40)),
the equations of the resulting minimal extremal metric are [115]
F
(n)
i =
∑
α
AiαQ
(n−1)
α
Q(n)α = min
i:Aiα=1
{F (n)i }.
(43)
This metric corresponds to the limit γ → ∞ of the generalized fitness-complexity metric, and
it is interesting for two main reasons: (1) for empirical networks, with respect to the FCM, it
improves the nested packing of the adjacency matrix (see Fig. 4 in [115]); (2) for perfectly nested
networks, the vector of node scores is related to the network’s degree sequence through a simple,
exact mathematical relation (see Eq. 11 in [115]), which allows us to build a simple intuition on
the convergence properties of non-linear ranking algorithms.
A variant with improved convergence properties. To improve the convergence properties of the
fitness-complexity algorithm, Stojkoski, Utkovski and Kocarev [116] defined a modified fitness-
complexity algorithm. By keeping the initial condition of the original algorithm (Eq. (39)) and
the score normalization after each iteration (Eq. (39)), the equations of their proposed algorithms
(hereafter referred to as SUK Fitness-Complexity algorithm, after its authors) read [116]
F
(n)
i =
∑
α
AiαQ
(n−1)
α
Q(n)α =
1∑
iAiα(N − F (n−1)i )
.
(44)
The score product by the metric can be viewed, approximately, as a second-order expansion of the
original fitness-complexity algorithm14. Importantly, product and country scores cannot converge
14This can be seen by expanding the inverse 1/F of country score around F = f/N , where f = N F > 0 is the
real number such that f/N equates the country score (for example, if a country has fitness equal to one, f = N).
We obtain that 1/F ' 2 f (N − f F/2)/N2. Therefore, each contribution to product score can be expressed,
approximately, in terms of the difference between the total number of countries N and country fitness F . In the
special case f = 2 (F = 2/N) [116], each contribution becomes precisely equal to N − F , i.e., the term used in
Eq. (44).
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Do the iterations above converge to a unique fixed point? Scholars have found that while the
answer is positive, the scores of several nodes can potentially converge to a zero value, which reduces
the discriminative power of the ranking based on the fixed point of the map [38]. Besides, this
convergence to zero tends to be relatively slow, and it strongly depends on the density and shape of
the incidence matrix [28,38]. To prevent this potential issue, we adopt a convergence criterion based
on ranking: we stop the iterations at step n∗ if and only if the ranking of countries and products at step
n∗ is almost exactly the same as the ranking at step n∗ + ∆n, i.e., if few ranking variations occurred
in the subsequent ∆n steps. In practice, the stopping iteration n∗ is defined as the smallest iteration
such that both Spearman’s correlation coefficients ρ(F(n
∗), F(n
∗+∆n)) and ρ(Q(n
∗),Q(n
∗+∆n)) are larger
than 1− 10−3. Unless otherwise stated, the results presented in this manuscript refer to ∆n = 10 – the
criterion allows us to stop the algorithm after a finite number of iteration for all the analyzed networks.
We find that results for ∆n = 20 and ∆n = 30 are in qualitative agreement with those obtained with
∆n = 10; the same holds for results obtained by running a fixed number n∗ = 100 of iterations of the
FCA – details are provided in the Results section.
While we formulated the algorithm for the country-product network, the algorithm can be
applied to any bipartite network by replacing “countries” with the system’s row-nodes (e.g., animals in
mutualistic networks [33]) and “products” with the system’s column-nodes (e.g., plants). In this paper,
we apply it not only to the country-product network, but also to mutualistic networks: the fitness score
of animal and plant species represents their importance and vulnerability, respectively [33].
3. Results
3.1. Mutualistic Networks
We analyzed the 142 pollination networks provided by The Web of Life (www.web-of-life.es)
project. The species are plants (rows) and pollinators (columns) and the type of interaction is Pollination.
The main goal of our paper is to compare the FCA and the BINMATNEST algorithm with respect to
their performance in the NTM problem. Figure 2 shows that qualitatively, the matrices produced by
the fitness-complexity algorithm are substantially more nested than those produced by ranking the
nodes by degree, and their nestedness might be comparable or even larger than that of the matrices
ranked by BINMATNEST.
Figure 2. Six empirical mutualistic matrices of different density packed according to three different
methods: fitness-complexity algorithm (top row), BINMATNEST (intermediate row), and degree
(bottom row). The matrices ranked by fitness-complexity and BINMATNEST are significantly more
nested than those ranked by degree.
Figure 10: Interaction matrices of six mutualistic bipartite networks when rows and columns are ranked by the
fitness-complexity algorithm (upper p nels), by the BINMATNEST algorithm (intermediate panels), an by degree
(lower panels). The matrices ranked by the fitness-complexity and BINMATNEST algorithms exhibit a higher
degree of nestedness than those packed by degree. Reprinted from [73].
to zero in the SUK algorithm. This is a simple consequence of the fact that∑
i
Aiα(N − F (n−1)i ) = N kα −
∑
i
Aiα F
(n−1)
i , (45)
which implies
Q(n)α =
1∑
iAiα(N − F (n−1)i )
≥ 1
N kα
> 0. (46)
The algorithm was used by Stojkoski et al. [116] to assess the impact of services on the rankings
by economic complexity metrics – a similar goal was also pursued through the fitness-complexity
algorithm by a recent paper [199] co-authored by World Bank members. Stojkoski et al. [116]
found that services tend to be ranked higher than goods in product rankings, and high-fitness
countries tend to have more developed service sectors. By using the fitness-complexity algorithm,
Zaccaria et al. [199] found that including services trade in the economic fitness approach can
substantially alter the rankings of countries and products.
3.3.3. Nestedness temperature minimization: BINMATNEST or fitness-complexity?
So far, we have independently introduced two approaches – genetic algorithms and iterative
non-linear ranking algorithms – to rank the nodes of a given matrix. We now ask ourselves: how
do the two methods perform in minimizing nestedness temperature or, equivalently, in maximiz-
ing the adjacency matrix’s degree of nestedness? Preliminary results by Domı´nguez-Garc´ıa and
Mun˜oz [71] suggested that the fitness-complexity algorithm “packs the matrices” substantially
better than the widely-used NTC (see Fig. 5 in [71]). They concluded that the fitness-complexity
algorithm ”should be used (rather than existing ones) to measure nestedness in bipartite matri-
ces” [71]. On the other hand, shortcomings of the NTC were already pointed out by Rodr´ıguez-
Girone´s and Santamar´ıa [70], which motivated them to introduce the genetic algorithm described
in Section 3.3.1.
How does the fitness-complexity algorithm perform when compared with the BINMATNEST
algorithm? A detailed comparison of the matrices packed by BINMATNEST with those packed
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by the fitness-complexity algorithm has been performed recently [73]. Lin et al. [73] found that the
matrices as ranked by fitness-complexity and BINMATNEST are substantially better “packed”
than those ranked by degree (see Fig. 10). More surprisingly, they found that the temperature of
the matrices ranked by the fitness-complexity algorithm is lower than that of the matrices ranked
by BINMATNEST for the majority of the mutualistic bipartite networks that they analyzed.
The only networks where BINMATNEST turned out to substantially outperform the fitness-
complexity algorithm were characterized by small size and high density.
Lin et al. [73] concluded that beyond its application in trade networks, the fitness-complexity
algorithm has the potential to become a standard tool in nestedness analysis. It remains open
to assess whether variants of the fitness-complexity algorithm can further reduce nestedness tem-
perature, and the impact of improved algorithms for nestedness minimization on the acceptance
or rejection, based on suitable null models, of the hypothesis that a network is nested.
3.4. Bottom-line: How to measure nestedness?
Scholars have introduced several distinct metrics to measure nestedness. Some of them (like
NODF [150] and spectral radius [83]) measure the level of nestedness by degree, whereas others
(like the nestedness temperature by the NTC [22], by BINMATNEST [70], and by the fitness-
complexity algorithm [73]) measure the maximal level of nestedness in the system, and they
require a reordering of the rows and columns of the (bi)adjacency matrix.
Generally, these metrics depend on basic systemic properties such as network size, density,
and degree distribution. This makes it necessary to assess the statistical significance of their
observed values based on a null model. How to choose the null model is controversial: scholars
have warned against the risk of both an excessive number of false positives, if the null model is
too loose (e.g., Equiprobable-Equiprobable model), or an excessive number of false negatives, if
the null model is too conservative (e.g., Fixed-Fixed model).
There is no universal answer on which combination of nestedness metric and null model should
be adopted to investigate the presence and implications of nestedness [9]. A valid operational
strategy is to always make sure that obtained results on nestedness hold for different metrics
and similar null models. Information about publicly available software for the implementation of
nestedness metrics together with null models for statistical significance tests is provided in A.
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4. Relation between nestedness and other systemic properties
Nestedness is a network structural property, which means that it depends on the adjacency
matrix A of the network of interest. Two questions emerge: how is this property related to other
known network properties (such as degree distribution, assortativity, modularity, etc.)? How is the
property related to important properties of real systems that are not directly related to network
structure? Section 4.1 addresses the first question, revealing a tight bound between nestedness
and the network’s degree distribution [169] and disassortativity [146]. Besides, nestedness turns
out to be a generalization of the core-periphery structure [41], and it has a multifaceted relation
with modularity [32, 200].
Section 4.2 discusses the relation between nestedness and ecological properties that are not
captured by the topology of interactions. These properties include macroecological properties,
species relative abundances, and forbidden links [9, 68]. Section 4.3 focuses on economic systems,
and it describes the relation between nestedness and various economic properties. We mostly
focus on the predictive power of nestedness for the success or failure of firms [28], the appearance
and disappearance of links in spatial and trade networks [29], the future economic development of
countries [122], and on the relation between nestedness and hidden capabilities in world trade [29,
52].
4.1. Nestedness and other network properties
This Section studies the relation between nestedness and other network properties: degree dis-
tribution (Section 4.1.1), disassortativity (Section 4.1.2), core-periphery structure (Section 4.1.3),
modularity (Section 4.1.4). For each of these network properties, we will describe its relevance
in network analysis, introduce the main metrics to measure it, and discuss its relation with
nestedness.
4.1.1. Nestedness and degree distribution
A natural question which invariably arises for any network structural pattern is whether the
property can be simply explained by the network’s degree distribution [11] or by other local,
higher-order network properties [201]. Almost as soon as the first instances of nested structures
were reported [21], ecologists have started investigating whether the observed nested patterns
could be explained by the degree distribution alone. The question has been addressed by means
of both the degree-preserving randomization procedures introduced in Section 3.2.1 (e.g., PP and
FF model), and by the maximum-entropy techniques described in Section 3.2.2.
Biogeographic networks. As nestedness was first introduced in the biogeography literature [21],
the first attempts to study the relation between network nestedness and degree sequence were car-
ried out for bipartite species-island networks. For spatial networks, Brualdi and Sanderson [154]
found that the observed number of discrepancies (a metric for nestedness introduced in Sec-
tion 3.1.1) in 33 empirical networks is compatible with the number of discrepancies observed in
randomized networks generated with the FF model. They argued that the main reasons why
nested patterns were widely found in previous studies [74, 202] was that “violation of the row
or column sums (or both) did not sufficiently constrain the sample space containing the nested
species subsets”.
Ulrich et al. [48] performed an extensive analysis on the 286 empirical networks previously
collected by Patterson and Atmar (see A). They focused on the FF model which preserves the
degree sequence of both kinds of nodes in bipartite networks (see Section 3.2.1). They both
measured the correlation between the z-scores of different nestedness metrics (NODF, number of
discrepancies, temperature, unexpected number of transformations UT ) and assessed the number
of empirical networks that exhibit a statistically significant nestedness (see Fig. 11). Out of
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Figure 11: Pairwise comparisons of the z-scores by four different nestedness metrics (NODF, nestedness tem-
perature T , number of discrepancies BR, number of unexpected transformations UT – see Section 3 for all the
definitions) for the spatial datasets collected by Atmar and Patterson (see Appendix A). The z-scores are based
on the EE model which only preserves network size and density (panels A-B), and the FF model which preserves
exactly the degree sequence (panels C-D). The squares delimit the regions where nestedness is not significative
according to any of the two metrics. Reprinted from [48].
the 286 empirical networks, they found 113 of them to be significantly nested according to at
least one of the considered nestedness metrics. Intriguingly, they found only 11 networks to be
significantly nested according to all the four considered nestedness metrics. Ulrich et al. [48] also
found that the EE null model (i.e., a null model that only preserves network size and density,
see Section 3.2.1) produces high values of z-score for most of the networks, regardless of the
adopted nestedness metric: the choice of the null model has a strong impact on our conclusions
on the significance of a nested pattern. As expected, more constrained models lead to fewer
significantly-nested networks.
Ecological interaction networks. Already the first work by Bascompte et al. [23] found that for
20% of the analyzed pollination networks, nestedness can be explained by a PP null model that
preserves, on average, animals’ and plants’ degree; they also found that this percentage drops
to zero when restricting the analysis to sufficiently large networks. Joppa et al. [67] also found
that most mutualistic networks are more nested than one would expect by degree sequence alone.
They pointed out that the networks that are more nested than expected by degree sequence are
typically the large ones. From a different perspective, Medan et al. [80] computed analytically
the degree sequence associated with a particular line of perfect nestedness.
More recently, Borra`s et al. [169] used the maximum-entropy approach for bipartite networks
(see Section 3.2.2) to assess the relation between nestedness and degree sequence in 167 mutualistic
networks. Their conclusions are different from those by previous studies [23, 67]. Based on NODF
and spectral radius, they found that among all the analyzed networks, only a tiny fraction of them
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Figure 12: Temporal evolution in the World Trade for the z-score of three quantities: NODF (blue dots), row-
contribution to NODF (pink dots), assortativity (brown dots). The NODF and its contributions are based on the
bipartite country-product export network; the z-scores are based on the maximum entropy model described in
Section 3.2.2 which preserves, on average, the nodes’ degree. The row-contribution to NODF (i.e., the country-
contribution) shows a non-trivial trend: it is significant in the first years but it gradually declines, falling below
the z = 2 line after 2003. Assortativity shows a monotonous trend as well, yet it remains significatively negative
(z < 2) over the whole observation time span. Adapted from [26].
exhibit z-score larger than two. They concluded that in mutualistic networks, the “observed
nested structure of the ecological communities studied is, in fact, a mere consequence of the
degree sequences of the two guilds”. They interpreted this result as a consequence of the fact
that for networks with highly-heterogeneous degree distribution, disassortative structures tend
to have larger entropy than non-disassortative ones [203]. This happens because a specialist
has many more possibilities to be connected with a generalist than with another specialist. As
nestedness and disassortativity are strongly related (see Section 4.1.2), it follows that for a highly-
heterogeneous degree distribution, maximizing entropy can lead to nested structures [169].
World Trade networks. Results on the significance of nestedness in World Trade are intriguing.
Using the maximum-entropy approach described in Section 3.2.2, Saracco et al. [112] quantified
the significance of the nestedness (as measured by NODF, see Section 3.1.3) of the bipartite
country-product export network (NBER dataset) over the period 1963-2000. The authors found
that the z-scores of the network’s NODF (determined numerically through the maximum-entropy
framework described in Section 3.2.2) are always smaller than two. They concluded that the
degree sequence allows us to reproduce the nestedness of the World Trade bipartite network. An
analysis of the World Trade over the period 1995–2010 (see Fig. 12) shows again that network
NODF is explained by the network degree sequence [26]. Nevertheless, the row-contribution to
NODF (see Section 3.1.3) exhibits statistically significant values (z-score above two) from 1995
to 2002. The z-score declines from 1995 to 2002, lying on an almost constant plateau below z = 2
over the period 2003-2010. Based on similar findings for other structural properties, Saracco et
al. [26] argued that the increasing randomness of the world trade network over the 2003-2007
period might be interpreted as an early sign of the 2007-2008 financial crisis.
Nestedness: significant pattern or a consequence of the degree sequence?. The question is tightly
related to the choice of the null model and its implications. Should one prefer unconstrained
models (such as the EE model, see 3.2.1) where the degree of the nodes is allowed to vary, or
should one prefer a constrained null model (like the FF model, see 3.2.1) where the nodes’ degree
is fixed exactly (like in the FF model, see 3.2.1 or on average (like in the PP model and in
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the maximum-entropy approach, see Sections 3.2.1-3.2.2)? Ecologists have widely debated this
question. We can identify two main viewpoints in the literature.
Scholars have warned against the possible overestimation of Type-I and Type-II errors for
unconstrained and constrained models, respectively. It has been widely recognized [48] that
unconstrained models where all species have the same interaction probability might make it too
easy for a network to achieve a statistically significant degree of nestedness. In other words,
given the null hypothesis that the null model explains the observed degree of nestedness, one
risks rejecting the null hypothesis when it is true (Type-I error [62]). A long stream of works [59,
112, 154, 169] have employed constrained null models where the degree of the nodes is fixed,
exactly or on average. As a result, the fact that a null model that preserves the degree sequence
can generate networks of statistically comparable nestedness as the real ones is known since long
time [154].
On the other hand, it has been also recognized that in constrained models (such as the FF
model), fixing exactly the degree sequence might make it too hard for a network to achieve a
statistically significant degree of nestedness. In other words, given the null hypothesis, one risks
accepting the null hypothesis when it is false (Type-II error [62]). Some scholars [204] advocated
the use of models that do not constrain the degree sequence of both kinds of nodes, based on
the following argument, summarized by Gotelli and Ulrich [62]: with constrained models, “if the
biological processes (e.g. competition) affect the constrained elements (e.g. matrix row totals)
then the effect of interest has been smuggled into the test, which reduces the sample space and
leads to excessive type II errors”. Because of the small size of the sample space, constrained
models can lead to paradoxes: for example, a perfectly nested matrix might be classified as
maximally non-nested by the FF model if it is the only possible matrix with that degree sequence
(see the Supplementary Information in [83]).
This debate points out the importance of considering carefully the properties of the ensemble
of random graphs used to assess the significance of observed patterns: classifying a network
as non-significantly nested might be a consequence of the limited number of networks in the
ensemble of networks with the same (or similar) degree sequence. A detailed analysis of Type
I and Type II errors for both constrained and unconstrained null models can be found in [61]:
they found that in a set of non-random matrices that contains nestedness, the FF model rejected
the null hypothesis only less than 10% of the times for most of the nestedness metrics. In light
of this discussion and recent developments [64], we recommend the detailed analysis of Type I
vs Type II errors as a necessary step to be performed before adopting a given null model for the
analysis. If a null model is not able to classify perfectly or almost perfectly nested networks as
significantly nested, concluding that nestedness is not significant based on its results might be
misleading. A similar analysis might also explain the reasons behind the contrasting results in
previous literature [23, 48, 67, 169].
4.1.2. Nestedness and disassortativity
A network exhibits nestedness if the neighborhood of a node is contained in the neighborhoods
of the nodes with higher degrees. A direct consequence is that low-degree nodes tend to only
interact with high-degree nodes, whereas high-degree nodes interact with both other high-degree
nodes and with low-degree nodes. As a result, the average degree of the nodes that interact with
high-degree nodes tends to be lower than that of the nodes that interact with low-degree nodes.
This property is typically referred to as disassortativity in network science [11, 205]. Therefore,
nestedness is expected to be significantly correlated with plausible metrics for disassortativity;
this expectation has been confirmed by analysis of synthetic and empirical networks [146, 206].
Below, we provide more details on these results.
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Figure 13: The relation between nestedness (as measured by the JDM-NODF η defined by Eq. (19)) and disassor-
tativity (as measured by the linear correlation r between the degrees of the two nodes that belong to each link)
for empirical networks of various kinds. The most nested networks (large η) are all disassortative (r < 0), whereas
the nestedness of assortative networks (r > 0) tends to be comparable with that of random networks (η ' 1).
Reprinted from [146].
Assortativity and disassortativty. Assortativity in networks generally refers to the tendency of
nodes to connect with nodes that are similar to them. By contrast, disassortativity refers to the
tendency of nodes to connect with nodes that are different from them (see [11], Section 7.13). Of
course, such general definitions strongly depends on which properties we consider when measuring
the similarity between two given nodes. There can be two types of assortativity: assortativity
by enumerative node properties (e.g., measuring the tendency of students in a given school to
establish friendships with students of the same gender) and assortativity by scalar node properties
(e.g., measuring the tendency of students in a given school to establish friendships with students
of similar age or parental income) [11].
From a network perspective, it is instructive to measure the assortativity by degree, which aims
to quantify the tendency of nodes to connect with nodes of similar degree [10, 11]. Assortativity
by degree has been found in systems as diverse as social networks [207], scientific co-authorship
networks [205], paper [208] and patent [209] citation networks, World Wide Web [210], among
many others. On the other hand, disassortativity has been found in metabolic networks [10], the
Internet [211], food webs [205, 210], among many others.
To measure the degree of assortativity in a given network, a commonly employed metric is the
Pearson’s linear correlation coefficient r between the degrees of pairs of nodes that belong to a
given edge. Assortative (disassortative) networks are characterized by positive (negative) values
of r, meaning that the degree of a link’s node is positively (negatively) correlated with the degree
of the other node that forms the link.
Nestedness and disassortativity. Abramson et al. [206] found that perfectly nested network ex-
hibit negative assortativity coefficient r. The coefficient decreases (i.e., the network becomes
more disassortative) as network density increases. Johnson et al. [146] showed that network dis-
assortativity is significantly correlated with nestedness, as their metric η for nestedness (defined
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by Eq. (24)) is negatively correlated with the Pearson’s linear correlation coefficient r between
the degrees of pairs of nodes that form the network links. They showed this both in synthetic
networks with tunable assortativity coefficient (see Fig. 2 in [146]) and in 60 unipartite and bi-
partite empirical networks of diverse nature (see Fig. 13). They concluded that “disassortative
networks are typically nested and nested networks are typically disassortative”.
4.1.3. Nestedness and core-periphery structure
A core-periphery structure is a network structure composed of a ”core” of nodes that are
connected with all the other nodes, and a ”periphery” of nodes that tend to be only connected
with the nodes in the core. Such structure has been investigated and observed in a wide variety
of systems, including international trade [212, 213], social networks [214, 215], human brain
network [216, 217], mutualistic networks [218, 219], R&D networks [220], financial networks [129],
among many others. We refer the interested reader to [221] for a recent review on the structure
and dynamics of core-periphery networks. Some scholars have observed that compared with
the community detection problem (see [222, 223] and Section 4.1.4), “other types of mesoscale
structures [. . . ] have received much less attention than they deserve” [224], and that the core-
periphery structure is one of those.
In a core-periphery structure, the peripheral nodes’ neighborhoods are included by construc-
tion in the core nodes’ neighborhoods; therefore, it is natural to conjecture a relation between
such structure and nestedness. This relation has been explicitly found by Lee [41] in both empir-
ical and synthetic networks. It suggests that the methods and implications of nestedness analysis
might be highly relevant to all systems where core-periphery structures are typically found.
Detection of core-periphery structures. Before investigating the relation between nested and core-
periphery structures, we provide a brief introduction to the methods to detect core-periphery
structures in networks. We describe the Borgatti-Everett (BE) approach [214] and its subsequent
generalizations [41, 224] that have been used to investigate the relation between core-periphery
structures and nestedness [41]. We start by introducing the Borgatti-Everett (BE) approach [214]
to detect a single core-periphery structure in unipartite networks15. To identify core and periph-
eral nodes, Borgatti and Everett introduced, for each node i, a binary variable xi such that
xi = 1 and xi = 0 for core and peripheral nodes, respectively. They also considered an ideal core-
periphery structure where the core nodes are connected with all the nodes, whereas the peripheral
nodes are only connected with the core nodes. In terms of the x variables, the corresponding
adjacency matrix ACP can be simply written as ACPij = xi + xj − xi xj – i.e., ACPij = 1 if i or
j belong to the core, whereas periphery-periphery links are strictly forbidden. A simple metric
to quantify the similarity between the network’s adjacency matrix and the ideal core-periphery
structure is the quality function
QCP =
∑
(i,j)
Aij A
CP
ij (x). (47)
To distinguish among core and peripheral nodes, one seeks to find the vector x that maximizes
QCP .
Borgatti and Everest [214] recognized that the assumption of a binary distinction between
core and peripheral nodes might be simplistic to accurately describe real systems’ nodes. To
make the model more flexible, they considered a continuous variant where each node is endowed
with a “coreness” value ci. The elements of the ideal core-periphery network’s adjacency matrix
15While we will focus on the Borgatti-Everett method in this Section, we refer the interested reader to [44, 224–
227] for alternative methods for the detection of core-periphery structures.
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Fig. 6.4 (a) The ordered list of aggregate core scores (4.11) for the London Underground stations
suggests that there are 60 important stations. (We use the core quality (4.10) and the
transition function (4.9).) (b) We plot the stations using their geographical locations. The
  symbol designates the 60 most important stations, and the • symbol designates the 257
other stations.
In Figure 6.4(a), we plot the aggregate core scores for the stations in order of as-
cending values. This reveals a sharp jump in aggregate core score and thereby suggests
that the London Tube has a core group of (about) 60 stations and a periphery of 257
stations. Additionally, we note that considering core-periphery structure also makes
it possible to distinguish between peripheral stations with the same degree centrality.
(In the ordering from largest to smallest degree, stations 240–287 all have the same
degree.) In Figure 6.4(b), we plot the stations using their geographical locations. The
  symbol designates the 60 most important stations, and the• symbol designates the
257 other stations. The figure illustrates that it is reasonable to construe the network
as dichotomized into (about) 60 core nodes and (about) 257 peripheral nodes. The
large set of   nodes in the middle constitute the stations in Central London (e.g.,
King’s Cross/St. Pancras and Paddington, which are both associated with major train
stations). The   nodes that are farther towards the bottom right constitute the sta-
tions around Waterloo, which is another major train station in London. A possible
explanation for the split core is that the two clusters of core stations are separated
geographically by the river Thames, which runs through central London. Most of the
historical landmarks (e.g., Buckingham Palace, Trafalgar Square, and the Tower of
London) are north of the Thames. The so-called “South Bank” (which is centered
around Waterloo) is a 1960s arts hub containing the Royal Festival Hall, the National
Theatre, and the London Eye.
6.3. Networks of Network Scientists. We now consider coauthorship networks
among scholars who study network science. We study two such networks—one from
2006 [58] and another from 2010 [26]. These networks (which both concentrate on
papers written by physicists) have 379 and 552 nodes, respectively, in their largest
connected components. The nodes correspond to scholars working in the field of
network science, and an edge between two of them has a weight based on the number
of papers that they have coauthored. (Note that the 2006 network is not a subset of
the 2010 network.)
In Table 6.3, we show the names of the scholars from both 2006 and 2010 with the
top thirty aggregate core scores (4.11) using the core quality (4.10) and the transition
function (4.9). In Table 6.4, we give the top 30 aggregate core scores for the 2010
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Figure 14: Core nodes and cor -per phery structure f the London Underground statio s. The ode-level aggregate
core score C (defined in Eq. (50)) reveals that there are 60 important s ations in the system (panel (a)). The
structural importance of this stations (pink triangles) compared to the non-core stations (blue circles) can be
appreciated in panel (b), where th stations’ position is de ermined by their geographical location. The two
clusters of cores correspond to central stations in London (north cluster) and to the stations close to Waterloo
station (south cluster). Reprinted from [224].
are then defi ed as ACPij = ci cj . Such matrix elements: (1) are large w n oth i and j have
a high coreness value; (2) are sm ll when both i and j have a small coreness value; (3) assume
intermedi e values whe one of the two nodes has a small coreness, the other ne ha a large
coreness value. The maximization of the resulting quality function [214]
QCP =
∑
(i,j)
Aij ci cj (48)
gives as output the optimal vector of coreness scores. Interestingly, as recognized by Borgatti
and Everett [214], this ptimal vector is equivalent to the Bonacich eigenvect r centrality [228].
Rombach et al. [224] ge er lize this approach by int oducing a parametrization ci( , b) of the
core score in terms of two parameters a and b. They choose a “sharp” function tha well separates
the core from the periph al nodes:
ci(a, b) =
{
i (1−a)
2 bbNc if i ∈ {1, . . . , bbNc},
(1−bbNc) (1−a)
2 (N−bbNc) +
1+a
2 if i ∈ {bbNc+ 1, . . . N}.
(49)
The parameter b ∈ [0, 1] determines the size of the core (all the nodes are in the core when b = 0,
whereas the core is empty when b = 1). The parameter a determines the score gap between
the lowest-score core node and the highest-score peripheral node. When a = 1, such score gap is
maximal, Ci is a discontinuous function, and the nodes are either core nodes (ci = 1) or peripheral
nodes (ci = 0), without intermediate coreness values. In line with Borgatti and Everett [214], the
assignment of the nodes to the core or the periphery of the network is performed in such a way
to maximize the core-periphery function QCP (a, b) =
∑
(i,j)Aij ci(a, b) cj(a, b). The aggregate
core scor of node i is defined as the weighted average of ci(a, b) over all the possible values for
the parameter pair (a, b); parameter pairs (a, b) that lead to larger values f the core-periphery
quality function QCP give larger contribution to Ci(a, b):
Ci(a, b) = Z
∑
(a,b)
ci(a, b)Q
CP ( , b), (50)
where the normalization factor Z ensures that maxi Ci = 1. The aggregate core score of a node
is informative about its centrality in the network (see Fig. 14).
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Eq. (49) can be generalized to bipartite networks [41]. This is done by introducing two
vectors {cRi (aR, bR)} and {cCa (aC , bC)} of coreness scores for row-nodes and for column-nodes,
respectively. The model has now four parameters in total: two parameters, {aR, bR} and {aC , bC},
parametrize the coreness score of row-nodes and column-nodes, respectively. In line with [224],
one can again define the aggregate core score of row-node i and column-node α as [41]
CRi = Z
R
∑
(a,b)
ci(a
R, bR)QCP (a, b),
CCi = Z
C
∑
(a,b)
ci(a
C , bC)QCP (a, b),
(51)
where (a, b) = (aR, bR, aC , bC), and we defined the quality function
QCP (a, b) =
∑
i,α
Aiα ci(a
R, bR) cα(a
C , bC). (52)
The degree of core-periphery organization ξ of the network can be defined as [41]
ξ =
∑
i,αAiα C
R
i C
C
α
E
∑
i C
R
i
∑
α C
C
α
. (53)
The numerator of this expression has the same form as Eq. (50), with the difference that it uses
the aggregate core scores which do not depend on the specific (a, b) parameters.
Nestedness and core-periphery structure. Lee [41] compared the NODF nestedness metric (defined
by Eq. (14)) with the core-periphery metric ξ (defined by Eq. (53)) on 89 mutualistic bipartite
networks (both plant-pollinator and seed dispersal) and in synthetic networks with tunable nest-
edness. In mutualistic networks, he found a strong correlation between NODF and ξ; however, for
those systems, both NODF and ξ turn out to be strongly correlated with both edge density (see
Fig. 5 in [41]). To factor out the impact of edge density on the NODF-ξ correlation, Lee considers
a model where nestedness can be tuned while preserving the network’s edge density. Such analysis
reveals again a strong correlation between NODF and ξ, but both metrics turn out to be strongly
correlated with the variance of the degree distribution (see Fig. 6 in [41]). To factor out both
the impact of edge density and the impact of degree heterogeneity on the NODF-ξ correlation,
Lee [41] considered a randomization procedure (analogous to the FF model, see Section 3.2.1)
that preserves exactly the degree sequence. Again, NODF and ξ are strongly correlated, which
suggests that while not equivalent, nestedness and core-periphery are two closely related network
properties, regardless of the network’s degree distribution.
4.1.4. Nestedness and modularity
Modularity aims to quantify how well a network can be partitioned into different groups of
nodes (referred to as modules) such that nodes that belong to the same group are more likely to
be connected than nodes that belong to different groups. In the network science language, the
identification of modules can be seen as a technique of community detection16 [223].
16A large number of community detection methods have been introduced in the literature, involving techniques
as diverse as random-walk minimum description length [229], statistical inference techniques [230, 231], spectral
methods [232], among many others. To quote Hric and Fortunato, “as long as there will be networks, there will
be people looking for communities in them” [223]. We refer to [222, 223] for comprehensive reviews of community
detection techniques.
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It turns out that the relation between nestedness and modularity strongly depends on net-
work connectance: low-density (high-density) networks exhibit a positive (negative) correlation
between nestedness and modularity (see Fig. 15 below and the related discussion). Beyond this
correlational evidence, it is interesting to study the joint dynamics of these two properties. Borge-
Holthoefer et al. [32] recently found that a social system can transition from a modular to a nested
structure as a consequence of a special event (see Fig. 16 below). Besides, a module can exhibit
an internal nested structure, and one can design structural functions to detect subsets of nodes
that exhibit a nested pattern of interaction; this topic will be addressed in Section 7.
Modularity. Modularity [233] is one of the most studied properties of complex networks. The
modularity score Q of a given network quantifies how well the network can be partitioned into
blocks (or communities, or compartments) that have a high internal density of links and few
connections with other blocks. For a undirected unipartite network, to compute the modularity
of a given partition Ξ = {Ξi} of the network into blocks – Ξi denotes here the block to which
node i is assigned to – we compare the number of edges Aij between two nodes i and j that
belong to the same community with the expected number of edges Eij according to a suitable
null model. In formulas, for an undirected network, the modularity Q is defined as
Q =
1
2E
∑
i,j
(Aij − Eij) δ(Ξi,Ξj), (54)
where Eij = ki kj/(2E) is the expected number of edges between i and j under the configuration
model (or, equivalently, the PP null model), and the delta function δ(Ξi,Ξj) restricts the sum to
the pairs of nodes that belong to the same community.
Modularity can be readily generalized to directed [234] and bipartite networks [235]. The most
popular extension of modularity to bipartite networks is arguably Barber’s modularity [235]. In
Barber’s modularity, one uses the fact that in bipartite networks, nodes of one type can only
connect with nodes of the other type. Therefore, only pairs of nodes of dissimilar type contribute
to the bipartite modularity Q:
Q =
1
E
∑
i,α
(Aiα − Eiα) δ(Ξi,Ξα), (55)
where Eiα = ki kα/E is the expected number of edges between i and α according to the config-
uration model (PP model, in the language of Section 3.2.1). Heuristic algorithms developed to
maximize the modularity function for unipartite networks can be extended to maximize Barber’s
modularity as well.
Modularity optimization is one of the most popular community detection techniques. Research
on modularity has focused on evaluating its ability to reconstruct ground-truth communties in
synthetic networks [236–238], designing fast and effective heuristics to optimize it [239, 240],
unveiling its incapability to detect small modules under particular circumstances (”resolution
limit“) [241], quantifying its statistical significance [242], generalizing it to multilayer and tem-
poral networks [243], among other problems.
Nestedness and modularity in ecological networks. Two natural questions arise: Do ecological net-
works exhibit modularity? If yes, what is the relation between nestedness and modularity? Early
studies attempting to uncover the modular (”compartmentalized“) structure of ecological net-
works date back to the 80s [244], and related studies followed in the 90s and early 2000s [245, 246].
These works adopted simple statistics to quantify the ”compartmentalization“ of the system, and
concluded that empirical food webs [245] and mutualistic networks [246] can be compartmental-
ized. More recently, based on the modularity function defined above, Olesen et al. [200] evaluated
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the values of nestedness and modularity to which we compare the
values for the real communities.
DIFFERENCES IN DEGREE DISTRIBUTION
As noted above, the probabilistic model only approximately main-
tains the degree per species. In fact, the probabilistic model tends to
make specialist species less specialist and generalist ones less general-
ist (Bascompte et al. 2003). This makes the degree distribution of the
resulting randommatrices less heterogeneous. To quantify this effect,
we calculate the agreement between the degree distribution of net-
works generated by the probabilistic model and that of the real com-
munities in the following fashion. First, we measure the area A
between the real cumulative distribution function P(k) and the model
cumulative distribution functionPM(k):
A ¼
Z
jPðkÞ " PMðkÞjdk; eqn 2
where k is the degree. Second, we calculate the normalized area
~A ¼A=K where K is the two distributions’ observed support (i.e.
the difference between the maximum andminimum values observed).
Note that the normalization implies that values of ~A fall within the
bounds [0, 1]. As the fixed model maintains the empirical degree dis-
tribution, ~A ¼ 0 for all networks generated by this model.
Results
We found that there is a significant correlation between nest-
edness and modularity for plant–pollinator communities (r¼
0Æ363, P¼0Æ035) but not for plant–seed disperser (r¼0Æ151,
P¼0Æ503) and host–parasite (r¼)0Æ066, P¼0Æ689) networks.
However, we note that real communities differ among them-
selves with regard to both the number of species and of inter-
actions which presents a possible confounding effect. By
narrowing our focus on the values of nestedness and modu-
larity calculated for the population of random matrices gen-
erated by the two null models, we were able to eliminate this
confounding effect.
Using a population of randomizations for each real matrix
and calculating the correlation between the two structural
properties in each of these populations of randomizations, we
observed that there is a change in the sign of the correlation
between nestedness and modularity as a function of the con-
nectance (see Fig. 2). For communities with low connectances,
the higher the nestedness, the higher the modularity. By con-
trast, the higher the nestedness, the lower the modularity for
communities with high connectances. Thus, an increase in the
number of interactions for a fixed number of species reduces
the possibility that the interaction matrix would be both
nested and modular. This implies that only communities with
low connectances are likely to simultaneously present nested
andmodular patterns. This confirms but constrains the results
of Olesen et al. (2007) for pollination networks.
The above general result is modulated quantitatively by
the type of community (seed dispersal, pollination and host–
parasite) and the type of null model used to infer statistical
significance. Specifically, at a finer scale, the correlation co-
efficient between nestedness and modularity decreases
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Fig. 2. Correlation between nestedness and
modularity depends on network connec-
tance. Each circle represents the value of the
correlation for 100 random matrices gener-
ated by each of the two null models for the
same real community. Black and white cir-
cles indicate significant and non-significant
correlations respectively. The solid line is the
best fit linear regression. The dashed line sep-
arates positive and negative correlations and
is shown as a guide for the reader.
814 M.A. Fortuna et al.
! 2010 TheAuthors. Journal compilation! 2010British Ecological Society, Journal of Animal Ecology, 79, 811–817
Figure 15: Nestedness-modularity correlation as a function of network connectance – each dot represents a network.
The nestedness and modularity values represented here are averages over 100 randomizations of the original
networks, performed with two null models: The fixed null model [60] that preserves exactly the network’s degree
sequence (see the FF model in Section 3.2.1), and the probabilistic null model [23] that, on average, preserves
the observed total number of interactions and the network’s degree sequence (see the PP model in Section 3.2.1
and [39]) for implementation details. Black and white circles represent significant and non-significant correlations,
respectively. Reprinted from [39].
the modularity (optimized through a simulated annealing algorithm) of 51 pollination networks.
They found that all networks of more than 50 species were significantly modular, whereas all
networks with less than 50 species were not significantly modular. In addition, they found no
significant correlation between modularity and nestedness temperature. They argued that nest-
edness emerges from the assembly of distinct modules “glued together by interactions among
modules”.
Fortuna et al. [39] analyzed 95 ecological communities including plant–animal mutualistic
networks and host–parasite networks. First, they found a significant correlation between nested-
ness and modularity for plant–pollinator networks (r = 0.363, p = 0.035) but not for plant–seed
disperser (r = 0.151, p = 0.503) and host-parasite (r = 0.066, p = 0.689) networks. Impor-
tantly, by using two statistical null models, they found that the relation between nestedness and
modularity strongly depends on network connectivity: at low (high) connectivity, the two prop-
erties tend to be positively (negatively) correlated – in other words, the correlation between the
nestedness-modularity correlation and network connectance is negative (Fig. 15).
Beyond the overall correlation between nestedness and modularity, another important question
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Bastolla et al.36 exploring a wide range of model parameters’ values (see Materials and Methods and Section E.2 in 
SM). The aim is to compare the persistence of these two distinct topologies when equilibrium is reached. The first 
noticeable finding shows that the nested architecture presents large areas in the parameter space for which the 
system largely survives, whereas the modular structure does not (Fig. 3a). In all the cases (see additional results 
in Figs S7 to S11) it is possible (and actually very frequent) to observe high persistence for the nested architecture 
whereas it is low for the modular one, but never the other way around. In this context, the persistence is defined 
as the survival of a hashtag or user once the system has become stable, while the survival rate represents the final 
diversity (i.e., number of users and hashtags in the steady state) relative to the initial collection. Then, the survival 
area represents the region with a survival rate greater than a given value (see Section E.2 of the SM). We systemat-
ically compare the survival areas for pairs of systems with different sizes and densities (Fig. 3b) and two remark-
able facts stand out: first, nested architectures consistently out-survive modular ones. Second, the difference in 
survival areas increases with network size, being narrower for small system sizes. This latter finding suggests the 
reason why topic-centered bipartite networks in information systems exhibit a modular structure while they 
remain small-sized: the pressure for an architecture shift remains low, as the transition towards a nested topol-
ogy does not yet present a critical advantage in terms of the survival of the topic. In other words, when a topic is 
emerging, and thus its user-meme network is small, it needs to reach a critical mass (here the size) and self-adapt 
to a nested architecture to increase the likelihood of topic’s survival.
It is possible to get further insights into the microscopic mechanisms behind the modular-to-nested topologi-
cal transition. As seen from Fig. 2, once the nested patterns begin to dominate the network structure –around the 
day when the movement fully develops–, nestedness remains at high levels for some time. This makes it possible 
to consistently track the set of users and memes that accumulate many interactions (generalists) and inspect 
whether these sets are time-independent. To this end, we identify which nodes and which memes assemble the 
core37,38 of the network at different times. The core can be thought of as the set of most generalist nodes (users 
and memes) in the network, see section F of the SM for further details. Figure 4 compares the resemblance to the 
“reference core” DRC, i.e. similarity between a snapshot’s core (Ct) and the one extracted when the nestedness is 
maximal (Cmax) (see section F in the SM for a definition). Notably, for both w = 12 h (top panel) and w = 3 days 
(bottom) there is a high turnover in users who occupy the core: in most snapshots t, only 0–10% of the users in 
Cmax are also present in Ct, even when the network’s architecture has reached the nested stage. Instead, hashtags 
Figure 2. Modularity and nestedness bifurcate at the onset of system-wide attention. The central panel 
shows the evolution of modularity and nestedness, as standardised z-values. Remarkably, both metrics evolve in 
a coupled way up to the onset of the main protests (around May 15). At this point, modularity collapses, whereas 
nestedness continues growing towards its peak value coinciding with the political movement’s central dates 
–that of the largest demonstrations across the country (May 17–20th). Top panels represent four snapshots of 
the data –encoded as bipartite networks–, rows and columns are sorted in decreasing connectivity order (for an 
optimal visualization of nested patterns, if they exist). Similarly, lower panels represent the exact same matrices, 
where rows and columns are sorted module-wise (for an optimal visualization of the community structure).
Figure 16: Modular-to-nested transition in the bipartite user-meme network that only includes memes related to
the 2011 civil protests in Spain. The central panel shows the simultaneous temporal evolution of nestedness zλ and
modularity zQ over a two-month period (April-May 2011) – both quantities are z-scores obtained by comparing
the observed level of nestedness and modularity, respectively, with a suitable null model. The other panels show
the network’s adjacency matrix when rows and columns are ordered in order of decreasing degree (top panels) and
according to the detected modules (bottom panels). Importantly, around the 15 May 2011, we observe the abrupt
modular-to-nested transition described in the main text. Reprinted from [32].
is the quantification of the level of nestedness within the modules. While one may naively compute
the level of nestedness within the modules detected by modularity-optimization algorithms, recent
studies [40] suggest t at is approach can lead to misleading results. This problem is t e main
topic of Section 7.
Besides structural analysis, it is natural to investigate how such a compartmentalized structure
affects dynamical processes on the network. The question is typically addressed by means of
dynamical models and stability analy is [247, 248]. R cently, Gilarranz e al [249] tackled this
question with an experimental setup that allowed them to study the secondary effects of a localized
perturbation in a networked population of springtail (Folsomia candida) microarthropods. They
found that a modular topology can limit the impact of a localized perturbation. More research
is needed to assess the impact of different etwork topologies on the spreading of a localized
perturbation.
Modular-to-nested transition in communication dynamics. While several socio-economic networks
exhibit nestedness (see Section 2), how such nested patterns emerge remains elusive. Borge-
Holthoefer e al [32] found that i communicatio networks, the m rgence of collective attention
on a given topic can manifest itself as a transition from a phase where the system exhibits
both significant nestedness and modularity to a phase where the system only exhibits significant
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nestedness – such kind of evolution is referred to as modular-to-nested transition [32]. In other
words, when collective attention narrows down to a single topic, the system abruptly transitions
from a phase where the attention is dispersed across different sub-topics (modular structure) to
a phase where all the attention is concentrated on a given topic (nested structure, no significant
modularity).
Borge-Holthoefer et al. [32] uncovered this phenomenon by analyzing a two-month time-
resolved user-meme network from Twitter that only includes memes related to the 2011 civil
protests in Spain (see [32] for details on data collection). They found that in a first phase, both
nestedness and modularity exhibit a growing trend. However, around the climax of the civil
protests (May 15–17), they observed a transition point after which nestedness keeps increasing,
whereas modularity severely decreases. Such a transition marks the beginning of a phase where
network topology is radically different from the initial topology (Fig. 16). This result suggests
that in communication networks, a nested architecture can emerge as a result of the emergence of
a consensus on a given topic. A more recent study [141] also focused on temporal variations of the
topology of a Twitter communication network, and found that centralization tends to increase
when the discussion becomes more specialized.
4.2. Nestedness and ecological properties
Given an observed macroscopic pattern, it is important to assess how that pattern is related
to other system-specific macroscopic properties. In ecology, an interaction network is embedded
in an external environment; exploring how network nestedness (and modularity) is related to the
macroecological environmental properties (such as precipitation, mean annual temperature, and
temperature variability) has been the subject of various studies in ecology (see Section 4.2.1).
The level of nestedness of spatial networks has been also related to their beta diversity [250],
an important property that quantifies the relative magnitude of local and regional diversity (see
Section 4.2.2).
Besides, from a complex systems perspective, an essential challenge is to explain how the
observed structural pattern of interest arose from the interactions of its constituents [251–253].
To this aim, one can adopt two (possibly complementary) strategies. From a network science
perspective [10, 11], one can study dynamic mechanisms of network growth that seek to reproduce
the observed structural patterns [13, 25, 36, 254], and statistically validate mechanisms that
explain the dynamics of the system [255]. This aspect is further developed in Section 5 where we
introduce several distinct network formation mechanisms that aim to explain the observed level
of nestedness in ecological and socio-economic systems.
From an ecological perspective, one seeks to explain how the observed individual interactions
are mediated by species individual traits. Explaining what drives pairwise interactions can, in
turn, explain why macroscopic structural patterns of interest have been found. Ecologists have
identified species abundance [68, 256], the existence of forbidden links [68, 256], and phylogenetic
signal [257] as factors that can, to some extent, explain the observed degrees of nestedness (see
Section 4.2.3).
4.2.1. Nestedness and macroecological properties
We summarize here some of the results on the relation between nestedness and macroecological
properties, i.e., ecological properties that characterize the system as a whole. Nestedness and
modularity display linear relationships with precipitation in plant-pollinator networks [258]. In
a similar spirit, Schleuning et al. [259] focused on modularity, and found that modularity is
negatively and positively correlated with mean annual temperature and temperature seasonality,
respectively, in weighted seed-dispersal networks. Welti and Joern [260] examined 46 bipartite
mutualistic networks and 22 bipartite trophic networks. They found that nestedness decreases
57
with temperature variability between years. On the other hand, no significant evidence was found
for an influence of environmental variables on the level of nestedness of trophic networks [260].
Dalsgaard et al. [261] studied how climate change affects nestedness and modularity of pol-
lination networks. They found that the magnitude of this influence is different among islands
and mainland regions. On the mainland, they found a positive association between nestedness
and Quaternary climate change. The same was not found on islands, where Quaternary climate-
change had no effects on nestedness. Sebastia´n-Gonza´lez et al. [262] found that nested structures
tend to be located “in areas with a high degree of human impact, high temperature seasonality,
low precipitation, and, especially on the mainland, high stability in precipitation”. Takemoto and
Kajihara [263] confirmed that nestedness tends to increase with human impact, whereas modu-
larity follows the opposite trend. Finally, we refer to [264] for a recent review on the variation of
structural patterns of ecological networks along environmental gradients.
4.2.2. Spatial networks: Nestedness and beta diversity
Beta diversity is a key concept in biogeography. Broadly introduced by Whittaker [250] as
“The extent of change in community composition, or degree of community differentiation, in
relation to a complex-gradient of environment, or a pattern of environments”, beta diversity has
been quantified through various metrics and its definition has been revisited several times. We
refer to [265] for an exhaustive review. In this Section, we introduce the original definition of
beta diversity provided by Whittaker [250] and discuss the relation between beta diversity and
nestedness metrics. In addition, we will mention recent developments on the topic.
For a given geographical region composed of multiple sites, Whittaker’s β is defined as the ratio
between the regional and local diversities. In formulas, the regional diversity (usually referred to
as “gamma” diversity) can be quantified as the total number of species in the geographical region,
γ = N . The local diversity (”alpha” diversity) can be quantified as the average number of species
per geographic site, α = M−1
∑M
α=1 kα = 〈kC〉. Whittaker’s β is defined as the ratio between
regional and local diversity: β := γ/α = N/ 〈kC〉 = N M/E = ρ−1. Essentially, Whittaker’s β
can be interpreted as a quantification of “how many times as rich in effective species the dataset
is than one of its constituent compositional units” [265]. If one adopts Whittaker’s β to quantify
beta diversity, the relation between nestedness and beta diversity is determined by the relation
between the adopted nestedness metric and network density. For example, the nestedness metric
by Wright and Reeves (Eq. (9)) is negatively correlated with β [159].
Beta diversity can be also quantified in terms of the dissimilarities between the species com-
positions of different sites. For a two-site region, one can define the dissimilarity between the two
sites through the Sørensen index [266]
βsor =
b+ c
2 a+ b+ c
, (56)
where a denotes the number of species found in both sites; b denotes number of species that
found in the first site but not in the second site; c denotes number of species that found in the
first site but not in the second site. This definition can be readily generalized to multiple-site
regions [267].
Importantly, ecologists have debated the factors determining the level of beta diversity of
a given geographical area. Baselga [267] emphasized that beta diversity is modulated by two
properties of the region: nestedness and turnover of species between sites. It is indeed intuitive
that perfectly nested regions must exhibit some degree of diversity: in line with the definition of
nestedness, some of the species that are present in richer sites cannot be found in poorer sites. At
the same time, even a low-nestedness region can exhibit beta diversity if different species populate
the different sites (”turnover of species”) – see Fig. 1 in [267] for an illustration.
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Stimulated by these considerations, a question arises: how to disentangle the relative con-
tributions of nestedness and species turnover to beta diversity? The Sørensen index defined by
Eq. (56) is, in principle, affected by both factors. Following Baselga [267], one can consider a dis-
similarity index that is only affected by species turnover and not by nestedness, like the Simpson
index [268]. For a two-site region, the Simpson index βsim is defined as [267]
βsim =
min {b, c}
a+ min {b, c} . (57)
If two sites are occupied by the same number of species, nestedness does not contribute to the
region’s beta diversity. Therefore, the region’s beta diversity is entirely determined by species
turnover, and βsor = βsim. Such equality does not hold, in general, for regions composed of two
sites that have a different number of species. In that case, one can quantify the contribution
of nestedness to beta diversity as βnes = βsor − βsim, which implies that the overall diversity
βsor is modulated by the joint contribution of species turnover (βsim) and nestedness (βnes). By
performing the subtraction and using Eqs. (56)-(57), one obtains [267]
βnes = βsor − βsim = max {b, c} −min {b, c}
2 a+ max {b, c}+ min {b, c} (1− βsim). (58)
We refer to [267] for the generalization of these indexes to regions with multiple sites (M > 2), and
to [267, 269] analogous decomposition of the β diversity for β-diversity metrics different than the
Sørensen index (e.g., Jaccard dissimilarity [269]). Beta-diversity metrics and their contributions
from nestedness and species turnover can be found in the R package betapart [270].
4.2.3. Interaction networks: Nestedness and relative species abundance distribution
Ecologists have recognized since a long time that species abundance plays an important role
in shaping the structure of mutualistic networks [8, 9]. A natural question arises: can species
abundance explain the observed levels of nestedness? The question has been investigated in the
context of neutral theory [271], a theoretical framework that assumes that all species within a
particular trophic level17 have the same chances of reproduction and death regardless of their
peculiar traits [272]. In other words, according to neutral theory, all species are functionally
equivalent: if an individual of a given species dies, it is replaced by a new individual, regardless
of the species it belongs to. This assumption and neutral-theory stochastic models18 lead to ex-
pected relative species abundance (RSA) distributions [273]. By assuming that the species-species
interaction probabilities only depend on species abundance, one can check whether the abundance
distributions predicted by neutral theory can explain the observed degree of nestedness [68],
While such a parsimonious explanation of nestedness is tempting, it might neglect other
important factors. It is known indeed that unobserved interactions are, in most cases, the con-
sequence of biological constraints that make that interaction physically impossible – see [274] for
an evaluation of the number of such “forbidden links” in interaction networks19. Can we explain
the observed nestedness through species abundance, without including forbidden links? If we in-
clude the forbidden links, can we achieve a more accurate explanation of the observed nestedness?
Another caveat is necessary for the use of the word “explanation”. Even if species abundance
17Trophic level refers to the set of all species that belong to the same level in the food chain [271]. Neutral
theory is limited to communities of species that belong to one specific trophic level.
18A detailed description of the models and implications of neutral theories goes out of the scope of the present
review, but it can be found in the review article by Azaele et al. [271].
19Among the unobserved links, forbidden links are fundamentally different from those links (“missing links” [274]
or “neutral forbidden links“ [275]) that were not recorded simply because we did not observe the system over a
long enough time span.
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alone was able to explain, in a statistical sense, species degree and network nestedness, it is still
debatable whether generalists are generalists because they are more abundant or, by contrast,
more abundant species are more abundant because they are more generalists [256].
With these caveats in mind, one can investigate whether the Relative Species Abundance
(RSA) distribution predicted by neutral theory can explain the observed nestedness of mutualistic
networks [68]. The Relative Species Abundance (RSA) distribution of a given community is
denoted as the sequence {n1, . . . , nS} of the species’ population sizes, where S is the total number
of species. To uncover the impact of the RSA distribution on nestedness, Krishna et al. [68]
proceeded in two steps. First, they generated the plant and animal RSA distributions based on
the theoretical prediction of neutral theory [273]. We denote the two distributions as {p1, . . . , pM}
and {a1, . . . , aN}, respectively, where M (N) denotes the total number of plant (animal) species.
Second, they assumed that the probability Piα that animal i interacts with plant α is proportional
to their relative abundance: Piα = ai pα/(
∑
j aj
∑
β pβ). They built mutualistic networks – which
they refer to as neutral mutualistic networks – by establishing a link between a plant and animal
if a number of interactions above a given threshold was observed. Finally, they investigated
whether the resulting networks exhibit a nested structure.
Besides, they aimed at establishing whether the RSA distribution could explain the nestedness
observed in mutualistic networks. To this end, they observed that if a given factor explains
nestedness, it should produce a ranking of the nodes that well approximates the ranking by the
nestedness temperature calculator, which is aimed at maximizing the degree of nestedness (see
Sections 3.1.2 and 3.3). Based on this observation, the problem of assessing whether the RSA
distribution explains nestedness reduces to comparing the temperature Tab of the matrix where
species are ranked by their abundance with the temperature T of the matrix that is produced by
the nestedness temperature calculator.
The results of their investigation are two-fold. First, they found that neutral mutualistic
networks are almost perfectly nested. Probabilistic animal-plant interactions consistent with
neutral theory [273] are, therefore, among the possible mechanisms that lead to the emergence
of nestedness. Second, they found that in real mutualistic networks, the RSA distribution can
explain only part of the observed nestedness, with values of the fraction of explained nestedness
(100−Tab)/(100−T ) around 0.6−0.7 [68]. Importantly, they found that the agreement between
expected and observed nestedness can be substantially improved by accounting for the forbidden
links.
Santamar´ıa and Rodr´ıguez-Girone´s [256] found that a log-normal neutral model of interactions
(i.e., a model that produces a log-normal RSA distribution) fits well the observed nestedness in
empirical pollinator-plant networks. However, they pointed out that the log-normal neutral model
should be rejected as a parsimonious explanation of nestedness because of three factors [256]: (1)
the fact that the model fits the empirical nestedness does not tell us anything about the causal
direction of the abundance-degree relationship: it is not excluded that more abundant species
might be more abundant because they are generalists, and not the other way around; (2) the RSA
distribution might explain nestedness under the assumption that the species-species interaction
probability is proportional to species abundance; however, this assumption is not supported by
empirical studies [276]; (3) As we pointed out above, several studies [274, 277] have shown that
forbidden links play a critical role in shaping the topology of interaction networks. Hence, while of
undeniable relevance, the connection between nestedness, species abundance, and forbidden links
alone does not allow us to infer the generative mechanisms that have led to those macroscopic
properties.
Beyond relative species abundance distribution, Rezende et al. [278] aimed to detect the pres-
ence of aphylogenetic signal for plants and animals assemblages for 36 plant-pollinator and 23
plant-frugivore mutualistic networks. To detect phylogenetic signal, they compared the proper-
ties of the empirical networks with those numerically generated based on the structure of the
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species phylogenetic history [257, 278]. They found a fundamental difference between species
degree (i.e., number of interactors per species) and species strength (i.e., number of recorded
interactions): differently from species strength, species degree exhibits a strong phylogenetic sig-
nal [9, 278]. Besides, they found that the distance between two given species in the interaction
network is significantly correlated with their distance in the phylogeny: for most communities,
phylogenetically-similar species tend to play similar roles in the interaction network. In a dif-
ferent article, Rezende et al. [257] found that phylogenetic effects can significantly contribute to
nestedness. Overall, information on relative abundance and phenology can be sufficient to predict
the level of nestedness of a network, yet it cannot predict the detailed network structure [279].
4.3. Nestedness and economic properties
Some scholars have argued that the ultimate goal of understanding a complex system is to
accurately predict its future behavior [280]. Predicting the future evolution of a complex system
can be difficult due to various factors, including chaotic behavior, our incomplete knowledge of
the fundamental laws that describe the system’s behavior, our lack of knowledge of the system’s
state vector – we refer to [281] for a survey. The network science literature has designed a wide
spectrum of techniques either to predict the future links that will appear in a network, or to infer
the connections that are missing in noisy data (see [280, 282, 283] for recent reviews on the topic).
The nested structure of socio-economic systems has motivated scholars to leverage such structure
to predict the future behavior of the system, at the level of both individual links and nodes. These
studies aimed to predict the future success of firms [28] (Section 4.3.1) and countries [121, 122]
(Section 4.3.3), and to predict future links in economic networks [29] (Section 4.3.2). Besides,
in a similar spirit as neutral models in ecology (see Section 4.2.3), scholars have attempted to
explain the observed level of nestedness in economic networks based on hidden capabilities that
drive the formation of pairwise interactions (see Section 4.3.4).
4.3.1. Individual nestedness contributions and the survival of firms
As nestedness arises as a result of node-level interactions, it is natural to ask whether some
nodes give a larger contribution to the nested structure of a given system. Should this be the case,
one can further ask (1) whether the strongest contributors to nestedness play a more significant
role to network persistence (measured as the fraction of initial nodes that did not become ex-
tinct by the end of population dynamics simulations [28]) than weaker contributors; (2) whether
stronger contributors experience a larger or smaller probability of becoming extinct.
Saavedra et al. [28] quantified the individual contribution to network nestedness from each
individual node. Given a node i, its contribution Ci to nestedness is determined by comparing the
observed nestedness with the nestedness of randomized networks obtained by only randomizing
node i’s links. More specifically, Ci = (N −µi(N ))/σi(N ), where µi(N ) and σi(N ) represent the
mean and the standard deviation, respectively, of nestedness N over the networks where node i’s
links have been randomized.
Saavedra et al. [28] found that both in ecological mutualistic networks and in economic
manufacturer-contractor networks, individual contributions to nestedness are heterogeneously
distributed, and some nodes give a significantly larger contribution than the others. Through
simulations on mutualistic networks based on a model of mutualistic interactions20, they found
that the strongest contributors to nestedness are also those whose extinction has the largest im-
pact on network persistence21. The results of numerical simulations indicate that, ironically, the
strongest contributors are also the most vulnerable nodes to extinction [28].
20We refer to [28] for details. The model is essentially the same that has been applied in other works [38, 50] to
uncover the impact of nestedness on systemic feasibility and dynamical stability – see Section 6.2.3.
21A recent study [71] indicates that non-linear iterative algorithms perform better than individual nestedness
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While the analysis of the persistence and stability of ecological communities almost invariably
requires a population dynamics model, datasets on social and economic activity often feature
fine-grained temporal information, which can relieve us from the need of numerical simulations.
In particular, one can translate the questions above to economic systems: have the firms with
the strongest contributions to nestedness the highest risk to fail? Saavedra et al. [28] addressed
this question by analyzing a manufacturer-contractor bipartite network (see Section 2.3.2) over a
15-years time span. In agreement with their model-based findings on mutualistic networks, they
found that for both manufacturers and contractors, the strongest contributors to nestedness are
also the firms that are less likely to survive.
The work by Saavedra et al. [28] highlights at least two important factors. First, the simi-
larity of the findings in ecological and economical networks point to the generality of the role of
nestedness individual contributions for node survival. Second, ecologists often lack time-stamped
data over a long enough time span. As a result, works on the implications of network topology
on systemic stability are typically based on population dynamics and dynamical-system stability
analysis (see Section 6). On the other hand, socio-economic data are often time-stamped. Socio-
economic data might, therefore, allow us to validate mechanisms on the emergence of nestedness
and its implications, which might give insights that are also relevant to ecologists.
4.3.2. Nestedness and prediction of economic links
The study by Saavedra et al. [28] focused on the prediction of the survival of firms. At a finer
scale, one might attempt to leverage the nested structure to predict the future links of a system.
The argument is the following: suppose that we are confident that a given system exhibits a
significantly nested structure. If we found a link in a matrix region where there are only a few
other links, we might argue that this link constitutes an outlier in the overall systemic structure
and, as a consequence, it is more likely to disappear in the future. In an analogous way, if a link
is missing in a dense region of the adjacency matrix, it might be more likely that that link will
appear in the future.
Building on a previous work in ecology [284]. Bustos et al. [29] tested this idea in both
the country-product bipartite network over the 1985-2009 period, and in a Chilean firm-location
bipartite network over the 2005-2008 period. For both networks, they found that the level of nest-
edness was relatively stable over time and statistically significant with respect to the Proportional-
Proportional model by [23] (see Section 3.2.1) and a dynamic null model (see Figs. 1f-g in [29]).
Besides, they found that the coefficients of the logistic model [29]
Miα(t) = a ki(t) + b kα(t) + c ki(t) kα(t) + cp(t) (59)
are all highly significant: the interaction term c ki(t) kα(t) is essential to explain the presence of
links. This interaction term is compatible with the nested structure of the network, as it penalizes
links between two nodes with low degree. The observed temporal persistence of nestedness,
together with the explanatory power of the model (59), suggests that nestedness can be used to
predict the future links in both systems.
To test this hypothesis, Bustos et al. [29] compared, for each pair of years, the ability of their
model to predict the appearance and disappearance of links22. The model produces an Area Under
contributions in identifying the most important and vulnerable network nodes under targeted attack. See Sec-
tion 6.1.2 for a detailed presentation.
22 Bustos et al. [29] defined an appearance of a link (i, α) as an increase in exports per capita from less than
5% of the world average, for five consecutive years, to more than 25%, for at least five years. They defined the
disappearance of a link (i, α) as the decrease in exports per capita of a country from 25% or more than the world
average to 5% or less, for at least five years.
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Figure 17: Fraction of appearances and disappearances as a function of the distance from the diversity-ubiquity
line for the country-product network. Observed appearances (disappearances) tend to be closer to (farther away
from) the diversity-ubiquity line than expected by chance. Adapted from [29].
the Curve (AUC)23 substantially larger than 0.5 for both appearances and disappearances, which
implies better predictability than random predictions. Interestingly, it predicts disappearances
significantly better than appearances (average AUC equal to 0.81 against 0.62, see Fig. 3c
in [29]). Besides, they studied the structural position of appearances and disappearances in the
adjacency matrix. In particular, they measured their distance from the diversification-ubiquity
line, which denotes the shape of a perfectly nested matrix with the same number of edges as the
matrix in exam. They found that the observed appearances tend to lie significantly closer to the
diversification-ubiquity line than expected by chance, whereas observed disappearances tend to
lie outside of the perfectly nested shape (see Fig. 17). The nested structure of the network is
therefore highly informative on future changes in the system.
More recently, Medo et al. [285] aimed to leverage the nested structure of World Trade and mu-
tualistic networks to reconstruct missing links in these systems. More specifically, they considered
the number of violations of the nestedness condition as defined by the following equation [43, 285]
V := (1−Θ(kj − ki))
∑
α
Ajα(1−Aiα). (60)
Based on this quantity, they defined the link-prediction score of a link (i, α), siα, as the difference
between the number of violations of the nestedness condition after (i, α) is added to the network,
V (i,α), and the number of violations of the original network, V : siα = V
(i,α)−V . They validated
this index in both synthetic networks with a tunable degree of nestedness and empirical networks,
finding that the resulting link-prediction method can outperform some of the state-of-the-art
link prediction techniques for both highly-nested synthetic networks and some of the empirical
networks that they analyzed.
Beyond the nestedness-based method by Bustos et al. [29] and Medo et al. [285], scholars
attempted to predict future links in World Trade based on country-level development paths in the
product space [286, 287], and on recommender systems [288]. We point out that a comprehensive
evaluation of different methods for link prediction in World Trade is currently missing. Such
comparative analysis would be particularly relevant as World Trade data are typically noisy due
to diverse factors [45, 198], which can affect the reliability of structural metrics of country and
23The AUC is one of the most used metrics to benchmark prediction accuracy. We refer to [29, 282] for its
definition.
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dispersions. The two specifications provide essentially the same results and we adopt the 
former definition for all the graphs shown in this work. 
 
It is worth noticing that the scheme also allows to measure separately the two terms 
contributing to the predictability, the predictability along Fitness and the one along 
GDPpc. 
 
 
 
 
 
 
 
 
 
 
 
The predictability P is therefore a non-negative number defined in the range [0,+∞). The 
limit P→+ ∞  would correspond to a vanishing dispersion of the evolution of the 
comparatives after D years since 𝜎!  is, in all practical scenarios, a finite value whose 
order of magnitude is set by the neighborhood size r. This would correspond to a perfect 
predictability scenario because all the comparatives evolved towards the same economic 
state in the Fitness-GDPpc plane. Conversely, if P →0 the predictability is vanishing as 
this correspond to a scenario of an infinitely dispersed evolution of the comparatives and 
therefore the knowledge of the past would be useless. The case P≈1 corresponds to a 
scenario in which the dispersion of the comparatives after D years is similar to the starting 
USA
Germany
Japan
China
Figure 9: (Top panel) we visualize the heterogeneous pattern of the Predictability. 
We report the position in the plane of China, Germany, Japan and United States in 
2014 as a reference. Interestingly China is entering in one of the most predictable 
areas of the fitness-GDPpc plane. (Bottom panel) we marginalize the predictability 
dimension along the Fitness axis. The threshold ln(Fitness) = -1 we choose 
corresponds approximately to the 50th percentile (i.e median) of the marginalized 
predictability. 
Figure 18: Economic-complexity predictions of the national Gross Domestic Product per capita (GDPpc): Level
of predictability in the fitness-GDPpc plane (top panel), and as a function of fitness (bottom panel). The GDPpc
of high-fitness countries is significantly more predictable than that of low-fi ness c un ri s. R pr n ed from [122].
product importance [72, 115, 198] and the resulting economic development forecasts [45].
4.3.3. Nestedness maximization and the future development of countries
As we have discussed in Section 3.3.2, ranking algorithms that produce nested adjacency
matrices (such as the fitness-complexity algorithm [24]) have been extensively applied to world
trade networks, aiming to quantify the countries’ competitiveness and the products’ level of
sophistication. The fitness score of a country can be interpreted as a proxy for its number of
available “capabilities”, to be interpreted as the building blocks needed to produce and export
different types of products [110] (see Sections 3.3.2 and 4.3.4). Besides, the countries’ fitness score
is positively correlated with their gross domestic product per capita (GDPpc), yet this correlation
is far from one [24, 121].
Importantly, the deviations from the linear-regressed trend are informative about the future
development of countries [121]. Suppose indeed that a country has a relatively ordinary GDPpc,
and a relatively large fitness score. This means that while the level of d velopmen of that country
is not yet comparable with the leading economies, the country possesses a wide set of capabilities
which might allow it to economically grow in the future. The recent history has seen one such
example: China. In 1995, China had a substantially larger fitness than countries with a similar
GDPpc and, in the subsequent years, China’s GDPpc experienced a drastic increase [193].
The hypothesis that a country’s high fitness score to economic growth in the future has been
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first tested by Cristelli et al. [121]. They analyzed 16 years of World Trade (1995-2010), and
sought to predict the future development of the countries based on their position in the GDPpc-
fitness plane (see Fig. 18). Of course, given the inherent complexity of the world production, it is
not obvious that the history from the past is informative about the future of the system. If the
current fitness of a country is informative about its future development, we would observe highly-
predictable regions in the fitness-GDPpc plane. That would signal some degree of “stationarity”
in those regions, and the possibility to attempt to predict the future [122].
Borrowing from the methodologies from the dynamical systems literature [289], Cristelli et
al. [121] built the Selective Predictability Scheme (SPS) which analyzes the past history of the
system to evaluate, for each region of the plane, its level of predictability24 and the most likely
future position in the plane for countries that are located in that region. Intriguingly, there turn
out to be both highly-predictable and low-predictability regions in the fitness-GDPpc plane [121].
Importantly, the predictability of a region is an increasing function of fitness, and high-fitness
countries tend indeed to grow their GDPpc in the future [121, 122]. When visualizing the dy-
namics of countries through animations, one can detect by eye the regular upward movement of
the countries in the high-fitness region [290].
A recent work by the World Bank [122] systematically compared the predictions of the SPS
based on country fitness with those by the International Monetary Fund (IMF). They found that,
when one only considers countries that are in the predictable region of the fitness-GDPpc plane,
the SPS predictions significantly outperform the IMF predictions. The performance of the SPS
and IMF are comparable when one considers all the countries. With respect to the IMF growth
model which builds upon many variables, the SPS method is very parsimonious, as it only involves
one parameter: country fitness. In a subsequent work, Tacchella et al. [45] found that proper
data sanitation can substantially increase the volume of the predictable region; on the cleaned
data, the predictions by the SPS method over a five-year time horizon outperform those by the
IMF even when one considers both high- and low-fitness countries. Besides, the predictions by
the SPS can be combined with those by the IMF to substantially improve the GDPpc forecasts.
Myanmar, Cambodia, and India turned out to be the three countries whose GDPpc’s forecast
benefited most from the combination of SPS and IMF results [45].
These works have inspired other scholars [291–293] to investigate the relation between a coun-
try’s fitness and its future economic development. To conclude, we mention two additional aspects
of this framework. First, in a similar way, one can study the dynamics of products on a plane
formed by the score of the product by the fitness-complexity algorithm and a suitable indicator
of product added value [294]. Second, one can build score-GDPpc planes for the scores produced
by other structural metrics based on the bipartite country-product network. In particular, Liao
et al. [291] measured the overall predictability25 of the score-GDPpc plane for the country-level
scores by three different network-based ranking metrics: degree, fitness, and the Economic Com-
plexity Index (ECI) [295] – see Fig. 15 in [291] for an illustration. They found that country
fitness as quantified by the fitness-complexity algorithm leads to the largest overall predictability,
whereas no regular dynamics emerges in the ECI-GDPpc plane. The obtained results suggest
a link between nestedness maximization (see Section 3.3) and economic predictions: rankings
of countries that produce highly-nested matrices, such that the one by fitness, can be highly
informative for the countries’ future development.
24The predictability of a region R over a t-years time window is essentially the heterogeneity of the region
R(t+ ∆) where countries that were in region R at time t are located at time t+ ∆t. In practice, it is convenient
to split the plane into rectangular boxes and study the predictability of each of the resulting boxes [121].
25The overall predictability of the plane is obtained by aggregating the predictability of its regions, and weighting
each region by the number of observed events – see Section 7.2 in [291] for details.
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4.3.4. Nestedness and hidden economic capabilities
In the economic complexity approach to World Trade analysis [24, 110, 121], the observed
bipartite country-product export network is interpreted as the result of a projection of a tripar-
tite country-capability-product network where countries are connected with the capabilities they
possess, and products are connected with the capabilities they require in order to be produced
(see Fig. 9). Hausmann and Hidalgo [52] leveraged this intuition to build a model of the World
Trade where a given country exports a given product if and only if the country possesses all
the capabilities required to produce that product. In practice, this model can be considered as
a “neutral model” of development [29, 52] in a similar spirit to neutral models in ecology (see
Section 4.2.3): the interactions driven by a hidden property – species abundance and country ca-
pabilities in ecological and trade networks, respectively – might explain the network’s structural
patterns and, in particular, its nestedness.
Formally, let us denote by κ ∈ {1, . . . ,K} the available capabilities. We denote by A the bipar-
tite country-product adjacency matrix, by C the country-capability matrix (Ciκ = 1 if country i
possesses capability κ), by P the product-capability matrix (Pακ = 1 if product α requires capabil-
ity κ in order to be made). With this notation, Aiα = 1 if and only if
∑
κ Ciκ Pακ =
∑
κ Pακ, i.e.,
if country i possesses all the capabilities necessary to produce α. Therefore, the model assumes
that the availability of capabilities is the only factor that determines the level of diversification of
each country: each country will produce all the products for which that country has the required
capabilities. While in contrast with standard economic theories that prescribe country special-
ization as a determinant for wealth [118], this assumption well matches the empirical nestedness
of the country-product matrix [24, 29].
The matrices that involve the capabilities, C and P, are unobservable; nevertheless, one can
formulate a probabilistic rule to generate their elements, and verify a posteriori the agreement
between the generated country-product matrices and the observed ones. Hidalgo and Haus-
mann [110] assumed that country i possesses capability κ with probability r, whereas it does not
possess it with probability 1− r; analogously, product α requires capability κ with probability q,
whereas it does not require it with probability 1− q. Hence, each country i ends up with a given
number of available capabilities ci =
∑
κ Ciκ, and each product with a given number of required
capabilities pα =
∑
κ Pακ. The model has three parameters: r, q, C. Nevertheless, to calibrate
the model to a real system, only two of these parameters are free, whereas the third one is fixed
by the condition that the average degree of the model-generated networks matches that of the
original network.
It is natural to investigate how countries’ diversification and products’ ubiquity are related to
their number of available and required capabilities, respectively. The average number of products
exported by country i (or i’s average diversification), ki, can be written in terms of i’s number
of available capabilities, ci, as
ki(ci) =
C∑
x=1
P[ci → x]M(x), (61)
where P[ci → x] denotes the probability that a country with ci capabilities exports a product that
requires x capabilities, whereas M(x) denotes the number of products that require x capabilities.
Given that each capability is extracted independently, the probability P[ci → x] is simply given
by P[ci → x] = (ci/C)x. The fraction of products that require x capabilities is given by the
binomial distribution:
M(x)
M
=
(
C
x
)
qx (1− q)C−x, (62)
which is why the model was referred to as binomial model by Hausmann and Hidalgo [52].
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Therefore, we obtain
ki(ci) = M
C∑
x=0
( ci
C
)x(C
x
)
qx (1− q)C−x. (63)
By using the binomial series, we can approximate the previous expression as
ki(ci) 'M
(
q
ci
C
+ 1− q
)C
. (64)
In a similar way, one can obtain expressions for product ubiquity as a decreasing function of the
number of required capabilities, and the expected functional forms of the country diversification
and product ubiquity distributions,
While this model produces country-product networks that are significantly more nested than
expected by chance, it cannot generate networks with a degree of nestedness comparable to
the observed one in World Trade data [29]. To overcome this limitation, Bustos et al. [29]
introduced an alternative capability-based model where the number of capabilities each country
has is a random number extracted from the uniform distribution in [0, R], whereas the number of
capabilities required by each product is a random number extracted from the uniform distribution
in [0, Q]. Because of such uniform distributions, the model is referred to as the uniform model
by Bustos et al. [29]. The model has again two free parameters: R and Q. The probability that
country i has capability κ is given by Piκ = min{1, R i/ci}. The uniform model generates bipartite
adjacency matrices that are significantly more nested than those generated by the binomial model,
and the level of nestedness of the generated matrices is comparable with that observed in real
country-product matrices [29].
An alternative capability-based model was proposed by Tacchella et al. [296], who assumed
that capabilities have a different “usefulness”, defined as the number of products that require that
capability. The possibility of varying the usefulness of individual capabilities makes such model
more general than the binomial model which assumes that the number of capability required by
each product follows a binomial distribution. A power-law distribution of usefulness can be used
to generate networks with levels of nestedness comparable with those observed in real data [296],
which suggests that the most diversified countries might be those endowed with the most “useful”
capabilities.
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5. Emergence of nestedness: rewiring and formation mechanisms
Network structural properties are of interest not only because they deepen our understanding
of the organization of complex systems, but also because distinct macroscopic patterns result
from different microscopic mechanisms of network growth. Candidate mechanisms to describe
the evolution of the system might need to be ruled out if they lead to network topologies that
mismatch those observed in real data. Following the seminal work by Baraba´si and Albert
[13], explaining the scale-free degree distribution of many real systems has received an enormous
amount of attention in the network science literature [297]. Models with a node-level hidden
variable (typically referred to as fitness [298]) provide an explanation for the scale-free structure
of real networks that does not resort to preferential attachment mechanisms [298]. Importantly,
a fitness model with a threshold linkage rule [53, 54] can generate perfectly nested networks with
various degree distributions (see Section 5.1).
In parallel, ecologists have devoted a massive effort to understand how nested networks can
emerge in interaction networks. Mechanisms that have been proposed include (but are not limited
to) competition load minimization [50], fitness optimization [33, 299], trait-matching [27], specia-
tion and divergence [34], invasion dynamics [35]. Some of these mechanisms build on optimization
problems where species aim to maximize their own fitness [33, 299] or the community-level fit-
ness [33], whereas other mechanisms [34, 35] do not involve optimization. Section 5.2 surveys the
mechanisms for the emergence of nestedness in socio-economic networks.
More recently, scholars have started investigating the emergence of nestedness in socio-economic
networks as well. In unipartite socio-economic network, this effort has revealed that nestedness
can emerge as a result of a process where individual actors strive to maximize the centrality of
their interaction partners, i.e., their social status [25, 36, 81], through a dynamical process that
has been referred to as “social climbing game” [81]. From this standpoint, highly nested structures
correspond to highly hierarchical, “low-temperature” structures where, from a statistical-physics
perspective, social mobility faces high energetic costs [81]. In bipartite country-product export
networks, capability-based mechanisms [29, 52] can generate networks with a level of nestedness
compatible with the observed one. Nestedness in World Trade has been also explained in terms of
network formation mechanisms that feature both innovation and specialization in the countries’
development process [51]. Section 5.3 surveys the mechanisms for the emergence of nestedness in
socio-economic networks.
5.1. Graph-theoretic mechanisms
Without even considering ecological or socio-economic processes, perfectly nested topologies
can simply arise from a fitness model based on a threshold linkage rule [53, 54, 298]. In the
following, we first review the threshold-based fitness model (Section 5.1.1), and then describe
how threshold models can be used to generate nested networks with various degree distributions
(Section 5.1.2).
5.1.1. Threshold model
The threshold model [298] is perhaps one of the simplest generative models for threshold
networks, i.e., perfectly nested networks (see Section 2.1). Fitness models [298] are heterogeneous
random graph models where each node i is endowed with one parameter ηi, referred to as fitness.
The fitness value of each node is randomly drawn from some probability distribution P (η); for
each pair of nodes i and j, the probability Pij that the two nodes are connected by a link is only
a function of ηi and ηj : Pij = P (ηi, ηj). The threshold model [298] assumes that P (ηi, ηj) =
Θ(ηi + ηj − ζ), i.e., i and j are connected if and only if the sum of their fitness values is larger
than a threshold value ζ.
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Caldarelli et al. [298] studied the threshold model with an exponential fitness distribution
P (η) = exp (−η), with η ∈ [0,∞). They found that the model generates networks with a power-
law degree distribution. Back in the early 2000s, in the rising wave of interest in scale-free
networks spurred by the seminal work by Baraba´si and Albert [13], this result was intriguing: to
generate a scale-free network, neither growth nor preferential attachment are necessary elements.
By adopting a generating-function approach, Bogun˜a´ and Pastor-Satorras [300] performed an
extensive analytic investigation of the threshold model with exponential fitness distribution. They
found that the degree distribution essentially decays as k−2, yet there is an accumulation point
at k = N which corresponds to a small fraction of generalist nodes that are connected to all the
other nodes in the network. Besides, they found that the average degree of the neighbors of nodes
of degree k tends to decay as k−1, which means that the network is strongly disassortative. As
we have seen in Section 4.1.2, disassortativity is one of the fingerprints of nestedness.
Masuda et al. [53] emphasized that the threshold model generates threshold graphs (i.e.,
nested networks), and drew analogies with other threshold social phenomena that are typically
investigated by means of complex contagion models [301–303]. They considered various fitness
distributions (”weight” distributions in [53]), and they were interested in determining which fitness
distributions can explain the heavy-tailed degree distributions often found in real networks. While
the power-law degree distribution stemming from an exponential fitness distribution was already
documented by Bogun˜a´ and Pastor-Satorras [300], Masuda et al. [53] found that power-law tails
of the type k−2 can also arise from a logistic, Gaussian, and a Pareto fitness distribution. They
point out that power-laws with exponent γ = −2 might be a general feature of thresholding
models, as opposed to power-laws with exponent γ = −3 that emerge from the Baraba´si-Albert
preferential attachment model [13].
5.1.2. Growing perfectly nested networks with arbitrary degree distribution
As the threshold model [298] can generate perfectly nested networks for different choices of
the fitness distribution [53], one might wonder whether it would be possible to generate perfectly
nested networks with arbitrary network topology. Hagberg et al. [54] provided a recipe to do
that, approximately, for large enough networks. To this end, they introduced a creation-sequence
mechanism for the generation of a threshold network, i.e., a perfectly nested network. The
mechanism is simple: before creating the network, one partitions the nodes into the dominant
and the independent set (see Section 2.1). At each time step, a new node is added to the network.
If the newcomer is a dominant node, it connects to all the preexisting nodes. If the newcomer is
an independent node, it remains isolated. It is evident that this growth mechanism generates a
perfectly nested structure. Therefore, if we define a node-level binary variable xi which is equal to
one and zero for dominant and independent nodes, respectively, the growth of the perfectly nested
network can be encoded in a creation sequence S = {xi}. If we consider networks composed of
five nodes, a star is represented by the sequence S = 00001, whereas the complete graph by the
sequence S = 11111.
An illustration of this growth mechanism is provided in Fig. 19. Interestingly, one can also
show that this procedure is equivalent to the threshold model introduced in Section 5.1. This
means that, given the set {ηi} of nodes’ fitness values and the threshold value ζ, one can obtain
a unique creation sequence that generates the corresponding perfectly nested network. At the
same time, given a creation sequence S, one can find a unique set of fitness values and a threshold
value that produce the corresponding perfectly nested network. We refer the interested reader
to [54] for the proof of the equivalence.
By exploiting the growth dynamics presented above, we can generate perfectly nested struc-
tures with arbitrary degree distribution. To do that, the independent nodes are used to enforce
the target degree distribution; indeed, given a creation sequence, the degree of a given indepen-
dent node i is simply equal to the number of dominant nodes that are introduced after i. The
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In the absence of additional structure, networks are gen-
erally incompressible; i.e., nearly all N-node graphs require
ON2 bits in any lossless representation. The obvious binary
nature of the creation sequence provides storage for thresh-
old networks, which requires at most N bits. We will show
that this compact storage also facilitates computation of
many network properties. The algorithms presented here
work directly with creation sequences, so there is no over-
head for retrieval. The transformation from node weights to
creation sequence involves sorting the weights and thus
ON ln N time. Indeed calculating network properties such
as the degree also requires sorting the node weights. So it is
much more efficient in storage and algorithmic speed to store
network connectivity in creation sequence form than via
node weights. Our algorithms assume the network is pre-
scribed by a creation sequence.
Adjacent bits in S of the same type represent nodes iden-
tical in connectivity. If node labeling is not needed, an even
more compact representation C can be obtained by com-
pressing run lengths of similar node types. This is done by
counting how many adjacent bits are the same starting from
the left. The counts are then listed C
= D1 , I1 ,D2 , I2 , . . . ,Dn , In where Dj is the number of domi-
nating nodes in the jth group of 1’s and similarly Ij is the
number of isolated nodes in the jth group of 0’s. Thus the
creation sequence S=11000110 has compact representation
C= 2,3 ,2 ,1. Note that the first number always represents
dominating nodes. As examples, C= 1,3 ,1, C= 5, C
= 1,1 ,1 ,1 ,1, and C= 1,4 ,1 ,1 ,1 denote the four net-
works in Fig. 1. For some network properties, the algorithms
are actually faster when exploiting a compact creation se-
quence, allowing the computation of network properties of
multimillion node dense or sparse threshold networks on a
modern desktop computer.
The high compressibility of threshold networks derives
from two facts: i groups of adjacent nodes in the creation
sequence with the same type are identical up to node rela-
beling, and ii connectivity is fully determined by a se-
quence of length N. This observation motivates a visual
framework based on the proof of theorem 1.2.4 in Ref. 23
that more clearly exposes the underlying network structure.
We call the visual framework a layer-cake description of
the network and an example is shown in Fig. 2. The frame-
work, or cake, is made up of multiple layers, each filled with
two groups of identical nodes. The right side is filled with
dominating nodes while the left is filled with isolated nodes.
Moving from left to right in C, we place nodes from bottom
to top of the cake with layer j having Ij nodes on the left side
and Dj nodes on the right. The top left layer consists of
degree zero nodes which are sometimes not considered as
part of the network, and the remainder is a connected net-
work with each dominating group forming a complete sub-
network connected to all nodes below that layer. Nodes in
each isolated group connect only to nodes in the dominating
groups from layers above. The network shown in Fig. 2 has
C= 2,4 ,3 ,6 ,5 ,1 ,1. Note that the network visualization in
Fig. 2 shows how much clearer the structure becomes when
depicted instead by the layer-cake diagram.
We now prove the converse of the connectivity equiva-
lence between node weights and creation sequences stated
above. That is, we show that from a creation sequence we
can construct a set of node weights and a threshold so that
the corresponding threshold networks are the same. Note that
this set of node weights is not unique for a given network.
Starting from a compact creation sequence C with n layers,
assign identical node weights to each node by group starting
with x=1 for the In nodes in the upper left group of the layer
cake, moving down the left side and then up the right in-
creasing the weight by 1 for each group. The upper right
group has Dn nodes each with node weight x=2n the total
number of groups. Setting the threshold to be =2n+1 then
ensures that the node weight threshold criterion for edges
produces exactly the connectivity of the layer cake and thus
the creation sequence.
D. Custom degree distributions
In addition to randomly created networks based on the
threshold model, we now show how to construct arbitrarily
large, sparse, threshold networks with approximately any
FIG. 2. Color online Two representations of a threshold net-
work with the compact creation sequence C= 2,4 ,3 ,6 ,5 ,1 ,1.
Top: layer-cake depiction of the network showing the structure of
the network by different node types. The layers are numbered from
bottom to top with the isolated nodes small squares on the left and
the dominating nodes small circles on the right. Ovals represent
complete subgraphs for the surrounded nodes while rectangles are
groups of isolated nodes that are not connected to each other. Lines
between the node group outlines mean that all nodes in each group
are connected to all nodes in the other group. Bottom: a two-
dimensional layout of the network.
HAGBERG, SWART, AND SCHULT PHYSICAL REVIEW E 74, 056116 2006
056116-4
Figure 19: Creation-sequence procedure to generate perfectly nested networks. From bottom to top in panel (a),
one starts from D1 = 2 dominant nodes, and subsequently adds I1 = 4 independent nodes, D2 dominant nodes,
and so forth. When introduced into the system, independent nodes stay isolated, whereas dominant nodes connect
to all the preexisting nodes. This results in a perfectly nested structure (panel (b)). Reprinted from [54].
dominant nodes turn out to have a large degree and they do not respect the pre-imposed degree
seque ce; however, their impact on the overall degree sequence is relatively small for sufficiently
l rge netw rks.
5.2. Ecological mechanisms
The reasons behind the emergence of nestedness in ecological networks have been widely
debated. Some works have interpreted the observed levels of nestedness in empirical networks
as the potential result of optimization pr cesses where species aim to maximize either their
own fitness [33, 80, 299] or the c mmunity’s fitness [33]. In th s spirit, Medan et al. [80] found
that nestedness can eme ge when species switch their interaction in the attempt to increase the
centrality of their neighbors (see Section 5.2.1). Sa vedra et al. [27] found that a parsimonious
bipartite-network formation model that features simple cooperation rules between the two classes
of nodes can gen rate networks that exhibit levels of nestedness comparable to the empirically
observed ones (see Section 5.2.2). Bastolla et al. [50] mentioned that if a species entering a
community tends to minimize its competition load when establishing links, a nested structure
would emerge. Zhang et al. [299] found that an interaction switch aimed at replacing the least
profitable interactions (in terms of per-capita abundance gain) with more profitable ones can lead
to nested structures comparable with the empirical ones. Suweis et al. [33] found that nestedness
could emerge as a result of an evolutionary process where species aim to maximize their own
fitness or the community’s fitness (see Section 5.2.3).
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Other works [34, 35] have focused on nestedness and other structural properties as conse-
quences of the generative rules of the system, without any optimization mechanism involved.
These works pointed out that nestedness can be observed in networks generated with selective
mechanisms that do not act to adapt the species to their local environment. From this view-
point, nestedness and other structural patterns might be viewed as analogous to spandrels in
architecture: elements that might be perceived as functional key components of the system, yet
they are mostly the byproduct of other structural components [304]. In this spirit, Valverde et
al. [34] showed that nestedness can emerge as a result of a stochastic dynamics with speciation
and divergence (see Section 5.2.4). Maynard et al. [35] pointed out that the presence (or absence)
of nestedness might be the consequence of the system’s specific assemblage rules, and seemingly
minor differences in the way the network is assembled can lead to drastically different topologies
(see Section 5.2.5).
In the following, we detail some of the above-mentioned mechanisms. We stress that the
property alone that these mechanisms theoretically lead to a nested topology does not guarantee
their empirical relevance. For example, even if a nested topology allows species to minimize their
competition load [50] and maximize their fitness [33] according to analytic results on population-
dynamics models, we have no guarantee that the observed structure of interaction networks has
emerged for this reason. In other words, from the property that a topology (in our case, a
nested topology) performs specific functions (in our case, minimization of competition loads and
maximization of species’ fitness), we cannot infer that the empirically observed structures were
“selected” in order to perform those functions. A similar argument holds for mechanisms that
feature no optimization of species-level or community-level properties [35, 304]: the fact alone
that a given mechanism can theoretically lead to nestedness does not imply that that mechanism
acted to shape the observed empirical networks.
5.2.1. Self-organizing network model
The self-organizing network model (SNM) introduced by Medan et al. [80] is one of the simplest
models that lead to the emergence of nestedness. The model aims to explain the nested topology
of ecological networks through a rewiring mechanism where the nodes tend to connect to central
nodes in the system. We shall see that rewiring models based on a similar idea have been also
applied to social systems [36, 81] (see Section 5.3.3), which points out nodes’ effort to connect
to central nodes as a possible general mechanism behind the emergence of nestedness in diverse
systems.
The SNM takes as input the number of species S, the total number of links E, and a set of
forbidden links. One starts by distributing the E links across randomly-selected pairs of nodes.
Starting from such random topology, we sequentially perform two iterative steps: (1) we select
a row/column of the adjacency matrix, and we randomly pick a 1 and a 0 from the selected
row/column. (2) We swap the two elements if and only if the following three conditions are met:
the degree of the new partner is larger than the degree of the previous partner; the swap does
not cause the previous partner to become extinct; the new link is not a forbidden link.
After a large number of iterations, this process leads to a perfectly nested structure, except
when some pathological conditions occur26. As real networks are rarely perfectly nested, one can
stop the iterations as soon as the network reaches the same level of nestedness as observed in
the real network we aim to model. Interestingly, the model leads to truncated power-law degree
distributions similar to those observed in real networks, regardless of the fraction of forbidden
links [80]. The SNM was used by Burgos et al. [305] to assess the impact of nestedness on systemic
26For example, when there exist specialized interactions among two nodes with degree one. Such a link will
never be rewired (as it would leave one of the two nodes with degree zero). This pathological case may appear
either during the algorithmic process, or in the initial configuration when one starts from an empirical network.
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robustness against node removal – see Section 6.1. A generalization of the SNM to incorporate
phylogenetic data was introduced by Perazzo et al. [306] to uncover the influence of phylogenetic
effects on nestedness.
5.2.2. Bipartite cooperation: specialization and interaction
One of the common key aspects of both mutualistic ecological networks and manufacturer-
contractor systems is that nodes benefit from interacting with each other. Motivated by this
observation, Saavedra et al. [27] introduced a parsimonious network formation model based on
bipartite cooperation. They used the model to explain the structural properties of both animal-
plant mutualistic networks and of manufacturer-contractor networks; to fix ideas, in the following,
we refer to the two classes of nodes as animals and plants, yet the model equally applies to bipartite
networks of manufacturers and contractors. The model features two mechanisms:
• Specialization determines the number of partners, kα, a given plant α interacts with. It is
determined by
kα = 1 +
⌊
(L−M) rα λα∑
β rβ λβ
⌋
, (65)
where rα is the reward trait associated with interactions with plant α (randomly extracted
from the uniform distribution in [0, 1]) and λα is a parameter (randomly extracted from an
exponential distribution) that accounts for exogenous factors such as geographic effects and
population diversity.
• Interaction determines which animals interact with each plant. Each animal i is endowed
with a foraging trait fi randomly extracted from the uniform distribution in [0, 1]. Plants
are sorted in order of increasing reward trait r, whereas animals are sorted in order of
decreasing foraging trait f . Besides, each link lα is endowed with an external factor λlα
randomly extracted from the same exponential distribution as λα. The dynamics starts by
connecting the first plant α1 with kα1 animals. For the other plants α and their links lα,
if rα > λlα , then the plant connects with the first animal in A′, the set of animals that
have not yet been linked to by another plant β 6= α. Conversely, if rα ≤ λlα , then the
plant connects with an animal in A′′, the set of animals that already gained at least one
connection in previous time steps. If the plant has already connected to all the animals in
A′ or A′′, it only connects to animals in the non-saturated set.
The model can reproduce more than 70% of the structural metrics (degree distribution, mod-
ularity, and nestedness) of empirical networks [27]. This percentage is much larger than that
achieved by previous models based on trait-matching [256] and preferential attachment [307]. For
both pollination networks and manufacturer-contractor networks from the New York garment in-
dustry, the model can generate networks with levels of nestedness compatible with the empirically
observed ones (see Fig. 2 in [27]).
5.2.3. Fitness maximization based on population dynamics
In an adaptive system, it is plausible to consider a mechanism where a node tends to delete
its less profitable connection and to replace it with a new, more profitable connection. We have
already leveraged this idea when introducing the Self-organizing Network Model (SNM, Sec-
tion 5.2.1), and we shall explore analogous mechanisms in the context of socio-economic systems
(see Section 5.3.3). When assuming that nodes strive to maximize their centrality, or fitness,
the resulting model critically depends on how we define node centrality or fitness in the first
place. In this Section, we focus on fitness-maximization mechanisms where species strive to max-
imize their abundance as determined by the stationary state of a suitable population dynamics
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model [33, 299]. This class of mechanisms is akin to variational principles in physics, where one
seeks to find the optimal state for a given system by maximizing (or minimizing) a suitable func-
tion of the variables that describe the system’s configuration. As an example, the equilibrium
state of a thermodynamic system can be found by maximizing the entropy of the probability
distribution of its configurations [168].
Zhang et al. [299] proposed a rewiring mechanism where, starting from a given topology, at
each step, a species is randomly selected. The selected species deletes its connection that brings
the smallest increase in its per-capita population, as determined by the stationary state of a
model of mutualistic population dynamics (see [299] for the details). The deleted connection is
replaced (”interaction switch” [299]) by a randomly chosen connection. Zhang et al. [299] found
that this simple behavioral mechanism leads to the emergence of nested structures that exhibit
levels of nestedness relatively close to those observed in real networks.
Suweis et al. [33] studied a dynamics where, starting from a random species-species interaction
matrix, the species rewire their interactions with the goal to maximize their abundance. They
showed that such dynamics results in a nested structure of the interaction network. Fitness
optimization, therefore, may be a suitable explanation of the nested patterns found in mutualistic
networks. In the following, we provide the essential elements of the work by Suweis et al. [33],
referring to the original paper for all the details and additional insights.
Linear and non-linear population dynamics. To evaluate the impact of an interaction swap on
the individual species’ abundances and on the community’s total population, Suweis et al. [33]
considered both a linear dynamics and a non-linear population dynamics. We denote by N
and M the number of animal and plant species, respectively; we denote by {x1, . . . , xN} and
{xN+1, . . . , xN+M} the abundances of the animal and plant species, respectively27. One can
define an interaction matrix M composed of four blocks:
M =
[
ΩAA ΓAP
ΓPA ΩPP
]
(66)
The blocks ΩPP and ΩAA represent the plant-plant and animal-animal competitive interactions,
repsectively; the blocks ΓPA and ΓAP represent the plant-animal mutualistic interactions. The
linear dynamics is given by [33]
dx
dt
= x(α−Mx), (67)
where α represents the vector of intrinsic growth rates. The non-linear dynamics is described by
the equation [33]
dx
dt
= x
(
α− dx− Mx
h+ Θx
)
, (68)
where d represents a self-interaction strength, h is a parameter referred to as handling time28,
and Θ is a matrix whose elements are defined as Θij = 1 if i and j are neither both plants nor
both animals, Θij = 0 otherwise. It is worth noticing that this model can be obtained from
the model with competition and mutualism studied by [38, 50] (see Eq. (89) and the related
discussion below) by switching off interspecific competitive interactions. One can write down the
27This notation is different from the one that we defined in Table 2, where we labeled animals and plants through
Latin (i ∈ {1, . . . , N}) and Greek letters (α ∈ {1, . . . ,M}), respectively. However, we adopt it in this Section as it
is convenient for a concise description of the model.
28The handling time is defined as the amount of time needed for the plant-animal interaction to take place,
which limits the total benefits for a given species from the interactions with its mutualistic partners. We refer to
Section 6.2.3 for more details about this mutualistic model and its implications for systemic stability and feasibility.
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  Figure	  1|The	  Optimization	  Principle	   (a)	  The	  maximization	  of	   species	   abundance	   leads	   to	  networks	   with	   a	   nested	   architecture.	   The	   optimal	   interaction	   matrix	   shown	   is	   the	   typical	  architecture	   resulting	   from	   averages	   performed	   over	   100	   optimal	   networks	   starting	   from	  random	   realizations.	   The	   blue	   scale	   is	   a	   measure	   of	   the	   average	   mutualistic	   strength	  normalized	  with	  respect	  to	  the	  maximum	  strength	  interaction.	  (b)	  Because	  of	  mutualism,	  the	  optimization	  of	  the	  abundances	  of	  the	  individual	  species	  involved	  in	  the	  interaction	  rewiring	  results	  in	  an	  overall	  increase	  of	  the	  total	  population	  of	  both	  pollinators	  (in	  red)	  and	  plants	  (in	  blue).	  The	  curves	  represent	   the	  result	  of	  a	   typical	   run	  (no	  average	   is	   involved).	  Simulations	  presented	   here	   are	   obtained	   with	   Holling	   Type	   II	   dynamics	   and	   parameters	   S=50,	   CΩ	   =	   CΓ	  
=4/S0.8	  and	  σΩ=σΓ<σc	  (see	  Methods	  Summary).	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Figure 20: Effects of the sp cies-abundance maximization dynamics by Suweis et al. [33]. As the number of
optimization steps increases, a the structure of the interaction matrix gradually approaches a nested structure; b
the population of both plants and pollinators increases. Reprinted from [33].
equations for the stationary point and the local stability conditions for this dynamics – we refer
to the Supplementary Information of [33] for details.
Community-level and species-level optimization dynamics. The community-level optimization dy-
namics starts with xi = 1 for each species i, and a randomly generated interaction matrix M.
We assume that the vector α of intrinsic growth ra es stays constant during the optimizati n
dynamics. At each time step n of the optimization dynamics, we randomly select a pair (i, j) of
interacting species (γij 6= 0) and a pair (l,m) of non-interacting species (γlm = 0, (l,m) 6= (i, j)).
We propose a swap between the two interactions: γ˜
(n+1)
lm = γ
(n)
ij and γ˜
(n+1)
ij = γ
(n)
lm . To decide
whether to accept the swap, we compute the new equilibrium point of the system: in the linear
dynamics, x˜∗(n+1) = [M˜(n+1)]−1α, where the two original matrix elements have been swapped
in M˜. We accept the swap only if
∑A+P
i=1 x˜
∗
i (n+1) ≥
∑A+P
i=1 x
∗
i (n); in this case, Γ(n+1) = Γ˜(n+1).
If, by contrast,
∑A+P
i=1 x˜
∗
i (n+ 1) <
∑A+P
i=1 x
∗
i (n), we set Γ(n+ 1) = Γ(n).
This community-level optimization dynamics corresponds to a rewiring of the interaction
matrix Γ aimed at maximizing the total population
∑
i xi of the system. It can be interpreted
as a group selection process, as opposed to a process where species aim to maximize their own
abundance. The latter mechanism can be included by accepting a potential interaction swap
not if the system’s total population increases, but if the abundance of the species involved in
the interaction increases (species-level optimization). More specifically, at each step n of the
optimization process, one select a species i and two of its links (i, j), (i, k). Again, one proposes
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an interaction switch γ˜
(n+1)
ij = γ
(n)
ik and γ˜
(n+1)
ik = γ
(n)
ij . As opposed to the community-level
optimization process, the swap is only accepted if it would not result in a decrease of species i’s
abundance (as determined by the steady state of the population dynamics under consideration).
Importantly, both optimization dynamics lead the interaction matrix from the initial ran-
dom topology to a highly nested topology. To analytically understand this phenomenon, one
can consider a mean-field scenario where interaction and competition strength parameters are
homogeneous across all pairs of species. Within the mean-field scenario, the fact that the above-
described optimization processes lead to nested topologies is a consequence of two properties:
(1) both optimization dynamics presented above tend to increase the total population of the
system29; (2) the total population of the system is significantly correlated with the nestedness
of the interaction matrix. In the mean-field scenario, the total population xtot of the system
(xtot =
∑
i xi) depends linearly on nestedness according to a relation x
tot ' B1Otot +B2, where
Otot is the total overlap of the interaction matrix (proportional to the sum of all the node-node
pairwise overlaps Oij =
∑
lAilAjl), and B1, B2 are two constants that depend on the interaction
parameters γ, ω, on the network connectance C and on the number of species S. As nestedness
(as measured by NODF) increases with the total overlap Otot of the interaction matrix, it follows
that nestedness increases with the total population of the system [33].
5.2.4. Nestedness as an evolutionary spandrel: Speciation and divergence
Valverde et al. [34] recently introduced a simple generative model for mutualistic networks
based on two mechanisms: speciation and divergence. The model focuses on weighted networks,
where the weight of an interaction between animals and plants may represent the number of
observed interaction within a given time interval. In an evolutionary ecology spirit, the speciation
process is essentially a duplication process where a species splits into two separate species. In the
model, with a given probability piA, an animal species i undergoes a speciation process where a
new (daughter) animal species j is created with the same links of the original (parent) species i:
if we denote as ωiα the weight of the interaction between animal i and plant α, we have ωiα = ωjα
for all plant species α ∈ {1, . . . ,M}. With a given probability piA, a plant species β undergoes
an analogous speciation process.
Species divergence is basically a weight randomization process. The weights between parent
and daughter species are then redistributed. In particular, we generate a random number µ ∈
(0, 1) and we update the weights as follows: ωiα → (1 − µ)ωiα, ωjα → µωjα. Besides, with a
given probability p, each link (i, α) can change weight: ωiα → ωiα + ξ, where ξ ∈ (β, β) is a
relatively small random number, and p, β are parameters of the model. The model also features
a maximum total weight for plants and animals, and a threshold minimal value for links’ weights.
The networks generated according to this rule exhibit various degrees of nestedness, from
low to high, conditional to the values of the input parameters (Fig. 21). Based on this result,
Valverde et al. [34] point out that network nestedness and other structural properties (such as
the network’s heterogeneous degree and weight distribution, and link asymmetry [34]) can be
viewed as “evolutionary spandrels”, i.e., as structures that are the consequence of the system’s
building rules, have well-defined non-random features, and reveal some of the underlying rules
of construction. Importantly, these findings indicate that nestedness can emerge as a result of
29While this is true by construction for the community-level optimization, it may look counterintuitive for the
species-level optimization process. If species aim at maximizing their own abundance, why does the total population
increase? To answer this question, one can use a perturbative argument to show that in the limit γ ∼ ω  1,
at each optimization step, the total population increase is approximately equal to the abundance increase of the
species involved in the rewiring. Increasing the abundance of the species involved in the interaction, therefore,
results in increasing the total population of the system. We refer the reader interested in this intriguing equivalence
to Sections 4.3 and 5 of the Supplementary Information of [33].
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Additionally, our model incorporates evolutionary rules of spe-
ciation and drift that naturally provide a mechanism to explain 
the properties found in mutualistic webs. As it does not include 
the population size associated with each species nor the nonlinear 
dynamics of ecological interactions, our results suggest that the eco-
logical scale plays a minor role in shaping the architecture of mutu-
alistic webs. Instead, the universal constraints associated with the 
evolutionary unfolding of these webs would lead to the observed 
invariant properties. However, the advantages provided by these 
networks, such as robustness and evolvability, can be of great rele-
vance at other scales. Tinkering can work as a bootstrapping process 
leading to population-level advantages that might, in turn, be the 
target of selection. Future work should further explore these mecha-
nisms and their applicability to other types of webs; for example, 
networks involving both mutualistic and antagonistic interactions7,9. 
An interesting candidate in this respect is the microbiome, which 
also exhibits complex ecological networks49 and marked similarities 
with standard ecosystems, suggesting again the presence of univer-
sal rules50. Given their potential for tracing evolutionary histories 
and their shorter evolutionary time scales, these systems will prove 
to be a useful test to some of the ideas described here.
Methods
Evolutionary rules. A bipartite graph ω=G (A, P, { })ij  involving the two subsets 
of nodes tA( ) and tP( ) represents the animals and plants at a given evolutionary 
time step t . We define the quantitative effect of animals on plants through a matrix 
ω ω= →(A P )ij i j , which indicates the strength of the interaction between both 
partners and vice versa. The evolutionary dynamics of the graph is defined by 
speciation and divergence.
Speciation. We choose a given species Ai or Pj and create a speciation event. The 
new species inherits exactly the same list of links from its parent species. If Ak 
indicates the newly created species, we have ω ω=kj ij for all = . . .j 1, , P .
Divergence. We redistribute the weights between parent and daughter species. A 
random number μ< <0 1 is generated and each pair of links ω ω{ , }kj ij  is updated 
to a new pair μω μ ω−{ , (1 ) }kj ij . Additionally, for each link, we introduce, with a 
given probability p, a weight change; that is, we have a new value ω ω ξ→ +ij ij  
being β ξ β− < <  a small random number. Here, the parameter β weights how 
fast evolutionary changes occur at the level of single ecological links. If ωij falls 
below a threshold θ, it is removed. Finally, a maximum input weight is allowed 
for all plants. Specifically, if the sum ϕ ω=∑(P )j i ij over all animals acting on the 
plant Pj is larger than one, the change is not accepted. A symmetrical rule is used 
to constrain the links in the →P A direction. As a consequence of the threshold 
rule, species become extinct when no mutual support is present (that is, when 
ω∑ = 0j ji ).
Numerical simulations. Our aim was to sample the parameter space defined by 
the space βP( , ) with no other adjustment of our parameters. A set of m = 4,000 
simulated random bipartite grown graphs was generated from randomly chosen 
pairs βP( , ) with ∈P (0, 1) and β∈ − −(10 , 10 )4 1 , respectively, using a uniform 
distribution. Lower values of β can be used, but their single effect is to slow down 
the rate of network evolution, not the final outcome. The same applies for the  
θ parameter, which leads to very similar results for a wide range, only leading to 
significant changes for very high (and probably unrealistic) values. Given the wide 
variations in the parameters, a broad range of network sizes was generated, from 
very small to a maximum size of ~S 200 species.
Weighted network properties. We compared different properties measured in 
empirical and synthetic networks. The aggregated strength of the nodes is defined as 
the sum of all the dependencies in both link directions; that is, ω ω=∑ +=s ( )i jN ij ji1i ,  
where Ni indicates the number of interactions with other species. Asymmetry is 
calculated following ref. 8. If ωij and ωji are the links connecting the two elements Ai 
and Pj in the two possible directions, we define the asymmetry ϕ i j( , ) of the pair as:
ϕ
ω ω
ω ω
= ∣ − ∣i j( , )
max{ , }
ij ji
ij ji
which takes values within the range ϕ≤ ≤i j0 ( , ) 1.
Nestedness based on the spectral radius. Nestedness is computed over the square 
×S S matrix ω (see Fig. 4a), where = +S S SA P is defined as:
ω
ω
ω=
×
×










0
0 (2)
S S
S S
A P
P A
where mutualistic interactions ω ω= [ ]ij  describe a block off-diagonal form. The 
eigenvalues of this matrix, λ = . . .k S{ }( 1, , )k , can be systematically calculated. In 
particular, it has been shown16 that the perfectly nested graph is associated with the 
so-called spectral radius ρ ω( ), which is defined as:
ρ ω = λ . . . λ( ) max{ , , } (3)S1
that is, the largest eigenvalue.
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Fig. 4 | Nested evolved networks. The networks generated by the rules described in the main text display nested structures. Nestedness in these weighted 
graphs is estimated by means of the spectral radius of the squared weighted matrices, ω, generated by the model16. a, An example of the matrices obtained 
from our digital mutualistic webs. b, The spectral radius ρ ω( ) value has been calculated using the full sample of m = 4,000 networks and plotted against 
their corresponding number of species S. The open circles correspond to a total of 25 real network data points (see Supplementary Information for 
sources). The line corresponds to the prediction for the random model, which follows from Wigner’s semi-cirle law (see Supplementary Information). The 
colour scale gives the corresponding Z-score (see Supplementary Information for details of the calculation).
NaTuRe eCoLogy & eVoLuTioN | www.nature.com/natecolevol
Figure 21: Nestedness in the speciation-divergence model. Panel a illustrates a bipartite adjacency matrix obtained
with the model. Panel b represents the spectral radius ρ(A) (see Section 3.1.4) of 4000 networks generated with the
speciation-divergence model (for different values of the input parameters) as a function of the number of species
S. The circled dots correspond to real datasets, whereas the continuous line represents the analytic expectation
for a random netw rk. Reprinted from [34].
building rules that do not involve species-level or community-level optimization, as opposed to
the optimization rules that we investigated in the previous Sections.
Evolutionary mechanisms to explain the emergence of nestedness were also previously con-
sidered by Takemoto and Arita [308]. They assumed that starting from a small initial network,
new plants can emerge f om randomly selected existing ones th ough mutation. The traits of
the new plants are similar to those of the original ones. Based on the assumption that plant-
animal interactions are driven by trait-matching m chanisms, s me of h animals that interact
with the new plant are inherited from those that interacted with the ancestral plant. Besides,
a plant can acquire new traits a d new, randomly selected partners. This mechanism generates
nested networks as well, and the resulting networks were reported [308] to match the nestedness
of empirical networks more accurately than those generated by the bipartite cooperation model
described in Section 5.2.2.
5.2.5. Invasio dynamics with different assemblage rul s
The results by Valve de et al. [34] indica that network formation mechanisms without op-
timization can explain the emergence of nestedness in mutualistic networks. In a similar spirit,
Maynard et al. [35] considered a community of N competing species. They were interested in
finding slightly different stochastic mechanisms of ne work growth that lead to drastically dif-
ferent network topologies. If such similar but different mechanisms can be identified, one might
argue that widely different observed topologies might be the result of different assemblage rules,
without the need for introducing formation mechanisms based on optimization or selection for
stability.
By denoting as xi = xi(t) the abundance of species i at time t, they considered a competitive
dynamics of the form
dxi
dt
= xi(t)
(
ri + αi
∑
j
Aij xj
)
, (69)
where ri represents the intrinsic growth rate and αi < 0 represents the competition parameter.
They considered a simple network formation process where one starts with a single species and,
at each step, considers a pote tial “invader”. They introduced two echanisms, referred to as
immigration and radiation, that differ in the way the invader interacts with the preexisting species
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(see next paragraph). If the potential invader satisfies the invasion condition (see Eq. (70) below),
it is added to the system. Once it has been added to the system, one runs the dynamics described
by Eq. (69) until a stable point is reached. The addition of the invader perturbs the system, and
some species might become extinct as a result. Once the stationary point is reached, one repeats
this procedure by proposing a new invader.
An invader i is added to the system if and only if
ri + αi
∑
j
Aij xj > 0. (70)
The validity of this condition depends on the coefficients Aij . Maynard et al. [35] considered two
mechanisms:
• In the immigration scenario, the Aij coefficients for the potential invader i are random
numbers extracted from the uniform distribution U(−1, 0) for j 6= i, whereas Aii = 1.
If the potential invader satisfies the invasion condition (Eq. (70)), then it is added to the
system. Otherwise, one replaces randomly-chosen coefficients Aij with new random numbers
extracted from U(−1, 0) until the invasion condition is met and the invader can enter the
system.
• The radiation scenario differs from the immigration scenario in the way the coefficients
are replaced if the invasion condition is not met. To allow the potential invader i to enter
the system, in the radiation scenario, one randomly selects preexisting species and slightly
perturbs their coefficients, until the invasion condition for species i is met.
The two mechanisms lead to drastically different levels of nestedness in the generated interaction
networks. While the nestedness of immigration-generated networks is not distinguishable from
that of randomized networks, the nestedness of radiation-generated networks tends to be signif-
icantly larger than that of their randomized counterparts. This points out that: (1) different
assemblage mechanisms can lead to different network topologies, without the need for consid-
ering optimization mechanisms; (2) Radiation-like assemblage mechanisms might be responsible
for the levels of nestedness observed in empirical networks. We will come back to these points in
Section 5.4.
5.3. Social and economic mechanisms
Compared to ecological networks, scholars have started investigating the emergence of nest-
edness in socio-economic networks much more recently. In this Section, we focus on network
formation and rewiring mechanisms that aim to explain the emergence of nestedness in uni-
partite socio-economic networks (Sections 5.3.1-5.3.3) and in bipartite country-product networks
(Section 5.3.4).
5.3.1. Network formation based on centrality maximization
In [36], the authors introduced a network formation model where the agents attempt to
maximize strategically their centrality in the network in presence of link decay. Therefore, it
is a network formation model where the number of edges changes over time until it reaches a
stationary value which depends on the model parameter α (see below). In that dynamics, one
starts from an arbitrary topology. At each time step, a randomly selected node has two options.
With probability α, it creates a link to the most central node that is not already among its
neighbors. With probability 1−α, it deletes its connection with the least-central of its neighbors.
The dynamics has one parameter, α, and it converges to a stationary, perfectly nested topology,
provided that the system started from a perfectly nested topology.
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Figure 2: (Left) Eigenvector centralization Cv in stationary networks as a function of the link
formation probability α for different system sizes N = 100 (◦), N = 1000 () and N = 5000
(♦). Results of numerical simulations are superimposed with lines representing the analytical
prediction. (Right) Degree distributions of stationary networks for different values of α = 0.45
(◦), 0.48 (), 0.49 (♦), 0.495 (△) and system size N = 5000. The figure reveals that the leading
part of the distribution is exponential, while a logarithmic binning shows a power-law tail with
exponent −1.
Conversely, the degree distribution is given by P (k) = −h′(1 − k), from which the following
stationary degree distribution is found
P (k) =
{
N e−2(1−2α)k, if k < 1− x∗,
1
2(1−2α)k
−1, if k > 1− x∗. (5)
In particular, for α = 1/2, it results in a uniform distribution P (k) = 1/N . Degree distributions
for different values of α in the stationary state can be seen in Fig. 2.
In these nested structures, the adjacency matrix is completely determined by the correspond-
ing degree distribution from Eq. (5) or, conversely, from the profile function h(x). Thus, it is
possible to compute any network statistic of interest when the degree distribution is known. In
doing so, one can show that the stationary networks emerging in the link formation process are
characterized by short path length, high clustering, negative degree-clustering correlations and
dissortativity. The emerging networks also show a clear core-periphery structure, which can be
measured by their centralization, defined as the normalized sum of differences between the cen-
trality of the nodes and the maximum centrality in the network [26]. Fig. 2 shows the eigenvector
centralization Cv. It can be seen that there exists a transition at α = 1/2 from highly centralized
to highly decentralized networks. This means that for low arrival rates of linking opportunities
6/10
Figure 22: Transition from a fully connected topology (α > 1/2) to a nested, highly centralized topology (α < 1/2)
in the growing network model based on social climbing [36]. The transition manifests itself in the discontinuity
of the derivative of the eigenvector centralization Cv at the critical point αc = 1/2 (panel (a)). The degree
distributions of the networks generated by the model (panel (b)) exhibit a two-step relaxation which combines an
exponential (low k) and a power-law (large k); the different curves in panel (b) correspond to different values of
α. Reprinted from [36].
The authors in [36] noted that this evolutionary dynamics leads to a nested network indepen-
dently of the exact notion of centrality that is used. Later, Schoch et al.[309] showed formally
that in a nested network all notions of centrality are ranked in the same way in a nested net-
work. An insightful consequence is that agents do not become central because of their actions;
they do so because they turn into the best prospective connection for other agents who seek to
increase their own centrality. This simple mechanism reinforces the nestedness in the network;
concurrently, it promotes central agents to become even more central, and it confines peripheral
agents to remain in those positions. Further, when the network is nested, agents can find the
best connection target even with local information.
In the model, one can write down the master equation [310] for the degree distribution pk(t)
for the nodes in the independent sets as30 [36]
∂pk(t)
∂t
= P[k+ 1→ k] pk+1(t) +P[k− 1→ k] pk−1(t)− (P[k → k− 1] +P[k → k+ 1]) pk(t), (71)
where P[k+ 1→ k] = (1−α)/N is th probability that a nod deletes one connec ion in the time
unit, whereas P[k − 1 → k] = α/N is the probability that a node acquires one connection. The
smallest degree increase is given by δk = 1/N . One can therefore expand the previous Equation
in powers of δk, obtaining (for k > 0) [36]
∂pk(t)
∂t
= (1− 2α) ∂pk(t)
∂k
+ δk
∂2pk(t)
∂k2
+O(δk2) (72)
For δk  |1−2α|, the O(δk) diffusion term can be neglecte and we are left with a drift equatio
whose asymptotic solution is either a fully-connected network (α > 1/2) or an empty network
(α < 1/2). Around |1−2α| ' δk, i.e., when α ' 1/2+O(1/N), the diffusion term is not anymore
negligible, and the dynamics is described by the Fokker-Planck equation
∂pk(t)
∂t
= (1− 2α) ∂pk(t)
∂k
+
∂2pk(t)
∂k2
. (73)
30As in [36], we neglect all the contributions from the nodes that belong to the dominating set. These contribu-
tions are nevertheless O(1/N) small.
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In the regime α < 1/2, one solves Eq. (72) to derive the full degree distribution pk. One finds
that pk has a two-step behavior: the distribution is exponential up to a critical degree value k
∗
which can be analytically determined, whereas it exhibits a power-law tail ∼ k−1 for k > k∗ (see
Fig. 22b).
It is interesting to look at the centralization of the eigenvector centrality vector as a function
of the model parameter α (see Fig. 22a). Intriguingly, the model exhibits a sharp phase tran-
sition at α = 1/2: the system has an even degree distribution for α > 1/2, which results in a
centralization of the eigenvector centrality vector close to zero. By contrast, the system becomes
highly-centralized for α < 1/2, which results in a significant level of nestedness [36]. To conclude,
it is worth noticing the analogy between social-climbing models and ecological network forma-
tion models where species attempt to maximize their fitness (like the SNM, see Section 5.2.1),
which points out that explaining the same structural pattern across different systems might unveil
common formation mechanisms.
5.3.2. Network formation in a two-stage game
Later, in [25], a dynamic network formation model was developed that can explain the observed
nestedness of real-world economic networks: e.g., interbank loans, trade in conventional goods
and arms trade between countries (cf. Fig. 2). Within the framework of the random utility model
[311], links in the network are formed on the basis of agents’ centrality and have an exponentially
distributed lifetime. In the model, at each period of time, agents play a two-stage game. In the
first stage, as in [312], agents compute their effort level which is proportional to their Bonacich
centrality [228]. In the second stage, a randomly chosen agent can update her linking strategy
by creating a new link as the best response to the current network. Links do not last forever
but have an exponentially distributed life time. The most valuable links (i.e. the ones with the
highest Bonacich centrality) decay at a slower rate than those that are less valuable. As a result,
this model considers the formation of economic networks as the result of a tension between search
for new linking opportunities and volatility that leads to the decay of existing links.
The dynamics runs as follows. The system is composed of N agents. At any time t, there is
a network G(t) whith adjacency matrix A that describes the connections between agents. Then,
the two-stages of the game are applied. In the first stage, each player selects an effort level xi to
put into the game. It is assumed that the payoff pii she receives is
pii = xi − 1
2
x2i + λ
N∑
j=1
Aijxixj , (74)
where λ is a parameter that weights the relative contribution of the idiosyncratic component and
network interdependencies to the total payoff. Ballester et al. [312] found that the equilibrium
effort levels that maximize the payoff of participant i is a function of i’s Bonacich centrality bi(λ):
pi∗i (G,λ) = bi(λ)/2. In this stage of the game, agents select their equilibrium effort levels.
In the second stage, the network topology is updated. First, an agent i has the opportunity
to create a link (i, j) – i.e., the network G(t) transitions to another one G(t)⊕ (i, j) – with a rate
ν+(G(t)⊕ (i, j)) ∝ exp (pi∗i (G(t)⊕ (i, j), λ)/ζ) . (75)
Second, links have an expected lifetime which is exponentially distributed. In particular, the rate
of link decay becomes
ν−(G(t)	 (i, j)) ∝ exp (pi∗i (G(t)	 (i, j), λ)/ζ) . (76)
The parameter ζ controls the level of randomness in the network dynamics – essentially, it plays
the role of an inverse temperature.
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Stochastic stability was used to identify the network’s stationary state; the authors [25] found
that the resulting network topology is fully nested when no randomness exists in the agent’s
decisions. The degree of nestedness is preserved to a large extent for small temperature. In
particular, in the limit ζ → ∞, we recover the centrality-maximization dynamics [36] described
in Section 5.3.1.
5.3.3. Network rewiring based on social climbing
In contrast to the previous model, the social climbing game [81] considers a static system
composed of a fixed number of nodes and links. This model is a highly stylized model of a society
where individuals seek to maximize their social status by forming new connections and deleting
old ones in a strive to maximize the centrality of their interaction partners. The essential role
of centrality as a driver for success has been proven in several studies from different angles. For
instance, central individuals in the social network tend to score higher in education tests [313];
individuals’ centrality in communication networks is a predictor for employees’ future promotions
and resignations [314–316]; central individuals tend to have the largest impact on the opinions
of their peers according to linear opinion formation models [317]. In light of these studies, the
assumption that individuals are, to some extent, driven by the maximization of their centrality
is a reasonable one [81, 318].
Consider a system composed of N individuals and a fixed number E of undirected links
between them. Bardoscia et al. [81] introduced a model where each agent i is characterized by a
“social capital” utility function, ui, defined as
ui =
∑
j
Aij kj + µki, (77)
where µ is a parameter of the model that rules the relative strength of the two terms. At each
step of the dynamics, one selects randomly a node i together with one of its neighbors (i.e., a node
j such that Aij = 1) and one of the selected neighbor’s neighbors (a node l such that Alj = 1).
If i was already connected to l, nothing happens. If i was not connected to l, the link (i, j) is
replaced by (i, l) with probability
P[(i, j)→ (i, l)] = e
β∆ui
1 + eβ∆ui
, (78)
where ∆ui denotes the variation in node i’s utility caused by the possible link replacement.
The rewiring probability defined by Eq. (78) encodes the tendency of individuals to connect
to individuals who bring them large utility gains. The strength of this tendency is ruled by
the intensity parameter β, which can be interpreted as an inverse temperature, as we shall see
below. In a “frozen” society (β  1), the nodes always rewire their connections when this leads
to an increase of their utility. In a “high-temperature” society (β ' 0), the rewiring probability
approaches 1/2 regardless of the utility gain ∆u, which makes the rewiring of links essentially
independent of the candidate new neighbor’s centrality.
The interpretation of the intensity parameter β as the temperature of a statistical-mechanics
system is a compelling feature of the model. To understand it, one can show that (1) when a
rewiring (i, j) → (i, l) is performed, the variation ∆U of the total utility U := ∑m um can be
expressed as twice the variation ∆ui of node i’s local utility: ∆U = 2 ∆ui [81]; (2) the dynamics
described above is ergodic. Hence, the dynamics based on Eq. (78) converges to the equilibrium
of a system described by the Hamiltonian function [81]
H = −U = −
∑
i
k2i − µ
∑
i
ki = −N 〈k2〉 −N µ 〈k〉 , (79)
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Fig. 4 Inverse participation ratio of the normalized degree sequence I(v) as a function of the inverse tempera-
ture β. Different curves refer to networks with N = 100 and M = 110, 200, 300. Results obtained by averaging
over 100 networks. For large enough β one recovers the maximal number of stars.
In our case I(v) gives an estimate of the number of dominant nodes in the network. In Fig. 4 we plot
the IPRs I(v), as functions of β, for N = 100 nodes and M = 110, 200, 300. As can be seen, the
IPR of the sparsest network, i.e. the one with M = 110, essentially drops down to one right below its
critical temperature. On the other hand, systems with a larger number of links undergo a less trivial
evolution: after the initial drop below the critical temperature, the IPR increases and eventually reaches
a steady state. In the example shown in Fig. 4, the system with M = 200 links reaches a steady value
I(v) ' 2.12 ± 0.03, whereas the system with M = 300 reaches I(v) ' 3.28 ± 0.06 (where the errors
represent the 68% confidence intervals obtained by averaging over 100 networks), and such values
clearly show that the maximal number of stars allowed by the relative sizes of N and M has been
achieved. Moreover, these observations are consistent with the small temporary decrease of the largest
degree Φ which can be observed in Fig. 2 for systems with k¯ > 2 when the inverse temperature is
slightly larger than its critical value.
3.1 Correlations and social mobility
As already explained in Sect. 1, one of the goals of the present paper is to model the positive feedback
mechanism between the individuals’ effort to climb the social hierarchy and the subsequent reinforce-
ment of the social hierarchy itself. Suppose that a given social network reaches its equilibrium state,
at a certain inverse temperature β, after t0 steps of the social climbing dynamics described in Sect. 2.
Let us denote the corresponding graph’s adjacency matrix as aˆ(t0). Then, one way of quantitatively
describing how mobile or “frozen” a society is would be to assess the level of correlation, according
to some proper notion, between aˆ(t0) and a following configurations aˆ(t), where t = t0 +∆t for some
positive ∆t. We will now measure correlations by means of Kendall’s rank correlation coefficient. Given
the joint set of all matrix entries in aˆ(t0) and aˆ(t), let us focus, for example, on entries (i, j) and (h, `)
in both matrices. Then, if both aij(t0) > ah`(t0) and aij(t) > ah`(t), or if both aij(t0) < ah`(t0)
and aij(t) < ah`(t), the pairs (aij(t0), ah`(t0)) and (aij(t), ah`(t)) are said to be concordant. On the
contrary, if aij(t0) ≷ ah`(t0) and aij(t) ≶ ah`(t) the pairs (aij(t0), ah`(t0)) and (aij(t), ah`(t)) are said
to be discordant. Of course, since the adjacency matrix entries equal zero or one at each time, ties will
often happen either at time t0 or at time t (or at both times). Kendall’s correlation coefficient τ reads
τ(∆t) =
C −D√
C +D + Tt0
√
C +D + Tt
, (6)
Figure 23: Transition from an even, “disordered” topology (high-temperature, low β) to a highly centralized
topology (low-temperature, high β) in the social climbing rewiring dynamics [81]. The transition manifests itself in
the drop of the inverse participation ratio I of the network degree sequence as a function of the inverse temperature
β; different symbols stand for different values of average degree 〈k〉 = 2L/N . Reprinted from [81].
with fixed average degree 〈k〉 and temperature 2/β. In contrast to the dynamic processes de-
scribed in Sections 5.3.1 and 5.3.2, this one preserves the network size and density throughout
the dynamics.
The re ul s of num rical simulations based on thi model show that as β increases, th system
abruptly transitions from a rather even degree distribution to a highly unequal degree distri-
bution where few individuals are connected with the majority of the others, whereas most of
the individuals have only few connections. A useful quantity to visualize this transition is the
degree-sequence’s inverse participation ratio I(v) – i.e., a proxy for the effective number of nodes
who received connections31 – which displays an abrupt jump from a O(N) value to a O(1) value
(see Fig. 23). Besides, high-β (low-temperature) systems are also characterized by an increased
temporal stability of the ranking of the nodes by degree (see Fig. 6 in [81]), which is representa-
tive of a low-mobility society where pre-defined hierarchies are likely to be preserved. We have
seen that “low-temperature” nested structures can be interpreted as the fingerprints of “order” in
biogeographic systems ([22], see Section 3.1.2); similarly, highly nested hierarchies in society can
be interpreted as the manifestation of a “low-temperature” societal dynamics where it is hard for
an individual to climb well-established ladders, regardless of his/her individual capabilities.
5.3.4. Emergence of nestedness in the country-product network: Innovation and novelty
While capability-based models [29, 52] (see Section 4.3.4) can generate nested country-product
export networks, they do not d scribe he detailed dynamics that leads the c untries to diver-
sify their exp rt baskets. To describe this process, in a simila spirit to non-lin ar preferential
attachment models in etwork science [319], Saracco et al. [51] introduced a network form tion
model with three steps:
31Given a normalized N -component vector v (
∑
i v
2
i = 1), its inverse participation ratio I(v) is given by
I(v) = (
∑
i v
4
i )
−1. A vector that is completely localized (i.e., a vector that has one component equal to one and
all the others equal to zero) has I(v) = 1. A fully delocalized vector (i.e., a vector whose components are all equal
to 1/
√
N) has I(v) = N .
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• A country is selected with probability Pi ∼ kai , where a > 0 is a parameter of the model.
Such probability reflects the intuition that more diversified countries are more likely to
further diversify their export basket.
• The chosen country i selects a product α that already belongs to its export basket according
to the probability P (α|i) ∼ kbα, where b > 0 is a parameter of the model. The rationale
behind this rule is that the more ubiquitous a product is, the more countries possess the
apposite capabilities to make it, the higher the possibility of generating an innovation from
that product.
• Given the selected country-product pair (i, α), the country has now the last choice to make.
It considers two types of potential new products: all the products α˜ that belong to the
neighborhood of α in the product space [286, 287], and that were not already exported by
country i; a new product αnew sprouting out from α. Within this set {α′, αnew} of candidate
products, country i chooses the new product α˜ to export according to the probability
P (α˜|i, α) ∼ (kα˜ + k0)c, where c > 0 and k0 > 0 are parameters of the model.
The model has four parameters: a, b, c, k0. The parameter k0 determines whether countries
tend to move in the existing adjacent of already exported products (diversification, small values of
k0), or rather prefer to innovate and introduce new products in the system (innovation, large k0).
The model can generate bipartite country-product networks whose values of row-nestedness and
column-nestedness (see Section 3.1.3) are compatible with those observed in the real networks
(see Fig. 4 in [51]).
5.4. Bottom-line: Why does nestedness emerge in empirical networks?
As we emphasized in Section 5.2, the fact alone that a topology can theoretically arise as a
result of a given dynamics does not guarantee that that dynamics shaped the emergence of that
topology. The mechanisms investigated above are all able to generate nested networks, yet it re-
mains unclear which of them best describe the formation of real-world systems. In both ecological
and socio-economic networks, this uncertainty can be ascribed to the focus of most extant studies
on static, time-aggregate datasets of ecological communities and trade networks, and on processes
that can theoretically lead to the observed topologies. In ecology, recent works [320, 321] have
started investigating the temporal dynamics of communities. Crucially, increasing efforts in this
direction may allow us to single out those mechanisms that likely led to the emergence of the
observed topologies, while ruling out mechanisms that lead to realistic network topologies but do
not reproduce the observed network dynamics.
From an interdisciplinary standpoint, we envision that the validation of network formation
mechanisms (and, therefore, of potential explanations for nestedness) will likely be performed soon
in socio-economic networks, where typically one has access to fine-grained temporal data. Existing
studies on socio-economic networks have both introduced candidate mechanisms to explain the
emergence of nestedness (Sections 5.3), and studied the detailed temporal dynamics of nestedness
(see Section 4.1.4 and, in particular, Fig. 16). Validating the proposed mechanisms through robust
statistical analysis, perhaps in a similar way to procedures adopted for growing information
networks [255], is a natural step for future research.
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6. Implications of nestedness for systemic stability and feasibility
In occasion of the 100th anniversary of the British Ecological Society, Sutherland et al. [322]
have collected a list of 100 fundamental ecological questions whose solution has the highest poten-
tial to advance ecological science. Among them, we find: “How does the structure of ecological
interaction networks affect ecosystem functioning and stability”? [322] The main goal of this
Section is to address this question for nested structures: how does nestedness impact on the
robustness of the system against extinctions and targeted attacks? Does nestedness facilitate or
harm the stable co-existence of species?
Driven by these questions, we focus here on two aspects of systemic stability: network robust-
ness against external perturbations and dynamical stability. Network robustness against struc-
tural perturbations (Section 6.1) is typically defined in terms of node-removal processes. The
core idea behind it is that when we remove a node in the network, other nodes might become
extinct because they were only connected with the removed node – a phenomenon known as
“co-extinction” [323]. Sequentially removing all the nodes (either in order of decreasing degree
or in order of decreasing score as determined by some ranking algorithm) therefore leads to a
process where eventually all the nodes become extinct.
Besides, the topology of an interaction network has important consequences on dynamical
processes that act on it. Ecologists are especially interested in revealing whether some widely-
observed network structural patterns can increase the dynamical stability of the system, i.e., its
capability to return at its equilibrium point after a perturbation of the species’ population. They
are also interested in whether observed topological patterns facilitate the co-existence of species
and, therefore, the community’s feasibility. The impact of nestedness on dynamical stability and
feasibility has been studied both with a population-dynamics approach [38, 50, 324, 325] and with
a random-matrix theory approach [37, 326].
In the population-dynamics approach, one considers a dynamic model with competition and
mutualism (which acts on the underlying species-species interaction network), and seeks to find
whether different network topologies facilitate or impede the stable co-existence of species. We
will review this approach in Section 6.2. We will then focus on the results from random-matrix
theory on the local stability of random, mutualistic, and nested interaction matrices (Section 6.3).
We will finally review the obtained results within the various approaches and draw a bottom-line
on the impact of nestedness on systemic stability and feasibility, based on the results obtained so
far (Section 6.4).
6.1. Robustness against structural perturbations
Understanding the co-extinction patterns triggered by the loss of a given species is central
to the preservation of complex systems. In ecological systems, it can indeed inform decisions on
which species to give higher priority for research and management in order to preserve a given
ecosystem – we refer to [327] for a review on the application of ecological networks to applied
conservation practices. In economic and financial systems, understanding how the failure of an
actor (like a financial institution) can trigger large-scale cascades of failures is essential to prevent
the collapse of the global financial system [328, 329].
Importantly, the topology of a network affects its robustness against structural perturbations,
which can be performed by sequentially removing the nodes according to pre-established strate-
gies. In the following, we investigate two main questions related to topological robustness: (1)
When we remove sequentially the nodes in order of degree, do nested arrangement lead to a faster
or a slower systemic breakdown? (2) Do more nested arrangements of the adjacency matrix (as
produced by non-linear ranking algorithms introduced in Section 3.3.2) lead to faster or slower
systemic breakdown? The two questions will be addressed in Section 6.1.1 and 6.1.2, respectively.
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6.1.1. Topological robustness of nested networks
Consider a bipartite network. We label the two kinds of nodes as “active” and “passive
species”, yet the lines of reasoning presented in this section equally apply to any bipartite network.
If we delete some active (passive) species from the network, some passive (active) will become
extinct as a result. The loss of single species can even trigger the co-extinction of several other
species. Such a process, called co-extinction cascade, has been extensively studied in the ecological
literature [305, 330]. In this Section, we focus on the impact of a nested structure on the speed
of network disruption under such dynamics. In particular, scholars have debated whether an
increase in the level of nestedness in a given network is associated with an enhanced robustness.
We shall see in the following that this property only holds for specific removal strategies of the
nodes.
Quantifying systemic robustness: attack-tolerance curve (ATC). To quantify the impact of net-
work topology on network robustness under node deletion processes, we introduce the attack-
tolerance curve (ATC) [330]. This curve represents the fraction of surviving passive species as a
function of the fraction of deleted active species. The systemic robustness R of a given network is
defined as the area under the ATC. By definition, R ∈ (0, 1). A “robust” system is characterized
by R values relatively close to one. This corresponds to a system where, even when a substantial
number of active species is deleted, a considerable number of passive species are still alive. By
contrast, a “fragile” system exhibits relatively small R values: even the removal of few active
species is enough to substantially decrease the number of passive species in the system.
It follows from the definition of ATC that the robustness R depends not only on network
topology, but also on the order in which the active species are sequentially deleted. Burgos et
al. [305] considered three different removal strategies:
• [+→ −] (from generalists to specialists) removal strategy. The active species are removed
in order of decreasing degree.
• [− → +] (from specialists to generalists) removal strategy. The active species are removed
in order of increasing degree.
• Random removal strategy. The active species are removed in a random order.
While all the three cases are important from a theoretical standpoint, experimental evidence
strongly suggests that in mutualistic networks, the specialist species have also higher likelihood
to extinguish [331], which suggests that the [− → +] strategy is the most relevant one for this
class of networks. Importantly, we shall see in the following paragraph that the [− → +] strategy
is also the one for which the topological robustness benefits from a nested topology to the largest
extent32.
Nestedness and topological robustness. Memmott et al.[330] studied the co-extinction of species in
plant-pollinator networks, and they found that the [− → +] removal strategy (from specialists to
generalists) leads to a significantly slower network breakdown with respect to the random removal
strategy and the [+→ −] (from generalists to specialists) removal strategy. They concluded that
mutualistic networks are robust with respect to preferential node deletion, in particular when
specialists have a higher probability to become extinct.
Burgos et al. [305] moved one step forward by using the self-organizing network model (SNM,
see Section 5.2.1 and [80]) to gauge the impact of nestedness on systemic robustness. As we have
32Motivated by this consideration, Burgos et al. [332] introduced a nestedness metric based on the difference
between the robustness coefficients corresponding to attack strategies [− → +] and [+→ −].
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Figure 24: Robustness as a function of the number of iterations of two rewiring strategies, for the mutualistic
system studied by Clements and Long [333]. Strategy I corresponds to the Self-organizing Network Model (SNM,
see Section 5.2.1): the nodes replace their partners with more generalist partners. This rewiring strategy gradually
increases the level of nestedness in the system. Strategy II is the opposite: the nodes strive to connect with more
specialized nodes. Increasing nestedness increases the robustness against [− → +] attacks (from specialists to
generalists, filled stars), whereas it decreases the robustness against [+→ −] (filled triangles) and random attacks
(filled squares). The inset focuses on Strategy I, by displaying results for a larger number of iterations. Reprinted
from [305].
seen in Section 5.2.1, the SNM allows us to gradually move from a completely random topology
to a perfectly nested topology. The authors found that more nested structures are both more
robust against the [− → +] removal strategy, and more fragile against the [+ → −] removal
strategy. This is intuitive: in a large perfectly nested structure, if we lose the most specialist
species α, no other species will become extinct as α was only connected with the most generalist
species. By contrast, if we lose the most generalist species, the most specialist species are likely to
become extinct as they were only connected with the most generalist species. Burgos et al. [305]
noticed that if we accept that the only systems that we can observe in nature are those with a
higher level of robustness, the omnipresence of nested structure in mutualistic networks might be
a manifestation of the more vulnerable position of specialist species.
Incorporating interaction strength and link rewiring. While the removal strategies studied by
Burgos et al. [305] revealed the implications of nestedness for the topological robustness of a
given system, they are simplified descriptions of real species losses. Several subsequent studies
have aimed at incorporating more realistic effects into the co-extinction cascade process. Kaiser-
Bunbury et al. [334] pointed out that analyses like those carried out by Memmott et al. [330]
and Burgos et al. [305] assume that all the removed species contribute equally to the fraction
of removed species, regardless of their abundance and interaction frequency. To overcome this
potential limitation, they defined the normalized interaction strength L
(N)
iα between a given animal
i and a given plant α as the total number of visits per flower per hour, and the absolute interaction
strength L
(A)
iα as L
(N)
iα times the mean number of flowers per square meters. The total interaction
strength of animal i and plant α are defined asN
(A)
i =
∑
α L
(A)
iα andN
(A)
α =
∑
i L
(A)
iα , respectively.
The total interaction strength of the network is given by N =
∑
iN
(A)
i ; in the co-extinction
cascade process, the removal of species i leads to a loss N
(A)
i in the total interaction strength.
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slightly worse results than the original one; however, even in this
form MusRank outperforms all other rankings.
Algorithm testing and comparison with other rankings. We com-
pared different rankings based on (see Methods) : a) decreasing
closeness centrality (CLOS), b) decreasing eigenvector centrality
(EIG), c) decreasing betweenness centrality (BTW), d) decreasing
degree centrality (DEG), e) increasing contribution to nestedness
(NES) as described in ref. 16, f) decreasing PageRank (PAGE), and
g) decreasing importance as measured by MusRank (MUS).
The average extinction area of the different algorithms was
obtained for all networks in the dataset. In the frequent case in which
the order is degenerate (more than one node were rated with the
same value), we considered 103 different randomizations and com-
puted the averaged extinction area.
For the sake of completeness we have also repeated all the protocol
above, but exchanging in Eq.(1) the roles of active and passive spe-
cies, i.e. assigning importances to passive species and vulnerabilities
to active ones. We refer to this as ‘‘reversed’’ algorithm.We have also
studied extinction areas by progressively removing passive species
(rather than active ones) and monitoring secondary extinctions of
active species.
Computational results. Figure 3 illustrates the performance of
the different rankings/algorithms for three different instances of
mutualistic networks. Extinction areas are plotted for each of the
considered ranking algorithms. In the three cases MusRank gives
results closest to the corresponding optimal solutions as derived
from the genetic algorithm. In almost all of the 63 studied cases,
results are much better for the novel ranking than for any of the
other ones (see Figure 3). PageRank gives similar results to Mus-
Rank in a few cases (including a relative large network with 102
nodes). Apart from this, only for very small networks (with less
than 17 active species) some other method different from PageRank
gives extinction areas similar to the ones of the novel algorithm. In
about one third of the networks, the ranking provided by MusRank is
as good as the one found by the GA and in some cases (networks for
which the GA could not converge in a reasonable time) extinctions
areas are larger for MusRank than for the GA.
Figure 4 gives a global picture of the performance of the different
rankings. It shows the difference, averaged over 60 mutualistic net-
works, between the optimal solution as found by the GA and that of
each specific ranking (the 3 networks for which the GA does not
converge are excluded from this analysis). Figure 4A illustrates that
the ranking provided by the MusRank –either in the direct or the
reversed form– greatly outperforms all others.
The same conclusion can be reached when progressively removing
passive rather than active species, ordered in a sequence of increasing
vulnerability (rather than decreasing importance), see Figure 4B.
Therefore, both targeting strategies and both the direct and the
reversed versions of the algorithm provide results of similar quality.
Optimally packed matrices. The ranking provided by MusRank, in
which nodes are arranged by their level of importance or vulnerability,
permits us to obtain a highly packed matrix as illustrated in Figure 5.
By ‘‘packed’’ we mean that a neat curve separates densely occupied
and empty parts of the matrix. It could be thought that this ordering
might be somewhat similar to the one that allegedly packs the matrix
in the most efficient way (as defined by existing algorithms usually
employed in the literature to measure nestedness17). However, as
Figure 5 vividly illustrates, the ordering provided by MusRank gives
a more packed matrix than that obtained by the standard method
employed by nestedness calculators17. This suggests that MusRank
should be used (rather than existing ones) to measure nestedness in
bipartite matrices.
Discussion
In this paper we have presented a novel framework to asses the
relative importance of species in mutualistic networks. Inspired by
a recent work on economics/econometrics we employ an algorithm,
Figure 2 | Left: schematic representation of the extinction protocol for an empirical mutualistic network (Arctic community21) with 18 active
(pollinators) and 11 passive (plants) species). Both active (left) and passive (right) species are ordered following some prescribed ranking; from the
highest ranked species (top) to the lower-ranked ones (bottom). The (blue and red) lines represent mutualistic interactions as encoded in the interaction
(or adjacency) matrix. Active species are progressively removed from the community, their corresponding (red) links are erased, and passive species are
declared extinct whenever they lose all their connections. Right: extinction curve, showing the fraction of extinct passive species as a function of the
number of sequentially removed active ones for a given specified ranking. The shaded region is the extinction area for the ranking under consideration.
Different rankings lead to different extinction areas. The larger the area the better the ranking.
www.nature.com/scientificreports
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Figure 25: Illustration of th node removal process (pan l A) used to calculate the extinction ar a metric (panel
B). From the bipartite networ that connects active and passive species, active species are seque tially removed in
order of decreasing “importance” as determined by a given ranking algorithm (panel A). One records the size of
co-extinction cascades as the fraction of direct extinct species increases; the area under this curve is the extinction
area of the ranking algorithm. The larger the algorithm’s extinction area, the more accurate the algorithm is in
identifying the structurally important active species. One can define a specular extinction area based on a process
where passive species are progressively removed in order of increasing vulnerability [71]. The same procedure can
be applied to the country-product bipartite network by interpreting countries and products as active and passive
nodes, respectively [72]. Reprinted from [71].
Building on this setting, Kaiser-Bunbury et al [334] analyzed 12 two-weeks snapshots of two
pollination networks. They found that when the active species are removed progressively accord-
ing to the strategy [+→ −], the attack tolerance cu ve of the otal interacti strength N (A) as
a function of the active-species t tal i teraction strength displays a sigmoidal hape w ere the
removal of few animals caused a sudden drop in the total interaction strength. Even more, they
studied removal strategies that include the possibility of rewiring – the links observed across the
12 snapshot are considered as “potential links”, and these potential links were used as rewiring
options for disrupted links during the removal proce s. Networks with potential rewiring turned
out to be significantly more stable han on-rewired tworks, which suggests that the possibility
of rewiring might confer additional robustness to ecological communities.
6.1.2. Nestedness maximization and the structural importance of individual nodes
Section 6.1 dealt with the topological robustness of different network st uctures, f diffe ent
node removal strategies. The analysi wa restricted to removal strategies based on the ranking
of the nodes by their degree. One can nevertheless design node removal strategies that are based
on node centrality metrics other than degree. Crucially, the sequential deletion of the nodes
according to different centrality metrics lead to differ nt co-extinction patterns [71, 72, 335].
An ideal algorithm would provide us with an accurate ra king of the active (passive) species by
their importa e (vulner bility) in th system [71]. In this respect, we would expect an accurate
algorithm to rank first (last) the active (passive) species that cause the biggest damage when
removed. The rationale behind this assumption is that an important active species interacts with
86
similar in spirit to Google’s PageRank but of non-linear character,
that we have named MusRank. The algorithm provides two comple-
mentary rankings: one for active species (such as insects, birds,
fish,…) in terms of their importance and one for passive species
(plants and their seeds, anemone, etc) in terms of their vulnerability.
We also propose a criterion to assess the quality of any given ranking
of species: good rankings lead to a fast break-down of the corres-
ponding mutualistic network when species are progressively
removed in decreasing ranking order.
In most of the empirical mutualistic networks we have analyzed
the use of our novel framework rendered a ranking which clearly
outperforms all the alternative ones used as workbench. Results are
robust in the sense that different implementations lead to similar
rankings. In many cases, the resulting ordering coincides or is very
close to the optimal one as found by a -computationally very costly-
genetic algorithm. Moreover, MusRank is much faster and finds
excellent rankings even for large mutualistic networks for which
the genetic algorithm is not able to find optimal solutions in a reas-
onable computational time. Therefore, the emerging ranking allows
for assessing the importance of individual species within the whole
system in a meaningful, efficient and robust way. We conclude that
rankings of species importance in mutualistic networks should be
constructed employing MusRank.
Furthermore, as a by-product, the excellent packing of nested
matrices provided by this non-linear approach (see Figure 5) calls
for a redefinition of the way in which nestedness is measured. In
particular we suggest that nestedness calculators should use the rank-
ing provided by the present algorithm, which clearly outperforms
Figure 3 | Extinction areas for three different mutualistic networks (names and sizes, specified above) as obtained employing the different ranking
schemes described in the text. The upper dashed line shows the optimal performance corresponding to the ranking found by the genetic algorithm
(GA) search, and the lower one the null-expectation, that is the averaged area obtained when targeting nodes in a random order. The different algorithms
used to rank the nodes are: closeness centrality (CLOS), eigenvector centrality (EIG), betweenness centrality (BTW), degree centrality (DEG), nestedness
centrality (NES), PageRank (PAGE), and importance as measured by theMusRank (MUS).MUSrev corresponds to the reversed version of the algorithm
in which the roles of active and passive species are exchanged. The height of the boxes corresponds to the standard deviation of the results when averaging
over 103 random ways to break degeneracies in the orderings.
Figure 4 | Averaged deviation of the extinction area obtained for each of the employed rankings (or algorithms) from the maximal possible value
as determined using the genetic algorithm (average over 60 networks in the database). The left A (right B) panel shows results when active (passive)
species are targeted and passive (active) species undergo secondary extinctions. Results are consistently much better for theMusRank, in either the direct
or the reversed version, than for any other ranking scheme.
www.nature.com/scientificreports
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Figure 26: The ability of different ranking algorithms to quantify node importance for co-extinction cascades as
quantified by the extinction area of the co-extinction cascades that they trigger. The Figure shows the difference
between the optimal extinction areas obtained by a genetic algorithm and the extinction areas attained by the
algorithms, for attacks targeting active (left panel) and passive species (right panel). The metrics included in the
analysis are: closeness centrality (CLOS), eigenvector centrality (EIG), betweenness centrality (BTW ), degree
centrality (DEG), inverse contributions to nestedness (NES), Google’s PageRank (PAGE), fitness-complexity
algorithm (MUS), “reversed” fitness-complexity algorithm (MUSrev). We refer to B for a detailed description
of the metrics. The fitness-complexity algorithm gets substantially closer to the maximal extinction area than all
the other metrics. Reprinted from [71].
many passive species, from the generalist to the specialist ones; hence, removing it is likely to
cause the secondary extinction of some of the specialist passive species. The main goal of this
Section is to present the obtained results on the performance of different ranking algorithms with
respect to this benchmark.
Benchmarking ranking algorithms: extinction areas (EAs). The extinction area [335] quantifies
the ability of a ranking algorithm to produce a ranking of the nodes that leads to a fast network
fragmentation when the nodes are deleted in order of ranking. The EA is closely related to the
ATC introduced above. When the active (passive) nodes are progressively removed from the
system, one defines the extinction curve (EC) as the fraction of extinct passive (active) nodes as
a function of the fraction of removed nodes. The EA is defined as the area under the EC, and
it lies within the range (0, 1). The larger the EA, the faster the network breakdown due to the
node removal process – see Fig. 25 for an illustration. As emphasized above, the EA critically
depends on the removal strategy; we consider two removal strategies:
• Targeting active nodes. We remove the active species in order of decreasing score as deter-
mined by a given ranking algorithm.
• Targeting passive nodes. We remove the passive species in order of increasing score as
determined by a given ranking algorithm.
We expect a good metric for active species’ importance and passive species’ vulnerability to
maximize the respective EA. We stress that while all traditional centralities produce the same
ranking in perfectly nested networks [309], the problem becomes non-trivial as soon as imperfect
nested structures are considered, such as those observed in empirical datasets.
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Results on mutualistic networks. Following Allesina and Pascual [335], two recent works [71, 72]
have compared different ranking algorithms with respect to their extinction areas in bipartite net-
works. Inspired by the literature on economic complexity [24], Domı´nguez-Garc´ıa and Mun˜oz [71]
noticed that different ranking algorithms produce different shapes for the adjacency matrix when
the matrix’s rows and columns are ordered by ranking (see also our previous discussion in Sec-
tion 3.3).
One can expect ranking algorithms that lead to more nested arrangements of the adjacency
matrix to exhibit larger extinction areas than other ranking algorithms. Indeed, as soon as we
remove the first few top-ranked nodes from a highly nested structure, the most specialist nodes
are likely to become extinct as a result. The same is not guaranteed for a ranking algorithm that
does not lead to a packed adjacency matrix.
In line with this expectation, Domı´nguez-Garc´ıa and Mun˜oz [71] found that in mutualistic
networks, the fitness-complexity metric exhibits systematically larger extinction areas than all the
other metrics, including closeness centrality, eigenvector centrality, betweenness centrality, degree
centrality inverse contributions to nestedness, Google’s PageRank – see Fig. 25 for the main result,
and Appendix B for the definitions of the existing metrics. The fitness-complexity metric achieves
a similar performance as a computationally expensive genetic algorithm specifically designed
by the authors in order to find a ranking of the nodes that maximizes the extinction area.
Domı´nguez-Garc´ıa and Mun˜oz [71] concluded that the fitness-complexity algorithm should be
used to construct rankings of species by importance in mutualistic networks.
Results on country-product export networks. The ranking evaluation procedure described above
with the terminology of mutualistic networks can be applied to the country-product export net-
work as well. In this case, the countries (products) play the role of active (passive) species [72].
Mariani et al. [72] found that in world trade networks, the fitness-complexity metric exhibit
larger extinction areas than the degree centrality and the method of reflections (a linear ranking
algorithm introduced by Hidalgo and Hausmann [110] with the goal to quantify the economic
complexity of countries and products). Besides, generalizations of the fitness-complexity metric
that lead to more nested matrices exhibit even larger extinction areas. This confirms that non-
linear ranking algorithms are the most effective ones in ranking the nodes by their structural
importance for co-extinction cascades in bipartite networks.
By exploiting the analogy with ecological networks, in the same way as vulnerable passive
species only interact with important active species, “vulnerable” (less complex) products are
only exported by “important” (diversified) countries. The fitness-complexity algorithm and its
generalizations naturally incorporate this property through the non-linear dependence of product
score on country score: indeed, if a product is exported by a low-fitness country, it receives
a high penalization by the algorithm (see Eq. (40) and related discussion). This is desirable
inasmuch the product is more likely to be affected by the extinction of high-fitness countries.
Non-linear algorithms, therefore, emerge as natural methods to rank the nodes by importance in
both mutualistic networks [71] and country-product networks [72].
6.2. Stability and feasibility of systems with competition and mutualism in the population dynam-
ics approach
Understanding how network topology and dynamics affect systemic stability is a key problem
in network science [336]. Following the observation that the structure of ecological interaction
networks is highly non-random [23], scholars have sought to understand how the topology of
interaction networks impacts the co-existence of species in the system (”feasibility”) and the
ability of the system to return to its equilibrium state after a perturbation (”stability”). In
absence of empirical temporal data, this impact can be evaluated through numerical simulations
or analytic insights based on population dynamics models. To this end, it is essential to introduce
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a model that incorporates the key elements of mutualistic systems: competition, mutualism, finite
interaction handling time [50, 337]. Such a model is introduced in Section 6.2.3.
To properly assess the impact of topology on the stable co-existence of species, structural
stability is a key notion. According to the structural-stability paradigm, when analyzing the
outcomes of a population dynamics model, we need to determine not whether nestedness favors
biodiversity for a given parameterization of the dynamics, but to determine which topological
pattern leads to the stable co-existence of species for the largest region of parameter values [38].
Considering only specific, arbitrary parameterizations of the dynamics can indeed lead to con-
tradictory conclusions on the impact of nestedness on biodiversity [38, 325, 338, 339] – we refer
to [38, 340] for detailed discussions of this point.
In this Section, we start by reviewing the different notions of local and global stability for a
given dynamical system, together with the notion of feasibility (Section 6.2.1). We discuss the
global and feasible equilibrium points of interacting systems that feature both competitive and
mutualistic interactions, and the impact of nestedness on the range of dynamics parameter that
can lead to a stable and feasible equilibrium (Section 6.2.3).
6.2.1. Stability and feasibility of equilibrium points
The first studies on the stability theory of ordinary differential equations date back to the early
XX century, with the seminal works by Poincare´ and Lyapunov [341]. A fundamental problem
in dynamical systems theory is to understand the late-time behavior of a given system. Among
all the possible types of asymptotic behavior for a given dynamical system, the simplest one is
the convergence toward an equilibrium point. In the following, we review the notion of local and
global stability for an equilibrium point.
We narrow our focus to dynamic models described by a set of coupled ODEs in the form
dNi
dt
= Ni fi(N), (80)
where N = {N1, . . . NS} is the set of population sizes, S is the number of species, and fi(N) =
N−1i (dNi/dt) represents species i’s per-capita growth rate. The functions fi typically depend
on a set of parameters that determine the interactions between species. For example, we will
sometimes consider a linear per-capita growth rate in the form fi(N) = αi −
∑
j βij Nj , where
αi represents the species’ intrinsic growth rates and {βij} represent the interaction coefficients.
Such dynamics represents a generalization to N species of the equations originally proposed
independently by Lotka [342] and Volterra [343] to study the competitive dynamics of a system
composed of two species. Despite its apparent simplicity, this dynamical system can exhibit limit
cycle periodic behavior and chaotic behavior conditional on the parameters and the number of
included species33.
In the rest of this Section, we introduce three properties of equilibrium points: local stability,
global stability, and feasibility. Importantly, insights from random matrix theory on the persis-
tence of ecologic communities (see Section 6.3) are mostly based on the local stability [37, 326] and,
recently, feasibility [345, 346]. Recent insights from population dynamics ([38], see Section 6.2)
focused on globally stable and feasible equilibrium points.
Local stability. A given equilibrium point N∗ is locally stable if, after a small external perturba-
tion, the system returns to the equilibrium point [341]. To determine whether a given equilibrium
point N∗ is locally stable or not, one needs to find the eigenvalues of the so-called “community
33We refer the interested reader to the books [341, 344] for details.
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matrix” [347] whose elements are defined as
Mij(N
∗) =
∂ (Ni fi(N))
∂Nj
∣∣
N=N∗ . (81)
The community matrix corresponds to the system’s Jacobian matrix evaluated at the equilibrium
pointN∗. A given equilibrium point is locally stable if and only if the real parts of the eigenvalues
of Mij(N
∗) are all negative. For a linear per-capita growth rate in the form fi(N) = αi −∑
j βij Nj , we obtain Mij = −N∗i βij for each equilibrium point N∗ [348]; such equilibrium point
is locally stable if βij ≥ 0 for all i, j.
Feasibility and global stability. A given equilibrium point N∗ is feasible if f(N∗) = 0 and N∗i > 0
for all species i [38, 348, 349]. A feasible equilibrium point describes, therefore, a scenario where all
species can co-exist. A given equilibrium pointN∗ is globally stable ifN∗ is a global attractor, and
the trajectories of the dynamic system converge to N∗ regardless of the initial condition [38, 348].
The fundamental difference between local and global stability is that while local stability studies
whether a system will return to the original equilibrium point after an infinitesimally small
perturbation, global stability studies whether the system will return to the original equilibrium
point after perturbations of any magnitude [38]. Is a given equilibrium point globally stable? In
general, no: we will provide a simple example of an equilibrium point that is not globally stable
in Section 6.2.2. Linear algebra theorems nevertheless provide us with sufficient conditions for
an equilibrium point to be stable. It is convenient to introduce the following definitions:
• A matrix M is positive-defined if and only if the eigenvalues of M + MT are all positive.
• A matrix M is Volterra-dissipative if and only if there exists a diagonal matrix D such that
D M + MT D is positive-defined.
The following theorems hold [348]:
• If a matrix is positive-defined, then it is Volterra-dissipative.
• For a model with linear per-capita growth rate, fi(N) = αi−
∑
j βij Nj , we can arrange the
interaction coefficients in a S×S matrix, which we denote as B. If B is Volterra-dissipative,
then (1) Any feasible equilibrium is globally stable; (2) There exists one unique globally
stable equilibrium point34.
The previous theorems imply that if the matrix of interaction strengths is positive-defined, then
the system has a unique globally stable equilibrium. In Section 6.2.3 we shall see that, in models
with competition and mutualism, this property can be used to set an upper bound to the level
of mutualistic strength up to which global stability is guaranteed.
6.2.2. Stability and feasibility in a two-species competition model
To get an intuition about the implications of the different stability definitions and of the
feasibility condition, we consider here a simple two-species competition model. The proposed
example and the calculations below closely follow those presented in [38]. The system evolves
according to the generalized Lotka-Volterra equations:
dN1
dt
= N1 (α1 − β11N1 − β12N2)
dN2
dt
= N2 (α1 − β21N1 − β22N2)
(82)
34Such equilibrium point is not necessarily feasible, as some of the population sizes may be equal to zero.
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In line with the notation of Eq. (80), the previous equations can be written in the compact form
dN
dt
= N fα,B(N), (83)
where we defined f(N) = (f1(N), f2(N)), f1(N1, N2) = α1 − β11N1 − β12N2, f2(N1, N2) =
α2 − β21N1 − β22N2. It is also convenient to introduce the matrix B whose elements are the
interaction coefficients βij The equilibrium point (N
∗
1 .N
∗
2 ) is found by imposing f1(N
∗
1 , N
∗
2 ) = 0
and f2(N
∗
1 , N
∗
2 ) = 0, which has the solution
N∗1 =
α1 β22 − α2 β12
β11 β22 − β21 β12
N∗2 =
α2 β11 − α1 β21
β11 β22 − β21 β12
(84)
According to the theorem presented in Section 6.2.1, if the matrix B is positive-defined, then
this equilibrium point is globally stable. Therefore, we narrow our attention to {βij} values
such that β11 β22 − β21 β12 > 0. Graphically, the equilibrium point (N∗1 , N∗2 ) corresponds to the
intersection point between the isoclines f1(N1, N2) = 0 and f2(N1, N2) = 0 in the (N1, N2) plane
(see Fig. 27A-C). The equilibrium point is feasible if the intersection point lieas in the quadrant
with N1 > 0 and N2 > 0. Importantly, different settings of the model parameters r1, r2, α lead to
different isoclines in the (N1, N2) plane; some parameter settings may lead to a feasible equlibrium
point (see Fig. 27A), whereas other parameter settings may not (see Fig. 27B-C).
The equilibrium point (N∗1 , N
∗
2 ) is feasible if and only if both N
∗
1 > 0 and N
∗
2 > 0, which
leads to the conditions : {
α1 β22 − α2 β12 > 0
α2 β11 − α1 β21 > 0
(85)
If all the parameters {βij} are positive, we can compress the two previous conditions into a single
condition for the ratio r1/r2 between the intrinsic growth rates:
β12
β22
<
α1
α2
<
β11
β21
. (86)
Such condition is verified in the region of the (α1, α2) plane bounded by the two straight lines
α2 = (β12/β22)α1 and α2 = (β11/β21)α1.
The results on the simple two-species competition model described by Eq. (82) shed light on
two fundamental facts [38]:
• The feasibility of a given equilibrium point critically depends on the dynamics parameters.
Some sets of dynamics parameters may lead to a feasible equilibrium point (such as in Fig.
27A) or it may not (such as in Figs. 27B-C).
• One can identify a ”feasibility domain“ in the intrinsic growth rates’ plane where the dy-
namics’ equilibrium point is feasible (see Fig. 27D). Crucially, the size of such domain
depends on the dynamics parameters.
Section 6.2.3 shows that these properties also hold for a mutualistic model of interaction. Based
on these properties, Rohr et al. [38] put forward the notion of structural stability : when studying
the dynamical stability of a given ecological system, the question is not whether the dynamics’
equilibrium point is feasible, given a set of dynamics parameters. The main question is whether
the parameter region composed of the parameters that lead to a feasible equilibrium point is large,
and how the size of such region depends on network topology [38]. Next Sections will investigate
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and network of interactions, one can observe from
all to a few of the species surviving. Second, this
means that each network has a limited range of
parameter values under which all species coexist.
Thus, by studying a specific parameterization, for
instance, one could wrongly conclude that a ran-
dom network has a greater effect on community
persistence than that of an observed network, or
vice versa (10–12). This sensitivity to parameter
values clearly illustrates that the conclusions
that arise from studies that use arbitrary values
in intrinsic growth rates are not about the ef-
fects of network architecture on species coex-
istence, but about which network architecture
maximizes species persistence for that specific
parameterization.
Traditional studies focusing on either local
stability or numerical simulations can lead to
apparently contradictory results. Therefore, we
need a different conceptual framework to unify
results and seek for appropriate generalizations.
Structural stability
Structural stability has been a general mathema-
tical approach with which to study the behavior
of dynamical systems. A system is considered to
be structurally stable if any smooth change in the
model itself or in the value of its parameters does
not change its dynamical behavior (such as the
existence of equilibrium points, limit cycles, or
deterministic chaos) (22–25). In the context of
ecology, an interesting behavior is the stable
coexistence of species—the existence of an equi-
librium point that is feasible and dynamically
stable. For instance, in our previous two-species
competition system there is a restricted area in
the parameter space of intrinsic growth rates
that leads to a globally stable and feasible solu-
tion as long as r < 1 (Fig. 3, white area). The
higher the competition strength r, the larger the
size of this restricted area (Fig. 3) (19, 26). There-
fore, a relevant question here is not only whether
or not the system is structurally stable, but how
large is the domain in the parameter space lead-
ing to the stable coexistence of species.
To address the above question, we recast the
mathematical definition of structural stability to
that in which a system is more structurally sta-
ble, the greater the area of parameter values
leading to both a dynamically stable and feasible
equilibrium (27–29). This means that a highly
structurally stable ecological system is more like-
ly to be stable and feasible by handling a wider
range of conditions before the first species be-
comes extinct. Previous studies have used this
approach in low-dimensional ecological systems
(3, 19). Yet because of its complexity, almost no
study has fully developed this rigorous analysis
for a systemwith an arbitrary number of species.
An exception has been the use of structural sta-
bility to calculate an upper bound to the number
of species that can coexist in a given community
(6, 30).
Here, we introduce this extended concept of
structural stability into community ecology in
order to study the extent to which network
architecture—strength and organization of inter-
specific interactions—modulates the range of con-
ditions compatible with the stable coexistence
of species. As an empirical application of our
framework, we studied the structural stability
of mutualistic systems and applied it on a data
set of 23 quantitative mutualistic networks
(table S1). We surmise that observed network
architectures increase the structural stability
and in turn the likelihood of species coex-
istence as a function of the possible set of con-
ditions in an ecological system. We discuss the
applicability of our framework to other types of
interspecific interactions in complex ecological
systems.
Structural stability of mutualistic systems
Mutualistic networks are formed by themutually
beneficial interactions between flowering plants
and their pollinators or seed dispersers (31).
These mutualistic networks have been shown to
share a nested architectural pattern (32). This
nested architecturemeans that typically, themu-
tualistic interactions of specialist species are pro-
per subsets of the interactions of more generalist
species (32). Although it has been repeatedly
shown that this nested architecture may arise
from a combination of life history and comple-
mentarity constraints among species (32–35), the
effect of this nested architecture on community
persistence continues to be a matter of strong
debate. On the one hand, it has been shown that
a nested architecture can facilitate the mainte-
nance of species coexistence (6), exhibit a flexible
response to environmental disturbances (7, 8, 36),
andmaximize total abundance (12). On the other
hand, it has also been suggested that this nested
1253497-2 25 JULY 2014 • VOL 345 ISSUE 6195 sciencemag.org SCIENCE
Fig. 1. Stability and feasibility of a two-species competition system. For the same parameters of
competition strength (which grant the global stability of any feasible equilibrium), (A to C) represent the
two isoclines of the system.Their intersection gives the equilibrium point of the system (3, 19). Scenario
(A) leads to a feasible equilibrium (both species have positive abundances at equilibrium), whereas
in scenarios (B) and (C), the equilibrium is not feasible (one species has a negative abundance at
equilibrium). (D) represents the area of feasibility in the parameter space of intrinsic growth rates, under
the condition of global stability. This means that when the intrinsic growth rates of species are chosen
within the white area, the equilibrium point is globally stable and feasible. In contrast, when the intrinsic
growth rates of species are chosen within the green area, the equilibrium point is not feasible. Points “A,”
“B,” and “C” indicate the parameter values corresponding to (A) to (C), respectively.
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Figure 27: Global stability and feasibility of the equilibrium points of the simple mutualistic dynamics described
by Eq. (82). Panels A to C represent the isoclines f1(N1, N2) = 0 and f2(N1, N2) = 0 for three different
parametrizations of the intrinsic growth rates (α1, α2); their intersection point is the quilibrium point of the
dynamics. Among the three scenario A-C, only A repres nts a f asible equilib ium poi t (N1 > 0 and N2 > 0).
Panel D shows that the intrinsic growth rates space can be partitioned into regions where the equilibrium is
feasible (white area), and regions where the equilibrium is not feasible (green areas). For this simple dynamics,
e feasibility domain is given by Eq. (86). The three points A, B, corresponds to the three above panels; their
position in the intrinsic growth rates space confirms that only A is feasible. Reprinted from [38]
this fundamental question for a model with competition and mutualism, and reveal the strong
dependence of its answer on the level of nestedness in the network.
In a similar spirit to the simple two-species described above, Bastolla et al. [350, 351] ana-
lyzed more complex competitive systems, and derived analytical conditions that must be fulfilled
by the moments of the growth rate distribution in order for the system to be feasible. The
framework introduced by Bastolla et al. [350, 351] has been later extended [50] to systems with
both competition and mutualism. We refer to [340] for a detailed presentation of the results
in [350, 351].
6.2.3. Stability and feasibility in models with competition and mutualism
The previous Section considered a simple, two-species competition model. Following Rohr
et al. [38], we extend here those insights to the N -species model with (inter- and intra-specific)
competition and mutualism studied by Bastolla et al. [50]. The model incorporates network
topology, interspecific competition, and mutualistic interactions with finite handling time (see
below). To introduce the main elements of the model, we start from a simpler two-species
model [352], and later describe the full N -species model [50].
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A two-species model with intraspecific competition and mutualism. Before describing the results
for an ecosystem composed of multiple species, let us consider a simple two-species world where
the two species represent animals and plants, respectively. Our simplified world features both
intraspecific competitive interactions and mutualistic interactions between plants and animals.
For an isolated “animal” species whose A individuals compete for the same resource, it is natural
to consider a logistic population model
dA
dt
= A (α− β A), (87)
where α is the species’ intrinsic per-capita growth rate, and β is a parameter that quantifies
the strength of intra-species competitive interactions. To simplify the discussion, we refer to the
individuals of this species as ”animals“.
Mutualistic interactions can be incorporated by introducing a second species, whose number
of individuals is denoted as P – we refer to the individuals of this species as ”plants“. The
interactions between animals and plants are mutualistic, which results in a positive contribution
to dA/dt from the plants. It is plausible to assume the benefits for animals from mutualistic
interactions to increase with the number P of plants. However, Wright [352] noticed that this
contribution cannot be unbounded. Let us consider the situation where the animals are bees and
the plants are the flowers that they pollinate. A bee needs a certain amount of time to travel to
the plant, collect enough pollen from a flower, and travel back to its nest to provision its larval
cells. Such time – referred to as handling time [352] – limits the benefits that the animal species
can obtain from its mutualistic interaction with the plant species.
To incorporate both handling time and mutualistic interactions, Wright [352] assumed a dy-
namic equation of the form
dA
dt
= A
(
α− β A+ c γ P
1 + h γ P
)
. (88)
The form of the mutualistic interaction term c γ P/(1+h γ P ) is in line with the empirical observa-
tions by Holling on the capability of a consumer to process a given amount of food resource [353].
The non-linear functional response in the form γ P/(1 + h γ P ) is also referred to as Type II re-
sponse [353]. Importantly, if h = 0, the contribution from mutualistic interactions is unbounded.
By contrast, for any h > 0, the mutualistic term is bounded by h−1, the value it assumes in a
world with a large number P  1 of plants or, equivalently, in a world with strong mutualistic
interactions (γ  1). In a purely-mutualistic world with α = 0, β = 0, and γ  1, the pa-
rameter h determines the rate at which mutualistic interactions are converted into new animals:
dA = Ac (dt/h). The model described by Eq. (88) constitutes the basis for the model with
competition and mutualism studied by Bastolla et al. [50].
Generalizing the model to an arbitrary number of species. Different types of N -species mutualistic
population-dynamics models have been studied in the literature. A model without handling time
for a fully mixed population (without network structure) was considered by Bascompte et al. [354]
to analytically derive conditions for a system to be feasible and stable. Commenting on [354],
Holland et al. [355] pointed out the necessity of including the saturation of the mutual benefit
two species can gain from their interaction, an aspect that was already stressed by May [356]
and included in Wright’s model [352] presented above. Okuyama et al. [337] considered a model
with mutualistic interactions, intraspecific competitive interactions, network structure, and finite
handling time.
Here, we present the version of the model used by [38, 50]. In the model, there are two classes
of species: plants and animals. We assume that there are N animal species and P plant species
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whose populations are denoted as A = {A1, . . . , AN} and P = {P1, . . . , PM}, respectively. The
dynamical equations for the evolution of the species’ populations are [38, 50]
dPi
dt
= Pi
(
α
(P )
i −
∑
j
β
(P )
ij Pj +
∑
j γ
(P )
ij Aj
1 + h
∑
j γ
(P )
ij Aj
)
dAi
dt
= Ai
(
α
(A)
i −
∑
j
β
(A)
ij Aj +
∑
j γ
(A)
ij Pj
1 + h
∑
j γ
(A)
ij Pj
) (89)
where {α(A)i , α(P )i } represent the intrinsic growth rates, {β(A)ij , β(P )ij } are the parameters that
quantify the strength of competitive interactions between species of the same kind; {γ(A)ij , γ(P )ij }
are the parameters that quantify the strength of beneficial (mutualistic) interactions between
animal and plants; h is the handling time [352] which implies an upper bound to the benefits a
species can receive through interaction with species of different type35. Recent works [38, 357]
further parameterized the mutualistic interaction coefficients γij as
γij(δ) = γ0
Aij
kδi
, (90)
where γ0 represents the mutualistic strength, and δ is a parameter called mutualistic trade-
off [357]. The mutualistic trade-off factor k−δi reduces the benefit from mutualistic interactions
with species that have many interactors, which is justified by field observations [358].
Crucially, the model defined by Eq. (89) features interspecific competitive interactions. To
keep the competitive interactions as simple as possible, some works [38, 50] adopted a mean-field
description of the interspecific competition by posing β
(P )
ii = β
(A)
ii = 1 (intraspecific competition),
and β
(P )
ij = β
(A)
ij = λ < 1 for i 6= j (interspecific competition). Essentially, species of a type are
assumed to compete with equal strength with all the species of the same type. The mean-field as-
sumption can be relaxed: for example, Gracia-La´zaro et al. [359] studied a similar metapopulation
model, but they assumed that species do compete more intensely with species that are interested
in the same resources. More specifically, they assumed that a pairwise competition term between
two plant species i and j proportional to the number of common interaction partners of i and j.
Variants of this population dynamics model and alternative models can be also relevant.
Besides competitive and bipartite mutualistic interactions, we notice that recent field experi-
ments [360] indicate that plant-plant facilitation interactions can have a substantial impact on
the structure and robustness of pollination networks, which may motivate the inclusion of these
interactions in population-dynamics models. One can also consider population dynamics models
where the foraging effort of a given pollinator on a given plant is a heterogeneous and adaptive
variable [361]. The presence of adaptive foraging can substantially alter the impact of nestedness
on species persistence – we refer the interested reader to [362] for the details.
Preliminary results on the model with competition and mutualism. The model defined by Eq. (89)
and its variants have been used in several works to assess how specific network structures affect
the co-existence of species in mutualistic and trophic networks. More specifically, early works
based on the population dynamics approach focused on the question: given a parameterization
of the intrinsic growth rates and the interaction parameters, how does a given network structure
impact on the properties of the dynamics’ equilibrium point? We mention here some of the most
prominent results obtained with the goal of addressing this research question.
35The handling time here plays the same role as in Eq. (88).
94
Okuyama and Holland [337] considered the model without interspecific competition (i.e., in
the notation of the previous paragraph, λ = 0), and they assumed that the degree distribution
pk of mutualistic communities follows a power-law pk = C k
−γ . They found that the resilience
of mutualistic communities only depends on nestedness when the power-law exponent γ is large
enough; in this case, resilience correlates positively with nestedness. More recently, Morone et
al. [363] found that the model without interspecific competition features a sharp transition from
a “feasible” phase (where the average number of individuals per species is larger than zero) to
a “collapsed” phase (where the average number of individuals per species is equal to zero). The
critical point that separates the two phases such transition can be analytically estimated based
on the maximal k-core of the network [363].
Bastolla et al. [50] used the model with interspecific and competitive interaction to show
both analytically and numerically that in real mutualistic networks, nestedness has a positive
impact on the system’s biodiversity increase due to mutualism. More specifically, the analytic
framework developed by Bastolla et al. [50] clarified that in a competitive system, introducing
mutualism alters the “effective competition” between species; crucially, the potential mitigation of
competitive effects is modulated by network topology. The resulting increase of biodiversity due
to mutualism can be quantified as the derivative of the predicted maximum number of species
with respect to the mutualism-to-competition ratio R, calculated at R = 0 – see Eq. (6) in
[50]. The mutualism-to-competition ratio R is expressed in terms of the model’s parameters,
and it grows as the relative strength of mutualistic interaction increases; R = 0 corresponds to
the absence of mutualism. Importantly, nestedness is positively correlated with the so-defined
increase of biodiversity, which led Bastolla et al. [50] to conclude that “nestedness reduces effective
interspecific competition and enhances the number of coexisting species”.
As the analytic theory developed in [50] has been already detailedly reviewed in Appendix G
in [9] and in [340], we will not present its details here, and focus on the framework developed
by Rohr et al. [38] in the following. It is worth mentioning that the conclusion that nestedness
increases the biodiversity was later challenged by James et al. [325] in a paper that has been
subsequently debated [338, 339]; however, the conclusions by [325] are based on a specific choice
of the parameters of the dynamics, and they are based on an incorrect formula for the predicted
maximum number of species in the community [340].
The´bault and Fontaine [324] consider a variant of the dynamics described by Eq. (89) that
can describe both mutualistic and trophic interaction. The core difference between mutualistic
and trophic interactions is the sign of the term that represents animal-plant interactions. They
found that network structure has an opposite effect on the stability of mutualistic networks as
compared to the stability of trophic networks. In particular, nestedness has a positive effect on
the resilience of mutualistic networks, defined as the speed at which the community returns to
equilibrium after a perturbation in the system. By contrast, it has a strongly negative effect on
the persistence of trophic networks, defined as the proportion of existing species after equilibrium
is reached.
Rohr et al. [38] emphasized that when we fix the model parameters and we find a feasible
fixed point, (1) it is not guaranteed that it is globally stable, i.e., that the system’s dynamics
will converge toward that state for any given initial condition; (2) it is not guaranteed that we
will find it for other parameterizations of the intrinsic growth rates. Besides, for a given system
and two given network topologies (e.g., a random and a nested one), it is possible to find a set of
intrinsic growth rates such that one of the two is persistent and the other one is not, and another
set such that the opposite holds – see Fig. 2 in [38] for an illustration.
Domain of feasibility in the mutualistic model. The notion of structural stability has been long-
known in developmental biology [364] and engineering [365] – we refer to [340] for a historical
overview. Early precursors applied the notion of structural stability to ecological models of a
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few interacting species [366–368]. More recently, structural stability has been applied by Bastolla
et al. [350, 351] for purely competitive systems, and by Bastolla et al. [50] for systems with
competition and mutualism.
The key idea behind structural stability analysis in ecology is that when studying a population
dynamics, we should not pre-impose an arbitrary parameterization of the intrinsic growth rates,
but study a large portion of possible growth rate values, and quantify the size of the region of the
growth rate space – called feasibility domain – where the system reaches a feasible equilibrium
point [38]. For the two-species competition model described in Section 6.2.2, the feasibility domain
can be determined analytically (see Eq. (86) and Fig. 27). A similar derivation for the mutualistic
model defined by Eq. (89) is not possible. An exhaustive numerical search is also impossible due
to the large size of the parameter space of intrinsic growth rates.
To determine the size of the feasibility domain, there are at least two approaches, a geometrical
and a probabilistic one. In the geometric approach, for a linear dynamics of the form N˙ =
−N(α+ BN) ruled by an interaction matrix B, the feasibility domain is defined as [369]
DF (B) = {α = −B−1N∗|N∗i > 0 ∀ i} (91)
By using expressions for solid angles in dimension larger than three [370], one can compute the
volume Ω(B) of DF (B) as [320, 369]
Ω(B) =
1
(2pi)S/2
√|det (B)|
∫
· · ·
∫
N∗>0
exp
(
−1
2
N∗T BT BN∗
)
dN∗; (92)
we refer to [369] for the details, and to [371] for the generalization to non-linear population
dynamics models. A simpler approach to estimate the size of the feasibility domain is to compute
the average probability ω(B) that a randomly selected species i is feasible, i.e., N∗i > 0 [38,
369]. In order for an equilibrium point to be feasible, all species must be feasible; therefore,
for sufficiently weak interactions, the feasibility domain size Ω(B) can be simply estimated as
Ω(B) ' (ω(B))S [369]. This approach has been adopted by Rohr et al. [38] to assess the impact
of nestedness on the feasibility domain size (see Section 6.2.4).
Critical value of mutualism for global stability in the mutualistic model. A feasible equilibrium
point is not necessarily globally stable, and a globally stable equilibrium point is not necessarily
feasible. The existence of a unique globally stable equilibrium point is only guaranteed when the
interaction matrix B is positive-defined, i.e., when all its eigenvalues have a positive real part (see
Section 6.2.1 and [38]). Numerically, one finds that in the linearized version of the model with
competition and mutualism (i.e., the model defined by Eq. (89) with handling times equal to zero),
the real part of the largest eigenvalue of B tends to decrease with the mean mutualistic interaction
strength γ. Hence, the convergence to a unique globally stable equilibrium is guaranteed up to a
critical value γˆ of the interaction strength; such point is numerically determined as the smallest
γ value such that one of the eigenvalues of B reaches zero [38, 320]. The larger γˆ, the stronger
mutualistic interactions can be tolerated by the system without losing global stability, i.e., the
more globally stable the system [320]. Therefore, one can study the impact of a structural property
on the global stability of the system by studying its relation with γˆ: a positive correlation would
imply that that structural property favors the global stability of the system36.
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Figure 28: The overall contribution of nestedness, mutualistic interaction strength, and mutualistic trade-off to
the fraction of surviving species. The larger such contribution (determined by Eq. (94)), the larger the region
of the intrinsic growth rate space which is compatible with the stable co-existence of species. The results on
this empirical network (mutualistic interactions located in the grassland asclepiads in South Africa – results for
different datasets are qualitatively similar) show that more stable structures tend to be associated with larger
nestedness, larger interaction strength, and smaller mutualistic trade-off. The panels below show two-dimensional
slices of the three-dimensional feature space above. Reprinted from [38].
6.2.4. The impact of nestedness on feasibility and global stability
The structural stability framework allows us to address one of our original questions: what is
the impact of nestedness on the feasibility of a given system? Based on our above considerations,
to address this question for a given empirical network, one can generate model networks with
different level of nestedness through a resampling procedure that preserves the total number of
species and the expected number of interactions, and then study how the probability ω that a
randomly-selected species is feasible is affected by nestedness [38]. This probability ω tends to be
smaller the closer we are to the boundaries of the feasibility domain. To control for this possible
confounding factor, first, Rohr et al. [38] determined the center {α(A)S ,α(P )S } of the feasibility
domain. This vector is the vector that can tolerate the maximal perturbation before leaving the
feasibility domain, and it can be determined analytically – see the Supplementary Material of [38]
for details. Second, they quantified the deviation of a given set of intrinsic growth rates from the
structural vector of intrinsic growth rates. Intuitively, this deviation η (which is an angle in the
36In this discussion, we have referred to the linearized version of the model (h = 0). The critical value γˆ for the
non-linear dynamics is larger than or equal to the critical value for the linearized dynamics, which implies that
the critical value γˆ determined with the linearized dynamics serves as an upper bound to the range of mutualism
that allows for global stability. We refer to [38] for all the details.
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intrinsic growth-rates space) quantifies how far a set of intrinsic growth rates is from the “center”
of the feasibility domain, and it can be used as a control variable when assessing the impact of
network topology on the feasibility domain size.
Rohr et al. [38] studied the impact of various factors on the fraction of surviving species:
deviation from the structural vector of plants ηP and animals ηA, network nestedness N (as de-
termined by NODF), mutualistic trade-off δ (see Eq. (90) for the definition) and mean interaction
strength γ (γ =
∑
ij γij). Based on these variables, one can consider a generalized linear model
for the probability ω that a randomly selected species i is feasible (i.e., N∗i > 0) defined by the
equation [38]
log
(
ω
1− ω
)
∼ log (ηA) + log (ηP ) + γ + γ2 + γN + γN 2 + γ δ + γ δ2, (93)
where the quadratic terms account for possible non-linear effects. The common factor γ in
the contributions of nestedness and mutualistic trade-off reflects the fact that if the mutualistic
interaction strength is zero, then nestedness and mutualistic trade-off cannot contribute to the
fraction of surviving species. The joint impact of nestedness, mutualistic-trade off, and mutualistic
interaction strength on the feasibility domain size is quantified through the partial fitted values
SS = βˆ1 b+ βˆ2 b
2
+ βˆ3 bN + βˆ4 bN 2 + βˆ5 b δ + bˆ6 γ δ2. (94)
where bˆ1, . . . bˆ6 are the coefficient of the respective terms that maximize the likelihood of the
model described by Eq. (93). The larger this contribution is, the larger the size of the feasibility
domain as a consequence of these factors.
The results by Rohr et al. [38] (see Fig. 28) show that a larger degree of nestedness tends to
be associated with a larger feasibility domain. The most structurally stable systems are charac-
terized by maximal nestedness, small mutualistic trade-off, high mutualistic-interaction strength
(compatible with the constraint that all feasible solutions are globally stable) [38]. Besides, for
each empirical network, one can determine the largest theoretical feasibility domain, and compare
it with the feasibility domain of the observed networks. The results by Rohr et al. (Fig. 6 in
[38]) suggest that the structure of observed empirical networks tends to maximize the size of the
feasibility domain.
While these results point out the positive impact of nestedness on the size of the feasibility do-
main, a larger feasibility domain is not necessarily associated with a more globally stable system.
It turns out that while nestedness is indeed associated with larger feasibility domains [38, 320],
it also tends to decrease the global stability of the system (i.e., the upper value of mutualistic
strength γˆ up to which global stability is guaranteed is negatively correlated with nestedness,
see Fig. 2 in [320]). These findings suggest that “nestedness tends to promote feasibility over
stability” [320]. Hence, it is natural to ask: does the dynamics of real communities tend to
promote feasibility or stability in the long term? To address this question, Saavedra et al. [320]
analyzed a time-stamped empirical dataset of an Arctic pollinator community located in Green-
land (1996-1997, [372]). Their results indicate that newcomer species in the system tend to
promote feasibility and nestedness over stability. Saavedra et al. [320] stress that the assumption
that dynamical stability is essential to the persistence of a community might not be justified,
and feasibility might be a more fundamental property for species co-existence. We expect addi-
tional empirical studies to further address this fundamental point for our understanding of the
persistence of ecological communities.
6.3. Local stability of mutualistic systems in the random-matrix theory approach
The results presented in Section 6.2 concerned the impact of nestedness on the size of the
parameter regions that are compatible with feasible and globally stable equilibrium points. They
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were obtained by studying a population dynamics model. The need for a detailed knowledge of
the dynamics is bypassed by the random-matrix theory approach. In this alternative approach,
one generates a random community matrix M with some given properties, and studies the local
stability [37] and feasibility [345] of its equilibrium points. This means that instead of postulating
a dynamics and deriving its community matrix M through Eq. (81), one directly generates M and
studies its properties.
The advantage of this approach is that it allows us to estimate analytically the stability
conditions for a variety of interaction topologies, including a random, a mutualistic, and a nested
topology – the corresponding results are presented in Sections 6.3.1, 6.3.2, and 6.3.3, respectively.
As this review focuses on nestedness, we will not cover the results for other interaction topologies
(such as predator-prey interactions, competitive matrices, etc.); we refer the interested reader
to [37] for these results.
While random-matrix theory allows for various analytic developments, it is important to be
aware of its assumptions. Bascompte and Ferrera [340] pointed out that the generality of the
results obtained in [37] is limited by two factors: (1) The mutualistic bipartite matrices studied
in [37] (see Section 6.3.2) do not feature interspecific competition which is instead a critical
component of mutualistic systems [340]; (2) The local-stability criterion adopted in [37] is purely
based on the community matrix’s eigenvalue λM with the largest real part, which provides us with
a necessary condition for systemic instability. On the other hand, it is more complex to determine
the system’s distance-to-instability – i.e., the maximal perturbation that the system can absorb
before losing local stability – which also depends, in general, on the type of perturbation [340].
Nevertheless, random-matrix theory plays a central role for many analytic results on the impact
of complexity and network structure on stability and feasibility [37, 326, 345], which is why it is
important for the reader to understand its rationale and basic elements.
6.3.1. Stability-complexity relation: May’s result for random matrices
In the random-matrix theory approach, the first step is the generation of a random S × S
community matrix M, where S is the number of species in the system. Each element Mij of the
community matrix is, therefore, a random variable X with mean 〈X〉 and standard deviation σ.
We further denote by C the matrix connectance, and by −d the value of the diagonal elements.
The simplest topology is arguably the random one [94]. To generate a random-topology matrix,
we extract, for each off-diagonal matrix element Mij (i 6= j), a random number p from the uniform
distribution U [0, 1]. If p ≤ C, we extract a random number X from N (0, σ2), and set Mij = X.
By contrast, if p > C, we set Mij = 0. The diagonal terms are fixed: Mii = −d for all species i.
As we have seen in Section 6.2.1, the equilibrium points of the dynamics ruled by a community
matrix M is locally stable if the real part of all M’s eigenvalues is negative. One can prove37 that
for the random matrices considered in this Section, this holds with high probability when [37]
√
S C < θ =
d
σ
. (95)
This result poses a constraint to the number of species to a system that aims to be stable against
small external perturbations. If, for instance, C = 0.1, X ∼ N (0, σ2), θ = 2, Eq. (95) poses
S < 41 [37] as the necessary condition for local stability. Besides, Eq. (95) suggests a stability-
37This results is a consequence of Girko’s circular law [373, 374]. Let us start by setting all the diagonal elements
d equal to zero. For any distribution of X with zero mean and finite variance σ2 < ∞, in the limit S → ∞, the
eigenvalues of M are then uniformly distributed inside the circle of radius σ
√
S C centered at (0, 0) in the complex
plane. Non-zero diagonal elements −d shift the circle’s center from (0, 0) to (−d, 0). In order to have all the
eigenvalues’ real parts smaller than zero, we need the radius of the circle to be smaller than d, i.e., σ
√
S C < d.
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complexity dualism: complexity (to be interpreted as a large number S of interacting species
with a large fraction C of interacting species) begets instability.
Derived in 1972 by Robert May [94], this celebrated result has deeply influenced subsequent
developments in theoretical ecology. Subsequent works have explored the stability-complexity
relationship in more complex models of interaction [37, 375, 376] and, more recently, the relation
between feasibility and complexity [345]. For example, Allesina and Tang have generalized these
relations to competitive, mutualistic, predator-prey, and mixed interactions; Stone [376] has
generalized them to competition matrices where each element has an additional competition
term that is uniform across the nodes, and to mutualistic systems. Reviewing the literature on
the stability-complexity relationship falls out of the scope of this article; in the following, we
focus on the impact of interaction topology on the stability-complexity relationship for bipartite
mutualistic interactions.
6.3.2. Stability of mutualistic networks
The random matrices by May are highly unrealistic: each pair of species interacts with the
same probability. For sufficiently large matrices, this randomness results in fixed frequencies for
each type of interaction: for example, predator-prey interactions (Mij > 0 and Mji < 0) are
twice as frequent as mutualistic (Mij > 0 and Mji > 0) and competitive (Mij < 0 and Mji < 0)
interactions – see [37] for details. Forty years after May’s seminal work [94], Allesina and Tang [37]
generalized his result to different interaction topologies. We focus on their results for random
(bipartite) mutualistic networks and nested networks, respectively. The comparison between the
stability conditions for the two topologies will allow us to gauge the impact of nestedness on the
system’s local stability.
To generate mutualistic monopartite matrices, for each pair (i, j) of species (i 6= j), Allesina
and Tang [37] extracted (independently) Mij and Mji from the half-normal distribution |N (0, σ2)|
with probability C. The diagonal elements Mii are always set to −d (d > 0) which represents
intraspecific competition. Mutualistic bipartite matrices are constructed in a similar way, with
the difference that the S species are first split into two equally-sized groups. In bipartite networks,
only pairs of species that belong to different groups are connected. The probability to connect
a pair of species is given by ρ = 2C (S − 1)/S: this choice preserves the expected connectance
C of the network. It is essential noticing that both the unipartite and the bipartite mutualistic
systems only consider intraspecific competition (Mii) and mutualism (Mij > 0 when i 6= j), but
not interspecific competition.
The stability condition for monopartite mutualistic matrices M is derived based on two ob-
servations: (1) the local stability of the matrix is achieved when the largest real part of M’s
eigenvalues is negative; (2) the eigenvalue λM1 of M with the largest real part is approximately
equal to the row-sum
∑
jMij of the community matrix
38
λM1 '
∑
j
Mij ' −d+ (S − 1)C E[|X|]. (96)
The stability criterion is, therefore, [37]
(S − 1)C E[|X|]
σ
< θ. (97)
38Such result follows from the property that E[Mij ] = C E[|X|] for i 6= j and, therefore,
∑S
j=1Mij ' −d+ (S−
1)C E[|X|]. In the matricial notation, the previous equation can be rewritten as M e = (−d+ (S − 1)C E[|X|]) e,
where e is the vector whose elements are all equal to one. This means that e is an eigenvector of M with
eigenvalue −d+ (S − 1)C E[|X|]; one can further prove that this eigenvalue is the one with the largest real part,
i.e., λM1 ' −d+ (S − 1)C E[|X|]. We refer to the Supplementary Material of [37] for more details.
100
−6 −4 −2 0 2 4 6
−
1.
0
−
0.
5
0.
0
0.
5
1.
0
Re
Im ll
l
l
l
l
l
l
l
l
l
l
l ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l ll
l
l ll ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l lll
l
l
l
l
l
l
lll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
lll ll ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l ll
l
l
l
l
l
l
ll l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
lll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
lll l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
Mutualism
−6 −4 −2 0 2 4 6
−
1.
0
−
0.
5
0.
0
0.
5
1.
0
Re
Im l llllll l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll ll
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l ll l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l lll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll ll
l
l
l
l
l
l ll
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
lll l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll ll ll
l
l
l
l
l
l
l l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll l
l
l
l
l
l ll l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
lll l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
llll ll
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
Bipartite
−6 −4 −2 0 2 4 6
−
1.
0
−
0.
5
0.
0
0.
5
1.
0
Re
Im l lll l lll l l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l llllllll ll l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l ll lll ll l l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll lll l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll ll ll ll ll ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
lll
ll lll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
ll ll ll ll ll ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l ll l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll lll lll l l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l ll l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
Nested
Figure 4: Distribution of the eigenvalues for the unstructured mutualism, bipartite mutualism and nested mutualism. In all cases,
S = 250, σ = 0.1, C = 0.2 and d = 0. Note that the bipartite case does produce extreme negative real eigenvalues coupled
with positive ones, but the row sum (and thus the dominant eigenvalue) is similar to that of the unstructured mutualistic case. The
nested matrices, in which generalist species yield (on average), larger row and column sums, display larger dominant eigenvalues.
Thus, nestedness should produce matrices that are less likely to be stable compared to the other two cases.
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Figure 5: Stability profile for the mutualistic cases, for S = 250, σ = 0.025, d = 1. We vary C so that the critical value
(S − 1)Cσ√2/pi = R+ d (x-axis) spans [0.2, 1.2]. The critical value is reached for (S − 1)Cσ√2/pi = 1 (red line). Note that,
as expected from Figure 4, nested matrices are much less stable than the other two types of matrices.
10
Figure 29: Local stability in the random-matrix theory approach: real and i aginary parts of the eigenvalues of
the community matrix M for an unstructured interacting population (a), a mutualistic bipartite network (b), and
a nested network of interactions (c). Nested interactions have eigenvalues with larger real parts than unstructured
and mutuali ic interactions. Reprinted from [37].
In the numeric example above (C = 0.1, X ∼ N (0, σ2), θ = 2), we obtain that the upper bound
to the community’s size is given by S < 16: random mutualistic matrices are less likely to
be locally stable than random unstructured matrices. The stability condition for mutualistic
bipartite networks is the same as the one for mutualistic monopartite networks.
6.3.3. Stability of nested mutualistic networks
Allesina and Tang [37] also investigated the impact of nestedness on the local stability of a
mutualistic community. To generate nested mutualistic matrices M, they fixed the number of
links E necessary to achieve the desired connectance ρ = C. Then, they ran a filling algorithm
that first fills the first row and column of the community matrix, and then arranges the remaining
links in such a way that the matrix is perfectly nested. The filled elements Mij of the community
matrix are then assigned a value that is randomly extracted from the half-normal distribution
|N (0, σ2)|; the diagonal el ent are again set to −d (d > 0).
Allesina and Tang [37] argued that in nested matrices, stability is undermined by the existence
of generalists species that yield larger-than-average row-sum
∑
jMij . Their numerical findings
confirmed this intuition: nested bipartite matrices have larger eigenvalues than unstructured
bipartite mutualistic matrices (see Fig. 29). In the numeric example above (C = 0.1, X ∼
N (0, σ2), θ = 2), the upper bound to the community size is given by S < 10: nested mutualistic
matrices are less likely to be locally stable than unstructured mutualistic matrices [37].
An analytic explanation of the local instability of nested structures under the random-matrix
approach can be obtained by exploiting the connection between perfectly nested structures and
the maximal spectral radius of the adjacency matrix [83] (see Section 3.1.4). The community
matrices M introduced above can indeed be represented as the sum of an interaction matrix M′
with zero diagonal elements, and a diagonal matrix D. For large matrices, the spectral radius of
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M is given by ρ(M) = ρ(M′) − d, where d is the average of the elements of D [37]; the system
is therefore locally stable only if ρ(M′) < d. As perfectly nested structures exhibit the largest
possible spectral radius (see Section 3.1.4), they are also yield the equilibrium states that are the
most unstable against small perturbations [83].
It is important to keep in mind that this result builds on the hypothesis that there are no
interspecific competitive interactions. Analytic results on the metapopulation model defined by
Eq. (89) also indicate that mutualistic interactions tend to destabilize the system as interspecific
competitive interactions vanish [50, 340]; however, introducing interspecific competitive inter-
actions leads to a substantially different scenario, where nestedness has a positive impact on
biodiversity [50]. The careful reader needs to keep in mind that different assumptions on the
nature of interactions lead to different conclusions on the impact of network topology on stability
and biodiversity.
6.4. Bottom-line: What is the impact of nestedness on robustness, feasibility, and stability?
To summarize, scholars have investigated the implications of nestedness for various systemic
properties related to stability and persistence. Importantly, conclusions obtained by the corre-
sponding studies depend critically on whether interspecific competition is considered, whether
feasibility (and not only stability) is ensured in analytical approaches, whether the role of model
parameterization is taken into account, and the dimension of stability (linear stability, resilience,
local stability) considered. We summarize below some of the main conclusions:
• Topological robustness [Section 6.1]. More nested networks are more (less) robust when
less (more) connected nodes are more likely to fail and be removed from the system [305].
In bipartite networks, for simple co-extinction cascade processes, rankings of the nodes that
produce more nested arrangements of the adjacency matrix better reproduce the structural
importance (or vulnerability) of the nodes in both mutualistic networks [71] and country-
product networks [72].
• Feasibility in systems with competition and mutualism [Section 6.2]. In systems
with both competition and mutualism, nestedness enhances the increase of biodiversity due
to mutualism [50], and more nested networks are associated with larger feasibility domains,
i.e., the network’s nodes can co-exist for a larger range of environmental conditions [38, 320].
• Local stability in mutualistic systems without interspecific competition [Sec-
tion 6.3]. For purely mutualistic systems (i.e., systems without interspecific competition),
under the assumptions of the random-matrix theory approach [37], the maximal size for
a nested network such that the system is locally stable is smaller compared to that for a
bipartite, unstructured mutualistic network [37]. Even more, when one considers interac-
tion weights, perfectly nested structures (i.e., topologies with the largest spectral radius)
are maximally unstable [83].
Beyond the presented results, scholars have also found that more centralized topologies can
attenuate the reach of propagating perturbations in the network [377]. A rich scenario emerges
where the impact of nestedness depends critically on the systemic property one is interested
in. This constellation of potentially contradictory effects of nestedness for different systemic
properties (e.g., for systems with competition and mutualism, nestedness tends to favor feasibility
but penalize global stability) makes it essential to assess the empirical relevance of different ways of
looking at robustness for the actual persistence of real communities. A recent study [320] indicated
that at short timescales, empirically observed network dynamics tends to promote feasibility and
not stability, yet more research is needed in this direction. We conclude by mentioning that while
Saavedra et al. [378] have already extended the structural stability framework to socio-economic
networks, this avenue of research remains still largely unexplored.
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7. Observing nestedness at the mesoscopic scale
In the previous Sections, we have studied nestedness at a macroscopic level by defining and
measuring it as a property related to the connectivity patterns of all nodes (see Figs. 30C-G).
Besides, we have pointed out that ecological and socio-economic networks can exhibit other inter-
esting structural patterns. Some of them (like heterogeneous degree distribution, disassortativity,
core-periphery structure) are often observed together with nestedness (see Section 4.1), whereas
others – like gradient structure (Figs. 30A-E), modular or compartmental structure (Figs. 30B-F)
– seem to be incompatible with nestedness.
On the other hand, real ecological processes that lead to the observed structural patterns are
typically confined by inherent boundaries due to diverse reasons [96]. For example, for ecological
datasets that include observations made in distinct spatial regions, it is interesting to assess
not only the degree of nestedness of the complete network, but also the degree of nestedness of
subgraphs that correspond to the different geographical regions [42, 379]. Indeed, variations in
nestedness across different geographical locations might reflect different geographical histories of
the subgroups of species that inhabit them [379].
Boundaries and constraints play a significant role in socio-economic systems as well. For
instance, the probability that two countries have a trade relationship decreases with their geo-
graphical distance [380], and geographical effects may affect the compartmentalized structure of
trade [104] and communication networks [381]. Both in ecological and socio-economic systems,
if the mechanisms that drive the internal dynamics inside network compartments is ruled by one
of the processes that lead to nested structures (see Section 5), one might observe as a result
“combined” compartmentalized structures where each compartment exhibits, internally, a nested
structure (see Figs. 30D-H).
Lewinshon et al. [96] already recognized the potential importance of the combined structure
depicted in Figs. 30D-H, emphasizing that processes that generate ecological networks typically
“operate within a framework of boundaries set by morphological, functional or phylogenetic
constraints”, which implies that “most species, but not necessarily all, will preferentially establish
links in a given compartment and, within that compartment, their host range or fauna will
be conditioned by more proximate factors” [96]. Lewinshon et al. [96] applied correspondence
analysis techniques to discriminate between the different structural patterns showed in Fig. 30 –
we refer to [96] for details. Subsequent studies used standard nestedness and community-detection
tools [223] to measure the level of nestedness for different geographical subregions [379], to assess
the overall correlation between nestedness and modularity [39], and to measure the degree of
nestedness of the modules detected by modularity-maximization algorithms [382, 383].
Here, we refer to nestedness at the mesoscopic scale whenever nestedness is studied not as a
property of the whole network (macroscopic scale), but of one or more than one of its subgraphs.
Methodologies specifically aimed at detecting nested patterns at the mesoscopic scale have been
introduced only in the last five years [40, 42, 43, 384, 385], in relation to three main problems: (1)
quantifying the level of nestedness of a given subgraph [42] (see Section 7.1): (2) detecting, for
a given network, the largest subgraph that exhibits an internally nested topology [43, 384] (see
Section 7.2); (2) partitioning the network into a set of compartments, such that each compartment
exhibits, internally, a nested [40] or a core-periphery-like [44, 385] topology of interactions (see
Section 7.3).
In this Section, we review the recent progress that has been made in relation to these three
problems. In spite of the massive amount of works on nestedness, our understanding of nestedness
at the mesoscopic scale is still at its infancy. Nevertheless, the obtained results in this direction
suggest that future research might shift the focus from detecting system-wide, “macroscopic”
nestedness to detecting confined, “mesoscopic” nested structures. Detecting these structures,
understanding the mechanisms behind their emergence and their implications may lead to new
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Figure 30: Illustration of different topological patterns. Panels A-E illustrate a gradient structure where each
node only interacts with adjacent nodes in the matrix. While these patterns have been investigated in vegetation
ecology [96], they are rarely found in plant-animal interaction networks and socio-economic networks. Panels B-F
illustrate a “compartmented” [245, 246] (or “modular” [222]) structure where the network can be partitioned into
well-defined “compartments”, or “modules”, or “blocks”, or “communities”. There exist many strategies to detect
this kind of structures [222, 223]; extant detection techniques usually do not take into account the possible internal
topology of the compartments. Panels C-G illustrate a (perfectly) nested structure, which is the main focus of this
review and is defined in the Introduction section. Panels D-H illustrate a “combined” (or “nested-modular” [383],
or “in-block nested” [40]) structure where the network is compartmented, but each compartment (or “block”)
exhibits an internally nested structure. Reprinted from [96].
insights on the organizing principles of ecological and socio-economic networks.
7.1. Quantifying the degree of nestedness of a subgraph
Given two subgraphs S1 ⊂ G and S2 ⊂ G of a network G of interest, one might be tempted
to assess their relative level of statistical significance by simply comparing the z-scores of their
degree of nestedness (as determined by a suitable nestedness metric, like NODF or matrix tem-
perature). However, in principle, the resulting z-scores may depend on matrix size. To overcome
this obstacle, Strona et al. [42] developed a procedure to compare the levels of nestedness of
subgraphs of different size, and subsequently applied it to detect structural differences between
Anatolian and Cyclades islands in the Aegean islands.
Suppose that we are interested in assessing the statistical significance of nestedness for a given
subgraph S ⊂ G. To fix ideas, we consider NODF as our nestedness metric, yet in principle, the
steps below apply to any nestedness metric. The procedure by [42] requires five steps (see Fig.
1 in [42] for a diagrammatic representation of the procedure): (1) We calculate the overall level
of nestedness of the network G, i.e., the z-score of NODF (based on the expected value and the
standard deviation of NODF in an ensemble of suitably randomized networks); (2) We randomly
partition the network into matrices of random size, and we calculate the z-score of NODF for
each of them (in the same way as in (1)); (3) We regress the obtained subgraphs’ z-score against
subgraph size; (4) The obtained regression coefficients determine, for each subgraph size, the
expected NODF for subgraphs of that size; (5) The observed z-scores for any subnetwork can
be compared with the random expectation for subgraphs of the same size. We refer to [42] for
additional details on these five steps.
The procedure outlined above can be used to detect differences between different subgraphs of
ecological interest. Strona et al. [42] applied it to species distribution patterns in the Aegean is-
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lands, a group of islands in the Aegean sea. Interestingly, based on ecological considerations [379],
the Aegean islands can be divided into two groups: Anatolian and Cyclades. The procedure by
Strona at al. [42] revealed that the Cyclades and the Anatolian islands tend to be substantially
more and less nested, respectively, than expected for a randomly-extracted subgraph of equal
size. Importantly, as different processes can lead to different degrees of nestedness in the result-
ing species distribution patterns, variation in nestedness across subgraphs indicate that different
parts of the systems have undergone different ecological processes [42, 379].
7.2. Finding the largest nested subgraph
Besides evaluating the degree of nestedness of specific subgraphs, one might be interested in
finding the largest subgraph (referred to as nested component [43, 384]) that exhibits a signifi-
cantly nested structure. The relevance of this problem stems from the fact that, with increased
data availability or longer observational periods, not necessarily all nodes in the dataset consid-
ered are to be part of a nested arrangement. Furthermore, traditional approaches to nestedness
detection are top-down: It is up to the researchers to determine the realm of observation, in some
cases in an arbitrary manner. Instead, it might be more appropriate to include all the available
data into the analysis, and determine algorithmically the largest subset of the data that exhibit
a nested structure. This problem has been recently tackled by Grimm and Tessone [43, 384]
who introduced an algorithm called NESTLON (NESTedness detection based on LOcal Neigh-
borhood). Below, we describe the algorithm for unipartite networks, yet the algorithm can be
applied to bipartite networks as well.
Essentially, NESTLON sequentially “constructs” the nested component Γnest ⊆ G. The nested
component is initialized with an empty set of nodes. We start from the node i1 with the largest
degree39; this node is a candidate to belong to the nested component. The main idea of NESTLON
is to assess whether the neighborhood of this node includes the neighborhood of lower-degree
nodes (up to a “confirmation ratio” θnest which allows for a tunable level of deviation from
a perfectly nested structure). If this is true for a sufficiently large fraction of i1’s neighbors
(where such minimum fraction is a parameter of the algorithm), then the neighborhoods of i1’s
neighbors are nested inside i1’s neighborhood (up to an acceptable level), and i is added to the
nested component, which now includes one node. i1’s neighbors are now candidates for the same
evaluation: one considers their neighbors, and assess whether, for a sufficient fraction of them,
their neighborhoods are sufficiently nested inside i1’s neighborhood. If the neighborhoods of i1’s
neighbors are not sufficiently nested inside i1’s neighborhood, then we do not add i1 to the nested
component, and we evaluate the neighborhood of the neighbors of the node i2 with the second
largest degree. The procedure continues iteratively until it is not possible to add more nodes to
the nested component.
Clearly, in a perfectly nested network, Γnest = G. For networks that are not perfectly nested,
NESTLON provides us not only with the nested component, i.e., with the largest subgraph
that exhibits a nested structure, but also a new metric for nestedness: the relative size µnest =
|Γnest|/N of the nested component. Indeed, µnest = 1 corresponds to a perfectly nested network,
whereas µnest = 0 indicates a maximally non-nested network where no pair of nodes respects
the nestedness condition. Results on synthetic networks suggest that this metric may be better
suited than NODF and BINMATNEST for nestedness quantification in sparse and high-density
matrices. It is worth noticing that the algorithm operates based on local information, which
makes the algorithm scalable with system size.
39To simplify the discussion, let us assume that the node with degree equal to the largest degree kmax in
the network is unique. The extension to networks where more than one node have a degree equal to kmax is
straightforward [43].
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isolation. We caution that the isolation procedures
for phages are heavily biased toward obtaining this
effect as phages were isolated from hosts at a given
station. As one means to control for this effect, we
reduced the number of internal station interactions
by the total number of viruses and re-perform this
analysis. In doing so, we find a revised probability of
0.061 within modules, which is a 3.6-fold increase
when compared with interactions between modules.
Finally, in Supplementary Figure S8, we show that
Module 1 − AB Module 2 − AB Module 3 − AB Module 4 − AB Module 5 − AB
Module 6 − A Module 7 − A Module 8 − a Module 9 − X Module 10 − a
Module 11 − A Module 12 − A Module 13 − ab Module 14 − X Module 15 − X
Figure 4 Modular sort of the internal structure of the 15 largest modules, in the same order as they appear in Figure 3. The significance
of modularity is denoted as follows: A/a¼ statistically modular/antimodular using Bernoulli null model, B/b¼ statistically modular/
antimodular using probabilistic degree null model. X¼no significant modular or antimodular.
Module 1 − ABCD Module 2 − AC Module 3 − ABCD Module 4 − AB Module 5 − ABC
Module 6 − X Module 7 − X Module 8 − ABCD Module 9 − X Module 10 − AB
Module 11 − X Module 12 − X Module 13 − A Module 14 − X Module 15 − X
Figure 5 Nestedness sort of the 15 largest modules. The gray line represents the isocline of the NTC algorithm. A/B¼ statistically nested
using NTC and Bernoulli/probabilistic degree null model, C/D¼ statistically nested using NODF and Bernoulli/ probabilistic degree null
model. X¼no significance was found.
Cross-infection within marine bacteria and phages
CO Flores et al
9
The ISME Journal
Figure 31: Internal structure of the modules detected through modularity optimization in the phage-bacteria
infection network analyzed by Flores et al. [382]. The gray line represents the isocline of perfect nestedness by the
NTC algorithm (see Section 3.1.2). Each module is marked with labels that denote the significance of its internal
nested structure: A and B mean th t the module is nested according to the NTC und r the EE and PP null
model, respectiv ly (se Section 3.2.1); C and D mea that the module is nested according to the NTC under the
EE and PP null model, respectively; X means that no significa e was found. Reprinted from [382].
7.3. Detecting in-block nestedness
Think to the communication patterns of the students in a given school. Likely, the students
of a given class tend to communicate more often with the students of the same class than with
the students of a different class. Let us assume that the communication patterns within a class
are nested – i.e., the friends of a given student i tend to form subsets of the friends of students
who have more friends than i. This pattern of interactions can be described as an in-block
nested structure: differently from nested and modular structures, in-block nested structures are
characterized by compartments of nodes that internally exhibit a nested pattern of interactions
(Fig. 30D-H).
In relation to the previous example, we have no a priori guarantee that the communication
patterns within the individual classes are nested. A natural question emerges: how to prop-
erly quantify the level of in-block nestedness in a given network? To address this question, we
need to simultaneously assess two properties: (1) How well the network can be partitioned into
compartments; (2) How nested is the communities’ internal topology.
A simple way to address both points would be to first identify the network’s compartments,
or communities, through a modularity-optimization algorithm, and then measure the level of
nestedness of the detected communities (Section 7.3.1). However, this approach can fail as
modularity-optimization algorithms may be unable to detect blocks that exhibit a significantly
nested structure (Section 7.3.1). To overcome this limitation, we need methods that specifically
aim to detect in-block nested structures; such methods are the main topics of Sections 7.3.2 and
7.3.3.
7.3.1. Nestedness of network modules
A tempting procedure to evaluate the presence of communities with internally nested structure
is to first identify the communities via some well-established community-detection algorithm [222,
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Figure 32: An illustration of the ability of in-block nestedness optimization (left panel) and modularity optimization
(right panel) to reconstruct planted compartments in networks with tunable fraction of inter-compartment links
(parameter µ) and level of nestedness within the compartments (parameter p – the smaller, the more internally
nested the compartments). The reconstruction ability of the two methods is quantified by the Normalized Variation
of Information (NVI) [222] between the partition detected by the method and the ground-truth partition of the
nodes. In-block nestedness provides a significantly better reconstruction in the low-p region. Adapted from [40].
223], and then measure the level of nestedness within each detected community. Flores et al. [382]
evaluated a large phage-bacteria interaction network composed of 215 phage types with 286 host
types sampled from geographically separated sites in the Atlantic Ocean. They found that this
interaction network is highly modular, and evaluated the level of (internal) nestedness of the
individual modules. They found that some of the modules are significantly nested, whereas
others are not (Fig. 31). They observed [382] that even in situations where nestedness is unlikely
at the global scale, one may still observe nestedness “at the local scale” (i.e., within modules),
and they pointed out the need to develop metrics that can disentangle nestedness and modularity
in networks. Beckett and Williams [383] referred to the presence of nestedness inside network
modules as a “nested-modular” structure, and proposed a co-evolutionary model based on genetic
matching to explain its emergence.
On the other hand, Sole´-Ribalta et al. [40] generate synthetic data with planted in-block
nested structures (see Fig. 1 in [40]), and found that even in structures with no inter-community
links, modularity maximization can fail to uncover the ground-truth communities. This hap-
pens because, in sparse nested structures, modularity maximization tends to cluster together
the high-degree nodes due to the high density of links among them. This result suggests that
while sequentially applying two well-established community and nestedness detection techniques
is appealing, such approach is inappropriate when we wish to detect communities that exhibit
an internally nested structure, as modularity-optimization algorithms might incapable of de-
tecting the ground-truth communities. This finding calls for methods that take into account
simultaneously the community structure of the network and the internal nested topology of the
communities.
7.3.2. Detecting in-block nested structures
To overcome the limitation of the procedure described in Section 7.3.1, Sole´-Ribalta et al. [40]
introduced a quality function specifically aimed to detect in-block nested structures which takes
into account the fact that the nodes can be partitioned into blocks, and each block exhibits an
internally nested structure. In bipartite networks, the resulting quality function, called in-block
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FIG. 6. Top: Scatter plot confronting modularity and nestedness with the I measure (color coded). Each point represents an ecological,
urban, or social network (left panel: unipartite networks; right panel: bipartite networks). Note that bipartite networks have been analyzed under
the formulation of Barber’s modularity [42]. Bottom: Comparison of in-block nestedness value obtained optimising modularity or directly I,
as we propose.
nodes to a community always increases the positive term of
Q, as long as these new nodes are nonisolated with respect
to the community. Appendix C discusses an extension of
this idealized setting, showing that, contrary to modularity,
the detectability of small blocks increases as we increase
the network size. These findings suggest that the study of
resolution limits in in-block nested structures is an intriguing
problem that deserves a deeper analysis in the future.
V. DETECTION OF IN-BLOCK NESTED STRUCTURES
IN REAL DATASETS
The previous sections demonstrate the adequacy and robust-
ness of I—and the inherent flaws of modularity Q and global
nestednessN—to unveil IBN structures. However, those anal-
ysis would be limited to a mere academic exercise in absence
of ample (in terms of examples and origin) empirical evidence.
To demonstrate the practical aspects of the proposed methodol-
ogy, we have analyzed a total of 334 networks, including both
unipartite (57) and bipartite (277) ones which are known to dis-
play some level of nested organization. Most of them (209 bi-
partite networks) belong to ecology [40]—mostly mutualistic
networks—and the rest belong to online platforms (68 bipartite
networks) and social networks (57 unipartite networks) [41].
As a visual intuition, Fig. 5 displays the adjacency matrix
of four of these networks, where rows and columns have been
sorted following different criteria: For left and central columns
(I- and Q-maximizing partitions, respectively), nodes in the
same block are placed together, and they are ranked by
degree (within blocks) to make more apparent a possible IBN
structure; in the right column, nodes are simply ranked by de-
gree. Figure 5(a) shows such arrangements for a host-parasite
network (see A_HP_050 in Ref. [41]). Clearly, the three matrix
representations look very different. In this case, I favors the
existence of a large, highly nested block, and a set of smaller
clusters with a clear internal organization as well, whereas Q
renders several, similarly sized, highly dense modules with no
clear internal nested organization. Even though the classical
NODF measure hints at some degree of global nestedness,
taking into account the null model (N = 0.059) seems to
indicate that the nested organization is a simple consequence
of the network’s degree distribution. Figure 5(b) shows the
results for a pollination mutualistic network (see M_PL_001
in Ref. [41]). The system exhibits a clear IBN structure that
cannot be detected through the maximization of modularity.
From the results in Figs. 5(a) and 5(b), it is worth remarking that
the observation of IBN structures in ecosystems with different
types of interactions demands a reconsideration of which
patterns should or should not be expected in them. Figure 5(c)
shows the results for a urban user-service network (see Chennai
in Ref. [41]). We observe again that global nestedness fails to
characterize the predominant organization of the system, i.e.,
an IBN structure. Figure 5(d) shows the results for a unipartite
network representing friendship relations in a Dutch school
class (see c2 in Ref. [41]). The conclusions of the analysis of
this network are similar to the ones in Fig. 5(a).
062302-8
Figure 33: The relation between nestedness N , modularity Q, and in-block nestedness I in unipartite and bipartite
empirical ecological, social or urban networks. Each dot represents a network, and its color represents the level of
in-block nestedness I. There is no evident pattern in the mutual dependence of these three properties. Reprinted
from [40].
nestedness [40], is defined as
I = 2
N +M
{∑
ij
Oij − 〈Oij〉
kj (|Ξi| − 1) Θ(ki − kj) δ(Ξi,Ξj) +
∑
αβ
Oαβ − 〈Oαβ〉
kβ (|Ξα| − 1) Θ(kα − kβ) δ(Ξα,Ξβ)
}
.
(98)
In unipartite networks, the previous expression reduces to [386]
I = 2
N
∑
ij
Oij − 〈Oij〉
kj (|Ξi| − 1) Θ( i − kj) δ(Ξi,Ξj), (99)
The I quality function can be interpreted as a generalization of the normalized NODF function
defined by Eq. (25). The contribution to I from a given pair (i, j) of nodes has i deed the
form Θ(ki − kj)Oij/kj ; the additional elements with respect to the NODF function are (1) the
δ(Ξi,Ξj) term which restricts the contributing pairs of nodes to those whose nodes belong to the
same block; (2) the normalization factor |Ξi| − 1 (where |Ξi| denotes the number of nodes that
belong to the block Ξi to which node i belongs) which ensures that the in-block nestedness I of a
maximally nested structure tends to one in the thermodynamic lim t [386]. The maximization of
I (performed through a biologically inspired optimization algorith in [40]) provides u with both
the optimal partition Ξ of the nodes into blocks, and the (optimal) degree of in-block nestedness
I of the network. A large value of I indicates that it is possible to partition the network into
compartments, each of them with an highly-nested internal structure.
Sole´-Ribalta et al. [40] validated the I function by applying it to synthetic networks with a
planted in-block nested structure. The model which gene tes the r benchmark graphs f atures
two para eters: the level p of nested ess within each block (p = 0 and p = 1 correspond to a
erfectly nested and a random structure, respectively); the fraction µ of inter-block links (the
correct reconstruction of the blocks is increasingly difficult as µ increases). One would expect a
good method for the detection of IBN structures to correctly reconstruct the planted IBN blocks
in the low-p and low-µ parameter region.
They found (Fig. 32) that odularity-optimization fails to c rectly reconstruct he planted
IBN blocks in a lar e portion o the parame er space. For relatively sparse etworks, modularity
is confused even by a tiny amount of inter-block links. By contrast, optimization of the I quality
function leads to an accurate reconstruction of the planted IBN blocks for a broad portion of the
low-p and low-µ region of the parameter space. As µ and p gradually increase, the performance
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of the I-optimization algorithm gradually deteriorates, yet in-block nestedness maximization
substantially outperforms modularity maximization for networks generated with low values of p.
In real data, they found (Fig. 33) that nestedness and in-block nestedness are somewhat
independent properties. The correlation between nestedness and modularity is indeed small
for both unipartite and bipartite networks, and there is no specific range of nestedness values
where in-block nestedness tends to be large. Besides, the modularity’s resolution limit impairs
its ability to identify modules that are smaller than a certain scale which depends on network
properties [241]. A numerical investigation [40] suggests that differently from modularity, the
in-block nestedness function might not exhibit a similar resolution limit.
7.3.3. Detecting multiple core-periphery pairs
In the previous Section, we have explored particular network structural patterns where the
network can be partitioned into blocks of nodes, and the connectivity patterns within each block
exhibit a nested organization. We have seen that the maximization of a suitable quality function,
called in-block nestedness [40], allows us to quantify the significance of this pattern. Motivated
by this observation, we can ask ourselves: can we detect other mesoscopic structural patterns
with a similar approach?
In this Section, we consider the detection of multiple core-periphery pairs [385]. The topic
is relevant to the present review as a core-periphery structure can be considered as a special
case of a nested structure (see Section 4.1.3). As we have seen in Section 4.1.3, a core-periphery
structure is composed of a “core” of nodes that are densely connected with all the other nodes,
and a “periphery” of nodes that tend to be only connected with the nodes in the core. Kojaku
and Masuda [130] generalized the notion of core-periphery by building a quality function that
considers the possibility of multiple core-periphery structures within the same network.
Quality function for multiple core-periphery structures. Kojaku and Masuda [385] introduced a
structural pattern where each node belongs to a given block, and each block internally exhibits
a core-periphery structure. In a similar way to Borgatti and Everett (see Section 4.1.3), they
defined an ideal multiple core-periphery structure AMCP where the network is partitioned into
disjoint blocks Ξ ∈ {1, . . . , B}, and each blocks exhibits an ideal core-periphery structure. Each
node i unambiguously belongs to one of the blocks, which is therefore denoted as Ξi. In a similar
way to Section 4.1.3, for each node i, one introduces a binary variable xi such that xi = 1 and
xi = 0 for core and peripheral nodes, respectively – the core/peripheral role is now played by
each node within the block to which the node belongs.
In terms of the Ξ and x variables, AMCPij = (xi + xj − xi xj) δΞi,Ξj . The novel element with
respect to ACPij (defined for a single, macroscopic core-periphery structure – see Section 4.1.3) is
the Kronecker delta δΞi,Ξj that only allows nodes of the same block to be connected with each
other. The expected number of links that are present in both the original network A and the ideal
multiple core-periphery network AMCP is simply
∑
(i,j)Aij A
MCP
ij . By comparing this number
with its expected value p
∑
(i,j)A
MCP
ij for an Erdo˝s–Re´nyi network, we obtain the Q
MCP−−ER
quality function [385]
QMCP ;ER(Ξ,x) =
∑
(i,j)
(Aij − p)AMCPij (Ξ,x) =
∑
(i,j)
(Aij − p) (xi + xj − xi xj) δ(Ξi,Ξj). (100)
By comparing
∑
(i,j)Aij A
MCP
ij its expected value p
∑
(i,j)A
MCP
ij for a random network with the
same degree sequence as the original one (i.e., with the expected value under the configuration
model), we obtain the QMCP ;CM quality function [44]
QMCP ;CM (Ξ,x) =
1
2E
∑
(i,j)
(
Aij − ki kj
2E
)
(xi + xj − xi xj) δ(Ξi,Ξj). (101)
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The maximization40 of QMCP ;ER and QMCP ;CM (performed through a label switching heuris-
tic [44, 385]) provides us with: (1) the set of optimal Ξ values – i.e., the partition of the nodes
into blocks; (2) the set of optimal x values – i.e., the detected within-block cores. A large value
of QMCP ;ER or QMCP ;CM indicates a structure that has large overlap with an ideal multiple
core-periphery structure.
Interestingly, the QMCP ;CM reduces to the modularity function (defined by Eq. (54)) when
all nodes are core nodes. One can also define the quality of a detected block Ξ as [44]
q(Ξ) =
1
2E
∑
(i,j)
(
Aij − ki kj
2E
)
(xi + xj − xi xj) δ(Ξi,Ξ) δ(Ξj ,Ξ). (102)
A block Ξ is deemed as statistically significant if its quality q(Ξ) substantially exceeds the ex-
pected value for blocks of the same size |Ξ| in networks randomized with the configuration model.
In a similar way to the modularity function [241], the QMCP−CM function suffers from a reso-
lution limit that impairs its ability to detect core-periphery pairs below a certain size [44]. Such
a limitation can be overcome by introducing a multi-resolution quality function where the ex-
pected overlap between the observed and ideal multiple-core-periphery network is modulated by
a resolution parameter γ – see [387] for details.
To validate the QMCP−−ER function, Kojaku and Masuda [44] compared its detected core-
periphery structure with that from three alternative methods:
• The original Borgatti-Everett (BE) core detection algorithm which aims to detect one single
core-periphery structure. As they maximized the corresponding quality function QCP (de-
fined by Eq. (47)) through the Kernighan-Lin algorithm [388], they referred to the method
as the BE-KL method.
• A “two-step algorithm” where one first partition the nodes through modularity optimization
(performed with the Louvain algorithm [239]) and, at the same time, applies the BE core
detection algorithm to the whole network. The core nodes detected by the BE algorithm
are then assumed to be the core nodes within each module.
• A “divisive algorithm” where one first partitions the nodes through modularity optimization
(performed with the Louvain algorithm [239]), and then applies the BE core detection
algorithm to each of the detected modules, in a similar spirit to the procedures described
in Section 7.3.1.
Results on three empirical networks (see Fig. 34) show that with respect to these methods, the
QMCP maximization is the only one that produces core-periphery blocks such that – consistently
with the main idea behind core-periphery structures – the density of intra-periphery edges is
significantly smaller than the expected density for a random graph. Besides, the QMCP maxi-
mization was found to be the only algorithm that reveals at the same time: (1) Groups of nodes
that share the same property, as revealed by comparing the obtained node partitions with meta-
data; (2) Nodes’ role within each group, as revealed by direct inspections of the core and the
peripheral nodes within each detected block. Recently, the QMCP ;ER maximization has been
applied to detect structural changes in the interbank market [130].
Results on synthetic networks [44] indicate that the QMCP ;CM -maximization algorithm out-
performs both the divisive algorithm and the QMCP ;ER-maximization algorithm in reconstruct-
ing planted core-periphery pairs. In particular, differently from the divisive and the QMCP ;ER-
40The corresponding code is available at: https://github.com/skojaku/km_config/.
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FIG. 4: Density of edges of different types within core-periphery pairs detected in (a) the
karate club network, (b) blog network and (c) airport network. The dashed line indicates
the edge density for the entire network, p.
28
Figure 34: A comparison of core-periphery detection methods in three empiric l networks: (a) Z chary’s karate
club; (b) the network of political blogs on the 2004 US presidential elections; (c) the World air transportation
network. The methods are compared with respect to the density of links between different classes (core/periphery)
of nodes, where the two classes are determined by the three different methods described in the main text: BE-KL,
Two-step, and QMCP -maximization method (referred to as “proposed” in the figure). Compared to BE-KL and
Two-step, the QMCP -maximization produces core-periphery pairs that exhibit substantially lower densities of
periphery-periphery edges, in agreement with the notion of core-periphery. Reprinted from [385].
maximization algorithm, the QMCP ;CM -maximization algorithm is able to reconstruct ground-
truth blocks even when a substantial fraction of core nodes are not hubs and a substantial fraction
of peripheral nodes are hubs [44].
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8. Outlook
This review has focused on a network structural property that has been introduced in ecologi-
cal studies of species-site spatial networks [21] and has subsequently attracted great interest from
diverse research fields: nestedness. It has examined existing studies on nestedness by following
three steps: (1) introducing the main methodologies to detect nestedness (observation), (2) pre-
senting the main mechanisms proposed to explain the pervasiveness of nestedness in ecological
and economic systems (emergence), and (3) assessing the main implications of nestedness for net-
work topological robustness, feasibility, and stability (implications). In principle, this three-step
framework provides us with a conceptual roadmap that can be equally adopted to survey existing
studies on other structural patterns of real-world networks (e.g., modularity [223] and rich-club
structure [389]).
Stimulated by our review, a natural question emerges: which are the next steps for research
on nestedness and, more in general, on the architecture of ecological and socio-economic systems?
As we have often recognized throughout this review, some questions related to the structure of
ecological and socio-economic networks have not yet found a universal answer. Besides method-
ological questions (e.g., how to best measure the level of nestedness of a given network, and its
statistical significance?), we argue that questions related to the emergence and implications of
nestedness and other structural patterns of ecological and socio-economic systems need additional
efforts in order to be answered.
As for the emergence of nestedness, we already explored (Section 5) various mechanisms
that can, in theory, drive a network from a random to a nested topology of interaction, or growth
mechanisms that can assemble nested networks. However, studies that adopt statistical techniques
to validate such mechanisms on time-stamped data are non-existent. As inferring the dynamical
generative process from the structure of the final network is not possible, we point out a thorough
temporal analysis of the dynamics of ecological and socio-economic networks as the only way to
single out the mechanisms that are responsible for the empirically observed nestedness, and rule
out those that do not take place. Toward this direction, experimental approaches [249] might
play an increasingly central role.
It is essential to notice that our review has focused on the nestedness of unipartite and bipar-
tite networks. The extension of nestedness to temporal and multilayer networks is still largely
unexplored in the literature, in contrast with other structural properties that have been already
generalized (e.g., centrality metrics [291, 390] and modularity [243]). While preliminary works in
this direction can be already found [108, 391], we are still far from having a complete understand-
ing of the causes and implications of nestedness in multilayer networks. This is an important
research gap because the fundamental role by different types of interactions is increasingly rec-
ognized in ecology [392–394] and trade analysis [108, 395]. We predict that several future studies
will attempt to understand the role of nestedness (and related structural patterns) in multilayer
and temporal networks.
Finally, while nestedness has traditionally been considered as a macroscopic network property
that involves all the nodes of a given network (Section 3), a number of recent techniques have
been developed to detect nestedness at a mesoscopic scale instead of the global one (Section 7).
Nevertheless, our knowledge of the performance of these detection methods, and our understand-
ing of the causes and implications of such mesoscopic structures are still at their infancy. This
class of methods might play an increasingly central role in nestedness analysis as real systems
are subject to various types of constraints [96] which makes it natural to look for patterns of
interaction organization (like nestedness) at a “local” scale and not at the global one.
We conclude by stressing that our review is far from being exhaustive. Besides introducing
methodologies for the detection of nestedness, it mostly aimed to introduce the essential “physi-
cal” aspects of nestedness: stochastic mechanisms that lead to its emergence, and its impact on
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dynamical processes on the network. We hope that this review will be a useful compendium not
only for physicists, but also for ecologists and economists. In particular, ecologists (economists)
can gain inspiration from mechanisms and techniques introduced in economics (ecology) and
physics, which might lead to unexpected applications of nestedness and network analysis which
transcend traditional disciplinary boundaries.
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A. Software and relevant datasets
We stress that the URLs provided below were active at the time when this article was pub-
lished. There is no guarantee that these URLs will be still active at the time when this article
will be read.
A.1. Software for nestedness and network analysis
Standard, general packages for network analysis are: NetworkX, igraph, graph_tool, among
many others. The R package bipartite was specifically designed for the analysis of bipartite
networks, and it implements various nestedness metrics. Besides, the R package vegan was
designed for the analysis of ecological communities, and it also incorporates various nestedness
metrics.
A.1.1. Metrics and null models
Besides general packages for network analysis, due to the massive popularity of nestedness
analysis in ecology, scholars have developed specific packages to compute metrics for nested-
ness together with their statistical significance. Among them, we mention FALCON [https://
github.com/sjbeckett/FALCON] and Nestedness for Dummies [http://ecosoft.alwaysdata.
net/download/]. Both packages implement various nestedness metrics, null models, and signifi-
cance tests. We refer the interested reader to [160, 396] for more information.
A.1.2. Nested network generation
When we wish to generate perfectly nested or highly-nested networks, we have two options:
(1) decide the shape of the separatrix in the adjacency/incidence matrix (e.g., Fig. 1), and add
links above the chosen line; (2) adopt one of the generative mechanisms described in Section 5.
As for (2), a function to generate threshold graphs (i.e., based on the discussion in Section 2.1,
perfectly nested networks) based on the mechanisms described in Section 5.1 can be found in the
R package netrankr [threshold_graph function].
A.1.3. Community detection and nestedness at the mesoscopic scale
The main network-analysis packages implement several algorithms for the detection of com-
munities. Among the modularity maximization algorithms, the Combo algorithm turned out
to be more effective than other existing methods [240]; the respective code can be found at
http://senseable.mit.edu/community_detection/. For a recent and exhaustive list of avail-
able software for community detection, we refer the reader to Section 5 of the review article [223].
Importantly to nestedness analysis, recent works have started investigating nestedness and core-
periphery as a mesoscopic property of networks, as extensively discussed in Section 7. The code
that implements the maximization of the multiple core-periphery function by Kojaku and Ma-
suda [44] (see Section 7.3.3) can be found at https://github.com/skojaku/km_config/.
A.2. Datasets of socio-economic and ecological networks
A.2.1. World Trade data
World Trade datasets can be downloaded from several sources. The COMTRADE dataset
[available at https://comtrade.un.org/] is curated by the United Nations Statistics Division,
and it includes bilateral trade flows declarations for several decades [45]. World Trade datasets
from various sources are also available at the Observatory of Economic Complexity collection
[https://atlas.media.mit.edu/en/resources/data/] and the Economics Web Institute web-
page [http://www.economicswebinstitute.org/worldtrade.htm]. It is essential to note that
such datasets are usually noisy. For example, in the COMTRADE data, the declared yearly im-
port volume for a given exchange often does not match the declared export volume, which makes
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it necessary to develop data sanitation procedure. Discussing the topic in detail goes beyond the
scope of this review, but we refer the interested reader to [45, 113] for relevant discussions.
A.2.2. Ecological spatial networks
The original Nestedness Temperature Calculator (NTC) software by Atmar and Patterson [22]
can be downloaded at the link [http://priede.bf.lu.lv/ftp/pub/TIS/datu_analiize/Nestedness/
about.html]. The program includes 294 presence-absence matrices taken from the ecology lit-
erature. These matrices (together with the original references) can be readily obtained at the
link [http://wikieducator.org/Null_Model_Data]. Spatial pattern datasets can be also found
at the following online repositories: the Geographic Information System repository [https:
//freegisdata.rtwilson.com/], the National Center for Ecological Analysis and Synthesis
repository [https://www.nceas.ucsb.edu/scicomp/data].
A.2.3. Ecological interaction networks
Mutualistic network datasets can be found at the following online repositories: Web of Life
[http://www.web-of-life.es/], Interaction Web DataBase [https://www.nceas.ucsb.edu/
interactionweb/resources.html]. Host-parasite datasets can be found at the following on-
line repositories: Interaction Web DataBase [https://www.nceas.ucsb.edu/interactionweb/
resources.html]. Food-web network datasets can be found at the following online repositories:
Web of Life [http://www.web-of-life.es/], Interaction Web DataBase [https://www.nceas.
ucsb.edu/interactionweb/resources.html].
B. Network-based metrics of node importance in bipartite networks
In the following, we review some of the metrics that have been proposed in the literature
to quantify node importance – in particular, those that are relevant to Fig. 26. We refer the
interested reader to [291, 397] for extensive reviews on centrality metrics and network-based
ranking algorithms. Based on the methods and results in [71, 72, 335], in this review, centrality
metrics for bipartite networks have been compared with respect to their ability to rank nodes by
their structural importance (Section 6.1.2). We emphasize that centrality metrics are routinely
used for different purposes (like the identification of influential nodes for diffusion processes [397],
the identification of expert-selected significant nodes [291], the prediction of the nodes’ future
popularity [280]), and the results presented in Section 6.1.2 only refer to one particular application.
Degree. The degree ki and kα of row-node i and column-node α can be considered as the simplest
possible centrality metrics in bipartite networks: the two classes of nodes are ranked in order of
decreasing degree, under the assumption that a node is central if it has many connections [11].
Closeness. The closeness centrality score ci of a row-node i is defined as [398]
ci =
M + 2 (N − 1)
di
, (B.1)
where di =
∑
j Dij +
∑
αDiα is the average distance of i from all the other nodes, and Dij
denotes the shortest-path distance [11] between i and j. Analogously, for a column-node α, the
closeness centrality cα is defined as [398]
cα =
M + 2 (M − 1)
dα
, (B.2)
where dα =
∑
iDiα +
∑
β Dβα. We refer to [398] for a detailed motivation of the normalization
factor, and to the package NetworkX for the implementation [https://networkx.github.io/
documentation/networkx-1.10/reference/generated/networkx.algorithms.bipartite.centrality.
closeness_centrality.html].
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Betweenness centrality. The betweenness centrality score of a row-node i (column-node α) is
defined as the sum over all pairs of nodes of the share of shortest paths that pass through node i
(node α). We refer to [398] for a discussion about how to properly normalize the betweenness score
in bipartite networks, and to the package NetworkX for the implementation [https://networkx.
github.io/documentation/stable/reference/algorithms/generated/networkx.algorithms.
bipartite.centrality.betweenness_centrality.html].
Eigenvector centrality. The vector of eigenvector centrality scores is given by the leading eigen-
vector of the network’s adjacency matrix A [399]. This definition implies that in a bipartite
network, the score of a row-node (column-node) is proportional to the scores of its neighbors’
column-nodes (row-nodes) [398].
Google’s PageRank. Google’s PageRank [291, 335, 400] is defined as the leading eigenvector of
the S × S matrix
G = cP +
1− c
S
(B.3)
where Pij = Aij/ki. The parameter α is referred to as teleportation parameter or damping
factor [291]; the results shown in Fig. 26 were obtained by Domı´nguez-Garc´ıa and Mun˜oz [71]
with c = 0.999.
Contribution to nestedness. The individual nodes’ contribution to nestedness can be computed in
various ways [28, 146]. The nestedness contributions used by Saavedra et al [28] were described in
Section 4.3.1. Alternatively, one can take the perspective of overlap-based nestedness metrics, and
use them to estimate the individual nodes’ contribution. For instance, based on the JDM-NODF
metric (Eq. (19)), one can assess the contribution of node i to the overall nestedness as specified
by Eq. (20); this is the individual contribution to nestedness that was used by Domı´nguez-Garc´ıa
and Mun˜oz [71] to obtain the results reported in Fig. 26.
Fitness-complexity algorithm and its reversed variant. The algorithm and some of its variants are
detailedly described in Section 3.3.2. Here, we only stress that the original algorithm ranks the
row-nodes and column-nodes in order of decreasing fitness and complexity score, respectively. One
can also exchange the roles of row-nodes and column-nodes. In a country-product network, this
corresponds to assign a fitness score to products and a complexity score to countries; countries
and products are, therefore, ranked in order of increasing complexity and increasing fitness,
respectively. We refer to the corresponding algorithm as reversed fitness-complexity.
Both algorithms (fitness-complexity algorithm and reversed fitness-complexity) are considered
in Fig. 26. They are labeled as “MUS” and “MUSrev” in Fig. 26, as the fitness-complexity
algorithm was relabeled as “MUtualistic Species RANKing” algorithm (MusRank) in [71]. As the
fitness-complexity and MusRank algorithm are mathematically equivalent, to prevent ambiguity,
we always referred to the algorithm as the fitness-complexity algorithm throughout this review.
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