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Introductioñ
Mass transfer in food processes, such as leaching and acidification, generally occurs under non-isothermal conditions. Mass transfer in these conditions can be usually described as a siIQple diffusional process controlled by Fick's 2nd law (Schwartzberg & Chao, 1982; Rodgers et ai., 1984; McCarthy & Heil, 1988; Oliveira, 1988) . The adequate description of the process requires both the determination of the diffusion coefficient, for the particular food/solute system and the stildy of its dependence on temperature. Previous studies approach this problem by analysing the process at different constant temperatures (R() dgers et ai., 1984; Luna & Garrote, 1987; Garrote et ai., 1988; Olivei~a, 1988) : A diffusion coefficient is obtained for each temperature and the set of diffusivity values is then correlated with temperature using an Arrhenius type equation. The relevant parameters are therefore the activation energy and the pre-exponential factor of the diffusivity versus temperature relationship. This two step method is usu;lily considered to produce good results but requires a significant number of experiments (at least one for each temperature). Most works are based L.A. Morcira et aI. on results obtained at 3 different temperatures only (Rice & Selman, 1984; Kincal & Kaymak, 1990; Rodgers ct al., 1984) . However this implies a large error in the determination of the parameters, leading to confidence intervals eventually as large as the parameters themselves (Labuza & Kamman, 1983 ). An analysis involving a significant number of temperatures and samples at each temperature would be, however, expensive and time consuming.
Equilibrium conditions are also important in the modelling of a diffusional process, although seldom referred to. Most works assume that equilibrium is achieved when the concentration of the solute in the food equals the external solution concentration (Potts ct al., 1986) . This assumption is frequently not explicit and rarely verified. However, if a partition of solute occurs between the food and the solution, equilibrium can be described simply by a partition ,coefficient (Crank, 1979) . This parameter must, however, be obtained experimentally.
This study introduces a non-isothermal method for determination of diffusional parameters. Non-isothermal methods were first introduce~by Roge~s (1963) and reported in the literature for the stlldy of reaction kinetics (Rhim ct al., 1989a , Nunes ct al., 1991 and for kinetics of colour change (Rhim ct al., 1989b) . In these works first-order rate, Arrhenius type dependence of rate constant with temperature and temperature linearly increasing with time were considered. A similar procedure can. be applied to diffusional processes. When a diffusional prqcess occurs under non-isothermal conditions, the amount of material that has diffused after a given time provides information not only on the diffusional process but on its dependence on temperature as well. However, mass transfer processes in these conditions can rarely be described by first order kinetics and therefore the models suggested in the referred works cannot be directly applied. Computer time requirements for these models are higher but this drawback is clearly compensated by the reduction of experimental requirements. Furthermore, thermallag effects are reduc~d, increasing the accuracy of the results.
The main objectives of this work were: (i) to develop a non-isothermal method for determination of diffusional parameters and (ii) to validate this model experimentally by comparing the results obtained for the diffusion of acetjc acid into turnip cubes using the model developed, with resuIts obtained with isothermal methods.
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Mathematical considerations
Assuming acidification processes follow a simple diffusional mechanism, acid intake by turnips can be described by the solution of Fick's second law, for the specific boundary conditions of the processo The total amount of solute at time t, Mt, in a cube of dimension 2L, initially free of solute and subject to diffusion from a well stirred, <:;onstanttemperature bath of limited volume, can be calculated by (Crank, 1979 , Moreira ct al., 1992 :
where D is diffusivity and qn are the non-zero positive roots of:
o: is related to the fractional uptake of solute and corresponds to:
Vb <x=-VpKp where Vb and Vp are the volumes of the bath and cube respectively, and Kp is the partition coefficient.
The acid content at equilibrium, Mx, can be obtained by a simple mass balance (Moreira et ai., 1992) :
. where (1, is the initial concentration of acetic acid in the bath. In the conventional isothermal (two step) method one value of the diffusivity is obtained for each experiment at each temperature. It was experimentalIy verified that the partition coefficient did not depend on temperature or concentration and its average was dose to unity. Therefore diffusivity was the only parameter to be optimized. The Simplex method of minimization was used on the residual (Res) between experimental and theoretical data expressed as:
The dependence of diffusivity on temperature (T) was described by an Arrhenius model:
where Ea is activation energy.
To minimize the effects of the collinearity between these parameters and to accelerate convergence, eqn (6) was rewritten as suggested by Nelson (1983) : 
The activation energy, Ea and the dummy variable Ô were then determined by a non-linear regression, based on the Simplex method, of the diffusivity values with temperature.
In the non-isothermal method, an estimate of the pre-exponential factor and activation energy is obtained directly as a result of one single fit: a one-step procedure. The non-isothermal and two step isothermal methods are therefore not directly comparable. An altemative is the application of a single non-linear regression to alI isothermal data, estimating Do and Ea without calculating diffusivities at each temperature (the one step isothermal method). This is actualIy the best method for the prediction of the Arrhenius parameters from isothermal data since it gives both unbiased and precise estimations. It is theoretically the most appropriate method sinee it does not estimate unneeessary parameters and one does not need to be too eoncemed about the implieations of the regressions on the regression parameters (Haralampu et aI., 1985; Cohen & Saguy, 1985) . However, this method has not yet been applied to diffusional studies. This proeedure has been suggested and used by Haralampu et ai. (1985) with good results, for first order kinetics. The major limitation is the computational complexity, requiring more sophistieated techniques. This is obviously even more relevant for diffusional studies, sinee the diffusion equation is much more eomplex than first order kinetics.
Therefore, in our study, both methods (one step and two step) were applied to the isothermal data.
Under non-isothermal eonditions the dependence of the diffusivity on temperature must be eonsidered in the basie equation as well. This relation can be deseribed as a dependenee of diffusivity on time. In this situation, the solution of Fiek's seeond law for eonstant D still applies, provided an average value, D' , is used (Crank, 1979) :
If the diffusion eoeffieient varies with temperature following an Arrhenius type equation, eqn (10) ean be rewritten as:
The integral ean only be solved numerieally, onee the relationship between T and tis known. A linear relationship is the most eommon, having the advantage of giving equal weight to ali temperatures. An approximately linear temperature inerease was used in this study.
Two parameters, Do and Ea, need therefore to be eonsidered for optimization of the fit between experimental and theoretieal values, and the Simplex method of minimization was used for this. Similarly, the optimization was earried out in terms of Ea and the dummy variable ô.
These ealculations were performed by a eomputer program written speeifieally for this purpose in the FORTRAN 77 language.
t ,
Materiais and methods
Turnip samples
Tumips (Brassica Rapa) were obtained from a Ministry for AgrieuIture farm, loeated in the North of Portugal. Ali tumips were from the same harvest. On arrlval at the laboratory they were eharaeterized ehemically (water, sugar, protein, fat, vitamin C, ash and fiber eontent and pH) and physieally (mass, density, volume and surfaee area) and stored in a eold room at O°C and 95% RH, for up to 1 month. A proximate analysis is given in Table 1 . Before eaeh experiment the tumips were washed, hand peeled and eut in 2.5 em eubes. 
Acidification experiments /sothermal method
The procedure used was the one reported by Moreira et alo (1992) . Covered flasks containing 50ml of 0.2 Macetic acid were immersed in a thermostatic bath and shaken by a reeiprocating motion. Twelve different temperatures between 20 and 1O0°Cwere considered. Acetic acid concentration was checked with standard NaOH 0.2 M. After the acetic acid solution had reached the temperature of the bath, one turnip cube was immersed in each flask and held there for given periods of time up to 4 h. The turnip cubes had previously been wrapped in para-film and pre-heated over the bath to the required temperature. This procedure was required in order to avoid thermal lag effects, particularly at high temperatures. After removal of each cube, the acid solution from the respective flask was titrated. The amount of acid uptake by each cube was calculated by a simple material balance, based on the initial and final concentrations in the solution. The diffusion coefficient for each temperature was obtained by fitting experimental values of acid intake with eqn (1).
Non-isothermal method
The procedure was similar to the one previously described, except that the bath temperature was initially set-up at 20°C. After immersion of the cubes, the bath temperature was increased with time. This increase was approximately linear (Fig: 1  shows a typical example ). An additional ftask containing a turnip cube was used to provide information on the temperature history during the process: a thermocouple was inserted in the centre of the cube and another one in the acid solution. These thermocouples were linked to a computer data acquisition system. The acquisition time interval was 30 s. Three runs were carried out.Ẽ
quilibrium data
Equilibrium values were obtained for each temperature. The experimental set-up was the same as for isothermal experiments. Equilibrium was assumed to occur when the acetic acid solution concentration in the ftask remained constant with time and this took 5-27h, depending on temperature.
Results and discussion
Results obtained in the isothermal experiments showed that the process could be described as simple Fickian diffusion. Some typical results are shown in Fig. 2 , where the experimental results are compared with predictions made using parameters Moreira et ai. (1992) , for a similar system. This value was then assumed for all temperatures, although it did not correspond to the best fit in most of the cases. However this is the more common approach and results were quite acceptable. The variation of diffusivity with temperature correlated well with àn Arrhenius equation (Fig. 3) . The values of Ea and Do were similar for both isothermal methods: 19.5kJmol-l and 0.188 X 1O-5m2s-1 when calculated from individual D values at each temperature (two step) and 20.9 kJ mol-l and 0.307 x 1O-5m2s-1 when calculated directly from all the data (one step). The acid intake by the turnips under non-isothermal conditions was between the isothermal intakes observed at the extreme temperatures (20 and 1O0°C), as would be expected. This can be seen by comparing Figs 2 and 4. In terms of mass transfer rate however, the two isothermal and the non-isothermal curves show a similar behaviour (Fig. 5) . Mass transfer rate depends both on the diffusion coefficient (temperature) and on the concentration gradient. At constant temperature, as time proceeds, the concentration gradient decreases and it can be observed that mass transfer rate decreases dramatically. This effect is more significant at high temperatures because diffusion occurs at a higher rate and therefore the concentration gradient decreases faster. When temperature increases with time an opposite effect occurs and therefore one could expect that the variation of diffusion rate would be different for the non-isothermal experiments. However, it can be concluded from that observed with first order reaction kinetics. Rhim et al. (1989a) reported that the effect of temperature was so important that the concentration history curves showed a concave shape. This difference may be explained by the difference between the activation energies of reaction kinetics and of diffusional processes: Fig. 4 shows one of the nonisothermal experiments. This confirms the conclusions drawn from the isothermal method i.e. the applicability of a simple Fickian diffusion with constant diffusivity at each temperature and a unit partition coefficient. The calculations were carried out using a temperature history corresponding to the arithmetic average between the temperature at the centre of the cube and the temperature of the bath. Due to the large dimension of the cubes, thermal lag resulted in these temperatures being generally significantly different (Fig. 1 shows an example) . To check the accuracy of using an average temperature, similar calculations were performed for the temperature at the centre only and for the temperature of the bath only. The results were similar in all cases (the standard deviation relative to the average was under 1% ). Therefore the use of the average temperature was considered satisfactory. Alternatively, simultaneous heat and mass transfer could have been considered. This would have led, however, to a large increase in computational time requirements and this would be a major drawback of the method. The dependence of the diffusion coefficient on temperature is also represented in Table 2 . Values of Do and Ea could be quite different (as can be seen in Fig. 6 ), but individual values of diffusivity at given temperatures were similar. For the higher temperatures the diffusivities predicted with the non-isothermal method parameters fell within the 90% confidence interval of the one step isothermal diffusivities. For the lower temperatures, this was sometimes not so, but values were always fairly close. This is related to the fact that the confidence interval increases with temperature. The difference in the individual values of Do and Ea can be explained by the collinearity between them. This problem is also common to the isothermal method although most authors leave this unmentioned, especially when the parameters are obtained by a linear regression after application of logarithms to the Arrhenius equation (two step method). Fig. 6 shows the 90% joint confidence region for the estimates of the one step isothermal method. The extremes of this joint region correspond approximately to the 95% confidence intervals for individual parameters (Haralampu et ai., 1985) . This region is a much better representation of the estimatesã 90% confidcncc interval limits for the one step isothcrmal mcthod. b Values which fali within thc 90% confidence intcrval of the one step isothermal method.
. than individual confidence intervals since it makes evident that the parameters are highly correlated. In order to express this point more dearly, the pairs of Do and Ea obtained in the three non-isothermal runs are shown in Fig. 6 . Given the objectives of this work, a high number of experimental points (210) was used for the isothermal methods, resulting in a narrow joint confidence region. Nevertheless, all pairs of Do and Ea fell within or very dose to the 90% confidence interval of the one step isothermal data. This region was calculated using the equation:
T his equation is actually only accurate for linear regressions, but it is a good approximation for the non-linear regressions normally used (Box et ai., 1978) .
A final indication of the accuracy of the non-isothermal method is given in Fig. 2 , where the pairs of Do and Ea obtained in the three non-isothermal runs are used to predict diffusion in some of the isothermal experiments. It can be seen that the predictions are quite good.
. Although the non-isothermal method has proved to be accurate, some care must be taken in its application. In this case it has been applied on the basis of two assumptions: Fick's second law with a diffusivity depending only on temperature according to an Arrhenius behaviour, and equilibrium descríbed by a constant unit partition coefficient. If one or both of these assumptions are not valid, the nonisothermal procedure does not allow for the identification of which one is wrong. An example is the existence of more than one diffusional período For instance, Oliveira et ai. (1992) have reported that Fick's second law applied only above 6O°C in the leaching of reducing sugars from carrots. jf the non-isothermal procedure had been applied (e.g. in the 20-80°C range), the correlation would not have been good along the whole range of temperatures. The model would be clearly wrong, but there would be no way of finding out exactly what the problem was without resorting to the constant temperature method or to a more fundamental approach. Therefore this method should not be used to verify the fundamentaIs of a given system.
Conclusions
The accuracy of the non-isothermal method has been demonstrated. Use of this procedure significantly reduces experimental requirements, and also thermal lag effects are minimized, this being particularly important at high temperatures. 
