Most current analysis of nano-indentation test data assumes the sample to behave as an isotropic, homogeneous body. In practice, engineering materials such as structural steels, titanium alloys and high strength aluminium alloys are multi-phase metals with microstructural length scales that can be the same order of magnitude as the maximum achievable nano-indentation depth. This heterogeneity results in considerable scatter in the indentation load-displacement traces and complicates inverse analysis of this data. To address this problem, an improved and optimised inverse analysis procedure to estimate bulk tensile properties of heterogeneous materials using a new 'multi-objective' function has been developed which considers nano-indentation data obtained from several indentation sites. The technique was applied to S355 structural steel bulk samples as well as an autogenously electron beam welded sample where there is a local variation of material properties. Using the new inverse analysis approach on the S355 bulk material resulted in an error within 3% of the experimental yield strength and strain hardening exponent data, which compares to an approximate 9% error in the yield strength and an 8% error in the strain hardening exponent using a more conventional approach to the inverse analysis method. Applying the new method to indentation data from different regions of an S355 steel weld and using this data as an input into an FE model of the cross-weld, tensile data from the FE model resulted matching the experimentally measured properties to within 5%, confirming the efficacy of the new inverse analysis approach.
Introduction
The inverse analysis of nano-indentation data has attracted increasing interest in the scientific community because of its potential to predict and measure elastic-plastic properties in local areas for different material applications, from coatings to welds, which would be difficult to test otherwise using more standard testing methodologies [1] [2] [3] [4] [5] [6] [7] [8] [9] .
The inverse indentation problem aims to identify the unknown tensile properties of a material from only the load-depth trace obtained from experimental indentation testing. There are three main inverse analysis techniques that can be employed to extract tensile properties of materials from instrumented indentation experimental data: the representative stress-strain method [10] [11] [12] [13] [14] [15] [16] [17] , iterative FEA [1] [2] [3] [4] [5] 7, 9] , and artificial neural networks [18] [19] [20] . This paper is concerned only with the inverse analysis technique by iterative FE simulations. For this approach, in order to approximately solve the inverse problem for a given material, finite element models of the experimental set up are analysed. Different sets of elastic-plastic material properties (e.g. Young's modulus, yield strength, strain hardening exponent) are used in the simulations until the simulated load-depth curve matches the experimentally measured load-depth curve. The combination of elasticplastic material properties used in the FE model that result in the simulated load-depth curve matching the experimental curve are assumed to be the elastic-plastic properties of the material being investigated.
Inverse analysis by iterative FE simulations requires two main assumptions. The first assumption is that the model is sufficiently accurate and representative of the real experiment. This means that if the stress-strain curve corresponding to the indented material is used as the input in the FE model, then the corresponding simulation of the indentation testing will produce a load-depth curve that very nearly replicates the experimentally measured load-depth curve. The second assumption concerns uniqueness. Specifically, the inverse analysis problem assumes that there is only one set of elastic-plastic parameters for which the simulation produces a load-depth curve that replicates the experimental load-depth curve. If this is not the case, then it would be possible for materials with two different stress-strain curves to generate the same load-depth trace. As result, if this was true it would not be possible to uniquely identify the tensile behaviour of the indented material through inverse analysis. The issue of uniqueness has proved to be a non-trivial subject and it has been studied by several authors [21] [22] [23] [24] [25] [26] .
Most materials relevant to many industrial applications (energy, civil, oil and gas, transport, etc) are highly heterogeneous and multiphase, this heterogeneity extending from the nano-to macro-scale. In these cases, it is crucial to ensure that the experimental indentation data used in the inverse analysis process are representative of the material bulk response.
When indentation volumes and microstructural volumes are of the same order, this can often undermine the potential of using indentation to measure bulk mechanical properties of the material. Most indentation solutions are based on the self-similarity approach, derived from the infinite half-space model and that model assumes spatially uniform mechanical properties [27] . As a consequence, the properties extracted from indentation data are ultimately averaged quantities characteristic of a material length scale, which is defined by the indentation depth (h) or the indentation radius (a). Based on these considerations, if the microstructural length of the material (D) is of the order of the indentation depth (h), the classical tools of continuum indentation analysis would not apply. Several authors [27] [28] [29] [30] [31] have investigated the influence of microstructure heterogeneities on the indentation response. Statistical nano-indentation techniques were generally used during the course of these studies, where large grids of nano-indentations were undertaken and measured. This approach enabled sampling a large area of the material, providing a significant amount of experimental data that can be analysed by statistical means.
If the material heterogeneity is characterised by a length scale (D) and if the indentation depth (h) is much smaller than the characteristic size of the heterogeneity (h≪D), then a single indentation will generate data that is representative of the individual phase response. Conversely, if the maximum indentation depth is much larger than the characteristic size of the microstructure characteristic length, h≫D, the test data will be representative of the composite response of the material. The 1/ 10 Buckle's rule-of-thumb is a reference criterion for all the investigations in this field. Based on this rule, in order to measure the properties of the individual phase the indentation depth should be at most 1/10 of the characteristic size of the microstructure (h < 0.1D). At higher indentation depths, h > 0.1D, the individual microstructural heterogeneities start to interfere with themselves in the indentation response, ultimately generating an averaged homogenised (bulk) response of the material [31] (Fig. 1) .
Due to constraints in the achievable maximum load and maximum depth sampled in commercial nano/micro-indentation instruments, the influence of microstructural characteristic lengths in the indentation response is almost inevitable. This results in a significant variability of the experimentally measured load-depth curves, ultimately raising concerns over the validity of using experimental load-depth curves during the inverse analysis process. In this case, several authors aiming to characterise composite microstructure materials [1] [2] [3] [4] [6] [7] [8] 32] overcame the variability exhibited in the experimental load-depth curves by using the conventional approach of selecting a representative experimental curve (e.g. the average load-depth curve) and determining the least squares error with respect to the simulated curves. Whilst this approach can be effective for materials that exhibit little variability, it can be an additional source of errors introduced in the calculation of the inverse analysis parameters of the material when the load-depth curves exhibit scatter. The study undertaken and described in this paper aims to develop and validate a more robust methodological approach for inverse analysis of experimental load-depth nano-indentation data measured from heterogeneous materials. This was achieved through the definition of a new weighted averaging approach that is able to handle the variable indentation response of the material depending on the indentation site. The new methodology was validated by determining the elastic-plastic constitutive behaviour of S355 structural steel samples as well as an autogenously electron beam welded sample.
Method and approach

Experimental test programme
Material
The material chosen for the study was structural steel S355. The composition for this grade of steel is reported in Table 1. S355 is a low carbon steel widely used in the construction, maintenance and manufacturing industries and suitable for numerous general engineering and structural applications.
The inverse analysis technique was first validated by considering only the parent material of the steel. Successively, a second phase of the validation process comprised applying the inverse analysis technique to investigate the tensile properties of a weld generated by butt welding two S355 plates together using electron beam technology (Fig. 2) .
For the first stage of the validation, three cross-sections were produced that were aligned with the three principal directions of the plate, as represented in Fig. 2 : longitudinal direction (LD), transverse direction (TD) and through thickness direction (TTD). The objective was to investigate potential differences in anisotropy of the microstructure that need to be taken into account.
Three metallographic specimens were prepared in the three directions of the plate. The specimens were polished through standard polishing techniques to a 1/4 µm finish. Reflective light microscopy micrographs of the cross-sections in all three directions were generated and these are shown in Fig. 3 . The micrographs show that the microstructure is isotropically consistent. Ferrite grains with a small volume fraction of pearlite nodules are present. The other dominant microstructural feature is upper bainite, in which the dominant phase is Two sets of nano-indentation experiments were undertaken, one for the steel parent material and one for the electron beam (EB) weld. Nano-indentation testing was performed using a Micro Materials NanoTest Platform 3 instrument. In the case of the parent material, indentation grids were performed on specimens representative of the three characteristic directions of the steel plate. The main aim was to ascertain whether variations in mechanical properties occurred depending on the direction considered within the plate.
A grid of 36 indentations was performed on each specimen. The testing parameters were kept the same for all the specimens. For the welded sample, the area covered by the indentation grid was designed to probe the variation of properties from the parent material across the heat affected zone (HAZ) and in the fusion zone (weld metal) (Fig. 4) .
The nano-indentation load-depth curves were recorded and the mechanical properties (e.g. hardness and modulus) were extracted from this data. The test parameters are summarised in Table 2 .
Tensile testing
Tensile testing of four parent metal samples was undertaken in accordance with BS EN ISO 6892-1. Two specimens were taken from the longitudinal direction of the steel plate and the other two specimens were machined along the transverse direction of the plate (Fig. 2) . The machined tensile specimens had a diameter of 8 mm with M12 threaded ends. These were taken at the mid-thickness points of the plates. A full stress-strain log was generated for all the specimens.
Cross joint tensile specimens were also generated from the welded plates. The specimens were oriented across the weld so that both parent metals, both heat affected zones (HAZs) and the weld metal itself are tested (Fig. 2 ).
Numerical modelling
Simulation of indentation testing
An axisymmetric model was developed to analyse the quasi-static indentation process [6, 7] using the commercial finite element analysis software Abaqus. There have been several studies [33] [34] [35] [36] [37] [38] aimed to investigate the differences in the FE simulated indentation response as a result of two different modelling approaches: a 2D axisymmetric model, using an equivalent conical indenter with a 70.3°half-angle, and a 3D model, where the real geometry of the Berkovich indenter was used instead. These studies were undertaken on a wide range of materials, from aluminium alloys and copper to steel and iron. Although differences between the two modelling approaches have been observed, however the common findings are: (1) there is at most 5% difference in the load-depth curves; (2) the main difference occurs in the stress/ strain field below the tip. As the study of the stress/strain field below the tip is not of interest to this investigation and since the differences in load-depth curves are expected not to be higher than 5%, considering also that numerical and experimental errors contribute to these differences, using the common approach of a 2D axisymmetric indentation model, with a conical shaped indenter as an equivalent to a Berkovich indenter, appeared to be reasonable for this investigation. This will provide significant ease to the computational effort required by the overall inverse analysis process.
The model consisted of two parts: a conical indenter and a rectangular domain representing the axisymmetric slice of the cylindrical specimen to be indented. The Berkovich pyramidal indenter was modelled as an analytical rigid surface with a conical geometry and an equivalent cone angle of 70.3°in order to retain the axisymmetry of the model. The dimensions of the sample (radius and thickness) were chosen to be sufficiently large so as to avoid any influence of the boundary conditions and sample size on the simulated load response [39] .
The Hollomon's hardening law was assumed to describe the elasticplastic constitutive behaviour of the steel specimens [7, 40, 41] . The constitutive behaviour was therefore represented by power law curves with the true stress-true strain behaviour expressed as follow: 
where E is the Young's modulus, m is the strain hardening exponent and σ y is the initial yield stress at zero offset strain. For a given material, the Young's modulus and Poisson's ratio were kept fixed throughout the iterative simulations, but the yield strength and hardening exponent were varied. The Poisson ratio was fixed at 0.3, representative of many metals. The value of the Young's modulus was directly calculated from the reduced modulus experimentally determined from the nanoindentation experiments and it was fixed at 240 GPa. The reasoning for using the Young's modulus directly from the experimental nanoindentation testing is as follows: a) from a pragmatic point of view, if nanoindentation technique is to be used in the inverse problem, all the benefits offered by the testing capabilities to measure material properties 
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(including the bulk Young's modulus) should be exploited; b) the modulus is experimentally measured on the same specimen the inverse analysis is applied to; c) using the experimentally measured modulus enables to reduce the number of unknown properties to be estimated from the inverse problem. The model was meshed by using a dense mesh at the indentation site to ensure accuracy and a coarse mesh away from the indentation to minimise computational time. In general, the typical edge length of elements at the indentation site was one-tenth of the maximum indentation depth. 8-node biquadratic axisymmetric quadrilateral, reduced integration elements (CAX8R in Abaqus) were used. Fig. 5 illustrates a sample mesh for the indentation geometry, highlighting the refined mesh of quadrilateral elements in the indentation region with a coarser mesh farther away.
A static, general step was created for the loading phase. No step was created for the unloading, since the elastic-plastic behaviour of the material can be extracted from the loading part of the nano-indentation curve. Displacement control was used to incrementally press the indenter into the specimen. The interaction between the indenter and the specimen was defined by a surface-to-surface interaction. For the tangential behaviour, a frictionless condition was employed. The normal behaviour of the contact was defined as a hard contact with separation allowed after contact to enable unloading of the sample. The load-depth response was obtained by extracting the axial displacement and axial reaction force at the master node for the indenter.
Inverse analysis procedures
Nano-indentation experiments were simulated with the Young's modulus and Poisson's ratio kept fixed throughout the iterative simulations. A series of simulations was performed in which several combinations of hardening exponent (m) and yield strength (σ y ) were considered over the 'inverse analysis domain'. In the first instance, a total of 900 simulations were performed over a domain range between 0.1 and 0.2 (with 30 subdivisions) for the strain hardening exponent (m) and between 250 and 350 MPa (with 30 subdivisions) for the yield strength of the material. Further to considering this first domain, a second larger domain range of yield strength and strain hardening exponent was considered. The large domain had the yield strength ranging from 200 to 600 MPa (with 60 subdivisions), whilst the strain hardening exponent varied from 0.1 to 0.4 (with 60 subdivisions), resulting in 3600 simulations. The main purpose for considering this second domain was to evaluate the robustness of the inverse analysis approach proposed in this work and assess the influence of the size of the inverse analysis domain on the accuracy of the proposed approach. The execution of the simulations and the post-processing of the data, including the comparison between simulated and experimental load-depth curves, were automated using in-house developed Python and MATLAB scripts.
The inverse problem seeks to identify the simulated load-depth curve that is "most similar" to the experimental load-depth curve(s). Mathematically, this was formulated by specifying a series of error or objective functions, the minimiser of which would lead to the solution of the inverse problem. To that end, the following was defined:
is the load (P) versus depth (h) response of the j th simulation, 1≤j≤900 (or 3600).
• P h P ( ) = i i exp exp is the load versus depth response of the i th experiment, 1≤i≤n exp .
• P h P ( ) = avg avg exp exp is the load versus depth response obtained by averaging the loads from each experiment at each depth increment.
• h max is the maximum indentation depth sampled in all indentation measurements (ie the minimum maximum depth).
For an arbitrary pair of yield strength and strain hardening exponent values, the least squares error with respect to the average experimental load-depth curve is defined by:
Discretised over the space of simulations, the least squares error for the j th simulation with respect to the average experimental load-depth curve is defined by:
Similarly, for an arbitrary pair of yield strength and strain hardening exponent values, the least squares error with respect to the i th experimental load depth curve is defined by:
Discretised over the space of simulations, the least squares error for the j th simulation with respect to the i th experimental load-depth curve is defined by:
The above approaches (choosing either an average curve or a specific load-depth curve) are conventionally employed for inverse analysis [2] [3] [4] 7, 32] . Whilst they are effective for materials that exhibit little variability, they can be highly inaccurate when the load-depth curves exhibit scatter.
Consider the following scenarios:
• The experimental load-depth curves show little scatter and are nearly identical. In this case, the average load-depth curve will be nearly equal to any specific experimental load-depth curve. Therefore, the minimisers of the error with respect to the average curve and the error with respect to the i th curve (for any i) will be equal.
• The experimental load-depth curves show significant scatter. In this case, the minimiser of the error with respect to the average curve may be different from the minimiser of the error with respect to any individual experimental load-depth curve. If the load-depth curves follow a normal distribution, then the minimiser of the average error functional may be representative of the bulk, homogenised response. However, if the load-depth curves follow a bimodal distribution (e.g. there are two dominant microstructural phases with different hardness responses), then the minimiser of the average error may not represent the correct bulk, homogenised response of the tested material. Moreover, it is currently unclear how to select the most appropriate "representative" load-depth curve for the minimisation of Φi.
To overcome this potential selection bias, and in order to account for the scatter in the experimental load-depth curves, a novel solution 
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to the inverse problem is proposed. Over the defined domain range of yield strength and strain hardening exponents, a series of simulations are performed; in the case of the present work, this is the 900 simulations for the first domain and 3600 simulations for the second domain. For each simulation, the least squares error is calculated with respect to each of the experimental load-depth curves. The reciprocal of the resulting error is used as a weighting factor multiplied by yield strength or strain-hardening exponent in a convex sum as shown below in Eqs. (6), (7) . If the error is large, then the simulated curve is not similar to the given experimental curve and therefore the weight is small; if the error is small, then the simulated curve is similar to the given experimental curve and therefore the weight is large. Mathematically, this is described as follows: 
where σ y inv and m inv are the optimal inverse analysis solutions.
Flow charts for the inverse analysis approaches using the conventional technique and the new weighted method are shown in Figs. 6 and 7 .
The main advantage of this new 'multi-objective' function is that all of the experimental indentation curves are considered, without the need to select a single indentation curve or the average experimental curve. In the presence of heterogeneous indentation response, this removes any potential selection bias arising from the selection of a single indentation response. The efficacy of: (i) identifying the pair of yield strength and strainhardening exponent values that minimise the error with respect to the average indentation curve and (ii) calculating the optimal inverse parameters from the convex sum of reciprocal weights (Eqs. (6), (7)) are illustrated in the following sections. 
. Experimental measurements
Two grids of 36 indentations were marked and measured on all three specimens, LD, TD and TTD. One grid was performed using a maximum load of 100 mN and the second grid using a maximum load of 300 mN. The results are shown in Fig. 8 for both maximum loads.
Average values for the hardness (H) and the reduced modulus (E r ) results determined from the experimental nano-indentation testing are reported in Table 3 . The average nano-indentation measured hardness and reduced modulus measured using maximum loads of 100 mN and 300 mN are shown in Figs. 9 and 10. The purpose of considering the cross-sections in three orthogonal directions within the plate was to determine if there were differences in material properties as a function of the sample orientation. Based on the data reported in Fig. 7 and Table 3 , the averaged values of hardness are similar in all three directions at both maximum loads of 100 mN and 300 mN, with slightly higher standard deviations for the set of curves with 100 mN maximum load. The higher standard deviation can be explained by the enhanced effect of the microstructural heterogeneity of the material on the mechanical properties when the nano-indentation measurements are recorded using smaller depths. Fig. 9 . Experimental results for the average nano-indentation measured hardness of the parent metal using maximum loads of 100 mN or 300 mN. Fig. 10 . Experimental results for the average nano-indentation measured reduced modulus of the parent metal using maximum loads of 100 mN or 300 mN. 
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Experimental tensile stress-strain curves for the specimens of the parent material extracted in the longitudinal direction (LD1 and LD2) and in the transverse direction (TD1 and TD2) of the plate are shown in Fig. 11 and the resulting tensile properties are summarised in Table 4 .
The stress-strain curves and tensile properties show little variation regardless of the orientation of the sample within the plate, either longitudinal or transverse.
Inverse analysis results
Two techniques for the inverse problem were employed: (i) minimising the error with respect to the average load-depth curve and (ii) determining the optimal tensile parameters from the newly proposed convex sum of the least squares response. The inverse analysis was performed on all three specimens (LD, TD and TTD). The inverse analysis results obtained on the two domains of yield strength and strain hardening exponent were compared to the averaged tensile properties measured from the experimental tensile tests and are summarised in Tables 5 and 6 .
From the inverse analysis results on the smaller domain range of yield strength and strain hardening exponent, it can be observed that, on average, the conventional technique (minimising the error with respect to the average load-depth response) gives rise to an approximate 9% error in the yield strength and an 8% error in the strain hardening exponent, whereas the errors for the convex sum of least squares weights are within 3% of the experimental tensile test measurements. The results are illustrated graphically (showing the asmeasured stress-strain curves with the inverse analysis stress-strain curves) in Fig. 12 . In this figure, the results for the TD specimen are shown and the accuracy of the newly proposed inverse analysis procedure compared with the conventional technique is clear.
The results from the inverse problem undertaken on the larger domain (Table 6 ) generally show a higher magnitude of the errors compared with the small domain, both for the conventional and the new approach. The conventional technique (minimising the error with respect to the average load-depth response) generates errors as high as 
D.M. De Bono et al. International Journal of Mechanical Sciences 123 (2017) 162-176
20% for the yield strength and as high as 29% for the strain hardening exponent. On the other hand, the new approach, based on the convex sum of least squares weights, produces on average an approximate 7% error in the yield strength and 9% error in the strain hardening exponent. However, even though the average errors are observed to be lower, the proposed new weighted method seems to lose the accuracy and stability previously observed on the smaller domain. In some cases, the conventional method and the new proposed approach seem comparable. The results from the inverse analysis undertaken on the large domain are illustrated graphically (showing the as-measured stress-strain curves with the inverse analysis stress-strain curves) in Fig. 13 . In this figure, the results for the LD specimen are shown. An additional consideration on the results summarised in Tables 5  and 6 is as follows. The errors generated from both the minimiser approach and the weighted approach tend to be higher for the strain hardening exponent compared with those associated with the yield strength. In other words, the inverse analysis approaches seem to better resolve the yield strength as a material parameter more than the strain hardening exponent, hence the lower values of errors linked to the yield strength. This is important to highlight as the morphology of a tensile stress-strain curve is particularly sensitive to the strain hardening exponent values and small changes in the strain hardening exponent can determine significant changes in the stress-strain curve. This suggests the importance of implementing an inverse analysis approach that is able to obtain the best possible and accurate prediction of the strain hardening exponent alongside with a reasonable estimate of the yield strength.
A sensitivity study was also undertaken to study how the stability and accuracy of the proposed new inverse analysis approach is influenced by the size of discretisation intervals used in the yield strength-strain hardening exponent domain. The number of subdivisions used in the small and large inverse analysis domains was arbitrarily changed. In particular, in the case of the small domain (250 MPa≤σ y ≤350 MPa and 0.1≤m≤0.2), the subdivisions for the yield strength and the strain hardening exponent were both halved, from 30 subdivisions to 15 subdivisions, resulting in 225 simulations. With respect to the larger domain (200 MPa≤σ y ≤600 MPa and 0.1≤m≤0.4), the number of subdivisions for the yield strength were kept the same (60), whilst the subdivisions for the strain hardening exponent were deliberately and sharply lowered from 60 to 13 (in order to obtain intervals of 0.025).
The inverse analysis results obtained for the two domains with modified discretised space are summarised in Tables 7 and 8 . Table 7 shows that coarsening the intervals between data points over the small domain causes a significant increase of the error values when using the conventional inverse analysis approach. On average, the approximate error was recorded to be 11% for the yield strength (against 9% in the case of the finer discretisation) and 18% for the strain hardening exponent (against 8% in the case the finer discretisation). In contrast, coarsening the domain discretisation did not determine a deterioration of the errors when using the convex sum of least squares weights. The error values were still within 3% for both the yield strength and the strain hardening exponent. Similarly, coarsening the discretisation of the strain hardening exponent range over the large domain produced a rise in the error values when using the conventional method: on average, the approximate error increased from 10% to 12% for the yield strength and from 14% to 20% for the strain hardening exponent. In contrast, it was interesting to notice that coarsening the domain discretisation led to a reduction of the relative errors when using the new weighted approach (down to 6% for the yield strength and to 5% for the strain hardening exponent), therefore achieving an improved accuracy of the inverse problem solution. The new method showed also to be more stable, achieving the same accuracy throughout the analyses of all set of specimens. Ultimately, the results summarised in Tables 5-8 show that the choice of the inverse analysis domain size can have an impact on the accuracy and the efficacy of the new proposed method. It was generally found that the new proposed method achieves excellent levels of accuracy compared to the conventional method over contained domains of yield strength and strain hardening exponent. Increasing the size of the inverse analysis domain can have a detrimental effect on the accuracy and robustness of the new weighted approach, however this issue can be potentially overcome by coarsening the discretised space of the inverse analysis domain. This can significantly improve the accuracy and stability of the weighted approach for larger inverse analysis domains, exceeding the performance offered instead by the conventional approach. In other words, the new weighted approach seems to work better when a coarse discretisation of the inverse analysis domain is used, ultimately providing computational benefits in terms of a lower number of simulations needed to achieve the inverse solution.
With respect to the problem of non-uniqueness of the solution, in the specific case of this investigation and despite using a single geometry of the conical indenter, the uniqueness of the solution is preserved by the high stiffness of the structural steel. This was already observed by other authors [6, 42] , who found that the uniqueness of the solution could be achieved if the material had a ratio E r /σ y greater than 225. Structural steels usually have E/σ y greater than 225 and this is also true for the S355 grade investigated in this study. Generally, the main concern with the non-uniqueness of the solution when using conical indenters is that different combinations of tensile parameters (e.g. σ y and m) can generate the same indentation load-depth curve, therefore causing challenges in the identification of a unique solution during the inverse analysis of indentation load-depth curves. The loading part of the load-depth curves determined via sharp indenters for material exhibiting elastic-plastic behaviours can be described by the Kick's law:
where C is the loading curvature coefficient, P is the indentation load and h is the indentation depth. If non-uniqueness of the solution occurred over the chosen domain range of yield strength and strain hardening exponent, this would mean that different combinations of σ y and m (even with considerably different values of σ y and m) would generate the same or very similar loading curves. As a result, the loading curvature coefficients (C) would also be very close, almost indistinct. Fig. 14 shows the values of the loading curvature coefficient (C) as function of yield strength and strain hardening exponent over the large inverse analysis domain range (200 MPa≤σ y ≤600 MPa and 0.1≤m≤0.4) considered in this specific study. The two forms of discretisation, finer and coarser, are both considered and represented in Fig. 14 . Both the curvature coefficient (C) and the yield strength (σ y ) were normalised by the Young's modulus value of the material investigated (E=240000 MPa), as it was previously done in other studies [6, 42] . Fig. 14 shows that the 'm′ curves are generally distinct and situations do not occur where significantly different combinations of σ y and m generate 'm′ curves that are either identical or cross each other. This suggests that combinations of yield strength and strain hardening exponent over the inverse analysis domain considered in this study are able to generate distinct values of the coefficient C, hence distinct load-depth curves, ultimately enabling the uniqueness of the solution. Pham et al. [42] showed that for lower values of E/σ y (E/σ y < 225) the 'm′ curves overlap one each other and become seamless, even for considerably different combinations of yield strengths and strain hardening exponent, eventually triggering the non-uniqueness as an issue during the inverse analysis process. However, as showed in Fig. 14, this is not the case for the investigation described in this paper. Another requirement met by this study in order to help the achievement of a unique solution is that related to the critical strain achievable within the material using Berkovich indenters [43] . Liu et al. [43] demonstrated that, for a given indenter geometry, a critical strain exists beyond which there is no unique solution from the reverse analysis of load-depth curves for the material plastic behaviour. The critical strain is a function of the sharp indenter angle and is independent on the material. Liu et al. [43] found that the critical strain was 0.20 (20%) for a sharp indenter with an angle of 70.3°. Beyond this critical value of the strain, the experimental load-depth curves obtained from this indenter geometry cannot be estimated uniquely, as any modification of the plastic behaviour cannot be effectively reflected on the indentation load-depth curve. During the course of this investigation, stress-strain curves were estimated within the 20% strain, hence the requirement of the critical strain linked to the geometry of the Berkovich indenter used for the assessment was met. Some authors [3, 6] also addressed the non-uniqueness issue of the inverse analysis of indentation by limiting the space of possible solutions to a lower and upper boundaries for the tensile parameters (σ y and m). In a certain sense, this approach was also applied during the course of this investigation. Finally, Tho et al. [24] demonstrated that only two independent quantities (in the specific case, σ y and m) can be obtained from the load-displacement curve of a single conical indenter.
In light of the information included in Fig. 14 , some of the reasoning behind the influence of the inverse analysis domain size and its discretisation on the accuracy of the proposed method can be more understandable. In effect, it can be observed that the combinations of σ y and m of the smaller domain considered in this study are located in the region of the plot (highlighted in green) where the 'm′ curves are clearly separate and distinct ( Fig. 14.a) . This certainly plays a major role in guaranteeing an accurate identification of the unique solution, hence the very small error magnitudes experienced, particularly in the case of the weighted approach. In a different way, the larger domain includes regions of the plot (lower values of E/σ y ) where the 'm′ curves tend to converge, ultimately getting closer one each other and determining a dense cloud of data points (Fig. 14.a) . As a result, the accuracy of the inverse analysis in reaching the sought solution by processing the data points within the dense cloud region is exposed to significant more challenges. This adds further perspectives on the expectation of lower errors associated with the inverse analysis solutions on the small Fig. 14 .b shows also the relationship between σ y , m and C when a coarser discretisation of the strain hardening exponent values was used. The implementation of a coarser discretisation determines the 'm′ curves to be more spread out, even at lower values of E/σ y , removing the noise caused by the dense cloud of data points present in the case of a finer discretisation of the domain. Coarser intervals in the strain hardening exponent range ultimately facilitate the screening effort to identify the unique solution during the inverse analysis process as far as the new weighted approach is concerned. On the other hand, applying larger intervals over the range of strain hardening exponents forces the errors generated by the conventional method (minimising the error with respect to the average load-depth response) to be higher, as this Fig. 15 . Hardness map of the EB weld cross section. Fig. 16 . Inverse analysis true stress-trues strain curves for the EB weld cross section.
method generate solutions at the nodes of the discretised space. In a different way, the weighted approach is based on an averaging weighted procedure of the least squares errors over the whole domain, hence the sought solution will not necessarily match the values of σ y and m at the nodes of the discretised space. This fundamental difference between the two approaches enables the new weighted approach to perform well even with a coarser discretisation of the inverse analysis domain, offering a further opportunity for a more computationally efficient procedure.
Cross-weld samples
The first stage of this work considered only the parent material response. To test and confirm the accuracy of the new method on a more challenging sample, the inverse analysis procedure was applied to a cross-weld specimen in order to determine the mechanical behaviour of the fusion zone, heat affected zone and surrounding parent material. The width of the fusion zone for the autogeneous EB weld was too small for conventional tensile specimens comprised of all weld metal to be extracted. This is an application where inverse indentation techniques offer a solution over existing methods.
A grid of indentations was performed on the cross-weld specimen. The hardness map in Fig. 15 shows the presence of local areas of the weld specimen, which exhibit different mechanical properties.
The hardness measurements from this map were condensed into three distinct sets: parent metal, HAZ and fusion zone (weld metal). The new inverse analysis procedure was then performed on each set of data to obtain three stress-strain curves, one for each region (see Fig. 16 ).
In order to validate the results, cross-weld tensile testing was performed. The measured stress-strain response from the cross-weld test reflects the mechanical properties of the parent metal, weld metal and HAZ. Consequently, it is not possible extract isolated responses. To validate the inverse analysis results, a finite element model of the crossweld sample was created and the material properties for the local areas in the weld identified by the inverse analysis procedure were input into the FE model (see Fig. 17 ).
The load-displacement response from the FE model was then used to calculate the nominal (engineering) stress-strain response. This global response, (including the effects of all material regions) was then compared to the experimental stress-strain curve from the cross-weld sample.
In Fig. 18 , the stress-strain curve from the FE model is shown and compared with the experimentally measured stress-strain curves for the cross weld sample. The FE model shows very good agreement, hence, validating the inverse analysis results.
The mechanical properties (σ y and m) in the parent metal have lower values than in the weld metal and the heat-affected zone. Mechanical properties within the heat-affected zone gradually increase from the parent metal to weld metal regions. A similar trend in the gradient of mechanical properties was observed by other authors in the characterisation of high strength steel welds [6, 44] . The variation of mechanical properties very much depends on the microstructure of the material due to the welding process (see Fig. 19 ).
In the specific case of the S355 EB weld, the weld metal has a typical martensitic microstructure. The heat-affected zone has a finer grained microstructure containing a mixture of ferrite and bainite near the parent material. The heat-affected zone gradually changes to a mar- tensitic coarser grained microstructure in the vicinity of the weld metal. The microstructural changes across the weld are reflected in the differences between the experimental load-depth curves for the parent material, the heat-affected zone and the weld metal (see Fig. 20 ). The load-depth data clearly show that the material in the heataffected zone and the weld zone has higher hardness than the parent metal.
Conclusions
An S355 steel, exhibiting an isotropic structure, has been studied using indentation and inverse analysis to determine its elastic-plastic constitutive behaviour. An isotropic bulk sample of S355 and a nonisotropic cross-section of electron beam weld of two S355 plates have been investigated. The indentation results from the bulk S355 sample has been modelled using two approaches:
(i) the conventional inverse analysis approach whereby a single loaddepth curve is compared with a series of iterative FE simulations. In this approach, the material parameters for which the FEA loaddepth curve is most similar (in the least squares sense) to the experimental curve are sought. (ii) A novel inverse analysis method which employs a convex sum of weights, where the weight is the reciprocal of the least squares error.
Experimental indentation load-depth curves were measured at different local regions of the weld, including the HAZ and weld zone.
The local tensile properties of the EB weld were estimated using the new weighted averaging inverse analysis approach.
The following conclusions can be drawn from the work:
• The new convex sum of the least squares weights inverse analysis approach applied on indentation data from the isotropic S355 steel showed an error within 3% of the experimental yield strength and strain hardening exponent results. This compares to an approximate 9% error in the yield strength and an 8% error in the strain hardening exponent using the conventional inverse analysis method. Hence, the new inverse analysis approach offers a significant improvement in accuracy in the inverse analysis prediction of the elastic-plastic behaviour of the material compared to the conventional method.
• The size of the inverse analysis domain (range of yield strength and strain hardening exponent) influences the accuracy of the new proposed inverse analysis approach. Performing the inverse analysis on a large domain can lead to higher errors associated with the inverse analysis solution. However, it was observed that coarsening the discretisation of the domain provided beneficial effects on the accuracy and stability of the new proposed method. As a result, the new convex sum of the least squares weights approach still offered a significant improvement compared to the conventional methodology in the case of a larger domain. The errors were on average within 6% (against 12% by using the conventional technique) for the yield strength and 5% for the strain hardening exponent (against 20% by using the conventional technique).
• The new convex sum of the least squares weights inverse analysis approach was applied to indentation data from different regions of an S355 steel weld and the data input into an FE model of the crossweld tensile test. The global (nominal) tensile properties of the EB weld were calculated from the FEA model and they matched the experimentally measured properties to within 5%, confirming the efficacy of the new inverse analysis approach.
• The new inverse analysis technique can be used to effectively evaluate tensile properties of metals, taking into account the inevitable heterogeneity of the indentation response for complex microstructures.
