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Intersetions of arithmeti Hirzebruh-Zagier yles
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h Terstiege
Introdution
In this paper we will establish a lose onnetion between the intersetion multipliity of three
arithmeti Hirzebruh-Zagier yles and the Fourier oeients of the derivative of a ertain
Siegel-Eisenstein series at its enter of symmetry. Our main result proves a onjeture of Kudla
and Rapoport.
Kudla has proposed a general program whih relates intersetion multipliities of speial
yles on (arithmeti models of) Shimura varieties to Fourier oeients (of derivatives) of
Eisenstein series, see his paper [Ku1℄, his ICM-talk [Ku2℄, his Bourbaki-talk [Ku3℄ and his
CDM-talk [Ku4℄. Besides the paper [Ku1℄, whih is based on the paper [GK℄ by Gross and
Keating, other examples of results in this diretion may be found in the papers [KR1℄ - [KR4℄
by Kudla and Rapoport, in the monograph [KRY℄ by Kudla, Rapoport and Yang, in [AR℄,
whih is mainly an exposition of [GK℄, in the papers [H1℄, [H2℄ and [H3℄ by Howard and in
other papers. The present paper ontributes to this program in a situation of degenerate inter-
setions.
We now desribe our results in detail.
We x a prime number p 6= 2. Arithmeti Hirzebruh-Zagier yles are dened in the paper
[KR2℄ by Kudla and Rapoport as yles over a ertain moduli sheme M of abelian shemes
over Z(p). The generi bre ofM is the anonial model over Q of a Hilbert-Blumenthal surfae.
Let us make this more preise. Let V be a quadrati spae over Q with signature (2, 2). Let
C(V ) be the orresponding Cliord algebra, and let C+(V ) be its even part. Then C+(V ) is
of the form B0 ⊗Q k, where B0 is an indenite quaternion algebra over Q, and k, the enter of
C+(V ), is a real quadrati extension of Q.
We suppose that there exists a self-dual Z(p)-lattie Λ ⊂ V (satisfying an additional tehnial
ondition, see setion 1), and we x suh a lattie. Then p is unramied in k. We assume that
p is inert in k, in partiular, k is a eld (see [KR2℄, setion 11 for the ase of a split prime).
Let OC be the Cliord algebra of Λ and let Ok be the ring of Z(p)-integers in k. Finally, we
onsider the algebrai group G over Q with
G(R) = {g ∈ (C+(V )⊗Q R)
×; ν(g) ∈ R×}
for any Q-algebra R. Here ν denotes the spinor norm. We denote by A the adeles of Q, by Af
the nite adeles of Q and by A
p
f the nite adeles of Q with trivial p-adi omponent. Further
(Sch
ln
/Z(p)) denotes the ategory of loally noetherian shemes over SpecZ(p).
If Kp ⊂ G(Apf ) is a suiently small ompat open subgroup, there is a moduli sheme M
whih represents the following funtor on (Sch
ln
/Z(p)). It assoiates to a loally noetherian Z(p)-
sheme S the set of isomorphism lasses of tuples (A,λ, ι, ηp), where A is an abelian sheme
over S up to prime to p isogeny, λ is a Z×(p)-lass of p-prinipal polarizations on A, further
ι : OC ⊗Ok −→ End(A) ⊗ Z(p) is a homomorphism (satisfying a ompatibility ondition with
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the Rosati involution indued by λ), and ηp is a Kp-level struture. See setion 1 for the preise
onditions. Then M is quasi-projetive and smooth of relative dimension 2 over SpecZ(p).
To dene arithmeti Hirzebruh-Zagier yles, we reall that a speial endomorphism of a
tuple (A,λ, ι) over S ∈ (Sch
ln
/Z(p)) (as above) is an element j ∈ End(A)⊗Z(p) suh that j = j
∗
for the Rosati involution and satisfying a ompatibility ondition with ι, see setion 1. If S is
onneted, then for any (A,λ, ι, ηp) over S as above the Z(p)-module of speial endomorphisms
of (A,λ, ι) beomes a quadrati Z(p)-module via the quadrati form Q given by j
2 = Q(j) · id.
Now let ω ⊂ V (Apf ) be ompat, open and stable under the K
p
-ation, and let t ∈ Q×.
We onsider the funtor on (Sch
ln
/Z(p)) whih assoiates to S ∈ (Schln /Z(p)) the set of iso-
morphism lasses of 5-tuples (A,λ, ι, ηp, j), where (A,λ, ι, ηp) is as before, and where j is a
speial endomorphism of (A,λ, ι) suh that j2 = t and satisfying a ompatibility ondition
with ηp and ω. Again, if Kp is suiently small, this funtor is representable by a sheme
Z(t, ω) whih maps by a nite and unramied morphism (forgetting j) to M. An arithmeti
Hirzebruh-Zagier yle or speial yle is a sheme of the form Z(t, ω).
We now x three speial yles Z1 = Z(t1, ω1), Z2 = Z(t2, ω2) and Z3 = Z(t3, ω3). Let
Z = Z1 ×M Z2 ×M Z3.
Loally, a speial yle is isomorphi to a (relative) divisor inM (or it is empty). This suggests
to interset three speial yles. If S ∈ (Sch
ln
/Z(p)) is onneted and ξ = (A,λ, ι, ηp, j1, j2, j3) ∈
Z(S), then following [KR2℄ we assoiate to ξ its fundamental matrix Tξ whose entry at (a, b) is
given by
1
2 (Q(ja + jb)−Q(ja)−Q(jb)). It is a symmetri 3× 3 matrix with entries in Q. The
map ξ 7→ Tξ is loally onstant, and hene we an write
Z =
∐
T
ZT ,
where ZT is the union of the onneted omponents of Z whih have fundamental matrix T .
We assume that Z is not empty, and we x T suh that ZT is not empty. Note that then all
entries of T lie in Z(p) and that the diagonal entries of T are t1, t2, t3. We dene the intersetion
multipliity
χT (Z1, Z2, Z3) = χ(ZT ,OZ1 ⊗
L OZ2 ⊗
L OZ3).
Here, ⊗L is the derived tensor produt of OM-modules and χ is the Euler-Poinaré harater-
isti.
If T is singular, then the generi bre of ZT might be nonempty. Hene we additionally
assume that T is nonsingular. Then ZT lies over the supersingular lous of M and its support
is proper over Fp so that χT (Z1, Z2, Z3) is nite. One of the main results of [KR2℄ states that
ZT is a disrete set of points if and only if T (as matrix over Z(p)) is not divisible by p and that
it is otherwise of dimension 1.
It is the aim of this paper to give an expliit expression for χT (Z1, Z2, Z3) and to express it
in terms of ertain Eisenstein series. The ase that ZT is a disrete set of points was treated in
[KR2℄, so we will fous on the ase of a degenerate intersetion, i.e., the ase that T is divisible
by p.
Let P ⊂ Sp6 be the Siegel paraboli subgroup. It is given as follows. P = MN, where
M =
{
m(a) =
(
a 0
0 ta−1
)
| a ∈ GL(3)
}
and
N =
{
n(b) =
(
1 b
0 1
)
| b ∈ Sym3
}
.
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Let K˜ = K˜∞K˜f =
∏
v K˜v, where
K˜v =

Sp6(Zl), if v = l <∞;{(
a b
−b a
)
| a+ ib ∈ U3(R))
}
, if v =∞.
Then we have the Iwasawa deomposition
Sp6(A) = P (A)K˜.
To ω = ω1 × ω2 × ω3 we will assoiate in setion 6 a setion Φ of the indued representation
I3(s, χV ) of Sp6(A) (see [Ku1℄). We onsider the following Eisenstein series on Sp6(A) (as in
[KR2℄, see also [RW℄)
E(g, s,Φ) =
∑
γ∈P (Q)\Sp6(Q)
Φ(γg, s).
There is a Fourier deomposition (see [Ku1℄)
E(g, s,Φ) =
∑
U∈Sym3(Q)
EU (g, s,Φ).
This yields a Fourier deomposition of its derivative
E
′
(g, s,Φ) =
∑
U∈Sym3(Q)
E
′
U (g, s,Φ).
Reall our xed nonsingular T suh that ZT is not empty. The main theorem of this paper is
the following.
Theorem 0.1 Let h ∈ Sp6(R) and suppose that ω1 × ω2 × ω3 is loally entrally symmetri.
There is the following relation between the derivative in s = 0 of the T -th Fourier oeient of
E(g, s,Φ) and the intersetion multipliity χT (Z1, Z2, Z3) :
E
′
T (h, 0,Φ) = −
1
2
log(p) · κ · χT (Z1, Z2, Z3) ·W
2
T (h),
where κ is some volume onstant given in setion 6.
To explain this notation, we write h = m(a)n(b)k ∈M(R)N(R)K˜∞ = Sp6(R). Let τ = b+i·a
ta.
Then the Whittaker funktion W 2T (h) (see [KR2℄, [Ku1℄) is of the form
W 2T (h) = c(a, k)e
2pii·tr(Tτ),
where c(a, k) is a onstant depending on a and k.
The theorem was proved in [KR2℄ in ase that ZT is a disrete set of points or, equivalently,
that T is not divisible by p.
We now sketh the further ontent of this paper and some of the tehniques used to prove
Theorem 0.1.
Sine our xed T is assumed to be nonsingular, ZT lies over the supersingular lous of the
speial bre of M ([KR2℄, Corollary 3.8). Let F = Fp be a xed algebrai losure of Fp, and
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let us x ξ ∈ Z(F) suh that T = Tξ. Let ξ = (A,λ, ι, ηp, j1, j2, j3) and let A(p
∞) be the
orresponding p-divisible group. It is equipped with an ation by OC ⊗ Ok ⊗ Zp ∼= M4(Zp2),
whih allows us to write A(p∞) = A4. Then A is a prinipally polarized supersingular formal p-
divisible group over F of height 4 and dimension 2 whih is equipped with a Zp2-ation satisfying
some ompatibility ondition, see setion 2.
Let W = W (F) be the ring of Witt vetors of F. For any W -sheme S we write S =
S ×SpecW SpecF. We onsider the following funtor M
HB
on the ategory Nilp of W -shemes
S suh that p is loally nilpotent inOS . It assoiates to a sheme S ∈ Nilp the set of isomorphism
lasses of pairs (X, ̺), onsisting of a prinipally polarized p-divisible group X over S whih is
equipped with an Zp2-ation and a quasi-isogeny of height zero ̺ : A×SpecF S → X ×S S, suh
that ertain ompatibility onditions are satised, see setion 2.
By Theorem 3.25 of [RZ℄, the funtorMHB is representable by a formal sheme over SpfW
whih we also denote byMHB . Let ̂MW /M
ss
W be the ompletion ofMW =M×SpecZ(p)SpecW
along its supersingular lous MssW .
Then
̂MW /MssW andM
HB
are losely onneted via the uniformization theorem (Theorem
6.23 of lo. it.), see (2.1).
The underlying redued subsheme of MHB is a union of projetive lines over F whih are
in bijetion with the verties of the building B := B(PGL2(Qp2)). Two suh projetive lines
P[Λ] and P[Λ′ ] interset in a point if and only if the verties [Λ] and [Λ
′
] are neighbours in the
building.
As in [KR2℄, we dene
V
′
= {j ∈ End(A)⊗Q; j = j∗ and ι(c⊗ a) ◦ j = j ◦ ι(c⊗ aσ)}.
It is a quadrati spae over Q of dimension 4. As above, the quadrati form is given by j2 =
Q(j) · id . We may regard V
′
as a Q-subspae of End0(A) = End(A)⊗Q. We will also dene a
quadrati Qp-spae V
′
p of speial endomorphisms of A whih ontains V
′
as a dense Q-subspae,
f. setion 2.
For any j ∈ V
′
(in fat also for j ∈ V
′
p ) we dene the formal speial yle Z(j) to be the
losed formal subsheme of MHB onsisting of all points (X, ̺) suh that ̺ ◦ j ◦ ̺−1 lifts to an
endomorphism of X.
Reall our xed three speial endomorphisms j1, j2, j3 assoiated to ξ. We dene the inter-
setion multipliity (Z(j1), Z(j2), Z(j3)) of the assoiated formal speial yles again to be the
Euler-Poinaré harateristi of the derived tensor produt of the struture sheaves of the Z(ji).
One shows (Proposition 2.2) that the global intersetion multipliity χT (Z1, Z2, Z3) is a multi-
ple of (Z(j1), Z(j2), Z(j3)) by an expliit integer. Thus in order to alulate χT (Z1, Z2, Z3), it
is enough to alulate (Z(j1), Z(j2), Z(j3)).
To this end we rst investigate the struture of formal speial yles. Let us for the moment
x j ∈ V
′
suh that j2 6= 0 and a := νp(j
2) ≥ 0, where νp is the p-adi valuation. First we show
that Z(j) is a relative divisor in MHB. We give a omplete desription of the speial bre of
Z(j). To state the result, we reall from [KR2℄ that j gives rise to a morphism β of the building
Then νp(β
2) = a−1. For [Λ] ∈ B denote by d[Λ] the distane of [Λ] to B
β
, the xed point lous
of β. Then Bβ is one single edge if a is even, and it is a subbuilding of the form B(PGL2(Qp))
if a is odd.
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Theorem 0.2 The speial bre Z(j)p of Z(j) is of the form
Z(j)p =
∑
[Λ]; d[Λ]≤
a−1
2
(1 + p+ ... + p
a−1
2
−d[Λ])P[Λ] + p
a/2 · s.
Here, s is a divisor in the speial bre of MHB whih is 6= 0 if and only if a is even. In
this ase s is redued and irreduible, and it meets the supersingular lous only in the unique
supersingular point of Z(j/pa/2).
This theorem is proved using the theory of displays of Zink ([Z1℄, [Z2℄).
We also assoiate to any formal speial yle Z(j) (suh that j2 ∈ Zp \ {0}) a divisor D(j),
the "dierene divisor", whose ideal is loally generated by the quotient of a generator of the
ideal of Z(j) and a generator of the ideal of Z(j/p). We show that D(j) is always a regular
formal sheme. The proof of this uses the fat that for j1 ∈ V
′
p suh that νp(j
2
1) = 1, the formal
speial yle Z(j1) is isomorphi to the formal model of the Drinfeld upper half plane (for Qp
and base hanged with SpfW ), and the fat that for j ⊥ j1 the struture of Z(j) ∩ Z(j1) is
known from [T℄. This "testing by the Drinfeld spae" is one of the basi tehniques in our paper.
The next step is to investigate the struture of intersetions of formal speial yles. First
we show the statements of the following
Theorem 0.3 1. Let j, j
′
∈ V
′
be linearly independent. Suppose further that for any x ∈
MHB(F) the equation in x (that is a generator of the ideal in OMHB,x) of at least one of
the orresponding two formal speial yles is not divisible by p. Then OZ(j) ⊗
L OZ(j′) is
represented in the derived ategory by OZ(j) ⊗OZ(j′).
2. The derived tensor produt OZ(j1) ⊗
L OZ(j2) ⊗
L OZ(j3) depends only on the Z(p)-span j of
j1, j2, j3 in V
′
.
3. If T (as matrix over Z(p)) is not divisible by p, then OZ(j1)⊗
LOZ(j2)⊗
LOZ(j3) is represented
in the derived ategory by OZ(j1) ⊗OZ(j2) ⊗OZ(j3).
4. Suppose that at least one of νp(j
2
1), νp(j
2
2), νp(j
2
3) is odd. Then
(Z(j1), Z(j2), Z(j3)) =
∑
l,m,n
(D(j1/p
l),D(j2/p
m),D(j3/p
n)),
where the sum is taken over all possible triples (l,m, n) (i.e. setting ai = νp(j
2
i ), we have
l ≤ [a1/2], m ≤ [a2/2], n ≤ [a3/2], where [ ] denotes Gauss brakets).
Point 1 is the key observation for the proof of point 2. Sine p 6= 2, point 2 allows us
to assume that j1, j2, j3 are pairwise perpendiular to eah other, i.e., T is a diagonal matrix
T = diag(ε1p
a1 , ε2p
a2 , ε3p
a3), where εi ∈ Z
×
(p) for all i and a1 ≤ a2 ≤ a3. In this ase the
assumption of point 4 is fullled, whih allows us by indution to restrit ourselves to the
alulation of the intersetion multipliity (D(j1),D(j2),D(j3)). Point 3 shows that (if T is
not divisible by p,) the length (over Z(p)) of the loal ring of a point in ZT resp. the length
of the artinian W -sheme Z(j1) ∩ Z(j2) ∩ Z(j3) is the same as the intersetion multipliity
(Z(j1), Z(j2), Z(j3)) in our sense (reall that in the situation of point 3, ZT is a disrete set of
points and the length of its loal rings is alulated in [KR2℄).
Given two perpendiular speial endomorphisms y1, y2 ∈ V
′
, we investigate the multipliities
of the several projetive lines P[Λ] in the intersetions D(j1)∩D(j2) as a divisor in (say) D(j1)
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(Propositions 4.6, 4.7). Further we investigate (the existene of) horizontal omponents of
D(j1)∩D(j2), that is of omponents whih do not have support in the speial bre (Propositions
4.10, 4.11). Using this we alulate the intersetion multipliity (D(j1),D(j2),D(j3)) (resp. in
some ases (D(j1), Z(j2),D(j3))). By indution, this leads to the following
Theorem 0.4 Suppose that T is GL3(Z(p))-equivalent to diag(ε1p
a1 , ε2p
a2 , ε3p
a3), where εi ∈
Z×(p) for all i and a1 ≤ a2 ≤ a3. Then there is the following expliit expression for the intersetion
multipliity (Z(j1), Z(j2), Z(j3)).
(Z(j1), Z(j2), Z(j3)) =−
a1∑
i=0
a1+a2−σ
2
−i∑
j=0
pi+j(−1)i(i+ 2j)
− η
a1∑
i=0
a1+a2−σ
2
−i∑
j=0
p
a1+a2−σ
2
−j(−1)a3+σ+i(a3 + σ + i+ 2j)
− ξ˜2p
a1+a2−σ
2
+1
a1∑
i=0
a3−a2+2σ−4∑
j=0
ξ˜j(−1)a2−σ+i+j(a2 − σ + 2 + i+ j).
See setion 5 for the denition of the invariants η ∈ {±1}, σ ∈ {1, 2} and ξ˜ ∈ {±1, 0} of T . As
mentioned before, this theorem is proved by indution on a1 + a2 + a3. The indution start is
given by the treatment of the ases a1 = 0 in [KR2℄ (together with point 3 of Theorem 0.3) and
a1 = 1 in [T℄.
We may express (Z(j1), Z(j2), Z(j3)) in terms of some representation densities. To state
the result, reall that for S ∈ Symm(Zp) and U ∈ Symn(Zp) with det(S) 6= 0 and det(U) 6= 0,
the representation density is dened as
αp(S,U) = lim
t→∞
p−tn(2m−n−1)/2 | {x ∈Mm,n(Z/p
tZ); S[x]− U ∈ ptSymn(Zp)} | .
Theorem 0.5 Let S = diag(1,−1, 1,−∆), where ∆ ∈ Z×p is not a square. There is the following
relation between intersetion multipliities and representation densities:
(Z(j1), Z(j2), Z(j3)) = −
p4
(p2 + 1)(p2 − 1)
α
′
p(S, T ).
(See setion 6 for an explanation of the derivative α
′
p(S, T ).) This theorem was proved before
in ase a1 = 0 in [KR2℄ and in ase a1 = 1 in [T℄. Using this theorem and the onnetion of
E
′
T (h, 0,Φ) and α
′
p(S, T ) (see the proof of Theorem 6.2), Theorem 0.1 follows.
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1 Arithmeti Hirzebruh-Zagier yles
In this setion we review the notion of arithmeti Hirzebruh-Zagier yles and introdue the
intersetion problem we want to onsider. We losely follow the paper [KR2℄ by Kudla and
Rapoport to whih we refer for more details.
Let V be a vetor spae over Q of dimension 4 whih is equipped with a quadrati form q
suh that the signature of V with respet to q is (2, 2). Denote by C+(V ) the even part of the
Cliord algebra C(V ). Let β be the main involution of C(V ). Denote the enter of C+(V ) by
k. It is a real quadrati extension of Q. We onsider the algebrai group G over Q with
G(R) = {g ∈ (C+(V )⊗Q R)
×; ν(g) = g · gβ ∈ R×}
for any Q-algebra R. Let K be a ompat open subgroup of G(Af ). One assoiates to G and
K a Shimura variety Sh(G,D)K with C-valued points
Sh(G,D)K(C) = G(Q) \ [D ×G(Af )/K],
where D is the spae of oriented negative 2-planes in V (R). If K is suiently small, then there
is a anonial model MK over Q of Sh(G,D)K whih represents a moduli funtor over Q whose
points onsist of polarized abelian shemes with endomorphism struture and K-level struture.
See [KR2℄ for the preise statement and more details.
Now let p 6= 2 be a prime number. We are interested in a model of MK over Z(p).
Let v ∈ V suh that q(v) > 0. Then C+(V ) an be written in the form B0 ⊗Q k, where B0
is the xed algebra of Ad(v) in C+(V ). Further B0 is an indenite quaternion algebra over Q.
We x an element τ ∈ B×0 suh that τ
β = −τ and τ2 < 0. Then
x 7→ x∗ = τxβτ−1 (1.1)
is a positive involution of C(V ). We assume that there exists a self-dual Z(p)-lattie Λ ⊂ V (Q).
Then p is unramied in k. We further assume that Λ = τΛτ−1, and we x suh a lattie Λ.
Denote by OC the Cliord algebra of Λ, and denote by Ok the ring of Z(p)-integers in k. Then
OC is invariant under ∗. We assume that p is inert in k, in partiular k is a eld. We denote
by U the underlying Q-vetor spae of C(V ). It is equipped with a nondegenerate alternating
form given by 〈x, y〉 = tr0(yβτx), where tr0 denotes the redued trae on C(V ). Further U
inherits an ation i by C(V )⊗Q k via i(c⊗ a)x = cxa. Finally we x a ompat open subgroup
Kp ⊂ G(Apf ).
We onsider the moduli problem over Z(p) whih assoiates to a loally noetherian sheme
S over Z(p) the set of isomorphism lasses of 4-tuples (A,λ, ι, ηp), where
(1) A is an abelian sheme over S, up to prime to p isogeny,
(2) λ : A−→Aˆ is a Z×(p)-lass of p-prinipal polarizations on A,
(3) ι : OC ⊗Ok −→ End(A)⊗ Z(p) is a homomorphism satisfying
ι(c⊗ a)∗ = ι(c∗ ⊗ a)
for the Rosati involution with respet to λ on End0(A) resp. the involution ∗ on C(V )
introdued above,
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(4) ηp is a Kp-equivalene lass of OC ⊗Ok-equivariant isomorphisms∏
l 6=p
Tl(A)
⊗Q ∼−→ U(Apf ).
We require that the elements of ηp preserve the sympleti forms on
(∏
l 6=p Tl(A)
)
⊗ Q
(oming from λ), resp. on U(Apf ) up to a salar in (A
p
f )
×
.
We further require that the ation of ι(c⊗ a) on Lie(A) satises the determinant ondition, see
[KR2℄ resp. [Ko℄. This implies in partiular that the relative dimension of A over S is 8.
If Kp is suiently small, this moduli problem is represented by a quasi-projetive sheme
M over SpecZ(p) whih is smooth of relative dimension 2 over SpecZ(p). If furtherK = Kp ·K
p
,
where Kp ⊂ G(Qp) is the stabilizer of Λ⊗ Zp, then
MK ∼=M×SpecZ(p) SpecQ.
From now on, we suppose that K has this form.
Denition 1.1 Let (A,λ, ι) (over a loally noetherian Z(p)-sheme S) as above. A speial
endomorphism of (A,λ, ι) is an element j ∈ End(A) ⊗ Z(p) suh that j = j
∗
for the Rosati
involution and ι(c⊗ a) ◦ j = j ◦ ι(c⊗ aσ) for all c ∈ OC and a ∈ Ok. (Here < σ >= Gal(k/Q)).
Suppose S ∈ (Sch
ln
/Z(p)) (the ategory of loally noetherian shemes over SpecZ(p)) is on-
neted. Then for any (A,λ, ι, ηp) over S as above the Z(p)-module of speial endomorphisms of
(A,λ, ι) beomes a quadrati Z(p)-module via the quadrati form Q given by j
2 = Q(j) · id.
Now we ome to the notion of speial yles or arithmeti Hirzebruh-Zagier yles. Let
ω ⊂ V (Apf ) be ompat, open and stable under the K
p
-ation, and let t ∈ Q×. We onsider
the funtor on (Sch
ln
/Z(p)) whih assoiates to S ∈ (Schln /Z(p)) the set of isomorphism lasses
of 5-tuples (A,λ, ι, ηp, j), where (A,λ, ι, ηp) is as before and j is a speial endomorphism of
(A,λ, ι) suh that
1. Q(j) = t
2. For η ∈ ηp we have ηjη−1 ∈ ω.
The seond ondition means that for any (equivalent: for one) η ∈ ηp the endomorphism ηjη−1
of U(Apf ) is given by right multipliation by an element of ω. Again, if K
p
is small enough
(whih we always assume), this funtor is representable by a sheme Z(t, ω) whih maps by a
nite and unramied morphism (forgetting j) to M.
Denition 1.2 A speial yle or arithmeti Hirzebruh-Zagier yle over M is a sheme of
the form Z(t, ω) as desribed above.
We now x three speial yles Z1 = Z(t1, ω1), Z2 = Z(t2, ω2) and Z3 = Z(t3, ω3). Let
Z = Z1 ×M Z2 ×M Z3.
If S ∈ (Sch
ln
/Z(p)) is onneted and ξ = (A,λ, ι, ηp, j1, j2, j3) ∈ Z(S), then we assoiate to
ξ its fundamental matrix Tξ. By denition, its entry at (a, b) is given by
1
2(Q(ja+ jb)−Q(ja)−
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Q(jb)). Thus it is a symmetri 3× 3 matrix with entries in Q. Sine the map ξ 7→ Tξ is loally
onstant, we an write
Z =
∐
T
ZT ,
where ZT is the union of the onneted omponents of Z whih have fundamental matrix T .
We assume that Z is not empty, and we x T suh that ZT is not empty. Note that then all
entries of T lie in Z(p). We dene the intersetion multipliity
χT (Z1, Z2, Z3) = χ(ZT ,OZ1 ⊗
L OZ2 ⊗
L OZ3)
Here, ⊗L is the derived tensor produt ofOM-modules and χ is the Euler-Poinaré harateristi
(dened analogous to [KR1℄, setion 4: Reall that this means the following. Let π : M →
SpecZ(p). Then for a sheaf of modules F on M one denes χ(F) =
∑
i(−1)
i lgZ(p)(R
iπ∗F).
This is nite if F is oherent and has support in the speial bre Mp of M and this support
is proper over Fp. Further, χ is additive in short exat sequenes. For a (bounded) omplex of
sheaves of modules F• on M one denes χ(F•) =
∑
i(−1)
iχ(F i).) The rst argument ZT of χ
indiates that we only onsider the value of χ whih omes from the part of OZ1⊗
LOZ2⊗
LOZ3
whih has support in ZT .
If T is singular, then the generi bre of ZT might be nonempty. Hene we additionally
assume that our xed T is nonsingular. Then (as follows from [KR2℄, Propossition 3.8 and
setions 5 and 8), the support of ZT lies in the supersingular lous of M and is proper over
Fp. Using this one sees that then χT (Z1, Z2, Z3) is nite. It is the aim of this paper to give an
expliit expression for χT (Z1, Z2, Z3) in terms of ertain Eisenstein series.
2 Formal speial yles and the loal intersetion problem
In this setion the intersetion problem is reformulated in terms of an intersetion problem
of formal speial yles on a formal moduli spae of p-divisible groups. We will solve our
intersetion problem in the subsequent setions in this reformulation.
Sine our xed T is assumed to be nonsingular, ZT lies over the supersingular lous of the
speial bre of M ([KR2℄, Corollary 3.8). Let F = Fp be a xed algebrai losure of Fp, and let
us x ξ ∈ Z(F) suh that T = Tξ. We write ξ = (A,λ, ι, ηp, j1, j2, j3). As in [KR2℄, we dene
V
′
= {j ∈ End0(A); j = j∗ and ι(c⊗ a) ◦ j = j ◦ ι(c⊗ aσ) ∀ c⊗ a ∈ OC ⊗Ok}.
Note that V
′
depends only on the isogeny lass of (A,λ, ι). Further, as shown in [KR2℄, its
dimension as Q-vetor spae is 4, and it is equipped with the quadrati form Q given by
j2 = Q(j) · id.
Let A(p∞) be the p-divisible group orresponding to A. It is equipped with an ation by
OC ⊗ Ok ⊗ Zp ∼= M4(Zp2) whih allows us to write A(p
∞) = A4. Then A is a supersingular
formal p-divisible group over F of height 4 and dimension 2 whih is equipped with an ation
ι : Zp2 → End(A),
suh that A is speial with respet to ι (see below for a denition of the term speial). Further
A is equipped with a prinipal polarization
λ : A
∼
−→ Aˆ,
suh that for the Rosati involution ι(a)∗ = ι(a) for all a ∈ Zp2 .
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Let W = W (F) be the ring of Witt vetors of F and denote its Frobenius also by σ. For any
W -sheme S we write S = S ×SpecW SpecF. We onsider the following funtor M
HB
on the
ategory Nilp of W -shemes S suh that p is loally nilpotent in OS . It assoiates to a sheme
S ∈ Nilp the set of isomorphism lasses of the following data.
(1) A p-divisible group X over S, with an ation
ι : Zp2 → End(X),
suh that X is speial with respet to this Zp2-ation.
(2) A quasi-isogeny of height zero
̺ : A×SpecF S → X ×S S,
whih ommutes with the ation of Zp2 suh that the following ondition holds. Let λS :
AS → AˆS be the map indued by λ. Then we require the existene of an isomorphism
λ˜ : X → Xˆ suh that for the indued map λ˜S : XS → XˆS we have the relation λS = ˆ̺◦λ˜S◦̺.
Here, a p-divisible group X over S with Zp2-ation is said to be speial if the indued Zp2⊗OS-
module LieX is, loally on S, free of rank 1.
Let M• be the same funtor on Nilp as MHB but without the ondition on the height of
the quasi-isogeny, and suh that the relation λS = ˆ̺ ◦ λ˜S ◦ ̺ is required to hold only up to a
onstant in Q×p . Then by Theorem 3.25 of [RZ℄, the funtor M
•
is representable by a formal
sheme whih we also denote byM•. From this it follows that MHB also also representable by
a formal sheme whih we also denote byMHB , andM• =MHB×Z. The formal shemesM•
and MHB are formally loally of nite type over SpfW and are formally smooth over SpfW .
Denote by
̂MW/M
ss
W the ompletion ofMW =M×SpecZ(p) SpecW along its supersingular
lousMssW . Then by Theorem 6.23 of lo. it., we have (using that our K
p
is suiently small)
an isomorphism of formal shemes over SpfW
̂MW/MssW
∼= G
′
(Q) \ (MHB × Z×G(Apf )/K
p), (2.1)
where G
′
is the inner form of G desribed in [KR2℄, setion 4, i.e., G
′
is dened as G for
B = C+(V ) = B0 ⊗Q k, but for the quaternion algebra B
′
over k whih is ramied at the two
arhimedean primes and is isomorphi to B at all nite primes. Then G
′
(Q) an be identied
with the group of quasi-isogenies of the abelian variety A, whih respet ι and (up to salar)
λ. Further g ∈ G
′
(Q) ats on M• (and therefore on MHB ×Z) by sending (X, ̺) to (X, ̺g−1).
See [RZ℄ for more details.
Denote the isorystal of A by N . It is equipped with σ- resp. σ−1-linear operators F and V
suh that FV = V F = p. From the polarization λ we get a perfet sympleti form 〈, 〉 on the
Dieudonné module of A and hene also on N . As in [KR2℄, setion 5, we dene in this ontext
the spae of speial endomorphisms of A
V
′
p = {j ∈ End(N,F ); jι(a) = ι(a
σ)j ∀a ∈ Zp2 and j
∗ = j},
where ∗ denotes the adjoint with respet to the alternating form 〈, 〉. We may and will regard V
′
as the Q-subspae of V
′
p onsisting of the speial endomorphisms whih ome from the abelian
variety A. Then V
′
is dense in V
′
p . As shown in lo. it., V
′
p is a 4-dimensional vetor spae
over Qp with a quadrati form, whih we also denote by Q and whih is again given by
j2 = Q(j) · id .
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Instead of Q(j) we will also write j2. Note that V
′
is positive denite ([KR2℄, Proposition 3.5),
that V
′
(Qp) ∼= V
′
p and that V
′
(Apf )
∼= V (A
p
f ) via some (xed) η ∈ η
p
(where ηp belongs to ξ).
We will always identify V
′
(Apf ) and V (A
p
f ). In partiular we may regard V
′
as being ontained
in V (Apf ).
Given speial endomorphisms y1, ..., yn ∈ V
′
p , we again dene their fundamental matrix to
be the symmetri n×n-matrix whose entry at (a, b) is given by 12(Q(ya+ yb)−Q(ya)−Q(yb)).
Denition 2.1 Let j ∈ V
′
p and regard it as an element of End
0(A). Then the formal speial
yle Z(j) assoiated to j is the losed formal subsheme ofMHB onsisting of all points (X, ̺)
suh that ̺ ◦ j ◦ ̺−1 lifts to an endomorphism of X.
The fat that Z(j) is a losed formal subsheme of MHB follows from [RZ℄, Proposition 2.9.
Our next aim is a desription of the underlying redued sheme MHB
red
of MHB . Let X
be the set ofW -latties L in the isorystal N suh that for the dual lattie L⊥ we have L⊥ = cL
(with respet to 〈, 〉) for some onstant c, and whih are stable under F , under V and under
the Zp2-ation. The latter gives a grading L = L0⊕L1 ⊂ N = N0⊕N1 (see also [KR2℄, setion
4). We all the index i ∈ Z/2 ritial for L if F 2Li = pLi. By [KR2℄, Lemma 4.2, for eah
suh lattie at least one index is ritial. We all L superspeial if both indies are ritial. We
may assume that ξ is superspeial, whih is means that the orresponding Dieudonné module
M ⊂ N of A is superspeial. (It follows for example from [KR2℄, Lemma 8.12 or from the
beginning of the next setion that there is always a superspeial point in ZT .)
The F-valued points ofMHB orrespond to those latties in X whih have the same volume
as M (by the ondition that the quasi-isogenies have height 0). We denote the set of suh
latties by XHB .
Let now η0i = M
p−1F 2
i for i ∈ Z/2. If L ∈ X
HB
has ritial index 0, then let ηL0 = L
p−1F 2
0 .
It has the same volume as η00 . We assign to L the point on the projetive line P(L0/pL0) =
P(ηL0 ⊗Zp2 F) orresponding to the line FL1/pL0 ⊂ L0/pL0 = η
L
0 ⊗Zp2 F.
If L ∈ XHB has ritial index 1, then let ηL1 = L
p−1F 2
1 . It has the same volume as η
0
1 .
We assign to L the point on P(L1/pL1) = P(η
L
1 ⊗Zp2 F) orresponding to the line FL0/pL1 ⊂
L1/pL1 = η
L
1 ⊗Zp2 F. If e1, e2 is a basis of η
0
0, then Fη
L
1 has the same volume as the Zp2-lattie
in η00 ⊗Zp Qp spanned by e1, pe2.
In both ases, any point on P(Li/pLi) is reovered by some lattie in X
HB
, see also [KR2℄,
Lemma 4.3. If we identify η00 ⊗Zp Qp with Q
2
p2 , we see that the projetive lines ouring in the
above onstrution for the latties in XHB are in bijetion with the verties of the building
B := B(PGL2(Qp2)).
For eah superspeial lattie we get two points, eah lying on a dierent projetive line.
If we glue for any superspeial lattie the orresponding two projetive lines along these (Fp2-
rational) points, then we see that (at least on the level of F-valued points) MHB
red
is a union
of projetive lines dual to B: For eah vertex [Λ] ∈ B we have a projetive line P[Λ] (of the
form P(ηL1 ⊗Zp2 F) or P(η
L
0 ⊗Zp2 F) for a suitable L as above) over F and with a Fp2-rational
struture. Further for eah edge, the projetive lines orresponding to the verties of the edge
interset in a Fp2-rational point. All Fp2-rational points are suh intersetion points and these
orrespond preisely to the superspeial points (omp. [KR2℄, Lemma 4.3).
To see that this desription is also true on the level of shemes, we show that the F-valued
points on eah projetive line are in fat the F-valued points of a losed subsheme of MHB
red
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whih equals the projetive line as a sheme. To this end one hooses three pairwise per-
pendiular speial endomorphisms y1, y2, y3 ∈ V
′
p suh that y
2
1 = p and suh that the sheme
(Z(y1) ∩ Z(y2) ∩ Z(y3))
red
is (at least on the level of points) preisely the projetive line. (It
is easy to see that suh y1, y2, y3 exist using the desription of V
′
given in the beginning of the
next setion and Lemma 5.2 or using [KR2℄, Lemma 8.12.) By the identiation of Z(y1) and
the Drinfeld upper half plane (whose underlying redued subsheme is known to be a union of
projetive lines) given in [T℄, setion 4, it follows that this equality also holds on the level of
shemes. (See also [KR2℄, (4.10).)
We now ome bak to our intersetion problem. Let S1, S2, S3 be losed subshemes of
MHB . Then we dene the (possibly innite) intersetion multipliity
(S1, S2, S3) := χ(M
HB ,OS1 ⊗
L OS2 ⊗
L OS3),
Here, ⊗L is the derived tensor produt of OMHB -modules and χ is the Euler-Poinaré har-
ateristi. Again, this is nite if S1 ∩ S2 ∩ S3 has support in the supersingular lous and this
support is proper over F.
Reall our xed ξ ∈ ZT (F). Writing again ξ = (A,λ, ι, η, j1 , j2, j3), the speial endomor-
phisms j1, j2, j3 indue speial endomorphisms of A whih we also all j1, j2, j3.
Our next aim is to express the intersetion multipliity χT (Z1, Z2, Z3) in terms of the inter-
setion multipliity (Z(j1), Z(j2), Z(j3)), the alulation of whih we will all the loal interse-
tion problem. Denote by Z
′
the enter of G
′
and denote by Z
′
(Q)0 the set of elements z ∈ Z
′
(Q)
suh that νp(det(z)) = 0 (where νp denotes the p-adi valuation). Let x = (j1, j2, j3) ∈ V
′3
.
Further let
I(x, ω1 × ω2 × ω3) = {gK
p ∈ G(Apf )/K
p ; g−1xg ∈ ω1 × ω2 × ω3}.
Proposition 2.2 The intersetion multipliity χT (Z1, Z2, Z3) an be expressed in the following
way,
χT (Z1, Z2, Z3) = 2 · (Z(j1), Z(j2), Z(j3))· | Z
′
(Q)0 \ I(x, ω1 × ω2 × ω3) | .
The proof is analogous to the proof of the orresponding Theorem 8.5 in [KR1℄. As in lo.
it., it is based on the following inindene relations.
Let Z
′
= Z(t
′
, ω
′
) be a speial yle. For a speial endomorphism j ∈ V
′
p dene the losed
subsheme Z•(j) of M• by the obvious analogon to Z(j). Further denote by V
′
t
′ the set of
elements j in V
′
with j2 = t
′
. Denote by Ẑ
′
W the module over
̂MW /M
ss
W obtained from Z
′
by
ompleting Z
′
×SpecZ(p) SpecW along M
ss
W . Then the uniformization morphism (2.1) indues
an inlusion
Ẑ
′
W →֒ G
′
(Q) \ (V
′
t′
×M• ×G(Apf )/K
p),
and a point (j, (X, ̺), gKp) lies in the image if and only if g−1jg ∈ ω
′
and (X, ̺) ∈ Z•(j). For
several speial yles Z
′
i we get an analogous desription for the bre produt of the Ẑ
′
iW . See
the disussion in [KR1℄, setion 8 for more details.
The proposition shows that it is enough to handle the loal intersetion problem and this
is what we will do in the subsequent setions.
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3 On the struture of formal speial yles
Our rst objet of study in this setion is the underlying redued subsheme of a formal speial
yle. Here the results follow from [KR2℄, setions 5 and 8. We denote by νp the p-adi
valuation.
Let j ∈ V
′
p suh that j
2 6= 0 and νp(j
2) ≥ 0. Let Y = Np
−1F 2
0 . Then β := F
−1j | Y
is an σ-linear endomorphism and indues an endomorphism of B. If νp(j
2) = 0, then the
underlying redued subsheme of Z(j) is a single superspeial point. It is the superspeial point
orresponding the unique edge B
β
in B whih is xed by β. If νp(j
2) ≥ 1, then the underlying
redued subsheme of Z(j) is a onneted union of projetive lines. The orresponding lous in
the building is given by the set
T (β) = {x ∈ B ; dist(x,Bβ) ≤
1
2
νp(det β)}.
Here, B
β
is the xed point set of β in B, and dist denotes the distane in the building. The
xed point set B
β
is the midpoint of an edge if νp(j
2) is even and it is a subbuilding of the
form B(PGL2(Qp)) if νp(j
2) is odd. See [KR2℄, setions 5 and 8 for more details.
Denition 3.1 For a speial endomorphism j ∈ V
′
p suh that j
2 6= 0 denote by Core(j) the
set of superspeial points inMHB suh that the orresponding midpoints of edges in B belong
to B
β
, where β := F−1j | Y .
In the sequel, we say that a speial endomorphism j ∈ V
′
p is even, resp. odd, if νp(j
2) is even
resp. odd. Thus, if j is even, then Core(j) onsists of a single superspeial point. If j is odd,
then Core(j) is an innite set.
Proposition 3.2 Let j ∈ V
′
p suh that j
2 6= 0 and νp(j
2) ≥ 0. Then Z(j) is a relative divisor
over SpfW .
Proof. The fat that Z(j) is a divisor is proved in [T℄, Proposition 4.5. The fat that the loal
equation of Z(j) is nowhere divisible by p follows from [KR3℄ Lemma 3.6 and the fat that not
the whole supersingular lous of MHB (whih is onneted) belongs to Z(j) (see above). 
Let L ∈ XHB be a superspeial lattie. The spaeNL ⊂ V
′
p of speial endomorphisms, whih
map L into itself is a quadrati Zp-modul. (It is the set of all speial endomorphisms j ∈ V
′
p
suh that the p-divisible group orresponding to L belongs to Z(j).) We write L = L0 ⊕ L1,
and then (by the ompatibility ondition with ι) for y ∈ NL we an write
y =
(
y1
y0
)
; yi ∈ Hom(Li, Li+1)
A standard basis of L is a basis e1, e2, e3, e4 of L suh that e1, e2 is a basis of L0 and suh that
e3 = Fe1 and e4 = p
−1Fe2 and suh that for the sympleti form oming from the prinipal
polarization we have 〈e1, e2〉 = 1. After hoosing a standard basis of L (see [KR2℄, Lemma 5.1
for the existene of a standard basis) we have by [KR2℄, Corollary 5.2
NL ∼= {x =
(
a b
c paσ
)
; a, b, c ∈ Zp2 , b
σ = −b, cσ = −c},
and the quadrati form is given by
Q(x) = paaσ − bc.
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In this isomorphism, x is the matrix of y0 in the standard basis. We write Zp2 = Zp[δ]/(δ
2−∆),
where ∆ ∈ Z×p is not a square in Zp.
A Zp-basis of NL is given by
s1 =
(
−δ
δ−1
)
, s2 =
(
δ
δ−1
)
, s3 =
(
1
p
)
, s4 =
(
δ
−δp
)
.
The matrix of the bilinear form indued by Q with respet to this basis is:
S
′
= diag(1,−1, p,−∆p).
Lemma 3.3 Let y1, y2 ∈ V
′
p suh that y
2
1, y
2
2 6= 0 and let x ∈ (Z(y1) ∩ Z(y2))(F). Then there
exists a speial endomorphism y ∈ V
′
p suh that y ⊥ y1, y2 and suh that νp(y
2) = 1 and
x ∈ Z(y)(F).
Proof. We may assume that y1 and y2 are linearly independent.
Suppose that x ∈ P[Λ]. Let z ∈ P[Λ] be superspeial suh that z /∈ Core(y1)∩Core(y2). It is
enough to nd y ∈ V
′
p suh that νp(y
2) = 1 and y ⊥ y1, y2 and suh that P[Λ] ⊂ Z(y). We on-
sider the basis s1, ..., s4 desribed above for the quadrati Zp-module of speial endomorphisms
in V
′
p whih are endomorphisms of the p-divisible group belonging to z. Write y1 =
∑
aisi and
y2 =
∑
bisi, where ai, bi ∈ Qp. If a4 = b4 = 0, then we an hoose y = s4. Hene we may
assume that a4 6= 0. Let y˜2 = y2 − (b4/a4)y1 =
∑
cisi. Then y˜2 6= 0 and c4 = 0. We onsider
the speial endomorphisms
r1 = a4c3 · s2 +
1
p
a4c2 · s3 +
−1
∆p
(a2c3 − a3c2) · s4
and
r2 = −a4c3 · s1 +
1
p
a4c1 · s3 +
−1
∆p
(a1c3 − a3c1) · s4.
One heks that r1 and r2 are both perpendiular to y1 and to y˜2 and hene also to y2.
Suppose that the oeients of s3 and s4 in r1 and in r2 do simultaneously vanish. Sine
a4 6= 0 it follows that c1 = c2 = 0. Hene c3 6= 0 and hene a1 = a2 = 0. Hene one of the
speial endomorphisms (p+1)s1 + s2 and (p− 1)s1 + s2 fullls the requirements of y (for both
we have νp(y
2) = 1 and y ⊥ y1, y2, and P[Λ] belongs to the formal speial yle of one of them).
Suppose now that we have hosen i suh that the oeients of s3 and s4 in ri do not
both vanish. We hoose the integer m minimal suh that y = pmri lies in the Zp-span of
s1, ..., s4. Then p
ma4c3 ≡ 0 mod p sine otherwise y
2 ∈ Z×p , hene {z} = Core(y), hene
z ∈ Core(y1) ∩Core(y2) whih ontradits our assumption on z. Hene the oeient of s3 or
of s4 in y is a unit and hene νp(y
2) = 1 and y fullls all requirements above. (Note that both
projetive lines passing through z belong to Z(y) (see also Lemma 5.2 below), in partiular
P[Λ] ⊂ Z(y).) 
For j ∈ V
′
p as in Proposition 3.2 we dene D(j) = Z(j) − Z(j/p). This is meant in the
following sense. If Z(j) is (loally) given by the equation f = 0 and Z(j/p) is (also loally)
given by g = 0, then D(j) is the relative eetive divisor loally given by f · g−1 = 0. Further,
if νp(j
2) = 0 or = 1, then D(j) = Z(j).
Lemma 3.4 Let y, y1 ∈ V
′
p suh that y1 ⊥ y and y
2 ∈ Zp \ {0} and νp(y
2
1) = 1. Let y
2 = εpa
and y21 = ε1p, where ε, ε1 ∈ Z
×
p .
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1. If a ≥ 2, then D(y)∩Z(y1) is a redued union of projetive lines. The same holds if a = 1
and the image of −εε1 in Fp is not a square.
2. If a = 0, then Z(y) ∩ Z(y1) is a redued, irreduible horizontal divisor in Z(y1) (i.e.
has no omponent with support in the speial bre of Z(y1)) whih intersets the speial
bre of Z(y1) only in the point of Core(y). Further, the intersetion multipliity of this
horizontal omponent with eah of the two projetive lines in the speial bre of Z(y1)
passing through the point of Core(y) equals 1.
3. If a = 0 and y0 ∈ V
′
p satises y0 ⊥ y, y1 and νp(y
2
0) = 1, then (Z(y0), Z(y1), Z(y)) = 2.
4. If a = 0 and y0 ∈ V
′
p satises y0 ⊥ y, y1 and νp(y
2
0) = 0, then (Z(y0), Z(y1), Z(y)) = 1.
Proof. All laims follow from [T℄. More preisely, in the situation of 1., by the equations for
antispeial yles in given in [T℄, setion 2, and the onnetion of antispeial yles and formal
speial yles in our sense disussed in [T℄, setion 4, D(y)∩Z(y1) is indeed the redued union
of the projetive lines P[Λ] whih belong to the speial bres of Z(y) and Z(y1).
If a = 0, then the assertion of 2. follows by omparing the intersetion Z(y)∩Z(y1) with the
intersetion Z(py)∩Z(y1). More preisely, again by ombining as above the results of setions
2 and 4 of [T℄, Z(py) ∩ Z(y1) onsists of two (redued) projetive lines in the speial bre
and a horizontal omponent whih has all the properties whih are laimed for the horizontal
omponent of Z(y) ∩ Z(y1) in the statement of the lemma. Sine no projetive lines in the
speial bre belong to Z(y), it follows that the horizontal omponents of Z(y) ∩ Z(y1) and of
Z(py) ∩ Z(y1) are equal.
Using this, in ase νp(y
2
0) = 1, the laim that
(Z(y0), Z(y1), Z(y)) = ((Z(y0) ∩ Z(y1)), (Z(y) ∩ Z(y1))) = 2
(intersetion multipliity in Z(y1), see [T℄, Proposition 4.7 for the rst equality) follows from the
fat that (by the same reasoning as above) Z(y0)∩Z(y1) is the redued union of the projetive
lines P[Λ] whih belong to the speial bres of Z(y0) and Z(y1).
In ase νp(y
2
0) = 0 one has to prove that (as intersetion multipliity in Z(y1)) on has
((Z(y0)∩Z(y1)), (Z(y)∩Z(y1))) = 1. In other words, this means that the horizontal omponents
of (Z(py0) ∩ Z(y1)) and of (Z(py) ∩ Z(y1)) interset in Z(y1) with multipliity 1. This in turn
follows from the omparison of intersetions of (horizontal omponents of) speial yles in
the sense of [KR1℄ and antispeial yles resp. formal speial yles in our sense given in [T℄,
setions 3, 4. 
Proposition 3.5 Let j ∈ V
′
p be as in Proposition 6, i.e. j
2 6= 0 and νp(j
2) ≥ 0. Then D(j) is
a regular formal sheme.
Proof. If νp(j
2) = 0, then we nd j0, j1 ∈ V
′
suh that Core(j) ⊂ (Z(j0) ∩ Z(j1))(F) and all
three endomorphisms are perpendiular to eah other and suh that νp(j
2
0) = 0 and νp(j
2
1) = 1.
Then by Lemma 3.4 the length (over W ) of the loal ring (whih is a loal Artin ring) of
Z(j) ∩ Z(j0) ∩ Z(j1) is 1, hene this ring is regular. But then Z(j) is also regular in the point
of Core(j).
If νp(j
2) = 1, then Z(j) is isomorphi to the Drinfeld upper half plane, see [T℄, setion 4 for
the preise statement, whih is regular.
Suppose now that νp(j
2) ≥ 2. Let x ∈ Z(j)(F). We have to show that the loal ring OD(j),x
is regular.
First ase x /∈ Z(j/p)(F).
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We hoose j1 ∈ V
′
p suh that j1 ⊥ j and νp(j
2
1 ) = 1 and suh that x ∈ Z(j1)(F), see Lemma
3.3. Then Z(j1) is isomorphi to the Drinfeld upper half plane (see [T℄, setion 4). By Lemma
3.4 we know that loally around x, the intersetion Z(j1) ∩D(j) is isomorphi to a projetive
line over F, hene this intersetion is regular in x. Hene D(j) is regular in x as well.
Seond ase x ∈ Z(j/p)(F).
If x is not superspeial, then we hoose j1 as in ase 1 and the reasoning is also the same
as above. Suppose now that x is superspeial, {x} = P[Λ0] ∩ P[Λ1], and P[Λ0] ⊂ Z(j/p). We
hoose j1 linearly independent of j suh that νp(j
2
1) = 1 and P[Λ0] ⊂ Z(j1) but P[Λ1] 6⊂ Z(j1).
We onsider the Zp-submodule j of V
′
p spanned by j/p and j1. Then there is j2 ∈ j suh that
j1 ⊥ j2 and {j1, j2} is a basis of j. (This an be seen as follows: Consider an arbitrary quadrati
Zp-module (M, q) whih is free of nite rank. Then for any element m ∈M suh that νp(q(m))
is minimal, there is an orthogonal basis of M whih ontains m as an element. Thus, if we
apply this to j, and argueing by ontradition, we see that if our laim were wrong there would
exist some j
′
∈ j suh that νp(j
′2
) = 0. But this ontradits the fat that P[Λ0] ⊂ Z(j
′′
) for all
j
′′
∈ j). We write j/p = aj1 + bj2. Then D(j) ∩ Z(j1) = D(pbj2) ∩ Z(j1) whih is regular in x
by the same reasoning as above. Again it follows that D(j) is regular in x. 
Our next aim is a desription of the speial bre of a formal speial yle Z(j), where j ∈ V
′
and j2 6= 0. In the sequel we use the following notations. For a vertex [Λ] ∈ B denote by d[Λ]
the distane of [Λ] to Bβ, where β := F−1j | Y as above. For any formal sheme X over SpfW
we denote by Xp the speial bre of X.
Theorem 3.6 Let j ∈ V
′
suh that j2 6= 0 and a := νp(j
2) ≥ 0. Then the divisor Z(j)p in
MHBp is of the form
Z(j)p =
∑
[Λ]; d[Λ]≤
a−1
2
(1 + p+ ... + p
a−1
2
−d[Λ])P[Λ] + p
a/2 · s.
Here, s is a divisor in MHBp whih is 6= 0 if and only if j is even. In this ase s meets the
supersingular lous only in the point of Core(j).
We will see later (Lemma 4.9) that (in ase that j is even) the intersetion multipliity of s
with eah of the two projetive lines to whih the point in Core(j) belongs is 1. In partiular,
s is redued and irreduible.
Proof. We know by Proposition 3.2 that Z(j)p is a divisor in M
HB
p. It follows from the
desription of the underlying redued sheme of Z(j) given above that the part of Z(j)p having
support in the supersingular lous is of the form
Z(j)ssp =
∑
[Λ]; d[Λ]≤
a−1
2
m[Λ]P[Λ]
(without knowing the values of the multipliities m[Λ] of the irreduible omponents P[Λ]).
Further it follows from [KR2℄, setion 10 that the rest of Z(j)p is of the form p
a/2 · s where s is
as above. (In the orresponding statement Corollary 10.3 in lo. it. it is erroneously asserted
that the multipliity of s is pa instead of pa/2.).
Thus it remains to nd the values of m[Λ]. It sues to show that
(i) If d[Λ] =
a−1
2 , then m[Λ] = 1.
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(ii) If P[Λ] intersets P[Λ]′ and d[Λ] < d[Λ′ ] ≤
a−1
2 , then m[Λ] + m[Λ′ ] = 2 · (1 + p + ... +
p
a−1
2
−d[Λ′]) + p
a−1
2
−d[Λ]
.
For any point x ∈ Z(j)p(F) we use the following notation. Let Ix be the ideal of Z(j)p in
the loal ring OMHBp ,x and let mx be the maximal ideal of OMHBp ,x. Denote by nx the maximal
integer n with the property that Ix ⊂ m
n
x. Denote by X (instead of Xx) the p-divisible group
over F belonging to the point x.
Suppose now we are in the situation of (i) and let x ∈ P[Λ] be a superspeial point whih
does not belong to another P[Λ′ ] ⊂ Z(j)p. Let f = 0 be the equation of P[Λ] in the loal ring
OMp,x. It follows that Ix = (f
m[Λ]). Sine f belongs to a regular parameter system of m, it
follows that nx = m[Λ].
Suppose now that we are in the situation of (ii) and let x be the intersetion point of P[Λ]
and P[Λ′ ]. Then it follows as above that nx = m[Λ] +m[Λ′ ]. Further one sees easily that j as
an endomorphism of X is divisible by p
a−1
2
−d[Λ]
but not by p
a−1
2
−d[Λ]+1
. (Note that d[Λ] =
a−1
2
means that P[Λ] belongs to Z(j) but not to Z(j/p).)
Using the notation just introdued it follows that it is enough to show the following:
(1) Suppose x is a superspeial point belonging to preisely one P[Λ] ⊂ Z(j)p. Then nx = 1.
(2) Suppose we are in the situation of (ii) and x is as above the intersetion point of P[Λ] and
P[Λ′ ]. Suppose further that j is as an endomorphism of X divisible by p
r
but not by pr+1.
Then nx = 2 · (1 + p+ ... + p
r−1) + pr.
For this we are going to use the theory of displays (see [Z2℄) in the manner of [KR3℄, setion
8. Denote by (M,F, V ) the Dieudonné module to the p−divisible group X orresponding to
the point x in (1) or in (2). Then the display for X is given by the data (M,VM,F, V −1). We
nd a basis f1, ..., f4 of M for whih F and V have matries
F =

p
1
1
p
σ, V =

p
1
1
p
σ−1,
and suh that for the alternating form oming from the polarization we have 〈f1, f2〉 = 〈f3, f4〉 =
1, see [KR2℄, setion 5. Let e1 = f1, e2 = f4, e3 = f2, e4 = f3. Denote by T the W -span of
e1, e2 and by L the W -span of e3, e4. Then
M = L⊕ T, VM = L⊕ pT.
Dene the matrix (αij) by
Fej =
∑
i
αijei for j = 1, 2,
V −1ej =
∑
i
αijei for j = 3, 4.
Hene,
(αij) =

1
1
1
1
 .
Intersetions of arithmeti Hirzebruh-Zagier yles 19
It follows (see [Z1, p.48℄) that the universal deformation of X over F[[t1, t2, t3, t4]] orresponds
to the display (L ⊕ T ) ⊗W (F[[t1, t2, t3, t4]]) with matrix (αij)
univ
(wrt. the basis e1, ..., e4 and
with entries in W (F[[t1, t2, t3, t4]])) given by
(αij)
univ =

1 [t1] [t2]
1 [t3] [t4]
1
1
 ·

1
1
1
1
 =

[t2] [t1] 1
[t4] [t3] 1
1
1
 .
Here the [ti] denote the Teihmüller representatives of the ti.
Now let A
′
= W [[t1, t2, t3, t4]], let R
′
= F[[t1, t2, t3, t4]]. Denote by t resp. u the image of t1
resp. of t4 in A
′
/(t2, t3) so that A
′
/(t2, t3) = W [[t, u]] =: A. Let R = F[[t, u]]. We extend the
Frobenius σ on W to A
′
resp. A putting σ(ti) = t
p
i resp. σ(t) = t
p
and σ(u) = up. Further for
any n ∈ N denote by an resp. rn the ideal in A resp. in R generated by the monomials t
iun−i,
i = 0, ..., n, and let An = A/an and Rn = R/rn. Then A
′
is a frame for R
′
resp. A is a frame
for R resp. An is a frame for Rn.
For an A
′
- R
′
-window (M
′
,M
′
1,Φ
′
,Φ
′
1) letM
′σ
1 = A
′
⊗A′ ,σM
′
1 and denote by Ψ
′
:M
′σ
1 →M
′
the linearization of Φ
′
1. It is an isomorphism of A
′
-modules. Denote by α
′
: M
′
1 → M
′σ
1 the
omposition of the inlusion map M
′
1 →֒M
′
followed by Ψ
′−1
. In this way, the ategory of pairs
(M
′
1, α
′
) onsisting of a free A
′
-module of nite rank and an A
′
-linear injetive homomorphism
α
′
: M
′
1 → M
′σ
1 suh that Coker α
′
is a free R
′
-module beomes equivalent to the ategory
of formal p-divisible groups over R
′
. (Note that the so alled nilpotene ondition is fullled
automatially here, omp. also [KR3℄, setion 8.) A orresponding desription holds for the
ategory of formal p-divisible groups over R resp. over Rn. We onsider the A
′
- R
′
window
(M
′
,M
′
1,Φ
′
,Φ
′
1) given by
M
′
= M ⊗A
′
, M
′
1 = VM ⊗A
′
, Φ
′
=

t2 t1 p
t4 t3 p
1
1
σ, Φ′1 = 1p · Φ′ ,
the matrix of Φ
′
being desribed in the basis e1, e2, e3, e4. The orresponding display is the
universal display desribed above (easy to see using the proedure dsribed on p.2 of [Z2℄).
Hene (M
′
,M
′
1,Φ
′
,Φ
′
1) is the universal window. The orresponding matrix of α
′
wrt. the basis
pe1, pe2, e3, e4 of M
′
1 resp. the basis p(1⊗ e1), p(1 ⊗ e2), 1⊗ e3, 1⊗ e4 of M
′σ
1 is given by
α
′
=

1
1
p −t3 −t4
p −t1 −t2
 .
The p-divisible group X is equipped with a prinipal polarization λ and with a Zp2-ation
ι.
Lemma 3.7 The ideal in A
′
resp. R
′
desribing the universal deformation of (X,λ, ι) is (in
both rings) given by (t2, t3). The universal objet (M1, α) over A (orresponding to the omple-
tion of OMHBp ,x) is given by the image of (M
′
1, α
′
) over A (i.e. is obtained from (M
′
1, α
′
) by
tensoring over A
′
with A). In the basis pf1, f2, f3, pf4 of M1 resp. the basis p(1⊗f1), 1⊗f2, 1⊗
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f3, p(1⊗ f4) of M
σ
1 the map α is then given by the matrix
α =

1
−u p
p −t
1
 = ( UT
)
.
Here
U =
(
1
−u p
)
resp. T =
(
p −t
1
)
.
Proof. The prinipal polarization λ of X orresponds to the perfet sympleti pairing on M
given by 〈e1, e3〉 = 1, 〈e2, e4〉 = −1 and 〈ei, ej〉 = 0 for all other pairs i ≤ j (see above).
One heks easily that it lifts to a perfet sympleti bilinear form 〈, 〉 of the display over
W (R
′
/(t2, t3)) indued (by base hange) by the universal one above, suh that 〈, 〉 satises the
ondition 〈V −1(x), V −1(y)〉V = 〈x, y〉 (where V is the Vershiebung of W (R
′
/(t2, t3))). Hene
λ lifts over R
′
/(t2, t3), omp [G℄, p. 231. Further the Zp2-operation ι also lifts over R
′
/(t2, t3),
sine on M
′
1 ⊗A
′
/(t2, t3) we have a Z/2-grading lifting the Z/2-grading on VM and suh that
the map indued by α
′
is homogenous of degree 1. More preisely, the Z/2-grading is given
by (M
′
1 ⊗ A
′
/(t2, t3))
0 = span of {pe1, e3} and (M
′
1 ⊗ A
′
/(t2, t3))
1 = span of {e2, pe4}. Hene
(X,λ, ι) lifts over R
′
/(t2, t3). Sine the ompletion of OMHBp ,x is isomorphi to R
′
/(t2, t3), it
follows that the ideal (t2, t3) in R
′
is the ideal desribing the deformation of (X,λ, ι). Hene
the universal objet (M1, α) over A orresponding to the ompletion of OMHBp ,x is given by
the image of (M
′
1, α
′
) over A. It follows that in the basis pf1, f2, f3, pf4 of M1 resp. the basis
p(1⊗ f1), 1⊗ f2, 1⊗ f3, p(1⊗ f4) of M
σ
1 the map α is then given by the matrix
α =

1
−u p
p −t
1
 = ( UT
)
as asserted. 
Next we want to determine the maximal n suh that j lifts over Rn. The Z/2-grading of
the Dieudonné module M of X is given by M0 = span of {f1, f2} and M
1 = span of {f3, f4}.
The matrix of j in the basis f1, ..., f4 is of the form
j =

paσ −b
−c a
a b
c paσ
 ; a, b, c ∈ Zp2 , bσ = −b, cσ = −c,
see [KR2℄, setion 5. Write j = pr j¯, where
j¯ =

paσ0 −b0
−c0 a0
a0 b0
c0 pa
σ
0
 ; a0, b0, c0 ∈ Zp2 are not all divisible by p.
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Lemma 3.8 If b0 ≡ 0 mod p and c0 ≡ 0 mod p, then x is the intersetion point of P[Λ] with
another projetive line P[Λ′ ] ⊂ Z(j) and d[Λ′ ] = d[Λ] = 0.
Proof. Sine in this ase νp(j¯
2) = 1 we an identify Z(j¯) with the Drinfeld upper half plane
(see [T℄, hapter 4) and therefore the statement just means that under this identiation x is
a superspeial point in the Drinfeld upper half plane (in the sense of [KR1℄). Denoting the
Dieudonné module of x with its Z/2-grading as above by M = M0⊕M1, we have to show that
j¯M0 = VM0 and j¯M1 = VM1. Now j¯M0 is the W -span of a0f3+c0f4 and b0f3+pa0f4. Sine
a0 is a unit in W and b0 and c0 are divisible by p this is the same as the W -span of f3 and
b0f3 + pa0f4, and this is the same as the W -span of f3 and pf4 whih is VM
0
. The equality
j¯M1 = VM1 is proved in the same way. 
It follows that neither in the situation of (1) nor in the situation of (2) the assumption made
in the lemma is fullled. Write now (M1(n), α(n)) for M1 ⊗ An and the map α(n) : M1(n) →
M1(n)
σ
indued by α. Write j(1) for the endomorphism of M1(1) indued by j. In the basis
pf1, f2, f3, pf4 it is given by the matrix
j(1) =

aσ −b
−c pa
pa b
c aσ
 = ( j1(1)j0(1)
)
.
Here
j0(1) =
(
pa b
c aσ
)
resp. j1(1) =
(
aσ −b
−c pa
)
.
In order to lift j over Rn we need an endomorphism j(n) of M1(n) lifting j(1) suh that the
following diagram ommutes:
M1(n)
j(n)

α(n)
//M1(n)
σ
σ(j(n))

M1(n)
α(n)
//M1(n)
σ.
In other words we are looking for liftings j0(n) of j0(1) and j1(n) of j1(1) over An suh that
Uj0(n) = σ(j1(n))T and Tj1(n) = σ(j0(n))U. (*)
Suppose n = pl, where l ≥ 1, and suppose we have found liftings j0(p
l−1) and j1(p
l−1) satifying
(*). For any hoie of liftings j0(p
l) and j1(p
l) of j0(p
l−1) and j1(p
l−1) the matries σ(ji(p
l))
are equal to σ(ji(p
l−1) interpreted as matrix over Apl . Hene there are liftings j0(p
l) and j1(p
l)
satifying (*) if and only if
U−1σ(j1(p
l−1))T and T−1σ(j0(p
l−1))U
are integral and in this ase
j0(p
l) = U−1σ(j1(p
l−1))T and j1(p
l) = T−1σ(j0(p
l−1))U.
Dene now indutively matries X(l) and Y (l) over Apl ⊗Z Q as follows: X(0) = j0(1) and
Y (0) = j1(1) and
X(l + 1) = U−1σ(Y (l))T and Y (l + 1) = T−1σ(X(l))U.
(Again σ(Y (l)) and σ(X(l)) are well dened over Apl+1 ⊗Z Q.)
The following lemma an easily be proved by indution.
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Lemma 3.9 Let l ≥ 1. The matrix X(l) is of the form
X(l) =
1
pl
((
0 0
0 (tu)1+p+...+p
l−2
· ((−1)lσl+1(a) · (tu)p
l−1
+ b · up
l−1
− c · tp
l−1
)
)
+ p · A(l)
)
,
where A(l) has entries in Apl . Similarly, Y (l) is of the form
Y (l) =
1
pl
((
(tu)1+p+...+p
l−2
· ((−1)lσl+1(a) · (tu)p
l−1
+ b · up
l−1
− c · tp
l−1
) 0
0 0
)
+ p ·B(l)
)
,
where B(l) has entries in Apl. 
Lemma 3.9 shows together with the disussion above that j lifts over Rpr but not over Rpr+1.
More preisely, if we are in the situation of (1) or (2), then b and c are not both divisible by
pr+1 (Lemma 3.8) and hene we see from Lemma 3.9 (applied in ase l = r+1) that j lifts over
R2·(1+p+...+pr−1)+pr but not over R2·(1+p+...+pr−1)+pr+1. Hene nx = 2 · (1 + p+ ...+ p
r−1) + pr
as laimed in (1) resp. in (2). 
From Theorem 3.6 we immediately obtain the following orollary (using the same notations
and assumptions).
Corollary 3.10 If a = 0, then D(j)p is of the form D(j)p = s. If a > 0, then D(j)p is of the
form
D(j)p =
∑
[Λ]; d[Λ]≤
a−1
2
p
a−1
2
−d[Λ]P[Λ] + p
a/2−1(p− 1) · s.

Lemma 3.11 Let j ∈ V
′
suh that j2 ∈ Z(p) \ {0}, suppose that let x ∈ Z(j)(F) and let
D ⊂ MHB be a divisor whih is regular in x, suh that loally around x we have Dp ⊂ Z(j)p.
Let R = OD,x and let (f) be the ideal of Z(j) ∩ D in R (i.e., OZ(j)∩D,x = R/(f)). Then the
ideal of Z(pj) ∩D in R is of the form (h · p · f), where h is oprime to p in R.
Proof. We may assume that f 6= 0.
The anonial map
̺0 : Spf R/(f)→ D
fators through Z(j) ∩D.
Claim: The anonial map
̺1 : Spf R/(pf)→ D
fators through Z(pj) ∩D.
By our assumption Dp ⊂ Z(j)p (loally around x) we know that f is divisible by p. We
have R/(f) = (R/(pf))/I, where I = (f)/(pf). Sine f is divisible by p, the ideal I arries a
nilpotent pd-struture. Hene we may apply Grothendiek-Messing theory for the pair R/(pf),
R/(f). We denote by M the value of the rystal of the R/(pf)-valued point ̺1 in R/(pf), and
by M the value of the rystal of the R/(f)-valued point ̺0 in R/(f). Then M = M ⊗ R/(f).
Denote by F →֒M the Hodge ltration of ̺1 and by F →֒M the Hodge ltration of ̺0. Then
the Hodge ltration of ̺1 lifts the Hodge ltration of ̺0. We have jF ⊂ F , and we have to
show that pjF ⊂ F . As in the proof of Proposition 4.5 in [T℄ we nd a basis e1, e2, e3, e4 of
M , suh that, if ei denote the images of the ei in M , then a basis of F is given by e2, e3, and
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suh that, for suitable m1,m4 ∈ I, a basis of F is given by f0 = e2+m1e1 and f1 = e3+m4e4.
Sine jF ⊂ F it follows that jfi ∈ 〈e2, e3〉+ IM for i = 1, 2. Hene pjfi ∈ 〈pe2, pe3〉+ pIM =
〈pe2, pe3〉 = 〈pf0, pf1〉 ⊂ F . This proves the laim.
Let OZ(pj)∩D,x = R/(g). Sine D is regular in x we know that R is a UFD. We write g = h ·s ·f ,
where h is prime to p and V (s) has support in the speial bre of D. We must show that s = p.
We already know that s is divisible by p. Suppose that q is prime divisor of p in R suh that
g divisible by qpf . Let C = R/(qpf), let C = R/(qf), and let C = R/(f). This is a hain of
nilpotent pd-extensions.
We onsider the anonial C-, resp. C -, resp. C- valued points
̺C : Spf C → D, ̺C : Spf C → D, ̺C : Spf C → D.
Claim: ̺C fators through Z(j).
We denote by M the value of the rystal of the ̺C-valued point in C, analogously we dene
M andM . Further let F →֒M by the Hodge ltration of ̺C and analogously we dene F →֒M
and F →֒ M . As in the proof of Proposition 4.5 in [T℄ we nd a basis e1, e2, e3, e4 of M , suh
that, if ei denote the images of the ei in M , then a basis of F is given by e2, e3, and suh that
for suitable m1,m4 ∈ (qf)/(qpf) a basis of F is given by f0 = e2 +m1e1 and f1 = e3 +m4e4.
The endomorphism j indues an endomorphism of the C-module M , and we have pjF ⊂ F .
To show the above laim we must show that jF ⊂ F . Sine pjf0 ∈ F and by the expliit form
of f0 and f1 we an write jf0 = u+xe4 for a suitable u ∈ F and some x ∈ C with the property
that px = 0. Let xˆ ∈ R be a lift of x. Then pxˆ ∈ (qpf), hene xˆ = yqf for a suitable y ∈ R.
hene x ∈ (qf)/(qpf), hene je2 ∈ F . In the same way one shows that je3 ∈ F . From this the
laim follows.
The laim implies the assertion, sine it implies that f is divisible by qf , a ontradition.

We reformulate the lemma in a more geometrial manner in the following proposition.
Proposition 3.12 In the situation of Lemma 3.11 and under the assumption that f 6= 0, the
divisor D(pj) ∩D in D is loally around x of the form
D(pj) ∩D = Dp + h,
where h is an eetive divisor whih is horizontal, i.e. it has no omponent with support in Dp.

4 On the struture of intersetions of formal speial yles
By the proof of [T℄, Proposition 4.5, for any j ∈ V
′
p , and any x ∈ M
HB(F) the ideal of Z(j)
in OMHB,x is generated by one element (we do not use the assumptions j
2 6= 0 and νp(j
2) ≥ 0
made in Proposition 3.2).
Lemma 4.1 Let j, j
′
∈ V
′
be linearly independent. Suppose further that for any x ∈ MHB(F)
the equation in x (that is a generator of the ideal in OMHB,x) of at least one of the orresponding
two formal speial yles is not divisible by p. Then
OZ(j) ⊗
L OZ(j′ ) = OZ(j) ⊗OZ(j′).
More preisely, the objet on the left hand side is represented in the derived ategory by the
objet on the right hand side. The same formula holds if Z(j) or Z(j
′
) or both are replaed by
D(j) resp. D(j
′
).
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Proof. Let x ∈ MHB(F) and let R = OMHB ,x. Let the ideals of Z(j) and Z(j
′
) in R be
generated by f and f
′
. Suppose that f is not divisible by p. We onsider the exat sequene
0 −−−−→ R
f ·
−−−−→ R −−−−→ R/(f) −−−−→ 0.
Tensoring this with R/(f
′
) we see that
T OR1(OZ(j),OZ(j′ ))x = ker(R/(f
′
)
f ·
−→ R/(f
′
)).
To show that this vanishes we have to show that f and f
′
have no ommon divisor in the regular
ring R. Let g = gcd(f, f
′
). We have to show that g is a unit. It follows from our assumption
in the lemma that g is oprime to p.
Let now Tx be the matrix of the bilinear form assoiated to Q for the basis j, j
′
of j = Z(p)-
span of j, j
′
in V
′
and let t = j2 and t
′
= j
′2
. Sine j, j
′
∈ V
′
, we nd speial yles Z(t, ω)
and Z(t
′
, ω
′
) and an F-valued point y of Z(t, ω) ×M Z(t
′
, ω
′
) suh that the orresponding
p-divisible group resp. its orresponding speial endomorphisms are the p-divisible group of
x resp. j, j
′
(see also the inidene relation under Proposition 2.2). It follows that for the
ompletions OˆZ(t,ω)×MZ(t′ ,ω′),y ⊗Zp W
∼= Rˆ/(f, f
′
) (we denote the images of f, f
′
and g in
Rˆ by the same letters). Suppose that g is not a unit. Then R/(g) ⊗W Q has dimension 1.
Thus OZ(t,ω)×MZ(t′ ,ω′),y ⊗Z(p) Q has dimension 1. It follows that there is some C-valued point
ξ of the generi bre of Z(t, ω) ×M Z(t
′
, ω
′
) suh that the orresponding 2 × 2 fundamental
matrix in ξ (dened as above) equals Tx. But then the proof of Proposition 1.4 of [KR2℄ shows
that Tx is positive denite. Then again by the same proposition, the generi bre of the part
of Z(t, ω) ×M Z(t
′
, ω
′
) where the fundamental matrix equals Tx has dimension 0 whih is a
ontradition to the fat that dim(OZ(t,ω)×MZ(t′ ,ω′),y⊗Z(p) Q) = 1. The proof in ase that Z(j)
or Z(j
′
) or both are replaed by D(j) resp. D(j
′
) is the same. 
Proposition 4.2 Let y1, y2, y3 ∈ V
′
suh that the orresponding fundamental matrix is non-
singular and has entries in Z(p). Then the derived tensor produt OZ(y1) ⊗
L OZ(y2) ⊗
L OZ(y3)
depends only on the Z(p)-span y of y1, y2, y3 in V
′
.
Proof. First we observe that for any basis y
′
1, y
′
2, y
′
3 of y the derived tensor produt OZ(y′1)
⊗L
OZ(y′2)
⊗L OZ(y′3)
is invariant under any permutation of the y
′
i.
Claim O
Z(y
′
1)
⊗L O
Z(y
′
2)
⊗L O
Z(y
′
3)
is invariant if one yi is replaed by εyi + zyl, where
ε ∈ Z×(p), z ∈ Z(p) and l 6= i.
We want to apply the lemma setting j = yi, j
′
= yl. We must show that in no F-valued
point of MHB the equation of Z(yi) and Z(yl) is divisible by p. Suppose that there is some
F-valued point of MHB in whih both equations are divisible by p. Then the same is true for
any linear ombination of yi and yl. Further it follows from Proposition 3.2 that y
2
i = 0 and
y2l = 0 and hene again the same is true for any linear ombination of yi and yl. Thus it follows
(by diagonalizing) that the fundamental matrix of yi and yl is the zero matrix. But then it
follows that the fundamental matrix of y1, y2, y3 is singular whih ontradits our assumption.
Thus we may apply the lemma, by whih O
Z(y
′
i)
⊗L O
Z(y
′
l
)
= O
Z(y
′
i)
⊗ O
Z(y
′
l
)
= O
Z(y
′
i)∩Z(y
′
l
)
whih only depends on the Z(p)-span of yi, yl in V
′
. From this the laim follows.
Sine we an transform the basis y1, y2, y3 by a suitable sequene of permutations and op-
erations as in the laim into any other basis of y, the laim of the proposition follows. 
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In partiular, the proposition shows that for the alulation of (Z(j1), Z(j2), Z(j3)) we may
assume our three xed speial endomorphisms j1, j2, j3 are perpendiular to eah other, i.e. we
may assume that T is a diagonal matrix.
Suppose for the moment that our xed T is not divisible by p. Then, as shown in [KR2℄, setion
6, the intersetion Z(j1)∩Z(j2)∩Z(j3) is the formal spetrum of a loal Artin ring whose length
(over W ) is alulated in lo. it. We want to show that this length equals the intersetion
multipliity in the sense dened above. To this end we show the following
Proposition 4.3 If T (as matrix over Z(p)) is not divisible by p, then
OZ(j1) ⊗
L OZ(j2) ⊗
L OZ(j3) = OZ(j1) ⊗OZ(j2) ⊗OZ(j3)
(meaning that the right hand side represents the left hand side in the derived ategory). In
partiular,
(Z(j1), Z(j2), Z(j3)) = lgW (OZ(j1)∩Z(j2)∩Z(j3),x),
where x is the unique F-valued point of Z(j1) ∩ Z(j2) ∩ Z(j3).
Proof. By Proposition 4.2 we may assume that j1, j2, j3 are pairwise perpendiular to eah
other. We further assume νp(j
2
1 ) ≤ νp(j
2
2 ) ≤ νp(j
2
3). Then νp(j
2
1) = 0. By Lemma 4.1 we have
OZ(j1) ⊗
L OZ(j2) = OZ(j1) ⊗ OZ(j2) in the above sense. Let the ideal of Z(ji) in OMHB,x be
generated by fi and let R = OMHB ,x/(f1). Denote the images of f2 resp. f3 in R by f2 resp.
f3. The same reasoning as in the proof of Lemma 4.1 shows that the laim follows if we know
that f2 and f3 are oprime in R (whih is a UFD by Proposition 3.5). But this in turn follows
from the fat that dim(R/(f2, f3)) = 0. 
Our next aim is to prove the following multilinearity property of the intersetion produt
(Z(j1), Z(j2), Z(j3)).
Proposition 4.4 Suppose that at least one of j1, j2, j3 is odd. Then
(Z(j1), Z(j2), Z(j3)) =
∑
l,m,n
(D(j1/p
l),D(j2/p
m),D(j3/p
n)),
where the sum is taken over all possible triples (l,m, n) (i.e. setting ai = νp(j
2
i ), we have
l ≤ [a1/2], m ≤ [a2/2], n ≤ [a3/2], where [ ] denotes Gauss brakets).
Note that in ase that j1, j2, j3 are pairwise perpendiular to eah other, the hypothesis of
the proposition is fullled as we see from [Ku1℄, 1.16, see also (5.1). Note also that using the
fat that Z(j1) ∩ Z(j2) ∩ Z(j3) has support in the supersingular lous (follows from [KR2℄,
Proposition 3.8) and the fat that this support ist proper over F (follows for example from
the beginning of setion 3 and Lemma 5.2 or from [KR2℄, setion 8) one sees that all of these
intersetion multipliities are nite. The same holds for the other intersetion multipliities in
the subsequent proof.)
Proof. Suppose j1 is odd and νp(j
2
1) = 2r + 1. Denote by I the ideal sheaf of D :=
D(j1/p
r)(= Z(j1/p
r)) in OMHB . Denote by J the ideal sheaf of ∆ := Z(j1) − D(j1/p
r)
(the notation in the latter expression is meant in the same sense as the notation D(j) =
Z(j)− Z(j/p)). Our rst aim is to show that
(Z(j1), Z(j2), Z(j3)) = (∆, Z(j2), Z(j3)) + (D,Z(j2), Z(j3)).
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We onsider the anonial short exat sequenes
0 −−−−→ J /(J · I) −−−−→ OMHB/(J · I) −−−−→ OMHB/J −−−−→ 0
and
0 −−−−→ (J + I)/I −−−−→ OMHB/I −−−−→ OMHB/(J + I) −−−−→ 0.
Lemma 4.5 The inlusion J · I →֒ J ∩ I is an equality.
Proof. We an hek this loally. Let x ∈ MHB(F) and let R = OMHB ,x. For any l ≤ r let (fl)
be the ideal of D(j/pl) in R. By Proposition 3.5, eah fl is a prime element in R. It follows
from Corollary 3.10 that the fl are pairwise distint (more preisely, Corollary 3.10 shows that
even the speial bres of the several Spf R/(fl) are pairwise distint). Sine Ix equals (fr) and
Jx equals
∏
l 6=r(fl), the laim of the lemma follows. 
By the rst exat sequene have
(Z(j1), Z(j2), Z(j3)) = (∆, Z(j2), Z(j3)) + χ(J /(J · I)⊗
L OZ(j2) ⊗
L OZ(j3)).
Now using the lemma we see that (J +I)/I = J /(J ∩I) = J /(J ·I). This shows together
with the seond exat sequene that
χ(J /(J · I)⊗L OZ(j2) ⊗
L OZ(j3)) = (D,Z(j2), Z(j3))− (D ∩∆, Z(j2), Z(j3)).
Thus in order to show that
(Z(j1), Z(j2), Z(j3)) = (∆, Z(j2), Z(j3)) + (D,Z(j2), Z(j3))
it remains to show the
Claim (D ∩∆, Z(j2), Z(j3)) = 0.
Using Lemma 4.1 we see that
χ(OD∩∆ ⊗
L OZ(j2) ⊗
L OZ(j3)) = χ(OD∩∆ ⊗
L OZ(j2)∩Z(j3)).
First we observe that by the proof of the above lemma, ∆ ∩D is as a divisor in D. The same
reasoning as in the proof of Proposition 4.6 below (seond ase in the proof) shows that ∆∩D
is as a divisor in D of the form rDp + h, where h is a divisor of the form
∑
x hx where the
sum runs over a disrete set of F-valued points of D and hx is a horizontal divisor (meaning
that its equation is oprime to p) meeting the underlying redued subsheme of D only in x.
(More preisely, D plays the role of D(y1) in the situation of the proof of Proposition 4.6 and
(for any l < r), D(y1/p
l) plays the role of D(y2) in that proof. Note that ∆ =
∑
l<rD(y1/p
l).)
Now we regard rDp and h as (formal) losed subshemes of M
HB . Suppose that h = 0. Then
(D ∩ ∆, Z(j2), Z(j3)) = (rDp, Z(j2) ∩ Z(j3)). This in turn equals 0 as follows from the exat
sequene
0 −−−−→ OD
pr·
−−−−→ OD −−−−→ OD/(p
r) −−−−→ 0.
Thus the laim is proved if we an show that h = 0. Suppose that there is x ∈ (D ∩ ∆)(F)
suh that hx 6= 0. Using Lemma 3.3 we hoose a speial endomorphism j suh that νp(j
2) = 1
and x ∈ Z(j)(F) and j ⊥ j1. We write j
2
1 = ε1p
2r+1
and j2 = εp. It is easy to see that
we an hoose j suh that the image of −εε1 in Fp is a square. Then it follows from the
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results of [T℄ (in the same way as the proof of Lemma 3.4) that Z(j) ∩∆ has support in the
speial bre, that this support is proper over F and that Z(j) ∩D has preisely two horizontal
omponents whih meet the speial bre in the same projetive line. Further their intersetion
points with this projetive line are both neither intersetion points of two projetive lines whih
belong to Z(j) nor intersetion points of two projetive lines whih belong to D. Further the
intersetion multipliity of eah of these horizontal omponents with the projetive line whih
they meet is 1. We onsider the intersetion multipliity (D,∆, Z(j)). It an be written as
((Z(j) ∩ D), (Z(j) ∩ ∆)) (intersetion multipliity in Z(j), ompare also [T℄, setion 4). Let
(Z(j) ∩ D)v resp. (Z(j) ∩ D)h denote the vertial resp. horizontal part of (Z(j) ∩ D). Now
Lemma 5.3 below shows that ((Z(j)∩D)v , (Z(j)∩∆)) = 0 (ompare the tehnique of alulating
intersetion multipliities used in the propositions of setion 5). Further ((Z(j) ∩D)h, (Z(j) ∩
∆)) = 2r and thus ((Z(j) ∩D), (Z(j) ∩∆)) = 0 + 2r = 2r (see also below for the additivity of
intersetion multipliities in Z(j) used here). On the other hand, (D,∆, Z(j)) an be written
as ((D ∩∆), (D ∩Z(j))) (intersetion multipliity in D, again dened to be the Euler-Poinaré
harateristi of the derived tensor produt of the orresponding struture sheaves). Repeating
the reasoning before the laim with Z(j1) replaed by ∆ ∩ D and D replaed by rDp and ∆
replaed by h, we see the following identity of intersetion multipliities in D
2r = χ(OD∩∆ ⊗
L OZ(j)∩D) = (h,Z(j) ∩D) + (rDp, Z(j) ∩D)− (h ∩ rDp, Z(j) ∩D)
Now (h∩ rDp, Z(j)∩D) = 0, sine the struture sheaf of h∩ rDp is a skysraper sheaf (see also
[KR1℄, Lemma 4.1). (Analogously one sees the additivity of intersetion multipliities in Z(j)
used above.) As above we see that (rDp, (Z(j)∩D)v) = 0 (applying the above exat sequene,
we use that the support of D∩ (Z(j)∩D)v = (Z(j)∩D)v lies in the speial bre and is proper
over F.) Thus (rDp, (Z(j)∩D)) = 2r. It follows that (h,Z(j)∩D) = 0 and hene hx = 0. Sine
x was arbitrary, it follows that h = 0. This onrms the laim.
Now repeating this reasoning we see that
(Z(j1), Z(j2), Z(j3)) =
∑
l
(D(j1/p
l), Z(j2), Z(j3))
(note that in the remaining steps the reasoning in the last part of the proof beomes simpler
sine (in ontrast to to above ase l = r) for l < r there are no horizontal omponents in
D(j/pl) ∩ Z(j) if j is as above.) The remaining multilinearity in the other variables follows
from the multilinearity of intersetions of divisors (suh that the the support of their interse-
tion lies in the speial bre and is proper over F) in D(j1/p
l), see the beginning of setion 5. 
The proposition and its proof show that (if at least one of j1, j2, j3 is odd) it is enough to
alulate the intersetion multipliity (D(ji),D(jl),D(jk)) or (if at least one of ji, jl is odd)
(D(ji), Z(jk),D(jl)), where {i, k, l} = {1, 2, 3}. To alulate suh intersetions, we use the
following observation (already made and used in the proof of the last proposition).
By Lemma 4.1, we have OD(ji) ⊗
L OD(jl) = OD(ji) ⊗ OD(jl) = OD(ji)∩D(jl). (Here, eah
D(jl) or D(ji) or both may be replaed by Z(jl) resp. Z(ji).) Thus
χ(OD(ji)⊗
LOD(jl)⊗
LOD(jl)) = χ(OD(ji)∩D(jl)⊗
LOD(jk)) = χ(OD(ji)∩D(jl)⊗
L
OD(ji)
OD(ji)∩D(jk))).
The same is true if D(jl) or D(jk) is replaed by Z(jl) resp. Z(jk). If the three speial en-
domorphisms are pairwise perpendiular to eah other (whih we may assume), then by 1.16
of [Ku1℄ (see also (5.1)), at least one of the three speial endomorphisms is odd, so we may
also assume that ji is odd. This suggests to investigate intersetions of the form D(y1)∩D(y2)
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where we assume that y1, y2 ∈ V
′
suh that y21, y
2
2 ∈ Z(p) \ {0} and y1 ⊥ y2 (and we also may
assume that y1 is odd). Note that by the proof of Lemma 4.1 (whih shows that D(y1) and
D(y2) have no ommon omponent), D(y1) ∩D(y2) is a divisor in D(y1).
Let [Λ] ∈ B. Let y1, y2 ∈ V
′
suh that y21, y
2
2 ∈ Z(p) \ {0} and y1 ⊥ y2 and P[Λ] ⊂
D(y1) ∩D(y2). The divisor D(yi)p in M
HB
p ontains P[Λ] with multipliity p
ri
for a suitable
integer ri given by Corollary 3.10. Now P[Λ] is a losed irreduible redued subsheme of
odimension 1 in (the regular) D(yi), hene a prime divisor. The subsequent two propositions
will tell us the multipliity of P[Λ] in the divisor D(y1) ∩D(y2) in D(y1).
Proposition 4.6 In the situation just desribed, suppose further that r1 6= r2. Then the divisor
D(y1) ∩D(y2) in D(y1) ontains P[Λ] with multipliity p
min{r1,r2}
.
Proof. We hoose x ∈ P[Λ](F) not superspeial. We hoose y ∈ V
′
p suh that y ⊥ y1, y2 and
suh that x ∈ Z(y)(F) and νp(y
2) = 1 (Lemma 3.3). Let R = OMHB,x and let (f1), (f2), (d)
be the ideals of D(y1), D(y2), Z(y) in R. It follows from Lemma 3.4 and from [T℄, hapter 2
that the ideal of P[Λ] in x is given by (p, d) = (f1, d) = (f2, d).
Claim 1 We have the following identity of ideals in R: (dp
r1 , f1) = (d
pr1 , p) = (f1, p).
For any z ∈ R we denote by z the image of z in R := R/(p) whih is a UFD. First we
observe that (dp
r1 , p) = (f1, p), sine the equation of P[Λ] in R is given by d = 0. After perhaps
multiplying f1 by a unit we an therefore write
f1 = d
pr1 + p̺,
for some ̺ ∈ R. By the above desripion of the ideal of P[Λ] in R we an also write
f1 = εp+ σd
for some ε ∈ R× and some σ ∈ R. From these equations we get f1 = d
pr1
= σd, hene
σ = d
pr1−1
, hene σ = dp
r1−1 + pσ
′
for some σ
′
∈ R. Hene we have f1 = εp + d
pr1 + pdσ
′
=
p(ε + dσ
′
) + dp
r1
. Sine ε + dσ
′
is a unit it follows that p ∈ (f1, d
pr1 ). Hene (f1, d
pr1 ) =
(f1, d
pr1 , p) = (f1, p). This onrms the laim.
Now we distinguish the ases r2 < r1 and r1 < r2.
First ase r2 < r1. Sine the ideal of P[Λ] in the loal ring of D(y1) in x equals (d), it is
enough is enough to show that (f1, f2) ⊂ (d
pr2 , f1) and that (f1, f2) 6⊂ (d
pr2+1, f1). This is the
ontent of laims 2 and 3.
Claim 2 (f1, f2) ⊂ (d
pr2 , f1).
We have (f2) ⊂ (d
pr2 , p), hene (f1, f2) ⊂ (d
pr2 , f1, p). The latter ideal equals by laim 1
the ideal (dp
r2 , dp
r1 , f1) = (d
pr2 , f1) sine r2 < r1. Hene (f1, f2) ⊂ (d
pr2 , f1) as laimed.
Claim 3 (f1, f2) 6⊂ (d
pr2+1, f1).
Suppose (f1, f2) ⊂ (d
pr2+1, f1). Then (f1, f2, p) ⊂ (d
pr2+1, f1, p). Sine r2 < r1 we have
(f1, f2, p) = (d
pr2 , p) and (dp
r2+1, f1, p) = (d
pr2+1, p). Thus we get (dp
r2 , p) ⊂ (dp
r2+1, p), a
ontradition whih onrms the laim.
Combining laims 2 and 3 ends the proof in ase r2 < r1.
Seond ase r2 > r1. By the rst ase, the vertial part (the part with support in the speial
bre) of D(y1) ∩ D(y2) is in R given by the ideal (f2, d
pr1 ). Now (f2, d
pr1 ) = (f2, d
pr1 , f1) =
(dp
r1 , f1). (The latter equality results from the fat that by laim 1 both ideals desribe the
ideal of the speial bre of D(y1) in R.) 
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Proposition 4.7 Suppose we are in the situation desribed before Proposition 4.6. Suppose
further that r1 = r2 =: r. Let ai = νp(y
2
i ) and write y
2
i = εip
ai
und suppose that a1 and a2 are
not both even and that a1 ≤ a2. Suppose further that in ase a1 = a2 we have χ(−ε1ε2) = −1
(here, χ is the quadrati residue harater of Z×p ). Then a1 is odd and the divisor D(y1)∩D(y2)
in D(y1) ontains P[Λ] with multipliity (
a1+1
2 − r) · p
r
. If a2 is also odd, then the divisor
D(y1) ∩D(y2) in D(y2) also ontains P[Λ] with multipliity (
a1+1
2 − r) · p
r
.
Before we prove this, we show the following lemma.
Lemma 4.8 Suppose that y1, y2 ∈ V
′
are both odd and that y1 ⊥ y2. Let ai = νp(y
2
i ) and write
y2i = εip
ai
with a1 ≤ a2 and suppose χ(−ε1ε2) = −1. (Here, χ denotes the quadrati residue
harater of Z×p ). Then the generi bre of Z(y1) ∩ Z(y2) is empty (i.e., Z(y1) ∩ Z(y2) has
support in the speial bre).
Proof of Lemma 4.8. Sine y1, y2 ∈ V
′
, it is enough to show that there are no speial yles
Z = Z(ε1p
a1 , ω) and Z
′
= Z(ε2p
a2 , ω
′
) suh that there is some point in the generi bre of
Z ×M Z
′
with fundamental matrix diag(ε1p
a1 , ε2p
a2). (See also the inidene relation below
Proposition 2.2.) Reall our xed lattie Λ ⊂ V in setion 1. By the desription of the generi
bre of speial yles given in [KR2℄, setion 2, it is enough to show the following
Claim 1 There are no elements λ1, λ2 ∈ ωp := Λ⊗Zp suh that λ1 ⊥ λ2 and q(λi) = εip
ai
.
Here, q denotes the extension to ωp of the quadrati form q on Λ. We will write 〈, 〉 for the
indued bilinear form on ωp. We also write λ
2
for q(λ), and we write 〈, 〉 for the orresponding
bilinear form, i.e. 〈x, y〉 = 12((x+ y)
2 − x2 − y2).
Suppose there are λ1, λ2 as in the laim. We may suppose that both of λ1, λ2 are not
divisible by p.
If x1, ..., x4 is a orthogonal basis of ωp and if qi = x
2
i , then, sine Λ is self-dual, we have
qi ∈ Z
×
p for all i. Further we have χ(q1q2q3q4) = −1 (omp. [KR2℄, 7.14).
We hoose z1 ∈ ωp suh that z
2
1 ∈ Z
×
p and 〈z1, λ1〉 ∈ Z
×
p (suh z1 exists, sine λ1 is not
divisible by p). Let σ1 = z
2
1 and let z2 = λ1 −
〈z1,λ1〉
σ1
z1. Then 0 6= z2 ⊥ z1 and z
2
2 =: σ2 ∈ Z
×
p .
Let b1 =
〈z1,λ1〉
σ1
. Then b21σ1 + σ2 ≡ 0 mod p, hene χ(−σ1σ2) = 1. We extend z1, z2 to an
orthogonal basis z1, ..., z4 of ωp. Let σi = z
2
i . Then we onlude that χ(−σ3σ4) = −1. We write
λ2 = c1z1 + c2z2 + c3z3 + c4z4. We already know that λ1 = b1z1 + z2. Sine λ1 ⊥ λ2 we have
b1c1σ1 + c2σ2 = 0.
Claim 2 c2 ∈ Z
×
p .
Suppose c2 ≡ 0 mod p. Sine b1 and σ1 are units it follows that c1 ≡ 0 mod p. Hene
c23σ3 + c
2
4σ4 ≡ 0 mod p. If c3 or c4 is divisible by p, it follows that both are divisible by
p. But then λ2 is also divisible by p, a ontradition. Hene c3 and c4 are units. Hene
χ(σ3) = χ(c
2
3σ3) = χ(−c
2
4σ4) = χ(−σ4), and hene χ(−σ3σ4) = 1. This ontradition onrms
the laim that c2 is a unit.
By laim 2 we may assume that c2 = 1. From this we get c1 = −
σ2
b1σ1
. Next we observe
that νp((c1z1+ z2)
2) = νp(
σ22
b21σ
2
1
σ1+ σ2) = νp(b
2
1σ1 + σ2) = νp(λ
2
1) = a1. Sine a1 ≤ a2 it follows
that c23σ3 + c
2
4σ4 ≡ 0 mod p
a1
. Sine χ(−σ3σ4) = −1 and a1 is odd it follows that c3, c4 ≡ 0
mod p
a1+1
2
. Hene c23σ3 + c
2
4σ4 ≡ 0 mod p
a1+1
.
We introdue the following notation. For x = ηph ∈ Zp with η ∈ Z
×
p we write χ(x) = χ(η).
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It follows that χ(ε2) = χ(λ
2
2) = χ(c
2
1σ1 + σ2). Hene
χ(−ε1ε2) = χ(−(b
2
1σ1 + σ2)(c
2
1σ1 + σ2)) = χ(−(b
2
1σ1 + σ2)(
σ22
b21σ
2
1
σ1 + σ2))
= χ(−(b21σ1 + σ2)(σ
2
2σ1 + σ2b
2
1σ
2
1)) = χ(−σ1σ2(b
2
1σ1 + σ2)(σ2 + b
2
1σ1)) = χ(−σ1σ2) = 1.
This ontradits the assumption of the lemma. 
Proof of Proposition 4.7. Sine y1 ⊥ y2, the intersetion Core(y1)∩Core(y2) is not empty. If
y1 was even, then Core(y1) would onsist of a single point and y2 would be odd, hene a2 > a1.
Now using the Desription of the speial bres of D(y1) and D(y2) given by Corollary 3.10, it
is easy to see that then the ase r1 = r2 annot our. Hene a1 is odd.
To prove the laim on the multipliity of P[Λ] in D(y1) ∩ D(y2) we use indution on r,
starting with the ase r = 0.
We write 〈, 〉 for the bilinear form orresponding to Q on V
′
, i.e. 〈x, y〉 = 12(Q(x+y)−Q(x)−
Q(y)). We hoose an F-valued point x ∈ P[Λ] whih is superspeial and suh that if x is the
intersetion point P[Λ] and P[Λ′ ], then P[Λ′ ] 6⊂ Z(yi), i = 1, 2. Next we hoose y0 ∈ V
′
suh that
νp(y
2
0) = 0 and x ∈ Z(y0)(F) and 〈y0, y1〉 6= 0. (Suh y0 exists sine otherwise P[Λ′ ] ⊂ Z(y1).)
We may suppose that y2 is linearly independent of y0 and y1. (Otherwise one hooses y3 ∈ V
′
suh that y3 ⊥ y0, y1, y2 and x ∈ Z(y3)(F) and replaes y0 by y0 + py3.) Let z1 = y0 and
z2 = y1 −
〈y0,y1〉
〈y0,y0〉
y0, let b1 =
〈y0,y1〉
〈y0,y0〉
. We extend z1, z2 to an orthogonal basis z1, ..., z4 of the
quadrati Z(p)-module Nx of speial endomorphisms y ∈ V
′
suh that x ∈ Z(y)(F). Let σi = z
2
i .
Then σ1 and σ2 are units and (using the notation introdued in the proof of Lemma 4.8) we
have χ(−σ3σ4) = −1 (see also setion 3).
We write y1 = b1z1 + z2 and y2 = c1z1 + c2z2 + c3z3 + c4z4. Then c1 and c2 are units
sine otherwise both would be divisible by p (sine a2 is divisible by p) and then we would have
P[Λ′ ] ⊂ Z(y2). Hene we may assume that c2 = 1. Hene b1c1σ1+σ2 = 0. Arguing as in Lemma
4.8 we see that νp(c
2
1σ1+σ2) = a1 and that c
2
3σ3+c
2
4σ4 is divisible by p
a1
. Using χ(−σ3σ4) = −1
we see that c3 and c4 are divisible by p
a1−1
2
. Then c3z3 + c4z4 = p
a1−1
2 y4, where y4 ∈ Nx is
an odd speial endomorphism. If a1 < a2, then it follows immediately that νp(y
2
4) = 1. Again
reasoning as in Lemma 4.8 we see that χ(−(b21σ1 + σ2)(c
2
1σ1 + σ2)) = 1. Thus also in ase
a1 = a2 (in whih ase by assumption χ(−ε1ε2) = −1 and therefore χ(ε2) 6= χ(c
2
1σ1 + σ2)) it
follows that νp(y
2
4) = 1. It follows that the fundamental matrix of y0, y1, y2 an be diagonalized
to the matrix η0 η1
η2p
a1
 ,
where ηi ∈ Z
×
(p). Thus by [KR2℄, Proposition 6.2, it follows that (Z(y0), Z(y1), Z(y2)) =
a1+1
2 .
Next we hoose y ∈ V
′
p suh that x ∈ Z(y)(F) and y ⊥ y0, y1 and νp(y
2) = 1 (Lemma 3.3).
Then the fundamental matrix of y, y0, y1 an be diagonalized to the matrixη0 η1
y2
 .
Thus the intersetion multipliity (Z(y0), Z(y1), Z(y)) equals 1 (Lemma 3.4). Sine P[Λ] ⊂ Z(y)
it follows that (Z(y1) ∩ Z(y0),P[Λ]) = (D(y1) ∩ Z(y0),P[Λ]) = 1 (intersetion multipliity in
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D(y1)). Hene it follows (writing (Z(y0), Z(y1), Z(y2)) = ((Z(y1) ∩ Z(y0), (Z(y1) ∩ Z(y2)) =
((D(y1) ∩ Z(y0), (D(y1) ∩D(y2)) as intersetion multipliity in D(y1)) that the multipliity of
P[Λ] in D(y1) ∩D(y2) as divisor in D(y1) is ≤
a1+1
2 and that it is <
a1+1
2 if and only if there is
a horizontal omponent of D(y1) ∩ D(y2) passing through x. The same reasoning shows that
for a2 odd the multipliity of P[Λ] in D(y1) ∩D(y2) as divisor in D(y2) is ≤
a1+1
2 and that it is
< a1+12 if and only if there is a horizontal omponent of D(y1)∩D(y2) passing through x. Thus
in ase a1 = a2 this ends the indution start by Lemma 4.8, whih guarantees that there is no
suh horizontal omponent, and we also see that it sues to show the laim in ase a1 6= a2
for the multipliity of P[Λ] in D(y1) ∩D(y2) as divisor in D(y1).
Next it is easy to see that there is a speial endomorphism y3 of the form c1z1 + z2 + ρ,
where ρ is in the Z(p)-span of z3 and z4 in V
′
, suh that y23 = ε3p
a1
(where ε3 ∈ Z
×
(p)) and
χ(−ε1ε3) = −1. We x suh a y3.
Thus y2 − y3 = p
a1−1
2 y4, where y4 is some element in the Z(p)-span of z3 and z4 in V
′
.
As just shown, we already know that the multipliity of P[Λ] in D(y1) ∩D(y3) (or D(y1) ∩
Z(y3)) as divisor in D(y1) is
a1+1
2 . Further, D(y1) ∩ Z(y4) (as divisor in D(y1)) ontains P[Λ]
with multipliity at least 1. Now Proposition 3.12 shows that D(y1) ∩ Z(p
a1−1
2 y4) (as divi-
sor in D(y1)) ontains P[Λ] with multipliity at least 1 +
a1−1
2 =
a1+1
2 . Hene we see that
D(y1) ∩ Z(y2) = D(y1) ∩ Z(y3 + p
a1−1
2 y4) also ontains P[Λ] with multipliity at least
a1+1
2 .
Sine loally around x we D(y2) = Z(y2) and sine we already know that this multipliity is at
most
a1+1
2 , this ends the start of the indution.
Now we ome to the indution step from r − 1 to r.
If y1 and y2 would be replaed by y1/p
r
and y2/p
r, then we would be in the situation of the
indution start. Now we hoose an F-valued point x of P[Λ] for y1/p
r
and y2/p
r
as we did in the
indution start, and also, as before, x is the intersetion point of P[Λ] and P[Λ′ ]. We also hoose
y0 for y1/p
r
and y2/p
r
as before. Then the fundamental matrix of y0, y1, y2 an be diagonalized
to the matrix η0 η1p2r
η2p
a1
 ,
where ηi ∈ Z
×
(p). Further it follows that the fundamental matrix of y0, y1/p, y2 an be diagonal-
ized to the matrix diag(η0, η1p
2r−2, η2p
a1) and that the fundamental matrix of y0, y1/p, y2/p an
be diagonalized to the matrix diag(η0, η1p
2r−2, η2p
a1−2). Analogously one sees that the funda-
mental matrix of y0, y1, y2/p an be diagonalized to a matrix of the form diag(η0, η˜1p
2r−2, η˜2p
a1),
where η˜i ∈ Z
×
(p). Using D(y1) = Z(y1) − Z(y1/p) and D(y2) = Z(y2) − Z(y2/p) and [KR2℄,
Proposition 6.2, one heks that
(Z(y0),D(y1),D(y2)) = (
a1 + 1
2
− r + 1)pr−1 + (
a1 + 1
2
− r)pr. (4.1)
Using the indution hypothesis (applied to y1, y2 and the projetive line P[Λ′ ], note that P[Λ′ ] has
multipliity pr−1 in D(y1)p and in D(y2)p) we see that the multipliity of P[Λ′ ] in D(y1)∩D(y2)
as divisor in D(y1) (and also as divisor in D(y2) if a2 is odd) is (
a1+1
2 − (r − 1))p
r−1
.
As before, we hoose y ∈ V
′
p suh that y ⊥ y0, y1 and suh that νp(y
2) = 1 and x ∈ Z(y)(F).
Then the fundamental matrix of y, y0, y1 an be diagonalized to the matrixη0 y2
p2rη1
 .
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Thus the intersetion multipliity (Z(y0),D(y1), Z(y)) equals 2 (use Lemma 3.4).
Sine P[Λ],P[Λ]′ ⊂ Z(y)∩D(y1) it follows that (Z(y0)∩D(y1),P[Λ]) = (Z(y0)∩D(y1),P[Λ′ ]) =
1 (intersetion multipliities inD(y1) ). Using (4.1) and the above expression for the multipliity
of P[Λ′ ] in D(y1)∩D(y2), we see that the multipliity of P[Λ] in D(y1)∩D(y2) as divisor in D(y1)
is ≤ (a1+12 − r)p
r
, with equality if and only if there is no horizontal omponent of D(y1)∩D(y2)
passing through x. Thus, again by Lemma 4.8, we are done in ase a1 = a2. The same reasonig
shows in ase that a2 is odd the orresponding statement in D(y2). Thus for the rest we may
restrit ourselves to the ase that we onsider D(y1) ∩D(y2) as divisor in D(y1).
The remaining reasoning (for the ase a1 6= a2 ) is analogous to the reasoning in the in-
dution start: One hooses y3 ∈ V
′
suh that y2 − y3 is a linear ombination of z3 and z4
(in partiular y3 ⊥ y1) and suh that x ∈ Z(y3)(F) and νp(y
2
3) = a1 and writing y
2
3 = ε3p
a1
we have χ(−ε1ε3) = −1. Then y2 − y3 = p
a1−1
2 y4 for some y4 suh that x ∈ Z(y4)(F). Then
as just shown, D(y1) ∩D(y3) as divisor in D(y1) ontains P[Λ] with multipliity (
a1+1
2 − r)p
r.
Thus (using Proposition 4.6) we see that D(y1) ∩ Z(y3) as divisor in D(y1) ontains P[Λ] with
multipliity 1 + ... + pr−1 + (a1+12 − r)p
r. Now Proposition 4.6 and laim 1 in its proof show
that Z(pry4) ∩ D(y1) as divisor in D(y1) ontains P[Λ] with multipliity at least 1 + ... + p
r.
Now using Proposition 3.12 we see that Z(p
a1−1
2 y4) ∩ D(y1) as divisor in D(y1) ontains
P[Λ] with multipliity at least 1 + ... + p
r + (a1−12 − r)p
r = 1 + ... + pr−1 + (a1+12 − r)p
r.
Thus D(y1) ∩ Z(y2) = D(y1) ∩ Z(y3 + p
a1−1
2 y4) also ontains P[Λ] with multipliity at least
1+ ...+ pr−1+ (a1+12 − r)p
r
. Thus we see (again using Proposition 4.6) that the multipliity of
P[Λ] in D(y1)∩D(y2) (as divisor in D(y1)) is at least (
a1+1
2 − r)p
r. Sine we already know that
this multipliity is at most (a1+12 − r)p
r, this is the preise multipliity. 
Propositions 4.6 and 4.7 give us the neessary informations about the vertial part (i.e.
the part having support in the speial bre) of the divisors D(ji) ∩ D(jl) in say D(ji). Next
we investigate the horizontal omponents (the omponents whih do not have support in the
speial bre). We onsider two speial endomorphisms y1, y2 ∈ V
′
suh that y1 ⊥ y2, and we
suppose that y1 is odd. By the results of of [KR2℄ and [T℄ we may assume that νp(yi) ≥ 2.
(In ase that the three speial endomorphisms ji are pairwise perpendiular to eah other and
at least one of the exponents νp(j
2
i ) is ≤ 1, the intersetion multipliity (Z(j1), Z(j2), Z(j3)) is
known by [KR2℄, resp. [T℄.) We start with the following lemma, whih is given a geometri
interpretation in the subsequent proposition.
Lemma 4.9 Let y1, y2 ∈ V
′
suh that y1 ⊥ y2 and suppose that y1 is odd and that y2 is even.
Write ai = νp(y
2
i ). Suppose that a1 > a2 ≥ 2. Let x be the unique F-valued point in Core(y2).
Let R = OMHB ,x and let f1 resp. f2 be generators of the ideals of D(y1) resp. D(y2) in R. Let
d ∈ R suh that the image of d in R/(f1) is a generator of the ideal of the underlying redued
subsheme of D(y1). By Proposition 4.6, we an write f2 = d
αh+ ρf1, for some h, ρ ∈ R suh
that the image of h in R/(f1) is oprime to p, and where α = p
a2/2−1
. Further let t ∈ R suh
that the image of t in R/(p) is a generator of the ideal of the divisor s in Corollary 3.10 (applied
in ase j = y2). Let β = p
a2/2−1(p − 1). Then the ideals I1 := (f1, h, d) and I2 := (t
β , d, p) are
equal and the length (over W ) of R/I1 is 2β.
Proof. We hoose a speial endomorphism y suh that y ⊥ y1, y2 suh that νp(y) = 1 and
x ∈ Z(y)(F) (Lemma 3.3). By Lemma 3.4 (and using Lemma 5.2), we may assume that the
ideal of Z(y) in R is (d). Further by Lemma 3.4 we know that p ∈ (f1, d) and f1 ∈ (d, p). Thus
I1 = (f1, h, d, p) and I2 = (f1, t
β, d, p). For any r ∈ R we denote by r its image in R/(p) (whih
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is a UFD). Further let I i be the image of Ii in R/(p). Then, sine p ∈ I1 ∩ I2, it is enough to
show that I1 = I2. We write
f2 = d
αtβ + σp
for some σ ∈ R. Then
f2 = d
α
h+ ρf1 = d
α
t
β
and
f1 = d
γ
,
where γ = p(a1−1)/2. Combining both equations we get
t
β
= h+ ρd
γ−α
.
Note that γ − α > 0. Thus we see that t
β
∈ I1 and h ∈ I2. This onrms that I1 = I2 and
hene I1 = I2.
Further lgW (R/I1) = lgW (R/I2) = β · lgW (R/(p, d, t)). By Lemma 3.4,1 (together with
Lemma 5.2 below), the equation for Z(y1/p
(a1−1)/2) in R/(d) is given by p = 0, hene we see
that lg(R/(p, d, t)) = (Z(y1/p
(a1−1)/2), Z(y2/p
a2/2), Z(y)). The latter equals 2, as follows again
from Lemma 3.4. Thus lgW (R/I1) = 2β as laimed. 
Proposition 4.10 In the situation of Lemma 4.9 there is a horizontal part h of the divisor
D(y1) ∩ D(y2) in D(y1) whih passes through the unique point in Core(y2). Its intersetion
multipliity (in D(y1)) with eah of the two projetive lines whih ontain the point in Core(y2)
is equal to β = pa2/2−1(p− 1).
Proof. This follows immediately from Lemma 4.9. 
Proposition 4.11 Let y1, y2 ∈ V
′
suh that y1 ⊥ y2 and suppose that y1 is odd. Let ai = νp(y
2
i )
and write y2i = εip
ai
. Suppose that a1, a2 ≥ 2 and that in ase a1 = a2 we have χ(−ε1ε2) = −1.
Then in ase that a1 > a2 and that a2 is even, the horizontal omponent of D(y1) ∩ D(y2)
passing through the point in Core(y2) (see Proposition 4.10) is the only horizontal omponent of
D(y1)∩D(y2). In all other ases there does not exist any horizontal omponent of D(y1)∩D(y2).
The proof will be given in the next setion.
5 Calulation of intersetion multipliities
In view of Proposition 4.4 (and its proof) it is enough to alulate (if at least one of j1, j2, j3
is odd) (D(ji),D(jl),D(jk)) or (if at least one of ji, jk is odd) (D(ji),D(jk), Z(jl)), where
{i, k, l} = {1, 2, 3}. Using Lemma 4.1 we see (as before) that
(D(ji),D(jl),D(jk)) = χ(OD(ji)∩D(jl) ⊗
L
OD(ji)
OD(ji)∩D(jk)),
whih we write as ((D(ji) ∩ D(jl)), (D(ji) ∩ D(jk))) (intersetion multipliity in D(ji)). The
orresponding analogous formula holds if one replaes D(jl) by Z(jl). We may and will assume
that ji is odd (see below). For any odd j ∈ V
′
with νp(j
2) ≥ 1 by Corollary 3.10 the speial
bre of the regular formal sheme D(j) is a sheme and its underlying redued subsheme is a
union of opies of P1F. The same reasoning as in [D℄ now shows that the intersetion number of
two divisors E = E1 +E2 and F in D(j) (dened as usual as the Euler-Poinaré harateristi
of their struture sheaves) is bilinear i.e. satises (E,F ) = (E1, F ) + (E2, F ) provided that the
support of E ∩ F is ontained in D(j)p and is proper over F.
Next we ompute the intersetion multipliity of two of the projetive lines in D(j)p.
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Lemma 5.1 Let j ∈ V
′
be odd with νp(j
2) ≥ 1 and let P[Λ],P[Λ′ ] ⊂ D(j)p. Then their inter-
setion multipliity in D(j) has the value:
(P[Λ],P[Λ′ ]) =

0, if P[Λ] and P[Λ′ ] do not interset
1, if P[Λ] and P[Λ′ ] interset in preisely one point
−(p+ 1), if [Λ] = [Λ
′
] and νp(j
2) = 1
−2p, if [Λ] = [Λ
′
] and νp(j
2) > 1 and P[Λ] ⊂ Z(j/p)
−p, if [Λ] = [Λ
′
] and νp(j
2) > 1 and P[Λ] 6⊂ Z(j/p).
Proof. The rst ase is obvious. In the seond ase we have to ompute the length of the
loal ring of the intersetion point of P[Λ] and P[Λ′ ]. We nd a speial endomorphism y ∈ V
′
p
with νp(y
2) = 1 and suh that Z(y) ontains P[Λ] and P[Λ′ ]. But then the laim follows from
[KR1℄, Lemma 4.7. The same lemma also shows the third ase. To ompute the intersetion
multipliity in the fourth and in the fth ase, we use the fat that (P[Λ],D(j)p) = 0. This
follows as in the proof of Proposition 4.4 from the exat sequene
0 −−−−→ OD(j)
p·
−−−−→ OD(j) −−−−→ OD(j)/(p) −−−−→ 0.
Let pa be the multipliity of P[Λ] in D(j)p (see Corollary 3.10). We write j
2 = pbj0, where
νp(j
2
0) = 1. Suppose rst that P[Λ] does not belong to Z(j0). Then using the seond ase and
Corollary 3.10 we therefore get in the fourth ase
0 = (P[Λ],D(j)p) = p
a · (P[Λ],P[Λ]) + p
2 · pa−1 + pa+1.
Thus (P[Λ],P[Λ]) = −2p.
If P[Λ] ⊂ Z(j0), then we alulate (still in the fourth ase)
0 = pa · (P[Λ],P[Λ]) + (p
2 − p) · pa−1 + (p+ 1) · pa.
(Note that there are p + 1 projetive lines interseting P[Λ] whih also belong to Z(j0) and
there are p2 − p projetive lines interseting P[Λ] whih do not belong to Z(j0).) Thus again
(P[Λ],P[Λ]) = −2p.
In the fth ase we alulate (using a = 0):
0 = (P[Λ],P[Λ]) + p.
Thus (P[Λ],P[Λ]) = −p. 
In the sequel we will use the following terminology. If j is an odd speial endomorphism
and j = pbj0, where νp(j
2
0) = 1, then the enter of Z(j), denoted by Cent(j), is the set of all
P[Λ] whih are ontained in Z(j0).
If j is an arbitrary speial endomorphism suh that j2 6= 0, then the boundary of Z(j) is
the set of all P[Λ] whih belong to Z(j) but not to Z(j/p) and whih do not ontain any points
of Core(j). It will be denoted by B(j).
If E is a divisor in D(j), then we denote by Ev the vertial part of E, i.e. the part having
support in the speial bre.
For any P[Λ] and any r ∈ {1, 2, 3} we denote by multr(P[Λ]) the multipliity of P[Λ] in D(jr)p
given by Corollary 3.10.
Further we denote again by χ the quadrati residue harater of Z×p resp. Z
×
(p)
.
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Lemma 5.2 Let y1, y2 ∈ V
′
p suh that y1 ⊥ y2 and y
2
1, y
2
2 6= 0. Suppose that ai = νp(y
2
i ) ≥ 0
and write y2i = εip
ai
.
(i) If y1 and y2 are both odd and χ(−ε1ε2) = 1, then Cent(y1)∩Cent(y2) onsists of preisely
one projetive line.
(ii) If y1 and y2 are both odd and χ(−ε1ε2) = −1, then Cent(y1) ∩ Cent(y2) onsists of an
appartment of projetive lines, i.e. eah P[Λ] ∈ Cent(y1) ∩ Cent(y2) is interseted by
preisely two others.
(iii) If y1 is odd and y2 is even, then the point in Core(y2) is the intersetion point of two
projetive lines belonging to Cent(y1).
(iv) If y3 ∈ V
′
p is a third speial endomorphism with y
2
3 = ε3p
a3
(where a3 := νp(y
2
3) ≥ 0) and
y3 ⊥ y1, y2, then Z(y1)∩Z(y2)∩Z(y3) is not empty, and if y1 and y2 are odd and y3 is even,
then χ(−ε1ε2) = −1. Further, if y1, y2, y3 are all odd, then Cent(y1)∩Cent(y2)∩Cent(y3)
onsists of preisely one projetive line.
Proof. The rst three points follow by ombining [T℄, Proposition 4.2, together with lo.it
Proposition 2.4 and [KR1℄, Corollary 2.6, or an be proved diretly like [KR1℄, Corollary 2.6.
The rst assertion of point (iv) is lear, the seond follows from the rst three points. The last
assertion follows from [KR2℄, Proposition 8.13 or alternatively from [KR1℄, Proposition 2.12. 
Lemma 5.3 Suppose that y1, y2 ∈ V
′
suh that y1 ⊥ y2 and that a1 := νp(y
2
1) ≥ 1 is odd
and that a2 := νp(y
2
2) ≥ 2. Write y
2
i = εip
ai
. Suppose that in ase that a1 = a2 we have
χ(−ε1ε2) = −1. Let P[Λ] ⊂ D(y1) ∩ D(y2) and suppose that P[Λ] /∈ B(y2). In ase that a2
is even and that a2 < a1 or a1 = 1 suppose further that P[Λ] does not ontain the point in
Core(y2). Then (P[Λ], (D(y2) ∩D(y1))v) = 0 (intersetion multipliity in D(y1)).
Proof. Suppose rst that a1 ≥ 3. We distinguish (a priori) 4 times 3 ases. The four ases are
given by the distiguishing whether P[Λ] ∈ Cent(y1) or not and whether P[Λ] ∈ Cent(y2) or not.
Let pmi be the multipliity of P[Λ] in D(yi)p given by Corollary 3.10. For eah of the four ases
one distuishes whether m1 < m2 or m1 = m2 or m1 > m2.
For example, if P[Λ] ∈ Cent(y1) and m1 < m2, then (using Propositions 4.6, 4.7 and Lemma
5.1)
(P[Λ], (D(y2) ∩D(y1))v) = (−2p)p
m1 + (p+ 1)pm1 + (p2 − p)pm1−1 = 0.
Let us onsider the ase P[Λ] /∈ Cent(y1) ∪ Cent(y2) and m1 = m2. Then there are p
2
pro-
jetive lines interseting P[Λ] suh that eah is ontained in D(y1)p and D(y2)p with multipliity
pm1−1. There is one projetive line interseting P[Λ] whih is ontained in D(y1)p and D(y2)p
with multipliity pm1+1. Let a = min{a1, a2}. Now using Lemma 5.1 and Proposition 4.7 we
ompute
(P[Λ], (D(y2) ∩D(y1))v) =
(
a+ 1
2
−m1)(−2p)p
m1 + (
a+ 1
2
−m1 − 1)p
m1+1 + p2(
a+ 1
2
−m1 + 1)p
m1−1 = 0.
The other ases are proved analogously, as well as the ase a1 = 1 whih is even simpler
(use lemma 3.4). 
In the sequel we will say that two projetive lines have distane d, if the orresponding
verties in the building have distane d.
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Proof of Proposition 4.11. Denote by (D(y1)∩D(y2))vh the divisor in D(y1) whih is given
by the part of (D(y1)∩D(y2)) having support in the speial bre and, in ase that a1 > a2 and
that a2 is even, inludes additionally the horizontal part of D(y1) ∩D(y2) passing through the
point in Core(y2) (see Proposition 4.10).
Suppose that x ∈ (D(y1) ∩ D(y2))(F) suh that in ase that a1 > a2 and that a2 is even
{x} is not equal to Core(y2). Then we must show that there is no horizontal omponent of
D(y1) ∩ D(y2) passing through x. We hoose y ∈ V
′
p suh that νp(y
2) = 1 and y ⊥ y1, y2
and x ∈ Z(y)(F). By the results of [T℄ we know the value of (D(y1),D(y2), Z(y)). We also
know by lo. it. the struture of D(y1) ∩ Z(y) (Lemma 3.4). Using this we alulate (below)
((D(y1) ∩ D(y2))vh, (D(y1) ∩ Z(y))) (intersetion multipliity in D(y1)) and observe that it
equals (D(y1),D(y2), Z(y)). If there was a horizontal omponent of D(y1) ∩ D(y2) passing
though x, then it would ause a stritly positive ontribution to the intersetion multipliity
whih ould not be ompensated by any other ontributions of horizontal omponents. Hene
(D(y1) ∩D(y2))vh = (D(y1) ∩D(y2)).
Now we ome to the alulation of ((D(y1) ∩D(y2))vh, (D(y1) ∩ Z(y))).
We distinguish ases aording as a2 is even or odd and if a1 < a2 or a1 = a2 or a1 > a2.
First we handle the ase that a2 even and a2 < a1.
For eah P[Λ] ⊂ D(y1) ∩ Z(y) we ompute the ontribution to ((D(y1) ∩D(y2))v, (D(y1) ∩
Z(y))v) oming from the part of (D(y1) ∩ Z(y))v whih has support in P[Λ]. Then we add
all these ontributions. (More preisely, this means the following. If P[Λ] is ontained in the
divisor D(y1)∩Z(y) in D(y1) (then automatially with multipliity is m = 1, see Lemma 3.4),
then we ompute ((D(y1) ∩ D(y2))v,P[Λ]) as intersetion multipliity in D(y1).) By Lemma
5.3 the ontribution of P[Λ] is 0 if P[Λ] ⊂ D(y2) and P[Λ] /∈ B(y2) and Core(y2) 6⊂ P[Λ]. If
P[Λ] ⊂ D(y1)∩Z(y) and P[Λ] ∈ B(y2), then the ontribution to ((D(y1)∩D(y2))v , (D(y1)∩Z(y)))
oming from the part of (D(y1)∩D(y)) whih has support in P[Λ] is −2p+p = −p. (where −2p
omes from the self-intersetion and p omes from the intersetion with the unique projetive
line P[Λ′ ] in D(y1) ∩ D(y2) whih intersets P[Λ]. By Proposition 4.6 it has multipliity p in
D(y2) ∩ D(y1).) Now any suh P[Λ] is interseted in D(y1) by p additional projetive lines
( 6= P[Λ′ ]) whih belong to Z(y) but not to D(y2). Eah of these p projetive lines ontributes
with the value 1 to the intersetion multipliity. Therefore together with P[Λ] they ontribute
with the value 0 to the intersetion multipliity. Next we ome to the ontribution of the two
projetive lines passing through the point in Core(y2). If a2 ≥ 4 eah ontributes with the
value
(−2p) · pa2/2−1 + p2 · pa2/2−2 + pa2/2−1 = −pa2/2 + pa2/2−1.
In ase a2 = 2 the ontribution is −2p+1. In this ase we have to add the ontributions of the
p projetive lines whih do not belong to D(y2) but to Z(y) and interset P[Λ]. Thus we have
in both ases
((D(y1) ∩D(y2))v , (D(y1) ∩ Z(y))v) = −2p
a2/2 + 2pa2/2−1.
By Lemma 3.4 we have (D(y1) ∩ Z(y))v = (D(y1) ∩ Z(y)). Using Proposition 4.10 we nally
get
((D(y1) ∩D(y2))vh, (D(y1) ∩ Z(y))) = 0.
By [T℄, Theorem 5.1 (and its proof) we see that this is already the value of ((D(y1)∩D(y2)), (D(y1)∩
Z(y))). Thus ((D(y1) ∩D(y2))vh = ((D(y1) ∩D(y2)).
Next we treat the ase that a2 is odd. Then by Lemma 4.8 and our assumption we only
need to treat the ase a2 > a1 and χ(−ε1ε2) = 1. Then again (D(y1)∩Z(y))v = (D(y1)∩Z(y))
(Lemma 3.4) and we only have to alulate ((D(y1) ∩ D(y2))v , (D(y1) ∩ Z(y)v)). We write
y2 = εp.
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Claim ((D(y1) ∩D(y2))v, (D(y1) ∩ Z(y)v)) equals 0 if χ(−εε1) = 1, and it equals −2(p −
1)p
a1−1
2
if χ(−εε1) = −1.
The rst laim follows from Lemma 5.3.
In the seond ase we ompute for eah projetive line in (D(y1) ∩ Z(y))v the ontribution
to the intersetion multipliity oming from the part of (D(y1)∩Z(y))v having support in this
projetive line. By Lemma 5.3 we only have to onsider suh projetive lines whih are in B(y2)
or whih interset a projetive line in B(y2) and are not in D(y2). If suh a projetive line lies in
B(y1)∩B(y2) (and lies in Z(y)), then its ontribution is (−p)(
a1+1
2 )+p(
a1+1
2 −1) = −p. There
are preisely 2(p − 1)p
a1−1
2
−1
suh projetive lines. (There are preisely two projetive lines in
the apartment of projetive lines belonging to Cent(y1) ∩ Cent(y2) for whih the distane to
B(y1) (dened as the orresponding distane in the building) is
a1−1
2 . For eah of these two,
there are (p−1)p
a1−1
2
−1
projetive lines with the desribed properties whih have distane
a1−1
2
to the projetive line in the apartment.)
For all other projetive lines in B(y2), their respetive ontributions add to zero with the
ontributions of the p projetive lines in Z(y) whih interset it but are not ontained in D(y2)
(as explained in the ase that a2 is even and a2 < a1). This yields the laim.
Again, in both ases of the laim, this is also equal to the intersetion multipliity ((D(y1)∩
D(y2)), (D(y1) ∩ Z(y))) given by [T℄, Theorem 5.1.
Finally, the ase that a1 < a2 and a2 is even is treated in the same way as the seond ase
of the above laim (the intersetion multipliity is also again −2(p − 1)p
a1−1
2
).

Now we are ready to start the intersetion alulus. We x the notation ar = νp(j
2
r ) and
write j2r = εrp
ar
. By Proposition 4.2 we may assume that j1, j2, j3 are pairwise perpendiular
to eah other. From now on we make this assumption (unless otherwise mentioned). Further we
assume that 2 ≤ a1 ≤ a2 ≤ a3. To alulate (D(ji),D(jl),D(jk)) = ((D(jl) ∩D(ji)), (D(jk) ∩
D(ji))) (intersetion multipliity in D(ji)) we want to use Propositions 4.6 - 4.11 and Lemmas
5.1 - 5.3. Note that we always nd i ∈ {1, 2, 3} suh that ji is odd. This follows from [Ku1℄,
1.16, see also (5.1) below.
Proposition 5.4 We have the following identities of intersetion multipliities.
(i) If a1 is even and a2 is odd, then (D(j1),D(j2),D(j3)) = 2p
(a1+a2−3)/2(p− 1).
(ii) If a1 and a3 are odd and a2 is even, then (D(j1),D(j2),D(j3)) = 0.
(iii) If a1 and a2 are odd and a3 is even, then
(D(j1),D(j2),D(j3)) = −2p
(a1+a2−4)/2(a1+12 p−
a1−1
2 )(p − 1).
(iv) If a1 is odd and a2 and a3 are even and a2 < a3, then (D(j1),D(j2),D(j3)) = 0.
(v) If a1 is odd and a2 and a3 are even and a2 = a3, then
(D(j1),D(j2),D(j3)) = −2p
(a1+a2−3)/2(a1+12 p−
a1−1
2 ).
The ase that a1 and a2 are even and the ase that a1 and a2 and a3 are odd will be treated
later.
Proof. Let us onsider the rst ase. In view of Propositions 4.10 and 4.11 we have to show
that (D(j1) ∩D(j2)v,D(j3) ∩D(j2)v) = 0 (intersetion multipliity in D(j2)). But this follows
from Lemma 5.3. The same reasoning shows the seond and the fourth ase.
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Let us onsider the third ase. For eah P[Λ] blonging to D(j3) and to D(j1) we ompute
the ontribution to the intersetion multipliity whih omes from the part of D(j3) ∩ D(j1)
whih has support in P[Λ] and we add the ontributions for the several projetive lines. (More
preisely, if D(j3)∩D(j1) ontains P[Λ] with multipliity m (Propositions 4.6, 4.7), we ompute
the intersetion (m ·P[Λ],D(j2)∩D(j1)) in D(j1) and add the ontributions of the several P[Λ].)
By Lemma 5.3 we only need to onsider suh P[Λ] whih belong to B(j2) or whih do not belong
to D(j2). First we assume that a1 < a2.
First we onsider the ontributions of suh P[Λ], whih belong to B(j2) ∩ B(j3). This
ontribution is −2p + p = −p if P[Λ] does not belong to B(j1) and it is (−p) · (
a1+1
2 )
2 +
(a1+12 − 1) ·
a1+1
2 · p if it belongs to B(j1). Next it is easy to see that there are preisely
2(p − 1)p
a2−a1
2
−1 · p · (p2)
a1−1
2
−1
projetive lines belonging to B(j2) ∩ B(j3) but not to B(j1):
We start with one of the two projetive lines in the apartment of projetive lines belonging to
Cent(j1) and to Cent(j2) suh that D(j2)p andD(j3)p ontain this projetive line with the same
multpliity (given by Corollary 3.10). There are p − 1 neighboring projetive lines belonging
to Cent(j1) but not to Cent(j2). For eah suh hoie there are p new neighboring projetive
lines belonging to Cent(j1). We ontinue walking in Cent(j1) and enlarging our distane to
the mentioned apartement. After
a2−a1
2 − 1 suh steps, the distanes to B(j1) and to B(j2)
are equal. Now there are p · (p2)
a1−1
2
−1
possible ways to go on until B(j2) but not to B(j1)
(in eah step enlarging the distane to the apartment by one). Similarly there are preisely
2(p − 1)p
a2−a1
2
−1 · (p2 − p) · (p2)
a1−1
2
−1
projetive lines belonging to B(j1) ∩B(j2) ∩B(j3).
Next is easy to see that the ontribution of all P[Λ] whih do not belong to B(j3) sum up to
zero. (More preisely, one heks the following fat for any projetive line P[Λ′ ] whih lies in the
apartment of projetive lines belonging to Cent(j1)∩Cent(j2) and for whih the multipliities
of P[Λ′ ] in D(j2)p and in D(j3)p are dierent: The ontributions oming from all projetive
lines P[Λ] in B(j2) (or interseting it) with the property that P[Λ′ ] is the projetive line in the
apartment suh that its distane to P[Λ] is minimal, sum up to 0.)
Thus
(D(j1),D(j2),D(j3)) = 2(p − 1)p
a2−a1
2
−1 · p · (p2)
a1−1
2
−1
· (−p)
+2(p − 1)p
a2−a1
2
−1 · (p2 − p) · (p2)
a1−1
2
−1
×((−p) · (
a1 + 1
2
)2 + (
a1 + 1
2
− 1) ·
a1 + 1
2
· p)
= −2p(a1+a2−4)/2(
a1 + 1
2
p−
a1 − 1
2
)(p− 1).
In ase a1 = a2 the alulation is almost the same, we have only to replae the above formulas
for the number of projetive lines whih belong to B(j2) ∩B(j3) but not to B(j1) resp. whih
belong to B(j1)∩B(j2)∩B(j3) by the expressions 2(p−1)·(p
2)
a1−1
2
−1
resp. 2(p−1)2 ·(p2)
a1−1
2
−1
.
The resulting expression for (D(j1),D(j2),D(j3)) does not hange.
The fth ase is done analogously. 
Next we ome to the ase that a1 and a2 are even and (hene) a3 is odd. We interset
in D(j3). Now there is a horizontal omponent in D(j1) ∩ D(j3) passing through the unique
point in Core(j1) = Core(j2) and also one of D(j2) ∩ D(j3) passing through the point in
Core(j1) = Core(j2). If we proeed as before, then we are faed with the problem that we
have to ompute the intersetion multipliity of these two horizontal omponents in D(j3). To
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avoid this problem, we proeed as follows. First we hoose γ ∈ Z(p) suh that νp(j
2
2 + γ
2j21) =
a2 + 2 (whih is possible, as follows from the fat that χ(ε1ε2) = χ(−1), whih in turn follows
from the form of the matrix S
′
given in setion 3). Now let j
′
2 = j2 + γj1. By Proposition
4.2, we get (Z(j1), Z(j2), Z(j3)) = (Z(j1), Z(j
′
2), Z(j3)). Using also Proposition 4.4 we also
see (D(j1), Z(j2),D(j3)) = (D(j1), Z(j
′
2),D(j3)). It follows from the onstrution of j
′
2 that
Core(j1) 6= Core(j
′
2) and that Core(j
′
2) onsists of a supersingular point lying on one of the
projetive lines passing through the point in Core(j1).
Proposition 5.5 Suppose that a1 and a2 are even. Then
(D(j1), Z(j2),D(j3)) = p
a1+a2
2 + p
a1+a2
2
−1 − 2pa1−1.
Proof. We ompute the value of (D(j1), Z(j
′
2),D(j3)). We write (D(j1), Z(j
′
2),D(j3)) =
((D(j1) ∩ D(j3)), (Z(j
′
2) ∩ D(j3))) as intersetion multipliity in D(j3). Assume rst that
a2 > 2 and a2 < a3 − 1. We write (D(j1) ∩ D(j3)) = v1 + h1, where v1 denotes the ver-
tial part (i.e. the part with support in the speial bre) of D(j1) ∩ D(j3) as divisor in
D(j3) and h1 denotes the horizontal part. Similarly we write Z(j
′
2) ∩D(j3) = v2 + h2. Then
(D(j1), Z(j
′
2),D(j3)) = (v1, h2)+ (h1, v2)+ (v1, v2). (Note that by the above onstrution of j
′
2,
the horizontal part h1 and h2 do not interset.) Using Propositions 4.10 and 4.6 we ompute
(v1, h2) = (p
a1
2
−1 + p
a1
2
−2)(1 + (p− 1) + ...+ (p− 1)p
a2
2 ) = (p
a1
2
−1 + p
a1
2
−2)p
a2
2
+1.
(Here the rst summand 1 in the seond parenthesis laims that the horizontal omponent
of Z(j
′
2/p
a2/2+1) ∩D(j3) intersets the two projetive lines whih ontain Cent(j
′
2) eah with
multipliity 1. This follows by ombining Lemma 3.3 and point 3 of Lemma 3.4.)
Similarly, we ompute
(h1, v2) = (p− 1)p
a1
2
−1(1 + (1 + p) + ...+ (p
a2
2
−1 + p
a2
2 )).
Next one heks that the the ontribution to (v1, v2) oming from the part of (Z(j
′
2) ∩D(j3))v
whih has support in the two projetive lines passing through the point of Core(j1) is exatly
−(h1, v2).
To alulate the rest of (v1, v2) we write v2 = (Z(j
′
2)∩D(j3))v =
∑
r(D(j
′
2/p
r)∩D(j3))v and
see (using Lemma 5.3) that for eah r we only have to onsider the ontributions oming from
the projetive lines in (D(j
′
2/p
r) ∩ D(j3))v whih are in B(j1) or whih interset a projetive
line in B(j1). Further these ontributions add to zero if r 6=
a2−a1
2 ,
a2−a1
2 − 1. In eah of these
two ases these ontributions add to (−p)(p2)
a1
2
−1
. Adding everything we get the desired result.
The ases that a1 = 2 and/or a2 = a3 − 1 are omputed analogously. 
Next we treat the ase that a1a2a3 is odd. Here we are faed with the problem that in
ase ai = ak and χ(−εiεk) = 1 we annot apply Propositions 4.7 and 4.11 to get informa-
tion about the struture of D(ji) ∩ D(jk). But if in this ase al 6= ai, ak we an ompute
((D(ji) ∩ D(jl)), (D(jk) ∩ D(jl))) as intersetion multipliity in D(jl). Thus the only ase
where a problem arises, is the ase that a1 = a2 = a3 =: a and at least two of the three
expressions χrs := χ(−εrεs) are equal to 1. Suppose χij = χik = 1. But then the matrix T =
diag(ε1p
a, ε2p
a, ε3p
a) is GL3(Z(p))-equivalent to a matrix of the form diag(εip
a, ηkεkp
a, ηlεlp
a),
where ηl, ηk ∈ Z
×
(p) suh that χ(ηl) = χ(ηk) = −1. Then χ(−εiηkεk) = χ(−εiηlεl) = −1. Sine
we are nally interested in the value of (Z(j1), Z(j2), Z(j3)) and sine for this we may replae T
by diag(εip
a, ηkεkp
a, ηlεlp
a) (Proposition 4.2), we are redued to the ase that χij = χik = −1.
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Proposition 5.6 Suppose that a1a2a3 is odd. Then we have the following identities of inter-
setion multipliities.
(i) If a1 = a2 = a3 =: a and χ12 = χ13 = −1 and χ23 = 1, then
(D(j1),D(j2),D(j3)) = −
a+ 1
2
pa + 3
a+ 1
2
pa−1 − (a− 1)pa−2.
(ii) If a1 = a2 = a3 =: a and χ12 = χ13 = χ23 = −1, then
(D(j1),D(j2),D(j3)) = −
a+ 1
2
pa + 3
a+ 1
2
pa−1 − 2(a− 1)pa−2.
(iii) If a1 ≤ a2 < a3 and χ12 = −1, then
(D(j1),D(j2),D(j3)) = −2p
a1+a2−4
2 (p− 1)(
a1 + 1
2
p−
a1 − 1
2
).
(iv) If a1 = a2 < a3 and χ12 = 1, then
(D(j1),D(j2),D(j3)) = 2p
a1−1.
(v) If a1 < a2 = a3 and χ12 = χ13 = 1, then
(D(j1),D(j2),D(j3)) = −p
a1+a2−4
2 (p+ 1)(
a1 + 1
2
p−
a1 − 1
2
).
(vi) If a1 < a2 = a3 and χ12 = −1 and χ13 = 1, then
(D(j1),D(j2),D(j3)) = −p
a1+a2−4
2 (p− 1)(
a1 + 1
2
p−
a1 − 1
2
).
(vii) If a1 < a2 < a3 and χ12 = 1, then
(D(j1),D(j2),D(j3)) = 0.
Note that the alulation of the intersetion multipliity (Z(j1), Z(j2), Z(j3)) in ase a1 < a2 =
a3 and χ13 = −1 an be redued to the ase ase a1 < a2 = a3 and χ13 = 1 by the same
reasoning as the one before the proposition.
Proof. In ase (i) we write (D(j1),D(j2),D(j3)) = ((D(j1) ∩ D(j2)), (D(j1) ∩ D(j3))),
and we ompute for eah projetive line in D(j1) ∩D(j3) the ontribution to the intersetion
multipliity ((D(j1)∩D(j2)), (D(j1)∩D(j3))) whih omes from the part of D(j1)∩D(j3) whih
has support in that projetive line. By Lemma 5.3 we only have to onsider suh projetive
lines, whih are in B(j2), or whih are not in D(j2) but interset an element in B(j2).
First we onsider projetive lines in B(j1) ∩B(j2)∩B(j3). Then eah ontributes with the
value −p · a+12 (Proposition 4.7) and there are preisely (p
2 − 3p + 2)(p2)
a−1
2
−1
suh. Next,
there are (p − 3)(p2)
a−1
2
−1
projetive lines whih are in B(j2) ∩ B(j3) but not in B(j1). Eah
ontributes the value −p. Further, there are (p − 1)(p2)
a−1
2
−1
projetive lines whih are in
B(j1) ∩B(j2) and D(j3) but not in B(j3). Eah ontributes with value −p.
Next we ount the ontributions oming from the projetive lines in B(j2) whih are not
in B(j1) ∪ B(j3). For eah suh we also add the ontributions oming from the projetive
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lines in D(j1) ∩ D(j3) whih interset it but are not in D(j2). Now, if P[Λ] ∈ B(j2) but not
in B(j1) ∪ B(j3) and if mult1(P[Λ]) 6= mult3(P[Λ]), then the ontribution oming from P[Λ]
(inluding the ontributions oming from the projetive lines in D(j1) ∩D(j3) whih interset
P[Λ] but are not in D(j2)) is easily seen to be 0. Next for eah m between 1 and
a−1
2 we ount the
ontributions oming from suh P[Λ] ∈ B(j2) but not in B(j1) ∪B(j3) for whih mult1(P[Λ]) =
mult3(P[Λ]) = p
m
. In ase m = a−12 there are preisely two suh (lying in the apartment of
projetive lines lying in Cent(j1) ∩ Cent(j3)). The ontribution for eah of the two is then
(−2p)p
a−1
2 + p · p
a−1
2 + p
a−1
2 +(2p− 2)p
a−1
2
−1+2(p2− 2p+1)p
a−1
2
−1
. (The rst two summands
ome from the projetive line itself, the rest omes from the projetive lines in D(j1) ∩D(j3)
whih interset it but do not belong to D(j2).) Thus the ontribution oming from the ase
m = a−12 is 2((−2p)p
a−1
2 +p·p
a−1
2 +p
a−1
2 +(2p−2)p
a−1
2
−1+2(p2−2p+1)p
a−1
2
−1) = 2p
a−1
2 (p−1).
Similarly, for m < a−12 , the ontribution beomes 2(p
2 − 2p + 1)(p2)
a−1
2
−m−1((−2p)pm(a−12 −
m)+p ·pm(a−12 −m)+p
2pm−1(a−12 −m+1)) = 2(p
2−2p+1)pa−m−2. Now summing everything
up, we get the desired result.
Case (ii) is done analogously.
In ase (iv)
we write (D(j1),D(j2),D(j3)) = ((D(j1)∩D(j3)), (D(j2)∩D(j3))) (intersetion multipliity
in D(j3)). As usual, for eah projetive line in (D(j1) ∩ D(j3)) we ompute the ontribution
to intersetion multipliity oming from the part of (D(j1) ∩D(j3)) whih has support in that
projetive line. We only have to onsider projetive lines in B(j2) or interseting a projetive
line in B(j2). There are no projetive lines in B(j2) ∩ B(j3) whih belong to D(j1). We
ount the ontribution oming from the projetive lines in B(j1) ∩ B(j2). Sine χ12 = 1
there preisely (p2 − 2p − 1)(p2)
a1−1
2
−1
suh and eah ontributes with the value −p to the
intersetion multipliity. Similarly one heks that the projetive lines in B(j2) whih are not
in B(j1) together with the projetive lines whih interset suh altogether ontribute with the
value (p2 − 1)pa1−2. Summing everything up gives the laimed result.
In ase (v) we write (D(j1),D(j2),D(j3)) = ((D(j1)∩D(j2)), (D(j1)∩D(j3))) (intersetion
multipliity in D(j1)). Again we have to ompute the ontribution oming from the part of
(D(j1)∩D(j3)) whih has support in a projetive line in B(j2) or a projetive line interseting
one in B(j2). Sine χ13 = 1 it follows that, if P[Λ] ∈ B(j2) and P[Λ] ⊂ D(j1) ∩ D(j3), then
P[Λ] ∈ B(j3). Now it is easy to see that if in this situation P[Λ] /∈ B(j1), then the ontribution
oming from P[Λ] is −p and that there are preisely (p + 1) · p
a2−a1
2
−1 · p · (p2)
a1−1
2
−1
suh
projetive lines. Similarly, if P[Λ] ∈ B(j1), then the ontribution oming from P[Λ] is
a1+1
2 (−p)
and there are preisely (p+ 1) · p
a2−a1
2
−1 · (p2 − p) · (p2)
a1−1
2
−1
suh projetive lines. Summing
up all ontributions, we obtain the laim.
In ase (iii) we proeed similarly. Writing (D(j1),D(j2),D(j3)) = ((D(j1)∩D(j2)), (D(j1)∩
D(j3))) (intersetion multipliity in D(j1)), we have to ompute the ontribution oming from
the part of (D(j1) ∩D(j3)) whih has support in a projetive line in B(j2) or a projetive line
interseting one in B(j2). Now we onsider the apartment of projetive lines orresponding to
the intersetion Cent(j1) ∩Cent(j2). For any projetive line in B(j2) (or interseting it) there
is a unique projetive line in the apartment, suh that the distane of the two projetive lines
(i.e. the distane of the orresponding verties in the building) is minimal. Now we onsider
the two projetive lines P[Λ0],P[Λ1] in the apartment suh that mult3(P[Λ0]) = mult2(P[Λ0]) and
mult3(P[Λ1]) = mult2(P[Λ1]). Then by the same reasoning as in ase (v) the ontribution oming
from all projetive lines in B(j2) whose distane to the apartment is the distane to P[Λ0] or
P[Λ1] gives the laimed intersetion multipliity. One easily heks that for any other projetive
line P[Λ] in the apartment the ontributions oming from all projetive lines P[Λ′ ] in B(j2) (or
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interseting it) with the property that P[Λ] is the projetive line in the apartment suh that its
distane to P[Λ′ ] is minimal, sum up to 0.
Case (vi) is proved analogously to ase (v).
Case (vii) follows from Lemma 5.3. 
We now drop the assumption that T is diagonal. We want to obtain an expression for
(Z(j1), Z(j2), Z(j3)). Suppose that T is GL3(Z(p))-equivalent to diag(ε1p
a1 , ε2p
a2 , ε3p
a3), where
εi ∈ Z
×
(p) for all i and a1 ≤ a2 ≤ a3. (Now the restrition that 2 ≤ a1, a2, a3 is dropped.) To
state the result, we introdue the following invariants of T , omp. [W℄. Let
ξ˜ =
{
χ(−ε1ε2) if a1 ≡ a2 mod 2,
0 if a1 6≡ a2 mod 2,
and let
σ =
{
2 if a1 ≡ a2 mod 2,
1 if a1 6≡ a2 mod 2.
Further, let
η =
{
+1 if T is isotropi over Qp,
−1 if T is anisotropi over Qp.
To distinguish whether T is isotropi or anisotropi over Qp, we reall the following fat (see
[W℄, p. 189). Let i, j ∈ {1, 2, 3} with i 6= j and ai ≡ aj mod 2, and dene k ∈ {1, 2, 3} by
{i, j, k} = {1, 2, 3}. Then T is isotropi over Qp if and only if χ(−εiεj) = 1 or ak ≡ aj mod 2.
On the other hand, sine T is represented by V
′
we have
− 1 = (−1)a1+a2+a3χ(−1)a1+a2+a3+a1a2+a2a3+a1a3χ(ε1)
a2+a3χ(ε2)
a1+a3χ(ε3)
a1+a2 , (5.1)
see [KR2℄, setion 7 or [Ku1℄, (1.16). Using this we an deide, whether T is isotropi or
anisotropi over Qp, and we an also determine ξ˜ from a1, a2, a3, exept in ase that a1a2a3 is
odd (then ξ˜ = −1 and ξ˜ = 1 is possible).
Theorem 5.7 Suppose that T is GL3(Z(p))-equivalent to diag(ε1p
a1 , ε2p
a2 , ε3p
a3), where εi ∈
Z×(p) for all i and a1 ≤ a2 ≤ a3. Then there is the following expliit expression for the intersetion
multipliity (Z(j1), Z(j2), Z(j3)).
(Z(j1), Z(j2), Z(j3)) = −
a1∑
i=0
a1+a2−σ
2
−i∑
j=0
pi+j(−1)i(i+ 2j)
− η
a1∑
i=0
a1+a2−σ
2
−i∑
j=0
p
a1+a2−σ
2
−j(−1)a3+σ+i(a3 + σ + i+ 2j)
− ξ˜2p
a1+a2−σ
2
+1
a1∑
i=0
a3−a2+2σ−4∑
j=0
ξ˜j(−1)a2−σ+i+j(a2 − σ + 2 + i+ j).
Proof. We already know by Proposition 4.2 that (Z(j1), Z(j2), Z(j3)) only depends on the
GL3(Z(p))-equivalene lass of T . Thus we may assume that T = diag(ε1p
a1 , ε2p
a2 , ε3p
a3).
Next by omparing with [KR2℄, Proposition 6.2 resp. [T℄, Theorem 5.1 we get the laim in ase
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a1 = 0 resp. a1 = 1. Now by indution on a1 + a2 + a3 we see (using Proposition 4.4) that
it is enough to show that the above formula predits the same values of (D(j1),D(j2),D(j3))
resp. (D(j1), Z(j2),D(j3)) as the propositions of this setion. This is in all ases heked by a
straightforward alulation. 
6 The onnetion to representation densities and Eisenstein se-
ries
In this setion we want to express the loal intersetion multipliity (Z(j1), Z(j2), Z(j3)) in
terms of ertain representation densities and the global intersetion multipliity χT (Z1, Z2, Z3)
in terms of the derivative of the T -th Fourier oeient a ertain Eisenstein series.
First we reall that, for S ∈ Symm(Zp) and U ∈ Symn(Zp) with det(S) 6= 0 and det(U) 6= 0,
the representation density is dened as
αp(S,U) = lim
t→∞
p−tn(2m−n−1)/2 | {x ∈Mm,n(Z/p
tZ); S[x]− U ∈ ptSymn(Zp)} | .
Given S as above, let
Sr =
S 1r
−1r
 .
Then there is a rational funtion AS,U (X) ∈ Q(X) of X suh that
αp(Sr, U) = AS,U (p
−r).
One denes
α
′
p(S,U) =
∂
∂X
(AS,U(X))|X=1.
(Comp. [KR1℄.) Let S = diag(1,−1, 1,−∆). (Sine T is represented by the spae V
′
(Qp), it is
not represented by V (Qp) resp. S, see [Ku1℄, Proposition 1.3. )
Theorem 6.1 There is the following relation between intersetion multipliities and represen-
tation densities:
(Z(j1), Z(j2), Z(j3)) = −
p4
(p2 + 1)(p2 − 1)
α
′
p(S, T ).
Proof. Sine both sides only depend on the GL3(Z(p))-equivalene lass of T , we may assume
that T is diagonal and equals diag(ε1p
a1 , ε2p
a2 , ε3p
a3), where εi ∈ Z
×
(p) for all i and a1 ≤ a2 ≤ a3.
We ompute the expression on the right hand side and ompare with Theorem 5.7. The right
hand side an be expressed expliitly, ombining a result of Katsurada and a result of Shimura.
This was already done in [T℄ in ase a1 = 1, but the reasoning arries over. More preisely,
by the same reasoning as in the proof of [T℄, Theorem 5.1, the funtion AS,T (X) is given as
follows.
AS,T (X) = (1 + p
−2X)(1 − p−2X2)F˜p(T ;−X),
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where F˜p(T ;X) is given by the following expression.
F˜p(T ;X) =
a1∑
i=0
(a1+a2−σ)/2−i∑
j=0
pi+jXi+2j
+ η
a1∑
i=0
(a1+a2−σ)/2−i∑
j=0
p(a1+a2−σ)/2−jXa3+σ+i+2j
+ ξ˜2p(a1+a2−σ+2)/2
a1∑
i=0
a3−a2+2σ−4∑
j=0
ξ˜jXa2−σ+2+i+j .
Here, the invariants η, σ, ξ˜ are dened as in the last setion. This yields an expliit expression
for the right hand side of the formula in the statement of the theorem whih is straighforward
to alulate, and one heks that it is the same expression as the one given in Theorem 5.7. 
Next we ome to the omparison of the global intersetion multipliity χT (Z1, Z2, Z3) and
the derivative of the T -th Fourier oeient of a ertain Eisenstein series.
First we shortly reall some notations and fats introdued in [KR2℄. See [Ku1℄ and [KR2℄,
setion 7 for details.
Let K
′
p be the stabilizer in G
′
(Qp) of a superspeial lattie L in X
HB
(see setion 2).
Dene V
′
(Zp) = End(L,F ) ∩ V
′
p and V (Zp) = Λ ⊗ Zp, where Λ is the xed self-dual lattie
of setion 1. Let K
′
= K
′
pK
p ⊂ G
′
(Af ). Let ϕ
p
f = har(ω1 × ω2 × ω3) ∈ S(V (A
p
f )
3) and
ϕp = har(V (Zp)
3) ∈ S(V (Qp)
3) and ϕ
′
p = har(V
′
(Zp)
3) ∈ S(V
′
(Qp)
3).
Let χ = χV be the quadrati harater of A
×/Q× assoiated to V , i.e., χ(x) = (x,det(V ))A,
where ( , )A denotes the global Hilbert symbol. To ϕp one assoiates Φp ∈ I3(0, χVp) (see [Ku1℄
for an explanation of the indued representation I3(0, χVp) of Sp6(Qp), and more generally of
the indued representation I3(s, χ) of Sp6(A)). Analogously to ϕ
p
f one assoiates Φ
p
f and to ϕ
′
p
one assoiates Φ
′
p.
Then Φp is ompleted to an inoherent standard setion Φ(s) = Φ
2
∞(s) · Φ
p
f (s) · Φp(s) ∈
I3(s, χ) (see [Ku1℄), where Φ
2
∞(s) is assoiated to the Gaussian in S(V
′
(R)3). Denote by
pr(K
′
) the image of K
′
under the projetion pr : G
′
(Af ) → SO(V
′
)(Af ). Analogously one
denes pr(K). Let x = (j1, j2, j3) ∈ V
′3
be the triple of our xed three speial endomorphisms
(setion 2) so that the matrix of the quadrati form with respet to x is our xed T. Finally let
(having hosen Haar measures on G
′
(Af ) and Z
′
(Af ))
OT (ϕ
′
f ) =
∫
Z
′
(Af )\G
′
(Af )
ϕ
′
f (g
−1xg)dg.
Analogously one denes OT (ϕ
p
f ) and OT (ϕ
′
p). Let P ⊂ Sp6 be the Siegel paraboli subgroup
(see introdution). We onsider the following Eisenstein series on Sp6(A),
E(g, s,Φ) =
∑
γ∈P (Q)\Sp6(Q)
Φ(γg, s).
Suppose that ω1 × ω2 × ω3 is loally entrally symmetri (i.e. invariant under the ation of
µ2(A
p
f )). Then for h ∈ Sp6(R) the derivative in s = 0 of ET (h, s,Φ) (see also introdution) an
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be expressed as
E
′
T (h, 0,Φ) = vol(SO(V
′
)(R)) · pr(K
′
)) ·W 2T (h)
×
W
′
T,p(e, 0,Φp)
WT,p(e, 0,Φ
′
p)
· vol(K
′
)−1 vol(Z(Q) \ Z(Af )) · OT (ϕ
′
f ).
See [KR2℄ and [Ku1℄ for an explanation of the Whittaker funtions W 2T and WT,p. With these
preparations we are ready to state the nal result.
Theorem 6.2 Let h ∈ Sp6(R) and suppose that ω1 × ω2 × ω3 is loally entrally symmetri.
Then there is the following relation between Eisenstein series and intersetion multipliities.
E
′
T (h, 0,Φ) = −
1
2
log(p) · κ · χT (Z1, Z2, Z3) ·W
2
T (h),
where κ is the volume onstant with value κ = vol(SO(V
′
)(R)) vol(pr(K)).
Proof. By the above formula for E
′
T (h, 0,Φ) we an write
E
′
T (h, 0,Φ) = c1 ·W
2
T (h)
OT (ϕ
′
p)
WT,p(e, 0,Φ
′
p)
W
′
T,p(e, 0,Φp)OT (ϕ
p
f )
for some onstant c1 (meaning that it is independent of T and h and ω1×ω2×ω3). Further we
an write W
′
T,p(e, 0,Φp) = c2 ·α
′
p(S, T ) for some onstant c2 (see the proof of [KR2℄, Proposition
7.2). Using Theorem 6.1 we see that W
′
T,p(e, 0,Φp) = c3 ·(Z(j1), Z(j2), Z(j3)) for some onstant
c3. Combining this with Proposition 2.2, we obtain
W
′
T,p(e, 0,Φp)OT (ϕ
p
f ) = c4 · χT (Z1, Z2, Z3)
for some onstant c4. Next we laim that the quotient
OT (ϕ
′
p)
WT,p(e,0,Φ
′
p)
is a onstant. The proof
for this is the same as the proof of formula (5.3.33) in the proof of Proposition 5.3.3 in [KRY℄.
Thus we obtain
E
′
T (h, 0,Φ) = c · χT (Z1, Z2, Z3) ·W
2
T (h)
for some onstant c. It remains to prove that c = −12 vol(SO(V
′
)(R)) vol(pr(K)) log(p). But
by [KR2℄, Theorem 7.3, this is true provided that T is not divisible by p. Sine this laim is
independent of T , it is always true. This ends the proof. 
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