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ABSTRACT 
It is proved that three columns of an inverse of a scalar Toeplitz matrix, when 
properly chosen, are always enough to reconstruct it. A parametrization of invertible 
Toeplitz matrices in terms of the first and a combination of two consecutive columns 
of the inverse matrix is also given. 
1. JNTRODUCTION 
In this paper we solve the following problem: Given a finite dimensional 
Toeplitz matrix T = (a,_,):, qzO, what is the minimal number of columns of 
its inverse T- ’ = (t,, ,)i, q=o that determine it? 
The results of Gohberg and Semencul [3] show that if t0,0 # 0, then the 
first and last columns of T-’ are sufficient for this purpose. Their theorem is 
as follows: 
THEOREM (Gohberg, Semen&). Let T =(a,_,),“,,=, be a Toeplitz 
matrix. If each of the systems of equations 
iY a,-qx,=~,,o (p=O,L...,n), 
q=rl 
f: ap-qy,=Sp,n (p=O,l,...,n) 
q=o 
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is solvable and x0 # 0, then T is invertible and 
T-1=(x,)_’ I: 
x0 0 
. . . 0’ 
Xl X” .-. 0 
., . . . . . . . . . . . . . . 
X” Xn-l ... x0, 
‘Y, Yn-1 ... Yo 
0 Y, . . Yl 
. . . . . . . . . . . . . . . . 
0 0 ... yn, 
-I 
i 0 . . . 0 0’ 0 x, . . Xl 
Yo ... 0 0 0 0 . . 
- x2 
. . . . . . . . . . . . . . . . . . . . . . . . . . . 
\Y,-1 ... Y, 0 0 0 . . 0 11. 
The results of Gohberg and Krupnik [2] show that if t,, n # 0, then the first 
and second columns of T-’ are sufficient. Their theorem is as follows: 
THEOREM (Gohberg, Krupnik). Let T = (a,_q)z,qzo be a Toeplitz ma- 
trix. Zf each of the systems of equations 
i a,_qrq=6,,, (p=O,l,...,n), 
q=rl 
t a,_,z,=6,,, (p=O,l,..., n) 
q=rl 
is solvable and x, + 0, then T is invertible and 
Tp’=(x,)-l 
I 
zn 0 . . . O\‘o x, . 
Zl .zo ... 0 0 0 . 
. . . . . . . . . . . . . . . . ....... 
2, Z,_l *.. 20 \O 0 . 
(x0 0 ... 0 
x1 x() .*- 0 - 
. . . . . . . . . . . . . . . . 
I X” ;Tn-l .*. x() 
‘0 272 
0 0 
. . . . . 
/\O 0 
.i 
X0X, X(+,-l ... x0x0 \ 
X1X, XIX”_1 **. X1X0 
+ 
1 
. . . . . . . . . . . . . . . . . . . . . * 
x,x, X,X,-l . . . x,x0 1 
Xl 
. x2 
. . . . . 
. o/ 
. . . 21 
. . . 
z2 
. . . . . . . 
. . . 0 
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It is remarked in [2] that the inverse of the Toeplitz matrix 
i 0 1 0 1 0 1 0 1 1 
cannot be determined by any pair of its columns. 
One of the main results of this paper proves that three columns of TP’, 
when properly chosen, are always enough to reconstruct T-‘. The choice of 
the columns has to be made as follows: We take the first column (tj,,)~=, and 
two consecutive columns (tj, i)J!,O and (tj, i+ ,)r=, where i is such that 
tn_i.O z 0. The theorem is as follows: 
THEOREM. Let T = (u~~,)~,,=~ be a Toeplitz matrix. Zf each of the 
systems of equations 
i ap-pq = a,,, (p=O,I ,...> n), 
q=O 
i ap-qzq =sp,i+l (p=O,L...,n) 
9=0 
is solvable and x n _ i z 0, for an integer i (0 < i < n), then T is invertible and 
T-’ = (x~_~) -’ 
X 
1x0 
L\ 
0 . . . 0’ 'Yn yn-l-zn ... Yo-z1\ 
Xl x() ... 0 0 Y, ... YI - 22 
. . . . . . . . . . . . . . . . ..*.......*............ 
ix, X,-l ... X” \ 0 0 . . . Yn / 
+ 
i 20 . . . 0 0’10 
x, 
... 
“J 
zl-y” ... 0 0 0 0 ... xg 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
(/,I 
. . 
2” -y,-1 ... z1-Yo 20 I \o 0  
(1.1) 
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The theorems of Gohberg and Semen& and of Gohberg and Krupnik 
appear as the natural extreme cases. 
Our theorem is obtained as an application of a simple principle which 
suggests a unified approach for theorems of matrix inversion. Here our 
results intersect with results of Friedlander, Morf, Kailath, and Ljung [l], 
Tismenetsky [7], and especially Heinig and Rost [4, 51. 
Inverse theorems were obtained by Gohberg and Semencul [3] and by 
Gohberg and Krupnik [2]. We give a generalization of both these theorems in 
a way which corresponds to the above theorem. 
2. GENERAL INVERTIBILITY PROPOSITION 
Let { e(j)}J,a be the canonical basis for C”+‘, i.e., 
e(O)= (1,0 ,..., O)T, e(l) = (O,l,,.., O)‘,,.., e’“‘=(O ,..., O,l)?‘. 
All transformations (respectively vectors) in this paper are represented in this 
basis by corresponding matrices (respectively column vectors). For any 
transformation T, R(T) will denote the range of T. For vectors {x(j)}~=,, 
row(r( j));=, will denote a matrix whose columns are r(O), x(l), . . . , xc”). 
PROPOSITION 2.1. Let T be an (n + 1) X( r~ + 1) matrix. Zf there exist 
(n+l)~(n+l)matricesS,Kandavectorn:~C”~’suchthat 
ST=TK, (2.1) 
Span(Tx, STx, S2Tx ,..., S”Tx) = Cn+‘, (2.2) 
then T is invertible and 
(2.3) 
Proof. It is clear that SjT = TKj for j = 0, 1,. . . , n. This can be proved 
by simple induction. Hence 
Trow(Kjx);=o = row(SjTx)~=o. (2.4) 
INVERSION OF TOEPLITZ MATRICES 177 
Since {TX, STx, S?i”x,. , . , S”Tx} is a basis for C “+‘, the matrix row(SjTx)r=, 
is invertible. Therefore T is invertible and (2.3) follows from (2.4). n 
Let us remark that if T is invertible, one can always find matrices S, K 
and a vector x such that (2.1) and (2.2) hold. For example take 
s=(Gi.j+l)~,j=O~ 
x = T- le’O’ K = T-‘ST. 
However, the main problem is to find such a matrix S for which the matrix 
row(S jTx);,, has the simplest structure. 
For the sequel, the following proposition is useful. 
PROPOSITION 2.2. Let T, S, M be three (n + 1)x( r~ + 1) matrices. If 
there exists a vector x EC”+’ such that {TX, STx,. . . , S”Tx} is a basis for 
C “+I, and for B = ST - TM the condition R(B)c R(T) holds, then T is 
invertible. 
Proof. The condition R(B) c R(T) implies the existence of a matrix K, 
such that B = TK,. Thus, ST = T(M + K,). But {TX, STx,. . . , S”Tx} is a basis 
for C n+l. Therefore, according to Proposition 2.1, T is invertible. n 
Note that T-’ is given by (2.3) with K = M + K,. 
3. EXPRESSION OF THE INVERSE OF A TOEPLITZ MATRIX 
VIA THREE OF ITS COLUMNS 
The following notation is needed in the sequel. T,‘,i,‘( f,, . . . , f _ ,> denotes a 
(r + l)x(s + 1) Toeplitz matrix whose first column is (fo,. . . , f,)T and first 
row is (f,,..., f_,). Similarly HJz:( f_,, . . . , f,) denotes a (~+l)X(s+l) 
Hankel matrix whose last column is ( fo, .. . , f,)T and first row is (f-S,. . . , fo). 
Define 
~(f,,...> f,)=T,‘:;‘(f,,...,f,,O,.“.,O) 
and 
qfo,..., f )=‘l’,“+‘l’(O,.f.,Ofo,...,f,). 
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We shall use the following facts concerning Toeplitz matrices. For a 
Toeplitz matrix T = T,“,+,‘( f,, . . . , f _ "), 
if T(u,,u,,...,u,) T=(gO,gL,...,gn)T then 
(Xl u n_l,....~g)T=(gnrgn~Ir...,gn); 
if Tu=eCP) and Tv=eCq) then u,_~=v,~~. 
It is clear that (3.2) follows from (3.1) and the observation 
(3.1) 
(3.2) 
[( V”,V,_l,..., v”)T](uo,q,...,u,)r 
= V”,V”_I,..., ( ~“)[T(u,,u,,...,u,)~]. 
THEOREM 3.1. Let T =(a,_,)~,,,, be a Toeplitz matrix. Assume that 
there exist vectors x, y, z E Q=“+’ such that TX = e(O), Tz = STy, and y, Z 0, 
where S is (L?~,~+‘):, j=0, the shijl matrix. Then T is invertible and 
x0 0 
. . . O\lY, yn-l--Z” ... Yo-zl 
T-’ = (Y,) -’ 
. . . 0 0 
“: . . .“O. . . . . . . , . . 
Y, ... Yl- 22 
. . . . . . . . . . . . . . . . . . . . . . . 
X" X,-l ... xg \ 0 0 . . . Y, 
+ 
zo . . . 0 0 
2,-y, ... 0 0 
\_l_b,:l.. ._._ ., . . zll..&. . XI 
\ ’ 
\ 
0 x, .-* Xl’ 
0 0 ... x2 
.., . . . . . . . . 
0 0 ... o,l 
. * 
(3.3) 
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Proof. The proof will be divided in two parts. Let us first assume that 
y = e’“‘. Therefore, 
Clearly row(SWx);,, = {e(O), e(l), . . . , e(“)} is a basis for C n+l. Moreover, the 
following relation holds: 
ST - TS = be(“) ‘I - &“)CT, (3.4) 
where b=(O,a_,,,...,a_,)rand c=(a~,,...,a_,,O)r. Therefore, 
ST=T(zd”‘l’-d+s) 
Applying Proposition 2.1 with K = ze(“jT- xcT + S, we conclude that T is 
invertible and 
T-’ = row(g@))~=,[row(SjTx)~=o] -I, (3.5) 
where gcp)= Kpx (p = 0,I ,..., n). 
Since row(SjTr)j”=o is the identity matrix, it follows from (3.5) that 
Q(P) = e(P) (p=O,l,..., n). (3.6) 
Moreover, 
g (P+l) = Kg(P) = sg 
From (3.2) and (3.6) it follows that 
Moreover, by (3.1) 
g(P)= x 
n n-p’ (3.8) 
n 
c a_qgbP_',=c=g(P)=(~,,...,zD)Tg(P)=~,_p. 
q=l 
(3.9) 
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Combining these relations, we get 
g (P+l)=Sg(p)fZX”_p- xz,_p. (3.10) 
Since g@) = r, we obtain the following formula for T-‘: 
T-‘=L(x, )...) X”)U(l, -2, ,..., -z1)+L(z”,...,z.)u(O,x.,...,x:1). 
(3.11) 
Let us now return to the general case. Using (3.4), we get 
Consequently, 
so that we can apply the first part of the proof. Accordingly, T is invertible. 
Moreover, taking w =(y,)-‘[z - Sy +(C~=,~~,y,_,)x] and using (3.10) 
with z replaced by W. we obtain 
g (p+l)= sg(p’+ wx”_p- xw,_p. (3.12) 
But 
WX 
“-P 
- XW,-p 
= (YJ ~ +-sY+( &?Yq-+ 1 X n-P 
r 
--x z,_,- L 
I It 
Y,-p-1+ C a-,yqel xn_p I q=l i 11 
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The combination of this relation with (3.12) gives 
(3.13) 
Since g(O) = x, (3.13) is equivalent to (3.3). W 
The following corollary is Theorem 1.1.1 of Heinig and Rost [4]. Note that 
only the first part of our proof is necessary. The formula of T-’ is exactly 
(3.11). 
COROLLARY 3.2. Let T = (ap_,);,q=o be a Toeplitzmatrix. Zf there exist 
vectorsx,zEQ=“+‘suchthatTx=e(“)andTz=(O,a_.,...,a_,)T, thenTis 
invertible and 
The last theorem mentioned in the introduction follows immediately from 
Theorem 3.1. In fact, TX = e(O) and Tz = e(‘+‘)= Se(‘) = STY, and according 
to (3.2), x,_~ = y,. 
The theorem of Gohberg and SemencuI [3] is a special case of this 
theorem taking z = 0 and i = n. Moreover, the theorem of Gohberg and 
Krupnik [2] is also a special case of this theorem taking y = x and i = 0. 
Indeed, the formula for T-’ follows from (1.1) and the following identity: 
xx== L(x, ,..., x )U(X” ,..., x0)- L(O,x, n ,.*.,x,-1 )U(O,Xn,...,X1). 
Let us also mention the following result. 
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THEOREM 3.3. Let T = (a,_,)~,,=, be a Toeplitz matrix. lf each of the 
systems of equations 
f (p=O,l,..., n), 
q=o 
F? a,-qyq = 1 (p=O,l,...,n) 
q=o 
is solvable and y, # 0, then T is invertible and 
0 . . . 0’ 'Yn Yn-I-Yn ... Yo - Yl\ 
T-’ = (Y,) -l 
. . . 0 0 . . .““. . . . . . . . . Y" ... Y1- Y2 . . . . . . . . . . . . . . . . . . . . . . 
x, xnpl ..* X” ,O 0 . . . Yn 1 
Y, ... 0 O’lo x, ... x1\ 
+ 
Y,-Y, ... 
Y1-Yo Yo,,O 0 ... o,l 
0 0 0 0 ... x2 
. . . . . . . . . . . . . . . ...*... ...,......... 
\y,-Y,-1 ... 
Proof. Note that T( y - x) = S(Ty). Therefore we can apply Theorem 3.1 
withz=y-x. W 
4. ANOTHER APPLICATION 
In this section we obtain a theorem of A. L. Sahnovic using the same 
principle. 
THEOREM 4.1 (A. L. Sahnovic [6]). Let T = (a,_,)~,,=, be a Toeplitz 
matrix. Zf each of the systems of equations 
i ap-qxq = 1 (p=O,l,...,n), 
q=o 
q~oap-qyq=bp (p=O,l,...,n) 
(4.1) 
(4.2) 
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issolvable, whereb,=O, b,=a,, b,=a,+a,,..., b,=a,+a,+ ... +a,,, 
then T is invertible and T-l can be constructed recursively in terms of x 
and y. 
Proof. Let S be the (n + 1)X( n + 1) matrix S = L(0, 1, 1,. . . , l), and let 
c, d be the following vectors in C”+‘: c = (1, 1, . . . , 1)r and d = 
(d,, d,, . . . > &IT, where d,=E~=,a_q (p=O,l,..., n). Clearly, {SjTx};=, 
= {Sk};=, is a basis for C”+l. Moreover, the following relation holds: 
ST+TS*+T=bc*+cd*. (4.3) 
Therefore, it follows from (4.1)-(4.3) that ST = T( yc* + xd* - ST - Z). 
Applying Proposition 2.1 with K = yc* + xd* - ST - I, we conclude that T is 
invertible and T-’ = row(g(P))~=,[row(SjTr)~=,]-l, where g(P)= K% (p = 
O,l,..., n). Therefore, 
g (P+l) = Kg(P) = y f g($+ x i dqgF’ _ STg'p' _ g(P). (4.4) 
q=o q=rl 
Note that T(c- y)=(dn,d._,,...,do)*, which, combined with (3.1) gives 
d*= [c*-(y”, y,-,mYo)]*. (4.5) 
Since TgCp) = SpTx = Spc, it follows from (4.5) that 
5 dqg$“=dTg’p’= [c*-(yn,..., y,)]S’c. 
q=rl 
Combining this relation with (4.4) gives 
g (p+l)cy i g~)+lCIC*-(yn,yn_l,...,yo)]SpC-STg(p)-g(p). 
q=o 
(4.6) 
Since g @) = x, (4.6) gives a recursive formula for gcp) (p = 0,. . . , n) in terms 
of x and y. n 
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5. INVERSE THEOREMS 
The following theorem can be deduced from several results of [4]; 
however, we give a simple direct proof that will help us to get some inverse 
theorems. 
THEOREM 5.1. An invertible matrix R is an inverse of a Toeplitz matrix 
i_f and only if there exist vectors x and z in C n+l such that 
R = M,M, - M,M,, (5.1) 
where 
M,=~(x,,x,,...,x.), M,=L( -zO, -zl ,...I -z,,), 
M3=U(0,q,,...,q), M,=U(l, -z, ,..., -zl). 
Proof. Assume first that R is the inverse of T = (a,-,);, 4=0. According 
to Corollary 3.1, then (5.1) holds for x = Re’“’ and z = R(0, a _-n,. . . , a _ l)T. 
Conversely, assume that R is given by (5.1) for some vectors x and z in 
Q= “+l. The matrix M, is invertible, and therefore the matrix 
M= 
admits the following Schur decomposition: 
But M, and M, commute as two upper triangular Toeplitz matrices. There- 
fore R = (M, - M,M, ‘M,)M,, and thus M, - M2M,‘M3 is invertible. Con- 
sequently M is invertible. But 
M= MO 
0 . . . 
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where 
M,= 
x0 ... 0 -zo ... 0 
*...*...............,......... 
x ... - n-l 0 --z *.. n-l zo 
x, ... x0 -z, ... -zl 
0 . . . Xl 1 . . . - 22 
s..........................,.. 
0 . . . xrl 0 . . . 1 
and therefore, M, is invertible. Define the following 2n + 1 dimensional row: 
(%A ._,,...,a, ,..., a-, )=(O,.:.,O,l,O,.:.,Oj.M,'. 
It is clear that the Toeplitz matrix T = (a ,_,)z, q=. satisfies 
and 
where 
Therefore, 
T(z-ax)=(O,u_~,...,~_,)~, 
and according to Corollary 3.2, T is invertible and 
T-'=M,(M,+aM3)-(M2+cxM1)M3. 
Consequently, T- ' = R. The theorem is proved. 
The following corollary is the inverse of Corollary 3.2. 
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COROLLARY 5.2. Let x, z be given vectors in C n+ ‘. There exists a 
Toeplitz matrix T = (A,_,)~,q=O satisfying 
TX = e(O), 
Tz=(O,a_, ,..., a_,)T 
if and only if the matrix 
( x0 a*. 0 -zCl .*. 
. . . . . . . . ..*.........*... 
x n-l ... 0 -2 “-1 ..- 
q)= X” ... X” -.z, ... 
0 . . . XI 1 . . . 
* . . . . . . . . . . . . . . . . . . . . . . . 
\ 0 . . . x, 0 . . . 
is invertible and 
. * 
. . 
0 
. . . . 
- zo 
- 21 
- 22 
. . . . 
1 
(O,.“.,O,l,O ,.P.,O)M,l(O,.~.,O,Xg )...) z”)T=O. 
If both conditions are fulfilled, then T is invertible and T-’ is given by 
(3.11). 
The following theorem generalizes the two inverse theorems obtained by 
Gohberg and Semen4 [3] and by Gohberg and Krupnik [2]. 
THEOREM 5.3. Letx,wbegivenvectorsin Q=“+’ suchthatx,pi#O for 
some integer i (0 < i < n). There exists a Toeplitz matrix T = (a,_,)~,,=0 
satisfying 
TX = e(O), (5.2) 
sy-z=w, (5.3) 
where y is any solution of Ty = eci), z is any solution of Tz = e(‘+” (e(“+l) is 
considmed as 0), and S is the (n + 1) X (n + 1) shij? matrix, if and only if 
w =o n-i (5.4) 
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and the following matrix is nonsingular: 
where 
Zf the conditions are fulfilled, then T is invertible and Tp ’ is given by 
(5.5) 
Proof. Being a triangular Toeplitz matrix with a nonzero element x,, ._, 
on the diagonal, it is clear that M, is an invertible matrix. Therefore M 
admits the Schur decomposition 
Thus M is invertible if and only if M, - M,M, ‘M, is invertible, and since 
M, is invertible, then M is invertible if and only if M,M, - M,M,‘M,M, is 
invertible. But M, and M, commute as two upper triangular Toeplitz 
matrices. Consequently M is invertible if and only if M,M, - M,M, is such. 
This remark will be used in both parts of the proof. 
Proof of necessity. Let us assume that there exists a Toeplitz matrix T 
such that (5.2) is fulfilled by the given vector x and there exist solutions y and 
z of Z’Y = eci) and Tz = eCi+‘) respectively. It follows from (3.2) that znPi = 
ynPi_ 1. Combining this relation with (5.3) gives (5.4). Moreover, x,_~ = y, 
and therefore (1.1) is equivalent to (5.5). But it follows from (5.5) that 
M,M, - M,M, is invertible. Consequently M is invertible as well. 
Proof of sufficiency. Given x and w, define the matrix R = 
(x,+,)-‘[M,M, - M,M,]. It f o ll ows from the invertibility of M that R is 
invertible. Taking zP = (x~_~)-~u+ for p = O,l,. . . , n, it is clear from Theo- 
rem 5.1 that R is an inverse of a Toeplitz matrix. Let T be this invertible 
Toeplitz matrix. It is clear that Re(a) = x and therefore (5.2) holds. 
Moreover, it follows from the invertibility of T that y is exactly Re(” and 
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Ret’+ ‘). Note that S commutes with both M, and M, as a lower 
Teoplitz matrix, and therefore 
SRe”’ _ Re(‘+ 1) 
=(zx-~)-~[M~(SM~~ (i) _ Mde(i+l)) _ M,(SMse(i) _ M,e(i+l))]. 
But it follows from (5.4) that 
S&few_ Mle(‘+‘)= 0, 
and it is clear that 
Therefore, 
Sy - z = (x,_~) -lMzx._ie(0), 
which is equivalent to (5.3). 
6. APPLICATIONS TO NON-TOEPLITZ MATRICES 
In this section we show some applications for non-Toeplitz matrices using 
the same principle. 
THEOREM 6.1. Let Tbe the (n+l)x(n+l) matrix T=(T, T,) where 
TI =(u,~,)~=~ yzO and T,=(b,_,)~=, :I;-‘. Zf there exist vectors 
x,~,zEQ:“+ suchthat 
TX = e(O), (6.1) 
Ty =c, (6.2) 
Tz =d, (6.3) 
wherec=(O,u_,,-b, ,..., a”_,,_,-b,)*andd=(O,b,,,+,_ “,..., b,,,)T,then 
T is invertible. 
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Moreover, let us denote by u, v, w the solutions of 
uTT = f T, 
VTT = e(m)T, 
WTT = e(n)T, 
(6.4) 
(6.5) 
(6.6) 
where f = (a-,,...,a_.,, b,,..., b,+l-n,O)T. Then 
T-‘=L(z,,z, ,..., ~,,)~(O,w~r...,w,~~) 
+~(yo,Yl,...,Y")~(O,vo,...,v"~l) 
+ z&),x, )..., r,)U(l, - ug 1...> - r&r). (6.7) 
Proof. Let S be the (n + 1)x( n + 1) shift matrix. It is clear from (6.1) 
that {TX, STx,. . . , S”Tx} = {e(O), e(l), . . . , e(“)} is a basis for C”“. Note that 
B = ST - TS 
-u , “’ -(I_,,, - h - b , . - b,,, + , ,, 0 
0 0 u 11, -b, 0 0 b r,i+, II = 
..,.,,,.,.,,,,.,,._...,,,.,.__......._.................. 
\ 
Therefore, R(B) c Span( e(O), c, d) c R(T) by (6.1)-(6.3). Applying Proposi- 
tion 2.2 with M = S, we conclude that T is invertible. 
Moreover, by (6.1)-(6.3) it follows that B = TK,, where K, is the 
following (n + l)X(n + 1) matrix: 
Therefore, by (2.3), T-’ = row(g(p));=o, where gcp)= (K, + S)p~ (p = 
O,l,..., n). Consequently, 
Tg(P) = e(P) (p=O,l,..., n). (6.8) 
Using the formula for K,, we obtain the recursive formula for g(P+‘): 
g(P+” = (K, + s)g’P’ = sg’P’ + ygj,p’ + zgr) _ .$ Tg(p). 
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Equation (6.8) combined with (6.4)-(6.6) gives fTgCp) = UTTgCp) = up, g$’ = 
vTTg(P) = vp, and gr)= wTTg(P) = wp. Therefore, 
g (p+l)= Sg(P)+ yvp + ZWp - XUP’ 
which is equivalent to (6.7), since g(O) = x. The theorem is proved. 
A close result can be found in [7]. 
n 
THEOREM 6.2. Let A = (u,~,)~,~=~ be an (n + l)X(n + 1) Toeplitz 
matrix and B = (bp+,);,,=O be an (n + 1)x( n + 1) Hunkel matrix. Define 
T = A + B. Zf there exist vectors x, y, u, v E C n+l such that 
TX = e(O), (6.9) 
Ty = et”‘, (6.10) 
Tu=c, (6.11) 
Tv=d, (6.12) 
where c = (a,, u2 + b,, . . ., a, + bn_2, b,_,)T and d = (b,+l, bnt2 + 
U _-n ,..., b,, + ~_~,a~~)~, then T is invertible. 
Proof. Let S be the (n + l)X(n + 1) shift matrix. Since A is Toeplitz 
and B is Hankel, it is clear that 
I 
a1 0 . . . 0 bn+l 
u,+b, 0 ... 0 b,+z+u_, 
(~T+s)T_T(sT+s)= . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
u,+b,_, 0 ... 0 b,, + u-2 
\ b . . . n-l 0 0 a-1 I 
u-1 u_,+b, ... u_,+b,p, b,_, 
0 0 . . . 0 0 
.*......*............*.......... 
0 0 . . . 0 0 
b n+l b,+a+u, ... bzn+a2 al 
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Therefore, by (6.9)-(6.12) it follows that 
R[(Sr+S)T-T(Sr+S)] cSpan(e”‘,e’“‘,c,d)cR(T). 
It is easy to see that {(ST+ S)pT~}~=, is a basis for C n+l. Applying 
Proposition 2.2, we conclude that T is invertible. n 
A close result requiring additional conditions can be found in [5]. 
THEOREM 6.3. Let {A, = (a~_,)~,,=,}~=, and {I$ =(&,)~,,=,}F=, 
be 21 Toeplitz matrices. Define T = XL:I=lA,B,. Zf there exist vectors 
{.(“}~1+,2cC”+1szzh that 
TX(‘) = e(O’ (6.13) 
Tx(‘+ 1) = C(r) (r = 1,2 )...) I), (6.14) 
‘Z$f+l+r), A,e(O’ (r=1,2 )...) Z), (6.15) 
TX@1+2) = 
; [Ad”‘] > 
r=l 
(6.16) 
wherec(“=(O,a’,, ,..., ~~,)~undd(“=(O,b~, ,..., bL,)Tforr=1,2 ,..., 1, 
then T is invertible. 
Proof. Let S be the (n + 1) ~(n + 1) shift matrix. It is clear that 
{TX , (1) STx”’ ,..., S”Tx(‘)} = {e@),e(‘) ,..., e(“)} is a basis for C”+i. Note 
that ST - TS = x:‘,=,[(SA, - A,S)B, + A,(%, - B,S)]. But A, and B, are 
Toeplitz for r = 1,2,. . . , 1. Therefore 
‘-a’, -a’, ... -a’, 0 \ 
ST-TS= i I; . . . 0 UL .P .. . . . . 9 . . . . . . . . . . . . . . . . . ‘: B, r=l 0 0 . . . 0 a’, 
-b’, -b’, ... -b’, 0 
0 0 . . . 
+ A, 
0 b’, 
. . . . . . . . . . . . . . . . . . . ....... . 
I 0 0 . . . 0 bT, Il. 
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Thus, R(ST - 23)~ Span(e@), {cCr)}f=,, { A,e’“‘}i=,, C~=,[A,d(‘)])c R(T). 
Applying Proposition 2.2, we conclude that T is invertible. n 
We would like to express OUT thanks to Professor 1. Gohberg for introduc- 
ing us to this field and supervising this work. We would also like to thank 
Professor L. Lerer and Professor P. Lancaster for useful remarks. 
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