We have reanalyzed our former static small-angle x-ray scattering and photon correlation spectroscopy results on dense solutions of charged spherical apoferritin proteins using theories recently developed for studies of colloids. The static structure factors S͑q͒, and the small-wave-number collective diffusion coefficient D c determined from those experiments are interpreted now in terms of a theoretical scheme based on a Derjaguin-Landau-VerweyOverbeek-type continuum model of charged colloidal spheres. This scheme accounts, in an approximate way, for many-body hydrodynamic interactions. Stokesian dynamics computer simulations of the hydrodynamic function have been performed for the first time for dense charge-stabilized dispersions to assess the accuracy of the theoretical scheme. We show that the continuum model allows for a consistent description of all experimental results, and that the effective particle charge is dependent upon the protein concentration relative to the added salt concentration. In addition, we discuss the consequences of small ions dynamics for the collective protein diffusion within the framework of the coupled-mode theory.
I. INTRODUCTION
Recently, some of us have used a paracrystalline theory to analyze the data obtained from small-angle x-ray scattering ͑SAXS͒, and the coupled-mode theory to analyze the data from photon correlation spectroscopy ͑PCS͒ studies of low-salt solutions of apoferritin. 1 Since the dynamic data are not accessible by PCS in the vicinity of the primary peak in the static structure factor, neutron spin-echo ͑NSE͒ studies were performed on the same system, 2,3 but in a much narrower range of volume fractions and added salt content.
In the present work, we reanalyze the SAXS data for the static structure factor, and the PCS and NSE data for collective diffusion in terms of a one-component model of dressed spherical macroions. In this model the protein interactions are simply described by a Derjaguin-Landau-VerweyOverbeek͑DLVO͒-type screened Coulomb potential characterized by an effective particle charge and an electrostatic screening parameter. In the framework of this model, the Rogers-Young 4 ͑RY͒ and the rescaled mean-spherical approximation 5 ͑RMSA͒ integral equation schemes are used to fit the apoferritin structure factors determined by SAXS, and to deduce the concentration dependence of the effective charges. Collective diffusion [6] [7] [8] is determined both by direct and by solvent-mediated hydrodynamic interactions ͑HIs͒. For the rather dense solutions of apoferritin studied in Ref. 1 , one needs to account for HI beyond the pairwise-additive level. For this reason we calculate in this work the collective diffusion coefficient using a so-called ␦␥ scheme, which accounts, in an approximate way, for many-body HI. Novel accelerated Stokesian dynamics ͑ASD͒ computer simulations of short-time self-and collective properties are performed to assess the accuracy of this scheme for its application to dense charge-stabilized dispersions. The ␦␥ scheme is used subsequently to explain the volume fraction dependence, and the ionic-strength dependence, of the PCS-measured collective diffusion coefficients. Furthermore this scheme is used to interpret NSE data for the wave-number-dependent collective diffusion coefficient. As a major result it will be shown that the experimental data can be consistently described on the basis of the one-component macroion-fluid ͑OMF͒ model. The coupling of the collective diffusion of proteins to a͒ Author to whom corespondence should be addressed. Electronic mail: gapinski@amu.edu.pl the noninstantaneous dynamics of the counter-and coions will be discussed on the basis of the coupled-mode theory ͑CMT͒. This discussion includes a critical analysis of the validity of the CMT. Section II describes the OMF model, and includes some details on the theoretical and computer simulation methods employed in this work. This section further summarizes some known results about short-time collective and selfdiffusion in dispersions of charged or neutral colloidal spheres. The experimental setup, methods, and the data handling are described in Sec. III. In Sec. IV, the theoretical methods are applied to interpret the SAXS, PCS, and NSE data, and the density dependence and ionic-strength dependence of the effective protein charges are inferred and discussed. In Sec. V, we conclude the paper by a short discussion of the main results.
II. A ONE-COMPONENT MODEL OF CHARGED PROTEIN SOLUTIONS
Our theoretical calculations of static and dynamic properties of apoferritin protein solutions are based on the OMF model. In this continuum model, the globular proteins are described as uniformly charged hard spheres, interacting by the effective, i.e., state-dependent, pair potential [8] [9] [10] is the repulsive part of the celebrated DLVO pair potential. It can be derived on the basis of the linearized Poisson-Boltzmann theory 9 or the ͑linear͒ mean-spherical approximation on assuming pointlike counter-and coions ͑see, e.g., Ref. 8͒ .
For nonweakly charged macroions ͑proteins͒, Z needs to be interpreted as an effective protein ͑i.e., macroion͒ charge number, which accounts to some extent for nonlinear screening effects. The effective macroion charge used in the OMF model must then be distinguished from the bare protein charge as specified within the primitive model where both macroions and microions ͑i.e., counterions and electrolyte ions͒ are treated on equal footing as uniformly charged hard spheres. The effective protein charge number Z is typically smaller than the bare one. They become equal only in the limit of weak ionic interactions. [11] [12] [13] Moreover, a is the hardcore radius of a sphere, and L B = e 2 / ͑⑀k B T͒ is the Bjerrum length for a suspending fluid of dielectric constant ⑀. In water at room temperature, L B = 0.71 nm. The fluid is thus modeled as a continuum, characterized for the statics only by ⑀, and dynamically only in terms of the fluid shear viscosity 0 . The electrostatic screening parameter, , is given by 2 
where n is the protein ͑i.e., macroion͒ number density, n s is the number density of possibly added 1-1 electrolyte, and = ͑4 /3͒na 3 is the protein volume fraction. We note that 2 comprises a contribution, ci 2 , due to counterions, which are assumed here to be monovalent, and a contribution, s 2 , arising from the added electrolyte ͑e.g., NaCl͒.
The factor 1 / ͑1−͒ corrects for the free volume accessible to the screening counterions and electrolyte ions due to the presence of the macroions. The occurrence of the free volume factor in the expression for has been discussed in Refs. 10, 14, and 15. It is of relevance only for very dense dispersions. For the protein solutions discussed in this work we have found that the reduced volume correction is practically negligible in its influence on the calculated static structure factors and hydrodynamic functions, even when the largest volume fraction Ϸ 0.36 is considered ͑cf. Table I͒. The OMF model ignores the discreteness ͑and separate dynamics͒ of the mobile counter-and coions, as well as the discreteness of the charge distribution on the protein surfaces. Moreover, van der Waals dispersion forces, solvent hydration forces, and possible short-ranged hydrophobic protein attractions are not included in this model. Nonetheless, Eq. ͑1͒ constitutes in general a good approximation for the effective pair potential of strongly charged colloidal particles. Using the state-dependent pair potential of Eq. ͑1͒ amounts to ignore, even for renormalized interaction parameters, possible N-body potential contributions ͑N Ͼ 2͒ to the static and dynamic correlation functions ͑see, e.g., Refs. 16,17͒.
In the present joint experimental-theoretical work, we do not attempt to assess the importance of many-body potential contributions which might lead to deviations from the TABLE I. Parameters used in the RY and RMSA fits to the SAXS-measured S͑q͒, for five differently concentrated samples of apoferritin in 10-M NaCl solution. The effective protein charge numbers Z RY and Z RMSA have been determined from a fit to the experimental peak heights of S͑q͒. Here, = 13.8 nm is the hydrodynamic protein diameter used in all model calculations, and T = 293.16 K and ⑀ = 80.36 are the temperature and dielectric constant of water corresponding to L B = 0.71 nm. Moreover, is the protein volume fraction determined by the hydrodynamic particle radius, C w is the protein weight concentration, and ͗r͘ = n −1/3 is the geometric mean particle distance; RMSA and RY are the screening parameters calculated according to Eq. ͑2͒, with Z as obtained from the RMSA and Rogers-Young fits, respectively. Note that the effective protein charges used in our ASD and RY calculations are identical. Yukawa-fluid-like OMF model, nor do we want to discuss possible relationships between bare and effective macroion charges ͑and associated screening parameters͒. Only approximate answers to these challenging problems have been found to date, and existing results depend significantly on the invoked approximations ͑e.g., various density-functional theories and Poisson-Boltzmann-type approaches͒, and on simplifying model assumptions ͑e.g., on the use of a single macroion cell model or a jellium model͒. For apoferritin solutions we will address these problems in future work.
The main objective of the present study is to investigate to what extent the OMF model is useful, in spite of its severe simplifications, for a consistent description of the statics and, in particular, of the dynamics of charge-stabilized protein solutions at low to moderate salinities.
While the OMF model is applicable with good success to charge-stabilized colloidal dispersions of strongly charged particles typically a few hundred nanometers in size, the discrete nature of microions and of surface charges should be more important in the case of less charged and nanosized proteins. Indeed, recent molecular-dynamics simulations of Allahyarov et al., 18 of a refined primitive model of proteins with discrete surface charge patterns, reveal profound differences to the OMF model both for the osmotic second virial coefficient and for the protein pair forces. However, these differences become strong only for very large ionic strengths of 1-2M. In contrast, the added salt concentration in the apoferritin solutions in the SAXS, PCS and NSE experiments discussed in this work is significantly below 10 −3 M. From SAXS experiments and from the knowledge of the single protein form factor, one can determine the static structure factor, S͑q͒, of the globular proteins, for scattering wave numbers q extending up to the second maximum. The static structure factor is related to radial distribution function, g͑r͒, by
The function g͑r͒ quantifies the conditional probability of finding a protein at a distance r from any other one. To calculate S͑q͒ and g͑r͒ from the OMF pair potential in Eq. ͑1͒, we solve the Ornstein-Zernike integral equation for onecomponent systems in combination with the well-established RY and ͑RMSA͒ closure schemes. 4, 5, 8, 20 Comparisons with Monte Carlo computer simulations show that the partially thermodynamically self-consistent RY scheme is quite accurate within the three-dimensional OMF model. 8, 20 Its disadvantage is that it is numerically far more complicated than the semianalytical RMSA solution. Interestingly enough, the RMSA leads in most cases to nearly identical results for S͑q͒ and g͑r͒ as the RY scheme, provided a somewhat larger value of Z is used in the RMSA calculations ͑cf. Table I͒. A detailed account on the properties of various integral equation schemes including the RMSA and RY is provided in Refs. 8, 20 .
PCS gives information on spatial and temporal correlations between local fluctuations in the protein concentration. The key quantity determined in PCS experiments on spherical particles is the dynamic structure factor
In this formula, N is the number of proteins within a macroscopically large scattering volume, R j ͑t͒ is the position vector pointing to the center of the jth particle at time t, q is the scattering vector, and ͗¯͘ denotes an equilibrium ensemble average. At short times, S͑q , t͒ decays exponentially according to 6, 8, 9, 21 S͑q,t͒
with a wave-number-dependent ͑short-time͒ collective diffusion coefficient D c ͑q͒. Here, B = MD 0 / k B T is the relaxation time for the momentum of an isolated protein sphere of mass M, and diffusion coefficient D 0 = k B T / ͑6 0 a͒. A sphere requires roughly the time I = a 2 / D 0 to diffuse a distance equal to its own hydrodynamic radius a. In principle, one should distinguish between the hydrodynamic radius a and the excluded volume radius appearing in Eq. ͑1͒, however, the difference is usually small. For protein spheres in water with a = 6.9 nm, one finds B Ϸ 0.01 ps and I Ϸ 1.53 s.
In conventional PCS experiments like ours, only times much larger than B are resolved. The diffusion of the proteins for t ӷ B is governed by the many-body Smoluchowski equation. This time evolution equation for the many-sphere probability density describes the relaxation of the particle positions under the presence of direct interactions ͓cf. Eq. ͑1͔͒ and quasi-instantaneous hydrodynamic forces. 7 By assuming an unstructured fluid on the length scale of the proteins, the hydrodynamic interactions can be described by the creeping flow equations of slow and incompressible fluid flow, using ͑stick͒ boundary conditions on the sphere surfaces. 7, 8 Within the Smoluchowski dynamics of overdamped particle motion, D c ͑q͒ can be expressed as
where S͑q͒ = S͑q , t =0͒ is the static structure factor. The hydrodynamic function, H͑q͒, contains the influence of the HI on the short-time collective diffusion. It is the sum of a q-independent self-and a q-dependent distinct part according to
where D s is the translational short-time self-diffusion coefficient. The coefficient D s quantifies the initial slope, for B Ӷ t Ӷ I , of the particle mean-squared displacement W͑t͒, which is defined in three dimensions as 
In the opposite limit of qa ӷ 1 which is not accessible to PCS, H͑q͒ becomes equal to D s / D 0 . The correlation times of t = 100 s for dilute systems, and t =10 s for dense and low-salt systems, which we have selected in our PCS experiments, are much larger than I . As a consequence, memory effects due to dynamic particle caging play a role in general. 6 This is certainly the case for self-diffusion, where the long-time self-diffusion coefficient can be substantially smaller than the short-time one ͓cf. our Stokesian dynamics simulations for the mean-squared displacement W͑t͒ in Sec. IV͔. With regard to collective diffusion, however, memory effects are quite small in the smallwave-number regime qa Ӷ 1, even for concentrated dispersions with strong many-body HI. The long-time sedimentation velocity, U l , measured in macroscopic sedimentation experiments at times t ӷ I , is therefore only slightly smaller than U s ͑the differences are less than 6% even for the case of very concentrated hard spheres 22, 23 ͒. In systems with strong two-body far-field HI contributions and negligibly small lubrication forces such as dilute or moderately dense charge-stabilized dispersions, the long-time and short-time sedimentation velocities and, likewise, the short-time and long-time collective diffusion coefficients become practically equal.
Whereas PCS measurements on the small apoferritin molecules are limited to the small-q regime, using NSE one can determine the dynamic structure factor for a range of wave numbers extending well beyond the location, q m , of the primary peak of the static structure factor S͑q͒. For finite q, the dynamic structure factor of interacting particles decays in general nonexponentially at long times t ӷ I . An important exemption is the exponential long-time decay of S͑q , t͒ observed for q Ϸ q m . This collective long-time mode is related to collective rearrangements in the dynamic cages of nextneighbor particles. The long-time mode disappears for weakly interacting particles systems where the dynamic caging effect is not strong enough. 24 It should be noted, however, that the maximum spin-echo times in today's NSE spectrometers are well below the interaction time I Ϸ 1.5 s of appoferritin. 3 Therefore, NSE measurements allow us to determine the wave-number-dependent short-time collective diffusion coefficient D c ͑q͒. In combination with SAXS or SANS measurements of S͑q͒, one can then determine the hydrodynamic function H͑q͒.
The volume fractions, , of our apoferritin samples ͑i.e., = 0.15− 0.36͒ are so large that one needs to consider threebody and higher-order HI contributions, in addition to the long-range and pairwise-additive far-field contributions. In this work, we treat the many-body HI in an approximate way using a renormalization scheme developed by Beenakker and co-worker. 25, 26 This method is based on an expansion of H͑q͒ in powers of renormalized density fluctuations, commonly referred to as the ␦␥ expansion method. It has been applied originally only to hard spheres. 25, 26 Following earlier work on its application to dispersions of charged colloidal spheres, 8, [27] [28] [29] [30] we evaluate the ␦␥ expansion to zeroth order. The zeroth-order ␦␥ method requires only the static structure factor as input. The latter is obtained from the RY or, likewise, from the RMSA integral equation scheme. The lengthy expression for H͑q͒ in the zeroth-order ␦␥ approximation has been given and discussed in Ref. 27 . Therefore, it will not be repeated here. 34 For computing H͑q͒ using ASD, equilibrium configurations of spheres were obtained using a Monte Carlo simulation code for charged spheres, and a molecular-dynamics simulation code for neutral hard spheres. The HIs were then computed using the ASD scheme. Here we will only discuss a few results of these simulations relevant to the PCS measurements of D c for apoferritin. A full account of the short-time ASD simulation results for charge-stabilized and neutral colloidal dispersions will be given in a separate article. 33 In this separate article, we will further address the controversial issue of hydrodynamic screening, apparently observed in dynamic x-ray measurements of H͑q͒ for moderately dense suspensions of charged silica spheres. [35] [36] [37] [38] We conclude this section on theoretical methods by quoting a few salient results on collective diffusion coefficients known for hard-sphere and for charge-stabilized dispersions. For hard spheres with ഛ 0.5, the principal peak value, H͑q m ͒, of H͑q͒ at q m is well described by 20, 39 H͑q m ͒ = 1 − 1. 35 . ͑11͒
By combining this result with another empirical expression, viz.,
for the peak height of the hard-sphere static structure factor, which is valid to very good accuracy for ഛ 0. 32 Recently, a truncated virial expansion of the short-time sedimentation coefficient of hard spheres up to quadratic order in has been derived by Cichocki et for the ͑short-time͒ collective diffusion coefficient of hard spheres, indicating that D c Ͼ D 0 . 20 The modest increase in D c with , as described by Eq. ͑14͒ for smaller , is opposed by the HI through the factor H͑0͒, which causes D c to further increase rather slowly for large values of .
32
Contrary to hard spheres, for dispersions of strongly charged spheres at low salinity there is no regular virial expansion in terms of for diffusional transport coefficients. 8 In these charge-stabilized systems, the peak height of H͑q͒ is well approximated, for small densities ഛ 10 −2 , by the nonlinear form 39 H͑q
with a coefficient 1 ഛ p m ഛ 1.5 which is only weakly dependent on the particle size and charge. 39, 42 Equation ͑15͒ states that, for low concentrations, H͑q m ͒ is monotonically increasing in . However, for moderate particle charges, H͑q m ͒ will reach a maximum within the fluid-phase regime, with a consecutive attenuation upon further increasing ͑cf. Ref. 33͒.
In the small-q limit, and for ഛ 0.05, the short-time sedimentation coefficient of charge-stabilized spheres reads
with a coefficient p 0 Ϸ 1.8 which is nearly constant. The nonlinear concentration dependence of the short-time coefficients H͑0͒ and H͑q m ͒, quantified by Eqs. ͑15͒ and ͑16͒, respectively, arises from the −1/3 dependence of the location, r m ͑͒, of the principal peak of g͑r͒ for strongly charged and de-ionized particle dispersions. 8, 42 In this special case of dilute dispersions of strongly charged particles dominated by counterion screening, it is sufficient to account only for the leading-order two-body contributions to the translational hydrodynamic mobility functions up to the third order in the inverse interparticle distance expansion. This leads to the expression 8, 28 H͑q͒ = 1 − 15 j 1 ͑y͒ y
where y =2qa, x = r / ͑2a͒, and j n is the spherical Bessel function of order n. Experimental results for the hydrodynamic functions of aqueous dispersions of strongly charged polymer spheres 43 are very well described by Eq. ͑17͒.
III. SAXS AND PCS ON CONCENTRATED APOFERRITIN SOLUTIONS
A schematic view of an apoferritin protein is given in Fig. 1 . The peptide subunits in the protein shell are differently shaded. The figure on the right shows a cut through a portion of the shell. From the point of view of colloidal science, apoferritin is a very nice monodisperse model system of small and spherically shaped particles which, under proper conditions, can acquire a high surface charge density. Apoferritin solutions are perfectly monodisperse and relatively stable, i.e., for weeks at room temperature and even for months at 4°C. The hydrodynamic radius measured by PCS is 6.9 nm, 1 which corresponds to D 0 = 3.11ϫ 10 −7 cm 2 /s ͑for water at 20°C͒.
The details of the sample preparation of apoferritin solutions and experimental setups have been already given elsewhere, 1 hence here we give only a brief description. Desired buffering conditions were obtained through dialysis of the bulk horse spleen apoferritin solution ͑SIGMA͒ to aqueous solutions of various sodium chloride concentrations. The small-angle x-ray scattering measurements were performed by means of a Kratky camera ͑Kratky Compact, Paar, Austria͒ at a wavelength of 1.54 Å ͑Cu K ␣ ͒ using a position sensitive detector ͑Braun͒. The ultrasmall-angle x-ray scattering measurements were performed at the European Synchrotron Radiation Facility ͑ESRF Grenoble, ID10͒. The monochromatized beam ͑ = 1.55 Å, ⌬E / E =6ϫ 10 −5 ͒ was collimated by means of a 10-m pinhole. The scintillation detector was mounted at a distance of 2.275 m behind the sample.
The form-factor measurements required to calculate the structure factor functions were performed for a sample concentration of 100 g / l in 100-mM NaCl solution to screen electrostatic interactions. The shell model was applied to fit 
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Solutions of charged nanosized proteins J. Chem. Phys. 123, 054708 ͑2005͒ the high-q ͑oscillating͒ part of the spectrum not affected by the hard-sphere static structure factor, which at this concentration deviates substantially from unity in the low-q range. For the photon correlation spectroscopy measurements we used a krypton-ion laser ͑Spectra Physics, USA, = 647 nm͒, a goniometer and a digital correlator ͑ALV GmbH, Germany͒, and a high quantum efficiency avalanche photodiode ͑SPCM-PQ from EG&G, Canada, specially selected͒.
Due to residual absorption of the laser light at the wavelength used we reduced the beam path in the sample to 1 mm and the measurements were performed as a function of the incident-beam intensity. As has been reported in Ref. 1, at low added salt concentrations an additional slow mode was always present with characteristic times corresponding to hydrodynamic radii between 40 and 100 nm. Therefore, the time correlation functions have been fitted with a twoexponential model, and the shorter decay times have been used to calculate the apoferritin diffusion coefficients. For more details on our analysis of the slow mode process, we refer to Ref. 1.
IV. RESULTS AND DISCUSSION
Using the one-component macroion-fluid model of charged globular proteins, we first assess the degree of accuracy of the zeroth-order ␦␥ approximation and of the RY and RMSA static inputs, by a comparison with accelerated SD simulations of H͑q͒ and S͑q͒. To the best of our knowledge, the Stokesian dynamics simulation results of H͑q͒ presented here are the only ones available so far for ͑dense͒ chargestabilized dispersions with strong many-body HI. Consequently this amounts to the first quantitative test of the ␦␥ scheme in its application to dense charge-stabilized dispersions. In the second part of this section, our OMF-based theoretical methods are applied to experimental static structure factor and collective diffusion data on moderately salted apoferritin solutions.
A. OMF results: theory versus computer simulations

Static structure factor
In Fig. 2 , RY and RMSA results for the static structure factor at two different volume fractions, = 0.327 ͑sample 2 in Table I͒ and = 0.153 ͑sample 5 in Table I͒ , are compared with the corresponding accelerated Stokesian dynamics simulation results. The system parameters used in the RY calculations for the structure factors of samples 2 and 5 are listed in Table I . In our ASD simulations we have used identical parameters as for the RY calculations. As seen, the RYS͑q͒ practically coincides with simulation data within the displayed q range. The RMSA requires somewhat larger values of the effective charge to match the peak heights of the ASD structure factors. This is due to the well-known fact that the RMSA underestimates the pair correlations in dispersions of strongly correlated particles. However, once the RMSA effective charge has been adjusted accordingly, very good agreement is found with the corresponding RY structure factor ͑cf. Fig. 2͒ .
Hydrodynamic function
To correct for finite-size effects arising from the periodic boundary conditions, the ASD simulations of the hydrodynamic function H͑q͒ have been repeated for N = 125, 216, 512, and 860 particles. The extrapolation to the thermodynamic limit is then obtained using the finite-size scaling form Table I 
originally proposed for hard-sphere systems by Ladd and co-workers. 31, 44 Here, ϱ ͑͒ is the high-frequency limiting shear viscosity of the suspension at zero Peclet number. Finite-size scaling of the ASD-H͑q͒ requires thus, in addition, the calculation of the viscosity ϱ ͑͒ of chargestabilized dispersions. Our simulation results for the various N neatly collapse on a single master curve when Eq. ͑18͒ is applied. The master curve is identified with the finite-size corrected H͑q͒. Figure 3 displays our ASD data of H͑q͒ for the systems 2 and 5 discussed in Fig. 2 . The dashed lines are the corresponding zeroth-order ␦␥-scheme results with RY input, for the same input parameters as used in the ASD simulations. While the oscillations in the q dependence of H͑q͒ are very well captured by the ␦␥ scheme, the ASD-H͑q͒ is overall underestimated. The reason for this feature is that the ␦␥ scheme approximates the self-part, D s / D 0 , of H͑q͒ more severely than the distinct part ͓cf. Eq. ͑7͔͒. In the zeroth-order ␦␥ approximation, D s is determined solely by the volume fraction , independent of the particle charge and the screening parameter, whereas the ␦␥-H d ͑q͒ depends also on the form of the radial distribution function ͓cf., e.g., Eqs. ͑5͒ and Fig. 3 . The good accuracy of this hybrid ␦␥ scheme had been realized already in its earlier applications 8, 27 to dilute charge-stabilized dispersions of coated silica spheres. 45 For those colloidal systems, D s can be obtained analytically with good accuracy using a pairwise-additive approximation for the hydrodynamic interactions as detailed in Refs. 8,28. Contrary to dilute suspensions of strongly charged colloidal particles at low salinities, where the principal peak, H͑q m ͒, of H͑q͒ is larger than one, and where the peak increases monotonically in as described by Eq. ͑15͒, the H͑q m ͒ for the apoferritin solutions under consideration lies below one and decreases in height with increasing . The latter behavior of H͑q͒ is, in fact, typical for suspensions of colloidal hard spheres with their strong many-body HI. The effective charges of the apoferritin molecules are rather modest but, due to the small apoferritin size, the surface charge densities are quite high by colloid standards. However, the particle volume fractions are quite large ͑cf. the Table I͒ which implies that the particles can approach each other quite closely ͓cf. Fig. 6 for a typical g͑r͔͒. Many-body HI effects thus come into play, and this explains the similarity with hard-sphere systems for the concentration dependence of H͑q m ͒.
To analyze in more detail the similarity with dispersions of neutral spheres, in Fig. 4 we compare the hydrodynamic functions of apoferritin solutions ͑within the OMF model͒ with the H͑q͒ of neutral hard spheres at the same volume fraction. The principal peak height of the ASD-H͑q͒ for neutral spheres is consistently located below that of charged spheres, and its location is shifted to a larger wave number. This is a generic behavior which we have observed for all systems. It is related to the fact that the first-neighbor shell part of the hard-sphere g͑r͒ is less pronounced than for the corresponding charged-sphere system, and that the shell is located at somewhat smaller interparticle distances. Recall here from Eq. ͑11͒ that the H͑q m ͒ of hard spheres is well described by a linear dependence. The value Ϫ1.35 of the slope has been confirmed by our most recent ASD simulations. 33 The ␦␥-scheme predictions for the hard-sphere H͑q͒ are rather close to the simulation data for 0.05Ͻ Ͻ 0.3, although the peak height is slightly underestimated.
However, the ␦␥ scheme significantly overestimates the hard-sphere H͑q m ͒ in the case of very dense hard-sphere dispersions with Ͼ 0.4. 33 For the volume fractions of samples 2 and 3 considered in Fig. 4, D For volume fractions exceeding 0.3, the second-order virial expansion is less accurate. 20 The hydrodynamic function is a true short-time property on the colloidal time scale. Simulation results for the mean- 
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Solutions of charged nanosized proteins J. Chem. Phys. 123, 054708 ͑2005͒ squared displacement with time measured in units of the "interaction" time I are depicted in Fig. 5 for = 0.327 and Z = 28, i.e., for a system akin to sample 2. We note that the short-time self-diffusion coefficient of charged spheres is smaller than D 0 , but larger than the coefficient for neutral spheres at the same density, as can also be seen from the large-q form of H͑q͒ in Fig. 4 . Figure 5 nicely shows that the transition from short-time diffusion to sublinear diffusion occurs roughly for t = O͑ I ͒.
After having analyzed the ␦␥-scheme predictions for
H͑q͒ in comparison with ASD simulations, we will next interpret our SAXS, PCS, and NSE data for apoferritin in terms of the OMF model.
B. Comparison with experimental data
Static structure factor
The structure factors, S͑q͒, obtained using SAXS ͑Ref. 1͒ for five differently concentrated apoferritin samples in
10
−5 M NaCl solution ͑samples 1-5 in Table I͒ have been fitted using the RY and RMSA integral equation schemes. The only adjustable parameter is the effective charge Z RY or Z RMSA , respectively, determined from a fit to the SAXS structure factor peak height. The parameters characterizing the five samples, and the fit charges, are listed in Table I . The SAXS data for S͑q͒, and the RY and RMSA fits ͑solid lines͒ are shown in Fig. 6 . Notice that the RY and RMSA curves for S͑q͒ are practically indistinguishable within the experimentally scanned q range. The inset shows the calculated radial distribution functions g͑r͒ of samples 1, 3, and 5. It is interesting that the differences between the RY and RMSA fitting curves are more pronounced for the g͑r͒.
Regarding the apoferritin solutions, the most interesting result in Table I is that the effective protein charges determined by RY and RMSA, respectively, increase monotonically with increasing protein concentration. The RMSA charges in Table I are larger than the RY charges since the RMSA underestimates the strength of the pair correlations. The RY charges, on the other hand, are practically identical to the charges determined by the ASD simulations, i.e., there is very good agreement between the corresponding RY and ASD structure factors for equal system parameters. The peculiar Z͑͒ dependence will be discussed further in the following analysis of our PCS measurements of the collective diffusion coefficient.
Collective diffusion coefficient
As pointed out in Sec. II, the q dependence of the collective diffusion coefficient D c ͑q͒ of appoferritin is measurable using the neutron spin-echo technique. ␦␥-scheme results where the RMSA input has been used for numerical simplicity. The theoretical calculations have been performed for effective charge values of 5e ,10e , … ,55e, assumed to be independent of the protein concentration ͑solid lines from bottom to top͒. All curves for D c calculated using the ␦␥ scheme exhibit a distinct maximum in D c ͑͒ which increases ͑decreases͒ and shifts to smaller ͑larger͒ values of with increasing protein charge ͑salt content͒. To understand this behavior we remark that both S͑q =0͒ and H͑q =0͒ decrease with increasing . This is due to a concentration-induced reduction in the osmotic compressibility and in the sedimentation velocity. At smaller , H͑q =0͒ decreases less strongly than S͑q =0͒ leading thus to an increase in D c ͑͒. When is increased, the hydrodynamic hindrance, as quantified by H͑q =0͒, eventually overcompensates the electrosteric protein repulsion so that D c attains a maximum. The maximum in D c ͑͒ becomes smaller with increasing salinity since the osmotic compressibility is increased.
Although the PCS data also show a maximum in the dependence of D c for the two lower concentrations of added salt ͓cf. Figs. 8͑a͒ and 8͑b͔͒ , it is apparent that the data points cannot be described consistently by any of the fixed-charged theoretical curves. This is similar to the SAXS experiments where the static structure factors cannot be fitted theoretically assuming a concentration-independent effective protein charge.
Comparison with the coupled-mode theory
In previous work, 1 some of the present authors have applied the so-called CMT to interpret the same data for the collective protein diffusion coefficient. The simplified version of the CMT used in Ref. 1, however, neglects HI and includes S͑0͒ in a very simplified form. As a consequence, the observed maximum in D c ͑⌽͒ cannot be explained in the framework of this theory. Furthermore, the values of the protein charge obtained from the CMT fits of D c were lower than those obtained from the corresponding ␦␥-scheme fits.
Since variants of the CMT have been used by several authors [48] [49] [50] [51] [52] [53] to describe collective diffusion, it is worthwhile to discuss its relation with the present one-component approach.
The coupled-mode approach explicitly considers, within certain approximations, the coupling of the dynamics of the polyion with the counterions and the added salt ions. The OMF model calculations presented in this work, which ignore this explicit dynamic coupling, make it possible to use a more general version of the CMT, referred to in the following as general coupled-mode theory ͑GCMT͒. The GCMT may be used to estimate corrections to our OMF model results for D c . The basis of the GCMT is the more refined primitive model of many-component electrolytes.
In the zero-q limit, the collective diffusion coefficient of the macroion component 1 is approximated in GCMT as
where D c OMF = H 11 ͑q =0͒ / S 11 ͑q =0͒ is the short-time collective diffusion, as calculated within the OMF model of dressed macroions on demanding that H 11 = D 0 H͑0͒ and S 11 = S͑0͒. The correction term C accounts for the noninstantaneous dynamics of small counterions ͑component 2͒ and coions ͑component 3͒ . It is given by 49, 51 
For simplicity we have assumed here that the protein-surface dissociated counterions are identical to the added salt counterions. They can be treated thus as a single component 2. Table I . The top axis gives the protein molar concentration, C m , and the bottom axis displays the estimated volume fraction of hydrated proteins. The dashed line separates the salt counterion-dominated regime, where n s Ͼ n ci ϵ n͉Z͉, from the regime n s Ͻ n ci which is dominated by counterions released from the protein surfaces.
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Solutions of charged nanosized proteins J. Chem. Phys. 123, 054708 ͑2005͒ efficient, D s ͑␣͒ , of component ␣. 8 The number density of component ␣ is n ␣ , and Z ␣ is the bare ionic charge as specified within the primitive model. We reemphasize that the bare protein charge Z 1 is in general different from the effective protein charge Z used in the OMF model, with both charges being equal only in the limit of weak ionic interactions.
In the OMF model of dressed macroions interacting by the effective pair potential ͑1͒, the counter-and coions are assumed to be pointlike, and to respond to the motion of the macroions infinitely rapidly. In contrast with this, the small ion dynamics slows down the macroion diffusion, as described approximately by the attenuation term C. This term can be appreciably larger than zero at low salinities. It becomes equal to zero only for large macroions where the microions can be treated as pointlike and quasi-instantaneous in their dynamic response. The GCMT result ͑22͒ is based on a short-time normal-mode expansion of the matrix of partial dynamic structure factors S ␣␤ ͑q , t͒, with the fastest so-called Debye or overdamped plasmon mode being projected out. As a consequence, the GCMT does not account for microionic long-time relaxations which are also referred to as memory effects. In steady-state situations, the relaxation effect describes a small distortion from spherical symmetry of the microionic cloud around a macroion. The electrolyte friction felt by a single charged colloidal particle translating through an electrolyte solution is an example of such a relaxation effect not described by the GCMT. 12, 50, 54, 55 In fact, for nonzero added electrolyte the attenuation term C in Eq. ͑22͒ reduces to zero for n 1 → 0.
In applications of the GCMT to charged biopolymers and micelles, 48, 49, 52, 53 an additional approximation is introduced by considering only macroion-macroion hydrodynamic interactions. Then, Eq. ͑22͒ simplifies to
with D 0 ͑␣͒ denoting the diffusion coefficient of an ␣-type microion at infinite dilution. It should be noted here that static microion-microion and protein-microion correlations enter in Eq. ͑22͒ only implicitly through the nonideal parts of the partial hydrodynamic functions associated with the microions. These hydrodynamic parts are here disregarded, which explains why C in Eq. ͑23͒ is independent of these static correlations. Whereas the neglect of microion-microion HI can be justified to a certain extent, 55 disregarding proteinmicroion HI is a more severe approximation for the significantly charged proteins considered in this paper. Recent theoretical calculations have revealed that macroion-microion HIs are essential for the electrolyte friction effect. 54, 55 Notwithstanding these cautioning remarks, we may use Eq. ͑23͒ for a rough estimate of the correction to the OMF-D c caused by the small ions dynamics. Such an estimate is presented in Fig. 9 , which includes a plot of C versus the protein weight concentration, C w , for various added salt concentrations. In the calculation of C according to Eq. ͑23͒, we have assumed monovalent counter-and coions of equal free diffusion coefficients. The OMF collective diffusion coefficient is determined for calculational simplicity by the ␦␥ scheme with the RMSA input for S͑q͒, using a constant effective protein charge of Z RMSA =20 ͑from Fig. 11 we conclude here that Z RY Ϸ Z RMSA ͒. Moreover, the bare protein charge Z 1 in the primitive model is estimated by Z RY . Given the severe approximations made for Eq. ͑23͒, we can ignore here the distinction between bare and effective charges, which frees us from specifying such a relationship. The relation between bare and effective charges of liquidlike dispersions of correlated macroions is a difficult and longstanding problem which is still not satisfactorily solved.
As seen from Fig. 9 , C becomes increasingly important as the salt concentration decreases, rising to a maximum of about 20% for the lowest salt concentration of 10 −5 M NaCl studied in this work. The maximum in C is due to the concentration dependence of the OMF input for H͑0͒. Without protein-protein HI, i.e., for H͑0͒ =1, C would increase monotonically with increasing protein concentration. The growth in C as a function of C w is less pronounced for a larger salt content. With HI considered, however, H͑0͒ becomes a monotonically decreasing function in C w giving rise to a single maximum in C as a function of protein concentration. The location of this maximum is different from that of the maximum in the corresponding OMF-D c ͑cf. Fig. 8͒ . We conclude this digression on the GCMT by emphasizing that a more quantitative analysis of small ion dynamic effects on the collective diffusion of macroions should include memory effects and macroion-microion HI. Work in this direction, which builds on a mode-mode coupling scheme with HI included, is in progress. 
054708-10
led to the conclusion that the effective charge of apoferritin is an increasing function of the protein concentration, at least for the three relatively small salt concentrations considered here. In order to understand this phenomenon, we compare the number density, n ci = n͉Z͉, of counterions released from the protein surfaces with the number density, n s , of added salt counterions. Figure 8 shows the dashed line where n ci = n s , i.e., where ci = s / ͱ 2. The region to the left from this line represents systems with n s Ͼ n ci .
Consider now a system with zero added salt. Here the effective charge of proteins is determined only by the dissociation constant of surface counterions. Adding salt as a source of new ions with the binding constant ͑presumably͒ different from that of the surface counterions changes this picture dramatically. Depending on the amount of added salt and the difference in binding constants, some of the charged sites may be neutralized by the bounded salt ions. As a result, the effective charge of the particle will decrease with increasing added salt concentration until equilibrium is reached. Further increase of the added salt concentration will not change the effective charge. We can also consider adding colloidal particles to a solution of given salt concentration. For small particle concentrations, we expect small effective charge values for the colloidal particles, similar in magnitude to those at very high added salt concentrations, because in both cases most of the charged surface sites can be neutralized by the salt ions. On increasing the particle concentration, we finally reach the point at which the number of protein charge sites exceeds the number of available salt ions. Then the effective particle charge will start to increase up to the level determined by the binding constant of the counterions.
This qualitative mechanism is reflected in our experimental data. It is apparent from Fig. 8 , by looking from the low-concentration side, that the data points start deviating from the Z = 5 line almost exactly at the point marked by the dotted line. Only for the highest salt concentration do deviations emerge at smaller protein concentrations. The explanation for this discrepancy might be a change of the sodium ion binding constant with ionic strength. It has been found in earlier work on proteins that the binding constants of added metal ions ͑i.e., Na + in our case͒ depend upon the ionic strength of the solution. 57 At higher ionic strength, the stronger screening of electrostatic forces reduces the binding affinity because the counterions have to come closer to be trapped by the protein surface. This effect was observed both when the increase in the ionic strength resulted from the addition of salt, and from an increase in the protein concentration ͑with increased contribution of counterions to the ionic strength͒. As a result, the effective charge of the proteins increases with the ionic strength.
In order to quantify the ␦␥-scheme analysis results of the PCS data for each experimental point in Fig. 8 , we have determined an effective charge Z RMSA by fitting the ␦␥-D c to the experimental value. Knowing that the effective charge is usually overestimated in RMSA, we have calculated the associated, and very accurate, effective charge Z RY by matching the Rogers-Young S͑q͒ to the RMSA structure factor.
The values for Z RY obtained in this way for the PCS data are plotted in Fig. 10 as a function of the protein weight concentration, C w , and the corresponding molar concentration, C m , of proteins. However, since this procedure can be performed only for conditions at which the primary peak in S͑q͒ is clearly visible, the range of lowest concentrations is not represented in this plot. In Fig. 10 we also show the effective charges derived from the SAXS data analysis listed in Table  I ͑crosses͒. The increase of Z with increasing protein concentration for all samples is clearly visible from this figure for a concentration range up to ϳ100 g / l. Above this concentration the value of Z appears to saturate, as expected from our former considerations. For the lowest added salt concentration of 10 −5 M, the saturation of Z is reached at lower protein concentration. This finding is consistent with our explanation given above.
As noted before, increasing the ionic strength reduces the specific ion binding affinity of proteins. Therefore, it is interesting to estimate how the ionic strength depends on the protein concentration. The ionic strength can be easily expressed in terms of the Debye screening length −1 . The value of −1 determines also the range and, to some extent, the strength of electrostatic interactions. The inset of Fig. 10 quantifies the decrease in −1 with increasing apoferritin concentration. The values of −1 have been calculated selecting a small and a large protein charge, respectively, namely, Z RY = 5 and 40. For a given Z, the Debye screening lengths of all three salt concentrations considered converge with increasing protein concentration, since the screening becomes increasingly dominated by the surface-released counterions ͓cf. Eq. ͑2͔͒. For the highest protein charge Z = 40 considered, this convergence occurs at a smaller C w , since there are more counterions released from the protein surfaces.
It is thus easy to comprehend that the calculated and experimental values for D c ͑ = 0.3͒ displayed in Fig. 8 are quite similar for all three NaCl concentrations; for a protein concentration as large as = 0.3, −1 is practically determined by the counterions released from the protein surfaces. 
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As a side result of our calculations of the effective apoferritin charges, we have obtained an interesting relation between Z RMSA and Z RY , which is depicted in Fig. 11 . For smaller values of Z, both charges are roughly equal to each other, whereas Z RY Ͻ Z RMSA is observed when the effective charge exceeds about 30. Of course, this crossover value will change when the particle size or other system parameters are varied.
V. CONCLUDING REMARKS
Previously measured collective diffusion coefficients at zero and finite values of q, and equilibrium static structure factors of dense apoferritin solutions at low to moderate salinities have been used to test recently developed onecomponent macroion-fluid-based short-time calculations for concentrated dispersions of charged colloidal spheres. Moreover, a former CMT analysis of collective protein diffusion was confronted with the OMF model-based theoretical and computer simulation results. For S͑q͒ we have shown that the q dependence of the experimental structure factors is quantitatively reproducible on the basis of a simple OMF model of dressed spherical macroions. From our structure factor analysis we have found that the effective protein charge is a function of the protein concentration. The dependence of Z can be attributed to the balance between the number of charged sites on the proteins' surface and the number of available sodium ions and, probably to a much lesser degree, to the ionic-strength dependence of the surface binding constants of added sodium ions.
The dependence of the collective diffusion coefficient at various salt contents was analyzed, again within the simple OMF model, using the ␦␥ approximation scheme in combination with an integral equation input for S͑q͒. We have performed accelerated Stokesian dynamics computer simulations to assess the accuracy of this scheme for chargestabilized colloids. We have found that even for dense systems, the q-dependent distinct part of the hydrodynamic function, and the general trends for H͑q͒, well described by the ␦␥ scheme. However, the self-part, D s , of the computersimulated H͑q͒ is underestimated. This finding implies that the actual effective protein charges derived from the PCS measurements of D c are actually somewhat smaller than the ␦␥-scheme values of Z depicted in Fig. 8 . The ␦␥ scheme remains nonetheless very useful for predicting general trends in the behavior of D c and H͑q͒, at least on a semiquantitative level. In principle, one can improve the accuracy of the ␦␥ scheme by combining it with accurate ASD calculations of D s . However, such a hybrid scheme calculation requires a much larger numerical effort, in particular, when one needs to handle the data points of many systems. For dilute protein solutions, D s can be determined more easily from an analytical pairwise-additivity scheme of the HI. We will study the collective diffusion of dilute apoferritin solutions in future work, both from experimental and theoretical points of view.
To summarize, the main objective of this work has been to investigate the applicability of the simplistic OMF model to describe static and diffusion properties of modestly salted apoferritin solutions. Our consistent analysis of apoferritin properties suggests that finer details of protein interactions such as discrete surface charge patterns and hydration forces are totally indispensable for an overall description only when protein solutions with larger amounts of added salt are considered.
