Abstract-Dynamic infrared imaging has been proposed in literature as an adjunctive technique to mammography in breast cancer diagnosis. It is based on the acquisition of hundreds of consecutive thermal images with a frame rate ranging from 50 to 200 frames/s, followed by the harmonic analysis of temperature time series at each image pixel. However, the temperature fluctuation due to blood perfusion, which is the signal of interest, is small compared to the signal fluctuation due to subject movements. Hence, before extracting the time series describing temperature fluctuations, it is fundamental to realign the thermal images to attenuate motion artifacts. In this paper, we describe a method for the quantitative evaluation of any kind of feature-based registration algorithm on thermal image sequences, provided that an estimation of local velocities of reference points on the skin is available. As an example of evaluation of a registration algorithm, we report the evaluation of the SNR improvement obtained by applying a nonrigid piecewise linear algorithm.
I. INTRODUCTION
Currently, the screening gold standard in breast cancer diagnosis is mammography. Since the early seventies, thermography-i.e., the simple measurement of breast skin temperature-yielded no satisfactory results [1] . More recently, dynamic area telethermometry (DAT) [2] , [3] , also known as dynamic infrared imaging (DIRI) [4] , [5] , has been proposed as a new imaging modality for breast cancer detection. It requires the acquisition of a sequence of hundreds of consecutive thermal images with a rate ranging from 50 to 200 frames/s. The harmonic analysis of the time course of temperature fluctuations allows to obtain information on the local blood perfusion. In literature, it has been reported that temperature fluctuations have an important diagnostic value in oncology [2] , [3] . In fact, recent studies have demonstrated that cancer-associated extra vascular nitric oxide determines a perturbation in the normal modulation of the local blood flow, which can be detected through the analysis of the fluctuations of temperature at each sample region [2] - [5] . Hence, after subdividing the region of interest (ROI) in square subregions (approximately 4 mm 2 each) consisting of one or more pixels, spectral analysis of the temperature time series corresponding to each subregion is performed.
In our experimental protocol, the acquisition of the image sequence lasts 10 s, during which the patient's breast moves nonrigidly due to physiological (breathing, heart activity, etc.) and random movements. Consequently, the signal of interest, i.e., the small temperature fluctuations due to perturbations of the blood perfusion in a certain region, is superimposed to signal fluctuations arising from the subject motion. This is because temperature samples corresponding to different skin regions are recorded as belonging to the same region observed by the infrared sensor. Motion artifacts are then particularly relevant in areas in which a strong spatial gradient of temperature is present. Therefore, before proceeding with the harmonic analysis of the temperature time series in each square subregion, it is fundamental to properly realign the thermal images composing the sequence to attenuate motion artifacts. Although some authors have reported the detrimental effect of motion artifacts [4] , at this time, there is no quantitative evaluation of the noise power due to the effects of motion artifacts with respect to that of the signal of interest. This also limits the possibility of objectively evaluating the performance of different algorithms for realigning infrared sequences [6] .
The goal of this paper is to propose a method to quantitatively evaluate the performances of marker-based registration algorithms in DIRI, in terms of improvement of the SNR. This approach can be applied to any kind of registration algorithm based on control points, provided that an estimation of local image velocities is available. We then present the results obtained by applying the proposed approach to evaluate the improvement of the SNR obtained through a piecewise linear (PWL) registration algorithm applied to sequences relative to three subjects with different breast size.
II. MATERIALS AND METHODS

A. Model
First, we introduce a model for the noise estimation in DIRI. Considering a small portion of skin and indicating by T(x,y,t) the temperature that the infrared sensor measures in the point (x,y) at a given time instant t, temperature variations in time captured by the infrared camera are a combination of the physiological variations of the skin temperature (the signal of interest) and of apparent temperature changes actually due to patient's movements (noise).
The total derivative of temperature with respect to time dT/dt is
where v = (v x , v y ), is the 2-D velocity of the skin portion and ∇T is the spatial temperature gradient. Equation (2) reports the expression of the noise N(x,y,z) introduced by motion artifacts:
A measure of the performance of a realignment algorithm applied to the infrared image sequence is the improvement of the SNR obtained through the registration. The SNR of the processat each point (x,y)-is defined as S/N ≡ σ
is the variance of the measured temperature time series T(x,y,t) (signal plus noise) and σ 2 N (x, y) is the variance of the noise, as given by (2) . Similarly, we define the SNR after registra- 
B. Acquisition System and Patient Positioning
The infrared image sequences were acquired with an AIM256Q camera (long wave quantum well infrared photodetector, 256 × 256 pixels, produced by AEG Infrarot-Module GmbH, Germany). The acquisition time was equal to 10 s and the frame rate was 50 frames/s; hence, each sequence consisted of 500 thermal images of 256 × 256 pixels.
The sensor noise declared by the constructor of the infrared camera is equal to 17.3 mK (given as NETD, with an integration time of 20 ms), and thus is negligible compared to noise due to patient's movement, estimated by simulations, which is typically of the order of hundreds of millikelvin. Hence, in our model, we considered the patient's movement as the only noise source.
The patient was asked to lie down onto an examination table with a backrest inclination of 40
• with respect to the horizontal plane. She was also asked to raise up her arms with the hands resting over her head. We acquired a frontal view comprehending both breasts.
Before the acquisition, two sets of wooden spherical markers (5 mm in diameter) were applied to the skin to obtain: 1) control points, i.e., contrasted features for registration and 2) test points, for evaluating the goodness of the registration itself. In particular, as control points, we placed six to eight equally spaced markers around each breast contour, one roughly at the center of the previous ones and two on the sternum. Test points consisted of markers applied internally to each breast contour. All markers were fixed to the skin by means of biocompatible glue. Fig. 1(a) shows a typical placement of control points (light-colored markers) and of test points (dark markers).
III. IMAGE REGISTRATION AND REGISTRATION EVALUATION
A. Image Registration
The first step in any feature-based registration is the detection of the control points that are used to compute the transformation. To localize control and test points, we developed a specific algorithm for the automatic segmentation of the image and labeling of markers [6] .
Centroids of control points were used to obtain a PWL transformation based on a Delaunay triangulation [7] of the region to be registered. Fig. 1(b) shows an example of triangulation. We chose this specific transformation because it is reported to give good results when small geometric differences between the images to be registered are expected [8] , as in this case.
Here, we reported the specific registration algorithm we adopted only for the sake of completeness, but we emphasize that the SNR estimation method we propose can be applied to any kind of registration algorithm based on control points, if an estimation of local image velocities is available.
B. Registration Evaluation
In order to evaluate the SNR before and after the registration, we estimated the velocities v and v R . We tested, on the three subjects that were included in this paper, different algorithms to interpolate the velocities, both in the registered and in the nonregistered sequences. We benchmarked the results using nearest neighbors (NNs), linear interpolation (LI), and biharmonic spline interpolation (SI) for estimating the velocities within the ROI. Results, in terms of SNR quantification, were different from subject to subject: for subject 1 (small breast size), LI was better than the others, for subject 3 (large breast size), NN was the best, and for subject 2 (medium breast size), all the techniques behaved similarly. Specifically, considering the three interpolation techniques applied to subject 2 (medium breast size) in terms of SNR increment due to registration, no statistical significance was found (Student's t-test, P > 0.05). Presently, our results do not show any significant difference among the techniques we tested. We chose NN since we believe it gives acceptable results in most of the tested conditions and for the majority of the subjects (medium breast size). To this purpose, we calculated the Voronoi regions [9] associated to test marker centroids [see Fig. 1(c) ] and assumed that the points belonging to the same Voronoi region had equal velocity.
The instantaneous velocity v of a certain marker centroid (x t , y t ) at time t was calculated using a two-point forward approximation
where t = 20 ms is the sampling period. The image gradient is computed using the digital approximation of the first-order derivative in its antisymmetrical and linear implementation, i.e., by convolving the image with the vector [ −0.5 0 0.5 ].
IV. UNCERTAINTY IN SNR CALCULATION
The SNR depends on velocities and temperature gradients as stated by (2) . In this section, we show how the localization error affects the SNR estimation and we provide a worst-case estimate of the uncertainty.
The uncertainty on the SNR may be expressed by the uncertainty on the noise computed according to (2) , in which v and ∇T are independent variables. Let u(x) end u(y) be, respectively, the uncertainty on the localization of marker centroids along x and y. The uncertainty on the noise value is expressed by (4):
By applying the partial derivative operator on the first term of (4), we obtain (5), in which, by assuming the tissue as locally inextensible [∂ v(x, y, t )/∂x = 0], we can neglect the first term
The second term of (4) may be treated similarly. Assuming that the behavior along x and y is similar, the two terms of (4) may be considered as equal. It follows that
Posing ∆x = 0.1 px, ∂∇T /∂x = 0.25 K·px −2 , u(x) = 0.015 px (values obtained from our database of images using a eight-time oversampling [6] ), we obtain a value of noise uncertainty of the order of 0.5 mK. After realignment with a PWL algorithm, we have a residual error approximately equal to 20 mK, and hence 40 times larger than noise uncertainty. Hence, the uncertainty on the SNR value is approximately 0.25 dB.
In order to test the dependence of the proposed SNR measure on the accuracy of the calculated velocities, we performed a robustness analysis considering different registration transformations: PWL, polynomial of order 4 (P4), and linear conformal (LC), i.e., a transformation that can include a rigid roto-translation, and/or a scaling. The uncertainty on the localization of marker centroids ranges from 0.015 to 0.022 px for the three registration transformations. The corresponding uncertainty on the measure of the SNR is less than 0.4 dB in the worst case.
V. RESULTS
The three subjects whose results are reported in this paper had, respectively, small breast size (cup A, subject 1), medium breast size (cup B, subject 2), and large breast size (cup DD, subject 3). Fig. 1(a) shows the two sets of markers applied to subject 3 (large breast size), whereas Fig. 1(b) depicts a thermographic shot of the same Fig. 2 . Boxplot of the SNR before (thin line) and after (thick line) registration for three different subjects, respectively, with small (subject 1), medium (subject 2), and large (subject 3) breast sizes. Each box reports the median value, percentiles (25th and 75th), minimum and maximum representing the SNR(x,y) distribution relative to the ROI.
subject showing superimposed (black lines) Delaunay triangulation used in the registration procedure. Fig. 2 summarizes the results relative to these subjects. For each subject, we report some parameters describing the SNR relative to the ROI before and after applying the registration algorithm. Specifically, we report the values of the median, 25th and 75th percentiles, minimum and maximum of the SNRs expressed in decibels. The ROI is defined as the area contained within the perimeter constituted by the outer triangulation lines. Notice that this ROI is slightly changing over time. However, given the small percentage of pixels entering/exiting the ROI with respect to the minimum-area ROI (less than 2%), we decided to discard these pixels and to consider the same ROI for all the frames of the sequence. Considering the three subjects described earlier, before registration, the SNR median ranged from 1 to 2 dB (thin line boxes), whereas, after registration, it increased up to 9 dB, thus demonstrating that the registration causes a decrement of the noise power due to motion artifact as high as five to six times, depending on the subject.
VI. CONCLUSION
In this paper, we present a methodology to estimate the noise due to patient motion that affects an infrared image sequence. In turns, the knowledge of noise power allows to estimate the SNR that characterizes the sequence.
Results presented herein demonstrate that, as long as the assumptions on which the noise model is based hold, it is possible to compute the SNR of a specific infrared sequence of images. This is an original and important result, since it allows to objectively assess the effectiveness of different registration algorithms, as well as to obtain a quantitative evaluation of the quality of an infrared sequence of images.
The evaluation of the ROC curves of any detector used to differentiate sequences obtained from normal or pathological subjects is not possible without the knowledge of the SNR of the sequence. Hence, we believe this noise estimation method will be crucial to fill a gap that currently limits the possibility of further improving the results given by DIRI in early breast cancer detection, and consequently, also limits its spreading in clinics.
I. INTRODUCTION
The electromyogram (EMG) is the electrical signal representing the contraction of muscles in human body. It can be acquired basically in two ways: with surface electrodes or needle electrodes [1] . The signals acquired with surface electrodes, the main focus of this paper, are similar to noise, while signals from needle electrodes present some periodicity, as the one in electrocardiogram (ECG) records. The raw surface EMG signal presents a noise-like appearance, because it is composed of a superposition of signals from many groups of muscle fibers near the sensor. Therefore, there is great interest in applying a suitable decomposition to it [2] , [3] , which is able to identify the action potentials produced by each group. This kind of processing, for instance, can be carried out in the study of muscular phenomena or in the development of motion support systems [5] .
As the telemedicine advances, the need for EMG transmission increases. Besides, EMG storage is also important, which enables behavior comparison and disorder development analysis and diagnosis (dystrophy, peripheral nerve damage, weakness, etc.). This kind of signal presents bandwidths up to 600 Hz, and it may be necessary to analyze several channels during long periods [6] . These situations claim for a good compression method, which is able to represent these signals in a compact form while preserving all clinical information.
In this paper, we report the results of compressing raw surface EMG signals by using the multiscale multidimensional parser (MMP) algorithm. In [7] , the use of MMP for encoding multidimensional data was justified by its performance with Gaussian vectors. It is known that EMG signals present near Gaussian behavior [8] , depend on the level of maximum voluntary compression (MVC). Therefore, it is reasonable to use the MMP for compressing EMG data. Our simulation results show that the MMP performs well, overcoming state-of-the-art encoders present in literature, even wavelet-based ones.
This paper is organized as follows. In Section II, the basic MMPbased framework for compressing EMG signals is presented. In Section III, some basic aspects about EMG signals are discussed, as well as a justification for using MMP in their compression. Next, in Section IV, we report experimental results and comparisons to stateof-the-art encoders. Finally, in Section V, we present our conclusions.
II. MMP ENCODER
The MMP algorithm [7] , [9] is a universal lossy compression method built upon the multiscale recurrent pattern matching concept. In it, two vectors u and v, with different lengths [ (u) = (v)] can be matched. This is possible through the use of a scale transformation T N (x) : R (x ) → R N [7] , [9] , which is implemented with classical samplingrate change operations.
The MMP has dictionaries D s k = v 1) ), and outputs a bit flag 0, repeating the encoding procedure for X 1 . After the encoding of X 1 is done, the algorithm encodes X 2 in the same way. The segmentation procedure is recursively repeated until a matching attempt is successful or the resulting segments have length (X j ) = 1. The segmentation of the input segment X 0 is represented by means of a segmentation tree S. Each node n j of S is associated to a segment X j of the input segment, of length 2 −p N , where p is the depth of the node n j in the segmentation tree S.
