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ABSTRACT 
Using the notion of an intertwining matrix introduced in a previous paper, the 
authors show that the class of all n by n BBzoutians compatible with a nonzero 
polynomial of degree < n may be characterized by an intertwining relation as well as 
by four other conditions formulated in terms of the structure of these matrices. 
INTRODUCTION 
It is a we&known fact that an n by n Hankel matrix compatible with a 
polynomial f of degree n satisfies the relation 
where C(f) is the companion matrix of f. In a recent paper [2] the authors 
introduced, for polynomials f not necessarily of degree n, the class 9cn)( f ), 
or shortly 9( f ), of those matrices R that satisfy 
HRT = RH 
for each n by n Hankel matrix H compatible with f. These matrices are 
called intertwining matrices for f and form, in a certain sense, a generaliza- 
tion of the notion of a companion matrix. It was shown in [2] that n by n 
Hankel matrices compatible with a given polynomial f of degree m < n may 
be characterized as those H that satisfy HRT = RH for a fixed R provided R 
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is taken from the subset 9$“)(f) of 9(f) consisting of the nonderogatory 
elements of .9?(f). 
In the present note we intend to develop a parallel theory for Bezoutians; 
its starting point is a well-known relation between nonsingular Hankel and 
Bezoutian matrices. It seems that this relation was first explicitly stated by 
F. J. Lander [4]. Without specifying the polynomials Lander showed that a 
nonsingular matrix X is Hankel if and only if X-’ is a Bezoutian. After his 
paper appeared, several specialists were able to obtain more precise informa- 
tion concerning the polynomials involved; let us mention [l] and [5]. For a 
simple and illuminating proof that yields a complete description of the 
polynomials see the recent paper of G. Heinig [3]. In view of this relation 
between Hankel matrices and Bezoutians it is natural to expect that results 
analogous to those of the authors’ paper on Hankel matrices will follow from 
considerations using the idea of intertwining matrices. This is indeed the 
case; in particular we show how Bezoutians are related to intertwining 
matrices and obtain a structure theorem for Bezoutians. 
In the whole paper n will be a fixed positive integer. Unless explicitly 
stated otherwise, a matrix is understood to be an n by n matrix with complex 
entries. In principle the paper may be read independently of [2]; since, 
however, the ideas and results follow closely those of [2], the reader would 
probably find the present note easier to understand if he would acquaint 
himself with [2]. 
1. INTERTWINING RELATIONS FOR BEZOUTIANS 
Given two polynomials f, g of degree at most n, we define the Bezoutian 
matrix of order n corresponding to f and g as the n by n matrix B,( f, g) for 
which 
p(y)TB,( f, g)p(r) = fOg(y;~;(r)f(y) ; 
for each complex z, p(z) stands for the vector (1, z, .z2,. . . , zn-‘)q We shall 
frequently abbreviate the term Bkzoutian matrix to Bezoutian in spite of the 
fact that this term is generally used for the polynomial on the right-hand side 
of the defining relation. 
We shall need the following simple lemma. 
LEMMA 1.1. Let f be a polynomial of degree m < n. Then the family of 
all matrices of the form B,( f, g) where g ranges over all polynomials of 
degree not exceeding n is a linear space of dimension n. 
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Proof. Let G be the linear space of all polynomials of degree at most n. 
It is easy to see that 
for a pair of polynomials g i, g, c G if and only if the difference g, - g, is a 
scalar multiple of 5 It follows that the dimension of the linear space B,( f, g ), 
g E G, equals the dimension of the space G modulo L, the linear span of f, 
and this is exactly n. The n polynomials 1, X, . . . , x’” _ ‘, x”‘+ ‘, . . . , x”, consid- 
ered as elements of G modulo L, clearly form a linearly independent set. 
DEFINITION (1.2). Let f be a polynomial of degree m < n. We shall 
denote by SY(“)( f) the set of all matrices of the form B,(f, g) where g is 
some polynomial of degree not exceeding n. 
We observe that 9?(“)(f) is a linear space of dimension n by the 
preceding lemma. The following theorem gives a complete description of the 
set 58(“)(f). 
THEOREM 1.3. Let f be a polynomial of degree m Q n. Suppose B, is a 
fixed nonsingular element of 3?(“)( f ), and let R, E 9,(f) be given. Then, 
for an n by n matrix B, the following assertions are equivalent: 
(i) B E 9(“)(f) 
(ii) BR, = R;B: 
(iii) B = B,p(R,) for some polynomial p, 
(iv) BR = RTB for all R E .C%‘( f ). 
Proof. If (i) is satisfied, the matrix B is of the form B = B,( f, g) for a 
certain polynomial g of degree at most n. If A r, . . . , A, are the roots of f, set 
fi = ClXjl” + Clg( “j) - ‘;I+ ‘; 
it is easy to see that f is relatively prime to each of the following two 
polynomials: 
g,(x) = X” -P, 
Thus, B( f, g) is represented as the sum of two invertible BBzoutians B( f, gl) 
and B(f, gs). The inverse matrices B( f, g j) _ ’ are elements of .%‘( f ), the 
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class of Hankel matrices compatible with f, so that, by Theorem 2.8 of [2], 
for every R E L%‘(f). Hence 
for j = 1,2, and the same relation holds for the sum B(f, g,)+ B(f, gz) = 
B( f, g). In particular 
B(f, dR” = W(f9 g). 
Now assume (ii), and let us show that the product B,- ‘B commutes with R,. 
Indeed, 
B, ‘BR, = I?, ‘R;B. 
Furthermore, since B,- ’ E Z(f), we have B,-- ‘R: = RoBo- ‘; postmultiply- 
ing this relation by B, we obtain Be- ‘RiB = ROB,- ‘B, so that 
Since R, is nonderogatory, it follows that B; ‘B is a function of R,, so 
that B,- ’ = p( R,) for some polynomials. Thus, B may be represented in the 
form B = B,p(R,), and this proves (iii). 
If B = B,p(R,) for a polynomial p and if R E W(f) is given, we observe 
first that B,- ’ E Z(f), so that 
RB,- 1 = Bo- ‘RT, 
whence 
B,R = RTBo. 
Observing that R, commutes with R, we obtain 
BR = B,p( R,)R = B,Rp( R,) = RTBop( R,) = RTB, 
so that (iv) is satisfied. 
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The implication (iv) + (ii) being immediate, the proof will be complete if 
we show that (iii) implies (i). 
Denote by 9+, the set of all matrices of the form B&R,), where p is a 
polynomial. It follows from the Cayley-Hamilton theorem that the dimension 
of 4?c cannot exceed n; since R, is nonderogatory, the iterates 
1, R ,,...,R~-larelin 1 ear y independent. The matrix $ being nonsingular, it 
follows that dim .%3,, = n. The implication (i) -+ (iii), which is proved already, 
may be restated in the form of the inclusion 9?(“)(f) c 9?*. It follows from 
Lemma 1.1 that dim a(“)(f) = n. Accordingly, we have equality and, in 
particular, the inclusion .3?a c .98”)(f), which is nothing more than the 
implication (iii) -+ (i). The proof is complete. n 
2. STRUCTURE OF BEZOUTIANS 
In combination with the results on the structure of intertwining matrices 
obtained in [2], the main theorem proved in the preceding section yields a 
fairly precise description of the class .9?(“)(f). In order to formulate this 
description it will be convenient to introduce some more notation. 
Given a polynomial f of degree m < n 
f(x) = (x - tlp . *. (x - t,)“’ 
with distinct ti, mi > 0, and m, + * + . + m, = m, we denote by M the affine 
Vandermonde matrix of type (n, n) corresponding to f (see [2]) and by 
W(f) the algebra of all block diagonal matrices of the form 
W= ~ag(pl(Sd9.-.~ r-s(%), Po(SO)) 
where P,, p,,..., A are polynomials and S,, . . . , S,, S, are shift matrices of 
order m l,...,m,,mo, respectively, with m, = n - m. Observe that W(f) 
depends on the multiplicities m,,. . . , m,, m, only, the effect of the roots 
themselves being concentrated in the matrix M. 
Denote by K the matrix 
K = diag(J,, J,,..., I,, Jo), 
where the Jk are flip matrices of order mk. Using these conventions, we may 
formulate the following consequence of the main theorem. 
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THEOREM 2.1. Let f be a polynomial of degree m < n. Then a matrix B 
is a B&wutian compatible with f if and only if 
where M is the affine Vandermonde matrix corresponding to f, and D is a 
block diagonal matrix consisting of lower triangular Hankel matrices. The 
dimensions of the blocks are nl,. . . , nr, n,, and the order of the blocks is the 
same both for M and D. 
Proof. Suppose first that B E .9?(“)( f ); it follows from Theorem 1.3 that 
I3 = B,R, where B, is a nonsingular element of .9?cn)( f) and R E L%‘( f ). It 
follows from Theorem 2.8 of [2] that I? = MWM - ’ for a suitable W E %‘-( f ). 
Since B,- ’ E X’( f ), it follows from the results of [2] that there exists a 
W, E YY( f) such that BO- 1 = MW, KM? Thus 
To prove the converse, consider a matrix B of the form described in the 
statement of the theorem. It is easy to see that B may be written in the form 
for a suitable W E w( f ). We intend to show that RTB = BR for each 
R E 9( f ). Given R E 9(f) it is possible, by Theorem 2.8 of [2], to write it 
in the form R = MW’M - ’ for a suitable W’ E V( f ). We have thus 
=(MT)-‘KWM+MW’M-l= BR. 
The proof is complete. 
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3. PRODUCTS OF HANKEL MATRICES AND BEZOUTIANS 
The intertwining results for Hankel matrices obtained in [2] yield a 
number of interesting consequences when combined with the main result of 
the present paper. We conclude this note by stating some of the corollaries 
that follow from this combination. 
COROLLARY 3.1. Let f be a nonzero polynomial of degree m < n. Con- 
sider two n by n matrices B, H such that B E S?(“)( f ), H E &‘( f ). Then 
BH E 9( f)'. 
Proof. The proof is based on Theorem 3.3 of [2], which ensures the 
existence of testing matrices for f, observe, in particular, that testing matrices 
for f may be characterized as those elements of 5%‘(f) that are nonderogatory 
or that generate the family 9( f ). Let R, be a testing matrix for f. Since 
R, E 9( f ), we have 
BR, = R;B, 
HR; = R,H, 
whence 
HBR, = HR;B = R,HB; 
the matrix HB commutes with II,, which is a generator of %‘( f ). It follows 
that HB E 5%‘( f ). The second part of the proposition follows from the 
equality 
BHR; = BR,H = R;BH. B 
THEOREM 3.2. Let f be a nonzero polynomial of degree m < n. Consider 
a product P of at least two n by n matrices Aj, 
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with the following properties: each mutrix Ai belongs to one of the classes 
.P( f) or .%?( f ), but rw two consecutive matrices are members of the same 
cC?u.ss. Then the product P belongs to one of the classes B(f), 
X( f ), 9?( f ), aT( f) and this cla.ss depena!s on the first and last term of the 
product only. In particular, 
(9 if A, E *(f ), A, E a(f ), then P E a(f ); 
(ii) ifA,Eg(f), AkEX(f), thenPE2(f)T; 
(iii) if both the first and the lust matrix are elements of .@( f ), then 
P E .@(f ); 
(iv) if both the first and the last matrix are elements of %‘( f ), then 
PE X(f)- 
Proof. A simple induction argument based on Corollary 2.1. n 
THEOREM 3.3. If H,, H, belong to X(f) and B E .S?( f ), then 
H, BH, = H, BH,. 
Zf B,, B, belong to 9’(f) and H E X’(f), then 
B,HB, = B,HB,. 
Proof. By Corollary 3.1, 
Thus, 
4(BKz) = 4(W)T 
= (H,B)H,. 
The second assertion follows similarly from Corollary 3.1 and Theorem 1.3. 
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