Within the field of power converter design, the use of optimisation techniques is a popular method to ensure that the best possible design is achieved for a given objective, e.g. weight or volume reduction. However, there is currently a lack of efficient unified frameworks for optimising the system level design of converters in terms of the device, heatsink and passive component selection. This paper presents an efficient unified design optimisation framework that can be applied to a wide range of power converter design problems. The main advantage of the proposed framework is that it produces optimal solutions with great computational efficiency. The proposed framework was validated by applying to SiC-based converter design problems, achieving power densities of 8.32 kW/kg for a 50-kW DC-DC converter, and 3.50 kW/L for a 5-kW 3-phase DC-AC converter.
Introduction
Traditionally the design of a power converter involves an engineer using standard design equations to select each of the system's components on a part-by-part basis. Whilst straightforward, this tends to result in sub-optimal designs, as the interactions between the values of different components are not fully considered. In order to achieve fully optimised designs, and thus meet the performance targets, a holistic design optimisation method is needed that accounts for all the interactions between the various components and/or design variables (e.g. switching frequency) within the system [1] . While topologies and specifications vary greatly from one converter to another, the design variable interactions tend to be very similar. For example, the switching frequency has a direct impact on the cooling requirement of the system, as it is the main factor in determining the switching losses of the semiconductor devices. Similarly, it has a significant effect on the passive components, influencing the current and voltage ripples in a DC-DC converter, as well as the harmonics that an electromagnetic interference (EMI) filter will need to mitigate in a DC-AC converter.
These common interactions found between very different converter topologies means it is possible to create a unified design framework that streamlines the design optimisation process for a range of different topologies, specifications and applications. The benefit of a common design platform, such as this, is that it would unify different design methods and allow component models and databases to be shared. It would also make comparing various competing topologies much easier, such as determining whether a 2-level, 3-level or multilevel system inverter results in the highest power density, or how many interleaved phases are required to produce the optimal design. In this paper, we present a unifying framework for optimising power converter designs. Although a number of previous works have dealt with the issue of power converter optimisation, e.g. [2−5] , there appears to be an absence of a generalised framework which is suitable for the system-level optimisation of a wide range of power converters. The main advantage of the proposed framework is that it can exploit independencies between the design variables which makes it very computationally efficient at finding optimal solutions.
Recently, SiC-based devices have gained significant interest due to the higher efficiency, higher switching frequencies, and more compact designs that they produce relative to established Si-based devices [6, 7] . Due to the higher cost of SiC devices, however, there is a greater incentive to ensure that the best possible designs are achieved. In order to evaluate the proposed optimisation framework, it was applied to the design of a 50-kW SiC-based DC-DC converter and a 3-phase 5-kW SiCbased DC-AC converter, where the objectives were to minimise weight and volume, respectively. Section 2 outlines the optimisation framework and explains how the computational efficiency can be improved. Section 3 shows how the framework was applied to the optimisation of a 50-kW DC-DC converter and a 3-phase 5-kW DC-AC converter, the latter of which is supported with experimental validation. Finally, conclusions are given in section 4.
Overview of optimisation framework 2.1 Basic concept
The proposed framework approaches the task of power converter design as a combinatorial optimisation problem. User inputs to the algorithm include the design's specifications (e.g. input and output voltage, power level or required topology), constraints (e.g. maximum voltage or current ripple) and objective (e.g. minimisation of price, weight or volume). Additionally, the user can also define the design variables, and their potential values, which the algorithm combines to form every possible design within the solution space. Each design variable, examples of which include the semiconductor device(s), inductor core(s), capacitor(s), topology, heatsink(s), modulation strategy and switching frequency, is restricted to a discrete set of values, referred to as a 'value set'.
The most basic approach is to solve the problem via full enumeration, as shown in Figure 1 . Each design in the solution space, denoted by the index s S ∈ , where S is an index set and |S| is the number of possible designs, is assessed for feasibility at the specified operating point(s). If it is feasible, then the cost, J(s), based on the design objective, is computed and compared with the cost value of the most optimal design found so far. If it is better, then the current design and its cost are saved for comparison with subsequent designs. The process is repeated until each design within the solution space has been evaluated. When full enumeration is employed, the solution space can be visualised as shown in Figure 2 (a), where each variable (here labelled a, b, c and d) occupies a level of a nested loop structure. It is obvious that the complexity of the problem grows quickly as the number of design variables, and/or the size of the value sets, increase. For even a modest design problem, with, for instance, 4 design variables, each of which can take one of ten values, there are 10 4 = 10,000 possible designs.
Although full enumeration guarantees that the best design within the solution space will be found, evaluating every possible design can be time consuming, and will usually involve checking a large number of solutions that are not feasible. For large problems, enumerating and evaluating each of these designs can be very costly from a computational standpoint, and for larger designs can result in the problem becoming intractable. In order to address this issue, one should exploit the independencies between design variables, or groups of variables, wherever possible. By doing so, the size of the solution space, and therefore execution time, can be greatly reduced without changing the number of design variables and the size of their corresponding value sets.
Strategies for Computational Efficiency
It is necessary to use full enumeration, and hence the nested loop structure shown in Figure 2 (a), when the cost function is of the form
i.e., when the cost function cannot be separated into multiple sub-functions, or one or more of the constraints are of the form
i.e., when the constrained quantity (or quantities) depends on all of the design variables. Here, G is a constraint which, although not shown explicitly in Equation (2), can in practise depend on one or more of the design variables. An example of this is a constraint on capacitor current ripple, which will vary in accordance with the type of capacitor that is used. Figure 2 (b) illustrates a basic reduction of the solution space shown in Figure 2 (a). For a problem to be formulated with this structure, it requires the cost function to be separable such that all of the sub-functions have at least one common argument, and where none of the sub-functions take all of the design variables as arguments. For the case illustrated in Figure 2 (b), the cost function will be of the form
Similarly, the constraints, denoted by the indices 1n, need to be expressible in a similar form, i.e.
where the first m constrained quantities depend only on the variables that are arguments to 1 f , and the next (n -m) constraints depend only on the variables that are arguments to 2 f . Within such a structure, the variable(s) that is common to the sub-functions within the cost function and each of the constraints (being the variable a in this example) are referred to as the 'parent' variable(s), while the others are referred to as 'child' variables. For the example shown in Figure 2 (b), the total number of sub-designs that are evaluated is reduced to 10(10 + 10 2 ) = 1,100, an 89% reduction compared to the 10,000 designs that are evaluated with full enumeration.
In other instances, it may be possible for the problem to be split into fully decoupled sub-problems. This is illustrated in Figure  2 (c), where the sub-problems are shown as having the structure of Figure 2 (a). Sub-problems with different internal structures are also conceivable. For a problem to be formulated with this structure, the cost function needs to be separable into subfunctions that do not share any arguments. For the case illustrated in Figure 2 (c), the cost function will be of the form
As with the previously described structure, the constraints need to be expressible in a similar form to the cost function, i.e.
For the example shown in Figure 2 (c), the total number of designs is reduced to 10 2 + 10 2 = 200 designs, a 98% reduction compared to full enumeration.
Although structures which exploit independencies can significantly reduce the number of designs, and therefore improve the execution time, it is difficult to automatically identify these structures. Additionally, it may be necessary to simplify the expressions within the cost function and/or constraints, in order to create independencies between the variables. This will be further discussed in the next section in relation to the DC-DC and DC-AC converter case studies.
Case studies: DC-DC and DC-AC
The optimisation strategy was applied to two different case studies -a 50 kW DC-DC converter and a 5 kW three-phase DC-AC converter -in order to verify its performance. The objective function was formulated to minimise the mass/weight of the DC-DC converter and the volume of the DC-AC converter. Both the DC-DC and DC-AC converter optimisation programs were implemented in MATLAB.
DC-DC case study
The DC-DC case study specifications are for a 200 -600 V, 50 kW, SiC-based converter. The topology under consideration is the Interleaved Boost Converter (IBC) with decoupled phases [8] . Table 1 provides the basic information relating to the design variables, which are all restricted to finite sets. [9] provides details of a previously built converter which is constructed from a similar range of components. It is assumed that the semiconductors devices and inductors are conductioncooled via a liquid-cooled heat-sink. The inductors are foilwound with amorphous metal cores, and are potted in aluminium cans. Film capacitors are used at the output. The heat sink model is based on a liquid-cooled concept with an inlet temperature of 60°C. Constrained quantities are summarised in Table 2 . Note that 'design dependent' refers to the fact that the constraints on capacitor current ripple depend on the type and number of parallel-connected capacitors.
For the chosen set of design variables, full enumeration, as illustrated in Figure 2 (a), results in 997,920 designs, which when executed on a desktop PC equipped with a 3.4 GHz Intel i7-3770 CPU and 16.0 GB of RAM results in an execution time of 304.0 minutes. A summary of the resulting design is provided in Table 3 . With a weight of 6.01 kg, the optimised design has a power density of 8.32 kW/kg. The numerical value of the optimal output capacitance is 14.0 µF, and the numerical value of the inductance (per phase) is 23.7 µH. Note that the heat sink is sized on the assumption that the inductors and modules are mounted to it, and its weight is estimated accordingly.
As mentioned in the previous section, it is possible to significantly reduce the execution time by exploiting independencies between design variables. For the DC-DC converter under consideration, this is achieved using a version of the structure that is shown in Figure 2 (c). The implementation relies on the fact that, with the exception of the output voltage ripple and output capacitor current ripple, the selection of the output capacitors has a negligible impact on any of the constrained quantities. As a result, the constraints can be split into two -the first group being those that are negligibly impacted by the capacitor selection, and which involve all variables except the capacitors, and the second being those that relate to the capacitors, and which are set according to the optimal values of the first set of variables. Moreover, since the cost function is simply a measure of the weight, in which the weights of the different components are summed, the cost function is naturally of the form given in Equation (5).
With the efficient implementation strategy, the number of subdesigns that are evaluated is reduced to 18,199, or 1.8% of the number of designs that were evaluated using full enumeration.
In terms of execution time, the efficient implementation arrives at an optimal design in 5.8 minutes, which is a 98% reduction relative to full enumeration. It should be noted that the optimal design that is achieved with the efficient implementation is the same as with full enumeration, which validates the accuracy of the approach. 
Design variable Range of values

DC-AC case study
The specifications for the DC-AC converter are for a 3-phase 330 V (line-to-line), 400 Hz output at 5 kW from a DC link of 600 V where the design is optimised for volume, rather than weight as in the DC-DC case study. The topology chosen for optimisation is the standard 6-switch, 2-level structure controlled by sinusoidal pulse width modulation (SPWM). The line and EMI filters connected to the output of the switching block are arranged as an LCLCL filter network on each phase where L∆I functions as the line filter. The following CL component blocks combine with L∆I to form the differential mode (DM) and common mode (CM) EMI filters respectively, as shown in Figure 4 . The design variables for this case study along with their range of values are shown in Table 4 . The key constrained properties for the design are shown in Table 5 . Whilst the algorithm is able to consider fan-forced cooling, the optimisation process was limited to natural convection heatsink designs. Details of these constraints are shown in Table 5 .
Full enumeration of the design variables results in more than 2.2 x 10 12 designs. This is an intractable problem, so in order to achieve an optimised design with reasonable computational efficiency, a structure similar to that shown in Figure 2(b) structure and eliminating switching frequencies that will not produce valid designs, the number of designs that require evaluation is reduced to 224,822, which is a reduction of over 99.9%.
A summary of the results of the optimisation algorithm can be seen in Table 6 . A volume breakdown of the optimised design is shown in Figure 5 where the 'DM' and 'CM' volume percentages refer to the additional L and C components that are added to, but not including, the line filter inductor in order to form the full DM and CM filters respectively. As can be seen the majority of the volume is taken up by the line filter which has to be sized to meet the ripple current requirement. As a result the following DM and CM filters can be made much smaller and still met the EMI requirements. With a total volume of 1.427 L, this results in a power density of 3.50 kW/L. For this case study, the optimised design given in Table 6 was experimentally validated. The control was provided by a TI TMS320F2812PGFA DSP. Due to controller limitations the converter was operated at 64 kHz instead of the optimal value of 63 kHz. The measured voltage, current and power levels are shown in Table 7 . The simulation framework predicted that the efficiency at 64 kHz would be 98.17% which is very close to that of the measured efficiency of 97.37%.
Heatsink and device temperatures were measured using a Flir E30 thermal camera, the results of which are shown in Table 7 . The simulation framework predicted a heatsink temperature of 99.63 °C and a device junction temperature of 104.8 °C. One reason that partially explains the disparity between the results is the fact that the thermal contact resistance between the devices and the heatsink was not accounted for in the model. Nevertheless, the temperature results are within the safe operating limits of the devices and thus the error is acceptable. The measured output waveforms of a single phase are shown in Figure 6 . A small degree of distortion can be observed which can be analysed by looking at the DM and CM EMI frequency spectrums as shown in Figure 7 and Figure 8 respectively. In both frequency spectrums, harmonics are observed at multiples of the fundamental, switching and resonant frequencies of the filters. The figures show that the EMI filters meet the DO-160E standard requirements which begins at 150 kHz. The distortion in Figure 6 is due to the lower order harmonics that fall outside the DO-160E standard and hence weren't optimised for. 
Conclusion
This paper has presented an efficient unified design optimisation framework that can be applied to a range of converter topologies. It has discussed the framework's operation and how it can be structured to achieve better computational efficiency. Two case studies were presented, a 50 kW DC-DC converter and a 5 kW DC-AC converter, that showed the implementation and performance of the design optimisation framework. The framework achieved power densities of 8.32 kW/kg for the 50-kW SiC-based DC-DC converter, and 3.50 kW/L for the 5-kW SiC-based 3-phase DC-AC converter. Experimental results were also given for the DC-AC converter case study, verifying that the design proposed by the framework was able to meet all the required specifications. 
