In this paper we are dealing with the frequent itemset mining. We concentrate on the special case that we only want to identify the most frequent itemset of length N. To do that, we present a pattern on how to consider this search as an optimization problem. First, we extract the frequency of all possible 2-item-sets. Then the optimization problem is to find the N objects, for which the minimal frequency of all containing 2-item-sets is maximal. This combinatorial optimization problem can be solved by any optimization algorithm. We will solve them with Quantum Annealing and QUBO with QbSolv by D-Wave. The advantages of MFIO in comparison to the state-of-the-art-approach are the enormous reduction of time need, reduction of memory need and the omission of a threshold. The disadvantage is that there is no guaranty for accuracy of the result. The evaluation indicates good results.
Introduction -Frequent Itemset Mining (FIM)
During the further paper I will use "N-set" for a set containing N items.
Let I be a set of items (hereinafter called basic quantity). A transaction is then a subset of I.
Frequent Itemset Mining is a common task in data mining. The task is to return all frequent patterns in a database of transactions. Frequent in a sense of a specific threshold.
Given is now a database of transactions (each has a unique transaction ID).
The common goal is now to find all frequent subsets of I: Let F(s) return the frequency of the set s in the database. Let ( ) be the power set of I.
Let I be the basic quantity. Given is a threshold .
{ | ∈ ( ) ∧ ( ) ≥ } (1)
The state-of-the-art approach to do that is the FP-Growth algorithm. [1] Our goal is now to extract this set of items of length N which occurs most frequent in the transactions. N is part of the conceptual formulation:
{ | ∈ ∧ ∀ ′ ∈ : ( ′) ≤ ( ) } (2)
If (1) contains a N-set, then (2) can be easily computed. The question is whether the computation with FP-Growth is the fastest way to calculate (2) .
There has been a paper about finding association rules with quantum gate model [5] . In contrast to that we are searching for the most frequent itemset of length N with Quantum Annealing (adiabatic quantum computing).
FIM as optimization problem
A N-set contains ( 2 ) = ( − 1) 2
2-sets.
Given is a basic quantity I of |I| items. A transaction is a subset of I. Given is a database of transactions.
First, the frequency of all 2-sets of I is determined within the transactions. Then calculate the relative frequency P (the probability) of this 2-set, by dividing by the number of transactions in the database.
The combinatorial optimization problem is now to identify the N items for which the minimal frequency of all containing 2-sets becomes maximal:
The idea behind this is the following: if the minimal frequency of all containing 2-sets becomes maximal, then the probability that the N-set occurs frequent becomes maximal. Because a N-set can only be that frequent like the minimal frequency of his 2-sets.
The other way around, if you look at all N-sets isolated that occur in the transactions, then the most frequent N-set leads to a maximum of the minimum frequency of all containing 2-sets. Problems arise with overlay. Not-most-frequent itemsets can overlay each other so they can build a new "virtual most frequent N-set" based on the frequencies of the 2-sets. Example: The most frequent 3-set here is {1,2,4} (2-times). The minimum frequency of the sets {1,2}, {1,4}, {2,4} is 2. But the minimum frequency of the sets {1,2}, {2,3}, {1,3} is 3. So based on the given optimization problem, the answer would falsely be: {1,2,3}.
But as we will see in the evaluation, an overlay only happens sometimes. Most of the time the results are quite good.
This optimization problem in this form cannot be efficiently computed on a Quantum Annealer. So, I introduce an approximation, with iterated calculations based on Quantum Annealing.
R-step-approximation

Max Clique:
Max Clique is the problem of finding the biggest set of vertices in a graph where all vertices have an edge between each other in the graph. So, we search for the biggest fully-connected subgraph. This problem is NP-complete. [2] Idea:
Scan through the database and count the frequency of all possible 2-sets. There are
Then calculate the relative frequency by dividing by the number of transactions.
The result can be represented as a graph with |I| vertices. The graph is fully-connected and the edge weight between i1 and i2 is the relative frequency of i1 and i2 together in the transactions.
The function:
returns the graph where the edges with edge weight less then t are removed.
e.g.
Then the algorithm is:
if (size >= N):
else:
return solution maxClique returns the maximum Clique in the Graph. maxClique is NP-complete, this means hard to solve by classical computers. But it can be solved very efficiently by Quantum Annealing [6] .
t follows the items of the geometric series. So, it can approximate any number in [0,1]:
So, as we maximize t, where we still can find a Clique of size N in Graph(t), we solve the above presented optimization problem.
QUBO (Input for Quantum Annealing):
QUBO stands for quadratic unconstrained binary optimization. Basically, it returns a N-bit-Vector x for which the following formula gets minimal:
So, the task is to provide an algorithm which maps every problem instance to a matrix Q, so the result of this minimum search (the x) is also the result of our problem. [3] Full algorithm for MFIO with QUBO: else:
return (arbitrary N-set out of solution)
Accuracy:
In each step the possible area where the optimum can be is cut into halves. So, the accuracy follows the term:
So, for R = 10 the maximal fault tolerance is below 0.1% ( 
Evaluation
The QUBOs in this evaluation were solved with QbSolv by D-Wave. This is a classical QUBO-solver. The computation of maxClique on the real Quantum Annealer of D-Wave has been widely examined [6] . The used programming language was Python, the used hardware was (Intel i5, 4 Core, 2.50 GHz, 16 GB RAM, Linux).
The correctness of MFIO depends on all parameters:
1) Size of the basic quantity I 2) N (the size of the searched set) 3) Size T of the transactions 4) the distance between the frequency of the most frequent N-sets and the frequencies of other N-sets
Experiment:
For each parameter configuration (every entry of the following matrices) we will generate 10 random databases in the following way: Let the basic quantity be the numbers [0,1,…,I-1] with I items. We take 99 random subsets of I with size T. Every of these 99 subsets will be k-times a transaction in the database. k is randomly chosen for every of the 99 subsets. Furthermore we put the transaction [1,2,…,N] exactly 200-times into the database.
For every database we created, we will now compute the most frequent N-set with MFIO (which was clearly [1,2,…,N]). We counted how many of the 10 times MFIO returned the correct result. The results are shown in the following tables.
In the vertical are the sizes of the basic quantity I. In the horizontal are the sizes of N (the size of the set we are searching for). Based on these experimental results, we can now deduce the influence of the four parameters on the accuracy of the results.
Size of the basic quantity I:
The results off all four configurations got better then moving down in a column. i.e. the results got better with rising I.
Size of the searched set N:
As you can see in configuration 3, for a given transactions size the results get better with rising N. The results get better in a square way, because with rising N there are
2-sets. Every 2-sets of a
new "virtual N-set" must be more frequent then the minimum frequency of the real most frequent N-set. If there are more 2-sets, then it gets harder to achieve that. So, it gets more likely for MFIO to return the real most frequent N-set.
Size of the transactions T:
All parameters in configuration 1 and 4 are the same except the length of the transactions. In configuration 4 the transactions are 1.5-times longer than in transaction 1. As you can see, the results got worse in configuration 4. i.e. longer transactions lead to worse results of MFIO.
Explanation: With bigger transactions there are more possibilities to overlay for the transactions i.e. more possibilities and a higher probability to build a new "virtual most frequent N-set".
Distance between the frequency of the most frequent N-set and other N-sets:
Configuration 1 and 2 have the exact same parameters except the frequency of the other N-sets. In configuration 1 the not-most-frequent N-sets can occur between 1 and 180-times. In configuration 2 they can only occur between 1 and 110-times. As you can see, the results in configuration 2 are better than the ones in configuration 1. i.e. bigger distance between the frequency of the most frequent N-set and other N-sets lead to better results.
In configurations 1,2 and 4 it seems that with bigger N the results get worse. But in these configurations T rises with N. So, we can say that rising T has more (negative) influence on the result then rising N (positive influence).
As described, the performance of MFIO depends on multiple parameters as well as on chance. So, it is quite difficult to provide an overall-theory about the performance of MFIO. To sum up, results get better with: MFIO returned the correct solution in 14 seconds.
For comparison we computed the most frequent 20-set also with Bomo. Bomo is based on FPGrowth, but it only searches for the top-N (in our case the top-1) k-itemsets. So, it doesn't need a threshold. [7] We used a fast C implementation of Bomo.
[8]
Bomo returned the correct result after 102s.
Also, the memory usage of MFIO was clearly more efficient (measured was the memory needed for the internal data structures): -MFIO: 122KB (for the 31.125 2-sets) -Bomo: 83MB
MFIO scales very well with the number of transactions. The computation for 100.000 transactions (same parameters and same ration of [1,2,3,…,20 ] to the numbers of transactions) last 27.6 seconds. 15.4s for reading the input and 12.2s for computing the solution (solving the optimization problem). So, in comparison to 14s, twice as long. But the database was 4-times larger.
Real world application
As first real-world example we computed correctly the most frequent 4-, 5-, 6-and 7-set letters in English words. So, the basic quantity was the alphabet and the words (subsets of the alphabet) were the transactions. The database consists of 370.000 English words.
[4] The computed sets are: {a,e,i,n} {a,e,i,n,t} {a,e,i,n,s,t} {a,e,i,n,o,s,t}
Conclusion
MFIO is an alternative approach for finding frequent itemsets with a specific length in a database of transactions. The method is much faster than constructing a FP-Tree and decide for the most frequent pattern. Instead you solve a (probably) NP-hard optimization problem and you get the N-set which is most likely to be most frequent. The application of this method to real-world data has shown good results.
The presented algorithm for solving the presented optimization problem is only an approximation with a bounded fault tolerance. It uses iterated max-clique calculations which can be efficiently solved by Quantum Annealer.
The omission of a threshold makes the most frequent itemset optimization to a real unsupervised problem. So, you don't need any knowledge about the data in advance.
The weightiest disadvantage is, that there is no guaranty for accuracy of the results. So, they can get arbitrary bad.
Application of MFIO
If you want to test MFIO (with QUBO) I wrote a python script. Feel free to use it! MFIO could find application in scenarios where the speed of the computation is more important than 100% accuracy. For example, in real-time databases.
Another application for MFIO could be as an estimation for the threshold for FP-Growth. Because MFIO returns also the Threshold t where the only N-set occurs.
MFIO only returns the set which is most likely to be most frequent. It doesn't return the frequency of this N-set. The frequency could be computed by iterating again through the database and simply count the frequency of this set.
Future Work
Possible future work is to apply this algorithm to more real-world data and continue evaluating the performance.
Also proofing the presented optimization problem is NP-hard belongs to future work.
Another important future work would be to provide a probability distribution based on the four examined parameters which returns the probability that MFIO returns the correct results. This could help enormously in the decision whether to use MFIO in a particular scenario or not.
Also thinking about solving the optimization problem of finding the N-set where the minimal frequency of all containing 3-sets is maximal belongs to future work. Storing the frequency of all possible 3-sets is still acceptable. And the results would become much more accurate.
