Greek curves rather than individual prices/Greek values. Moreover, the CONLeg method can retain the global spectral convergence rate in option pricing and hedging when the risk-free smooth probability density function (PDF) is smooth. When the PDF is non-smooth, we also provide a solution to allow the method to gain the accurate algebraic rate. Finally, we show that our method requires a small number of terms to yield fast error convergence and is able to accurately price/hedge any options deep in/out of the money and with very long/short maturities. Compared with existing techniques, this new method performs either favourably or comparably in numerical experiments.
Introduction
Applying robust numerical techniques in option pricing/hedging and in model calibration provides interesting research questions in financial markets. The techniques must not only be highly accurate but also very effective and less time consuming.
If we see the option pricing formula (e.g., see Eq. (30) in Section 6.1) as a convolution integral, more precisely a cross-correlation integral, then fast Fourier transform (FFT), a numerical integration-based method, (e.g., Carr and Madan 1999 , Lewis 2001 , Lipton 2002 
Convolution of Legendre Series Defined on Intervals of the Same Length
Convolution is a fundamental operation that arises in many fields, particularly in financial derivatives research (cf. Carr and Madan 1999 , Lewis 2001 , Lipton 2002 , Jackson et al. 2008 , Lord et al. 2008 , econometrics (Bondarenko 2003 , Liu et al. 2016 ) and statistics (Hogg et al. 2004 ). Given two continuous integrable functions, f and g, their convolution is a third function, h, defined formally by the integral
If we consider f and g : [c, d] → C as two compactly supported functions on the real line, we can approximate the convolution aforementioned h = f * g via the integral given by
and h(x) = 0 for x / ∈ [2c, 2d]. Since convolution is a commutative operation and we consider that only f and g are in the same intervals, without losing any generality, we can visualise each value of x by the diagram in Figure 2 , and we split h into the two pieces suggested by the diagram:
Here, we denote, once and for all, L and R as the left and right hand side of the convolution, respectively. We adopt the algorithm proposed by Hale and Townsend (2014a) to approximate h. The crucial idea of the algorithm is to approximate f and g with Legendre polynomials and then convolve the approximations using the convolution theorem for them. The result is a piecewise polynomial representation that can be evaluated at any x in the domain of h to yield an approximation to h(x). If the polynomials used to approximate f and g have degree at most N , their algorithm produces an approximation to h in O(N 2 ) operations.
In brief, Legendre polynomials, invented by Adrien-Marie Legendre, are the polynomial solutions P n (x) to Legendre's differential equation
with P 0 (x) = 0, P 1 (x) = 0 and integer parameter n ≥ 0. P n (x) forms a polynomial sequence of orthogonal polynomials of degree n and it can be expressed through Rodrigues' formula:
To illustrate 
Based on (3), the Legendre piecewise polynomial, h, consists of two pieces, h L on the left with [−2, 0] and h R on the right with [0, 2], each of degree N + M + 1. We construct h L and h R by computing their Legendre coefficients. According to the suggestion by Hale and Townsend (2014a) , we focus on the computation of h L since that of h R is similar.
We denote {γ
as the vector of the Legendre coefficients of h L , such that
By the orthogonality of Legendre polynomials and the orthonormalisation constant (k + 1/2) −1/2 for P k (x) for k = 0, . . . , M + N + 1, we have for P k (x) for k = 0, ..., M + N + 1, we have P m (y)P n (x − y)dydx
Author: Tat Lung (Ron) Chan
6
Article submitted to Management Science; manuscript no. (Please, provide the manuscript number!) Hale and Townsend (2014a) prove that the above relation can be expressed in matrix form as γ = B L β. According to Hale and Townsend 2014a, Theorem 4 .1, there is a three-term recurrence relation of B L k,n such that 
vector product B L β can be computed with the same cost and, accordingly, the coefficients γ L of
The coefficients γ R of h R can be computed from B R β, for which a nearly identical recurrence relation can be derived left since the computation for h R is similar. Now, we direct our attention to the convolution of two Legendre series defined on the same interval [c, d] . We can define the composition of
is the linear mapping from [c, d] 
Based on Hale and Townsend (2014a, Lemma 4.2) , the convolution of (f * g)(x) of two continuous functions of f and g defined on [c, d] can be computed as
where x ∈ [2c, 2d] and y = 2ψ [2c,2d] 
Transforming Chebyshev Series to Legendre Series Back and Forth
The algorithm for the convolution of Legendre series mentioned in the previous section is fully implemented in a command called conv in MATLAB. This command computes the convolution of two Chebyshev series and returns a piecewise polynomial represented by Chebyshev series. Therefore, the first and last part of our implementation transform between Chebyshev and Legendre series are rapidly computed with the cheb2leg and leg2cheb commands in Chebfun (Hale and Townsend 2014b) .
Author: Tat Lung (Ron) Chan Article submitted to Management Science; manuscript no. (Please, provide the manuscript number!)
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According to Trefethen (2012) and Trefethen et al. (2014) , Chebfun represents a function f defined on [−1, 1] by a Chebyshev series
with
Here, T n (x) = cos (n cos −1 (x)) is the Chebyshev polynomial of degree n. This is extended to general bounded intervals [c, d] by using the linear map ψ [c, d] in the same way as (14).
Remark 1. In Chebfun, Trefethen et al. (2014) . This technique originates in Mason and Handscomb (2002) .
Piecewise Continuous Functions
Chebfun (Trefethen et al. 2014 ) is famous for approximating piecewise smooth functions. This can be achieved by bundling together Chebyshev series defined on adjacent intervals. Based on the ideas of Hale and Townsend (2014a) , it is easy to extend their algorithm to the convolution of piecewise smooth functions: Providing x 1 . . . x K+1 such that f M and g N are polynomials of degree at most M and N on the subintervals [
Here, we denote 1 [x k ,x k+1 ] as the indicator function in the interval [x k , x k+1 ]. By the distributivity of "*"
where each term in the double sum is a convolution of two polynomials.
Lévy Processes
In this section, we briefly introduce the important properties of one-dimensional Lévy processes and stochastic volatility processes with and without jumps. Standard references for the stochastic processes can be found in Schoutens (2003) and Cont and Tankov (2004) . Considering markets are frictionless and have no arbitrage, we assume that an equivalent martingale measure (EMM) Q is chosen by the market. Moreover, there is a complete filtered probability space (Ω, F, {F} t≥0 , Q) on which all processes are assumed to live.
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Lévy processes
With r ≥ 0 and q ≥ 0 as the constant risk-free interest rate and the constant dividend yield, respectively, we describe a stock process (S t ) t≥0 driven by an exponential Lévy process (X t ) t≥0
such that
where X 0 = 0 and X t has infinitely divisible marginal distributions. Given a random variable X t , we can define it as the corresponding characteristic function as follows:
If we define a truncation function h(χ) = χ1 |χ|≤1 be a measurable function such that for every u ∈ R, |1 − e iuχ + iuh(χ)|ν(dχ) < ∞, the characteristic function of X t can be described by the Lévy-Khinchine representation such that
Here, σ 2 ≥ 0 and ν are Lévy measures on [−∞, ∞]. σ and ν do not depend on the choice of h but r − q + ω depends on this choice. The condition that (S t e −(r−q)t ) t≥0 is a martingale will be guaranteed as long as an appropriate choice of the mean-correcting compensator ω is calculated as follows:
There is a substantial number of Lévy process examples in financial modelling. In this paper, we focus on geometric Brownian motion (GBM), variance gamma (VG), normal inverse Gaussian (NIG) and CGMY. Their characteristic functions ϕ(u) can be defined as follows:
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Remark 2. Most Lévy processes do not have a closed-form representation of their risk-natural probability density function (PDF) g; however, some of the processes, e.g. GBM, NIG and VG, have a closed-formed PDF given by: VG) . (29) Here,
Pricing and Hedging Option via Convolution of Legendre Series
In this section, by showing that any option pricing/hedging function can be treated as a convolution function, we can apply the algorithm for the convolution of Legendre series to formulate option pricing/hedging formulas. For all at once, we use the CONLeg method to represent the algorithm for the convolution of Legendre series described in Sections 2, 3 and 4.
Pricing Formulae for European Type Options
Providing the current log price x := log S, the strike price of K and maturity T ≥ t, and the probability density function (PDF) g of a stochastic process, we can express the option price V (x, K, t) starting at time t with its contingent claim paying out U (S T , K) as follows:
By replacing x + χ − log K with y, we have a new form of V (x, K, t) denoted as
Here,x = x − log K, Kf (y) := U (e y , K) is the pay-off in log-price coordinates and g
is the reflected function.
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In (31), for any pair of continuous functions f, g
where ϕ(u) is a characteristic function of X T − X t . We can approximate the pricing formula V as a convolution function on [c, d] , i.e.,
Here, h(x) = 0 withx / ∈ [2c, 2d]. The final form of (33) is ready for approximating via the CONLeg method.
Most of the closed-form expressions of g do not exist in the stochastic processes. If they do not, we adopt the ideas proposed in Chan (2016 Chan ( , 2018 to express g in a complex Fourier series (CFS) representation such that g is approximated by:
where i is a complex number and Re is the real part of a complex number, and given the condition of (32),
For the expression of g R , we simply put a negative sign in the basis function exp (i(2π/d − c)ky) ,
i.e.,
If g R is smooth throughout on [c, d], we can either directly approximate the CFS representation with a Chebyshev series using Chebfun (cf. (Trefethen et al. 2014) ) or transform it into a Chebyshev series using the techniques shown in Appendix A; however, g R contains jumps and is a piecewise continuous function, we use the Fourier-Padé ideas to construct g R and also to locate jumps in g R .
The details can be found in the Appendix B.
1 The expression of (30) is indeed a cross-correlation integral; however, since we introduce the idea of the reflected function g R (x) := g(−x), we can turn (30) into a convolution integral instead.
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Knowing jumpsx 1 . . .x K+1 in [c, d], we divide f and g R into a set of piecewise continuous functions and then approximate them with Chebyshev series using Chebfun described in Section 4.
Accordingly, we have a set of f M and g N polynomials of degree at most M and N on the subintervals
Here,
Then, using the techniques mentioned in Section 3, we transform both f N and g R M into Legendre series defined by
We use the algorithm for the convolution of Legendre series described in Section 2 to approximate
into Chebyshev series, V can be approximated by
Using (40), we can generate a set of option prices with a one-fixed value of K and a range of S t . However, in the financial markets, option price quotes always appear with a one fixed value of S t and a range of K. To fit in this financial phenomenon, we can modify (40) using the fact of
so that we can reach a new pricing formula of
Remark 3. In Chebfun, there is a built-in algorithm to detect jumps automatically in a piecewise continuous function (cf. Pachón et al. 2010 
We first transform the payoff into
is a reflecting function. To make the CONLeg more efficient, we define a truncated computational interval [c, d] (cf. Section 7), which satisfies condition
where f (y) := max(e y − 1, 0). To easily digest how the CONLeg method approximates h(x), we assume that g R is a very smooth function and only one jump y = 1 appears in f, the payoff function,
By settingx 1 = c,x 2 = 0 and x 3 = d, using the techniques described in Section 6.1 and only focusing onx ∈ [c, d] rather than [2c, 2d], the European call option pricing formula is given by:
The CONLeg method is not limited from pricing European vanilla call option (45); it can be extended into a put option or other options with different pay-off structures, e.g., Cash-or-Nothing options. In Table 6 .1.1, we list all financial contingency claims we consider in this paper and both their payoff functions and transformed payoff functions. In the table, 1 is an indicator function and n < ∞ is any positive integer. Moreover, one should note that the jump always exits at y = 1 in the transformed payoff function when y = x + χ − log K.
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Pricing Formulae for Bermuda Options
Considering log S t := x t driven by a Lévy process and a Bermudan option with strike K and maturity T that can be exercised only on a given number of exercise dates
we can write the Bermudan option pricing formulae as
Here, U (e x t l , K, t l ) is a payoff function at t l . In other words, if the payoff function is a call, then
To apply the CONLeg method to approximate C(x t l , K, t l ), we first understand that
14
is a martingale process. We also denotex t l as x t l − log K and follow Section 6.1 to approximate
Since we approximate h(x t l ) with the CONLeg method and use the Chebyshev series to present the Bermuda option prices C(x t l , K, t l ), accordingly, we can further modify (47) with a new form
where Kf (x t l ) := U (e x t l , K, t l ). Since the no-arbitrage assumption leads to the requirement that ∂V /∂x is continuous and V (x t l , K, t l ) = U (e x t l , K, t l ) at the early exercise curve, we must determine
. One way to do this is to use the Newton method proposed in Fang and Oosterlee (2009b) to find x t l ; by the other way, we can apply a builtin function call roots in Chebfun to find roots existing in functions. To do so, we first approximatẽ f (x t l ) as a Chebyshev series, then apply the roots function to findx * t l in the following equality:
Once we havex * t l and use it as a break point, we approximate
with two different Chebyshev series. Consideringx * t l as a jump and combining other jumps,
, jumps in a non-smooth PDF and/or in a payoff function, in V (x t l , K, t l ),
we approximate V (x t l , K, t l ), with a set of Chebyshev series given by
Finally, summarising the methods above, we present the pseudo-code of our algorithm computing
Bermudan option prices in Algorithm 1.
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Result: Bermuda option price V (x t , K, t) at time t initialisation;
while t l = t do compute C(x t l , K, t l ) using the CONLeg method;
compute max e −r(t l+1 −t l ) h(x t l ),f (x t l ) with two Chebyshev series (53);
, where t 0 = t; Algorithm 1: Algorithm for computing Bermudan option price V (x t , K, t) at time t based on (47).
Pricing Formulae for American Options
There are basically two approaches to evaluating American options based on our method for Bermudan options. As suggested in Fang and Oosterlee (2009b) , one simple approach is to approximate an American option by a Bermudan option with many exercise opportunities. In other words, we increase the number of exercise opportunities L to a very large value. According to Geske and Johnson (1984) and Chang et al. (2007) , the other approach is to use Richardson extrapolation on a series of Bermudan options with an increasing number of exercise opportunities. We adapt the latter approach, which is also implemented in Fang and Oosterlee (2009b) 
where V Amer (L) denotes the approximated value of the American option and V (·) is the pricing formulae for Bermudan options in (51).
Pricing Formulae for Discretely Monitored Barrier Options
A barrier option is an early-exercise option whose payoff depends on the stock price crossing a pre-set barrier level during the option's lifetime. We call the option an up-and-out, knock-out, or
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down-and-out option when the option's existence fades out after crossing the barrier level. Like
European vanilla options, these options can all be written as either put or call contracts that have a pre-determined strike price on an expiration date. In this paper, we only investigate two basic types of barrier options.
Down-and-out barrier (DO) option:
A down-and-out barrier option is an option that can be exercised at a pre-set strike price on an expiration date as long as the stock price that drives the option does not go below a pre-set barrier level during the option's lifetime. As an illustration, if the stock price falls below the barrier, the option is "knocked-out" and immediately carries no value.
2. Up-and-out barrier (UO) option: Similar to a down-and-out barrier option, an up-and-out barrier option will be knocked out when the stock price rises above the barrier level during the option's lifetime. Once it is knocked out, the option cannot be exercised at a predetermined strike price on an expiration date.
After categorising the barrier options we examine in this paper, we turn to investigate their discretely monitored barrier-a subsidiary class of barrier options-and then examine their contin- However, in the case of a barrier option without a rebate, no payoff occurs when the barrier level is reached; otherwise, a rebate occurs when a barrier option is knocked out.
We use a rebate DO option as illustrations to apply the algorithm for the convolution of Legendre series to approximate discretely monitored barrier option prices. Once we obtain the formulae and algorithm for pricing the option, we will extend our ideas to the UO option. To illustrate our ideas in a simple way, we take the same mathematical notations and formats established in Section 6.2.
Suppose that we have a rebate DO option driven by S t with a barrier B, a rebate R b , a strike K and a series of monitoring dates M : t = t 0 < . . . < t l < . . . < t L = T ; the option formulae can be described as
where 1 is an indicator function and U (e x t l , K, t l ) is again either a call or put payoff. We follow the ideas of (50) and (51) in Section 6.2 to approximate C(x t l , K, t l ) such that
Author
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After we apply the CONLeg method, (55) can be transformed into
In (57), since there is a jump at log(B/K), the barrier, at t l , we use log(B/K) as a break point and approximate
with two Chebyshev series. Moreover, combining other jumpsx t l ,1 . . .
we can formulate V (x t l , K, t l ) with a set of Chebyshev series given in (53). Finally, the pseudocode of our algorithm calculating discretely monitored DO barrier option prices can be found in Algorithm 2. For the UO barrier options, we can use (57) and Algorithm 2 to compute their prices,
Result: discretely monitored barrier option price V (x t , K, t) at time t initialisation; discretise [t, T ] into timesteps t = t 0 , t 1 , . . . , t l , . . . , t L = T ;
with two Chebyshev series (53);
next t l ; end return V (x t , K, t) equal to e −r(t 1 −t) Kh(x t ), where t 0 = t; Algorithm 2: Algorithm for computing discretely monitored barrier option price V (x t , K, t) at time t based on (55).
but we consider the condition of the option knocked out when the stock price rises above B, i.e.,
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Hedging Formulae
Now, we turn our attention to deriving the option Greek values. In this paper, we focus on deriving three option Greek values-Delta, Gamma, and Vega. Delta, ∆, is defined as the rate of change in the option value with respect to changes in the underlying asset price; Gamma, Γ is the rate of change of ∆ with respect to changes in the underlying price; and finally, Vega is the measurement of an option's sensitivity to changes in the volatility of the underlying asset price. In general, volatility measures the amount and speed at which the price moves up and down and is often based on changes in the recent, historical prices of a trading instrument. Other Greek values, such as Theta, can be derived in a similar fashion; however, depending on the characteristic function, the derivation expressions might be rather lengthy. We omit them here, as many terms are repeated.
Delta is the first derivative of the value of V of the option with respect to the underlying instrument price S. Hence, differentiating the convolution form of V in European options (40), Bermuda options (53), American options (54) and barrier options (53) with respect to S, we have
Since ∂x/∂x = 1 and ∂x/∂S = exp(−x), ∆ t simply becomes e −r(T −t)−x K ∂h(x) ∂x . 
Adopting the fact of
(cf. Mason and Handscomb 2002, (2.4.5) ) and dψ [c,d] 
Accordingly, ∆ t becomes
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In a similar fashion, we can obtain Γ t by differentiating ∆ t with respect to S such that
and eventually, we use
(cf. Mason and Handscomb 2002, Problem 2.5.17) and we have
where
It is also easy to obtain the formula for Vega,
, where σ t is the initial value of the volatility at time t. For example, for the GBM model with σ t as the initial value of the volatility, we derive Vega as follows:
After we differentiate V with respect to σ t to obtain (69), we can approximate (69) with the CONLeg method.
If the closed-formed PDF g of the stochastic process does not exist, as we mentioned before, we express g R with the CFS expression such that
k(x−y) , and
where ϕ contains the parameter σ t .
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Choice of Truncated Intervals
In this section, we adopt the ideas of Fang and Oosterlee (2009a) and Chan (2018) 
where c 1 , c 2 , and c 4 are the first, second and fourth cumulants, respectively, of the stochastic process and L ∈ [8, 12] . For simple, less-complicated financial models, we also obtain closed-form formulas for c 1 , c 2 , and c 4 , which are shown in Table 8 of Appendix C.
In general, the truncated intervals in (71) work for smooth/ non-smooth PDFs with/without jumps. However, since c 1 , c 2 , and c 4 contain t, if a non-smooth PDF reaches a peak because of t approaching 0, the truncated intervals become too small for interpolation. To correct this problem, we can modify the value of t. In other words, if we interpolate the PDF of a GBM process with the input parameters of (72) but t = 1e − 06, the PDF is spiky at a point (non-smooth). As a result, (71) is too small for interpolation with t = 1e − 06. To make a meaningful interval, we can simply change the value of t, for example, to 1 rather than to 1e − 06 in c 1 , c 2 , and c 4 in (71). The change can make (71) big enough for interpolation because within the same setting and t = 1, the same PDF is smooth. The idea we propose is not optimal but all by trial and error. One should note that changing the value of t to have a meaningful interval (71) for interpolation does not imply that changing the original value of t in any process we aim to approximate.
Numerical Results
The main purpose of this section is to test the efficiency of the CONLeg method through various numerical tests. This involves the ability of the method to price any options that are deep in/out of the money and have long/short maturities. Most importantly, we show that the algorithm can retain global spectral/algebraic convergence even when the PDF is smooth/non-smooth. A number of popular numerical methods are implemented to test the algorithm in terms of the error convergence, convergence rate and computational time. These methods include the COS method with an exponential filter to resolve the Gibbs phenomenon; see Ruijter et al. 2015) , the CONV method (an FFT method, Lord et al. 2008) , and the SWIFT methods (a wavelet-based method;
see Ortiz-Gracia and Oosterlee 2013 , Maree 2015 , Ortiz-Gracia and Oosterlee 2016 , Maree et al. 2017 ). When we implement the CONV, we use Simpson's rule for the Fourier integrals to achieve fourth-order accuracy. In the filter-COS method, we use an exponential filter and set the accuracy parameter to 10 as Ruijter et al. (2015) report that this filter provides better algebraic convergence than the other options. We also set the damping factors of the CONV to 0 for pricing European options. A MacBook Pro with a 2.8 GHz Intel Core i7 CPU and two 8 GB DDR SDRAM (cache memory) is used for all experiments. The code is written in MATLAB R2011b. Finally, the MAT-LAB code of implementing the COS method and the FFT method, such as the CONV method and the like, is retrieved from von Sydow et al. (2015).
Since we use the built-in Chebfun (Trefethen et al. 2014 ) commands, mainly chebfun, conv, diff and roots, to price and hedge the options in this paper, Chebfun (http://www.chebfun.org/download/) is requested to install for our option pricing algorithm.
The conv command in Chebfun is a full implementation of the CONLeg method. For a demonstration, we give the Matlab code for computing European options in Appendix D.
In all numerical experiments, we use the parameters N and M to denote the number of terms of the CONLeg method and N to denote the number of terms/grid points of the others. We only When we measure the approximation errors of the numerical methods, we use absolute errors, the infinity norm errors R ∞ and the L 2 norm errors R 2 as the measurement units. Moreover, to improve the accuracy of our method in pricing/hedging European type options, we use the call-put 
GBM2 : S = 100, σ = 0.25, T = 50 or 100, r = 0.1, q = 0, K = 120.
VG1 : S = 100, σ = 0.12, θ = −0.14, ν = 0.2, T = 0.1, r = 0.1, q = 0.
In all three numerical tests, the reference values for the GBM process and the VG process are generated via the Matlab bulit-in functions-blsprice, blsdelta and blsgamma-and the Singularity Author: Tat Lung (Ron) Chan
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Fourier-Padé (SFP) method (cf. Chan 2018) respectively. In the first numerical test (GBM1)- Table 2 , we first check for convergence behaviour against a range of strikes K from 80 to 120 for deep in/out-of-the money and at-the-money vanilla call options. Apart from q = 0.01, the parameters are retrieved from von Sydow et al. (2015) . We declare 1000 different option prices within the range of either K. In this test, the CONLeg can achieve a spectral convergence rate when it is applied to approximate option prices and its Delta ∆ and Gamma Γ. Both the error terms-R 2 and R ∞ -decrease exponentially when the total number of terms N of the Gaussian PDF g n is increased
twofold. Moreover, since our method aims to model option price/Greek curves rather than their values, our method consumes only less than 0.1 seconds to formulate the curves in the test. It is a quite reasonable computational cost to meet the financial standards for producing approximate option prices/Greek values in a short time. The second numerical experiment (GBM2) is devoted to comparing the performance of the COS method, the CONLeg method, and the SWIFT method for long maturity call options. As we sometimes encounter these options in the insurance and pension industry, it is worth testing our method against them. The parameters are retrieved from
Ortiz-Gracia and Oosterlee (2016) for the test. Table 3 refers to the second test (GBM2) and
replicates Table 3 in Ortiz-Gracia and Oosterlee (2016) . In this test, the CONLeg method impressively provides high accuracy over the SWIFT and COS methods with fewer terms required. The last set of parameters (VG1) is chosen in the last numerical test (Table 4 ) because relatively slow convergence was reported for the CONV method for very short maturities in Lord et al. (2008) (see Fig. 2 ). This is attributed to the PDF of the process being sharp-peaked with a logarithmic singularity x sing . Before we approximate the closed-form VG PDF defined in (29) with Chebyshev series, we apply the Fourier-Padé method (cf. Appendix B) to locate the singularity in the PDF.
Afterwards, adopting the chebfun function flag-'blowup'-with parameter value 1 (Trefethen et al. 2014 , Chapter 9), we use x sing as a breakpoint and approximate the PDF in two different regions [c, x sing ] and [x sing , d] to resolve Gibbs phenomenon. In Table 4 , the CONLeg method yields algebraic convergence and its accuracy is as good as both the COS and filter-COS methods but better than the CONV method. From the result of Table 4 , one may suggest that CONLeg is not good enough to approximate piecewise continuous functions. Without a doubt, the CONLeg, more precisely, the Chebyshev series, indeed is not good enough for a function with logarithmic singularities (see Remark 4), like the PDF with VG1; however, for other type singularities, as we will see in Table 5 and 7, the CONLeg method is capable of addressing singularities and yields a better convergence rate than other existing methods discussed in this paper.
Remark 4. Fang and Oosterlee (2009a) suggest that the VG process with VG1 gives rise to a probability density function that is not in C ∞ (R), and thus, option pricing under VG with these parameter sets exhibits only an algebraic convergence. Nevertheless, Chan (2018) has recently proposed the SFP method to circumvent the problem and to approximate the VG PDF with the input parameters of VG1. Through this method, we can regain global spectral convergence away from jumps. For all the detail, we refer the readers to Chan (2018) . 
In this section, we price Bermudan put options with 10 exercise dates in the first test. Test parameters for this test are given in Table 5 . A total of 500 option prices are generated in the COS and Table 5 , we can see that the CONLeg method has globally spectral convergence rate and is more accurate that the COS method when N is increased. In the same table, when it comes to generate a large number of option prices in one go, the CONLeg method has lower and steady CUP time than the COS method does.
In the next two tests, the CGMY processes with the parameters of CGMY1 and CGMY2
do not have a closed-form PDF and have singularities. Accordingly, again using the techniques we mentioned above, we use the Fourier-Padé method to approximate the CGMY PDFs and locate their singularities.
The prices of American options can be obtained using (54), a 4-point Richardson extrapolation method on the prices of a few Bermudan options with small L. We compare the CONV, COS and ConLeg methods in terms of absolute errors (abs. error) and CPU times for pricing American option price in Table 6 . Since Table 6 is a replicate of Table 3 in Fang and Oosterlee (2009b) , we copy the same absolute errors of the CONV and COS methods from the paper. The accuracy of the CONLeg method is comparable to the others. In terms of CPU times, one may question whether the CONLeg method consumes more computational time than the other two. It is attributed to the method aiming for modelling option prices curves rather than a single option price value. CGMY1 presented in Table 6 , are taken from Fang and Oosterlee (2009b) , originated in Almendral and Oosterlee (2007) , and the reference value is 0.112152 . . . .
Finally, we consider monthly monitored (L = 12) up-and-out call and put options, (UO Call) and (UO Put), under the NIG process and down-and-out call and put options, (DO Call) and (DO 
Conclusions
In this paper, we apply the CONLeg method, based on both Chebyshev and Legendre series, to model European, Bermudan, American and discretely monitored barrier options price/ option
Greek curves under the Lévy process. The method can be used whenever the characteristic function or the closed-form probability density function (PDF) of the underlying price process is available. between two consecutive dates can cause the underlying PDF to be more peaked. Any interpolation method will suffer the Gibbs phenomenon when it is used to approximate the peaked PDF. To circumvent the problem and increase our method accuracy, we apply the Fourier-Pade method to locate and approximate non-smooth PDFs and then follow up with Chebfun's suggestion of breaking non-smooth functions into sub-smooth functions to approximate the PDF. As a result, these techniques are crucial, as less N is required for a similar accuracy.
Finally, the numerical results presented here have demonstrated the effectiveness of the CONLeg method. Nevertheless, further work might proceed in two ways. First, our ultimate goal is to extend the method to price options with path-dependant features under the (time-changed) Lévy process or stochastic volatility with and without jumps. The development of the papers is now underway.
The computational time is slightly expensive when it is applied to model the American option price/option Greek curves. To improve the computational time, we can change the conv function into a more tailor-made one for option pricing and hedging. exp(ixyπ)T q (x) √ 1 − x 2 dx = πi q J q (yπ).
Here, J q is the Bessel functions of the first kind with parameter q and T q (x) is the Chebyshev polynomial of degree q. We first note that since g, a PDF, is a real function, the CFS representation of g with a form of
can be interchangable into
Using (78) and (80) 
respectively, then we say that R N,M = P N /Q M is the ( Table 8 The first c1, second c2, and fourth c4 cumulants of various models.
Lévy models BS c 1 = (r − q + ω)t c 2 = σ 2 t, c 4 = 0, ω = −0.5σ 
