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Abstrakt
Různé společnosti považují za neodmyslitelné získávat předpověď časových řad nejistých
hodnot proměnných, které ovlivňují jejich rozhodnutí. Marketing obsahuje vícero rozhod-
nutí, která závisí na spolehlivé předpovědi. Předpovědi jsou založeny přímo nebo nepřímo
na informacích, které jsou získány z historických dat. Tato data mohou obsahovat různé
vzory – jako je trend, horizontální vzor, sezónní vzor nebo i cyklický vzor. Většina metod
je založena na rozpoznávaní těchto vzorů, jejich promítnutí do budoucnosti a následného
vytvoření předpovědi. Jiné přístupy jako jsou například neuronové sítě jsou černými skříň-
kami, které využívají učení.
Abstract
Many companies consider essential to obtain forecast of time series of uncertain variables
that influence their decisions and actions. Marketing includes a number of decisions that
depend on a reliable forecast. Forecasts are based directly or indirectly on the information
derived from historical data. This data may include different patterns – such as trend,
horizontal pattern, and cyclical or seasonal pattern. Most methods are based on the reco-
gnition of these patterns, their projection into the future and thus create a forecast. Other
approaches such as neural networks are black boxes, which uses learning.
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Kapitola 1
Úvod
Diplomová práca sa zaoberá problematikou predpovede časových rád. Predpoveď sa obecne
používa pre popis toho, čo sa bude diať v daných okolnostiach. Poskytuje ideu o tom, čo
nastane ak manažér nechá veci tak ako sú. Plánovanie na druhej strane zahrňuje predpovede,
aby pomohli pri rozhodovaní o tom, aké okolnosti budú pre spoločnosť najlepšie. Všeobecne
vzaté, predpovede sú len jedným zo vstupov do plánovacieho procesu.
Možnosť počítať presné predpovede pre veľké portfólio produktov je rozhodujúce pre
väčšie spoločnosti. Vzniká tu potreba automatického výpočtu predpovedí. Od predpovede
predajov závisia ďalšie dôležité procesy. Medzi hlavné patria výroba a objednávanie pro-
duktov, plánovanie promoakcií, zabránenie prezásobeniu a podobne. Vďaka predpovediam
a ďalším procesom, ktoré sa od nich ďalej odvíjajú je možné získať maximálny zisk pri mini-
málnych zásobách. Toto je dôležité, pretože spoločnosti sa snažia vyhnúť viazaniu kapitálu
na sklade.
Cieľom tejto práce je implementovať rôzne metódy, navrhnúť prípadné vylepšenia a me-
tódy porovnať. Metódy je nutné porovnať z pohľadu rôznych kritérií. Hlavným kritériom
je presnosť metódy, ktorá môže byť krátkodobá alebo dlhodobá. To znamená ako často
sa musí predpoveď prepočítavať a aké obdobie dokáže spoľahlivo predpovedať. Rýchlosť je
taktiež dôležitým kritériom, pretože sa predpokladá výpočet na veľkom portfóliu produk-
tov. Menej podstatným kritériom je množstvo potrebného priestoru na uloženie parametrov
adaptovanej metódy. Bude vytvorená knižnica pre výpočet predpovedí pomocou rôznych
metód. A následne bude vytvorená webová prezentácia výsledkov. Výsledky budú zobrazené
v podobe grafov a prehľadných tabuliek.
V prvej kapitole budú popísané základné informácie o časových radách, o vzoroch, ktoré
obsahujú a ich predspracovaní. Popíšeme ako sa hodnotia metódy pre predpoveď a ako sa
počíta chyba predpovede. Používa sa niekoľko chýb pre vyhodnotenie. Taktiež bude ukázané
ako sa počíta interval istoty. Je to interval, ktorý sa počíta z priemernej štvorcovej chyby
predpovede a určuje odchýlku od vypočítanej predpovede. Odchýlka sa určuje vzhľadom na
to s akou pravdepodobnosťou chceme aby sa hodnota nachádzala v uvedenom intervale.
V ďalších kapitolách si prejdeme ľahký úvod do neurónových sietí a evolučných al-
goritmov. Neurónové siete sa okrem iného používajú ako jedna z techník pre predikciu.
Preto bude popísaný ich základný model. Evolučné algoritmy nám naopak pomôžu riešiť
problémy, ktoré by sme inými metódami nemohli riešiť, pretože prehľadávaný priestor je
veľmi veľký. Príkladom takého problému môže byť hľadanie koeficientov α, β a γ v metóde
Winters (kapitola 5.3). Táto práca nemá za úlohu podrobne vysvetliť tieto oblasti umelej
inteligencie, avšak v celej práci sa na ne neustále odkazujem. Preto tu bude uvedený stručný
teoretický základ týchto oblastí.
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Potom prejdeme ku konkrétnym metódam pre predpoveď. Prejdeme od najjednoduch-
ších k zložitejším. Väčšina metód sa odkazuje alebo ich teória vychádza z predchádzajúcich
metód. Popíšeme metódy, ktoré sú založené na vyhladzovaní, ich vyššie formy, adaptívne
filtrovanie, lineárnu regresiu a dekompozíciu. Poslednou technikou budú už spomínané neu-
rónové siete. Bude ukázané akým spôsobom je možné trénovať neurónovú sieť pre aproxi-
máciu časovej rady. Kapitola popisuje teoretické základy týchto metód.
Následne sa práca bude zaoberať jednotlivými implementáciami metód. Začneme popi-
som rozdelenia dát na trénovacie a testovacie množiny. Následne prejdeme k jednotlivým
metódam. Budú popísané rôzne problémy, vylepšenia a kombinácie. Pri implementácii došlo
k niekoľkým problémom, ktoré budú popísané. Taktiež nie všetky metódy sa ukázali ako
spoľahlivé a pri implementácii boli potrebné modifikácie. Nakoniec budú popísané vylepše-
nia a kombinácie metód, ktoré som navrhol a vďaka experimentom sa ukázali ako presné.
Presné s porovnaním so štatistickými metódami, avšak toto tvrdenie nemôže byť univer-
zálne, pretože každá metóda je vhodná pre určitý typ časových rád.
V predposlednej kapitole budú zhrnuté dosiahnuté výsledky. V tejto kapitole budú po-
rovnané jednotlivé metódy a budú popísané ich výhody a nevýhody oproti ostatným. Tak-
tiež budú porovnané na základe už vyššie spomínaných kritérií.
V poslednej kapitole sa bude práca zaoberať využitím v praxi. Budú popísané pokroči-
lejšie techniky používané vo väčších firmách. Predpovede sú dôležitou časťou logistiky. Po-
drobnejšie bude rozobrané ako súvisia predpovede s ďalšími procesmi v spoločnosti.
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Kapitola 2
Predikcia časových rád
Jedným z dôležitých nástrojov na skúmanie dynamiky ekonomických javov a procesov je
analýza časových rád ukazovateľov, ktoré tieto javy a procesy zobrazujú. Časovou radou
rozumieme radu vecne a priestorovo zrovnateľných pozorovaní, jednoznačne usporiadanú
v čase smerom minulosť–prítomnosť [9].
Rôzne spoločnosti považujú za neodmysliteľné získavať predpovede časových rád neis-
tých hodnôt premenných, ktoré ovplyvňujú ich rozhodnutia a konania. Marketing obsahuje
viacero rozhodnutí, ktoré závisia na spoľahlivej predpovedi. Predpovede sú založené priamo
alebo nepriamo na informáciách, ktoré sú získané z historických dát.
Napríklad v oblasti výroby je hlavnou potrebou predpovedať predaje produktov, čo po-
máha firme plánovať výrobný postup a zásoby tak, aby pokryli predajný dopyt a rozumnú
cenu. Spoločnosť musí byť schopná predpovedať dopyt pre každý jej produkt s ohľadom na
geografické regióny a na type zákazníkov. Tieto predpovede môžu byť použité pre marke-
tingové oddelenie v jeho plánoch pre reklamné kampane, priame predaje a iné propagačné
ťahy.
Plánovanie a predpoveď sú dve odlišné funkcie. Predpoveď sa obecne používa pre popis
toho čo sa bude diať v daných okolnostiach. Poskytuje ideu o tom, čo nastane ak manažér
nechá veci tak ako sú. Plánovanie na druhej strane zahrňuje predpovede, aby pomohli pri
rozhodovaní aké okolnosti budú pre spoločnosť najlepšie. Všeobecne vzato, predpovede sú
len jedným zo vstupov do plánovacieho procesu [23].
Poznáme dva druhy predpovedajúcich modelov. Prvým je model časovej rady a dru-
hým kauzálny model. V prvom modeli sa predpokladá, že dáta generujúce vzory môžu byť
vysvetlené pomocou predchádzajúcich hodnôt závislej premennej. V kauzálnom modeli sa
proces generovania dát vysvetľuje ako interakcia kauzálnych (príčina–dôsledok) nezávislých
premenných [24].
Časová rada je definovaná ako
x1, x2, x3, .., xn resp. xt, t ∈ Z, t = 1, 2, ..n, (2.1)
kde n je dĺžka časovej rady a každý vzor xt odpovedá pozorovaniu v čase t. Každý
vzor xt predstavuje sumu meraného ukazateľa za obdobie t. Intervalovou časovou radou sa
rozumie rada intervalového ukazateľa, ktorého veľkosť závisí na dĺžke sledovaného obdobia.
Pre tieto ukazatele sa tvoria súčty [9].
V práci budem často používať výrazy ako predpoveď a adaptácia a je dôležité pocho-
piť rozdiel medzi nimi. Predpoveď je vypočítaná aproximácia budúcnosti na základe dát
z minulosti. Predpoveď vypočítame s výhľadom pre jedno obdobie. Pre výpočet ďalšieho
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obdobia musíme použiť už vypočítanú hodnotu za aktuálnu a predpovedať ďalšie obdobie.
Týmto sa nám šíri chyba do budúcnosti, avšak nemáme iné dostupné dáta. Preto je toto
jediný spôsob ako určiť dlhodobú predpoveď. Adaptácia je naopak predpoveď, kde nepou-
žívame vypočítanú predpoveď, ale vždy aktuálne hodnoty. Adaptácia je taktiež schopnosť
metódy predpovedať určitú časovú radu bez nutnosti prepočítania parametrov metódy.
2.1 Základné vzory v dátach
Techniky predpovedania predpokladajú, že v dátach sa nachádza nejaký vzor. Obvykle sa
vzor rozdeľuje na horizontálny, trend, sezónny a cyklický.
Horizontálny vzor sa nachádza práve vtedy, keď v dátach nie je žiadny trend. Ak sa
objaví taký vzor, časová rada sa označuje ako nehybná, to je že nemá tendenciu systematicky
ani klesať ani stúpať. Situácia, ktorá obvykle preukazuje horizontálny vzor v dátach bude
zahrňovať produkty, ktoré majú stabilné predaje. Časový element je dôležitý pre posúdenie
horizontálnych vzorov. Napríklad v krátkych intervaloch vzorky môžu vykazovať trend,
avšak za dlhší časový úsek by sa mohlo predpokladať, že dáta obsahujú horizontálny vzor.
Sezónny vzor sa objavuje, keď časová rada kolísa podľa nejakého sezónneho faktoru.
Sezóna môže byť mesiac, ročné obdobie, ale taktiež to môžu byť určité dni v týždni. Se-
zónny faktor môže nastať pre niekoľko rôznych dôvodov. Môžu to byť externé faktory ako
počasie, či ročné obdobie alebo interné (spoločnosťou zavedené). Niektoré z prvkov, ktoré
obvykle obsahujú sezónny vzor obsahujú predaje nealkoholických nápojov, opaľovacích kré-
mov a ďalšie produkty, ktoré závisia na počasí.
Cyklický vzor je podobný ako sezónny, avšak dĺžka jedného cyklu je obvykle dlhšia
než jeden rok. Tento vzor je najťažší pre predpoveď, pretože sa neopakuje v konštantnom
časovom intervale.
Trendová zložka sa bežne vyskytuje v časovej rade, ktorá stúpa alebo klesá skrz čas.
Predaje mnohých spoločností, skladové ceny a mnoho iných obsahuje trendový vzor.
Tieto typy vzorov nie sú úplným zoznamom všetkých vzorov, avšak sú najdôležitejšie.
Tieto štyri vzory je možné nájsť spolu v jednej rade tak i osobitne. Vlastne niektoré časové
rady sú kombinované z trendu, sezónneho a cyklického vzorku [23].
2.2 Presnosť a meranie chyby predpovedajúcich metód
Základnou myšlienkou použitia techniky predpovede spočíva v tom, že aktuálna hodnota
bude určená nejakým vzorom plus nejaké náhodné vplyvy. Pretože neurčitosť vždy existuje
v ktorejkoľvek nekontrolovateľnej premennej, náhodnosť bude vždy prítomná. To znamená,
že aj keď bol identifikovaný presný vzor v dátach, nejaká odchýlka bude vždy existovať medzi
predpovedajúcich a skutočnou hodnotou. Hlavným cieľom pri aplikovaní predpovedajúcich
techník je minimalizovať túto odchýlku. Preto sa obvykle definuje chyba predpovede ako
rozdiel aktuálnej hodnoty s predpovedanou hodnotou et = xt−St. Dolný index t určuje, že
sa jedná o chybu skúmanej časovej periódy t.
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ME =
1
n
n∑
t=1
Yt − Ft (2.2)
MSE =
1
n
n∑
t=1
(Yt − Ft)2 (2.3)
MAE =
1
n
n∑
t=1
|Yt − Ft| (2.4)
MAPE =
1
n
n∑
t=1
∣∣∣∣Yt − FtYt
∣∣∣∣ (2.5)
Rovnice 2.2 až 2.5 obsahujú najpoužívanejšie chyby pri výpočte predpovede, t je vždy ča-
sová perióda, n je dĺžka predpovede. ME je priemerná chyba, MSE je priemerná štvorcová
chyba, MAE je priemerná absolútna chyba a MAPE je percentuálna chyba. Najčastejšie
pre výber najlepšej metódy sa používa MSE. Táto chyba sa taktiež používa na výpočet
intervalu istoty.
Aby sme mohli ohodnotiť predpovedajúcu metódu potrebujeme určiť priemernú chybu,
ktorú bude možné očakávať v priebehu času. Ak jednotlivé chyby sčítame, dostaneme vý-
slednú chybu blízku nule, pretože kladné a záporné chyby sa navzájom vyrušia. Preto pou-
žívame absolútnu chybu a používame strednú absolútnu odchýlku (MAE - mean absolute
error). Hoci táto odchýlka sa často používa pre hodnotenie predpovedajúcej metódy, al-
ternatívnym kritériom je stredná štvorcová chyba, ktorá sa určí ako priemer štvorcových
chýb. Rozdiel medzi týmito chybami je ten, že stredná štvorcová chyba penalizuje predpo-
veď oveľa viac pre veľké odchýlky predpovede. Napríklad ak počítame strednú absolútnu
odchýlku, chyba o hodnote 2 je započítaná 2x viac ako chyba o hodnote 1. V prípade stred-
nej štvorcovej chyby však chyba o hodnote 2 je započítaná 4x viac než chyba o hodnote 1.
Tým pádom minimalizovanie tejto chyby pri adaptácií predpovedajúcej metódy znamená,
že by sme mali radšej viacero malých odchýlok ako jednu veľkú [23].
2.3 Interval istoty
Okrem poskytnutia predpovede, je vhodné určiť interval istoty. Tento interval určuje ako
veľmi sa bude aktuálna hodnota líšiť od predpovedanej hodnoty. Namiesto poskytnutia jed-
nej hodnoty, môžeme určiť, že s 95 % pravdepodobnosťou sa bude predpoveď nachádzať
medzi hodnotou a a b. Čím je predpoveď vzdialená do budúcnosti, tým viac bude tento in-
terval rásť. Interval sa určí pomocou MSE, ktorá bola popísaná v predchádzajúcej kapitole.
Vzorec je daný ako:
Ft = z
√
MSE ∗ t, (2.6)
kde t je perióda danej predpovede F a z závisí na zvolenom stupni presnosti. Istota 95 %
pravdepodobnosti vyžaduje z = 1.96. Ďalšie úrovne istoty je možné vidieť v následujúcej
tabuľke. Údaje boli prebraté z [20].
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Pravdepodobnosť z
0.50 0.674
0.68 1.000
0.75 1.150
0.80 1.282
0.85 1.440
0.90 1.645
0.95 1.960
0.98 2.326
0.99 2.576
Tabulka 2.1: Tabuľka obsahuje hodnoty pre výpočet intervalu istoty predpovedacej metódy.
2.4 Cena predpovedajúcich techník
Ďalšou charakteristikou predpovede je cena. Tri rôzne aspekty sú zahrnuté pri zisťovaní ceny
aplikovania špecifickej techniky: cena vývoja metódy, cena spojená s uložením a získaním
dát a cena výpočtu a údržby.
Vývojová cena zahrňuje zdroje požadujúce pre definíciu aktuálnej premennej, ktorá má
byť predpovedaná. Ďalej je to získanie počiatočných dát, ktoré pomôžu identifikovať vzory
potrebné pre predpoveď a nakoniec zavedenie metódy pre budúce opakované použitie.
Požiadavky na uloženie dát sú obvykle ovplyvnené množstvom hodnôt sledovanej pre-
mennej, ktoré je potrebné pre predpoveď.
Výpočtová cena závisí hlavne na množstve procesorového času, ktorý je potrebný na
výpočet jednej predpovede a na frekvencii s akou sú predpovede prepočítavané [23].
2.5 Frekvencia prepočítavania
Niektoré metódy sú viac vhodné pre výpočet krátkodobých predpovedí, zatiaľ čo iné sa
dokážu vyrovnať s dlhodobou predpoveďou efektívne. Táto charakteristika je úzko spätá
s tým ako si predpovedajúca metóda pripraví predpoveď a množstvo dát, ktoré vyžaduje.
Časový horizont sa rozdeľuje do štyroch kategórií, kde bezprostrednú dobu tvorí niečo
menej ako mesiac, krátku dobu jeden až tri mesiace, strednú dobu menej ako dva roky
a dlhú dobu na viac ako dva roky. Jedným dôvodom, prečo je väčšina predpovedajúcich
techník vhodná na bezprostrednú alebo krátku dobu je ten, že predpovedajú len jednu
periódu dopredu. To znamená, že ak dĺžka jednej periódy je jeden mesiac, pre trojmesačnú
predpoveď do budúcnosti musí technika najprv určiť prvú periódu. Táto hodnota potom
musí byť použitá ako aktuálna hodnota pre predpoveď ďalšej periódy. Nakoniec sa tieto
dve predpovedané hodnoty použijú pre výpočet tretej periódy. Táto náhrada predpovedí
za aktuálne hodnoty rýchlo spája chyby predpovedí, a preto je ťažké predpovedať viacero
periód. Čím dlhšie obdobie chceme predpovedať, tým väčšia história dát je potrebná [23].
2.6 Predspracovanie časových rád
Dáta v reálnom svete nie sú právoplatné - nekompletné, zašumené alebo nekonzistentné.
V nekompletných dátach chýbajú určité informácie: chýbajúce hodnoty atribútov, chýbaj-
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úce relevantné atribúty alebo obsahujú agregované informácie. Zašumené dáta obsahujú
chyby alebo extrémne hodnoty. V nekonzistentných dátach sú rozpory v názvoch alebo
kódovaní atribútov. Preto je potrebné, aby sa dáta vhodne predspracovali - doplnili nekom-
pletné informácie, odstránil šum a zjednotilo sa kódovanie a názvy.
Keďže v tejto práci sa zaoberáme modelom časových rád, kde vystupuje len jedna pre-
menná (ako bolo popísané v úvode tejto kapitoly) odpadá tu niekoľko problémov spojených
s predspracovaním. Časové rady bývajú často kompletné, pretože inak by predpoveď nedá-
vala správne výsledky. Avšak niektoré úpravy, ako očistenie extrémnych hodnôt a transfor-
máciu, je potrebné aplikovať [23].
2.6.1 Čistenie dát o kalendárne variácie
Intervalové časové rady by mali byť tvorené rovnako dlhými intervalmi. V opačnom prípade
sa jedná o skreslené porovnanie. Toto sa týka najmä krátkodobých rád. Napríklad sa jedná
o porovnanie mesačných predajov, pretože mesiace majú rôznu dĺžku. Dokonca aj pre rov-
nako dlhé mesiace môže byť porovnanie skreslené. To je spôsobené tým, že sa môžu líšiť ako
po stránke pracovných dní, tak po stránke obchodných dní. Na rozdielnosť výsledkov má
vplyv napr. počet pondelkov alebo piatkov v mesiaci, sviatky, obdobie dovoleniek a ďalšie.
Očisťovanie týchto skreslení sa nazýva očisťovanie časových rád o kalendárové variácie.
Údaje očistené o kalendárne dni dostaneme ako
y
(o)
t = yt
kt
kt
, (2.7)
kde yt je hodnota čisteného ukazateľa v príslušnom období, kt - je počet kalendárnych
dní v príslušnom období, kt - priemerný počet kalendárnych dní v príslušnom období.
Obdobným spôsobom sa očisťujú údaje na pracovné dni
y
(o)
t = yt
pt
pt
, (2.8)
kde pt je počet pracovných dní v príslušnom období a pt je priemerný počet pracovných
dní v tom istom období [9].
2.6.2 Čistenie dát o extrémne hodnoty
V časových radách je potrebné identifikovať extrémne hodnoty a očistiť ich. Skôr než zistíme
ako sa tieto hodnoty hľadajú, musíme si definovať pár pojmov.
Medián, značený ako x˜ je definovaný ako prostredná hodnota usporiadanej rady podľa
veľkosti. Medián rozdeľuje túto postupnosť na dve rovnako početné polovice. V štatistike
patrí medzi stredné hodnoty.
Kvantily sú hodnoty, ktoré rozdeľujú usporiadanú radu na určitý počet rovnako obsa-
dených častí. Najčastejšie sa používajú kvartily, decily a percentily. Kvartily sú hodnoty,
ktoré rozdeľujú súbor na štyri časti. Každá časť obsahuje 25 % hodnôt. Kvartily sú celkom
tri, dolný kvartil x˜25 oddeľuje štvrtinu najnižších hodnôt. Prostredný kvartil – medián x˜
rozdeľuje súbor na dve rovnaké časti, kde každá obsahuje 50 % hodnôt. Horní kvartil x˜75
oddeľuje trištvrte najnižších hodnôt súboru od zostávajúcich 25 %. Obdobne sú definované
aj decily, ktoré rozdeľujú súbor na desať rovnakých častí a percentily, ktoré delia súbor na
sto rovnakých častí [9]. Interkvartilový rozsah je oblasť medzi prvým a tretím kvartilom,
teda IQR = x˜75 − x˜25. Extrémne hodnoty sú definované ako hodnoty, ktoré sa nachádzajú
nad alebo pod úrovňou 1.5× IQR [12].
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Pri obecnom čistení dát stačí extrémne hodnoty identifikovať a odstrániť. Časová rada
obsahuje hodnoty, ktoré sú striktne usporiadané podľa času. Každá hodnota predstavuje
ukazovateľ za určité obdobie. Ak by sme odstránili extrémne hodnoty, chýbala by nám
informácia z tohto obdobia. Preto je potrebné extrémne hodnoty upraviť.
Hodnoty, ktoré sa nenachádzajú v rozmedzí IQR je možné nahradiť
• priemernou hodnotou,
• priemernou hodnotou všetkých hodnôt, ktoré patria do toho istého obdobia (napríklad
ten istý mesiac, kvartál . .)
• alebo okrajovou hodnotou rozmedzia 1.5× IQR
2.6.3 Normalizácia dát
Normalizácia transformuje dáta do určitého malého intervalu. Najpoužívanejšie normalizá-
cie sú min–max, z–skóre a normalizácia decimálnou úpravou.
Min–max normalizácia z aktuálneho intervalu [minA, maxA] do nového [minB, maxB]
v′ =
v −minA
maxA −minA (maxB −minB) +minB, (2.9)
kde v je aktuálna hodnota, v′ je normalizovaná hodnota.
Z–skóre normalizácia má tvar
v′ =
v − µA
σA
, (2.10)
kde µA je priemerná hodnota súboru a σA je štandardná odchýlka súboru.
Nakoniec normalizácia decimálnou úpravou sa spočíta ako
v′ =
v
10j
, (2.11)
kde j je najmenšie celé číslo, pre ktoré platí, že max(|v′|) < 1 [12].
Využitie normalizácie je napríklad pri predikcii pomocou neurónových sietí, kde pri
použití aktivačnej funkcie hypertangens je výstup neurónu v rozmedzí [-1,1]. To znamená, že
je potrebné normalizovať vstupy do tohto intervalu, spočítať sieť a výsledok denormalizovať,
aby sme dostali hodnotu v pôvodnom intervale.
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Kapitola 3
Neurónové siete
Prvým matematickým aparátom, ktorý si predstavíme sú neurónové siete. Siete majú na-
podobniť paralelizmus a výpočtovú silu ľudského mozgu. Táto časť umelej inteligencie je
stále skúmaná. Neurónové siete sú definované ako malý výpočtový procesor. Tieto siete
disponujú známkami ľudskej inteligencie, pretože majú schopnosť učenia sa. Ich cieľom je
simulácia ľudského mozgu, avšak vytvorenie siete so všetkými schopnosťami je vzhľadom
k počtu neurónov a prepojení nemožné. Preto sú simulované len niektoré aspekty ľudského
myslenia.
Počítače sú programované, aby riešili určité problémy, používajúc sekvenčné algoritmy.
Na rozdiel od nich ľudský mozog používa masívnu sieť paralelných výpočtových elementov
zvaných neuróny (obrázok 3.1). Veľký počet prepojení spájajúcich tieto elementy produkuje
veľmi mocnú schopnosť učenia sa. Vedci motivovaní týmto veľmi efektívnym biologickým
výpočtovým modelom sa desaťročia pokúšali zostrojiť podobné výpočtové systémy. Sys-
témy, ktoré by umožňovali spracovať informácie založené na tomto princípe. Tieto systémy
sa nazývajú umelé neurónové siete [14].
Neurónové siete sú považované za tzv.
”
čierne skrinky“ (black boxes). Ich hlavnou vý-
hodou oproti Von Neumanovskej architektúry je schopnosť učiť sa a adaptovať sa. Na roz-
diel od algoritmov a funkcií, nie je definovaný presný postup riešenia problému. Sieť sama
prispôsobuje svoje váhy v adaptačnom procese, pri ktorom sa učí zo vzorových príkladov
[11].
Obrázek 3.1: Biologický neurón.
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3.1 Model neurónu
Neurón je špeciálnym typom nervovej bunky v organizme. Tieto bunky sú prevažne určené
na efektívne ovládanie organizmu. Neurón sa skladá z tela bunky, ktoré je zabalené v mem-
bráne. Ďalej obsahuje vstupy (dendrites) a výstupy (axons). Výstup neurónu je rozvetvený
a je spojený so vstupmi druhých neurónov pomocou synoptických váh. Na obrázku 3.1 je
znázornený biologický neurón s popisom jeho častí [19].
Vstupné signály sa limitujú váhou jednotlivých vstupov a následne vstupujú do tela ne-
urónu. V tele bunky sa signál spracuje. Po spracovaní je generovaný výstupný signál, ktorý
ide cez axon až k synaptickým váham. Cez synaptické váhy je signál transformovaný do no-
vého vstupného signálu ďalších neurónov. Tento signál môže byť pozitívny alebo negatívny,
závisí na type synapsie [19].
y
f()
Obrázek 3.2: Umelý neurón.
Na podnet biologických neurónov boli navrhnuté ich matematické modely. Tieto modely
majú schopnosť učiť sa a zovšeobecňovať predchádzajúce skúsenosti. Vykazujú teda známky
ľudskej inteligencie. Toto je zrejme dôvod, prečo sa stali pozornosťou mnohých laikov ale i
odborníkov. [11].
Umelý neurón (obrázok 3.2) prijme množinu vstupných signálov, ktoré sú zvyčajne
výstupmi iných neurónov. Každý vstup má určitú váhu, ktorý určitým spôsobom ovplyvňuje
vstupný signál – analógia neurónových synapsií. Tieto hodnoty sú ďalej spracované v tele
neurónu, kde sa zvyčajne nachádzajú funkcie. Prvá funkcia je tzv. bázová funkcia. Druhou
funkciou je aktivačná funkcia (sekcia 3.2). Hodnota je spracovaná a výstupom tejto funkcie
je tzv. aktivita neurónu (jeho hodnota).
Poznáme dva druhy bázových funkcií:
• lineárna bázová funkcia LBF u =
n∑
i=1
xiwi
• radiálna bázová funkcia RBF u = ‖~x− ~w‖ =
√
n∑
i=1
(xi − wi)2,
kde u je aktivita počítaného neurónu, n je počet vstupných signálov vstupujúcich do
neurónu a wi je i-tá váha prepojenia. Premenná xi potom udáva hodnotu vstupného signálu.
3.2 Aktivačné funkcie
Neuróny sú základnou výpočtovou jednotkou v neurónových sieťach. Je to druh jednodu-
chého procesoru, ktorý príjme vážený súčet vstupných signálov, aplikuje na ne lineárnu
funkciu (nie nevyhnutne lineárnu), ktorá sa nazýva aktivačná. Je to uskutočnené predtým
ako neurón odošle výstupný signál k ďalším neurónom [14].
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Aktivačné funkcie sa delia na
• nespojité,
• po častiach spojité
• a spojité
Existuje viacero aktivačných funkcií, ktoré je možné použiť. V prípade použitia lineárnej
bázovej funkcie sú najvhodnejšími tie, ktoré splňujú nasledujúce podmienky:
lim
x→−∞(x) = 0 (3.1)
lim
x→∞(x) = 1 (3.2)
kde x je hodnota vstupného signálu.
V tejto práci budeme ako aktivačnú funkciu používať hyperbolický tangens. Jedná sa
o spojitú aktivačnú funkciu, ktorá sa často používa v umelých neurónových sieťach. Funkcia
tanh(u) je definovaná ako 3.3. Obor hodnôt tejto funkcie je z intervalu [-1,+1].
y = tanh(u) =
sinh(u)
coshu
=
eu − e−u
eu + e−u
, (3.3)
kde u predstavuje výstup z lineárnej bázovej funkcie:
u =
n∑
i=1
xiwi (3.4)
kde n je počet vstupov konkrétneho neurónu, xi je hodnota vstupu i a wi je i-tá váha.
3.3 Štruktúra neurónových sietí
o ovstup
výstup
vstup
vstup
výstupvýstup
a) b)
c)
Obrázek 3.3: Typické štruktúry dopredných neurónových sietí, (a) viac–vstupová, jedno-
vrstvová s jedným výstupom, (b) viac–vstupová, jeden výstup, jedna skrytá vrstva (c)
viac–vstupová, viac–výstupová s jednou skrytou vrstvou.
Štruktúra (topológia) odpovedá zoradeniu a organizácii uzlov zo vstupnej vrstvy k vý-
stupnej vrstve. Spôsob, akým sú neuróny a prepojenia usporiadané vo vrstvách danej neu-
rónovej siete, určuje jej topológiu. Výber použitia určitej topológie je založený na probléme,
ktorý má riešiť.
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Základné delenie sietí je na jednovrstvové a viacvrstvové. Jednovrstvové siete (obrázok
3.3.a) dokážu riešiť problémy, ktoré sú lineárne oddeliteľné. Oveľa väčšiu výpočtovú silu
majú viacvrstvové siete (obrázok 3.3.b,c). Tieto siete obsahujú jednu alebo viac skrytých
vrstiev (teoreticky stačí jedna skrytá vrstva). Nazývajú sa skrytými, pretože ich vstupy
a výstupy nie sú prístupné z vonkajšieho sveta. Definované sú dva vektory. Vstupný vektor
pre vstupnú vrstvu a požadovaný výstupný (poslednú vrstvu siete) [15].
Acyklická sieť je podmnožinou vrstvových sietí. Acyklické siete nemajú prepojenia ne-
urónov v rámci jednej vrstvy. Inými slovami, prepojenia môžu existovať len medzi uzlom
vo vrstve i a druhým uzlom vo vrstve j pre i < j, ale prepojenia pre i = j nie sú povolené
(tak je to vo vrstvových sieťach).
Výpočtový proces v acyklickej sieti je oveľa jednoduchší než s tými sieťami, ktoré ob-
sahujú cykly a vzájomné prepojenia vo vrstve. Siete, ktoré nie sú acyklické, sú považované
za rekurentné siete.
Dopredné siete sú podmnožinou acyklických sietí. Sieť sa skladá z prepojených uzlov
z vrstvy i len s uzlami vo vrstve i+ 1.
Výstup siete vždy závisí len od konkrétneho vstupu, neberie ohľad nad predchádzajúce
vstupy. Používa sa aj modifikácia týchto sietí, ktorých výstup závisí na predchádzajúcich
hodnotách. Vstup z predchádzajúceho výpočtu sa priloží opäť na vstup spolu s novým
vstupným vektorom.
Dopredné siete zvyčajne s nie viac ako štyrmi takýmito vrstvami patria medzi bežne
používané neurónové siete. Pod pojmom
”
neurónové siete“ väčšina užívateľov rozumie práve
len dopredné siete. Na obrázku 3.3 sú znázornené viacvrstvové dopredné siete (b, c).
výstup
vstup
o
Obrázek 3.4: Príklad rekurentnej neurónovej siete.
Rekurentná sieť je jednou zo sietí, ktoré sa používajú na predpoveď. Rekurentné siete
môžu pozostávať z prepojení z výstupnej vrstvy do skrytých vrstiev a/alebo do vstupnej
vrstvy. Povolené sú prepojenia v rámci jednej vrstvy a taktiež spojenia medzi skrytými
vrstvami. Veľa druhov rekurentných sietí bolo navrhnutých, závisiac na podstate problému,
ktorému boli adresované.
Na začiatku má sieť definovaný počiatočný stav. Cez spätné väzby, ktoré sa vyskytujú
v tejto topológii, sa šíria v čase t hodnoty neurónov z času t − 1. Týmto je dosiahnuté, že
súčasný stav siete je ovplyvnený predchádzajúcimi vstupnými vektormi.
Podrobnejšie informácie o neurónových sieťach je možné nájsť online na [21]. Ďalšie
typy a štruktúry sietí sú uvedené napríklad v [18].
3.4 Učenie neurónových sietí
Za učenie neurónových sietí sa považuje proces, pri ktorom sa menia hodnoty váh jednotli-
vých prepojení. Po vytvorení siete je dobré inicializovať všetky váhy na náhodné hodnoty
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(v rozmedzí od −0, 5 až 0, 5). Učením sa tieto váhy upravujú, aby sa dosiahli požadované
výsledky (napríklad určitým vstupom produkovali korešpondujúce výstupy). Neurónové si-
ete akceptujú určitú tolerovateľnú chybu. Veľkosť tejto chyby závisí na probléme, ktorému
sú vystavené [1].
Schopnosť učiť sa je typickou známkou ľudskej inteligencie. Najväčším problémom ge-
neralizačných schopností pri hodnotení neurónových sietí je určiť, čo je to správna gene-
ralizácia. Napríklad pri určení ďalšieho členu rady 1, 2, 3 · · · , by väčšina ľudí doplnila číslo
4. Avšak nejaký matematik by si mohol všimnúť, že číslo 3 je súčtom predchádzajúcich
dvoch čísiel a doplnil by ako ďalšie číslo 5. Nie je vôbec jasné, ktoré z uvedených doplnení
je správnou generalizáciou postupnosti [11].
Algoritmy pre učenie sietí sa rozdeľujú do dvoch hlavných skupín [16]:
1. Kontrolované učenie vyžaduje
”
učiteľa“, ktorý určí želaný výstup k priloženému vstu-
pu. Algoritmy pre učenie potom prispôsobujú všetky potrebné váhy (čo môže byť
veľmi komplikované) a celý proces sa opakuje pokiaľ sú dáta sieťou správne analyzo-
vané.
2. Nekontrolované učenie, ktoré nevyžaduje
”
učiteľa“, pretože vyprodukuje svoj vlastný
výstup, ktorý je ešte ďalej vyhodnotený a spracovaný.
Ďalej budeme používať len učenie s učiteľom. Najznámejším a najpoužívanejším algo-
ritmom pre učenie neurónových sietí je metóda spätného šírenia chyby (Backpropagation).
Táto metóda je však vhodná pre dopredné siete. Existujú niektoré modifikácie (napr. Back-
propagation trough time), ktoré umožňujú učenie rekurentných sietí. Algoritmus má tú
nevýhodu, že pri nevhodnom nastavení počiatočných váh nenájde globálne, ale len lokálne
minimum. Podrobnejší popis algoritmu je možné nájsť v [2] alebo [16].
Ďalšou možnosťou je použiť evolučné algoritmy pre nájdenie optimálnych váh. Kon-
krétne pre nájdenie optimálnych váh bude použitá evolučná stratégia popísaná nižšie. Táto
metóda má nevýhodu vo veľkej časovej náročnosti výpočtu a správneho zovšeobecňovania.
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Kapitola 4
Evolučné algoritmy
Evolučné algoritmy slúžia hlavne k optimalizácii. Optimalizáciou rozumieme hľadanie odpo-
vede na otázku
”
ktoré riešenie je najlepšie“ pre problémy, ktoré je možné ohodnotiť jedným
číslom (hodnotou optimalizovanej funkcie). Problémov je veľké množstvo, mnohé patria do
NP–úplných problémov. V práci ich využijeme na optimalizáciu parametrov predpovedajú-
cich metód, prípadne pre hľadanie optimálnych váh pre neurónovú sieť.
Evolučné a genetické stochastické algoritmy využívajú model evolúcie ako ju poznáme
z prírody. Máme populáciu chromozómov, kde chromozóm predstavuje jedno zakódované
riešenie daného problému. Na počiatku sa náhodne vygeneruje počiatočná generácia. Tieto
algoritmy pracujú s náhodnými zmenami navrhovaných riešení a ich rekombináciou. Pokiaľ
sú nové riešenia výhodnejšie, nahrádzajú v evolúcii predchádzajúce riešenia. Nepoužívajú
deriváciu optimalizovanej funkcie, ale len hodnoty samotnej funkcie.
Vo všeobecnosti týchto algoritmov je ich sila ale aj slabosť. Sú používané ako posledná
možnosť, keď nie je možné prehľadať celý stavový priestor alebo klasické algoritmy zlyhá-
vajú. Existujú rôzne vylepšenia a kombinácie s fuzzy ([13]) a podobne. Tieto kombinácie
majú za úlohu zrýchliť prehľadávanie stavového priestoru.
Táto podkapitola bola inšpirovaná knihou [25] a prednáškami z [22].
4.1 Základné pojmy
Fitness je hodnota, ktorá určuje schopnosť prežitia chromozómu. Platí, že čím vyššia je
táto hodnota, tým je jedinec výhodnejší (maximalistický problém). Naopak sú problémy,
keď hľadáme túto hodnotu minimálnu (minimalistický problém). Je vhodné aby sa táto
hodnota nachádzala v intervale (0, 1). Aby sme ľubovoľnú hodnotu fitness dostali do tohto
intervalu použijeme normalizáciu – renormalizovaná fintess.
Populácia je množina aktuálnych zakódovaných riešení problému. Selekciou rozumieme
výber chromozómu z populácie. Selekcia sa používa pri výberu rodičov ku kríženiu. Ďa-
lej máme obnovu populácie. Obnovou sa myslí výber z rodičovskej populácie a populácie
potomkov a vytvorenie novej rodičovskej populácie v ďalšej generácii.
Kríženie a mutácia tvoria hlavné operátory genetického algoritmu. Kríženie je rekom-
binácia dvoch alebo viacerých rodičov. Výsledkom kríženia sú obvykle dvaja potomkovia
(alebo jeden). Mutácia je náhodná zmena génu v potomkovi, ktorý vznikol krížením. Kríže-
nie je hlavným motorom evolúcie. Mutácia je tiež veľmi dôležitá, pretože prináša do evolúcie
náhodnosť.
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4.2 Kódovanie riešenia do chromozómu
Aby bolo možné použiť evolučné algoritmy, je nutné riešenie vhodne zakódovať. Pre tieto
účely kódujeme jedinca ako binárny reťazec núl a jednotiek. Chromozóm α je potom binárny
vektor pevnej dĺžky k. Zakódovaný chromozóm sa taktiež nazýva genotyp riešenia. Naopak
fenotyp reprezentuje dekódovaný chromozóm.
1 0 01 1 1 3.14 2.8 1.11 0.4-5.2 -0.1
gen
a) binárny b) reálny
lokus – pozícia genu
Obrázek 4.1: Príklad kódovania chromozómu: a) ukazuje binárnu reprezentáciu, b) repre-
zentáciu pomocou reálnych hodnôt. Gén je jedna bunka chromozómu, lokus je konkrétna
pozícia génu. Alela je hodnota génu.
Binárna reprezentácia dvoch susedných čísiel môže mať veľkú Hammingovu vzdialenosť
– toto definuje Hammingovu bariéru pri binárnom kódovaní. Aby sme sa tomuto vyhli, je
výhodnejšie použiť Grayov kód, kde Hammingova vzdialenosť vždy dvoch po sebe idúcich
čísiel je jedna.
Binárna reprezentácia je najčastejšie používanou, ale nie jedinou. Ako je možné vidieť
na obrázku 4.2 je možné použiť aj reálnu reprezentáciu. Reálne hodnoty sa používajú hlavne
v evolučných stratégiách.
4.3 Genetické algoritmy
Genetický algoritmus patrí medzi najznámejšie stochastické optimalizačné algoritmy s vý-
raznými evolučnými črtami. V súčasnosti sa používa pre hľadanie optimálneho riešenia od
vysoko multimodálnych funkcií cez kombinatorické a grafovo–teoretické problémy až po
aplikácie nazvanými
”
umelý život“.
Darwinova teória evolúcie sa zakladá na téze prirodzeného výberu, podľa ktorej preží-
vajú len najlepší jedinci. Reprodukciou dvoch výhodných jedincov vzniknú noví jedinci
s veľkou pravdepodobnosťou dobre prispôsobení na prežitie. Samotné pôsobenie reprodukcie
nie je dostatočne efektívne na vznik dobre prispôsobených jedincov s novými vlastnosťami.
Do evolúcie je nutné zapojiť aj mutácie. Mutácia náhodne ovplyvňuje genetický materiál
(kladne alebo záporne) populácie jedincov.
Jedincov populácie reprezentujú chromozómy. Chromozóm reprezentuje lineárne uspo-
riadaným spôsobom informačný obsah jedinca (genotyp). Potom P je množina takýchto
chromozómov
P = {α1, α2, . . . , αp} ⊆ {a, b, . . . }k. (4.1)
Populácia P obsahuje p jedincov, ktorí sú zakódovaní ako reťazce dĺžky k z abecedy
{a, b, . . . }. Obvykle sa tieto znaky rovnajú 0 a 1, potom sú chromozómy binárne reťazce
P ⊆ {0, 1}k. Každý chromozóm α ∈ P je ohodnotený fitness, ktorá sa interpretuje ako
zobrazenie chromozómov na kladné reálne čísla
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0  1  1  0  0  1  0  1
rodičovské chromozómy: potomkovia:
maska
a)
b)
c)
Obrázek 4.2: Rôzne realizácie operácie kríženia: a) jednobodové, b) dvojbodové a c) uni-
formné kríženie. Pri prvých dvoch sa najprv náhodne určí pozícia bodu (bodov). Následný
postup je už plne deterministický. Pri uniformnom krížení sa náhodne vygeneruje maska.
Podľa nej sa vytvorí potomok ako je znázornené na obrázku. Pri uniformnom krížení vzniká
len jeden potomok (avšak je možné vytvoriť aj druhého ako doplnok k prvému).
F : P → R+. (4.2)
Proces reprodukcie sa začína výberom dvoch chromozómov z populácie. Výber sa usku-
točňuje kvazináhodne, vyberajú sa dva jedinci v závislosti od ich fitness. Poznáme niekoľko
algoritmov pre výber (ruletový, turnajový, pravdepodobnostný, atď.).
α = Oselect(P ) (4.3)
Ďalej nasleduje reprodukcia. Tá sa skladá z dvoch častí – kríženia a mutácie. Reproduk-
cia predstavuje proces vzniku nových chromozómov α′1 a α′2 na základe reprodukcie dvoch
pôvodných chromozómov α1 a α2.
(α̂1, α̂2) = Ocross(α1, α2) (4.4)
α′1 = Omutation(α̂1) (4.5)
α′2 = Omutation(α̂2) (4.6)
Reprodukcia má stochastický charakter – operácie kríženia a mutácie sa vykonávajú
len s určitou pravdepodobnosťou. Ocross má viacero spôsobov realizácie (vid obrázok 4.3).
Kríženie pomáha vylepšovať kvalitu populácie – je hlavným motorom evolúcie.
Na žijúce organizmy pôsobia rôzny pôvodcovia mutácií (slnko, prostredie) a môžeme
tvrdiť, že nebyť mutácií, vyzeral by svet úplne inak. Mutácia náhodne ovplyvňuje jedincov,
prináša do algoritmu stochastičnosť, pomáha vytvárať jedincov, ktorý by krížením vzniknúť
nemohli.
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a)
b)
potomok: zmutovaný potomok:
Obrázek 4.3: Varianty mutácie: a) náhodne sa zvolí lokus a gén je zmenený na inverzný, b)
je možné zvoliť väčší počet génov pre inverziu
Posledným prvkom je obnova populácie. Z pôvodnej populácie sa vyberajú potomkovia
k reprodukcii. Reprodukciou vznikajú noví potomkovia. Tí sú ukladaný do novej populácie
P ′. Po skončení generácie je nutné obnoviť pôvodnú populáciu P a pokračovať v ďalších
generáciách. Na obnovu poznáme opäť viacero variácií. Prvou je úplné nahradenie starej
populácie novou P = P ′. Avšak ani v prírode sa nestáva, že populácia rodičov vymrie
a následne nastúpia potomkovia. Preto sa používajú aj iné algoritmy. Napríklad elitismus
vyberie určité percento najlepších potomkov, zostatok sa doplní najlepšími rodičmi. Ďalšou
možnosťou je použitie turnaja – vyberie sa jedinec z potomkov, druhý z rodičov a lepší
z nich je vybraný do novej populácie.
P = Orecovery(P, P
′) (4.7)
Pri skutočných problémoch nepoznáme globálne minimum (maximum), preto nevieme
kedy zastaviť evolúciu. Preto sa robí kontrola konvergencie celej populácie alebo najlepšieho
jedinca. Ak populácia nekonverguje algoritmus sa zastaví. Prípadne ak sa dosiahne vopred
určený maximálny počet iterácií.
4.4 Evolučné stratégie
Evolučná stratégia patrí historicky medzi prvé úspešné stochastické algoritmy. Vychádza
zo všeobecných predstáv prirodzeného výberu, avšak omnoho vágnejších ako u genetického
algoritmu. Na rozdiel od väčšiny stochastických metód nie je založená na binárnej repre-
zentácii (existujú však výnimky), ale používa sa priamo reálna reprezentácia premenných.
Výhodou týchto algoritmov je auto–evolučné riadenie parametrov.
Budeme hľadať globálne minimum funkcie f(−→x ), kde x ∈ Rn, teda nezávislé pre-
menné funkcie f predstavuje n reálnych čísiel zoradených do vektora −→x . Prípustné hod-
noty jednotlivých premenných môžu byť napr. ohraničené zdola aj zhora, xi ∈ [a, b], potom−→x ∈ [a, b]n ∈ Rn.
Prvé evolučné stratégie používali len jeden rekombinačný operátor – mutáciu. Kríženie
sa začalo používať až neskôr. Mutácia sa robí podľa predpisu
x′ = x+N(0, σ), (4.8)
kde x je aktuálne riešenie, x′ je nové riešenie, N(0, σ) je vektor náhodných nezávis-
lých náhodných čísiel s normálnou distribúciou, nulovou strednou hodnotou a štandardnou
odchýlkou σ.
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V evolučnej stratégii je možné použiť tri druhy reprezentácie chromozómov:
ch1 = 〈x1, . . . , xn, σ〉, (4.9)
ch2 = 〈x1, . . . , xn, σ1, . . . , σn〉, (4.10)
ch3 = 〈x1, . . . , xn, σ1, . . . , σn, α1, . . . , αk〉, (4.11)
kde n určuje počet hľadaných parametrov x, σ určuje štandardnú odchýlku, prípadne σi
určuje štandardnú odchýlku pre xi. Pri treťom chromozóme 4.11 sú použité uhly natočenia1
αi a ich počet je daný k =
n(n−1)
2 .
V práci budem používať práve 4.10, preto pri ďalších úvahách budem predpokladať
túto reprezentáciu chromozómu. Ako bolo spomenuté vyššie evolučné stratégie využívajú
auto–evolučné riadenie parametrov. V tomto prípade je to mutácia parametrov σi. Najprv
sa mutuje štandardná odchýlka σi a potom parameter xi
σ′i = σie
N(0,∆σ0) (4.12)
x′i = xi +N(0, σ
′
i) (4.13)
Smerodajná odchýlka ∆σ0 je konštanta, ktorá sa v priebehu evolúcie nemení. Pokiaľ je
nová hodnota σ′i < 0 potom σ
′
i = 0, kde 0 je minimálna hodnota štandardnej odchýlky.
V evolučných stratégiách rozlišujeme dva typy selekcie:
• selekcia (µ+λ) - do ďalšej generácie sa vyberie µ najlepších jedincov z oboch populácií,
• selekcia (µ, λ) - do ďalšej generácie sa vyberie µ najlepších jedincov z populácie po-
tomkov,
kde µ určuje počet jedincov v rodičovskej populácii a λ počet potomkov.
Pri výberu kríženia máme na výber z viacero možností: kríženie priemerom, diskrétne
kríženie alebo lineárnu rekombináciu. Pri prvých dvoch vzniká len jeden potomok. Pri
krížení priemerom dostaneme potomka nasledovne:
xc =
xa + xb
2
, (4.14)
kde c určuje potomka a a, b sú rodičia. Diskrétne kríženie funguje na tom istom prin-
cípe ako uniformné kríženie (obrázok 4.3c) pri genetickom algoritme. A konečne lineárna
rekombinácia je zhodná s jednobodovým krížením (obrázok 4.3a) u genetického algoritmu.
Využitie evolučých stratégií a genetických algoritmou bolo taktiež uvedené v článku
[17].
1Ako sa tieto uhly používajú je možné naštudovať v [25]. V tejto práci sa tento typ nepoužíva, preto
sa s ním nebudeme ďalej zaoberať. Pri vyššom počte parametrov n sa zvyšuje počet k a tým sa zvyšuje
výpočtová zložitosť kvadraticky.
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Kapitola 5
Metódy predpovede
V nasledujúcej kapitole si predstavíme metódy, ktoré sa používajú pre určenie predpovede.
Kapitola bola inšpirovaná [23].
5.1 Metódy založené na vyhladzovaní
Jedným z problémov, pre biznis manažérov, je príprava predpovede na krátke obdobie
pri veľkom množstve produktov. Typickým príkladom je výrobný manažér, ktorý musí
naplánovať výrobu, ktorá je založená na nejakej predpovedi dopytu pre stovky rôznych
produktov. V týchto situáciách nestojí čas ani peniaze za vývoj špecializovanej predpovede
pre každý produkt zvlášť. Skôr je potrebná technika, ktorá je ľahko použiteľná pre mnoho
produktov a poskytuje rozumnú predpoveď pre krátke obdobie, v ktorom je potrebná.
Techniky, ktoré sa v týchto situáciách používajú sa nazývajú
”
vyhladzovacie metódy“.
Najobecnejšie sú pohybujúci sa priemer (
”
moving average“) a exponenciálne vyhladzovanie
(
”
exponential smoothing“). Tieto prístupy v princípe nevyužívajú štatistiku, ale sú zväčša
založené na jednoduchom intuitívnom princípe.
Historické dáta sú použité pre získanie vyhladenej hodnoty, ktorá slúži ako predpoveď
pre ďalšiu periódu. Pre aplikovanie vyhladzovacej metódy musíme podstúpiť dva kroky.
Prvým je výpočet vyhladenej hodnoty na základe historických dát a druhým
5.1.1 Simple Moving Average
Naivným prístupom predpovede je použitie najaktuálnejšej hodnoty ako predpoveď pre
nasledujúcu periódu. Ak sa v časovej rade nachádza príliš veľa náhodného prvku, naivný
prístup bude produkovať predpoveď, ktorá sa bude značne meniť. Aby sme eliminovali túto
náhodnosť, budeme uvažovať o nejakom priemere niekoľkých aktuálnych hodnôt. Metóda
Simple Moving Average to robí tak, že vezme množinu získaných hodnôt, spočíta ich prie-
mer a tento priemer je určený ako predpoveď pre nasledujúce obdobie. Číslo, ktoré určuje
počet použitých hodnôt pre výpočet priemeru je určená konštanta. Termín
”
pohybujúci
sa priemer“ je použitý preto, že ak je dostupná ďalšia hodnota, môže sa vypočítať nová
hodnota priemeru a použiť ju ako predpoveď.
Ak si želáme vyhladenejšiu hodnotu musíme použiť väčší počet historických hodnôt.
Na druhej strane, ak chceme, aby sa predpoveď rýchlo prispôsobovala zmenám, použijeme
menej hodnôt. Dobrým spôsobom ako zistiť, ktorá predpoveď je lepšia je spočítať chyby
a porovnať ich.
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Obrázek 5.1: Simple Moving Average - v grafe sú vynesené tri časové rady. Prvou sú skutočné
hodnoty, ďalej je to 3–mesačný a 5–mesačný Moving Average. Z grafu je možné vidieť, že
čím viac hodnôt je použitých pre výpočet priemeru, tým väčší je efekt vyhladenia.
Pre lepšie pochopenie tejto metódy si prejdeme matematickú reprezentáciu tejto me-
tódy. Táto technika môže byť reprezentovaná nasledovne:
St+1 =
xt + xt−1 + · · ·+ xt−N+1
N
(5.1)
=
1
N
t∑
i=t−N+1
xi, (5.2)
kde St je predpoveď pre čas t, xt je aktuálna hodnota v čase t a N je počet hodnôt
zahrnutých do výpočtu priemeru. Z tohto je možné usúdiť, že všetkým hodnotám sa prikladá
rovnaká váha dôležitosti a žiadna váha všetkým hodnotám, ktoré boli predtým. Výpočet
Moving Average pre čas t je daný
St =
xt−1 + xt−2 + · · ·+ xt−N
N
(5.3)
Teraz pomocou 5.1 sa St+1 rovná
St+1 = St+1 − St + St = xt
N
− xt−N+1
N
+ St (5.4)
Z tejto formy je možné vidieť, že nasledujúca hodnota predpovede je založená na úprave
predchádzajúcej hodnoty predpovede. Zrejmé je, že sa zvyšuje vyhladzovací efekt pri väčšom
N , pretože úprava predchádzajúcej predpovede je tým nižšia.
Hlavným obmedzením tejto metódy je, že pri veľkých zmenách hodnôt sa nemusí pred-
poveď dobre adaptovať. Toto je hlavným dôvodom, prečo sa táto metóda používa len pre
krátke predpovede a pre dáta, ktoré obsahujú horizontálny vzor. Toto obmedzuje metódu,
aby sa správne adaptovala na trend, sezónne, či cyklické dáta.
5.1.2 Single Exponentional Smoothing
Pri metóde Moving Average bola nevýhoda, že posledných N hodnôt dostáva rovnakú váhu
a to 1/N a nulovú váhu pre všetky predchádzajúce hodnoty. Silným argumentom je tvrdenie,
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Obrázek 5.2: Simple Exponential Smoothing - na graf bola vynesená časová rada výroby
nožov a vidličiek. Ďalšie tri grafy reprezentujú predpoveď pomocou metódy Exponential
Smoothing s troma rôznymi hodnotami koeficientu α.
že najaktuálnejšia hodnota hovorí najviac o tom, čo sa stane v budúcnosti. Smerom do
minulosti táto dôležitosť klesá. Potrebovali by sme schému, ktorá aplikuje najväčšiu váhu
aktuálnej hodnote a znižujúcu sa váhu starším hodnotám. Toto spĺňa metóda Exponential
Smoothing.
Techniku Exponential Smoothing môžeme odvodiť pomocou 5.4 pre výpočet Moving
Average. Predpokladajme, že máme len aktuálnu hodnotu a predchádzajúcu predpoveď pre
to isté obdobie. V takejto situácii môžeme 5.4 modifikovať nahradením periódy (t−N + 1)
za aproximačnú hodnotu. Rozumnou hodnotou bude predpoveď pre prechádzajúcu periódu.
Modifikáciou 5.4 dostaneme:
St+1 =
xt
N
− St
N
+ St. (5.5)
Túto rovnicu prepíšeme na
St+1 =
(
1
N
)
xt +
(
1− 1
N
)
St. (5.6)
Teraz sme dostali predpoveď, ktorá váži aktuálnu hodnotu s váhou (1/N) a aktuálnu
predpoveď s váhou (1− 1/N). Ak nahradíme 1/N symbolom α dostaneme:
St+1 = αxt + (1− α)St. (5.7)
Táto rovnica reprezentuje základnú formu používanú pre výpočet predpovede pomocou
Exponential Smoothing. Ak rovnicu 5.7 expandujeme substitúciou za St dostaneme:
St+1 = αxt + (1− α)[αxt−1 + (1− α)St−1]. (5.8)
= αxt + α(1− α)xt−1 + (1− α)2St−1. (5.9)
Ak by sme v tejto substitúcii pokračovali dostaneme vzťah
St = αxt + α(1− α)xt−1 + (1− α)2xt−2 + (1− α)3xt−3 + . . . (5.10)
23
Z tohto vzťahu je vidieť, že Exponential Smoothing pokrýva nedostatok metódy Moving
Average v tom, že aplikuje nižšie váhy pre staršie hodnoty. Keďže α je číslo medzi 0 a 1
(z toho vyplýva, že aj (1−α) je číslo medzi 0 a 1), váhy (α, α(1−α), α(1−α)2, atď.) majú
klesajúci charakter. Toto je jeden z hlavných dôvodov, prečo je táto metóda používaná pre
predpovede.
Po prehodení strán rovnice 5.7 získame nasledujúci vzťah:
St+1 = St + α(xt − St). (5.11)
Teda výpočet nasledujúcej predpovede je jednoducho predchádzajúca hodnota predpo-
vede sčítaná α–krát chyba predchádzajúcej predpovede – pretože term (xt−St) predstavuje
chybu predchádzajúcej predpovede. Efekt veľkej alebo malej hodnoty α je analogický s efek-
tom použitia malého alebo veľkého počtu hodnôt vo výpočte Moving Average.
5.2 Vyššie formy vyhladzovania
Predchádzajúce techniky môžu byť efektívne a ľahko použité pre časové rady s horizontál-
nym vzorom. Avšak nie sú efektívne pre adaptovanie sa na trend, cyklické alebo sezónne
vzory. Vyššie formy vyhladzovania môžu byť použité rovnako ako prechádzajúce s tým, že
sú schopné adaptovať sa na trend prípadne aj na sezónne dáta.
5.2.1 Double Moving Averages
Z názvu je zrejmé, že táto metóda začína výpočtom Simple Moving Average z hodnôt
z minulosti, a potom sa spočíta ďalší Simple Moving Average, ktorý je založený na predchá-
dzajúcom výpočte. Je možné pripraviť predpoveď tak, že spočítame rozdiel medzi Simple
Moving Average a Double Moving Average a následne ju pripočítame späť k Simple Mo-
ving Average. Toto sa robí, keď sa metóda Double Moving Average používa pre predpoveď.
V literatúre sa uvádza, že pomocou tejto úpravy je možné dosiahnuť presnejšie výsledky.
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Obrázek 5.3: Double Moving Average - graf zobrazuje priebeh časovej rady množstva zásob
určitého výrobku. Ďalej je na grafe vynesená krivka reprezentujúca prvý Simple Moving
Average (4–mesačný) a následnú predpovedanú hodnotu pomocou Double Moving Average.
Pre výpočet Double Moving Average použijeme nasledujúce vzťahy:
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S′t =
xt + xt−1 + xt−2 + · · ·+ xt−N+1
N
, (5.12)
S′′t =
S′t + S′t−1 + S′t−2 + · · ·+ S′t−N+1
N
, (5.13)
a = 2S′t − S′′t , (5.14)
b =
2
N − 1(S
′
t − S′′t ), (5.15)
kde S′t je klasický Simple Moving Average (kapitola 5.1.1), S′′t je druhý Simple Moving
Average vypočítaný z prvého. Hodnoty a a b predstavujú úpravu predpovede. Predpoveď
pre obdobie t+m je daná rovnicou
St+m = a + bm. (5.16)
Na grafe 5.3 je znázornená predpoveď pomocou tejto metódy. Ako je možné vidieť, táto
metóda má tú výhodu, že vyhladzuje náhodné výkyvy v aktuálnych hodnotách. Taktiež je
evidentné, že sa dobre adaptuje na trendovú zložku.
Pre aplikovanie tejto metódy je potreba ukladania 2N hodnôt, čo je dvojnásobok ako
je vyžadované pri Simple Moving Average. Táto potreba pevného uloženie dát robí túto
metódu menej atraktívnu než je Double Exponential Smoothing, ktorá je popísaná v ďalšej
podkapitole.
5.2.2 Double Exponentional Smoothing
Koncept pre výpočet tejto metódy je kompletne analogický ako pre metódu Double Mo-
ving Average. Použitím metódy Simple Exponential Smoothing pre predpoveď časovej rady
s trendovou zložkou dáva výsledky, ktoré sú konštantne pod trendom. Následnou apliká-
ciou Simple Exponential Smoothing na tieto vyhľadané hodnoty produkuje hodnoty, ktoré
sú nižšie než modifikovaný trend. Presne ako v Double Moving Average, môžeme pričítať
k Simple Exponential Smoothing rozdiel medzi touto hodnotou a Double Exponential Smo-
otnig a upraviť ho tak pre trend.
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Obrázek 5.4: Double Exponential Smoothing.
S rovnakou matematickou notáciou ako u Double Moving Average môžeme teraz defi-
novať postup pri výpočte tejto metódy:
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S′t = αxt + (1− α)S′t−1, (5.17)
S′′t = αS
′
t + (1− α)S′′t−1, (5.18)
a = 2S′t − S′′t , (5.19)
b =
α
1− α(S
′
t − S′′t ), (5.20)
St+m = a + bm. (5.21)
Symbol α určuje koeficient vyhladenia, tak ako to bolo aj u Simple Exponential Smooth-
ing a m určuje počet periód, ktoré chceme predpovedať.
Presnosť tejto metódy môžeme analyzovať z obrázku 5.4. Predpoveď sa zdá byť blízko
trendu v časovej rade, zatiaľ čo vyhladzuje výkyvy, ktoré sú spôsobené náhodným prvkom.
Výhodou tejto metódy je, že je vhodná pre horizontálne dáta ako aj Simple Exponential
Smoothing a že sa dokáže dobre adaptovať na trend. Ak sa Double Exponential Average
použije v situáciách, v ktorých sa nachádza kroková alebo rampová zmena, preukazuje
určitý primitívny druh
”
učenia“ prispôsobeniu sa tejto zmene.
5.3 Metóda Winters
Táto metóda bola vyvinutá Wintersom v šesťdesiatych rokoch. Produkuje podobné výsledky
ako Double Exponential Smoothing s tou výhodou, že sa dokáže adaptovať na sezónne
a trendové dáta. Je teda vhodná pre predpoveď časových rád, ktoré obsahujú obe tieto
zložky.
Wintersova lineárna a sezónna exponenciálna metóda je založená na troch rovniciach.
Každá vyhladzuje parameter spojený s jednou z troch komponent – náhodnosť, sezónnosť
a trend. Tieto rovnice sú nasledujúce:
St = α
Xt
It−L
+ (1− α)(St−1 + bt − 1), (5.22)
bt = γ(St − St−1) + (1− γ)bt−1, (5.23)
It = β
Xt
St
+ (1− β)It−L, (5.24)
kde L predstavuje dĺžku sezónnosti (počet mesiacov, období v roku), I je sezónny faktor,
α, β a γ sú koeficienty podobne ako α u Exponential Smoothing.
Rovnica pre I je porovnateľná so sezónnym indexom. Tento index je nájdený ako pomer
aktuálnej hodnoty časovej rady Xt, podelený aktuálnou vyhladenou hodnotou pre časovú
radu St. Hodnota St predstavuje vyhladenú (priemernú) hodnotu, ktorá neobsahuje sezón-
nosť. Na druhej strane hodnoty Xt ju obsahujú (a taktiež náhodnosť).
Rovnica pre bt je jednoducho pre vyhladenie trendu, ktorá váži inkrementálny trend
(St−St−1) s váhou γ a predchádzajúci trend (bt−1) s váhou (1− γ). V rovnici pre výpočet
vyhladenej hodnoty St, je prvý term podelený sezónnym číslom It−L. Toto sa robí kvôli
odstráneniu sezónnosti Xt. Hodnota It−L je použitá, pretože It môže byť spočítané až keď
poznáme St.
Predpoveď založená na Wintersovej metóde je spočítaná ako
Ft+m = (St + btm)It−L+m, (5.25)
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Obrázek 5.5: Winters - na grafe sú znázornené štvrťročné predaje. Druhá krivka predsta-
vuje hodnoty vypočítané Wintersovou metódou. Celá história bola použitá pre výpočet
počiatočných sezónnych indexov a určenie koeficientov α, β a γ. Následne bola spočítaná
predpoveď pre nasledujúci rok.
kde index m určuje výhľad do budúcnosti. Teda ak napr. chceme spočítať predpoveď
pre šieste obdobie, dosadíme m = 6.
Jedným z problémov pri použití metódy Winters je určenie hodnôt α, β a γ pre minima-
lizáciu priemernej štvorcovej chyby. Pre tento problém je možné s výhodou použiť evolučné
algoritmy (kapitola 4).
5.4 Adaptívne filtrovanie
Σ
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Obrázek 5.6: Základná schéma pre úpravu váh pre predpoveď časovej rady. Prevzaté z [23].
Každá z metód, pre predpoveď popísaných v predchádzajúcich sekciách je založená na
myšlienke, že predpoveď môže byť pripravená použitím váženej sumy predchádzajúcich
hodnôt. Obecná forma tejto sumy môže byť vyjadrená ako
St+1 =
N∑
i=1
wixt−i+1, (5.26)
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kde St+1 je predpoveď pre periódu t + 1, wi je váha priradená hodnote t − i + 1, xt je
získaná hodnota a N je počet váh.
Každá z týchto techník sa skladá z pravidiel akými sú váhy wi získavané. Očividne,
keďže každý prístup používa inú množinu váh, budeme očakávať rôzne výsledky, čo sa týka
presnosti.
Metóda adaptívneho filtrovania je ďalším takýmto prístupom na získaní vhodných váh.
Avšak táto metóda hľadá čo možno najlepšiu množinu. Na obrázku 5.6 je možné vidieť
schéma adaptívneho filtrovania.
Spodná čiara obrázku 5.6 reprezentuje, čo sa v skutočnosti deje. Vstupy vstupujú do
komplexného dynamického systému. Veci sa v systéme vyvíjajú, komunikujú a to vedie k ak-
tuálnemu výstupu pre hodnotu premennej. Komponenty nad touto realitou predstavujú, čo
je potrebné urobiť pre prípravu predpovedi. Predstava je, že sa zoberie množina váh, vy-
počíta sa s nimi predpoveď (podľa 5.26), následne sa spočíta chyba predpovede a pomocou
nej sa upravia váhy aby sa chyba minimalizovala.
5.5 Lineárna regresia
Lineárna regresia je prístup, pri ktorom sa pokúsime aproximovať časovú radu. Budeme
predpokladať, že existuje základný vzor a že tento vzor je lineárny. To znamená, že ak by
sme dáta vyniesli do grafu, nachádzali by sa aproximačne pozdĺž rovnej priamky. Toto nie je
dobrý predpoklad pre väčšinu situácií, kde sa budeme snažiť predpovedať mesačné predaje,
ktoré budú ovplyvnené sezónnosťou. Avšak ak budeme brať tie isté predaje, ale pre ročné
obdobia, budú tieto môcť byť aproximované priamou čiarou.
Pri lineárnej regresii môžeme vyjadriť závislosť dvoch premenných pomocou matemati-
ckej funkcie
Y = a + bX, (5.27)
kde Y a X sú premenné, a a b sú koeficienty priamky.
V mnohých prípadoch bude vzťah medzi dvoma premennými lineárny. Pri iných naopak
táto závislosť nemusí byť lineárna, ale po nejakej transformácii už táto závislosť lineárna
bude. Zoberme si napríkladW = ABX . Ak A a B sú konštanty aW má exponenciálny vzťah
s X, potom môžeme túto funkciu transformovať na lineárnu tým, že zlogaritmujeme obe
strany rovnice. Týmto dostaneme vzťah logW = (logA) + (logB)X. Potom ak Y = logW ,
a = logA a b = logB, dostaneme opäť lineárny vzťah Y = a + bX.
Ďalším príkladom nelineárnej funkcie, ktorá môže byť transformovaná na lineárnu, je
W = ea+bX . Ak zlogaritmujeme obe strany dostaneme logW = a + bX a substitúciou
Y = logW dostaneme lineárnu funkciu.
Posledným príkladom je funkcia Y = a + bW . Ak dosadíme X =
1
W máme lineárny
vzťah.
Takto je možné použiť lineárnu regresiu v mnohých situáciách k aproximácii. Nevýhodou
tejto metódy je, že vždy predpokladá lineárny vzťah a vyžaduje veľké množstvo dát, aby
produkovala štatisticky správne výsledky.
Ďalej potrebujeme metódu, ktorou určíme koeficienty a a b. Potrebujeme takú metódu,
ktorá môže byť použitá dôsledne a dáva najlepší výsledok. Regresná analýza používa metódu
najmenších štvorcov.
Na obrázku 5.7 sú znázornené získané hodnoty Y1, Y2, Y3, a Y4, odchýlky (chyby) e1, e2,
e3, a e4, a body odhadnuté pomocou lineárnej priamky sú označené ako Y1c, Y2c, Y3c, a Y4c.
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Obrázek 5.7: Rozmery používané v metóde najmenších štvorcov. Prevzaté z [23].
Ďalšie body na tejto priamke by tvorili predpoveď pre nasledujúce hodnoty X. Na tomto
obrázku každá chyba môže byť spočítaní ako ei = Yi − Yic a každá z hodnôt na regresnej
priamke môže byť spočítaná ako Yic = a +bXi. Metóda najmenších štvorcov hľadá hodnoty
pre koeficienty a a b tak, aby minimalizovala sumu štvorcových chýb
∑
e2i =
∑
(Yi − Yic)2.
Týmto je indikované to, že ofset nad priamkou bude rovnaký ako ofset pod priamkou.
S požiadavkou aby chyba
∑
e2i bola minimálna môžeme riešiť rovnice pre a a b takto:
b =
n
∑
XY −∑X∑Y
n
∑
X2 − (∑X)2 , (5.28)
a =
∑
Y
n
− b
∑
X
n
, (5.29)
kde n predstavuje počet historických hodnôt. Tieto rovnice môžu byť zjednodušené
použitím priemerných hodnôt X a Y :
Y =
∑
Y
n
, X =
∑
X
n
. (5.30)
Použitím týchto hodnôt 5.28 a 5.29 sa stávajú
b =
∑
XY −X∑Y∑
X2 −X∑X , (5.31)
a = Y − bX. (5.32)
5.6 Dekompozícia
Každá z predchádzajúcich metód je založená na tom, že historické dáta obsahujú nejaký
vzor a náhodné výkyvy. Tieto metódy sa snažia rozlíšiť vzor od náhodnosti, takže tento
vzor môže byť projektovaný do budúcnosti a použitý ako základ pre predpoveď. Avšak ani
jedna zo spomínaných metód sa nepokúšala rozlíšiť jednotlivé súčasti základného vzoru.
Vo viacerých prípadoch môže byť vzor dekomponovaný do dvoch či viacerých faktorov.
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Dekompozičná metóda sa pokúša identifikovať tri základné časti základného vzoru časo-
vej rady: trendový faktor, cyklický faktor a sezónny faktor. Trend jednoducho predstavuje
lineárnu projekciu pre dlhé obdobie. Touto projekciou pre dlhé obdobie sa obvykle pred-
pokladá rovná priamka, ktorá eliminuje všetky náhodné výkyvy, spôsobovaná cyklickým
a sezónnym faktorom.
Cyklický faktor v časovej rade sleduje vlnovitý vzor, prechádzajúci od vysokej hodnoty
k nízkej a späť k vysokej hodnote.
Sezónny faktor sa opakuje každých 12 mesiacov alebo aj každých sedem dní, zatiaľ čo
cyklický faktor sa opakuje za veľmi dlhé obdobie – tak od troch po päť rokov. Záleží na
aktuálnych dátach a premennej, ktorá je predpovedaná – manažér nemusí mať dôvod veriť,
že v dátach existuje cyklický faktor a teda použije len trend a sezónny faktor.
Matematická reprezentácia dekompozície môže byť reprezentovaná ako
S = T × C × I ×R, (5.33)
kde T predstavuje trend, C je cyklický faktor, I je rovný sezónnemu faktoru, R pred-
stavuje náhodnosť a S je predpoveď. V prípade, že žiaden cyklický faktor nie je prítomný
(C = 1.0), rovnica sa zjednoduší na
S = T × I ×R. (5.34)
5.6.1 Identifikácia rôznych faktorov
Povedzme, že máme časovú radu mesačných predajov. Najskôr sa pokúsime identifikovať
sezónny faktor v tejto rade. V prvom rade spočítame dvanásťmesačný pohyblivý priemer
(Moving Average) pre historické dáta, ďalej centrovaný dvanásťmesačný pohyblivý prie-
mer, spočítaním pomeru aktuálnej mesačnej hodnoty k hodnote centrovanému pohyblivému
priemeru. Následne je potrebné spočítať priemer z týchto pomerov pre každý mesiac. Tieto
hodnoty tvoria sezónne indexy.
Tento postup vyjadríme matematicky. Najprv je teda nutné spočítať pohyblivý priemer
pre 12 mesiacov. A následne z týchto priemerov spočítame centrovaný pohyblivý priemer.
Rovnice vyzerajú nasledovne:
S′t =
1
12
t+6∑
i=t−5
Xi, (5.35)
S′′t =
1
2
(S′t + S
′
t+1), (5.36)
rt =
Xt
S′′t
, (5.37)
kde S′t je dvanásťmesačný pohyblivý priemer, S′′t je centrovaný pohyblivý priemer a rt
je pomer aktuálnej hodnoty k centrovanému priemeru. Vytvoríme dvanásť množín Mi,
kde i ∈ {1, 2, . . . , 12}, pre každý mesiac jednu. Do každej množiny i patria všetky rt, ak
t ◦ i = 0, kde operátor ◦ je operácia modulo (zvyšok po delení). Následne vypočítame
priemernú hodnotu pi pre každú množinu. Ak perióda t = 1, predstavuje január, t = 2
február a podobne, potom hodnota pi je sezónnym indexom pre i-ty mesiac.
Druhým krokom pri dekompozícii bude zistenie rovnej čiary, ktorá reprezentuje trend
v časovej rade. Vhodnou metódou je už spomínaná lineárna regresia (kapitola 5.5).
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Posledným krokom bude odhalenie cyklického vzoru. Jeho identifikácia je priamočiara
záležitosť. Začneme s pohyblivým priemerom. Keďže je to 12–mesačný pohyblivý priemer,
sezónne výkyvy boli eliminované. Z toho vyplýva, že predpoveď pomocou pohyblivého prie-
meru je možné zapísať ako
moving average = cyclical × trend. (5.38)
Ak pohyblivý priemer podelíme trendovým faktorom, tak to čo ostane bude cyklický
faktor
moving average
trend
=
cyclical × trend
trend
(5.39)
a z toho
cyclical =
moving average
trend
. (5.40)
5.6.2 Predpoveď pomocou dekompozície
Teraz je možné pripraviť predpoveď založenú na sezónnom indexe, trende a cyklickom fak-
tore, ktoré boli identifikované. Rovnica 5.33 určuje predpoveď založenú na dekompozícii.
Avšak náhodná zložka nemôže byť predpovedaná, takže vzťah pre určenie predpovede bude
jednoducho
S = T × C × I. (5.41)
Pre zistenie presnosti tejto metódy môžeme spočítať priemernú hodnotu štvorcových
chýb. Ak máme k dispozícii päťročnú históriu, pre dekompozíciu použijeme len prvé štyri
roky. Potom pripravíme predpoveď pre piaty rok a následne môžeme tieto hodnoty po-
rovnať. Taktiež je možné použiť vzorec bez cyklického faktoru a porovnať obe predpovede
(s použitím cyklického a bez použitia).
5.7 Neurónové siete
Neurónové siete môžu aproximovať ľubovoľnú lineárnu, či nelineárnu funkciu k žiadanému
úroveň presnosti. Dokážu generalizovať a extrapolovať lineárne a nelineárne časové rady.
Neurónové siete sú neparametrické a učia sa lineárny a nelineárny proces priamo z dát. Sú
flexibilnou paradigmou pre predpoveď. Táto podkapitola bola inšpirovaná [5].
Parametre, ktoré definujú ako sa bude predpovedať pomocou neurónovej siete sú hlavne:
štruktúra siete (dopredná alebo rekurentná), počet historických hodnôt (ktoré tvoria vstu-
py) a počet získaných hodnôt, ktoré chceme predpovedať (výstupy siete).
Algoritmus pre učenie danej siete pomocou algoritmu Backpropagation pre danú časovú
radu je daný piatimi krokmi:
1. priloženie aktuálnych n hodnôt ako vstup pre neurónovú sieť,
2. spočítanie výstupu siete,
3. porovnanie výstupu siete s aktuálnymi hodnotami,
4. úprava váh pomocou Backpropagation,
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5. posunutie okna o jednu periódu vpred.
V prípade použitia genetických algoritmov sa vynechá štvrtý krok a spočíta sa celková
štvorcová chyba pre celú časovú radu. Pomocou evolučného algoritmu sa hľadajú optimálne
váhy, ktoré túto chybu minimalizujú.
Najväčším problémom je vhodné zvolenie štruktúry siete. Jedným spôsobom je použitie
neuro–evolúcie. Neuro–evolúcia je použitie evolučného algoritmu pre nájdenie optimálnej
štruktúry pre časovú radu. Táto metóda je však veľmi časovo náročná. Je lepšie použiť
niekoľko dopredných štruktúr a niekoľko rekurentných štruktúr a použiť tú, ktorá má naj-
menšiu chybu. Vhodné je použitie niekoľko známych rekurentných sietí ako je napríklad
Elmanova sieť alebo Jordanova sieť. Najpoužívanejšou neurónovou sieťou pre predpoveď je
acyklická sieť s jednou skrytou vrstvou.
Ďalším zaujimávým prístupom pre predpoveď časových rád bol uvedený v článku [7].
Metoda kombinuje neurónové siete spolu s evolučnými algoritmami tak, že hľadá vhodný
počet minulých hodnôt. Článok uvádza hybridnú techniku predpovede, ktorý pripomína
hlavne neuro–evolúciu, ktorá bude popísaná neskôr. Iná hybridná metóda bola popísaná
v článku [27]. V tejto diplomovej práci som sa zaoberal taktiež hybridnou metódou, ktorá
využíva štatistické údaje, neurónové siete a evolúciou pre určenie agregácie predpovede.
Úplne odlišná metóda pre predpoveď bola uvedená v [4], kde sa pokúšali pomocou evo-
lučných stratégií vyvíjať rôzne pravidlá pre určenie predpovede. Viac je možné sa dočítať
v daných článkoch. V nasledujúcej kapitole sa budem zaoberať mojím riešením a imple-
mentáciou rôznych predpovedajúcich techník. Jedná sa o moje vlastné riešenie jednotlivých
metód a vylepšenie aktuálnych predpovedajúcich techník.
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Kapitola 6
Návrh a riešenie problému
V nasledujúcich sekciách popíšem implementáciu rôznych metód. Popíšem aj neúspešné
pokusy a experimenty. Najprv sa budem zaoberať trénovacími a testovacími dátami, potom
budú nasledovať predpovede pomocou neurónových sietí a neuro–evolúciou. Neskôr popíšem
štatistické metódy.
V reálnom svete sa používajú ako komplexnejšie metódy pre predpoveď, tak aj šta-
tistické. Vyplýva to z toho, že často krát presnosť štatistických metód je dostatočne vy-
hovujúca a je veľmi vhodná pre veľké portfólio produktov. Naopak pre produkty, ktoré
tvoria väčšiu časť tržieb je vhodné použiť komplexnejšie metódy. Na rozdelenie produktov
sa používa napríklad ABC analýza1.
6.1 Rozdelenie na trénovacie a testovacie dáta
V prvom rade je potrebné určiť akým spôsobom sa budú z časovej rady tvoriť testovacie
a trénovacie dáta. Rozdelenie časovej rady môžeme vidieť na obrázku 6.1. V prvej časti
a) sa nachádzajú hodnoty, ktoré budú tvoriť trénovaciu množinu. V časti b) sú naopak
hodnoty, z ktorých sa vytvorí testovacia množina. Posledná časť časovej rady c) obsahuje
hodnoty, ktoré nebudú pre neurónovú sieť existovať. Hodnoty v časti c) slúžia pre kontrolu
predpovede. Vďaka týmto dátam bude možné spočítať chybu predpovedajúcej metódy a jej
porovnanie s ostatnými metódami.
Tretia časť obsahuje taký počet období, pre ktoré chceme robiť predpoveď. Teda ak
chceme predpovedať šesť mesiacov, tak časť c) bude obsahovať šesť hodnôt. Trénovacie
a testovacie dáta som rozdelil v pomere 2 : 1.
6.2 Predpoveď pomocou neurónových sietí
V tejto sekcii budú popísané rôzne implementačné detaily týkajúce sa neurónových sietí.
Sekcia bude zahrňovať neuro–evolúciu, voľbu štruktúry, trénovací algoritmus a rôzne pro-
blémy, s ktorými som sa pri implementácii stretol.
Neurónové siete, na rozdiel od deterministického matematického modelu, môžu popiso-
vať neistotu, ktorá ovplyvňuje predaje. Systém sa považuje za inteligentný, pokiaľ sa dokáže
učiť a modifikovať na základe skúseností [10].
1Stručne a dobre vysvetlenú ABC analýzu je možné naštudovať v [6]
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a) b) c)
Obrázek 6.1: Rozdelenie časovej rady na tri časti: a) trénovacie dáta, b) testovacie dáta a c)
dáta pre kontrolu presnosti metódy.
6.2.1 Zakódovanie časovej rady a vytvorenie trénovacích vzorov
Teraz je potrebné určiť akým spôsobom sa zakóduje časová rada, aby s ňou mohla umelá sieť
pracovať. V neurónoch som použil aktivačnú funkciu hyperbolický tangens, ktorej výstup
je v rozsahu [−1; +1]. Väčšina časových rád do tohto intervalu nespadá a preto je nutné
hodnoty predspracovať. Použil som min–max normalizáciu, ktorá bola popísaná v kapitole
2.6.3. Touto normalizáciu som normalizoval všetky vstupy siete. Následne prebehne samo-
statný výpočet siete a výstup siete sa denormalizuje. Denormalizácia je vlastne opačný
proces normalizácie, takže sa použijú tie isté hodnoty ako pre normalizáciu.
V určitých prípadoch je možné použiť na výstupných neurónoch identitu ako aktivačnú
funkciu. Identita, ako už názov hovorí, vracia na výstup zadaný vstup. To znamená, že
váženú sumu vstupov nijak nemodifikuje. V tomto prípade je potom možné normalizáciu
vynechať.
Obrázek 6.2: Pohybujúce sa okno.
Na obrázku 6.2 je znázornený spôsob vytvorenia trénovacích vzorov. Používa sa tzv.
pohybujúce sa okno. Toto okno má dve časti. Prvá časť vyčleňuje hodnoty, ktoré budú
použité pre vstup siete. Druhá naopak tvorí výstup siete. Postupne sa okno pohybuje po
celej časovej rade, a tak sa neurónová sieť postupne adaptuje na túto radu. Veľkosť okna sa
určuje experimentálne alebo pomocou nejakých heuristík. Ja som zvolil veľkosť vstupného
okna dvanásť období a pre výstup jedno obdobie. Voľba dvanástich období ako vstup bol
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z dôvodu zahrnutia celého predošlého roku pre výpočet predpovede. Avšak ak bola časová
rada kratšia než požadovaná veľkosť okna, tak bolo okno zmenšené na polovicu časovej
rady.
6.2.2 Neuro–evolúcia
Neuro–evolúciou rozumieme vývoj neurónových sietí. Pričom vyvíjame ako štruktúru siete,
tak aj váhové prepojenia. Po preštudovaní práce [26], som implementoval neuro–evolúciu
pre predpoveď časových rád.
Aby bolo možné neurónovú sieť vyvíjať, je potrebné zvoliť vhodné kódovanie. V spomí-
nanej práci [26] boli popísané dva hlavné druhy kódovania. A to v prvom rade kódovanie
maticou (obrázok 6.3) a v druhom rade pomocou vývojových pravidiel. Pre moje potreby
som zvolil prvú variantu. A to z dôvodu ľahšieho použitia pri genetickom algoritme. Pre
vývoj hodnôt váhových prepojení som použil evolučné algoritmy, ktoré používajú kódovanie
v plávajúcej desatinnej čiarke.
1 2
3 5
4
76 0 0 1 1 0 0 0
0 0 0 0 1 1 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1
0 0 0 0 0 0 1
(0 1 1 0 0 0   0 0 1 1 0   0 0 1 0   0 0 1   0 1)
b)
a)
c)
Obrázek 6.3: a) štruktúra neurónovej siete, b) zakódovanie pomocou matice, c) zakódovanie
pomocou vektora. Rozdiel medzi b) a c) je v tom, že ak je žiadané generovanie rekurentných
sietí použijeme kódovanie pomocou matice. Ak však chceme len dopredné siete použijeme
kódovanie pomocou vektora. Obrázok bol inšpirovaný náčrtom v [26].
Použil som dva modely neuro–evolúcie. Prvá obsahovala tri úrovne evolúcie, druhá ob-
sahovala len dve úrovne. Prvá metóda obsahovala genetický algoritmus pre určenie počtu
vstupov, počtu skrytých neurónov a počet výstupných neurónov. Ďalej nasledoval genetický
algoritmus pre určenie prepojení medzi danými neurónmi. Štruktúra siete bola zakódovaná
podľa vyššie popísaného kódovania pomocou matice. V tretej a poslednej fáze sa pomo-
cou evolučnej stratégie našli optimálne hodnoty pre váhové prepojenia pre vygenerovanú
neurónovú sieť.
Druhá metóda obsahovala druhý a tretí stupeň prvej metódy. Prvý stupeň bol nahra-
dený ad–hoc určením potrebného počtu neurónov. Dôvodom použitia tejto metódy bolo
urýchlenie celej evolúcie.
Po dvojmesačnom testovaní a experimentovaní som dospel k záveru ohľadom použitia
neuro–evolúcie pre predpoveď časových rád. Evolúcia pre jednu časovú radu trvá neprime-
rane dlho. Dlhšia evolúcia nezaručuje rapídne zníženie celkovej chyby predpovede. Firma,
ktorá predáva alebo vyrába cez tisíc produktov, by neuro–evolúciu pre každý jeden pro-
dukt použiť nemohla. Skôr než by sa našla optimálna sieť pre každý produkt, tak by sa
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budúcnosť, ktorá mala byť pôvodne predpovedaná stala minulosťou. A to ešte nehľadíme
na to, že každý produkt sa predáva v niekoľkých rôznych regiónoch.
Záverom tejto sekcie by som dodal, že neuro–evolúcia je vhodná pre nájdenie subop-
timálnej neurónovej siete. Avšak pre problematiku predpovede časových rád nie je tento
prístup vhodný. Pre problematiku, s ktorou sa zaoberám v tejto práci sú postačujúce iné
metódy, ktoré majú dostačujúce výsledky v oveľa rýchlejšom čase.
6.2.3 Voľba typu neurónovej siete
Neurónové siete sú flexibilnou predpovedajúcou paradigmou. Sú neparametrické, dokážu
aproximovať ľubovoľnú lineárnu aj nelineárnu funkciu, učia sa priamo zo zadaných dát.
Keďže neuro–evolúciu som vylúčil zo svojich experimentov, nasledovala ad–hoc voľba štruk-
túry siete.
Experimentoval som s rôznymi štruktúrami a to s doprednými i rekurentnými. Pri do-
predných bolo možné použiť Backpropagation pre adaptáciu váhových prepojení. Pri re-
kurentných som používal evolúciu. Avšak problémy s učením som popísal podrobnejšie
v podkapitole 6.2.5.
Nakoniec som pre predpoveď zvolil doprednú viacvrstvovú neurónovú sieť. Je to naj-
používanejšia štruktúra pre riešenie rôznych problémov. Vytváranie iných komplexných
štruktúr ad–hoc prístupom nemá taký zmysel[5]. Ako som už popísal na toto sú vhodnejšie
techniky ako neuro–evolúcia. Klasická dopredná sieť (zvaná aj viacvrstvový perceptron) je
pre tento problém dostačujúca.
Zvolil som dvanásť vstupných neurónov, jednu skrytú vrstvu a jeden výstupný neurón.
Určenie počtu skrytých neurónov som skúšal experimentálne. V prednáškach [29] boli uká-
zané rôzne prístupy ku tvorbe optimálnej neurónovej siete. Prvou skupinou boli metódy
pre zväčšovanie malej nenaučiteľnej siete a druhú skupinu tvorili algoritmy pre zmenšo-
vanie veľkej siete. V návode [5] bolo udaných niekoľko odporúčaných vzorcov pre výpočet
počtu skrytých neurónov. Počet je možné určiť ako 2n+ 1, 2n alebo 0.75n, kde n je počet
vstupných neurónov.
Použil som dve metódy. Prvá bola predpoveď pomocou neurónovej siete, ktorej počet
skrytých neurónov som určil ako 2n + 1. Druhá bola predpoveď pomocou adaptácie a po-
stupné zväčšovanie malej siete. Avšak tento druhý prístup sa ukázal ako zbytočne pomalý
a prvý bol dostačujúci. Experimentálne som teda zistil, že je lepšie použiť pevnú štruktúru
a nie ju postupne vyvíjať. Po preštudovaní [5] je možné si všimnúť, že taktiež nie je odpo-
rúčané sieť nejakým spôsobom vyvíjať. Je potrebné nájsť parametre, ktoré budú vyhovovať
väčšine časových rád a túto sieť používať.
Všetko je to z dôvodu rýchlosti adaptácie metódy. Pretože v teoretickej rovine máme
neobmedzený čas pre nájdenie optimálnej siete, avšak v praxi je to inak. Tam máme portfó-
lio tisíce produktov a je potrebné spočítať predpoveď pre každý z nich. A samozrejme túto
predpoveď potrebujeme čím skôr, pretože od toho sa ďalej odvíjajú ďalšie výpočty. Viac
o praktickom využití bude popísané v kapitole 8.
6.2.4 Aktivačná funkcia
Odporúčané aktivačné funkcie podľa [5] sú hypertangens a sigmoidálna funkcia (obrázok
6.4). Pre svoje experimenty som použil oboje, avšak po niekoľkých experimentoch viac
vyhovovala hypertangensová aktivačná funkcia. Možným parametrom tejto funkcie je alfa.
Implicitná hodnota alfy je hodnota 1. Rozsah sa pohybuje od 0.0 - 1.0. Čím nižšia je hodnota
tohto parametra, tým sploštenejšia je funkcia.
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Zo začiatku som mal s neurónovými sieťami problém. Táto predpovedajúca paradigma
sa dobre adaptovala na väčšinu časových rád, ktoré som použil pre testovanie a porovnanie
metód. Dobre sa adaptovali a predpovedali dobre jednu periódu dopredu. Avšak dlhodobá
predpoveď bola veľmi zašumená chybou. Dlhodobá predpoveď bola nepoužiteľná a ostatné
štatistické metódy boli rapídne lepšie. Skúšal som rôzne topológie, dopredné a rekurentné
a rôznu zmenu parametrov učiaceho algoritmu, avšak nič nepomáhalo.
Neurónové siete sú čierne skrinky a nie je úplne zrejmé ako siete fungujú. Nie je možné
určiť, čo by sa stalo zmenou tej, či onej váhy. Inak povedané hodnoty váh naučenej siete nie
sú pre človeka interpretovateľné. Tým pádom rôzne zmeny i malé zmeny môžu mať rapídny
vplyv na funkčnosť a adaptovateľnosť celej siete.
Môj problém s dlhodobou predpoveďou som odstránil so zmenou parametra alfa u hy-
perbolickej aktivačnej funkcii. Túto zmenu som previedol ad–hoc a na základe niekoľkých
experimentov a testov som našiel hodnotu α = 0.15 pre ktorú sa dlhodobá predpoveď
zlepšila.
Obrázek 6.4: Prvý graf reprezentuje hyperbolický tangens. Na druhom grafe je vynesená
sigmoidálna aktivačná funkcia.
6.2.5 Učiaci algoritmus
Pri prvých experimentoch som sa snažil používať evolučné stratégie pre nájdenie optimál-
nych váhových prepojení. Avšak s touto metódou boli spojené dva hlavné problémy.
Prvým problémom, ktorý by sa dal pri evolúcii čakať, bol čas nájdenia optimálnych
váh. V tomto prípade sa chromozóm skladal z veľkého počtu génov. Každý gén predstavoval
jednu hodnotu váhového prepojenia. Teda čím väčšia bola neurónová sieť, tým viac génov
bolo potrebných pre jej zakódovanie do chromozómu. Z toho vyplýva, že čím viac génov
potrebujeme optimalizovať, tým bude evolúcia pomalšia.
Ak by som opomenul rýchlosť evolúcie, ďalším problémom bola generalizácia2. Pri evo-
lúcii nie je možné správne rozhodnúť, kedy je sieť už dostatočne naučená, avšak ešte nie
je preučená. Drastickým spôsobom by bolo spúšťať evolúciu niekoľko krát a vybrať chro-
mozóm, ktorý najlepšie generalizuje. Ak by som použil testovacie prvky pri výpočet fitness
funkcie, už by neboli testovacími dátami, ale trénovacími, pretože už by boli súčasťou evo-
lúcie.
2Generalizáciou rozumieme schopnosť siete rozpoznať vzory, ktoré neboli dostupné v trénovacej množine.
Opakom generalizácie je preučenie. To je stav siete, keď správne rozpoznáva prvky trénovacej množiny, ale
ostatné vzorky zaraďuje nevhodne.
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Kvôli týmto prekážkam som sa rozhodol použiť overený algoritmus Backpropagation3.
Nevýhodou Backpropagation je, že sa nedokáže dostať z lokálneho minima do globálneho.
Teda ak sú váhy nevhodne inicializované, môže algoritmus uviaznuť v lokálnom minime.
Toto sa odstraňuje viacnásobnou inicializáciu váh, a vyberú sa následne váhy s najmenšou
chybou. Výhodou je naopak veľká rýchlosť oproti evolúcii a naopak dobrá generalizácia.
Pre učenie neurónových sietí som použil Backpropagation s malými modifikáciami oproti
klasickému algoritmu. Prvou modifikáciou bolo postupné zmenšovanie učiaceho parametra
η. Tá sa v každom kroku mení podľa nasledujúceho vzorca:
ηk =
η0
1 + kK
, (6.1)
kde k je aktuálna iterácia, ηk je aktuálny učiaci koeficient, η0 je pôvodná hodnota
koeficientu a K je nejaká veľká konštanta. Od parametra K závisí ako rýchlo bude η klesať.
Čím vyššia hodnota K, tým pomalšie sa koeficient zmenšuje [16].
Ďalšou modifikáciou bolo zastavenie algoritmu. Backpropagation dostane k dispozícii
dve množiny dát. Prvá je tvorená trénovacími dátami, ktoré slúžia na modifikáciu váhových
prepojení neurónovej siete. Druhou je testovacia množina, ktorá slúži na výpočet chyby
v každom cykle a rozhoduje o ukončení algoritmu. Ak by som nepoužil testovaciu množinu,
neurónová sieť sa mi veľmi rýchlo preučí. Preto sledujem ako sieť generalizuje na testovacie
dáta a v momente, keď chyba testovacích dát prestane klesať, ale naopak začne stúpať,
algoritmus skončí adaptáciu.
Zo začiatku je η nastavená na hodnotu 0.5 a postupne sa znižuje. Čím je táto hodnota
nižšia, tým pomalšie sa sieť prispôsobuje trénovacím dátam. Toto je žiadúce z toho dôvodu,
že najprv potrebujeme sieť rýchlejšie adaptovať a ku koncu potrebujeme jemnejšie zmeny,
aby sme dostali čo najlepšiu generalizáciu na testovacie dáta.
6.2.6 Zhrnutie neurónových sietí
Podľa výskumu [8], neurónové siete dokážu prekonať ľudských expertov. Problém s ľudskými
expertmi je ten, že nemusia súhlasiť jeden s druhým. Pričom neurónové siete sú v tomto
konzistentnejšie.
Nevýhodou neurónových sietí je zdĺhavejší proces adaptácie. Vyplýva z určenia správnej
štruktúry siete a následnej adaptácie na časovú radu. Tento proces je oproti štatistickým
metódam oveľa dlhší. Avšak po prvotnej inicializácii, je možné tieto siete doučiť nové dáta
omnoho rýchlejšie. Použitie tejto predpovedajúcej paradigmy je vhodné na produktoch,
ktoré nás zaujímajú najviac. Sú to tie, ktoré majú najväčší podiel na zisku.
6.3 Kombinácia neurónových sietí so štatistickými metódami
V nasledujúcich podkapitolách popíšem rôzne metódy, ktoré používajú kombináciu neuró-
nových sietí s nejakými štatistickými údajmi. V prvom rade predstavím obecnú box metódu
a ďalej jej implementácie. Táto metóda agreguje predpovede z viacerých metód. Nakoniec
si predstavíme trochu iný prístup. A to predpoveď ročných predajov pomocou neurónových
sietí a následný rozpad pomocou sezónnosti.
3Ako funguje Backpropagation som detailne popísal vo svojej bakalárskej práci, ktorá sa zaoberala vi-
zuálnym simulátorom pre neurónové siete. Avšak je možné sa dozvedieť viac aj v ďalších zdrojoch. Pričom
veľmi príkladne bol tento algoritmus popísaný v [16] s ilustrujúcim príkladom.
38
6.3.1 Box metóda
Box pochádza z anglického jazyka a znamená škatuľa. Týmto názvom som chcel vyjadriť
obalenie, zapúzdrenie viacerých metód. Túto metódu som experimentálne vyvinul a dáva
uspokojivé výsledky, ktoré budú ukázané v kapitole 7.
Na obrázku 6.3.1 je znázornená obecná štruktúra. Vstupom je, ako pre každú inú me-
tódu, časová rada mesačných predajov. Časová rada sa distribuuje všetkým predpovedajú-
cim metódam, ktoré Box metóda obsahuje. Každá táto metóda sa na túto radu adaptuje
a vypočíta nezávisle na ostatných svoju predpoveď. Následne sa všetky vypočítané metódy
agregujú do výslednej predpovede. Agregácia spočíva v sčítaní čiastkových predpovedí vy-
násobené príslušnou váhou. Na určenie optimálnych váh sa použije evolučný návrh. Evolúcia
ma za úlohu nájsť najlepšiu kombináciu týchto predpovedí.
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Obrázek 6.5: Box metóda: zahrňuje kombináciu niekoľkých predpovedajúcich metód. Kaž-
dá predpoveď je potom násobená váhou a celková predpoveď je suma týchto čiastkových
predpovedí.
Metóda vychádza z predpokladu, že každá metóda má svoje výhody a nevýhody, každá
odhaľuje v časovej rade inú zložku. Úlohou agregačnej metódy je pomocou evolučného
návrhu vytiahnuť z týchto metód to najlepšie. Experimentálne som zistil, že táto metóda
dáva v určitých prípadoch dobré výsledky. V určitých prípadoch preto, lebo žiadna metóda
nie je univerzálna a každá je adaptovateľná na určitý typ časových rád.
6.3.2 NeuralBox a StatisticalNeuralBox
NeuralBox je prvou deriváciou Box metódy. Ako vyplýva z názvu, táto metóda obsahuje
niekoľko neurónových sietí pre predpoveď. Na obrázku 6.3.2 je znázornená štruktúra. Na-
chádzajú sa tu štyri neurónové siete, každá sa adaptuje na inú zložku časovej rady.
Prvá neurónová sieť dostane na vstup nemodifikovanú časovú radu, a pomocou Back-
propagation sa na ňu adaptuje. Ďalšie siete dostavajú na vstup predspracovanú časovú
radu. Predtým ako sa časová rada dostane do druhej siete, prejde očistením trendu. Neu-
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Obrázek 6.6: NeuralBox: štyri neurónové siete, každá sa adaptuje na inú zložku časovej
rady.
rónová sieť sa adaptuje na takto očistenú radu. Po adaptácii a výpočte predpovede sa
výsledná predpoveď znovu spracuje. Do predpovede sa znovu pridá spočítaný trend. Toto
sa deje z toho dôvodu, že pôvodná časová rada obsahuje trend, a teda aj predpoveď by mala
v tomto trende pokračovať. Predspracovanie a postspracovanie sa deje z dôvodu uľahčenia
adaptácie siete. Nemusí sa prispôsobovať trendovej zložke a môže sa lepšie adaptovať na
zostávajúce zložky.
Ďalšie dve metódy pokračujú v tomto duchu. Avšak ďalej sa časová rada očisťuje od
sezónnosti a následne od oboch týchto zložiek. Výsledok sa agreguje tak, ako bolo popísané
v obecnej metóde v predchádzajúcej podkapitole 6.3.1. Táto metóda dáva pre väčšinu ča-
sových rád dobré výsledky, avšak je trošku zdĺhavejšia keďže sa používajú štyri neurónové
siete a evolúcia.
StatisticalNeuralBox je druhá obdoba Box metódy. V tomto prípade som použil kom-
bináciu štatistických metód s neurónovou sieťou. Oproti metóde NeuralBox som nepoužil
žiadne predspracovanie časovej rady. Každá metóda dostane na vstup originálnu časovú
radu. Presne tak ako to bolo znázornené na obrázku 6.3.1.
6.3.3 Neurónové siete a sezónnosť
V tejto podsekcii popíšem kombináciu predpovede ročných predajov a následný mesačný
rozpad pomocou sezónnych indexov. Tento prístup bol inšpirovaný prácou [28].
Ako obvykle metóda má na vstupne časovú radu mesačných predajov. Pomocou tejto
histórie sa spočítajú sezónne indexy jednotlivých mesiacov. Ako sa tieto indexy počítajú
bolo popísané v teoretickej časti tejto práce v podsekcii 5.6.1. Ďalej nasleduje agregácia
mesiacov do rokov. Týmto vznikne časová rada ročných predajov. Neagregujú sa jednotlivé
príslušné roky. Začíname od súčasnosti smerom k minulosti a vždy sčítame najbližších
dvanásť mesiacov. Toto je z dôvodu, že ak by sme počítali príslušné roky, tak v súčasnosti
by sme nemuseli mať komplet dvanásť mesiacov. To by spôsobilo skreslenie, pretože všetky
hodnoty v časovej rade by mali byť za rovnako dlhý interval.
Agregovanú časovú radu normalizujeme a trénujeme neurónovú sieť. Pomocou siete do-
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staneme ročnú predpoveď. Táto predpoveď sa ďalej rozpadne na mesačné predaje pomocou
spočítaných sezónnych indexov. Takto dostaneme výslednú mesačnú predpoveď.
Táto metóda má isté výhody. A to, že neurónová sieť sa nemusí adaptovať na mesačnú
sezónnosť. Agregácia môže mať pri určitých časových radách dobrý vplyv, pretože agreguje
niektoré zložky časovej rady, ktoré sú odtienené od neurónovej siete. Avšak ak je sezónnosť
nestabilná a sezónne indexy sú tým pádom nepresné, táto metóda nie je pre takýto typ
časovej rady vhodná.
6.3.4 Neurónové siete ako filter štatistických metód
Skúsil som skombinovať štatistické metódy s neurónovými sieťami. A to tak, že pomocou
vybranej štatistickej metódy som spočítal predpoveď. Túto predpoveď som následne dal na
vstup neurónovej siete, aby odfiltrovala chyby štatistickej metódy a očistila predpoveď.
Metóda sa veľmi pomaly adaptovala a hlavne výsledky neboli uspokojujúce. Skúšal som
rôzne kombinácie metód, ale očakávané výsledky sa nedostavili. Pokúšal som sa odfiltro-
vať chybu štatistických metód, ale týmto použitím sa zrušili výhody štatistickej metódy.
Výhody ako rýchlosť a adaptácia na určitý druh časových rád bol eliminovaný, pretože
neurónová sieť sa akoby učila predpovedať len modifikovanú radu. Tým pádom je lepšie
štatistickú metódu nezahrňovať a neurónovú sieť použiť samostatne.
Od tohto experimentu som očakával zlepšenie presnosti predpovede. A to na základe
štatistického výpočtu zložiek časovej rady a následný priechod neurónovou sieťou. Tá by
malo identifikovať určitú náhodnosť, ktorú nie je možné identifikovať pomocou štatistických
metód.
6.4 Štatistické metódy
Implementácia vyhladzovacích metód bola zväčša priamočiara. Výpočet je jednoznačne
daný. U pohyblivých priemeroch je však potrebné zvoliť vhodne veľké okno a u exponen-
ciálnom vyhladzovaní zasa zvoliť hodnotu α. Rozdelením na trénovacie a testovacie dáta,
som mohol vďaka testovacím dátam otestovať najlepší parameter pre danú metódu.
Metóda Winters nebola tak intuitívna. Podľa teórie je potrebné určiť parametre α, β
a γ. Avšak taktiež je dôležité určiť počiatočnú úroveň St. A v neposlednom rade, je nutné
spočítať počiatočné sezónne indexy. Jednou možnosťou je spočítať indexy pomocou evolúcie,
avšak toto je zbytočne zdĺhavé. Tieto indexy vieme pomerne presne a rýchlo spočítať. Tento
výpočet bol podrobnejšie popísaný v sekcii 5.6.1. Pomocou evolúcie som zisťoval počiatočnú
úroveň a všetky tri parametre metódy Winters.
Pri adaptívnom filtrovaní som určil veľkosť okna dvanásť. A to z dôvodu zahrnutia
vždy celého predošlého roku. Váhy som určoval pomocou evolučných stratégií. Lineárna
regresia vďaka metóde najmenších štvorcov nájde rýchlo parametre do rovnice priamky.
Keďže mnoho časových rád obsahuje sezónnosť, aktuálne hodnoty sa vždy pohybujú okolo
aproximovanej priamky. Lineárnu regresiu som trošku vylepšil pridaním podpory sezón-
nosti. V prvom rade spočítam sezónne indexy, časovú radu očistím o sezónnosť a následne
vypočítam parametre priamky. Vynesiem priamku do budúcnosti, dostanem predpoveď.
Predpoveď ešte postspracujeme a to pridaním sezónnosti na základe vypočítaných indexov
z pôvodnej časovej rady.
Pri dekompozícii bolo nutné určiť sezónnosť, trend a cykličnosť. Na základe týchto para-
metrov sa spočítala predpoveď. S určením cykličnosti je to väčšinou náročnejšie. Určuje sa
podobne ako sezónne indexy, avšak tu nie je určiteľná perióda. Perióda pre cyklický vzor je
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hlavne nepravidelná. Pri mojich výpočtoch a experimentoch som použil vždy najaktuálnejší
cyklický index pre predpoveď nových periód. Naskytla sa tu aj možnosť použitia neuróno-
vých sietí pre adaptáciu na cyklický vzor a jeho predpoveď pre použitie v dekompozícii.
6.5 Čistenie časových rád
V teoretickej časti v sekcii bola táto časť popísaná. Avšak chcel by som tu ukázať niektoré
príklady, kedy toto očistenie nie je úplne vhodné a treba použiť nejaké modifikácie. Na
obrázkoch 6.7, 6.8 a 6.9 sú znázornené tri základné druhy časových rád, ktoré spôsobujú
problémy pri očistení. Extrémne hodnoty je potrebné čistiť, pretože nastávajú v extrémnych
prípadoch, ktoré nie sú predvídateľne. A hlavne pridávajú šum do časovej rady.
Obrázek 6.7: Časová rada mesačných predajov chemikálií.
Na grafoch je vždy znázornená časová rada mesačných predajov modrou farbou. Zelená
krivka naopak predstavuje očistenú časovú radu. Na prvom obrázku 6.7 je možné si všimnúť,
že táto časová rada má pravidelný mierne stúpajúci trend. Avšak začiatkom roku 1988
nastal väčší nárast. Po tomto náraste predaje pokračovali v pôvodnom trende. Problém
tu spôsobuje náhle zvýšenie úrovne, v ktorom sa hodnoty pohybovali. Po vypočítaní IQR
a očistením na maximálnu hodnotu 1.5× IQR môžme vidieť zelenú krivku. Očistenie nám
posledné obdobie považovalo za extrémne hodnoty a preto ich orezalo. Ľudským okom však
vidíme, že sa o extrémne hodnoty nejedná. Z pohľadu štatistických údajov však prekračujú
stanovenú hodnotu.
Na ďalšom grafe 6.8 naopak vidíme opačný problém. Časová rada je veľmi nepravidelná.
Spočiatku sa tu vyskytoval mierny trend. Následne v polovici roku 1979 nastal prudký ná-
rast. Potom takmer šesť rokov nastal mierny pokles trendu. Koncom roku 1986 sa úroveň
predajov dostala na pôvodnú hodnotu, v ktorej by pokračovala ak by sme si odmysleli spo-
mínaný nárast a pokles. Ďalej sa v časovej rade nachádza znova mierny trend. Avšak koncom
roku 1990 tu máme extrémny nárast a následne pokles predajov. Jedná sa teda o extrémne
hodnoty, ktoré by sme chceli očistiť. Ak berieme časovú radu ako celok, táto extrémna si-
tuácia sa zo štatistických údajov neprejavuje ako extrémna. Je to z dôvodu veľkého nárastu
v minulosti, a teda časová rada obsahuje niekoľko podobne vysokých hodnôt.
Po analýze týchto dvoch problémov som dospel k záveru, že obecná definícia extrémnych
hodnôt v nejakom súbore dát nie je najvhodnejšia pre očistenie časovej rady. Najvhodnejším
spôsobom by bolo čistiť časovú radu po úsekoch v niekoľkých iteráciách. V tomto prípade
brať ohľad na okolité hodnoty a odľahlejšie ignorovať. Riešilo by to prvý problém, kde by
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Obrázek 6.8: Časová rada mesačných predajov paliva.
sme zistili, že v poslednom období sme sa nachádzali na rovnakej úrovni. V druhom prípade,
ak by sme sa pozerali na okolie, odhalili by sme extrémny nárast a mohli by sme ho očistiť.
Obrázek 6.9: Časová rada mesačných predajov šumivého vína.
Posledným problémom je silne sezónna časová rada, ktorá je znázornená na obrázku
6.9. Na tomto grafe si môžeme všimnúť, že každý šiesty mesiac obsahuje výraznú špičku.
Podľa uvedenej metódy na očistenie sa však jedná o extrémne hodnoty, pretože prevyšujú
interkvartilový rozsah (popísané v kapitole 2.6.2). Expert pri tomto pohľade hneď vie, že
sa o žiadny extrém nejedná. Tieto hodnoty sú dôsledkom sezónnosti. Vhodným spôsobom
ako túto situáciu riešiť, je čistiť zvlášť jednotlivé obdobia. Teda časovú radu očistíme pre
každú periódu zvlášť.
6.6 Implementačný jazyk
Implementačný jazyk som zvolil objektový programovací jazyk Java. Knižnicu pre pred-
povede, časové rady, neurónové siete a pre evolúciu som použil Javu SE4. Použitím tejto
knižnice som vytvoril webovú prezentáciu ukážky grafov, tabuliek a vyhodnotení predpo-
vedí. Túto webovú prezentáciu som implementoval v Jave EE5. V nasledujúcich sekciách
priblížim implementáciu ako knižnice, tak aj prezentácie.
4Standard Edition - štandardná edícia Javy
5Enterprise Edition - edícia Javy určená pre distribuované, viacprocesové aplikácie
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6.6.1 Knižnica pre predpoveď v Java SE
Knižnicu som rozdelil do niekoľkých modulov. Implementoval som modul pre evolúciu -
evolučné stratégie a genetické algoritmy. Druhý modul zaobstarával prácu s neurónovými
sieťami. Zahrňoval ako vytvorenie siete, jej trénovanie tak aj použitie. Ďalší podstatný
modul obsahoval reprezentáciu časovej rady. Ten obsahoval jak vytváranie, tak manipuláciu,
získanie určitého intervalu z pôvodnej časovej rady a podobne. Medzi inými som vytvoril
aj modul, ktorý obsahoval niekoľko pomocných nástrojov a metód, ktoré boli využívané
takmer vo všetkých moduloch. V neposlednom rade sa tu nachádza modul pre samotný
výpočet predpovede.
Modul pre predpoveď umožňuje dynamické načítanie tried pre predpoveď. Takže rozšíre-
ním o nové predpovedajúce metódy, nie je potrebné znova rekompilovať celý modul. Modul
automaticky prehľadá zložku obsahujúcu trendy pre predpoveď a tie je potom možné pou-
žiť. Predpovedajúce metódy musia implementovať dané rozhranie a musia byť anotované
príslušnou anotáciou.
Knižnica sama o sebe dáta nikam neukladá a okrem testovacích výstupov nepodporuje
žiaden konkrétny výstup. Toto už je závislé na každej aplikácii a ukladanie a prezentácia je
v réžii tejto aplikácie. V tomto prípade bola knižnica použitá vo webovej prezentácii, ktorá
je popísaná v nasledujúcej kapitole.
6.6.2 Webová prezentácia v Java EE
Voľba Javy EE pre webovú prezentáciu spočívala v niekoľkých faktoroch. Prvým je, že
systém pre predpoveď veľkého portfólia produktov potrebuje bežať na výkonnom serveri,
ak nie viacerých. Java EE umožňuje distribuovaný výpočet na viacerých strojoch. Táto
distribuovanosť je jednou z kľúčových vlastností tejto edície Javy. Edícia taktiež obsahuje
vstavanú perzistenciu pomocou JPA (Java Persistence API). Druhým kľúčovým faktorom
pre výber tejto edície bola tvorba webových prezentácii na vyššej úrovni. Vyššou úrovňou
je myslené, že nie je potrebné sa starať o nízko úrovňové vytváranie HTML kódu, validáciu
a podobne. Toto všetko je obsiahnuté v edícii. Taktiež existuje veľké množstvo frameworkov6
(Spring, Struts, . .), ako aj priamo vstavaný JSF (Java Server Faces). Výhodou webovej
prezentácie, tzv. thin client je jednoduchá aktualizovateľnosť. Nie je potrebná inštalácia
aplikácie a jediné, čo užívateľ potrebuje je webový prehliadač.
Dáta boli ukladané do databázy MySQL, použitím perzistencie JPA. Perzistenčný mo-
dul sa stará o vytvorenie, úpravu a mazanie objektov. Je to dátová vrstva, ktorá automa-
ticky mapuje Java objekty na tabuľky v databázy. Implementátorovi sú všetky SQL dotazy
odtienené a zmenou databázy nie je potrebné zasahovať do kódu.
Webovú prezentáciu som vytvoril vo vstavanom frameworku JSF s využitím nadstavby
ICEFaces. Táto nadstavba podporuje jednoduché vytváranie ajaxových7 komponent. Kom-
ponenty majú príjemný vzhľad bez potrebnej konfigurácie a štýlovania.
Výstupy znázorňujú časovú radu, predpoveď, adaptáciu a chybu predpovede. Prehľadne
sú znázornené ako v grafe tak i v tabuľke. Použil som voľne šíriteľnú verziu flashových grafov
FusionCharts.
6Framework je softwarová podpora pre vývoj projektov.
7AJAX je webová technológia, ktorá umožňuje asynchrónne volanie požiadaviek na server za použitia
JavaScriptu.
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Kapitola 7
Vyhodnotenie metód
V nasledujúcich sekciách budú vyhodnotené jednotlivé metódy. V každej sekcii popíšem
metódy vzhľadom na určité kritérium. Tieto výsledky boli vyhodnotené na základe použitia
testovacích dát uvedených v [24]. Túto sadu som vybral z dôvodu pestrosti časových rád.
Sú to reálne dáta z oblasti predaja produktov. Vybrané výsledné údaje sa nachádzajú
v tabuľkách a v grafoch, ktoré sú súčasťou aplikácie. V tejto práci budú uvedené len určité
príklady pre predstavu. Na priloženom CD sa nachádza kompletný zoznam časových rád,
predpovede pomocou rôznych metód a ich porovnanie vzhľadom na zvolenú chybu.
a) b) c)
**
** **
** **
**
*
*
*
*
* *
Obrázek 7.1: V tabuľkách sú usporiadané metódy podľa strednej štvorcovej chyby predpo-
vede. A to s výhľadom na a) jeden, b) dva a c) tri roky. Dané čísla nie je možné interpretovať.
V tabuľke sa nachádzajú hodnoty kvôli porovnaniu jednotlivých metód navzájom. Je teda
možné vidieť rozdiely medzi jednotlivými chybami. Lepšiu predstavu by mohla dať per-
centuálna chyba, avšak MSE je najpoužívanejšou chybou, vďaka penalizácii väčších chýb.
Metódy označené hviezdičkou využívajú neurónové siete. Metódy označené dvoma hviez-
dičkami sú moje navrhnuté metódy.
V reálnej aplikácii sa pre každú časovú radu spočíta predpoveď pomocou každej metódy
(alebo určitou podmnožinou). Potom sa pomocou expertného modulu vyberie najvhodnejšia
metóda. Tento modul vyberá predpoveď na základe najmenšej zvolenej chyby. Najčastejšie
je to stredná štvorcová chyba, a to z dôvodu eliminovania veľkých chýb. Jednotlivé metódy
nie je možné porovnať globálne. Nie je možné určiť či tá alebo oná metóda je lepšia. Vždy
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to závisí na konkrétnej časovej rade. Ak by som chcel porovnať metódy na základe chyby
na vybranom súbore dát, iné výsledky by sme získali pri použité iného súboru dát.
a) b) c)
**
**
**
**
**
**
* **
* * *
Obrázek 7.2: V tabuľkách sú usporiadané metódy podľa strednej štvorcovej chyby adaptá-
cie. A to s výhľadom na a) jeden, b) dva a c) tri roky. Ďalší popis je zhodný s popisom
predchádzajúcich tabuliek na obrázku 7.1.
7.1 Presnosť metód
7.1.1 Presnosť predpovede
V tejto sekcii rozoberiem presnosť predpovede jednotlivých metód. Ako je možné očaká-
vať neurónové siete sa ukázali ako účinným prostriedkom pre aproximáciu časových rád.
Taktiež kombinácia ako NeuralBox a StatisticalNeuralBox sa ukázali ako presné metódy na
vybranom súbore dát. Na zvolenom súbore testovacích dát bola s výhľadom jeden mesiac
najpresnejšia metóda pomocou neurónovej siete. Druhou je NeuralBox a za ňou je Statisti-
calNeuralBox. Toto porovnanie bolo na základe strednej štvorcovej chyby. Pri výhľade jeden
rok je neurónová sieť stále na prvom mieste, avšak na druhé miesto sa dostala dekompozícia.
Pri výhľade dva roky sa toho moc nezmenilo. A pri troch rokoch sa na prvé miesto dostala
dekompozícia a neurónová sieť a StatisticalNeuralBox sú na druhom a treťom mieste. Ďalej
vždy nasledujú StatisticalNeuralBox, lineárna regresia a Wintersova metóda. V posledných
miestach sa nachádzajú vyhladzovacie metódy. Najhoršou metódou a súčasne najväčším
omylom je adaptívne filtrovanie. Dekompozícia a metódy založené na neurónových sieťach
sú teda vhodné pre dlhodobé predpovede s výhľadom až na tri roky a viac. Prehľadnejšie
je to možné vidieť v tabuľkách priamo vo výstupoch aplikácie. Pre porovnanie som vybral
tri najlepšie metódy pre danú časovú radu. Ich grafy je možné vidieť na obrázkoch 7.3 až
7.5.
7.1.2 Presnosť adaptácie
Pri presnosti adaptácie je to podobné ako s predpoveďou. S výhľadom na jeden, dva či tri
roky sú vždy na prvom a druhom mieste neurónová sieť a NeuralBox ak berieme v úvahu
strednú absolútnu chybu. Pri strednej štvorcovej chybe je NeuralBox a neurónová sieť v pr-
vých štyroch miestach. Na prvom mieste je jednoznačne Wintersova metóda. Tieto metódy
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Obrázek 7.3: Dekompozícia jednotlivých zložiek časovej rady – je možné vidieť, pravidelnosť
predpovede, čo sa týka trendu a sezónnosti.
sú veľmi dobre adaptovateľné, tzn. nie je potrebné často prepočítavať model. Ako sa ukázalo
pri presnosti predpovede, metódy sú nielen vhodné pre dlhodobú predpoveď, ale aj model
ostáva dlhodobo stály. To kedy je nutné model prepočítať zistíme vtedy, keď sa začne zvy-
šovať chyba ďalších predpovedí. Taktiež dobre adaptovateľná je dekompozícia a ostatné
metódy založené na neurónových sieťach. Opäť adaptívne filtrovanie zlyhalo aj v tomto
porovnaní.
7.2 Rýchlosť výpočtu metód
Rýchlosť výpočtu je taktiež dôležitým kritériom. V tomto prípade je zrejmé, že štatistické
metódy tú nemajú konkurenciu. Medzi ne zaraďujem vyhladzovacie metódy, lineárnu regre-
siu a dekompozíciu. Vypočítané sú do desiatok stotín. Ďalšou metódou je čistá neurónová
sieť a neurónová sieť so sezónnosťou. Bol použitý algoritmus Backpropagation, ktorý je
pomerne rýchly. Avšak pre zvýšenie pravdepodobnosti nájdenia optimálnejšej siete, pre-
počítavame sieť päť až desaťkrát. Wintersova metódu by som zaradil na ďalšie miesto,
potrebujeme zistiť tri parametre pomocou evolúcie. Nemusí byť vždy pravda, že nemôže
byť pomalšia ostatné metódy. Môže sa stať, že evolúcia bude trvať dlhšie, ak nám bude celá
populácia neustále konvergovať k výsledku. Inokedy môžeme parametre nájsť rýchlejšie.
Medzi najpomalšími z vybraných sú Box metódy.
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Obrázek 7.4: NeuralBox – metóda, ktorú som navrhol ako hybridnú metódu predpovede,
ktorá zahrňuje rôzne aspekty.
7.3 Pamäť pre uloženie parametrov
V tomto prípade najmenej miesta zaberú parametre vyhladzovacích metód, kde každá obsa-
huje len jeden parameter. Lineárna regresia potrebuje len dva parametre priamky a sezónne
indexy. Wintersova metóda potrebuje tri parametre a ešte počiatočnú úroveň časovej rady
a taktiež sezónne indexy. Adaptívne filtrovanie potrebuje uložiť všetky vypočítané váhy. Pri
neurónových sieťach je nutné uložiť celú štruktúru a váhové prepojenia. U Box metód je
potrebné uložiť nielen parametre submetód, ale aj výsledné agregačné váhy. Pri NeuralBox
je nutné uložiť štyri neurónové siete, zaberajú z tohto pohľadu najviac miesta.
Pre každú časovú radu je možné uložiť sezónne indexy len raz, pretože toto je statická
súčasť časovej rady. Taktiež ďalšou možnosťou je neukladať ich vôbec, pretože rýchlosť
výpočtu je zanedbateľný. To sa týka aj vyhladzovacích metód, lineárnej regresia a dekom-
pozície. Ostatné metódy z časových dôvodov potrebujú parametre ukladať.
7.4 Celkové vyhodnotenie
V tejto podsednej sekcii stručne zhrniem jednotlivé metódy. Najprv prejdem obecne vyhlad-
zovacie metódy a adaptívne filtrovanie. Potom prejdem k úspešnejší metódam dekompozícii
a lineárnej regresii a nakoniec bude stručný záver k neurónovým sieťam.
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Obrázek 7.5: NeuralForecast – predpoved pomocou jednej neurónovej siete. Je možné porov-
nať s grafom 7.4. V tomto prípade sa predpoved pohybuje nad originálnou časovou radou.
Avšak adaptácia neurónovej siete je pomerne dobrá ako je možné vidieť na krivke označenej
zelenou farbou.
7.4.1 Vyhladzovacie metódy a adaptívne filtrovanie
Adaptívne filtrovanie nedáva v žiadnom smere uspokojivé výsledky. Presnejšie povedané,
evolúcia pre nájdenie vhodných váh trvá dlho a nepresnosť metódy je veľká. Zvolená perióda
dvanásť mesiacov pravdepodobne nie je vhodná pre všetky časové rady. Pre každú radu by
bolo potrebné zistiť optimálny počet minulých periód. Avšak toto by bolo veľmi zdĺhavé,
pretože pre každé okno minulosti by sme museli vyvíjať váhy. Zhrnul by som túto metódu
ako nevhodnú pre predpoveď.
Ostatné vyhladzovacie metódy sú vhodné na pomerne stabilné predaje. Nie sú vhodné
pre silne sezónne časové rady. Je to z toho dôvodu, že tieto metódy nezohľadňujú sezón-
nosť a túto zložku sa snažia vyhladiť. Tieto metódy sú taktiež vhodné pre nové produkty
s krátkou históriou. Ostatné metódy strácajú výhodu, pretože nie je možné spočítať sezónne
indexy. Metódy sú vhodné pre časové rady obsahujúce horizontálny či trendový faktor. Ich
veľkou výhodou je rýchlosť výpočtu oproti ostatným metódam.
Wintersova metóda je taktiež založená na vyhladzovaní, avšak počíta aj so sezónnym
faktorom. Dáva v podstate dobré výsledky pre časové rady ako iné štatistické metódy.
Metóda sa dobre adaptuje a spočítané parametre nie je potrebné tak často prepočítavať.
S dlhodobejšou predpoveďou môže byť občas problém. A to hlavne ak nastane krátkodobí
prudší nárast alebo pokles trendu. Vtedy sa Winters prispôsobí na tento krátkodobí trend
a predpoveď nie je adekvátna. Avšak adaptácia je v budúcnosti veľmi presná.
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7.4.2 Dekompozícia a lineárna regresia
Dekompozícia a lineárna regresia majú niečo spoločné. Dekompozícia odhaľuje všetky zložky
časovej rady. Vylepšená lineárna regresia zisťuje trend a sezónnosť. Obe metódy sú veľmi
rýchle a výpočet predpovede je taktiež rýchly. Vhodné sú pre stabilné časové rady, teda
pre rady, kde je pomerne stála sezónnosť a trend. Týmto metódam nevadí veľké zašumenie
náhodnosťou. Pokiaľ máme dostatočný počet období dokážeme pomerne presne spočítať
jednotlivé zložky časovej rady. Dekompozícia je jednou z najlepších metód pre predpoveď. Je
kvalitná, čo sa týka rýchlosti, presnosti a taktiež potrebného miesta pre uloženie parametrov
pre opakovaný beh.
7.4.3 Neurónové siete
Predpoveď pomocou neurónových sietí a ich kombinácie so sezónnosťou, či v Box metóde
sú dobre adaptovateľné na rôzne druhy časových rád. Ich nevýhoda je, že pri nevhodnej
inicializácii nemusí byť pomocou Backpropagation nájdené optimálne váhové prepojenia.
Taktiež u Box metódy pomocou evolúcie nemusí byť nájdená správna kombinácia váh pre
čiastkové predpovede. Avšak ich predpovede sú presné a taktiež adaptácia na budúce predaje
je dobrá.
Potrebná pamäť pre uloženie parametrov týchto metód sú náročnejšie než doteraz spo-
mínaných metód. Avšak pri dnešných kapacitách diskov a oproti ukladaniu denných preda-
jov, objednávok a podobných údajov je táto veľkosť zanedbateľná.
Box metóda, ktorá bola v tejto diplomovej práci navrhnutá dáva dobré výsledky a je
možné ju považovať za účinnú a teda i použiteľnú v praxi. V určitých prípadoch je lepšia
NeuralBox, v iných StatisticalNeuralBox ba občas je lepšia predpoveď pomocou jednej
neurónovej siete. Nie je možné tvrdiť, či je tá alebo oná metóda lepšia. U každej časovej
rady je to inak a je vhodné použiť všetky a použiť tú, ktorá sa pre danú situáciu lepšie
adaptovala.
Môžme zobrať v úvahu, že NeuralBox by nikdy nemala byť horšia než je predpoveď
pomocou jednej časovej rady. Predpokladajme, že sa neurónová sieť adaptuje na konkrétnu
časovú radu. Túto istú sieť by sme vložili do NeuralBox metódy. Ak by evolúcia nenašla le-
pšiu kombináciu všetkých štyroch sietí, mohla by obsahovať jeden chromozóm, ktorý vypne
posledné tri siete.
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Kapitola 8
Využitie v praxi
V nasledujúcich sekciách bude stručne popísané aké využitie má predpoveď v praxi. Bude
popísané akou úlohu hrajú predpovede v plánovacom procese a nejaké ďalšie pokročilé
techniky pre podporu presnejšej predpovede.
8.1 Logistika a predpovede
Predpovede sú neodmysliteľnou súčasťou logistického procesu. Na základe predpovedí sa
počítajú a plánujú ďalšie časti logistiky. V prvom rade je nutné použiť, čo najpresnejšie
predpovede. Presnosť a zložitosť predpovede pre konkrétne produkty záleží aj na tom do
akej ABC skupiny patria (výsledok ABC analýzy [6]).
V logistike nie je dôležitá len predpoveď, ale taktiež chyba predpovede má veľkú rolu.
Mohlo by sa zdať, že pomocou chyby sa určí akurát najlepšia metóda pre daný produkt a pre
vyhodnotenie presnosti. Avšak vďaka tomu, že môžeme spočítať chybu predpovede, môžme
s touto chybou ďalej počítať. A to prevažne pri výpočte rôznych odchýliek. Nemôžeme sa na
predpoveď stopercentne spoliehať a preto je potrebné počítať s nejakou odchýlkou. Vďaka
tomu je možné lepšie riadiť logistické procesy.
Na základe predpovede sa plánujú objednávky produktov alebo surovín, plánuje sa vý-
roba a distribúcia do skladov. Logistika optimalizuje celý reťazec od dodávateľa, nasklad-
nenie, cez výrobu, distribúciu až ku koncovému zákazníkovi. Predpovede tvoria dôležitú
úlohu, pre optimalizáciu celého tohto reťazca. Pomáhajú prispievať k maximálnemu zisku
pri minimálnych zásobách. Ak vieme predpovedať aký bude dopyt, môžeme naplánovať
objednávku tovaru, pre uspokojenie koncového zákazníka a tým zvýšiť service level1.
Taktiež pomáha vyvarovať sa prezásobeniu a zbytočného viazania kapitálu na sklade.
Ďalej sa riešia situácie na odstránenie nulovej disponibilnej zásoby. Počíta sa minimálna
a maximálna zásoba. Ak disponibilná zásoba dosiahne minimálnu zásobu mala by nastať
objednávka. Po prijatí objednávky by sa mala disponibilná zásoba rovnať maximálnej.
Posledným významným ukazovateľom je poistná zásoba, ktorá predstavuje pomyslenú nulu.
Hlavne poistná zásoba zahrňuje vo výpočte chybu predpovede a čím je chyba väčšia, tým
vyššia musí byť poistná zásoba. Tá samozrejme závisí aj na iných ukazovateľoch ako je doba
dodania dodávateľa a podobne.
1logistický ukazovateľ, ktorý určuje percentuálne uspokojenia zákazníckych požiadaviek
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8.2 Pokročilejšie metódy
8.2.1 Promoanalýza
V praxi sa často používajú ďalšie podporné metódy a analýzy pre zlepšenie predpovede.
Jednou takou analýzou je promoanalýza. Proma môžu byť rôzne: reklama, letáky, katalógy,
propagačné akcie a ďalšie. Za promoakciu sa považuje každá udalosť, ktorá má za následok
nárast predajov, a to z dôvodu účinku reklamy. Je zrejmé, že promoakcie môžu ovplyvňovať
základnú linku (tzv. baseline). Vstupom promoanalýzy sú jednotlivé akcie na produkty, ich
začiatok a koniec. Promoanalýza slúži na výpočet účinnosti danej akcie a taktiež pomáha
očistiť predaje, aby predpovedajúce metódy ľahšie určili základnú linku a tú následne pred-
povedali. Užitočnou časťou promoanalýzy je plánovanie budúcich akcií a odhad ich účinnosti
na základe minulosti.
Prístup podobný promoanalýze bol znázornený v článku [10]. Avšak pre promoanalýzu
použili neurónovú sieť. Tá nedostala na vstup len mesačné predaje, ale aj ďalšie informácie
týkajúcich sa cien, priemerných týždenných zárobkov a podobne.
8.2.2 Stratégie cez produktovú hierarchiu
Existujú tri stratégie cez produktovú hierarchiu. Predstavme si, že máme spoločnosť, ktorá
predáva okrem iného zubné pasty. Zubná pasta sa vyrába v niekoľkých príchutiach a každá
príchuť ešte prichádza v niekoľkých veľkostiach [3].
Prvým základnou stratégiou je tzv. bottom–up (zdola nahor). Funguje tak, že sa pred-
poveď spočíta pre jednotlivé produkty zvlášť. Táto predpoveď sa potom sčíta pre jednotlivé
príchute a pre celkovú kategóriu zubných pást.
Druhou stratégiou je top–down (zhora nadol), ktorá funguje presne naopak. Predaje
sa agregujú pre celkovú kategóriu zubných pást. Na základe tejto agregovanej minulosti sa
spočíta predpoveď a následne sa rozpadne na konkrétne produkty. Rozpad sa robí pomerovo
na základe minulosti.
Poslednou stratégiou je tzv. middle–out. Predpoveď sa spočíta pre jednotlivé príchute
a sčíta sa pre celkovú kategóriu. A pre jednotlivé veľkosti túb sa urobí rozpad z agregovanej
predpovede.
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Kapitola 9
Záver
V diplomovej práci som sa zaoberal rôznymi technikami predpovedí, ich matematickými
modelmi a princípe ich použitia. Taktiež boli popísané techniky predspracovania časových
rád a to očistenie od extrémov, čistenie o kalendárne variácie a normalizácia. Popísal som
rôzne typy vzorov, ktoré sa nachádzajú v časových radách. Predstavil som jak štatistické
metódy, tak aj metódy, ktoré využívali neurónové siete alebo evolúciu. Hlavnou časťou
práce bola implementácia metód, otestovanie na vybranom súbore dát a vyhodnotenie.
Tvrdenie, že určitá metóda je najlepšia je relatívne, pretože každá metóda je určená pre
určitý typ časových rád. Pre vyhodnotenie a porovnanie rôznych metód som implementoval
knižnicu pre predpovede. Tá obsahovala jak jednotlivé metódy, tak aj prácu s neurónovými
sieťami, evolúciou a časovými radami. Webový výstup je prezentáciou daných výsledkov
a porovnaní pomocou tabuliek a grafov.
Štatistické metódy boli založené na vyhladzovaní a adaptívnom filtrovaní. Tieto metódy
majú spoločné to, že dávajú rôzne váhy predchádzajúcim hodnotám. Z vyhladzovacích
metód je najlepšia Wintersova metóda, pretože zohľadňuje aj sezónny faktor na rozdiel
od druhých. Potom bola predstavená lineárna regresia, ktorá priamkou aproximuje danú
časovú radu. Je založená na tom, že časová rada za veľké obdobie je tvorené priamkou. Iným
prístupom bola dekompozícia, v ktorej sa hľadajú postupne jednotlivé vzory. Posledným
prístupom boli neurónové siete.
Tieto metódy je možné použiť hlavne pre predikciu z oblasti predajov produktov,
množstvo výroby alebo vývoj cien. V prípade neurónových sietí je možné použiť nielen
historické dáta predpovedanej hodnoty, ale napríklad pri predikcii predajov, je možné na
vstup zadať aj počet promoakcií, ktoré dopyt značne ovplyvňujú.
Mojím prínosom v tejto práci bol návrh a implementácia kombinácie neurónových sietí
so štatistickými údajmi. Navrhol som kombináciu štyroch neurónových sietí, pričom každá
dostane na vstup inak predspracovanú časovú radu. Základná myšlienka pozostávala v tom,
že každá sieť sa adaptuje na určitú zložku konkrétnej časovej rady. Výsledok sa ako u všet-
kých kombinačných metód agreguje pomocou váh. Ďalšou kombináciou boli štatistické
metódy s neurónovou sieťou, ktorá dávala v určitých prípadoch lepšie výsledky ako prvý
prístup. Jedným z mojich prínosov bolo jednoduché, avšak účinné vylepšenie lineárnej re-
gresie o doplnenie sezónnosti. K tomuto nápadu som dospel po preštudovaní sezónnosti
pre neurónové siete s agregáciou. Taktiež by som medzi prínosy zaradil popis jednotlivých
problémov a ich riešenie, s ktorými je možné sa pri implementácii stretnúť. Vo väčšine li-
teratúry je popis implementácie popísaný všeobecne a nie vždy je úplne jasné ako daný
problém vyriešiť.
Osobným prínosom bolo zahĺbenie sa do techník predpovedí, praktické využitie neuró-
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nových sietí a využitie optimalizácie pomocou evolučných algoritmov. Preveril som svoje
znalosti nadobudnuté štúdiom, čo sa týka umelej inteligencie a programovania v jazyku
Java. Úplne nové skúsenosti som nadobudol implementáciou webovej prezentácie v Java
EE a s jej ďalšími súčasťami. S touto technológiou som sa počas môjho štúdia nestretol
a považujem to za nový rozhľad v oblasti tvorby distribuovaných aplikácií. Využil som
a aplikoval znalosti a skúsenosti s analýzou a predpoveďou časových rád, ktoré som nado-
budol v minulom zamestnaní. V tejto spoločnosti som spolupracoval na vývoji logistického
systému, ktorý používali veľké spoločnosti s veľkým portfóliom produktov, s niekoľkými
pobočkami.
Možným pokračovaním v tejto práci by určite nebol vývoj nových štatistický metód.
Lepšie by bolo kombinovať predpovede agregované po rôznych obdobiach. Napríklad týž-
denné predpovede majú vždy rovnaký počet dní, rovnaký počet piatkov a pondelkov. Tak-
tiež z predpovede založenej na minulosti agregovanej po rokoch je možné získať určitý trend,
ktorým sa časová rada uberá v dlhodobejšom meradle. Kombináciou týchto rôznych agregá-
cií by mohlo pomôcť k lepšej predpovedi. Ako už bolo ukázané, vstupom pre predpoveď by
nemusela byť len časová rada, ale taktiež promoakcie konané v minulosti, ktoré ovplyvňujú
predaje. V poslednej kapitole boli popísané tri používané stratégie cez produktovú hierar-
chiu. Tieto stratégie taktiež pomáhajú presnejším predpovediam. Pri adaptácii parametrov
jednotlivých metód by bolo možné zobrať v úvahu len určitú minulosť. Veľmi vzdialená
minulosť môže skreslovať aktuálne zložky v časovej rade. Časová rada bola vždy rozdelená
na trénovacie a testovacie dáta. Možnou modifikáciou by bolo náhodné rozdelenie vzorov
do týchto množín.
Na záver by som dodal, že predpovede sú dôležitou súčasťou logistického procesu, ktoré
sa reálne využívajú v praxi. Je neustálou snahou vytvárať nové metódy, respektíve kom-
binácie rôznych prístupov. Snahou je získať rýchle a presné predpovede. Avšak tieto dve
požiadavky sú protichodné, preto je snaha nájsť určitý kompromis.
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Příloha A
Obsah CD
Štruktúra zložiek a popis ich obsahu:
• /doc – programová dokumentácia ku knižnici
• /src – zdrojové kódy
– / diploma – projekt pre Eclipse, ktorý zahrňuje projekt ejb a web-gui
– /all-tests – obsahuje jedinú triedu pre spustenie všetkých testov vo všetkých
projektoch
– /ejb – entity (mapovanie na tabuľky), EJB (Enterprise Beans)
– /evolution – zdrojové súbory pre prácu s evolúciou
– /forecast – zdrojové súbory predpovedajúcich techník
– /neural-network – zdrojové súbory pre prácu s neurónovými sieťami
– /time-series – zdrojové súbory pre prácu s časovými radami
– /utilities – pomocné zdrojové súbory
– /web-gui – zdrojové súbory webovej prezentácie
– mysqldump.sql – dump MySQL databázy
• /text
– /src – zdrojový kód práce (LATEX)
– xbelus00.pdf – text práce
• /vystup – obsahuje všetky grafy a tabuľky vo forme webu
• citajma.txt – popis obsahu CD
• navod.txt – návod na spustenie a inštaláciu aplikácie
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Příloha B
Návod pre použitie knižnice
Knižnica sa skladá z piatich projektov, ktoré sú navzájom na sebe závislé. Jednotlivé pro-
jekty sú implementované v Java SE.
B.1 Projekt Utilities
Prvým nezávislým projektom je projekt Utilities. Obsahuje rôzne pomocné triedy a roz-
hrania. Z rozhraní by som spomenul Freezable a MyCloneable. Rozhranie Freezable
predpisuje kontrakt, ktorý definuje nemennosť objektu. To znamená, že ak nechceme aby
niekto stav objektu po inicializácii menil, použijeme toto rozhranie a zavoláme metódu
freeze(). Druhé rozhranie MyCloneable len parametrizuje metódu pre klonovanie.
Potom tu máme niekoľko pomocných tried pre prácu s vláknami, reťazcami, farbou
a náhodnými číslami. Pre ladenie aplikácie sa môže hodiť trieda StopWatch, ktorá predsta-
vuje stopky. Pomocou nej je možné odmerať čas určitého úseku kódu. Pokiaľ úsek meriame
viackrát trieda vypíše minimálny, priemerný a maximálny čas. V neposlednom rade sa tu
nachádzajú pomocné triedy pre reflekciu1.
B.2 Projekt Time–series
V tomto projekte moc tried nenájdeme, celkovo tu máme štyri triedy (ak nepočítam testy).
Hlavnými triedami sú TimeSerie, ktorá predstavuje časovú radu a Date, ktorá reprezentuje
mesiac v roku. Trieda Date udáva informáciu o mesiaci a o roku, predstavuje návrhový vzor
Originál. Nevyužil som vstavané triedy v štandardnom balíčku, ktoré už dátum predstavo-
vali. Ja som potreboval jednoduchú triedu s niekoľkými metódami. Časová rada obsahuje
niekoľko užitočných metód pre iteráciu, získanie rôzneho intervalu z pôvodnej rady a pod.
AnalyserTS je ďalšou triedou obsiahnutou v tomto balíku. Táto trieda analyzuje danú
časovú radu a zisťuje rôzne štatistické údaje. Vie spočítať sezónne indexy, cyklické indexy,
trend, jednotlivé kvartili, minimálnu a maximálnu hodnotu. Trieda obsahuje niekoľko vno-
rených tried, ktoré uľahčujú prácu s dátami pre trend, sezónne indexy a podobne. Poslednou
triedou v balíku je ManipulatorTS, ktorá obsahuje metódy pre prácu s viacerými časovými
radami. Hlavnou úlohou je spájanie časových rád, prevod na zoznam, prevod zo zoznamu
na časovú radu a prevedenie na trénovaciu množinu (využíva sa pri neurónových sieťach).
1Reflekcia je pokročilá technika v programovacom jazyku Java. Reflekcia znamená odraz, to značí, že na
základe svojho obrazu objekt vie aké má metódy, vlastnosti, či sú súkromné alebo verejné a pod.
58
B.3 Projekt Neural–Network
Obecná neurónová sieť je reprezentovaná rozhraním NeuralNetwork. To definuje niekoľko
základných metód. Ďalej máme rozhranie Activation, ktoré reprezentuje aktivačnú funk-
ciu. Dôležitými triedami, ktoré v podstate tvoria samotnú neurónovú sieť sú Input, Neuron
a Connection resp. vstup, neurón a prepojenie. AbstractNeuralNetwork je abstraktná
trieda, ktorá definuje popis základných častí siete. Môže vytvárať jednotlivé neuróny, vstupy,
spájať ich navzájom. Taktiež je možné získať zoznam všetkých váh a pod. Trieda Abstract-
NeuralNetwork je základným rodičom tried, ktoré budú definovať konkrétne siete.
Ďalej tu máme triedy LayeredNeuralNetwork a FeedForwardNetwork. Prvá trieda je
abstraktná a definuje metódy a vlastnosti pre všetky viacvrstvové siete. Trieda FeedFor-
wardNetwork je priamym potomkom LayeredNeuralNetwork. Pre jej vytvorenie je po-
trebné zadať len počet vstupov, skrytých neurónov a počet výstupných neurónov a máme
zostrojenú sieť.
Ak by sme chceli vytvoriť nový typ siete, tak by sme pravdepodobne dedili od Layer-
edNeuralNetwork alebo AbstractNeuralNetwork. Vďaka metódam obsiahnutých v triede
AbstractNeuralNetwork je možné zostrojiť ľubovoľnú sieť. Najlepšou cestou je vytvoriť
novú triedu a pomocou vstupných parametrov sa zostrojí daná štruktúra siete. Avšak je
možné vytvoriť univerzálnu sieť, ktorá sa bude vytvárať dynamicky pomocou volania prís-
lušných metód.
Trieda TrainPattern predstavuje trénovaciu položku a TrainSet trénovaciu množinu.
Trénovacia množina môže obsahovať ako trénovacie, tak aj testovacie dáta. TrainPattern
definuje žiadaný výstup pre zvolené vstupy. Tieto triedy slúžia pre trénovanie neurónových
sietí.
Rozhranie LearnAlgorithm definuje jedinú metódu pre trénovanie siete (učenie). Abs-
traktnou implementáciou tohto rozhrania je trieda AbstractLearning. Táto trieda len de-
finuje metódy pre výpočet chýb. Trieda BackPropagation, ako už z názvu plynie, imple-
mentuje algoritmus Backpropagation. Tento algoritmus má aj niekoľko modifikácií a tie sú
reprezentované triedami BatchBackPropagation, EnhancedBackPropagation a Weight-
DecayBackPropagation. Iným trénovacím algoritmom je evolučný návrh váh. To je repre-
zentované triedou EvolutionLearning. Trieda interne pracuje s evolučnými stratégiami,
ktoré sú súčasťou projektu Evolution.
B.4 Projekt Evolution
Tento projekt je najrozsiahlejší, čo sa týka počtu tried. Začnem s popisom chromozómu.
Rozhranie Chromosome definuje metódy pre každú reprezentáciu chromozómu, ako je vý-
počet fitness, získanie genotypu a fenotypu a pod. ChromosomeFactory je rozhranie, ktoré
predstavuje návrhový vzor Továrnička. Každý chromozóm obsahuje genotyp, reprezen-
tovaný rozhraním Genotype. Máme hneď dve konkrétne implementácie tohto rozhrania:
BinaryGenotype a RealValuedGenotype. Sú to teda genotypy s binárnym kódovaním a kó-
dovaním pomocou reálnych čísiel. Množinu chromozómov zvanú populácia reprezentuje roz-
hranie Population.
Pri evolúcii potrebujeme rôzne množstvo operátorov. Rozhranie Crossover definuje
kríženie a Mutation mutáciu. V projekte sa nachádza rôzne množstvo operátorov kríženia
a taktiež mutácií. Evaluator je rozhranie, ktoré spočíta fitness pre chromozómy, či už
sériovo (trieda SingleThreadEvaluator) alebo paralelne (trieda MultiThreadEvaluator).
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Ďalej potrebujeme selekciu (rozhranie Selection) a vytvorenie novej populácie (rozhranie
Recovery). Opäť je možné nájsť niekoľko tried, ktoré implementujú konkrétne správanie.
Rozhranie Terminator obsahuje jednu metódu, ktorá vracia boolean hodnotu. Tá určuje
či sa má evolúcia skončiť. Implementoval som dve triedy, ktoré rozhodujú o ukončení. Sú to
MaxCycleTerminator a ConvergenceChecker. Prvá trieda končí po zadanom počte iterácií,
zatiaľ čo druhá kontroluje či populácia stále konverguje. Ak by sme chceli použiť viac
”
terminátorov“, vytvoril som triedu CombinedTerminator. Do tejto triedy je možné pridať
inštancie, ktorých trieda implementuje rozhranie Terminator. CombinedTerminator vráti
potom disjunkciu návratových hodnôt všetkých inštancií, ktoré obsahuje. Teda pridaním
už spomínaných
”
terminátorov“ je možné definovať, že chceme aby evolúcia skončila keď
populácia prestane konvergovať alebo po maximálne zadanom počte iterácií.
Evolution je rozhranie pre obecnú evolúciu. Trieda AbstractEvolution reprezentuje
abstraktnú definíciu obecnej evolúcie, ktorá implementuje rozhranie Evolution. Potom
tu máme triedy EvolutionStrategy (evolučné stratégie) a GeneticAlgorithm (genetické
algoritmy). Tieto triedy sú plne konfigurovateľné a je možné vyberať z rozsiahleho počtu
operátorov, selekcií a pod. Taktiež každá evolúcia obsahuje vnorenú triedu, ktorá definuje
konfiguráciu pravdepodobnosti mutácie, kríženia a ďalšie rôzne parametre.
B.5 Projekt Forecast
Posledným projektom a hlavným modulom pre predpovede je Forecast. Rozhranie Forecast
reprezentuje obecnú metódu pre predpoveď. Trieda AbstractForecast reprezentuje abs-
traktnú implementáciu predpovede. Potom sa tu nachádzajú jednotlivé implementácie pred-
povedajúcich metód (NeuralBox, Decomposition a pod). Rôzne metódy používajú pred-
chádzajúce projekty pre pomocný výpočet parametrov, použitie neurónovej siete a pod.
Ďalej tu máme triedu ForecastLoader, ktorá dynamicky načíta všetky predpovedajúce
metódy, ktoré nie sú abstraktné, implementujú rozhranie Forecast a obsahujú anotáciu
@Forecasting. Toto všetko je spravené pomocou reflekcie a dynamického načítavania tried.
Ak by sme chceli vytvoriť novú metódu pre predpoveď, stačí implementovať už spomí-
nané rozhranie alebo dediť z abstraktnej triedy. Potom je potrebné implementovať všetky
abstraktné metódy a technika môže byť použitá. Ak chceme, aby bolo možné triedu dyna-
micky načítať je nutné ju anotovať príslušnou anotáciou.
ForecastUtils je trieda, ktorá obsahuje rôzne pomocné metódy pre prácu s predpo-
veďou. Taktiež je tu jedna testovacia metóda show(), ktorá zobrazí testovací výstup pred-
povede. Je to jednoduchý panel, na ktorom je vykreslená časová rada, adaptácia, predpoveď,
chyba predpovede, horný a dolný interval istoty.
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Příloha C
Obrazové prílohy
Na nasledujúcich obrázkoch sú vybrané grafy rôznych mesačných predajov. Nachádza sa
tu len určitý výber metód predpovede. Pod grafom je vždy uvedená podrobná tabuľka
s výhľadom na jeden rok. Texty sú v angličtine, pretože sú to obrázky priamo z aplikácie,
ktorá je v anglickom jazyku. Toto je len určitý prehľad výstupov z aplikácie, kompletný
zoznam je možné nájsť vo výstupoch aplikácie, ktorá je vo forme webovej stránky.
Obrázek C.1: Na tomto grafe sú vynesené predaje chemikálií modrou krivkou. Zelená pred-
stavuje adaptáciu Wintersovej metódy, ktorá je zjavne presná. Fialovou farbou je znázor-
nená vypočítaná predpoveď. Nastáva tu mierne zvýšenie trendu a Winters v tomto trende
pokračuje. Avšak adaptácia na budúcnosť je veľmi presná.
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Obrázek C.2: Metóda NeuralBox - štyri neurónové siete.
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Obrázek C.3: Metóda StatisticalNeuralBox - kombinácia neurónovej siete a štatistických
metód.
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Obrázek C.4: Metóda SeasonalNeuralForecast - ročná predpoveď pomocou neurónovej siete
a rozpad do mesiacov pomocou sezónnych indexov.
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Obrázek C.5: Metóda NeuralForecast - predpoveď pomocou neurónovej siete.
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Obrázek C.6: Metóda dekompozícia - rozloží časovú radu na jednotlivé zložky a premietne
ich do budúcnosti.
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Obrázek C.7: Najlepšia vyhladzovacia metóda - Wintersova metóda.
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