The lognormal has been traditionally used to model the failure time distribution of electromigration failures. However, when used 
Introduction
Electromigration failures are becoming an important consideration as metal lines are made narrower in advanced technologies. Even though the move to copper metallization alleviates the problem in the short term, long term considerations dictate that electromigration problems be addressed and managed. Electromigration is important in both power/ground lines and in signal lines. However, the bidirectionality of current in signal lines helps prolong their life, while the increased supply currents of large chips (several tens of amperes) make their power and ground networks especially susceptible to electromigration. Most reliability problems can be addressed during the manufacturing process, for instance by making sure that the transistors, vias, and lines are fabricated in the best possible ways. However, even if an electromigration-hard metal is used, if a metal line is made too narrow during the design process, then electromigration can still occur. For this reason, electromigration has to be considered during the design process in order to guarantee the quality of the resulting design.
Electromigration in metal lines is the movement of metal atoms due to the momentum exchange between electrons and the metal atoms [2] . The resulting atomic diffusion occurs mainly at the grain-boundaries between grain regions [1, [3] [4] [5] . Over time, the metal diffusion causes depletion of enough material so as to create an open circuit in a wire. Material accumulation can also occur and cause a short circuit to a neighboring wire, but in an IC this is suppressed somewhat by the layers of other material around and above the wire. Failures due to depletion have therefore received more attention, and we will be focusing only on them.
The rate of material depletion depends on the grain boundary structure of the individual metal line, and varies from wire to wire. As a result, the failure time of a metal line due to electromigration is modeled as a random variable. Even though other distributions have been proposed, the commonly used distribution for the time-to-failure of a metal line has been the lognormal distribution. The lognormal is easy to work with and seems to fit the data well.
However, there is a problem. If one attempts to estimate the time-to-failure distribution for a large metal layer (single-or multi-layered, or a very long line) using the lognormal, then it will be found that the time to failure goes to zero. This contradicts empirical data which shows that the long wire time to failure asymptotically approaches a nonzero value. To resolve this problem, we propose to use a shifted lognormal (SLN) as a better model of the failure time of individual wires. We will show that the SLN is well justified because it matches † This work was performed while both authors were with the ECE Dept. and Coordinated Science Lab., University of Illinois at Urbana-Champaign other more detailed and more physical models, such as the multilognormal [1] . We will also show that the SLN exhibits the right behavior for long wires and provides a better match to chip failure times. We do not have access to actual failure times of real chips -instead, we have used a detailed physical model in which samples of the grain boundary structure are generated at random in order to investigate the failure time distributions. Finally, we will provide an estimation methodology by which the parameters of the SLN can be estimated from failure data.
The paper is organized into seven sections. Section 2 is an overview of electromigration and introduces the shifted lognormal. Section 3 describes the multilognormal distribution. Section 4 introduces the truncated multilognormal and compares it to the shifted lognormal. Section 5 describes the parameter estimation methodology for the SLN. Section 6 gives a case study, and some conclusions are given in Section 7.
Electromigration
For an electromigration failure to occur, flux divergence of metal atoms must occur [3, 6] . A flux divergence occurs in a region when the flow of metal atoms into the region is not equal to the flow of atoms out of the region. Depletion occurs when flow out of a region is greater than flow into it. Flux divergence commonly occurs at triple points. A triple point is a site where three grain-boundaries meet, as shown in Fig. 1 .
The vulnerability of a triple point to high current densities depends on the geometric structure of the triple point [4, 7] . Thus, we can view a wire as a series of triple points, each of which represents a possible failure site [8, 9, 1, 4] . The worst case triple point determines the failure time of the wire. Longer wires are more likely to contain worst-case triple points and thus fail sooner. It has been known for a while that electromigration failure times seem to have a good fit to a lognormal (LN) distribution, i.e., its logarithm has a normal (Gaussian) distribution. If t wire is the (random) failure time for a wire, then its cumulative distribution function (CDF) is:
when t > 0 (otherwise F (t) = 0), where Φ (t) is the CDF for the standard normal distribution, and µ and σ 2 are the mean variance of ln(t wire ). In general, µ and σ depend on technology as well as the wire length, width, and current density.
The failure time for a group of wires is the minimum of the failure times of the individual wires. The wire failure times are typically assumed to be independent, so that the CDF for the group failure time is [1] :
where n is the number of wires in the group. If the number of wires is very large, it is easy to show that the CDF approaches a unit step function while the probability density function (PDF) approaches a unit impulse function. Therefore, a large group of wires should fail immediately after power up! This is in contradiction with common experience and with empirical data. It is well-known that long wires (which can be considered as large collections of unit length wires) have failure times whose mean decreases with length but does not go to zero. Instead, the long wire mean time-to-failure (MTF) approaches a certain minimum non-zero value. We will refer to this as the long wire asymptote (LWA).
The Shifted Lognormal
One obvious way to fix the lognormal distribution is by adding a shift parameter δ to the model. We call this new distribution the shifted lognormal (SLN) distribution:
when t > δ (otherwise F (t) = 0), where µ and σ 2 are the mean and variance of ln(t − δ). Using the SLN distribution, the failure time distribution for a large group of wires can be shown to have a distribution whose CDF approaches the unit step function at δ and whose PDF approaches the unit impulse function centered at δ.
The parameter δ represents the minimum failure time for a wire under electromigration stress.
In practice it is equal to the long wire failure time, for a given current density and temperature. But is this enough to discard the traditional lognormal in favor of the SLN? In the following, we will show that there is, in fact, sufficient physical reasons to support the use of the SLN distribution instead of the lognormal.
The Multilognormal
The lognormal distribution is not a physical model, i.e., it is not derived from the underlying physics of failure of metal wires. In [1] , a more physical model was introduced, called the multilognormal (MLN) distribution. Since the model [1] is derived for narrow metal lines, so called "fine lines" in [1] , this is also a feature of the work presented in this paper. Future extensions of this work will aim to extend these results to the general case.
Not all triple points are potential failure sites either. A lot depends on the distance between triple points, and there are differing opinions on this [1] . Nevertheless, only a finite number of points along the wire length are potential failure sites, which may be separated by distances of tens to hundreds of microns [1] . These potential failure sites create a partitioning of a wire into a series of segments, also called characteristic elements or failure units in [1] . Failures occur only at the junctions between segments.
For a given segment in a wire, one can define an effective diffusion constant as the sum of the diffusion constants for the grain boundaries in that segment,
kT , where n is the number of grain boundaries in the segment, T is the absolute temperature, k is Boltzmann's constant, and ∆H i is the activation energy for the ith grain-boundary. The activation energy is different for different grain boundaries depending on their geometry and structure. Indeed, in [1] ∆H was modeled as a normally distributed random variable, with mean µ ∆H and variance σ 2 ∆H . It reflects the random nature of grain boundaries, with variations due to angle mismatch between grains and orientation of the grain boundary with respect to current flow. Assuming a fine line, and if the wire has N segment pairs (potential failure sites), then the failure time CDF is found [1] to be:
where µ tot = ln γT 2 /j 2 exp (µ ∆H /kT ) , N is the number of potential failure sites, σ tot = σ ∆H /kT , j is the current density, p 1 is the probability that one grain-boundary is present in the segment, which depends on the distribution of grain sizes, and γ is a constant.
According to [1] , N is a linear function of length. By letting N go to infinity, it is easy to show that the failure time goes to zero so that the MLN, as is the case with the LN, does not exhibit the correct LWA behavior.
Truncated MLN & the SLN
The MLN distribution of [1] was based on an assumption that ∆H is normal. This in effect results in a lognormal distribution for the individual grain-boundary diffusion constants, since D
(1) ∝ e −∆H . We propose that a truncated normal is a better distribution to use for ∆H because it is reasonable that the activation energy should have a nonzero minimum value and because it leads directly to a failure time distribution that shows the LWA behavior. Note that a lower bound on ∆H leads to an upper bound on D (1) . There are precedents for this, such as [10] , which suggests that a truncated distribution be used for the grain-boundary activation energy. In addition, in [4] the diffusion constant has a maximum value, due to a maximum that is imposed on the angle mismatch between neighboring grain lattices. Finally, in [7] the atomic flux is proportional to a value called the structural factor ∆Y , which also has an upper bound due to bounds on the angles that are part of the grain boundary structure and due to bounds on the activation energy. Since a truncated distribution for the diffusion constant (and therefore for the activation energy) is justified, we have used the model of Lloyd and Kitchin [1] but have based it on a truncated normal distribution of the activation energy, rather than a normal distribution, with PDF:
where α = 1−Φ (−∆) and φ is the standard normal PDF. If we replace the normal distribution assumed in [1] with the truncated normal distribution given above and then use the same approximation and derivation as [1] (we validated that all approximations are still valid for the case of the truncated normal), the result is the following CDF for what we will call the truncated MLN distribution:
It is easy to show that the truncated MLN is consistent with the LWA.
We have found that the shifted lognormal and the truncated MLN are very similar. For one thing, we can show that δ = exp (µ tot − ∆σ tot ). In Fig. 2 , we show CDF plots for the shifted lognormal (SLN) and truncated MLN distributions. Since the distributions are similar and since the SLN is a simpler expression and therefore easier to work with (for one thing, it does not require one to resolve the controversy regarding the meaning of N in the truncated MLN), we propose to use the SLN to model the failure time distribution of metal lines. 
SLN Parameter Estimation
To get a complete SLN distribution for a wire, a direct approach would be to collect enough data in order to estimate values for the shift factor, δ, as a function of width and current density, and the mean, µ, and standard deviation, σ as functions of length, width, and current density. The first step would be to find values for δ(w, j), because it is needed to compute the random variable ln(t − δ). To measure the value of δ, we must test long wires until they fail. Then, one would find the mean and variance using standard methods of statistical estimation. This procedure would require a large number of wires to be tested in order to predict the dependence on width, length, and current density. We propose a simplification of this based on an underlying physical failure model given in [1] and [7] , as follows.
In [1] , the failure time for a single triple point was found to be:
where γ * is a constant. The term (
represents the diffusion constant for material depletion out of the triple point, but does not take into account full information about the grain-boundary microstructure of the metal. The structural factor ∆Y of [7] provides a better measure of the diffusion constant at the triple point because it factors in the various angles of the geometry around the triple point. Actually, ∆Y is proportional to the sum of the diffusion constants at a triple point, which necessitates a change of the proportionality constant (from γ * to γ). Based on [7] , we can write that
where H 0 is the average activation energy for a grain-boundary. In [1] H 0 = 0.75eV is used. Therefore, the failure time of a wire with N failure sites is given by:
This physical model constitutes our golden model. In the absence of actual failure times, we will use this model to randomly generate failure data for individual wires, whole metal layers, etc. To do this for a given wire, N is assumed to be Poisson distributed as in [8] . As for the ∆Y , we have augmented the model of [7] by including in it the dependence on the angle mismatch between neighboring grain lattices, as was done in [4] . The several angles around a triple point are then assumed random, and uniformly distributed, as in [7] . Given the above physical model, it becomes possible to establish relationships between parameters of the SLN distribution and the underlying physical model. To begin with, we have:
Notice that max ∞ {∆Y } is fixed while max N {∆Y } is dependent on wire length. If we use E[·] to denote the expected value (mean) operator, then using (8) and (9) we get:
whereμ(l) = E ln 1 max
can also derive an expression for σ 2 as follows: Thus we see that we can relate µ and σ to the mean and standard deviation of a new random variable Y N , defined as follows: With this, a parameter estimation methodology can be proposed, as follows. For one thing, δ can be computed from empirical measurements of lifetimes for long wires. Then, given knowledge of the grain-boundary microstructure for a certain metal technology, one can model the angles around a triple point as uniform random variables and proceed to compute max ∞ {∆Y } in a way similar to [10] .
This value is required only in order to estimate γ from (9) . With this, we can use random sampling (Monte Carlo simulation) to construct tables forμ(l) andσ(l) as functions of l. To do this requires knowledge of the distribution of Y N . Using a standard normal scores test, we have found Y N to have an approximately normal distribution, so that standard techniques from [11] can be used. An important feature of this methodology is thatμ(l) andσ(l) are independent of j and w. Therefore, in order to generate tables forμ(l) andσ(l), it is enough to test a batch of wires that have the same value of width and current density. Only the length needs to be varied.
Case Analysis
We will demonstrate our approach method on the power and ground interconnects for circuit C17, from the ISCAS'85 benchmark suite [12] . The circuit with the power and ground grids was laid out in a 0.35µm CMOS technology [13] .
To start with, we have built tables forμ(l) and σ(l) as described above using our golden model. In [5] , Kinsbron gives data for a 250 µm wire of varying widths. For the 8 µm width, the mean time to failure (MTF) is given to be 65 hours. We will assume that this is the LWA time δ. (10) to get values for µ as a function of length, width, and current density for every wire. To compute the current density in every wire we used [14] to get the average gate currents then simulated the power and ground grids to find the average current density (it is justified to use just the average [15, 16] ). Finally, we compared the CDFs resulting from three types of analyses: 1) Having characterized metal wires, using a LN distribution for failure time of each wire, combine them to get the CDF for the circuit, 2) Having characterized metal wires, using an SLN distribution for failure time of each wire, combine them to get the CDF for the circuit, and 3) Compute failure times for the circuit using our golden model and build the CDF for the circuit failure time. Fig. 3 compares these for circuit C17 with 60 interconnects. We see in this figure that using the SLN distribution has little effect on the resulting predicted distribution because the circuit is very small. Fig. 4 plots the same for a 6000 wire circuit. In this case, the predicted distribution using the SLN distribution is much more accurate than the CDF obtained assuming the LN distribution. This fits our expectation that the LN distribution is less accurate than the SLN distribution for larger circuits. Both simulations were at 333 K. The computational cost to generate the CDF for the circuit failure time from either the LN or SLN wire failure time distributions is just a few seconds for the 6000 wire circuit. However, generating the circuit failure time CDF using the golden model is much more expensive, and took several hours. (These times are on a SUN Ultra-1 with 64 MB of memory). Hence, using the proposed SLN-based technique is both accurate and low cost.
Conclusion
Electromigration failures are becoming an important consideration as supply currents of large chips increase into the several tens of amperes. In order to consider electromigration during the design process, it is important to be able to predict the lifetime distribution of a chip due to electromigration failures. This is usually done based on an assumed lognormal distribution of failure times for metal wires. In this paper, we have shown that the lognormal may not be the best distribution, because it fails to predict the well-known asymptotic behavior of the MTF for long wires. Instead, we have proposed the use a of a shifted lognormal which is just as cheap to compute as the lognormal, but which correctly predicts the MTF for long wires.
