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a“All viruses come from cells.”
–Variation from Rudolf Virchow (1855)
The quotation reminds us that viruses are obligate
parasites and as such their intimate relationship with
their host plays a key and vital role to their survival. In
this review we emphasis the role of the host, at the
cellular level, in governing both acute and latent infec-
tions.
Infecton and Viral Homeostasis. Figure 1 illustrates the
complex interplay that takes place between a pathogen
and host. In the immune-competent individual, primary
control of an acute infection is dispensed by both innate
and adaptive (specific) immune responses. To the patho-
gen this presents a formidable barrier. However, the
immune system is not completely sterilizing and in many
cases pathogens have adapted by using general and
specific strategies to additionally weaken the immune
barrier (Ploegh, 1998). For these reasons primary infec-
tion with a number of clinically significant human viruses
invariably results in the establishment of viral persis-
tence or latency. Examples of these include for instance
human immunodeficiency virus, human cytomegalovirus,
Epstein–Barr virus, Varicella zoster, herpes simplex, hu-
man papillomavirus, hepatitis C virus, and hepatitis B
virus. Under these conditions a relatively stable but
highly dynamic state of equilibrium (homeostasis) be-
tween the host and virus is maintained (reviewed in
Ghazal et al., 2000). Thus, for a number of human virus
adaptations there is usually a tendency toward a dy-
namic balance that ensures survival of both pathogen
and host. In addition to the immune pathways that con-
tribute to viral homeostasis, a secondary level of control
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233is exerted by nonimmune pathways that interrelate with
immunity and are connected to the obligate dependency
of the virus on its host. This secondary tier of control
plays an important role in modulating infections at the
cellular level.
There are three categories of regulatory response
pathways that collectively provide the secondary level of
control in the infected cell (Ghazal et al., 2000). These are
essentially the cell cycle, apoptosis, and (intra- and ex-
tracellular) signaling pathways, all of which reflect
changes in the intracellular milieu of the cell (Fig. 1 and
for a more detailed discussion of these topics, see Op
De Beek et al., 1997; Pease and Murphy, 1998; Roulston
et al., 1999; Fortunato et al., 2000). Here we address the
basis of both immune and nonimmune pathways as
checkpoints in modulating the program of viral gene
expression. In addition, we propose a new model, the
cellular clockwork model, of an infection that under-
scores the significance of alterations in cellular factors
and the intracellular milieu, together with viral factors in
the control of virus replication. For the purpose of this
review, we illustrate these issues for nuclear DNA vi-
ruses; however, many of the principles that we discuss
can be extended to RNA and cytoplasmic DNA viruses.
Genome Complexities and Fatal Restrictions. The ge-
netic complexity exhibited by viral genomes ranges from
103 to 105. By contrast, our genome has a complexity that
pproximates 2 3 109. The economy of genetic space
afforded by a pathogen has two important conse-
quences. The first is the loss of autonomy due to its
reliance on host-encoded gene functions. The second is
that it limits the potential for redundancy and thus under
certain conditions may lessen flexibility of the virus to
use alternate strategies (pathways). In other words, the
price to pay for being an obligate parasite is total depen-
dence on the host’s environment for its structural and
synthetic machinery. For this reason we argue that the
dependence of the virus on cellular gene products pro-
vides an important part of the secondary level of hierar-
chical control described above. There are multiple mech-
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234 MINIREVIEWanisms by which the dependence of the virus on host
cell processes can affect the viral expression cycle.
These include but are not limited to posttranscriptional/
translation control of viral or cellular gene products, RNA
and protein stability, regulation of protein and RNA trans-
port, as well as vesicular transport and of course control
via specific transcription factors. All of these processes
can impact on the transcription and replication cycle of
the virus genome. This line of reasoning leads to an
interesting corollary: that host pathways may exist that
are essential for the viability of the pathogen but that may
not be necessary for the survival of the host cell. What
we mean here is that the cell may have multiple path-
ways (for instance, pathways A, B, and C) that converge
to a defined biological output (pathway D) and to which
the virus has adapted to use one alone (pathway A), such
that if pathway A is inhibited, then productive infection is
blocked but cell survival is ensured by shunting to the
alternate pathways (B or C). This possibility, while still
hypothetical, provides a new dimension in thinking about
infections and is open to experimentation.
An exaggerated view of the points raised above is that
once a virus enters a cell it becomes a potential prisoner
of its host. This, we argue, provides an important basis of
the secondary level of control (Fig. 1). In this connection,
the program of virus gene expression (viral transcription
FIG. 1. Homeostatic control of infection. Primary control is exerted b
level of hierarchical control at the cellular level. See text for details anFIG. 2. Viral transcription–replication cycle: “thcycle) represents one of the principle levels at which
control is exerted. We discuss below the viral transcrip-
tion cycle with the view that the cell can hold a virus
hostage.
Viral Transcription Cycle: “The Text Book View.” The
transcription and replication of virus genomes are di-
vided into temporal phases. The division of viral gene
expression into temporal phases (prior to and after viral
DNA replication) serves as one of the key checkpoints to
productive infection. Figure 2 illustrates the temporal
cascade of a typical (“traditional or text book view”) viral
transcription–replication cycle for a nuclear DNA virus.
For viruses with small genomes (e.g., parvoviruses), this
involves only a few gene products for each kinetic class
while more complex viral genomes (e.g., members of the
herpes virus family) exhibit more complex patterns of
expression.
One of the first molecular events occurring after dep-
osition and uncoating of a virus in the interior of the cell
is transcription of a set of genes that are generally
termed immediate-early (IE) genes. These genes do not
require viral gene products for their activation but can be
influenced by virion proteins as is exemplified by herpes
simplex and the activation of its IE promoters by VP16/
alphaTIF (see Wagner et al., 1995). The IE promoters use
and are strictly dependent on both specific and general
ne responses and dependency on host factors provides a secondary
ussion on the principles of viral homeostasis.y immue text book view.” See text for details.
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235MINIREVIEWcellular transcription factors. In many cases the IE pro-
teins establish autoregulatory feedback loops to control
their own expression. The next genes activated are the
early (E1, E2, etc.) class of genes. These genes also use
the cellular transcription apparatus but are now depen-
dent on viral IE regulatory proteins for their activation.
Early genes encode additional regulatory factors that
contribute to coordinate gene control and essential rep-
lication factors for viral DNA synthesis. After the initiation
of viral replication, late (L1, L2, etc.) genes are next
activated and mainly encode proteins necessary for virus
morphogenesis. Similar to the early kinetic class, late
genes are also interdependent on host- and virus-en-
coded regulatory factors. Viruses that do not directly or
indirectly require the host transcription machinery are
often dependent on trans-acting cellular host factors for
their synthesis (Moyer et al., 1986). Emphasis is most
often placed on the parasitic nature of this interdepen-
dence, between host and virus factors, in which viruses
convert (usurp) the cell for the purpose of controlling
their self-replication. This is achieved and orchestrated
by viral factors. In this view of virus infections the nec-
essary use of host cell factors is especially conducive to
pathological abuse. While this may and does occur on
occasions, the importance of the cell in also orchestrat-
ing these events is overlooked.
Viral Transcription Cycle: “The Cellular Clockwork
Model.” As commented above, emphasis of the viral
transcription cycle is most often placed on virus regula-
tory factors that drive the temporal phases of expression
by opportunistically usurping the cellular transcription
machinery. Here we propose a model for the virus tran-
scription cycle that gives equal significance to cellular
factors in effecting coordinate viral gene expression. We
have termed this the cellular clockwork model to em-
brace the concept that the temporal phases of the viral
transcription–replication cycle are coordinate and inter-
dependent on the levels and kinetic changes in cellular
factors (expression, stability, modifications, etc.).
Figure 3 illustrates the “cellular clockwork view” for
regulating the temporal program of viral gene expres-
sion. In this model the face of the clock represents
cellular factors. The temporal cascade of viral gene ex-
pression sets time intervals of the clock. The arrows
illustrated in the cellular clock show the interaction flow
that is necessary for each temporal class. Finally, the
hand of the clock signifies the interdependence between
viral and cellular factors in progressing through the viral
expression cycle. An important prediction that follows
from this model is that the cellular clockwork can be
internally and externally altered (set) to either promote or
inhibit the ability of the virus to complete its cycle. This
model is consistent with studies that have shown that
cell heterogeneity can have a critical role in the estab-
lishment of infections and the ability of cellular trans-
acting factors to inhibit viral infection (e.g., Herna´ndez et ial., 1994; De la Torre et al., 1989). Hence, this model
xtends the textbook view of the transcription–replica-
ion cycle by suggesting that once a license to initiate the
iral cycle is granted, the virus can be kept in check by
olecular brakes of the cell. Indeed, this can occur at the
evel of the initial infection such that if the hand of the
lock were set to 0, then the virus would enter but remain
n a latent state. Conversely, hormonal or stress-related
ignaling events that alter the state of the cellular clock-
ork within a latently infected cell can also represent
riggers for reactivation by moving the hand to the IE time
nterval. This latter point is still the least understood area
f the host–pathogen relationship. In an acute infection,
virus might encode proteins that attempt to shift the
and of the cellular clock to the IE step as mentioned
bove for the IE promoters of HSV using VP16/alpha TIF.
The model gives equal and interdependent weight to
oth viral and cellular factors such that one cannot effi-
iently progress to the next stage of temporal expression
ntil appropriate changes have coordinately taken place.
hus, the cellular clockwork model provides insight into
ow an infected cell’s fate is set and invokes novel
ntiviral strategies for interruption of an infection. In this
ase, the model predicts that drugs that target the cel-
ular clockwork machinery, instead of specific viral tar-
ets, may well provide nontraditional and novel ap-
roaches for controlling infections.
Viral Cycle: “Cellular Clockwork and Immunity.” Figure
illustrates the interrelatedness of immune (e.g., antivi-
al cytokines) and nonimmune (e.g., vitamin and hor-
onal signaling) pathways in modulating the viral pro-
ram of gene expression. While nonimmune pathways
an influence the transcription–replication cycle of a
irus (e.g., Angulo et al., 1998; Guidotti et al., 1999),
FIG. 3. Viral transcription–replication cycle: “the cellular clockwork
model.” See text for details.mmune-mediated antiviral regulatory responses likely
une pa
236 MINIREVIEWplay a critical role in the control of virus multiplication. A
well-established link between extracellular signaling
regulatory pathways and the immune response would be
antiviral cytokines, such as the interferon and lympho-
toxin pathways (Stark et al., 1998). Such mediators can
act locally at the site of infection to limit virus replication
directly or indirectly by conferring an antiviral refractory
state on neighboring uninfected cells. These cytokines
induce cellular genes that subsequently limit the ability
of viruses (RNA and DNA) to complete their replication
cycle (Sen and Ransohoff, 1993). Historically many of
these responses were recognized as an immediate in-
nate response to infection and that viral infections were
resolved by the adaptive response involving antigen-
specific destruction of infected cells by cytotoxic lympho-
cytes. However, there is now increasing evidence to
indicate that many viral infections are also controlled by
noncytopathic, cytokine-dependent mechanisms devel-
oped by cytotoxic T lymphocytes (Guidotti and Chisari,
1999). While the precise mechanism is not known, the
sensitivity of viruses to antiviral cytokines appears to be
dependent on the ability of the infected cell to produce,
in part, specific antiviral factors. Alternatively, it is possi-
ble that noncytolytic immunity may operate by also per-
turbing the positive (proviral) factors of the cellular clock-
work. The implication of the latter possibility is that it
would become extremely difficult to generate escape
mutants to the cytokine-mediated alteration of the in-
fected cell. In support of this, for example, the antiviral
state induced by IFN-alpha has been shown to impose
constraints on vesicular stomatitis virus infection, which
fail to be completely overcome by genetic change (No-
vella et al., 1996). In other words, essential cellular path-
ways for virus multiplication may be blocked by antiviral
FIG. 4. The relationship between immune and nonimmcytokines but are for the cell nonessential for survival.The virus under these conditions becomes a hostage of
the cell.
Concluding Remarks. Viruses are obligate parasites
and as such have had to pay the price of loosing their
autonomy. We have emphasized the program of virus
gene expression as one of the principal levels by which
control of an infection is exerted. So who is in control? At
one end of the spectrum it is assumed that the virus
decides its own fate while at the other it may be argued
that the host cell is the primary decision-maker for li-
censing virus replication. The answer depends on the
pathogen and host, but the process of adaptation leads
toward a little of both. This is a dynamic process, which
we have previously referred to as viral homeostasis. We
continue this line of thought and develop a new model,
the cellular clockwork model, which accounts for the
pivotal role played by host cell factors in orchestrating, in
partnership with virus factors, the viral expression cycle.
The key feature of this model is that it predicts that
changes in cellular factors (these can be alterations in
RNA expression levels, protein degradation, or modifica-
tion, etc.) upon infection form an absolutely essential
component for driving or preventing viral expression.
Thus, at the cellular level a dynamic interaction takes
place between virus and host factors that can lead to
proviral or antiviral states. These intracellular states are
susceptible to both immune and nonimmune regulatory
pathways. Ultimately, the strategy of a virus in primary
infections and perhaps more importantly in latency is to
exploit the dynamic equilibrium between host and patho-
gen at both the cellular and whole organism level.
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