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Abstract
For a finite group G and a finite-dimensional G-module V, we prove a
general result on the Poincare´ series for the G-invariants in the tensor algebra
T(V) =
⊕
k≥0 V
⊗k. We apply this result to the finite subgroups G of the
2 × 2 special unitary matrices and their natural module V of 2 × 1 column
vectors. Because these subgroups are in one-to-one correspondence with
the simply laced affine Dynkin diagrams by the McKay correspondence, the
Poincare´ series obtained are the generating functions for the number of walks
on the simply laced affine Dynkin diagrams.
MSC Numbers (2010): 14E16, 05E10, 20C05
Keywords: tensor invariants, Poincare´ series, McKay correspondence, Schur-Weyl
duality
1 Introduction
Let G be a group, and assume {Gλ | λ ∈ Λ(G)} is the set of finite-dimensional
irreducible G-modules over the complex field C. Associated to a fixed finite-
dimensional G-module V over C is the representation graph RV(G) having nodes
indexed by the λ in Λ(G) and aµ,λ edges from µ to λ in RV(G) if
Gµ ⊗ V =
⊕
λ∈Λ(G)
aµ,λG
λ. (1.1)
Thus, the number of edges aµ,λ from µ to λ in RV(G) is the multiplicity of Gλ as a
summand of Gµ ⊗ V.
When G is a finite group, the representation graph and the characters of G are
closely related. Assume χV is the character of V, and χλ is the character of Gλ for
λ ∈ Λ(G). Let d = dimV = χV(1). Steinberg [Ste] has shown that when the
action of G on V is faithful, the following hold:
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• The eigenvalues of the matrix (d δµ,λ−aµ,λ) are d−χV(g) as g ranges over
a set Γ of conjugacy class representatives of G.
• The column vector (χλ(g)) with entries given by the character values of the
irreducible G-modules at g is an eigenvector corresponding to d − χV(g).
These vectors form the columns of the character table of G.
• The vector (dλ), whose entries are the dimensions dλ = dimGλ = χλ(1)
of the irreducible G-modules, corresponds to the eigenvalue 0.
Let G0 be the one-dimensional trivial G-module on which every element of
the group acts as the identity transformation, and let mλk be the number of walks
of k steps from 0 to λ on the representation graph RV(G). Since each step on the
graph is accomplished by tensoring with V, mλk is the multiplicity of the irreducible
G-module Gλ in G0 ⊗ V⊗k ∼= V⊗k.
In what follows, we identify V⊗0 ∼= C as a G-module with G0, so that mλ0 =
δλ,0 (the Kronecker delta). For λ ∈ Λ(G), we consider the Poincare´ series
mλ(t) =
∑
k≥0
mλk t
k (1.2)
for the multiplicity of Gλ in the tensor algebra T(V) =
⊕
k≥0 V
⊗k, (which is
also the generating function for the number of walks from 0 to λ in RV(G)). In
particular, m0(t) is the Poincare´ series for the G-invariants, T(V)G = {w ∈ T(V) |
gw = w for all g ∈ G}, in T(V).
The centralizer algebra,
Zk(G) = {X ∈ End(V⊗k) | Xgw = gXw for all w ∈ V⊗k},
plays an essential role in understanding the G-module V⊗k. The idempotents
that project V⊗k onto its irreducible G-summands live in the finite-dimensional
semisimple associative algebra Zk(G). Schur-Weyl duality relates the decompo-
sition of V⊗k as a G-module to the decomposition of V⊗k as a Zk(G)-module
revealing the following connections between the representation theories of G and
Zk(G):
• The irreducible Zk(G)-modules Zλk are in bijection with the elements λ of
Λk(G) := {µ ∈ Λ(G) | mµk ≥ 1}.
• V⊗k ∼=
⊕
λ∈Λk(G)
mλk G
λ and V⊗k ∼=
⊕
λ∈Λk(G)
dλ Zλk .
• dimZλk = mλk = number of walks of k steps from 0 to λ on RV(G).
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• dimGλ = dλ.
• dim Zk(G) =
∑
λ∈Λk(G)
( dim Zλk)
2 =
∑
λ∈Λk(G)
(mλk)
2.
• When the dual module V∗ is isomorphic to V as a G-module, then
dim Zk(G) = number of walks of 2k steps from 0 to 0 on RV(G)
= dimZ02k.
• As a (G,Zk(G))-bimodule, V⊗k has a multiplicity-free decomposition,
V⊗k ∼=
⊕
λ∈Λk(G)
(
Gλ ⊗ Zλk
)
.
• mλ(t) = ∑k≥0 mλk tk = ∑k≥0 ( dimZλk) tk.
Often one is able to build the entire family of finite-dimensional irreducible
G-modules from a single well-chosen module V and its tensor powers by apply-
ing idempotents in the algebras Zk(G) to project onto the irreducible G-summands.
Schur’s groundbreaking 1901 doctoral thesis constructed the finite-dimensional ir-
reducible polynomial representations for the general linear group GLn(C) from
tensor powers of its defining module V = Cn in exactly this way. The algebra
Zk(GLn(C)) is a homomorphic image of the group algebra CSk of the symmetric
group Sk for k ≥ 1, which acts by permuting the factors of V⊗k.
Our aim here is to establish a general result about the Poincare´ series mλ(t) for
arbitrary finite groups and then to apply this result to the finite subgroups G of the
special unitary group
SU2 =
{(
x y
−y¯ x¯
) ∣∣∣∣ x, y ∈ C, xx¯+ yy¯ = 1},
where “ ” denotes complex conjugate. These subgroups are especially interesting
because of the McKay correspondence and the vast literature it has inspired during
the last 35 years.
In 1980, J. McKay [Mc1, Mc2] discovered a remarkable one-to-one correspon-
dence between the isomorphism classes of the finite subgroups of SU2 and the
simply laced affine Dynkin diagrams. Almost a century earlier, F. Klein had deter-
mined that a finite subgroup of SU2 must be isomorphic to one of the following:
(a) a cyclic group Cn of order n, (b) a binary dihedral group Dn of order 4n, or
(c) one of the 3 exceptional groups: the binary tetrahedral groupT of order 24, the
binary octahedral group O of order 48, or the binary icosahedral group I of order
3
120. Binary here refers to the fact that the center is {±I}, where I is the 2×2 iden-
tity matrix, and the group modulo its center is a dihedral group or the rotational
symmetry group of a tetrahedron, octahedron, or icosahedron in the exceptional
cases.
The natural module for SU2 is the space V = C2 =
{( ·· )} of 2 × 1 col-
umn vectors, which SU2 and its finite subgroups G act on by matrix multipli-
cation. McKay’s observation was that the representation graph RV(G) for G =
Cn,Dn,T,O, I is exactly the affine Dynkin diagram Ân−1, D̂n+2, Ê6, Ê7, Ê8, re-
spectively, with the vertex 0 being the affine node. Thus, the correspondence gives
the pairings below. The label inside the node is the index of the irreducible G-
module, and the label above the node is its dimension, which is the mark on the
Dynkin diagram. The trivial module is indicated in white and the module V = C2
in black. In the cyclic case V = C(n−1)n ⊕C(1)n , and in all other cases V = G(1).
(Cn, Ân−1) (Dn, D̂n+2)
0
12· · ·n-1 n-2
0 1 2 · · · n-2 n-1 n
0′ n′
1
111 1
1 2 2 2 2 1
1 1
(1.3)
(T, Ê6) (O, Ê7)
0 1 2 3 4 0 1 2 3 4 5 6
3′ 4′
4′
1 2 3 2 1
2
1
1 2 3 4 3 2 1
2
(I, Ê8)
0 1 2 3 4 5 6 7
6′
1 2 3 4 5 6 4 2
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Furthermore, the following hold:
(i) The sum h :=
∑
λ∈Λ(G) dimG
λ of the dimensions (marks) is the Coxeter
number of the corresponding finite Dynkin diagram obtained by deleting the
affine node.
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(ii) The marks on the nodes of the finite diagram, that is, the dimensions of
the nontrivial G-modules, are the coefficients when the highest root of the
corresponding root system is expressed in terms of the simple roots (see
[Bo] or [Ka] for more details).
(iii) The Cartan matrix of the affine Dynkin diagram is C = 2I − A, where
A = (aµ,λ) is the adjacency matrix of the graph RV(G) (i.e. the affine
Dynkin diagram) and I is the identity matrix of the appropriate size.
(iv) The marks are the coordinates of the Perron-Frobenius eigenvector of A.
(v) The eigenvectors of C form the character table of G.
(Part (v) inspired Steinberg’s results mentioned earlier.)
In [BBH] and [BH] (see also [Be]), we investigate the structure and represen-
tations of the centralizer algebras Zk(G) for the finite subgroups G of SU2. Among
the results established in those papers is a fruitful relationship between partition
algebras and the centralizer algebras Zk(G) for G = T and O. Partition alge-
bras were introduced by Martin [M1] to study the Potts lattice model of interacting
spins in statistical mechanics, and they have been widely studied in the last 25
years because of their connections with representations of symmetric groups (see
[J2], [M2], [HR], [BDO]).
It is well known that SU2 has infinitely many finite-dimensional irreducible
modules, V(k), k = 0, 1, . . . , indexed by the nonnegative integers, and dimV(k) =
k + 1. The module V(1) is the natural 2-dimensional SU2-module V. The module
V(k) is isomorphic as an SU2-module to the symmetric power Sk(V) of V, and
hence, it can be identified with the space of homogeneous polynomials of degree
k in two variables. The restriction of V(k) to a finite subgroup G of SU2 has been
investigated by many authors ([Sl1], [Sl2], [G-SV], [Kn], [Kos2], [Ste]) because
of connections with Kleinian singularities. The Poincare´ series sλ(t) for the mul-
tiplicities sλk of G
λ in the G-modules Sk(V) for k ≥ 0 has been shown to have a
particularly beautiful expression,
sλ(t) =
∑
k≥0
sλk t
k =
zλ(t)
(1− ta)(1− tb) , (1.4)
where the numerator zλ(t) is a polynomial in t,
a = 2 ·max{ dimGλ | λ ∈ Λ(G)}, and
b = h+ 2− a, where h is the Coxeter number. (1.5)
5
Kostant ([Kos1, Kos2]) (see also [Kos3, Sp1, Sp2, Ste, Su]) has obtained exact
formulas for the polynomials zλ(t) using orbits of an affine Coxeter element on the
root system associated to G.
The case λ = 0, which gives the Poincare´ polynomial for the G-invariants in
S(V) =
⊕
k≥0 S
k(V), has an especially simple form (for extensions of this result
to multiply laced Dynkin diagrams see [Su] and [Stk]).
Proposition 1.6. ([G-SV, Kn, Kos2]) Let G be a finite subgroup of SU2. The
Poincare´ series for the G-invariants S(V)G in S(V) =
⊕
k≥0 S
k(V) is
s0(t) =
(1 + th)
(1− ta)(1− tb) ,
where a, b, h are as in (1.5).
Using different methods, Springer [Sp1] reproved Kostant’s results on the Poincare´
series sλ(t) and in [Sp2] used a generalization of Molien’s formula,
sλ(t) =
1
|G|
∑
g∈G
χλ(g)
detV(I− gt) , (1.7)
to describe the character values χλ(g) for the exceptional polyhedral groups G. In
[Ro], Rossmann showed that the character values can also be obtained by evalu-
ating the polynomials zλ(t) in (1.4) at conjugacy class representatives of G. Suter
[Su] adopted a different though related way of studying the series sλ(t) using quan-
tum affine Cartan matrices. An extension of the results on the series sλ(t) to “semi-
affine” Dynkin diagrams has been given by McKay [Mc3].
Our approach to determining the Poincare´ series mλ(t) for the multiplicity of
Gλ in T(V) =
⊕
k≥0 V
⊗k was inspired by the methods in [E], [Ro], [Su] and
[D]. We first establish a result for arbitrary finite groups and then apply it to finite
subgroups of SU2. We show how this leads to new insights and results on the
centralizer algebras Zk(G) and on walks on the representation graph RV(G).
Acknowledgments. I am grateful to Dennis Stanton for answering my ques-
tions about Chebyshev polynomials.
2 Poincare´ series and Bratteli diagrams
2.1 Poincare´ series for tensor multiplicities
For arbitrary finite groups, we prove the following result on the Poincare´ series
for tensor multiplicities.
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Theorem 2.1. Let G be a finite group with irreducible modules Gλ, λ ∈ Λ(G), over
C, and let V be a fixed finite-dimensional G-module such that the action of G on
V is faithful, and the dual module V∗ is isomorphic to V as a G-module. Assume
mµ(t) =
∑
k≥0 m
µ
k t
k is the Poincare´ series for the multiplicities mµk (k ≥ 0)
of Gµ in T(V) =
⊕
k≥0 V
⊗k. Let A =
(
aµ,λ
)
be the adjacency matrix of the
representation graph RV(G), and let Mµ be the matrix I − tA with the column
indexed by µ replaced by δ =
 10...
0
. Then
mµ(t) =
det(Mµ)
det(I− tA) =
det(Mµ)∏
g∈Γ (1− χV(g)t)
, (2.2)
where Γ is a set of conjugacy class representatives of G.
Proof. Our proof of the first equality comes from the following computation, which
uses the fact that the multiplicity mµk = dim
(
HomG(G
µ,V⊗k)
)
.
mµ(t) =
∑
k≥0
mµk t
k =
∑
k≥0
dim
(
HomG(G
µ,V⊗k)
)
tk (2.3)
= δµ,0 + t
∑
k≥1
dim
(
HomG(G
µ,V⊗k)
)
tk−1
= δµ,0 + t
∑
k≥1
dim
(
HomG(G
µ ⊗ V,V⊗(k−1))
)
tk−1 (V ∼= V∗)
= δµ,0 + t
∑
k≥0
dim
(
HomG(G
µ ⊗ V,V⊗k)
)
tk
= δµ,0 + t
∑
k≥0
dim
HomG
 ∑
λ∈Λ(G)
aµ,λG
λ,V⊗k
 tk
= δµ,0 + t
∑
λ∈Λ(G)
aµ,λ
∑
k≥0
dim
(
HomG(G
λ,V⊗k)
)
tk
= δµ,0 + t
∑
λ∈Λ(G)
aµ,λ
∑
k≥0
mλk t
k

= δµ,0 + t
∑
λ∈Λ(G)
aµ,λ m
λ(t).
Assuming m = (mλ(t)) is the column vector with entries mλ(t) as λ ranges
over the elements of Λ(G), and δ is as in the theorem, we have the following
restatement of the result in (2.3) in matrix language,
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(I− tA)m = δ.
Now I − tA is an invertible matrix, since it is equivalent to the identity matrix I
modulo the ideal of C[t] generated by t. The remainder of the proof of the first
equality in (2.2) just amounts to applying Cramer’s rule to solve for the series
mµ(t).
Assume d = dimV, and χV is the character of V. Then by Steinberg’s result,
the eigenvalues of dI − A are d − χV(g) where g ∈ Γ, a set of conjugacy class
representatives of G. Hence,
0 = det
((
d− χV(g)
)
I− (dI−A)) = det(−χV(g)I + A),
which implies that
det(tI−A) =
∏
g∈Γ
(t− χV(g)) .
Replacing twith t−1 gives det(t−1I−A) = ∏g∈Γ (t−1 − χV(g)), and multiplying
both sides of that relation by tn, where n = |Λ(G)| = |Γ|, then shows
det(I− tA) = tndet(t−1I−A) = tn
∏
g∈Γ
(
t−1 − χV(g)
)
=
∏
g∈Γ
(1− χV(g)t) ,
which provides the second equality in (2.2).
Remark 2.4. When G acts faithfully on V, every irreducible G-module occurs in
some tensor power of V, so det(Mµ) and mµ(t) are nonzero for all µ ∈ Λ(G).
It is a consequence of (2.3) that
mµ(t) = δµ,0 + t
∑
λ∈Λ(G)
aµ,λ m
λ(t) (2.5)
which can be used to compute mµ(t) from the series mλ(t) for the nodes λ con-
nected to µ in the representation graph RV(G). This is especially helpful (and
efficient) for determining the Poincare´ series for the finite subgroups G of SU2.
2.2 S4 example
The irreducible modules for the symmetric group Sn are indexed by partitions
λ of n, written λ ` n. Thus, λ is a sequence (λ1, . . . , λ`) of weakly decreasing
nonnegative integers such that the sum |λ| := ∑`i=1 λi = n. In particular, when
n = 4, there are 5 irreducible modules Sλ4 , where λ is one of the following parti-
tions: (4), (3, 1), (22) = (2, 2), (2, 12) = (2, 1, 1), and (14) = (1, 1, 1, 1). The
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module S(4)4 indexed by the one-part partition (4) is the trivial S4-module, and S
(14)
4
corresponds to the one-dimensional sign representation. In the character table for
S4, we have indicated a representative permutation for each conjugacy class across
the top row.
λ \ g (1) (12) (123) (1234) (12)(34)
(4) 1 1 1 1 1
(3, 1) 3 1 0 −1 −1
(22) 2 0 −1 0 2
(2, 12) 3 −1 0 1 −1
(14) 1 −1 1 −1 1
Table 1: Character table for S4
Using the fact that the character of a tensor product is the product of the char-
acters of the factors, we see that the representation graph RV(S4) for V = S
(3,1)
4
and its adjacency matrix A are
(4) (3,1)
(22)
(2, 12) (14)
A =

0 1 0 0 0
1 1 1 1 0
0 1 0 1 0
0 1 1 1 1
0 0 0 1 0
 .
Figure 1: Representation graph RV(S4) and its adjacency matrix A for V = S
(3,1)
4
Applying Theorem 2.1 and using the second row of the character table, we
have
det(I− tA) = ∏g∈Γ(1− χ(3,1)(g) t) = (1− 3t)(1− t)(1 + t)2
= 1− 2t− 4t2 + 2t3 + 3t4.
This leads to the following expressions for mλ(t) =
det(Mλ)
det(I− tA) :
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m(4)(t) =
1− 2t− 3t2 + t3 + t4
1− 2t− 4t2 + 2t3 + 3t4 = 1 + t
2 + t3 + 4t4 + 10t5 + 31t6 + · · ·
m(3,1)(t) =
t− t2 − 2t3
1− 2t− 4t2 + 2t3 + 3t4 = t+ t
2 + 4t3 + 10t4 + 31t5 + 91t6 + · · ·
m(2
2)(t) =
t2 − t4
1− 2t− 4t2 + 2t3 + 3t4 = t
2 + 2t3 + 7t4 + 20t5 + 61t6 + · · ·
m(2,1
2)(t) =
t2 + t3
1− 2t− 4t2 + 2t3 + 3t4 = t
2 + 3t3 + 10t4 + 30t5 + 91t6 + · · ·
m(1
4)(t) =
t3 + t4
1− 2t− 4t2 + 2t3 + 3t4 = t
3 + 3t4 + 10t5 + 30t6 + · · ·
(2.6)
Next, we connect the Poincare´ series for tensor multiplicities in Theorem 2.1
to Bratteli diagrams.
2.3 Bratteli diagrams
The Bratteli diagram BV(G) associated to the group G and the module V is
the infinite graph with vertices labeled by the elements of Λk(G) on level k. A
walk of k steps on the representation graph RV(G) from 0 to λ is a sequence(
0, λ1, λ2, . . . , λk = λ
)
starting at λ0 = 0, such that λj ∈ Λ(G) for each 1 ≤
j ≤ k, and λj−1 is connected to λj by an edge in RV(G). Such a walk is equivalent
to a unique path of length k on the Bratteli diagram BV(G) from 0 at the top to
λ ∈ Λk(G) on level k.
The subscript on vertex λ ∈ Λk(G) inBV(G) indicates the number mλk of paths
from 0 on the top to λ at level k (hence, the number of walks on RV(G) of k steps
from 0 to λ). It can be easily computed by summing, in a Pascal triangle fashion,
the subscripts of the vertices at level k − 1 that are connected to λ. This is the
multiplicity of Gλ in V⊗k, which is also the dimension of the irreducible Zk(G)-
module Zλk by Schur-Weyl duality. The sum of the squares of those dimensions at
level k is the number on the right, which is the dimension of the centralizer algebra
Zk(G).
The Bratteli diagram for the S4 example in the previous section is displayed
in Figure 2 below. The coefficients of the series in (2.6) are the multiplicities mλk ,
and hence, they are the subscripts on the node λ in the Bratteli diagram reading
down the column containing λ. They are the dimensions of the irreducible modules
Zλk for the centralizer algebras Zk(S4) = EndS4(V
⊗k) for V = S(3,1)4 and k =
0, 1, . . . . The sum of the squares of the subscripts in a given row k is the dimension
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of Zk(S4) and is the number on the right. The series m(4)(t) is the Poincare´ series
for the S4-invariants in T(V) =
⊕
k≥0 V
⊗k. The series
∑
k≥0 m
(4)
2k t
2k, which
corresponds to the right-hand column, is the generating function for the dimensions
dimZk(S4) of the centralizer algebras (and also for theS4-invariants inTeven(V) =⊕
k≥0 V
⊗(2k) ).
k = 0 (4) 1
k = 1 (3, 1) 1
k = 2 (4) (3, 1) (22) (2, 12) 4
k = 3 (4) (3, 1) (22) (2, 12) (14) 31
k = 4 (4) (3, 1) (22) (2, 12) (14) 274
k = 5 (4) (3, 1) (22) (2, 12) (14) 2461
k = 6 (4) (3, 1) (22) (2, 12) (14) 22144
1
1
1 1 1 1
1 4 2 3 1
4 10 7 10 3
10 31 20 30 10
31 91 61 91 30
Figure 2: Levels k = 0, 1, . . . , 6 of the Bratteli diagram BV(S4) for V = S
(3,1)
4
3 Poincare´ series for the finite subgroups of SU2
When G is one of the finite subgroups Cn, Dn, T, O, I of SU2, and V =
C2, the defining 2-dimensional module for G, we have the following immediate
consequence of the McKay correspondence and Theorem 2.1.
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Theorem 3.1. Let G be a finite subgroup of SU2 and V = C2. Then the Poincare´
series for the G-invariants T(V)G in T(V) =
⊕
k≥0 V
⊗k is
m0(t) =
det
(
I− tA˚)
det (I− tA) =
det
(
I− tA˚)∏
g∈Γ (1− χV(g)t)
, (3.2)
where A is the adjacency matrix of the representation graph RV(G) (i.e. the affine
Dynkin diagram corresponding to G in (1.3)); A˚ is the adjacency matrix of the
finite Dynkin diagram obtained by removing the affine node; and χV(g) is the
value of the character χV at g ∈ Γ, a set of conjugacy class representatives for G.
Remark 3.3. Theorem 3.1 can be regarded as an analog of Ebeling’s theorem [E]
(see also [Stk, Sec. 5.5]) for finite subgroups G of SU2, which relates the Poincare´
series s0(t) for the G-invariants in the symmetric algebra S(V) =
⊕
k≥0 S
k(V)
to the characteristic polynomial ch
◦
(t) (resp. ch(t)) of a Coxeter transformation
(resp. of an affine Coxeter transformation) associated to G,
s0(t) =
ch
◦
(t)
ch(t)
. (3.4)
Coxeter transformations (resp. affine Coxeter transformations) are products of
reflections corresponding to the simple roots (resp. affine simple roots). There
is one reflection in the product for each node in the finite (resp. affine) Dynkin
diagram. There is a close connection between the spectrum of a Coxeter transfor-
mation and the spectrum of the associated Cartan matrix C which was described in
[BLM] (see also [C] for Dynkin diagrams with odd cycles). Eigenvalues of C oc-
cur in pairs ξ, 4− ξ, and for each such a pair, 2− ξ and ξ−2 are eigenvalues of the
adjacency matrix of the Dynkin diagram. The results of [BLM] and [C] (see also
[Ste] and the discussion in [D] for the finite diagrams) imply that the eigenvalues
of A˚ (resp. A) are given by 2 cos (pim/h) (resp. 2 cos
(
pim̂/ĥ
)
) wherem (resp. m̂)
ranges over the exponents, and h (resp. ĥ) is the Coxeter number (resp. affine Cox-
eter number). In Table 2, we display these exponents and numbers for the simply
laced diagrams. For multiply laced diagrams, they can be found in [BLM, Table
1].
Remark 3.5. In the case not covered in Table 2, namely Â2`, there are ` conjugacy
classes of Coxeter transformations having different spectra. This case corresponds
to the cyclic groupC2`+1 of odd order, which will be excluded in the next theorem.
The characteristic polynomials of the affine Coxeter transformations for Â2` have
been computed by Coleman [C]. The Poincare´ polynomial m0(t) for all cyclic
groups is given in Theorem 3.23 of Section 3.2 below.
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Dynkin Exponents Coxeter
diagram number
An−1 1, 2, . . . , n− 1 n
Dn+2 1, 3, . . . , 2n+ 1, n+ 1 2n+ 2
E6 1, 4, 5, 7, 8, 11 12
E7 1, 5, 7, 9, 11, 13, 17 18
E8 1, 7, 11, 13, 17, 19, 23, 29 30
Â2`+1 0, 1, 1, . . . , `, `, `+ 1 `+ 1
D̂2`+1 0, 2, . . . , 2`− 2, 2`− 1, 2`− 1, 2`, . . . , 2(2`− 1) 2(2`− 1)
D̂2` 0, 1, . . . , `− 1, `− 1, `− 1, `, . . . , 2`− 2 2`− 2
Ê6 0, 2, 2, 3, 4, 4, 6 6
Ê7 0, 3, 4, 6, 6, 8, 9,12 12
Ê8 0, 6, 10, 12, 15, 18, 20, 24, 30 30
Table 2: Exponents and Coxeter numbers
Theorem 3.6. Let G be a finite subgroup of SU2 such that G 6∼= Cn for n odd and
let V = C2. Assume A is the adjacency matrix of the representation graph RV(G)
(the affine Dynkin diagram) and A˚ is the adjacency matrix of the corresponding
finite Dynkin diagram. Let Ξ̂ (resp. Ξ ) be the set of exponents and ĥ (resp. h)
be the Coxeter number corresponding to the affine (resp. finite) Dynkin diagram.
Then the Poincare´ series for the G-invariants T(V)G in T(V) =
⊕
k≥0 V
⊗k is
m0(t) =
det
(
I− tA˚)
det (I− tA) =
det
(
I− tA˚)∏
g∈Γ (1− χV(g)t)
=
∏
m∈Ξ
(
1− 2 cos (pimh ) t)∏
m̂∈Ξ̂
(
1− 2 cos
(
pim̂
ĥ
)
t
) .
(3.7)
Remark 3.8. It is a consequence of (3.7) that the character values χV(g) as g
ranges over a set Γ of conjugacy class representatives of G are exactly the values
2 cos
(
pim̂/ĥ
)
, where m̂ is an exponent in Ξ̂ and ĥ is the affine Coxeter number.
In subsequent sections, we will derive other closed-form expressions for the
Poincare´ series m0(t) for all the finite subgroups of SU2. In the case of the ex-
ceptional polyhedral groups G, we also consider the Poincare´ series mλ(t) for all
λ ∈ Λ(G). Kora´nyi [Kor] has shown that the characteristic polynomial of the finite
Cartan matrices of types A,B,C,D have expressions involving Chebyshev polyno-
mials of both the first and second kind. In [D], Damianou has given an expression
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for the characteristic polynomial of A˚ for all finite Dynkin diagrams equivalent
to the one in the numerator of (3.7) and related these polynomials to Chebyshev
polynomials. Since the closed-form expressions discussed here also will involve
Chebyshev polynomials, we briefly review some facts about them.
3.1 Chebyshev polynomials
The Chebyshev polynomials Tn(t) of the first kind are a set of orthogonal
polynomials defined by the recursion
T0(t) = 1, T1(t) = t, Tn+1(t) = 2tTn(t)− Tn−1(t) for all n ≥ 1.
Thus, the first few polynomials for n ≥ 2 are
T2(t) = 2t
2 − 1
T3(t) = 4t
3 − 3t
T4(t) = 8t
4 − 8t2 + 1
T5(t) = 16t
5 − 20t3 + 5t
T6(t) = 32t
6 − 48t4 + 18t2 − 1.
The Chebyshev polynomials of the first kind play a critical role in approximating
functions, where the roots of the polynomials Tn(t), which can be expressed in
terms of cosines, are used as nodes in polynomial interpolation. The polynomials
have the following closed-form expressions:
Tn(t) =
bn/2c∑
r=0
(
n
2r
)
tn−2r(t2 − 1)r = tn
bn/2c∑
r=0
(
n
2r
)
(1− t−2)r (3.9)
= 2n−1
n∏
r=1
(
t− cos
(
(2r−1)pi
2n
))
, (3.10)
which can be found in [Ri] (see also [D]).
The Chebyshev polynomials Un(t) of the second kind appear in the study of
spherical harmonics in angular momentum theory and in many other areas of math-
ematics and physics. They have a similar recursive definition,
U0(t) = 1, U1(t) = 2t, Un+1(t) = 2tUn(t)−Un−1(t) for all n ≥ 1.
A slight variation of these polynomials, which arises frequently and will be useful
in what follows, are the polynomials pn(t) = Un(t/2), which satisfy the relations
p0(t) = 1, p1(t) = t, pn+1(t) = tpn(t)− pn−1(t) for all n ≥ 1. (3.11)
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The first few polynomials in these series for n ≥ 2 are
U2(t) = 4t
2 − 1 p2(t) = t2 − 1
U3(t) = 8t
3 − 4t p3(t) = t3 − 2t
U4(t) = 16t
4 − 12t2 + 1 p4(t) = t4 − 3t2 + 1
U5(t) = 32t
5 − 32t3 + 6t p5(t) = t5 − 4t3 + 3t
U6(t) = 64t
6 − 80t4 + 24t2 − 1 p6(t) = t6 − 5t4 + 6t2 − 1.
The Chebyshev polynomial Un(t) has simple roots given by cos
(
pir/(n+ 1)
)
where r = 1, . . . , n. Thus, the roots of pn(t) are 2 cos
(
pir/(n + 1)
)
for r =
1, . . . , n. This leads to the explicit expressions for the polynomials Un(t) given in
[Ri] (see also [D, Sec. 6.3]),
Un(t) =
bn/2c∑
r=0
(−1)r
(
n− r
r
)
(2t)n−2r = 2n
n∏
r=1
(
t− cos
(
pir
n+ 1
))
(3.12)
pn(t) =
bn/2c∑
r=0
(−1)r
(
n− r
r
)
tn−2r =
n∏
r=1
(
t− 2 cos
(
pir
n+ 1
))
. (3.13)
There are many identities relating the Chebyshev polynomials of the second
kind to those of the first kind. A particularly useful one for our purposes is
Un(t)−Un−2(t) = 2Tn(t). (3.14)
3.2 Cyclic groups
Assume for n ≥ 3 that
z =
(
ζ−1n 0
0 ζn
)
(3.15)
where ζn = e2pii/n, a primitive nth root of unity in C, and let Cn be the cyclic
subgroup of SU2 generated by z. The irreducible modules for Cn are all one-
dimensional and are given byC(`)n = Cv` for ` = 0, 1, . . . , n−1, where zv` = ζ`v`.
Thus, Λ(Cn) = {0, 1, . . . , n − 1}, and C(j)n ∼= C(`)n whenever j ≡ `modn.
The natural Cn-module V of 2 × 1 column vectors, which Cn acts on by matrix
multiplication, can be identified with the module C(−1)n ⊕C(1)n = C(n−1)n ⊕C(1)n .
As G is abelian, the conjugacy class representatives are simply all the elements zr,
r = 0, 1, . . . , n− 1, of G. The character value for zr on V is χV(zr) = ζ−rn + ζrn =
2 cos(2pir/n). Thus, (3.2) becomes in this case
m0(t) =
det
(
I− tA˚)
det (I− tA) =
det
(
I− tA˚)∏n−1
r=0
(
1− 2 cos (2pirn ) t) . (3.16)
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The matrix A˚ in this equation is the adjacency matrix of the finite Dynkin dia-
gram of type An−1 obtained from the Dynkin diagram Ân−1 in (1.3) by removing
the affine node. Thus, A˚ is the tridiagonal matrix,
A˚ =

0 1 0 · · · 0
1 0 1 . . . 0
...
. . . . . . . . . 0
0 . . . 1 0 1
0 0 . . . 1 0
 .
Let an−1(t) be the determinant det
(
I− tA˚) in the An−1-case, and set a0(t) =
1 = a1(t). It is easy to see using cofactor expansion on I − tA˚ that the following
recursion relation holds,
an+1(t) = an(t)− t2an−1(t) for n ≥ 1. (3.17)
An easy inductive argument using the recursion relation for the polynomials pn(t)
in (3.11) shows that
an(t) = t
npn(t
−1) for all n ≥ 0. (3.18)
Since the roots of pn(t) are 2 cos(pir/(n + 1)) for r = 1, . . . , n, (compare
(3.13)), we have
an(t) = t
npn(t
−1) = tn
n∏
r=1
(
t−1 − 2 cos
(
pir
n+ 1
))
=
n∏
r=1
(
1− 2 cos
(
pir
n+ 1
)
t
)
.
(3.19)
Then (3.13) implies that an(t) has the closed-form expression,
an(t) = t
npn(t
−1) = tn
bn/2c∑
r=0
(−1)r
(
n− r
r
)
(t−1)n−2r =
bn/2c∑
r=0
(−1)r
(
n− r
r
)
t2r.
(3.20)
(Compare the expressions in [D, Sec. 6.3].)
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The denominator in (3.16) is also related to Chebyshev polynomials, as cofac-
tor expansion on I− tA combined with (3.18) shows that
det (I− tA) = an−1(t)− 2t2an−2(t)− 2tn
= tn−1pn−1(t−1)− 2tnpn−2(t−1)− 2tn
= tn
(
t−1pn−1(t−1)− pn−2(t−1)
)− tnpn−2(t−1)− 2tn
= tn
(
pn(t
−1)− pn−2(t−1)− 2
)
.
(3.21)
Then (3.14) and (3.9) imply
Un(t)−Un−2(t) = 2Tn(t) = 2
bn/2c∑
r=0
(
n
2r
)
(t2 − 1)rtn−2r,
so that
det (I− tA) = tn (pn(t−1)− pn−2(t−1)− 2)
= 2tn
bn/2c∑
r=0
(
n
2r
)(
t−2
4
− 1
)r (
t−1
2
)n−2r
− 2tn
= 21−n
bn/2c∑
r=0
(
n
2r
)
(1− 4t2)r − 2tn.
(3.22)
We summarize what we have shown for the cyclic case in the next theorem.
Theorem 3.23. Assume G is the cyclic groupCn and let V = C2 = C
(−1)
n ⊕C(1)n .
Then the Poincare´ series m0(t) for the G-invariants T(V)G in T(V) =
⊕
k≥0 V
⊗k
is given by
m0(t) =
n−1∏
r=1
(
1− 2 cos(pirn )t
)
n−1∏
r=0
(
1− 2 cos(2pirn )t
) =
b(n−1)/2c∑
r=0
(−1)r
(
n− 1− r
r
)
t2r
21−n
bn/2c∑
r=0
(
n
2r
)
(1− 4t2)r − 2tn
. (3.24)
Remark 3.25. When G = Cn with n = 2(` + 1) and ` ≥ 1, the cosine ex-
pression for m0(t) in (3.24) gives the same result as Theorem 3.6. Indeed, n −
1 = 2` + 1, cos (pim/(`+ 1)) = cos (2pim/n), and the product of the factors
(1− 2 cos (pim (`+ 1)) t) asm ranges over the elements of Ξ̂ = {0, 1, 1, . . . , `,
`, ` + 1} is the same as the product of the terms (1− 2 cos (2pir/n) t) for r =
0, 1, . . . , n− 1, since cos (2pi(n− r)/n) = cos (2pir/n) for all r = 0, 1, . . . , `.
17
det(I− tA˚) det(I− tA) m
0(t) =
det
(
I− tA˚) /det (I− tA)
(C3, Â2) 1− t2 1− 3t2 − 2t3 1 + 2t2 + 2t3 + 6t4
+10t5 + 22t6 + · · ·
(C4, Â3) 1− 2t2 1− 4t2 1 + 2t2 + 8t4
32t6 + 128t7 + · · ·
(C5, Â4) 1− 3t2 + t4 1− 5t2 + 5t4 − 2t5 1 + 2t2 + 6t4 + 2t5
+20t6 + 14t7 + · · ·
(C6, Â5) 1− 4t2 + 3t4 1− 6t2 + 9t4 − 4t6 1 + 2t2 + 6t4
22t6 + 86t8 + · · ·
(C7, Â6) 1− 5t2 1− 7t2 + 14t4 1 + 2t2 + 6t4
+6t4 − t6 −7t6 − 2t7 +20t6 + 2t7 + 70t8 + · · ·
Table 3: Poincare´ series m0(t) for the cyclic groups Cn, 3 ≤ n ≤ 7
In Table 3, the numerator and denominator polynomials in (3.24) and the Poincare´
series m0(t) are displayed for Cn, n = 3, 4, 5, 6, 7.
The Bratteli diagram for Cn and V = C2 is Pascal’s triangle on a cylinder
of “diameter” n˜, where n˜ = n if n is odd and n˜ = 12n if n is even. Pictured in
Figure 3 is the Bratteli diagram for C5. The subscripts on the white (trivial) node
correspond to the Poincare´ series 1 + 2t2 + 6t4 + 2t5 + 20t6 + 14t7 + · · · in the
third line of Table 3.
Remark 3.26. It was shown in [BBH, Sec. 1.6] by using the basic construction of
Jones [J1] that for all finite subgroups G of SU2, the edges in BV(G) between level
k and level k + 1 that are NOT obtained from edges between level k − 1 and level
k by reflection over level k, exactly form the representation graph (affine Dynkin
diagram), except in the Cn case for n odd where it is the double of the Dynkin
diagram. This is indicated by the shaded edges in Figures 3, 4, 5, 6, and 7 below
and has important implications for the structure of the centralizer algebras Zk(G).
3.3 Binary dihedral groups
Assume for n ≥ 2, that
x =
(
ζ−12n 0
0 ζ2n
)
and y =
(
0 i
i 0
)
, (3.27)
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k = 0 0 1
k = 1 4 1 2
k = 2 3 0 2 6
k = 3 2 4 1 3 20
k = 4 1 3 0 2 4 70
k = 5 0 2 4 1 3 254
k = 6 1 3 0 2 4 948
1
1 1
1 2 1
1 3 3 1
1 4 6 4 1
2 5 10 10 5
7 15 20 15 7
Figure 3: Levels k = 0, 1, . . . , 6 of the Bratteli diagram BV(C5) for V = C2
where i =
√−1 and ζ2n = e2pii/2n = epii/n, a primitive 2nth root of unity. The el-
ements x and y generate a binary dihedral subgroupDn of order 4n in SU2. There
are four irreducibleDn-modules of dimension 1, and n− 1 irreducible modules of
dimension 2. The defining module V = C2 is irreducible as aDn-module.
We take as the conjugacy class representatives of Dn the elements in Γ =
{±I, xr, (r = 1, . . . , n− 1), y, yx} . Then computing their traces gives
det (I− tA) =
∏
g∈Γ
(1− χV(g)t) = (1− 2t)(1 + 2t)
n−1∏
r=1
(
1− 2 cos
(pir
n
)
t
)
= (1− 4t2)an−1(t) = (1− 4t2)
b(n−1)/2c∑
r=0
(−1)r
(
n− 1− r
r
)
t2r,
(3.28)
where the expression for an−1(t) follows from (3.20).
The matrix A˚ is the adjacency matrix of the finite Dynkin diagram of type Dn+2
obtained from the Dynkin diagram D̂n+2 in (1.3). Let dn(t) be the determinant
det
(
I− tA˚) in the Dn+2-case, and set d0(t) = 1, d1(t) = 1 − 2t2. It is easy
to see using cofactor expansion on the matrix I − tA˚ that the following recursion
relation holds,
dn+1(t) = dn(t)− t2dn−1(t) for n ≥ 1.
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The polynomials 2tn+1Tn+1(t−1/2), where Tn+1(t) is the Chebyshev poly-
nomial of the first kind, satisfy the same initial conditions; namely,
2tn+1Tn+1
(
t−1
2
)
=
{
1 for n = 0
1− 2t2 for n = 1,
and the same recursion relation as the polynomials dn(t). As a consequence, we
can conclude
dn(t) = 2t
n+1Tn+1
(
t−1
2
)
.
Combining that relation with the identities in (3.9) and (3.10) gives
dn(t) = 2t
n+1
(
t−1
2
)n+1 bn+1/2c∑
r=0
(
n+ 1
2r
)(
1−
(
t−1
2
)−2)r
= 2−n
b(n+1)/2c∑
r=0
(
n+ 1
2r
)
(1− 4t2)r (3.29)
=
n+1∏
r=1
(
1− 2 cos
(
(2r−1)pi
2(n+1)
)
t
)
. (3.30)
(Compare with [D, Sec. 6.5], which computes the characteristic polynomial of A˚
for the D-case.) The expressions in (3.29) and (3.30) together with (3.28) imply
the next result.
Theorem 3.31. Assume G is the binary dihedral groupDn, and let V = C2. Then
the Poincare´ series m0(t) for the G-invariants in T(V) =
⊕
k≥0 V
⊗k is given by
m0(t) =
2tn+1Tn+1
(
t−1
2
)
(1− 4t2)
n−1∏
r=1
(
1− 2 cos(pirn )t
) =
n+1∏
r=1
(
1− 2 cos
(
(2r−1)pi
2(n+1)
)
t
)
(1− 4t2)
n−1∏
r=1
(
1− 2 cos(pirn )t
)
(3.32)
=
2−n
b(n+1)/2c∑
r=0
(
n+ 1
2r
)
(1− 4t2)r
(1− 4t2)
b(n−1)/2c∑
r=0
(−1)r
(
n− 1− r
r
)
t2r
.
20
Table 4 below displays the polynomials det(I − tA˚) and det(I − tA) and
Poincare´ series m0(t) = det
(
I− tA˚) /det (I− tA) for Dn, n = 2, 3, 4, 5, 6. The
Bratteli diagram for the binary dihedral group D6 and V = C2 is pictured in Fig-
ure 4. The shaded edges give the representation graph (affine Dynkin diagram D̂8).
The subscripts on the white node, which corresponds to the trivialD6-module, are
the coefficients of the Poincare´ series m0(t) in the last line of Table 4.
det(I− tA˚) det(I− tA) m0(t)
(D2, D̂4) 1− 3t2 1− 4t2 1 + t2 + 4t4 + 16t6
+64t8 + 256t10 + · · ·
(D3, D̂5) 1− 4t2 + 2t4 1− 5t2 + 4t4 1 + t2 + 3t4 + 11t6
43t8 + 171t10 + · · ·
(D4, D̂6) 1− 5t2 + 5t4 1− 6t2 + 8t4 1 + t2 + 3t4 + 10t6
+36t8 + 136t10 + · · ·
(D5, D̂7) 1− 6t2 1− 7t2 1 + t2 + 3t4 + 10t6
+9t4 − 2t6 +13t4 − 4t6 35t8 + 118t10 + · · ·
(D6, D̂8) 1− 7t2 1− 8t2 1 + t2 + 3t4 + 10t6
+14t4 − 7t6 +19t4 − 12t6 +35t8 + 126t10 + · · ·
Table 4: Poincare´ series m0(t) for the binary dihedral groupsDn, 2 ≤ n ≤ 6
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k = 0 0 1
k = 1 1 1
k = 2 0 0′ 2 3
k = 3 1 3 10
k = 4 0 0′ 2 4 35
k = 5 1 3 5 126
k = 6 0 0′ 2 4 6′ 6 463
k = 7 1 3 5 1730
k = 8 0 0′ 2 4 6′ 6 6555
1
1
1 1 1
3 1
3 3 4 1
10 5 1
10 10 15 6 1 1
35 21 8
35 35 56 29 8 8
Figure 4: Levels k = 0, 1, . . . , 8 of the Bratteli diagram BV(D6) for V = C2
3.4 Exceptional binary polyhedral groups
In this final section, we present analogous results for the subgroups T,O, and
I of SU2. The denominator det(I− tA) in the Poincare´ series can be computed by
applying Theorem 3.6 with the exponents in Table 2. Alternatively, one can use the
fact that det(I − tA) = ∏g∈Γ(1 − χV(g)t) and read off the character values, for
example, from [Stk, Tables A.9, A.12, and A.19]. The determinants det(I − tA)
and det(I − tA˚) also can be computed by hand or by using a convenient software
package. In applying Theorem 3.6 to evaluate det(I − tA˚), it is helpful to use the
fact that the exponents of the finite Dynkin diagram occur in pairs m,m′ such that
m + m′ = h and cos (pim/h) = − cos (pim′/h) to get the results below. In Table
5, φ = 12(1 +
√
5) (the golden ratio), and φ∗ = 12(1 −
√
5). The subscripts on
the white (trivial) nodes in the Bratteli diagrams BV(G) below for G = T,O, I
correspond to the coefficients of Poincare´ series m0(t) in Table 5.
22
(T, Ê6)
det(I− tA˚) ∏m=1,4,5 (1− 4 cos2 (mpi12 ) t2) = 1− 5t2 + 5t4 − t6
det(I− tA) (1− 2t)(1 + 2t)(1− t)2(1 + t)2 = 1− 6t2 + 9t4 − 4t6
m0(t) 1 + t2 + 2t4 + 6t6 + 22t8 + 86t10 + · · ·
(O, Ê7)
det(I− tA˚) ∏m=1,5,7 (1− 4 cos2 (mpi18 ) t2) = 1− 6t2 + 9t4 − 3t6
det(I− tA) (1− 2t)(1 + 2t)(1− t)(1 + t)(1 +√2t)(1−√2t)
= 1− 7t2 + 14t4 − 8t6
m0(t) 1 + t2 + 2t4 + 5t6 + 15t8 + 51t10 + · · ·
(I, Ê8)
det(I− tA˚) ∏m=1,7,11,13 (1− 4 cos2 (mpi30 ) t2) = 1− 7t2 + 14t4 − 8t6 + t8
det(I− tA) (1− 2t)(1 + 2t)(1− t)(1 + t)
×(1− φt)(1− φ∗t)(1 + φt)(1 + φ∗t)
= (1− 4t2)(1− t2)(1− t− t2)(1 + t− t2)
= 1− 8t2 + 20t4 − 17t6 + 4t8
m0(t) 1 + t2 + 2t4 + 5t6 + 14t8 + 42t10 + 133t12 + · · ·
Table 5: Poincare´ series m0(t) = det(I − tA˚)/det(I − tA) for the exceptional
polyhedral groups
k = 0 0 1
k = 1 1 1
k = 2 0 2 2
k = 3 1 3′ 3 6
k = 4 0 2 4′ 4 22
k = 5 1 3′ 3 86
k = 6 0 2 4′ 4 342
k = 7 1 3′ 3 1366
k = 8 0 2 4′ 4 5462
1
1
1 1
2 11
2 4 11
6 55
6 16 55
22 2121
22 64 2121
Figure 5: Levels k = 0, 1, . . . , 8 of the Bratteli diagram BV(T) for V = C2
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k = 0 0 1
k = 1 1 1
k = 2 0 2 2
k = 3 1 3 5
k = 4 0 2 4′ 4 15
k = 5 1 3 5 51
k = 6 0 2 4′ 4 6 187
k = 7 1 3 5 715
k = 8 0 2 4′ 4 6 2795
1
1
1 1
2 1
2 3 11
5 5 1
5 10 65 1
15 21 7
15 36 2821 7
Figure 6: Levels k = 0, 1, . . . , 8 of the Bratteli diagram BV(O) for V = C2
k = 0 0 1
k = 1 1 1
k = 2 0 2 2
k = 3 1 3 5
k = 4 0 2 4 14
k = 5 1 3 5 42
k = 6 0 2 4 6′ 6 133
k = 7 1 3 5 7 442
k = 8 0 2 4 6′ 6 1534
1
1
1 1
2 1
2 3 1
5 4 1
5 9 5 11
14 14 7 1
14 28 21 7 8
Figure 7: Levels k = 0, 1, . . . , 8 of the Bratteli diagram BV(I) for V = C2
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Recall from (2.2) that the Poincare´ series mµ(t) for the multiplicity of the irre-
ducible G-module Gµ in the tensor algebra T(V) is given by mµ(t) =
det(Mµ)/det(I − tA) = det(Mµ)/∏g∈Γ (1− χV(g)t), where Mµ is the ma-
trix obtained from I − tA by replacing the column indexed by µ by the column
δ =
 10...
0
 in Theorem 2.1. The series mµ(t) can also be computed using Remark
2.4 since m0(t) is known from Table 5. In the diagrams below, we attach to each
node µ of the affine Dynkin diagrams Ê6, Ê7, Ê8, the polynomial det(Mµ). The
polynomial for µ = 0 is the same as det(I− tA˚) in the previous table.
4
3
2 3′ 4′
1
01− 5t2 + 5t4 − t6
t − 4t3 + 3t5
t2 − 2t4 + t6
t3 − t5
t3 − t5
t4 − t6
t4 − t6
6
5
4
3 4′
2
1
01− 6t2 + 9t4 − 3t6
t − 5t3 + 5t5
t2 − 4t4 + 3t6
t3 − 2t5
t4 − t6
t4 − 2t6
t5
t6
Figure 8: det(Mµ) for the binary tetrahedral and octahedral groups T andO
25
76
5 6′
4
3
2
1
01− 7t2 + 14t4 − 8t6 + t8
t − 6t3 + 9t5 − 3t7
t2 − 5t4 + 5t6 − t8
t3 − 4t5 + 2t7
t4 − 3t6 + t8
t5 − t7
t6 − t8
t6
t7
Figure 9: det(Mµ) for the binary icosahedral group I
Remark 3.33. An inductive argument on the edge connections in the Bratteli di-
agram can be used to determine formulas for the irreducible Zk(G)-modules (i.e.
for the multiplicities mλk) for the exceptional polyhedral groups. The results of ap-
plying this method were given in [BBH]. For example, when λ = 0, then m0k = 0
unless k is even, and for k = 2n ≥ 2, we have from [BBH, Sec. 4.3] that
m0k =

1
12(4
n + 8) if G = T,
1
24(4
n + 6 · 2n + 8) if G = O,
1
60(4
n + 12L2n + 20) if G = I,
where L2n is the (2n)th Lucas number. The Lucas numbers Lr, r ≥ 0, satisfy
the Fibonacci recursion Lr+1 = Lr + Lr−1 but start from the initial conditions
L0 = 2, L1 = 1. Similar expressions for mλk for all λ ∈ Λ(I) also involve
Lucas numbers. The expressions for mλk in [BBH, Sec. 4.3] can be put into a
generating series, which can also be used to determine the Poincare´ series mλk(t)
for the exceptional groups.
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