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INTRODUCTION
Let S be the symmetric group on n letters, and let D be an irreduciblen
representation of S over a ground field F of characteristic p ) 0. Then
main results of this paper are:
 .  .1 we describe the algebra End Dx ;S Sny 1 ny1
 .2 we obtain a criterion for the semisimplicity of the induced
module D­S nq 1 , and in the case of semisimplicity describe its composition
factors.
We note that for characteristic p s 2 the criterion for the semisimplicity
w xwe get was conjectured by Benson 1, Conjecture 5 . Thus we generalize to
an arbitrary p and we prove the last unproved conjecture made by Benson
 .  .at the Arcata Conference. Actually 2 easily follows from 1 using a
S nq 1 w xMackey type theorem together with our previous results on D­ 15 .
We recall the necessary definitions and we give the exact formulations
w xof the main results. The list of the notions defined in 15 and used here is
as follows.
 .  .l s l G l G ??? is a fixed p-regular partition of n;1 2
 . < 4 l s i, j g N = N j F l is its Young diagram we do not distin-i
.guish between partitions and their Young diagrams ;
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l w xD is the irreducible F S -module corresponding to l 9 ;n
 .i, j g N = N is called a node;
 .  .i, l g l is called a remo¨able node of l if l ) l ;i i iq1
 .  .i, l q 1 is called an addable node for l if i s 1 or i ) 1 andi
l - l ;i iy1
 4  .l s l R A s l , . . . , l , l y 1, l , . . . is a partition of n y 1A 1 iy1 i iq1
 .obtained by removing a removable node A s i, l from l;i
B  4  .l s l j B s l , . . . , l , l q 1, l , . . . is a partition of n q 11 iy1 i iq1
 .obtained by adding an addable node B s i, l q 1 to l;i
 .  .  .res A s j y i mod p is the p -residue of a node A s i, j .
A removable node A of l is called normal if for every addable node B
 .above A with res B s res A there exists a removable node C B strictly
 . X  .between A and B with res C B s res A, and B / B implies C B /
 X.C B . A removable node is called good if it is the lowest among the
normal nodes of a fixed residue. An addable node B is called good if it is
good as a removable node of lB.
The first main result of this paper is
 .  l .THEOREM A. i The dimension of End D x is equal to theS Sny 1 ny1
number of normal nodes;
 .  l S nq 1 .ii the dimension of End D ­ is one more than the numberS nq 1
of normal nodes.
 l .Actually we can describe the algebra End D x explicitly. As-S Sny 1 ny1
sume that the normal nodes of l have residues a , a , . . . , a g ZrpZ1 2 s
 .there may be several or no normal nodes of a fixed residue , and let
A , A , . . . , A be the good nodes with the corresponding residues. It is1 2 s
w xproved in 15 that
Dlx ( I [ I [ ??? [ I ,S 1 2 sny 1
where I , I , . . . , I are indecomposable, belong to distinct blocks, and the1 2 s
socle of I is DlA l, l s 1, 2, . . . , s. Hence,l
End Dlx ( End I [ End I [ ??? [ End I . .  .  . .S S S 1 S 2 S sny 1 ny1 ny1 ny1 ny1
 .Now the algebras End I , l s 1, 2, . . . , s, are described in the follow-S lny 1
ing
 .THEOREM B. Let 1 F l F s. Suppose there are m l normal nodes of
 . m l .residue a . There exists an endomorphism w g End I such that w sl l S l lny 1
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0 and
id , w , w 2 , . . . , w m l .y1 4I l l lt
 .  .is a linear basis of End I . In particular, End I is isomorphic to theS l S lny 1 ny1w x  m l ..algebra of truncated polynomials F x r x .
Now we turn to the criterion for Dl­S nq 1 to be semisimple.
THEOREM C. Let l ha¨e r good addable nodes and s normal remo¨able
nodes. Then Dl­S nq 1 is semisimple if and only if r s s q 1, in which case,
Dl­S nq 1 ( [DlB ,
the sum being taken o¨er all good addable nodes B.
If p s 2, the condition in Theorem C is equivalent to the one conjec-
w xtured by Benson 1, Conjecture 5 :
 .COROLLARY D. Let p s 2 and l s l ) l ) ??? ) l ) 0 be a1 2 t
2-regular partition. Then Dl­S nq 1 is semisimple if and only if all l are e¨en.i
In this case,
Dl­S nq 1 ( Dl1 , . . . , l ty 1 , l tq1 . [ Dl1 , . . . , l t , 1. .
 . As a by-product of our calculation with GL n in Section 2 of this
. lpaper , we get a curious filtration of the indecomposables I . Let S be al
 w x. lSpecht module see 9 . A quotient module T of S is called a small
quotient of Sl if the following two conditions hold:
 . m1 T has no composition factors D with m obtained from l by
moving one box up;
 .2 if l is p-regular then T / 0.
As before Theorem B, we fix a residue a , and we letl
 .  .   ..C 1 , C 2 , . . . , C m l be all the normal nodes of residue a listed froml
 .bottom to top 1 F l F s . Consider the set of pairs,
<j, k 1 F j F k F m l , 4 .  .
totally ordered as follows,
j, k $ t , u m 2k y j - 2u y t or .  .
2k y j s 2u y t and j - t .
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 .X  .We denote by j, k the pair immediately preceding j, k in this total
  .Xorder. Of course 1, 1 is not defined}in the following text we interpret
.XC as 0.1, 1.
 <THEOREM E. Let 1 F l F s. There exists a filtration C 1 F j F k F j, k .
 .4  .  .m l of I with C : C if and only if j, k $ t, u such thatl  j, k .  t, u.
 .1 C s I ;1, m l .. l
 . X2 e¨ery consecuti¨ e quotient F s C rC is a small quotient j, k .  j, k .  j, k .
of SlC  j.;
 .3 Let k ) k G j. Then F is a quotient of F . Moreo¨er,2 1  j, k .  j, k .1 2
w k 2yk 1 C : C , w k 2yk 1 C X : C X , .  .l  j , k .  j , k . l  j , k .  j , k .2 1 2 1
and in this way w k 2yk 1 induces a surjecti¨ e homomorphism from F tol  j, k .2
F . j, k .1
 .EXAMPLE. Let m l s 3. Then we have a filtration,
0 : C : C : C : C : C : C s I , . 1, 1. 2 , 2. 1 , 2. 3 , 3. 2 , 3. 1 , 3. l
and C , C rC , C rC , C rC , C rC , C rC1, 1. 2, 2. 1, 1. 1, 2. 2, 2. 3, 3. 1, 2. 2, 3. 3, 3. 1, 3. 2, 3.
are small quotients of SlC 1., SlC 2., SlC 1., SlC 3., SlC 2., SlC 1., respectively.
Moreover, C is a quotient of C rC , which in turn is a quotient of1, 1. 1, 2. 2, 2.
C rC , and C rC is a quotient of C rC . Actually, it is1, 3. 2, 3. 2, 2. 1, 1. 2, 3. 3, 3.
lC 1..known that C is always equal to D .1, 1.
 . <Remark. In general, $ is not the only total order on j, k 1 F j F k
 .4F m l for which Theorem E holds.
w xThe following result, first proved in 16 , is a special case of Theorem E
 .but it was used in the proof of this theorem .
w xCOROLLARY F 16, 1.4 . Let A be a remo¨able node of l, and let l beA
w l lA xp-regular. Then the multiplicity D x : D is nonzero if and only if A isS ny 1
normal. Moreo¨er, for A normal we ha¨e
l lA  4D x : D s 1 q a normal B above A with res B s res A .S ny 1
Using the now standard technique, we translate our problems from Sn
 .  . to GL n s GL F we assume F to be algebraically closed and wen
assume all modules to be rational when we work with the algebraic group
 .. w xGL n . Then we apply the lowering operators introduced in 14 to do
 .with the arising problems for GL n . We use various properties of these
w x w xoperators proved in 14 and 2 . These properties are gathered in Section
1. In the same section we also deal with Murphy operators introduced in
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w x2 . They are closely related with a ``Casmir operator'' which ultimately
provides us with the endomorphisms we are looking for. The main results
 .about GL n are proved in Section 2. They are translated into ``S -lan-n
guage'' in Section 3. The Benson's conjecture is proved in Section 4.
We complete this introduction with the following conjecture generaliz-
ing one of the main results of the paper.
 .   ..  .Conjecture. Denote by L l resp., D l the irreducible resp., Weyln n
w x  .module with high weight l. Following 2 , define a dominant GL n y 1 -
weight m to be l-normal if
Hom D m , L l x / 0. .  . .G Lny1. ny1 n G Lny1.
  . .We conjecture that dim End L l x is equal to the num-G Lny1. n G Lny1.
ber of l-normal weights.
 .1. PRELIMINARIES ON GL n
 .The category of finite dimensional rational FGL n -modules is equiva-
lent to the category of finite dimensional modules over the hyperalgebra
 .  .U n of GL n . We are going to work in the latter one. The main
w xreference here is 17 .
 .  .To define U n we first consider the Lie algebra gl C with the basisn
 < 4consisting of the matrix units e 1 F i, j F n . The elements,i j
ke ei j i i, 1 F i / j F n , k G 0 5 /k! k
 .   ..generate a Z-subalgebra U n, Z in the universal enveloping U gl C .n
 .  .Now U n is U n, Z m F. We use special names for certain elements ofZ
 .U n ,
ek eki j jik . k .E s m 1, F s m 1, 1 F i - j F n;i j i jk! k!
H ei iis m 1, 1 F i F n. /  /k k
1. H 1.i .We also write E for E , H for , F for F . The subalgebras ofi j i j i i j i j1
 .U n generated by
k . <E 1 F i - j F n , k G 0 , 4i j
Hi 1 F i F n , k G 0 , 5 /k
k . <F 1 F i - j F n , k G 0 4i j
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 .q  .0  .yare denoted by U n , U n , U n , respectively. By a version of PBW-
w xtheorem, proved in 17, Theorem 2 ,
N1 , 2 . N1 , 3. N2 , 3. N1 , n. N2 , n. Nny 1 , n. <F F F ??? F F ??? F N G 0 41, 2 1, 3 2, 3 1, n 2, n i jny1, n
y
is a basis of U n . 1 .  .
 .  .y  .There are natural embeddings of U n y 1 , U n y 1 , etc., into U n
 .corresponding to the embedding of GL n y 1 into the top left-hand
 .corner of GL n .
 .If l s l , . . . , l is a n-tuple of integers, we can identify it with the1 n
weight,
H l0 i il: U n ª F , ¬ . .  /  /k k
 .A weight l s l , . . . , l is called dominant if l G l G ??? G l . The1 n 1 2 n
 .set of all weights is denoted by X n and the set of all dominant weights is
 .denoted by X n .q
 . j jIf l, m g X n we say l dominates m, written l G m, if  l G  mis1 i is1 i
for all j s 1, 2, . . . , n.
It is convenient to use the weights,
« s 0, . . . , 0, 1, 0, . . . , 0 , .i
with 1 on the ith position, i s 1, 2, . . . , n. Then
a i , j [ « y « , 1 F i - j F n , . i j
are the positi¨ e roots, and
a i , i q 1 , i s 1, 2, . . . , n y 1, .
are the simple roots.
 .y  .yIf m is a weight we denote by U n the vector subspace of U nym
 .spanned by all monomials of the basis in 1 such that
N a 1, 2 q N a 1, 3 q ??? qN a n y 1, n s m. .  .  .1, 2 1, 3 ny1, n
 .qU n is defined similarly.m
 .  .Finally, for l s l , . . . , l g X n we denote by lx the weight1 n
 .  .l , . . . , l g X n y 1 .1 ny1
w x  xWe set i, j , i, j , etc., to denote the intervals of integers, for example
w .  < 4i, j s k g Z i F k - j .
 .We write a ' b for a ' b mod p .
BRANCHING RULES OF SYMMETRIC GROUPS, IV 553
 .From now on we fix a dominant weight l g X n . For 1 F i F j - nq
we define
B i , j s l y l q j y i , . i jq1
C i , j s l y l q j y i . . i j
For 1 F i F j F n put
. <4i , j s k g i , j B i , k ' 0, .  .
<C i , j s k g i , j C i , k ' 0 4 .  .  .
 .For two sets C and B of integers, a weakly decreasing resp., increasing
 .injection from B to C is an injective map w : B ª C such that w b F b
  . .resp., w b G b for any b g B. We say C compensates B if there exists a
weakly decreasing injection from B to C.
w .  .Let 1 F i - j F n. We say i is normal in i, j if C i, j compensates
 . w .B i, j . We say i is normal if it is normal in i, n . It follows from the
definitions that
if i is normal then l y l k 0. 2 .i iq1
w xThe following combinatorial lemma was proved in 16, 3.4 .
w . <  . < <  . <LEMMA 1.1. Let i be normal in i, j , and B i, j - C i, j . Then there
 . w .exists c g C i, j which is normal in c, j .
 .  .We denote by L l and D l the irreducible and the Weyl module,n n
 .respectively, over U n with high weight l. Let ¨ be a high weight ¨ectorq
 .of L l .n
 .Let w be a weight vector of a U n -module V. Then the vector w is
  . . k .called U n - primiti¨ e if E w s 0 for all 1 F i - j F n, k ) 0. It isi j
 . k .called U n y 1 -primiti¨ e if E w s 0 for all 1 F i - j F n y 1, k ) 0.i j
 .Thus, a weight vector is U n y 1 -primitive if it is a ``high weight vector''
 .for U n y 1 as embedded earlier.
 .If V is a U n -module and m is a weight we denote by V them
corresponding weight space of V.
w xWe now recall some properties of lowering operators proved in 14 . We
w xnote that Brundan 3, 4 found easier proofs of these properties. Observe
 .  . w xthat our T M corresponds to T M from 14 and corresponds toi j i, jy1
 . . w x   .S i, j R M from 3, 4, 2 . Actually our T M is obtained by evaluat-i j i j
 . . .ing Brundan's S i, j R M at weight l.i j
 4  .Let 1 F i - j F n. For U s u - u - ??? - u : i, j we set1 2 a
y
F U s F F ??? F g U n F B s F . .  .  . .i j i , u u , u u , j i j i j1 1 2 a
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 .   . <  .4  .y w xBy 1 , F U U : i, j is a basis of U n . It is shown in 14 thati j ya  i, j.
there exists another basis;
<T M M : i , j , .  . 4i j
 .yof U n with certain remarkable properties. Some of these propertiesya  i, j.
are listed below for future reference.
w xLEMMA 1.2 14, 2.17 .
T M s C i , k F .  .i j i j /
 .kg i , j RM
q a linear combination of F U with U / B . .i j
w x  .  .LEMMA 1.3 14, 2.14 . Let 1 F i - k - j F n, M : i, k , N : k, j ,
m s max M interpreted as i if M s B. Then
 4  4T M T N s T M j N y T M R m j k j N .  .  .  .i k k j i j i j
 4y C m , k T M l k j N , .  .i j
with the second term omitted if M s B.
The following result tells how the Es corresponding to all but one
simple roots act on the lowering operators.
w x w .  4LEMMA 1.4 14, 2.13 . Let k g 1, n R j y 1 . Then
E T M ¨ .k , kq1 i j q
¡yT M l i , k T M l k q 1, j ¨ .  . .  .i k kq1, j q~s if k f M but k q 1 g M ;¢
0 otherwise.
 .The next lemma provides a criterion for T M ¨ to be zero.i j q
w x  .  xLEMMA 1.5 14, 3.2 . T M ¨ s 0 if and only if there exists k g i, j Ri j q
 4   .. w .M and a weakly increasing injection w : i j M l i, k ª i, k such that
  ..  4   ..B m, w m ' 0 for any m g i j M l i, k .
DEFINITION 1.6. Let 1 F i - j F n. We say that F ¨ can be expressedi j q
 .through nontri¨ ial subdi¨ isions, if F ¨ is a linear combination of F U ¨i j q i j q
 .with U / B in particular, if F ¨ s 0 .i j q
The following result tell us exactly when F ¨ can be expressed throughi j q
 w x w x.nontrivial subdivisions for a generalization see 2, 5.2 ; 5, 3.3 .
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w xLEMMA 1.7 14, 4.6, 4.2 . F ¨ can be expressed through nontri¨ iali j q
w .subdi¨ isions if and only if i is not normal in i, j .
We recall the definition and some properties of the Murphy operators
w xintroduced in 2 . Set
jy1
L s F E , j s 2, 3, . . . , n. 3 .j i j i j
is1
These are Murphy operators. It is easy to check that they commute. A
remarkable fact first observed by Brundan is that Murphy operators can be
 .used to define lowering operators T M :i j
w xLEMMA 1.8 2, Section 3.3 .
T M ¨ s C i , k y L y L y ??? yL F ¨ , .  . .i j q iq1 iq2 k i j q
 .kg i , j RM
one does not need to specify the order in the product because the factors
.commute .
w xAnother result proved in 2 is useful in calculations:
w  .xLEMMA 1.9 2, 3.2 ii . Let i - k - j. Then
C i , k y L y L y ??? yL L F ¨ s 0. . .iq1 iq2 k k i j q
We prove a couple of further results concerning the L .k
LEMMA 1.10. Assume 1 F i - j - k F n. Then L F s F L .k i j i j k
Proof. We have
ky1 ky1
L F s F E F s F F E q F E , F k i j lk lk i j lk i j lk ik ik i j
ls1 ls1
ky1
s F F E q F , F E q F E , F . i j lk lk jk i j jk ik ik i j
ls1
w x w xIt remains to use F , F s F , E , F s yE .jk i j i k ik i j jk
 x  4LEMMA 1.11. Let k g 1, n R j . Then
yT M l i , k T M l k , j ¨ if k g M ; .  . .  .i k k j qL T M ¨ s .k i j q  0 otherwise.
 .Proof. If k F i or k ) j then any E annihilates T M ¨ because thelk i j q
 .  .  .weight of E T M ¨ is l y a i, j q a l, k which is not dominated bylk i j q
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 .  .l in this case. So we may assume that k g i, j . If k g i, j R M then
 .L T M ¨ s 0 by Lemmas 1.8 and 1.9.k i j q
  ..Finally, assume k g M. Let m s max M l i, k interpreted as i if
 .M l i, k s B. Then, again using Lemmas 1.8 and 1.9 and what was
already proved, we get
L T M ¨ .k i j q
s y C i , k y L y ??? yL T M ¨ .  . .iq1 k i j q
q C i , k y L y ??? yL T M ¨ .  . .iq1 ky1 i j q
 4s yT M R k ¨ .i j q
q C i , m y L y ??? yL . iq1 m
qC m , k y L y ??? yL T M ¨ .  ..mq 1 ky1 i j q
 4  4s yT M R k ¨ q T M R m ¨ q C m , k T M ¨ , .  . .  .i j q i j q i j q
 .with the second term omitted if M l i, k s B. But the last expression
equals
yT M l i , k T M l k , j ¨ , .  . .  .i k k j q
by virtue of Lemma 1.3.
 .We now need a ``Casimir element'' z g U n y 1 which is theny1
w xCater]Lusztig's central element C , see 6, 2.2 . Set2
z [ H y i H y j y F E .  . .nq1 i j i j i j
1Fi-jFny1
s u y L y L y ??? yL , 4 .ny1 2 3 ny1
where,
0 0
u s H y i H y j g U n y 1 ; U n . .  .  . .ny1 i j
1Fi-jFny1
w xIt follows from 6, Corollary 2.2 that
z is central in U n y 1 . 5 .  .ny1
LEMMA 1.12. Assume 1 F i - i - n. Then1 2
l y a i , n u y l y a i , n u s C i , i . 6 .  .  .  .  .  . .  .1 ny1 2 ny1 1 2
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Proof. We have for l s 1, 2,
l y a i , n s l , . . . , l , l y 1, l , . . . , l , l q 1 . .  .l 1 i y1 i i q1 ny1 nl l l
So
l y a i , n u s l y j l y k .  .  . .  .l ny1 j k
1Fj-kFny1
j , k/i l
i y1l
q l y j l y 1 y i .  . j i ll
js1
ny1
q l y 1 y i l y k . . . i l kl
ksi q1l
 .Now a simple calculation proves 6 .
2. A FILTRATION OF THE FIRST LEVEL
The representation,
ccdet : GL n ª GL 1 , g ¬ det g .  .  .
 .has high weight c, c, . . . , c , c g Z. It follows that
L l , l , . . . , l m det c ( L l q c, l q c, . . . , l q c . .  .n 1 2 n n 1 2 n
 .Because all interesting properties of L l are invariant with respect ton
such an operation we may assume that l s 0. Thus, from now on,n
l is an arbitrary dominant weight of the form
l s l G l G ??? G l , with l s 0. .1 2 n n
This is convenient because now we can consider the Young diagram of l.
 .  .  .If i, j is a node of l we define its p-residue to be i y j mod p .
Observe that when we work with the symmetric group the residue is
 .  .defined to be j y i mod p . The reason for the difference comes from
.  .the fact that Schur functors transpose diagrams . A node i, l is calledi
 .normal if and only if i is normal as defined in Section 1. It follows from 2
that normal nodes are removable. Note again that the normality just
defined is equivalent to the normality in the introduction but up to
.transposing Young diagrams.
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Fix a residue a g ZrpZ. Let
a . a . a . <G s i - i - ??? - i s i i is normal and res i , l s a . 7 4 .  . 4a 1 2 m ia
Because a is fixed we often omit a everywhere and write G s i - i -1 2
4??? - i . Of course G might be empty, which will turn out to be an easym
 .case. So we now concentrate on the case where G / B. Note that C i, j
 .s l y l q j y i is just the different between the residues of j, l andi j j
 .i, l soi
C i , i ' 0 for all 1 F j F k F m , .j k
and
C min i , l , max i , l k 0, .  . .j j
 4  4for any normal l f i , i , . . . , i and any j g 1, 2, . . . , m . Set1 2 m
B s B i , i , C s C i , i , .  .j j jq1 j j jq1
C s i " C , j s 1, 2, . . . , m , 4j j j
 .we always interpret i as n . Also putmq 1
B s D B , C s D C ,jk jF lF k l jk jF l F k l
C s D C , 1 F j, k F m.jk jF l F k l
Note that
B i , i y 1 s C i , i y 1 ' y1 k 0, j s 1, 2, . . . , m y 1. .  .j jq1 j jq1
This together with
B i , i s l y l k 0, .j j i i q1j j
  ..see 2 implies
B : i , i y 2 , j s 1, 2, . . . , m y 1. 8 .j j jq1
LEMMA 2.1. Let 1 F j F m. Then
 . < < < <i C s B ;j j
 .ii C compensates B ;j j
 .  .iii C i , n s C " C " ??? " C ;j j jq1 m
 .  .iv B i , n s B " B " ??? " B .j j jq1 m
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 .  .  .Proof. By definition, the unions iii and iv are disjoint. To prove iv ,
note that
B i , i s C i , i q l y l ' l y l k 0, .  .  .  .j k j k i i q1 i i q1k k k k
 .  .  . because i is normal, see 2 . So i f B i , n . If l g i , n R i ,k k j j jq1
4  .i , . . . , i , we have l g i , i for some k G j. Thenjq2 m k kq1
B i , l s C i , i q B i , l ' B i , l , .  . .  .j j k k k
 .  .which implies iv . The proof of iii is similar.
Recall that i is normal by definition. This implies that i is normal inj j
w .  . < <i , i , i.e., C compensates B , which proves ii . In particular, C Gj jq1 j j j
< < < < < <B . If C ) B , then, by Lemma 1.1, there exists c g C , normal inj j j j
w .c, i . Observe thatjq1
<l i F l - n , B c, l ' 0 s B " ??? " B , . 4jq1 jq1 m
which is compensated by C " ??? " C . This, together with the fact thatjq1 m
w . w .  .c is normal in c, i , implies that c is normal in c, n . But C i , c ' 0jq1 j
and i - c - i , which contradicts the choice of i , i , . . . , i .j jq1 1 2 m
 .Now we define a direct summand of L l x , called the first level,n Uny1.
which is of crucial importance for the symmetric groups. Informally, the
first level consists of the weight spaces corresponding to the weights
 .obtained from l by subtracting the last simple root a n y 1, n and then
by subtracting an arbitrary linear combination of the other simple roots.
DEFINITION 2.2. The first le¨el L1. is
L1. s [L l , . mn
where the sum is over all weights m such that
ny2
l y m s k a j, j q 1 q a n y 1, n , .  . j
js1
for some k , . . . , k g Z .1 ny2 G 0
 . 1.Since U n y 1 is embedded ``by the first n y 2 simple roots,'' L is
 .invariant with respect to U n y 1 , so it is a submodule, actually a direct
 . w xsummand, of L l x , see 13 for more details. We always considern Uny1.
1.  .L as a U n y 1 -module.
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To describe a filtration of L1. we define
¨ j, k s T C j C j C ¨ .  /i , n j jq1, k kq1, m qj
s T C j i , . . . , i ¨ g L1. , 1 F j F k F m , 4 .i , n jm jq1 k qj
and
<V s ¨ j, k 1 F j F k F m . 4 .
w x  .Remark. It was proved in 14, Theorems 4.2, 4.11 that ¨ j, j , j s
 .  .  .1, 2, . . . , m, are U n y 1 -primitive vectors, and the module U n y 1 ¨ j, j
is irreducible if and only if j s 1.
Set
 :Q s Q s Q s U n y 1 V , 9 .  .a G Ga
 . 1.the U n y 1 -submodule of L generated by V. Later we shall prove that
L1. s [ Q ,aa g Z r pZ
and we shall prove that the nonzero Q are indecomposable by definition,a
.Q s 0 if and only if there are no normal nodes of residue a . Fora
r s 1, 2, . . . , 2m y 1 we define sets V as follows:r
<V s ¨ j, k 1 F j F k F m , 2k y j s r . 4 .r
Then
V s V " V " ??? " V .1 2 2 my1
EXAMPLE. Let m s 5. Then
V s ¨ 1, 5 , V s ¨ 2, 5 , V s ¨ 1, 4 , ¨ 3, 5 , 4  4  4 .  .  .  .9 8 7
V s ¨ 2, 4 , ¨ 4, 5 , V s ¨ 1, 3 , ¨ 3, 4 , ¨ 5, 5 , 4  4 .  .  .  .  .6 5
V s ¨ 2, 3 , ¨ 4, 4 , V s ¨ 1, 2 , ¨ 3, 3 , 4  4 .  .  .  .4 3
V s ¨ 2, 2 , V s ¨ 1, 1 , 4  4 .  .2 1
and
¨ 1, 5 s T C j C j C j C j C ¨ , .  /i , n 1 2 3 4 5 q1
¨ 2, 5 s T C j C j C j C ¨ , .  /i , n 2 3 4 5 q2
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¨ 1, 4 s T C j C j C j C j C ¨ , .  /i , n 1 2 3 4 5 q1
¨ 3, 5 s T C j C j C ¨ , .  .i , n 3 4 5 q3
¨ 2, 4 s T C j C j C j C ¨ , .  .i , n 2 3 4 5 q2
¨ 4, 5 s T C j C ¨ , .  .i , n 4 5 q4
¨ 1, 3 s T C j C j C j C j C ¨ , .  .i , n 1 2 3 4 5 q1
¨ 3, 4 s T C j C j C ¨ , .  .i , n 3 4 5 q3
¨ 5, 5 s T C ¨ , .  .i , n 5 q5
¨ 2, 3 s T C j C j C j C ¨ , .  .i , n 2 3 4 5 q2
¨ 4, 4 s T C j C ¨ , .  .i , n 4 5 q4
¨ 1, 2 s T C j C j C j C j C ¨ , .  .i , n 1 2 3 4 5 q1
¨ 3, 3 s T C j C j C ¨ , .  .i , n 3 4 5 q3
¨ 2, 2 s T C j C j C j C ¨ , .  .i , n 2 3 4 5 q2
¨ 1, 1 s T C j C j C j C j C ¨ . .  .i , n 1 2 3 4 5 q1
 .  .We now define two important filtrations F and F of Q . SetG
0 s F ; F ; ??? ; F s Q , F .  .0 1 2 my1 G
where
 :F s U n y 1 V , V , . . . , V , r s 1, 2, . . . , 2m y 1. .r 1 2 r
 .  .The filtration F is a refinement of F such that every consecutive
quotient will turn out to be a module generated by a high weight vector.
 . < 4First we need the following total order on pairs j, k 1 F j F k F m : set
j, k $ jX , kX m 2k y j - 2kX y jX or .  .
2k y j s 2kX y jX and j - jX . 10 .
Put
 X X < X X :F s U n ¨ j , k j , k U j, k , .  .  .  .jk
X  X X < X X :F s U n ¨ j , k j , k $ j, k . .  .  .  .jk
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 < 4Then the submodules F 1 F j F k F m taken in our total order form ajk
filtration Q with consecutive quotients F rFX . We call this filtrationG jk jk
 .F .
 .We concentrate on F first. To prove some of its properties we need
the following technical result which will be used to show that certain
expressions are equal to zero.
 4LEMMA 2.3. Let 1 F l F m, c g C s c - c - ??? - c . Then foru l 1 2 d
w .  4 .any D : i , n we ha¨e T c , . . . , c j D ¨ s 0.lq1 c , n uq1 d qu
 4  .Proof. Let B s b - b - ??? - b , see Lemma 2.1 i . Then, byl 1 2 d
 .  .  .  .Lemma 2.1 ii , c F b , and B c , b s B i , b y C i , c ' 0 for j s u, uj j j j j j j j
 .q 1, . . . , d. Moreover, b F i y 2 interpret as b F n y 1 if l s m , inj lq1 j
 .  .view of 8 , hence also c F i y 2 j s u, u q 1, . . . , d . Now applyj lq1
Lemma 1.5 with
 4i s c , j s n , M s c , . . . , c j D ,u uq1 d
 4k s i y 1 interpret as k s n if l s m , M l i , k s c , . . . , c , .  .lq1 uq1 d
and w c s b , ¨ s u , u q 1, . . . , d. .¨ ¨
 .COROLLARY 2.4. Let i - t - n. Then L ¨ j, k s 0.k t
Proof. Set
M s C j C j C .j jq1, k kq1, m
 .  .Then L ¨ j, k s L T M ¨ . So, in view of Lemma 1.11, we mayt t i , n qj
assume that t g C . In this case, again by Lemma 1.11,k m
L ¨ j, k s yT M l i , t T M l t , n ¨ , .  . . . .t i , t j t n qj
which is 0 by Lemma 2.3.
 .  .  .PROPOSITION 2.5. Let ¨ j, k g V . Then ¨ j, k q F is a U n y 1 -r ry1
primiti¨ e ¨ector in F rF .r ry1
 .  .Proof. Note that the weight of ¨ j, k is l y a i , n , so we only havej
 . w x  .to check that E ¨ j, k g F for l g i , n y 2 . Recall that ¨ j, k sl, lq1 ry1 j
 .T M ¨ , wherei , n qj
 4M s C j i j C j ??? j i j C j C j ??? j C . 4j jq1 jq1 k k kq1 m
By Lemma 1.4, we may assume that l f M and l q 1 g M. Suppose first
 4that l q 1 g i , . . . , i , i.e., l s i y 1 for j q 1 F t F k. Thenjq1 k t
xM l i , l s C j C j C . t t tq1, k kq1, m
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So Lemma 1.4 yields
E ¨ j, k s E T M ¨ s ST M l i , n ¨ s S¨ t , k , .  .  .  . .l , lq1 i y1, i i , n q i , n t qt t j t
 .for some S g U n y 1 . But t ) j, hence 2k y t - 2k y j s r, and so
 .S¨ t, k belongs to F .ry1
Now, let l q 1 g C j C j ??? j C . Then l q 1 s c g C s c -j jq1 m u t 1
4??? - c , for some j F t F m.d
By Lemma 1.4, we have
 4E ¨ j, k s E T M ¨ s ST c , . . . , c j D ¨ , .  .  .l , lq1 c y1, c i , n q c , n uq1 d qu u j u
 . w . w .where S g U n y 1 and D s M l i , n : i , n . Now,tq1 tq1
 4T c , . . . , c j D ¨ s 0, .c , n uq1 d qu
by Lemma 2.3.
 .y :COROLLARY 2.6. Q s U n y 1 V .G
The next lemma provides us with a central element z q x which willny1
be used to construct endomorphisms of the first level.
LEMMA 2.7. There exists a constant x such that
z q x ¨ j, k s ¨ j, k y 1 if j - k , and z q x ¨ j, j s 0, .  .  .  .  .ny1 ny1
for all 1 F j F k F m.
Proof. Recall that z s u y L y L y ??? yL , where u gny1 ny1 2 3 ny1 ny1
 .0U n y 1 . Therefore,
u ¨ j, k s l y a i , n u . .  . . .ny1 j ny1
By Lemma 1.12, for any 1 F j - jX F m, we have
l y a i , n u y l y a i X , n u s C i , i X ' 0, .  . .  .  . .  .j ny1 j ny1 j j
 .so we can choose a scalar x one for all j such that
u q x ¨ j, k s 0, 1 F j F k F m. .  .ny1
so
z q x ¨ j, k s u q x y L y L y ??? yL ¨ j, k .  .  .  .ny1 ny1 2 3 ny1
s yL y L y ??? yL ¨ j, k .  .2 3 ny1
s C i , i y L y L y ??? yL ¨ j, k , . . .j k 2 3 ny1
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 .because C i , i ' 0. By Lemma 1.11, the last expression equalsj k
ny1
C i , i y L y L y ??? yL ¨ j, k y L ¨ j, k . 11 .  .  . .  /j k i q1 i q2 i tj j k
tsi q1k
By Lemma 1.8, we have
C i , i y L y L y ??? yL ¨ j, k s ¨ j, k y 1 , .  . . /j k i q1 i q2 ij j k
 .or is absent if j s k . So it suffices to apply Corollary 2.4 to show that the
 .second term in 11 equals zero.
 .The following result shows that the filtration F is as strict as it can be.
 .  .PROPOSITION 2.8. Let ¨ j, k g V . Then ¨ j, k f F .r ry1
 .Proof. If ¨ j, k g F then, considering weights and using Corollaryry1
2.6, we can write
¨ j, k s y ¨ t , u , 12 .  .  . t , u
where the sum is over all t, u such that j F t F u F m, 2u y t - r, and
 .yy g U n .t, u ya  i , i .j t
 .  .By Lemma 2.7, there exists a scalar x such that z q x ¨ j, k sny1
 .  .  .¨ j, k y 1 if j - k and z q x ¨ j, j s 0. Because z is central inny1 ny1
 .  .  .  .ky jU n y 1 , so is z q x . Multiply both sides of 12 by z q x .ny1 ny1
 .  .The left-hand side becomes ¨ j, j s T C ¨ / 0, by Lemma 1.5. Oni , k jm qj
 .the other hand, because all y g U n y 1 , the right-hand side equalst, u
ky jy z q x ¨ t , u , .  . t , u ny1
and we claim that this is zero. Well, in view of Lemma 2.7, we only have to
show that u y t - k y j. But this is true because 2u y t - r implies
 .  . u y t - r y t r2, 2k y j s r implies k y j s r y j r2, and t G j. This
 .argument also shows that if j s k in 12 then there are no t, u such that
 .  .j F t F u F m, 2u y t - r, and so 12 should be interpreted as ¨ j, j s 0,
.which is not true .
Let us choose x as in Lemma 2.7. Because z q x is a central elementny1
 .   .. of U n y 1 see 5 , the multiplication by this element defines a U n y
. 1.1 -endomorphism of the first level L . Moreover, in view of Lemma 2.7,
 .the submodule Q , defined in 9 , is invariant with respect to this endo-G
morphism. So we can give the following
BRANCHING RULES OF SYMMETRIC GROUPS, IV 565
 .DEFINITION 2.9. We define an endomorphism w g End Q , QG Uny1. G G
by setting
w ¨ s z q x ¨ , ¨ g Q . .  .G ny1 G
The next result shows that Q is a cyclic module generated by the vectorG
 .¨ 1, m .
 .  .:LEMMA 2.10. Q s U n y 1 ¨ 1, m .G
 .  .Proof. Let 2 F j F m. By Lemma 2.1 ii and 8 , we have i y 1 f Cj 1
 .  .jC . Because ¨ 1, m s T C j C ¨ , Lemma 1.4 yields2, m i , n 1 2, m q1
E ¨ 1, m s yT C j C T C j C ¨ . 13 .  . /  /i y1, i i , i y1 1 2, jy1 i , n j jq1, m qj j 1 j j
 .In view of Lemma 1.5, we have T C j C ¨ / 0, hence therei , i y1 1 2, jy1 q1 j
 .qexists an element u g U n y 1 such thata  i , i y1.1 j
uT C j C ¨ s c¨ , /i , i y1 1 2, jy1 q q1 j
 .for a nonzero constant c. Because both u and T C j C com-i , i y1 1 2, jy11 j
 .  .mute with T C j C , we conclude from 13 thati , n j jq1, mj
uE ¨ 1, m s ycT C j C ¨ s yc¨ j, m . .  . /i y1, i i , n j jq1, m qj j j
 .  .  .:Now, using Lemma 2.7, we get any ¨ j, k in U n y 1 ¨ 1, m , because
 .  .z q x g U n y 1 .ny1
 .We are going to use some special U n y 1 -weights which are the high
weights of certain composition factors of L1.. Set
m j s l y a i , n x g X n y 1 , j s 1, 2, . . . , m. 14 .  . . .j
 .   ..PROPOSITION 2.11. i Let 1 F t - u F n and m s l y a t, u x g
 .  . 1.X n y 1 . Then L m is a composition factor of L if and only if u s nq ny1
and t is normal.
 .  j.ii Let 1 F j F m. Then L m is a composition factor of F rFny1 r ry1
 4if and only if r s 2k y j for some k g j, j q 1, . . . , m . In this case the
w  j.xmultiplicity F rF : L m is equal to 1.r ry1 ny1
 . w xProof. i is proved in 16, 9.4 .
 .  .ii Let j F k F m. Put 2k y j s r. Then ¨ j, k g F . By virtue ofr
 .  .qPropositions 2.8 and 2.5, ¨ j, k q F is a nonzero U n y 1 -primitivery1
w  j.xvector of F rF . So F rF : L m G 1. To prove that the multi-r ry1 r ry1 ny1
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 j.plicity is actually equal to 1, and that L m does not appear in theny1
layer F rF for r not of the form 2k y j with k G j, it suffices to knowr ry1
that
jQ : L m F m y j y 1 . . .G ny1
But this follows from the fact that
1. jL : L m s m y j y 1 , . .ny1
w  .xproved in 16, 9.4 ii .
 .We now return to the filtration F .
LEMMA 2.12. Let 1 F j F k F m. Then
 . Xi F rF is a nonzero module generated by a high weight ¨ectorjk jk
 . X j¨ j,k q F of weight m ;jk
 . X ii F rF does not ha¨e composition factors of the form L l yjk jk ny1
 .. .  j.a t, u x , 1 F t - u F n, except L m ;ny1
 . X Xiii F rF is a quotient of F rF . Moreo¨er,j, kq1 j, kq1 jk jk
w F : F , w FX : FX , .  .G j , kq1 jk G j , kq1 jk
and in this way w induces a surjecti¨ e homomorphism from F rFXG j, kq1 j, kq1
to F rFX .jk jk
 .  .Proof. i In view of Proposition 2.5, to prove i , we only have to show
 . Xthat ¨ j, k f F . Let 2k y j s r. By Corollary 2.6, we havejk
yX X X X X X < :F s U n F , ¨ j , k 2k y j s r , j - j . .  .jk ry1
 X X.  .  .XHowever, the weight of ¨ j , k is l y a i , n - l y a i , n , for anyj j
jX - j. Therefore,
F
X s F . .  . . lya i , n .jk ry1lya i , n jj
 . X  .So ¨ j, k g F implies ¨ j, k g F , which contradicts Proposition 2.8.jk ry1
 .  .ii follows from Proposition 2.11 and i .
 .  .  X . Xiii In view of Lemma 2.7, w F : F and w F : F .G j, kq1 jk G j, kq1 jk
So w induces a homomorphism from F rFX to F rFX . It isG j, kq1 j, kq1 jk jk
 .   ..  .surjective by i , because w ¨ j, k q 1 s ¨ j, k in view of Lemma 2.7G
Next we want to show that Q s are actually direct summands of L1.. WeG
now return to the more detailed notation with a s in the indices: G , Q , ia .,a a j
BRANCHING RULES OF SYMMETRIC GROUPS, IV 567
etc. Recall that, by definition, Q / 0 if and only if there is a normal ia
 .with res i, l s a .i
 . 1.THEOREM 2.13. i L s [ Q ;aa g Z r pZ
 .ii If Q / 0 then Q has a simple socle and a simple head botha a
  a .. .isomorphic to L l y a i , n x ;ny1 1
 .  .iii Q is indecomposable for any a .a
 .  .iv Q and Q are in distinct blocks for any pair a / b ;a b
 .  .  .v Q is contra¨ariantly self-dual for any a .a
 .Proof. Put M s  Q . We first show that M s L . By 1 , it sufficesa a 1
to show that every F ¨ , j s 1, 2, . . . , n y 1, is contained in M. We applyjn q
downward induction on j. Let j s n y 1. If l y l s l ' 0 thenny1 n ny1
F ¨ s 0. Otherwise n y 1 is normal, so n y 1 is equal to some ia ,ny1, n q ma
 .i.e., belongs to the corresponding G . Now F ¨ s T B ¨ sa ny1, n q ny1, n q
 .¨ m , m g Q : M. Let j - n y 1. If j is not normal then F ¨ cana a a j, n q
be expressed through nontrivial subdivisions, see Lemma 1.7, and the
inductive hypothesis applies. So we may assume that j is normal. Then j
 . a  .belongs to some G of the form 7 . Let j s i . By Lemmas 2.1 iii and 1.2,a t
 .we have for the corresponding vector ¨ t, m ,a
w x¨ t , m s aF ¨ q other terms , .a jn q
wfor some nonzero constant a. Applying inductive hypothesis to other
x  .terms and using the fact that ¨ t, m g Q , we conclude that F ¨ g Qa a jn q a
: M.
 .  . Now, let a 1 , . . . , a q be all the residues a such that Q / 0 equiv-a
. w x 1.alently, G s B . It is proved in 14, 4.11 that the socle of L isa
[q L l y a ia  j. , n x . . . .ny1 1js1
  a  j. ..Note that the Young diagrams of the weights l y a i , n x all have1
 .different residue contents, just because all a j are different. By the
 .  w x.linkage principle for GL n see the explanation in the proof of 5, 4.3 , all
composition factors of the socle belong to different blocks. This immedi-
ately implies that all Q are indecomposable, belong to different blocks,a  j.
 .and have the simple socles as claimed in ii .
w x  w x. 1. Moreover, it is proved in 11 see also 12, 2.9 that L is con-
.  w xtravariantly self-dual. We refer the reader to 10, p. 205 for the defini-
t .tion of the contravariant dual V of a module V. Because t preserves the
blocks, all tQ are also in different blocks, and we may conclude thata
tQ ( Q . This completes the proof of the theorem.a a
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THEOREM 2.14. Let
 4G s G s i - i - ??? - i .a 1 2 m
Then
id , w , . . . , w my 1 4Q G GG
 .is a basis of End Q , Q .Uny1. G G
Proof. Let us write w and Q for w and Q . We first prove that theG G
homomorphisms w 0 s id , w, . . . , w my 1 are linearly independent. AssumeQ
a linear combination,
c w 0 q c w q ??? qc w my 10 1 my1
is zero. If not all c are equal to zero, choose the smallest number s witht
c / 0. By Lemma 2.7, we haves
w s ¨ 1, m s ¨ 1, m y s , .  . .
and
w t ¨ 1, m s ¨ 1, m y t g F . .  . . 2myt .y1
 .In view of Proposition 2.8, we have ¨ 1, m y s f F for any t ) s.2myt .y1
So
c w 0 q c w q ??? qc w my 1 ¨ 1, m / 0, . . .0 1 my1
giving a contradiction.
 0 my14  .Now, we show that w , w, . . . , w span the space End Q . PickUny1.
 .  .an element f g End Q . There exists a pair j, k with 1 F j F k F mUny1.
  .. Xsuch that f ¨ 1, m g F R F . We prove the result by induction on thejk jk
 .  .   ..j, k , taken in the total order 10 , using the case f ¨ 1, m s 0 as the
  ..induction base. Indeed, if f ¨ 1, m s 0 then f s 0 by Lemma 2.10.
 .By Theorem 2.13, Q has a simple head isomorphic to L m whereny1
  ..m s l y a i , n x. Let J be the submodule of Q such that QrJ (1
 .  .  .L m . Then ¨ 1, m q J is a nonzero high weight vector of QrJ.ny1
 . XWe claim that L m has a composition factor of F rF . Indeed,ny1 jk jk
 .f Q , being a nonzero quotient of Q, has the sample simple head, and
  ..  .  .  .f ¨ 1, m q f J is a nonzero high weight vector of f Q rf J . Because
 .  .  .f J is the unique maximal proper submodule of f Q , we have f J =
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 . Xf Q l F . We conclude that the modulejk
f Q q FX f Q .  .jk (X X
F f Q l F .jk jk
 .contains a composition factor L m . But this module is a submodule ofny1
X   ..  .F rF because f ¨ 1, m g F and ¨ 1, m generates Q in view ofjk jk jk
Lemma 2.10.
Now, by Lemma 2.12, we have j s 1 and
f ¨ 1, m ( c¨ 1, k mod FX , .  .  . . 1k
my k  ..  .for some nonzero constant c. However w ¨ 1, m s ¨ 1, k , so the
inductive hypothesis applies to f y cw my k.
 .3. FROM GL n TO Sn
The information about Schur functors used in this section can be found
w x  .  .in 8, 11, 13 . Let M n, n be the category of the left finite dimensionalF
 .polynomial representations of GL n in which all coefficients are homoge-
 .neous polynomials of degree n in the matrix coefficients of GL n . We
 .also denote by mod S the category of the left finite dimensionalF n
 .  .  .F S -modules. If V g M n, n and v s 1, 1, . . . , 1 g L n then then F
weight space V is invariant with respect to the subgroup of monomialv
 .matrices in GL n . This subgroup is isomorphic to S , and so V ª Vn v
defines an exact functor,
f : M n , n ª mod S . .n F F n
 .Under this functor, a homomorphism w : V ª W goes to f w : V ª Wn v v
which is just the restriction of w to V .v
 .A dominant weight l g X n is called p-restricted if l y l - p forq i iq1
1 F i - n. It is known that
Dl
X
m sgn if l is p-restricted,nf L l s . .n n  0 otherwise,
and
f D l s Sl
X
m sgn , . .n n n
where lX denotes the partition conjugate to l, and sgn is the alternatingn
representation of S .n
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w x  w  . x. 1.It was first noticed in 11 see also 12, 4.7 i , 4.8 that the first level L
is the ``right object'' to look at if we are interested in restriction from S ton
S :ny1
L1. g M n y 1, n y 1 , and f L1. s Dl
X
m sgn x . .  .  .F ny1 n S ny 1
w x  .c  .In 11 , a certain subcategory M n, n of M n, n was shown to beF F
equivalent to mod S under the Schur functor and certain inverse functorF n
c
h : mod S ª M n , n . .n F n F
 .This subcategory can be defined as a full subcategory of M n, n havingF
w x 1.p-restricted socles and heads. It is shown in 12, Theorem B that L is
 .such a module. This explains how to deduce Theorems A i , B, E, in the
Introduction from Theorem 2.14 and Lemma 2.12
4. ON A CONJECTURE OF BENSON
 .In this section we show how to deduce Theorems A ii , C, and Corollary
 .D from Theorem A i .
LEMMA 4.1. Let V and W be F S -modules. Thenn
dim Hom V ­S nq 1 , W ­S nq 1 .S nq 1
s dim Hom V , W q dim Hom V x , W x . .  .S S S Sn ny1 ny1 ny1
w xProof. This is the interwining number theorem from 7, 44.5 with
G s S , H s H s S .n 1 2 ny1
COROLLARY 4.2. Let Dl be an irreducible F S -module. Thenn
dim End Dl­S nq 1 s 1 q dim End Dlx . .  .S S Snq 1 ny1 ny1
 .  .This corollary together with Theorem A i yields Theorem A ii . To
deduce Theorem C it now suffices to prove the following
LEMMA 4.3. Let Dl be an irreducible F S -module. Suppose l has r goodn
addable nodes, say B , B , . . . , B . Then Dl­S nq 1 is semisimple if and only if1 2 r
dim End Dl­S nq 1 s r . .S nq 1
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Moreo¨er, in this case we ha¨e
Dl­S nq 1 ( DlB1 [ DlB2 [ ??? [ DlBr .
w xProof. By 15, 3.2 , we have
Dl­S nq 1 ( J [ J [ ??? [ J ,1 2 r
where every J is indecomposable and has a simple socle and a simple headi
lBi  .isomorphic to D . So dim End J s 1 if J is irreducible, andS i inq 1
 .dim End J ) 1 otherwise. The lemma follows.S inq 1
Finally we prove Corollary D.
 .COROLLARY 4.4. Let p s 2, let l s l ) l ) ??? ) l ) 0 be a 2-1 2 t
regular partition, and let Dl be the corresponding irreducible. Then Dl­S nq 1
is semisimple if and only if all l are e¨en. In this case,i
Dl­S nq 1 ( Dl1 , . . . , l ty 1 , l tq1 . [ Dl1 , . . . , l t , 1. .
 .Proof. If all l are even then the top removable node 1, l is the onlyi 1
 .normal node for l, and the two bottom addable nodes, t q 1, 1 and
 .t, l q 1 , are the only good addable nodes for l. In view of Theorem C,t
this proves the result in one direction.
Conversely, let Dl­S nq 1 be semisimple. In characteristic 2 a partition
w xhas at most two good addable nodes, see 15, 1.4 . In our case there should
be exactly two, because otherwise, in view of Theorem C, Dl­S nq 1 is
 l S nq 1 .irreducible, which implies dim End D ­ s 1, contradicting Corol-S nq 1
lary 4.2.
So we have to show that if l has two good addables and one normal
removable then all l are even. But a 2-regular partition has only onei
 .removable if and only if l ' l ' ??? ' l mod 2 . If all l are odd then1 2 t i
the only good addable node is the next to the bottom one. This proves the
corollary.
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