Modern scientific research produces datasets of increasing size and complexity that require dedicated numerical methods to be processed. In many cases, the analysis of spectroscopic data involves the denoising of raw data before any further processing. Current efficient denoising algorithms require the singular value decomposition of a matrix with a size that scales up as the square of the data length, preventing their use on very large datasets. Taking advantage of recent progress on random projection and probabilistic algorithms, we developed a simple and efficient method for the denoising of very large datasets. Based on the QR decomposition of a matrix randomly sampled from the data, this approach allows a gain of nearly three orders of magnitude in processing time compared with classical singular value decomposition denoising. This procedure, called urQRd (uncoiled random QR denoising), strongly reduces the computer memory footprint and allows the denoising algorithm to be applied to virtually unlimited data size. The efficiency of these numerical tools is demonstrated on experimental data from high-resolution broadband Fourier transform ion cyclotron resonance mass spectrometry, which has applications in proteomics and metabolomics. We show that robust denoising is achieved in 2D spectra whose interpretation is severely impaired by scintillation noise. These denoising procedures can be adapted to many other data analysis domains where the size and/or the processing time are crucial. big data | noise reduction | matrix rank reduction | FT-ICR MS
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big data | noise reduction | matrix rank reduction | FT-ICR MS B ig data are becoming predominant in modern science, and found in many scientific domains: astrophysics (1), large-scale physics experiments (2), biology (3, 4) , or even natural text analysis (5) . This introduces a new challenge for data handling and analysis, as it requires special processing approaches, which avoid accessing the whole data at once (6) , and make use of adapted algorithms easily parallelized. Such constraints may be difficult to fulfill, even for simple procedures such as noise reduction.
Every measurement is corrupted by unwanted noise, which is the combination of the effect of random fluctuations in the sample and the apparatus, but can also originate from external events like environmental noise. Denoising methods focus mainly on removing or reducing as much as possible an additive Gaussian wide sense stationary noise.
For stationary signals the optimal linear denoising filter in the mean-square error sense is the Wiener filter. However, it suffers from the requirement of a precise estimate of the signal and noise auto-and cross-correlation functions. Many advanced denoising methods have been developed using linear algebra, which usually requires considerable processing power. One of the main alternative approaches relies on a multiresolution analysis, which sets noise apart from signal components more efficiently than classical orthogonal basis methods. In this respect, wavelets associated with soft thresholding have been considered for denoising purposes (7) .
Harmonic signals can be modeled as the sum of damped sinusoids. They are typically found in spectroscopies like NMR, Fourier transform mass spectrometry (FT-MS), FTIR but also in seismology, astrophysics, genetics, or financial analysis. They are easily analyzed by Fourier transformation if regularly sampled. For such specific signals, one class of denoising methods is based on modeling a sum of a fixed number of exponentials as devised by Prony (8) . This was recently revisited and improved by Beylkin and Monzon (9, 10) .
There are also statistical methods related to the Karhunen-Loève transform which use adaptive basis instead of a priori basis. Relying on the autoregressive model (AR) (11, 12) , a Hankel matrix is built and its rank is then reduced to the number of expected frequencies. Rank reduction by the singular value decomposition (SVD) (13) of this matrix is known as Cadzow's method (14) , also known as singular spectrum analysis (SSA) (15) . The advantage is that no assumption about the noise or signal power is required and the number of frequencies is the only parameter.
However, the benefits of denoising are balanced by several drawbacks. If the assumed number of frequencies is incorrect, the denoised signal is polluted with spurious artifacts that are indistinguishable from the real signal. Additionally, the SVD decomposition is slow and scales in Oðmn 2 Þ operations. Alternative rapid SVD algorithms can be used, such as the Lanczos bidiagonalization method (16, 17) , the truncated SVD (18), or random projections (19) , as was recently applied in seismology (20) . However, these algorithms do not solve the artifacts issue.
Capitalizing on recent progress in algebra on random projection and probabilistic algorithms (21-24), we present here an efficient approach to denoising which can be easily applied to the large Significance Every measurement is corrupted due to random fluctuations in the sample and the apparatus. Current efficient denoising algorithms require large matrix analysis, and become untractable even for moderately large datasets. Any series can be considered as an operator that modifies any input vector. By applying this operator on a series of random vectors and thus reducing the dimension of the data, it is possible, using simple algebra, to reduce noise in a robust manner. Furthermore, the structure of the underlying matrices allows a very fast and memory-efficient implementation. Counterintuitively, randomness is used here to reduce noise. This procedure, called urQRd (uncoiled random QR denoising), allows denoising to be applied to data of virtually unlimited size. This article is a PNAS Direct Submission.
Data deposition: FT-ICR data used to demonstrate the algorithm, along with the program itself, were deposited on an institutional web site: http://urqrd.igbmc.fr. datasets found in Fourier transform ion cyclotron resonance (FT-ICR) mass spectrometry experiments, and more generally, to any big data analysis. The main driving idea is to avoid explicit computation of data-derived quantities, but rather estimate the needed values, based on a partial sampling of the data. Extending from previous ideas (19) , the denoising algorithm is based on a subsampling of the data-associated matrix. Here, rather than truncating the rank by removing some of the components of the SVD decomposition, we compute a randomized low-rank approximation of the Hankel matrix (24) that retains preferentially more signal than noise.
We show that this leads to a substantial improvement of the processing in terms of speed, with little compromise on the quality, allowing gains of 2-3 orders of magnitude in processing time and in memory size. Applications of this approach are demonstrated on the large datasets obtained in FT-ICR mass spectrometry.
Methods
Denoising Algorithm. We propose here a simplified algorithm based on a random sampling of the transfer function associated with the matrix viewed as an operator. For large enough samplings, the data consistency is ensured through a variant of the Johnson-Lindenstrauss lemma (21, 23) .
The AR model assumes a regularly sampled complex harmonic signal. For such a signal composed of a sum of P components, each data point X l can be expressed as a linear combination of the P preceding data points (11, 12) . This implies that the Hankel matrix H, built from the data series by copying a shifted version of the data series on each line:
is rank-limited to P in the absence of noise. In noisy datasets, this matrix becomes full-rank because of the partial decorrelation of the data points induced by the noise. These properties have been used by many signal-improving techniques. Cadzow (14) proposed to perform the SVD of the matrix H, and compute a matrixH by truncating to the K largest singular values σ k .H is not strictly Hankel-structured anymore, but a denoised signalX can be reconstructed by taking the average of all its antidiagonals (see Eq. 1):
Unlike linear filtering approaches such as the Wiener filter, the signal is denoised without making assumptions on the signal line-widths, let alone modifying the line-widths.
The matrix H can also be considered as an operator H that concentrates its input vectors onto the main singular vectors that correspond to correlations in the matrix, and thus to harmonic components in the series X. Earlier studies (21, 25) have shown that we can sample H efficiently by observing its effect on a set of random vectors. For a large enough sampling, the effect of H is essentially captured with an emphasis on the correlations, therefore taking more from the signal than from the noise. This random sampling considerably reduces the size of the problem and has already been used in the analysis of very large datasets (23, 26, 27) .
From the data vector X of length L, let us form the ðM × NÞ Hankel matrix H using Eq. 1. Then compute the matrix Y as the product of H by a set of K random unit vectors handled as a matrix Ω:
with M + N − 1 = L and the following relations: K ≤ M and M ≤ N. The matrix Y is thus much smaller than H. M is chosen at will and called the order of the analysis.
A QR factorization of Y is performed, Y = QR with the matrix Q, as a reduced rank orthonormalized basis of H. From this decomposition the matrixH is built:
H is the projection of H on the reduced rank orthonormalized basis Q and is a rank-K approximation. Unlike the SVD method, which gives the low-rank approximate closest to H in the sense of the Frobenius norm (28), the random projection gives less tight bounds on H recovery. It has been shown (24) that, for a signal containing exactly P components, this approximation is bound (in term of spectral norm) with a probability larger than 1 − 3p
and σ P+1 the P + 1 largest singular value of H.X is finally rebuilt fromH in a step similar to the one performed in the SVD approach. We propose to call this approach rQRd, standing for random QR denoising.
The approach described here relies heavily on the Hankel structure of the underlying matrix, built from the AR model. A slightly different expression of this model leads to Toeplitz matrices which present very similar properties (12) .
Fast Hankel Matrix Product. The Hankel structure of H implies that applying this matrix to a vector is equivalent to computing the convolution of the data series with this vector. Thanks to the properties of the fast digital Fourier transform (FFT), fast Hankel matrix product algorithms can be designed that perform this operation much more rapidly and with a much smaller memory footprint than direct multiplication (13, 29) . This approach presents a processing cost proportional to OðL logðLÞÞ rather than OðMNÞ. In the same manner, using fast Hankel matrix-vector multiplications, the total cost of the product of H with Ω can be reduced to OðKL logðLÞÞ rather than
By combining Eqs. 2 and 4 the denoised signal can also be computed from Q and Q*H using fast Hankel matrix-vector multiplications. The result of the randomized algorithm for rank-K approximation is an M × K matrix Q and a K × N matrix U that approximate H from 4 via
where Q is obtained from the QR decomposition and U = Q*H (computed again using the fast Hankel matrix product). It follows from 6 that the sum over the ith antidiagonal ofH expressed for j ranging from
Here, Q ðkÞ is the L × N Toeplitz matrix formed from the L + N − 1 long vector ½0, . . . :0,Q k,1 ,::Q k,M ,0, . . . :,0 with ðN − 1Þ zeros added on each extremity, U ðkÞ is the N × 1 vector whose entries are U ðkÞ j = U k,j , and ðQ ðkÞ · U ðkÞ Þ denotes the matrix-vector product, which is computed again using a fast algorithm.
Evaluating the right-hand side of 9 requires K fast Toeplitz matrix-vector multiplications for each i = 1,::L, for a total cost proportional to KL logðLÞ. It is never necessary to explicitly express or calculate the matrixH, but just to sum over its antidiagonals.
We gave to this implementation of the rQRd algorithm the name urQRd, standing for uncoiled random QR denoising. Both algorithms implement the same analytical procedure but differ only in the implementation details. Only one parameter determines the computation and should be provided by the user: the rank K of the reduced Hankel matrix. The order M of the H matrix (Eq. 3) can also be adapted, but plays a lesser role in the outcome of the analysis.
Implementation. The presented algorithms have been implemented in the programming language Python, relying on standard mathematical libraries, and using the standard optimization performed in these libraries.
The dominant costs of the algorithm are the initial product with a random matrix (Eq. 3) and the final summation overH antidiagonals (Eq. 9). Both steps can easily be distributed over a large number of processors, as all terms of the sums are independent and do not need any kind of communication, providing an additional gain in speed. This was not undertaken here, as we are solely using the standard libraries.
The detailed algorithms for fast Hankel matrix product, rQRd and urQRd are presented in SI Appendix S1-S3. The code of the programs of the SVD, rQRd, and urQRd algorithms, as well as the FT-ICR MS datasets, are available at http://urqrd.igbmc.fr.
Results
Effect of Rank. Robustness with respect to the rank K used for denoising is an important parameter. In the classical SVD approach, the rank is set to the number of expected components present in the signal, as the denoising is optimum at this point.
However, this parameter is usually quite difficult to determine a priori in biophysical experiments, in particular for FT-ICR MS (see Application to FT-ICR MS). It plays a different role in rQRd as exemplified in Figs. 1 and 2 . The algorithm was tested here on a harmonic synthetic dataset presenting a set of sharp frequencies. Although generic enough to present the feature of the method as general, this dataset presents some analogy with an FT-ICR MS experiment. Fig. 1 presents the effect of the rank on the aspect of the filtered spectrum. As expected, SVD truncation to rank K of the Hankel matrix produces spectra in which nearly exactly K lines can be observed. This leads inevitably to additional spurious lines when K > P and to missing lines when K < P. In the present case, where the smallest signals are vanishingly small and remain buried in the noise, spurious peaks appears even for K = P. In contrast, rQRd does not constrain the rank of the Hankel matrix as strongly. As a result, the remaining noise is spread evenly across the spectral width, leading to spectra which appear less distorted.
The quality of denoising is measured as the Cartesian distance of the denoised dataset to the ideal noise-free data used for the simulation. With this measure, expressed as signal-to-noise ratio (SNR) gains, it can be observed that SVD presents high SNR for small K, whereas rQRd SNR keeps improving with larger K.
Inspection of the spectra shows that whereas the peak frequencies are perfectly conserved, the weak intensities are distorted in a systematic manner, in particular for small values of K. In many cases, the precision on the signal intensity is as important as on its position. However, due to the way the rQRd denoising algorithm weights the various components of the signal to separate the signal and the noise, the relative intensity of each frequency cannot be ensured, in particular for signal intensities close to the noise level. Whereas this effect is important for K ≈ P, it tends to weaken for larger K. Fig. 2 presents the evolution of the SNR gain with respect to the rank. Whereas SVD presents the highest gain for a rank K equal to the number of lines P, rQRd presents a broad region of high SNR, for K in the range 1.5P to 4P.
It is a usual approach to apply a denoising procedure in an iterative manner to improve noise rejection. This can be performed by applying the whole procedure several times, or by computing several successive multiplications of Ω by H (14, 24) . The first option proves to be more effective thanks to the combined effect of the two successive steps: the low rank projection of H (Eq. 4) and the antidiagonal averaging (Eq. 2). This averaging is nearly isometric but brings back the system projected onto a subspace of dimension K to the original space of dimension M. Thus, alternating the independent steps of antidiagonal averaging and rank reduction allows a strong noise reduction. It is remarkable that iterating rQRd provides higher SNR in an even broader range of ranks.
Processing Efficiency. Fig. 3 presents a comparison of SVD, rQRd, and urQRd processing times and efficiencies. SVD and rQRd are limited by the amount of computer memory (here 32 GB), and stop for datasets larger than ∼32,000 and 64,000 points, respectively, a limit which is removed by the urQRd algorithm, which does not require large H andH matrices to be stored in memory. It can be seen that the rQRd algorithm affords important SNR gains, with values over 20 dB in the case of large datasets. This simulation has been run with a rank on the order of 10× the number of expected signals, a condition which is favorable to rQRd.
Usually many sources of noise are present in a measurement, and most of them are actually nonadditive (multiplicative or jitter noise due to fluctuations in the apparatus; scintillation noise due to fluctuation in the object under scrutiny; missing or corrupted points; etc.). Different types of noise were tested on a synthetic dataset (Fig.  S4) and it was found that rQRd is efficient in most of these situations.
A large processing time improvement for rQRd over SVD is observed in Fig. 3 , with a speed-up of approximatively 40× for the largest datasets. This difference can be explained in two ways. First, the QR factorization step provides a large speed improvement compared with the burdensome SVD decomposition. Moreover, the Y matrix on which it is applied is quite smaller than H in the typical case of a large data measurement in which the number of lines is much smaller than the number of acquired points ðK LÞ.
Because of the FFT-based implementation of the matrix products, urQRd presents an additional speed improvement, displaying a factor 25× over rQRd for the 64,000-point datasets. Moreover, memory requirements are much weaker and Fig. 3 presents results for interferograms with up to 4,096,000 complex points.
The observed processing time asymptotic behavior displays the expected trend, with N 2:1 for rQRd and N 1:1 for urQRd, to be compared with a dependence in N 2:9 for SVD. urQRd is slower for small datasets because the additional complexity dominates at lower sizes. Finally, note that because the FFT algorithm time is not regular on the vector length, the urQRd processing time reflects this irregularity in Fig. 3 , where the processed lengths alternates between ð2 n+3 5 3 Þ and ð2 n+3 5 2 7Þ (multiples of 1,000 and 1,400).
Application to FT-ICR MS. FT-MS measures the frequencies of ions orbiting in an electric (Orbitrap, ref. 30) or magnetic field (ICR).
This is the MS technique with the highest resolution today, with m/Δm over 1,000,000. FT-MS therefore knows a growing interest, in particular for proteomics, metabolomics, and petroleomics (31, 32) . In these "-omics" studies, a large number of samples have to be processed rapidly, and the throughput of the processing techniques is thus a paramount parameter. Fig. 4 shows a single-scan FT-ICR mass spectrum of a partial tryptic digest of cytochrome C, performed on a 9.4-T mass spectrometer. Because of the tryptic digestion, the sample contains many different peptides with a large range of masses and concentrations. Moreover, the dynamic range is further extended by the isotopic patterns which present high intensity differences between the most and the least statistical probable isotopomers. As a consequence, the number of signals expected in the spectrum is unpredictable, and depends not only on the sample preparation, but also on the SNR of the measure. A higher SNR can be obtained with an increased number of scans. However, because of the coupling to a chromatographic system, it is of great interest to keep the total acquisition time to a minimum, thus improving the resolution along the chromatographic axis.
The experimental dataset consists of 512k real points, regularly sampled at 1 MHz, which are standard conditions for this spectrometry. The experiment was run here in one scan, corresponding to a total acquisition time of 1 s.
In addition to thermal electronic noise, high-resolution FT-ICR experiments are characterized by ion cloud instabilities that generate frequency and phase instabilities (33), which produce a phase noise difficult to reduce with regular approaches. The principle of the AR model is to extract long-range correlations in the signal by the use of the matrix H. The order M of the model, which corresponds to the number of lines in H, determines the longest correlations to be analyzed. The largest possible order value was chosen here so as to smooth out long-range fluctuations. The size of datasets required for very high resolution precludes the use of standard noise reduction approaches, and urQRd is a very useful alternative to these methods in that respect.
FT-MS opens itself up to multidimensional techniques (34) (35) (36) . Two-dimensional FT-ICR mass spectrometry was introduced as early as 1987 (34) , but laboratory use of this promising technique has been hampered by the amount of data which needs to be stored and processed. Only now, with the increased power of computers, can this technology prove its use in particular in proteomics or metabolomics (see ref. 37 for a recent review). Twodimensional FT-ICR MS maps the fragmentation patterns of ions in complex samples without prior ion isolation and affords important structural information. However, fluctuations of the ion number in the ICR cell are an additional noise source which causes considerable scintillation noise and calls for denoising (38) . Fig. 5 presents a 2D FT-ICR mass spectrum for metabolomics analysis. The Cadzow approach has shown satisfactory results (39) , but is prohibitively costly in terms of computer capacity and computing times. The use of rQRd resulted in an equivalent denoising quality, albeit at a drastically reduced cost in processing times. Indeed, the Fig. 2 . Comparison of the SNR gain afforded by the denoising methods as a function of the rank. The computations are performed here on a synthetic dataset of 1,000 complex points containing 50 components on increasing intensity in a pattern similar to Fig. 1. rQRd n indicates the result obtained when iterating the rQRd method n times. Fig. 3 . Comparison of the rQRd (bullets) and urQRd (diamonds) denoising approaches, as well as the SVD approach (crosses), performed here on a synthetic complex dataset containing nine frequencies, and processed with K = 100. (Upper) Processing times for each method. Asymptotic behavior fitted on the graph are SVD ∼ n 2:87 rQRd ∼ n 2:15 , and urQRd ∼ n 1:10 . On our machine, the cross-over between rQRd and urQRd is around 2,000-3,000 complex points. (Lower) Denoising efficiency, expressed as the SNR gain afforded by the denoising method; rQRd and urQRd are nearly indistinguishable on this graph. computation was carried out within a few hours on a desktop computer instead of one week on a departmental cluster for the SVD approach.
Conclusion
An efficient separation between noise and genuine signal is usually associated with the requirement of a model of the observed phenomenon. However, the choice of an appropriate model is often problematic because slight deviations from the model may lead to data misinterpretation. This drawback is circumvented here by the use of random projection that allows the extraction of weak longrange correlations together with the preservation of some freedom in the data analysis. Based on this approach, we propose here a robust denoising procedure much faster than classical SVD and easily performed in a few minutes on a standard desktop computer with data sizes over one million points. Randomness, in a counterintuitive manner, provides us with a fast and robust approach to denoising.
The procedure depends on a single user parameter K, which is related to the expected number of frequencies. However, in contrast with SVD, the result of the denoising procedure is only marginally dependent on this parameter, provided that it is significantly higher than the number of signals. Iterating the procedure improves the quality of the denoising and the robustness against the value of K.
The two algorithms rQRd and urQRd are equivalent in terms of results, but differ in their implementation and processing speed. We showed that the application of urQRd denoising procedure on an experimental FT-ICR MS 512k points interferogram allows a noise reduction of about 30 dB (a factor of 30) in less than an hour on a desktop computer with a nonoptimized implementation. We demonstrated that both methods are valuable tools in the field of high-resolution spectroscopy, where very large datasets are corrupted by various sources of noise. Simulations were run on a synthetic dataset generated as follows. In Fig. 1  a dataset of 2 ,000 complex points was simulated consisting of 20 lines, of 1.1-Hz width, sampled over 1 s. A white Gaussian noise was added for an SNR around 0 dB. In Fig. 2 a dataset of 1,000 complex points was simulated, consisting of 50 lines in a pattern equivalent to 1. In Fig. 3 the simulated dataset consisted of nine lines in a pattern equivalent to 1. The length of the dataset was varied from 1,000 to 4,096,000 complex points, with values alternating 2 n 1,000 and 2 n 1,400. The parameter M was set to L/4. rQRd, urQRd, and SVD processing were performed with K = 100.
All SNR are expressed in dB as SNR X = 10 log 10 jjX o jj
where X o is the original clean dataset and X is the noisy dataset. SNR gains were computed as the difference of SNR between before and after denoising, also expressed as SNR gain = SNRX − SNR X , [11] whereX is the cleaned dataset.
FT-ICR MS Experiments.
The trypsin digest of Cytochrome C was purchased from Dionex and used as received. The FT-ICR MS spectrum was acquired in direct injection at 80 fmol/μL using positive mode electrospray as an ion source. The spectrum was measured on a Bruker ApexQE mass spectrometer, operating at 9.4 T. Acquisition was performed on 524,288 points, sampled with a 1-MHz spectral width, with an m/z 144-1,500 mass range. This mass spectrum was recorded in one scan. The FT was preceded by a Hamming apodization of the dataset, and was computed on 2-MB points. The modulus of the spectrum is displayed. urQRd processing took 25 min with K = 1,000 and M = 245,760. The triacylglycerols were extracted from a sample of human plasma (preparation to be published). The 2D FT-ICR mass spectrum was acquired in the same conditions as the FT-ICR mass spectrum of cytochrome C, with 2,048 × 131,072 data points, with a 1-MHz spectral width in both dimensions and an m/z 144-1,000 mass range, for a total acquisition time of 2 h, and a final file size of 2 GB. Fourier transformation was preceded by a Hamming apodization, and the dataset was zero-filled once in each dimension. Spectra are presented in magnitude mode. Between the Fourier transformation in the horizontal dimension and the vertical dimension, a digital demodulation was applied to remove the phase rotation introduced by the pulse generator carrier. rQRd processing was applied after the FT along axis F2 (horizontal) and before transform in F1 (vertical). It was applied on each F1 column, with K = 50. Complete rQRd processing time took 45 min.
