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A deficiência auditiva é um mal que atinge parcela significativa da população mundial.
Sistemas de auxílio à audição têm se apresentado como importantes aliados na minimização
dos problemas de comunicação decorrentes dessa limitação. Um importante fator de impacto
sobre o desempenho de aparelhos auditivos é a chamada realimentação acústica, causada pela
reinjeção do sinal de saída do dispositivo no próprio microfone de captação.
Este trabalho apresenta um estudo sobre o método de erro de predição em sistemas com
recursos computacionais limitados. Esta característica é relacionada aos aparelhos auditivos
comerciais modernos, que apresentam tamanho reduzido associado à necessidade de incorporar
diversos subsistemas de processamento.
Inicialmente, a partir de modelos teóricos já existentes para a previsão de desempenho do
método de erro de predição, é realizada a expansão para o caso de comprimento deficiente.
Os resultados obtidos para a predição do comportamento médio dos coeficientes do filtro de
cancelamento de realimentação são confrontados com simulações e resultados práticos. Para
tanto, foi construída uma câmara acústica para testes onde foram realizados experimentos em
tempo real utilizando um processador digital de sinais dedicado para aparelhos auditivos.
Como conclusão, verificou-se a validade dos modelos analíticos derivados e, a partir deles,
xi
a influência da limitação de recursos computacionais sobre o desempenho do sistema de cance-
lamento. De forma particular, verificou-se que o método de erro de predição proporciona maior
margem de ganho que o método direto de cancelamento de realimentação, inclusive na situação
em que os recursos computacionais são limitados e impedem a completa atuação do método de
erro de predição.
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Hearing impairment is a disease that affects a significant portion of world population. He-
aring aids have been important allies in reducing communication problems arising from such
limitation. An important factor on the performance of hearing aids is the acoustic feedback
caused by the re-injection of the output signal of the device on its own microphone.
This work presents a study of the prediction error method applied on systems with limited
computing resources. This feature is related to modern commercial hearing aids, which have
reduced size and the need to incorporate several processing subsystems.
Initially, from existing theoretical models for predicting the performance of the prediction
error method, an expansion is performed for the case of deficient length. The predicted results
of the mean weight behavior of the feedback cancellation filter coefficients are compared with
computer simulations and practical results. For this, an acoustic test chamber was constructed,
where experiments were performed in real time using a dedicated digital signal processor for
hearing aids.
In conclusion, the validity of the derived analytical models was verified and from them, the
influence of limited computational resources on the performance of the cancellation system. In
a particular way, it was verified that the prediction error method provides greater gain margin
xiii
than the direct method of feedback cancellation, including the situation in which computing
resources are limited and prevent the full performance of the prediction error method.
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1 INTRODUÇÃO
As perdas auditivas estão entre as deficiências crônicas mais comuns, atingindo uma em
cada seis pessoas (SHIELD, 2006). Nos países em desenvolvimento, acredita-se que o número
de pessoas afetadas seja, pelo menos, o dobro em relação aos países desenvolvidos. Isto se deve,
principalmente, a infecções auditivas não tratadas. Nos países desenvolvidos, as pessoas vêm
apresentando perdas auditivas cada vez mais cedo devido, principalmente, à crescente exposição
a níveis elevados de ruído.
Os sintomas mais frequentes das perdas auditivas são o aumento do limiar mínimo de au-
dição e a dificuldade de distinguir frequências. Com isto, a capacidade de comunicação com
outros indivíduos é prejudicada, principalmente em ambientes ruidosos. Para o caso mais co-
mum de perdas auditivas, as ditas senso-neurais, estes efeitos podem ser compensados com
amplificação e com redução de ruído. Isto também se aplica para outras desordens auditivas
para as quais a intervenção cirúrgica não é apropriada.
1.1 Preâmbulo
Com a evolução da eletrônica digital e a aplicação de técnicas de processamento digital
de sinais, surgiram dispositivos portáteis capazes de compensar, parcialmente, as deficiências
associadas às perdas auditivas (DILLON, 2001). São os sistemas de auxílio à audição, popular-
mente chamados de aparelhos auditivos. Embora esses equipamentos tenham possibilitado um
aumento expressivo na qualidade de vida de seus usuários, diversos aspectos técnicos devem
ser aprimorados para proporcionar um maior conforto.
Um dos grandes fatores de limitação de desempenho dos sistemas atuais tem sido o aco-
plamento acústico existente entre o alto-falante e o microfone destes aparelhos. A captação
indesejada do sinal proveniente do alto-falante do aparelho auditivo pelo próprio microfone
acarreta uma distorção do sinal de saída, podendo ocasionar a instabilidade do sistema. Com o
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aumento do ganho do aparelho, esta distorção é reforçada, ocorrendo o efeito de microfonia ou
efeito Larsen1.
A microfonia, decorrente da instabilidade do sistema, é percebida como um incômodo som
agudo, que se constitui em uma das queixas mais frequentes dos usuários de aparelhos auditivos.
Outra queixa comum é a dificuldade de compreensão em ambientes ruidosos (cocktail party
effect). Esse problema é agravado devido à existência de um duto de ventilação no molde da
maioria dos aparelhos, necessário para maior conforto acústico do usuário. Caso não houvesse
esse duto, a sensação seria a de ouvido fechado (efeito de oclusão). Este canal favorece a
realimentação acústica e seus efeitos indesejados. Assim, a amplificação deve ser limitada,
geralmente impedindo que se alcance o ganho desejado para compensar a perda auditiva.
1.2 Justificativa
Pessoas saudáveis contam com a audição para comunicação, participação social e segu-
rança pessoal no trabalho, lazer e atividades cotidianas. A capacidade de ouvir é muitas vezes
afetada por trauma, uso de drogas, doenças infecciosas, exposição a ruído excessivo ou efeitos
cumulativos do envelhecimento. A deficiência auditiva pode levar ao isolamento social, difi-
culdades profissionais, aumento do risco à segurança pessoal e, de forma geral, à redução na
qualidade de vida (BAUER et al., 2000).
Cerca de 278 milhões de pessoas sofriam com perdas auditivas em 2005 (OMS, 2005).
No Brasil, segundo o último censo demográfico realizado pelo IBGE2 em 2000, 5.75 milhões
de brasileiros (3.2% da população) eram portadores de deficiências auditivas. Destes, 15%
possuíam grande dificuldade permanente de ouvir, 82%, alguma dificuldade permanente de
ouvir. Dados do Ministério da Educação de 2003 mostram que somente 3,6% do total de surdos
matriculados conseguiu concluir a educação básica, resultando em exclusão escolar provocada
pelas barreiras na comunicação entre estudantes surdos e professores (MILHOMEM, 2004).
1O crédito é dado ao engenheiro eletricista e físico dinamarquês Søren Absalon Larsen (LARSEN, 1911; NIEL-
SEN, 1984) por ter sido o primeiro a analisar tal efeito.
2IBGE: Instituto Brasileiro de Geografia e Estatística.
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A técnica de leitura labial e o aprendizado de LIBRAS3 facilitam a comunicação, mas não
são suficientes para garantir a qualidade de vida necessária ao portador de deficiência auditiva.
Portanto, a utilização do aparelho auditivo é indispensável em um grande número de casos.
Estudo realizado pela OMS em 2005 estimou que a produção de aparelhos auditivos era in-
ferior a 10% da demanda mundial. Foi também constatado que, nos países em desenvolvimento,
de cada 40 pessoas que precisavam de aparelho auditivo, menos de uma o possuíam. O custo
dos aparelhos é apontado como a principal causa. A busca por sistemas de baixo custo deve
levar em conta as restrições práticas de tamanho, baixo consumo e limitação computacional dos
sistemas de auxílio à audição. Assim, existe uma constante demanda por algoritmos eficientes
para a implementação das técnicas de processamento de sinais necessárias.
Neste trabalho, analisa-se uma promissora proposta de Spriet et al. (2005b) para o cancela-
mento de realimentação baseada no método de erro de predição de identificação de sistemas em
malha fechada, que possui dois filtros adaptativos operando simultaneamente. Para um caso de
grande interesse prático, chamado de comprimento deficiente, desenvolveu-se um modelo ana-
lítico para previsão teórica de seu comportamento através das ferramentas estatísticas utilizadas
por Maluenda (2009). A condição de comprimento deficiente é interessante pela economia de
operações matemáticas em favor de uma redução controlada de desempenho.
Embora diversos trabalhos científicos tratem sobre canceladores de realimentação, poucos
deles efetivamente abordam a implementação destes sistemas. Maluenda (2009) realiza a pre-
dição do comportamento do cancelador, mas a validação é realizada apenas por simulações.
Portanto, é de grande interesse verificar estes resultados em uma situação real.
3LIBRAS: Língua Brasileira de Sinais.
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1.3 Objetivos
Os objetivos deste trabalho são:
• Expandir os modelos analíticos desenvolvidos por Maluenda (2009) para o caso de filtros
adaptativos com comprimento deficiente;
• Implementar uma câmara acústica para experimentos com aparelhos auditivos;
• Confrontar os resultados dos modelos teóricos com experimentos reais controlados;
• Verificar a possibilidade de estimar o ganho máximo possível a ser aplicado no sistema
sem que haja microfonia.
1.4 Estrutura do Trabalho
O Capítulo 2 aborda os fundamentos teóricos necessários ao desenvolvimento do trabalho.
São ressaltados os diferentes tipos de perdas auditivas e os efeitos decorrentes: a redução da
área de audição e o mascaramento do sinal. São então apresentados os sistemas de auxílio à
audição que, conforme o tipo de perda, são capazes de tratar esses efeitos indesejados à partir
da amplificação e conformação em frequência. Discute-se ainda, que a realimentação acústica
surge como fator limitante para o ganho máximo do sistema e que o uso de moldes comple-
tamente fechados não é uma solução confortável devido ao efeito de oclusão. Finalmente, as
técnicas de cancelamento de realimentação são introduzidas e o modelo para os sinais de voz a
ser utilizado é apresentado.
No Capítulo 3, é apresentada a estrutura de cancelamento escolhida para estudo, cujo mo-
delo teórico para previsão do comportamento dos coeficientes, originalmente desenvolvido por
Maluenda (2009), é generalizado para o caso de comprimento deficiente. Em seguida, é apre-
sentada a plataforma de desenvolvimento de aparelhos auditivos Voyageur juntamente com a
câmara acústica construída para a realização dos testes práticos. Na última seção, são discuti-
dos os parâmetros básicos que foram adotados para a estrutura de cancelamento e para a câmara
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acústica durante os testes.
O Capítulo 4 apresenta os resultados de validação da implementação do algoritmo e dos
testes de comparação entre simulação, modelo teórico e implementação. Ao final, compara-se
a estrutura usada e o método direto de cancelamento de realimentação.
No Capítulo 5 são retomados e discutidos diversos pontos do trabalho, os quais embasam
as conclusões finais. Por último, são feitas sugestões para futuras pesquisas.
6 1 Introdução
2 FUNDAMENTOS TEÓRICOS
Este capítulo define os fundamentos básicos para o trabalho desenvolvido. Primeiramente,
são fornecidos alguns conceitos sobre a anatomia e o funcionamento do sistema auditivo hu-
mano. Em seguida, são apresentados os aparelhos de auxílio à audição (hearing aids). Por fim,
é feita uma revisão bibliográfica compreendendo várias técnicas de cancelamento de realimen-
tação encontradas na literatura.
2.1 Anatomia do Sistema Auditivo Humano
A orelha humana possui receptores sensitivos capazes de transformar vibrações sonoras em
sinais elétricos. A estrutura da orelha é ilustrada abaixo (Figura 2.1):
Figura 2.1: Anatomia da orelha (TORTORA, 2007).
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A orelha divide-se em três regiões onde ocorrem os eventos envolvidos na audição:
• A orelha externa consiste na orelha, no canal acústico (meato acústico externo) e no tím-
pano (membrana timpânica). Pela sua forma característica, a orelha direciona a energia
sonora para o canal acústico. Através deste tubo curvo de cerca de 2,5 cm de compri-
mento, as ondas sonoras atingem e fazem vibrar o tímpano.
• A orelha média é uma pequena cavidade, cheia de ar, que se separa da orelha externa
pelo tímpano e da orelha interna por uma fina divisão óssea, que contém duas pequenas
aberturas revestidas por membrana: a janela do vestíbulo e a janela da cóclea. Nesta ca-
vidade, encontram-se os três menores ossos do corpo, os ossículos da audição, nomeados
de acordo com seus formatos: o martelo, a bigorna e o estribo. De forma eficiente, os
ossículos fazem um acoplamento mecânico tal que a janela do vestíbulo (uma pequena
área) se desloque aproximadamente 20 vezes mais do que o tímpano (uma ampla área).
Estes ossos fixam-se à cavidade por ligamentos, pelo músculo tensor do tímpano e pelo
músculo estapédico (Figura 2.2).
Figura 2.2: Orelha média e os ossículos da audição (TORTORA, 2007).
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O músculo tensor do tímpano limita o movimento e aumenta a tensão sobre o tímpano
enquanto o músculo estapédico amortece as vibrações do estribo. Ambos protegem a
orelha interna de sons de intensidade elevada.
• A orelha interna também é chamada de labirinto, pois possui uma série de canais. Nesta
região, encontram-se os canais semicirculares e o vestíbulo, ambos contendo receptores
para o equilíbrio, e a cóclea, contendo receptores para a audição. A cóclea possui três
canais (o ducto coclear, a rampa do vestíbulo e a rampa do tímpano) sendo mostrada
desenrolada para melhor ilustrar as estruturas envolvidas na audição (Figura 2.3).
Figura 2.3: Estimulação dos receptores auditivos (TORTORA, 2007).
O movimento da janela do vestíbulo produz ondas de compressão na perilinfa1 que se pro-
pagam pela rampa do vestíbulo e pela rampa do tímpano. A parede vestibular transfere
essas ondas de compressão para a endolinfa2 que faz vibrar a lâmina basilar movimen-
tando as células ciliadas do órgão espiral. Estas células (cerca de 16 mil) são os receptores
auditivos de onde saem os nervos que conduzem os estímulos até o cérebro.
1Perilinfa: líquido da rampa do vestíbulo e da rampa do tímpano.
2Endolinfa: líquido no interior do ducto coclear.
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Conforme o ritmo de compressão da perilinfa, deformações são produzidas em diferentes
locais da lâmina basilar: as altas frequências excitam a extremidade basal (próxima à orelha
média) e com a redução da frequência as excitações se deslocam para a extremidade apical
(próxima ao helicotrema). Com este mecanismo, consegue-se distinguir diferentes frequências
em um amplo espectro. Em geral, considera-se a faixa de audibilidade entre 15 ou 16 Hz e
cerca de 14 ou 15 kHz. Em algumas crianças, o limite superior excede 20 kHz (ZEMLIN, 2000).
2.2 Perdas Auditivas
As perdas auditivas restringem a percepção do ambiente e a comunicação com outros indi-
víduos. Estas perdas podem ser classificadas em três categorias conforme a região lesionada ou
bloqueada do sistema auditivo (FERNANDEZ, 2007):
• Perda Auditiva Condutiva: está relacionada com a obstrução da transferência do som na
orelha externa ou na orelha média. A causa mais comum é o acúmulo de cerume, ocor-
rendo frequentemente em pessoas de idade avançada devido ao estreitamento do canal
acústico. Outras causas são a perfuração do tímpano, as infecções na orelha média (otites)
e a fixação dos ossículos da audição (otoescleroses). Geralmente, as perdas condutivas
afetam todas as frequências e, em muitos casos, demandam intervenção cirúrgica.
• Perda Auditiva Senso-neural: compreende as disfunções na orelha interna e ao longo
dos nervos que seguem até o cérebro. Quando causada pela idade, ambas as orelhas são
afetadas de maneira igual e a perda geralmente inicia-se nas altas frequências. A perda
também pode ser unilateral no caso de infecção viral, dano por explosão (trauma acús-
tico), ou tumor (neuroma acústico). Em geral, as perdas senso-neurais são permanentes,
não podendo ser reparadas com intervenção cirúrgica.
• Perda Auditiva Central: deve-se a danos no córtex cerebral. É a forma mais rara de perda
auditiva, ocorrendo em doenças degenerativas, doença de Alzheimer, acidente vascular
cerebral e tumores.
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Dois efeitos são causados pelas perdas auditivas: a redução da área de audição e o aumento
no mascaramento do sinal:
• A área de audição é definida em um plano no qual sons audíveis podem ser ilustrados
(Figura 2.4). Esta região encontra-se entre o limar de audição, ou limiar de silêncio, e o
limiar da dor. Um exemplo de redução da área de audição é dado pela linha pontilhada do
limiar de silêncio (Figura 2.4, canto inferior direito), causada pela exposição prolongada
à música em volume elevado. Ocorrendo o aumento deste limiar, os sons devem ser
amplificados para que adentrem na área de audição.
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Figura 2.4: Área de audição. Traduzido de (FASTL; ZWICKER, 2007).
• O mascaramento do sinal refere-se à dificuldade em distinguir as frequências. Isto ocorre
em pessoas com audição normal, mas acentua-se com danos às células ciliadas da cóclea.
Em ambientes ruidosos, por exemplo, a inteligibilidade é prejudicada pela mistura de
sinais (PUDER, 2009).
A perda auditiva pode ser compensada pela amplificação sonora artificial, tanto para a perda
senso-neural, como também, para perda condutiva quando a intervenção cirúrgica não é reco-
mendada. A amplificação pode ser realizada através de sistemas externos de auxílio à audição
ou de implantes cocleares (GATEHOUSE, 2002).
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Os implantes cocleares são voltados a dois grupos de pacientes: adultos com surdez severa
que não obtiveram resultado satisfatório com sistemas externos de auxílio à audição (pacientes
pós-linguais) e crianças que nasceram surdas ou perderam a audição antes de falar (pacien-
tes pré-linguais). Contudo, a tecnologia de implantes cocleares ainda é cara e o processo de
reabilitação envolve diversos profissionais (RAMSDEN, 2002).
2.3 Sistemas de Auxílio à Audição (Hearing Aids)
Os sistemas de auxílio à audição ou, em inglês, hearing aids, são também popularmente
chamados de aparelhos auditivos. Como foi visto, estes dispositivos visam compensar os efeitos
causados pelas perdas auditivas através da amplificação.
Até 1980, havia apenas, aparelhos analógicos com ajuste via potenciômetro. Posterior-
mente, surgiram os aparelhos analógicos com programação digital onde alguns parâmetros dos
componentes analógicos ficavam armazenados em memórias, podendo ser alterados para cada
usuário. Em 1996, apareceram os primeiros aparelhos com processamento digital de sinal incor-
porando vantagens como baixo consumo, baixo ruído interno, reprodutibilidade e programabi-
lidade (HOLUBE; HAMACHER, 2005). Esta evolução, aliada a técnicas como a de empilhamento
de circuitos integrados (Figura 2.5), permitiu a fabricação de aparelhos de tamanho reduzido.
Figura 2.5: Técnica de empilhamento em um aparelho auditivo (VANDERMEULEN et al., 2004).
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A Figura 2.6 apresenta os tipos mais comuns de aparelhos auditivos. A classificação é feita
segundo o local onde são posicionados na orelha:
• Completamente no canal (CIC − Completely-In-The-Canal): alojam-se inteiramente no
canal acústico, deixando visível apenas uma pequena haste para auxiliar sua remoção.
• No canal (ITC − In-The-Canal): ocupam parte do canal acústico e cobrem uma pequena
porção da concha da orelha.
• Na orelha (ITE − In-The-Ear): preenchem totalmente a concha da orelha e também, uma
parte do canal acústico. Alguns fabricantes possuem um modelo reduzido denominado
meia-concha como intermediário entre o ITC e o ITE.
• Atrás da orelha (BTE − Behind-The-Ear): são compostos de duas partes onde uma é
posicionada atrás da orelha e contém a eletrônica. O som é então conduzido através de
um tubo até um molde feito para a orelha do usuário.
• Alto-falante na orelha (RITE − Receiver-In-The-Ear) e alto-falante no canal (RIC −
Receiver-In-Canal): estes modelos são variações do BTE em que o alto-falante situa-se
na orelha ou no canal acústico. Fios finos fazem a conexão com o restante da eletrônica.
Figura 2.6: Alguns tipos de aparelhos auditivos (SONIC, 2008).
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No Brasil, a Portaria nº 587 de 07 de Outubro de 2004, classifica os aparelho auditivos
como tipo A, B ou C. O que distingue cada uma destas tecnologias são suas características e
recursos eletroacústicos (Tabela 2.1).
Tabela 2.1: Classificação dos aparelhos auditivos no Brasil (SOLLA, 2004).
Tecnologia
Recurso Tipo A Tipo B Tipo C
Programação Não programável Programável ou não Programável
Modo de
condução do
som
Aérea ou óssea Aérea ou óssea Aérea
Controle de
saída
Corte de picos ou
compressão
Compressão Compressão
Compressão Monocanal WDRC3 mono ou
multicanal
WDRC multicanal
Controles
disponíveis
Ganho, corte de grave e/ou
corte de agudo, controle
para saída máxima
Ganho, corte de grave e/ou
corte de agudo, controle
para saída máxima, controle
do limiar e/ou razão de
compressão
Ganho, corte de grave e/ou
corte de agudo, controle
para saída máxima, controle
do limiar e/ou razão de
compressão e/ou controle
das constantes de tempo da
compressão
Controle de
volume
Manual Manual e/ou automático Manual e/ou automático
Entradas
alternativas
Bobina telefônica e/ou
entrada de audio
Bobina telefônica e/ou
entrada de áudio
Bobina telefônica e/ou
entrada de áudio
Memórias Única Única ou multimemória Única ou multimemória
Microfone Omnidirecional ou
direcional
Omnidirecional ou
direcional
Omnidirecional ou
direcional
Controle de
ruído
Algoritmo para redução de
ruído
Expansão Expansão4
Realimentação Algoritmo para redução de
realimentação (tipo passivo)
A Tabela 2.2 apresenta os principais fabricantes mundiais de aparelhos auditivos.
3WDRC: Wide Dynamic Range Compression.
4A expansão, ou squelch, é utilizada na atenuação de ruídos indesejados com baixa amplitude (DILLON, 2001).
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Tabela 2.2: Principais fabricantes mundiais de aparelhos auditivos (CAMPBELL, 2010).
Fabricante Escritório central
Audifon Alemanha (Kölleda)
Bernafon Suíça (Berna)
GN ReSound Dinamarca (Copenhague)
Oticon Dinamarca (Smørum)
Phonak LLC Suíça (Staefa)
Siemens Hearing Instruments Inc Alemanha (Erlangen)
Sonic Innovations Estados Unidos (Salt Lake City)
Starkey Estados Unidos (Washington)
Unitron Canadá (Kitchener)
Widex Dinamarca (Alleroed)
A Figura 2.7 apresenta o diagrama em blocos dos estágios de processamento de um apare-
lho auditivo moderno. Primeiramente, o som é processado de forma direcional para melhorar
a relação sinal-ruído. Este processamento atenua os sinais oriundos de fora da linha de visão,
aumentando a inteligibilidade da fala produzida frontalmente ao usuário. Estágios de análise e
síntese no domínio da frequência permitem a utilização de métodos de redução de ruído, ampli-
ficação e compressão em bandas de frequência. Em seguida, tem-se o sistema de cancelamento
de realimentação, tema deste trabalho, que visa eliminar os efeitos causados pela realimentação
acústica que ocorre quando o sinal gerado pelo alto-falante é captado pelos microfones.
Em paralelo, um sistema de classificação configura os parâmetros dos algoritmos menci-
onados conforme o ambiente acústico (fala, música ou ruído). A alteração de volume ou de
programa, realizada manual ou automaticamente, é geralmente sinalizada com bipes sonoros
mas alguns aparelhos possuem sintetizador MIDI5 e são capazes de reproduzir pequenas melo-
dias. Estas mudanças, assim como outras configurações do aparelho, são registradas e formam
um histórico para futuros ajustes ou ajustes contínuos através de algoritmos de aprendizado. Por
último, alguns aparelhos possuem comunicação por bobina (telecoil) para recepção de sinais de
televisão e telefone e comunicação sem fio entre os aparelhos auditivos de cada uma das orelhas
(OTICON, 2007).
5MIDI: Musical Instrument Digital Interface.
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Figura 2.7: Estágios de processamento de um aparelho auditivo moderno (PUDER, 2009).
2.3.1 Efeito de Oclusão e Realimentação Acústica
Ao se bloquear completamente ou parcialmente o canal acústico, tem-se a sensação de ou-
vido fechado. Nesta situação, a própria voz é amplificada, principalmente nas baixas frequên-
cias, devido à transmissão pelo crânio até o canal acústico. Assim, a voz da própria pessoa
soará bastante grave, como se estivesse resfriada ou falando dentro de um tambor. Esse efeito é
conhecido como efeito de oclusão e é desconfortável para usuários de aparelho auditivo (VASIL;
CIENKOWSKI, 2006; MEJIA; DILLON; FISHER, 2008).
Para minimizar o efeito de oclusão, uma parte do canal acústico é deixada desobstruída
através de um orifício de ventilação (Figura 2.8). Observando-se atentamente a Figura 2.6,
nota-se a presença desse orifício na parte inferior dos aparelhos CIC, ITC e ITE. No caso do
modelo BTE, o orifício de ventilação está contido no molde que se encaixa na orelha.
A abertura de um duto de ventilação garante maior conforto ao usuário, mas ao mesmo
tempo, favorece a realimentação acústica. O sinal de voz gerado pelo alto-falante sofre dis-
torções, pois é reinserido no aparelho através do microfone, podendo levar o sistema à ins-
tabilidade. Muitas vezes essas distorções não são perceptíveis, mas a instabilidade gera tons
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extremamente incômodos para o usuário e que podem ser ouvidos por outras pessoas (HAYES;
LUO, 2003).
Figura 2.8: Realimentação e ventilação em um aparelho auditivo (AZERNIKOV, 2010).
A redução do efeito da realimentação acústica devido ao duto de ventilação possibilita que
a amplificação necessária seja alcançada. Nas seções seguintes, tem-se uma revisão da teoria
de sistemas realimentados e de técnicas de cancelamento de realimentação.
2.4 Sistemas Realimentados
De forma geral, os sistemas realimentados contínuos possuem a configuração da Figura 2.9.
G(s) representa o caminho direto e, por convenção, a saída do caminho de realimentaçãoH(s)
é subtraída do sinal de entrada, caracterizando assim uma realimentação negativa.
Figura 2.9: Sistema realimentado básico.
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2.4.1 Estabilidade de Sistemas Realimentados
Para o sistema realimentado da Figura 2.9 tem-se a função de transferência de malha fe-
chada
G(s)
1 +G(s)H(s) (2.1)
Os pólos da função de transferência de malha fechada determinam a estabilidade do sistema
realimentado e são determinados pelas raízes da equação característica:
1 +G(s)H(s) = 0 (2.2)
A solução desta equação resulta em pólos que apresentam módulo e fase:
∣G(s)H(s)∣ = 1 e ∠G(s)H(s) = 180° (2.3)
A estabilidade entrada-saída de sistemas lineares e invariantes no tempo é definida seguindo
o conceito de estabilidade BIBO6: toda entrada limitada em amplitude deve produzir uma saída
também limitada em amplitude. Para isto, a resposta ao impulso do sistema deve ser absoluta-
mente integrável, o que requer que os pólos da função de transferência de malha fechada tenham
a parte real negativa (CHEN, 1998). Desta forma, para um pólo em s0 = σ0 + jω0, a estabilidade
é garantida com σ0 < 0.
A estabilidade neutra ou marginal ocorre com σ0 = 0 e as condições de módulo e ângulo
mantêm-se para s = jω na Equação (2.3). Geralmente, o sistema torna-se menos estável com
o aumento do ganho de malha aberta da função de transferência de malha aberta G(s)H(s),
podendo-se definir o seguinte critério de estabilidade:
∣G(jω)H(jω)∣ < 1 para ∠G(jω)H(jω) = 180° (2.4)
Este critério é válido para sistemas em que o aumento de ganho de malha aberta leva à
instabilidade e nos quais ∣G(jω)H(jω)∣ tem magnitude unitária para um único valor deste
6BIBO: Bounded-input bounded-output.
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ganho. Esta é a situação mais comum; porém, existem sistemas em que o aumento do ganho
pode levá-lo da instabilidade à estabilidade (FRANKLIN; POWELL; EMAMI-NAEINI, 2001).
2.4.2 Margens de Estabilidade
Pode-se ter um sistema estável em uma situação em que uma pequena alteração de ga-
nho pode levá-lo à instabilidade. Duas figuras de mérito comumente usadas na avaliação da
estabilidade de um sistema são a margem de ganho (MG) e a margem de fase (MF ), ambas
diretamente ligadas ao critério de estabilidade da Equação (2.4).
A MG é o fator pelo qual o ganho pode ser aumentado, mantendo o sistema estável. Este
fator é calculado pela razão entre ∣G(jω)H(jω)∣ = 1 e ∣G(jω)H(jω)∣ para uma frequência de
cruzamento ω1 tal que (OGATA, 2001):
MG = 1∣G(jω1)H(jω1)∣ , MGdB = −20 log ∣G(jω1)H(jω1)∣, ∠G(jω1)H(jω1) = 180° (2.5)
Analogamente, a MF representa o deslocamento de fase que pode ser introduzido no sis-
tema sem torná-lo instável. Este fator é calculado pelo quanto a fase de G(jω)H(jω) excede
−180° para uma frequência ω2 tal que ∣G(jω2)H(jω2)∣ = 1.
Desta forma, caso ∣MGdB ∣ < 0 (∣MG∣ < 1) ou MF < 0, tem-se um sistema instável. As
definições de margem de ganho e margem de fase são as mesmas para sistemas realimentados
discretos e as funções de transferência no domínio Z podem ser avaliadas fazendo-se z = ejω
(OPPENHEIM; WILLSKY; NAWAB, 1996).
2.5 Técnicas de Cancelamento de Realimentação
Diversos métodos têm sido usados no cancelamento da realimentação acústica em aparelhos
auditivos. Como o controle da estabilidade dá-se pelo controle do ganho de malha aberta, pode-
se atuar sobre o caminho direto ou sobre o caminho de realimentação. Assim, de forma geral,
os métodos podem ser divididos em duas categorias de acordo com o caminho sobre o qual é
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feito o cancelamento: o caminho direto ou o caminho de realimentação.
2.5.1 Técnicas de Cancelamento sobre o Caminho Direto
A atuação sobre o caminho direto consiste em modificá-lo de forma que seja estável em
conjunto com o caminho de realimentação. A técnica mais comum de modificação do caminho
direto é a filtragem com filtros notch, porém existem outras soluções como a inserção de não-
linearidades e a equalização de fase da resposta em malha aberta (WANG; HARJANI, 1993).
2.5.1.1 Filtragem com Filtros Notch
Os filtros notch são capazes de reduzir o ganho em uma estreita faixa de frequência de forma
precisa quando ocorrem oscilações (MAXWELL; ZUREK, 1995; KLINKBY, 2009; GIL-CACHO et al.,
2009). Porém, comumente as oscilações ocorrem em frequências isoladas, o que requer a utili-
zação de diversos filtros (WEAVER; LOBKIS, 2006). Além disso, a supressão de uma frequência
também pode gerar oscilação em outra frequência (KLINKBY; FOEH; THIEDE, 2008).
Contudo, a maior desvantagem desta estratégia é o fato de ser reativa; ou seja, para que as
frequências das oscilações sejam identificadas, estas devem primeiro se manifestar.
2.5.1.2 Inserção de Não-linearidades e Equalização de Fase
As técnicas de inserção de não-linearidades no caminho direto incluem o deslocamento em
frequência (SCHROEDER, 1964), uso de atraso variável no tempo (BUSTAMANTE; WORRALL;
WILLIAMSON, 1989) e a modulação de fase (NIELSEN; SVENSSON, 1999).
No entanto, assim como os filtros notch, estas técnicas atuam sobre o caminho de proces-
samento do aparelho auditivo afetando a qualidade do sinal de voz (SPRIET et al., 2006).
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2.5.2 Técnicas de Cancelamento sobre o Caminho de Realimentação
Nesse tipo de estratégia, gera-se uma estimativa do caminho de realimentação para cancelar
o sinal realimentado, procedimento que vem se tornando o estado da arte (HAMACHER et al.,
2006). A Figura 2.10 traz a estrutura básica de cancelamento, que faz uso do denominado
método direto. Nesta figura, x(t) é o sinal sonoro de entrada do aparelho auditivo, o filtro7
wo é a resposta ao impulso do caminho de realimentação, representando as transformações
associadas ao sinal de saída do alto-falante até sua captação no microfone, o filtro adaptativo
w(n) é a estimativa do caminho de realimentação e a função de transferênciaG(z) é o caminho
direto, representando o processamento realizado de modo a propiciar uma melhor qualidade de
audição ao usuário. A região pontilhada define o aparelho auditivo.
Figura 2.10: Estrutura adaptativa de cancelamento.
Técnicas adaptativas de cancelamento sobre o caminho de realimentação podem ser clas-
sificadas em algoritmos com adaptação contínua e algoritmos com adaptação não-contínua
(GRAUPE; GROSSPIETSCH; BASSEAS, 1988; KATES, 1991; MAXWELL; ZUREK, 1995; GREEN-
BERG; ZUREK; BRANTLEY, 2000; FANG; WILSON; GILES, 2002). No segundo caso, os coefi-
cientes de w(n) são adaptados somente em momentos de silêncio ou quando oscilações são
detectadas (YANG, 2006), caracterizando assim, uma abordagem reativa, portanto, menos con-
fortável para o usuário. Desta forma, o foco será dado aos algoritmos com adaptação contínua,
amplamente usados em aparelhos auditivos (CHUNG, 2004b).
7Neste trabalho, variáveis escalares são representadas por letras minúsculas, vetores por letras minúsculas em
negrito e matrizes por letras maiúsculas em negrito.
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Adota-se neste trabalho que os coeficientes de w(n) são adaptados continuamente para
minimizar e(n). Uma possibilidade é a minimização no sentido quadrático médio, ou seja,
no caso de sinais reais, minimiza-se a função J = E{e2(n)} em que E{⋅} é o valor esperado
estatístico. Assume-se, inicialmente, que os coeficientes do filtro de cancelamento são fixos, tal
quew(n) =w, que x(n) são as amostras do sinal contínuo x(t) e que uT (n)wo é a parcela do
sinal de entrada amostrado referente à realimentação, então (Figura 2.10):
e(n) = x(n) +uT (n)[wo −w] (2.6)
onde os vetores u(n) = [u(n), u(n − 1), . . . , u(n −M + 1)]T , wo = [wo1,wo2, . . . ,woM]T e w =[w1,w2, . . . ,wM]T . Assim, elevando e(n) ao quadrado e aplicando o valor esperado
E{e2(n)} =woTRuuwo − 2woTRuuw +wTRuuw − 2rTxuwo − 2rTxuw + E{x2(n)} (2.7)
ondeRuu = E{u(n)uT (n)} e rxu = E{x(n)u(n)}. Através das identidades (KAY, 1993)
∂bTθ
∂θ
= b e ∂θTAθ
∂θ
= 2Aθ
onde θ é um vetor coluna eA é uma matriz, tem-se que
∂E{e2(n)}
∂w
= −2Ruuwo + 2Ruuw − 2rxu (2.8)
Finalmente, igualando a equação a zero e assumindo Ruu definida positiva, tem-se que o
valor de mínimo da função custo é dado por
w¯∗ =wo +R−1uurxu´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
polarização
(2.9)
Pela Equação (2.9), nota-se que a correlação entre o sinal de entrada x(n) e o vetor de saída
u(n) torna a estimativa do caminho de realimentação polarizada pelo termoR−1uurxu (SIQUEIRA;
ALWAN, 2000; SPRIET, 2004; MALUENDA, 2009). Esta polarização pode ser reduzida pelas
técnicas de descorrelação apresentadas na Seção 2.5.1.2, mantendo os problemas já destacados.
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2.5.2.1 Adição de Atrasos
Uma técnica simples para a minimização do problema de polarização abordado no item
anterior consiste na inserção de atrasos no caminho diretoG(z) ou no caminho de cancelamento
(na entrada dew(n)) (SIQUEIRA; ALWAN, 2000). No entanto, no primeiro caso, a descorrelação
é limitada, pois atrasos de 6 a 8 ms são percebidos por alguns usuários e a inteligibilidade do
sinal é afetada para atrasos maiores que cerca de 10 ms (CHUNG, 2004a). No segundo caso, os
atrasos reduzem a ordem do filtro w(n), modelando de forma arbitrária as primeiras amostras
do caminho de realimentação como sendo nulas. Quanto maior for a diferença entre a realidade
e esta imposição, maior será a deterioração na estimativa do caminho de realimentação.
2.5.2.2 Uso de Conhecimento A Priori sobre o Caminho de Realimentação
O conhecimento a priori sobre o caminho de realimentação wo também tem sido usado na
redução da polarização. Uma primeira abordagem é a adaptação restringida na qual adiciona-se,
à função J , um termo regulado por um fator η para penalizar desvios excessivos entre w(n) e
o filtro de referência wref (KATES, 1999; KATES; MELANSON, 2002):
J = E{e2(n)} + η[w −wref ]T [w −wref ] (2.10)
resultando em um ponto de mínimo dado por
w¯∗ = [Ruu + ηI]−1[Ruuwo + rxu + ηwref ] (2.11)
Além de se alterar a função J , pode-se também manter uma parte de w(n) fixa de acordo
com conhecimento a priori sobre wo (KAELIN; GRUNIGEN, 2000). Contudo, o caminho de
realimentação pode sofrer alterações consideráveis, fazendo com que os coeficientes fixoswref
não sejam sempre ideais para ponderar a adaptação de w(n).
Outra abordagem consiste em aplicar o cancelamento apenas na banda de frequência onde
ocorrem as oscilações (CHI et al., 2003; RAFAELY; SHUSINA; HAYES, 2003; GAO; SOLI; CHI, 2007).
Nessa situação, utilizam-se filtros passa-alta ou passa-banda sobre e(n) e u(n), deixando para
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o filtro adaptativo, apenas a faixa de frequências críticas. No entanto, a faixa de frequência das
oscilações se expande com o aumento do ganho do aparelho auditivo. Assim, para garantir a
estabilidade do algoritmo, a largura de banda dos filtros não pode ser muito pequena (SPRIET et
al., 2006).
2.5.2.3 Métodos de Identificação de Sistemas em Malha Fechada
O problema de cancelamento de realimentação pode ser visto como um problema de identi-
ficação de sistemas em malha fechada. Redesenha-se a estrutura da Figura 2.10 acrescentando-
se uma entrada adicional r(n).
Figura 2.11: Cancelamento de realimentação como um problema de identificação de sistemas.
Os métodos de identificação em malha fechada são classificados de acordo com três abor-
dagens: direta, indireta e entrada-saída conjunta (FORSSELL; LJUNG, 1999). As duas últimas
utilizam um sinal artificial r(n) adicional na identificação, normalmente ruído branco. No
entanto, esta excitação deve ser mantida abaixo do limiar de audição para evitar que seja perce-
bida pelo usuário, restringindo estas abordagens aos usuários com perdas auditivas mais severas
(SHUSINA; RAFAELY, 2006).
A abordagem direta, além de não fazer uso do sinal extra r(n), também não requer a es-
pecificação de G(z) que pode, por exemplo, ser não-linear. Todavia, devido à correlação entre
x(n) e u(n), a maioria dos métodos de identificação de sistemas em malha fechada não obtém
uma estimativa não-polarizada do caminho de realimentação. Assim, a abordagem direta só é
aplicável com o método de erro de predição e alguns métodos de subespaço (FORSSELL, 1999).
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2.5.2.4 Método de Erro de Predição
Neste método, o sinal de voz x(n) é modelado por um ruído branco η(n) processado por
um sistema linear H(z). Esta modelagem é apresentada na Seção 2.7. Inicialmente, o mé-
todo foi proposto com o emprego de uma estimativa fixa para H(z) (HELLGREN; URBAN, 2001;
HELLGREN, 2002). No entanto, na prática H(z) é desconhecido e variante no tempo. Portanto
uma estimação de forma adaptativa é mais adequada. Assim, surgiu a estrutura da Figura 2.12
(SPRIET et al., 2005a). O filtro q(n) é um filtro de erro de predição, a sua cópia, qˆ(n), é atuali-
zada a cada amostra de entrada. O filtro wc é uma cópia de w(n) seguindo alguma estratégia
de cópia que pode ser realizada amostra a amostra ou de tempos em tempos.
Figura 2.12: Método de erro de predição.
Pela minimização da função J = E{e2q(n)}, percebe-se como o método pode obter uma
estimativa não polarizada do caminho de realimentação. A derivação a seguir foi originalmente
apresentada por Maluenda (2009). Assumindo adaptação lenta, os filtros são considerados in-
variantes no tempo, podendo-se expressar eq(n) como (MALUENDA, 2009, eq. 3.11)
eq(n) = xq(n) +uTq (n)[wo −w] (2.12)
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onde xq(n) representa x(n) filtrado por q(n). Com isto calcula-se E{e2q(n)}:
E{e2q(n)} = 2rTxquq[wo −w] + [wo −w]TRuquq[wo −w] (2.13)
ondeRuquq = E{uq(n)uTq (n)} e rxquq = E{xq(n)uq(n)}.
Finalmente iguala-se o gradiente de (2.13) em relação aos coeficientes w a zero a fim de
minimizar a função J = E{e2q(n)}
∂E{e2q(n)}
∂w
= −2Ruquqwo + 2Ruquqw − 2rxquq = 0 (2.14)
w¯∗ =wo +R−1uquqrxquq´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
polarização
(2.15)
A estimativa obtida em (2.15) é semelhante a (2.9) com os sinais u(n) e x(n) filtrados por
q(n). Neste caso a polarização é regulada pela correlação entre xq(n) e o vetor uq(n), a qual
pode ser reduzida pela filtragem realizada por q(n). Como x(n) é modelado por um ruído
branco η(n) processado por H(z), quanto mais q(n) se aproximar do inverso de H(z), mais
xq(n) será branco e menor será a polarização (Figura 2.13). Por esta razão, o filtro de erro de
predição é também chamado de filtro branqueador.
Figura 2.13: Filtro branqueador aplicado sobre x(n).
A proposta de pré-branqueamento surgiu para aumentar a velocidade de algoritmos adapta-
tivos aplicados ao cancelamento de eco (MBOUP; BONNET, 1991; MBOUP; BONNET; BERSHAD,
1994). Nesses trabalhos pioneiros, sugeriu-se que a adaptação do filtro preditor fosse feita so-
bre u(n) e não sobre e(n) como mostrado na Figura 2.12. No entanto, a adaptação sobre e(n)
é vantajosa, pois o sinal de entrada é processado com minimização das alterações provocadas
pelo caminho direto G(z) (LEBER; SCHAUB, 2003).
Spriet et al. (2005b) sugeriram uma variação da estrutura inicialmente proposta, envolvendo
o reposicionamento dos filtros preditores como mostrado na Figura 2.14. Sob a hipótese de
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adaptação lenta, a Equação (2.12), assim como a solução encontrada na Equação (2.15), ainda
se aplicam. Desta forma, o comportamento em regime permanente permanece praticamente o
mesmo. Porém, com esta modificação, o algoritmo mostrou-se mais robusto a variações bruscas
do caminho de realimentação e dos coeficientes do filtro adaptativo (SPRIET et al., 2005b; SPRIET
et al., 2006). Adicionalmente, neste caso as mudanças em w(n) não sofrem o atraso de grupo
imposto por q(n).
Figura 2.14: Proposta de posicionamento dos filtros preditores (SPRIET et al., 2005b).
2.6 Algoritmo LMS
Nas seções posteriores, utiliza-se o algoritmo LMS8 de filtragem adaptativa na estrutura de
cancelamento de realimentação para atualização do vetor de coeficientes. Este algoritmo foi
introduzido por Widrow e Hoff (1960), sendo amplamente usado devido à sua simplicidade,
eficiência computacional e boa performance em diversas condições de operação (MANOLAKIS;
INGLE; KOGON, 2005). O diagrama em blocos é ilustrado na Figura 2.15, sendo constituído por
um processo de filtragem e um processo de adaptação (HAYKIN, 2001).
Figura 2.15: Diagrama em blocos do algoritmo LMS.
8LMS: Least-Mean-Square.
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O processo de filtragem consiste em aplicar um filtro linear com coeficientes representados
pelo vetor w(n) ao sinal de entrada u(n) para gerar uma estimativa y(n) do sinal desejado
d(n). A diferença entre d(n) e y(n) produz o sinal de erro e(n). No processo adaptativo, os
coeficientes w(n) são ajustados para que y(n) seja uma melhor estimativa de d(n) no sentido
médio quadrático. Inicialmente, calcula-se o produto entre e(n) e u(n−k) para k = 0,1, . . . ,M−
1 onde M é o comprimento do filtro w(n). Em seguida, aplica-se um fator de escala positivo
µ, que controla a velocidade de adaptação, sendo o resultado somado ao coeficiente wk(n)
na iteração n + 1. Para uma análise teórica detalhada do comportamento do algoritmo LMS,
consultar Haykin (2001). De forma sucinta, para sinais reais, tem-se as seguintes etapas:
1. Filtragem: y(n) =wT (n)u(n) (2.16)
2. Cálculo do erro: e(n) = d(n) − y(n) (2.17)
3. Adaptação dos coeficientes: w(n + 1) =w(n) + µu(n)e(n) (2.18)
onde u(n) = [u(n), u(n − 1), . . . , u(n −M + 1)]T e w = [w1,w2, . . . ,wM]T .
2.7 Modelagem do Sinal de Voz
O modelo usual para o processo de produção da fala é apresentado na Figura 2.16. Neste
modelo, separa-se os efeitos da fonte de excitação e do trato vocal9 modulante. Esta abordagem
fonte-filtro é a base de, praticamente, todos os sistemas de reconhecimento, análise e síntese de
voz em uso atualmente (LOIZOU, 2007).
Figura 2.16: Modelo para síntese de voz. Modificado de Rabiner e Schafer (1978).
9O trato vocal é a passagem irregular da laringe até os lábios e as cavidades nasais (PLACK, 2005).
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A forma da excitação η(n) difere se o som a ser produzido é do tipo vozeado ou não-
vozeado:
• Sons vozeados (como /a/ em ave, por exemplo10) são produzidos por uma excitação
quase periódica do trato vocal. No modelo da Figura 2.16, um gerador produz uma
sequência de impulsos com período fundamental igual ao período do pitch11. Estes impul-
sos são convertidos em uma sequência de pulsos glotais através de um modelo do pulso
glotal; o sinal resultante serve de excitação para um filtro linear que modela o efeito do
trato vocal.
• Sons não-vozeados (como /f/ em f é, por exemplo) são gerados por um fluxo de ar turbu-
lento através de uma constrição no trato vocal. A excitação é modelada como um ruído
branco cuja distribuição de probabilidade não é relevante (RABINER; SCHAFER, 1978).
Usualmente, utiliza-se a distribuição gaussiana (SUGIYAMA; IKEDA; HIRANO, 2002).
Neste trabalho, de forma a simplificar a representação dos sinais de fala, a modelagem
considera apenas os sons não-vozeados. Essa limitação de modelagem é comum na análise do
comportamento de aparelhos auditivos (MALUENDA, 2009; SPRIET, 2004; SIQUEIRA; ALWAN,
2000).
Para a determinação do sistema linear H(z) que modela o trato vocal (Figura 2.16), utiliza-
se o conhecimento de que uma amostra do sinal de voz pode ser adequadamente aproximada por
uma combinação linear de seus valores passados, associada a uma parcela de inovação η(n), ou
seja, por predição linear (MAKHOUL, 1975; BENESTY; CHEN; HUANG, 2008). Assim, x(n) pode
ser expresso como
x(n) = Gs η(n) − L∑
l=1 hl x(n − l) (2.19)
onde h1, h2, . . . , hL são os coeficientes de predição linear; Gs está associado à variância da
inovação. Com isto, tem-se o sinal de voz modelado por um processo AR (autorregressivo) de
10Aqui o símbolo / ⋅ / indica um fonema, unidade básica da linguística.
11O pitch é definido pela ANSI (American National Standards Institute) como um atributo da sensação auditiva
ligado à frequência do estímulo sonoro (PLACK, 2005).
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ordem L, ou seja, pelo filtro linear H(z) contendo apenas pólos:
H(z) = Gs
1 + h1z−1 + h2z−2 +⋯ + hLz−L (2.20)
excitado por um ruído branco. Os coeficientes de predição linear podem ser determinados
minimizando-se a diferença entre um segmento de fala real e o sinal x(n) de saída do modelo.
Usualmente, a estimação é feita para segmentos com duração de 10 a 30 ms, intervalo no qual
a voz pode ser considerada estacionária (RABINER; SCHAFER, 1978). Neste trabalho, assume-se
que H(z) é fixo durante todo o processo de adaptação, como em (SIQUEIRA; ALWAN, 2000;
SPRIET, 2004; MALUENDA, 2009).
3 MATERIAIS E MÉTODOS
Neste capítulo, apresenta-se a estrutura de cancelamento de realimentação escolhida para o
estudo e implementação. Introduz-se ainda, a uma pequena alteração que permite, em determi-
nadas condições, inferências sobre o limite de estabilidade do sistema.
Em seguida, a análise apresentada em (MALUENDA, 2009) para o comportamento médio dos
coeficientes dos filtros adaptativos é expandida, considerando-se que o número de coeficientes é
insuficiente para a completa identificação do caminho acústico de realimentação e/ou do modelo
de produção de voz.
Por último, tem-se uma descrição da plataforma de processamento de sinais utilizada e da
câmara acústica desenvolvida para os testes práticos.
3.1 Estrutura de Cancelamento
Devido à natureza variante no tempo do caminho de realimentação, as técnicas de cancela-
mento adaptativas têm se mostrado vantajosas. Destas, destacam-se as baseadas na identificação
de sistemas em malha fechada (SPRIET et al., 2006). Uma estrutura com tais características foi
apresentada na Seção 2.5.2.4, sendo, neste trabalho, associada à alteração proposta em (SPRIET
et al., 2005b).
A Figura 3.1 apresenta a estrutura de cancelamento abordada neste trabalho, onde a linha
pontilhada separa a parte superior, considerada estacionária, da parte inferior, adaptativa. Com
isto, assume-se quewoN ewc são invariantes no tempo. Considera-se que as alterações no cami-
nho de realimentação sejam lentas em relação à velocidade de convergência do filtro adaptativo
e que transientes devido a atualizações em wc sejam mais curtos que o tempo de convergência
do filtro (MALUENDA, 2009).
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Figura 3.1: Estrutura para o cancelamento de realimentação.
Para fins de análise e simplificação do problema, o caminho direto G(z) é representado
pelo ganhoG0 em banda larga e um atraso deD amostras simulando o atraso de processamento.
Essa aproximação tem sido utilizada em outros trabalhos da área (SPRIET et al., 2005a; SAKAI,
2007; CAO; LIU; ZHANG, 2009) sem perda significativa de informação1. O atraso D auxilia na
descorrelação entre x(n) e o vetor de saída u(n), conforme visto na Seção 2.5.2.1. Os blocos
compreendidos por um retângulo pontilhado representam o sistema a ser identificado: o modelo
H(z) para o sinal de voz x(n) e o caminho de realimentação woN .
O mecanismo de atualização de v(n) é realizado através da minimização do erro quadrático
médio E{e2v(n)} (Seção 2.5.2.4). Assumindo-se coeficientes fixos e suficientes para os filtros
adaptativos, tem-se v(n) = v¯, q(n) = q¯ e assim
ev(n) = xq(n) +uTqN(n)[woN −wc − v¯] (3.1)
onde xq(n) representa x(n) filtrado por q¯ e uqN(n) = [uq(n), uq(n − 1), . . . , uq(n −N + 1)]T .
Procedendo-se de maneira análoga à Seção 2.5.2.4 tem-se:
v¯∗ =woN −wc +R−1uquqrxquq´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
polarização
(3.2)
1A condição de um sistema com maior complexidade e não-linearidade facilitaria a descorrelação entre x(n) e
u(n), aproximando-se ainda mais das condições estatísticas ideais.
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Logo, nesta estrutura, o objetivo de v(n) é estimar a diferença entre o caminho de reali-
mentação woN e a sua estimativa inicial wc. Em decorrência deste fato, a atualização de wc
deve ser realizada através da adição do vetor v(n) em vez de ser substituído pelo mesmo. Isso
faz com que os coeficientes v(n) sejam uma estimativa da parcela não cancelada do caminho
acústico de realimentação. Simulações comparativas entre a estrutura apresentada na Figura 3.1
e a proposta por Spriet et al. (2005b) (Figuras 2.12 e 2.14) demonstraram o mesmo desempenho
para ambas.
Como o caminho direto G(z) é conhecido a priori, este pode ser usado em conjunto com
v(n) para estimar a margem de ganho internamente. Esta informação permite inferências sobre
os limites de estabilidade, podendo ser utilizada em estratégias de atualização e/ou de aumento
de ganho do sistema2.
O cálculo exato da margem de ganho é complexo pois, conforme visto na Seção 2.4.2, de-
pende de informações de módulo, ângulo e da busca pela frequência de cruzamento ω1. Em
plataformas de testes de aparelhos auditivos, este cálculo é realizado externamente (MERKS,
2010). Ainda assim, v(n) pode ser utilizado para obter a margem de ganho de forma aproxi-
mada, conforme proposto por Klinkby, Foeh e Thiede (2008) onde foram utilizadas as potências
de entrada e de saída do filtro adaptativo.
3.2 Comprimento dos Filtros v(n) e q(n)
Através da Equação (3.2) é possível observar que o filtro v(n) deve possuir pelo menos N
coeficientes para identificar corretamente o caminho de realimentação woN −wc. Na prática,
o comprimento de v(n) pode ser estimado inicialmente durante as etapas de ajuste do apare-
lho auditivo. Porém, como o caminho de realimentação pode sofrer alterações (Figura 3.19,
por exemplo), existe a possibilidade do número de coeficientes de v(n) ser insuficientes para
identificar woN . Por outro lado, pode ser interessante reduzir arbitrariamente o número de co-
2Adicionalmente, a estimativa da diferença entre woN e wc ao invés de wc aumenta a probabilidade de co-
eficientes com amplitudes não-significativas e portanto permitiria o uso de técnicas de adaptação baseadas na
esparcidade dos coeficientes, bem como de comprimento variável.
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eficientes de v(n) de forma a diminuir a complexidade computacional do algoritmo. Como
consequência, o comprimento insuficiente de v(n) ou q(n) pode comprometer a capacidade
desses filtros na tarefa de cancelar os efeitos do caminho de realimentação.
A situação de comprimento deficiente em filtros adaptativos da família LMS pode ser ana-
lisada seguindo a formulação usada por Mayyas (2005). Para woN com comprimento N , sendo
v(n) e wc de comprimento M < N , define-se
uqM(n) = ⎡⎢⎢⎢⎢⎢⎢⎣
u˜q(n)
uq(n)
⎤⎥⎥⎥⎥⎥⎥⎦ w
o
N = [wow¯o ]
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
wo = [wo1,wo2, . . . ,woM]T
w¯o = [woM+1,woM+2, . . . ,woN]T
uqN(n) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
u˜q(n)
uq(n)
u¯q(n)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
u˜q(n) = [uq(n), uq(n − 1), . . . , uq(n −M0 + 1)]T
uq(n) = [uq(n −M0), uq(n −M0 − 1), . . . , uq(n −M + 1)]T
u¯q(n) = [uq(n −M), uq(n −M − 1), . . . , uq(n −N + 1)]T
onde M0 < M < N , sendo M0 o número de coeficientes fixos3 de v(n). O filtro cancelador é
então dividido em parte fixa e parte adaptativa:
v(n) = [ 0
va(n)]
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0 = vetor nulo de comprimento M0
va(n) = [vM0+1(n), vM0+2(n), . . . , vM(n)]T
A equação de adaptação dos coeficientes para o filtro adaptativo é dada por:
va(n + 1) = va(n) + µev(n)uq(n) (3.3)
onde µ é o passo de adaptação, ev(n) é o sinal de erro e o vetor uq(n) foi definido acima. O
sinal de erro ev(n) é dado por
ev(n) = ecq(n) −uTq (n)va(n) (3.4)
Considerando adaptação lenta de q(n) (MBOUP; BONNET; BERSHAD, 1994), tem-se
ev(n) = xq(n) +uTqM(n)[wo −wc] + u¯Tq (n)w¯o −uTq (n)va(n) (3.5)
3Assume-se que os M0 coeficientes iniciais são nulos de forma a compensar o atraso inicial da resposta ao
impulso do caminho de realimentação.
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O comprimento deficiente para o filtro preditor é tratado de maneira análoga. O filtro adap-
tativo q(n) é um filtro de erro de predição (PEF4) com a estrutura da Figura 3.2 (HAYKIN, 2001).
Assim, os coeficientes do PEF são dados por q(n) = [ 1−p(n) ].
Figura 3.2: Filtro de erro de predição q(n).
A equação de adaptação dos coeficientes para o preditor p(n) é tal que
p(n + 1) = p(n) + ρecq(n)ec(n − 1) (3.6)
onde ρ é o passo de adaptação, ec(n − 1) = [ec(n − 1), ec(n − 2), . . . , ec(n −K)]T . Conforme a
Figura 3.2, o erro de predição ecq(n) é dado por
ecq(n) = ec(n) − eTc (n − 1)p(n) (3.7)
Para mostrar a influência do comprimento do filtro, desenvolve-se ec(n) até explicitar os
coeficientes do processo autorregressivo H . Como wc é estacionário, o sinal de erro ec(n) na
entrada do PEF é dado por
ec(n) = x(n) −uT (n)v (3.8)
onde u(n) = [u(n), u(n − 1), . . . , u(n −N + 1)]T e v = [wc−wo−w¯o ] é o vetor de erro entre wc e
woN . Considerando H(z) como a função de transferência dada pela Equação (2.20) com ganho
Gs = 1, define-se então os vetores
hL = [h
h¯
] ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
h = [h1, h2, . . . , hK]T
h¯ = [hK+1, hK+2, . . . , hL]T
xL(n − 1) = [x(n − 1)
x¯(n − 1)]
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
x(n − 1) = [x(n − 1), x(n − 2), . . . , x(n −K)]T
x¯(n − 1) = [x(n −K − 1), x(n −K − 2), . . . , x(n −L)]T
4PEF: Prediction-Error Filter.
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Com isto, x(n) é dado por
x(n) = η(n) −xT (n − 1)h − x¯T (n − 1)h¯ (3.9)
3.3 Comportamento Médio dos Coeficientes de v(n) e q(n)
Nesta seção, as equações desenvolvidas por Maluenda (2009) serão expandidas para o caso
de comprimento deficiente do filtro adaptativo e do preditor. Para possibilitar a tratabilidade
matemática, desconsidera-se a atualização de wc, assumindo que a parte superior da estrutura
da Figura 3.1 é estacionária.
3.3.1 Modelo para v(n)
Substituindo (3.5) na equação de adaptação de v(n), obtém-se
va(n + 1) = va(n) + µuq(n)[xq(n) +uTqM(n)[wo −wc]
+ u¯Tq (n)w¯o −uTq (n)va(n)] (3.10)
Aplica-se a esperança, assumindo independência deuq(n)uTq (n) e va(n) (MINKOFF, 2001)
E{va(n + 1)} = [I − µRuquq]E{va(n)} + µRuquqM[wo −wc] + µRuqu¯qw¯o + µrxquq (3.11)
onde
Ruquq = E{uq(n)uTq (n)} (3.12)
RuquqM = E{uq(n)uTqM(n)} (3.13)
Ruqu¯q = E{uq(n)u¯Tq (n)} (3.14)
rxquq = E{xq(n)uq(n)} (3.15)
No Anexo A, encontram-se apresentadas as expressões desenvolvidas para estas esperanças.
Estas expressões são semelhantes às encontradas em (MALUENDA, 2009). Passagens matemáti-
cas que não foram apresentadas no trabalho original foram detalhadas e explicitadas, facilitando
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sua futura utilização e expansão. Buscou-se também, otimizar o cálculo para que o modelo con-
tivesse apenas uma equação do tipo (A.27).
No caso de comprimentos suficientes de v(n) e de wc (M = N), tem-se:
E{va(n + 1)} = [I − µRuquq]E{va(n)} + µRuquqM[wo −wc] + µrxquq (3.16)
equivalente, para M0 = 0, ao encontrado em Maluenda (2009, eq. 3.12).
3.3.2 Modelo em regime permanente para v(n)
Em regime permanente E{v(n + 1)} = E{v(n)} = E{v(∞)}. Para µ ≠ 0, (3.11) torna-se
E{va(∞)} =R−1uquqRuquqM[wo −wc] +R−1uquqRuqu¯qw¯o +R−1uquqrxquq (3.17)
No caso de coeficientes suficientes (M = N) e M0 = 0, tem-se
E{va(∞)}∣M=N =woN −wc +R−1uquqrxquq (3.18)
ou seja, uma solução polarizada pelo termo de correlação cruzada rxquq. A Equação (3.18)
coincide com (MALUENDA, 2009, eq. 3.6).
3.3.3 Modelo para q(n)
Substituindo (3.7) na equação de adaptação de p(n), obtém-se
p(n + 1) = p(n) − ρec(n − 1)eTc (n − 1)p(n) + ρec(n)ec(n − 1) (3.19)
Calculando a esperança e assumindo independência dos termos ec(n − 1)eTc (n − 1) e p(n)
(MINKOFF, 2001), tem-se
E{p(n + 1)} = [I − ρRecec]E{p(n)} + ρrec (3.20)
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onde
Recec = E{ec(n − 1)eTc (n − 1)} (3.21)
rec = E{ec(n)ec(n − 1)} (3.22)
A Equação (3.20) é análoga à (MALUENDA, 2009, eq. 3.18), onde o PEF foi aplicado ao
sinal u(n). Pode-se expandir rec através das equações (3.8) e (3.9):
rec = −E{ec(n − 1)xT (n − 1)}h − E{ec(n − 1)x¯T (n − 1)}h¯ − E{ec(n − 1)uT (n)}v (3.23)
onde E{ec(n − 1)η(n)} = 0. Desta forma, a Equação (3.20) torna-se
E{p(n + 1)} = [I − ρRecec]E{p(n)} − ρRecxh − ρR¯ecxh¯ − ρRecuv (3.24)
onde
Recec = E{ec(n − 1)eTc (n − 1)} (3.25)
Recx = E{ec(n − 1)xT (n − 1)} (3.26)
R¯ecx = E{ec(n − 1)x¯T (n − 1)} (3.27)
Recu = E{ec(n − 1)uT (n)} (3.28)
Estas matrizes são desenvolvidas no Anexo A.2.
3.3.4 Modelo em regime permanente para q(n)
Em regime permanente, E{p(n+1)} = E{p(n)} = E{p(∞)}. Para ρ ≠ 0, a Equação (3.24)
torna-se
E{p(∞)} = −R−1ececRecxh −R−1ececR¯ecxh¯ −R−1ececRecuv (3.29)
No caso de coeficientes suficientes, tem-se
E{p(∞)}∣
K=L = −R−1ececRecxhL −R−1ececRecuv (3.30)
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3.4 Aparato Experimental
Nesta seção, é apresentado o aparato experimental, construído com base em (BANERJEE,
2006; PHONAK, 2008; GRIMM; HOHMANN; KOLLMEIER, 2009), onde algoritmos de cancela-
mento de realimentação são testados em condições reprodutíveis. O aparato consiste em uma
câmara acústica, um manequim e os elementos ilustrados no diagrama em blocos da Figura 3.3:
Figura 3.3: Diagrama em blocos da câmara acústica para testes.
O aparelho auditivo encontra-se em uma plataforma de desenvolvimento dedicada, deno-
minada plataforma Voyageur. O programa do aparelho auditivo é carregado (upload), a partir
de um computador, através da interface USB5. Uma placa de controle e aquisição, desenvolvida
neste trabalho, permite o deslocamento de um anteparo e a transmissão de dados do aparelho
auditivo (porta GPIO6) para o computador via interface serial RS232.
3.4.1 Câmara Acústica
A câmara acústica é composta por uma caixa de madeira MDF7 (18mm) revestida inter-
namente com espuma de isolamento acústico com espessura de 5cm (Figuras 3.4 e 3.5). O
isolamento acústico evita que sons do ambiente externo interfiram nos testes e atenua reflexões
do sinal da caixa de som captado pelo aparelho auditivo.
5USB: Universal Serial Bus.
6GPIO: General Purpose Input/Output.
7MDF: Medium Density Fiberboard.
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Figura 3.4: Interior da câmara acústica para testes de cancelamento de realimentação.
Figura 3.5: Câmara acústica para testes conectada ao módulo Voyageur.
3.4 Aparato Experimental 41
3.4.2 Manequim
Dentro da câmara acústica, tem-se um manequim convencional para mostruário de vesti-
mentas, associado a um molde composto por orelha e canal acústico de silicone de forma a
aproximar a implementação a um manequim para instrumentação acústica KEMAR8. No in-
terior da orelha, na altura correspondente à membrana timpânica, foi instalado um microfone
(Figura 3.6). Ao lado do manequim, tem-se duas torres revestidas com espuma. A primeira,
contém um anteparo instalado sobre uma mesa de microscópio, a segunda, serve de apoio para
uma caixa de som.
Figura 3.6: Disposição da orelha de silicone e do aparelho auditivo no manequim.
O aparelho auditivo utilizado é do tipo BTE. O molde possui duto de ventilação de 1mm
de diâmetro. A caixa de som e o microfone instalado na orelha de silicone possuem resposta
aproximadamente plana, evitando distorções (Figura 3.7).
8KEMAR: Knowles Electronic Manikin for Acoustic Research.
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Figura 3.7: Curvas de resposta de acordo com os fabricantes Edifier (2004) e LeSon (2009).
3.4.3 Plataforma de Desenvolvimento Voyageur
A plataforma Voyageur (Figura 3.8) é um sistema de processamento de áudio voltado para
aplicações em aparelhos auditivos e serviu para a implementação do processamento apresentado
na Figura 3.1. Além de entradas e saídas de áudio (analógico e digital), tem-se o módulo híbrido
GA3280, com dimensões 5.46 mm, 3.15 mm e 1.70 mm, agrupando os principais componentes
de um aparelho auditivo. Através da técnica de empilhamento de circuitos integrados (Figura
2.5), este circuito integrado contém o codec GC5055, o processador digital de sinais (DSP9)
GC5003 e uma memória EEPROM10.
O codec GC5055 possui conversores analógico-digital e digital-analógico para interface
com dois microfones e um alto-falante. Os sinais de áudio são quantizados com uma resolu-
ção de 20 bits. A taxa de amostragem de 16 kHz é a taxa comumente usada nos aparelhos
auditivos mais populares, pois cobre a faixa de frequência das perdas auditivas relacionadas à
inteligibilidade da fala (Figura 2.4). No entanto, devido a um cristal de 4 MHz na plataforma
de desenvolvimento, a frequência resultante é de 15.625 kHz (GENNUM, 2006a).
9DSP: Digital Signal Processor.
10EEPROM: Electrically-Erasable Programmable Read-Only Memory.
3.4 Aparato Experimental 43
Figura 3.8: Plataforma de Desenvolvimento Voyageur.
O DSP GC5003 possui um DSP principal (MDSP) com funcionalidades de um microcon-
trolador conectado a quatro processadores (µDSP) de forma reconfigurável. O MDSP e µDSPs
possuem arquitetura Dual-Harvard Modificada11. Coprocessadores distribuídos entre os µDSPs
executam tarefas específicas implementadas em hardware, tais como FFT, filtragem, divisão do
sinal em bandas de frequência e, inclusive, cancelamento de realimentação. Este último copro-
cessador foi utilizado apenas durante testes iniciais, pois contém apenas um filtro adaptativo.
3.4.4 Sistema de Controle e Aquisição
O ambiente de desenvolvimento da plataforma Voyageur permite acesso aos dados no apa-
relho auditivo pela porta USB, mas a interrupção do processamento é inevitável. No caso de
filtros adaptativos, é possível verificar o regime permanente dos coeficientes, mas o regime
transitório fica restrito à capacidade da memória interna. De forma a superar esta barreira,
desenvolveu-se, neste trabalho, o sistema de controle e aquisição ilustrado na Figura 3.9.
11A arquitetura Harvard Modificada consiste na memória de programa separada da memória de dados onde a
primeira pode ser acessada como se fosse parte da segunda. O termo "dual" se refere ao fato de existirem duas
memórias de dados.
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Figura 3.9: Mesa com anteparo e placa de controle e aquisição.
O controle refere-se ao comando do motor de passo para o deslocamento do anteparo
próximo à orelha, podendo ser usado para provocar mudanças no caminho de realimentação.
Quanto à aquisição dos dados do aparelho auditivo, para a visualização contínua, utilizou-se
então a porta GPIO, o microcontrolador ATtiny2313v (Figura 3.10) e a interface serial RS232 .
O diagrama elétrico da placa encontra-se no Anexo C.
Figura 3.10: Placa de controle e aquisição.
No entanto, a transmissão dos dados na taxa de amostragem de 15.625 kHz do aparelho
auditivo é inviável através do protocolo RS232. Usa-se então, uma taxa inferior à taxa de
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amostragem real de forma que os sinais transmitidos são decimados por um fator 2000. Esta
é uma alternativa de baixo custo que permite uma visualização confiável de variáveis que evo-
luem lentamente. Para o protocolo RS232 implementado, com uma taxa de bits de 57.6 kbps,
consegue-se transmitir 200 coeficientes de 20 bits amostrados a uma taxa de 7.8125 Hz.
3.4.5 Softwares
Nesta seção, são apresentados os três softwares desenvolvidos neste trabalho que, operando
em conjunto, realizam desde o processamento até a visualização de dados do aparelho auditivo.
3.4.5.1 Software do Aparelho Auditivo
A estrutura de cancelamento proposta (Figura 3.1) foi implementada em linguagem assem-
bly, em um µDSP da plataforma Voyageur, utilizando o ambiente de desenvolvimento GUIDE12.
A Figura 3.11 ilustra a localização dos processadores na malha reconfigurável do aparelho.
Figura 3.11: Interface de configuração da malha de processadores do aparelho auditivo.
12GUIDE: Gennum Universal Integrated Development Environment.
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Considerando a frequência de amostragem de 15.625 kHz e a frequência nominal de ope-
ração dos processadores de 2 MHz, pode-se executar até 128 instruções entre as amostras de
áudio (GENNUM, 2006b). Inicialmente, o algoritmo foi projetado para comportar dois filtros
adaptativos, w(n) e q(n), cada um com 100 coeficientes. Assim, para implementação do al-
goritmo, utilizou-se o PLL13 do aparelho auditivo para elevar frequência interna de operação
dos processadores para 28 MHz. Com esta configuração, consegue-se executar 1792 instruções
entre as amostras de áudio.
Ao final do processamento no µDSP, os coeficientes de w(n) e q(n) são transferidos para
o DSP principal (MDSP). Para tanto, utilizou-se o DMA14, capaz de transferir porções da me-
mória do aparelho auditivo, com a mínima intervenção dos processadores. Com os coeficientes
dos filtros adaptativos no MDSP, foi implementado um protocolo para o envio dos mesmos para
o microcontrolador da placa de controle e aquisição. Entre os dois dispositivos, são utilizados
dois canais de dados, para a transferência simultânea dew(n) e q(n). São utilizados, também,
dois canais de sinalização para os seguintes eventos: envio do primeiro bit de cada coeficiente
e envio do primeiro coeficiente de cada filtro adaptativo.
3.4.5.2 Software da Placa de Controle e Aquisição
O software foi implementado no microcontrolador ATtiny2313v, em linguagem assembly,
através do ambiente de desenvolvimento AVR Studio. Os bits recebidos, da plataforma Voya-
geur, são armazenado até que se obtenha um coeficiente de cada filtro adaptativo. Os 20 bits de
cada coeficiente são então arranjados em bytes, para envio ao computador via protocolo serial
RS232. Neste processo, são acrescentados bits para sinalização e sincronismo.
O microcontrolador também recebe comandos do computador, através do protocolo RS232,
para acionamento do motor de passo. Com a informação do sensor de fim de curso, o microcon-
trolador consegue deslocar o anteparo sobre a mesa de microscópio (Figura 3.9) com segurança.
13PLL: Phase Locked Loop.
14DMA: Direct Memory Access.
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3.4.5.3 Software do Computador
O software de visualização e armazenamento dos dados recebidos foi desenvolvido em
linguagem C++ (Figura 3.12). Este programa também envia comandos para o microcontrolador
ATtiny2313v mover o anteparo em passos de cerca de 1mm (73 passos do motor).
Figura 3.12: Programa para visualização e armazenamento dos dados recebidos.
3.5 Configuração da Estrutura de Cancelamento
Nesta seção, são definidos os parâmetros da estrutura de cancelamento apresentada na Fi-
gura 3.1. Inicialmente, realiza-se a identificação do caminho de realimentaçãowoN . Em seguida,
são escolhidos arbitrariamente, de forma que não se distanciem em demasia de valores utiliza-
dos em aplicações reais, o ganho G0, o atraso D, o modelo H(z) para o sinal de entrada e a
potência adequada para a inovação do sinal modelado de fala. Por último, é feita uma compen-
sação para reduzir as distorções provocadas pela caixa de som e pelo microfone do aparelho
auditivo.
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3.5.1 Identificação do Caminho de Realimentação
O caminho de realimentação woN , necessário para as simulações e para o modelo derivado,
foi obtido através da implementação da estrutura de identificação apresentada na Figura 3.13 no
aparelho auditivo:
Figura 3.13: Estrutura para a identificação do caminho de realimentação.
O gerador de números pseudo-aleatórios produz amostras rp(n) de m = 20 bits através de
um registro de deslocamento com realimentação linear (LFSR15). Para se obter uma sequência
de máximo comprimento com período T = 2m−1 amostras, os atrasos de número 17 e 20 devem
ser conectados à porta Ou-Exclusivo (Figura 3.13) (ALFKE, 1996).
Contudo, devido ao registrador de deslocamento, as amostras geradas são correlacionadas
prejudicando a identificação. Usa-se então, um bloco de sub-amostragem com fator k para
reduzir este efeito, tornando r(n) mais próximo ao ruído branco. Consequentemente, o mesmo
fator k também é aplicado à função de autocorrelação, o que torna a descorrelação possível.
Quanto ao período da sequência, este torna-se Ts = TMDC(k,T ) onde MDC é o Máximo Divisor
Comum (ZIERLER, 1959).
Na Figura 3.14 é ilustrada a função de autocorrelação de rp(n) (normalizada em relação
15LFSR: Linear Feedback Shift Register.
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ao valor máximo), onde se nota a correlação entre amostras próximas. Nesta figura, também
é mostrada a densidade espectral de potência de rp(n), obtida pela transformada de Fourier da
função de autocorrelação apresentada, utilizando uma janela de Hanning.
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Figura 3.14: Autocorrelação normalizada e densidade espectral de potência de rp(n).
Para o fator de sub-amostragem escolhido, k = 8, tem-se MDC(k, T ) = 1 e Ts = T man-
tendo o comprimento da sequência original. As amostras são apenas reordenadas, reduzindo
a correlação entre amostras próximas. Com este fator, obtém-se r(n) com autocorrelação e
densidade espectral de potência ilustradas na Figura 3.15.
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Figura 3.15: Autocorrelação normalizada e densidade espectral de potência de r(n).
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O sinal r(n) é considerado adequado para a identificação de sistemas, pois possui potência
distribuída de maneira uniforme em relação ao espectro de frequências.
Para o filtro adaptativo w(n) com N = 100 coeficientes, usando µ = 0.001 como passo de
adaptação, obteve-se a resposta woN para o caminho de realimentação acústica apresentada na
Figura 3.16. Existe um atraso de cerca de 6 amostras devido à propagação do som e de cerca
de 11 amostras devido aos tempos de conversão dos conversores digital-analógico e analógico-
digital da plataforma de desenvolvimento. As amostras restantes são decorrentes de reflexões
acústicas.
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Figura 3.16: Respostas ao impulso de dois caminhos de realimentação. Para explicação sobre
as curvas, vide texto.
Na Figura 3.16, tem-se também a respostawoA, obtida a partir da realização do processo de
identificação, com o programa completamente embarcado em um aparelho auditivo, realizado
diretamente em uma orelha humana16. Salvo um fator de ganho e um atraso, nota-se semelhança
com a resposta woN obtida com a orelha de silicone. Na Figura 3.17 é apresentada a magnitude
da resposta em frequência dos caminhos de realimentação woN e w
o
A.
16A resposta woA foi fornecida pela empresa de aparelhos auditivos Amplivox. Para efeito de comparação esta
foi reamostrada da taxa original de 32 kHz para 15.625 kHz e, em seguida, atrasada em 6 amostras.
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Figura 3.17: Magnitude da resposta em frequência dos caminhos de realimentação woN e w
o
A.
Movimentos da cabeça, colocação imprópria do molde e atividades cotidianas como uso de
chapéu ou telefone alteram o caminho de realimentação. Como exemplo, são apresentadas as
respostas woCA, onde se utilizou o telefone celular modelo Motorola V810 afastado 10 cm da
orelha de silicone, e a resposta woCP , com o telefone próximo (Figura 3.18).
Figura 3.18: Configuração para identificação com o uso de telefone celular.
52 3 Materiais e Métodos
 
 
w
o
CP
w
o
CA
Amostras
0 10 20 30 40 50 60 70 80 90 100
−0.04
−0.03
−0.02
−0.01
0
0.01
0.02
0.03
0.04
0.05
Figura 3.19: Mudança na respostas ao impulso com a aproximação do telefone celular.
Na Figura 3.20 é apresentada a magnitude da resposta em frequência dos caminhos de
realimentação woCA e w
o
CP .
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Figura 3.20: Magnitude da resposta em frequência dos caminhos de realimentaçãowoCA ew
o
CP .
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Com a aproximação do telefone, a resposta é amplificada, intensificando o sinal realimen-
tado. Durante os testes, foi utilizada a resposta woN , obtida sem a presença de obstáculos.
3.5.2 Geração de Ruído Gaussiano
Nesta seção, é apresentado o método de geração de sinais com função densidade de proba-
bilidade Gaussiana de forma a produzir os sinais sintéticos utilizados nas simulações e experi-
mentos práticos. O procedimento descrito foi implementado tanto em linguagem de alto nível
(aplicativo Matlab), como internamente ao processador de sinais dedicado.
Existem diversas técnicas disponíveis para a geração de ruído branco gaussiano. Aqui são
apresentados dois métodos de transformação que aproveitam amostras independentes e com
distribuição de probabilidade uniforme. Com isto, de maneira aproximada, deseja-se utilizar as
amostras r(n) geradas conforme descrito na Figura 3.13 para gerar ruído com distribuição gaus-
siana. O primeiro método é exato, mas requer o uso de funções como raiz quadrada e logaritmo.
O segundo método é de simples implementação, porém produz um resultado aproximado. A
comparação entre os dois métodos implementados é apresentada na Seção 4.1.
3.5.2.1 Método de Box-Muller (BM)
No método de Box e Muller (1958) são usadas duas v.a. (variáveis aleatórias), u1 e u2,
independentes e uniformemente distribuídas no intervalo (0,1) para gerar duas outras v.a., z1 e
z2, independentes com distribuição normal, média zero e variância unitária:
z1 = √−2 lnu1 cos(2piu2) (3.31)
z2 = √−2 lnu1 sin(2piu2) (3.32)
Alternativamente, tem-se a forma polar na qual as funções trigonométricas não são neces-
sárias (BELL, 1968; KNOP, 1969). Neste caso, para v1 = 2u1 − 1 e v2 = 2u2 − 1 independentes e
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uniformemente distribuídas no intervalo (−1,1), tem-se (TRACHT, 1982):
z1 = v1√−2 ln s
s
(3.33)
z2 = v2√−2 ln s
s
(3.34)
onde s = v21 + v22 ≤ 1; caso contrário, as amostras v1 e v2 são rejeitadas e busca-se outro par até
que esta condição seja satisfeita. Apesar deste procedimento descartar 21,46% das amostras, a
forma polar é mais rápida e robusta do que a forma originalmente proposta (CARTER, 1994).
3.5.2.2 Método do Teorema do Limite Central (TLC)
O teorema do limite central afirma que a soma de n variáveis aleatórias independentes com
média e variância finitas, sob algumas condições gerais, possui uma distribuição que se apro-
xima da distribuição normal. Além disto, o teorema pode ser visto como uma propriedade de
convolução, pois a função densidade de probabilidade f(x) da soma de v.a. é igual à convolução
das densidades individuais (PAPOULIS; PILLAI, 2002).
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Figura 3.21: Funções densidade de probabilidade para soma de n v.a. uniformes.
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A Figura 3.21 apresenta a função densidade de probabilidade resultante para a soma de
n = 2,3 e 4 variáveis aleatórias uniformemente distribuídas no intervalo entre 0 e T . Nota-se
que, mesmo com poucas parcelas, a soma se assemelha à função gaussiana.
3.5.3 Ganho e Atraso de Processamento
O caminho direto é representado pelo ganho G0 e um atraso de D amostras (Figura 3.1).
Para manter o algoritmo funcionando sem a ocorrência de instabilidade, usa-se G0 = 6. O
atraso de processamento do aparelho auditivo é escolhido como D = 78; cerca de 5 ms para
a frequência de amostragem utilizada (esse atraso representa o caso de um aparelho auditivo
digital no qual os recursos computacionais são utilizados quase no limite da capacidade do
processador). Estudos mostram que um atraso de até 6 ms é aceitável em aparelhos com ganho
constante em relação à frequência (STONE et al., 2008; HEURIG; CHALUPPER, 2010).
3.5.4 Modelo para o Sinal de Voz
O modelo para o sinal de voz foi apresentado na Equação (2.19). Conforme recomendado
por (DELLER JR.; PROAKIS; HANSEN, 1993) e usado em (GAUBITCH; WARD; NAYLOR, 2006), a
ordem do modelo autorregressivo pode ser calculada através da relação
L = fs
1000
+ 5 (3.35)
onde fs é a frequência de amostragem. Neste caso, para fs = 15625 Hz, tem-se L = 21.
Selecionou-se então, um segmento de 20 ms do fonema /s/ de aterrissagem contido na
frase “O avião patinou na pista durante uma aterrissagem forçada em meio a uma tempestade”,
retirada do banco de fala (ALCAIM; SOLEWICZ; MORAES, 1992). Através do método de Burg
(1968) e considerando o ganho do modelo Gs = 1, foram obtidos os coeficientes do processo
autorregressivo H (Figura 3.22).
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Figura 3.22: Coeficientes de predição linear hi.
3.5.4.1 Potência da Inovação do Sinal de Voz
Para se determinar a variância da inovação do processo η(n), foram seguidos os passos:
• Reproduz-se na caixa de som o sinal x(n) correlacionado pelo processo autorregressivo
H. Através de um decibelímetro17, ajusta-se a intensidade sonora na entrada do canal
auditivo para 60 dB SPL18, intensidade correspondente a uma conversa normal (YOUNG
et al., 2007).
• Estima-se σ2x, a variância de x(n), implementando-se no aparelho auditivo um estimador
da autocorrelação rx(l) para l = 0 com a equação (STETZLER et al., 2000):
rx(n, l) = βrx(n − 1, l) + (1 − β)x(n)x(n − l) (3.36)
onde β é uma constante de suavização entre 0 e 1 relacionada à estacionariedade do sinal.
Neste caso, o sinal é estacionário, e usa-se β = 1 − 2−17 (constante de tempo τ ≈ 8.4 s)
para se obter uma média da variância de x(n). O valor medido é de σ2x = 9.78 × 10−6.
• Calcula-se σ2η a partir dos coeficientes de predição linear e de σ2x (Anexo B).
17Especificações: decibelímetro Icel DL-4100, com resolução de 0,1 dB e exatidão de ± 1,4 dB (94dB / 1kHz).
18SPL: Sound Pressure Level.
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3.5.5 Compensação da Resposta da Caixa Acústica e do Microfone
Nos testes práticos, verificou-se uma significativa influência da resposta da caixa de som
e do microfone do aparelho auditivo wcm sobre a convergência dos filtros adaptativos (Seção
4.2.2). Assim, inicialmente, os resultados práticos obtidos não conferiram com as predições
teóricas. Isso aconteceu em decorrência do processo de filtragem realizado sobre o sinal de fala
modelado x(n), devido principalmente às características do amplificador de potência, da caixa
de som e do caminho acústico de propagação (distância entre caixa de som e microfone).
O sistema de amplificação para o sinal de fala alterou as características estatísticas do sinal
de excitação, modificando o comportamento esperado do processo de adaptação. Dessa forma,
foi necessária a implementação de uma estratégia de pré-compensação do sinal de excitação, de
forma que as características estatísticas do sinal de fala modelado casassem com as projetadas
inicialmente (potência da inovação e singularidades de H(z)).
A resposta ao impulso do sistema composto por caixa de som, caminho acústico e mi-
crofone de captação (Figura 3.23), foi obtida da mesma forma que woN (Figura 3.13), porém
trocando-se o alto-falante do aparelho auditivo pela caixa de som19. O atraso inicial foi superior
ao observado na Figura 3.13 devido à maior distância entre os transdutores.
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Figura 3.23: Resposta ao impulso do conjunto caixa de som, meio de propagação e microfone
do aparelho auditivo.
19Para evitar dreno excessivo de corrente, utilizou-se o amplificador operacional LM358 configurado como
seguidor de tensão (ganho unitário) na entrada da caixa de som.
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Considerando Wcm(z) como a função de transferência correspondente ao filtro FIR20 com
resposta ao impulso wcm, uma possível solução para o problema das correlações inseridas ao
sinal de voz pelo sistema caixa de som - caminho acústico, consiste em pré-filtrar o sinal de
fala por um filtro FIR w−1cm com função de transferência inversa, ou seja, W −1cm(z). Assim,
idealmente, o sinal de entrada não sofreria distorções provocadas por wcm.
Na Figura 3.24, tem-se o plano complexo com os zeros de Wcm(z). Nota-se que Wcm(z) é
de fase não-mínima, ou seja, possui zeros fora do círculo unitário. Consequentemente, W −1cm(z)
será instável, pois terá pólos fora do círculo unitário.
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Figura 3.24: Plano complexo com os zeros de Wcm(z).
Para sistemas de fase não-mínima, uma maneira de se obter uma resposta inversa muito
próxima à real é apresentada na Figura 3.25. Utilizou-se ruído branco como sinal de excitação
(r(n)), de forma que o filtro FIR adaptativow(n) minimiza o erro e(n). O atraso de ∆ amostras
é utilizado para sistemas que não respondem instantaneamente a variações na entrada, como é
o caso da resposta wcm. Com base na teoria da transformada de Laplace bilateral, a função de
transferência instávelW −1cm(z) (que se deseja identificar) pode ser expandida em uma forma não-
causal e estável. Com a estrutura da Figura 3.25, os termos não-causais tornam-se realizáveis
conforme o atraso ∆ e a estabilidade é garantida pela ausência de pólos emw(n). Esse método
é conhecido como modelagem inversa adaptativa (WIDROW; WALACH, 1996).
20FIR: Finite Impulse Response.
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Figura 3.25: Estrutura para modelagem inversa adaptativa (WIDROW; WALACH, 1996).
Duas abordagens foram utilizadas para a obtenção de w−1cm, ambas através do método pro-
posto na Figura 3.25. A primeira (forma indireta) utilizou wcm obtido anteriormente (Figura
3.23), sendo o processo adaptativo realizado externamente ao aparelho auditivo. Na segunda
abordagem (forma direta), foi implementada toda a estrutura da Figura 3.25 no aparelho audi-
tivo. Os resultados para ambas as abordagens são apresentados na Seção 4.2.2.
Entretanto, verificou-se que, em decorrência de limitações práticas de implementação, os
w−1cm obtidos não compensaram completamente os efeitos da caixa de som e do microfone,
gerando resultados diferentes dos previstos pelo modelo teórico. Por isto, a fim de conciliar
os resultados, incorporou-se à simulação e ao modelo, informações estatísticas do sinal x′(n)
resultante da implementação (Figura 3.26).
Figura 3.26: Compensação na implementação e simulação do sistema.
Dessa forma, na simulação e no modelo, acrescentou-se então o processo autorregressivo
Hc com função de transferência Hc(z) para acrescentar à x(n) informações estatísticas dos
resíduos da equalização (diferenças entre x′(n) e x(n)). Na Seção 4.2.3, os parâmetros do
processo AR são obtido pelo método de Burg (1968) através de segmentos do sinal captado pelo
microfone. As equações não são alteradas, pois H e Hc podem ser agrupados em um processo
autorregressivo com os coeficientes provenientes da convolução das respostas individuais.
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4 RESULTADOS
Este capítulo apresenta, primeiramente, a verificação e validação dos modelos teóricos e
implementação prática, através da comparação entre modelo, simulação e implementação do
algoritmo para diferentes parâmetros (caminho de realimentação, modelo para o sinal de voz e
comprimento dos filtros adaptativos). Em seguida, tem-se a comparação do método utilizado
com o método direto em relação ao máximo ganho estável.
4.1 Geração de Ruído Gaussiano
Na Seção 3.5.2, foram apresentados dois métodos para a obtenção de variáveis aleatórias
com distribuição gaussiana. Para implementação da forma polar do método de Box-Muller,
descrita pelas Equações (3.33) e (3.34), necessita-se das operações de radiciação, logaritmo
natural e divisão. O DSP GC5003 não possui instruções próprias referentes a estas operações,
porém encontram-se disponíveis instruções de potenciação e logaritmo, ambas na base 2. Então
recorre-se às identidades abaixo
b = sign(b)∣ b ∣, b
a
= sign(b) × 2log2 ∣ b ∣ − log2 a, √a = 2 12 log2 a e lna = log2 a
log2 e
(4.1)
onde a e b são reais, a > 0 e sign(⋅) é a função sinal. Logo, implementa-se
zi = sign(vi) × 2log2 ∣vi∣− 12 log2 s × 2 12 log2 (−2 log2 e log2 s), i = 1,2 (4.2)
Para o método do teorema do limite central, são somadas n = 4 variáveis aleatórias com
distribuição de probabilidade uniforme. A Figura 4.1 apresenta o histograma com 106 amostras
geradas para cada método. As amostras foram normalizadas com desvio padrão σ = 0.2 de
maneira que o intervalo (−1,1) corresponda a (−5σ,5σ).
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Figura 4.1: Histogramas referentes aos dois métodos implementados.
Ambos os histogramas se aproximam da curva gaussiana esperada (média zero e variância
σ2 = 0.04). Entretanto, o histograma relativo ao método de Box-Muller apresenta uma perda de
amplitude para os pontos ao redor da média. Isto se deve, em parte, à forma tabelada com que as
operações de potenciação (2x) e logaritmo (log2 x) são implementadas já que o método depende
essencialmente da precisão destas aproximações (BOX; MULLER, 1958). Entretanto, acredita-se
que seja principalmente devido à utilização consecutiva de log2 x para realizar
√
lnx, pois o
resultado da operação de logaritmo é dado com precisão diferente do valor de argumento da
função. Geralmente, a precisão original é restabelecida através da operação de potenciação.
Quanto ao método do teorema do limite central, obteve-se o resultado esperado inicialmente
apresentado na Figura 3.21. A distribuição obtida difere apenas em relação à forma levemente
achatada em relação à gaussiana desejada.
Pelas autocorrelações normalizadas (Figura 4.2), nota-se que o método de Box-Muller pro-
duz amostras menos correlacionadas. Para o método do teorema do limite central, o resultado
segue o esperado. A sequência decimada tem período Ts = 220 − 1 amostras e se repete a partir
de n = 220. As amostras originalmente vizinhas se encontram distantes em n = 18220 amos-
tras. Através do método do TLC, o período é reduzido para 14Ts, a sequência se repete em
n = 14220 = 262144 e tem-se a amostra correlacionada mais próxima em n = 132220 = 32768.
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Figura 4.2: Autocorrelações normalizadas rη(l) referentes aos dois métodos implementados.
4.2 Validação da Implementação e do Modelo Teórico
Nesta seção, é apresentada a validação da estrutura de cancelamento da Figura 3.1 de forma
gradual. A partir de uma configuração simples, sem os transdutores e com filtros de pequeno
comprimento, aumenta-se a complexidade da estrutura, observando-se a similaridade dos resul-
tados de implementação, simulação e modelo.
4.2.1 Validação da Implementação
Inicialmente, o sistema foi completamente implementado em linguagem assembly na pla-
taforma de desenvolvimento Voyageur utilizando o programa GUIDE. O caminho de realimen-
tação e o sinal de fala modelado foram construídos internamente ao processador de sinais.
O processo de realimentação foi implementado, filtrando-se artificialmente o sinal de saída
do dispositivo pelo caminho acústico woN da Figura 3.16, sendo então o resultado somado à
entrada do sistema. Os parâmetros de implementação são dados na Tabela 4.1.
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Tabela 4.1: Parâmetros do algoritmo.
Parâmetro Símbolo Valor
Atraso de processamento D 78 (amostras)
Ganho G0 20
Passo de adaptação para v(n) µ 0.05
Passo de adaptação para p(n) ρ 1
Número de iterações N 106
Número de realizações M 10
Variância do sinal de entrada σ2x 9.78 × 10−6
O processo autorregressivo H é escolhido com apenas um coeficiente h1 = −0.98 e o cami-
nho de realimentação woN como sendo [wo23,wo24, . . . ,wo27]T , parte da resposta da Figura 3.16.
Os filtros v(n) e q(n) = [ 1−p(n) ] têm comprimento suficiente e, através do desajuste dos coefi-
cientes, tem-se a visão geral da evolução dos mesmos:
ζ(v(n),wo −wc) = ∥E{v(n) − [wo −wc]}∥
2
2∥wo −wc∥22 (4.3)
onde ∥ ⋅ ∥2 é a norma Euclidiana de um vetor. wc não é atualizado.
Quanto à geração do ruído gaussiano η(n), os dois métodos vistos apresentaram desempe-
nhos semelhantes. Os resultados ilustrados abaixo, referem-se ao método do teorema do limite
central, com desempenho levemente inferior em regime permanente (Tabela 4.2), mas que é de
simples implementação.
As simulações apresentadas foram realizadas em ponto flutuante no aplicativo Matlab. Para
o modelo, os valores em regime são provenientes das Equações (3.17) e (3.29).
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Figura 4.3: Evolução dos coeficientes de v(n).
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Figura 4.4: Desajuste (dB) dos coeficientes de v(n) calculados a partir da Equação (4.3).
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Figura 4.5: Evolução dos coeficientes de p(n).
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Figura 4.6: Desajuste (dB) dos coeficientes de p(n).
Tabela 4.2: Valores médios dos desajustes em regime permanente.
Parâmetro Modelo Simulação Implementação (TLC) Implementação (BM)
ζ(v(∞),wo)dB −41.63 −41.43 −42.41 −43.52
ζ(p(∞),−h)dB −30.79 −30.63 −30.84 −31.90
Para ambos os filtros, nota-se excelente concordância entre modelo, simulação e implemen-
tação. Com este resultado, valida-se então, o algoritmo implementado na plataforma Voyageur.
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4.2.2 Influência da Resposta da Caixa Acústica e do Microfone
Antes de validar o sistema utilizando sinais externos, justifica-se a necessidade de compen-
sação da resposta combinada wcm da caixa acústica e do microfone do aparelho auditivo. Nas
Figuras 4.7 e 4.8, são apresentadas duas respostas ao impulso inversas w−1cm obtidas através das
duas abordagens descritas na Seção 3.5.5. A resposta w−1cmi foi obtida a partir de wcm (Figura
3.23) pela abordagem indireta; a resposta w−1cmd foi estimada pela abordagem direta.
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Figura 4.7: Resposta ao impulso inversa w−1cmi obtida pela abordagem indireta (Seção 3.5.5).
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Figura 4.8: Resposta ao impulso inversa w−1cmd obtida pela abordagem direta (Seção 3.5.5).
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A validade do procedimento teórico de inversão dewcm pode ser verificada para o caso em
que este foi utilizado (forma indireta). A convolução de wcm e w−1cmi é apresentada na Figura
4.9, onde tem-se o impulso resultante.
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Figura 4.9: Convolução de wcm e w−1cmi.
Para verificar a compensação da influência de wcm através da inserção de um pré com-
pensador, utilizou-se a configuração apresentada na Figura 4.10 onde tem-se o filtro de erro de
predição q(n) = [ 1−p(n) ].
Figura 4.10: Verificação da influência de wcm.
Inicialmente, o ruído branco gaussiano η(n) é filtrado por uma das resposta ao impulso
apresentadas na Figura 4.10, sendo então enviado à caixa acústica. Após a captação pelo micro-
fone, o sinal é processado por um preditor adaptativo com a finalidade de verificar a correlação
deste sinal. Os parâmetros de implementação são apresentados na Tabela 4.3; os resultados em
regime permanente, na Figura 4.11.
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Tabela 4.3: Parâmetros do algoritmo.
Parâmetro Símbolo Valor
Comprimento de p(n) K 50
Passo de adaptação para p(n) ρ 32
Número de iterações N 4 × 105
Número de realizações M 10
Variância do sinal de entrada1 σ2η′ 9.78 × 10−6
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Figura 4.11: Coeficientes de p(n) em regime permanente.
Para o sistema sem compensação, nota-se que wcm introduz correlações ao sinal de exci-
tação, já que os coeficientes de p(n) em regime permanente não são nulos. As amplitudes dos
coeficientes do preditor são significativas e justificam a necessidade de se amenizar as distorções
provocadas pela caixa acústica e pelo microfone do aparelho auditivo.
Quanto às respostas inversas utilizadas, ambas levaram a resultados semelhantes com coefi-
cientes próximos de zero. Optou-se então pelo uso dew−1cmd por apresentar ∥E{p(∞)}∥2 = 0.35,
inferior a 0.40, valor apresentado porw−1cmi. A pré-compensação tem como objetivo apenas per-
mitir as confrontações entre os resultados da implementação real e dos modelos teóricos de
forma que, em ambos os sistemas, as características dos sinais de entrada sejam idênticas.
1Para σ2η′ = 9.78 × 10−6 a intensidade sonora na entrada do canal auditivo corresponde a de uma conversa
normal, 60 dB SPL (FIELD; SOLIE, 2007).
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4.2.3 Validação Utilizando os Transdutores
Na Seção 4.2.2, comprovou-se a necessidade de se compensar a resposta wcm da caixa de
som e do microfone do aparelho auditivo ao se utilizar os transdutores. Antes da validação,
deseja-se ilustrar que, ainda assim, alguns resíduos da compensação podem provocar grandes
diferenças entre os resultados teóricos e práticos. Os parâmetros dos testes realizados nessa
seção são listados na Tabela 4.4.
Tabela 4.4: Parâmetros do algoritmo.
Parâmetro Símbolo Valor
Atraso de processamento D 78
Ganho G0 6
Passo de adaptação para v(n) µ 0.02
Passo de adaptação para p(n) ρ 16
Comprimento de v(n) M 50, 32, 29 e 28
Comprimento de p(n) K 21
Coeficientes fixos de v(n) M0 15
Resposta inversa para compensação w−1cm w−1cmd (Figura 4.8)
Número de iterações N 6 × 106
Número de realizações M 10
Variância do sinal de entrada σ2x 9.78 × 10−6
Usa-se o processo autorregressivo H com 21 coeficientes (Figura 3.22) e o caminho de
realimentação woN com 100 coeficientes (Figura 3.16). Os testes são realizados para diferentes
comprimentos do filtro v(n) e os resultados são sintetizados pelo desajuste de seus coeficientes
apresentado na Figura 4.12.
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Figura 4.12: Desajuste (dB) dos coeficientes de v(n).
Neste experimento com os transdutores, nota-se acentuada disparidade entre resultados teó-
ricos e práticos. Realizou-se então, um estudo em etapas, a partir de uma configuração simples,
buscando as causas destas diferenças. Com isto, dois pontos importantes foram ressaltados:
• Com os parâmetros deste experimento, o produto µev(n)uq(n) na equação de atualização
dos coeficientes de v(n) (Equação (3.3)) tem magnitude comparável à precisão de 20 bits
utilizada para as amostras de áudio. Esse fato acarreta na paralisia precoce do processo de
adaptação. Sem alterar a precisão, a solução adotada consiste em usar o passo µ′ = α×µ,
com α = 16, e dividir a saída do filtro v(n) pelo mesmo fator.
• No sistema simplificado (ruído branco, sem filtros preditores, sem realimentação e v(n)
com 5 coeficientes), os resultados são comparáveis apenas quando são adicionadas à si-
mulação e ao modelo, informações estatísticas do sinal de entrada obtido na saída do
microfone, ao invés das características do sinal enviado ao alto-falante. Estas informa-
ções são consideradas na forma de um processo AR Hc obtido pelo método de Burg
(1968) com 1000 segmentos de 1536 amostras do sinal captado pelo microfone2. Assim,
constata-se a presença de resíduos de correlação, não compensados pelos sistemas inver-
2O valor 1536 é referente ao comprimento da maior memória contínua existente na plataforma de desenvolvi-
mento Voyageur (GENNUM, 2006c).
72 4 Resultados
sos (Seção 4.2.2). Para o sistema simplificado, um processo AR de ordem 3 foi suficiente
para aproximar os resultados.
Retomando-se então, a validação com os transdutores, incluiu-se o fator α sobre o passo e
o processo AR Hc na simulação e modelagem. Foi obtido um novo processo Hc (Figura 4.13)
através do procedimento descrito acima. No entanto, desta vez foi necessário elevar a ordem do
processo para 150 devido a v(n) com comprimento M = 50 em um dos casos simulados:
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Figura 4.13: Coeficientes do processo autorregressivo Hc.
Os parâmetros para a validação são dados na Tabela 4.5. Com o novo processo AR Hc,
implementado conforme o processo H , σ2η foi alterado para manter σ2x escolhido.
Tabela 4.5: Parâmetros do algoritmo.
Parâmetro Símbolo Valor
Atraso de processamento D 78
Ganho G0 6
Passo de adaptação para v(n) µ 0.02
Passo de adaptação para p(n) ρ 32
Comprimento de v(n) M 50, 26 e 25
Comprimento de p(n) K 21, 9, 7 e 3
Coeficientes fixos de v(n) M0 15
Caminho de realimentação woN w
o
N (Figura 3.16)
Resposta inversa para compensação w−1cm w−1cmd (Figura 4.8)
Número de iterações N 2 × 106
Número de realizações M 10
Variância do sinal de entrada σ2x 9.78 × 10−6
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A estrutura final implementada é ilustrada na Figura 4.14, sendo que wc é inicializado
com zeros e não é atualizado, pois na modelagem (Seção 3.3) considerou-se estacionária a
parte acima da linha tracejada. Em seguida, tem-se a evolução de coeficientes de v(n) para os
comprimentos calculados (a fim de ilustrar a concordância e o comportamento proporcional), o
desajuste de ambos os filtros adaptativos e as respostas de v(n) e p(n) em regime permanente.
Figura 4.14: Estrutura de cancelamento para validação da implementação, simulação e modelo.
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Figura 4.15: Evolução do coeficiente v21(n).
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Figura 4.16: Evolução do coeficiente v22(n).
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Figura 4.17: Evolução do coeficiente v24(n).
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Figura 4.18: Desajuste (dB) dos coeficientes de v(n) para K = 21.
Tabela 4.6: Valores médios de ζ(v(n),wo)dB em regime permanente para K = 21.
Comprimento de v(n) Modelo Simulação Implementação
M = 25 −7.43 −7.78 −8.50
M = 26 −12.19 −12.38 −13.59
M = 50 −19.58 −18.83 −18.93
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Figura 4.19: Regime permanente dos coeficientes de v(n) para K = 21.
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Figura 4.20: Desajuste (dB) dos coeficientes de p(n) para K = 21.
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Figura 4.21: Regime permanente dos coeficientes de p(n) para K = 21.
Para o filtro v(n), embora individualmente alguns coeficientes se distanciem da simulação e
do modelo, nota-se, a partir do gráfico do desajuste (Figura 4.18), boa concordância em relação
à proximidade com os valores ótimos do caminho de realimentação wo.
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No caso do filtro p(n), o modelo prevê muito bem o mesmo comportamento para os três
comprimentos de v(n) analisados. Considerando apenas os resultados práticos, observa-se
uma evolução semelhante para os diversos comprimentos (Figura 4.20), porém com valores em
regime permanente mais próximos dos ótimos que o previsto. Com isto, pode-se dizer que nesta
situação o modelo é conservativo.
A seguir, são apresentados os resultados para o preditor p(n) com comprimento insuficiente
K = 9, K = 7 e K = 3. Na Figura 4.22, como esperado, tem-se a velocidade de convergência
e o regime permanente do filtro v(n) prejudicados à medida que se reduz o comprimento do
preditor. Na Figura 4.23, tem-se o desajuste dos coeficientes do preditor, onde se omitiu o caso
K = 21 para melhor visualização das curvas. Entretanto, este caso encontra-se ilustrado na
Figura 4.20.
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Figura 4.22: Desajuste (dB) dos coeficientes de v(n) para M = 50.
Tabela 4.7: Valores médios dos desajustes (dB) em regime permanente para M = 50.
ζ(v(n),wo)dB ζ(p(n),−h)dB
K Modelo Simulação Implementação Modelo Simulação Implementação
3 −13.17 −13.29 −13.84 −11.11 −11.18 −11.50
7 −15.72 −15.62 −15.07 −8.48 −8.64 −9.22
9 −17.36 −17.21 −17.18 −4.89 −5.01 −5.80
21 −19.58 −18.83 −18.93 −5.23 −5.51 −9.73
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Figura 4.23: Desajuste (dB) dos coeficientes de p(n) para M = 50.
4.3 Comparação com o Método Direto
Nesta seção, os resultados de regime permanente do modelo (Equações (3.17) e (3.29)) são
utilizados para estimar a margem de ganho (MG) do sistema imediatamente antes da atualiza-
ção de wc. Esta atualização consiste em adicionar E{v(∞)} ao filtro FIR wc e, em seguida,
zerar v(n) para que recomece a estimação.
Casowc seja atualizado a cada amostra, a saída de v(n) será sempre nula. Assim, tem-se a
mesma estrutura do método de erro de predição (Figura 2.12). Para atualização não-contínua de
wc, tem-se a estrutura adaptativa robusta a variações bruscas dewoN , (Figura 2.14) e ainda, com
a capacidade de estimar diretamente a diferença entre woN e wc. Neste teste, wc é atualizado a
cada amostra durante a implementação.
O método direto apresentado na Seção 2.5.2.3 é visto como um caso particular onde o
comprimento dos filtros preditores é nulo. Os parâmetros escolhidos são representativos de
uma situação real à exceção de passos de adaptação muito pequenos em relação ao limite de
estabilidade por eles imposto (Tabela 4.8).
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Tabela 4.8: Parâmetros do algoritmo.
Parâmetro Símbolo Valor
Atraso de processamento D 78
Ganho G0 5
Passo de adaptação para v(n) µ 0.05
Passo de adaptação para p(n) ρ 32
Comprimento de v(n) M 1,2, . . . ,100
Comprimento de p(n) K 0,1, . . . ,21
Coeficientes fixos de v(n) M0 0
Caminho de realimentação woN w
o
N (Figura 3.16)
Resposta inversa para compensação w−1cm w−1cmd (Figura 4.8)
Processo autorregressivo H hL Figura 3.22
Processo autorregressivo Hc hc Figura 4.13
Variância do sinal de entrada σ2x 9.78 × 10−6
Na Figura 4.24, tem-se a margem de ganho estimada para cada valor de K e M onde
os pontos marcados correspondem às configurações implementadas. A margem de ganho é
calculada buscando-se as frequência de cruzamento nas quais a fase da função de transferência
de malha aberta do sistema iguala-se à 180° (POTVIN, 1994). Para os comprimentos de p(n)
escolhidos, curvas em função de M são destacadas na Figura 4.25.
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Figura 4.24: Margem de ganho (dB) do sistema em função de K e M .
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Figura 4.25: Margem de ganho (dB) em função de M para diferentes comprimentos de p(n).
Para se determinar a ocorrência de oscilações de forma objetiva, existem os métodos da
razão de concentração de potência (FREED; SOLI, 2006) e do critério de variação de função
de transferência (SHIN et al., 2007). Estes métodos são geralmente usados em plataformas de
testes de aparelhos auditivos (ROSCH; IMFELD, 2005; AUDIOSCAN, 2009), porém são adequados
apenas para excitação com ruído branco. Para sinais de entrada correlacionados, sugere-se que
os métodos sejam usados com modificações e de forma combinada (SPRIET et al., 2008; SPRIET;
MOONEN; WOUTERS, 2009). Com isto, a aplicação de tais métodos torna-se complexa e optou-se
por uma avaliação subjetiva, conforme descrito a seguir.
Nos testes práticos, utilizou-se o sinal captado pelo microfone situado no interior da orelha
de silicone (Figura 3.6). O procedimento consiste em elevar o ganho manualmente em incre-
mentos de 0.1 (escala linear) com o uso de um botão através da porta GPIO (Figura 3.3) da
plataforma de desenvolvimento. Foram anotados dois valores de G0 max: o primeiro é o maior
ganho possível sem que oscilações sejam percebidas e o segundo, é o ganho no limiar da esta-
bilidade do sistema. A Tabela 4.9 e a Figura 4.26 apresentam os resultados.
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Figura 4.26: Margem de ganho (dB) do sistema para os pontos escolhidos.
Tabela 4.9: Margem de ganho (dB) e ganhos máximos (lineares).
Implementação Implementação
Modelo (sem oscilações) (estabilidade)
Ponto K M MGdB G0 max MGdB G0 max MGdB G0 max
a 0 15 2.6 6.7 2.9 7.0 4.3 8.2
b 0 35 10.3 16.4 13.2 23.0 17.4 37.2
c 8 35 11.6 19.2 14.6 27.0 17.9 39.5
d 8 48 12.1 20.2 17.1 36.0 22.2 64.5
e 15 48 18.3 41.0 18.9 44.0 21.9 62.3
f 21 50 15.2 28.8 18.7 43.0 21.3 58.7
Pelas figuras apresentadas, nota-se que o modelo prevê a margem de ganho nem sempre
crescente com o aumento do número de coeficientes K ou M . Na Tabela 4.9, este fato é
comprovado em implementação pela redução dos ganhos máximos entre os pontos e e f.
No Capítulo 5 são realizados outros comentários referentes a este teste, onde também são
abordados aspectos do modelo derivado.
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5 DISCUSSÃO E CONCLUSÕES
Neste capítulo, são retomados e discutidos pontos importantes do trabalho. Finalmente, as
conclusões são apresentadas e sugestões são propostas para pesquisas futuras.
5.1 Comprimentos Ótimos
Para a determinação do comprimento de v(n), sugere-se que, durante a etapa de ajuste do
aparelho auditivo, seja identificada a resposta ao impulso do caminho de realimentação. Com
isto, tem-se a estimativa de M0 (o atraso efetivo da resposta ao impulso) e do comprimento
deste filtro. Pelas Figuras 3.16 e 3.19, nota-se que boa parte da energia da resposta ao impulso
se concentra em cerca de 35 a 40 coeficientes. Ma et al. (2010) trabalham com uma resposta
ao impulso obtida a 16 kHz e verifica-se que não há benefícios em relação ao máximo ganho
estável para comprimentos acima de 40 coeficientes.
Quanto ao filtro preditor, o comprimento foi estimado em função da frequência de amos-
tragem usada através da Equação (3.35). Porém, na situação estudada, segundo os resultados
obtidos na Seção 4.3, tem-se praticamente o mesmo desempenho com cerca de 70% do compri-
mento calculado. Embora deva-se levar em consideração que não foram modelados sons voze-
ados neste trabalho, os resultados são coerentes com Rabiner e Schafer (1978), onde estima-se
que no caso de sons vozeados, a ordem do preditor deve variar entre 2 a 18 coeficientes em
função da aplicação.
5.2 Máximo Ganho
Na Seção 4.3, a estrutura de cancelamento foi utilizada com atualização dewc a cada amos-
tra e o ganho elevado manualmente. Com isto, foi possível obter ganhos superiores ao calculado
a partir da margem de ganho inicial, conforme a estimativa do caminho de realimentação foi
melhorada. O regime permanente dos filtros adaptativos é estimado pelo modelo assumindo-se
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G0 constante, sem levar em conta a existência de não-linearidades na resposta ao impulso woN
do caminho de realimentação (que reduzem a polarização pois descorrelacionam os sinais x(n)
e u(n)) e estratégias de aumento de ganho. Assim, é possível que na implementação a estrutura
apresente melhor desempenho que o previsto.
5.3 Recuperação do Sistema em Caso de Instabilidade
Na Seção 4.3, foram usados dois critérios subjetivos em relação à estabilidade do sistema
para comparar a estrutura apresentada com o método direto. Na situação do primeiro critério,
onde se observou o ganho necessário para o surgimento de oscilações, tem-se o sistema ope-
rando ainda de forma estável. No entanto, próximo ao que se chamou de limiar da estabilidade,
nota-se a geração de ruídos incômodos na forma de estampidos. Ao se ultrapassar este limiar,
percebe-se que o sistema não consegue se recuperar apenas com a redução do ganho. Tem-se
grande parte dos coeficientes de ambos os filtros saturados de forma que os algoritmos adap-
tativos devam ser reinicializados. Existe então, a necessidade de estratégias de recuperação.
Pode-se, por exemplo, recuperar um estado anterior do sistema a partir de um histórico dos
valores de v(n) e wc (BISGAARD; DER, 2009).
5.4 Sinais de Entrada Correlacionados
Sabe-se que sinais correlacionados podem levar os filtros adaptativos realimentados a solu-
ções polarizadas (SIQUEIRA; ALWAN, 2000). Na Seção 2.5.2.3, foi vista a possibilidade de se ter
um sinal de excitação adicional como sinal compensador. Entretanto, foi também destacado que
a abordagem é limitada aos usuários com perdas profundas, pois a excitação deve ser mantida
abaixo do limiar de audição para evitar desconforto para o usuário.
No modelo adotado para o sinal de entrada (Seção 2.7), considerou-se apenas os sons não-
vozeados. Desta forma, para sinais correlacionados como música e sons vozeados não se tem o
modelo para o comportamento da estrutura. Através de um detector de atividade vocal (VAD1),
1VAD: Voice Activity Detector.
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pode-se reduzir o passo de adaptação dos filtros na presença de sons vozeados para minimizar
a polarização das soluções (RUPERT, 2008; THEVERAPPERUMA et al., 2008).
Um estudo comparativo realizado por Freed e Soli (2006) revela que as estruturas ditas
canceladoras, que usam técnicas de cancelamento sobre o caminho de realimentação, sofrem
mais com a presença de sinais correlacionados em relação às estruturas ditas detectoras, que
utilizam principalmente filtros Notch (Seção 2.5.1.1). Neste estudo, apenas a estrutura cance-
ladora patenteada por Fretz (2009) destacou-se como resistente a sinais periódicos. A estrutura
possui um deslocador de fase, um medidor de fase e um detector de correlação para determinar
se a fonte de correlação deve-se a realimentação ou ao próprio ambiente.
5.5 Concordância entre Modelo Teórico, Simulação e Imple-
mentação
Todos os testes foram realizados com passo de convergência muito pequeno. Maiores pas-
sos comprometem a restrição de adaptação lenta feita durante a derivação do modelo, gerando
divergência entre os resultados obtidos em regime permanente e obtidos para o modelo teórico e
simulação. Para manter a concordância, verificou-se que o passo deveria ser reduzido conforme
o aumento da ordem dos filtros adaptativos e do processo AR envolvido na produção da fala.
Ao final da Seção 4.2.3, foram apresentados os resultados de validação utilizando os trans-
dutores. A concordância das curvas relativas ao modelo teórico e à simulação confirmam a
validade dos resultados apresentados por Maluenda (2009). Quanto à proximidade com os re-
sultados de implementação, apesar das diferenças existentes na evolução de alguns coeficientes
individuais, foi obtida boa concordância no comportamento geral (desajuste dos coeficientes).
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5.6 Conclusões
Inicialmente, no Capítulo 2, foram apresentados os efeitos da realimentação acústica nos
aparelhos auditivos. Em seguida, revisou-se as técnicas de cancelamento existentes e optou-
se por uma estrutura promissora. No Capítulo 3, derivou-se o modelo para o comportamento
dos coeficientes dos filtros adaptativos e definiu-se a configuração da estrutura assim como da
câmara acústica de testes construída. No capítulo de resultados, foram validadas em implemen-
tação, as ferramentas estatísticas desenvolvidas em (MALUENDA, 2009) e sua expansão para o
caso de comprimento deficiente do preditor e do cancelador. Assim, conhecendo-se a influência
de parâmetros, como o comprimento dos filtros adaptativos, pode-se otimizar o desempenho da
estrutura de cancelamento de realimentação acústica.
Em relação ao método direto mostrou-se que, mesmo com poucos coeficientes, o uso de
filtros preditores é vantajoso para aumentar a margem de ganho do sistema. No caso da plata-
forma utilizada, o uso do filtro preditor cópia não implica em tempo adicional de processamento
pois existem instruções específicas para filtragens simultâneas. Isto é possível, pois cada núcleo
de processamento, chamado µDSP (Seção 3.4.3), possui duas unidades lógicas e aritméticas
permitindo cálculo paralelo.
Ao final deste trabalho, percebe-se que, mesmo sem o uso de um manequim próprio para
pesquisas acústicas (KEMAR), foi possível construir uma câmara acústica de baixo custo para
testes de cancelamento de realimentação na qual podem ser obtidos resultados muito próximos
do desempenho teórico previsto.
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5.7 Propostas para a Continuação do Trabalho
A seguir, são apresentadas sugestões para futuras pesquisas como para a continuação deste
trabalho:
• A sugestão imediata consiste na pesquisa de estratégias de aumento de ganho, atualização
do filtro cancelador e de recuperação do sistema na situação de instabilidade.
• Durante a derivação do modelo, foi considerada adaptação lenta dos filtros adaptativos.
Seria interessante o estudo desta limitação de modelagem teórica em função do uso de
passos de convergência elevados.
• Neste trabalho, adotou-se para o caminho direto de processamento do aparelho auditivo
o ganho G0 em banda larga. Entretanto, as perdas auditivas não se distribuem unifor-
memente pelo espectro de frequências. Assim, torna-se interessante a existência de um
modelo considerando o ganho de cada banda, já que na prática a compensação é realizada
em bandas de frequência.
• A câmara acústica construída poderá também ser reaproveitada em outras áreas de pes-
quisa relacionadas aos aparelhos auditivos. Em (SMRIGA, 2004), por exemplo, uma caixa
acusticamente isolada contendo alto-falantes é usada no teste de cancelamento de ruído.
• No caso específico da plataforma de desenvolvimento Voyageur utilizada, sugere-se que
seja explorado o potencial da porta GPIO. Quando configurada adequadamente, consegue-
se a inserção e extração de dados na taxa de amostragem. Contudo, deve-se ter um sistema
de processamento de dados capaz de lidar com a taxa de bits resultante. Desta forma, o
desenvolvimento de algoritmos com esta plataforma seria facilitado e acelerado com a
possibilidade de se monitorar variáveis continuamente e a cada amostra.
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ANEXO A – CÁLCULO DAS CORRELAÇÕES
Neste anexo são calculadas as correlações necessárias para completar as Equações (3.11) e
(3.24) do modelo do comportamento médio dos coeficientes de v(n) e q(n) da Figura 3.1.
A.1 Cálculo deRuquq,RuquqM ,Ruqu¯q e rxquq
A matrizRuquq foi definida na Seção 3.3.1 comoRuquq = E{uq(n)uTq (n)}. Seus elementos
são então dados por
Ruquq(i,j) = E{uq(n −M0 − i + 1)uq(n −M0 − j + 1)}, i = 1,2, . . . ,M −M0
j = 1,2, . . . ,M −M0 (A.1)
Como uq(n) representa u(n) filtrado por q(n) tem-se
uq(n) = K+1∑
i=1 qi(n)u(n − i + 1) (A.2)
onde q1(n) = 1 e qi>1(n) = −pi−1(n) pois q(n) = [ 1−p(n) ]. Substituindo (A.2) em (A.1):
Ruquq(i,j) = E{K+1∑
k=1 qk(n)u(n − k −M0 − i + 2)K+1∑l=1 ql(n)u(n − l −M0 − j + 2)} (A.3)
onde foi considerada adaptação lenta de q(n). Substituindo-se n por n+k+M0+ i−2 obtém-se
Ruquq(i,j) = K+1∑
k=1
K+1∑
l=1 E{qk(n)u(n)ql(n)u(n − l − j + i + k)} (A.4)
Desprezando-se a correlação entre q(n) e u(n) e considerando estas variáveis conjunta-
mente gaussianas, tem-se q(n) e u(n) independentes (PAPOULIS; PILLAI, 2002). Assim
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Ruquq(i,j) = K+1∑
k=1
K+1∑
l=1 E{qk(n)}E{ql(n)}ru(l + j − i − k), i = 1,2, . . . ,M −M0j = 1,2, . . . ,M −M0
onde ru(l) = E{u(n)u(n − l)}. De forma semelhante são obtidas expressões para os elementos
deRuquqM ,Ruqu¯q e ruq:
RuquqM(i,j) = K+1∑
k=1
K+1∑
l=1 E{qk(n)}E{ql(n)}ru(l + j − i − k −M0), i = 1,2, . . . ,M −M0j = 1,2, . . . ,M
Ruqu¯q(i,j) = K+1∑
k=1
K+1∑
l=1 E{qk(n)}E{ql(n)}ru(l + j − i − k −M0 +M), i = 1,2, . . . ,M −M0j = 1,2, . . . ,N −M
rxquq(i) = K+1∑
k=1
K+1∑
l=1 E{qk(n)}E{ql(n)}rxu(l + i − k − 1 +M0), i = 1,2, . . . ,M −M0
onde rxu(l) = E{x(n)u(n − l)}. Expressões para ru(l) e rxu(l) são derivadas no Anexo A.3.
A.2 Cálculo deRecec,Recx, R¯ecx eRecu
Na Seção 3.3.3 definiu-seRecec = E{ec(n − 1)eTc (n − 1)}. Os elementos são dados por
Recec(i,j) = E{ec(n − i)ec(n − j)}, i = 1,2, . . . ,K
j = 1,2, . . . ,K (A.5)
Substituindo-se n por n + i tem-se
Recec(i,j) = rec(j − i), i = 1,2, . . . ,K
j = 1,2, . . . ,K (A.6)
onde rec(l) = E{ec(n)ec(n− l)}. De forma similar são obtidas expressões para os elementos de
Recx, R¯ecx eRecu:
Recx(i,j) = rxec(i − j), i = 1,2, . . . ,K
j = 1,2, . . . ,K (A.7)
R¯ecx(i,j) = rxec(i − j −K), i = 1,2, . . . ,K
j = 1,2, . . . , L −K (A.8)
Recu(i,j) = recu(j − i − 1), i = 1,2, . . . ,K
j = 1,2, . . . ,N (A.9)
onde rxec(l) = E{x(n)ec(n − l)} e recu(l) = E{ec(n)u(n − l)}. Expressões para rec(l),
rxec(l) e recu(l) são derivadas nas próximas seções.
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A.3 Cálculo de rxu(l), recu(l) e ru(l)
Observando a Figura 3.1, percebe-se que o sinal u(n) pode ser expresso conforme
u(n) = G0 ec(n −D) (A.10)
e substituindo-se n por n − l:
u(n − l) = G0 ec(n − l −D) (A.11)
Multiplicando-se ambos os lados desta equação por x(n) e ec(n), respectivamente, e em
seguida aplicando o operador esperança, obtém-se
rxu(l) = G0 rxec(l +D) (A.12)
recu(l) = G0 rec(l +D) (A.13)
De forma análoga, multiplicando-se (A.11) por (A.10) e em seguida aplicando o operador
esperança, obtém-se
ru(l) = G20 rec(l) (A.14)
Assim, todas as correlações do modelo em questão dependem de rec(l) e rxec(l), que são
derivadas nos Anexos A.4 e A.5.
A.4 Cálculo de rec(l)
O sinal de erro ec(n) na Figura 3.1 pode ser expresso de forma recursiva conforme
ec(n) = x(n) −G0eTc (n −D)v (A.15)
onde ec(n−D) = [ec(n−D), ec(n−D−1), . . . , ec(n−D−N+1)]T e v = [wc−wo−w¯o ]. Multiplicando-
se ambos os lados por ec(n − l) e calculando a esperança, obtém-se:
rec(l) = rxec(l) −G0rTecN(l −D)v (A.16)
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onde rxec(l) = E{x(n)ec(n−l)} e recN(l−D) = [rec(l−D), rec(l−D−1), . . . , rec(l−D−N+1)]T .
Para l = 0 tem-se que rec(0) é função de rec(−D), rec(−D−1), . . . , rec(−D−N+1). Como ec(n)
é um sinal real, rec(−l) = rec(l) (MANOLAKIS; INGLE; KOGON, 2005) e pela Equação (A.16)
rec(−D −N + 1) é função de rec(0), rec(1), . . . , rec(N − 1). Assim para l = 0,1, . . . ,D +N − 1,
chega-se na equação matricial
rec(l) = rxec(l) −G0
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rec(−D −N + 1)
rec(−D −N + 2)⋮
rec(−1)
rec(0)
rec(1)⋮
rec(N − 1)
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onde v1, v2, . . . , vN são os elementos do vetor v. Os elementos de Γ′v multiplicando rec(l)
podem então ser somados aos elementos multiplicando rec(−l), para todo l. Assim tem-se o
produto da matriz quadrada Γv pelo vetor rec de dimensão N +D:
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
v1 v2 v3 ⋯ vN−2 vN−1 vN
. .
.
. .
.
. .
.
. .
.
. .
.
. .
.
v1 v2 v3 ⋯ vN−2 vN−1 vN
v1 v2 v3 ⋯ vN−2 vN−1 vN
v2 v1 + v3 v4 ⋯ vN−1 vN
v3 v2 + v4 v1 + v5 ⋯ vN⋮ ⋮ ⋮
vN−2 vN−3 + vN−1 vN−4 + vN ⋯ v1
vN−1 vN−2 + vN vN−3 ⋯ v2 v1
vN vN−1 vN−2 ⋯ v3 v2 v1
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rec(0)⋮
rec(D − 1)
rec(D)
rec(D + 1)
rec(D + 2)⋮
rec(N +D − 3)
rec(N +D − 2)
rec(N +D − 1)
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rec(l)
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Considerando vi = 0 para i ≤ 0 e i > N , a matriz Γv pode ser definida por:
Γv(ij) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
vi−D se j = 1 (primeira coluna),
vi−D−j+1 + vi−D+j−1 se j ≠ 1 (demais colunas).
A equação matricial resultante é tal que
rec(l) = rxec(l) −G0Γvrec(l) (A.17)
e pode ser resolvida calculando-se [G0Γv + I]−1:
rec(l) = [G0Γv + I]−1rxec(l) (A.18)
A.5 Cálculo de rxec(l)
A correlação cruzada entre x(n) e ec(n) pode ser avaliada através da transformada Z in-
versa da densidade espectral complexa Rxec(z) (OPPENHEIM; WILLSKY; NAWAB, 1996):
rxec(l) = 1
2pij ∳C Rxec(z)zl−1dz (A.19)
onde C é um contorno fechado no sentido anti-horário na região de convergência de Rxec(z)
centrado na origem do plano Z .
Define-se Hec(z) como a função de transferência de x(n) para ec(n) calculada pela trans-
formada Z da Equação (A.15)
Hec(z) = 1
1 +G0z−Dψ(z−1)v (A.20)
paraψ(z−1) = [1, z−1, z−2, . . . , z−N+1]. Assim a densidade espectral complexaRxec(z) pode ser
expressa por (MANOLAKIS; INGLE; KOGON, 2005)
Rxec(z) =H∗ec(1/z∗)Rx(z) (A.21)
onde Rx(z) é a transformada Z da função de autocorrelação rx(l). O sinal de entrada x(n)
foi modelado pelo ruído branco η(n) filtrado pelo processo autorregressivo H com função de
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transferência H(z). Desta forma Rx(z) pode ser escrita como
Rx(z) =H(z)H∗(1/z∗)Rη(z) (A.22)
onde Rη(z) é a transformada Z de rη(l). Para η(n) ∼ N (0, σ2η), tem-se que rη(l) = σ2η δ(l) e
assim Rη(z) = σ2η . Com isto, substituindo (A.22) em (A.21) tem-se
Rxec(z) =H∗ec(1/z∗)H(z)H∗(1/z∗)σ2η (A.23)
Expressando H(z) em função de seus pólos,
H(z) = 1∏Li=1 (1 + aiz−1) = zL∏Li=1 (z + ai) (A.24)
e substituindo em (A.23) juntamente com (A.20):
Rxec(z) = σ2η zL∏Li=1 (z + ai)∏Li=1 (1 + aiz) × 11 +G0zDψ(z)v (A.25)
Retomando a integral de linha da Equação (A.19), esta pode ser calculada usando o teorema
do resíduo de Cauchy (OPPENHEIM; SCHAFER, 1989):
rxec(l) =∑[Resíduos de Rxec(z)zl−1 nos pólos envolvidos por C] (A.26)
Para Hec(z) e H(z) estáveis, todos os pólos de H∗ec(1/z∗) e H∗(1/z∗) encontram-se fora
do círculo unitário. Considerando então o contornoC do teorema como sendo o círculo unitário,
encontram-se envolvidos os pólos de H(z) e caso l < 1 − L, também os pólos de zL+l−1. Pela
Equação (A.8), o valor mínimo assumido pelo argumento de rxec(l) é 1 −L, então o somatório
dos resíduos é realizado apenas sobre os pólos de H(z).
Para f(z) = Rxec(z)zl−1, o resíduo em um pólo simples p0 pode ser calculado por lim
z→p0(z −
p0)f(z) (CHURCHILL; BROWN, 1990). Desta maneira através de (A.26) obtém-se
rxec(l) = L∑
k=1
σ2η(−ak)l−1(−ak)L∏Li=1
i≠k (ai − ak)∏Li=1 (1 − aiak) ×
1
1 +G0(−ak)Dψ(−ak)v , l ≥ 1 −L (A.27)
ANEXO B – CÁLCULO DE σ2η
A variância de η(n) pode ser calculada com procedimento análogo à Seção A.4. O processo
autorregressivo H é dado pela Equação (2.19). Para Gs = 1 tem-se
x(n) = η(n) −xTL(n − 1)hL (B.1)
onde xL(n−1) = [x(n−1), x(n−2), . . . , x(n−L)]T e hL = [h1, h2, . . . , hL]T . Multiplicando-se
ambos os lados por x(n − l) e calculando a esperança tem-se
rx(l) = rηx(l) − rTx (l − 1)hL (B.2)
onde rx(l) = E{x(n)x(n − l)}, rηx(l) = E{η(n)x(n − l)} e rTx (l − 1) = [rx(l − 1), rx(l −
2), . . . , rx(l −L)]T . Para l = 0,1, . . . , L, chega-se na equação matricial
rx = rηx −
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hL ⋯ h2 h1
hL ⋯ h2 h1⋱ ⋱ ⋱
hL ⋯ h2 h1
hL ⋯ h2 h1
hL ⋯ h2 h1⋱ ⋮ ⋱ ⋱
hL ⋯ h2 h1
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rx(−L)
rx(−L + 1)⋮
rx(−1)
rx(0)
rx(1)⋮
rx(L − 1)
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No entanto rx(−l) = rx(l) para x(n) real. Desta forma a equação matricial torna-se
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rx = rηx −
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
h1 h2 h3 ⋯ hL−2 hL−1 hL
h1 h2 h3 ⋯ hL−2 hL−1 hL
h2 h1 + h3 h4 ⋯ hL−1 hL
h3 h2 + h4 h1 + h5 ⋯ hL⋮ ⋮ ⋮
hL−2 hL−3 + hL−1 hL−4 + hL ⋯ h1
hL−1 hL−2 + hL hL−3 ⋯ h2 h1
hL hL−1 hL−2 ⋯ h3 h2 h1
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Γh
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
rx(0)
rx(1)
rx(2)
rx(3)⋮
rx(L − 2)
rx(L − 1)
rx(L)
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rx
onde rηx = [rηx(0), rηx(1), . . . , rηx(L)]T . Considerando hi = 0 para i ≤ 0 e i > L, a matriz Γh
pode ser definida por:
Γh(ij) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
hi−1 se j = 1 (primeira coluna),
hi−j + hi+j−2 se j ≠ 1 (demais colunas).
A equação matricial resultante é tal que
rx = rηx −Γhrx (B.3)
e pode ser resolvida calculando-se [Γh + I]−1:
rx = [Γh + I]−1rηx (B.4)
O primeiro elemento do vetor rηx pode ser calculado multiplicando-se ambos os lados da
Equação (B.1) por η(n) e aplicando-se a esperança:
rηx(0) = σ2η − E{η(n)xT (n − 1)}hL (B.5)
onde considerou-se η(n) de média zero. Como η(n) é independente de x(n − l) para l ≥ 1,
o segundo termo do lado direito da Equação (B.5) é nulo. Da mesma forma todos os outros
elementos do vetor rηx também são nulos e rηx = [σ2η,0,0, . . . ,0]T . Retomando-se a Equação
(B.4), nota-se que rx(0) = σ2x é dado pelo elemento (1,1) da matriz [Γh+I]−1 multiplicado por
σ2η . Tem-se então
σ2η = σ2xa11 , a11 = {[Γh + I]−1}11 (B.6)
ANEXO C – PLACA DE CONTROLE E AQUISIÇÃO
Figura C.1: Diagrama do circuito da placa de controle e aquisição.
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