Abstract. Let 1 ≤ m < n be integers, and let K ⊂ R n be a self-similar set satisfying the strong separation condition, and with dim K = s > m. We study the a.s. values of the s − m-dimensional Hausdorff and packing measures of K ∩ V , where V is a typical n − m-dimensional affine subspace. For 0 < ρ < 1 2 let Cρ ⊂ [0, 1] be the attractor of the IFS {f ρ,1 , f ρ,2 }, where f ρ,1 (t) = ρ · t and f ρ,2 (t) = ρ · t + 1 − ρ for each t ∈ R. We show that for certain numbers
1 2 let C ρ ⊂ [0, 1] be the attractor of the IFS {f ρ,1 , f ρ,2 }, where f ρ,1 (t) = ρ · t and f ρ,2 (t) = ρ · t + 1 − ρ for each t ∈ R. It will be assumed that K = C a × C b , where 0 < a, b < log a is irrational, and dim H (C a ) + dim H (C b ) > 1. Under these conditions it is shown in [NPS] that there exists a dense G δ set, of 1-dimensional linear subspaces V ⊂ R 2 , such that P V µ and H 1 are singular. By using this fact, it will be proven in Theorem 6 below that H s−m (K ∩ (x + V )) = 0 for µ × ξ G -a.e. (x, V ). This result demonstrates some kind of smallness of the slices K ∩ (x + V ), hence it may be seen as related to a conjecture made by Furstenberg (Conjecture 5 in [F2] ). In our setting this conjecture basically says that for ξ G -a.e. V ∈ G we have dim H (K ∩ (x + V )) ≤ max{dim H K − 1, 0} for each x ∈ R 2 , which demonstrates the smallness of the slices in another manner.
The rest of this article is organized as follows: In section 2 the results are stated.
In section 3 the results regarding self-similar sets are proven. In section 4 we prove the aforementioned theorem regarding self-affine sets.
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statement of the results
2.1. Slices of self-similar sets. Let 0 < m < n be integers, let G be the Grassmann manifold consisting of all n − m-dimensional linear subspaces of R n , let O(n) be the orthogonal group of R n , and let ξ O be the Haar measure corresponding to O(n). Fix U ∈ G and for each Borel set E ⊂ G define (2.1)
then ξ G is the unique rotation invariant Radon probability measure on G. For a linear subspace V of R n let P V be the orthogonal projection onto V , let V ⊥ be the orthogonal complement of V , and set V x = x + V for each x ∈ R n .
Let Λ be a finite and nonempty set. Let {ϕ λ } λ∈Λ be a self-similar IFS in R n , with attractor K ⊂ R n and with dim H K = s > m. For each λ ∈ Λ there exist 0 < r λ < 1, h λ ∈ O(n) and a λ ∈ R n , such that ϕ λ (x) = r λ · h λ (x) + a λ for each
x ∈ R n . We assume that {ϕ λ } λ∈Λ satisfies the strong separation condition. Let H be the smallest closed sub-group of O(n) which contains {h λ } λ∈Λ , and let ξ H be the Haar measure corresponding to H. For each E ⊂ R n set µ(E) = H s (K∩E)
H s (K) , then µ is a Radon probability measure which is supported on K.
For each 0 ≤ s < ∞, ν a Radon probability measure on R n , and x ∈ R n set (2.2) Θ * s (ν, x) = lim sup where B(x, ǫ) is the closed ball in R n with center x and radios ǫ. It holds that Θ * s (ν, ·) and Θ s * (ν, ·) are Borel functions (see remark 2.10 in [M1] ). For V ∈ G define F V (x, h) = Θ m * (P (hV ) ⊥ µ, P (hV ) ⊥ (x)) for (x, h) ∈ K × H, then F V is a Borel function from K × H to [0, ∞] . In what follows the collection {F V } V ∈G will be of great importance for us.
Let V be the set of all V ∈ G with ξ H (H \ {h ∈ H : P (hV ) ⊥ µ ≪ H m }) = 0 .
In Lemma 8 below it will be shown that ξ G (G \ V) = 0. First we state our results regarding the Hausdorff measure of typical slices of K.
From Theorem 1 we can derive the following corollaries.
Corollary 2. Assume m = 1, s > 2 and
Remark. It is known that under the assumptions of Corollary 3 we have dim(P V ⊥ µ) = m for each V ∈ G (see Theorem 1.6 in [HS] ). It is not known however if P V ⊥ µ ≪ H m for each V ∈ G, which is in fact a major open problem. Hence Corollary 3
implies that determining whether
is probably quite hard.
Next we state our results regarding the packing measure of typical slices.
From Theorem 4 the following corollary can be derived.
Corollary 5. Assume m = 1 and s > 2, then
Remark. In the proofs of Corollaries 2 and 5, we use the fact that if m = 1 and s > 2 then dP V ⊥ µ dH m is a continuous function for ξ G -a.e. V ∈ G (see Lemma 3.2 in [FK] and the discussion before it). It is not known whether this is still true if m > 1 or m < s ≤ 2, hence we need the assumptions m = 1 and s > 2.
2.2. Slices of self-affine sets. Assume n = 2 and m = 1. Given 0 < ρ <
.
Theorem 6. Let 0 < a < b < 
Remark. Recall that every integer greater than 1 is a Pisot number, hence Theorem 6 applies for instance in the case a = Remark.
3. Proof of the results on self similar sets 3.1. Preliminaries. The following notations will be used in the proofs of theorems 1 and 4. For each λ ∈ Λ set p λ = r s λ . Then µ is the unique self-similar probability measure corresponding to the IFS {ϕ λ } λ∈Λ and the probability vector (p λ ) λ∈Λ , i.e. µ satisfies the relation
l be the unique word of length l which satisfies x ∈ K w l (x) . Set also
The following dynamical system will be used in the proofs of theorems 1 and 4. Set
It is easy to check that the system (X, µ × ξ H , T ) is measure preserving, and from corollary 4.5 in [P] it follows that it is ergodic. Also, for k ≥ 1 and (x, h) ∈ X it is easy to verify that
, and let {µ V,x } x∈R n be the disintegration of µ with respect to R V (see section 3 of [FH] ).
For µ-a.e. x ∈ R n the probability measure µ V,x is defined and supported on K ∩ V x .
Also, for each f ∈ L 1 (µ) the map that takes x ∈ R n to´f dµ V,x is R V -measurable, the formulaˆf
is satisfied, and for µ-a.e. x ∈ V ⊥ we havê
For more details on the measures {µ V,x } x∈R n see section 3 of [FH] and the references therein.
3.2. Auxiliary lemmas. We shall now prove some lemmas that will be needed later on. The following lemma will be used with ξ H in place of η, when ξ H is considered as a measure on O(n) (which is supported on H).
Lemma 7. Let Q be a compact metric group, and let ν be its normalized Haar measure. Let η be a Borel probability measure on Q, then for each Borel set
This shows that ζ is a right-invariant Borel Probability measure on Q, hence ν = ζ by the uniqueness of the Haar measure, and the lemma follows.
Lemma 8. Let V be the set of all V ∈ G with
Proof of Lemma 8:
is the m-energy of µ), hence from theorem 9.7 and equality (3.10) in [M1] we get that ξ G (L) = 0. Let U ∈ G be as in (2.1) and set
From this we get that for
and so
which proves the lemma.
Lemma 9. Let Z be the set of all (x, V ) ∈ K × G such that µ V,x is defined and
Proof: Fix V ∈ G. It holds that Z is a Borel set, see section 3 of [M2] for a related argument. It follows that the set
is also a Borel set. From the properties stated in section 3.1 we get that
and so µ × ξ H (X \ Z V ) = 0 by Fubini's theorem. This proves the lemma.
Lemma 10. Given a compact setK ⊂ R n and 0 < t ≤ n, the map that takes
which is large enough, and so for each such k
It follows that the function that maps Lemma 11. Given 0 < t ≤ n and a Radon probability measure ν on K × G, the map that takes
this map is universally measurable).
Proof: Let a ≥ 0 and set
to prove the lemma it suffice to show that E is ν-measurable. Set Y = {C ⊂ K : C is compact}, endow Y with the Hausdorff metric, and let G be the σ-algebra of Y which is generated by its analytic subsets. Set
then from Theorem 4.2 in [MM] it follows that E ∈ G, and so from Theorem 21.10
in [K1] we get that E is universally measurable.
is lower semi-continuous, and hence a Borel function. For each l ≥ 1 let S l ⊂ K be finite and l −1 -spanning, and set
Since E is universally measurable it is ν • ψ −1 -measurable, and so there exist A and C, Borel subsets of Y , such that A ⊂ E ⊂ C and
This shows that E is ν-measurable, and the lemma is proved.
Proof: Since B is universally measurable there exist Borel sets A,
From the assumption on B and from Fubini's theorem it follows that
Now from Fubini's theorem, from the definition of ξ G given in (2.1), and from Lemma 7, it follows that
which completes the proof of the lemma.
3.3. Proofs of Theorems 1 and 4. Fix V ∈ V for the remainder of this section, set F = F V , and for each h ∈ H set V h = hV and
where Θ * m is as defined in (2.2), then Q is a Borel set. From theorem 2.12 in [M1] it follows that
for each w ∈ Λ * , and
From the choice of V , from Lemma 9 and from (3.2), it follows that µ×ξ
The following lemma will be used several times below.
it follows that
Proof of theorem 1, part (i):
and fix l 0 ≥ 1. Set κ = min{r λ : λ ∈ Λ}, it will now be shown that
where ρ is as defined in (3.1). Let x ∈ A l0 and let κρ > δ > 0.
, and set u = w k (x). From Lemma 13 and from T k (x, h 0 ) ∈ E we get that
which proves (3.3).
It holds that
and so for µ-a.e. x ∈ K there exist l x ≥ 1 with
Fix such x 0 ∈ K and let y ∈ A lx 0 ∩ V h0 x0 , then from (3.3) we get that
and so from Theorem 6.9 in [M1] it follows that
This proves that if F V L ∞ (µ×ξH ) < ∞, then for ξ H -a.e. h ∈ H we have
and so (i) follows from Lemma 10 and Fubini's theorem.
Proof of part (ii):
For each integer M ≥ 1 set
Note that since (x, h 0 ) ∈ D 0 for some x ∈ K, it follows that P h0 µ ≪ H m . It will now be shown that
Let x ∈ A, M ≥ 1 and N ≥ 1 be given, then there exists k ≥ N with
from Lemma 13
, and so (3.4) follows since M can be chosen arbitrarily large. Let x ∈ A and y ∈ A ∩ V h0 x , then from (3.4) we get
Now from Theorem 6.9 in [M1] it follows that for each M ≥ 1
and so H s−m (A ∩ V h0 x ) = 0 since M can be chosen arbitrarily large. Also, from µ(K \ A) = 0 and Theorem 7.7 in [M1] we get that
and so
It follows that for µ-a.e. x ∈ A (and so for µ-a.e. x ∈ K) we have
From this, Lemma (10) and Fubini's theorem, it follows that
Proof of part (iii):
Assume that F V ∞ < ∞ for ξ G -a.e. V ∈ G. From Lemma 8 and part (i), it follows that for ξ G -a.e. V ∈ G it holds for ξ H -a.e. h ∈ H that
then from Lemma 10 we get that B is a Borel set (hence universally measurable), and so µ × ξ G (B) = 0 by Lemma 12.
For the other direction, set W = {V ∈ G : F V ∞ = ∞} and assume that
and so from Lemma 7
which completes the proof of (iii). Part (iv) can be proven in a similar manner, and so the proof of Theorem 1 is complete.
Proof of theorem 4, part (i):
Let M > 0 be so large such that for
and fix l 0 ≥ 1. It will now be shown that
Let x ∈ A l0 and let N ≥ 1 be given, then since (x, h 0 ) ∈ E 1 it follows that there exist k ≥ N with
then from Lemma 13 we have
from which it follows that
This proves (3.5) since r w k (x) tends to 0 as k tends to ∞.
As in the proof of part (i) of Theorem 1, from µ(K \ ∪ ∞ l=1 A l ) = 0 it follows that for µ-a.e. x ∈ K there exists l x ≥ 1 with µ V h 0 ,x (A lx ∩ V h0 x ) > 0. Fix such an x 0 and let y ∈ A lx 0 ∩ V h0 x0 , then from (3.5) we get
and so from Theorem 6.11 in [M1] it follows that
then from Lemma 11 we get that B is universally measurable, and so the claim stated in (i) follows from Lemma 12.
Proof of part (ii):
Assume V is such that
then since µ×ξ H is ergodic and µ×ξ
For ξ H -a.e. h ∈ H it holds that µ{x ∈ K : (x, h) / ∈Ẽ} = 0, fix such h 0 ∈ H and set A = {x ∈ K : (x, h 0 ) ∈Ẽ)}.
It will now be shown that
, then from Lemma 13
This shows that
and so (3.6) holds since M can be chosen arbitrarily large.
Fix such x 0 ∈ K and let y ∈ A ∩ V h0 x0 , then from (3.6) we get
Now from Theorem 6.11 in [M1] it follows that for each ǫ > 0
which shows that P s−m (K ∩ V h0 x0 ) = ∞ since ǫ can be chosen arbitrarily small and
e. x ∈ K, and so (ii) follows from Lemma (11) and Fubini's theorem.
Proof of part (iii):
Assume that
Lemma 8 and part (ii) it follows that for ξ G -a.e. V ∈ G it holds for ξ H -a.e. h ∈ H
then from Lemma 11 we get that B is universally measurable, and so the claim stated in (iii) follows from Lemma 12. This completes the proof of Theorem 4.
Proofs of Corollaries 2, 3 and 5.
The following lemma will be used in the proofs of Corollaries 2 and 5. For its proof see Lemma 3.2 in [FK] and the discussion before it.
Lemma 14. Assume m = 1 and s > 2, then P V ⊥ µ ≪ H m and
Proof of corollary 2: Assuming m = 1, s > 2 and |H| < ∞, it will be shown that F V L ∞ (µ×ξH ) < ∞ for ξ G -a.e. V ∈ G. From this and from part (iii) of Theorem 1 the corollary will follow. Set
then from Lemma 14 we get ξ G (G \ E) = 0. From this and from Lemma 7 it now follows that
and so ξ H {h : hV / ∈ E} = 0 for ξ G -a.e. V . We fix such a V ∈ G. Since |H| < ∞,
for each h ∈ H we have ξ H {h} > 0, and so hV ∈ E. For each h ∈ H and y ∈ (hV )
a.e. y ∈ W , i.e. the function Q h0 equals a continuous function as members of
. Also, since µ is supported on a compact set it follows that the set {y ∈ W : Q h0 (y) = 0} is bounded, so Q h0 equals a continuous function with
This completes the proof of corollary 2.
Proof of corollary 3: Assume that H = O(n) and
and so from part (ii) of theorem 1 it follows that
and for each h ∈ H set P h = P (hV ) ⊥ .
We shall first show that
(see the proof of lemma 8), and since ξ H = ξ O , we have
≤ M . From this and from (3.7) it follows that
From Theorem 2.12 in [M1] we get that for each h ∈ H with
and so from (3.8)
Since ξ G (W) > 0 for every non-empty open set W ⊂ G, it follows from ξ G (G\E) = 0 that E is dense in G, and so in order to prove the corollary it suffice to show that E is a closed subset of G. Let W 0 ∈ E, let y ∈ W ⊥ 0 and let r ∈ (0, ∞). Given ǫ > 0 there exists W ∈ E so close to W 0 in G (with respect to the metric d G defined in section 3.1), such that
From this and since W ∈ E it follows that
and since this holds for each ǫ > 0 we have
This holds for every y ∈ W ⊥ 0 and r ∈ (0, ∞), hence W 0 ∈ E by Theorem 2.12 in [M1] , which shows that E is closed in G and completes the proof of the corollary.
Proof of corollary 5: Assuming m = 1 and s > 2, it will be shown that
From this and part (iii) of Theorem 4 the corollary will follow. Set E = {V ∈ G : P V ⊥ µ ≪ H m and dP V ⊥ µ dH m is continuous}, then as in the proof of corollary 2 it follows from Lemma 14 and Lemma 7 that
and so ξ H {h : hV / ∈ E} = 0 for ξ G -a.e. V . Fix such V ∈ G, let M > 0, set A = {h ∈ H : hV ∈ E}, and for each h ∈ H and y ∈ (hV )
Fix h 0 ∈ A and set W = (h 0 V ) ⊥ . From Theorem 2.12 in [M1] it follows that
. Also, since µ is supported on a compact set, it follows that the set {y ∈ W : Q h0 (y) = 0} is bounded. From these two facts it easily follows that H m (L h0 ) > 0, and so P W µ(L h0 ) > 0 since Q h0 = dPW µ dH m and Q h0 > 0 on L h0 . From this we get that
and so by Fubini's theorem
≥ M , and so
= ∞ since we can choose M as large as we want. This completes the proof of the corollary.
Proof of Theorem 6
Set Λ = {1, 2}.
. Let 0 < a < b < 
In order to prove Theorem 6 we shall first prove the following:
log a (so α ∈ I \Q), and for each t ∈ I set R(t) = t+α mod 1. Given 0 < ρ < 1 2 and a word λ 1 ·...·λ l = w ∈ Λ * , write f ρ,w = f ρ,λ1 •...•f ρ,λ l and C ρ,w = f ρ,w (C ρ ). For each n ≥ 1 and x ∈ C ρ let w ρ,n (x) ∈ Λ n be the unique word of length n which satisfies x ∈ C ρ,wρ,n(x) , and let S ρ (x) = f −1 ρ,wρ,1(x) (x). We also write w ρ,0 (x) = ∅ and C ρ,∅ = C ρ .
The following dynamical system will be used in the proof of Theorem 15. The idea of using this system comes from the partition operator introduced in section 10 of [HS] .
It is easy to check that the system (X, ν, T ) is measure preserving, and from Lemma 2.2 in [B2] it follows that it is ergodic.
Let R be the Borel σ-algebra of R 2 . For each t ∈ I let P t be the orthogonal projection onto W t , and let {µ t,z } z∈R 2 be the disintegration of µ with respect to P −1 t (R) (see section 3.1 above). Also, for each (z, t) ∈ X define F (z, t) = Θ 1 * (P t µ, P t z).
Auxiliary lemmas.
Lemma 16. It holds that I 1 (µ) < ∞, where I 1 (µ) is the 1-energy of µ.
Proof: Set δ = 1 − 2b, then for each (x, y) ∈ R 2 and k ≥ 1
This shows that there exists a constant M > 0 with µ(B(z, r)) ≤ M · r da+d b for each z ∈ R 2 and r > 0. Since d a + d b > 1, the lemma follows from the discussion found at the beginning of chapter 8 of [M1] .
Proof: We prove this by using the π−λ theorem (see [B1] ). Let E be the collection of all Borel sets B ⊂ K which satisfy µ(g(B)) = 2 −n1−n2 · µ(B), then E is a λ-system.
then P is a π-system, P ⊂ E and σ(P) equals the collection of all Borel subsets of K. From the π − λ theorem it follows that σ(P) ⊂ E, hence E equals the collection of all Borel subsets of K, and the lemma is proven.
Proof: From Theorem 8.10 in [M1] it follows that H da+d b (K) > 0, and by an elementary covering argument it can be shown that H da+d b (K) < ∞. The rest of the lemma can be proven by using the π − λ theorem, as in the proof of Lemma 17.
Proof: Assume by contradiction that ν(E M ) = 0 and set
, and so L = I. Set A = {t ∈ I : P t µ ≪ H 1 and dP t µ dH 1
and let t ∈ L. For P t µ-a.e. z ∈ W t we have Θ 1 * (P t µ, z) ≤ M , hence from parts (2) and (3) of Theorem 2.12 in [M1] it follows that t ∈ A. This shows that L ⊂ A, and so that A = I. By an argument similar to the one given at the end of the proof of Corollary 3, it can be shown that A is a closed subset of I, and so A = I. In particular it follows that P t µ ≪ H 1 for each t ∈ I, which is a contradiction to Theorem 4.1 in [NPS] . This shows that we must have ν(E M ) > 0, and the lemma is proven.
4.3. Proofs of Theorems 15 and 6. Proof of theorem 15: Let D be the set of all (z, t) ∈ X such that P t µ ≪ H 1 , µ t,z is defined, µ t,z (C a,w1 × C b,w2 ) = lim ǫ↓0 µ((C a,w1 × C b,w2 ) ∩ P −1 t (B(P t z, ǫ))) P t µ(B(P t z, ǫ)) for each w 1 , w 2 ∈ Λ * , and 0 < F (z, t) = lim ǫ↓0 P t µ(B(P t z, ǫ)) 2ǫ < ∞ .
From Lemma 16 and from the same arguments as the ones given at the beginning of Since ν(E M ) > 0, it follows from the ergodicity of (X, ν, T ) that ν(X \ E 0,M ) = 0.
For L-a.e. t ∈ I it holds that µ{z ∈ K : (z, t) / ∈ D 1 } = 0, fix such t 0 ∈ I and set A = {z ∈ K : (z, t 0 ) ∈ D 1 }.
Note that from A = ∅ it follows that P t0 µ ≪ H 1 .
Set η = d a + d b − 1. It will now be shown that (4.1) Θ * η (µ t0,z , z) = ∞ for each z ∈ A .
Let (x, y) = z ∈ A and set β = (F (z, t 0 )) −1 , then 0 < β < ∞ since (z, t 0 ) ∈ D 0 .
Let M ≥ 1 and N ≥ 1 be given, then there exists k ≥ N with T k (z, t 0 ) ∈ D 0 ∩ E M , and so F (T k (z, t 0 )) > M . Set l = [t 0 + kα], then (4.2) µ t0,z (C a,w l (x) × C b,w k (y) ) = = lim ǫ↓0 µ((C a,w l (x) × C b,w k (y) ) ∩ P −1 t0 (B(P t0 z, ǫ))) P t0 µ(B(P t0 z, ǫ)) = = lim ǫ↓0 2ǫ P t0 µ(B(P t0 z, ǫ)) · µ((C a,w l (x) × C b,w k (y) ) ∩ P −1 t0 (B(P t0 z, ǫ))) 2ǫ = = β · lim ǫ↓0 µ((C a,w l (x) × C b,w k (y) ) ∩ P −1 t0 (B(P t0 z, ǫ))) 2ǫ .
For each (x ′ , y ′ ) ∈ R 2 set g(x ′ , y ′ ) = (f a,w l (x) (x ′ ), f b,w k (y) (y ′ )), then (4.3) C a,w l (x) × C b,w k (y) = f a,w l (x) (C a ) × f b,w k (y) (C b ) = g(C a × C b ).
Let ǫ > 0, and let L : R 2 → R 2 be a linear map with L(1, 0) = (a l , 0) and
Since L is the linear part of the affine transformation g, we have (4.4) P −1 t0 (B(P t0 z, ǫ)) = z + V t0 + B(0, ǫ) = (B(0, ǫ) )) .
From a −l ≥ a −t0−kα+1 ≥ a · b −k , we obtain (4.5)
Also we have Now from (4.2), (4.3) and Lemma 17 we get that
