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Resumen
Este trabajo compara los resultados asociados a aplicar diferentes métodos para distinguir elementos
ciclos y tendenciales al Índice Mensual de Actividad Económica chileno (IMACEC) usando datos
de tiempo real. Se muestra que las revisiones de datos son extremadamente importantes y que
pueden llevar a estimaciones sistemáticamente inconsistentes del componente tendencial. Además,
la mayor parte de los filtros usualmente utilizados para separar el componente cíclico del de
tendencia son altamente inestables y poco confiables para estimaciones al final de la muestra.
Abstract
This paper compares the results of applying several detrending methods to the Chilean monthly
economic activity index (IMACEC) that arise from using real-time data sets. We show that data
revisions are extremely important and that they can lead to systematically inconsistent estimates of
the trend component. Furthermore, most of the filters commonly used to detrend time series in
practice, are highly unstable and unreliable for end-of-sample estimation.
____________________
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Economic time series are customarily decomposed into three component
parts:
zt = Et + St + Ct (1)
where E is the trend component, S is the seasonal component, and C is
the cyclical component.1 This decomposition is important because it can be
applied to analyze the characteristics of the ￿uctuations of a series around
its long-run trend,2 or because the decomposition by itself is considered to
be relevant.3
Given the realizations of z, the researcher usually takes a stance regard-
ing the nature of E and S and ￿lters them from the original series in order
to obtain the cyclical component as a residual. The choice of ￿lters for the
trend and seasonal components is not a trivial task, as ￿lters may substan-
tially alter the statistical properties of the resulting series when compared
1Some times, the cyclical component is further decomposed into a regular (systematic)
and an irregular (unsystematic) component. Here we will not follow such practice.
2This is the approach followed by Kydland and Prescott (1982) and by subsequent
papers on the RBC tradition.
3For ecxample, policy-makers are often interested in having estimates of the trend
component of GDP (also referred to as ￿potential output￿) or the phase of the cycle (also
referred to as ￿output gap￿).
1to the original.4
While often overlooked, there is another dimension that may be impor-
tant when conducting this decomposition. Researchers rely on data sets that
contain information of the variables at the moment in which the decompo-
sition is being undertaken. However, the information that is available for
any given time, may be diﬀerent in the future due to data revisions. That
is, the data set that is used is not the ￿nal (revised) data available today,
but rather the original, unrevised data available to economic agents who
were around at the time. We refer to each data set corresponding to the
information set at a particular date as a ￿vintage￿ and to the collection of
such vintages as a real-time data set (Croushore and Stark, 2001).
This paper analyzes the eﬀects on the decomposition of the Chilean
Monthly Activity Index (IMACEC) into the three components mentioned
above, that are due to both data revisions and the properties of statistical
methods applied to obtain them. The document is organized as follows:
Section 2 presents the de￿nitions of the variables used. Section 3 brie￿y
describes the statistical methods used for decomposing the series. Section 4
4The eﬀects of applying ￿popular￿ seasonal adjustment and detrending procedures
have been subject of active research. For example, Hylleberg (1992) discusses issues
related to modelling seasonality and Soto (2000) shows the eﬀects of several of these
procedures on Chilean macroeconomic time series. Gallego and Johnson (2001) present
several detrending methods and apply them to the Chilean GDP.
2presents the results of applying these methods. Finally, Section 5 provides
the main conclusions.
2 Data and Concepts
Following Orphanides and van Norden (1999), our aim is to better under-
stand the reliability and statistical accuracy of methods commonly used to
decompose (1), by measuring the degree to which estimates of each compo-
nent at any point in time vary as data are revised and as data about the
subsequent evolution of z becomes available.
Formally, let zv
t be the value of z published at time v for an observation
at time t. Due to publication lags, we require t<v .5 The full series,







De￿ne the last-value function ‘(Zv):Rv−2 → R,w h i c hs e l e c t st h e
last observation of the column vector. Then, for any arbitrary function
f (X):RN → RN,w ed e ￿ne ‘[f (X)] as the last observation of the column
vector of f (X).I no u rc a s ef (•) will be the ￿lter applied to z in order to
obtain the seasonal, trend, and cyclical components.
5The publication lag for the ￿rst observation of IMACEC is of two months.
3A￿ F i n a l ￿( F)e s t i m a t ei sd e ￿ned as:




where T +2is the ￿￿nal￿ vintage of data available (in our case, this is the
series as published in 2001:09 for observations until 2001:06). This estimate
simply takes the last available vintage of data we have available, and applies
the ￿lter f (•). The resulting series constitutes the ￿Final￿ estimate. This
is the typical way in which decomposition methods are employed.6
The ￿Real-Time￿ (R) estimate is constructed in two stages. First, we
apply f (•) to every vintage of data available. Earlier vintage series are
shorter since the series on which they are based end earlier. Next, we use
these diﬀerent vintages to construct a new series which consists entirely of



















This series represents the most timely estimate which researchers could
have at any point in time. The diﬀerence between the Final and Real-Time
6For example, this procedure is extensively used for the estimation of monetary policy
r u l e sa n df o r e c a s t so ff u t u r ei n ￿ation.
4estimate (F − R) gives us the Total Revision at each point in time. This
diﬀerence has two sources, one of which is the ongoing revision of published
data.
To isolate the importance of this factor, de￿ne the ￿Quasi-Real￿ (Q)
estimate. Like the Real-Time estimate, it is constructed in two steps. The
￿rst step is to construct an ensemble of ￿rolling￿ estimates. That is, we
begin by taking the Final vintage of the series but use only the observations
up to period t in order to compute the Quasi-Real estimate for t.N e x t ,
we extend the sample period by one observation and repeat the procedure.
We continue in this way until we have used the full sample. The second
step is the same as that used to construct the Real-Time series; we collect
the ￿rst available estimate at each point in time from the various series we

























The diﬀerence between the Quasi-Real and the Real-Time series (Q−R)
is mainly due to the eﬀects of data revisions, since estimates in the two series
at any particular point in time are based on data samples covering the same
time period.
5Thus, we can decompose the Total Revision of an estimate as:
b ZF − b ZR
| {z }
Total Revision
= b ZF − b ZQ
| {z }
Sample Revision




where b ZF − b ZQ indicate the changes in an estimate that are due to applying
f (•) to the full sample and to partial samples. This diﬀerence can be used
to assess the stability of a particular ￿lter given that it closely resembles
stability tests of recursive estimates.7
As mentioned in the Introduction, we focus our attention on the Chilean
M o n t h l yA c t i v i t yI n d e x( I M A C E C ) . 8 This index provides a monthly esti-
mate of Chilean GDP and is constructed by covering roughly 90% of total
GDP. The remaining 10% is not considered because of lags in the availability
of information in some sectors.
As discussed above, the publication lag of the ￿rst observation for the
IMACEC is of two months. However, due to changes in the base year in
September of 1993 (from a 1977 to a 1986 base year), a consistent data set
can be constructed beginning on that month￿s vintage (thus, covering the
period 1986:01-1993:07). The ￿nal vintage (as published on August 2001)
7This diﬀerence also measures the importance of having additonal information when
applying a particular ￿lter.
8Venegas and Zambrano (2000) present a detailed description of the construction of
this index.
6covers the period 1986:01-2001:06.
Data revisions of the IMACEC are made in two stages. First, monthly
revisions of the initial data are continuously made and incorporate more
information is it becomes available. In the second stage, major and discrete
revisions take place. These revisions correspond to re-calculations of the
total GDP. After these major revisions are published, the ￿nal series is
not modi￿ed. In our sample period, two major revisions have taken place
(August 1994 and March 1998). Thus, observations covering the period
1998:02-2001:06 are not de￿nitive, and have only had initial revisions.
The ￿rst panel of Figure 1 presents the Final (zT+2
t ) and Real-Time
(zt+2
t ) realizations of (the log of) IMACEC, while the bottom panel shows the
diﬀerence between them.9 The vertical lines indicate the dates at which the
two major revisions on the data were made. From it, it is apparent that the
Real-Time realizations of IMACEC persistently under-estimated their ￿nal
values. This diﬀerence is always positive and numerically important (about
6.4% on average, and ￿uctuating between 2.5% and 12.3%) when considering
the period up to the second major revision, and with alternate signs of minor
signi￿cance when the series is revised in the adjacent months (the average
diﬀerence is of 0.4% in the 1998:02-2001:06 period). Consequently, data
9In the remainder of this paper we will use the (natural) logarithm of IMACEC instead
of its level.
7revisions are not minor factors, and their eﬀects on the estimation of trends
and cycles using real-time data should be considered.
[Insert Figure 1 here]
3A l t e r n a t i v e M e t h o d s
In order to evaluate the eﬀects that data revisions have on (1), we consider
several statistical methods that are routinely used to obtain the seasonal
and trend components of a series. Recalling that we want to decompose the
diﬀerence between Real-Time and Final estimates in a component that is
mainly due to data revisions, and another that combines the eﬀect of the
￿lter and additional information, we must be careful on the interpretation
of the results.
To evaluate the merits of each ￿lter, each exercise assumes that the par-
ticular method being employed can consistently estimate the seasonal and
trend component. Of course, it cannot be the case that several methods can
do this at the same time. However, our aim is simply to provide guidelines
to practitioners that use diﬀerent ￿ltering method with respect to the sen-
sitivity of each method to data revisions and to the properties of the ￿lter
itself.10
10In this sense, the objective of this paper is not to provide a uniform ￿metric￿ that
8Even though there are other methods available, we apply the X-12-
ARIMA seasonal adjustment procedure to remove the seasonal component
of a series. This choice is mainly due because most practitioners use it as
their default procedure.11
Once we obtain a seasonally adjusted series (yt = zt−St), we focus on the
estimation of the trend component. We consider nine detrending methods:
1. Linear Trend (OLS): This method assumes that y can be decomposed
into a cyclical component and a linear function of time
yt = α + βt + Ct (6)
where α and β are obtained by OLS (Ordinary Least Squares).
2. Linear Trend (LAD): Even tough the OLS estimators of α and β are
consistent under general conditions;12 in ￿nite samples, they may be
heavily in￿uenced by outliers. Thus, we also obtain estimators for α
and β with the Least Absolute Deviation (LAD) estimator, which is
more robust in presence of outliers.
would help the practitioner to choose the proper ￿lter to use.
11Findley, et al (1998) present a detailed description of this procedure and the diﬀerences
with its predecessor (X-11-ARIMA).
12In fact, the estimate of β is super-consistent.
93. Quadratic Trend (OLS): The third method adds a second term in the
deterministic component of (6) to obtain:
yt = α + βt + γt2 + Ct (7)
This allows the ￿exibility to detect a slowly changing trend in a simple
way.
4. Quadratic Trend (LAD): As was the case with the ￿rst method, OLS
estimates may again be heavily in￿uenced by outliers, thus we also
obtain the trend component of (7) using the LAD estimator.
5. Breaks in Level: An increasingly popular way to characterize economic
time series allows for the possibility of structural changes. The sim-
plest of such methods considers that a time series with m breaks (m+1
regimes) in its level can be characterized as:
yt = αj + βt + Ct,t = Tj−1,...,T j (8)
for j =1 ,...,m+1 . The number of breaks and their dates (m and
Tj respectively) are endogenously estimated following Bai and Perron
(1998).
106. Breaks in Trend: This method is capable of detecting changes in the
trend component of a series and is modelled as:
yt = α + βjt + Ct,t = Tj−1,...,T j (9)
Again, m and Tj are endogenously estimated.
7. Breaks in Level and Trend: In this case we allow for breaks in both
the level and the trend of a series to obtain:
yt = αj + βjt + Ct,t = Tj−1,...,T j (10)
8. Hodrick-Prescott: Hodrick and Prescott (1997) proposed one of the
most popular methods for detrending macroeconomic (commonly re-
ferred to as the HP ￿lter). It decomposes y i n t oag r o w t hc o m p o n e n t













where λ is called the ￿smoothness parameter￿ which penalizes the
variability of the growth component. The larger the value of λ,t h e
11smoother the growth component and the greater the variability of the
cyclical component. As λ approaches in￿nity, the growth component
corresponds to a linear trend. For monthly data, Hodrick and Prescott
propose setting λ equal to 14400.
As noted by Reeves, et al (1996), the justi￿cation for choosing this
value is weak, given that if the HP ￿lter is viewed as the result of a






if the cyclical component is a white noise process. If this
is not the case, no optimality property should be attached to the HP
￿lter (Ehlgen, 1998).
9. Kernel: The last method used in order to obtain the trend component
considers a Gaussian kernel regression that used t as its independent
variable.
Having diﬀerent convergence properties, each method has its strengths
and weaknesses.13 The ￿rst four methods can consistently estimate the val-
ues of the parameters that characterize the deterministic trends and are ro-
bust to several distributional assumptions regarding the cyclical component.
Nevertheless, the methods that use the LAD estimator may perform better










.T h i sm e a n st h a t
the latter parameter estimate converges faster (needs less information) than the former.
12in the presence of outliers. Of course, these methods may display undesir-
able features if, for example, breaks in level and/or trend were present in
the sample. In such case, we expect to assess the stability of the parameters
by evaluating the diﬀerence between the Final and Quasi-Real estimates.
The methods that assume a break in level and/or trend have problems
in obtaining the Real-Time and Quasi-Real estimates around the period in
which a break occurs. This happens because the ￿lters can never predict
the occurrence of a break near the end of the sample, as it needs to estimate
the values of the parameters after the break.
Finally, the last two methods (Hodrick-Prescott and Kernel) have prob-
lems in tracking down the trend component at the endpoints of the sam-
ple. This feature is relevant for this exercise, given that the Real-Time and
Quasi-Real estimates are obtained using the last-value function operator.14
14Of course, these methods are not the only ones available. For example, X-12-ARIMA
also provides estimates of the trend component along with the seasonal component. Fur-
thermore, other ￿lters such as Baxter and King (1995) are also used in practice. Both
methods display the same undesirable feature of the HP and Kernel ￿lters with respect
to end points. In particular, given that these methods take the form of moving averages,
they sacri￿ce information from the beggining and the end of the data set; thus seriously
limiting their usefulness for analyzing contemporaneous data.
134R e s u l t s
4.1 Seasonal Component
The ￿rst step taken for decomposing (the log of) IMACEC (z), is to ￿lter
its seasonal component. The resulting series (denoted by y)i sp r e s e n t e di n
Figure 2 which shows that the Chilean economy has experienced a period of
sustained growth during the sample period. In fact, using the Final vintage,
the average annual growth rate of this series is of 6.4%. Equally evident, is
an important decrease on the economic activity in the last quarter of 1998.
[Insert Figure 2 here]
Figure 3 presents the estimates for the seasonal component obtained us-
ing the Final estimate, the Real-Time estimate and the Quasi-Real estimate.
Along with them, the second panel displays the decomposition of the total
revisions (F−R) that are due to data revisions (Q−R), and sample revisions
(F − Q).
[Insert Figure 3 here]
The results indicate that while the seasonal adjustment may modify the
stochastic properties of the resulting series (y), this method is relatively ro-
bust in terms of obtaining the seasonal component (the levels and volatilities
14of the component parts of the Total revisions are similar). In fact, the total
revisions seldom exceed 2%. The only exception (when the total revision
exceeds 4%) is around the period in which the ￿rst major revision on the
data was made (1994). In this case, data revisions (Q − R) are exclusively
responsible for the discrepancy between the Real-Time and Final estimate.
Apart from this instance, neither the ￿lter nor the data revisions modify the
seasonal pattern of the series.
4.2 Trend Component
In the second stage, we ￿lter the (log of) seasonally adjusted IMACEC (y)
using the nine above-mentioned methodologies assuming that the ￿true￿
trend component is consistently estimated by applying the corresponding
￿lter.
The trend components of each ￿lter are displayed in Figure 4 (using
￿Final￿ (F), ￿Real-Time￿ (R), and ￿Quasi-Real￿ (Q) data sets), the most
salient features of which are: First, using the Final vintage, the resulting
trend components diﬀer substantially across methods. For example, esti-
mates for December 2000 range from 5.50 (Kernel) to 5.66 (Linear Trend,
LAD), implying with the former method that the actual realization of y
was slightly above its trend; while with the later, the economy was almost
1514% below its trend. Second, regardless of the detrending method and as a
consequence of the under-estimation of z up to1998, R is always bellow F
in that period. Third, there are usually two discrete increases that coincide
with the major revisions of z. Fourth, the robustness of most of these ￿lters
is called into question because of the slowdown on economic activity by the
end of 1998, as most of them predict a higher level for R than for F in that
period. Finally, when comparing the diﬀerences between the Linear Trend
estimator using OLS and LAD, we observe that the former penalizes the
abrupt decrease of y by the end of 1998 by decreasing the implied long-
run growth rate with the Final estimate, while the LAD estimator is not
as sensitive the this decline and ends up with a higher growth rate. How-
ever, when Quadratic Trends are considered, the LAD estimator predicts
a more important slow-down in the long run, given that it considers that
the realizations of y in 2000 coincide with the implied trend, while the OLS
estimator considers that for that period, y is actually below its trend. The
three models that incorporate breaks in levels and/or trends conclude that
there is evidence of at least one break during the sample period; the latest
of which is dated in the last quarter of 1998. Of these three models, the one
that displays only breaks in level is preferred.
[Insert Figure 4 here]
16These points are con￿rmed in Figure 5 and Table 1 which show the rel-
ative importance of (F − Q)a n d( Q− R) in accounting for (F − R). First,
averages of Total Revisions range from 0.073 (Kernel) to -0.010 (Linear
Trend, OLS) with positive medians that always exceed their means; thus,
irrespective of the method, Real-Time trends always under-estimated the
Final estimate more than 50% of the times. The volatilities of the Total
Revisions are also important, ranging from 0.056 (Quadratic Trend, LAD)
to 0.03 (in both Linear Trend estimators). Second, the last column of Table
1 shows that all revisions are highly persistent, having most of their ￿rst
order autocorrelations exceeding 0.9. Third, while the averages of (Q − R)
are always positive, averages of (F −Q) are usually negative (the sole excep-
tion being the Kernel estimate). These facts signal the importance of the
under-estimation of the level of y until major revisions are conducted (thus
the diﬀerence between Q and R), and the in￿uence of the signi￿cant de-
crease in economic activity by the end of 1998 (thus the diﬀerence between
F and Q). Third, as mentioned above, the diﬀerence between F and Q
may show not only how relevant is the additional information that is gained
from increasing the sample size, but also the adequacy of a given ￿lter. In
particular, systematic diﬀerences between both estimates can be viewed as
evidence of instability of a ￿lter. In that regard, the Linear and Quadratic
17Trend models are shown to be inappropriate given that in the whole sample
Q exceeds F.15 Equally evident is that the Kernel ￿lter is also highly unsta-
ble, given that with it F always exceeds Q. However, none of these features
are evident when considering the models that incorporate breaks or in the
HP ￿lter. The models with breaks are remarkably stable up to the point in
which a break occurs and tend to adjust the Final and Quasi-Real estimates
in at most a year.
[Insert Figure 5 here]
[Insert Table 1 here]
Summarizing, the implications of these exercises for obtaining estimates
of the trend component are: First, the trend component is extremely sensi-
tive to the data set being used; in all cases discrepancies that range between
6% and 12% can be expected when using Real-Time data. Second, simple
models of deterministic trends (linear, quadratic, or Gaussian kernel) appear
to be inconsistent with the data, given that there is important evidence of
instability in their estimates (due mainly to the slow-down by the end of
1998). Finally, models that incorporate breaks (particularly in levels) and
the HP ￿lter do not display such instability.
15As mentioned, this is due to the slown-down of y by the end of 1998.
184.3 Cyclical Component
Focusing on the cyclical component of a series may be misleading, given that
it is obtained as a residual from the diﬀerence between the original series
and the seasonal and trend components. As discussed above, the trend
component of the series is seriously distorted (independently of the method)
when Real-Time data is used. Nevertheless, one of our objectives is to focus
on the properties of the cyclical component that is customarily obtained by
practitioners following the practice outlined above; thus, we now focus on
its analysis.
As some practitioners are interested in evaluating whether or not the
economy is above or below its long-run trend in a particular point in time,
it may be the case that while the precise level of the trend component is not
consistently estimated using Real-Time data, its cyclical component may
mimic its ex-post counterpart.
Real-Time, Final and Quasi-Real estimates of the cyclical component are
presented in Figure 6 and Table 2 (again called F, R,a n dQ respectively).
Up to 1997, the Final estimates using linear and quadratic trends is con-
sistent with the Chilean economy displaying a prolonged boom, while the
Real-Time estimates consider that it was evolving roughly about its trend.
Beginning on 1998, the HP ￿lter provides con￿icting results, given that if
19Real-Time data were used, the ￿lter predicts the beginning of a recession,
while the Final estimates considers that to be the case only by the end of
that year. Similar con￿icting results (in terms of signs) are also present
in other ￿lters. Interestingly, the ￿lters that do a better job on tracking
down the trend component (models with breaks and the HP ￿lter) are also
the ones the show the lowest correlation between the Real-Time and Final
estimates.
[Insert Figure 6 here]
[Insert Table 2 here]
Figure 7 and Table 3 show the behavior of the breakdown of cycle revi-
sions. Contrary to what happens with the revisions of the trend component,
the main factor behind the discrepancy between the Final and Real-Time
estimate of the cycle is not due to data revisions (Q − R) but to the insta-
bility of the ￿lter (F −Q). Furthermore, the volatility of the total revisions
is primarily due to the instability of the ￿lter and not because of data revi-
sions. Once again, the revisions are systematic and persistent, although not
as much as in the case of the trend component.
[Insert Figure 7 here]
[Insert Table 3 here]
20Finally, as in Orphanides and van Norden (1999), Table 4 constructs
several indicators the measure the reliability of the business cycle estimates
using real time data. The ￿rst column reproduces the correlations between
the Final and Real-Time estimates of the cycle which show that the methods
that better capture the trend component of the series (models with breaks
and HP) are also the ones in which the Real-Time estimates have the low-
est correlations with the Final estimates of the cycle. Furthermore, it is
precisely with these methods that the volatility of the revisions of the cycli-
cal component exceeds the magnitude of the cycle itself (second column).
Finally, irrespectively of the method used, Real-Time and Final estimates
have con￿icting signs with respect to the phase of the cycle between 25%
and 50% of the times.
[Insert Table 4 here]
This last feature may be of particular importance for practitioners that
take decisions considering Real-Time data, given that they may be incor-
rectly assessing not only the magnitude but also the sign of the phase of the
cycle.
215 Concluding Remarks
This paper evaluates the reliability of alternative detrending methods ap-
plied to the Chilean Monthly Activity Index (IMACEC), paying special at-
tention to the accuracy of Real-Time estimates. We show that data revisions
are extremely important and that estimates of the trend component are usu-
ally inconsistently estimated when we compare the Real-Time and ex-post
revisions estimates. Furthermore, several methods are not only sensitive to
data revisions, but show signs of being unstable.
Even though some detrending methods appear to be more robust than
others for estimating the trend component (models with breaks in levels
and the HP ￿lter), their cyclical component is as volatile as their revisions,
and present con￿icting results when the Real-Time and Final estimates are
compared. In particular, irrespective of the method used, not only the mag-
nitude but also the sign of the phase of the cycle is inconsistently estimated
b e t w e e n2 5 %a n d5 0 %o ft h et i m e s .
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Figure 7: Total revision in cyclical component (1993:07-2000:12)







































































































































































































Table 1: Breakdown of Trend Revision Statistics (1993:07-2000:12).
SD=Standard deviation, AR=First autocorrelation.







































































































































































































Table 2: Cycles Summary Statistics (1993:07-2000:12). SD=Standard devi-
ation, COR=Correlation with the ￿nal estimate.







































































































































































































Table 3: Breakdown of Cycle Revision Statistics (1993:07-2000:12).
SD=Standard deviation, AR=First autocorrelation.
35Method COR NS OPSIGN XSIZE
Linear Trend (OLS) 0.930 0.376 0.500 0.567
Linear Trend (LAD) 0.977 0.212 0.378 0.500
Quadratic Trend (OLS) 0.650 0.841 0.367 0.611
Quadratic Trend (LAD) 0.596 1.100 0.300 0.578
Break in Level 0.134 1.848 0.389 0.744
Break in Trend 0.219 1.637 0.378 0.656
Break in Level and Trend 0.371 1.591 0.344 0.578
Hodrick-Prescott 0.589 1.015 0.300 0.500
Kernel 0.729 0.803 0.256 0.722
Table 4: Reliability Indicators of Business Cycle Revisions (1993:07-
2000:12). COR=Correlation of the Real-Time and Final estimates,
NS=Ratio of standard deviation of the Revision and the standard devia-
tion of the Final estimate. OPSIGN=Frequency with which the Real-Time
and Final estimates have opposite signs, XSIZE=Frequency with which the
absolute value of the Revision exceeds the absolute value of the Final esti-
mate.
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