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A theoretical framework describing the set of interactions between neurons in the brain, or func-
tional connectivity, should include dynamical functions representing the propagation of signal from
one neuron to another. Green’s functions and response functions are natural candidates for this but,
while they are conceptually very useful, they are usually defined only for linear time-translationally
invariant systems. The brain, instead, behaves nonlinearly and in a time-dependent way. Here, we
use nonequilibrium Green’s functions to describe the time-dependent functional connectivity of a
continuous-variable network of neurons. We show how the connectivity is related to the measurable
response functions, and provide two illustrative examples via numerical calculations, inspired from
C. elegans.
Understanding how neurons interact is fundamental
to describing how their collective activity generates the
complex dynamics of the brain. Advances in optogenetics
and neuroimaging now allow activity to be stimulated in
one neuron while simultaneously measuring the response
of many others in a network [1–3], providing insights into
how signals travel through the brain. Functional con-
nectivity encompasses the collection of strengths, signs,
and time-varying properties that govern how a change in
activity of one neuron affects another. Measuring func-
tional connectivity would constrain simulations by pro-
viding a missing link between the anatomical connectiv-
ity and the neural dynamics. Further, measuring how
functional connectivity changes can reveal what dynam-
ical properties of the brain change with learning.
Most existing models of continuous-variable neural
activity are formulated as differential equations [4–9].
These equations include parameters for local properties
of direct connections in the network, such as the strengths
of the synapses between two neurons. But those local
properties cannot be measured directly in the network.
Instead, experiments see an effective interaction between
the two neurons, which includes contributions from indi-
rect paths as well as the direct path.
An integral formulation, such as [10], is a more con-
venient formalism for transitioning between local di-
rect connections and the effective ones that are more
experimentally accessible. In the linear and time-
translationally invariant (TTI) case (a condition that we
will relax in this paper), the activity ψi of neuron i is
ψi(t) = ψi,eq +
∑
j∈all
g0,ij ∗∆ψj (t) + gext0,i ∗ Iexti (t), (1)
where ψeq are the equilibrium activities of the neurons
(which depend on the rest of the network) and ∆ψ the
deviations from those values. ∗ denotes a convolution,
g0,ij is the (TTI) Green’s function, or transfer function,
describing the direct interaction i ← j from neuron j
to neuron i. gext0,i ∗ Iexti (t) denotes the effect of external
perturbations.
Eq. (1) considers only direct paths between neurons.
However, in a network i and j are connected by both
direct and indirect paths, and one would have to solve
Eq. (1) for each neuron and each time-step. If we know
∆ψj [11] and want to calculate ∆ψi, in a linear system we
can condense the effect of the whole network in a single
connected Green’s function Gj0,ij (the resolvent kernel
in Volterra integral equations [12]), such that ψi(t) =
ψi,eq + (G
j
0,ij ∗∆ψj)(t). Gj0,ij is a solution to
Gj0,ij = g0,ij +
∑
µ6=j
g0,iµ ∗Gj0,µj , (2)
which is obtained recursively inserting the contributions
of all the neurons in Eq. (1) (upper case is for connected,
subscript 0 for linear and TTI, superscript j means that j
is excluded from the sums. For when ∆ψj is sufficient and
for the derivation, see the Supplement [13]). To probe the
system, we can induce a perturbation δψj on top of the
current state of the system ψ = ψeq + ∆ψ and obtain
the connected response function F0,ij by measuring the
produced δψi = F0,ij ∗ δψj . In the linear and TTI case,
F0,ij = G
j
0,ij .
One reason Green’s functions have found only limited
use in neuroscience [4, 10] is that Green’s functions are
usually defined only for linear and TTI systems, while
the brain is highly nonlinear. Nonlinearities allow the
brain to perform nontrivial computations and to have re-
sponses that depend on past history or sensory context.
Nonlinear corrections to a Green’s function-like formula-
tion via systematic expansion has previously been used to
describe the effect of hidden neurons [10] and spike train
statistics [14]. Because the concept of a response function
is intuitive, and an experiment can always be designed to
measure a response function, it is worth working with ex-
panded, or corrected, Green’s functions.
In this work we use nonequilibrium Green’s functions
Gij [14–16] to describe the time-dependent functional
connectivity of a continuous-variable network of neu-
rons, and discuss their relation to the nonequilibrium re-
sponse functions Fij measured in experiments (absence
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2of subscript 0 means nonequilibrium). While they re-
tain the benefits of transfer functions, their nonequilib-
rium definition as a function of relative and absolute
time makes them well-suited to capture nonlinearities
and time-dependence in the brain, for example when
synapses saturate, when synaptic adaptation occurs, or
when neuromodulators change the cellular properties of
the neurons in a time-dependent way. Nonequilibrium
Green’s functions are used in other fields, like the the-
ory of many-body systems in condensed matter physics,
where they guide both theory and experiments [15]. Note
that here equilibrium refers to the time-invariance of the
Green’s functions, not the neural activities.
We first present a general model-independent equa-
tion for the connected nonequilibrium response functions
Fij (Eq. (5)), that allow us to write δψi(t) = Fij ∗
δψj =
∫
dt1 Fij(t, t1)δψj(t1), and are obtained assum-
ing sparse nonlinear connections, or edges, (α, β). These
edges are described with nonequilibrium Green’s func-
tions gαβ [ψ] so that, formally, ∆ψα = gαβ [ψ] ∗ ∆ψβ =∫
dt1 gαβ [ψ](t, t1)∆ψj(t1) for an isolated pair of neurons.
Because gαβ [ψ] is functionally dependent on the state ψ
of the system it has to be calculated according to its non-
linear expression. Once it is calculated, however, other
properties of the network, like the other Green’s func-
tions and the response functions, are easily derived and
computed.
We will describe how the Fijs relate functional connec-
tivity to experiments, apply this formalism to the nervous
system of the nematode worm Caenorhabditis elegans,
and illustrate the general theoretical results with numer-
ical calculations.
Nonequilibrium response functions As we derive an
equation for the nonequilibrium response function Fij ,
we will also address a seemingly puzzling experimental
observation about the C. elegans nervous system. Char-
acterizations of some synpases in the worm have shown
that they are linear throughout a large part of the phys-
iological range of membrane potentials [17–19]. How-
ever, we know that nonlinearities and time-dependence
are critically important in the C. elegans nervous system
and in nervous systems generally, because they allow the
network to perform computations, including for exam-
ple responding to sensory stimuli in a context dependent
manner [20, 21]. How does a network have many lin-
ear edges but also show widespread nonlinear behaviors?
In the integral formulation with nonequilibrium Green’s
functions it is straightforward to show how these two ob-
servations can coexist.
We start by considering a network in which only one of
the edges, (α, β), displays a significant nonlinearity. This
is in contrast to an approach in [14] which assumes non-
linearities that are homogeneous over the network and
then proceeds with their systematic expansion. We will
show how a time-dependent change of a single edge, due
e.g. to a nonlinearity, can change effective connections
and response functions elsewhere in the network.
The direct Green’s function gαβ(t, t
′) = g0,αβ(t −
t′) + piαβ [ψ](t, t′) for the nonlinear or time-dependent
edge can be written as the sum of a linear and TTI
term g0,αβ and a nonequilibrium term pi[ψ], which de-
pends on the state ψ of the system. For the isolated
pair α ← β, gαβ allows one to calculate the response
function fαβ that determines δψα measured in an ex-
periment after a perturbation δψβ on top of the cur-
rent state ψ = ψeq + ∆ψ. With fαβ , one can write
δψα = fαβ ∗ δψα =
∫
dt1 fαβ(t, t1)δψβ(t1), where non-
linearities and time-dependence are implicitly taken into
account in the nonequilibrium fαβ ,
fαβ(t, t
′) = g0,αβ(t− t′) + χ¯αβ [ψ](t, t′), (3)
χ¯αβ [ψ](t, t
′) = piαβ(t, t′) +
(
δpiαβ(t, t1)
δψβ(t′)
∗ ψβ(t1)
)
(t, t′).
(4)
(see Supplemental material [13] for more details)
The connected nonequilibrium response function Fij
of a general effective edge (i, j) in a network is obtained
following similar steps to the ones leading to Eq. (2), but
using Eq. (3) for the edge (α, β), and is
Fij(t, t
′) = F0,ij(t− t′) +
(
F j0,iα ∗ χ¯αβ ∗ Fβj
)
(t, t′), (5)
where (A∗B)(t, t′) = ∫ dt1A(t, t1)B(t1, t′). The response
δψi to a perturbation δψj can be written as a simple con-
volution δψi(t) = (Fij ∗ δψj)(t) where Fij evolves due to
the nonequilibrium terms χ¯[ψ] (and pi[ψ]). The pi[ψ] and
χ¯[ψ] we will consider below can be derived exactly, but
there is no one recipe for calculating all possible pi[ψ]
and χ¯[ψ]. Condensed matter physics provides useful ap-
proximations and techniques for calculating them in more
complicated cases [15]. We use the notation F0 instead of
G0 to emphasize that we are discussing a response func-
tion. Eq. (5) contains different terms (see Supplemental
material [13]) when i and/or j are equal to α and β.
The more the neurons on the edge (α, β) act as hubs in
the network, the larger the fraction of the functional con-
nectivity is affected by their nonlinearity. For example, β
could be an interneuron integrating inputs from multiple
neurons. Sensory neurons can also act as hubs. Increas-
ing evidence shows that, in C. elegans, sensory neurons
are well interconnected with the rest of the network [21].
The application of a sensory stimulus could drive (α, β)
in a nonlinear regime and, therefore, alter effective inter-
actions between other neurons. The existence of many
types of hubs in neural networks make the framework
presented here particularly valuable.
Eqs. (3) and (5) describe an approximately linear
regime on top of an arbitrary state of the system. Switch-
ing linear dynamical systems (SLDS) models [22, 23] as-
sume that such locally linear regimes exist. They de-
scribe the dynamics of a nonlinear system as a temporal
3sequence of linear systems each with different parame-
ters, and have previously been applied to C. elegans. In
existing SLDS models, the time-dependent switching be-
tween parameters is entirely phenomenological. In our
approach, Eqs. (3), (5), and supplementary Eq.(14) [13],
explicitly govern how nonlinearities in the network pro-
duce time-dependent changes to a linear system. Here
the response functions contain the time-dependent pa-
rameters of the SLDS.
This framework has both computational and concep-
tual advantages. Once the nonlinear piαβ [ψ] is calculated,
the Fij can be calculated for a given effective edge (i, j)
via simple convolutions and without needing all the de-
tails of the network. In fact, it is only necessary to run
the calculation for two effective edges: the selected edge
(i, j) and (β, j). If the network has significant nonlinear-
ities on multiple edges, the approach can still be used to
calculate response functions, except now the last term in
Eq. (5) becomes a summation running over all the nonlin-
ear edges (α, β), and therefore the nonlinear calculation
becomes more computationally intensive.
Experimental characterization Importantly, Fij are
the response functions that can be obtained in experi-
ments on networks of neuron as responses to impulsive
perturbations. The Fijs are always well defined exper-
imentally and theoretically, whether one is studying a
complete or subsampled network (see the Experimental
characterization section in the Supplemental [13]).
The local fij are also of interest, however, because they
are directly related to the anatomical connections be-
tween the neurons and to the molecular mechanisms re-
sponsible for the interactions between them. For models
that use equations in differential form, several approaches
have been proposed to fit local parameters from sponta-
neous neural activity, especially in spiking neurons [24–
28].
In the integral formulation, to obtain the local fij from
the measured Fij , one can use deconvolutions and equa-
tions (2) and (5) under the condition of having a com-
plete measurement of Fij for each pair (i, j) and a suit-
able “scan” across the nonlinearities. While this is ex-
perimentally impractical for larger animals, it might be
achievable soon on smaller ones like C. elegans. How-
ever, (de)convolutions are particularly susceptible to
noise, so that the response functions might need to be
parametrized depending on the level of noise. The abil-
ity to selectively introduce nonlinearities and the avail-
ability of fast routines to calculate the response functions
will prove very valuable in fits, where functions have to
be evaluated several times. We leave to future work the
details of obtaining fij from Fij .
C. elegans nervous system To do calculations, we
need to provide explicit expressions for the equilibrium
Green’s function and the nonlinear term pi, beyond
Eq. (5). We consider the equations used in [6, 7] to sim-
ulate neural dynamics in C. elegans. Here, the neural
activity ψi is the membrane potential Vi, and each neu-
ron i is described as a single electrical compartment [6, 7]
via the equation
∂tVi = −γi(Vi−Ec,i)−γgij(Vi−Vj)−γsijsij(Vi−Eij), (6)
where the constants γ have dimensions of a conductance
over a capacitance and describe leakage (γi); electrical
synapses, or gap junctions (γgij); and chemical synapses
(γsij). Ec,i is the reversal potential of the leaking chan-
nels, and Eij the reversal potential of the ionotropic re-
ceptors at the synapse. sij is a synaptic activity variable
that evolves according to
∂tsij = arφij(Vj)(1− sij)− adsij . (7)
φij(Vj) describes the dependence of the calcium influx
in the presynaptic site on the presynaptic voltage, which
triggers the release of vesicles into the synaptic cleft, and
is modeled as φij(Vj) = 1/
(
1 + e−βij(Vj−Vth,ij)
)
[6, 7].
External stimuli in the form of currents Iext,i injected in
neurons are added to Eq. (6) as −Iext,i/Ci, where Ci is
the membrane capacitance of neuron i.
We obtain expressions for the equilibrium Green’s
function of the system by linearizing Eqs. (6) and (7)
around the equilibrium of the membrane potentials.
With ∆Vj and ∆sij being the deviations from equilib-
rium, we obtain ∆Vi(t) =
(
gg0,ij∗∆Vj
)
(t)+
(
gs0,ij∗∆sij
)
(t)
and ∆sij(t) =
(
σ0,ij ∗∆Vj
)
(t). The total direct Green’s
function (Vi ← Vj) is g0,ij = gg0,ij + gs0,ij ∗ σ0,ij , with
∆Vi(t) =
(
g0,ij ∗∆Vj)(t). (Lower case means direct. See
Supplement [13] for the full expression.)
There are three sources of nonlinearities that can be
added back: the saturation of the postsynaptic current
when the postsynaptic membrane potential approaches
the reversal potential of the ionotropic receptor through
which the current flows (Eq. (6)); the saturation of the
synaptic activity (which can range between 0 and 1) due
to the finite number of receptors; and the sigmoidal de-
pendence φ(Vj) of the vescicle release on the presynaptic
potential (Eq. (7)).
We obtain the full expression for the nonequilibrium
σij [V ](t, t
′), the Green’s function bringing from Vj(t) to
sij(t), reinserting the nonlinear terms in the equations,
σij(t, t
′) =
σ0,ij(t− t′)
∂Vjφ
∣∣
eq
∆φ
(
Vj(t
′)
)
∆Vj(t′)
(
1− (σij ∗∆Vj)(t
′)
1− sij,eq
)
.
(8)
The nonequilibrium gij [V ](t, t
′) is
gij(t, t
′) = gg0,ij(t−t′)+gs0,ij∗
((
1− ∆Vi
Vi,eq − Eij
)
σij
)
(t, t′).
(9)
In the following examples, we will only consider the non-
linear contribution coming from σαβ(t, t
′), while we will
keep the equilibrium g0,αβ(t−t′). The nonequilibrium re-
sponse function χ defined by δsαβ(t) = χαβ(t, t
′)∗δVβ(t),
4with δVβ on top of the current state Vβ,eq+∆Vβ , is given
by
χαβ(t, t
′) =
σ0,αβ(t− t′)
∂Vβφ
∣∣
eq
∂Vβφ
∣∣
t′
(
1− (σαβ ∗∆Vβ)(t
′)
1− sαβ,eq
)
−
∫ t
t′
dq
σ0,αβ(t− q)
∂Vβφ
∣∣
eq
(1− sαβ,eq)
∆φ(∆Vβ(q))χαβ(q, t
′),
(10)
with the direct response function fαβ = g
s
0,αβ ∗ χαβ .
Illustrative examples We provide numerical examples
in two simple networks so that results can be understood
intuitively. In the first example, we show how F (t, t′) cor-
rectly captures the responses of the neurons to arbitrary
stimulations. The example describes a form of gating in
a simple feed-forward network with excitatory synaptic
connections ν ← α ⇐ β ← µ, where α ⇐ β is the only
edge where we consider a nonlinearity (as depicted at
the top of Fig. 1). We choose parameter values similar
to those in Ref. [7] (see Supplement [13] for more details).
The main difference is that Vth,αβ is set to −10 mV [29] so
that the resting potential of neuron β sits at the bottom
of the sigmoid φαβ(Vβ). Therefore, small perturbations
around the resting potentials of neurons upstream of the
nonlinear edge (α, β) produce only small responses down-
stream of that edge, as shown in Figure 1a and c, where
the black curves show the equilibrium G0,αβ and F0,νµ
(= G0,νµ), respectively.
The situation is different if there is a significant change
of Vβ , as could happen, for example, due to the applica-
tion of an odor sensory stimulus. To simulate this, we in-
ject a 0.5 pA external current Iβ into β for 1 s (gray curve
in Fig. 1b), which induces a ∆Vβ as shown in Fig. 1b
(blue curve). As a consequence, φα,β increases signifi-
cantly and makes Gαβ transiently larger than G0,αβ , as
shown in Fig. 1a for selected times t. A larger Gαβ al-
lows the activity in β to reach α more efficiently (Fig. 1b
solid red curve), compared to G0,αβ (Fig. 1b dashed red
curve), and consequently also other neurons downstream
of the edge (α, β).
In the time interval in which Gαβ is enhanced, any
other small perturbations upstream of the nonlinear edge
can propagate more effectively to nodes downstream of
the edge, compared to at equilibrium. For example, the
response function Fµ,ν from upstream neuron µ to down-
stream neuron ν is shown in in Fig. 1c.
The nonequilibrium response functions obtained in the
simulation via Eqs (5) and (10) allow one to compute
the response to arbitrary (small) perturbations without
solving the underlying differential equations again (see
Supplement [13] for a discussion of how small). In con-
trast, previous approaches required explicitly including
the additional perturbations in the main simulation and
solving the differential equations. That approach is more
computationally expensive and gives less insight because
the results depends on the specific perturbation chosen,
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FIG. 1. top Scheme of the network. a Nonequilibrium
and equilibrium G(0,)α,β(t, t
′) for selected times t (colored and
black curves, respectively). b ∆Vβ(t) (blue), and ∆Vα(t) ob-
tained with Gαβ (solid red) and with G0,αβ (dashed red).
The gray curve is Iβ , with a baseline of 0 and a peak of
−0.5 pA (axis not shown). c Nonequilibrium and equilibrium
F(0,)ν,µ(t, t
′) for selected times t (colored and black curves,
respectively). Colors as in a. d ∆Vν obtained with stimula-
tions Iβ (solid cyan), Iµ (dashed cyan, x100), and Iβ + Iµ
(thin lines, colors as in a). Gray curve as in panel b. Black
curve: current Iµ, with a baseline of 0 and a peak of −0.1
pA. Black ticks: times t2 at which Iµ is injected. e δVν←µ in-
duced by Iµ on top of the nonequilibrium state, calculated as
Fνµ ∗ δVµ
∣∣
Iµ
(dotted lines) and as ∆Vν
∣∣
Iβ+Iµ
−∆Vν
∣∣
Iβ
(solid
lines), for different times t2 (colors as in a, t2 as the black
ticks in d). ∆Vν
∣∣
Iµ
(cyan dashed line, as in panel d). δVµ|Iµ
(orange line, x1/10) as produced by perturbation Iµ (black
line) .
while our approach gives a characterization for any per-
turbation. As an illustration, we proceed both ways and
compare the results.
To produce a perturbation δVµ on top of the nonequi-
librium state, we consider a shorter current pulse Iµ of
0.1 pA (0.05 s) injected in neuron µ (black curve in
Fig. 1d) at different times t2 (black ticks). The responses
∆Vν
∣∣
Iβ+Iµ
produced in neuron ν, explicitly calculated
with both Iβ and Iµ, are shown as the thin curves in
Fig. 1d for different t2 (with the same color mapping as
50 1 2
t-t'
0.25
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0.50
F
,
(t,
t′ ) a
Equilibrium F0
F (I = 0.5 pA)
0 1 2
t-t'
b
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1
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3
t
Equilibrium F0
F (I = 3 pA)
FIG. 2. Nonequilibrium and equilibrium F(0,)ν,µ(t, t
′) for se-
lected times (colored and black curves, respectively), for cur-
rents into β of 0.5 pA (a) and 3 pA (b). Scheme of the network
(top).
panels a and c), together with ∆Vν
∣∣
Iβ
produced by per-
turbation Iβ only (solid cyan line). The cyan dashed
line, instead, shows the δVν
∣∣
Iµ
that the same perturba-
tion would induce with the equilibrium response function
G0,νµ, multiplied by a factor of 100.
In Fig. 1e we compare the results obtained with the ex-
plicit calculation and the response function Fµν , aligning
them in time by plotting them vs. t− t2. As a reference,
the grey curve shows when Iµ is applied, and the orange
curve the induced δVµ. The solid lines (blue to yellow)
are the responses δVν←µ due only to δVµ and calculated
explicitly as ∆Vν
∣∣
Iβ+Iµ
− ∆Vν
∣∣
Iβ
. The dotted lines are
instead the same responses δVν←µ calculated using the
response functions as Fνµ ∗ δVµ|Iµ . The two calculations
show close agreement.
The gating effect is clear in this plot: As Iµ ceases to
be in coincidence with Iβ , its enhanced effect becomes
smaller and finally vanishes when Iµ is applied after Vβ
is back to the resting value. This is also represented by
the response functions in Fig. 1c. To draw a parallel with
the SLDS [22, 23], the state induced by the perturbation
corresponds to the switching from the equilibrium linear
system to another linear system with different parame-
ters.
A second example calculation illustrates how effective
interactions can also change dramatically, e.g. from an
inhibitory connection to a connection that computes a
fractional derivative of δVµ(t). We modify the network
used above by adding an inhibitory synapse ν ` µ, so
that there are two paths from µ to ν, a direct inhibitory
path and an indirect excitatory one that goes through
α⇐ β (for the parameters, see the Supplement [13]).
At equilibrium, the effective response function
F0,νµ(t−t′) (= G0,νµ) is purely inhibiting (black curve in
Fig. 2a,b), because G0,αβ is very small (as in the previ-
ous example). When the system is perturbed by the same
square current pulse Iβ flowing into neuron β as above,
the Green’s function of the edge α⇐ β is enhanced, and
as a consequence Fνµ(t, t
′) transiently acquires the shape
of a fractional derivative-like kernel shown in Fig. 2a, be-
fore decaying back to the equilibrium F0,νµ.
This effect disappears if β is stimulated too strongly,
as shown in Fig. 2b for a current of 3 pA. As the (α, β)
synapse reaches the top of φ and saturates, it becomes
again unable to transmit additional perturbations. The
analysis reveals how β’s activity influences signal propa-
gation from µ to ν in a non-trivial way. Such a computa-
tion might exist in the brain to integrate different sensory
stimuli. In our odor stimulus analogy, activation of sen-
sory neuron β by odorant B would adjust functional con-
nectivity to modulate the animal’s downstream response
to a second stimulus M in µ. Low or high concentra-
tions of odor B would have no effect, but intermediate
concentrations would cause the animal to respond to the
derivative of odor M.
In conclusion, we have presented an equation for
nonequilibrium Green’s functions to describe time-
dependent and nonlinear networks of neurons. We be-
lieve this approach will prove very useful for two reasons.
First, it provides a bridge between biophysical-like mod-
els of neural networks and their effective counterparts.
Second, it allows one to isolate and understand the role
of specific sets of neurons in modulating the functional
connectivity of neural networks, especially in contexts
like C. elegans in which the most significant nonlinear-
ities may be localized in specific degrees of freedom or
edges. We have illustrated these concepts with two nu-
merical examples that show how a nonlinear edge can
modify in a time-dependent way the interaction between
other neurons, both quantitatively and qualitatively. We
ran the calculations for these examples on very simple
networks. But, since the calculations deal with the time-
evolution of the effective “connected” Green’s function,
they hold whether the paths are direct, indirect, or in-
volve recurrence. Therefore, the illustrated examples are
representative of the effect that nonlinearities associated
with hub neurons can have on large portions of the func-
tional connectivity.
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A theoretical framework describing the set of interactions between neurons in the brain, or func-
tional connectivity, should include dynamical functions representing the propagation of signal from
one neuron to another. Green’s functions and response functions are natural candidates for this but,
while they are conceptually very useful, they are usually defined only for linear time-translationally
invariant systems. The brain, instead, behaves nonlinearly and in a time-dependent way. Here, we
use nonequilibrium Green’s functions to describe the time-dependent functional connectivity of a
continuous-variable network of neurons. We show how the connectivity is related to the measurable
response functions, and provide two illustrative examples via numerical calculations, inspired from
C. elegans.
NOTATION
g is for Green’s functions, f is for response functions.
Lower case is for the direct paths, upper case for the
effective ones. Subscript 0 stands for time-translationally
invariant. The superscript on G0 denotes the indices that
are excluded from the summation in the definition of G0.
Green’s functions:
• g0,ij(t− t′): equilibrium direct Green’s function for
the pair of neurons i← j
• G0,ij(t− t′): equilibrium effective Green’s function
for neurons i← j in a network
• gij(t, t′) = g0,ij(t − t′) + piij [ψ](t, t′): nonequilib-
rium direct Green’s function written as the sum of
the equilibrium g0,ij and a nonequilibrium term piij
that depends on the state ψ of the system.
• Gij(t, t′): nonequilibrium effective Green’s func-
tions for neurons in a network
Response functions
• f0,ij(t − t′): equilibrium direct response function
for an isolated pair of neurons (equal to g0,ij)
• F0,ij(t− t′): equilibrium effective response function
for two neurons in a network (equal to G0,ij)
• fij(t, t′) = f0,ij(t − t′) + χij [ψ](t, t′): nonequilib-
rium direct response function for an isolated pair
of neurons, written as the sum of the equilibrium
response function f0,ij and a nonequilibrium term
χij which depends on the state ψ of the system.
• Fij(t, t′): nonequilibrium response function for neu-
rons in a network
LINEAR AND TIME-TRANSLATIONALLY
INVARIANT CASE
Isolated pair of neurons
In the linear and time-translationally invariant (TTI)
case, the activity ψi(t) = ψi,eq + ∆ψi(t) of neuron i is
given by
ψi(t) = ψi,eq +
∑
j∈ all
g0,ij ∗∆ψj (t) + gext0,i ∗ Iexti (t), (1)
where the ψeq are the resting activity levels of the neurons
(which depend on the equilibrium inputs from the other
neurons) and the ∆ψ are the changes of the activity with
respect to those resting values. ∗ denotes a convolution
such that (
g ∗∆ψ)(t) = ∫ dt1 g(t, t1)∆ψ(t1)
g(t, t′) = g(t− t′) for TTI case
(2)
g0,ij(t− t′) is the Green’s function, or transfer function,
describing the direct interaction i ← j from neuron j to
neuron i (the subscript 0 denotes their time-translational
invariance). Iexti is an external input to j, and g
ext
0,i is the
transfer function needed to calculate the activity induced
by Iexti . Note that we use ∆ψ to denote the deviation of
the current state from the equilibrium activity, and δψ
to denote perturbations induced in order to probe the
properties of the system (see below).
If we consider an isolated pair of neurons i and j, not
connected to any network and with a one-way connection
i ← j, then the right-hand side of Eq. (1) for neuron
i contains a convolution only for the single neuron j.
If we know ∆ψj , and ∆ψj entirely sets the boundary
conditions of the problem because, e.g. it is the only
neuron being perturbed, the ψi(t) calculated from Eq. (1)
is exact. In this situation, j would not have any input
but Iextj , and would be ∆ψj(t) = ψj,eq + g
ext
0,j ∗ Iextj (t)
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2A strategy to probe the dynamical properties of the
two-neurons system in a given state ψ = ψeq +∆ψ is
to measure its response functions. ∆ψ, here, has been
produced in an unspecified way: for example by an exter-
nal perturbation, a sensory stimulus, or a change in the
cellular properties that has determined a change in the
resting activity of the neuron with respect to the usual
equilibrium. To measure the response function, we can
induce in j an additional perturbation δψj via an ex-
ternal current Iextj and measure the response that this
produces in i. This response can be expressed as
δψi(t) = f0,ij ∗ δψj (t). (3)
f0,ij(t − t′) is the response function of the edge (i, j),
and in the linear and time-translationally invariant case
is equal to the Green’s function g0,ij(t − t′). Moreover,
since the system is linear, Eq. (3) is valid for δψs of any
magnitude.
Neurons in a network
Eq. (1) only describes direct connections between the
neurons. If the pair (i, j) is embedded in a network, the
signal can travel from j to i both on direct and indirect
paths. Therefore, if the boundary conditions are set by
∆ψj as above, in this case Eq. (1) yields a result that is
correct only up to the first perturbative order. To obtain
the exact result, Eq. (1) should be solved for each neuron
in the network, and the values of ψ(t) updated at each
time-step t for each neuron.
However, the direct Green’s functions g0,ij of a lin-
ear system can be condensed in effective, or connected,
Green’s functions Gj0,ij(t − t′), which in the context of
Volterra integral equations are the so-called resolvent ker-
nels [1] (for the meaning of the superscript j see below).
If we know ∆ψj and if we want to calculate the activ-
ity ∆ψi produced in i without calculating ∆ψ for the
whole network (and if the boundary conditions are set
by ∆ψj), we can recursively insert the contribution from
all the neurons (and therefore all the paths) in Eq. (1) to
obtain such connected Green’s function. The goal is to
write
ψi(t) = ψi,eq +G
j
0,ij ∗∆ψj(t). (4)
Focusing on the ∆ψi in Eq. (1), dropping for the moment
the external inputs, we have
∆ψi(t) = g0,ij ∗∆ψj +
∑
µ6=j
g0,iµ ∗∆ψµ. (5)
The ∆ψµs are themselves only determined by ∆ψj , so
that we can substitute ∆ψµ with g0,µj ∗∆ψj +
∑
ν g0,µν ∗
∆ψν
∆ψi(t) = g0,ij ∗∆ψj +
∑
µ6=j
g0,iµ ∗ g0,µj ∗∆ψj
+
∑
µ 6=j
∑
ν
g0,iµ ∗ g0,µν ∗∆ψν .
(6)
Recursively repeating this step, we obtain
∆ψi(t) =
{
g0,ij +
∑
µ 6=j
giµ∗[
g0,µj +
∑
ν 6=j
g0,µν ∗ g0,νj + ...
]}
∗∆ψj (t).
(7)
Gj0,ij can be read off the above equation comparing it
with Eq. (4). The superscript j denotes the fact that j
is excluded in the sums.
Additionally, noting that the terms inside the square
brackets are Gj0,µj , we obtain an equation relating the
direct and connected Green’s functions:
Gj0,ij = g0,ij +
∑
µ6=j
g0,iµ ∗Gj0,µj . (8)
In a linear system, one would write the above equation
in Fourier space, where the convolutions are transformed
in simple products, like in Ref. [2]. But this cannot be
done when the functions are not time-translationally in-
variant, as is the case in the main discussion of this work.
Because we already take into account indirect paths
via G0, in Eq. (4) the convolution is summed only over
the neurons that set the boundary conditions. In the
simple example in which an external current is injected
in a single neuron j, the convolution should be performed
only with ∆ψj . If an external current is injected in two
neurons, the convolutions in Eq. (4) should be with the
activities produced by those external currents separately.
As in the previous section, we can characterize the sys-
tem measuring its response functions. This can be done
experimentally by inducing a perturbation δψj(t) and
measuring the produced δψi(t). Also for neurons in a
network, in the linear and time-translationally invariant
case the response functions F0,ij are equal to the Green’s
functions Gj0,ij , such that one can write
δψi(t) = F0,ij ∗ δψj (t) (9)
The activity produced by an external current Iextj in
j also contains a network term if the neurons are in a
network. With a recursive procedure similar to the one
leading to Eq. (8), one obtains that the ∆ψj induced by
Iextj is
∆ψj(t) = (δ(t, t
′) +G0,jj) ∗ gext0,j ∗ Iextj . (10)
G0,jj does not have a superscript j, which means that it
should be calculated as
G0,jj = g0,jj +
∑
µ∈ all
g0,jµ ∗G0,µj . (11)
3The next section explains why in some cases some indices
have to be excluded from the sums and in others they
don’t.
Self loops, measured activities, and alternative
formulation
The goal of writing ∆ψi = G
j
0,ij ∗ ∆ψj , and δψi =
F0,ij ∗ δψj , is to have expressions that relate measured
activities. If we know ∆ψj(t) because we measured it,
∆ψj already contains the all the corrections due to the
presence of the network. In the summation in Eq. (8),
µ cannot be equal to j because otherwise we would be
considering paths that start from j and return to j be-
fore coming to i. These paths affect ∆ψj because they
bring input to j, so their contribution has already been
accounted for in the known ∆ψj . Excluding j from the
summation in Eq. (8) is equivalent to considering paths
that start from j and end on i without ever coming back
to j.
When we want to calculate, instead, the activity
∆ψj produced by an external current injected into j
(Eq. (10)), we need to consider those network effects on
j itself that we discarded above. This is why in Eq. (10),
G0,ij appears without a superscript j.
Alternative formulation An alternative formulation
in which no index is excluded from all G0,ijs is possible,
but comes with a crucial disadvantage. Let us call ∆ψj(t)
the activity that an external stimulation Iextj would pro-
duce in neuron j if it were isolated
∆ψj(t) = g
ext
0,j ∗ Iextj . (12)
The activity of that same neuron j considering the feed-
back from the network, would be given by ∆ψj =
(δ(t, t′) + G0,jj) ∗ ∆ψj (the same as Eq. (10)). The ac-
tivity of other neurons i due to ∆ψj would now be given
by ∆ψi(t) = G0,ij ∗∆ψj(t), with the summation in G0,ij
running over all indices.
However, the relation now is between the measured
∆ψi and ∆ψj , the activity of neuron j if it were iso-
lated from the network, which cannot be measured. To
make use of this relation to obtain information about
the network, we need to make assumptions about ∆ψj ,
which translate into assumptions about gext0,j and I
ext
j . In
some cases, gext and Iext can be estimated or separately
characterized, like in the case of optogenetic stimulations
with light-gated ion channels, or channelrhodopsins (Iext
depends, for example, on the gating kinetics of the chan-
nelrhodopsin). Given that the stimulus is an electrical
current, the coupling to the membrane potential of a neu-
ron is via a first-order equation and gext ∝ e−t/τ .
This characterization is not general, however, because
in the same nervous system stimuli might be applied to
the neurons also via other types of molecules, like G-
protein coupled receptors. With these receptors, the cou-
pling to the neuron’s activity is likely to be at least via
a second-order equation because there are intermediate
steps involved, so that gext is not a simple exponential
anymore.
Depending on the context and the goal of the calcula-
tions, be they for numerical simulations or data analysis,
either of the two formulations (with ∆ψ or ∆ψ) can be
used. In the following, we will keep working with the
measured ∆ψ.
NONEQUILIBRIUM CASE
Isolated pair of neurons
Also in the nonlinear case we would like to formally
write the state of the system as a convolution of a Green’s
function and the past activities of the neurons:
∆ψi(t) =
∫
dt′ gij(t, t′)∆ψj(t′) = gij ∗∆ψj (t). (13)
In contrast to the linear and time-translationally invari-
ant case, the Green’s function gij in Eq. (13) is not a
time-invariant kernel (hence, nonequilibrium). Instead it
is, in principle, functionally dependent on the whole state
of the system ψ. We can write gij [ψ] as the sum of a lin-
ear and time-translationally invariant term g0,ij(t − t′)
and a nonequilibrium term piij(t, t
′):
gij [ψ](t, t
′) = g0,ij(t− t′) + piij [ψ](t, t′). (14)
There is no general recipe for calculating piij [ψ]. Dif-
ferent models describing the nonlinear or time-dependent
nature of the edge (i, j) will involve their own specific so-
lutions. However, Eq. (13) and (14) are useful as formal
devices because they will allow us to express how a given
piij [ψ], once it is known, should be used to calculate the
modified properties of the rest of the network.
Response function of isolated pair
In the nonequilibrium case, the response function fij
is, in general, not equal to the Green’s function gij . If
the system is in the state ψ = ψeq+∆ψ (where∆ψ has
been produced in an unspecified way), and we induce a
perturbation δψβ in β to probe the system, the activity
δψα produced in α can still be written as
δψα(t) = fαβ ∗ ψβ (t), (15)
but here fαβ is given by
fαβ [ψ](t, t
′) =
δψα
δψβ
= g0,αβ(t− t′) + χαβ [ψ](t, t′), (16)
4where χαβ [ψ] is the nonequilibrium part of the response
function and is given by
χαβ [ψ](t, t
′) = piαβ(t, t′) +
(
δpi(t, t1)
δψβ(t′)
∗ ψβ(t1)
)
(t, t′).
(17)
Also here, fij is not a time-translationally invariant
transfer function, and depends on the state of the sys-
tem ψ via χαβ [ψ]. Therefore, it has to be calculated
according to its full expressions (or approximations to
it). But, provided that δψj is “small” (see below), once
χαβ and fij are computed, Eq. (15) can be used to to
compute the response δψα to any perturbation δψβ .
In neurons, we can expect the linear-response regime
to be valid also for δψ of significant magnitude. In
the most general nonlinear system, linear responses
around an arbitrary state can be very limited approxi-
mations. But nonlinearities like sigmoidal thresholds at
the synapses have large activity intervals where they are
well-approximated by a linear function. In the examples
in the main text, at equilibrium the synapse (α, β) “sits”
at the bottom of φ(Vβ), the sigmoidal function describ-
ing the dependence of the synaptic vesicle release on the
calcium influx into the presynaptic site. As the system
is brought out of equilibrium, the synapse reaches the
central region of the sigmoid φ(Vβ), where the sigmoid
is again almost linear and where the linear-response ap-
proximation works well.
Two cases can be discussed starting from Eq. (17).
pi(t, t′) can be nonequilibrium in two ways: it can be
time-dependent or explicitly nonlinear (or a combination
of the two). If pi is purely time-dependent and does not
depend on ψβ , the only nonzero term in the right-hand
side of Eq. (17) is pi. In this case, the response function
is equal to the Green’s function: fαβ = g0,αβ + piαβ . If
pi depends on δψβ , then also the second term is nonzero
and the fαβ 6= gαβ .
Neurons in a network: nonequilibrium Green’s
functions
The connected Green’s functions for neurons in a net-
work will be determined also by the nonequilibrium
terms. To derive an equation for the nonequilibrium
Green’s functions Gij we start from the following exper-
imental consideration related to C. elegans that can be
taken as a general starting point. Characterizations of
some synpases in the worm have shown that they are lin-
ear throughout a large part of the physiological range of
membrane potentials [3–5]. However, we know that non-
linearities and time-dependences are critically important
in the C. elegans nervous system and in nervous sys-
tems generally, because they allow the network to per-
form computations, including for example responding to
sensory stimuli in a context dependent manner [6, 7].
How does a network have many linear edges but also
show widespread nonlinear behaviors? In the integral
formulation with nonequilibrium Green’s functions it is
straightforward to show how these two observations can
coexist.
We, therefore, consider a network in which only one of
the edges, (α, β), displays a significant nonlinearity. This
is in contrast to an approach in [8] which assumes nonlin-
earities that are homogeneous over the network and then
proceeds with their systematic expansion.
The connected nonequilibrium Green’s function for the
effective edge (i, j) can be calculated with a recursive pro-
cedure similar to the one leading from Eq. (1) to Eqs. (4)
and (8), but using the nonequilibrium Green’s function
in Eq. (14) for the edge (α, β). The result for i 6= α, j 6= β
is
Gij(t, t
′) = G0,ij(t−t′)+Gj0,iα∗piαβ [ψ]∗Gβj (t, t′), (18)
where (A ∗B)(t, t′) = ∫ dt1A(t, t1)B(t1, t) and the activ-
ity ∆ψi can be written as
∆ψi(t) =
∑
b.c.
Gij ∗∆ψj , (19)
with, as usual, a summation on the ∆ψs that set the
boundary conditions (b.c.). Differently from Eq. (8), here
Gij is not a time-translationally invariant transfer func-
tion. The nonequilibrium piαβ [ψ] and Gij have to be
calculated for each time-step taking the nonlinear and
time-dependent nature of piαβ [ψ] into account, and the
calculation depends, therefore, on the specific state ψ
considered. Once it is calculated, however, it can be
plugged in in the expression for all the nonequilibrium
Gij (Eq. (18)), and can be used to calculate ∆ψi via
convolutions only, without running a nonlinear calcula-
tion.
The full nonlinear calculation of piαβ [ψ] does not in-
volve, however, all the neurons of the network, in com-
mon situations. piαβ [ψ] will depend likely on a limited
subsets of neurons only. A nonlinearity determined by
threshold or saturation at a synapse will depend only on
the presynaptic activity ψβ . If neuromodulation is in-
volved, it will be determined by a defined set of neurons.
Additionally, in the calculation of Gij the effect of the
network recurrence is condensed in only single additional
effective edge (β, j). To calculate Gij one needs, there-
fore, to simultaneously calculate only Gβ,j .
There are some special cases for Eq. (18).
If (i, j) = (α, β)
Gαβ = G
β
0,αβ + (δ(t, t
′) +Gβ0,αα) ∗ piαβ . (20)
If i = α and j 6= α, β
Gαj = G
j
0,αj + (δ(t, t
′) +Gj0,αα) ∗ piαβ ∗Gβj . (21)
If i, j = α
Gαα = G0,αα + (δ(t, t
′) +G0,αα) ∗ piαβ ∗Gβα. (22)
5If i 6= α, β and j = β
Giβ = G
β
0,iβ +G
β
0,iα ∗ piαβ . (23)
If i, j = β
Gββ = G0ββ +G0,βα ∗ piαβ ∗ (δ(t, t′) +Gββ). (24)
If i 6= α and j = α
Giα = G
α
0,iα. (25)
If i = j and i 6= α, β
Gii = G0,ii +G0,iα ∗ piαβ ∗Gβi. (26)
Neurons in a network: nonequilibrium response
functions
The response function of an effective edge (i, j) is modi-
fied by the network in a similar way as the nonequilibrium
Gij in Eq. (18). We assume again one single nonequilib-
rium edge (α, β) and insert recursively the contributions
from all the neurons in Eq. (3), using Eq. (16) for the
edge (α, β). The result for i 6= α, j 6= β is
Fij(t, t
′) = F0,ij(t− t′) +
(
F0,iα ∗ χαβ ∗ Fβj
)
(t, t′). (27)
The response δψi in i produced by a small perturbation
δψj in j can be written as
δψi(t) =
∫
dt′ Fij(t, t′)δψj(t′). (28)
Also here Fij is not a time-translationally invariant trans-
fer function, and depends on the state of the system ψ via
χαβ [ψ]. But, provided that δψj is “small” (see discussion
in the section about the isolated-pair response function),
once χαβ and Fij are computed in the full nonlinear cal-
culation, Eq. (28) can be used to to compute the response
δψi to any perturbation δψj .
Also for the response functions Fij , as for the Green’s
functions Gij , there are some special cases of Eq. (27).
As a reminder, F0 = G0.
If (i, j) = (α, β)
Fαβ = F
β
0,αβ + (δ(t, t
′) + F β0,αα) ∗ χαβ . (29)
If i = α and j 6= α, β
Fαj = F
j
0,αj + (δ(t, t
′) + F j0,αα) ∗ χαβ ∗ Fβj . (30)
If i, j = α
Fαj = F0,αα + (δ(t, t
′) + F0,αα) ∗ χαβ ∗ Fβα. (31)
If i 6= α, β and j = β
Fiβ = F
β
0,iβ + F
β
0,iα ∗ χαβ . (32)
If i, j = β
Fββ = F0ββ + F0,βα ∗ χαβ ∗ (δ(t, t′) + Fββ). (33)
If i 6= α and j = α
Fiα = F
α
0,iα. (34)
If i = j and i 6= α, β
Fii = F0,ii + F0,iα ∗ χαβ ∗ Fβi. (35)
Experimental characterization
Fij are the response functions that can be obtained in
experiments on networks of neuron. Importantly, they
are always well defined, for two reasons. First, regard-
less of how nonlinear the system is, an experiment can
always be designed to probe the system by perturbing it
and measuring its response. Second, their role is always
clear even if we are not considering any other neuron in
addition to i and j, both in an experiment and in the-
oretical calculations, even if in the latter the response
function would be difficult to calculate without making
assumptions on the rest of the network.
In an experiment, Fij can be measured as responses
to impulsive perturbations. One could object that, by
applying an impulsive external stimulation Iextj to neu-
ron j, the δψj induced in j would be given by Eq. (10)
and would not be itself a delta function. Therefore, the
response of neuron i would be given not by Fij alone,
but by the convolution of (1 + G0,jj) ∗ gext0,j with Fij .
However, if the coupling between the external stimula-
tion Iextj and ψj is via a first-order differential equation,
e.g. for current in an equation for membrane potential,
for which gext0,j ∝ e−(t−t
′)/τ , this limit is of no concern.
The timescale τ is a property of neuron j and applies to
any input to that neuron, so that there are no response
functions with a path through j that are “faster” than
gextj .
C. ELEGANS EXAMPLES
Defining
a¯ij ≡ ad,ij + ar,ijφij(Vj,eq) (36)
and
γ¯i ≡ γi +
∑
j
γgij +
∑
j
γsijsij,eq (37)
the equilibrium Green’s functions σ0,ij , g
g
0,ij , and g
s
0,ij
are
σ0,ij(t) = θ(t)ar(1− sij,eq)(∂Vjφij
∣∣
eq
)e−a¯ijt, (38)
gg0,ij(t) = θ(t)γ
g
ije
−γ¯it, (39)
gs0,ij(t) = θ(t)γ
s
ij(Vi,eq − Eij)e−γ¯it. (40)
6Numerical calculations As parameters for the numer-
ical calculations, we choose Ci = 1 pF, Ec,i = −70 mV,
γi = 10 S/F for all the neurons and, for all the synapses,
γsij = 10 S/F, Esyn,ij = 0 mV, ar,ij = 5, ad,ij = 5,
βij = 125 V
−1. Vth,ij = Veq,ij for all the edges as in [9],
except for edge (α, β), for which we set Vth,αβ = −10
mV. For the second example, the additional inhibitory
edge 3 ` 1 has γs31 = 20 S/F, Esyn,31 = −70 mV, and
ar,ij = 1, while all the other parameters of the synapse
are equal to the ones above.
All the convolutions are performed using the Gregory
integration scheme (of order 8), adapted from Ref. [10].
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