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In this PaPer, aoptimization problem for stopped Markov decision processes with
vector-valued terminal reward and multiple running cost constraints is considered.
APPlying the idea of occupation measures and using the scalarization technique for
vector maximization problems we obtain the equivalent Mathematical Programming
problem and show the existence of aPareto optimal pair of stationary policy and
stopping time requiring randomization in at most $k$ states, where $k$ is the number of
constraints. Moreover Lagrange multiplier approaches are considered. The saddle-
point statements are given, whose results are applied to obtain arelated parametric
Mathematical Programming, by which the problem is solved. Numerical examples
are given.
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1 Introduction
The aim of this paper is to establish aMathematical Programming method for finite
state stopped Markov decision processes(MDPs) with vector-valued terminal reward and
multiple running cost constraints. In the preceding paper Horiguchi [9], we consider a
optimization problem for stopped Markov decision processes with aconstrained stopping
time. The problem is solved through randomization of stopping times and Mathematical
Programming formulation by occupation measures. Here, we consider the vector-valued
and multiple constrained case. The optimality is defined by the concept of efficiency,
based on apseud0-0rder preference relation $\neg\prec K$ induced by aclosed convex cone $K$ in
$\mathbb{R}^{p}$ . Then aPareto optimization with respect to the pseud0-0rder $\backslash \prec K$ is considered(cf. [6,
18]). Applying the idea of Horiguchi[9], we derive arelated Mathematical Programming
to solve the problem treated in this paper and show the existence of aPareto optimal
pair of stationary policy and stopping time requiring randomization in at most $k$ states,
where $k$ is the number of constraints. Also, introducing acorresponding Lagrange
function, the saddle-point statements for our constrained problem are given, whose
results are applied to obtain arelated parametric Mathematical Programming, by which
the problem is solved. Numerical examples are given to illustrate the results. For the
unconstrained case, refer to Purukawa and IwamOtO[7], Hordijk[8] and Rieder[16]. A
Lagrangian approach to aconstrained optimal stopping problem has been discussed
originally by Nachman[15] and Kennedy[12]. For the dynamic programming approach
to the constrained Markov decision processes, see Horiguchi et $\mathrm{a}1[10]$ .
In the reminder of this section, we shall establish some notation that will be used
throughout this paper referring to the preceding work[9] and define the vector-valued
optimization problem with multiple constraints. Also, aPareto optimal pair of policy
and randomized stopping time is defined
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Let $S$ and $A$ be finite sets denoted by $S=\{1,2, \ldots N\}$ and $A=\{1,2, \ldots, K\}$ . The
stopped Markov decision model consists of five objects:
$(S, A, \{pij(a) : i,j\in S, a\in A\}, \{c^{l}, l=1,2, \ldots, k\}, r)$
where $S$ and $A$ denote the state and action spaces respectively and $\{\mu_{j}(a)\}$ is the law
of motion, i.e., for each $(i, a)\in S\cross A,p_{\dot{\iota}j}(a)\geqq 0$ and $\sum_{j\in S}p_{ij}(a)=1$ , and $c^{l}=c^{l}(i, a)$ ,
$l=1,2$ , $\ldots$ , $k$ , are running cost functions on $S\cross A$ , which will be related to $k$ constraints,
and $r=r(i)=(r^{1}(i), \ldots, r^{p}(i))$ is avector-valued terminal reward function on $S$ when
selecting “stoP” in state $i$ .
When the system is in state $i\in S$ , if we select “stoP” the process terminates with the
terminal reward $r(i)$ . If we select “continue” and take $a\in A$ , we move to anew state
$j\in S$ selected according to the probability distribution $p_{i}.(a)$ and the costs $d(i, a)$ , $l=$
$1,2$ , $\ldots$ , $k$ are incurred. This process is repeated from the new state $j\in S$ . Let $x_{t}$ , $a_{t}$
be the state and action at time $t$ and $h_{t}=$ $(x_{1}, a_{1}, \ldots, x_{t})\in(S\cross A)^{t-1}\cross S$ the history
uP to time $t(t\geqq 1)$ . Apolicy for controlling the system is asequence $\pi=(\pi_{1}, \pi_{2}, \ldots)$
such that, for each $t\geqq 1$ , $\pi_{t}$ is aconditional probability measure on Agiven history $h_{\mathrm{t}}$
with $\pi_{t}(A|(x_{1}, a_{1}, \ldots,x_{t}))=1$ for each $(x_{1}, a_{1}, \ldots,x_{t})\in(S\cross A)^{t-1}\cross S$ . Let $\Pi$ denotes
the set of all policies. Apolicy $\pi=$ $(\pi_{1}, \pi_{2}, \ldots)$ is aMarkov policy if $\pi_{t}$ is afunction
of only $x_{t}$ , i.e., $\pi_{t}(\cdot|x_{1}, a_{1}, \ldots, x_{t})=\pi_{t}(\cdot|x_{t})$ for all $(x_{1}, a_{1}, \ldots, x_{t})\in(S\cross A)^{t-1}\cross S$ .
AMarkov policy $\pi=$ $(\pi_{1}, \pi_{2}, \ldots)$ is stationary if there exists aconditional probability
on $A$ , $w(\cdot|i)$ , given $i\in S$ such that $\pi_{t}(\cdot|x_{t})=w(\cdot|x_{t})$ for all $x_{t}\in S$ and $t\geqq 1$ , and
denoted simply by $w$ . Astationary policy $w$ is called deterministic if there exists amap
$g:Sarrow A$ with $w(g(i)|i)=1$ for all $i\in S$ and such apolicy is identified by $g$ . The sets
of all Markov, stationary and deterministic policies will be denoted by $\Pi_{M}$ , $\Pi_{S}$ and $\Pi_{D}$
respectively. Note that $\Pi_{D}\subset\Pi_{S}\subset\Pi_{M}\subset\Pi$ . The sample spaces is the product space
$\Omega$ $=(S\cross A)^{\infty}$ . Let $X_{t}$ , $\Delta_{t}$ be random quantities such that $X_{t}(\omega)=x_{t}$ and $\Delta_{t}(\omega)=a_{t}$
for all $\omega$ $=$ ( $x_{1},$ $a_{1},$ $x_{2}$ , a2, $\ldots$ ) $\in\Omega$ . For any given policy $\pi\in\Pi$ and initial distribution !
on $S$ we can specify the probability measure $\mathbb{P}_{\beta}$ on $\Omega$ in ausual way.
Let $H_{t}=$ $(X_{1}, \Delta_{1}, \ldots, X_{t})$ . Let $\mathcal{F}_{t}=B(H_{t})$ , $t\geqq 1$ , where $B(H_{t})$ is the a-field induced
by $H_{t}$ and $F_{\infty}$ the smallest $\sigma$-field containing each $\mathcal{F}_{t},t\geqq 1$ . Let $\overline{N}=\{1,2, \ldots\}\cup\{\infty\}$ .
In order to solve our constrained decision problem described in the sequel, we need to
introduce randomized stopping time (cf. [2, 5, 12]) $)$ . To this purpose, enlarging $\Omega$ to
$\overline{\Omega}:=\Omega\cross[0,1]$ , we can embed $(\Omega, \mathcal{F}_{\infty})$ to $(\overline{\Omega}, F_{\infty}\cross \mathrm{B}_{1})$ , where $\mathrm{B}_{1}$ is Borel subsets of
$[0, 1]$ . For afiltration $F^{*}=\{\mathcal{F}_{t}^{*}, t\in\overline{N}\}$ with $F_{t}^{*}=F_{t}\cross \mathrm{B}_{1}$ we can assume without loss
of generality that for each $t\in\overline{N}$
$F_{t}\subset F_{t}^{*}$ . (1.1)
We call amap $\overline{\tau}$ : $\overline{\Omega}arrow\overline{N}$ arandomized stopping time (hereafter called RST) w.r.t.
$F^{*}$ if $\{\overline{\tau}=t\}\in F_{t}^{*}$ for each $t\in\overline{N}$ . For simplicity, the upper bar of RST $\overline{\tau}$ will be
omitted and written by $\tau$ with some abuse of notation. The class of RSTs w.r.t. $P$ will
be denoted by $S$ . For each initial distribution $\beta$ and each policy $\pi\in\Pi$ , we denote the
probability measure on $\overline{\Omega}$ by $\neg \mathrm{P}_{\beta}$ , where $\overline{\mathrm{P}}_{\beta}^{\pi}=\mathrm{P}_{\beta}^{\pi}\cross\lambda$ and Ais Lebesgue measure on $\mathrm{B}_{1}$ .
Let $\mathbb{R}^{p}$ be the set of real pdimensional row vectors and $K\subset \mathbb{R}^{p}$ anontrivial closed
and pointed convex cone(cf. [17]). We introduce apseud0-0rder relation $\neg\prec K$ on $\mathbb{R}^{p}$ by
$X\neg\prec K$ $y$ iff $y-x\in K$ . For anonempty subset $U\subset \mathbb{R}^{p}$ , apoint $x\in U$ is called efficient
with respect to the order $\neg\prec K$ on $\mathbb{R}^{p}$ if $x\prec_{\neg K}y$ for some $y\in U$ implies $x=y$ . Let $e(U)$
denote the set of all efficient points of $U$ with respect to $\neg\prec K$ .
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For any $\alpha=$ $(\alpha^{1}, \ldots, \alpha^{k})\in \mathbb{R}^{k}$ and initial distribution $\beta$ on $S$ , let
$\Lambda^{k}(\alpha, \beta):=$ { $(\pi,$ $\tau)\in\Pi\cross S|\mathrm{E}_{\beta}\sum_{t=1}^{\tau-1}\neg c^{l}(X_{t}$ , $\Delta_{t})\leqq\alpha^{l}$ for $l=1,2$, $\ldots$ , $k$} (1.2)
where $\overline{\mathrm{E}}_{\beta}^{\pi}$ is the expectation with respect to $\neg \mathrm{P}_{\beta}$ .
We shall consider the vector-valued constrained optimization problem(VCOP):
VCOP :Maximize $\neg \mathrm{E}_{\beta}r(X_{\tau}):=(\overline{\overline{\mathrm{E}}}_{\beta}^{\pi}r^{1}(X_{\tau}), \ldots,\mathrm{E}_{\beta}r^{p}(X_{\tau}))\neg$
subject to $(\pi, \tau)\in\Lambda^{k}(\alpha, \beta)$ .
Apair $(\pi^{*}, \tau^{*})\in\Lambda^{k}(\alpha, \beta)$ is called Pareto optimal if
$\neg^{*}\mathrm{E}_{\beta}r(X_{\tau}*)\in e(\{\mathrm{E}_{\beta}r(X_{\tau})|(\pi, \tau)\neg\in\Lambda^{k}(\alpha, \beta)\})$. (1.3)
Note that if $c^{l}\equiv 1$ for $l=1,2$, $\ldots$ , $k$ , the running cost constraints are reduced to
$\neg \mathrm{E}_{\beta}^{\mathrm{r}}\tau\leqq d$ , where $d= \min_{1\leq l\leq k}\alpha^{l}+1$ , whose case have been studied in [9], so that works
in this paper are thought of as ageneralization of those in [9].
Now, we define $F$-representation of aRST (cf. [9, 11]). For any RST $\tau\in S$ and
$t\in\overline{N}$ , let
$g_{t}(\omega):=\lambda(\{\tau=t\}_{\omega})$ $(\omega\in\Omega)$ ,
where $\{\tau=t\}_{\omega}$ is the $\omega$-section defined by $\{\tau=t\}_{\omega}=\{x\in[0,1]|(\omega, x)\in\{\tau=t\}\}$ .
Note that $g_{t}$ is $\mathcal{F}_{t}$-measurable for $t\geqq 1$ . From this $g_{t}(t\in\overline{N})$ , we define the set
$f=(f_{t})_{t\in\overline{N}}$ as follows:
$f_{t}:= \frac{g_{t}}{1-\sum_{k=1}^{t-1}g_{k}}$ , $t\in\overline{N}$ (1.4)
where if the denominator is 0in (2.1) let $f_{t}=1$ .
Let $F=$ { $a=(a_{j})_{j\in\overline{N}}$ : $0\leqq a_{j}\leqq 1$ , $a_{\infty}=1$ , and if $a_{j}=1a_{i}--1$ for $i>j$ }. Then,
it is shown in Lemma 2.1 of [9] that $f$ : $\Omegaarrow F$ , each $f_{t}$ is $F_{t}$-measurable and for any
initial distribution $\beta$ and pair $(\pi, \tau)\in\Pi\cross S$ it holds
$f_{t}=, \frac{\neg \mathrm{P}_{\beta}(\tau--t|H_{t})}{\neg,\mathrm{P}_{\beta}(\tau\geqq t|H_{t})}$ , $\mathrm{P}_{\beta}^{\pi}$ -a.s. (1.5)
The set $f=(f_{t})_{t\in\overline{N}}$ construct$\mathrm{e}\mathrm{d}$ from $\tau\in S$ is called $F$-representation of $\tau$ , denoted
by $f^{\tau}=(f_{t}^{\tau})_{t\in\overline{N}}$ .
Conversely, letting $f=(f_{t})_{t\in\overline{N}}$ be any function $f$ : $\Omegaarrow F$ such that for each
$t\in\overline{N}f_{t}$ is $\mathcal{F}_{t}$-measurable, we can construct the RST from $f$ (see Lemma 2.2 of [9]),
denoted by $\tau^{f}$ . Hence, there is one-t0-0ne correspondence between $S$ and the set of
$F$-representations $f=(f_{t})_{t\in\overline{N}}$ . Using this fact, we define several types of RSTs.
Since the corresponding $F$-representation $f_{t}^{\tau}$ is $\mathcal{F}_{t}$-measurable $(t\geqq 1)$ , $f_{t}^{\tau}$ is afunc-
tion of $H_{t}=$ $(X_{1}, \Delta_{1}, \ldots, X_{t})$ .
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Definition 1.1. If $f_{t}^{\tau}$ is depending only on $X_{t}$ , that is, $f_{t}^{\tau}(H_{t})=f_{t}^{\tau}(X_{t})$ for all $t\geqq 1$ , the
$RST\tau$ is called Markov. A Markov $RST$ is called stationary if there exists a function
$\delta$ : $Sarrow[0,1]$ such that $f_{t}^{\tau}(X_{t})=\delta(X_{t})$ for all $t\geqq 1$ , denoted simply by $\delta$ . When
$\delta(i)\in\{0,1\}$ for all $i\in S$ , the stationary $RST\delta$ is called deterministic.
We denote the sets of all Markov RSTs, all stationary RSTs and all deterministic
RSTs by $S_{M},Ss$ and $S_{D}$ respectively. With some abuse of notation, we often use for a
stationary RST $\tau\in S_{s}$ the $\mathrm{F}$-representation $\delta$ with $\delta=(f_{t}^{\tau})$ such as $\delta\in S_{s}$ .
It is easily shown(cf. [9]) that the running costs and terminal reward under a $\tau\in S$
and $\pi$ a $\Pi$ are represented using $F$-representation $f^{\tau}=(f_{t}^{\tau})_{t\in\overline{N}}$ as follows.
$\overline{\mathrm{E}}_{\beta}^{\pi}\sum_{t=1}^{\tau-1}c^{l}(X_{t}, \Delta_{t})$ (1.6)
$= \sum_{t=1}^{\infty}\mathrm{E}_{\beta}^{\pi}(1-f_{1})(1-f_{2})\cdots(1-f_{t-1})f_{t}(\sum_{n=1}^{t-1}c^{l}(X_{n:}\Delta_{n}))$ , $l=1,2$, $\ldots$ , $k$
and
$\neg \mathrm{E}_{\beta}r^{m}(X_{\tau})$ (1.7)
$= \sum_{t=1}^{\infty}\mathrm{E}_{\beta}^{\pi}(1-f_{1})(1-f_{2})\cdots(1-f_{t-1})f_{t}r^{m}(X_{t}, \Delta_{t})$ , $m=1,2$, $\ldots,p$ .
Let $K^{*}$ denote the dual cone of aconvex cone $K\subset \mathbb{R}^{p}$ , i.e., $K^{*}=\{b\in \mathbb{R}^{p}$ : $\langle b, x\rangle\geq$
$0$ for all $x\in K$} where $\langle\cdot$ , $\cdot\rangle$ means inner product in $\mathbb{R}^{p}$ .
The following result is well known(cf. [3])
Lemma 1.1. Let $B\subset \mathbb{R}^{p}$ be compact and convex set. Then $x\in e(B)$ if and only if
there $e$$\dot{m}tsb\in K^{*}(b\neq 0)$ such that $\langle b,x\rangle\geq\langle b, y\rangle$ for all $y\in B$ .
In Section 2, the running and stopped occupation measures are introduced, by which
VCOP is reduced equivalently to multi-0bjective Mathematical Programming problem.
In Section 3, studying the properties of the set of running occupation measures we can
prove the existence of aPareto optimal pair of stationary policy and stopping time
requiring randomization in at most $k$ states. Section 4is devoted to Lagrange approaches
for VCOP. Finally, the proof of key Lemma used in Section 3is given in Section 5.
2Occupation measures in Stopped MDPs
In this section, we introduce two types of occupation measures in stopped MDPs and
consider the properties of them.
Definition 2.1. For any initial distribution $\beta$ and a pair $(\pi,\tau)$ with $\mathrm{E}_{\beta}^{\neg}[\tau]<\infty$ , we
define the measure $x(\beta,\pi, \tau)$ on $S\cross A$ , called the running occupation measure, by
$x( \beta, \pi, \tau;i, a):=\sum_{t=1}^{\infty}\mathrm{P}_{\beta}(X_{t}=i, \Delta_{t}=a, \tau>t)\neg$ for $i\in S$, $a\in A$ . (2.1)
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Definition 2.2. For any initial distribution $\#$ and a pair (vr,$\ovalbox{\tt\small REJECT})$ with $\mathrm{q}[\mathrm{r}]<\mathrm{o}\mathrm{o}$ , we
define the measure $y(\#,$m,$\ovalbox{\tt\small REJECT})$ on $S^{\ovalbox{\tt\small REJECT}}$ xA, called the stopped occupation measure, by
$y( \beta,\pi, \tau;i, a):=\sum_{t=1}^{\infty}\mathrm{P}_{\beta}(X_{t}=i, \Delta_{t}=a, \tau=t)\neg$ for $i\in S$, $a\in A$ . (2.2)
The state running and stopped occupation measures will be defined by
$x( \beta, \pi, \tau;i):=\sum_{a\in A}x(\beta, \pi, \tau;i, a)$ and
$y( \beta, \pi, \tau;i):=\sum_{a\in A}y(\beta, \pi, \tau;i, a)$ for all $i\in S$ .
For any $\delta$ : $Sarrow[0,1]$ and conditional distribution $w(\cdot|i)$ on $A$ given $i\in S$ ,
we define by $P^{\delta}(w)$ the $N\cross N$ matrix where $(i,j)\mathrm{t}\mathrm{h}$ element is $P_{ij}(w)(1-\delta(j)):=$
$\sum_{a\in A}p_{ij}(a)w(a|i)(1-\delta(j))$ or simply $(P^{\delta}(w))_{ij}$ . With some abuse of notation, for any
initial distribution $\beta$ and $(\pi, \tau)\in\Pi \mathrm{x}S$ , the row vector $x(\beta, \pi, \tau)\in \mathbb{R}^{N}$ is defined by
$x(\beta, \pi, \tau):=(x(\beta, \pi, \tau;1), \ldots, x(\beta, \pi, \tau;N))$ .
Then, in the following lemma, the state stopped occupation measure is proved to
be represented by the running one and for each $(w, \tau)\in\Pi_{S}\cross Ss$ , the state running
occupation measure is determined uniquely as asolution of the corresponding equations
below.
Lemma 2.1. ([9]) For any initial distribution $\beta$ and pair $(\pi, \tau)\in\Pi\cross Swith\mathrm{E}_{\beta}[\tau]\neg<\infty$
we have the following:
(i) $x(\beta, \pi, \tau;i)<\infty$ and $y(\beta, \pi, \tau;i)<\infty$ for all $i\in S$ .
(ii) $\overline{\overline{\mathrm{E}}}_{\beta}^{\pi}[\tau]=\sum_{i\in S}x(\beta, \pi, \tau;i)+1$.
(iii) $y( \beta, \pi, \tau;i)=\beta(i)+\sum_{j\in S,a\in A}x(\beta, \pi, \tau;j, a)p_{ji}(a)-x(\beta, \pi, \tau;i)$ .
Moreover, if $(w, \tau)\in\Pi_{S}\cross S_{S}$ , then the state running occupation measure $x(\beta, w, \tau)$ is
$tte$ unique solution to
$x=\beta(1-\delta)+xP^{\delta}(w)$ , $x\in \mathbb{R}^{N}$ (2.3)
where $\beta(1-\delta)$ is in $\mathbb{R}^{N}$ whose $i$-th component is $\beta(i)(1-\delta(i))$ and $\delta:=f^{\tau}$ : $Sarrow[0,1]$
is $F$-representation of $\tau$ .
Let $\mathbb{R}^{N\cross K}$ be the set of real $N\cross K$ matrices. For any subset $U\subset\Pi \mathrm{x}S$ , denote
$\mathrm{X}^{k}(U):=\{x(\beta, \pi, \tau;i, a)_{i\in S,a\in A} : (\pi, \tau)\in U\cap\Lambda^{k}(\alpha, \beta)\}$. (2.4)
Note that $\mathrm{X}^{k}(U)\subset \mathbb{R}^{N\mathrm{x}K}$ .
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Here, we define the multi-0bjective Mathematical Programming problem(MMP(i)
related to VCOP as follows:
MMP(I): Maximize $\sum_{i\in S}r(i)y(i):=(\sum_{i\in S}r^{1}(i)y(i), \ldots, \sum_{\dot{l}\in S}r^{p}(i)y(i))$
subject to $x\in \mathrm{X}^{k}(\Pi \mathrm{x} S)$ , $y\in \mathbb{R}^{N}$ and
$y(i)= \beta(i)+\sum_{j\in S,a\in A}x(j, a)p_{j:}(a)-x(i)$ , $i\in S$,
where $x(i)= \sum_{a\in A}x(i, a)$ .
Then, we have the following theorem, which is proved from Lemma 1.1 by the use
of (Theorem 3.1 of [9]).
Theorem 2.1. VCOP is equivalent to $\mathrm{M}\mathrm{M}\mathrm{P}(\mathrm{I}),$ $i.e.$ , a pair $(\pi^{*}, \tau^{*})$ is Pareto optimal
for VCOP if and only if the corresponding $\{x(\beta, \pi^{*}, \tau^{*};i, a)\}\in \mathrm{X}^{k}(\Pi\cross S)$ is Pareto
optimal for MMP(I).
Proof Prom Lemma 1.1, an efficient point for VCOP is given by solving the following
maximization problem for some $b\in K^{*}$ :
Maximize $\langle b,\mathrm{E}_{\beta}^{\mathrm{r}}r(X_{\tau})\rangle\neg$ (2.5)
subject to $(\pi,\tau)\in \mathrm{A}^{k}(\alpha, \beta)$ .
Applying (Theorem 3.1 of [9]) will complete the proof of Theorem 2.1. 1
3Mathematical Programming approach and Pareto
optimal pair
In this section, we present another Mathematical Programming formulation by which
VCOP is explicitly solved.
To this end, we define several basic sets below. For simplicity, we put $(a\mathfrak{z}_{a})=$
$\{x:a\}:\in S,a\in A\in \mathbb{R}^{N\mathrm{x}K}$ and $\delta$ $=\{\delta(i)\}:\in s\in \mathbb{R}^{N}$ . For any initial distribution $\beta$ on $S$ and
$\alpha=(\alpha^{1}, \ldots, \alpha^{k})\in \mathbb{R}^{k}$ , let
$\hat{\mathbb{Q}}^{k}:=\{\begin{array}{llll}((x_{ia}),\delta)\in \mathbb{R}^{N\mathrm{x}K}\cross \mathbb{R}^{N} (\mathrm{i})\sum_{a\in A}x_{\dot{l}a}=\beta(i)(1-\delta(i))+ \sum_{j\in S,a\in A}x_{ja}p_{ji}(a)(1-\delta(i)),(i\in S)(\mathrm{i}\mathrm{i})0\leqq\delta(i)\leqq 1(i\in S) (\mathrm{i}\mathrm{i}\mathrm{i})\sum_{i\in S,a\in A}c^{l}(i,a)x_{ia}\leqq\alpha^{l} (l=\mathrm{l},2 \cdots k)(\mathrm{i}\mathrm{v})x_{\dot{l}a}\geqq 0(i\in S,a\in A) \end{array}\}$ , (3.1)
$\mathbb{Q}^{k}:=\{(x:a)\in \mathbb{R}^{N\mathrm{x}K}$ : $((x_{a}.\cdot), \delta)\in\hat{\mathbb{Q}}^{k}$ for some $\delta\}$ . (3.2)
We introduce the following assumption
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Assumption $(*)$ . For any w $\in\Pi_{S}$ and $l(1\leqq l\leqq k)$ ,
$\max_{1\leqq\iota\leqq k}c^{l}(i|w)>0$ for each $i\in S$ (3.3)
where $c^{l}(i|w)= \sum_{a\in A}d(i, a)w(a|i)$ .
We have the following theorem, whose proof is similar to (Theorem 4.1, Lemma 4.1
and Theorem 4.2 in [9] $)$ and omitted.
Theorem 3.1. Suppose that Assumption $(*)$ holds. Then
(i) $\mathrm{X}^{k}(\Pi\cross S)=\mathrm{X}^{k}(\Pi_{M}\cross S_{M})=\mathrm{X}^{k}(\Pi s\cross Ss)$ .
(ii) $\mathbb{Q}^{k}=\mathrm{X}^{k}(\Pi_{S}\cross S_{S})$ .
(iii) $\mathbb{Q}^{k}$ is compact and convex.
The following corollary holds clearly from Theorem 3.1 and observing (3.2).
Corollary 3.1. $\mathrm{X}^{k}(\Pi_{S}\cross S_{S})$ is compact and convex.
Remark. For any $((x_{ia}), \delta)\in\hat{\mathbb{Q}}^{k}$ , we define astationary policy $w$ as follows:
For each $a\in A$ and $i\in S$ ,
$w(a|i)=\{$
$\underline{x_{\dot{l}a}}$ , if $x_{i}>0$ ,
$x_{i}$
any probability distribution on $A$ , if $x_{i}=0$ ,
(3.4)
where $x_{i}= \sum_{i\in A}x_{ia}$ . Then, $x=(x_{i})$ with $x_{i}=x(\beta, w, \delta;i)$ , $i\in S$ is given as aunique
solution of (2.3).
Also, (i) and (iii) in (3.1) are rewritten as follows:
$\{$
$(\mathrm{i}’)$ $x_{i}= \beta(i)(1-\delta(i))+\sum_{j\in S}x_{j}P_{ji}(w)(1-\delta(i))$ , $i\in S$
(ii) $)$ $\sum_{i\in S}d(i, w)x_{i}\leqq\alpha^{l}$ , $l=1,2$ , $\ldots$ , $k$
(3.5)
where $d(i, w)= \sum_{a\in A}c^{l}(i, a)w(a|i)$ .
Now, we define another multi-0bjective Mathematical Programming problem (MMP(II))
for VCOP:
MMP(I ) :Maximize $\sum_{i\in S}r(i)y_{i}$
subject to $(x_{ia})\in \mathbb{Q}^{k}$ ,
$y_{i}= \beta(i)+\sum_{j\in S,a\in A}$ xjapji $(a)- \sum_{a\in S}x_{ia}$ , $i\in S$
Here we get the following corollary which is obviously given ffom Theorem 2.1 and 3.1
and Corollary 3.1.
Corollary 3.2. It holds that
(i) VCOP and MMP(II) are equivalent
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(ii) A Pareto optimal pair exists on $\Pi s\cross Ss$ .
For any stationary policy $w\in\Pi_{S}$ , let $n(w)$ be the total number of randomization
under $w$ , that is,
$n(w)= \sum_{\dot{\iota}\in S}(m(i, w)-1)$ ,
where $m(i, w)$ is the number of elements in $\{a\in A|w(a|i)>0\}$ . Define
$\Pi_{S}^{k}:=\{w\in\Pi_{S} : n(w)\leqq k\}$ ,
and
$S_{S}^{k}:=$ { $\tau\in S_{S}|f^{\tau}(i)\in\{0,1\}$ except at most $k$ states}.
For $(x_{ia})\in \mathbb{Q}^{k}$ , $\mathrm{I}((x_{\dot{l}a}))\subset\{1,2, \ldots k\}$ is defined as follows:
$\mathrm{I}((x:a)):=\{l\in\{1,2, \ldots, k\} : \sum_{i\in S,a\in A}c^{l}(i, a)x_{\dot{\iota}a}=\alpha^{l}\}$
.
For any $\{l_{1}, l_{2}, \ldots, l_{h}\}\subset\{1,2, \ldots, k\}$, let
$\mathbb{Q}_{\{l_{1},\ldots,l_{h}\}}:=\{(x:a)|((x_{ia}), \delta)\in\hat{\mathbb{Q}}${ $l_{1},l_{2},\ldots,l_{h}\rangle$ for so me $\delta$ $\in \mathbb{R}^{n}$ },
where $\hat{\mathbb{Q}}\{l_{1},\ldots,l_{h}\}:=\{((x:a), \delta)\in\hat{\mathbb{Q}}^{k} : \mathrm{I}((x_{\dot{l}a}))=\{l_{1}, l_{2}, \ldots, l_{h}\}\}$.
For any compact convex set $D$ we denote by $\mathrm{e}\mathrm{x}\mathrm{t}(D)$ the set of extreme points of $D$ .
Then, we have the following, whose proof is done in Section 5.
Lemma 3.1. Under Assumption $(*)$ , it holds that for any $\{l_{1}, \ldots, l_{h}\}\subset\{1, \ldots, k\}$ ,
$\mathrm{e}\mathrm{x}\mathrm{t}(\mathbb{Q}_{\{l_{1\prime}\ldots,l_{h}\}})\subset\{x(\beta, w, \delta) : (w, \delta)\in\Pi_{S}^{k}\mathrm{x} S_{S}^{k}\}$ , (3.6)
where $k$ is the number of constraints.
The existence of aPareto optimal pair of stationary policy and stopping time re-
quiring randomization in at most $k$ states is given in the following.
Theorem 3.2. Suppose Assumption $(*)$ holds. Then a Pareto optimal pair $(\pi^{*}, \tau^{*})$ for
VCOP $e$$\dot{m}ts$ in $\Pi_{S}^{k}\cross S_{S}^{k}$ , that is,
$e(\{\mathrm{E}_{\beta}^{\pi}r(x_{\tau})|(\pi, \tau)\in\Lambda^{k}(\alpha, \beta)\})\subset e(\{\mathrm{E}_{\beta}^{\pi}r(x_{\delta})|(w, \delta)\in(\square _{S}^{k}\cross S_{S}^{k})\cap\Lambda^{k}(\alpha, \beta)\})$ . (3.7)
Proof. Let $(\pi^{*},\tau^{*})\in e(\{\mathrm{E}_{\beta}^{\pi}r(x_{\tau})|(\pi,\tau)\in\Lambda^{k}(\alpha, \beta)\})$ . Then, by Theorem 2.1, there
sexists $b^{*}\in K^{*}$ such that $(\pi^{*},\tau^{*})$ is aoptimal solution for (2.5) with $b=b^{*}$ . Here, from
Theorem 3.1 and Corollary 3.2, we can assume that $(\pi^{*},\tau^{*})\in\Pi_{S}\cross S_{S}$ , so that there
exists $\{l_{1}, l_{2}, \ldots, l_{h}\}\subset\{1,2, \ldots h\}$ with $x(\beta, \pi^{*}, \tau^{*})\in \mathbb{Q}\{l_{1},l_{2},\ldots,l_{h}\}$ . Applying Lemma 3.1,
there exists $(w^{*},\tau^{*})\in\Pi_{\mathrm{S}}^{k}\cross S_{S}^{k}$ which is asolution of (2.5) with $b=b^{*}$ . This means that
$(w^{*}, \tau^{*})$ is aPareto optimal for VCOP, as required. 1
Example 3.1
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Consider the following numerical example with $p=1$ .
$S=\{1,2,3,4\}$ , $A=\{1\}$ , $(\alpha_{1}, \alpha_{2})=(0.5,0.4)$ , $\beta=(0.25,0.25,0.25,0.25)$ ,
$(p_{\dot{l}j}(1))=(\begin{array}{llll}0.3 0.4 0.1 0.20.4 0.1 0.2 0.30.2 0.3 0.4 0.10.3 0.3 0.1 0.3\end{array})$ ,
$c^{1}(1,1)=0.6$ , $c^{1}(2,1)=0.1$ , $c^{1}(3.1)=0.6$ , $c^{1}(4,1)=0.4$ ,
$c^{2}(1,1)=0.6$ , $c^{2}(2,1)=0.05$ , $c^{2}(3.1)=0.1$ , $c^{2}(4,1)=0.8$ ,
$r(1)=4$ , $r(2)=3$ , $r(3)=2$ , $r(4)=2$ .
Letting $x_{i}=x_{i1}(i\in S)$ , the mathematical programming problem (MMP(II)) for the








$x_{i}\geqq 0,0\leqq\delta(i)\leqq 1$ , $i=1,2,3,4$ .
After asimple calculation, we find the optimal solution of the above is $x_{1}^{*}=0$ , $x_{2}^{*}=$
$26/71$ , $x_{3}^{*}=43/71$ , $x_{4}^{*}=57/142$ , $\delta^{*}(1)=1$ , $\delta^{*}(2)=79/209$ , $\delta^{*}(3)=0$ , $\delta^{*}(4)=33/128$
and the optimal value is 1242/355 $(.=$. 3.49859$)$ . Note that the value is 285/82(.=. 3.47561)
for $\delta(1)=\delta(2)=1$ and $\delta(3)=\delta(4)=0$ .
Thus, by Corollary 3.2, the pair $(w^{*}, \tau^{*})\in\Pi_{S}^{2}\cross S_{S}^{2}$ with $w^{*}(i)=1$ for all $i\in$
$S$ and $f^{\tau^{*}}(1)=\delta^{*}(1)=1$ , $f^{\tau^{*}}(2)=\delta^{*}(2)=79/209$ , $f^{\tau^{*}}(3)=\delta^{*}(3)=0$ , $f^{\tau^{*}}(4)=$
$\delta^{*}(4)=33/128$ is optimal for the corresponding constrained optimization problem and
the optimal reward 1242/355. Note that $\tau^{*}\in S_{S}^{2}$ .
4Lagrange multiplier approaches
In this section, we define the Lagrangian associated with VCOP and the saddle-point
statement is given(cf. [13]). Consequently, by solving aparametric Mathematical PrO-
gramming problem defined in the sequel, aPareto optimal pair is obtained.
Let $b=$ $(b_{1}, \ldots, b_{p})\in K^{*}$ . The Lagrangian, $L^{b}$ , associated with VCOP is defined as
$L^{b}((\pi, \tau)$ , $\lambda):=\sum_{i=1}^{p}b_{i}\mathrm{E}_{\beta}(r^{i}(X_{\tau}))+\sum_{l=1}^{k}\neg\lambda_{l}(\alpha^{l}-\mathrm{E}_{\beta}(\sum_{t=1}^{\tau-1}\neg \mathrm{r}c^{l}(X_{t}, \Delta_{t})))$ (4.1)
for any $(\pi, \tau)\in\Pi\cross S$ and $\lambda=(\lambda_{1}, \ldots, \lambda_{k})\in \mathbb{R}_{+}^{k}$ , where $\mathbb{R}_{+}^{k}$ is the positive orthant of
$\mathbb{R}^{k}$ .
Hereafter $\lambda=$ $(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{k})\in \mathbb{R}_{+}^{k}$ will be written simply by A $\geqq 0$ .
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For the Lagrangian approach we shall refer to ([14]). We have the following saddle-
point statement, whose proof is similar to (Theorem 2, p.221 in [14]) combined with the
use of the scalarization technique and omitted.
Theorem 4.1. (cf. [14]) For some $b\in K^{*}$ , suppose that the Lagrangian $L^{b}$ has a saddle-
point at $(\pi^{*}, \tau^{*})\in\Pi\cross S$ and $\lambda^{*}\in \mathbb{R}_{+}^{k}$ , $i.e.$ ,
$L^{b}((\pi, \tau)$ , $\lambda^{*})\leqq L^{b}((\pi^{*}, \tau^{*}),$ $\lambda^{*})\leqq L^{b}((\pi^{*}, \tau^{*})$ , $\lambda)$ (4.2)
for all $(\pi,\tau)\in\Pi\cross S$ and $\lambda\in \mathbb{R}_{+}^{k}$ . Then, $(\pi^{*}, \tau^{*})$ is a Pareto optimal for VCOP.
In order to have the existence of asaddle-point of the Lagrangian $L^{b}(b\in K^{*})$ we
introduce the set of $N\cross K$ matrices as follows:
For $M>0$ , let
$\mathbb{Q}(M):=\{\begin{array}{llllll} (\mathrm{i})\sum_{a\in A}x_{\dot{l}a}=\beta(i)(1\cdot-(x_{ia})\in \mathbb{R}^{N}\cross \mathbb{R}^{K} \delta(i))+ \sum_{j\in S,a\in A}x_{ja}p_{j}..(a)(1- \delta(i))(i\in S)(\mathrm{i}\mathrm{i})\mathrm{o}\leqq \delta(i)\leqq 1(i\in S) (\mathrm{i}\mathrm{i}\mathrm{i}) \sum_{\dot{l}\in S,a\in A}x_{ia}\leqq M -1 (\mathrm{i}\mathrm{v})x_{\dot{\iota}a} \geqq 0(i\in S,a\in A) \end{array}\}$ . (4.3)
Note that $\mathbb{Q}(M)$ is identical with the set of feasible solutions of the Mathematical
Programming problem introduced in [9] to solve stopped MDPs with aconstrained
stopping time and condition (iii) of (4.3) $\mathrm{m}\mathrm{e}\mathrm{a}\mathrm{n}\mathrm{s}\overline{\mathrm{E}}_{\beta}^{w}\tau^{\delta}\leqq M$, where $w\in\Pi_{S}$ is constructed
ffom $(x_{ia})$ through (3.4). Under Assumption $(*)$ , it clearly holds that for asufficient
large $M>0$
$\mathbb{Q}^{k}\subset \mathbb{Q}(M)$ . (4.4)
Henceforth, $M>0$ will be fixed such that (4.4) holds.
By using occupation measures defined in Section 2, the Lagrangian $L^{b}(b\in K^{*})$ can
be rewritten as follows:
$p$ $k$
$L^{b}$ ( $(x:a)$ , $\lambda$ ) $:= \sum\sum b_{[}r^{[}(i)y_{i}+\sum\lambda_{l}(\alpha^{l}-\sum_{j\in S,a\in A}c^{[}(j,$ $a)x_{ja})$ (4.5)
$i\in Sl=1$ $l=1$
$=$ $\sum$ ( $\sum p_{ij}(a)r^{b}(j)$ $-r^{b}(i)$ $- \sum\lambda_{l}c^{[}(ik,$ $a)$ ) $x_{ia}$ (4.6)
$:\in S,a\in Aj\in S$ $l=1$
$+ \sum_{l=1}^{k}\lambda_{l}\alpha^{l}+\sum_{\dot{l}\in S}r^{b}(i)\beta(i)$ ,
where $y::= \beta(i)+\sum_{j\in S,a\in Aja}xpji(a)-\sum_{\acute{a}\in A}x_{ia}$ and $r^{b}(j):= \sum_{l=1}^{k}b_{l}r^{l}(j)$ , for $(x_{ia})\in$
$\mathbb{Q}(M)$ and A $\in \mathbb{R}_{+}^{k}$ .
We need the following condition.
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Assumption $(**)$ . (Slater condition) There exists $(x_{ia})\in \mathbb{Q}(M)$ such that
$\sum_{i\in S,a\in A}c^{l}(i, a)x:a<\alpha^{l}$
(4.7)
for all $l=1$ , $\ldots$ , $k$ .
Then, applying (Theorem 1, p.217 in [14]) we have the following Lemma under Slater
condition.
Lemma 4.1. Under Assumption $(*)$ and $(**)$ , for any $b\in K^{*}$ , the Lagrangian $L^{b}$ has
a saddle-point at $(x_{ia}^{*})\in \mathbb{Q}(M)$ and $\lambda^{*}\in \mathbb{R}_{+}^{k}$ , $i.e.$ ,
$L^{b}((x_{ia}), \lambda^{*})\leqq L^{b}((x_{ia}^{*}), \lambda^{*})\leqq L^{b}((x_{ia}^{*}), \lambda)$
for all $(x_{ia})\in \mathbb{Q}(M)$ , A $\in \mathbb{R}_{+}^{k}$ .
If we construct astationary policy $w^{*}$ ffom $(x_{ia}^{*})\in \mathbb{Q}(M)$ in Lemma 4.1 through
(3.4), $(w^{*}, \lambda^{*})$ satisfies (4.2). Thus, we have the following from Lemma 4.1.
Corollary 4.1. Under Assumption $(*)$ and $(**)$ , for any $b\in K^{*}$ , the Lagrangian $L^{b}(\cdot$ , $\cdot$ $)$
has a saddle-point $(w^{*}, \lambda^{*})\in\Pi_{s}\mathrm{x}$ $\mathbb{R}_{+}^{k}$ .
Applying the results above, we can present aparametric Mathematical Programming
approach to obtain aPareto optimal pair for VCOP. For any $b\in K^{*}$ and A $\in \mathbb{R}_{+}^{k}$ , let
$r(i, a|b, \lambda):=\sum_{j\in S}p_{ij}(a)r^{b}(j)-r^{b}(i)-\sum_{l=1}^{k}\lambda_{l}c^{l}(i, a)$. (4.8)
For $b\in K^{*}$ and $\lambda\in \mathbb{R}_{+}^{k}$ , aparametric Mathematical Programming problem $\mathrm{M}\mathrm{P}(b, \lambda)$
will be given as follows:
$\mathrm{M}\mathrm{P}(b, \lambda)$ : Maximize
$\sum_{i\in S,a\in A}r(i, a|b, \lambda)x_{ia}$
subject to $(x_{ia})\in \mathbb{Q}(M)$ .
Then, by using aresult in [9], for each $\lambda\geqq 0$ we have the optimal value $v(b, \lambda)$ for
$\mathrm{M}\mathrm{P}(b, \lambda)$ . By (4.6) and Lemma 4.1, there exists $\lambda^{*}\in \mathbb{R}_{+}^{k}$ such that
$v(b, \lambda^{*})+\sum_{l=1}^{k}\lambda_{l}^{*}\alpha^{l}=\min_{\lambda\geqq 0}(v(b, \lambda)+\sum_{l=1}^{k}\lambda_{l}\alpha^{l})$ . (4.8)
From this multiplier $\lambda^{*}$ , we solve $\mathrm{M}\mathrm{P}(b, \lambda^{*})$ . Let $((x_{ia}^{*}), \delta^{*})$ be asolution of $\mathrm{M}\mathrm{P}(b, \lambda^{*})$ .
Then, from the discussion above, $(w^{*}, \delta^{*})$ and $\lambda^{*}$ is asaddle-point satisfying (4.2), and
we can say that $(w^{*}, \delta^{*})$ is aPareto optimal pair for VCOP and the value of $\mathrm{M}\mathrm{P}(b, \lambda^{*})$
is the expected rewards corresponding the Pareto optimal pair $(w^{*}, \delta^{*})$ , where $w^{*}$ is a
stationary policy determined by $x_{ia}^{*}$ through (3.4).
Example 4.1
This is Example 3.1. By solving (4.9) with $b=1$ , we get $\lambda^{*}=(29/213,248/213)$ and
the value of the saddle-point is 1242/355. In order to obtain aoptimal pair for VCOP,
we solve $\mathrm{M}\mathrm{P}(1, \lambda^{*})$ and get the optimal pair $(w^{*}, \tau^{*})\in\Pi_{S}^{2}\cross S_{S}^{2}$ as follows: $w^{*}(i)=1$ for
all $i\in S$ and $f^{\tau^{*}}(1)=\delta^{*}(1)=1$ , $f^{\tau^{*}}(2)=\delta^{*}(2)=79/209$ , $f^{\tau^{*}}(3)=\delta^{*}(3)=0$, $f^{\tau^{*}}(4)=$
$\delta^{*}(4)=33/128$ and the corresponding optimal reward 1242/355, which is equal to the
numerical results in Example 3.1.
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5Proof of Lemma 3.1
In this section, we prove Lemma 3.1.
By argument similar to those used in (Theorem 3.8, P.34, in [1]) we can show that
$\mathrm{e}\mathrm{x}\mathrm{t}(\mathbb{Q}_{\{l_{1\prime}l_{h}\}},\ldots)\subset\{x(\beta, w, \delta) : (w, \delta)\in\Pi_{S}^{k}\mathrm{x} S_{S}\}$ . (5.1)
Let $(w^{*}, \delta^{*})\in\Pi_{S}^{k}\cross S_{S}$ be such that $x(\beta, w^{*}, \delta^{*})\in \mathbb{Q}_{\{l_{1},\ldots,l_{h}\}}$ . Suppose that there
exists $j_{n}(n=1, \ldots, h+1)$ with
$0<\delta^{*}(j_{n})<1$ for $n=1,2$ , $\ldots$ $h+1$ . (5.2)
For simplicity, put $x^{*}=x(\beta, w^{*}, \delta^{*})$ suppressing $\beta$ , $w^{*}$ and 6*.
Let
$L:=\{l_{1}, l_{2}, \ldots, l_{h}\}$ , $\overline{L}:=\{1,2, \ldots, k\}-L$ ,
$J:=\{j_{1},j_{2}, \ldots,j_{h+1}\}$ and $\overline{J}:=S-J$.
For any row vector $x=$ $(x_{1}, x_{2}, \ldots, x_{N})\in \mathbb{R}^{n}$, we can write $x=(x_{J}, x_{\overline{J}})$ , where $x_{J}$
and x-j are subvectors of $x$ and $x_{J}=\{x_{i} : i\in J\}$ and $x_{\overline{J}}=\{x_{i} : i\in\overline{J}\}$ . Also, $P^{\delta}(w^{*})$
will be partitioned into submatrices as follows:
$P^{\delta}(w^{*})=(_{P^{\delta}(w^{*})_{\overline{J}J}}^{P^{\delta}(w^{*})_{JJ}}$ $P^{\delta}(w^{*})_{\overline{JJ}}P^{\delta}(w^{*})_{\overline{JJ})}$ ,
where $P^{\delta}(w^{*})_{JJ}=(P_{\dot{|}j}(w^{*})(1-\delta(j)))$ , $i\in J;j\in J$ and other submatrices are similarly
defined.
For simplicity, we write
$P^{\delta}(w^{*})=(\begin{array}{ll}P_{\mathrm{l}} P_{2}P_{3} Q\end{array})$ .
Let $c(w^{*})=(c_{tj}(w^{*}))$ , where $c_{ij}(w^{*})=\dot{d}(i, w^{*})$ for $i\in S$ and $j\in\{1,2, \ldots, k\}$ . $C(w^{*})$
will be partitioned as done in the above:
$C(w^{*})=(\begin{array}{ll}C_{JL} C_{\overline{JL}}C_{\overline{J}L} C_{\overline{JL}}\end{array})$ ,
suppressing $w^{*}$ .






where $\beta_{J}(1-\delta_{J})=(\beta(i)(1-\delta(i));i\in J)$ , $\theta_{\overline{J}}(1-\succ_{J})=(\beta(i)(1-\delta(i));i\in\overline{J})$ and $=\mathrm{a}\mathrm{n}\mathrm{d}$
$<\mathrm{m}\mathrm{e}\mathrm{a}\mathrm{n}$ componentwise relations.
We note that $x^{*}=(x_{J}^{*}, x \frac{*}{J})$ and $\delta^{*}=(\delta_{J}^{*}, \delta\frac{*}{J})$ satisfy (5.3) obviously
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Prom Assumption $(=)$ , it clearly holds that $l\ovalbox{\tt\small REJECT}\ovalbox{\tt\small REJECT} m_{\ovalbox{\tt\small REJECT}\ovalbox{\tt\small REJECT}=-Q^{n}\ovalbox{\tt\small REJECT}}0$ , so that (I $-Q)^{-1}$ exists
and by (ii) in (5.3) we get
$x_{\overline{J}}=(\beta_{\overline{J}}(1-\succ_{J})+x_{J}P_{2})(I-Q)^{-1}$, (5.4)
where I is an identity matrix with the same dimensions as $Q$ .
Also, since (i) in (5.3) includes only $\delta_{J}$ with respect to $\delta$ , it uniquely determines $\delta_{J}$
if $x_{J}$ and $\delta_{\overline{J}}$ are given. Thus (i) and (ii) in (5.3) determine uniquely $x_{\overline{J}}$ and $\delta_{J}$ if $x_{J}$ and
$\delta_{\overline{J}}$ are given. Inserting from (5.4) into (iii) in (5.3), we have that
$x_{J}(C_{JL}+P_{2}(I-Q)^{-1})=\alpha_{L}-l\succ_{J}(1-\delta_{\overline{J}})(I-Q)^{-1}c_{\overline{J}L}$. (5.5)
Now, we denote by $\hat{D}$ the set of all pairs $(x_{J}, \succ_{J})$ satisfying (5.3).
Let $D$ be the set of all $x_{J}$ , $(x_{J}\geqq 0)$ satisfying (5.5) with $\succ_{J}=\delta\frac{*}{J}$ , that is,
$D=$ { $x_{J}|$ ( $x_{J}$ , $\delta\frac{*}{J})\in\hat{D}$ and $x_{J}\geqq 0$ }. (5.6)
Observing that (5.5) with $\succ_{J}=\delta\frac{*}{J}\mathrm{h}\mathrm{a}\mathrm{s}$ $h$ equations and $h+1$ unknown elements, we find
that $D$ is apolyhedral convex set with at least one dimension. Since (5.2) means that
$x_{J}^{*}\in D$ is arelative interior point in $D$ , there exists $0<\gamma<1$ and $x_{J}^{1}$ , $x_{J}^{2}\in D$ with
$x_{J}^{*}=\gamma x_{J}^{1}+(1-\gamma)x_{J}^{2}$ . (5.7)
Let $x \frac{1}{J}$ , $\delta_{J}^{1}$ and $x \frac{2}{J}$ , $\delta_{J}^{2}$ be those determined uniquely thorough $(\mathrm{i})-(\mathrm{i}\mathrm{i})$ in (5.3) with $x_{J}=$
$x_{J}^{1}$ , $\delta_{\overline{J}}=\delta\frac{*}{J}\mathrm{a}\mathrm{n}\mathrm{d}x_{J}=x_{J}^{2}$ , $\delta_{\overline{J}}=\delta\frac{*}{J}\mathrm{r}\mathrm{e}\mathrm{s}\mathrm{p}\mathrm{e}\mathrm{c}\mathrm{t}\mathrm{i}\mathrm{v}\mathrm{e}1\mathrm{y}$. Let $x^{1}=(x_{J}^{1}, x \frac{1}{J})$ , $x^{2}=(x_{J}^{2}, x \frac{2}{J})$ , $\delta^{1}=$
$( \delta_{J}^{1}, \delta\frac{*}{J})$ and $\delta^{2}=(\delta_{J}^{2}, \delta\frac{*}{J})$ . We can assume that $x^{1}$ and $x^{2}$ satisfying (iv) in (5.3) by
choosing $x_{J}^{1}$ and $x_{J}^{2}$ sufficiently near to $x_{J}^{*}$ . Applying Lemma 2.1 we get
$x^{1}=x(\beta, w^{*}, \delta^{1})$ and $x^{2}=x(\beta, w^{*}, \delta^{2})$ .
Thus, we have that
$x(\beta, w^{*}, \delta^{*})=\gamma x(\beta, w^{*}, \delta^{1})+(1-\gamma)x(\beta, w^{*}, \delta^{2})$ ,
which implies $x(\beta, w^{*}, \delta^{*})\not\in \mathrm{e}\mathrm{x}\mathrm{t}(\mathbb{Q}\{l_{1},l_{2},\ldots,l_{h}\})$ . This completes the proof. .
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