In this note, we consider the problem of tolerant junta testing for boolean function. Compared with the prior work by Blais et al., we provide improved results in terms of both the parameter gap and query complexity. Compared with the prior work by De et al., our work did not close the parameter gap, but we removed the 2 k term of the query complexity.
Preliminaries
Tolerant junta testing: Given two distance parameters ǫ u and ǫ l , where ǫ u > ǫ l . Tolerant junta testing has the following two requirements: (1) If f is ǫ u -far from k-junta, then the algorithm returns reject with probability at least 2/3; (2) If f is ǫ l -close to k-junta, then the algorithm returns accept with probability at least 2/3.
Main Results
From the work of [1] , we have the following structural result, which was proved using Fourier analysis. Theorem 1.
[1] Let I be a random partition of [n] with s = poly(k, ǫ) parts obtained by uniformly and independently assigning each coordinate to a part. With probability at least 5/6, a function f that is d-far from being k-junta is d ′ -far from being a k-part junta with respect to I, where d ′ = d − ǫ/2.
In this work, we derive a stronger conclusion, and the correctness of which could be shown in a simpler way.
Theorem 2. Randomly divide [n] into s = k + 1 blocks. If f is ǫ u -far from k-junta under uniform distribution, then for any union of m blocks I, we have that
where m ≤ k.
Proof. Firstly, we show that if I is a union of m variables, then Eq. (1) is satisfied. If I is a union of m variables, then for any fixed z, f (x I zĪ ) is a k-junta. Therefore, Eq. (1) is satisfied. Denote by y = x I zĪ. Randomly select one relevant variable in a block, and then fix this relevant variable, the other variables of y is 1 with probability 1/2, and is 0 with probability 1/2. Suppose the algorithm finds m relevant blocks currently, each relevant block contains at least one relevant variable. We randomly select one relevant variable in each block. Fixing these relevant variables, then for the other variables of y, the assignment process could be regarded as follows: each variable is x i with probability m/s, and is sampled uniformly at random from {0, 1} with probability 1 − m/s. Notice that x i is also sampled uniformly at random from {0, 1}. Therefore, the other variables of y could be regarded as sampled uniformly at random from {0, 1}. Consequently, the structural result could be generalized from a union of variable to a union of blocks.
Theorem 3. Randomly divide [n] into k + 1 blocks. If f is ǫ l -close to k-junta under uniform distribution, then there exists a union of k blocks I, satisfying that
Proof. If f is ǫ l -close to k-junta, then there exists a k-junta g, satisfying that
where g(x) = g(x i1 , x i2 , . . . , x im ), and m ≤ k. Then, there exists a union of k blocks I that covers these m variables. By a union bound, we have that,
