The aim of this work is characterizing the class of LPV systems that admit steady-state trajectories depending exclusively on the scheduling parameter. In particular, it will be shown that only certain parameter dependent steady-state profiles are admissible and can be reached by means of a suitable control input. Furthermore, the asymptotic stability and the stabilization of such steady-states is investigated using Lyapunov-based techniques. Extensive numerical simulations illustrate and corroborate the theoretical results.
Introduction
The concept of steady-states, i.e. trajectories that are reached asymptotically or limit cycles, is well known in the framework of control systems. In particular, a simple yet powerful characterization is available for LTI systems [20] , whereas formal definitions and properties have been derived for general classes of nonlinear control plants, e.g. input affine systems [14] . The aim of this paper is to develop similar concepts for the more challenging context of linear parameter varying (LPV) systems. LPV systems are a formalism which is often used in control engineering to model dynamics that strongly depend on some varying quantities, e.g. the operating point, so that linear-like analysis and design techniques can be applied [1, 31, 23] . For instance, by embedding the nonlinearities in the varying parameters using some exact transformation [17, 28] , interpolating the Jacobian linearizations of the nonlinear system about several equilibrium points of interest [30] , or performing data-driven identification [18] , many nonlinear systems can be converted into a quasi-LPV form, where the word quasi refers to the dependence of the varying parameters on endogenous signals [19] , in contrast with pure LPV systems, for which only dependence on exogenous signal is admitted. Nowadays, the LPV framework is well-established as a possible alternative to more complex nonlinear analysis/design techniques, and has been validated by several experiments and high-fidelity simulations [13] . For instance, among many other applications, one can list: aviation [29, 36] , robotic manipulators [15] , automotive [12] , motors [16] , switched systems [4] , mobile robots [27] and biomedicine [5] . In addition to controller design, several theoretical problems of interest have been solved within the LPV framework, such as filtering [3, 21] , fault detection [24, 25, 35] and fault tolerant control [26, 22] .
This work investigates the existence of scheduled steady-state trajectories (SSTs) for single-input LPV systems, namely limit trajectories depending on the instantaneous value of the scheduling parameters, and lays the theoretical foundations for performing more advanced tasks. In particular, the knowledge of steady-state trajectories enables the optimization of steadystate performance in reference tracking problems, as presented in [10] . In that work, the authors provided the characterization of a special class of LPV systems that admit constant SSTs, i.e. limit trajectories that depend only on constant system parameters. Using such characterization, it is possible to optimize the output regulation of an underactuated LPV system, relating the optimal input to the inputs that guarantee the perfect reference tracking of each individual output. This idea has been successfully used to solve the reference tracking problem for under-actuated LTI systems, under different assumptions on the reference functions and control scheme, i.e., both for open-loop and closed-loop controllers [6, 9, 8, 7] . This paper contributes to move all those results in the more general setting of LPV systems, studying the concept of scheduled steady-states. The main contributions are:
• the derivation and analysis of structural conditions for the existence of SSTs
• the study of the asymptotic stability of the SSTs, assuming the asymptotic stability of the origin.
The paper is structured as follows. The basic notation is given at the end of the introduction. In Section 2, the formulation of the main problems is presented, together with the general underlying assumptions. In Section 3, some necessary conditions for the solvability of the main problem are derived and discussed with respect to their geometric interpretation. Starting from such necessary conditions, Section 4 presents the main theorem of the paper, which provides sufficient conditions for the existence and uniqueness of SSTs, consisting in a geometric property and a differential relationship. In Section 5, the conditions for the stability of the scheduled steady-state trajectories are provided, together with the recipe for the synthesis of a stabilizing feedback loop. Finally, numerical simulations to corroborate the theoretical results are given in Section 6.
Notation
The set of real numbers is indicated by R, while R + indicates the set of non-negative real numbers. For any scalar function φ : R k → R, the gradient with respect to z is denoted by ∇φ(z) ∈ R k . In particular, when k = 1, one has ∇φ(z) = φ (z). If φ : R + → R k is a function of time, its derivative is denoted byφ(t) ∈ R k . For any vector function f : R k → R s , we denote by Df (z) ∈ R s×k the Jacobian matrix of f with respect to z
Accordingly, if φ : R + → R k and f : R k → R s , the composition of functions satisfies the chain rule
Given a real matrix M ∈ R k×s , M † ∈ R s×k denotes its Moore-Penrose inverse. For a square matrix M ∈ R k×k , |M | ∈ R denotes its determinant.
Given two vectors v, w ∈ R k , v, w ∈ R indicates the usual dot product, while the notation v w indicates that the vectors are parallel.
Problem setting
Let Σ(θ,θ) = (A(θ,θ), b(θ,θ)) be the continuous-time LPV systeṁ
with A(θ,θ) ∈ R n×n , b(θ,θ) ∈ R n×1 . The input u(t) is assumed to belong to the set of piecewise continuous and bounded functions U. The vector θ ∈ R z , z ≥ 1, represents the scheduled time-varying parameters, and is allowed to assume values in a closed and bounded set Θ ⊂ R z . Furthermore, we assume the existence of the time derivativė
almost everywhere. Let us point out that, if t =t is a non-differentiability point for θ(t), then both left and right derivativeθ(t − ) andθ(t + ) are assumed to exist and to be finite. Throughout this work, it will be suitable to see θ(·) as functions of time, and the set of admissible scheduled parameters trajectories is denoted by
Our main objective is to investigate whether the LPV system admits steadystates that can be expressed as pure functions of the scheduled parameters. In this regard, let us introduce the following definition.
Definition 1. A function v : Θ → R n is said to be a reachable scheduled profile (RSP) if, given t 0 ∈ R + such that x(t 0 ) = v(θ(t 0 )), there exists a control input u ∈ U such that, for any givenθ ∈ H, the corresponding state response satisfies
The set of all the RSPs is denoted by V.
An element v ∈ V describes a reachable SST of the system, irrespectively of the particular time realizationθ ∈ H. Observe that V = ∅ for each LPV system: in fact the zero function v : Θ → R n , v(θ) ≡ 0 is always in V, and can be regarded as the trivial RSP. The set of all possible solutions different from the trivial one is denoted byV = V \ {0}. With a slight abuse of notation, we may sometimes refer to v ∈ V as a function of time through the composition with a particularθ ∈ H, and this will become clear from the context. In this regard, by the chain rule (1), the derivative of v with respect to time is given by
From Definition 1, the feasibility of v ∈V is related to the existence of a proper input function u(θ,θ) such that
Moreover, if such input function exists, it is also unique modulo the condition
and thus, as long as b(θ,θ) is a non-zero vector, one has u 1 = u 2 ∀θ ∈ Θ, ∀θ ∈ R z . Given v ∈ V, the corresponding input provided by condition (4) will be denoted by u v ∈ U. The main objective of the paper can be then formally stated as follows.
Problem 1:
(i) find sufficient conditions on the LPV state-space matrices A(θ,θ) and b(θ,θ) in order to haveV = ∅;
(ii) determine the analytical expressions of v ∈V, along with their corresponding input functions u v .
Remark 1. It is worth noting that (4) prescribes a global condition on v, i.e. a partial differential equation that has to be satisfied for each couple (θ,θ). Indeed, for eachθ ∈ H, v(θ) is a steady state trajectory driven by a proper input function. Accordingly, v implicitly defines a mapping u v : H → U where u v (θ) is the input that solves (4) for the function v ∈V.
Remark 2. The problem stated in this section, and addressed in the rest of the paper, deals with state trajectories. Similar results may be obtained for output trajectories, augmenting the LPV system (2) with an output equation
However, the mathematical development of this case goes beyond the scope of this paper, and as such, is omitted.
Characterization of RSP
In this section, some preliminary, and necessary, conditions on the RPSs and the structure of V will be established, whereas the problem of existence will be formally addressed later on. As a starting point, the next result shows that the admissible values of v(θ) are constrained onto a linear subspace of R n . Theorem 1. A necessary condition for having a nontrivialV = ∅ is
If this condition holds, then for any admissible v ∈ V there exist two functions ρ : Θ → R and w : Θ → R n such that
Proof. If v ∈ V, then v(θ) is a steady-state trajectory ∀θ ∈ H under the input u v (θ) ∈ U. In particular, it must be a steady-state trajectory for every constant functionθ(t) ≡ θ. In this case, condition (4) becomes
Since u v (θ, 0) is a scalar, all solutions of the latter equation other than the trivial one must be parallel to a vector ξ ∈ R n such that
On the other hand, such ξ exists if and only if (5) holds, which is, accordingly, a necessary condition for the existence of v ∈V. In this case, all the possible solutions of A(θ, 0)ξ = b(θ, 0) are given by
withw ∈ R n . From the Moore-Penrose pseudo-inverse definition, one has
Consequently, sincew is an arbitrary vector and v(θ) must be, for all θ ∈ Θ, a vector parallel to any ξ given by (8) , there exist necessarily ρ : Θ → R and w : Θ → R n such that (6) holds.
An immediate consequence of this theorem is that, if v ∈ V, then ∀θ ∈ Θ v(θ) must lie in a linear subspace of R n which depends only on A(θ, 0) and b(θ, 0). In fact, from (6), v(θ) belongs to the direct sum of two linear and orthogonal spaces given by A † (θ, 0)b(θ, 0) and ker{A(θ, 0)}. As a consequence, the dimension of such linear subspace is 1 + n − rank{A(θ, 0)}.
Corollary. If A(θ, 0) is an invertible matrix for each θ ∈ Θ, then all the admissible v ∈ V are given by
with ρ : Θ → R.
Remark 3. The previous corollary is a generalization of the result provided in [10, Theorem 1], which established the existence of constant steady state trajectories for single input LPV-systems of the following kinḋ
In such case, the function v(θ) given by (9) turns out to be a constant, independent of θ.
Existence of RSP
In general, providing sufficient conditions for the existence of RSPs is a difficult task, since the analysis of both ρ and w in (6) is required. Throughout this section, in order to derive some closed-form results, the matrix A(θ, 0) will be assumed to be invertible, so that only the function ρ : Θ → R has to be taken into account. Based on this standing assumption, an analytical form of the admissible v ∈ V together with the corresponding inputs u v ∈ U is obtained, thus addressing the main problem of this work. Let us point out that such characterization hinges on the solution to a system of first-order partial differential equations.
Since A(θ, 0) is an invertible matrix, defining the function k :
it follows from Theorem 1 that one can restrict the analysis on candidates v ∈ V of the particular form
Let us state some preliminary facts. For a RSP given by (11), equation (4) reads as
Introducing
and observing that ∇ρ(θ)θ =θ T ∇ T ρ(θ) ∈ R, identity (12) can be resorted as
which constitutes a system of partial differential equations. Let us consider the singular values decomposition
where S(θ,θ) ∈ R n×n and V (θ,θ) ∈ R z×z are two unitary matrices and Z(θ,θ) ∈ R n×z is a rectangular diagonal matrix containing the singular values of F (θ,θ). Let us notice that, since k(θ) andθ are vectors, then rank{F (θ,θ)} = 1 and Z(θ,θ) has only one non-zero entry. In particular, without loss of generality, Z(θ,θ) can be supposed of the following form
Using (16), equation (15) can be rewritten as
Now, let S 1 (θ,θ) ∈ R 1×n and S 2 (θ,θ) ∈ R (n−1)×n be selected such that the following decomposition holds
Accordingly, the system of partial differential equations (18) is equivalent to
It is worth noting that all the previous conditions are both necessary and sufficient for the existence of v ∈ V. Indeed, the system (20-21) is equivalent to (4).
Theorem 2. Let A(θ, 0) be an invertible matrix for any θ ∈ Θ. Then the candidate RSP v(θ) = k(θ)ρ(θ) is inV if and only if:
(ii) setting
the partial differential equation
admits a non-trivial solution ρ(θ) that does not depend onθ.
If the two latter conditions are fulfilled, the corresponding input function is then given by
Proof. A necessary condition for the existence of u v ∈ U and ρ : Θ → R satisfying (21) is
or, equivalently, the existence of λ(θ,θ) such that identity (22) is fulfilled.
In that case, u v (θ,θ) = λ(θ,θ)ρ(θ) and (20) expands as follows
Using α(θ,θ) as defined in (23), the latter is
which is in turn equivalent to (24) . Finally, if there exists a solution ρ(θ) to (20) which does not depend onθ, such solution makes v(θ) in (11) a RSP under the input u v given by (25).
Theorem 2 states two different conditions for the existence of a RSP. Identity (21) is a geometric structural condition and depends only on the plant matrices, while (20) is a differential condition on ρ(θ). In particular, since (20) leads to a linear first order PDE (24), the next result follows.
Corollary. The set V is a vector space. (24), along with any combination ρ 3 = γ 1 ρ 1 + γ 2 ρ 2 ∀γ 1 , γ 2 ∈ R. As a consequence
for any γ 1 , γ 2 ∈ R and its corresponding input is given by the linear relationship u v (θ,θ) = γ 1 u v 1 (θ,θ) + γ 2 u v 2 (θ,θ).
Let us stress that, as (24) is a partial differential equation defined on a space embedded in R z , in order to achieve uniqueness of solution it is in general necessary to assign the value of the solution on a (z − 1)-dimensional manifold. As a consequence, a v ∈ V which solves
can not be expected to be unique for z > 1. A deeper analysis of possible solutions of (24), together with their properties, goes beyond the purpose of this work. Nevertheless, a special case where uniqueness is attained is discussed next.
Two dimensional case
Let us analyze the case of a two-dimensional system with a scalar scheduling parameter, i.e. n = 2 and z = 1. In such a case, a simpler condition to guarantee the existence of RSPs can be established. Towards this goal, let us observe that (15) becomes
Assuming for the sake of simplicity b(θ,θ) = 0 and solving for u v , the following differential equation is obtained
A solution ρ(θ) = 0 with the desired properties can be found if
does not depend onθ. In that case one can set
with corresponding input given by
In this lower dimensional case, the condition (26) is sufficient to guarantee the existence of RSPs. In fact, the geometric condition given by (21) is trivially satisfied by a two-dimensional plant. Moreover, if (26) holds, (27) and (28) give the analytic expressions of the RSP and the control input respectively.
Let us notice that, for instance, condition (26) is fulfilled by any system of the formẋ
i.e., with
and
In this case, Eq. (13) becomes
and the numerator of (26) is given by
while the denominator is
As a consequence, up to basic algebraic computations, it results
which is independent ofθ, as required.
Stability and stabilization of steady-states
Theorem 2 provides sufficient conditions for the existence of reachable scheduled profiles. Hereafter, the asymptotic stability of the corresponding state trajectories is derived from the asymptotic stability of the origin with u(t) = 0. Let us recall that the origin is an asymptotically stable equilibrium state for bounded-rate variations of the varying parameter θ(t) in Θ, witḣ θ ∈Θ ⊆ R z and u(t) = 0, if there exists a parameter-dependent Lyapunov function of the form [11] (note that other conditions for ensuring global asymptotic stability could be considered alternatively, see e.g. [34, 33] )
with P (x(t), θ(t)) = P (x(t), θ(t)) T > 0 anḋ
IfΘ = R z , then stability for arbitrary time variations of θ(t) is obtained.
Notice that the Lyapunov conditionV (x(t), θ(t)) < 0 for (33) reads as:
Theorem 3. Let v ∈V be an arbitrary RSP. If the origin is an asymptotically stable equilibrium state for the LPV system (2) in the uncontrolled case u(t) = 0, then the RSP v(θ) is asymptotically stable for the system subject to the input u v (θ,θ).
Proof. Consider the Lyapunov function:
whose derivative is given by:
From the definition of u v ∈ U, one has
and thus (35) can be rewritten aṡ
The negative definiteness ofΨ(x, u, θ,θ) is then inherited from the uncontrolled condition (34) , and therefore it follows that the parameter-varying steady-state trajectory x ∞ (θ) = v(θ) is asymptotically stable under the input u v (θ,θ) .
The assumption of the asymptotic stability of the origin can be weakened, assuming the existence of a controller gain k(θ,θ) such that the closed-loop systemẋ
results to be asymptotically stable. In fact, using the input
in (2) leads to the stable systeṁ
where the input u v (θ,θ) − k(θ,θ) T v(θ) trivially satisfies (4) for any v ∈ V.
Numerical Examples

A(θ, 0) invertible
The first proposed example illustrates the results given in Section 4.1. Let us consider an LPV plant with
Accordingly, we can define
and, after some algebraic manipulations, condition (26) becomes
which provides the solution ρ(θ) = λe −4θ , λ ∈ R. In this case, the RSP and the corresponding input turns out to be respectively
The same results may be obtained using the singular-value decomposition method based on equations (13)- (25) . The singular value decomposition of f (θ,θ) is
with ζ(θ) = √ 4θ 2 + 12θ + 3. Since S(θ,θ) is a symmetric and unitary matrix, S(θ,θ) −1 = S(θ,θ) and Finally, using (24) we get
thus yielding again the previous results.
In the simulated scenario, we have considered θ ∈ [0, 3] andθ ∈ [−0.5, 0.5], with a trajectory for θ(t) as in Fig.1 . Let us choose λ = 1, and let us compare the behavior of the closed-loop system obtained with different controllers, designed by applying a slightly modified version of (34) , which introduces an additional term 2αP to require the Lyapunov function to decrease with a guaranteed decay rate α. In particular, three values for α are considered: α = 0, α = 1 and α = 10, the first one of which corresponding to the simpler requirement of asymptotic stability. The simulations have been performed starting from the initial state x(0) = 0. Figs. 2-3 show that the closedloop state trajectory converges to the desired steady-state, with a speed of convergence that depends on the value of α (the bigger α is, the faster the dynamics of the closed-loop system is).
A(θ, 0) not invertible
In this second example we consider the LPV system described by the plant matrices
, B(θ,θ) = 1 1 (37)
the necessary condition for the existence of v ∈V is satisfied. By Theorem 1, any RSP v(θ) must lie on a linear space of dimension 1+n−rank{A(θ, 0)} = 2, which in this case coincides with the whole state space. Equation (4) can be used to search for admissible steady-state trajectories for (37). Bearing this in mind, let us seek for RSP of the simple form 
In conclusion, as long as the latter arithmetic conditions are fulfilled, the input u(t) = λu v (θ,θ) keeps the LPV system (37) on the steady-state trajectory
Figs. 4-5 show the simulation responses obtained with λ = 1, a = 2, b = 1 and θ(t) = −1.5 + sin(t). The black dashed line corresponds to the calculated steady-state trajectories, whereas the green solid line corresponds to the simulation with x 0 = (−2, −3.5) T , i.e. with the initial condition on the steady-state. The match between the black and the green lines demonstrates that (2θ(t) + 1, 5θ(t) + 4) is indeed a steady-state equilibrium for the LPV system (37) forced by u(t) = λu v (θ,θ). However, this equilibrium is unstable: in fact a slight variation of the initial condition leads to a divergent behavior, as shown by the red solid lines in Figs. 4-5 , which correspond to the simulations obtained with initial condition x(0) = (−1.99, −3.49) T .
By using a constant Lyapunov matrix [2] and a gridding approach to reduce the infinite number of design conditions to a finite number [32] , a controller gain k(θ,θ) which stabilizes the LPV system for any θ ∈ [−2, −1] andθ ∈ [−1, 1] has been computed. The closed-loop simulation results obtained with an initial condition x(0) = (3, 6.5) T (see Figs. 6-7) demonstrates that the input (36) drives asymptotically the LPV system to the chosen steady-state trajectory.
Conclusions and future work
The characterization of single-input LPV systems admitting scheduled steady-states has been investigated. In particular, steady-state trajectories depending exclusively on the scheduling parameter have been proved to exist and to be reachable if and only if some geometric, structural conditions are met by the plant matrices along with the existence of a solution to a suitable partial differential problem. Such solution can be used to synthesize the control inputs in a closed-form. It is worth to stress that the property of an LPV system to admit a scheduled steady-state is uniform in all possible scheduling parameter trajectories. Furthermore, a Lyapunovbased technique to establish stability or to achieve stabilization of scheduled steady-states has been provided. Future developments will be focused on a deep analysis of the partial differential problem with the aim of obtaining sharp conditions for the existence of solutions, as well as on the extension of the scheduled steady-state concept to multi-input LPV systems. This analysis will be instrumental to tackle the reference tracking problem for LPV systems in cases where the steady-state performance ought to be optimized. 
