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Abstract
We give new examples of compact, negatively curved Einstein manifolds of dimen-
sion 4. These are seemingly the first such examples which are not locally homogeneous.
Our metrics are carried by a sequence of 4-manifolds (Xk) previously considered by
Gromov and Thurston [19]. The construction begins with a certain sequence (Mk) of
hyperbolic 4-manifolds, each containing a totally geodesic surface Σk which is null-
homologous and whose normal injectivity radius tends to infinity with k. For a fixed
choice of natural number l, we consider the l-fold cover Xk →Mk branched along Σk.
We prove that for any choice of l and all large enough k (depending on l), Xk carries
an Einstein metric of negative sectional curvature. The first step in the proof is to
find an approximate Einstein metric on Xk, which is done by interpolating between
a model Einstein metric near the branch locus and the pull-back of the hyperbolic
metric from Mk. The second step in the proof is to perturb this to a genuine solu-
tion to Einstein’s equations, by a parameter dependent version of the inverse function
theorem. The analysis relies on a delicate bootstrap procedure based on L2 coercivity
estimates.
MSC classification 53C21, 58J60; keywords: Einstein metrics, negative curvature
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1 Introduction
1.1 Compact Einstein manifolds with negative scalar curvature
A Riemannian manifold (M,g) is called Einstein if Ric(g) = λg, for some λ ∈ R. This
article gives a new construction of compact Einstein 4-manifolds with λ < 0. To put our
result in context, we recall the other currently known methods for constructing compact
Einstein manifolds with λ < 0.
1. Locally homogeneous Einstein manifolds. These are Einstein manifolds whose
universal cover is homogeneous, i.e, acted on transitively by isometries. Negatively
curved examples include hyperbolic and complex-hyperbolic manifolds.
2. Kähler–Einstein metrics. A compact Kähler manifold with c1 < 0 carries a
Kähler–Einstein metric with λ < 0. This is due to Aubin [2] and Yau [34].
3. Dehn fillings of hyperbolic cusps. Given a finite volume hyperbolic n-manifold
with cusps, one can produce a compact manifold by Dehn filling: each cusp is cut off
at finite distance to produce a boundary component diffeomorphic to a torus T n−1;
this is then filled in by gluing D2 × T n−2 along their common T n−1 boundary. The
resulting manifold depends on the choice of identification of these two copies of T n−1.
For appropriate choices, the Dehn filling carries an Einstein metric with λ < 0. When
n = 3 this is due to Thurston [32]. In this dimension the Einstein metric is in fact
hyperbolic, putting us back in the locally homogeneous case described above. For
n ≥ 4, the Einstein metrics are no longer locally homogeneous. In these dimensions
the original idea is due to Anderson [1] and was later refined by Bamler [4] (see also
the excellent exposition of Biquard [7]).
Of these three constructions, only the first is known to produce Einstein metrics which
are negatively curved, i.e., with all sectional curvatures negative.
Any manifold X produced by Dehn filling admits no metrics of negative curvature,
at least in dimension n ≥ 4. This follows from Preissman’s theorem: if X is a compact,
negatively curved Riemannian manifold then any non-trivial abelian subgroup of π1(X) is
isomorphic to Z. For a Dehn filling, the core T n−2 of the filling is incompressible, giving an
abelian subgroup of π1(X) isomorphic to Z
n−2. We also remark that the Einstein metrics
on Dehn fillings found in [1, 4] explicitly have some positive sectional curvatures.
The situation for Kähler–Einstein metrics is less clear. These metrics are found via an
abstract existence theorem for solutions to a complex Monge–Ampère equation. Unfortu-
nately, this result gives no direct way to describe the Einstein metrics and, in particular, to
estimate the sectional curvatures. The only exception to this is when additional topological
information implies that any Kähler–Einstein metric must actually be complex-hyperbolic
and so locally homogeneous. This happens, for example, when a Kähler surface X satisfies
c1(X)
2 = 3c2(X) (as was noted by Yau [34]). Besides complex-hyperbolic manifolds, there
are no other known examples of negatively curved Kähler–Einstein metrics.
Given this paucity of examples, it is of great interest to find new constructions of
Einstein metrics and, in particular, examples with negative curvature which are not just
locally homogeneous. It is this question we address in this article. We find infinitely many
3
compact 4-manifolds that carry negatively curved Einstein metrics, but that admit no locally
homogeneous Einstein metrics.
The manifolds on which we find our new Einstein metrics were constructed by Gromov
and Thurston [19] in 1987; we briefly describe these manifolds next.
1.2 Statement of the results
In [19] Gromov and Thurston investigated pinching for negatively curved manifolds of
dimension n ≥ 4. They showed that for any ǫ > 0, there exists a compact Riemannian
n-manifold (X, g) with sectional curvatures pinched by −1 − ǫ < sec(h) ≤ −1 and yet
X does not admit a hyperbolic metric. Note that the positively curved analogue of this
statement is false: any compact Riemannian manifold with sectional curvatures pinched
by 1 < sec ≤ 4 is necessarily a quotient of the sphere [5, 25, 9].
A natural question, which motivated this work, is do Gromov and Thurston’s manifolds
carry Einstein metrics? We answer this question positively, at least in dimension 4. In
order to state our main result we first construct a particular family of hyperbolic manifolds
which belong to the class investigated in [19]. The output of our construction is summarised
in the following proposition.
Proposition 1.1. For each n ∈ N, there exists a sequence (Mk) of compact hyperbolic
n-manifolds with the following properties.
1. The injectivity radius i(Mk) satisfies i(Mk)→∞ as k →∞.
2. For each k, there is a nullhomologous totally-geodesic codimension-2 submanifold
Σk ⊂ Mk. Moreover, the normal injectivity radius of Σk satisfies i(Σk,Mk) ≥
1
2 i(Mk).
3. There is a constant C, independent of k such that for all sufficiently large k, the
volume of Σk with respect to the hyperbolic metric satisfies
vol(Σk) ≤ C exp
(
n2 − 3n+ 6
4
i(Mk)
)
(1.1)
We will see that there are infinitely many such sequences (Mk). Gromov and Thurston’s
original construction was based on sequences (Mk) satisfying the first two properties here.
The details are explained in §2.
Since [Σk] = 0, given any fixed integer l ≥ 2, there is an l-fold cover Xk → Mk
branched along Σk. One way to see this is to take a hypersurface Hk bounding Σk, cut
Mk along Hk to produce a manifold-with-boundary M
′
k; now take l copies of M
′
k and glue
their boundaries appropriately. It is important to note that Σk may have many separate
connected components.
The pull-back of the hyperbolic metric from Mk to Xk is singular along the branch
locus, with cone angle 2πl. The main result of this article is that, in dimension 4 at least,
the manifolds produced do indeed carry smooth Einstein metrics:
Theorem 1.2. Fix l ≥ 2 and let (Mk) denote a sequence of compact hyperbolic 4-manifolds
satisfying the conclusions of Proposition 1.1. Let Xk be the l-fold cover of Mk branched
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along Σk. For all sufficiently large k (depending on l), Xk carries an Einstein metric of
negative sectional curvature which is not locally homogeneous.
We remark that actually the manifolds Xk carry no locally homogenous Einstein met-
rics whatsoever. In dimension 4, the only possible locally homogenous Einstein metrics
on a compact manifold with infinite fundamental group are flat, hyperbolic and complex-
hyperbolic [23]. In our particular situation it is relatively straightforward to rule out these
possibilities. First, the Remark 3.6 of Gromov–Thurston’s article [19] explains that the
branched covers Xk never admit hyperbolic metrics. To rule out complex-hyperbolic met-
rics note first that the signature of Xk is zero. (This follows from the fact that [Σk] = 0;
see, e.g., equation (15) in the article [22] of Hirzebruch.) From this, Hirzebruch’s signature
theorem and Chern–Weil it follows that any anti-self-dual metric on Xk is automatically
conformally flat. Since complex-hyperbolic metrics are anti-self-dual but not conformally
flat, they are excluded. Finally, the manifolds Xk admit a negatively curved metric (con-
structed in §3) and so, by Bieberbach’s and Preissman’s theorems, they cannot admit flat
metrics.
Theorem 1.2, together with deep 4-dimensional rigidity results for Einstein metrics on
compact manifolds, gives another way to see the manifolds Xk do not admit negatively
curved locally homogeneous Einstein metrics at all. Indeed, if a compact 4-manifold is
either hyperbolic or complex-hyperbolic then the locally homogeneous metric is the only
possible Einstein metric (up to overall scale). This was proved in the hyperbolic case by
Besson, Courtois and Gallot [6], whilst the complex-hyperbolic case is due to LeBrun [27].
An important feature of our construction is that it is the first occurrence, in the compact
case, of a negatively curved Einstein metric which is not locally homogeneous. Non-
compact examples are relatively easy to find. There is an infinite dimensional family of
Einstein deformations of the hyperbolic metric, found by Graham and Lee [18]; when
the deformation is small enough, the curvature remains negative. In 4 dimensions, a 1-
parameter family of such deformations with an explicit formula was given by Pedersen
[30]. It was recently observed by Cortés and Saha [12] that Pedersen’s metrics are also
negatively curved, even when far from the hyperbolic metric. Other explicit examples can
also be found in [12].
As an aside, we mention that our examples also satisfy another curvature inequality,
namely that W++ R12 < 0 (i.e., it is a negative definite endomorphism of the bundle Λ
+ of
self-dual 2-forms). Again, the only other known compact Einstein examples are hyperbolic
and complex-hyperbolic. This inequality means that the twistor space carries a natural
symplectic structure [17]. It is also central to an alternative gauge-theoretic description of
Einstein 4-manifolds [16]. There is an action functional defined on the space of all definite
connections over a 4-manifold, whose critical points are precisely Levi-Civita connections
for Einstein metrics (this is described in detail in [16]). The Einstein metrics which arise
this way are those for which W+ + R12 is a definite endomorphism of Λ
+. The examples
provided here show that this alternative formulation of Einstein metrics covers more than
just locally homogeneous metrics.
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1.3 Brief outline of the proof
The proof of Theorem 1.2 has two steps. The first, carried out in §3, is similar in spirit to
that of the tightly pinched Gromov–Thurston metrics. We smooth out the pull-back of the
hyperbolic metric from Mk to Xk to find a metric which is approximately Einstein. The
larger the injectivity radius, the better we can make the approximation. It is important
to note, however, that our approximate Einstein metrics are not the same as the tightly
pinched metrics that Gromov and Thurston consider. Inside the normal injectivity radius
we use a fixed model Einstein metric whose sectional curvatures satisfy sec ≤ −c for some
constant 0 < c < 1 which depends only on l (and not on k). The least negative sectional
curvatures, sec = −c, are attained at points on the branch locus. At large distances from
the branch locus, the model is asymptotic to the pull-back of the hyperbolic metric. We
interpolate between these two metrics at a distance which tends to infinity with k. This
gives a metric gk on Xk which is Einstein everywhere except for an annular region of large
radius and fixed width in the tubular neighbourhood around each connected component
of the branch locus. In these annular regions gk is close to Einstein, with error that tends
to zero as k tends to infinity.
The second step of the proof is to use the inverse function theorem to prove that for all
large k, the approximately Einstein metric gk can be perturbed to give a nearby genuine
Einstein metric. This new Einstein metric has sectional curvatures which are very close
to those of gk and so, in particular, are also negative. The analysis involved turns out
to be quite delicate. The fact that gk has negative sectional curvatures leads to the fact
that the linearised Einstein equations (in Bianchi gauge) are invertible, with L2-control.
However, the volume and diameter of Xk are rapidly increasing with k and so weighted
Hölder spaces, rather than Sobolev spaces, are seemingly the appropriate choice of Banach
spaces in which to apply the inverse function theorem. Even with these spaces, however,
we are unable to obtain control over the derivative in every direction. We circumvent this
as follows. Since the metric gk is made by interpolating two Einstein metrics, the error
is supported in a subset Sk ⊂ Xk. We can control the inverse of the derivative when it
acts on sections supported in Sk. This, together with a careful application of the inverse
function theorem, is enough to conclude
We set the problem up in §4 and reduce it to the key estimate, giving control on the
inverse of the linearised Einstein equations on sections supported in Sk. We prove this
estimate in §5. Starting from the uniform L2 control given by the linearised Einstein
equations we perform an involved bootstrap procedure and transform it into a weighted
Hölder control. This relies on Carleman-type estimates for the Green’s operator of the
linearised equations and on a precise control of the volume of the branch locus Σk provided
by (1.1).
We close this brief outline with a comment on dimension. The model Einstein metric
exists in all dimensions n ≥ 4 and gives approximately Einstein metrics on Gromov–
Thurston manifolds for all n ≥ 4. Unfortunately, the control of the volume of the branch
locus provided by Proposition 1.1 is only sufficient for our analytic arguments to work in
dimension four. It would be very interesting to know if our approach could be improved
so as to work in all dimensions.
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2 A spin version of Gromov–Thurston manifolds
In this section we prove Proposition 1.1. In fact we will find infinitely many sequences
(Mk) of compact hyperbolic n-manifolds satisfying the conclusions of Proposition 1.1. As
is mentioned in the introduction, the sequence (Xk) is then found by taking the l-fold cover
Xk →Mk branched along Σk (for some fixed choice of l).
The original construction of Gromov and Thurston uses arithemetic hyperbolic geom-
etry to produce (Mk) satisfying the first two properties of Proposition 1.1. We review this
in the next subsection. To bound the volume of Σk we will make use of recent work of
Murillo [29], which does not apply to all the sequences arising from Gromov–Thurston’s
original construction, but instead to a special subclass of them. Put loosely, we need the
manifolds Mk to be spin. We describe how to arrange this in section 2.2. Section 2.3 then
gives the proof of Proposition 1.1.
2.1 Gromov and Thurston’s construction
Following Gromov–Thurston [19], consider the following quadratic form on Rn+1:
f(x0, . . . , xn) = −
√
2x20 + x
2
1 + · · ·+ x2n
The corresponding pseudo-Riemannian metric on Rn+1 restricts to a genuine Riemannian
metric on the hyperboloid H = {x : f(x) = −1, x0 > 0}. This makes H isometric
to hyperbolic space Hn and gives an identification between the group SO(Rn+1, f) of
orientation-preserving isometries of (Rn+1, f) which are isotopic to the identity, and the
group of orientation preserving isometries of Hn.
We write Γ for those automorphisms of f which are defined over the ring of integers
Z[
√
2]. Explicitly,
Γ = SO(Rn+1, f) ∩GL
(
Z[
√
2], n + 1
)
It is important that the action of Γ on Hn is discrete and cocompact. (This is a classical
result in the study of arithmetic hyperbolic manifolds; the use of
√
2 is precisely to en-
sure the action is cocompact.) The quotient Hn/Γ is a compact hyperbolic orbifold with
singularities corresponding to the fixed points of Γ.
We now explain how to pass to finite covers to remove the orbifold singularities and
increase the injectivity radius. This is a standard technique in hyperbolic geometry, but
since the proof is short and simple, and the conclusion so important to the rest of the
article, we give the details for the benefit of non-experts.
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Let Γ′ ≤ Γ be a finite-index subgroup. Write i(Γ′) for one-half of the minimal displace-
ment of elements of Γ′:
i(Γ′) =
1
2
min{d(γx, x) : x ∈ Hn, γ ∈ Γ′, γ 6= 1}
The point is that when i(Γ′) > 0, the action of Γ′ on Hn is fixed-point free and so the
quotient Hn/Γ′ is smooth (and still compact, because Γ′ has finite index in Γ). In this
case, the injectivity radius of Hn/Γ′ is one-half the length of the shortest closed geodesic,
which is exactly this quantity i(Γ′).
We will find a sequence (Γk) of finite-index subgroups for which i(Γk) → ∞. The key
is the following simple lemma. Let d ≥ 0 and set
Fˆd = {γ ∈ Γ, γ 6= 1 : ∃x ∈ Hn with d(γx, x) ≤ d}
Γ acts on Fˆd by conjugation and we write Fd for the quotient.
Lemma 2.1. For any d ≥ 0, the set Fd is finite
Proof. Suppose for a contradiction that Fd is not finite. Let [γi] ∈ Fd be an infinite sequence
and xi ∈ Hn such that d(γixi, xi) ≤ d. Since Γ is cocompact, by acting by conjugation we
can assume that the xi all lie in a compact set. So a subsequence, which we continue to
denote by xi, converges to a point x. Then by the triangle inequality and for sufficiently
large i,
d(γix, x) ≤ d(γix, γixi) + d(γixi, xi) + d(xi, x) = d(γixi, xi) + 2d(xi, x) ≤ d+ 1
This means that the points γix lie in a compact set and so either the stabiliser of x is
infinite or the orbit of x has an accumulation point, contradicting that the action of Γ is
discrete.
Given k ∈ N, write Γk ≤ Γ for the kernel of the homomorphism given by reducing the
entries mod k, i.e., the homomorphism
Γ →֒ GL(Z[
√
2], n+ 1)→ GL
(
(Z/kZ)[
√
2], n+ 1
)
induced by Z→ Z/kZ. The kernel Γk is a finite-index normal subgroup. Fix d > 0. Since
Fd is finite, for any k sufficiently large, Γk contains none of the corresponding conjugacy
classes. It follows that Mk = H
n/Γk is a compact hyperbolic manifold with injectivity
radius at least d. This gives a sequence of compact hyperbolic manifolds with i(Mk)→∞.
The next step is to find the totally geodesic submanifolds Σk ⊂ Mk. Reflection in the
coordinate x1 gives an isometry of (R
n+1, f). Since the subgroups Γk ≤ Γ normalise it,
this descends to give an isometric involution r1 : Mk → Mk. For each k, the fixed locus
is a totally geodesic hypersurface H1k ⊂ Mk. Similarly reflection in x2 gives an isometric
involution r2 : Mk → Mk with totally geodesic fixed set H2k . The fixed sets H1k ,H2k meet
transversely, since their preimages in Hn are transverse. We let Σk = H
1
k ∩H2k , a totally-
geodesic codimension 2 submanifold. By passing twice to double covers if necessary, we
can assume that both H1k and H
2
k separate Mk; then each H
i
k is orientable, and so Σk is
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too; moreover, Σk is the boundary of the part of H
2
k which lies on one side of H
1
k . This
shows that [Σk] = 0 ∈ Hn−2(Mk,Z).
We also check that the normal injectivity radius satisfies i(Σk,Mk) ≥ 12 i(Mk). To see
this, note that i(Σk,Mk) is equal to one-half of the length of the shortest geodesic γ which
starts and ends on Σk and which meets it at right-angles at these endpoints. Applying
r1 ◦ r2 gives a second geodesic γˆ which joins up with γ to make a smooth geodesic loop, γ˜.
The length of this loop is at least twice i(Mk). This means that
i(Σk,Mk) =
1
2
l(γ) =
1
4
l(γ˜) ≥ 1
2
i(Mk)
as claimed.
2.2 Murillo’s volume estimate
So far, we have followed Gromov and Thurston’s construction precisely. We now turn to
the volume bound, for which we need to modify the construction slightly.
The important new ingredient is a bound of the form
vol(Mk) ≤ AeCi(Mk)
for constants A and C which are independent of k. It is not difficult to show that for
the sequence Mk constructed by Gromov and Thurston, such constants A(n), C(n) exist,
depending only on the dimension n. There is a short self-contained proof of this fact in
§4.1 of [20]. However, for our purposes it is important to know the precise value of C(n).
For the congruence coverings discussed here, Katz–Schaps–Vishne [24] proved that
C(2) = 3/2 and C(3) = 3. (See also the related work [10] of Buser–Sarnack.) For us, of
course, the interest is in n ≥ 4. This was treated in a recent article by Murillo [29], which
shows that, with a couple of caveats, the optimal inequality has
C(n) =
n(n+ 1)
4
The first caveat is that Murillo’s argument works for sequences of congruence subgroups
starting with Spin(Rn+1, f) rather than SO(Rn+1, f). The second is that the congruences
must be determined by prime ideals I ≤ Z[√2] and not just reduction modulo an arbitrary
integer.
We give a brief description of Murillo’s theorem, following the original article closely
(where the reader can also find detailed justifications for everything in this section). In
order to keep the arithmetic to a minimum, we continue to work with the quadratic form
f which is defined over Q(
√
2) but in fact everything holds much more generally, for
admissible quadratic forms defined over totally real number fields. The interested reader
can find the details neatly summarised in Murillo’s article.
We first give the analogue of Γ ⊂ SO(Rn+1, f), namely the subgroup Γ ≤ Spin(Rn+1, f)
of elements defined over the ring of integers Z[
√
2]. To do so, we use the Clifford repre-
sentation of Spin(Rn+1, f). The group Spin(Rn+1, f) is a subgroup of the Clifford algebra
Cliff(Rn+1, f) and so acts on it by left multiplication. To use this to get a matrix repre-
sentation of Spin(Rn+1, f) we fix a basis of Cliff(Rn+1, f). Choose first a basis e0, . . . , en
9
of Rn+1 with respect to which the innerproduct gf defined by f is standard:
gf (ei, ej) =


−1 if i = j = 0
1 if i = j > 0
0 if i 6= j
Then Cliff(Rn+1, f) has as basis the 2n+1 elements of the form ei1 · · · eir where i1 < · · · < ir
and r = 0, . . . , n+ 1. With respect to this basis, left multiplication by Spin on Cliff gives
a faithful representation
ρL : Spin
(
Rn+1, f
) →֒ GL (R, 2n+1)
We now set Γ ⊂ Spin(Rn+1, f) to be
Γ = Im ρL ∩GL
(
Z[
√
2], 2n+1
)
Γ has an explicit description in terms of the above basis for Cliff(Rn+1, f). Given J =
(i1, . . . , ir) we write eJ = ei1 · · · eir for the corresponding basis element of the Clifford
algebra. Then
Γ =

γ =
∑
|J | even
cJeJ ∈ Spin(Rn+1, f) : cJ ∈ Z[
√
2] for J 6= ∅, c∅ − 1 ∈ Z[
√
2]


Γ acts on Hn via
Γ →֒ Spin(Rn+1, f)→ SO(Rn+1, f)
(where the second arrow is the standard double cover). The crucial fact is that the resulting
action of Γ is discrete and cocompact and so Hn/Γ is a compact hyperbolic orbifold. (Again
this is a foundational fact in the study of arithmetic hyperbolic manifolds.)
We now pass to finite covers. Let I ⊂ Z[√2] denote an ideal. We obtain a normal
subgroup ΓI ≤ Γ as the kernel of the homomorphism
Γ→ GL
(
Z[
√
2]/I, 2n+1
)
Explicitly,
ΓI =

γ =
∑
|J | even
cJeJ ∈ Γ : cJ ∈ I for J 6= ∅, c∅ − 1 ∈ I

 (2.1)
We are now in a position to state Murillo’s Theorem.
Theorem 2.2 (Murillo’s volume bound [29]). Let Ik ⊂ Z[
√
2] be a sequence of prime
ideals with |Z[√2]/Ik| → ∞ and write ΓIk ≤ Γ for the corresponding normal subgroups
of Γ. Then for sufficiently large k, the quotient Mk = Hn/ΓIk is smooth and there is a
constant A such that for all k,
vol(Mk) ≤ A exp
(
n(n+ 1)
4
i(Mk)
)
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The key observation in Murillo’s proof is to control the hyperbolic displacement of an
element s ∈ Spin(Rn+1, f) by the size of the coefficient of e∅ in the expression s =
∑
cJeJ of
s in terms of the chosen basis of Cliff(Rn+1, f). From here he is able to control the minimal
displacement i(ΓI) from below in terms of the cardinality of the quotient Z[
√
2]/I. At the
same time, the index [Γ : ΓI ] can be controlled from above in terms of this same quantity
and, since volume is proportional to index, this leads to Theorem 2.2.
2.3 Proof of Proposition 1.1
We now give the proof of Proposition 1.1. Let Ik ⊂ Z[
√
2] be a sequence of prime ideals as
in Murillo’s Theorem, let ΓIk ⊂ Γ and writeMk = Hn/ΓIk for the corresponding hyperbolic
manifolds. We can for instance take Ik = pkZ[
√
2] for a suitable increasing sequence of
prime numbers (pk). Just as before, i(Mk)→∞ as k →∞.
To find the nullhomologous totally geodesic codimension 2 submanifold Σk ⊂ Mk we
copy the same argument. Recall that the natural action ρ : Spin(Rn+1, f)→ SO(Rn+1, f)
is given by ρ(s)(v) = svs−1 where we treat v ∈ Rn+1 as an element of the Clifford algebra,
and the product on the righthand side of this formula is the Clifford product. We can
also represent reflections in a similar way. Let e0, . . . , en be a basis of R
n+1 for which f is
standard and consider the linear transformation r1 of Cliff(R
n+1, f) given by r1(c) = e1ce1.
Note that for any multi-index J ,
r1(eJ ) =
{
−1|J |+1eJ if 1 /∈ J
−1|J |eJ if 1 ∈ J
In particular, r1 preserves R
n+1 ⊂ Cliff(Rn+1, f) where it acts as reflection in the hy-
perplane orthogonal to e1. Moreover, from the description (2.1) of ΓIk , it follows that
r1(ΓIk) = ΓIk . Now for any s ∈ Spin(Rn+1, f),
r1(ρ(s)(v)) = ρ(r1(s))(r1(v))
So r1 descends to an isometry of Mk, with fixed locus a totally geodesic hypersurface
H1k ⊂ Mk. Similarly, there is a second totally geodesic hypersurface H2k ⊂ Mk coming
from reflection orthogonal to e2. Just as in the Gromov–Thurston construction, we can
assume that the H ik each separateMk by passing twice to a double cover if necessary. Then
Σk = H
1
k ∩H2k is totally geodesic and bounds the part of H2k which lies on one side of H1k
and so the homology class [Σk] vanishes. Again, as in the Gromov–Thurston situation, we
have that the normal injectivity radius satisfies i(Σk,Mk) ≥ 12 i(Mk).
It remains to prove the volume bound (1.1) on Σk. We control the volume of Σk in two
steps. Write i(H1k ,Mk) for the normal injectivity radius of H
1
k ⊂ Mk. By considering the
volume of an embedded tubular neighbourhood of H1k of maximal radius we have
vol(H1k)e
(n−1)i(H1k ,Mk) ≤ A1 vol(Mk) (2.2)
where A1 is independent of k. Similarly, by considering an embedded tubular neighbour-
hood of Σk in H
1
k of maximal radius, we find a constant A2 such that
vol(Σk)e
(n−2)i(Σk ,H
1
k) ≤ A2 vol(H1k) (2.3)
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Now i(Σk,H
1
k) ≥ i(Σk,Mk) ≥ 12 i(Mk) and, similarly, i(H1k ,Mk) ≥ 12 i(Mk). Using this and
putting (2.2) and (2.3) together we see that
vol(Σk) ≤ A1A2 vol(Mk)e
3−2n
2
i(Mk) (2.4)
The bound 1.1 now follows from (2.4) and Theorem 2.2. (Note that if we passed to double
covers to ensure the H ik separated and [Σk] = 0, then the volume would at worst quadruple
and at worst the injectivity radius is unchanged.)
3 The approximate solution
In this section we give the construction of the approximate solutions to Einstein’s equations.
Recall that in the previous section we constructed a sequence of hyperbolic n-manifolds
(Mk, hk), each containing a totally geodesic hypersurface Hk ⊂ Mk whose boundary Σk
is also totally geodesic. The injectivity radius i(Mk) of Mk tends to infinity with k and
1
2 i(Mk) is a lower bound for the normal injectivity radius of Σk ⊂ Mk. We denote by
p : Xk → Mk the l-fold cover branched along Σk. We abuse notation by using Σk to also
denote the branch locus in Xk.
Define a function r : Xk → R by setting r(x) to be the distance of p(x) ∈ Mk from
the branch locus Σk. As a notational convenience, we set u = cosh(r). Write Uk,max =
cosh(12 i(Mk)) and pick a sequence (Uk) which tends to infinity, with Uk <
1
2Uk,max. The
main result of this section is the following.
Proposition 3.1. For each k, there is a smooth Riemannian metric gk on Xk with the
following properties:
1. For any m ∈ N and 0 ≤ η < 1, there is a constant A such that for all k,
‖Ric(gk) + (n− 1)gk‖Cm,η ≤ AU1−nk
2. There is a constant c > 0 such that for all k, sec(gk) ≤ −c.
3. Ric(gk) + (n− 1)gk is supported in the region 12Uk < u < Uk.
4. For any m ∈ N, there exists a constant C such that for all k, ‖Rm(gk)‖Cm ≤ C.
The metric gk will be given by interpolating in the region
1
2Uk < u < Uk between a
model Einstein metric defined on a tubular neighbourhood of Σk ⊂ Xk and the hyperbolic
metric p∗hk pulled back via the branched cover p : Xk → (Mk, hk) on the complement of
this tubular neighbourhood. In Proposition 3.1 the Hölder norms are defined with respect
to the metric gk (see definition 4.6 for the explicit definition used in this paper for the
Hölder norms). We begin by describing the model.
3.1 The model Einstein metric
Write (Hn, h) for hyperbolic space of dimension n. Denote by S ⊂ Hn a totally geodesic
copy of Hn−2. We can write h as
h = dr2 + sinh2(r)dθ2 + cosh2(r)hS
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where hS is the hyperbolic metric on S. Here, (r, θ) ∈ (0,∞)×S1 are polar coordinates on
the totally geodesic copies of H2 which are orthogonal to S. The hypersurfaces given by
setting θ constant are the totally geodesic copies of Hn−1 containing S. In fact, it will be
more convenient to use the coordinate u = cosh(r); the hyperbolic metric then becomes
h =
du2
u2 − 1 + (u
2 − 1)dθ2 + u2hS (3.1)
This expression is valid for (u, θ) ∈ (1,∞)× S1.
We will consider a family ga of Einstein metrics depending on a parameter a ∈ R.
When a = 0, we recover h, whilst for a 6= 0 the metric has a cone singularity along S, with
cone angle varying with a. By an appropriate choice of a, the metric will have the correct
cone angle to become smooth when pulled back by an l-fold cover ramified along S.
The metrics we will consider all have the form
g =
du2
V (u)
+ V (u)dθ2 + u2hS (3.2)
where V is a smooth positive function.
Proposition 3.2. The metric (3.2) solves Ric(g) = −(n− 1)g precisely when
V (u) = u2 − 1 + a
un−3
(3.3)
for some a ∈ R.
Proof. The proof of this is a direct and standard calculation, but we give the details since
certain parts (notably the description of the Levi-Civita connection and curvatures) will
be useful later. We use the convention that our indices i, j run between 1, . . . , n − 2. Let
f i be an orthonormal coframe for (S, hS), and write ω
i
j for the connection matrix of the
Levi-Civita connection of hS , i.e, ∇hSf i = ωij ⊗ f j. Let W 2 = V , then
ei = uf i, en−1 =W−1du, en =Wdθ
is an orthonormal coframe for g. We have the following formulae for the exterior derivatives:
dei = ωij ∧ ej −
W
u
ei ∧ en−1
den−1 = 0
den =W ′en−1 ∧ en
From here we can write down the connection matrix, A, for the Levi-Civita connection
of g. To ease notation, we write e for the column vector with entries e1, . . . , en−2.
 ∇e∇en−1
∇en

 =

 ω −Wu e 0W
u e
t 0 W ′en
0 −W ′en 0

⊗

 een−1
en

 (3.4)
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Next we compute the curvature matrix, Ω = dA−A ∧A:
Ωij = (dω − ω ∧ ω)ij + W
2
u2
ei ∧ ej
Ωi,n−1 =
W ′W
u
ei ∧ en−1
Ωi,n =
W ′W
u
ei ∧ en
Ωn−1,n =
(
W ′′W + (W ′)2
)
en−1 ∧ en
From here we can read off the components of the curvature tensor, Rabcd = −
〈
Ωab, e
c ∧ ed〉.
We use the convention that a Roman index takes the values 1, . . . , n − 2, whilst a Greek
index takes the values n− 1, n. Since (S, hS) is hyperbolic, the non-zero components are:
Rijkl = −1 +W
2
u2
(δikδjl − δilδjk)
Riµiµ = −W
′W
u
Rµνµν = −
(
W ′′W + (W ′)2
)
whilst the remaining components are zero:
Riµνρ = 0
Rijµν = 0
Riµjν = 0 unless i = j and µ = ν
Rijkµ = 0
Rµνρσ = 0 unless µ = ρ and ν = σ
(One can also use symmetry arguments to show these components vanish. For example,
for any point p there is an isometry given by an inversion in S which fixes p, reverses the
ei and leaves the eµ unchanged. It follows that any component with an odd number of
Roman indices must vanish.)
From here we can compute the Ricci curvature, which is diagonal:
Rij =
[
(3− n) 1 +W
2
u2
− 2W
′W
u
]
δij (3.5)
Rµν =
[
(2− n)W
′W
u
− (W ′′W + (W ′)2)] δµν (3.6)
Riµ = 0 (3.7)
To find an Einstein metric with Ric = −(n− 1)g, it suffices to solve
(3− n) (1 +W 2)− 2W ′Wu = −(n− 1)u2 (3.8)
because this sets Rii = −(n − 1) and then differentiating (3.8) with respect to u we also
get that Rµµ = −(n− 1). Equation (3.8) rearranges to give
V ′ +
n− 3
u
V = (n− 1)u− (n− 3)u−1
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and a simple integrating factor shows that the solutions of this equation are
V (u) = u2 − 1 + a
un−3
(where a ∈ R) as claimed.
When V is given by (3.3), we denote the metric (3.2) by ga. We next consider the
singularity of the metric ga. The metric is smooth for those values of u for which 0 <
V (u) < ∞. Write ua for the largest root of V . At least when ua > 0, the metric ga is
defined for u ∈ (ua,∞). The metric ga has a cone singularity at u = ua. The next lemma
describes how the cone angle depends on a.
Lemma 3.3. Let
v =
√
n− 3
n− 1 , amax =
2
n− 1v
n−3 (3.9)
1. We have ua > 0 if and only if a ∈ (−∞, amax]. The map a 7→ ua is a decreasing
homeomorphism (−∞, amax]→ [v,∞).
2. When a ∈ (−∞, amax), the metric ga has a cone singularity along S at u = ua, with
cone angle 2πca ∈ (0,∞).
3. The map a 7→ ca is a decreasing homeomorphism (−∞, amax]→ [0,∞). In particular,
as a runs from 0 to amax, the cone angle takes every value from 2π to 0 precisely
once.
Proof. The number ua is the largest solution of f(u) = a where f(u) = (1 − u2)un−3, so
the first assertion follows from a sketch of the graph of f . We now turn to the second
assertion. For u near to ua we have
V (u) = 2ca(u− ua) +O
(
(u− ua)2
)
where ca =
1
2V
′(ua). The substitution s =
√
2
ca
(u− ua) shows that for s ∼ 0, the metric
becomes
ga ∼ ds2 + c2as2dθ2 + (w + ua)2hV
Therefore the metric has a conical singularity at s = 0, i.e., at u = ua, with a cone angle
of 2πca. Finally, V
′(u) = 2u+ (3− n)au2−n so
2ca = 2ua + (3− n)au2−na
= (n− 1)ua + (3− n)u−1a
where in the second line we have used that f(ua) = 0. By the first assertion we deduce
that a 7→ ca is a homeomorphism (−∞, amax] → [0,∞). Finally, c0 = 1 and so as a runs
from 0 to amax the cone angle varies from 2π to 0 exactly as claimed.
We now prove that the sectional curvatures of gk are all negative:
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Lemma 3.4. For a ∈ (0, amax), the metric ga is negatively curved, with all sectional
curvatures satisfying
sec ≤ −1 + n− 3
2
au1−na < 0
Proof. In the proof of Proposition 3.2, we computed the curvature tensor of ga. The only
non-zero components are:
Rijkl = −(1 + au1−n) (δikδjl − δilδjk)
Rµνρσ = −
(
1 +
(n− 3)(n− 2)
2
au1−n
)
(δµρδνσ − δµσδνρ)
Riµiµ = −1 + n− 3
2
au1−n
From this, the vanishing of the other components of the curvature, and the fact that a > 0
it follows that the largest sectional curvatures are
Riµiµ ≤ −1 + n− 3
2
au1−na < −1 +
n− 3
2
amaxv
1−n = 0
Remark 3.5. Notice that as u → ∞, the metric ga approaches the hyperbolic metric.
The metrics ga are Riemannian analogues of static generalized Kottler metrics, which are
solutions of the Lorentzian Einstein’s equations with a negative cosmological constant. We
refer for instance to Chruściel–Simon [11] for a study of Kottler spacetimes.
Remark 3.6. In the course of this article, we will only use ga for a ∈ (0, amax), for which
the cone angle is smaller than 2π, but the whole family of metrics is useful in another
context. Let (Y, hY ) be a compact hyperbolic (n− 2)-manifold and S1ρ the circle of radius
ρ. As we now explain, our model Einstein metrics give Poincaré–Einstein fillings of the
product metric on Y ×S1ρ for any choice of ρ. (In particular, when Y is a surface of genus
at least 2, we fill any product conformal structure on Y × S1.)
First, we recall the definition of a Poincaré–Einstein metric. Let X be a compact
manifold with boundary ∂X. A function x : X → [0,∞) is called boundary defining if
x−1(0) = ∂X and x vanishes transversely. A Poincaré–Einstein metric is an Einstein metric
g on the interior ofX such that the conformal rescaling x2g extends smoothly to a metric on
the whole of X. The restriction x2g|∂X gives a metric on ∂X whose conformal structure is
independent of the choice of boundary defining function; this conformal structure is called
the conformal infinity of g.
Consider now the metric ga defined by (3.2) and (3.3), but with hS replaced by the
hyperbolic metric hY on Y and with θ lying in the circle of radius c
−1
a = ρ. This gives a
metric on Y × R2 and the choice of range for θ ensures that it is smooth across Y × {0}.
Put x = u−1; then
x2ga =
(
1 +O(x2)
) (
dx2 + dθ2
)
+ hY
which extends to the boundary at infinity, x = 0, where it restricts to give the metric
dθ2 + hY . Thanks to the choice of ca, this is the product metric on Y × S1ρ .
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3.2 The sequence of interpolated metrics
We now transfer the model metric to our sequence (Mk) of compact hyperbolic n-manifolds.
We keep the notation introduced at the beginning of Section 3. We let (Uk) be a sequence
tending to infinity with k with Uk <
1
2Uk,max.
Let Σ0k denote a connected component of Σk. Using geodesics orthogonal to Σ
0
k, we
can set up a tubular neighbourhood of Σ0k in which the hyperbolic metric on Mk is given
by
du2
u2 − 1 + (u
2 − 1)dθ2 + u2hΣ
Here hΣ is the hyperbolic metric on Σ
0
k and u = cosh(r) where r is the distance to Σ
0
k.
The hypersurface θ = 0 corresponds to the totally geodesic hypersurface Hk; in general
θ(p) is the angle that the shortest geodesic from p to Σ0k makes with Hk. This expression
is valid for (u, θ) ∈ [1, Uk,max)× S1.
Let a ∈ (0, amax). We define a new metric near Σ0k interpolating between ga and the
hyperbolic metric as follows. Let χ : R → [0,∞) be a smooth function with χ(u) = 1 for
u ≤ 1/2 and χ(u) = 0 for u ≥ 1. Write
V (u) = u2 − 1 + a
un−3
χ
(
u
Uk
)
(3.10)
and consider the corresponding metric
du2
V
+ V dθ2 + u2hΣ
The factor χ(u/U) has the effect of interpolating between the Einstein model of the previous
section for u ≤ 12Uk and the hyperbolic metric for u ≥ Uk. Since the model is close to
hyperbolic at large distances from Σ0k, when Uk is large this interpolation does not change
the metric very much. As we will see, this means that the result is close to Einstein.
We also note that in terms of the intrinsic distance r from Σ0k, we are using the Einstein
model for r < logUk and the hyperbolic metric for r > logUk+log 2, so the band on which
the interpolation takes place has fixed geodesic width, independent of k.
The expression for the interpolated metric is valid for (u, θ) ∈ (ua, Uk,max)×S1, where
ua < 1 (since a > 0). We remove the tubular neighbourhood of Σ
0
k at a distance Uk and
glue this new metric in. The result is a metric on the same manifold, which is smooth
across u = Uk and which has a cone singularity along Σ
0
k of angle 2πca. Carrying out
this procedure at every connected component of Σk we obtain a metric g˜k on Mk which is
Einstein near Σk, hyperbolic at long distances from Σk, and has cone singularities along
each component of Σk, of angle 2πca.
We now pass to the l-fold branched cover p : Xk →Mk. By Proposition 3.3, there is a
unique value of a ∈ (0, amax) for which the cone angles of g˜k are 2π/l. It follows that the
pull-back metric gk = p
∗g˜k is smooth on the whole of Xk, even across the branch locus.
We are now in position to prove Proposition 3.1.
Proof of Proposition 3.1. We begin with part 1. Let m ∈ N and 0 ≤ η < 1. We must show
that there is a constant A, depending on m, η and l, but not on k, such that
‖Ric(gk) + (n− 1)gk‖Cm,η ≤ AU1−nk
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The only place in which Ric(gk) + (n − 1)gk is non-zero is the interpolation region. Here
we can use equations (3.5), (3.6) and (3.7) to compute the Ricci curvature. We obtain
Ric(gk) + (n− 1)gk = Fk(u)
∑
ei ⊗ ei +Gk(u)
(
en−1 ⊗ en−1 + en ⊗ en)
Fk(u) = −au2−nU−1k χ′(u/Uk)
Gk(u) =
n− 4
2
au2−nU−1k χ
′(u/Uk)− 1
2
au3−nU−2k χ
′′(u/Uk)
Note that Fk, Gk = O(U
1−n
k ) and so it follows that
‖Ric(gk) + (n− 1)gk‖C0 ≤ AU1−nk
for some constant A depending only on a (and hence l).
We now look at the higher derivatives. It is immediate from (3.4) that, in the interpo-
lation region,
‖∇ei‖C0 and ‖∇eµ‖C0 = O(1)
It also follows from (3.4) that the higher derivatives are bounded. The calculation showing
this is straightforward, but admittedly messy and we suppress the details. (In checking
this, it is helpful to remember that the vector W∂u = (u+O(1))∂u is unit length.)
Next we look at the coefficient functions Fk, Gk. We claim that
(u∂u)
mFk and (u∂u)
mGk = O(U
1−n
k ) (3.11)
Since W∂u = (u+O(1))∂u, this claim implies that the coefficient functions Fk and Gk are
both O(U1−nk ) in C
m and hence (since the coframe is bounded in Cm) proves the result for
η = 0. Since the Cm+1-norm controls the Cm,η-norm it also proves the result for η > 0.
To prove (3.11), assume inductively that (u∂u)
m−1Fk, say, is a linear combinations of
terms of the form upU qkχ
(k)(u/Uk) where p+ q = 1− n. Then, since
u∂u
(
upU qkχ
(k)(u/Uk)
)
= pupU qkχ
(k)(u/Uk) + u
p+1U q−1k χ
(k+1)(u/Uk)
we see that (u∂u)
mFk is also a linear combination of terms of the same type. It follows
that (u∂u)
mFk is O(U
1−n
k ) as claimed. The same argument applies to Gk.
We now move to part 2, showing that there is a constant c > 0 such that for all large k,
sec(gk) ≤ −c. For u ≤ 12Uk the metric gk agrees with the model whose sectional curvatures
are uniformly bounded away from 0, thanks to Lemma 3.4. For u ≥ Uk, the metric gk is
hyperbolic. In the interpolation region 12Uk < u < Uk, the metric is given by the ansatz
(3.2) with V given by (3.10). In Proposition 3.2, the curvature tensors of such metrics are
computed and it follows from the formula for V that in this region sec(gk) = −1+O(U1−nk ).
Part 3, which asserts that the tensor Ric(gk) + (n − 1)gk is supported in the region
1
2Uk ≤ u ≤ Uk, is immediate from the construction.
It remains to prove part 4, that ‖Rm(gk)‖Cm ≤ C for all k. First, note that the
model metric is asymptotically hyperbolic and so its curvature tensor is bounded in Cm.
Secondly, outside of the interpolation region, the metric gk is genuinely hyperbolic. So it
suffices to prove the bound in the interpolation region, and this follows from the previous
calculations.
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4 The inverse function theorem
Our aim in this and the next section is to show that for all sufficiently large k there is an
Einstein metric on Xk near to gk. In this section we will set this up as a question about
the inverse function theorem and reduce it to a key analytic estimate. We will then prove
this estimate in the case n = 4 in the following section.
4.1 The Bianchi gauge condition
We will apply the implicit function theorem to a non-linear elliptic map between appropri-
ate Banach spaces. Einstein’s equations are diffeomorphism invariant and so not directly
elliptic. We deal with this in the standard way (appropriate for Einstein metrics with
negative scalar curvature) by adding an additional term, a technique called Bianchi gauge
fixing. We describe this briefly here and refer to [1, 7] for proofs of the results we use.
The following applies to arbitrary closed Riemannian manifolds (X, g), and so we mo-
mentarily drop the k subscript to ease the notation. We write divg : C
∞(S2T ∗X) →
C∞(T ∗X) for the divergence of a symmetric 2-tensor. In abstract index notation, we
have (divgh)p = −∇qhpq, where ∇ is the Levi-Civita connection. We write div∗g for the
L2-adjoint. Again, in index notation, (div∗gα)ab = ∇(aαb) := 12(∇aαb +∇bαa).
A computation gives that the linearisation of the Ricci curvature is
(dg Ric)(s) =
1
2
∆L(s)− div∗gdivg(s)−
1
2
∇dTrg(s) (4.1)
where ∆L is the Lichnerowicz Laplacian:
∆L(s) = ∇∗∇+Ricg ◦s+ s ◦ Ricg −2Rmg(s)
In index notation this is
(∆Ls)ab = ∇p∇psab +R pa spb +R pb spa − 2spqRapbq
Define the Bianchi operator Bg : C
∞(S2T ∗X)→ C∞(T ∗X) by
Bg(h) = divgh+
1
2
d(Trg h) (4.2)
Note that the contracted Bianchi identity gives Bg(Ric(g)) = 0. Now given a pair of
metrics g, h, we write
Φg(h) = Ric(h) + (n− 1)h + div∗h (Bg(h)) (4.3)
Here div∗h is the formal adjoint of divh, taken with respect to the L
2 innerproduct defined
by h. We call Φg the Einstein operator in Bianchi gauge relative to g.
One can check that the addition of this second term produces an elliptic map. We
write Lh for the derivative of Φg at h. The case h = g is the simplest:
Lg(s) =
1
2
∆L + (n− 1)s (4.4)
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The derivative at a general point is slightly more awkward. To describe it, we introduce
the following notation. Given a metric h, a section s ∈ C∞(S2T ∗X) and a 1-form α ∈
C∞(T ∗X) we consider the quantity
lim
t→0
(div∗h+ts − div∗h)α
t
i.e., the infinitesimal change of div∗h(α) when h moves in the direction s. This has an
expression of the form α ∗ ∇s where ∇ is the Levi-Civita connection of h and ∗ denotes
some universal algebraic contraction. (See for example, the discussion in §2.3.1 of [33].)
We can now give the formula for Lh:
Lh(s) =
1
2
∆L,h(s) + (n− 1)s + div∗h(divg − divh)(s)
+
1
2
∇hd (Trg(s)− Trh(s)) +Bg(h) ∗ ∇h(s) (4.5)
(where ∇h denotes the Levi-Civita connection of h). This follows by direct differentiation
of (4.3) together with the linearisation of Ricci curvature (4.1). Since Bg(g) = 0, (4.4)
follows from (4.5).
The precise expression for Lh is not important in what follows. What is essential is
that it is locally Lipschitz continuous in h. More precisely:
Lemma 4.1. Fix an integer m ≥ 2 and 0 ≤ η < 1. Given K > 0 there exist constants
δ, C > 0 such that if g, h, h˜ are Riemannian metrics on the same n-dimensional manifold
with
‖g − h‖Cm,η , ‖g − h˜‖Cm,η < δ
‖Rmg ‖Cm−2,η < K
where the norms are defined by g, then
‖(Lh − Lh˜)(s)‖Cm−2,η ≤ C‖h− h˜‖Cm,η‖s‖Cm,η
for all symmetric 2-tensors s ∈ Cm,η. (Here Lh and Lh˜ are both defined using g as the
reference metric for the Bianchi gauge.)
This is again a standard result and we omit the proof. When there is no ambiguity we
write Cm,η for the space of sections of S2T ∗X of regularity Cm,η, and the Hölder norms
in Lemma 4.1 are measured with respect to g (see Definition 4.6 for the explicit definition
of the Hölder norms used in this article). Lemma 4.1 implies that Φg : C
m,η → Cm−2,η is
a continuously differentiable map of Banach spaces. (Strictly speaking, the domain of Φg
is the open subset of Cm,η consisting of positive definite sections.)
We next recall another important fact about Bianchi gauge: at least in the case of
negative Ricci curvature, zeros of Φg are precisely Einstein metrics. To see this, one
computes that
2Bh ◦ div∗h = ∇∗h∇h − Ric(h) (4.6)
In particular, when Ric(h) is negative, Bh ◦ div∗h is an isomorphism. From this, the next
result follows easily.
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Lemma 4.2. Let (X, g) be a closed Riemannian manifold and h a second metric on X
with Ric(h) < 0. If Φg(h) = 0 then in fact Ric(h) = −(n− 1)h and Bg(h) = 0.
Proof. Since Bh(Rich) = 0 = Bh(h) the fact that Bh(Φg(h)) = 0 implies Bh(div
∗
hBg(h)) =
0. Equation (4.6) and integration by parts then implies that Bg(h) = 0 and so Rich =
−(n− 1)h.
4.2 The linearisation is invertible
We return to our sequence (Xk, gk) of approximately Einstein metrics, constructed in §3.
Write Φk = Φgk for the Einstein operator in Bianchi gauge relative to gk. By Propo-
sition 3.1, we have that Φk(gk) = O(U
1−n
k ). We would like to apply the inverse func-
tion theorem to Φk to show that for sufficiently large k there is a metric h near to gk
with Φk(h) = 0. Since gk has negative curvature, the same will be true of h and so, by
Lemma 4.2, h will be the Einstein metric we seek.
The first step in applying the inverse function theorem is to show that the linearised
operator is an isomorphism. The following result proves this with a certain amount of
uniformity. We show that the linearisation Lg of Φk at g is invertible for g on a definite
neighbourhood of gk whose diameter is bounded below independently of k. We also obtain
uniform L2 estimates on the inverse operator.
Proposition 4.3. There exist constants δ > 0 and C > 0 such that for all sufficiently
large k, if g is a Riemannian metric on Xk with
‖g − gk‖C2 ≤ δ
then, for any C2 symmetric bilinear form s,∫
Xk
〈Lg(s), s〉g dvolg ≥ C
∫
Xk
|s|2gdvolg (4.7)
It follows that for any m ≥ 2 and 0 < η < 1, the linearisation Lg : Cm,η → Cm−2,η is an
isomorphism.
In the statement of Proposition 4.3 it is implicit that the Hölder norm is taken with
respect to the metric gk. Throughout the proof we use the fact that, provided δ is small
enough, the C0 norms defined by g and gk are equivalent uniformly in k. We will switch
between them without further comment. Our proof is an adaptation of an argument used
by Koiso [26] to investigate the rigidity of negatively curved Einstein metrics. In our
situation, there are additional complications. Firstly, gk is not an Einstein metric, merely
close to Einstein, and secondly we do not linearise at gk (the metric used to define Bianchi
gauge) but instead at nearby metrics g. We explain how to push through Koiso’s argument
via a series of Lemmas.
Lemma 4.4. There exist constants δ0 > 0 and C > 0 such that for all 0 < δ ≤ δ0 and all
sufficiently large k, if g is a Riemannian metric on Xk with
‖g − gk‖C2 ≤ δ
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then, for any C2 symmetric bilinear form s,
∫
Xk
〈Lg(s), s〉g dvolg ≥
(
1
2
−Cδ
)∫
Xk
|∇s|2gdvolg − Cδ
∫
Xk
|s|2gdvolg
−
∫
Xk
〈Rmg(s), s〉g dvolg (4.8)
(where ∇ is the Levi-Civita connection of g).
Proof. From the expression (4.5) for Lg, we can write∫
Xk
〈Lg(s), s〉g dvolg =
1
2
∫
Xk
|∇s|2gdvolg + I1 + I2 + I3 + I4 + I5
where
I1 =
∫
Xk
〈
1
2
(Ricg ◦s + s ◦ Ricg) + (n− 1)s, s
〉
dvolg
I2 =
∫
Xk
〈
div∗g(divgk − divg)(s), s
〉
dvolg
I3 =
∫
Xk
〈∇d(Trg s− Trgk s), s〉 dvolg
I4 =
∫
〈Bgk(g) ∗ ∇s, s〉dvolg
I5 = −
∫
Xk
〈Rmg(s), s〉 dvolg
(where ∇ denotes the Levi-Civita connection of g.)
We first claim that there is a constant c1 > 0 such that
|I1| ≤ c1δ
∫
Xk
|s|2gdvolg (4.9)
To see this, note that if two metrics are close in C2, then their Ricci curvatures are close
in C0. More precisely, given any K > 0, there are positive real numbers δ > 0 and c > 0
such that if g, h are two Riemannian metrics on the same manifold with
‖g − h‖C2 ≤ δ
‖Rmh ‖C2 ≤ K
then
‖Ricg −Rich ‖C0 ≤ C‖g − h‖C2
(This follows straight from the definitions; for a proof see, for example, Lemma 2.8 of [15].)
The metrics gk have uniformly bounded curvature tensors and so applying this to h = gk,
we get that for all large k,
‖Ricg −Ricgk ‖C0 ≤ Cδ
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By Proposition 3.1, for all k sufficiently large, ‖Ricgk +(n− 1)gk‖C0 ≤ δ and so there is a
constant c1 > 0 such that
‖Ricg +(n− 1)g‖C0 ≤ c1δ (4.10)
From this we see that∣∣∣∣
〈
1
2
(Ricg ◦s+ s ◦Ricg) + (n− 1)s, s
〉∣∣∣∣ ≤ c1δ|s|2
Integrating this proves (4.9)
We next prove that, provided δ > 0 is small enough, there is a constant c2 such that
|I2| ≤ c2δ
(∫
Xk
|s|2g + |∇s|2g
)
dvolg (4.11)
To see this, note that since g and gk are δ-close in C
2, their Levi-Civita connections are
cδ-close in C1. In particular there is a constant c > 0 such that at all points
|(divgk − divg) (s)|g ≤ cδ (|s|g + |∇s|g)
We thus have
|I2| ≤
∫
Xk
|〈(divgk − divg) s,divgs〉|g dvolg
≤ cδ
∫
Xk
|∇s|g (|s|g + |∇s|g) dvolg
and now (4.11) follows by Young’s inequality.
In exactly the same way, we see that there are constants c3, c4 such that
|I3| ≤ c3δ
(∫
Xk
|s|2g + |∇s|2g
)
dvolg (4.12)
|I4| ≤ c4δ
(∫
Xk
|s|2g + |∇s|2g
)
dvolg (4.13)
For (4.13) we used that Bgk(gk) = 0 and thus
|Bgk(g) ∗ ∇s|g ≤ cδ|∇s|g
Finally, putting (4.9), (4.11), (4.12), (4.13) together proves the result.
Lemma 4.5. There exist constants δ > 0 and C > 0 such that for all sufficiently large k,
if g is a Riemannian metric on Xk with
‖g − gk‖C2 ≤ δ
then, for any C2 symmetric bilinear form s,∫
Xk
|∇s|2gdvolg ≥ (n− 1− cδ)
∫
Xk
|s|2gdvolg +
∫
Xk
〈Rmg(s), s〉g dvolg
(where ∇ is the Levi-Civita connection of g).
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Here again, the Hölder norm is measured with respect to gk.
Proof. This follows from a Weitzenböck formula. The Levi-Civita connection for g defines
a coupled exterior derivative on T ∗X-valued forms:
d∇ : Ω
p(T ∗X)→ Ωp+1(T ∗X)
and hence a Hodge Laplacian d∗∇d∇ + d∇d
∗
∇. For any s ∈ C∞(T ∗X ⊗ T ∗X) we have
(d∗∇d∇ + d∇d
∗
∇) s = ∇∗∇s+ s ◦Ric−Rm(s) (4.14)
(This is proved, for example, as equation (1.5.6) in [7].) It follows that
∫
Xk
|∇s|2gdvolg =
∫
Xk
(|d∇s|2g + |d∗∇s|2g) dvolg −
∫
Xk
〈s ◦ Ric, s〉g dvolg
+
∫
Xk
〈Rmg(s), s〉g dvolg (4.15)
We control the Ricci term in (4.15) in precisely the same way as in Lemma 4.4, using
(4.10), to get that∫
Xk
|∇s|2gdvolg ≥ (n− 1− cδ)
∫
Xk
|s|2gdvolg +
∫
Xk
〈Rmg(s), s〉g dvolg
for some constant c > 0.
With Lemmas 4.4 and 4.5 in hand, we can now adapt Koiso’s original argument.
Proof of Proposition 4.3. Putting Lemmas 4.4 and 4.5 together we see that
∫
Xk
〈Lg(s), s〉g dvolg ≥
(
−1
2
− Cδ
)∫
Xk
〈Rmg(s), s〉g dvolg
+
(
n− 1
2
− Cδ
)∫
Xk
|s|2gdvolg (4.16)
We work at a point p and write λi for the eigenvalues of s at that point. Then, in an
orthonormal eigenbasis for s,
〈Rmg(s), s〉 = sabspqRapbq =
∑
i 6=j
λiλjKij
where Kij is the sectional curvature of g in the plane spanned by the λi and λj eigendirec-
tions of s. By Proposition 3.1, the sectional curvatures of gk are negative, uniformly in k.
Since g is close to gk in C
2, it also has uniformly negative sectional curvatures. I.e., there
is a constant K > 0 such that Kij < −K for all k (and all points). Moreover, by (4.10),
we have control over the following sum of the sectional curvatures:∑
j
Kij = Ricg(ei, ei) ≥ 1− n− cδ
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where ei is a unit eigenvector for the λi-eigenvalue of s. Now we compute∑
i 6=j
Kijλiλj =
∑
i 6=j
(Kij +K)λiλj −K
∑
i 6=j
λiλj
=
∑
i 6=j
(Kij +K)
1
2
(
(λi + λj)
2 − λ2i − λ2j
)−K∑
i,j
λiλj +K
∑
i
λ2i
≤ −
∑
i 6=j
Kijλ
2
i − (n− 2)K
∑
i
λ2i
≤ (n− 1− (n− 2)K + cδ) |s|2
In the third line we have discarded the non-positive terms
∑
i 6=j(Kij +K)(λi + λj)
2 and
−K∑i,j λiλj.
Integrating we obtain∫
Xk
〈Rmg(s), s〉g dvolg ≤ (n− 1− (n − 2)K + cδ)
∫
Xk
|s|2gdvolg
From this and (4.16) we have that∫
Xk
〈Lg(s), s〉g dvolg ≥
(
(n− 2)K
2
− Cδ
)∫
Xk
|s|2gdvolg
for some constant C > 0. Since K > 0 the result follows once δ is taken small enough.
4.3 Weighted Hölder spaces
The crux to applying the inverse function theorem to find a zero of Φk is to obtain uniform
control over the inverse L−1g . Proposition 4.3 shows that the lowest eigenvalue of Lg is
uniformly bounded away from zero and this immediately gives good control of the inverse
in L2. This is not sufficient for our purposes, however. The volume of (Xk, gk) grows
rapidly with k, so much so that even though we have strong pointwise control of Φgk(gk)
it does not even imply that Φgk(gk) tends to zero in L
2. Instead we work in Hölder spaces.
Moreover, since the diameter of (Xk, gk) tends to infinity, weighted Hölder spaces are
required.
We begin with a word on the definition of unweighted Hölder spaces. When one deals
with a sequence (Xk, gk) of Riemannian manifolds, a little care must be taken with Hölder
norms. In order to make it clear that no problems arise in our situation we will be very
explicit about the way in which we define the Hölder norm.
Definition 4.6. Let (X, g) be a compact Riemannian manifold. Write ρ(g) for the conju-
gacy radius of g and fix ρ0 < ρ(g). Given x ∈ X write expx : TxX → X for the exponential
map, which is a local diffeomorphism on the ball B(0, ρ0) ⊂ TxX. Let s be a tensor field
on X. Then exp∗x(s) is a tensor field on the Euclidean vector space TxX and we can use
the Euclidean metric to define the Hölder coefficient of s near x:
[s]η,x
.
.= sup
p 6=q∈B(0,ρ0)
|exp∗x(s)(p)− exp∗x(s)(q)|
|p− q|η
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We then take the supremum over all points x and combine with derivatives to take the full
Hölder norm:
‖s‖Cm,η ..=
∑
j≤m
sup
x∈X
|∇js(x)|+ sup
x∈X
[∇ms]η,x
This definition of the Hölder norm is well adapted to studying sequences (Xk, gk) for
which there is a uniform bound for the curvature and its derivatives: for all m ∈ N there
exists C > 0 such that ‖Rm(gk)‖Cm ≤ C. Our sequence of approximately Einstein metrics
have uniform Cm bounds on Rm(gk), thanks to part 4 of Proposition 3.1.
We now move to the weighted norms. We begin by defining the weight function w.
Near each component of the branch locus we have a distinguished coordinate u, used in the
construction of the model metric, given by (3.2) and (3.3). It is defined for ua ≤ u < Uk,max
(where a is chosen so that the metric on Mk has cone angles 2π/l). We extend this to a
function w : Xk → R by first setting it to be constant, equal to Uk,max outside the region
{u < Uk,max}. We then modify it in the region u ≥ 12Uk,max to make this extension smooth.
The smoothing is done so as to ensure the following:
Lemma 4.7. For all large k, there exists a smooth function w : Xk → R such that
1. In the region {u < 12Uk,max}, w = u.
2. Outside the region {u < Uk,max}, w = Uk,max.
3. For each m, there is a constant C (not depending on k), such that |∇mw| ≤ C|w|
(where the norm is taken with gk).
Proof. We take w to be a function of u in the region u < Uk,max. We smooth the function
w(u) = u for u < 12Uk,max to w(u) = Uk,max for u near Uk,max. We do this in such
a way that w is non-decreasing and that for each m there is a constant C such that
|∂mu w| < CU−m+1k,max . This is possible because we are smoothing over a distance of, say,
1
4Uk,max. We will translate this into a bound on the covariant derivatives of w.
In the region where we are smoothing, the metric gk is hyperbolic, given by (3.1). Write
W =
√
u2 − 1 and e = W−1du for the unit covector in the du direction. It follows from
(3.4) that e is uniformly bounded in Cm. It follows that there is a constant C such that
|∇mw| ≤ C|(W∂u)mw|
Since W = u+O(u−1), and ∂juW = O(u−1) for j ≥ 1, it follows that
|∇mw| ≤ C|(u∂u)mw| ≤ C
m∑
j=1
|uj∂juw| ≤ CUk,max ≤ C|w|
Here C represents a constant that changes from place to place, but is independent of w
and k. In the last step we have used that in the smoothing region, |w| ≥ 12Uk,max.
Definition 4.8. Let m ∈ N, 0 ≤ η < 1 and α > 0. Given a section s of S2T ∗Xk, we define
the weighted Hölder norm of s to be
‖s‖Cm,ηα ..= ‖wαs‖Cm,η
where w is the weight function of Lemma 4.7 and the norm is taken for gk.
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We have been careful in our choice of weight function to ensure that we have the
following local control between weighted and unweighted norms. This sort of argument is
typical in the use of weight functions and we refer for instance to [7], §3.8. Recall that the
uniform control on sectional curvatures of gk gives a uniform lower bound on the conjugacy
radius ρ(gk) ≥ ρ0 of the manifolds (Xk, gk).
Lemma 4.9. Let m ∈ N, 0 ≤ η < 1 and 0 < ρ ≤ ρ0. Then there exists a constant
C = C(m, η, ρ) > 0 such that for any x ∈ Xk and any symmetric bilinear form s of
regularity Cm,η, we have
1
C
w(x)α‖s‖Cm,η(Bx(ρ)) ≤ ‖s‖Cm,ηα (Bx(ρ)) ≤ Cw(x)α‖s‖Cm,η(Bx(ρ)) (4.17)
where Bx(ρ) ⊂ (Xk, gk) denotes the geodesic ball centred at x with radius ρ. In particular,
C is independent of both x and k.
An easy consequence is the following:
Corollary 4.10. For any m, 0 ≤ η < 1 and α > 0 there is a constant C, independent of
k, such that for all s ∈ Cm,η,
‖s‖Cm,η ≤ C‖s‖Cm,ηα
Proof. This follows from Lemma 4.9, taking the supremum over x, together with the fact
that w ≥ ua > 0, a lower bound which is independent of k.
We now give the effect of the weight in measuring the failure of gk to be an Einstein
metric.
Lemma 4.11. For all integers m ≥ 0 and real numbers 0 ≤ η < 1, there is a constant A
such that
‖Ric(gk) + (n− 1)gk‖Cm,ηα ≤ AU1−n+αk
Proof. Recall that Ric(gk) + (n− 1)gk is supported in the region Sk = {Uk/2 ≤ u ≤ Uk}.
We cover this by a finite family of geodesic balls (Bi) of fixed radius ρ < ρ0, and with
centres xi ∈ Sk. By Proposition 3.1, for each i we have
‖Ric(gk) + (n− 1)gk‖Cm,η(Bi) ≤ AUk1−n
Since the xi lie in Sk we have w
α(xi) ≤ CUαk for some constant C. Now we multiply the
previous inequality by wα(xi), use Lemma 4.9 and take the supremum over all i.
We conclude this section with the weighted analogues of standard elliptic estimates.
Lemma 4.12 (Uniform Lipschitz continuity of the linearisation). Fix an integer m ≥ 2,
and real numbers 0 ≤ η < 1 and α > 0. There are constants δ, C > 0, independent of k,
such that if g and h are Riemannian metrics on Xk with
‖g − gk‖Cm+2,η , ‖h− gk‖Cm+2,η ≤ δ
then for all symmetric bilinear forms s of regularity Cm+2,ηα we have
‖ (Lg − Lh) (s)‖Cm,ηα ≤ C‖g − h‖Cm+2,η‖s‖Cm+2,ηα
(where all norms are taken with respect to gk).
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Proof. Fix 0 < ρ < ρ0 where ρ0 is a uniform lower bound for the conjugacy radii of (Xk, gk).
Since the metrics gk have uniformly bounded curvature, we may apply Lemma 4.1 on the
geodesic ball Bx(ρ) ⊂ (Xk, gk) (or more correctly on the preimage of this ball in TxX
under the exponential map). This gives δ > 0 such that
‖Lg(s)− Lh(s)‖Cm,η(Bx(ρ)) ≤ C‖g − h‖Cm+2,η‖s‖Cm+2,η(Bx(ρ))
Now multiplying by w(x)α and applying Lemma 4.9 gives
‖Lg(s)− Lh(s)‖Cm,ηα (Bx(ρ)) ≤ C‖g − h‖Cm+2,η‖s‖Cm+2,ηα (Bx(ρ))
and taking the supremum over all x gives the result.
Remark 4.13. Note that by Corollary 4.10, we are free to replace the unweighted norms
on the metrics in this result by weighted ones (at the expense of shrinking δ). We will
frequently do this in applications of this result.
Lemma 4.14 (Uniform elliptic estimate). For any integer m and real numbers 0 < η < 1
and α ≥ 0 there are constants δ, C > 0, independent of k, such that if g is a Riemannian
metric on Xk with
‖g − gk‖Cm+2,ηα ≤ δ
then for all sections s of S2T ∗Xk of regularity Cm+2,η, we have
‖s‖
Cm+2,ηα
≤ C (‖Lg(s)‖Cm,ηα + ‖s‖C0α)
(where all norms are taken with respect to gk).
Proof. Again, fix 0 < ρ < ρ0. Standard elliptic regularity theory for operators on Rieman-
nian manifolds shows that for any geodesic ball Bx(ρ), with x ∈ Xk we have
‖s‖Cm+2,η(Bx(ρ/2)) ≤ C
(‖Lgk(s)‖Cm,η(Bx(ρ)) + ‖s‖C0(Bx(ρ))
The constant C here is independent of k and x because the metrics gk have curvature
which is bounded in Cr for all r and the coefficients of Lgk are bounded in C
r for all r.
Multiplying through by w(x)α and applying Lemma 4.9 we see that the same holds for the
weighted norms.
‖s‖
Cm+2,ηα (Bx(ρ/2))
≤ C
(
‖Lgk(s)‖Cm,ηα (Bx(ρ)) + ‖s‖C0α(Bx(ρ)
)
Taking the supremum over x proves the result for g = gk.
To prove it for more general g, we use Lemma 4.12. We have that, for δ > 0 as in
Lemma 4.12,
‖s‖Cm+2,ηα ≤ C
(‖Lgk(s)‖Cm,ηα + ‖s‖C0α)
≤ C
(
‖(Lgk − Lg)(s)‖Cm,ηα ‖s‖Cm+2,ηα + ‖Lg(s)‖Cm,ηα + ‖s‖C0α
)
≤ Cδ‖s‖Cm+2,ηα + C
(‖Lg(s)‖Cm,ηα + ‖s‖C0α)
By taking δ > 0 even smaller if necessary, this gives the result.
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Fix an integer m ≥ 2, and real numbers 0 < η < 1 and α > 0. We claim that there
are constants δ > 0 (independent of k) and Ck > 0 (depending on k) such that if g is a
Riemannian metric on Xk with
‖g − gk‖Cm+2,ηα ≤ δ
then for all symmetric bilinear forms s of regularity Cm,η we have
‖s‖
Cm+2,ηα
≤ Ck‖Lg(s)‖Cm,ηα (4.18)
This follows from the previous results of this section and is essentially the standard
contradiction argument used to remove the C0 term in the elliptic estimate, based on the
fact that Lg is invertible by Proposition 4.3. Note that the constant in (4.18) depends on
k, because the contradiction argument must be carried out on each Xk separately.
4.4 The proof assuming a key estimate
We now explain how to perturb gk to an Einstein metric, assuming temporarily one critical
estimate, Theorem 4.16 below. We will prove this estimate in the case dimXk = 4 in the
following section.
The first step in the proof is to apply a version of the inverse function theorem to Φk
with uniformity in g, if not in k. We state the result here:
Proposition 4.15. Fix an integer m ≥ 0 and real numbers 0 < η < 1 and α > 0. There
exist constants δ > 0 (independent of k) and rk > 0 (depending on k) such that if g is a
Riemannian metric on Xk with
‖g − gk‖Cm+2,ηα ≤ δ
then B(Φk(g), rk) ⊂ Cm,ηα is contained in the image of Φk and there is a differentiable map
Ψk : B(Φk(g), rk)→ Cm+2,ηα
inverting Φk on a neighbourhood of g ∈ Cm+2,ηα .
Proof. This is just an application of the inverse function theorem to Φk at g, where the
invertibility is given by Proposition 4.3. The inverse function theorem provides a quanti-
tative estimate on the radius of a ball centred at Φk(g) which is contained in the image of
Φk. By the uniform Lipschitz continuity of Φk (Lemma 4.12) this radius depends only on
the square inverse of the operator norm of Lg = dΦk(g). By (4.18) we can choose such a
bound to only depend on k.
Of course, this is far from enough to prove the existence of an Einstein metric. Whilst
Φk(gk) tends to zero as k tends to infinity, the radius rk may tend to zero even quicker.
To remedy this problem we will use a much sharper estimate on L−1g . It is at this point
our argument requires dimXk = 4.
As a matter of notation, write
Sk =
{
1
2
Uk ≤ u ≤ Uk
}
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Recall that Ric(gk)+3gk is supported in Sk. Recall also that until now, our choice of gluing
parameter Uk has only had to satisfy the requirements that Uk → ∞ and Uk ≤ 12Uk,max.
We will need to be more careful in our choice of Uk in order to prove the estimate we want.
Theorem 4.16. Let dimXk = 4. There is a choice (Uk) of gluing parameters such that
for the corresponding approximately Einstein manifolds (Xk, gk) the following holds. For
any integer m ≥ 1 and real number 0 < η < 1 there exists real numbers 0 < α < 3 and
δ > 0 and a sequence (ǫk) of positive real numbers, with ǫk → 0 as k →∞ which have the
following property. For all large k, if g is a Riemmanian metric on Xk with
‖g − gk‖Cm+2,ηα ≤ δ
then for any symmetric bilinear tensor s ∈ Cm+2,ηα , with Lg(s) supported in Sk we have
‖s‖C0α ≤ ǫkU3−αk ‖Lg(s)‖Cm,ηα
It is crucial in Theorem 4.16 that we restrict attention to those s with Lg(s) supported
in Sk. It seems that the sought-after estimate will not hold otherwise. Whilst our proof
does not extend to arbitrary dimensions, it seems plausible that the analogous estimate
could hold in dimension n (with the power Un−1+αk on the right-hand side). This would
then imply the existence of Einstein metrics for these higher dimensional Gromov–Thurston
manifolds.
Theorem 4.16 is the core of the analysis of this paper and we prove it in the following
section. For the remainder of this section we show how this refined estimate proves the
existence of an Einstein metric.
Proof of Theorem 1.2, assuming Theorem 4.16. Let γ(t) = (1−t)Φk(gk). Proposition 4.15
gives a smooth path of Riemannian metrics g(t) solving Φk(g(t)) = γ(t) for
0 ≤ t < rk‖Φk(gk)‖Cm,ηα
We will show this path can be extended up to t = 1, and then g(1) is the Einstein metric
we seek.
Let δ > 0 be small enough so that Lemma 4.14, Proposition 4.15 and Theorem 4.16 all
apply simultaneously. Write Bδ ⊂ Cm+2,ηα for the ball of radius δ centred at gk. Consider
the set
T = {τ > 0 : there is a differentiable map g : [0, τ ]→ Bδ with Φk(g(t)) = γ(t), g(0) = gk}
Let σ = supT . By Proposition 4.15 we know that
σ ≥ rk‖Φk(gk)‖Cm,ηα
We will show that σ < 1 gives a contradiction. Consider
τ = σ − rk
2‖Φk(gk)‖Cm,ηα
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We have 0 < τ < σ and so the path g(t) exists on [0, τ ] and stays inside Bδ. By Proposi-
tion 4.15, Φk is a local diffeomorphism at g(τ) and its image contains the ball of radius rk
centred at γ(τ). In particular it contains γ(t) for
t ∈
[
τ, σ +
rk
2‖Φk(gk)‖Cm,ηα
]
So we can actually extend g(t) smoothly to solve Φk(g(t)) = γ(t) for values of t slightly
larger than σ. The crux is to show that in doing so we do not leave Bδ.
To prove this, differentiate Φk(g(t)) = (1− t)Φk(gk) with respect to t to get
Lg(t)(g
′(t)) = −Φk(gk)
For t ∈ [0, σ), g(t) ∈ Bδ and so, for these times, we can apply the elliptic estimate
Lemma 4.14 and Theorem 4.16. This, together with the error estimate Lemma 4.11, gives
‖g′(t)‖Cm+2,ηα ≤ C
(‖Φk(gk)‖Cm,ηα + ‖g′(t)‖C0α)
≤ AC (1 + ǫkUn−1−αk )U1−n+αk
This bound tends to zero as k tends to infinity and so for all large k we have ‖g′(t)‖Cm+2,ηα <
δ. Integrating this from t = 0 to t = σ, we see that
‖g(σ) − gk‖Cm+2,ηα ≤ σδ
So the assumption that σ < 1 means g(σ) ∈ Bδ and hence g(t) ∈ Bδ for t slightly larger
that σ. This is a contradiction with the fact that σ = supT .
We write g for the Einstein metric on Xk found in this way. To check that the sectional
curvatures of g are negative, recall that there is a constant c > 0 such that the sectional
curvatures of the approximate solution gk all satisfy sec(gk) ≤ −c. By construction, our
Einstein metric g is of the form g = gk + sk where ‖sk‖C2,η → 0. From this it follows that
the sectional curvatures of g satisfy sec(g) ≤ −c/2.
We now check that g is not simply locally homogeneous. There is a constant b > 0
such that the model metric of Propositon 3.2 has at least one sectional curvature at finite
distance from the branch locus, which satisfies sec ≥ −1+b. (This follows from the explicit
form of the sectional curvatures given in the proof of Lemma 3.4.) Since g is a C2-small
perturbation of this metric near the branch locus, it must have a a sectional curvature which
satisfies sec ≥ −1 + b/2. However, the approximate solution gk is genuinely hyperbolic at
large distances and so at these distances all sectional curvatures of the Einstein metric g
satisfy sec < −1 + b/2. It follows that g near the branch locus is not locally isometric to
g at large distances and hence g is not locally homogeneous.
5 Proving the key estimate
In this section we prove Theorem 4.16, which completes the proof of Theorem 1.2. We
quickly recall some of our notation. Uk,max = cosh(
1
2 i(Mk)), where i(Mk) is the injectivity
radius of Mk with the hyperbolic metric; the gluing is carried out in the region
1
2Uk ≤ u ≤
Uk, where Uk <
1
2Uk,max. In the course of the proof, it will be important how we choose
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the gluing parameter Uk. For now, we stipulate only that Uk →∞ whilst Uk/Uk,max → 0.
The precise choice will be made later.
The proof is by contradiction and so we assume Theorem 4.16 is false. I.e.:
Hypothesis which will lead to a contradiction. Let m ≥ 1. Let α > 0, δ0 > 0, (ǫk) be
a sequence of positive real numbers with ǫk → 0 and let N0 ∈ N. Then there exist k0 ≥ N0,
g˜k0 a metric on Xk with
‖g˜k0 − gk0‖Cm+2,ηα ≤ δ0
and sk0 ∈ Cm+2,ηα with Lg˜k0 (sk0) supported in Sk0, such that
‖sk0‖C0α > ǫk0U3−αk0 ‖Lg˜k0 (sk0)‖Cm,ηα
We fix α and take ǫk = U
−p
k for some small positive number p. Both α and p will be
determined in the course of the proof. We now apply our hypothesis with δ0 replaced by
a sequence δm > 0 with δm → 0 and N0 replaced by a sequence Nm ∈ N with Nm → ∞.
This gives a sequence g˜km of metrics and symmetric bilinear forms skm on Xkm such that
the conclusions of the hypothesis are satisfied. To ease the notation, we pass to this
subsequence and drop the m subscript. This leads to a sequence (g˜k) of metrics with
‖g˜k − gk‖Cm+2,ηα → 0 (5.1)
as k →∞, and a sequence (sk) of symmetric bilinear forms for which Lg˜k(sk) is supported
in Sk and
‖sk‖C0α > U
3−α−p
k ‖Lg˜k(sk)‖Cm,ηα (5.2)
We will prove that (5.2) actually never holds, giving our contradiction. To do this, for
each k we pick xk ∈ Xk at which
wα(xk)|sk(xk)|gk = ‖sk‖C0α
where w is the weight constructed in Lemma 4.7.
First, a word on notation. Given sequences (pk) and (qk) of real numbers, We write
pk . qk to mean that there is a constant C > 0 such that for all k, pk ≤ Cqk. In a
chain of such inequalities, pk . qk . rk, the constant C may change, but will always be
independent of k.
The first step in the proof is a preliminary lemma, showing that the C0α-norm of Lg˜k(sk)
gives control of sk in W
1,2. It is at this point that the crucial bound on the volume of the
branch locus, derived in §2, enters the analysis. Recall part 3 of Proposition 1.1, which
says that, in arbitrary dimension,
vol(Σk) ≤ A exp
(
n2 − 3n+ 6
4
i(Mk)
)
In our case, n = 4. By definition of Uk,max we deduce that
vol(Σk) . U
5
k,max (5.3)
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Lemma 5.1. We have
‖Lg˜k(sk)‖L2 . U
5
2
k,maxU
3
2
−α
k ‖Lg˜k(sk)‖C0α (5.4)
‖sk‖L2 + ‖∇sk‖L2 . U
5
2
k,maxU
3
2
−α
k ‖Lg˜k(sk)‖C0α (5.5)
Both the L2 and Hölder norms here are taken with respect to the metric gk.
Proof. Lg˜k(sk) is supported in Sk, so
‖Lg˜k(sk)‖L2 . vol(Sk)
1
2‖Lg˜k(sk)‖C0
But, by definition of Sk, at all points of Sk the weight function w satisfies w & Uk from
which we have ‖Lg˜k(sk)‖C0 . U−αk ‖Lg˜k(sk)‖C0α . We have vol(Sk) . U3k vol(Σk). Now (5.3)
implies (5.4).
From here, Proposition 4.3 gives ‖sk‖L2 . ‖Lg˜k(sk)‖L2 . Proposition 4.3 gives this with
the L2-norms defined by g˜k but by (5.1) these norms are equivalent to those defined by gk.
By (5.4) this proves (5.5) for ‖sk‖L2 .
We now use (4.8), which gives∫
Xk
|∇sk|2g˜kdvolg˜k .
∫
Xk
〈Lg˜k(sk), sk〉g˜k +
∫
Xk
|sk|2g˜kdvolg˜k ,
from which (5.5) follows by the previous arguments (we have used here the fact that Rmg˜k
is bounded uniformly in k.)
At this point we divide the argument into three separate cases.
1. There exists a constant C > 0 such that, after passing to a subsequence, for all large
k we have
w(xk) ≥ 1
C
Uk,max
The points xk are further and further from the branch locus. Moreover, since we
choose the gluing distance with Uk/Uk,max → 0, for large k the points xk lie in the
region of Xk where gk is genuinely hyperbolic.
2. There exists a constant C such that, after passing to a subsequence,
w(xk) ≤ C
The points xk remain at bounded distance from the branch locus Σk ⊂ Xk and so
lie in the region where gk is given by the model Einstein metric of §3.
3. The remaining possibility is that w(xk) → ∞ and w(xk)/Uk,max → 0. In this case
the points xk live in a region where the model coordinate system near the branch
locus makes sense, but they are moving further and further from the branch locus.
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We will treat each of these cases separately, but each time the argument follows similar lines.
We translate the problem onto a non-compact space (either H4 or the model metric of §3).
We use a Green’s representation formula in this non-compact space to give an expression
for sk(xk). We then prove estimates for the Green’s operator. In cases 1 and 2 these are
weighted integral estimates which enable us to turn L2 estimates on sk into pointwise ones.
In case 3 we can even use pointwise estimates on the Green’s operator. At various steps
we rely on facts about Green’s operators which are essentially standard, but for which we
were unable to find a clean reference which applies in the exact situations considered here.
Accordingly, we have relegated proofs of these technical results to Appendix A.
In order to fix our notation and conventions, we quickly recall the general form of
the representation formula for systems which are not necessarily self adjoint. Suppose
D is an elliptic operator on sections of a vector bundle E with a fibrewise metric, over
a Riemannian manifold. Let G(y, x) ∈ Hom(Ex, Ey) be defined for all x, y ∈ X with
x 6= y, depending smoothly on x and y. We say that G is a fundamental solution for D
if it satisfies the following distributional equation: let σ ∈ Ex and write G(·, x)(σ) for the
section y 7→ G(y, x)(σ) of E; then
D (G(·, x)(σ)) = δxσ
Explicitly, for any compactly supported section s of E,∫
X
〈G(y, x)(σ),D∗s(y)〉 dvoly = 〈s(x), σ〉
This is equivalent to the following representation formula: for any compactly supported
section s of E,
s(x) =
∫
X
G(y, x)t(D∗s(y))dvoly (5.6)
Notice in particular that a fundamental solution for D gives a representation formula for
s in terms of D∗s.
5.1 Case 1
We assume that, after passing to a subsequence, w(xk) & Uk,max and so xk lives in the
region of Xk where gk is hyperbolic. We write hk for the (hyperbolic) metric on Xk given
by pulling back the hyperbolic metric via the branched cover p : Xk → Mk. On Xk \ Σk
this metric is smooth, but incomplete. We will find a large embedded hyperbolic ball in
(Xk, hk) centred at xk which we will then use to transfer everything over to hyperbolic
space. The next two lemmas show that a suitably large ball can be found.
Lemma 5.2. There exists C > 0 such that for all large k, dhk(xk,Σk) ≥ log(Uk,max)−C.
Proof. If w(xk) ≥ 12Uk,max then, by definition of w (in Lemma 4.7),
dhk(xk,Σk) ≥ cosh−1
(
1
2
Uk,max
)
Now for all ξ ≥ 1, cosh−1(ξ) ≥ log(ξ) from which the lemma follows.
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Ifw(xk) <
1
2Uk,max then xk is in the region where the hyperbolic coordinate system (3.1)
makes sense and w = u. The hyperbolic distance from Σk is then given by
dhk(xk,Σk) = cosh
−1(w(xk))
and the stated lower bound follows from the fact that w(xk) & Uk,max.
Lemma 5.3. There exists C > 0 such that for all large k, ihk(xk) ≥ log(Uk,max) − C,
where ihk(xk) denotes the injectivity radius of hk at xk.
Proof. One possibility is that ihk(xk) = dhk(xk,Σk); the exponential map of hk ceases to
be an embedding because the geodesics reach the branch locus. In this case the result
follows from the previous lemma. If ihk(xk) < dhk(xk,Σk) then there is a geodesic loop γ,
based at xk lying in Xk \Σk and of length l(γ) = 2ihk(xk). (Conjugate points cannot occur
since hk is negatively curved.) Now the projection p : Xk → Mk is an isometric covering
map; it follows that p ◦ γ is again a geodesic loop, and the lengths satisfy l(γ) ≥ l(p ◦ γ).
Since p ◦ γ is non-constant, we have l(p ◦ γ) ≥ 2i(Mk) and so ihk(xk) ≥ i(Mk). Since
Uk,max = cosh(
1
2 i(Mk)), this implies that ihk(xk) ≥ 2 log(Uk,max) which is even stronger
than the stated lower bound.
Now let 0 < ǫ0 < 1 be some small number, to be chosen later. We set
Rk = (1− ǫ0) log(Uk,max) (5.7)
By Lemma 5.3, for k sufficiently large, Rk < ihk(xk) and so the geodesic ball Bhk(xk, Rk)
is embedded in Xk. Let χk : R+ → [0, 1] be a sequence of cut-off functions with χk(r) = 1
for 0 ≤ r ≤ Rk − 1, χk(r) = 0 for r ≥ Rk and with |χ′k|+ |χ′′k| . 1. Write
s˜k = χk(dhk(y, xk))sk
The cut-off tensor s˜k is supported in Bhk(xk, Rk). We fix an isometric identification of this
ball with a standard hyperbolic ball Bh(p,Rk) ⊂ (H4, h). (Here, h denotes the hyperbolic
metric on H4.) We think of s˜k as a compactly supported tensor on Bh(p,Rk) and thus,
extending by zero, as a tensor on the whole of H4.
We next turn to the metrics g˜k of (5.1). We will show that over the ball Bhk(xk, Rk)
they are arbitrarily close to the hyperbolic metric hk. By Lemma 5.2, the geodesic ball
Bhk(xk, Rk) is contained in the region {w ≥ CU ǫ0k,max} for some constant C (independent
of k). Now it follows from the definition (3.10) of gk that
‖gk − hk‖Cm+2,η({w≥CUǫ0k,max}) . U
−3ǫ0
k,max
Together with (5.1) this gives
‖g˜k − hk‖Cm+2,η(Bhk (xk,Rk)) → 0 (5.8)
Just as for s˜k, we will consider g˜k as a metric on Bh(p,Rk) ⊂ H4. We then extend it
to a new metric, still denoted g˜k, on the whole of H
4, which coincides with the original
in Bh(p,Rk), with the hyperbolic metric h outside of B(p, 2Rk) and which interpolates
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between these two metrics in the intermediate region. By (5.8) we can do this in such a
way that, globally,
‖g˜k − h‖Cm+2,η(H4) → 0 (5.9)
In an identical fashion we extend the original metrics gk from the ball Bhk(xk, Rk)
∼=
Bh(p,Rk) to the whole of H
4. We continue to denote this extension by gk.
Since s˜k is compactly supported on H
4, it has a Green’s representation (see Ap-
pendix A). Write H˜k(·, p) for the fundamental solution of L∗g˜k , over H4, centred at p.
(Recall the discussion leading up to (5.6) which explains our conventions.) Note that by
Lg˜k here we mean the linearised Einstein operator in Bianchi gauge relative to the exten-
sion of the metric gk to the whole of H
4. Of course, over B(p,Rk) this is the same as the
linearised operator back on Xk, in Bianchi gauge relative to gk, hence we do not distinguish
between them in the notation. The representation formula reads:
sk(xk) = s˜k(p) =
∫
Bh(p,Rk)
H˜k(q, p)
t (Lg˜k(s˜k)(q)) dvolg˜k(q) (5.10)
At points of Bh(p,Rk) we have
|Lg˜k(s˜k)| . |χk||Lg˜k(sk)|+ |χ′k||∇sk|+ |χ′′k||sk|
The function χk is supported in Bh(p,Rk) and χ
′
k and χ
′′
k are supported in Rk − 1 ≤
dh(p, ·) ≤ Rk. So from (5.10) we have that
|sk(xk)|gk .
(∫
Bh(p,Rk)
∣∣∣H˜k(q, p)∣∣∣
g˜k
dvolg˜k(q)
)
‖Lg˜k(sk)‖C0
+
(∫
Rk−1≤dh(p,q)≤Rk
∣∣∣H˜k(q, p)∣∣∣2
g˜k
dvolg˜k(q)
)1/2
(‖sk‖L2 + ‖∇sk‖L2)
To write this, in some places we used norms defined by the metric gk whilst in others we
prefered g˜k. This is allowed because they are equivalent uniformly in k by assumption
(5.1). Taking into account Lemma 5.1 we have
|sk(xk)|gk .
(∫
Bh(p,Rk)
∣∣∣H˜k(q, p)∣∣∣
g˜k
dvolg˜k(q)
)
‖Lg˜k(sk)‖C0
+
(∫
Rk−1≤dh(p,q)≤Rk
∣∣∣H˜k(q, p)∣∣∣2
g˜k
dvolg˜k(q)
)1/2
U
5
2
k,maxU
3
2
−α
k ‖Lg˜k(sk)‖C0α (5.11)
We will estimate the right-hand side of (5.11) using a weighted L2 estimate on H˜k. The
key estimate is Proposition 5.6, but we break the proof up in to a series of Lemmas. The
main step is an optimal L2-coercivity estimate for Lg˜k and so we now turn there. The key
point in Lemma 5.4 below is that the constant is optimal. Simply following the arguments
used to show invertibility of Lg in Proposition 4.3 (based on negative sectional curvatures)
would give the constant (1 − δ) here. To reach the optimal constant we adapt arguments
from Delay [13] and Lee [28] to our setting.
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Lemma 5.4. Let δ > 0. For all sufficiently large k and for any symmetric bilinear form
s ∈W 2,2(H4, g˜k), ∫
H4
〈Lg˜k(s), s〉 dvolg˜k ≥
(
9
8
− δ
)∫
H4
|s|2g˜kdvolg˜k (5.12)
Proof. Following exactly the same argument as in the proofs of Lemmas 4.4 and 4.5 (using
g˜k → h in C2) we arrive at the following inequality: for all sufficiently large k,∫
H4
〈Lg˜k(s), s〉 dvolg˜k ≥
(
1
2
− δ
)∫
H4
(|d∇s|2g˜k + |d∗∇s|2g˜k) dvolg˜k
+ (1− δ)
∫
H4
|s|2dvolg˜k (5.13)
where ∇ is the Levi-Civita connection for g˜k. In the proof of Proposition 4.3, the first term
on the right-hand side is simply discarded, but here it is used to improve the estimate.
Following Delay and Lee (see for instance (4.3) of [13]) we have that for any smooth
function f ,∫
H4
(|d∇s|2g˜k + |d∗∇s|2g˜k) dvolg˜k ≥
∫
H4
(
〈(e−f∆ef )s, s〉+ 2 〈Hessf s, s〉
)
dvolg˜k
Here, (Hessf s)ij =
1
2(∇i∇pf)spj + 12(∇j∇pf)spi. In the case of hyperbolic space (H4, h),
Delay gives a judicious choice of f which satisfies the following point-wise inequality:
〈(e−f∆hef )s, s〉h + 2 〈Hessh,f s, s〉h ≥
1
4
|s|2h
Since g˜k → h in C2 globally, we see that for any δ > 0, once k is sufficiently large, we have
for the same f
〈(e−f∆ef )s, s〉+ 2 〈Hessf s, s〉 ≥
(
1
4
− δ
)
|s|2
where now all quantities are defined using g˜k. It follows that for all sufficiently large k∫
H4
(|d∇s|2g˜k + |d∗∇s|2g˜k) dvolg˜k ≥
(
1
4
− δ
)∫
H4
|s|2dvolg˜k
and combining with (5.13) completes the proof.
Note that in the special case of hyperbolic space itself one can take δ = 0 (see Propo-
sition 4.1 of [13]).
We now give a technical Lemma which describes the effect of pulling a weight through
Lg˜k .
Lemma 5.5. Pick ǫ > 0. Let ρ be a nowhere vanishing function in C2(H4, g˜k) and s be a
symmetric bilinear form in W 2,2(H4, g˜k). For all sufficiently large k (depending on ǫ), and
any β > 0,∫
H4
〈
Lg˜k(ρ
βs), ρβs
〉
dvolg˜k ≤ (1 + ǫ)
∫
H4
ρ2β
〈
L∗g˜k(s), s
〉
dvolg˜k
+
(
1
2
+ ǫ
)
β2
∫
H4
ρ2β
∣∣∣∣dρρ
∣∣∣∣
2
g˜k
|s|2g˜kdvolg˜k + ǫ
∫
H4
ρ2β|s|2g˜kdvolg˜k
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Proof. Let σ ∈ W 2,2(H4, g˜k). Recall the formula (4.5) for the linearised Einstein operator
in Bianchi gauge, which we write as:
Lg˜k(σ) =
1
2
∇∗∇σ + div∗g˜k(Dk(σ)) +Bgk(g˜k) ∗ ∇(σ) + Zk(σ) (5.14)
where
Dk(σ) = (divgk − divg˜k)(σ) +
1
2
d (Trgk σ − Trg˜k σ)
and Zk is zeroth order. Integrating by parts we have, for any σ ∈W 2,2(H4, g˜k),∫
H4
〈Lg˜k(σ), σ〉 dvolg˜k =
1
2
∫
H4
〈∇∗∇σ, σ〉 dvolg˜k +
∫
H4
〈Zk(σ), σ〉 dvolg˜k
+
∫
H4
(
〈Dk(σ),divg˜k(σ)〉+ 〈Bgk(g˜k) ∗ ∇σ, σ〉
)
dvolg˜k
Since ‖g˜k−gk‖C2 = o(1), the terms involving Dk and Bgk(g˜k) can be bounded by arbitrarily
small amounts of the W 1,2-norm of σ. (This is identical to the argument used to derive
(4.11), (4.12) and (4.13).) This means that, for all sufficiently large k, we have∫
H4
〈Lg˜k(σ), σ〉 dvolg˜k ≤
(
1
2
+ ǫ
)∫
H4
〈∇∗∇σ, σ〉 dvolg˜k
+
∫
H4
〈Zk(σ), σ〉 dvolg˜k + ǫ
∫
H4
|σ|2g˜kdvolg˜k
Choose now σ = ρβs. Integration by parts (as in the arguments leading up to (7.14) in
Lee [28]) shows that∫
H4
〈
∇∗∇(ρβs), ρβs
〉
dvolg˜k =
∫
H4
ρ2β 〈∇∗∇s, s〉dvolg˜k + β2
∫
H4
ρ2β
∣∣∣∣dρρ
∣∣∣∣
2
g˜k
|s|2g˜kdvolg˜k
Combining the latter two formulae gives∫
H4
〈
Lg˜k(ρ
βs), ρβs
〉
dvolg˜k ≤(
1
2
+ ǫ
)∫
H4
ρ2β 〈∇∗∇s, s〉dvolg˜k +
∫
H4
ρ2β 〈Zks, s〉 dvolg˜k
+
(
1
2
+ ǫ
)
β2
∫
H4
ρ2β
∣∣∣∣dρρ
∣∣∣∣
2
g˜k
|s|2g˜kdvolg˜k + ǫ
∫
H4
ρ2β|s|2g˜kdvolg˜k (5.15)
We will bound the first two terms on the right-hand side. From (5.14) applied to
σ = ρ2βs and integrated against s we have
1
2
∫
H4
ρ2β 〈∇∗∇s, s〉dvolg˜k +
∫
H4
ρ2β 〈Zk(s), s〉 dvolg˜k
=
∫
H4
ρ2β
〈
L∗g˜k(s), s
〉
dvolg˜k −
∫
H4
〈
Dk(ρ
2βs),divg˜k(s)
〉
dvolg˜k
−
∫
H4
〈
Bgk(g˜k) ∗ ∇(ρ2βs), s
〉
dvolg˜k
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Since g˜k → h in C2, for all sufficiently large k,
∣∣∣〈Dk(ρ2βs),divg˜k(s)〉∣∣∣+ ∣∣∣〈Bgk(g˜k) ∗ ∇(ρ2βs), s〉∣∣∣ ≤ ǫρ2β
(
|∇s|2g˜k + |s|2g˜k + β2
∣∣∣∣dρρ
∣∣∣∣
2
g˜k
|s|2g˜k
)
From this we have that
1
2
∫
H4
ρ2β 〈∇∗∇s, s〉dvolg˜k +
∫
H4
ρ2β 〈Zks, s〉dvolg˜k ≤∫
H4
ρ2β
〈
L∗g˜k(s), s
〉
dvolg˜k + ǫ
∫
H4
ρ2β
(
|∇s|2g˜k + |s|2g˜k + β2
∣∣∣∣dρρ
∣∣∣∣
2
g˜k
|s|2g˜k
)
dvolg˜k (5.16)
Now, integrating by parts ∫
H4
div
(
ρ2β∇(|s|2g˜k)
)
dvolg˜k = 0
we deduce that∫
H4
ρ2β |∇s|2g˜kdvolg˜k ≤ 2
∫
H4
ρ2β 〈∇∗∇s, s〉dvolg˜k + 4β2
∫
H4
ρ2β
∣∣∣∣dρρ
∣∣∣∣
2
g˜k
|s|2g˜kdvolg˜k
and so (5.16) implies that
(
1
2
− 2ǫ
)∫
H4
ρ2β 〈∇∗∇s, s〉dvolg˜k +
∫
H4
ρ2β 〈Zk(s), s〉 dvolg˜k ≤∫
H4
ρ2β
〈
L∗g˜k(s), s
〉
dvolg˜k + ǫ
∫
H4
ρ2β
(
|s|2g˜k + 5β2
∣∣∣∣dρρ
∣∣∣∣
2
g˜k
|s|2g˜k
)
dvolg˜k (5.17)
Together with (5.15) we conclude that
∫
H4
〈
Lg˜k(ρ
βs), ρβs
〉
dvolg˜k ≤∫
H4
ρ2β
〈
L∗g˜k(s), s
〉
dvolg˜k +
(
1
2
+ 5ǫ
)
β2
∫
H4
ρ2β
∣∣∣∣dρρ
∣∣∣∣
2
g˜k
|s|2g˜kdvolg˜k + 2ǫ
∫
H4
ρ2β |s|2g˜kdvolg˜k
+ 3ǫ
∫
H4
ρ2β 〈∇∗∇s, s〉dvolg˜k (5.18)
Finally, from (5.17) and the fact that Zk is bounded uniformly in k, we see that
∫
H4
ρ2β 〈∇∗∇s, s〉dvolg˜k ≤
∫
H4
ρ2β
〈
L∗g˜k(s), s
〉
+ C
∫
H4
ρ2β
(
|s|2g˜k + β2
∣∣∣∣dρρ
∣∣∣∣
2
g˜k
|s|2g˜k
)
dvolg˜k
Using this to control the last term in (5.18) proves the result (after choosing a different ǫ).
39
We now reach the technical crux: the weighted L2 estimate for H˜k. The following
result can be interpreted as saying that H˜k has the same decay at infinity as the Green’s
operator for hyperbolic space.
Proposition 5.6. Given 0 < ǫ < 3, there exists a constant C (depending only on ǫ, but
not on k) such that ∫
H4\Bg˜k (p,1)
e(3−ǫ)dg˜k (p,q)
∣∣∣H˜k(q, p)∣∣∣2
g˜k
dvolg˜k(q) ≤ C
Proof. Let σ ∈ S2T ∗pH4 with |σ| = 1, and define
F (q) = H˜k(q, p)(σ)
F is the fundamental solution with L∗g˜kF = δp · σ (in the distributional sense). Since σ is
arbitrary, it suffices to prove the stated inequality with |H˜k(q, p)|2g˜k replaced by |F (q)|2g˜k .
Let ψ : [0,∞) → R be a smooth bump function with ψ ≡ 0 on [0, 1/2] and ψ ≡ 1 on
[1,∞). Let Ψk(q) = ψ(dg˜k(p, q)) and F˜ = ΨkF . Then F˜ is smooth on all of H4.
Next, pick M > 0 and let χ : [0,∞) → R be a smooth function with χ ≡ 2 in [0, 1],
χ(r) = r for r ∈ [3,M ] and χ ≡M +1 in [M +2,∞). We choose χ so that |χ′(r)| ≤ 1 for
all r. We now let
ρ(q) = eχ(dg˜k (p,q))
This function is C2 globally and so can be used in Lemma 5.5. We will prove estimates
independently of M and then take M to infinity.
Let δ > 0 be small (and whose precise value will be fixed later) and choose 0 < β < 3/2.
By Lemma 5.4 and Lemma 5.5, we have that for all sufficiently large k,(
9
8
− δ
)∫
H4
ρ2β |F˜ |2g˜kdvolg˜k ≤
∫
H4
〈
Lg˜k(ρ
βF˜ ), ρβF˜
〉
dvolg˜k
≤ (1 + δ)
∫
H4
ρ2β
〈
L∗g˜k(F˜ ), F˜
〉
dvolg˜k
+
(
1
2
+ δ
)
β2
∫
H4
ρ2β
∣∣∣∣dρρ
∣∣∣∣
2
g˜k
|F˜ |2g˜kdvolg˜k
+ δ
∫
H4
ρ2β|F˜ |2g˜kdvolg˜k (5.19)
Since F is a fundamental solution, L∗g˜kF˜ = L
∗
g˜k
(ΨkF ) is supported in the annulus
A = Bg˜k(p, 1) \ Bg˜k(p, 1/2). So in the first term on the right-hand side of (5.19), the
integrand is supported inside A. Moreover, since g˜k has uniformly bounded geometry,
H˜k(q, p) is uniformly bounded in C
2 over A (see the remark following Proposition A.1 in
the Appendix). Also, since g˜k → h in Cm+2,η, the functions Ψk are also uniformly bounded
in C2. It follows that there is a constant C, independent of k, such that at all points of A,
|F˜ |g˜k , |L∗g˜k(F˜ )|g˜k ≤ C (5.20)
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Since g˜k → h, the volume of the ball Bg˜k(p, 1) is uniformly bounded. This and (5.20) imply
that ∫
H4
ρ2β
〈
L∗g˜k(F˜ ), F˜
〉
dvolg˜k ≤ C (5.21)
for some constant C independent of k (and M).
Now, since we were careful to select |χ′(r)| ≤ 1, we have |dρ| ≤ ρ. Using this, and
rearranging (5.19) we obtain(
9
8
− 1
2
β2 − δβ2 − 2δ
)∫
H4
ρ2β |F˜ |2g˜kdvolg˜k ≤ C
Since 0 < β < 3/2, we can find δ > 0 such that the coefficient on the left-hand side here
is positive. This gives ∫
H4
ρ2β |F˜ |2g˜kdvolg˜k ≤ C
for some C independent of k and M . Given ǫ > 0, we let β = (3 − ǫ)/2. Taking M →∞
we have that ∫
H4
e(3−ǫ)dg˜k |F˜ |2g˜kdvolg˜k ≤ C
Since F˜ = F at points of H4 \Bg˜k(p, 1) this completes the proof.
We now convert this weighted estimate into unweighted integral estimates on H˜k.
Lemma 5.7. Let 0 < ǫ < 3 and 0 < ǫ0 < 1 and let Rk = (1− ǫ0) log(Uk,max) as in (5.7).
Then ∫
Rk−1≤dh(p,q)≤Rk
|H˜k(q, p)|2g˜kdvolg˜k(q) . U
(ǫ−3)(1−ǫ0)
k,max (5.22)∫
Bh(p,Rk)
|H˜k(q, p)|g˜kdvolg˜k(q) . U ǫ(1−ǫ0)k,max (5.23)
Proof. To prove (5.22), note that since g˜k → h, if q has dh(p, q) ≤ Rk then for all sufficiently
large k, dg˜k(p, q) ≤ Rk + 1. It follows that∫
Rk−1≤dh(p,q)≤Rk
|H˜k(q, p)|2g˜kdvolg˜k(q)
. e(ǫ−3)Rk
∫
H4\Bh(p,1)
e(3−ǫ)dg˜k (p,q)|H˜k(q, p)|2g˜kdvolg˜k(q)
. e(ǫ−3)Rk
. U
(ǫ−3)(1−ǫ0)
k,max
To prove (5.23), we start with a fact about the Green’s operator, proved in the Appendix
as Proposition A.1, that H˜k(q, p) is uniformly integrable on Bh(p, 1). So we have∫
Bh(p,Rk)
|H˜(q, p)|g˜kdvolg˜k ≤ C +
∫
Bh(p,Rk)\Bg˜k (p,1)
|H˜k(q, p)|g˜kdvolg˜k
≤ C +
(∫
Bg˜k (p,Rk+1)
e(ǫ−3)dg˜k (p,q)dvolg˜k(q)
)1/2
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In the second line, we have used Cauchy–Schwarz and the weighted L2-estimate of Propo-
sition 5.6. We have also replaced Bh(p,Rk) with the larger ball Bg˜k(p,Rk+1). This second
ball genuinely is larger, since g˜k → h.
We estimate this last integral using geodesic normal coordinates (r, θ) for g˜k centred
at p. Since g˜k → h in C2, we have the uniform lower bound Ric(g˜k) ≥ −(3 + ǫ) for all
large k. By Bishop–Gromov comparison, dvolg˜k . sinh((3 + ǫ)r)dr ∧ dθ. From this and
the definition of Rk it follows that∫
Bg˜k (p,Rk)
e(ǫ−3)dg˜k (p,q)dvolg˜k(q) . U
2ǫ(1−ǫ0)
k,max
Taking the square root completes the proof
We are finally ready to prove the result which will contradict (5.2) (with p ≤ 1/8)
showing that this case cannot actually occur after all.
Proposition 5.8. Let 0 < α < 1/4 and choose the gluing parameter Uk so that
U
− 3
2
k U
5
4
+α
k,max → 0 (5.24)
Then for all sufficiently large k,
‖sk‖C0α ≤ U
3−α− 1
8
k ‖Lg˜k(sk)‖C0α
Proof. Recall that xk is the point at which |wαsk|gk = ‖sk‖C0α . This (and the assumption
that we are in Case 1) implies that ‖sk‖C0α ≤ Uαk,max|sk(xk)|. Now we apply (5.11) together
with Lemma 5.7: for any 0 < ǫ < 3 and any 0 < ǫ0 < 1,
‖sk‖C0α .
(
U
α+ǫ(1−ǫ0)
k,max U
−α
k + U
α+ 5
2
+ 1
2
(ǫ−3)(1−ǫ0)
k,max U
3
2
−α
k
)
‖Lg˜k(sk)‖C0α
(We have used the fact that Lg˜k(sk) is supported in the region Sk which implies that
‖Lg˜k(sk)‖C0 . U−αk ‖Lg˜k(sk)‖C0α .) We can write this coefficient as
U3−αk
(
U−3k U
α+O(ǫ,ǫ0)
k,max + U
− 3
2
k U
α+1+O(ǫ,ǫ0)
k,max
)
By taking ǫ and ǫ0 sufficiently small and using the hypotheses on α and the choice of Uk,
we get
‖sk‖C0α . U3−αk U
− 1
8
k,max
(
U
− 3
2
k U
α+ 5
4
k,max
)
‖Lg˜k(sk)‖C0α . U
3−α− 1
8
k ‖Lg˜k(sk)‖C0α
5.2 Case 2
We assume that, after passing to a subsequence, w(xk) ≤ C for some constant C inde-
pendent of k. By definition of gk, this means that the geodesic distance from xk to Σk
is uniformly bounded and so less than the normal injectivity radius (for all large k). We
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denote by Σ′k the nearest component of Σk to xk. Just as in §3, we identify a tubular
neighbourhood of Σ′k with
[ua, Uk,max)× S1 × Σ′k
∼
The quotient by the relation ∼ denotes that we have collapsed the S1 factor over {ua} ×
Σk to produce a smooth manifold without boundary. We use u ∈ [ua, Uk,max) for the
corresponding coordinate function in the radial direction, as in §3, which behaves at large
distances as the exponential of the distance to Σk. Here the minimal value ua is the
constant defined in the course of Lemma 3.3. We recall that it depends only on the degree
l of the cover, and not on k. We then transfer everything to the non-compact manifold
Yk =
[ua,∞)× S1 × Σ′k
∼
The approximate Einstein metric gk restricts from Xk to the region u ≤ Uk,max of Yk; it is
hyperbolic for u ≥ Uk,max/2 and so extends directly, remaining hyperbolic, to the rest of
Yk. We continue to denote this extension by gk. The metric g˜k, satisfying (5.1) restricts to
the region u ≤ Uk,max/2 of Yk; we then extend it to the whole of Yk by interpolating with
gk over the region Uk,max/2 ≤ u ≤ Uk,max. This gives a metric on the whole of Yk which
we continue to denote by g˜k. We remark that we still have the analogue of (5.1), namely
‖g˜k − gk‖Cm+2,ηα (Yk) → 0 (5.25)
The strategy is the same as for Case 1: we prove weighted L2 estimates on the Green’s
operator which, together with the global W 1,2-estimates of Lemma 5.1 lead to a contra-
diction with (5.2). This time, however, we use the function u as a weight. This choice is
motivated by the fact that for the asymptotically hyperbolic model of §3, u−1 is a boundary
defining function, and such functions are the appropriate weight to use in that context.
For any pair x, y of disjoint points of Yk, denote by G˜k(y, x) the fundamental solution
of L∗g˜k in Yk, centred at x. (See Appendix A for the construction of G˜k.) We have the
following weighted L2 estimate on G˜k.
Proposition 5.9. Given 0 < ǫ < 3, there exists a constant C (depending only on ǫ, but
not on k) such that for any x ∈ Yk and for all large k,∫
Yk\Bgk (x,1)
u(y)3−ǫ|G˜k(y, x)|2g˜kdvolg˜k ≤ Cu(x)3−ǫ
Proof. The proof follows the same lines as that of Proposition 5.6 with minor modifications.
Accordingly we pass more quickly over the steps this time. The main difference is that
the analogue of Lemma 5.4 now only holds asymptotically here. Lemma 7.14 of [28] shows
that for any δ > 0 there exists U0 such that for any smooth s compactly supported in
{u ≥ U0} we have∫
Yk
〈
L∗g˜k(s), s
〉
dvolg˜k =
∫
Yk
〈Lg˜k(s), s〉 dvolg˜k ≥
(
9
8
− δ
2
)∫
Yk
|s|2g˜kdvolg˜k
This follows because g˜k is hyperbolic at large distances, with boundary defining func-
tion u−1.
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Fix δ > 0 small and an associated U0 as in (5.2). Let η : [0,∞) → [0,∞) be a smooth
function with η(u) = 0 when u ≤ U0 and η(u) = 1 for u ≥ 2U0. We will use η to support
the Green’s function in the region {u ≥ U0}. Meanwhile we will use a second cut-off
function χ to cut-off at large values of u, as in the proof of Proposition 5.6. For this, pick
M ≫ 1 and let χ : [0,∞)→ [0,∞) be smooth with χ(u) = U0 + 1 when u ≤ U0, χ(u) = u
for U0 + 1 ≤ u ≤M − 1 and χ(u) =M when u ≥M + 1. We choose χ so that |χ′| ≤ 1.
Let x ∈ Yk and σ ∈ S2T ∗xYk with |σ|g˜k = 1 and as before, put
F (y) = G˜k(y, x)(σ)
Let ψ be a smooth cut-off function centred at x, with ψ ≡ 0 in Bg˜k(x, 1/2) and ψ ≡ 1 in
Yk \Bg˜k(x, 1). We put
F˜ (y) = ψ(y)η(u(y))F (y)
L∗g˜k(F˜ ) is supported in the union of the annulus Bg˜k(x, 1) \ Bg˜k(x, 1/2) and the region{U0 ≤ u ≤ 2U0}. Arguing as in the derivation of (5.21) we get that∫
Yk
χ(u(y))3−ǫ|L∗g˜k F˜ (y)|2g˜kdvolg˜k ≤ Cu(x)3−ǫ (5.26)
where C does not depend on ǫ,M or k but does depend on U0. Two points in the proof
of (5.26) are different from the previous discussion. On the one hand, to control the
contribution of the integrand supported in Bg˜k(x, 1) \ Bg˜k(x, 1/2) we must first bound
uniformly the volume of the unit ball:
vol(Bg˜k(x, 1)) ≤ C
This follows from the Bishop-Gromov inequality and the fact that the Ricci curvature of g˜k
is uniformly bounded below. Then, we use that for large k we have |du|g˜k ≤ 2V (u)1/2 ≤ 2u,
where V is defined in (3.10). It follows that there is a constant C such that for any
y ∈ Bg˜k(x, 1), u(y) ≤ Cu(x).
On the other hand, the other possible support of the integrand in (5.26) is the region
{U0 ≤ u ≤ 2U0}. For such y, we also have u(y) ≤ Cu(x) where C now depends on U0
(this is because u(x) ≥ ua > 0), and therefore χ(u(y))3−ǫ ≤ Cu(x)3−ǫ. Together with the
global uniform L2 control on G˜k(y, x) and its covariant derivative given in Proposition A.1
of the Appendix, this proves (5.26).
We now copy precisely the steps in the proof of Proposition 5.6 to obtain, for any
0 < β < 3/2, ∫
Yk
χ(u(y))2β |F˜ (y)|2g˜kdvolg˜k ≤ Cu(x)2β
Here C depends only on β and U0, but not on M , k or x. Now letting M →∞ gives, by
definition of η and ψ:∫
{u≥2U0}\Bg˜k (x,1)
u(y)2β |F (y)|2g˜kdvolg˜k ≤ Cu(x)2β
Finally, the integral over the region {u ≤ 2U0} \ Bg˜k(x, 1) is independently estimated by
the global L2 bound on G˜k(y, x) given in Proposition A.1. This completes the proof.
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Note that this time, in Proposition (5.9), the weight is just a function of u and is not
normalized relative to x.
With this weighted L2-estimate in hand, we prove the following bound on sk(xk) which
gives a contradiction with (5.2) (again with p = 1/8). (For consistency, we choose Uk to
satisfy the same constraint (5.24). If we only cared about Case 2, we could have used a
weaker constraint on Uk.)
Proposition 5.10. Let 1/8 < α < 1/4 and choose the gluing parameter Uk so that
U
− 3
2
k U
5
4
+α
k,max → 0
Then for all sufficiently large k,
‖sk‖C0α ≤ U
3−α− 1
8
k ‖Lg˜k(sk)‖C0α
Proof. We first transport sk from Xk to the model space Yk. Let ηk : [0,∞) → [0,∞) be
a smooth cut-off function with ηk(u) = 1 for u ≤ Uk,max/4, ηk(u) = 0 when u ≥ Uk,max/2
and
|η′k|+ Uk,max|η′′k | .
1
Uk,max
For such a choice of ηk we have, in particular, that
|∇ηk(u(·))|g˜k + |∆ηk(u(·))|g˜k . 1 (5.27)
Let s˜k = ηksk. This defines a symmetric tensor field supported in the region u ≤ Uk,max
and we extend it by zero to a tensor on the whole of Yk. We now take the Green’s
representation formula for s˜k:
sk(xk) = s˜k(xk) =
∫
Yk
G˜k(y, xk)
t
(
Lg˜k
(
s˜k
)
(y)
)
dvolg˜k(y)
Now Lg˜k(sk) is by assumption supported in the region Sk = {Uk/2 ≤ u ≤ Uk}, where
ηk = 1. It follows that
|sk(xk)|gk .
(∫
Sk
|G˜k(y, xk)|g˜kdvolg˜k
)
U−αk ‖Lg˜k(sk)‖C0α
+
(∫
Uk,max
4
≤u≤
Uk,max
2
|G˜k(y, xk)|2g˜k
)1/2
(‖sk‖L2 + ‖∇sk‖L2) (5.28)
(we used here the uniform bounds (5.27) on the derivatives of ηk.)
We make use of Proposition 5.9. Since we are assuming here that u(xk) ≤ C is uniformly
bounded, we can replace the bound of this result by a uniform constant, and we in particular
have that xk 6∈ Sk.
By Cauchy–Schwarz,∫
Sk
|G˜k(y, xk)|g˜kdvolg˜k ≤
(∫
Sk
u(y)ǫ−3dvolg˜k(y)
)1/2 (∫
Sk
u(y)3−ǫ|G˜k(y, xk)|2g˜kdvolg˜k(y)
)1/2
. U
1
2
(ǫ−3)
k vol(Sk)
1/2
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Now vol(Sk) ≤ U3k vol(Σk) where vol(Σk) is the hyperbolic volume of the branch locus Σk.
By part 3 of Proposition 1.1, we have vol(Σk) . U
5
k,max (as discussed before (5.3)) and
from here we have that∫
Sk
|G˜k(y, xk)|g˜kdvolg˜k . U
ǫ
2
k U
5
2
k,max = o(U
3− 1
8
k ) (5.29)
(where we have used the condition on Uk in the hypotheses, with ǫ > 0 chosen sufficiently
small).
This deals with the first term in (5.28). For the second term we use Proposition 5.9 to
write ∫
Uk,max
4
≤u≤
Uk,max
2
|G˜k(y, xk)|2g˜k . U ǫ−3k,max
From this and Lemma 5.1 we get that the second term in (5.28) is bounded by
U
ǫ
2
+1
k,maxU
3
2
−α
k ‖Lg˜k(sk)‖C0α =
(
U
ǫ
2
+1
k,maxU
− 3
2
k
)
U3−αk ‖Lg˜k(sk)‖C0α
When ǫ is sufficiently small, using the hypothesis on the choice of Uk we have
U
ǫ
2
+1
k,maxU
− 3
2
k = o(U
− 1
8
k )
Together with (5.28) and (5.29), this completes the proof.
5.3 Case 3
It remains to treat the case w(xk)→∞ whilst w(xk)/Uk,max → 0. This means that xk lies
in the intermediate region, between the model and the genuinely hyperbolic part of Xk.
In particular, w(xk) = u(xk). Here, like in Case 1, the metric is very close to hyperbolic.
However, the radius on which this holds is not as large and so the same arguments do not
work. Instead, we work directly.
Since w(xk)/Uk,max → 0 the point xk lies in a tubular neighbourhood of a component
Σ′k of the branch locus:
xk ∈ [ua, Uk,max)× S
1 × Σ′k
∼
(where, as above, ∼ denotes the relation collapsing {ua} × S1 to form a smooth mani-
fold without boundary). We use (u, θ) ∈ [ua, Uk,max) × S1 for the corresponding polar
coordinates transverse to Σ′k. Recall that in these coordinates the metric gk is given by
gk =
du2
V (u)
+ V (u)l2dθ2 + u2hΣ′k
where l is the degree of the branched cover Xk →Mk, hΣ′k denotes the hyperbolic metric
on Σ′k and where V (u) = u
2 − 1 + aχu−1 and χ is a cut-off function (see the discussion
around (3.10)). When u is large, this is close to the pull-back hk of the hyperbolic metric
from Mk:
hk =
du2
u2 − 1 + l
2(u2 − 1)dθ2 + u2hΣ′k (5.30)
We will use the Green’s operator of hk which, as we now explain, comes with explicit
pointwise bounds.
First, we work on H4, with hyperbolic metric h. Given x ∈ H4, let Gh(·, x) denote the
fundamental solution for Lh. Here, Lh denotes the linearised Einstein operator in Bianchi
gauge relative to h, given by (4.4). For any smooth compactly supported section s of
S2T ∗H4 we have
s(x) =
∫
H4
Gh(x, y)(Lh(s)(y))dvolh(y)
Notice that here we have used the fact that, since Lh is self-adjoint, the Green’s operator
has the symmetry property Gh(x, y) = G(y, x)
t.
Now we pass to the branched cover. Fix a totally geodesic copy of H2 ⊂ H4 and
write p : H˜4 → H4 for the l-fold cover, branched along H2. In polar coordinates (u, θ, x) ∈
[1,∞)× S1 ×H2 orthogonal to H2 (where u = cosh(d), with d the distance to the copy of
H2), the map p is given by p(u, θ, x) = (p, lθ, x). Write h˜ = p∗h for the pull-back of the
hyperbolic metric. We set
D = (1,∞) ×
(
−π
l
,
π
l
)
×H2
The restriction of p is an isometry between (D, h˜) and the complement in H4 of the set
{θ = π}. It follows that
Gh˜(x, y)
.
.= p∗ ◦Gh(p(x), p(y)) ◦ p∗
is a fundamental solution for Lh˜ over D. In other words, if s is a section of S
2T ∗H˜4
supported in D, then for any x ∈ D,
s(x) =
∫
D
Gh˜(x, y)
(
Lh˜(s)(y)
)
dvolg˜(y) (5.31)
We will use cut-off functions to transfer Gh˜ to Xk. We will support our symmetric
2-tensors in a region of Xk, centred on xk and consisting of a large interval in u, a narrow
interval in θ and a large ball in Σ′k. The idea is that the rapid decay of Gh˜ ensures that
the contribution outside of this region to the representation formula will already be too
small to matter.
We now turn to the details. Write xk = (u(xk), 0, zk) ∈ [ua, Uk,max)×S1×Σ′k. Choose
geodesic normal coordinates (s, φ) on Σ′k centred at zk, where s denotes distance to zk in
the hyperbolic metric and φ ∈ S1 is the angular coordinate. Then (u, θ, s, φ) are a system
of coordinates on Xk with xk corresponding to the point (u(xk), 0, 0, ∗) (the φ-coordinate
is not defined at s = 0). Note that Σk ⊂Mk is totally geodesic and so the injectivity radii
satisfy i(Σk) ≥ i(Mk). In particular, the coordinate s is defined for s ∈ [0, σ] for some
σ > 2 independent of k.
Let M > 0 be large, to be chosen later. We define three cut-off functions as follows:
• Let ηˆ1 : R→ R≥0 be smooth with ηˆ1(v) = 1 for v ∈ [− log(u(xk))−M/2, log(u(xk))+
M/2] and with ηˆ1(v) = 0 for v ∈ [− log(u(xk))−M, log(u(xk))+M ]c. We can choose
ηˆ1 with
|ηˆ′1|+ |ηˆ′′1 | ≤
C
M
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for some positive constant C independent of M .
We set η1(u, θ, s, φ) = ηˆ1(log u). By (5.30), the derivatives of η1 using the pulled-back
hyperbolic metric hk satisfy
|∇η1(y)|hk + |∇2η1(y)|hk ≤
C ′
M
for any y, where C ′ is independent of M and k (and ∇ is taken for hk).
• Let ηˆ2 :
[−πl , πl ] → R≥0 be smooth with ηˆ2(θ) = 1 for θ ∈ [− π2l , π2l] and ηˆ2(θ) = 0
for θ =
[−3π4l , 3π4l ]c. We choose ηˆ2 so that
|ηˆ′2|+ |ηˆ′′2 | ≤ C
We write η2(u, θ, s, φ) = ηˆ2(θ). Again using hk to define derivatives, we have that
for any y,
|∇η2(y)|hk + |∇2η2(y)|hk ≤
C ′√
u(y)2 − 1
where C ′ is independent of y, M and k (but does depend on l).
After applying the first cut-off η1, we will be left considering only those points y with
e−Mu(xk) ≤ u(y) ≤ eMu(xk). Now, by assumption, u(xk) → ∞ so taking k large
enough (depending on M) we can ensure that for these points y, u(y) ≥ √M2 + 1.
This gives
|∇η2(y)|hk + |∇2η2(y)|hk ≤
C ′
M
• Let ηˆ3 : R≥0 → R≥0 be smooth with ηˆ3(s) = 1 for s ∈ [0, σ − 2] and ηˆ3(s) = 0 for
s ∈ [σ − 1,∞). Put η3(u, θ, s, φ) = ηˆ3(s). Again we have
|∇η3(y)|hk + |∇2η3(y)|hk ≤
C ′
u(y)
≤ C
′
M
for those y with e−Mu(xk) ≤ u(y) ≤ eMu(xk) as long as k is large enough (depending
on M).
We now set η : Xk → R≥0 to be η = η1η2η3. Although each ηi is only defined in the
coordinate patch where the coordinates (u, θ, s, φ) are valid, the product is supported in
the subset of [ua, Uk,max)× S1 × Σk′ defined by
Ak =
{
e−Mu(xk) ≤ u ≤ eMu(xk)
}×{−3π
4l
≤ θ ≤ 3π
4l
}
× {s ≤ σ − 1} × S1 (5.32)
and η(y) vanishes for y outside this region.
Recall that our hypothesis provided a sequence g˜k of metrics on Xk satisfying (5.1) and
a sequence sk of symmetric bilinear forms with Lg˜k(sk) supported in Sk and satisfying (5.2).
We write s˜k = ηsk, which is supported in Ak. For this section only we denote by Lhk the
linearised Ricci operator in the Bianchi gauge with respect to hk itself, acting on sections
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compactly supported in D. By (4.4) it is a rough laplacian plus zeroth-order terms, and
direct computation gives
Lhk(s˜k) = ηLhk(sk)−∇∇ηsk ++
1
2
(∆hkη)sk (5.33)
where here ∇ is taken with respect to hk. The last two terms here are supported only
where ∇η is non-zero, i.e., in the region Bk given by
Bk = B
′
k ∩Ak
B′k =
{
e−Mu(xk) ≤ u ≤ e−M/2u(xk)
}
∪
{
eM/2u(xk) ≤ u ≤ eMu(xk)
}
∪
{
−3π
4l
≤ θ ≤ − π
2l
}
∪
{
π
2l
≤ θ ≤ 3π
4l
}
∪ {σ − 2 ≤ s ≤ σ − 1} (5.34)
We want to compare (5.33) to Lg˜k(sk). We begin with the last two terms. By definition
of the ηi, we have that for any y ∈ Bk,∣∣∣∣−∇∇ηsk + 12(∆hkη)sk
∣∣∣∣
hk
(y) ≤ C
M
(|sk|hk(y) + |∇sk|hk(y))
for some C independent of k or M , and for all k sufficiently large. Since u(xk) → ∞, we
have that for any m ∈ N, as k →∞,
‖gk − hk‖Cm(Ak) → 0 (5.35)
This means that for y ∈ Bk,∣∣∣∣−∇∇ηsk + 12(∆hkη)sk
∣∣∣∣
hk
(y) ≤ C
M
(|sk|gk(y) + |∇sk|gk(y))
where on the right-hand side ∇ is now defined using gk. From here, and by (4.17) we have∣∣∣∣−∇∇ηsk + 12(∆hkη)sk
∣∣∣∣
hk
(y) ≤ C
M
u(y)−α‖sk‖C1α (5.36)
Now, by the weighted elliptic estimate, Lemma 4.14, for the metric g˜k, together with the
hypothesis (5.2), we have
‖sk‖Cm+2,ηα . ‖sk‖C0α
Together with (5.36), this gives∣∣∣∣−∇∇ηsk + 12(∆hkη)sk
∣∣∣∣
hk
(y) ≤ C
M
u(y)−α‖sk‖C0α (5.37)
Meanwhile, with an eye on the first term in (5.33), we note that, by (5.1), g˜k − gk is
small in Cm+2,ηα . Together with (5.35), and similar reasoning as led to (5.37), we see that
for any y ∈ Ak,
|(Lhk − Lg˜k) (sk)|gk (y) = o
(
u(y)−α‖sk‖C0α
)
(5.38)
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We are now in a position to apply the representation formula (5.31) for tensors com-
pactly supported in the region D ⊂ H˜4. Since s˜k is supported in a region on which hk is
isometric to (D, h˜) we can apply this formula to s˜k. For clarity, we will only consider from
now on norms defined with respect to h˜.
When taken together with (5.37) and (5.38) we obtain the following (recall that Sk is
the gluing region, in which we assume Lg˜k(sk) is supported):
|s˜k(xk)|gk . ‖Lg˜k(sk)‖C0α ·
∫
Ak∩Sk
u(y)−α|Gh˜(xk, y)|h˜dvolh˜(y)
+ o
(
‖sk‖C0α ·
∫
Ak
u(y)−α|Gh˜(xk, y)|h˜dvolh˜(y)
)
+O
(
1
M
‖sk‖C0α ·
∫
Bk
u(y)−α|Gh˜(xk, y)|h˜dvolh˜(y)
)
(5.39)
The crux then is to control the integrals appearing in (5.39).
Lemma 5.11. Let 0 < α < 3. Then∫
Ak
u(y)−α|Gh˜(xk, y)|h˜dvolh˜(y) . u(xk)−α
Proof. The Green’s operator Gh˜(xk, y) has a pole at y = xk which we take care of first.
By definition (5.32) of Ak, there is a radius ρ > 0 depending only on the degree l of the
cover (and in particular independent of k and M), such that Bh˜(xk, ρ) ⊂ Ak. Since u
is of controlled growth on this ball, for any y ∈ Bh˜(xk, ρ), we have u(y)−α . u(xk)−α.
Meanwhile, the Green’s operator of hyperbolic space is L1 near the pole, so that∫
Bh˜(xk,ρ)
|Gh˜(xk, y)|h˜dvolh˜(y) =
∫
Bh(p,ρ)
|Gh(p, q)|hdvolh(q) = C
is independent of k. It follows that∫
Bh˜(xk,ρ)
u(y)−α|Gh˜(xk, y)|h˜dvolh˜ . u(xk)−α
Away from the pole we will use the pointwise exponential decay of Gh. For the hy-
perbolic Green’s function of Lh, for any ρ > 0 there is a constant C such that for any
p, q ∈ H4 with dh(p, q) ≥ ρ, we have
|Gh(p, q)|h ≤ Ce−3dh(p,q)
See for instance Biquard [8], Proposition 1.2.2. It follows that for y ∈ Ak \ Bh˜(xk, ρ), we
have
|Gh˜(xk, y)|h˜ ≤ Ce−3dh(p(xk),p(y)) (5.40)
We express this distance function in the coordinates (u, θ, s, φ). We parameterize the one-
sheeted hyperboloid in coordinates (u, θ, s, φ) and use the well-known explicit expression
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of the hyperbolic distance. With xk = (u(xk), 0, 0, ∗) and y = (u, θ, s, φ) the bound (5.40)
then reads
|Gh˜(xk, y)|h˜ ≤ C
(
u(xk)u cosh(s)−
√
(u(xk)2 − 1)(u2 − 1) cos(lθ)
)−3
(5.41)
Now since the volume form is
dvolh˜ = lu
2 sinh(s)dudθdsdφ
we see that∫
Ak\Bh˜(xk,ρ)
u(y)−α|Gh˜(xk, y)|h˜dvolh˜(y) .∫
Ak
(
u(xk)u cosh(s)−
√
(u(xk)2 − 1)(u2 − 1) cos(lθ)
)−3
lu2−α sinh(s)dudθdsdφ
The right-hand side is easily computed with standard integrals. In particular:
∫
Ak\Bh˜(xk,ρ)
u(y)−α|Gh˜(xk, y)|h˜dvolh˜(y) .
∫ eMu(xk)
e−Mu(xk)
u2−αdu
(u(xk)2 + u2)
3/2
= u(xk)
−α
∫ eM
e−M
u2−αdu
(1 + u2)3/2
(5.42)
This last integral converges both at 0 and ∞ when M → ∞, provided 0 < α < 3,
completing the proof of the Lemma.
Next we control the integral over the region Bk, where ∇η is non-zero. We write
Bk = B
u
k ∪Bθk ∪Bsk where
Buk = Ak ∩
{
e−Mu(xk) ≤ u ≤ e−M/2u(xk)
}
∪Ak ∩
{
eM/2u(xk) ≤ u ≤ eMu(xk)
}
Bθk = Ak ∩
{
−3π
4l
≤ θ ≤ − π
2l
}
∪Ak ∩
{
π
2l
≤ θ ≤ 3π
4l
}
Bsk = Ak ∩ {σ − 2 ≤ s ≤ σ − 1}
Lemma 5.12. Let 0 < α < 3. There is a function ǫ : R→ R+ with ǫ(M)→ 0 as M →∞
such that ∫
Buk
u(y)−α|Gh˜(xk, y)|h˜dvolh˜(y) . ǫ(M)u(xk)−α
Proof. By the same arguments as led to (5.42), the integral over Buk is bounded by(∫ e−M/2
e−M
u2−αdu
(1 + u2)3/2
+
∫ eM
eM/2
u2−αdu
(1 + u2)3/2
)
u(xk)
−α
Since the integral of u2−α(1 + u2)−3/2 over the whole of R+ is finite, these two tails must
tend to zero as M →∞.
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Lemma 5.13. Let α > 0. Then, as k →∞,∫
Bθk
u(y)−α|Gh˜(xk, y)|h˜dvolh˜(y) = o
(
u(xk)
−α
)
Proof. By the pointwise control of Gh˜ in (5.41), we have∫
Bθk
u(y)−α|Gh˜(xk, y)|h˜dvolh˜(y) . u(xk)−3
∫ eMu(xk)
u=e−Mu(xk)
∫ ∞
s=0
u−1−α cosh(s)−3 sinh(s)duds
. eαMu(xk)
−3−α
= o
(
u(xk)
−α
)
Lemma 5.14. Let α > 0. Then, as k →∞∫
Bsk
u(y)−α|Gh˜(xk, y)|h˜dvolh˜(y) = o
(
u(xk)
−α
)
Proof. By the pointwise control of Gh˜ in (5.41), we have∫
Bsk
u(y)−α|Gh˜(xk, y)|h˜dvolh˜(y) . u(xk)−3
∫ eMu(xk)
e−Mu(xk)
u−1−αdu
. eαMu(xk)
−3−α
= o
(
u(xk)
−α
)
We are finally ready to prove the estimate which contradicts (5.2).
Proposition 5.15. Let α > 0. As k →∞,
‖sk‖C0α . ‖Lg˜k(sk)‖C0,ηα
Proof. By (5.39) and Lemmas 5.11, 5.12, 5.13 and 5.14 we have that at the point xk where
u(x)α|sk(x)|gk is maximal,
u(xk)
α|sk(xk)|gk . ‖Lg˜k(sk)‖C0α + o
(‖sk‖C0α)+
(
ǫ(M)
M
+ o(1)
)
‖sk‖C0α
where ǫ(M) → 0 as M → ∞. We now take M very large (but fixed) so that the ‖sk‖C0α
terms on the right-hand side can be absorbed on the left.
This Proposition shows that Case 3 cannot actually have occurred after all. Since we
have already ruled out the other possibilities, the proof of Theorem 1.2 is complete.
A Technical results on Green’s operators
For the purpose of this Appendix, we will denote by (Mk, gk) the sequence of complete
non-compact negatively curved Riemannian four-manifolds investigated respectively in §5.1
and §5.2. More precisely, (Mk, gk) will denote:
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• either (H4, gk), where gk is the extension of the metric gk (originally constructed in
Proposition 3.1) to H4. The extension process is described after (5.9);
• or (Yk, gk), where Yk is defined in §5.2 and gk is again the extension of the approximate
Einstein metric to Yk, interpolated with the hyperbolic metric at large distances.
We will also let (g˜k) be another family of Riemannian metrics on Mk, which coincides with
gk outside of a compact set Kk of Mk (possibly depending on k) and which satisfies
‖g˜k − gk‖Cm,η(Mk) = o(1) (A.1)
for some m ≥ 3 and 0 < η < 1. In the first case where Mk = H4 we will also assume that
‖g˜k − ghyp‖Cm,η(H4) = o(1). These assumptions are met when g˜k is the metric considered
in Section 5.1 and 5.2. In both cases, these assumptions imply that ig˜k(Mk) is uniformly
bounded from below by a positive number.
The proof of Theorem 4.16 relies on suitable representation formulae for Lg˜k . In this Ap-
pendix we construct a fundamental solution for L∗g˜k onMk, describe its behavior around the
singularity and prove a global L2 estimate for it. In the following we let S = S(2,0)(T
∗Mk)
be the bundle of symmetric bilinear forms on T ∗Mk. We prove the following result:
Proposition A.1. Let x ∈Mk. There exists a fundamental solution Gk(·, x) for L∗g˜kin the
following sense: it is a section of the bundle y 7→ Hom(Sx, Sy) which is in C1,η(Mk\{x})
and satisfies the following distributional equation:
L∗g˜k
(
Gk(·, x)
(
f ij(x)
))
= δx · f ij(x),
for any 1 ≤ i, j ≤ n, where f ij is a local orthonormal basis of S around x and parallel at
x. Also, Gk satisfies that:∫
Mk\{dg˜k (x,y)≤r}
(|Gk(y, x)|2g˜k + |∇g˜kGk(y, x)|2g˜k) dvolg˜k(y) ≤ C(r), (A.2)
and that: ∫
Bg˜k (x,r)
(|Gk(y, x)|g˜k(y) + |∇g˜kGk(y, x)|g˜k) dvolg˜k(y) ≤ C(r) (A.3)
for some positive constant C(r) independent of x and k and depending only on r.
As a consequence of Proposition A.1 we get that, for any compactly supported bilinear
form h of class C2 in Mk:
h(x) =
∫
Mk
Gk(y, x)
t (Lg˜k(h)(y)) dvolg˜k(y), (A.4)
where Gk(y, x)
t is the adjoint of the linear map Gk(y, x) : Sx → Sy.
Proof. For a fixed Riemannian metric, the arguments used here are standard and are an
adaptation of the constructions in [3] (see also [31]). The point is to ensure that the
constants in (A.2) and (A.3) are independent of g˜k. We sketch the relevant parts of the
proof.
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An explicit expression for the operator L∗g˜k , that we will not write here, can be obtained
from formula 4.5. In particular, in a neighbourhood of x, L∗g˜k looks like, at first order,
a constant-coefficients elliptic system Lk in R
n(n+1)
2 satisfying, by (A.1), the Legendre
condition. Fundamental solutions for such systems, whose norm behaves as dg˜k(x, ·)2−n
around x, are known to exist (see for instance [14]). Let 0 < δ0 < ig˜k(Mk). If Hk is a
fundamental solution of Lk we define, for 1 ≤ i, j ≤ n and for y ∈ Bg˜k(x, δ0)\{x}:
Gij0,k
(
y, x
)
:= χ
(
dg˜k(x, y)
)
Hk(η)
ij
pqf
pq(y), (A.5)
where η is such that y = expx(η), expx is the exponential map at x for g˜k and χ is a cut-off
function in R+ such that χ ≡ 1 in [0, 12δ0] and χ ≡ 0 in [δ0,+∞). Equivalently, we denote
by G0,k(y, x) the element of Hom(Sx, Sy) such that G0,k(y, x)(f
ij(x)) = Gij0,k(y, x). This
is now a global section of S, smooth on Mk\{x}, singular at x and compactly supported
in Bg˜k(x, δ0). Straightforward computations using (A.1) show that the following holds, in
a distributional sense:
L∗g˜kG
ij
0,k(·, x) = δxf ij(x) +Rij0,k(·, x), (A.6)
where Rij0,k(y, x) = R0,k(y, x)
(
f ij(x)
)
and R0,k(·, x) is a singular section of S, supported in
Bg˜k(x, δ0), satisfying
|R0,k(y, x)|g˜k ≤ Cdg˜k(x, y)1−n (A.7)
for some positive C independent of x and k. As a consequence of (A.6) we get that for
any h ∈ S compactly supported and of class C2 one has:
h(x) =
∫
Mk
G0,k(y, x)
t (Lg˜k(h)(y)) dvolg˜k(y)−
∫
Mk
R0,k(y, x)
t (h(y)) dvolg˜k(y) (A.8)
The iterative construction now goes as follows: for any p ≥ 0 we let
Gijp+1,k(y, x) = G
ij
0,k(y, x)−
p∑
q=0
∫
Mk
G0,k(y, z) ◦Rq,k(z, x)(f ij(x))dvolg˜k(z), (A.9)
and
Rijp+1,k(y, x) = −
∫
Mk
R0,k(y, z) ◦Rp,k(z, x)(f ij(x))dvolg˜k(z)
By (A.6):
L∗g˜kG
ij
p+1,k(·, x) = δxf ij(x) +Rijp+1,k(·, x).
An iterative use of Giraud’s lemma (see [21], Lemma 7.5) with (A.5) and (A.7) shows that∣∣∣Rijn−1,k(y, x)∣∣∣
g˜k
≤ C| ln dg˜k(x, y)| (A.10)
and that
|Gp+1,k(y, x)|g˜k ≤ Cdg˜k(x, y)2−n, (A.11)
for some positive C independent of k, x, and y, for any 0 < dg˜k(x, y) ≤ Mδ0 for some
M > 0. Note also that by construction Rijn−1,k(·, x) is compactly supported in Mk. It
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remains to solve for the remainder term. We claim that there exists a unique bilinear form
N ijk (·, x) in H1(Mk) satisfying:
L∗g˜kN
ij
k (·, x) = −Rijn−1,k(·, x)
and
‖N ijk (·, x)‖H1(Mk) ≤ C (A.12)
for some positive C independent of x and k. The existence of N ijk (·, x) and the bound
(A.12) follow from 4.5 and from (A.1), which show that L∗g˜k is o(1)-close, in operator
norm, to an injective self-adjoint elliptic operator. By (A.10) and since Rijn−1,k(·, x) is
compactly supported, it in Lp(Mk) for all p ≥ 1, so standard elliptic regularity theory with
(A.1) shows that N ijk (·, x) is of class C1,η in Mk for all 0 < η < 1 and that
‖N ijk (·, x)‖C1,η(Bg˜k (x,2δ0)) ≤ C. (A.13)
It remains to define Gk(y, x) = Gn−1,k(y, x) + Nk(y, x), where Gn−1,k(y, x) is given by
(A.9). There holds then, for any 1 ≤ i, j ≤ n:
L∗g˜kG
ij
k (·, x) = δxf ij(x),
and (A.2) and (A.3) follow from (A.11), (A.12) and (A.13).
We also remark that by standard elliptic theory applied to the operator L∗g˜k , and as a
consequence of (A.1), we also get uniform (in k) Cm,η bounds on Gk(·, x) in every fixed
compact set of Mk\{x}.
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