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Abstract
The most important parameter for estimates of the anthropogenic induced climate change is the
radiative forcing. In a comparison of the earth’s radiative budget in the year 2011 relative to 1750,
the intergovernmental panel on climate change concludes that the largest uncertainty in the total
radiative forcing derives from aerosol particles and their ability to modify cloud properties as cloud
condensation nuclei  (CCN). This uncertainty may be reduced from increased knowledge of the
spatial and temporal distribution of aerosol particles with CCN properties.
In this project, aerosol particles formed in coastal and marine atmospheres through so called new
particle  formation  (NPF)  were  analysed  spatially  and  temporally  and  an  assessment  of  the
anthropogenic impact on the marine NPF was attempted. 
A method known as the NanoMap method was applied to infer the frequency of NPF in marine
environments in the North Sea, Baltic Sea and the Mediterranean Sea. The results of the NanoMap
analysis clearly identifies NPF frequently occurring in all three marine environments. The results
suggested furthermore an increased probability of NPF in areas with heavy shipping. If the particles
formed by the NPF grow to sizes with diameters larger than 50 nm, these may participate in the
formation of clouds as CCN.
To assess the anthropogenic impact on marine NPF, aerosol properties and NPF were simulated
with  the  ADCHEM model.  The  input  gas  phase  emissions  to  the  model  were  emissions  from
anthropogenic, biogenic and natural sources. The simulations were carried out mainly over the the
North Sea and the model was evaluated against the total particle volume measured in  Høvsøre,
Denmark. The model results were reasonably consistent with the observations.
From the ADCHEM modelling results, it was concluded that anthropogenic marine emissions do
influence NPF. The modelled particle size distribution at Høvsøre showed evidence of an increase
in the NPF most likely as a result  of anthropogenic emissions of condensable gases. However,
particulate matter from shipping emissions were in some cases found to suppress the NPF. It was
therefore concluded that new marine emission control legislations of sulphur-containing compounds
may result in a decrease of marine NPF. If particulate emissions were also to be reduced, the result
may instead be an increase of marine NPF.
The ADCHEM model results were furthermore compared to the NanoMap analysis of the same
period.  The  comparison  showed  that  the  modelled  and  the  inferred  NPF  in  the  marine  areas
coincided to  a  large extent.  The consistency between the modelled and the inferred NPF is  an
encouraging result and provides a first verification of the NanoMap analysis. 
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Abbreviations, acronyms and important symbols
ADCHEM Aerosol dynamics and gas phase chemistry model
AIS Air Ion Spectrometer
B Particle mobility
BVOC Biogenic VOC
CC The slip correction factor
CD The drag force coefficient
CCN Cloud condensation nuclei
CO2 Carbon monoxide
CPC Condensation Particle Counter
DJF December-January-February
DMA Differential Mobility Analyzer
DMPS Differential Mobility Particle Sizer
DMS Dimethyl sulphide
ECAs Emission Control Areas
EMEP European Monitoring and Evaluation Programme
EOG End Of Growth (time)
FD The drag force
G Gibbs free energy (IUPAC: Gibbs energy)
GDAS Global Data Assimilation System
HO2 Hydroperoxyl radical
H2SO4 Sulphuric acid
HYSPLIT Hybrid Single-Particle Lagrangian Integrated Trajectory
IMO International and Maritime Organization
IPCC Intergovernmental Panel on Climate Change
JJA June-July-August
λ Mean free path
MAM Mars-April-May
m.a.s.l. Meters above sea level
MCM Master Chemical Mechanism
μm Micrometer (10-6 meters)
NCEP The National Weather Service's Nation Centers for Environmental prediction 
NH3 Ammonia
nm Nanometre (10-9 meters)
NMVOC Non-Methane VOC
iv
N2O Nitrous oxide
NO Nitric oxide
NO2 Nitrogen dioxide
NOAA National Oceanic and Atmospheric Administration
NOx NO + NO2
NPF New particle formation
OH Hydroxyl radical
PAR Photosynthetic Active Radiation
PBLH Planetary Boundary Layer Height
rb Quasi-laminar layer resistance
RMSE Root Mean Squared Error
SMPS Scanning Mobility Particle Sizer
SO2 Sulphur dioxide
SON September-October-November
τ The relaxation time
UTC Coordinated Universal Time
νdrift The drift velocity
VOC Volatile Organic Compound
WHO World Health Organisation
WNW West-North-West
z0 Roughness layer height
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 1 Introduction
The climate of the earth is a complex system determined by the amount of incoming solar radiation
and the absorption, reflectance and emission of energy in the atmosphere and at the surface (IPCC,
2007). On large time scales natural processes such as e.g. changes in solar radiation are repeatedly
changing  the  climate.  However,  since  the  beginning  of  the  industrial  era,  human  made  or
anthropogenic changes to the environment have had a significant impact on some of the parameters
controlling the climate. Combustion of fossil fuels has lead to large emissions of greenhouse gases
and an almost 50 percent increase of the atmospheric carbon dioxide (CO2) concentration since
1750 (IPCC, 2013). 
Adding to the concentration of greenhouse gases increases the absorption of outgoing long wave
radiation  in  the  atmosphere and raises  the  temperature of  the  earth's  surface.  Several  feedback
mechanisms may follow a change in the climate forcing. One major feedback mechanism is the
change in the amount  of water vapour present in the air.  The saturation water vapour pressure
increases  with  temperature,  hence  adding  greenhouse  gases  allows  a  higher  water  vapour
concentration in the atmosphere (IPCC, 2013). The water vapour itself has several climate feedback
mechanisms. It is a strong greenhouse gas which allows more heat to be trapped in the atmosphere.
Due to the changes in both water vapour concentration and temperature, the relative humidity is
also modified and as a result, the amount of clouds in the atmosphere is affected. Globally, about
two thirds of the sky is covered by clouds and clouds present perhaps the most variable part of the
climate system. Not only may changes in the cloud cover alter precipitation patterns but also, in
addition, have both a warming and cooling effect on the climate. Clouds reflect incoming solar
radiation which increases the albedo of the earth and cools the surface. At the same time, clouds
increase the opacity of the atmosphere in the infrared region of radiation, preventing part of the long
wave radiation to be lost to space (Taylor, 2005). 
CO2 emissions are far from the only anthropogenic emission affecting the climate. Another large
source  of  anthropogenic  induced  climate  change  arise  from emissions  of  aerosol  particles.  An
aerosol is liquid or particular matter suspended in a gas. An example of an aerosol is thus the air the
atmosphere consists of. Aerosol particles found in the atmosphere have a variety of natural sources
including  primary  particles  directly  emitted  from  the  oceans,  deserts  and  volcanoes  but  large
anthropogenic sources from e.g. combustion and road wear. Aerosols may also form in situ in the
atmosphere  by  condensation  of  existing  precursor  gases  forming  so  called  secondary  aerosols
(Seinfeld and Pandis, 2006). 
In this project, the main concern is the climate effects of aerosol particles and the way they alter the
radiative  properties  of  the  atmosphere.  Apart  from  climatic  effects,  aerosols  may  have  large
negative  environmental  effects,  e.g.  when  aerosols  form  smog  or  cause  acidic  rain  far  from
emission sources (Wallace and Hobbs, 2006). Moreover, The World Health organization (WHO)
estimates that 0.8 million yearly deaths and a total of 7.9 million lost years of healthy life are caused
by  urban  air  pollution,  where  aerosol  particles  are  the  dominant  contributor  to  the  increased
mortality rates (World Health Organisation, 2002).
Radiative forcing (Wm-2) is a measure of the influence a factor has in changing the radiative balance
of the earth-atmosphere system. A positive radiative forcing is generally associated with a heating
of the surface while a negative radiative forcing cools the surface. Aerosol particles influence the
radiative  forcing  directly  by  scattering  and  absorbing  incoming  solar  radiation  and  outgoing
longwave radiation. This effect is termed the direct effect (IPCC, 2007).
Aerosol  particles  act  as  cloud condensation nuclei  (CCN) by forming surfaces  on which water
vapour may condense up on. These CCN are hence essential for the formation of clouds in the
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earth's atmosphere and therefore, changes in the concentration of the CCN indirectly influence the
climate by altering the albedo, amount and lifetime of clouds (IPCC, 2007). Often termed the first
indirect effect, aerosol particles may alter the cloud albedo when an increase of CCN subsequently
results in an increase of the number of water droplets in a cloud, thereby increasing the scattering
and albedo of the cloud. Second indirect effects  are changes in the liquid water content,  cloud
height  and an  increased  life  time of  clouds due to  an increased droplet  concentration  and less
precipitation  (Houghton  et  al.,  2001.  i.e.  IPCC 2001).  Anthropogenic  emissions  may  alter  the
amount of CCN present in the atmosphere and may contribute to the climate change by altering the
indirect effects as well as the direct effect.
Figure 1 shows the best estimates of the radiative forcings in 2011 relative to 1750. Both direct
aerosol radiative forcings and cloud adjustments from aerosols are estimated to have a negative
radiative forcing. The cloud adjustment is associated with a very large uncertainty in the magnitude
of the radiative forcing. An important source for the large uncertainty is the incomplete aerosol
distribution data used as input in global climate models (IPCC, 2007). Focusing on the indirect
climate  effects  of  aerosols,  quantifying  the  distribution  and  production  of  CCN  is  therefore
necessary in order to estimate the radiative properties of clouds. To improve climate predictions, the
relative importance of different aerosol sources contributing to the CCN concentration needs to be
studied (Merikanto et al., 2009).
2
Figure  1:  Radiative forcing estimates in 2011 relative to 1750 and aggregated uncertainties for the main drivers of
climate change. The level of confidence in the right column signifies a low (L), medium (M), high (H) or very high (H)
confidence in the results. Source: IPCC, 2013: Summary for Policymakers.
Secondary aerosols are formed in the atmosphere through nucleation of gaseous species, which is
termed new particle formation (NPF), and through the condensation of vapours on existing particles
forming e.g. secondary organic aerosols (SOA). The NPF contributes significantly to the total mass
and number of aerosols present in the atmosphere (Spracklen et al., 2006; Zhang et al., 2012). NPF
is often observed as typical events where a large increase of nanometre sized particles followed by
growth  of  these  particles  to  larger  sizes  can  be  observed  (figure  2).  Particle  formation  in  the
atmosphere exhibits two very clear stages. The particle formation is initiated by gas to particle
formation and  the nucleation of small stable clusters with sizes between 1-2 nm. The nucleation of
the clusters is then followed by growth by the condensation of existing vapours. In the first stage of
the NPF, sulphuric acid, water and ammonia (or amines) are believed to be the driving precursor
gases. In the second stage, the growth of the newly formed particles, low volatile organic vapours
are considered the main growth factor (Zhang et al., 2012; Kulmala et al., 2013). 
Modelling studies have shown that the NPF in the atmosphere may contribute to almost as much as
50% of the CCN present in low level clouds (Merikanto et al., 2009; Spracklen et al., 2008). There
is furthermore strong evidence that the number of cloud droplets present in a cloud may increase
significantly from NPF (Kerminen et al., 2005). Such findings show that secondary aerosol particles
have  a  profound  impact  on  the  albedo  and  radiative  properties  of  the  earth's  atmosphere.
Furthermore, anthropogenic emissions of aerosol precursor gases, which leads to an increase in the
amount of secondary aerosols, are likely to effect the anthropogenically induced climate change.
Due  to  the  increased  albedo  and  resulting  negative  radiative  forcing,  these  emissions  may
potentially result in an offset of some of the warming from greenhouse gas emissions as shown in
figure 1. 
NPF is frequently observed in different environments, from the polar regions, boreal forests, rural
continental, urban and coastal areas (Kulmala et al., 2004). Marine NPF has been observed (e.g.
Covert et al., 1992, Wiedensohler et al., 1996, Chang et al., 2011), however, modelling studies have
shown that marine nucleation is much less likely to occur than in many terrestrial environments
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Figure 2: New particle formation and growth of new particles to larger sizes observed in Høvsøre,
Denmark. 
(Pirjola et  al.,  2000).  Nevertheless,  O'Dowd et al.  (1998) observed frequent NPF in the coastal
marine environment. These measurements revealed NPF on small scales of 100's of meters which
was later shown (O'Dowd et al.,  2002) to be the cause of nucleation involving biogenic iodine
oxides. Recent studies have shown that NPF is occurring in the marine boundary layer over the
open ocean during periods of high biological activity (O'Dowd et al., 2010). Other studies show that
biogenic  marine  isoprene  emissions  may strongly enhance  the  formation  of  secondary organic
aerosols  (Hu et  al.,  2013)  and in the Southern Ocean,  a  correlation between algal  blooms,  the
number of cloud droplets and a decrease in the droplet radius was found and attributed to marine
isoprene emissions (Meskhidze et al., 2006). 
Although marine NPF has been observed,  the frequency of marine NPF and the anthropogenic
impact on marine NPF remains unclear. In this project, measurement data from three coastal sites
have been analysed together with meteorological backward trajectories using a method known as
the  NanoMap  method.  From the  NanoMap  analysis,  it  is  possible  to  infer  the  frequency  and
probability of NPF also at large distances from the measurement sites. The analysis was used to
infer NPF over sea areas in the North Sea, the Baltic Sea and the Mediterranean Sea. The results of
the  analysis  may be  further  used  to  find correlations  between NPF events  and the  spatial  and
temporal  extent  of  NPF,  meteorological  conditions  and  biogenic  and  anthropogenic  emission
sources.  The results  of the NanoMap analysis  have an unknown uncertainty and are not easily
verified due to the limited number of measurement sites. During the project, a Lagrangian aerosol
dynamics and gas phase chemistry model (ADCHEM) was used to model aerosol properties along
meteorological airmass trajectories. In an effort to verify the NanoMap results, the modelled NPF
could be compared to the inferred NPF of the NanoMap results. However,  the main reason for
applying  the  model  was  the  ability  to  specifically  simulate  the  influence  that  biological  and
anthropogenic emission sources have on NPF in these specific marine environments. 
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 2 Hypothesis and aims
We hypothesise that new particle formation frequently occurs over coastal oceans and marine areas
with large anthropogenic emissions.
From the hypothesis, the specific aims of this project have been formulated:
Task 1. To quantify the frequency of occurrence of new particle formation in coastal polluted
marine areas.
Task 2. To estimate the influence of anthropogenic emissions of sulphur-containing compounds
and volatile organic compounds on the NPF in the coastal polluted marine areas.
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 3 Atmospheric aerosol particles
This  chapter  briefly  describes  aerosol  particle  distributions,  their  sources  and  their  chemical
composition. 
 3.1 Aerosol size distributions
Aerosol  particles  are  often characterised by their  diameters and related to the number,  surface,
volume or mass distribution.  Measurements of this  kind are termed aerosol size measurements.
Other measurements which do not give any information on the aerosol distribution may for example
measure the total mass or volume. Since particles have distinct diameters or masses, aerosol size
distributions are discrete. Aerosol measurements can generally not resolve all particle diameters but
are limited to a discrete number of size bins in which all particles with diameters inside the size
range of the bin are measured. Typically the number of size bins ranges from 10-100 with most of
the bins at lower diameters which means that the size bins are often not equally spaced. 
Presenting aerosol data may be done in several ways and the preferred way resembles a normal
distribution. Assuming a measured aerosol number concentrations for a small number of size bins
with known interval and mean diameter of the interval; figure 3 presents three different alternatives
to present the data. The first alternative (figure 3a) displays the data as the number of particles in
each size bin (ΔN).  Since the intervals are not equally spaced, the number of particles may be
interpreted as very large at large diameters compared to at small diameters, which is not the fact. A
more illustrative way to present the data is to weight the concentration of particles by the size
interval (ΔD), as shown in figure 3b. Similarly the number concentration may be weighted by the
logarithm of  the size interval  (Δln(D))  as  shown in figure 3c.  The last  alternative resembles a
normal distribution, the aerosol distribution is said to be lognormally distributed and figure 3c is the
common way to present aerosol size distributions.
To approximate the aerosol distribution with a lognormal distribution it is necessary to calculate the
geometric mean diameter (or count median diameter) Dpg and the geometric standard deviation σg.
These are calculated in equation 3.1 and 3.2 and the fitting of the lognormal distribution in figure 3c
is calculated using equation 3.3.
    D̄ pg=exp [
1
N t
∑
i=1
M
(N i ln(D pi))]      EQ 3.1
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Figure 3: Illustration of different ways to present aerosol data. 3a: Total number concentration in each size interval. 
3b: The number concentration weighted by the width of each size interval. 3c: The number concentration weighted by 
the difference in the logarithm of the size interval limits and fitted lognormal distribution. The x-axis is logarithmic in 
3c.
σ g=exp[
1
N t
∑
i=1
M
N i( ln(D pi)−ln( D̄pg))
2]
1/2
EQ 3.2
ΔN
Δ ln (D p)
=
N t
√(2π) ln(σ g )
exp(-
(ln (Dp)−ln (D̄ pg))
2
2 ln2(σ g)
) EQ 3.3
Aerosol measurements are discrete measurements, however for large particle concentrations, it is
acceptable  to  approximate  the  size  distribution  with  a  continuous  distribution.  Approximating
aerosol measurements with a number of lognormal distributions significantly reduces the amount of
data needed to describe a measurement. 
An aerosol distribution can often be approximated by several lognormal distributions, so called
modes. The modes consists of particles from different background sources and have very different
atmospheric  lifetimes.  The  number  distribution  is  usually  dominated  by two modes  at  particle
diameters less than 0.1 μm. The smallest particles below 10-20 nm represent the nucleation mode
and a second mode is generally found in the size range 10-100 nm called the Aitken mode. The
mass and volume distributions are normally dominated by two modes. An accumulation mode in the
size range 0.1-2 μm and a coarse mode consisting of particles with diameters larger than 2 μm. The
accumulation mode is frequently made up of two submodes, the condensation  submode and the
droplet submode. In general, particles with diameters larger than 2.5 μm are called coarse particles
and with diameters less than 2.5 μm are called fine particles (Seinfeld and Pandis, 2006). 
 3.2 Aerosol sources
Aerosol particles have a large number of diverse sources and it is important to distinguish between
the primary aerosols, which are emitted directly into the atmosphere, and the secondary aerosols,
which are formed in the atmosphere from gas to particle conversion.
Primary  aerosols  may  be  mechanically  generated,  derive  from combustion  or  from  biological
activity.   Primary marine aerosols are mechanically generated by white capping of waves and by
film or jet drops from gas bubbles bursting at the surface. Deserts and semiarid regions are the
largest sources of particles on the surface of the earth where soil and dust is transported to the
atmosphere  by  turbulent  wind  acting  on  the  surface.  Anthropogenic  particle  emissions  are
dominated by combustion of fossil fuels and biomass burning. Biogenic particles from plants and
animals can be seeds, spores, pollen or bacteria, algae, fungi and viruses (Wallace and Hobbs, 2006;
O'Dowd et al., 2007).
Secondary aerosols are particles which are formed in the atmosphere by condensation from the gas
phase.  A vapour  may  condense  on  existing  particles,  so  called  heterogeneous  nucleation,  or
condense  to  form  new  particles,  in  a  process  called  homogeneous  nucleation.  Heterogeneous
nucleation  is  favourable  if  the  existing  particle  distribution  already  has  a  large  surface  area.
Nucleation of new particles generates the smallest particles observed but is often followed by a
subsequent growth. This  nucleation and growth is  termed new particle  formation and has been
observed in many areas of the world. NPF is described in more detail in chapter 5.5.
 3.3 Emissions, chemical composition and typical concentrations
Aerosols have varying sources and hence, the chemical composition may change between different
environments.  Table 1  summarizes the main aerosol  types,  sources  and estimated fluxes  to  the
atmosphere.  The main contributor  to the mass of marine aerosols is  sodium chloride.  Over  the
continents, windblown mineral dust from deserts and semiarid regions makes a large contribution to
the total aerosol concentration. Other environments than marine have the aerosol mass dominated
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by contributions of sulfates, ammonium, nitrates and organic carbon. Carbonaceous aerosols can be
both organic matter and elemental carbon. The elemental carbon, also known as black carbon or
soot, is emitted directly into the atmosphere while organic carbon can be emitted directly or form by
condensation of organic vapours in the atmosphere (Seinfeld and Pandis, 2006)
Table 1: Aerosol emission sources. Adopted from IPCC, 2001.
Aerosol type Emission sources Global emissions (Tg year-1)
Primary
Organic carbon
Biomass burning 54
Fossil fuel 28
Biogenic 56
Black carbon
Biomass burning 6
Fossil fuel 7
Industrial Dust, etc. 100
Sea salt Oceans 3300
Mineral Soils 2150
Secondary
Sulfate
Anthropogenic 122
Biogenic 57
Volcanic 21
Nitrate
Anthropogenic 14
Natural 4
VOC Biogenic VOC 16
As a result of the different emission sources, particle concentrations differ considerably between
geographical areas. Therefore, areas are often grouped into urban, rural  continental,  marine and
polar  areas.  Aerosol  concentrations  are  generally low in marine areas  and high in  urban areas.
Typical concentrations can be addressed to the different environments and  table 2 shows particle
concentrations in geographical areas summarised from several studies.
In polar regions, the aerosol concentration is low and generally characterized by three modes at
small particle diameters. The modes found are a nucleation mode at diameters less than 20 nm, an
Aitken mode at approximately 50 nm and an accumulation mode close to 200 nm (Covert et al.,
1996). In the Arctic, three periods of the year can be characterized. During spring is a period known
as the haze period, characterised by a large accumulation mode. In the summer, high concentrations
of locally formed nucleation mode particles and low concentrations of the accumulation mode are
observed. The rest  of the year  is  characterised by a low accumulation mode concentration and
practically no particles in the fine and the nucleation mode (Tunved et al., 2013).
Mass concentrations of marine aerosols have been measured up to 1000 μg m-3 during strong wind
conditions  but  number  concentrations  rarely  exceed  600  cm-3.  The  size  distribution  of  marine
particles can be described by three modes, an Aitken mode at 30 nm, an accumulation mode at 0.1
μm and a mode of particles larger than 0.5 μm (O'Dowd et al., 2007; Fitzgerald, 1991).
Rural  continental  aerosols  have  three typical  modes.  Two modes are  generally observed below
diameters of 0.1  μm and a coarse mode dominating the mass distribution. The particles originate
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from natural sources and to a smaller extent from anthropogenic aerosols.
Urban  aerosol  sources  include  primary  emissions  from  industries,  traffic,  natural  background
sources and secondary formation from precursor gases. Fine mode particles in urban air are primary
particles  from combustion  sources  and secondary aerosols.  Coarse mode particles  are  typically
mechanically  generated  from tire  wear,  soil  dust,  etc.  Often,  the  urban  number  distribution  is
dominated by small particles up to 0.1 μm and the urban surface distribution dominated by particles
with diameters between 0.1-0.5 μm (Seinfeld and Pandis, 2006). 
Table 2: Typical number and mass concentrations for different geographical areas.
Geographical area Average mean concentration[cm-3] PM10 [μg m
-3] References
Urban 5000-20000 (Europe)
20-50 
(Europe)
Aalto et al., 2005;  
Putaud et al., 2004
Near city  3000-10000 (Germany)
20-40 
(Europe) Wiedensohler, 2002;  
Putaud et al., 2004
Rural 1000-4000 (Germany)
1-20 
(Europe)
Remote marine
100-1000 
(remote Atlantic, Pacific trade
wind region)
1-50 
(Pacific trade wind
region)
Fitzgerald, 1991
Polar marine 5-250 (Arctic region)
0.1-1 
(Arctic region)
Covert et al., 1996; 
Tunved et al. 2013
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 4 Aerosol measurement techniques
This chapter focuses on the measurement techniques used in this project. In order to better explain
these methods, the motion of particles in a fluid is discussed in chapter 4.1. A description of the
measurement techniques is found in chapter 4.2.
The measurement instruments used to quantify the aerosol size distributions in this project were
three different Scanning Mobility Particle Sizers (SMPS) and two different Air Ion Spectrometers
(AIS).  The concept of the instruments are the same for all  three measurement  stations and the
theoretical description of how the instruments work is therefore generalized. 
Both the AIS and the SMPS instruments measure the electrical mobility diameter of a particle. An
AIS  measures  only  particles  naturally  carrying  electrical  charge  (ions).  An  SMPS  includes  a
charger, allowing also the detection of those particles not carrying electrical charge before entering
the instrument.
For a detailed discussion of chapter 4.1 the reader is referred to Seinfeld and Pandis (2006), from
which most of the equations and theory in this chapter derive from. 
The measurement techniques used are thoroughly described in “Aerosol measurement: principles,
techniques, and applications” by Kulkarni et al. (2011) which therefore has provided an excellent
source of information for the following sections. If not explicitly stated otherwise, the reference for
chapter 4.2 is Kulkarni et al. (2011) .
 4.1 Particle motion in a fluid
On the smallest scale, molecules in a fluid move in straight lines until they collide with another
molecule. The average distance travelled by a gas molecule between collisions is called its mean
free path (λ). A large particle suspended in the gas will see gas molecules behaving as a continuous
fluid. A small particle, with a diameter smaller than the mean free path of the gas, will on the other
hand observe particles moving around it in all directions. The dimensionless relation between the
radius of a particle (Rp) and the mean free path of the gas is called the Knudsen number (Kn, eq.
4.1).
Kn=
λ
Rp
EQ 4.1
The  mean free  path  can  be  calculated  from the  viscosity  of  the  gas  (μ),  the  pressure  (p),  the
molecular weight of the gas molecules (M), the temperature (T) and the gas constant (R). For gas
molecules in air,  λair is usually calculated as only consisting of a single species and its mean free
path is close to 65 nm in room temperature (eq. 4.2).
λ air=
2μ
p(8 M /π RT )(1/2)
≈65 nm EQ 4.2
Particles with diameters smaller than 0.1  μm behave more or less as free molecules and particles
with Kn>>1 are said to be in the kinetic regime. For particles with diameters larger than 0.2 μm,
Kn<<1 and the particles are said to be in the continuum regime. Particles with Kn~1 are said to be
in the transition regime.
As a particle moves through a viscous fluid, a drag force (FD) working in the opposite direction of
the  motion  is  exerted  by  the  fluid.  Stoke's  law  (eq.  4.3)  solves  the  Navier-Stokes  equations
describing the particle motion in a viscous fluid for small Reynolds numbers, (Re, eq. 4.4) i.e. when
the viscous forces dominate over the inertial forces on the moving particle. In equation 4.3 and 4.4,
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ρ is the density of the fluid,  ν  is the velocity of the particle with respect to the fluid and  Dp the
diameter of the particle.
F D=3πμ D pν EQ 4.3
Re=
ρν D p
μ EQ 4.4
In the calculation of the drag force (FD), Stoke's law assumes that the particle is a rigid sphere, a no
slip  condition  at  the  particle  surface  and that  the  Reynolds  number  is  very small.  For  aerosol
particles, Re is sometimes not small enough for inertial forces to be neglected since molecules may
slip on the surface of the particle and particles are not always perfectly spherical (Leith, 1987). 
To correct for the approximation in Stoke's law that the Reynolds number is small, an empirically
measured coefficient  called the drag coefficient  (CD)  can be introduced.  The drag force on the
particle can then be calculated as in equation 4.5; however it can be shown that the correction only
becomes important for aerosol particles with diameters larger than 20 μm.
F D=
1
8
πCDρ Dp
2 ν2 EQ 4.5
The no slip condition is a good approximation for particles in the continuum regime and hence in
the limit as the Knudsen number approaches zero. For particles with diameters larger than 10 μm,
the correction is only close to 2 percent. For small particles with Kn~1, the slip on the surface
becomes appreciable and the drag force is reduced by almost a factor of 3 (Seinfeld and Pandis,
2006). The slip correction factor (Cc) can be calculated from the mean free path and the particle
diameter (eq. 4.6) and included in the calculation of the drag force (eq. 4.7). The constants (α, β and
γ) in  equation  4.6  are  experimentally  determined  e.g.  from  the  famous  Millikan's  oil  drop
experiment (Allen et al. 1982).
C c=1+Kn [α+β e
(- γKn)] EQ 4.6
F D=
3π μ D pν
C c
EQ 4.7
If a particle is falling through a fluid due to a gravitational field, the forces acting on the particle are
the gravitational force and the drag force of which the latter is a direct consequence of the particle
moving through the fluid. After a specific time, the relaxation time (τ) of the particle, the particle
must reach a steady state in which the particle is no longer accelerating. The relaxation time is
generally very short for aerosol particles (Seinfeld and Pandis, 2006). The velocity reached after
falling  τ  seconds is termed the terminal settling velocity (νt) and for a particle with mass mp the
terminal settling velocity is given by equation 4.8. Equation 4.8 applies to particles with diameters
less than 20 μm where CD can be neglected. 
νt=
mp C c g
3π μ D p
=gτ   where, τ =
mpC c
3πμ Dp
EQ 4.8
For any force acting on the particle it may be assumed that the accelerating force and the drag force
becomes equal at a specific velocity. The drift velocity (νdrift) of a particle may thus be generalized
to equation 4.9 where  Fext is an external force and  B is the particle mobility defined by equation
4.10.
νdrift=B Fext EQ 4.9
B= τ
mp
=
C c
3π μ D p
EQ 4.10
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The particle mobility may also be used to calculate the Brownian diffusivity (D) of the particles, a
relation known as the Einstein relation (eq. 4.11). 
D=BkT EQ 4.11
Finally, if a particle carries an electrical charge, q, and an electric field of strength E is acting on the
particle, the particle will be put in motion and the electrical migration velocity νe is obtained (eq.
4.12). Be is the electrical mobility, defined in equation 4.13.
ν e=
qC c
3πμ D p
E=Be E EQ 4.12
  Where, Be=
qC c
3πμ D p
EQ 4.13
An instrument measuring the electrical mobility of particles, e.g. the differential mobility analyzer
used in the Scanning Mobility Particle Sizer, classifies particle sizes according to their electrical
mobility.  The measured  diameters  are  thus  related  to  the  electrical  mobility and known as  the
electrical  mobility  equivalent  diameter, defined  as  the  diameter  of  a  particle  with  unit  density
having the same electrical mobility as the measured particle.
 4.2 The Scanning Mobility Particle Sizer
The SMPS normally consists of a drier, a bipolar charger, a differential mobility analyzer (DMA)
and a particle counter such as the condensation particle counter (CPC). Figure 4 shows the set-up of
the SMPS system used at the measurement station in Høvsøre. 
In the Høvsøre set up, sampled air was first led through a drier to the bipolar charger. In the bipolar
charger the aerosols attain a known charge distribution and with this charge distribution the particles
enter the DMA. The DMA had a sheath flow of 5.0 L min -1 and an aerosol flow entering the DMA
of 1.0 L min-1. The negative voltage of the DMA was continuously decreased for 4 minutes, and
during this  time,  particles  were classified according to  their  electrical  mobility (Kivekäs  et  al.,
2014).  The classified particles exit  the DMA and enters the CPC which detects  and counts the
classified particles.
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Figure 4: The SMPS system set-up in Høvsøre, Denmark. Source: Kivekäs et al., 2014. Courtesy of Niku Kivekäs.
 4.2.1 Bipolar charger
In a mixture of positive and negative ions, the magnitude of the charge of a particle may increase or
decrease by attachment of ions with identical or opposite charges. In such a mixture, particles are
said to undergo bipolar diffusion charging. If the initial state of the ion mixture has a net charge
equal to zero, the aerosol particles will eventually also reach a quasi-steady state in which the rate
of attachment of positive ions equals the rate of attachment of negative ions.
The bipolar charger used in  Høvsøre consists of a radioactive source (85Kr) which  β-decays into
85Rb. The emitted electrons ionize the surrounding atmosphere, providing the mixture of positive
and negative ions needed in order for a bipolar diffusion charging of the particles. The final charge
distribution  of  the  aerosol  particles  in  the  quasi-steady  state  closely  resembles  the  Boltzmann
distribution.  However,  due to differences in the molecular  weights of the ions,  these ions have
different mobilities. This may cause the rate of which ions attach to the particles to vary. As a result,
the charge distribution deviates from the Boltzmann distribution and a correction is necessary. The
correction, named after its developer, is known as the Fuchs model.
 4.2.2 Differential Mobility Analyzer
The DMA consists  of an aerosol  inlet,  an inner  and outer  electrode,  a sheath flow stripped of
particles using a particle filter and an aerosol sample exit where classified particles may exit and
continue towards the CPC (figure 5). The inner electrode, a circular rod mounted in the centre of the
DMA is continuously ramped between low and high voltages (approximately 10 kV). Particles, of
the opposite charge of the electrode, that enter the DMA sheath flow are advected towards the inner
electrode.
If the electrical mobility is too high, the particle will deposit on the electrode, and if the mobility is
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Figure 5: Overview of the DMA composition. The coloured trajectories illustrates 
particle trajectories in the DMA. With permission: TSI Inc., St. Paul, USA.
too low, it will exit with the sheath flow. However, particles with a narrowly defined mobility will
exit the DMA in the aerosol sample exit. These particles are later counted by the CPC and a size
distribution  may be  obtained from the  knowledge of  the  mobility and the  number  of  particles
detected by the CPC. 
As  aerosols  move  with  the  sheath  flow  and  are  advected  towards  the  inner  electrode,  radial
diffusion of particles will allow particles with slightly lower or higher mobilities to exit with the
aerosol exit flow. Therefore, in order for the DMA to correct for those particles sampled outside the
specific mobility measured, the probability that particles with a specific mobility exits the DMA
through  the  sampling  exit  needs  to  be  calculated.  This  is  calculated  with  a  classifier  transfer
function which includes the effects of particle diffusion.
The DMA may ramp the electrode voltage continuously or discretely. When ramped discretely, the
DMA ensures that the measured particles all have the same mobilities. Since the charge distribution
of the particles are (close to) Boltzmann distributed, the number of particles counted by the CPC
may directly  be  converted  into  a  size  distribution.  Such  a  measurement  technique  is  called  a
differential mobility particle sizer (DMPS). The disadvantage of the DMPS is mainly much longer
scanning times. In the case of the SMPS, the electrode voltage of the DMA is ramped continuously.
The voltage of the electrode is the factor determining the size bin the particle is classified in. During
a continuous ramping, the time delay between the DMA and the detection of the particles in the
CPC must be accounted for. Particles with different mobilities are also mixed during the passage to
the CPC, which smears the resulting classification. 
In the final analysis of deducing the size distribution, the collected data must be corrected for (1) the
charge distribution, (2) the time delay between the DMA and CPC, (3) smearing effects and (4)
diffusion of particles during the time of flight inside the DMA. These corrections are typically
accounted for using fast data inversion algorithms in the software accompanying modern SMPS
systems, requiring only user input of estimated residence times in the tubing, the DMA and CPC
and the CPC counting efficiency. 
 4.2.3 Condensation Particle Counter
CPCs employs various optical techniques for the detection of aerosol particles. Accurate detection
of nanometre sized particles using optical methods is difficult to achieve. To increase the surface
area of the particles and hence the detection area, particles are grown to larger sizes by in situ
condensation of a supersaturated vapour. In a continuous flow CPC such as the one employed in the
SMPS system in  Høvsøre (figure 6), the aerosol particles pass over an alcohol reservoir  into a
condenser. In the condenser, particles grow by condensation of the alcohol to detectable sizes larger
than 12 μm. However, due to local differences of the vapour concentration, some particles are not
grown, which lowers the counting efficiency of the CPC for particles with diameters less than 10
nm. The detection system is based on the scattered light from a single particle passing a beam of
light. A laser and photo-detector are generally used to detect the particles. The counting efficiency is
a function of particle size and is obtained by calibration of the CPC using monodisperse aerosol
particles with known size.
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 4.3 The Air Ion Spectrometer
The AIS resembles the SMPS in many ways.  However,  the main difference is  in the detection
system. The AIS does not include a CPC to detect the particles; instead the outer electrode of the
DMA contains a number of electrometers along the length of the electrode. Opposite to the SMPS,
particles are advected away from the inner electrode and are deposited on the electrodes according
to their electrical mobilities. The electrodes detects and counts the particles. The electrometers form
the number of channels (size bins) in the size distribution of the instrument. AIS instruments are
able to detect particles or clusters with sizes less than 1 nm in mobility diameter in the lowest
channel and up to approximately 40 nm in the highest channel (Asmi et al., 2009).
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Figure 6: Schematic picture of the CPC (TSI, model 3010) used in Høvsøre. With permission: 
TSI Inc., St. Paul, USA.
 5 Aerosol dynamics
Different aerosol dynamic processes are discussed in this chapter. The loss of aerosol particles from
the atmosphere takes place via dry or wet deposition (chapter 5.1). The transformation of particles
is determined by the coagulation of particles (chapter 5.2) and the condensation and evaporation of
gas phase compounds on the existing particles (chapter 5.3). Some of these gases are discussed in
chapter 5.4. The formation of new particles in the atmosphere through the process of NPF is finally
addressed in chapter 5.5.
 5.1 Particle deposition
The  deposition  of  atmospheric  particles  may  arise  from  gravitational  settling  of  particles  or
Brownian transport to the surface. Such deposition is generally termed dry deposition. Particles may
also be suspended in cloud droplets. When these cloud droplets fall out as rain drops, particles are
efficiently transported to the surface in a process termed wet deposition.
Dry deposition  accounts  for  approximately 10-20 % of  the total  removal  of  particles  from the
atmosphere. For particles to be dry deposited, they must first be transported to the surface. Near the
surface, particles collide and stick to the leaves, grass, rocks etc. by impaction, due to their inertia,
or by interception from the obstacles. For small particles with diameters less than 0.1 μm, Brownian
motion is mainly responsible for this transport.  For large particles with diameters above 1  μm,
gravitational settling is causing the transport of the particles to the surface. In between these particle
sizes, neither Brownian motion nor gravitational settling is very effective. Therefore, these particles
are accumulated in the atmosphere until they are finally deposited through wet deposition. It is for
this reason that the particles within this size range have been termed accumulation mode particles. 
As a result of the particle deposition, the average lifetime of atmospheric particles is less than one
day for particles with diameters less than 10 nm and for particles larger than 20 μm. However, for
accumulation mode particles, the atmospheric lifetime may be several weeks (Wallace and Hobbs,
2006).
 5.2 Coagulation
Coagulation in aerosol populations arises from two particles that collide and adhere. The collision
of  particles  may arise  from the  motion  caused by any force  acting on the  particles.  For  small
particles in the atmosphere, the most important process determining the rate of collisions is the
Brownian motion  resulting  in  a  random motion  of  the  particles.  Coagulation  due to  Brownian
motion is often termed Brownian coagulation. Besides the rate of collisions, the collision efficiency
is needed in order to calculate the coagulation rate (J12) (Seinfeld and pandis, 2006). The collision
efficiency (α) is the probability that two colliding particles will coagulate and form a new larger
particle; this term however is often approximated as equal to one without any large errors (Roldin et
al, 2011).
The  coagulation  rate  is  calculated  by  equation  5.1  where,  K12 is  the  Brownian  coagulation
coefficient between two particles and N1 and N2 are the number concentrations of the two particles
in  a  given  volume  of  air.  To  evaluate  equation  5.1,  Fuchs  form of  the  Brownian  coagulation
coefficient (eq.  5.2) may be applied.  The coagulation coefficient includes the collision rate and
describes the Brownian motion of particles in the kinetic regime as well as in the continuum regime
of the particles. 
J 12=K12 N 1 N 2 EQ 5.1
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K 12=2π(D1+D2)(D p1+D p2)[
D p1+D p2
Dp1+D p 2+2( g1
2+g2
2)1 /2
+
8α(D1+D2)
( c̄ 1
2+ c̄ 2
2)1 /2(D p1+Dp 2)
]
−1
EQ 5.2
In equation 5.2, D1 and D2 denotes the diffusion coefficients of the two particles, Dp1 and Dp2 their
diameters, c̄1and c̄2 are the mean velocities of the particles and  g1 and  g2 are functions of the
particle diameters and their mean free path in the air (Seinfeld and Pandis, 2006).
Coagulation  may  change  particles  from spherical  objects  to  aggregates  of  chain  like  structure
(Seinfeld  and  Pandis,  2006).  For  the  non-spherical  particles,  size  classification  using  mobility
classifiers  is  complicated  as  the  drag  on  a  non-spherical  object  may  increase  drastically.
Coagulation also changes the size distribution of the aerosol and in turn the chemical composition
of the particles may be altered.
 5.3 Condensation
Condensation of vapours is the process of mass transfer from the gas phase to the particulate phase.
When the opposite occurs this is termed evaporation. These are chemical equilibration processes
where the energy (E) of the system is minimized at the same time as the disorder of the system
(entropy,  S) is maximized. The theory of condensation and evaporation may therefore be treated
with the theory of classical thermodynamics.
 5.3.1 Thermodynamics of chemical equilibrium
From the first and second law of thermodynamics, the infinitesimal change in energy (dE) may be
formulated (eq. 5.3). In equation 5.3, T is the temperature, dS the change in entropy, p the pressure,
dV the change in volume, μi is the chemical potential of the species i and dni is the change in the
number of moles of the species i and r is the total number of species. 
dE=TdS− pdV +∑
i=1
r
μ i dni EQ 5.3
For a chemical specie existing in two phases, the partitioning between the phases may be derived by
consideration of the total E, S, V and n. These are extensive functions and may therefore be written
as the sum of the phases, denoted by an α (eq. 5.4).
E=∑
α=1
ν
E(α)    S=∑
α=1
ν
S (α)    V =∑
α=1
ν
V (α)    ni=∑
α=1
ν
n i
(α)
EQ 5.4
The displacement from the equilibrium state of the two phase system may thus be calculated from
equation 5.3 and 5.4 (eq. 5.5) where the condition for equilibrium states that any change away from
equilibrium increases the energy of the system, (δE)S,V,ni≥0 where the subscript denotes that δE is a
natural function of S, V and ni.
δ E=∑
α=1
2
[T (α)δ S(α)− p(α)δV (α)+∑
i=1
r
μi
(α )dni
(α)] EQ 5.5
Thus,  at  equilibrium, T 1=T 2, p1=p2, μi
1=μi
2 are  satisfied.  If  the  system  is  not  fully  at
equilibrium,  the  system may still  be  in  either  thermal,  mechanical  or  chemical  equilibrium.  It
follows that T, p and μi are constant within each phase. 
In the discussion of chemical equilibrium, the Gibbs free energy is a mathematical concept which
simplifies the understanding. The Gibbs free energy (G) is the Legendre transform of  ES,V,ni to a
description of the energy of a system based on the variables T, p and ni (eq. 5.6). The differential of
G is shown in equation 5.7.
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G=E−TS+pV EQ 5.6
dG=−SdT+Vdp+∑
i=1
r
μi dni EQ 5.7
Using equation 5.6 and 5.7 and applying Euler's theorem for first order homogeneous functions, it
may be shown that the Gibbs free energy is the sum of all μini (eq. 5.8).
G=(TS−pV+∑
i=1
r
μ i ni)−TS+ pV=∑
i=1
r
μ i ni EQ 5.8
Equation  5.7  and  5.8  apply  in  general  and  considering  a  system  with  constant  T and  p,  the
equilibrium condition is  dG≤0 towards equilibrium implying that the equilibrium of the system is
found in the point where G is minimum (Chandler, 1987). 
From the description so far, which is described in detail by e.g. Chandler (1987), the partitioning
between phases may thus be understood as the system's tendency to decrease its Gibbs free energy.
Applied to the atmosphere, Seinfeld and Pandis (2006) offer a detailed analysis of the processes
determining the equilibrium concentrations and mass transfer between the phases.
In the atmosphere, aerosol particles may be both solid particles and liquid solutions. Due to the high
concentration  of  water  vapour  present  in  the  atmosphere,  liquid  solutions  are  often  aqueous
solutions including several chemical species (e.g. sulphate, ammonium, etc.).  Cloud droplets are
just one example of an aqueous solution  found in the atmosphere. 
In an ideal solution the chemical potential of a specie i may be determined from equation 5.9, where
μi* is the chemical potential the pure specie i, R is the gas constant and xi the mole fraction of the
substance i ( xi=n i /nT where nT  is the total number of moles in the solution). 
μ i=μi
*(T , p)+RT ln x i EQ 5.9
From equation 5.9 the relation between the vapour pressure of the gas i (pi) and its mole fraction
may be determined (eq. 5.10). In equation 5.11, μio is the standard chemical potential of the specie
in the gas phase defined at a pressure of 1 atm,  Ki(T,p) is constant for constant temperature and
pressure. If xi=1 and treating both the atmosphere and the solution as ideal, equation 5.10 may be
simplified  since  Ki is  equal  to  the  vapour pressure  of  the pure component,  pio (eq.  5.11).  This
equation is known as Raoult's law. Raoult's law is also applicable to the solvent in a dilute solution.
The solute is instead determined by Henry's law (eq. 5.12). 
p i=exp (
μ i
*−μ i
o
RT
) x i=K i(T , p) x i EQ 5.10
p i= pi
o x i EQ 5.11
psolute=H solute
' xsolute EQ 5.12
For a non ideal solution, a correction is usually made by introducing an activity coefficient γi before
the mole fraction xi in equation 5.9.
The equations 5.9 – 5.12 offer tools with which the mole fraction of different species in the aqueous
and liquid phase may be determined. Another effect largely determining the vapour pressure of
molecular  species  is  the  curvature of  the  interface  between the particle  or  liquid drop and the
atmosphere. This effect, the Kelvin effect, considers the differences in the attractive forces between
molecules on the surface of a particle with a flat or curved surface. Physically the effect of the
curvature  may be  understood  as  arising  from an  increased  distance  between  molecules  on  the
surface. This decreases the attractive forces, allowing molecules to easier escape the particle to the
gas phase. The vapour pressure over a curved surface is therefore always greater than over a flat
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surface. The Kelvin equation describes the vapour pressure over a curved surface (eq. 5.13). In
equation 5.13, pA is the vapour pressure over the curved surface, pAo the vapour pressure over a flat
surface,  M is the molecular weight of the substance,  ρl is the density of the specie in the liquid
phase, Rp is the radius of the particle and σ the surface tension. 
p A= p A
o exp ( 2σM
RT ρl Rp
) EQ 5.13
It is seen from the Kelvin equation that the vapour pressure increases with the molecular weight of
the condensing molecule while decreases with an increased radius of the particle. Therefore, the
Kelvin effect is also mainly important for small particles and for an aqueous solution it becomes
appreciable for particle radii below 50 nm (Seinfeld and Pandis, 2006).
 5.3.2 Growth of particles by condensation
Atmospheric  particles  are  unlikely  to  be  found  in  a  stable  equilibrium  between  the  gas  and
particulate phase. Increased emissions and concentration of trace gases (described in chapter 5.4)
with low volatility will result in mass transfer to the particulate phase (condensation) while the
decrease in these emissions and subsequent lowered concentration in the gas phase will result in a
mass transfer to the gas phase (evaporation). In such a system, the size of the particles is directly
related to the rate of change of mass between the phases. 
The change in mass over time of a particle with diameter Dp due to the condensation or evaporation
of molecular species  i is described by equation 5.14:  Di is the diffusion coefficient and  Mi is the
molecular weight of the of the molecular specie i, pi is the vapour pressure far from the particle and
peq,i is the equilibrium vapour pressure and  f(Kn,  α) is a correction factor due to non-continuum
effects.
dm
dt
=
2π Dp Di M i
RT
f (Kn ,α)( pi− peq ,i) EQ 5.14
From equation  5.14  the  time evolution  of  a  particle  size  distribution  due  to  condensation  and
evaporation may be formulated (eq. 5.15). Equation 5.15 is known as the condensation equation,
here formulated in terms of the particle diameter. In equation 5.15, nD(Dp,t)  is the aerosol number
distribution function over time and ID (eq. 4.16) is the rate of diameter change with time due to the
condensation and evaporation. The parameter ID is  closely related to equation 5.14.  ρp in equation
5.16 is the density of the particle.
∂nD (D p , t)
∂ t
+ ∂
∂D p
[I D (D p , t)nD(D p , t )]=0 EQ 5.15
I D(Dp , t)=
dDP
dt
=
4Di M i
RT Dpρp
f (Kn ,α)( pi−peq ,i) EQ 5.16
An important conclusion from the solution to the condensation equation is that the diameter of
small particles will increase faster than the diameter of large particles. Therefore, in the absence of
other  perturbations  to  the  aerosol  size  distribution  (e.g.  coagulation  or  NPF),  the  distribution
becomes narrower over time (Seinfeld and Pandis, 2006). 
 5.4 Trace gases and aerosol chemical composition
The dry atmosphere contains mainly Nitrogen, Oxygen and a small concentration of the noble gas
Argon. The concentration of water,  being able to exist in all three phases, varies greatly in the
atmosphere from less than 1‰ to about 5%  in hot and humid air (Wallace and Hobbs, 2006). 
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Other gases in the atmosphere are referred to as trace gases. These gases contribute to less than 1%
of the total mass of the atmosphere and includes green house gases e.g. carbon dioxide, methane,
nitrogen dioxide etc.  The trace gases can for simplicity be grouped according to their  chemical
compositions. Hydrogen compounds, e.g. the hydroxyl radical (OH) and hydroperoxyl (HO2), are
some of the most important oxidants in the atmosphere (Wallace and Hobbs, 2006). Table 1 displays
typical groups of atmospheric species, typical chemical species and their typical sources. 
Dimethyl sulphide (DMS) is an important specie and the dominant sulphur compound emitted from
the oceans.  Kettle et  al.  1999 found globally,  in agreement with earlier  regional studies,  strong
indications  that  DMS concentrations  in  the  ocean  surface  waters  are  correlated  to  the  marine
phytoplankton concentration. DMS is a short lived atmospheric specie and is quickly oxidized by
the hydroxyl radical making DMS the dominant source of Sulphur dioxide (SO2) in the marine
atmosphere. Atmospheric nitrogen-containing compounds are mainly Nitrous oxide (N2O), nitric
oxide (NO) and nitrogen dioxide (NO2)  termed NOx,  nitric  acid and ammonia (NH3).  Nitrogen
compounds are essential for all living organisms and N2O is a strong green house gas. Carbon-
containing  compounds  include  for  example  carbon  monoxide  (CO),  CO2,  alkanes  (e.g.  CH4),
aromatics, aldehydes and ketones. Commonly all  atmospheric organics except CO and CO2 are
grouped and termed Volatile organic compounds (VOCs). In the case of biologically emitted VOCs,
these carbon compounds are referred to as biological VOCs (BVOCs) (Seinfeld and Pandis, 2006).
Table 3: Grouping of trace gases, examples of chemical species and sources. Adopted from Seinfeld and Pandis, 2006.
Group Examples of chemical species Sources
Sulphur compounds
SO2, SO4, H2S, H2SO4, CH3SCH3
(DMS), OCS
Natural 
Oceans, volcanoes
Anthropogenic 
Fossil fuel, biomass burning
Nitrogen compounds
N2O, NO2, NO, 
NH3, HNO3
Natural
Soils, oceans
Anthropogenic
Agriculture, 
fossil fuel combustion, 
biomass burning
Carbon compounds
CO, CO2, hydrocarbons, VOCs,
BVOCs
Natural
Vegetation, oceans, wetlands,
termites etc. 
Anthropogenic
Biomass burning, fossil fuel
combustion, agriculture
Halogen compounds
Halocarbons,
Chlorofluorocarbons, CFCl3,
CF2Cl2, CH3Cl, CH3Br
Natural
Vegetation, oceans, wetlands,
fungi
Anthropogenic
Industrial, coal combustion,
incineration, agriculture
In the previous  chapter  (5.3)  it  was  described how gases may partition between the phases  by
condensation and evaporation. Molecular species mentioned in this chapter with a low volatility
may therefore condense on particles and contribute significantly to the mass of the particles.
As an example, sulphate aerosols consists of sulphuric acid particles which have been neutralized
by  ammonia  and  are  to  a  large  extent  secondary  aerosols  produced  in  the  atmosphere  from
nucleation  of  gaseous  precursors.  The sulphur-containing  gaseous  precursors  are  anthropogenic
emissions  of  SO2 from fossil  fuel  combustion,  natural  emissions  from volcanic  eruptions  and
biogenic DMS produced by marine phytoplankton. Sulphate is formed from gas phase reactions
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where SO2 is oxidized by OH, forming sulphuric acid (H2SO4) or by condensing on existing mineral
or sea salt aerosols. H2SO4 is believed to participate in both homogeneous nucleation with H2O  and
heterogeneous nucleation with NH3 (O'Dowd, 2007). A different path for sulfate aerosol formation
is through aqueous reactions in cloud droplets (IPCC, 2007). 
 5.5 New particle formation
New particle formation involves the nucleation of particles directly from condensation of chemical
species in the gas phase and a rapid (nm h-1) growth of the newly formed particles by condensation.
The initial nucleation of particles and subsequent growth are most likely two separate processes
with  different  chemical  species  responsible  for  the  nucleation  and  the  growth  of  the  particles
respectively (Kulmala et al., 2013). There is of yet no complete theoretical description accurately
describing both the nucleation and growth of particles. Hence, empirical studies usually form the
basis for the reported derivations of nucleation rates, growth rates and what chemical compounds
are participating in the nucleation. 
However, nucleation theory predicts the homogeneous formation of molecular clusters through the
random collisions of molecules. These clusters may grow to critical sizes where the growth of the
cluster becomes determined of one or a few vapour species. The critical size of the cluster may
briefly be understood as the point where the growth to larger sizes permits the cluster to overcome a
nucleation barrier, thought of as a local maximum in the Gibbs free energy of the cluster. After
reaching the critical size, clusters may become stable and grow spontaneously by condensation of
vapour species. If only one chemical specie is responsible for the growth of the stable clusters, the
homogeneous nucleation is termed homomolecular while if several species participate in the growth
is termed heteromolecular (Zhang et al., 2012). For nucleation in the atmosphere, empirical studies
have indicated that the nucleation is always heteromolecular and that the critical size of the clusters
is close to 1.5 nm (Zhang et al., 2012). 
The rate at which stable clusters are formed at 1.5 nm in diameter is generally termed the nucleation
rate (J1.5) and is determined by the presence of chemical species with low vapour pressure. The
important chemical species involved in atmospheric nucleation are most often sulphuric acid and
different organics, e.g. amines (Kulmala et al., 2013). 
Although  the  nucleation  of  atmospheric  vapours  is  heteromolecular,  the  derivations  of  the
nucleation rate  from observations suggests  that  the nucleation rate  may in many cases be well
represented by H2SO4 as the only vapour specie involved in the nucleation. The parametrisation of
the nucleation rate in equation 5.17 is proportional to the concentration of H2SO4 in the gas phase to
the  power  of  a  constant  α.  It  has  been  shown that  α  generally  takes  values  between 1  and  2
(Kulmala et al., 2006). The constant  K in equation 5.17 is the nucleation coefficient determined
experimentally.  The large variations in  K (an order of magnitude) measured by Paasonen et al.,
2010  (for  α=1) is  a  strong  indication  that  more  species  do  participate  in  the  nucleation.
Parametrisations of the nucleation rate including different organics are available but with a low
level of theoretical understanding, implying that uncertainties are large.
J 1.5=K [H2 SO4]
α EQ 5.17
In  order  to  estimate  the  growth  of  the  nucleated  particles  and  the  effect  on  the  aerosol  size
distribution,  particle losses due to coagulation as well as the rate of condensing vapours on all
particles present in the aerosol must be accounted for. Therefore, NPF is rarely observed if there is a
large accumulation mode on which the stable clusters may coagulate, rather than grow to larger
sizes by condensation. Similarly, NPF is decreased if the condensing vapour easily condenses on a
large number of already existing particles. In derivations of J1.5 from observations, these effects are
accounted for. 
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The large uncertainties in the mechanism behind particle nucleation and the participating vapours
creates challenges when modelling NPF with atmospheric aerosol models such as the ADCHEM
model (chapter 6.6). Since such models are based on airmass trajectories, the geographical area over
which the airmass travels during a simulation may be large. Thus, it is possible that the nucleation
mechanism that best describes nucleation may changes during the time of a single simulation. This
risk is  perhaps most prominent if  the concentration of gaseous species with low volatility also
changes drastically along the trajectory.
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 6 Methodology
 6.1 Scientific method and overview
To investigate the aims of this project, two different methods were applied and the project separated
in two parts:
Task 1. In order to address the first aim, measurements of the particle number size distributions
at several coastal sites were analysed and days with NPF were determined. The data were
further analysed using a method known as the NanoMap method, in order to deduce the
frequency and estimate the probability of NPF in the atmosphere over marine areas.
Task 2. To  address  the  second  aim,  NPF  was  simulated  with  a  chemical  box  model  using
meteorological data, regional anthropogenic emission sources and satellite data of algae
bloom.  The  conditions  were  simulated  to  specifically  address  the  anthropogenic
influence on new particle formation in marine areas.
 6.1.1 Task 1 - Frequency of marine NPF
In the first method, aerosol data gathered from three coastal measurement sites during time periods
ranging from three months to several years were analysed. The data were used to infer the NPF
frequency and probability over marine areas using the NanoMap analysis method. The NanoMap
analysis is further described in chapter 6.4 and includes also a discussion of the parameters largely
influencing the NanoMap results (chapter 6.5). 
The NanoMap analysis requires input of when NPF events were observed at the measurement site.
Therefore, the measurement data were classified into event days and non-event days for the full
time period of the measurements. The procedure of the classification method is described in chapter
6.3. The NanoMap analysis also requires airmass backward trajectories to be calculated in advance.
The method with which the trajectories were calculated is described in chapter 6.2.
In  order  to  compare  the  NanoMap  analysis  and  the  observed  NPF  at  the  measurement  sites,
statistics  of  aerosol  number  size  distributions  and  event  statistics  were  also  analysed  for  each
measurement station. These statistics are also important for a comparison to other measurement
sites  and simplifies the interpretation of the NanoMap results.  The stations at  which data were
collected are described in chapter 7 and the event statistics are included in the results (chapter 8.1).  
 6.1.2 Task 2 - Anthropogenic impact on NPF in marine areas
In the second method, the aerosol dynamics and gas phase chemistry model ADCHEM was used to
simulate NPF. The ADCHEM model was used to simulate NPF and aerosol dynamics during 14
airmass trajectories all passing over the measurement station in Høvsøre, Denmark, with three hour
intervals. These trajectories were used to construct a particle number size distribution at Høvsøre,
used for comparison and estimation of both model accuracy and the sources influencing the NPF. 
In order to answer the second aim, two different emission scenarios together with the 14 trajectories
were simulated. In the first scenario, all emissions available were included. In the second scenario,
anthropogenic marine emissions were not included. These scenarios were compared in order to
qualitatively assess  the  anthropogenic  influence  on  coastal  NPF.  Furthermore,  the  geographical
location of all NPF modelled by ADCHEM in the two scenarios were compared in order to estimate
also the anthropogenic impact on NPF in the marine atmosphere.
The ADCHEM model is briefly described in chapter 6.6 together with a description of the marine
isoprene emission model developed in this project.
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 6.2 Airmass trajectories
An airmass trajectory may be described as the paths an air parcel take, or in more detail, the time
integrated advection following an air parcel or a particle. Backward trajectories follow the air parcel
or particle backwards in time from the initial starting position while a forward trajectory calculates
the path travelled after the initial starting position.
Both the NanoMap analysis and the ADCHEM model requires airmass backward trajectories to
model  the NPF events.  These backward trajectories  were calculated using meteorological  input
from the National Weather Service's National Centers for Environmental Prediction (NCEP) called
GDAS  (Global  Data  Assimilation  System)  and  the  HYSPLIT  model  (Hybrid  Single-Particle
Lagrangian  Integrated  Trajectory)  provided  by the  NOAA (National  Oceanic  and  Atmospheric
Administration). 
In this project the trajectories were calculated using the HYSPLIT model. The model requires input
of a three-dimensional wind velocity field,  V=(U,V,W) where  U,V are the horizontal wind speeds
and W the vertical wind speed. The advection of an air parcel is calculated from the average of the
velocity vectors for both the initial position P(t) and the first guess position P'(t+Δt). The first guess
position is the calculated position using only the velocity of the initial position. The calculation of
the final position of the next time step is shown in equation 6.1 (Draxler and Hess, 1998).
P (t+Δ t)=P (t )+0.5[V (P , t)+V(P , t+Δ t )] Δ t EQ 6.1
The trajectories may have large errors which increases with the distance upwind or downwind of
the initial starting position. The errors associated with an airmass trajectory results in an error of the
air parcel position of approximately 20% of the distance travelled (Stohl, 1998). The influence of
trajectory uncertainty on the NanoMap results is addressed further in chapter 6.5.4.
 6.3  Task 1 - Classification method
To separate NPF days from non-event days, no simple reliable automatic routine is available. The
classification of NPF events was therefore done manually.
Dal Maso et.  al (2005) have worked out a classification scheme for regional particle formation
events measured by an SMPS or DMPS. Furthermore, Vana et. al (2008) extended the classification
for use with AIS data and local formation events. An overview of the classification is given in table
4. 
When only SMPS data were available, the classification of Dal Maso et. al (2005) has been used.
For time series including AIS measurements, both classification methods have been used. AIS data
alone  is  not  considered  suitable  for  event  classification  due  to  technical  limitations  of  the
instrument. 
The criteria  which has to  be met  in  order for a  day to  be qualified as  a  NPF event  is  shortly
summarized by Dal Maso et. al (2005) as:
1. A distinct new mode of particles must appear in the size distribution.
2. The mode must start in the nucleation mode size range (<25 nm).
3. The mode must prevail over a time span of hours.
4. The new mode must show signs of growth.
In  order  to  minimize  subjective  opinions,  a  panel  of  two or  more  persons should perform the
classification. Any day when the panel initially disagree should be revised and if the disagreement
concerns  event/non-event,  the  day  should  be  classified  as  undefined.  The  undefined  class  is
included  to  eliminate  false  positives,  i.e.  non-event  days  classified  as  event  days.  Although
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undefined days therefore likely also contains some false negatives, i.e. event days classified as non-
event, it is very unlikely that non-events have been misclassified as event days (Kristensson et al
2008). Bad or missing data which significantly affect the classification of an event/non-event, result
in  the  day being classified as  "bad data".  In  such a  case,  the day is  not  considered  in  further
analysis.
Vana et al (2008) classifies events into five classes and one non event class. The classes have been
given characteristic names for their appearances: class I, banana-type; class II, hump type; class III,
apple-type; class IV, mixed-type and class V, rain-events. 
In  this  study,  days  were classified according to  both methods.  However  to  be compatible  with
NanoMap,  all  days  were  finally  classified  into  the  following  four  events:  (1)  non-event,  (2)
undefined, (3) class II and (4) class I (see mid section table 4).
Table 4. Classification of events, procedure by Dal Maso et al. (2005) (left) and Vana et al. (2008) (right). The middle 
section shows the classification adopted from the two procedures. Class II-IV of the classification by Vana et al. (2008) 
may be grouped either as undefined, class II or class I.
Dal Maso et. al (2005) Event classification Vana et. al (2008)
No sign of NPF. Non-event 
No sign of NPF. 
Class V, rain-induced events
Undefined: If the panel could not
agree on event/non-event, the day
will be classified as undefined. 
Undefined
e.g. nucleation mode 
without growth.
Class II, hump-type events: distinct
new mode appear in the size range of
intermediate air ions, nucleation starts
from the cluster ion region.
Class III, apple-type events: distinct
new mode appear in the size range of
intermediate air ions with a clear gap
between the cluster and intermediate
ion modes.
Class IV, mixed-type events:
formation of intermediate air ions
clearly observed but not possible to
classify as a banana, hump or apple
event.
Class II: Days when the derivation
of the formation and growth rates
was not possible or the results were
questionable.
Class II
e.g. days with strong 
fluctuations in the 
growing mode.
Class Ia & Class Ib: Days when the
growth rate and formation rate could
be determined with good confidence
level. 
Class I
e.g. days with clear growth 
and characteristic 
banana shape.
Class I: Days with a distinct new
mode of particles in the intermediate
air ion size range (1.6-7nm).
Formation of particles and subsequent
continuous growth to larger sizes for
several hours. 
In the case for which both AIS and SMPS data were available, class I events also included hump,
apple and mixed events that  show continuous growth to larger  particles  for  several  hours.  The
particle formation events in this study are furthermore assumed to occur over geographically large
areas of in general several 100 kilometres. Days classified as "rain events" measured by the AIS
instrument hence do not qualify as event days but may be of interest for statistical purposes. 
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 6.4 Task 1 - NanoMap method
The NanoMap analysis aims at increasing the geographical understanding of aerosol number and
size distributions and is available as an open source Matlab program developed at Lund University.
Based on meteorological backward trajectories and single point measurements of particle number
size distributions, NanoMap enables the determination of where new particle formation takes place
at the point of formation of 1.5 nm in particle diameter and at distances up to at least 500 km from
the measurement site. Increasing the understanding of the spatial distribution of NPF will allow
better parametrisation in climate models and permit more detailed studies of the relative impact
from anthropogenic emissions on secondary aerosol formation. 
The NanoMap method relies on the simultaneous event assumption which implies that the measured
NPF is a regional event with the start of the nucleation time and end of nucleation time constant
over the full area covered by the regional NPF event. 
To calculate the extent of a regional NPF event, the NanoMap method utilizes airmass backward
trajectories together with particle number size measurements. The general procedure and resulting
geographical  plots  produced  by NanoMap  are  described  in  this  chapter.  A sensitivity  analysis
intended  to  highlight  uncertainties  and  improve  the  results  produced  by NanoMap is  given  in
chapter 6.5.
The NanoMap procedure is divided into four separate parts: (1) event classification, (2) formation
time analysis, (3) end of growth (EOG) analysis, (4) Number map plotting. These parts are depicted
by the  flowchart  in  figure  7.  Besides  the  Number  map  plotting,  a  method  for  calculating  the
probability of NPF in a grid cell has been developed during this project. The event probability
calculation is described in further detail in chapter 6.4.5.
 6.4.1 Classification
The first part, the classification of measurement data, is previously described in chapter 6.3. In this
study,  only class  I  events  showing distinct  new particle  formation  were  used in  the  NanoMap
analysis since the resulting degree of accuracy using class II events in the NanoMap analysis may
be questionable.
 6.4.2 Formation time analysis
The formation time analysis is done manually and consists of choosing the start time of the NPF
(formation start time) and the ending time of the NPF formation (formation end time). The process
is exemplified in figure 8. Since NPF occurs at an approximate particle diameter of 1.5 nm, the
formation start time of the NPF event is chosen as the time when the particle concentration in the
lowest size bin first starts to increase above the normal background concentration. In an identical
approach to the formation start  time,  the formation end time is  taken to  be the time when the
particle  formation ends and the concentration of  the lowest size bin returns  to  the background
concentration.
All instruments measuring particle number size distributions may not able to measure particles as
small as 1.5 nm in diameter for which the stable clusters are formed. If the instrument recording the
NPF has a smallest size bin larger than the diameter at which the stable clusters form, the formation
time also has to be extrapolated backwards in time. In order to do the extrapolation the growth rate
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Figure 7: The NanoMap procedure.
of the particles from 1.5 nm to the smallest size bin of the instrument must be estimated. 
In this project the only measurement station that had a smallest size bin larger than 1.5 nm was
Preila. Thus it was estimated from the results of Kulmala et al. (2004) that the growth rate from 1.5
nm to 8 nm was 2 nm h-1. The formation time was then assumed to have occurred approximately
three hours earlier.
 6.4.3 End of growth analysis
In the third part, the end of growth time of the measured nanoparticles is chosen. The EOG time is
the time for which the growing mode can no longer be followed in the measured spectrum. Often,
the EOG time is clearly visible due to a change of air mass or when the growing mode of particles
once again reaches background concentrations (figure 8). However sometimes, the EOG time can
be  obscured  by  bursts  of  primary  particles  from  e.g.  local  pollution  which  can  make  the
determination of the EOG time difficult. The end of growth time greatly influences the NanoMap
results  as it sets the limit of how far away from the measurement station a NPF event may be
inferred. This is in most cases however only the maximum extent of the NanoMap results; in reality
the NPF is likely larger. The sources influencing the EOG time are discussed in more detail in the
NanoMap sensitivity analysis (chapter 6.5.2).
 6.4.4 Number map plotting
The fourth part in the NanoMap method is the determination of the geographical position of the new
particle  formation  using  meteorological  backward  trajectories.  At  a  specific  time  between  the
formation ending time and the EOG time, the grown particles as observed at the measurement site
can be followed backwards with the trajectories to their place of formation at 1.5 nm diameter,
during the time when they were formed between the formation start and ending time. 
Since the resolution of the backwards trajectories is normally one hour, the geographical position of
the formation can be determined for each hour between the formation end time and the EOG time.
The geographical position of the formation deduced from the EOG time determines the horizontal
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Figure 8: Data showing a class I event in Høvsøre, Denmark between the 31st of March 2012 and 1st of April 2012. 
The formation start and end times and EOG time are represented by the red lines.
extent of the formation.
The resulting plot is the final NanoMap result which may be displayed in several different manners
of which four are described here and exemplified in figure 9. For relatively short time series, the
results may be displayed as lines giving a clear overview of the NPF event (figure 9, top left). For
longer time series the Number map plot may be presented in a gridded format with a user defined
resolution. The NanoMap results in this project are presented in the gridded format with a resolution
of 0.2 degrees. In the grid format, a trajectory passing over a grid cell will result in a “grid count”.
These grid counts may be used to present either the number of days with an event (figure 9, top
right), the number of counts per hour (figure 9, bottom left) or the probability of NPF events to
occur in a grid cell  (figure 9, bottom right). For instructions on how the probability of NPF is
calculated, please see section 6.4.5.
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Figure 9: Illustration of the NanoMap results plotted in four different ways. Measurement data and results from Vavihill
field station (56º0'36''N, 13º5'24''E) using HYSPLIT backward trajectories and DMPS size measurements with a time 
resolution of 10 minutes and size resolution of 3-900 nm (Kristensson et al., 2008). Top left: Line plot. Top right: grid 
plot displaying the number of events per day in each grid cell. Bottom left: grid plot displaying the number of events 
per hour in each grid cell. Bottom right: Probability of NPF event in each grid cell.
The meteorological backward trajectories in this work have been calculated using the HYSPLIT
model and meteorological data input from GDAS (1º resolution). Trajectories from HYSPLIT and
GDAS have been used in earlier NanoMap studies with good results (Kristensson et al., 2014). The
temporal resolution of the trajectories is one hour which allows the NanoMap results to be plotted
with an hourly resolution. Since generally there is either one NPF event or none recorded per day,
the number of counts in each grid cell is also set to either one per day or none, although the total
number of counts in that grid cell from all trajectories during the same day may be higher. The same
applies to hourly resolved grid plots. This procedure ensures that the latitude and longitude data
may be interpolated to any extent without over counting the number of events in a grid cell. In the
final  gridded NanoMap results,  the  latitude  and longitude  data  of  the  inferred  NPF events  are
interpolated in order to fill also all grid cells that are intermediate two grid cells where NPF was
inferred.
 6.4.5 Event probability calculation
To obtain the probability plot it is necessary to estimate the number of trajectories that passes the
same grid  cell  without  any NPF.  This  is  done through an analysis  of  the complete  number  of
trajectories  passing  the  grid  cell  during  the  measurement  period.  However,  this  number  of
trajectories may be reduced. The NanoMap method also provides information regarding what time
during the day NPF may be observed at the station. Therefore, by analysing the formation start time
and  end  time,  it  is  often  clear  that  NPF  only  occurs  during  certain  hours  of  the  day,  often
corresponding  to  the  daylight  hours.  Hence,  instead  of  all  trajectories,  only  those  within  the
observed formation period at the station are chosen. The grid produced shows thus the distribution
of all trajectories within the formation time and per day. In this procedure, the maximum grid count
per day is one. 
Figure 10 displays a trajectory analysis, where the colorbar represents the number of grid counts
from all trajectories between 6 am and 8 pm and per day. To calculate the daily chance of NPF in
the grid cells, the grid representing the number of NPF events per day is divided by the grid of all
trajectories within the formation time and per day. This is illustrated by equation 6.2 where Zprobability
is the new probability grid, Zevent is the event per day grid, ZFST-FET is the grid representing one day
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Figure 10: All trajectories within the formation start time 
and end time, both during and without NPF, starting from 
Vavihill and 72 hours backwards. 
from all trajectories within the formation start time (FST) and formation end time (FET) and Ndays is
the number of days analysed. The numerator in equation 6.2 is illustrated in figure 9, top right,
while the denominator is the result shown in figure 10. 
Z probability=
∑
N event days
Z event
∑
N days
[Z FST-FET ]
EQ 6.2
The final result of the probability calculation can be seen in Figure 9, bottom right in the previous
section.
 6.5  NanoMap sensitivity analysis
As discussed in Kristensson et. al  (2014) there are at least seven factors that influence the precision
of the NanoMap results. Five of these are discussed in this chapter. These are:
1. The event classification.
2. The EOG time.
3. The simultaneous event assumption.
4. Trajectory calculations.
5. The grid resolution.
 6.5.1 Event classification
The classification of event procedure developed by Dal Maso et  al. (2005) and Vana et al. (2008)
both include subjective choices in the process. This subjectiveness can result in a misclassification
of the class I events used in the NanoMap plots. If for example some class II events, which can have
a  higher  uncertainty  in  both  growth  rate,  formation  time  and  EOG  time,  are  systematically
misclassified as class I events the resulting NanoMap plot will  be smeared out.  A too cautious
classification with possible type I events downgraded to type II events may instead lead to missing
data and yield areas of very low or no NPF, whilst a more aggressive classification could show
considerable NPF in those areas.
 6.5.2 The EOG time
The EOG time can not always be chosen with a satisfactory accuracy. Since the EOG time sets the
number of trajectories which are to be plotted for an event as well as the observable horizontal
extent of an event, the EOG time is an essential parameter for the Nanomap results. The difficulty
of choosing the EOG time arises from different sources and may cause the EOG time to be both
underestimated and overestimated. Meteorological conditions causing strong turbulence, convection
or sudden shifts in wind direction may abruptly change the airmass origin.  After such an airmass
change, it might be difficult to identify the continuation of the event. Conversely, primary particle
emissions may in some cases conceal the true EOG time by the addition of a similar number of
particles at a similar size as the recently formed particles during a NPF event. When the EOG time
is underestimated, information regarding the geographical extent of the event is lost. On the other
hand,  an overestimation of  the EOG time imposes  an error  and leads  to  higher  grid counts or
probability than with a more correct EOG time.
 6.5.3 The simultaneous event assumption
The simultaneous event assumption employed in the NanoMap analysis implies that the  start and
end time of the formation event are the same over the entire area upwind of the station. Local
fluctuations in the formation time of the regional NPF event is therefore not accounted for.  Since
regional differences in meteorological conditions and concentrations of nucleating vapours may be
considerable, this assumption can give significant uncertainties to the results of where NPF take
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place. To consider all these conditions would demand the modelling of all parameters that influence
the  nucleation.  Such  large  scale  modelling  is  extremely  time  consuming  and  with  several
uncertainties.  Therefore, it is not motivated to take this potentially large error into account in the
analysis made in this project.  
 6.5.4 Airmass backward trajectories and grid resolution
Airmass trajectories are essential in the derivation of the NanoMap results. The uncertainty of the
trajectory position results in an uncertainty of the position of the inferred geographical location of
the NPF. Furthermore, the trajectories yield NPF along a line, neglecting horizontal diffusion along
the trajectory. Horizontal diffusion along a trajectory should result in wider areas where NPF takes
place. This area would also increase further upwind of the station.
Since the uncertainty thereby grows with the distance from the station, backward trajectories should
not  be  followed  too  far.  Airmass  trajectories  have  been  shown to  have  errors  in  the  position
corresponding to  approximately 20% of  the  distance  travelled  from the  initial  starting  position
(Stohl,  1998).  It  is  therefore  justified  to  question  the  use  of  trajectories  which  do not  include
diffusive processes. It is possible to calculate backward trajectories including diffusion, for example
with  the  FLEXPART model  (e.g.  Stohl  et  al.,  2005).  The aim is  also to  be  able  to  utilise  the
trajectories including diffusion in the Nanomap model. However, implementing the FLEXPART
model trajectories in the NanoMap model requires much work and is therefore a future project.
With an approximate trajectory uncertainty of 20% and a trajectory at 500 km distance from the
initial position corresponds to approximately 100 km uncertainty in the position. In most cases in
this  project,  except where the trajectory follows close to the coast line,  this  uncertainty is  well
within the precision needed to determine if the NPF occurs over land or over marine areas.
Diffusion is one parameter which influences the accuracy of the trajectory. Considering also the
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Figure 11: HYSPLIT multiple trajectory plot. The initial coordinates are varied by approximately 0.1 degrees starting
from 100 m.a.s.l. Source: Draxler et al., 2013.
uncertainties  in  the  meteorological  input  data,  the  uncertainty  of  the  trajectories  in  specific
trajectory runs may be evaluated by calculating several trajectories with slight variations in their
initial positions. This procedure allows the estimation of how far away from the station a trajectory
position is accurately predicted. When the trajectories diverge, the accuracy of the initial trajectory
is  lowered.  In  figure  11,  several  trajectories  are  calculated  with  less  than  0.1º  spacing.  These
trajectories  diverge  significantly after  approximately 36  hours.  There  are  most  likely cases  for
which the trajectories will  diverge much faster  but there will  also be trajectories which do not
diverge even after several days. In NanoMap, the time a trajectory is followed is usually ranging
from hours to one or two days. The trajectory uncertainty is thus a strong reason to treat NanoMap
results which are far away from the measurement site with caution.
The resolution of the grid cells used for the plotting of the NanoMap results largely determines how
many grid counts can be expected from two or more overlapping trajectories. A coarse resolution
gives a blurred picture with little information of local differences of the number of NPF events.
However,  a  fine  resolution  may  result  in  too  few  events  overlapping  each  other  and  a  large
underestimation  of  the  event  probability.  The  issue  of  too  fine  a  resolution  arises  from  the
trajectories consisting of longitudinal and latitudinal output data along the line which the airmass
follows. Thus, in the current set-up, the trajectory is one dimensional. This implies that the largest
two dimensional airmass trajectory is given by the user defined resolution. In this way and without
a significant interpolation between grid cells, a very fine grid resolution will result in a geographical
map with almost no overlapping of grid counts. It is currently possible to interpolate the trajectory
to a satisfactory degree down to approximately 0.1º resolution, but lower resolutions should not be
aimed at  without rewriting the interpolation routine.  The resolution dependence is illustrated in
figure 12 displaying NanoMap results for a very coarse and very fine resolution. The resolution in
this project (see results, chapter 8.1.2) was set to 0.2º, which often allows local differences to be
clearly observed. The loss in data using too fine a resolution could be decreased if dispersion along
the trajectory was included. 
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Figure 12: Image displaying the influence of the user defined resolution to the final NanoMap results. Left: very fine 
resolution. Right: coarse resolution.
 6.6 Task 2 - Modelling new particle formation at Høvsøre
Modelling atmospheric properties generally requires a large amount of parameter considerations. To
model  primary  aerosol  particles,  NPF  and  secondary  organic  aerosol  formation  in  order  to
reproduce the observed particle size distribution at Høvsøre for several consecutive days, requires a
mechanistic description of the problem. For this purpose the ADCHEM model was chosen. Using
ADCHEM, aerosol properties were simulated along 14 trajectories. These trajectories started 96
hours upwind and ended 48 hours downwind of Høvsøre. The trajectories arrived at Høvsøre with 3
hours  interval  which  allowed the modelling  of  aerosol  properties  with a  3  hour  resolution.  By
combing  all  trajectories,  the  modelled  particle  number  size  distribution  at  Høvsøre  could  be
obtained. The trajectories are included in appendix A.
In the current project, input data to the model were anthropogenic gas phase emissions and biogenic
DMS  emissions  from the  European  Monitoring  and  Evaluation  Programme  (EMEP),  Isoprene
emissions from the ocean calculated using satellite chlorophyll-a data,  terrestrial  biogenic VOC
emissions and meteorological conditions from the NCEP.
In  order  to  evaluate  the  second  specific  aim (chapter  2),  the  impact  of  marine  anthropogenic
emissions on NPF, the model was run for two different emission scenarios. In the first scenario, the
model  included  all  input  emissions,  both  anthropogenic,  biogenic  and  natural.  In  the  second
scenario, the model was run excluding all anthropogenic emissions over marine areas. The size
distribution  of  the  two  simulations  was  compared  with  the  aim  to  qualitatively  assess  the
anthropogenic impact on NPF.
The  ADCHEM  model  is  amply  described  in  Roldin  et  al.  (2011).  However,  since  the  initial
ADCHEM version,  there  have  been several  adjustments  which  are  described further  in  Roldin
(2013). The next sections aim at giving an overview of the processes simulated by ADCHEM and to
describe the steps from model input to model output. 
 6.6.1 Model description
The  ADCHEM model  is  a  process  based  model  which  allows  the  simulation  of  chemical  and
physical aerosol properties relevant for climate and health (Roldin, 2013). The original version of
the ADCHEM model was set-up as a 2 dimensional model. In the version used for this project, the
model was set-up as a 1 dimensional, Lagrangian box model where particles are emitted, formed,
transformed  and  deposited  as  the  volume of  air  moves  along  an  airmass  trajectory.  Figure  13
illustrates  the  model  structure  and  the  input  to  the  ADCHEM  model.  The  aerosol  processes
simulated in the ADCHEM model include primary particle emissions, homogeneous nucleation,
condensation, evaporation, coagulation and dry and wet deposition. 
In the model, the particle number size distribution is discretized into a finite number of size bins. In
each size bin, all particles are assumed to have the same structure and chemical composition. The
model uses a full moving structure of the size bins, which allows new size bins to be added as the
simulation time increases (Roldin et al., 2011). 
Cluster activation theory (Kulmala et al., 2006) was used to represent the homogeneous nucleation,
involving  sulphuric  acid  and  with  stable  clusters  forming  at  1.5  nm  (J1.5). Due  to  the  large
uncertainties and differences between empirically derived values of the nucleation coefficient, this
parameter was set conservatively to 5x10-8 s-1, which is in the lower range of the values reported in
the literature (see e.g. Riipinen et al. (2007) and Paasonen et al. (2010)). The calculation of the
number of particles formed by homogeneous nucleation is shown in equation 6.3.
J 1.5=5x10
−8[H 2 SO 4]   s
−1 EQ 6.3
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Gas phase chemical reactions were simulated with the Master Chemical Mechanism v3.2 (MCM).
The MCM is a near explicit description of the chemical mechanisms involved in the degradation of
a large number of VOCs. The included species are primarily based on the UK National Atmospheric
Emission inventory (Passant, 2002) and includes several anthropogenic VOCs, isoprene and three
monoterpenes α-pinene, β-pinene and limonene. The model is based on 17000 elementary reactions
and 6700 primary, secondary and radical species. The MCM simulates the concentration of all gas
phase species included in the model upon photolysis and oxidation and determines the gas phase
concentrations for important species such as sulphuric acid. 
The VOCs undergo degradation resulting in a large number of products. For simplicity only those
products with a significant mass fraction were further implemented in the ADCHEM model. These
products had a total mass fraction of approximately 95 percent. The chemical products with low
volatility  are  most  likely  the  species  involved  in  the  growth  of  the  nucleated  particles.  (The
chemical mechanistic information was taken from the Master Chemical Mechanism, MCM v3.2
(Jenkin  et  al.,  1997,  Saunders  et  al  2003,  Jenkin  et  al.,  2012),  via  website:
http://mcm.leeds.ac.uk/MCM). 
The partitioning of chemical species between the gas and the particular phase is governed by the
saturation  vapour  pressures  of  the  chemical  species  and  the  chemical  composition  of  the  pre-
existing  aerosol  particles.  The  condensation  and  evaporation  model  included  in  the  ADCHEM
model considers sulphuric acid, ammonia, nitric acid, hydrochloric acid and the oxidation products
from the degradation of the VOCs estimated by the MCM. In the model, the gases condense onto a
surface layer on the pre-existing aerosol particle. For each included chemical specie is calculated a
particle molar growth rate from the consideration of the saturation gas phase concentration of each
specie at the particle surface. The saturation vapour pressures of the VOC oxidation products were
calculated with the Nannoolal method (Nannoolal et al., 2008) while the corresponding equilibrium
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Figure 13: Conceptual model showing the ADCHEM 
structure.
vapour pressures were calculated according to Raoult's law (Roldin, 2013).
Coagulation is a process mainly governed by Brownian diffusion.  The coagulation between the
modelled particle size bins is calculated from the coagulation sink (Coagsink) and the coagulation
source (Coagsource). The coagulation source and sink are combined into equation 6.4 which shows
the calculation of the new particle concentration (ci) in the size bin i after coagulation.
c i=ci+∑
j
N
[ y1,i , j⋅Coag source ,i , j+ y2, i−1, j⋅Coag source ,i−1, j−Coag sink ,i , j]⋅Δ t EQ 6.4
In equation 6.4, y1,i,j and y2,i-1,j is the fraction of the single particle volume of the smaller and larger
formed  particles  respectively,  Δt  is  the  model  time  step.  In  order  to  be  modelled  realistically,
coagulation  requires  not  only  a  model  for  Brownian  coagulation  of  particles  but  also  the
background sources of primary particles to be modelled correctly. 
A complete description of the representation of condensation-evaporation and coagulation in the
ADCHEM model is  beyond the scope of this  project and therefore only briefly discussed.  The
reader is referred to the published works by Roldin (2013) and Roldin et al. (2011) for a complete
description. The reader is also reminded of the theory in chapter 5.2 and 5.3.
Dry deposition processes were included in each model time step. The dry deposition is based on a
resistance model including two resistances. The transport of particles from the volume of air to the
ground is determined by the surface layer resistance (ra), the quasi-laminar layer resistance (rb) and
the settling velocity (vs) which becomes important for large particles. The dry deposition loss rate
(vd) is given by equation 6.5 and is a function of wind speed, height over ground of the particle and
the stability of the atmosphere. The quasi-laminar layer resistance is calculated differently over land
and ocean as a result of the differences between the two surfaces (Roldin et al., 2011).
vd=
1
ra+r b+r a r b vs
+v s EQ 6.5
Wet deposition was calculated as a function of rainfall intensity (mm h -1) and acting on the full
volume of air, regardless of the height of the cloud base (see laakso et al., 2003). 
In the current simulations the height of the box model was set to a fixed value. The height was
calculated from the meteorological parameter of the planetary boundary layer height (PBLH) and
chosen as the 84th percentile of all  values of the PBLH between 72 hours upwind and 0 hours
upwind of Høvsøre. The height of the box model was generally between 500-1500 meters above sea
level (m.a.s.l.).
 6.6.2 Model input
The data input to the ADCHEM model is calculated in several steps. Meteorological data (GDAS 1º
resolution) together with the HYSPLIT model was used to calculate the trajectory. Using a Fortran
script, meteorology (e.g. wind velocity, surface pressure etc.) was added to the trajectory from the
meteorological  data.  Once  the  trajectory  and  meteorology  were  calculated,  the  emission  data,
photosynthetic active radiation (PAR) and the spectral actinic flux are calculated in the model.
Spectral actinic flux is the measure of the radiative flux from all directions in a volume of air and is
calculated along the trajectory using the radiative transfer model. A second output parameter from
the radiative transfer model  is  PAR, which is  later  used in the calculation of terrestrial  BVOC
emissions.
Gas  phase  emissions  used  as  input  to  the  ADCHEM  model  were  marine  and  terrestrial
anthropogenic emissions of SO2,  NOx,  CO and non-methane VOCs (NMVOCs).  Anthropogenic
emissions  were  calculated  using EMEP data  and Biogenic  emissions  using  a terrestrial  BVOC
35
model and a marine isoprene emission model. The SO2 emissions calculated from the EMEP data
also  include  marine  SO2 derived  from  biogenic  emissions  of  DMS.  The  land  based  BVOC
emissions were based on land cover data including a vegetation speciation. In the model, the plants
or trees (e.g. birch, pine etc.) are addressed with emission potentials for the different molecular
species according to data from Smiatek and Steinbrecher (2006). The BVOC emissions were then
calculated according to Guenther et al. (1991, 1993, 1997) as a function of PAR and temperature.
The Marine isoprene model was developed for this project and is discussed further in chapter 6.6.3.
The speciation of  all  the NMVOCs used in the model  is  shown in appendix B.  The NMVOC
emissions  from  the  EMEP data  were  speciated  according  to  Simpson  et  al.  (2012)  with  the
exception of marine ship NMVOC emissions for which the work by Passant (2002) was employed.
Shipping emissions were assumed to have no special time variability. All other emissions calculated
from the  EMEP data  except  marine  biogenic  SO2 were  adjusted  for  country  specific  monthly,
weekly and daily variations. Marine biogenic SO2 which is the oxidation product of DMS emissions
was adjusted for seasonal variations according to Tarrasón et al. (1995).
Primary particle  emissions  included  in  the  simulations  were  marine  sea  spray and combustion
generated particles from shipping (marine) and road traffic (terrestrial). The sea spray emissions
were assumed to have a bimodal size distribution with modes at 0.1 μm and 2.5 μm, calculated from
the parametrisation by Mårtensson et al. (2003). The parametrisation of the sea spray emissions is
temperature,  salinity  and  wind  speed  dependent.  The  wind  speed  dependence  derives  from its
relationship to the white cap area fraction. Temperature has only a small influence on the resulting
size distribution while variations in the salinity from 9.2‰ and 33.0‰ have a negligible effect on
particles with diameters less than 70 nm, but significantly less large particles are formed from water
with low salinity. The parametrisation for a salinity of 33‰ was used throughout the modelling and
parametrisation of the temperature dependence was implemented for temperatures of 0ºC, 5ºC or
10ºC. 
The primary particle distribution from shipping was assumed to have a trimodal shape and was
calculated from the combined particle size distributions of the results found by Jonsson et al. (2011)
and Petzold et al. (2008). The number of particles emitted was scaled against NOx emissions from
the  results  by Petzold  et  al.  (2008).  Similarly,  road  traffic  primary particle  emissions  and size
distribution were calculated using the results of Kristensson et al. (2004). Figure 14 displays the
particle  size  distributions  from shipping  emissions  and  road traffic  emissions  employed  in  the
ADCHEM model. 
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Figure 14: Modelled size distributions of primary particles emitted from shipping and road traffic.
 6.6.3 Marine emissions of isoprene
A major  BVOC emitted from the oceans is  isoprene.  In order  to  estimate the marine biogenic
emissions of isoprene, a simple gas exchange model of isoprene sea-air fluxes was developed. The
model is based on the chlorophyll-a concentration in the ocean surface water, wind velocity and the
concentration of isoprene in the air.
The model input chlorophyll-a concentrations were obtained from the Ocean Color web (NASA,
MODIS-Aqua) where gridded near surface chlorophyll-a data with a resolution of 9x9 km have
been derived from the MODIS-Aqua satellite instruments. Monthly composite data were used in
order to minimize the number of missing grid cells. The chlorophyll-a concentration for April, 2012
is shown in figure 15 which shows significantly higher concentrations in the North Sea compared to
the North East Atlantic Ocean. 
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Figure 15: Monthly composite chlorophyll-a concentrations for April 2012 and for the area of interest. Source:
Feldman, G. C., C. R. McClain, Ocean Color Web, MODIS-Aqua, Reprocessing 2005, NASA Goddard Space Flight 
Center. Eds. Kuring, N., Bailey, S. W. Access date: 2014-07-20. http://oceancolor.gsfc.nasa.gov
Figure 16: Derived isoprene concentrations in the North Sea and Baltic Sea during April 2012.
In  the  model,  isoprene  concentrations  in  the  surface  water  are  calculated  using  the  linear
relationship between the chlorophyll-a and the isoprene concentrations found by Broadgate et al.
(1997), equation 6.6. A more realistic isoprene model would include PAR and sea temperatures.
However, for the qualitative evaluation of the relative importance between particle precursor gases,
the simpler approach was deemed sufficient. A zoom in on the North Sea displaying the derived
isoprene concentrations is shown in figure 16.
[C Isoprene]=6.43 [CChl-a ]+1.2 EQ 6.6
The isoprene flux model assumes a steady state condition where the production equals all losses.
For simplicity it has been assumed that a no-slip condition on the surface leads to an existing layer
of air closest to the ground with zero wind velocity. This layer, the roughness layer (zo), is assumed
at all times to be in equilibrium with the isoprene concentration of the water according to Henry's
law.  Above  the  roughness  layer  is  due  to  frictional  forces  a  quasi-laminar  layer.  As  the  name
implies, the flow of the sub layer is laminar and hence, no vertical or lateral mixing occurs. The flux
across the thin layer is thus purely based on molecular diffusion and the concentration gradient
across  the  quasi  laminar  layer,  equation  6.7  (Seinfeld  and pandis,  2006).  The flux  of  isoprene
(Fisoprene) across the quasi-laminar sub layer is determined by the quasi-laminar layer resistance (rb),
equation 6.8 (Simpson et al., 2012). In equation 6.7 and 6.8 respectively, u* is the wind shear, Cair
and Croughness layer are the isoprene concentrations in the air and the roughness layer respectively, k is
the von Karman constant and Disoprene is the molecular diffusivity of isoprene in air.
F Isoprene=rb u*([Cair ]−[C roughnesslayer ])   [mol m
-2 s-1 ] EQ 6.7
r b=
1
ku*
ln(
z o
Disoprene
ku*)  [m
−1s] EQ 6.8
The model depends on the wind speed, which appears in the calculation of the wind shear, the
roughness layer calculation and the wind drag coefficient, described by equation 6.9, equation 6.10
(Seinfeld and pandis, 2006) and equation 6.11 (Yelland and Taylor, 1996) respectively. In equation
6.9-6.11, z10m equals 10 meters above the ocean surface, u10m is the wind speed at 10 meters above
the ocean surface, τ is the wind stress, ρair the density of air and CD is the wind drag coefficient .
z0= z10m exp(−u10m
k
u*
)  [m] EQ 6.9
u*=( τρ air )
−(1/2)
=(C D u10m
2 )−(1/2)   [m s−1 ] EQ 6.10
C D=10
−3(0.29+ 3.1
u10m
+ 7.7
u10m
2 )   3ms
−1<u10m<6ms
−1
C D=10
−3(0.60+0.070 u10m)   6ms
−1<u10m<23ms
−1
EQ 6.11
Isoprene fluxes and concentrations are displayed in figure 17 for the ADCHEM model simulation
arriving at  Høvsøre at noon the 15th April, 2012. The isoprene flux ranges between 0.2 nmol m-2 
day-1 and  180 nmol m-2 day-1. Measured fluxes in the North Sea suggest a mean annual flux of
1.7x107 molecules cm-2 s-1 equivalent to 24.4 nmol m-2 day-1 (Broadgate et al., 1997). The maximum
and minimum fluxes reported were 67 nmol m-2 day-1 and 1.4 nmol m-2 day-1 respectively.  The
modelled fluxes are therefore moderately higher than expected from these observations in the North
Sea. However, Matsunaga et al. (2002) measured isoprene fluxes in the western North Pacific as
high as 300 nmol m-2 day-1 and also presents observations from the Florida straits with fluxes above
100 nmol m-2 day-1. These observations put the modelled fluxes of isoprene well within observed
values, albeit the observations took place far from the current region in which the conditions were
simulated.  Matsunaga et  al.  (2002) also presents observations of the measured concentration of
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isoprene in the air. The observed median concentration in the western North Pacific during a day in
May was 43 pptv. In the current simulation, the isoprene concentration in the air is below 50 pptv
while  the  airmass  remains  over  the  ocean.  The  rapid  increase  in  isoprene  concentration  after
Høvsøre (>96 h) is due to large terrestrial emissions. 
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Figure 17: Modelled marine isoprene flux, total isoprene concentration in the air of the box model and the cumulated 
marine isoprene flux. The trajectory arrives at Høvsøre after 96 hours at noon the 15th April, 2012.
 7 Station description
The aerosol data in this project were gathered at three different coastal measurement sites, Finokalia
in  Greece,  Høvsøre in  Denmark and Preila  in  Lithuania (figure  18).  The instrumentation,  time
period, number of analysed days and the location of the measurement sites are listed in table 5. 
By sorting the measured aerosol number size distributions according to their concentration in each
size bin, site specific characteristic aerosol number size distributions were calculated for all sites
using  the  available  data.  Also,  wind  statistics  and  a  backward  trajectory  analysis  for  each
measurement  site  are  included  below.  The  wind  direction  was  calculated  using  the  backward
trajectories by calculating the bearing between the location of the station and the location of the air
parcel one hour upwind of the station.
Table 5: Measurement station description. Data period, number of days analysed, coordinate and instrumentation.
Station Country Data period # Days Coordinates Instrument Reference
Finokalia Greece From: 2008-04-04 Until: 2009-06-15 306
35º20' N 25º40' E AIS (0.8-42 nm)
SMPS (8-895 nm)
Asmi et al.,
2011
Høvsøre Denmark From: 2012-03-09 
Until: 2009-05-31 85
56º27' N 8º09' E AIS (0.8-42 nm)
SMPS (12-496 nm)
Kivekäs et al.,
2014
Preila Lithuania From: 2009-04-01 Until: 2013-05-30 735
55º55' N 21º00' E SMPS (8-840 nm) Asmi et al.,2011
 7.1 Finokalia
Finokalia measurement station is a background measurement station situated on the north east coast
of the Greek island of Crete (35º20' N 25º40' E). The station is remotely located on the top of a hill
(250 m.a.s.l) near the sea. Aerosols at the Finokalia station  generally contain aged particles from
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Figure 18: Location of the background measurement stations.
various sources and regions including Greece, Turkey and northern Africa (Pikridas et al., 2012). A
trajectory analysis of all trajectories arriving at the Finokalia station between 5 th June 2008 and 15th
June 2009,  shown in figure 21,  confirms these  aerosol  source regions.  The size distribution  at
Finokalia over the full period, corresponding to approximately one year of data, shows two distinct
modes for the median and 15th percentile distributions (figure 19). The modes correspond to an
Aitken mode at 60 nm and an accumulation mode at 100-150 nm. Seasonal variations in the size
distributions are small with the exception of summer (JJA) where only one strong mode is visible
with  a  mean mobility diameter  of  approximately 100 nm.  During  winter  (DJF) there is  also a
significant decrease of particles over all sizes.
The  predominant  wind  direction  at  Finokalia  station  is  west  to  north  west  (figure  20,  left).
Comparing the wind direction and the wind speed of the full period to periods with NPF (figure 20,
right)  does not reveal any significant relationship between wind conditions and the number of NPF
events but rather resembles the overall wind direction at Finokalia.
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Figure 19: Finokalia size distributions. Left figure displays 15th, median and 85th percentile distributions of the period 
over a full day. Right figures shows seasonal variations in size distribution, i.e. winter (DJF), spring (MAM), summer 
(JJA) and autumn (SON).
Figure 20:Finokalia wind statistics, colours show wind speed (m/s) and circles percent of days. Left figure displays 
wind speed and wind direction at the station for all trajectories during the period. Right figure shows wind statistics for
periods with NPF at the station.
 7.2 Høvsøre
Høvsøre background measurement station (56º27' N 8º09' E) is located on the north west coast of
the Danish mainland, Jutland. It is situated 1.8 km from the coast line and approximately 50 km
from major shipping lanes in the North Sea. A site and instrument description has previously been
presented  in  Kivekäs  et  al.  (2014.)  The  data  from  Høvsøre  were  gathered  with  an  Air  Ion
Spectrometer (AIS) and an SMPS. The SMPS had a lower cut off size of 12 nm. With a lower cut
off size of 12nm it might become difficult to determine whether the NPF is occurring at the station
or upwind only. The AIS allows the detection of particle diameters down to approximately 1 nm,
hence combining the SMPS with an AIS, nucleation events occurring at the station may easily be
discerned from those events occurring slightly upwind of Høvsøre but not at the station. The size
distribution at Høvsøre has a dominant Aitken mode and a weak accumulation mode. The short
period over which the data was collected does not allow a seasonal analysis of the number size
distribution. However, hourly variations during the day were analysed. From figure 22 however, it
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Figure 21: Trajectory analysis of 72h backward trajectories arriving at Finokalia measurement station between 5th June
2008 and 15th June 2009, 1h interval. The scale of the colorbar shows the number of trajectories which have passed 
through a grid cell.
Figure 22: Høvsøre size distributions from SMPS data. Left figure displays 15th, median and 85th percentile distributions
of the period over a full day. Right figures shows variations in size distribution during the day, i.e. at 00-06 hours 
(night), 06-12 hours (morning), 12-18 hours (afternoon), 18-24 hours (evening).
is clear that hourly variations have little or no impact on the particle size distribution at Høvsøre.
The trajectory analysis in figure 24 shows that a majority of all air masses arriving at  Høvsøre
originates  from  the  North  Atlantic.  Closer  to  Høvsøre  there  is  a  clear  distinction  between
trajectories with a north westerly path and a south westerly path. In general, North westerly paths
correspond to an Arctic airmass origin while the south westerly paths to more sub tropic regions of
the North Atlantic. The Arctic air masses are very clean with few pollution sources.
The calculated wind data for Høvsøre (figure 23) shows indeed, similar to the trajectory analysis,
that the north westerly winds are most common. Due to the short time period of the data it is not
possible to make concluding remarks by comparing the wind statistics during event and non event.
However,  it  is  worth noticing the relatively low frequency of  nucleation during south westerly
winds.
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Figure 24:Trajectory analysis of 72h backward trajectories arriving at Høvsøre measurement station between 10th Mars
2012 and 31th May 2012, 1 hour interval. The scale on the colorbar shows the number of trajectories which has passed 
through a grid cell.
Figure 23: Høvsøre wind statistics, colours show wind speed (m/s) and circles percent of days. Left figure displays wind
speed and wind direction at the station for all trajectories during the period. Right figure shows wind statistics for 
periods with NPF at the station.
 7.3 Preila
Preila field station is a background measurement station located in Lithuania on the Curonian Spit,
just in front of the Baltic Sea. The particle size distribution was measured with an SMPS with a
lower cut off size of 8 nm. The size distribution at Preila (figure 25) measured in mobility diameter
has a clear Aitken mode at 60 nm and an accumulation mode at 150 nm. The seasonal trends in the
particle size distribution are relatively small. However during the summer months (JJA), the upper
concentration of particles with diameters below 15 nm is very large. This is probably due the low
availability of data coupled with an event frequency of approximately 30% (see figure 29) for these
months.  The  dominant  wind  direction  at  Preila  is  south  west  to  north  west  indicating  that
predominantly, the wind arrives from the Baltic Sea (figure 26). 
The trajectory analysis (figure 27) of 72h backward trajectories for the full measurement period
shows,  compared to  both Høvsøre and Finokalia,  air  mass  sources  much more homogeneously
spread out over Europe. However, the fraction of trajectories which has passed the Baltic Sea before
reaching Preila is significantly larger than any other geographical location. This suggests that when
the wind is westerly at the Preila station, the air also traverse a large part of the southern Baltic Sea.
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Figure 25: Preila size distributions. Left figure displays 15th, median and 85th percentile distributions of the period over 
a full day. Right figures shows seasonal variations in size distribution, i.e. winter, spring, summer and autumn.
Figure 26: Preila wind statistics, colours show wind speed (m/s) and circles percent of days. Left figure displays wind 
speed and wind direction at the station for all trajectories during the period. Right figure shows wind statistics for 
periods with NPF at the station.
This most likely influence air mass properties and ship particle emissions may be large contributors
to the Preila background particle concentration.
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Figure 27: Trajectory analysis of 72h backward trajectories arriving at Preila background station between 1th April 
2009 and 30th May 2013, 1 hour interval. The scale on the colorbar shows the number of trajectories which has passed 
through a grid cell.
 8 Results
 8.1 Results - Task 1
Chapter  8.1  includes  the  results  of  the  NanoMap analysis.  The  event  statistics  (chapter  8.1.1)
includes a discussion. The NanoMap results of chapter 8.1.2 which were aimed to address the first
aim of this project are discussed in chapter 9.1.
 8.1.1 Event statistics – results and discussion
The NPF event statistics for the three measurement stations is an important tool for a comparison of
NPF between different measurement stations. The event statistics contains a frequency analysis, a
formation time analysis and an analysis of the time between the formation start time and the EOG
time. The frequency analysis is given both for the total period and month specific. For later use with
NanoMap,  the  formation  time  analysis  is  very  informative  and  is  used  when  calculating  the
probability maps. 
With the exception of Preila, the NPF frequency at the measurement sites (figure 28) are within the
range (21% - 57%) reported by Manninen et al. (2010) where statistics of NPF were evaluated for
12 European measurement stations.
The frequency of events (including both class I and II) for Preila and Finokalia are 19.8% and
23.8% respectively. These findings are thus in the lower end compared to several other sites. A
possible explanation may be their coastal locations which in the absence of large biogenic emissions
of  precursor gases from forest  emissions are likely to  exhibit  less NPF. If  instead the monthly
number and frequency of events are analysed (figure 29), it is clear that NPF varies significantly
during the year. The event frequency in Preila peaks in the spring and in September while it exhibits
a minimum from June to August and almost no events during the winter months. In Finokalia the
event  frequency is  similar  to  that  of  Preila  in  early spring  but  higher  during  late  autumn and
December. The results suggest that the presence of solar radiation and therefore larger biogenic
emissions may be an important factor determining the number of NPF events. Due to its more
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Figure 28: Overview of the event frequency for the three measurement stations.
southern location, this may explain the higher frequency of NPF events during the winter months in
Finokalia.
Only three month of data from Høvsøre were available. During this period a total number of 36
days were classified as a class I event day (23.2 %). In relation to both Preila and Finokalia this is
an exceptionally large number of NPF events. However in comparison to the fraction of events
observed at a non-coastal measurement station, e.g. Vavihill (Sweden) during Mars to April which
has an event frequency between 50% and 65% (Kristensson et al., 2008), the frequency of events in
Høvsøre is still lower. For a comparison to Høvsøre, the number of NPF events in Vavihill were in
this project calculated for the same measurement period as the Høvsøre data. The event frequency
in Vavihill for this period ranged between 48% in March and 64% in May.
The formation time analysis of the observed NPF at the station is one of the steps in the NanoMap
analysis. Figure 30 shows a summary of the start time and end time of all NPF events for all three
stations. In the NanoMap method, the formation analysis is initially a necessity to evaluate how
many hours of the trajectories  should be plotted during an event.  There exists at least one more
strong reason to perform an accurate formation time analysis. Given enough data and a long enough
time series, the formation time analysis provides a direct answer to during what time of the day NPF
events may occur.  This information,  while trivial,  may be used in order to greatly enhance the
probability calculations of the NanoMap results. This is done by excluding all trajectories arriving
at the station during hours which are outside the formation time.  This will also provide climate
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Figure 29: Monthly event statistics. Left figures display the fraction of event days and event plus undefined days with 
respect to the number of days with available data. Right figures display the total number of event days, undefined days 
and the total number of days with data. Event days include both class I and class II events.
modelers with more accurate  results, with regard to both time and probability of NPF.  Important
information regarding the mechanisms behind the nucleation may also be derived from the analysis
of the formation time.
The formation starting time is in all cases before noon local time in both Finokalia and Høvsøre and
is often observed already in the early morning hours for Preila. In Preila, the start of formation is
not necessarily after sunrise but still, the majority of the observed events start after the onset of solar
radiation.  Similarly,  the formation end time occurs in most cases in the afternoon but not after
sunset.  In Preila,  formation starting times are  found also in the afternoon and evening,  but the
majority of all events start already in the early morning. This information together with the apparent
absence of night-time formation is a strong indicator that atmospheric photochemistry is indeed a
necessity in order to observe NPF. The duration of the formation time is similar for all three stations
and in general ranges from a couple of hours to half a day. 
Another parameter which has been discussed (chapter 6.5.2) to vary for several reasons and to
greatly influence the NanoMap results is the time between the formation start time and the EOG
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Figure 30: Analysis of the start and end time of the observed NPF at the three stations. The y-axis shows number of 
events and are the same for all figures. All times shown are in local time. Top: Start of formation. Middle: End of 
formation. Bottom: Duration of formation.
Figure 31: Time between the start time and EOG time. The figure shows the total event length measured from the start 
time of formation until the observed end of growth.
time.  The time  between the  start  time and EOG time  (figure  31)  is  often  less  than  20 hours.
Therefore, if the mean wind speed is between 5-10 ms-1, it may be reasoned that the maximum
extent of the inferred NPF in the NanoMap analysis rarely exceeds 500 km. This implies that the
inferred NPF is often within a distance from the station where the trajectory uncertainty does not
contribute considerably to the total uncertainty of the NanoMap results, as discussed in chapter
6.5.4.
 8.1.2 NanoMap - results
For each of the three measurement sites, the NanoMap results presented are the Number maps of
the total number of inferred events and the event probability. In all results, the resolution used in the
calculations were 0.2º. The results show that the areas with the highest number of events are not in
all cases the areas with highest event probability. 
  Finokalia
The  inferred  NPF  from  the  NanoMap  analysis  of  the  Finokalia  data,  shown  in  figure  32,
demonstrates frequent NPF over the Aegean Sea due north of Finokalia station. Secondly, west and
south of Finokalia are larger areas exhibiting a high frequency of NPF events. These areas have an
inferred number of events between 6-10 for the duration of the measurement period. Other areas
show fewer events. In sharp contrast to the total number of events, the probability of events west of
Finokalia is less than one percent. The Aegean Sea and the sea area south of Finokalia have event
probabilities close to 15%. The highest probability is found over eastern Turkey, however this area
is much further away than 500 km from the Finokalia station which represents the area of highest
accuracy.  Most  sea  areas  where  one  or  more  events  were  inferred  (figure  32),  have  event
probabilities between 3% to 10% which is comparably small to the class I frequency at Finokalia
station of 14.2%. Although the inferred event probability is small over sea areas, in total there are
fewer inferred events over land areas and subsequently the calculated event probability is even less
over land areas than over sea areas. 
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Figure 32: NanoMap results for data from Finokalia displaying regional NPF for measurement conducted between 4th 
April 2008 and 15h of June 2009 and a total of 366 analysed days. Left figure: total number of inferred event days in 
each grid cell. Right figure: probability of NPF in each grid cell and per day. The white circle represents a distance of 
500 km from Finokalia.
  Høvsøre
The NanoMap analysis from  Høvsøre data shown in figure 33 shows the occurrence of a large
number of NPF events during a relatively short time period over the North Sea. The maximum total
number of events are inferred north-west of Høvsøre, in figure 33 (left), and corresponds to eight
days with NPF. The area of the most frequently inferred NPF is over the North Sea, but also to a
smaller extent covers the south-west coast of Norway. Areas with less counts per day are found both
to the west, south and to the north-east of Høvsøre. 
The  event  probability  is  high  over  the  North  Sea  and the  west  coast  of  Norway with  a  daily
probability of NPF ranging from 5% to 20%. This is lower compared to the class I event frequency
at Høvsøre station (23.2%). South-east of Høvsøre is an area indicating very high event probability
of 15% to 30%. This area stretches from Jutland in Denmark to Northern Germany and Poland and
indicates a  higher  chance of NPF over land than ocean.  It  should be noted that  relatively few
trajectories were passing over these grid cells during the measurement period (figure 24).
  Preila
At the Preila measurement station, 72 days were classified as class I events from a total of 735
analysed days. The NanoMap results are shown in figure 34. 
Most of the events plotted in the NanoMap analysis occur within 500 km from Preila, which is
represented by the white circle in figure 34. The maximum number of events recorded in a single
grid cell is 11 event days. This maximum is found together with the majority of the events west of
Preila station over the Baltic Sea. Near the station there are several event days in all directions;
however the number of events is significantly higher for the grid cells south of Preila than for grid
cells north of Preila. At distances further away than 500 km there are more events west than east of
Preila. It is worth noticing the almost complete absence of events in the East and North Gotland
Basin of the Baltic Sea. The probability of an event ranges from less than one to several percent.
The highest probabilities are found west-north-west (WNW), to the south and due east of Preila.
These highest probabilities have an event probability around 5%. 
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Figure 33: NanoMap results for data from Høvsøre displaying regional NPF for measurement conducted between 9th 
March 2012 and 31h of May 2012 and a total of 82 analysed days. Left figure: total number of inferred event days in 
each grid cell. Right figure: probability of NPF in each grid cell and per day. The white circle represents a distance of 
500 km from Høvsøre.
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Figure 34: NanoMap results for data from Preila displaying regional NPF for measurement conducted between 1th 
April 2009 and 30th of May 2013 and a total of 735 analysed days. Left figure: total number of inferred event days in 
each grid cell. Right figure: probability of NPF in each grid cell and per day. The white circle represents a distance of 
500 km from Preila.
 8.2 Results – Task 2
In chapter 8.2, the results of the ADCHEM simulations are presented. These results include:
1. A comparison of  the modelled data  to  the  observed data  from Høvsøre (chapter  8.2.1)
including a discussion of the model accuracy.
2. The particle number size distribution at  Høvsøre derived from the two model scenarios
(chapter 8.2.2). 
3. The geographical position of the modelled NPF, 0–24 hours upwind of Høvsøre (chapter
8.2.3).
Chapter  8.2.2 and 8.2.3 presents  the simulation  results  aimed to assess  the second aim of  this
project. The discussion of these results are given in chapter 9.2. The full simulations are available in
appendix C. All times are in UTC time if not stated otherwise. 
 8.2.1 Model evaluation – results and discussion
A direct quantitative comparison of the modelled and the observed particle size distributions is not
possible without first recalculating the size distributions to be based on the same geometric mean
diameters and bin widths. This was deemed too time consuming and only compared qualitatively.
Instead, the quantitative evaluation was based on the total particle number and the total particle
volume of the modelled and measured data. 
An overview of the observed particle size distribution at Høvsøre for the period between the 15th
April 00:00 to the 16th April 24:00 (UTC+1) is shown in figure 38, bottom (chapter 8.2.2). It is
possible to visually compare the measured particle number size distribution with the modelled size
distribution in figure 38 (top and middle) without any further adjustments. 
The measured size distributions display two clear NPF events on the 15th and 16th of April. The two
events are similar, with a formation start time at approximately 9 am and formation end time in the
early evening. The growth of the new particle modes is visible for the full measurement period
starting from the formation start time. The new modes grow within hours to particle sizes between
10-20 nm in diameter. Visible background sources are ship plumes, characterised by sharp peaks
between 30-100 nm, and a low concentration of marine background particles. The first hours of the
measurement period are characterised by a comparatively strong Aitken mode.
The modelled particle size distribution is illustrated by the top and middle graphs in figure 38. Both
scenarios show NPF with a formation start time around noon and formation end time between 6-9
pm. There is  a  low concentration of marine particles  in both model  scenarios  while,  naturally,
scenario 1 is  the only simulation able to capture ship emissions.  To some extent,  the modelled
scenario 1 is  able  to simulate  the strong Aitken mode evident in the observed size distribution
(figure 38, bottom) between 00-04 am. the 15th April. Since the mode is not evident in scenario 2,
the source is anthropogenic ship emissions of particulate matter.
The  quantitative  evaluation  of  the  model  to  the  observations  is  based  on  the  total  number
concentration and the total particle volume. The modelled and the observed total particle number
and total particle volume were plotted and a scatter plot of the modelled and observed total particle
volume is included in the discussion below.
The total number concentration at  Høvsøre is shown in figure 35. The modelled scenarios differ
considerably from the observed and a strong model to observation correlation is not apparent.
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However,  the  total  particle  number  is  a  difficult  parameter  to  model  during  NPF,  since  the
nucleation parameters are highly uncertain.  The cut-off size of the SMPS instrument at Høvsøre
also limits the comparison to particle diameters larger than 12 nm, at particle diameters above most
of the observed and modelled particles deriving from NPF. 
The total particle volume assumes that particles are spherical.  The modelled and the measured total
particle volumes are shown in figure 36. Figure 37 shows the model versus observation scatter plot
for the total particle volume. In figure 37, values outside the area enclosed by the two dashed lines
indicate modelled values more than a factor of 2 above or below the observed value. The R2 values
and the root mean squared error (RMSE) are also included in figure 37. An R2 value of 1 would
indicate perfect model versus observation agreement while a low value indicates no agreement. The
smaller the value of the RMSE, the better the model agreement. The R2 value for model scenario 1
is 0.78, indicating a correlation between the modelled and the observed values of the total particle
volume. The R2 value of model scenario 2 is only 0.01 indicating a poor correlation. The model
scenario 1 shows an acceptable agreement to the measured values. Model scenario 2 does not fit the
measured values as well. The much higher correlation between scenario 1 and the observed than
scenario  2  and  the  observed  shows  that  the  model  scenario  1  better  represents  the  observed
conditions  at  Høvsøre.  This  may  be  interpreted  as  the  marine  anthropogenic  particle  sources
contributing significantly to the aerosol distribution at Høvsøre. 
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Figure 35: The modelled and measured total number concentration at Høvsøre for particle sizes with diameters in the 
size range 12–500 nm. Time in days and hours of the format “ddHH”.
 8.2.2 Modelled size distributions at Høvsøre – results
The modelled particle number size distributions at Høvsøre are shown in figure 38 (top and middle)
for both of the emission scenarios. The plots were constructed by adding together the extracted
number size distributions from 14 trajectory simulations arriving at Høvsøre with an interval of 3
hours. 
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Figure 36: The modelled and measured total particle volume at Høvsøre for particle sizes with diameters in the size 
range 12–500 nm. Time in days and hours of the format “ddHH”.
Figure 37: Modelled versus observed total particle volume for particle sizes with diameters in the size range 12–500 
nm. The solid line represents 1:1  and perfect model agreement. The two dashed lines represent an over respectively 
underestimation by a factor of 2. The R2 values and the RMSE values are given for both model scenarios respectively.
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Figure 38: Modelled particle number size distribution at Høvsøre. Top: Scenario 1. Middle: Scenario 2 – no marine 
anthropogenic emissions included. The displayed figures are composites of 14 trajectories arriving at Høvsøre with 3 
hours interval. Time in days and hours of the format “ddHH”. Bottom: Observed particle number distributions at 
Høvsøre during the simulation period. Particle diameters less than 12 nm are from AIS data (lower colorbar). The 
upper size range is derived from SMPS data (upper colorbar). Time in hours (UTC +1).
The first two simulations plotted are exceptions with the interval 9 hours due to missing data in the
two intermediate trajectories. The figures have been interpolated in time and particle size in order to
better illustrate the evolution of the particle distributions.
The simulation of scenario 1 shows NPF formation from noon until 9 pm the 15 th April. The new
particle mode grows for 18 hours to particle diameters of 10-20 nm. NPF is also modelled at the 16th
of April; a mode originating from NPF is apparent between 12 pm and 9 pm. 
The simulation of  scenario 2 shows NPF occurring at  the same times as for the simulation of
scenario 1. During the modelled NPF the 15th April, the particles grow to sizes just exceeding 10 nm
in particle diameter. The results of the scenario 2 simulation also show high particle concentrations
below 10 nm at midnight the 15th of April and strong NPF below 5 nm during the 16th of April.
Figure  39  shows  the  calculated  difference  (ΔdN/dlogDp) of  the  two  particle  number  size
distributions.  The  difference  was  calculated  by  subtracting  the  dN/dlogDp in  each  size  bin  of
scenario 2 from that  of  scenario 1.  Thus,  a  negative  value indicates  less  modelled particles  in
scenario  2  while  a  positive  value  indicates  an  increase  in  the  number  of  particles  when
anthropogenic marine emissions are not included in the simulations.
The difference calculation of figure 39 displays an overall decrease in the particle concentrations in
scenario 2 compared to scenario 1.  This decrease is  most evident at  sizes corresponding to the
Aitken mode and also during the formation and growth of particles formed from NPF. There is
however an increase in the particles originating from NPF at times when the modelled Aitken mode
of scenario 1 is strong. 
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Figure 39: Difference plot of the two modelled particle number size distributions at Høvsøre. The color scale indicates 
an increase or decrease of the weighted particle concentrations with the same magnitude as the color scale in figure 39.
 8.2.3 Modelled NPF upwind of Høvsøre - results
When the trajectories were between 0-24 hours upwind of Høvsøre, the geographical coordinates
were stored for the periods when the model simulations showed NPF. The resulting coordinates
were plotted separately for each day in a similar manner to the described NanoMap procedure. The
results of the modelled NPF upwind of Høvsøre are shown in figure 40 where each model scenario
is plotted separately. 
The modelled scenarios display NPF in similar geographical areas but with local variations. The
largest differences of the location of the NPF is observed off the Norwegian west-coast. The area
where NPF is modelled during both days is largest for scenario 1 (light blue colours in figure 40).
This area is found just south of Norway in the North Sea. 
The  difference  between  the  geographical  location  of  the  two  scenarios  shown in  figure  40  is
available in figure 41, where the modelled NPF of Scenario 1 was subtracted from scenario 2. In the
resulting plot, areas with less number of events per day indicate where anthropogenic emissions
increase the NPF. Similarly, areas with more events per day indicate a decrease in the NPF caused
by anthropogenic marine emissions. Areas with an increase in NPF due to anthropogenic emissions
are  found just  west  of  the  Norwegian  south-west  coast  in  the  North  Sea.  Areas  indicating  the
opposite are the yellow areas to the south and north of the Norwegian west-coast.
For  sea  areas  only,  the  total  area  of  the  NPF represented  by the  grid  was also  calculated  and
compared between the two scenarios. The result found was an increase by 6% in the area of the
modelled NPF over marine areas, as a result of including anthropogenic marine particulate and gas
phase emissions in the model simulation.
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Figure 40: Modelled NPF 0-24 hours upwind of Høvsøre displayed for both scenario 1 (left) and scenario 2 (right).The 
dashed white circle represents a distance of 500 km from Høvsøre.
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Figure 41: Quantitative comparison between the two scenarios of the geographical location of the modelled NPF 0-24 
hours upwind of Høvsøre. Positive values indicate more NPF in model scenario 2 while negative values indicate more 
NPF in model scenario 1. The dashed white circle represents a distance of 500 km from Høvsøre.
 9 Discussion
 9.1 Task 1 – NanoMap
The NanoMap results show indeed that NPF is a rather frequent phenomena over sea areas in both
the  North Sea,  Baltic  Sea and the  Mediterranean Sea.  The inferred  number  of  days  with  NPF
therefore gives a crude, however direct, answer to the first aim of this project.
The calculated probability plots should be treated with caution. Since the inferred probabilities have
not been verified, it is unlikely that these probabilities represent the actual probability in all areas
where NPF was inferred.  The presented  probabilities  are  more likely to  be close to  the actual
probability if the number of trajectories passing a grid cell was large. For statistical reasons, it could
therefore  be  in  order  to  neglect  probability  results  in  areas  calculated  from a  low  number  of
trajectory counts. To account for the uncertainties regarding the probability,  weighted NanoMap
results from several nearby measurement stations may provide more accurate probabilities.
Nonetheless, it is worth highlighting that the NanoMap results of the Preila data displays low NPF
in the Eastern and Northern Gotland Basin of the Baltic  Sea.  In  all  other  areas  and at  similar
distances from Preila, the probability of an event is higher than three percent while in this area, the
probability is between 0-1.5 %. Moreover, the number of events are higher west of Preila while the
probability is highest to the east and south of Preila. This could indicate that terrestrial and forested
areas have much higher event probability than sea areas. Such a result is evident in comparisons of
coastal measurement stations to more continental stations (Manninen et al., 2010). 
The three months data from Høvsøre makes evident a higher event frequency and event probability
for  airmasses  with  a  cyclonic  trajectory  and  a  history  from  polar  regions.  For  these  airmass
trajectories,  the  calculated  event  probability  is  similar  to  the  event  probability  at  the  Høvsøre
station. Interestingly, the results in figure 33 show very few inferred events over land areas. This
could be due to the limited time of the measurement, but could have several explanations. It may
indicate that the NPF in these cases are suppressed by e.g. land based or marine pollution sources. It
may oppositely indicate that emissions from sea areas are necessary to initiate the NPF in this
region. It is furthermore possible that a closer comparison of the strength of both the NPF and
subsequent growth may reveal that the observed NPF at Høvsøre is weaker than for continental
stations like Vavihill or Hyttiällä. An example of weaker NPF between Høvsøre and Vavihill is
shown in figure 42. Thus, comparably weak emissions of Aitken or accumulation mode particles
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Figure 42: Illustration of the relatively weaker NPF and growth of the new mode to larger sizes in Høvsøre compared 
to Vavihill measurement. Left: Høvsøre size distribution 16/4-2012. Right: Vavihill size distribution 16/4-2012.
may provide a large enough condensation and coagulation sink to inhibit the NPF when the airmass
is situated over marine areas. This may partly explain the low number of inferred events over land
areas.
The region south of Finokalia and the Aegean sea are evidently areas where NPF is very frequent
while areas east and west of Finokalia show very little NPF. The region of high NPF probability
south of Finokalia clearly shows NPF occurring in the marine atmosphere. This area is relatively far
from  both  the  European  and  the  African  continents  and  without  islands  which  excludes  any
influence from terrestrial vegetation near the site. However, the areas north and south of Finokalia
are areas with heavy ship traffic which is displayed by the large amount of annual SO2 emissions as
modelled by EMEP (figure 43). 
In the area of high event probability south of Finokalia, shipping emissions are thus the only large
anthropogenic pollution source. The area of high event probability north of Finokalia, in the Aegean
Sea, is also heavily polluted by shipping emissions. It is however clear from the trajectory analysis
that a large part  of these trajectories arrives from the north, thereby passing quite polluted and
densely populated land areas before reaching the Aegean Sea.
To this  date,  the only peer  reviewed published results  of a  NanoMap analysis  is  the article by
Kristensson et al. (2014). Kristensson et al. (2014) concludes that the NanoMap method may be
used in order to identify the regional CCN concentration deriving from NPF. A combination of the
probability results  presented in  this  project and a  qualified estimate of the fraction of particles
formed by NPF that survives to sizes relevant for CCN activation may consequently be used to
improve climate model predictions.
 9.2 Task 2 - ADCHEM
The ADCHEM model simulations of the conditions at Høvsøre and the comparison to observations
at the site, indicates that the model may be used to simulate both particle background sources and
NPF,  for  a  qualitative  assessment  of  the  impact  of  anthropogenic  marine  emissions  on  NPF.
Improvements to the model are discussed in chapter 11. It should be noted that due to the short
simulation time (2 days), the interpretation of the results should be treated with caution and it is
possible that the conclusions may not be generalized to all plausible conditions.
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Figure 43: Ship emissions of SO2 as modelled by EMEP. Coloured circles denotes areas of heavy ship 
traffic in the vicinity of the three measurement sites. The red circle to the right displays the region of 
interest south of Finokalia. (Source: WebDap, www.ceip.at). 
The difference between the two model scenarios in the modelled particle number size distribution at
Høvsøre shown in figure 39 is more pronounced at larger particle diameters. From the separate
illustrations of the simulations, at midnight the 15th of April,  the strong Aitken mode visible in
scenario  1  (figure  38,  top)  originates  from anthropogenic  marine  emissions  (i.e.  primary  ship
particles). This mode is not apparent in scenario 2 (figure 38, middle). In the absence of the strong
Aitken mode, NPF is observed in scenario 2 and not in scenario 1. This result indicates that ship
particle emissions may lower the amount of nucleated particles that survives to grow to larger sizes,
by acting as a coagulation sink, effectively scavenging the nucleated particles. The absence of NPF
due to the  Aitken mode in  scenario  1  may also be  due  to  a  lower  nucleation  rate.  The lower
nucleation rate is explained by the larger surface area on which the existing condensable gases may
condense rather than to participate in homogeneous nucleation. The combined effect of these two
explanations to the modelled deficiency of nucleation mode particles in airmasses characterised by
large  shipping  emissions  leads  to  the  conclusion  that  in  some  cases,  anthropogenic  marine
particulate emissions may drastically decrease NPF.
NPF is moreover not absent in scenario 2. This indicates that the condensable vapours originating
from both  marine  and terrestrial  biogenic  sources  and terrestrial  anthropogenic  sources  induce
atmospheric vapour concentrations high enough to initiate NPF in the marine atmosphere.  This
means  that  NPF  in  the  marine  atmosphere  is  not  solely  dependent  on  anthropogenic  marine
emissions. Although observations of NPF in the marine boundary layer are scarce, marine NPF has
been observed in biologically active areas and during times with relatively high solar radiation (e.g.
O'Dowd et al., 2010). The NPF modelled in scenario 2 may thus be due to a high biological activity
resulting in high emissions of DMS, which increases the sulphuric acid concentration, and possibly,
high emissions of isoprene which may result in an increased concentration of VOCs with a low
volatility.
In the absence of a strong Aitken mode, scenario 1 generally demonstrates a higher nucleation rate
and growth rate.  An increase in the maximum sizes that these particles may grow to is further
evident.  Thus  the  difference  between  the  modelled  size  distributions  at  Høvsøre  suggests  that
anthropogenic marine gas phase emissions increase the amount of nucleated particles. Moreover,
considering the full simulation period, the difference between the scenarios displayed in figure 39
demonstrates that in total, the NPF is increased by the anthropogenic marine emissions in scenario
1. This increase indicates that the positive effects on NPF from anthropogenic marine emissions of
condensable gases may be larger than the negative effect on NPF from the anthropogenic marine
emissions of particulate matter.
In the simulated NPF of scenario 2, a closer analysis of the source dependence of the NPF would be
advisable for further studies. Since several observations of sub-micron particles indicate that NPF is
not frequently occurring in the clean marine boundary layer (e.g. Heintzenberg et al., 2004), the
source of the condensable gases required to model NPF in scenario 2 is an interesting subject. A
thorough  analysis  of  the  condensable  gases  participating  in  the  nucleation  and  the  chemical
composition of the particles themselves is beyond the scope of this project. However, these results
may  generate  new  research  questions,  which  among  one  is  the  dependence  on  marine  NPF
attributed to marine biogenic VOC and DMS emissions. In the modelling study of Pirjola et al.
(2000) it was found that the sulphuric acid derived from DMS emissions may explain the formation
of stable clusters and the nucleation of particles with diameters of 1-2 nm. The growth of these
particles  could  not  be  explained  solely by the  presence  of  sulphuric  acid,  which  indicates  the
important role of low volatile VOCs in the growth of the newly formed particles. 
At Høvsøre, the modelled size distribution of particles formed by NPF demonstrates a negligible
contribution to  the particle  concentrations  with diameters larger  than 50 nm, relevant  for CCN
activation. Thus, the climate impact of the particles formed by nucleation in the marine atmosphere
may be  of  low importance.  However,  Merikanto  et  al.  (2009)  modelled  the  contribution  from
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nucleation in the boundary layer to the CCN concentration. It was then concluded that nucleation of
particles in the marine boundary layer over the North Atlantic may contribute to as much as 10 % of
the  total  CCN  concentration.  Therefore,  the  low  concentration  of  particles  relevant  for  CCN
activation modelled at  Høvsøre in this  study may not  be representative for the full  area of the
simulation. 
The most striking feature of the geographical differences in the modelled nucleation upwind of
Høvsøre, illustrated in figure 40-41, is perhaps the more concentrated area where NPF occurs in
scenario 1 compared to scenario 2. This area, mainly just off the Norwegian south-west coast in the
North Sea, is characterised by both large on-shore and off-shore anthropogenic emissions, displayed
by the modelled NMVOC emission by EMEP  (figure 44, top). Furthermore, the NOx emissions are
a proxy for particulate shipping emissions, which suggests large particulate emissions in the area
(figure 44, bottom). Furthermore, the increase by 6 % in the total area where NPF was modelled 0-
24 hours upwind of Høvsøre, in scenario 1 compared to scenario 2, indicates similar to the modelled
size distribution at Høvsøre that the net effect of shipping emissions may be an increase rather than
a decrease of NPF.
Combining the analysis of the anthropogenic influence on NPF at Høvsøre and the modelled NPF
upwind of Høvsøre, it may be concluded that anthropogenic marine emissions do impact NPF. This
impact most likely has two sides. Particulate emissions from shipping likely have a lowering effect
on  NPF  in  the  marine  atmosphere.  Since  an  increase  in  the  NPF  is  also  observable  in  the
comparison of the two scenarios,  there is likely also an increase in the NPF deriving from the
anthropogenic gas phase emissions. These findings demonstrate that if the particulate emissions
were to decrease significantly, an increased number of NPF events would most likely be observed. 
In Emission Control Areas (ECAs), new international legislations coordinated by the international
62
Figure 44: Yearly emissions of NMVOC and NOx as modelled by EMEP. The North Sea area is displayed to the right. 
Data source: WebDap, www.ceip.at).
and maritime organization (IMO) which will be effective from the 1st of January 2015, requires the
shipping industry to lower the sulphur emissions to approximately a tenth of today's values  (van
Aardenne et al., 2013). Since sulphur species largely contributes to the sulphuric acid concentration,
the new legislations may result in a decrease of the NPF. If the legislation is applied to particulate
matter as well,  the lowered emissions may subsequently result  in an increase of the NPF. This
increase would be the result of a lowered condensation and coagulation sink. However, it may also
be possible that the emissions of NMOVCs, which are currently not controlled by the legislation,
contributes to the growth rate of the nucleated particles. The relative importance of these emissions
are thus likely to increase.
As a consequence, new legislations regulating the emissions from international shipping, have the
possibility to result  in either an increase or a decrease of NPF in the North Sea and at  nearby
measurement stations. 
 9.3 Comparison between ADCHEM and NanoMap
The geographical location of the modelled NPF (figure 40) may further be compared to the inferred
NPF of the NanoMap analysis. The comparison provides an attempt to verify the NanoMap results.
It is, however, important to recognise the short simulation time (2 days) and the uncertainty of the
ADCHEM model results. The results of the comparison should therefore be treated with caution. 
NPF was observed at Høvsøre during the 15th and 16th of April 2012. Furthermore, NPF was also
observed at the measurement station in Vavihill during the 15th of April 2012. The NanoMap results
of the two observations are included in figure 45. The areas displaying modelled and inferred NPF
are to a large extent consistent. This result implies that the NanoMap analysis may indeed provide a
simple and user friendly method from which the extent of the regional NPF may be determined. The
ability  to  determine  the  number  of  NPF  events  in  an  area  is  however  decreased  by  the  few
measurement sites available. 
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Figure 45: Inferred nucleation of particles at sizes of 1.5 nm in diameter derived using the NanoMap analysis and 
data from Høvsøre (left) and Vavihill (right). White circles represents a distance of 500 km from the measurement 
sites.
 10 Summary and conclusions
Two separate methods were applied to address the aims formulated in chapter 2. The outcome of the
results has provided new information on the geographical extensiveness of NPF in several marine
areas. Moreover, the results permitted a qualitative assessment of the anthropogenic impact on the
NPF in marine areas. 
The results  of  the  first  method,  the  NanoMap method,  that  were used to  address  the first  aim
indicates  that  NPF  is  frequently  occurring  in  several  coastal  waters  and  marine  areas  off  the
European  coast.  The  NanoMap  results,  on  average,  show  a  higher  frequency  and  a  higher
probability of NPF events in the marine areas heavily polluted by shipping. It is however not clear if
the high frequency of NPF in these areas are due to the shipping emissions. It is also suggested that
the calculated probability plots may further provide a basis for improving modelling of the CCN
sources in global and regional climate models.
To address the second aim, the NPF was studied using the aerosol dynamics model ADCHEM.
From the modelling study, it may be concluded that anthropogenic marine emissions do impact the
NPF in the marine atmosphere. However, the simulations show that NPF in the marine atmosphere
does not always depend on anthropogenic marine emissions alone.  Moreover,  the results  of the
simulations suggest that anthropogenic marine particulate emissions may in some cases reduce the
NPF.  Nonetheless,  it  was  seen  that  the  combined effect  of  anthropogenic  marine  emissions  of
particulate matter and condensable vapours may in fact result in an increase of the NPF. The latter
model result was concluded from both the simulation of the particle number size distribution at the
measurement site in Høvsøre, on the north-west coast of Denmark, and from the modelled NPF 0-
24 hours upwind of Høvsøre. 
To alter the cloud properties and the radiative balance in the atmosphere, the nucleated particles
generally  must  grow  to  sizes  where  they  effectively  gain  CCN  properties.  The  impact  from
anthropogenic marine emissions on the ability of particles formed by nucleation to contribute to the
CCN concentration was deemed to be low or negligible at Høvsøre. It is however not clarified if
this result is representative for the whole area simulated also upwind of Høvsøre. Therefore, further
studies on the subject may provide stronger evidence. 
The ADCHEM modelling results were, in addition, compared to the NanoMap results, providing a
first estimate of the NanoMap accuracy. The ADCHEM model results were found to be largely
consistent with the NanoMap results.
As a final concluding remark, the results found by simulating the NPF in the North Sea suggests
that new shipping emission control legislations may either decrease or increase the NPF. The final
magnitude of the decrease or increase in the NPF will most likely principally depend on the relative
reduction in particulate emissions contra sulphur emissions. 
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 11 Outlook
The methods and results used and found in this project have the potential to generate new research
questions,  some  of  which  proposed  in  the  discussion  (chapter  9).  The  results  also  enables
suggestions for improvements of the methods used in this project.
The NanoMap results presented in this project may together with climate models allow improved
predictions of the CCN concentrations and climate effects from the NPF in marine areas. However,
in  order to  decrease the NanoMap uncertainty,  the probability calculations  should be evaluated
further. The probabilities inferred are difficult to verify. Therefore a project well suited for further
studies with the NanoMap method would include a methodology to assess these calculations. 
To further improve on the NanoMap results, it would also be informative to further evaluate the
correlation between the inferred NPF and areas characterised by large emissions. These emissions
may include both anthropogenic and biogenic sources. 
Regarding the ADCHEM simulations, only a fraction of the results produced using the ADCHEM
model were finally analysed and presented in this project. To complement the findings, an in-depth
analysis of the chemical species responsible for the differences in the two model scenarios is a task
with the possibility to greatly enhance the understanding of marine NPF.
In  general,  for  results  to  be  trustworthy,  a  model  should  be  calibrated  and  evaluated  using
independent observational data. The sensitivity of the model should also be analysed thoroughly
with respect to small changes in the parameters. Much of this work has been done previously with
other observations than from Høvsøre (i.e. Roldin, 2013). However, due to the large uncertainties of
several parameters included in the model, a complete analysis of the steps recently mentioned may
be  done  to  improve  the  results  of  this  project.  If  possible,  a  comparison of  modelled  data  to
observations both upwind and downwind of Høvsøre or a similar site may be used to calibrate the
model. This would most likely allow the conditions to be simulated more accurately.
Since the nucleation parametrisation is highly uncertain, a Monte-Carlo based modelling approach
with small random perturbations to the parameters and the nucleation mechanism itself may provide
model  results  including  an  estimate  of  the  model  uncertainty.  The  drawback  of  Monte-Carlo
simulations  is  generally  the  increased  amount  of  simulation  time  required.  The  ADCHEM
simulation of  the 14 airmass trajectories  in  this  project  required on average 12 hours each for
completion. In order to run multiple scenarios efficiently in a Monte-Carlo simulation set up, the
ADCHEM  model  would  most  likely  need  to  be  used  in  large  computer  clusters.  Preparing
ADCHEM for computer clusters and super computers is currently in progress. Such a simulation
has the potential to greatly enhance the ability to assess the results also of this project. 
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 12 Self reflection
In  this  project  two  aims  were  formulated  from  the  hypothesis.  The  main  research  question
underlying the aims, the anthropogenic effect on NPF, is currently not well understood, yet a better
understanding has the possibility to greatly improve climate model uncertainties. 
To answer the aims, data were collected from a number of measurement sites. Meteorological data
were obtained and a number of models were applied. This work required me (the author) to learn
how  to  use  several  tools  currently  used  in  aerosol,  atmospheric  and  climate  research.  The
observational  data  collected  required  me  to  furthermore  improve  my  understanding  of  these
frequently used measurement techniques and to study the theory of aerosol particle motion from
which these methods were developed. 
The modelling  of  aerosol  properties  using  the  ADCHEM model  required  me  to:  (1)  attain  the
required understanding of aerosol dynamics in the atmosphere, including condensation, coagulation
and deposition, (2) critically evaluate the available literature in order to develop a simple sea-air
gas-flux model, (3) learn some basics in a (computer) language commonly used in atmospheric
research (FORTRAN), (4) evaluate the necessary input sources (shipping, BVOCs, etc.) required to
realistically model NPF and aerosol dynamics and (5) calibrate and use a state of the art research
model (ADCHEM) for addressing one of the aims of this project. 
The NanoMap method was improved during the project. A first assessment of the NanoMap method
made clear that it was necessary to interpolate data, as information was lost when the grid resolution
was increased. Furthermore, an existing method to infer NPF probability in the NanoMap analysis
was available at the start of this project. The results were however questionable since they often had
probabilities a thousand or a million times lower than at the station from which data were used.
During this project, the calculation of the inferred probability could be improved by evaluating the
available  NanoMap  results.  The  use  of  first  stage  NanoMap  results  (the  formation  time)  was
implemented and the final calculation was changed, with the resulting probabilities now yielding
more realistic values.
The NanoMap results were moreover presented by the author in a poster at the Nordic Society for
Aerosol Research symposium in Stockholm, in January 2014. 
The focus in this project is strictly on climate issues. Therefore critique is justified concerning the
fact that the project did not elaborate further on aerosol health impacts. However, the necessity to
exclude this important discussion arose as a consequence of the already broad field of study and the
decision to focus on both the NanoMap method and modelling using ADCHEM. It is of course
worth noting that in the long run, the anthropogenic climate change may pose an even larger threat
to human health than the direct effects of aerosol particles do.
Furthermore, critique regarding the evaluation of the ADCHEM modelling results is also justified.
A good lesson learnt during the time of this project is the importance of evaluating the time required
for the gathering of data and the subsequent analysis respectively. In this project, it became clear
that more data than could be evaluated had been collected. Therefore, with this in mind, to some
extent  the  ADCHEM  model  could  have  been  further  evaluated  to  observational  data  and  the
accuracy of the results therefore better assessed, had more time been granted the analysis. 
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Figure A.1: The simulated trajectory paths. The yellow circle shows the approximate position of Høvsøre. Each 
trajectory is composed of a 96 hours backward trajectory and a 48 hours forward trajectory.
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Table B.1: Speciation of VOCs used as input to the ADCHEM model.
Terrestrial
BVOC emissions α-pinene β-pinene D-limonene Isoprene
Marine
BVOC
emissions
Isoprene
Anthropogenic
VOC emissions Ethanol Ethane 1-Pentene Nonane 1-Butene
Methanol Formaldehyde 2-methylpropene Xylene 1,2,4-trimethylbenzene
Butane Acetaldehyde Dodecane Toluene 1,3,5-trimethylbenzene
Ethylene MEK Benzene Undecane 1,2,3-trimethylbenzene
Propene GLYOX Ethylene Propylene Ethylbenzene
M-GLYOX Decane o-Xylene m-Xylene
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Figure C.1: All model simulations for scenario 1. The simulations start 96 hours upwind of  Høvsøre and
end 48 hours after passing over Høvsøre. The red line indicates when the trajectory is over Høvsøre.
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Figure C.2: All model simulations for scenario 2. The simulations start 96 hours upwind of  Høvsøre and end 
48 hours after passing over Høvsøre. The red line indicates when the trajectory is over Høvsøre.
