In this study, mathematical models for the self and relative neighborhoods of spatial point configurations have been proposed. This was intended for data/check elevation point patterns. These models were based on some realized point patterns within an illustrative rectangular geographical window. This window includes the Nile Valley, Eastern Desert and South Sinai in Egypt. The investigated data and check patterns had point elevation values, which were based on the SRTM30 global elevation model. The trends of the neighborhood models agreed with those of the interpolation quality, as expressed in terms of the standard deviation of discrepancies. Moreover, closed expressions were proposed, which relate the terrain interpolation qualities with the relevant neighborhood models. It is recommended to use such criterion for planning the spatial distributions of elevation point patterns in digital terrain modeling.
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INTRODUCTION
Digital terrain modeling (DTM) encounters discrete cases of both the elevation data and check samples. In particular, the distributions of both the data and check points affect the estimated quality [1] , [6] . In this respect, the sparseness of the elevations' point samples plays a significant role [7] . Intuitively, the data and check sample neighborhoods govern such sparseness.
So, the objective of the current study is to propose mathematical models for computing the neighborhoods of spatial point patterns over a rectangular test window (22° N ≤ φ ≤ 30° N; 30° E ≤ λ ≤ 36° E). This geographical region includes the Nile Valley, Eastern Desert and South Sinai in Egypt; and a part of the Red Sea. The modeling strategy encounters both the self neighborhoods of single data or check patterns, and the relative neighborhoods among the data and check patterns. For this purpose, several types of point configurations are realized over the above test region. Such wide spectrum of point sample types may guarantee the reliability and applicability of the obtained results. Nevertheless, the relevant results could be generalized to any existing or planned point samples.
The elevations of the simulated data/check point configurations (with different point densities) are derived from the 30"x30" global terrain model SRTM30. Such resolution corresponds to about 900 meters nominal spacing. The relevant elevations are based on the EGM96-derived geoid [11] . In the used version (2.0) of SRTM30, the oceans and seas bathymetry is set to zero, whereas the lakes and rivers have computed elevations [11] .
Series of terrain interpolations are performed; and the corresponding accuracies are evaluated at the check patterns. Finally, a closed mathematical expression is proposed, which relates both the self and relative neighborhoods of the data and check patterns to the resulting interpolation accuracy.
THE GENERATED POINT PATTERNS
In general, six types of point patterns were simulated, based on the theory of geometric probability [3] , [10] . A main input for the simulation of a specific point pattern, within a given window, is the point density. Figure (1) to (6) show examples of the point pattern types. The plotted samples have a common average density of 3 (points /degree 2 ).
The cluster sample is rather irregular. In a random pattern, the point locations are totally independent [10] . Such sample is more regular than a clustered one. The Gibbs sample has a varying point pair interaction [9] . It is relatively evener than a random one and is less regular than a simple inhibition pattern [2] . In a simple inhibition pattern, the points are added randomly to the window one-by-one, subject to the constraint that each new point must lie away from any existing point by at least some specific distance [3] . Both the Gibbs and simple inhibition point samples have considerable random features (see Figures (3) and (4)). (5) and (6), the randomly displaced grid is more uniform than the above four types, whereas it is less regular than a grid pattern. It still exhibits slight randomness. Among all types, the grid is the most regular point pattern.
Such small point density (3 points /degree 2 ) is just illustrative, regarding the relevant easiness of visually comparing the various point configurations in Figure  ( 1) to (6) . In this study, however, much higher point densities are used in the assessment of the proposed point neighborhood models and in the digital terrain modeling procedures.
SELF AND RELATIVE NEIGHBOR-HOODS: PROPOSED MODELS
In what follows, the notion self neighborhood (SNB) will refer to the neighborhood of a single point sample. Alternatively, the relative neighborhood (RNB) will express the neighborhood of a point pattern with respect to another one.
Two models for assessing both the SNB and RNB are proposed. In particular, the SNB of a data or a check sample could be defined as the mean nearest neighbor distance over all points [8] , [9] . Thus, n SNB = [ Σ NND ] / n,
where NND is the distance to the nearest neighbor and n is the number of the pattern points.
On the other hand, the RNB of a data pattern with respect to a check sample, RNB D-K , could be defined as the mean of the nearest data neighbor distances to the check points, as follows nk
where NND D-K is the distance from a check point to the nearest data point, and nk is the number of check points. And the RNB of a check pattern with respect to a data one, RNB K-D , is defined as the mean nearest check neighbor distances to the data points,
where NND K-D is the distance from a data point to the nearest check point, and nd is the number of data points. Computer software was prepared for assessing both the SNB and RNB (in arc-degree) for all treated point samples, according to Eqs. (1) and (2). (7b) show the SNB trends for the six types of point samples, having densities of 9 and 36 (points/degree 2 ), respectively. The similarity among the two trends is obvious, in spite of the relevant different SNB magnitudes. 
Figures (7a) and
NEIGHBORHOOD AND DTM QUALITY
The elevations relevant to the above data and check patterns, having densities of 36, were derived from the 30"x30" global terrain model SRTM30 [11] . Such elevations were computed via the nearest neighbour interpolation [5] . In this version of SRTM30, the Red Sea elevations are set to zero. The elevations in the investigated region exhibit extreme variations, which serves as a general rough terrain case. Using such point density, the nominal data/check point resolution corresponds to 10 arc-minutes.
Series of terrain interpolations were performed. The interpolations were firstly conducted from the data patterns to the nodes of a 5'x5' grid, and then back to the check patterns. In this respect, the local Kriging, the local Inverse Distance (to power 2) and the Minimum Curvature interpolation methods were used. The local techniques utilized the nearest twelve data points [4] . The relevant accuracies, in terms of the standard deviations of discrepancies, were evaluated at the check patterns. Figures (10) , (11) and (12a) show the resulting accuracy trends, corresponding to the three methods, respectively. It is obvious that the trends of the three methods resemble to a great extent those in Figure ( 
PROPOSED EXPRESSION
Based on Sections (4) and (5), it could be noticed that the DTM accuracy is greatly dependent on the neighborhoods of both the data and check patterns. So, a mathematical expression will be proposed, which relates such features to the DTM quality. A linear quality function y is introduced, which accounts for the SNB of both the data and check patterns; the RNB D-K and the RNB K-D , as follows
y = A . SNB D + B . SNB K + C . RNB D-K + D . RNB K-D ,
where SNB D and SNB K are the self neighborhoods of the data and check patterns, respectively. And the coefficients A to D are four unknown parameters. The above mathematical function was fitted to the standard deviation series resulting from the three methods. For each technique, the linear formula in Eq. (3) 
where X is the vector of coefficients and Y is the vector of standard deviations. The coefficient matrix E carries the SNB and RNB values, after being converted to kilometer units, using a mean Earth's radius of 6370 km. A least-squares algorithm, with equal weights, was applied to solve for the vector of coefficients,
^ X 4,1 = (E T E) -1 4,,4 . (E T Y) 4,1 .
Table (1) lists the estimated coefficients relevant to each interpolation technique, along with their standard errors. The three methods give the same signs of the estimated coefficients, which tend to agree in their magnitudes. In particular, an increase in SNB D , SNB K and RNB D-K leads to a de-gradation in the resulting DTM quality. Conversely, the larger is the RNB K-D , the better is the resulting prediction quality. Figures (13a) and (13b) show the quality trends relevant to the Minimum Curvature method, as estimated from Eq. (3). Obviously, such trends mirror those in Figure (12a) and (12b) , respectively, in terms of the neighborhood features. 
MODEL'S VERIFICATION
Now, the validity of the proposed mathematical expression will be verified, regarding its ability to express the expected terrain interpolation accuracy in terms of the SNB and RNB features. In particular, the above three methods was used for interpolating terrain elevations using two pairs of data and check samples, which have arbitrarily different distributions and densities. The elevations of such samples were derived from the SRTM30 model. 
CONCLUDING REMARKS
Based on the current study, it can be concluded that the DTM quality are greatly dependent on the SNB of both the data and check patterns; and the RNB among them. Regarding the three investigated prediction techniques, the proposed closed expression appropriately describes the terrain interpolation quality. So, it is recommended to apply the SNB and RNB criteria for the planning and pre-analysis of the distributions of elevation point patterns in digital terrain modeling.
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