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Zusammenfassung 
Das von der Deutschen Forschungsgemeinschaft geförderte Projekt „Virtuelle Werk-
statt“ wurde im November 2001 mit dem Ziel begonnen, computergrafisch visualisierte 
dreidimensionale Modelle realer Konstruktionsteile in der Virtuellen Realität erprobbar 
zu machen. 
Das Projekt wurde in zwei Phasen gefördert, wobei die erste von November 2001 bis 
Dezember 2004 und das anschließende Folgeprojekt von Januar 2006 bis Dezember 
2007 durchgeführt wurde. Während dieser zwei Förderungsphasen wurden viele techni-
sche Neuerungen auf dem Gebiet der Virtuellen Konstruktion erarbeitet. Zu diesen 
Neuerungen gehören unter anderem Arbeiten in den Bereichen der Künstlichen Intelli-
genz, des Virtuellen Prototypings, der multimodalen Mensch-Maschine-Interaktion, 
sowie der Softwareentwicklung für Simulationssysteme der Virtuellen Realität.  
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In diesem Artikel wird ein Überblick über die durchgeführten Arbeiten gegeben. Der 
Beitrag geht dabei weniger auf gängige methodische Vorgehensweisen aus dem Bereich 
der CAD-basierten Produktentwicklung ein, sondern konzentriert sich auf innovative 
Ansätze des Projektes „Virtuelle Werkstatt“. Kapitel 1 beschäftigt sich mit einer Einlei-
tung in das Thema „Virtuelles Konstruieren“ und erläutert verwandte Arbeiten auf die-
sem Gebiet. Hierbei wird die Virtuelle Werkstatt im Kontext dieser Arbeiten eingeord-
net. Kapitel 2 behandelt im Detail die Arbeiten auf dem Gebiet der intelligenten 
Computergrafik, bevor in Kapitel 3 auf Neuerungen in der multimodalen Mensch-
Maschine-Interaktion eingegangen wird. Abschnitt 4 erläutert die durchgeführten Arbei-
ten in Bezug auf Software Engineering für intelligente virtuelle Umgebungen. Kapitel 5 
zieht abschließend ein Fazit über das Projekt. 
Schlüsselwörter 
Virtuelles Prototyping, multimodale Mensch-Maschine-Kommunikation, Künstliche In-
telligenz, Virtuelle Realität 
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1 Einleitung: Virtuelle Konstruktion am Beispiel eines City-
mobils 
Virtuelle Konstruktion nimmt in heutigen Produktionssystemen bereits einen hohen 
Stellenwert ein. Das Verwenden virtueller Prototypen erspart den Entwicklern viel Zeit 
im Designprozess, wie auch enorme Kosten, die bei der Konstruktion realer Prototypen 
entstehen. Das virtuelle Prototyping beschäftigt sich im Allgemeinen mit der Konstruk-
tion von nicht-realen Prototypen und wird häufig in verschiedenen Bereichen des Ma-
schinenbaus eingesetzt. In der Automobilindustrie wird innerhalb des virtuellen De-
signprozesses die Handhabbarkeit neuer Einzelteile und Modelle, sowie auch die 
Ergonomie neuer Fahrzeugcockpits erforscht und verbessert. Der Fokus der virtuellen 
Werkstatt in Bezug auf das virtuelle Prototyping liegt auf der Verbesserung der Interak-
tion mit den Konstruktionssystemen, sowie auf dem intelligenten Zusammenspiel ein-
zelner Bauteile und Komponenten. 
1.1 Verwandte Arbeiten 
Auf dem Gebiet der Virtuellen Konstruktion werden in der Regel zwei unterschiedliche 
Arten des Konstruierens unterschieden. Eine Art beschäftigt sich mit der realitätsgetreu-
en externen Modellierung der virtuellen Bauteile, beispielsweise mit Hilfe von CAD-
Modellierungswerkzeugen, wie zum Beispiel bei (Loock & Schömer, 2001) oder 
(Zachmann & Rettig, 2001). Diese Bauteile werden dann anschließend in der virtuellen 
Realität zusammengebaut, um sie im Zusammenspiel zu erproben. Der Nachteil an die-
ser Methode ist, dass die Teile meist statisch sind und nicht in der Anwendung direkt 
verändert werden können. Stellt man also ein Problem bei der Konstruktion des Ge-
samtsystems fest, muss das Bauteil erst wieder in den CAD-Werkzeugen überarbeitet 
werden, und der Designprozess beginnt von vorne. Eine sogenannte Variantenkonstruk-
tion in Echtzeit ist mit dieser Art der Konstruktion nur sehr selten möglich.  
Bei der zweiten Art der Konstruktion werden die virtuellen Objekte mit semantischem 
Wissen angereichert, siehe auch (Soto & Allongue, 2002) und (Peters & Shrobe, 2003). 
Die Verbindung von Methoden der Künstlichen Intelligenz und der Virtuellen Realität 
(siehe (Luck & Aylett, 2000)) hat in den letzten Jahren immer mehr an Bedeutung ge-
wonnen und wurde in verschiedenen Richtungen erforscht. (Cavazza & Palmer, 2000) 
schlagen für die Integration des semantischen Wissens eine gemeinsam genutzte 
Schicht vor, um die Wiederverwendbarkeit und den Grad der Adaptivität zu verbessern. 
Dieses Wissen umfasst sowohl intelligente Verbindungsstellen, sowie Informationen 
über mögliche parametrische Veränderungen der Teile. Die bei diesem Ansatz verwen-
deten Bauteile sind jedoch anders als die bei der ersten Methode gebrauchten CAD-
Modelle nicht so detailliert und originalgetreu und erinnern eher an ein Baukastensy-
stem. Allerdings bieten sie dem Benutzer deutlich mehr Interaktionsmöglichkeiten.  
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1.2 Die Virtuelle Werkstatt 
Die virtuelle Werkstatt verfolgt den zweiten der oben genannten Ansätze, wobei ein 
starker Fokus auf der Anreicherung der virtuellen Bauteile mit semantischem Wissen 
durch die sogenannten Semantic Entities (Latoschik, Biermann, & Wachsmuth, 2005) 
gelegt wird. Diese semantischen Informationen enthalten sowohl Wissen über mögliche 
intelligente Verbindungsstellen der Teile, als auch über Parameter, die verwendet wer-
den, um Teile innerhalb der Anwendung in Echtzeit zu verändern. So sind zum Beispiel 
Skalierungen der Teile bei Erhalt ihrer Verbindungsstellen möglich. Detaillierte Infor-
mationen zum Thema Semantic Entities und intelligente Computergrafik folgen in Ka-
pitel 2. Ein weiterer Aspekt, der die Echtzeitfähigkeit der virtuellen Werkstatt fördert, 
ist die multimodale Mensch-Maschine-Interaktion. Diese ermöglicht durch eine Integra-
tion von gesprochener Sprache und verschiedenen Arten der Gestik eine natürliche In-
teraktion mit dem System (siehe Kapitel 3). 
1.2.1 Das technische Setup 
Der Arbeitsplatz und Interaktionsraum der Virtuellen Werkstatt wird mittels einer   
CAVE-artigen dreiseitigen Mehrseitenprojektions-Umgebung realisiert (siehe Abbil-
dung 1). Auf jeder der Seiten werden zwei Bilder projiziert, eines für das rechte Auge 
und eines für das linke. Die beiden Bilder werden jeweils durch zirkuläre Polarisations-
filter vor den Projektoren wie auch an der zu tragenden Brille des Benutzers getrennt, 
um einen orientierungs-unabhängigen Stereoeffekt zu erzeugen. Jedes der insgesamt 
sechs Bilder wird von einem einzelnen Rechner erzeugt, sodass allein für die Darstel-
lung der Szene sieben Computer benötigt werden, wobei einer davon als Server der 
Anwendung fungiert und sowohl die Applikationslogik verwaltet, wie auch die Vertei-
lung der Szene auf die sogenannten Renderclients übernimmt. Die einzelnen Rechner 
sind untereinander über ein Hochgeschwindigkeits-Netzwerk (Infiniband) verbunden, 
welches einen sehr hohen Datendurchsatz (bis zu 20Gbit/s) bei einer sehr geringen La-
tenzzeit im niedrigen Millisekundenbereich erlaubt.  
Für die Interaktion ist ein Trackingsystem der Firma A.R.T. im Einsatz, welches in un-
serem Setup mit neun Kameras betrieben wird. Diese Kameras senden infrarotes Licht 
aus, welches von kleinen Markern reflektiert wird, die der Benutzer in der CAVE am 
Körper trägt. In einer typischen Anwendung befinden sich dedizierte Markertargets an 
den Händen, um die Gestik des Benutzer erfassen zu können, sowie an einer Brille, da-
mit die Perspektive immer korrekt für den Anwender berechnet werden kann, um stets 
einen realistischen immersiven Eindruck von der Szene vermitteln zu können. Um ver-
schiedene Arten der Gestik verarbeiten zu können, ist ein einfaches optisches Tracking 
der Hände natürlich nicht ausreichend, da diese nur Trajektorien der Hände erfassen 
können. Will man auch beispielsweise Greif- oder Zeigegesten erkennen können, muss 
zusätzlich zu den Trajektorien die Fingerstellung des Benutzers erkannt werden. Dies 
wurde in der virtuellen Werkstatt durch Datenhandschuhe (Cybergloves) realisiert, wel-
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che über den Widerstand der eingearbeiteten Bimetall-Streifen in der Lage sind die Ge-
lenkwinkel der Finger zu bestimmen. Gegen Ende des Projektes wurde auch ein opti-
sches Trackingverfahren der Finger von der Firma A.R.T. erfolgreich exploriert, wel-
ches ein haptisches Feedback an den Fingerspitzen enthält. 
 
Abbildung 1: Eine beispielhafte Szene der virtuellen Werkstatt beim Zusammenbau eines      
“Citymobils“. 
2  Wissensbasierte Computergrafik 
Auf dem Gebiet der Wissensbasierten Computergrafik hat die Virtuelle Werkstatt einige 
Neuerungen erbracht. Die virtuellen Bauteile werden mit semantischem Wissen ange-
reichert, welches intelligente Verbindungen, sogenannte Ports, wie auch parametrische 
Veränderungen der Teile, beispielsweise Skalierungen oder Formveränderungen, er-
möglicht. Dieses Wissen, wird über Semantic Entities an den Teilen verankert.  
Semantic Entities reichern die virtuellen Bauteile mit semantischem Wissen an, indem 
sie eine Wissensrepräsentationsschicht zu der Simulation hinzufügen. Mit Hilfe der Se-
mantic Entities ist es dem Applikationsentwickler auf sehr leichte Art und Weise mög-
lich, Objekten bestimmte Attribute zuzuweisen, die in einer grafischen Repräsentation 
allein nicht zu realisieren wären. So kann in einem Entity beispielsweise annotiert wer-
den, ob ein Objekt auswählbar oder skalierbar ist, oder aber auch, ob es mit anderen 
Teilen kollidieren oder mit diesen verbunden werden kann. 
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2.1 Intelligente Bauteile 
Bauteile sind mit Wissen darüber angereichert, mit welchen „Partnern“ sie sich verbin-
den können und wie sie ihre Form verändern können. Am Erprobungsbeispiel eines vir-
tuellen Citymobils „weiß“ ein Rad, dass es nur mit den vier entsprechenden „Ports“ 
verbunden werden kann, welche sich am Fahrwerk des Fahrzeuges befinden. Bei jeder 
detektierten Kollision mit einem anderen Bauteil wird geprüft, ob der entsprechende 
Gegenport vorhanden ist. Falls dieser nicht gefunden wird, wird keine Verbindung her-
gestellt. Wird allerdings eine Kollision mit dem Fahrwerk erkannt, wird zunächst ge-
prüft, ob noch ein Port für ein Rad frei ist. Ist dieses nicht der Fall, bleibt die Kollision 
erneut ohne Ergebnis. Befindet sich aber genau eine freie kompatible Verbindungsstelle 
an dem Fahrwerk, wird der Reifen mit dieser verbunden. Für den Fall, dass mehrere 
freie Ports zur Verfügung stehen, werden diese durch eine Metrik qualifiziert, welche 
die relative Rotation des Reifens und des Ports, sowie auch den Abstand der beiden ein-
bezieht. Diese Metrik liefert für jedes mögliche Paar von Verbindungen einen qualitati-
ven Wert, sodass zwischen dem Paar mit dem besten Wert anschließend eine intelligen-
te Verbindung aufgebaut werden kann. Die hergestellten Verbindungen werden von 
sogenannten Constraint Mediatoren überwacht. 
 
   
Abbildung 2: Zweihändige Skalierung eines Bauteiles in der Virtuellen Werkstatt. 
Die intelligenten Bauteile verfügen außerdem über Wissen darüber, ob sie sich in ihrer 
Form verändern können, und wenn ja, in welcher Form und Dimension. So sind in der 
virtuellen Werkstatt parametrische Skalierungen möglich. Parametrische Skalierungen 
bewirken, dass zum Beispiel ein Reifen, bei Erhalt der Dimension und relativen Positi-
on seiner Verbindungsstelle am Bauteil, skaliert werden kann. Bei diesem konkreten 
Beispiel werden also nur die „Felge“ und der „Gummireifen“ in ihrer Größe verändert 
(siehe Abbildung 2). Das Loch in der Mitte, welches den Verbindungsport repräsentiert, 
bleibt in seiner Ausdehnung unverändert. Diese Skalierungen werden durch hierarchisch 
verknüpfte Constraints ermöglicht, welche anschließend in einen Propagationsgraphen 
umgesetzt werden. Diese benötigten Strukturen werden in dem deklarativen XML-
Format VPML (Variant Part Markup Language (Biermann & Jung, 2004)) spezifiziert. 
Diese Spezifikation enthält sowohl den relativen Aufbau der Einzelteile zueinander, wie 
auch Definitionen der Semantic Entities und sogenannten Constraint Mediatoren. Con-
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straint Mediatoren dienen zum Beispiel dazu, hergestellte Verbindungen zwischen zwei 
Bauteilen zu überwachen. Sie sorgen dafür, dass die Bauteile sich miteinander bewegen, 
sodass der realistische Eindruck einer „echten“ Verbindung der Teile entsteht.  
2.2 Parametrisierung von gekrümmten Formen 
Erweiterungen des VPML-Formates über Templates (Biermann, Fröhlich, Latoschik, & 
Wachsmuth, 2007) erlauben eine Simulation krümmbarer Extrusionsformen in Echtzeit, 
durch Formauflösung im Krümmungsbereich. Die Kombination variabler Segmentan-
zahlen und sukzessiver Elementtransformationen ermöglicht Krümmungen unter Erhalt 
des korrekten optischen Eindrucks. Abbildung 3 zeigt Bauteile, die mittels Template-
Definitionen mit verschiedenen Ausgangsformen und Krümmungsparametern erzeugt 
wurden. Die Definition von Templates über VPML-Beschreibungen erlaubt das Instan-
ziieren komplexer Bauteile durch eine Meta-Beschreibung. Sie gestattet den Aufbau be-
liebiger Segmentanzahlen, die sich nach geometrischen Constraints gleichförmig bewe-
gen und Krümmungen approximieren. Abbildung 4 zeigt Definition und schematischen 
Aufbau eines krümmbaren Rohres. Die Kopplung der Transformationen der Segmente 
über die in dem VPML-Template definierten geometrischen Constraints erlaubt eine 
einfache Parametrisierung von Krümmungen der Bauteilvarianten. 
 
 
 
Abbildung 3: Unterschiedliche gekrümmte Formen und Krümmungswinkel. 
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Abbildung 4: Template-Definition eines krümmbaren Rohres mit 10 Segmenten. 
 
2.3 Morphologische Veränderung der Bauteile 
Mit Hilfe der im Interaktions-Framework vorhandenen Möglichkeit, Sensoren und 
Constraints zu schaffen und in der virtuellen Szene zu platzieren, wurde ein intelligenter 
Annäherungssensor entwickelt. Dieser Sensor ist in dem Bauteil platziert, das eine neue 
Verbindungsstelle ausprägen soll. Durch den Zugriff des Sensors auf die semantischen 
Informationen der Szene über Semantic Entities kann die Anzahl der eventuell noch 
benötigten und der vorhandenen, freien Verbindungsstellen (Ports) verglichen werden. 
Durch dieses Vorgehen kann direkt während der Interaktion in der virtuellen Umgebung 
auf neue Konfigurationsmöglichkeiten der Ports eingegangen werden. Ist eine 
kompatible Verbindungsstelle in der Nähe, für die ein weiterer Port geschaffen werden 
muss und die Verbindungsstelle das erlaubt, kann dieser mittels einer Anpassung der 
Geometrie und der semantischen Struktur etabliert werden (weitere Informationen 
hierzu finden sich im nächsten Abschnitt). Durch den flexiblen Aufbau und 
Erweiterbarkeit des beschreibenden XML-Formates für virtuelle Bauteile (VPML) kann 
der Annäherungssensor und seine Konfiguration direkt in der Beschreibungssprache 
definiert werden. 
 
Durch die durchgeführten Arbeiten ist es möglich, krümmbare und skalierbare Bauteile 
zu erstellen. Für die Ausprägung einer neuen Geometrie werden diese flexiblen 
Teilstücke eingesetzt, um zum Beispiel eine neue Verbindungsstelle für eine Rohrver-
zweigung zu generieren (siehe Abbildung 5). Die lokalen Constraints, welche mit Hilfe 
von Constraint-Mediatoren etabliert werden, sorgen hierbei dafür, dass die vorhandenen 
und die neu etablierte Verbindungsstelle bei Bedarf weiterhin flexibel gekrümmt 
 <PartTemplate:Elbow name=“TubeElbow1“  
segments=”10” length=”1.5” 
minangle=”-180” maxan-
gle=”180”> 
 <SemanticInformation> 
 <HasLex value=”Tube”/> 
 </SemanticInformation>  
 <ShapeGeom> 
  <Cylinder length=”1” ra-
dius=”0.5”/> 
 </ShapeGeom> 
 <LowerPort name=“Port1”  
type=“Extrusionport” … /> 
 <UpperPort name=“Port2” 
type=“Extrusionport” … /> 
</PartTemplate:Elbow> 
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werden können (siehe Abbildung 5 rechts). Zusätzliche Constraints überwachen die 
Positionen der Verbindungsstellen, um Überlappungen der Ports beim Verbiegen der 
Bauteile zu vermeiden. 
 
 
Abbildung 5: Rohrverzweigung mit optionaler, dritter Verbindungsstelle mit (von links nach 
rechts) einem belegtem Port, zwei belegten Ports und Ausprägung einer weiteren 
Verbindungsstelle, drei belegten Ports und veränderten Biegefaktoren der flexiblen 
Teilstücke. 
Die zusätzlichen Geometrien und Eigenschaften der Verbindungsstellen können als op-
tionale Teilstücke in der Beschreibungssprache vordefiniert werden. Dieses erlaubt eine 
automatische Generierung der flexiblen Geometrien und der überwachenden Constraints 
direkt aus der VPML-Beschreibung. 
 
 
3 Multimodale Mensch-Maschine-Kommunikation 
Die multimodale Mensch-Maschine-Kommunikation spielte in der Virtuellen Werkstatt 
von Beginn an eine zentrale Rolle. Es sollte den Benutzern möglich gemacht werden auf 
natürliche Art und Weise (sowohl mittels Sprache wie auch mit Hilfe von Gesten) mit 
dem System zu kommunizieren und es instruieren zu können. Hier wurde eine Integra-
tion von Sprache und Gestik in dem System realisiert, welche es erlaubt, gleichzeitige 
sprachliche Äußerungen und verschiedene Arten der Gestik miteinander zu synchroni-
sieren, um diesen eine neue Bedeutung zu geben.  
Für diese Integration von Sprache und Gestik wurde eine Erweiterung eines Augmented 
Transition Network implementiert, das sogenannte tATN (Latoschik, 2002). Die Erwei-
terungen ermöglichen über das Hinzufügen von Zeitregistern die parallele Exploration 
von Alternativpfaden, um so mögliche Integrationshypothesen gleichzeitiger Äußerun-
gen (Sprache und Gestik) zu generieren.  
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3.1 Verarbeitung verschiedener Gestentypen 
In der Virtuellen Werkstatt ist es dem Benutzer möglich durch die Verwendung ver-
schiedener Gestentypen mit dem Benutzer zu kommunizieren. Diese Typen schließen 
deiktische (zeigende), kinemimische (bewegungsnachahmende) und ikonische (formbe-
schreibende) Gesten ein. Im Folgenden sollen einige Details und Anwendungsbeispiele 
für diese verschiedene Typen gegeben werden, wobei der Fokus hier auf den ikonischen 
Gesten (Fröhlich, Biermann, Latoschik, & Wachsmuth, 2009) liegen wird. 
3.1.1 Deiktische Gesten 
Zeigegesten sind in der virtuellen Konstruktion vor allem für die Auswahl von Teilen 
von Bedeutung, welche nicht im direkten Greifraum platziert sind. Die Auswahl eines 
Teiles über deiktische Gesten ist immer mit einer sprachlichen Äußerung koordiniert, 
um das Teil gegebenenfalls noch weiter spezifizieren zu können. 
3.1.2 Kinemimische Gesten 
Sogenannte kinemimische Gesten finden in der virtuellen Werkstatt bei der Rotation 
von Teilen Verwendung. Die Teile werden entsprechend der Handbewegung eines Be-
nutzers rotiert. Hierbei werden sowohl die Rotationsachse der Bewegung, wie auch ihre 
Geschwindigkeit mit einbezogen. Die von dem Trackingsystem erkannte Trajektorie 
wird dabei entsprechend auf das virtuelle Teil übertragen, was auch eine Rotation von 
Teilen erlaubt, welche sich nicht im direkten Greifraum befinden.  
3.1.3 Ikonische Gesten 
Durch die Einbindung von Imagistic Description Trees (IDTs (Sowa & Wachsmuth, 
2005)), welche eine Baumstruktur mit zusätzlichen Formbeschreibungen der Einzelteile 
enthalten, steht in der virtuellen Werkstatt ein Repräsentationsformat mit hierarchischen 
Formbeschreibungen zur Verfügung. IDTs werden bei der Generierung neuer Teile, als 
auch bei der Äußerung einer ikonischen Geste des Benutzers aus den erkannten Form-
aspekten erstellt. Durch Hinweise auf die semantischen Aspekte einzelner Parameter in 
der VPML-Beschreibung können für die IDTs relevante Informationen aus den Bauteil-
beschreibungen übernommen werden. Die Formaspekte beziehen sich in den Beispielen 
aus der Virtuellen Werkstatt auf Längenabschnitte und Krümmungswinkel der Bauteile, 
welche entsprechend der Bauteilhierarchie mehrstufig ausgewertet werden können. Mit 
Hilfe einer Metrik, welche Ähnlichkeitswerte für Paare von IDTs berechnet, können un-
terschiedliche IDTs auf Ähnlichkeit, z.B. für die Referenzauflösung untersucht werden.  
Die Generierung von neuen Objekten mit Hilfe von sprachbegleiteter ikonischer Gestik 
wurde in den Demonstrator integriert („Gib mir so [+ ikonische Geste] einen Winkel“). 
Hierfür wurden entsprechende Erkenner für ikonische Gestik mit Hilfe von Detektor-
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netzen implementiert, welche eine Formbeschreibung, die durch einen IDT repräsentiert 
wird, für z.B. ein gebogenes Rohr aus einer Geste detektieren (siehe Abbildung 6). 
 
 
Abbildung 6: Phasen einer ikonischen Geste zur Beschreibung eines gebogenen Rohres. 
 
Wie in der Abbildung zu sehen ist, werden zwei lineare Bewegungssegmente erkannt 
und verarbeitet. Zwischen diesen Segmenten wird ein Winkel errechnet, der die Krüm-
mung des Rohres bestimmt. Die Länge der beiden Segmente legt die Länge des Rohres 
fest. Diese Informationen werden dem virtuellen Bauteil – in Form eines IDTs – als se-
mantische Information zugefügt, damit es später durch eine ikonische Geste referenziert 
werden kann. Bei der Referenzierung wird ein neuer IDT basierend auf der Geste er-
zeugt, welches mit dem des Bauteiles verglichen wird. Existieren mehrere solcher Bau-
teile, wird dasjenige ausgewählt, welches bei dem Vergleich der IDTs den besten Wert 
erzielt hat.  
4 Prozessinteraktionsschemata, Komponentenintegration 
Das entwickelte SCIVE (Simulation Core for Intelligent Virtual Environments) Frame-
work (Latoschik, Fröhlich, & Wendler, 2006) bietet die Möglichkeit verschiedene Si-
mulationsmodule, die unabhängig voneinander – innerhalb ihrer Simulationsschleifen – 
laufen, miteinander interagieren und ihre Simulationsergebnisse untereinander austau-
schen zu lassen, sowie eventuell auftretende Konflikte zwischen diesen Modulen aufzu-
lösen. In der Virtuellen Werkstatt kommen eine Grafikkomponente und eine physikali-
sche Simulationsengine zum Einsatz, wodurch es möglich ist, eine physikalisch 
animierte Szene darzustellen. Die wissensbasierte Simulation in SCIVE wird durch ein 
semantisches Modul in Form eines funktional erweiterbaren Semantischen Netzes reali-
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siert. Auf diesem Netz werden diverse Aspekte einer laufenden Simulation nach dem 
Prinzip der semantic reflection abgebildet. Zu diesen Aspekten gehören beispielsweise 
die Datenhaltung sowie funktionale Definitionen. Die integrative Repräsentationsspra-
che für das semantische Netz und somit auch für Zusammenführung der einzelnen 
Komponenten liegt in Form der auf XML basierenden Sprache SNIL (Semantic Net In-
terchange Language) vor. Ähnliche Ansätze sind unter anderem bei (Lugrin & Cavazza, 
2007) und (Kalogerakis, Christodoulakis, & Moumoutzis, 2006) zu finden. 
Die Abbildung funktionaler Aspekte auf das vorhandene semantische Netz bezieht auch 
weitere Methoden der Künstlichen Intelligenz mit ein. Unter anderem wird das Actor 
Model (Hewitt, Bishop, & Steiger, 1973) verwendet, um einzelne Instanzen abzubilden 
und die Kommunikation unter diesen zu fördern. Das Actor Model kann bei dieser Ab-
bildung auf zwei verschiedenen Ebenen betrachtet werden. Zum einen können die ein-
zelnen an der Simulation beteiligten Module, wie etwa die physikalische Simulation 
oder die Grafik, als einzelne Actors modelliert werden. Diese berechnen ihre Daten in 
einer eigenen Simulationsschleife und tauschen sich im Anschluss daran über definierte 
Nachrichten aus. Ein Actor hat prinzipiell die Möglichkeit Nachrichten von anderen zu 
empfangen, selber Nachrichten zu verschicken und auf empfangene Nachrichten in ad-
äquater Art und Weise zu reagieren. Eine weitere Fähigkeit besteht darin, zur Laufzeit 
einer Anwendung neue Actors zu erzeugen, was es ermöglicht, auch während der Simu-
lation neue Module, zum Beispiel ein Audiomodul, zu laden und dieses in die Simulati-
on mit einzubeziehen. Zum Anderen können aber auch einzelne Entitäten der Datenhal-
tung als Actors, mit den oben genannten Fähigkeiten, dargestellt werden, was die 
Kommunikation zwischen den Daten im semantischen Netz vereinfacht.  
Temporale Aspekte, wie zum Beispiel eine bestimmte Reihenfolge von Funktionen, 
können ebenfalls auf dem Netz abgebildet werden. Hierzu bieten sich die 13 von Allen 
definierten zeitlichen Intervall-Funktionen (Allen, 1983) an, wobei die Funktionsknoten 
innerhalb des Netzes durch Kanten verbunden werden, welche die Intervall-Funktionen 
abbilden. So ist es möglich über ein Traversersystem verschiedene Funktionen in dedi-
zierter Reihenfolge auf dem Netz abzuarbeiten. Erreicht ein Funktionstraverser einen 
Funktionsknoten, wird ein bestimmter Funktionsaufruf aus dem Funktionsnamen und 
etwaigen Parametern zusammengebaut und in der ebenfalls über eine Relation angege-
benen Programmbibliothek aufgerufen. Abbildung 7 zeigt ein exemplarisches Netz mit 
mehreren Funktionsknoten und zeitlichen Relationen zwischen diesen. Die momentan 
an das SCIVE-Framework angeschlossenen Komponenten umfassen die Grafikengine 
OpenSG, die Physikengine ODE (bzw. den OPAL Wrapper), eine Anbindung der FMod 
Audio Bibliothek sowie eine Skriptanbindung zur Laufzeit über Python. Die Skriptan-
bindung wurde über SWIG generiert, sodass auch andere Skriptsprachen möglich sind. 
 
 13 
 
Abbildung 7: Eine exemplarische Funktionsfolge. Allens Primitive dienen als Kanten zwischen   
den einzelnen Funktionsaufrufen. 
5 Fazit 
Zum Abschluss des Projektes können in der virtuellen Werkstatt komplette Konstruk-
tionen frei gebaut und exploriert werden. Die multimodale Interaktion erlaubt integrierte 
sprachliche-gestische Eingaben für den Greifraum, Fernraum und insbesondere auch mit 
ikonischen Gesten. Dabei sind sowohl die Repräsentationen der Bauteile, ihrer Verbin-
dungen und parametrischen Veränderungen, als auch weitestgehend die Anwendungs-
logiken über deklarative (XML-)Formate beschrieben. Die parametrischen Veränderun-
gen umfassen heterogene Skalierungen und Transformationen der Bestandteile. Falls 
nötig kann die Morphologie der Bauteile, z.B. für die Generierung neuer Verbin-
dungsgeometrien, während der Konstruktion verändert werden. Die virtuelle Konstruk-
tion erlaubt den vollständigen Aufbau komplexer Zielaggregate, wobei alle Anpassun-
gen über die Parameter im kompletten Aufbau weiterhin möglich sind. Durch die Arbei-
ten im Bereich der Softwareentwicklung für VR-Systeme wurde die Virtuelle Werkstatt 
modularisiert und um andere Module erweitert, welche neue Funktionalitäten einbrin-
gen, wie zum Beispiel eine physikalische Simulation. 
Hinweis: Das Projekt „Virtuelle Werkstatt“ wurde von der Deutschen Forschungsge-
meinschaft gefördert.  
 14 
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