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RAYLEIGH-RITZ MAJORIZATION ERROR BOUNDS
OF THE MIXED TYPE ∗
PEIZHEN ZHU†‡ AND ANDREW V. KNYAZEV§¶‖
Abstract. The absolute change in the Rayleigh quotient (RQ) for a Hermitian matrix with
respect to vectors is bounded in terms of the norms of the residual vectors and the angle between
vectors in [doi:10.1137/120884468]. We substitute multidimensional subspaces for the vectors and
derive new bounds of absolute changes of eigenvalues of the matrix RQ in terms of singular values
of residual matrices and principal angles between subspaces, using majorization. We show how our
results relate to bounds for eigenvalues after discarding off-diagonal blocks or additive perturbations.
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AMS subject classification. 15A03, 15A18, 15A42, 15B57.
1. Introduction. In this work, we continue our decades-long investigation, see
[1, 12, 13, 14, 18, 19, 20, 21, 22, 39], of sensitivity of the Rayleigh quotient (RQ) and
the Ritz values (the eigenvalues of the matrix RQ) with respect to changes in vectors or
subspaces, and closely related error bounds for accuracy of eigenvalue approximations
by the Rayleigh-Ritz (RR) method, for Hermitian matrices and operators.
There are two main types of bounds of absolute changes of the Ritz values: a priori
and a posteriori bounds, as classified, e.g., in [39]. The a priori bounds, e.g., presented
in [20], are in terms of principal angles between subspaces (PABS) , which may not
be always readily available in practice. The a posteriori bounds, e.g., presented in
[2, 27, 31, 34], are based on easily computable singular values of residual matrices. Our
bounds in this work use both PABS and the singular values of the residual matrices,
thus called mixed bounds, following [39].
Different vectors/subspaces may have the same RQ/Ritz values, but if the val-
ues are different, the vectors/subspaces cannot be the same, evidently. A priori and
mixed bounds can be used to differentiate vectors/subspaces, providing guaranteed
lower bounds for the angles. In [19], this idea is illustrated for graph matching, by
comparing spectra of graph Laplacians of the graphs to be matched. Our bounds can
be similarly applied for signal distinction in signal processing, where the Ritz values
serve as a harmonic signature of the subspace; cf. Star Trek subspace signature. Fur-
thermore, the RQ/Ritz values are computed independently for every vector/subspace
in a pair, thus, also suitable for distributed or privacy-preserving data mining, while
determining the angles requires both vectors/subspaces in a pair to be available.
The rest of this paper is organized as follows. Section 2 motivates our work and
contains our conjecture. In Section 3, we formally introduce the notation, define ma-
jorization, and formulate PABS. Section 4 contains our main results—mixed bounds
of the absolute changes of the Ritz values in terms of PABS and the singular values
of the residual matrices by using weak majorization. In Section 5, we compare our
mixed majorization bounds with those known and relate to eigenvalue perturbations.
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2. Motivation and Conjectures. For a nonzero vector x and a Hermitian
matrix A, RQ, defined by ρ (x) = 〈x,Ax〉 / 〈x, x〉, where 〈·, ·〉 is an inner product,
associated with a norm by ‖ ·‖2 = 〈·, ·〉, is typically used as an approximation to some
eigenvalue of A. The corresponding residual vector is denoted by r (x) = Ax−ρ (x)x.
Let x and y be unit vectors. The angle θ (x, y) between them is defined by
cos θ (x, y) = |〈x, y〉|. In [39, Theorem 3.7 and Remark 3.6], the absolute change in
RQ with respect to the vectors x and y, not orthogonal to each other, is bounded as
follows,
|ρ (x)− ρ (y) | ≤ ‖PY r (x) ‖+ ‖PX r (y) ‖
cos θ (x, y)
(2.1)
= (‖PX+Y r (x) ‖+ ‖PX+Y r (y) ‖) tan θ (x, y) ,
where PX and PY are orthogonal projectors on the one-dimensional subspaces X
and Y spanned by the vectors x and y, correspondingly, and PX+Y is the orthogonal
projector on the subspace spanned by vectors x and y. If the vector x is an eigenvector
of A, the RQ of x is an eigenvalue of A, and (2.1) turns into the following equalities,
(2.2) |ρ (x)− ρ (y) | = ‖PX r (y) ‖
cos θ (x, y)
= ‖PX+Y r (y) ‖ tan θ (x, y) ,
since r (x) = 0; i.e. the absolute change |ρ (x)− ρ (y) | of the RQ becomes in (2.2) the
absolute error in the eigenvalue ρ (x) of A; cf. [15, 35, 39].
It is elucidative to examine bounds (2.1) and (2.2) in a context of an asymptotic
Taylor expansion of the RQ at the vector y with the expansion center at the vector x.
If x is an eigenvector of A, then r (x) = 0, the gradient of the RQ at x, and thus the
first order term in the Taylor expansion vanishes. This implies that the RQ behaves
as a quadratic function in a vicinity of the eigenvector x, e.g., giving a second order
bound for the absolute change |ρ (x)− ρ (y) | of the RQ, as captured by (2.2) as well
as by the following a priori bound from [18, Theorem 4],
(2.3) |ρ (x)− ρ (y) | = [λmax − λmin] sin2 θ (x, y) ,
where λmax ≥ λmin are the two eigenvalues of the projected matrix Pspan(x)+span(y)A
restricted to its invariant two-dimensional subspace span (x) + span (y), which is the
range of the orthogonal projector Pspan(x)+span(y).
If x is not an eigenvector of A, then the gradient of the RQ at x is not zero, and
one can obtain only a first order bound, e.g., as in [18, Theorem 1 and Remark 3],
(2.4) |ρ (x)− ρ (y) | = [λmax − λmin] sin θ (x, y) .
If the vector xmoves toward an eigenvector of A, the first order term in the Taylor
expansion gets smaller, so a desired first order bound can be expected to gradually
turn into a second order one, which bound (2.1) demonstrates turning into (2.2), in
contrast to autonomous a priori bounds (2.3) and (2.4).
In this paper, we substitute finite dimensional subspaces X and Y of the same
dimension for one-dimensional subspaces spanned by the vectors x and y and, thus,
generalize bounds (2.1) and (2.2) to the multi-dimensional case. An extension of RQ
to the multi-dimensional case is provided by the Rayleigh-Ritz (RR) method; see,
e.g., [31, 34]. Specifically, let columns of the matrix X form an orthonormal basis
for the subspace X . The matrix RQ associated with the matrix X is defined by
ρ (X) = XHAX, and the corresponding residual matrix is RX = AX −Xρ (X) .
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Since the matrix A is Hermitian, the matrix RQ ρ (X) is also Hermitian. The
eigenvalues of ρ (X) do not depend on the particular choice of the basis X of the
subspace X , and are commonly called “Ritz values” of the matrix A corresponding
to the subspace X . If the subspace X is A-invariant, i.e. AX ⊂ X , then RX = 0 and
all eigenvalues of ρ (X) are also the eigenvalues of A.
Our goal is bounding changes in Ritz values where the subspace varies. Particu-
larly, we bound the differences of eigenvalues of Hermitian matrices ρ (X) = XHAX
and ρ (Y ) = Y HAY , where the columns of the matrices X and Y form orthonormal
bases for subspaces X and Y, correspondingly. In particular, if the subspace X is an
invariant subspace of A, then the changes of eigenvalues of Hermitian matricesXHAX
and Y HAY represent approximation errors of eigenvalues of the Hermitian matrix A.
We generalize (2.1) and (2.2) to the multidimensional setting using majorization, see
[2, 26], as stated in the following conjecture.
Conjecture 2.1. Let columns of matrices X and Y form orthonormal bases
for the subspaces X and Y with dim (X ) = dim (Y), correspondingly. Let A be a
Hermitian matrix and Θ(X ,Y) < π/2. Then
∣∣Λ (XHAX)− Λ (Y HAY )∣∣ ≺w S (PYRX) + S (PXRY )
cos (Θ (X ,Y)) ,(2.5)
∣∣Λ (XHAX)− Λ (Y HAY )∣∣ ≺w {S (PX+YRX) + S (PX+YRY )} tan (Θ (X ,Y)) .(2.6)
If the subspace X is A-invariant, then
∣∣Λ (XHAX)− Λ (Y HAY )∣∣ ≺w S (PXRY )
cos (Θ (X ,Y)) ,(2.7)
∣∣Λ (XHAX)− Λ (Y HAY )∣∣ ≺w S (PX+YRY ) tan (Θ (X ,Y)) .(2.8)
PX and PY are orthogonal projectors on subspaces X and Y; Λ (·) denotes the
vector of decreasing eigenvalues; S (·) denotes the vector of decreasing singular values;
Θ (X ,Y) denotes the vector of decreasing angles between the subspaces X and Y;
≺w denotes the weak majorization relation; see the formal definitions in Section 3.
All arithmetic operations with vectors in Conjecture 2.1 are performed element-wise.
Let us note that the eigenvalues and the singular values appearing in Conjecture 2.1
do not depend on the particular choice of the bases X and Y of the subspaces X and
Y, correspondingly.
To highlight advantages of the mixed bounds of Conjecture 2.1, compared to
a priori majorization bounds, we formulate here one known result as follows, cf. [24].
Theorem 2.2 ([20, Theorem 2.1]). Under the assumptions of Conjecture 2.1,∣∣Λ (XHAX)− Λ (Y HAY )∣∣ ≺w [λmax − λmin] sin (Θ (X ,Y)) .(2.9)
If in addition one of the subspaces is A-invariant, then∣∣Λ (XHAX)− Λ (Y HAY )∣∣ ≺w [λmax − λmin] sin2 (Θ (X ,Y)) ,(2.10)
where λmax ≥ λmin are the end points of the spectrum of the matrix PX+YA restricted
to its invariant subspace X + Y.
Theorem 2.2 generalizes bounds (2.3) and (2.4) to the multidimensional case,
but also inherits their deficiencies. Similar to bound (2.1) being compared to bounds
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(2.3) and (2.4), Conjecture 2.1 is more mathematically elegant, compared to Theorem
2.2. Indeed, bound (2.9) cannot imply bound (2.10) in Theorem 2.2, while in Con-
jecture 2.1 bounds (2.7) and (2.8) for the case of the A-invariant subspace X follow
directly from bounds (2.5) and (2.6), since RX = 0 and some terms vanish.
Conjecture 2.1 is particularly advantageous in a case where both X and Y approx-
imate the same A-invariant subspace, so that the principal angles between subspaces
X and Y are small and the singular values of both residual matrices are also small,
e.g., leading to bound (2.6) of nearly the second order, while bound (2.9) is of the
first order. For example, let the subspace X be obtained off-line to approximate an
A-invariant subspace, while the subspace Y be computed from the subspace X by
rounding in a low-precision computer arithmetic of components of the basis vectors
spanning X , for the purpose of efficiently storing, fast transmitting, or quickly ana-
lyzing in real time. Bounds (2.5) and (2.6) allow estimating the effect of the rounding
on the change in the Ritz values and choosing an optimal rounding precision.
Another example is deriving convergence rate bounds of first order iterative min-
imization methods related to the Ritz values; e.g., subspace iterations like the Locally
Optimal Block Preconditioned Conjugate Gradient (LOBPCG) method [16]. The
first order methods typically converge linearly. If the iterative subspace, which ap-
proximates an invariant subspace, is slightly perturbed for whatever purpose, that
effects in even smaller changes in the Ritz values, e.g., according to (2.6), preserving
essentially the same rate of convergence. Such arguments appear in trace minimiza-
tion [38], where [38, Lemma 5.1] presents an inequality for the trace of the difference
Λ
(
XHAX
)−Λ (Y HAY ) that gradually changes, as (2.6), from the first to the second
order error bound. Much earlier examples can be found, e.g., in [14, Theorem 4.2],
where the Ritz vectors are substituted by their surrogate approximations, which are
easier to deal with, slightly perturbing the subspace. Similarly, in [7, Lemma 4.1],
the actual nonlinear subspace iterations are approximated by a linear scheme. Avail-
ability of bounds like (2.6) is expected to greatly simplify proofs and lead to better
convergence theory of subspace iterations.
We are unable to prove Conjecture 2.1, although it holds in all our numerical
tests. Instead, we prove here slightly weaker results, which still generalize and improve
bounds obtained in [15, 35], even for the case where one subspace is A-invariant. Our
bounds, originating from [41, Section 6.3], exhibit the desired behavior balancing
between first and second order error terms.
We finally motivate our results of §5.5. The Ritz values are fundamentally related
to PABS, as discovered in [19]. For example, simply taking the matrix A to be an
orthogonal projector Z to a subspace Z of the same dimension as X and Y turns the
Ritz values into the cosines squared of PABS, e.g.,
Λ
(
XHAX
)
= Λ
(
XHZX
)
= cos2 (Θ (X ,Z)) .
Thus, in this example, Conjecture 2.1 bounds changes in the PABS Θ (X ,Z) compared
to Θ (Y,Z), extending and improving some known results, e.g., from our earlier works
[17, 18, 19], even in the particular case X = Z, where Z is A = Z-invariant.
It is interesting to investigate a geometric meaning, in terms of PABS, of the
singular values that appear in the bounds, such as S (PX+YRY ). We leave such an
investigation to future research, except for one simplified case, where the projector
PX+Y is dropped, in §5.5 that discusses new majorization bounds for changes in
matrix eigenvalues under additive perturbations.
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3. Notation and Definitions. Throughout this paper, S (A) denotes a vector
of decreasing singular values of a matrix A, such that S (A) = [s1 (A) , . . . , sn (A)].
S2 (A) denotes the entry-wise square, i.e. S2 (A) = [s21 (A) , . . . , s
2
n (A)]. Λ (A) de-
notes a vector of decreasing eigenvalues of A. ||| · ||| denotes a unitarily invariant
norm. smin (A) and smax (A) = ‖A‖ denote the smallest and largest, correspondingly,
singular values of A. λmin (A) and λmax (A) denote the smallest and largest eigenval-
ues of a Hermitian matrix A. PX denotes an orthogonal projector on the subspace
X . X⊥ denotes the orthogonal complement of the subspace X . Θ (X ,Y) denotes the
vector of decreasing principal angles between the subspaces X and Y. θmax (X ,Y)
and θmin (X ,Y) denote the largest and smallest angles between subspaces X and Y,
correspondingly.
We use the symbols “↓” and “↑” to arrange components of a vector in decreasing
and increasing order, correspondingly. For example, the equality x↓ = [x1, . . . , xn]
implies x1 ≥ x2 ≥ · · · ≥ xn. All arithmetic operations with vectors are performed
entry-wise, without introducing a special notation. Vectors S (·), Λ (·) , and Θ (·) are
by definition decreasing, i.e. S (·) = S↓ (·), Λ (·) = Λ↓ (·) , and Θ (·) = Θ↓ (·) .
We now define the concepts of weak majorization and (strong) majorization,
which are comparison relations between two real vectors. For detailed information,
we refer the reader to [2, 26].
Definition 3.1. Let x↓ and y↓ ∈ Rn be the vectors obtained by rearranging the
coordinates of vectors x and y in algebraically decreasing order, denoted by x1, . . . , xn
and y1, . . . , yn, such that x1 ≥ x2 · · · ≥ xn and y1 ≥ y2 · · · ≥ yn. We say that x is
weakly majorized by y, using the notation x ≺w y, if
k∑
i=1
xi ≤
k∑
i=1
yi, 1 ≤ k ≤ n.
If in addition
∑n
i=1 xi =
∑n
i=1 yi, we say that x is majorized or strongly majorized by
y, using the notation x ≺ y.
The inequality x ≤ y means xi ≤ yi for i = 1, . . . , n. Therefore, x ≤ y implies
x ≺w y, but x ≺w y does not imply x ≤ y. The relations ≺ and ≺w are both reflective
and transitive [2].
Theorem 3.2 ([32]). If f is a increasing convex function, then x ≺w y implies
f (x) ≺w f (y).
From Theorem 3.2, we see that increasing convex functions preserve the weak
majorization. The following two results also provide ways to preserve majorization.
Let nonnegative vectors x, y, u, and v be decreasing and of the same size. If x ≺w y,
then xu ≺w y u; see, e.g., [20]. Moreover, if x ≺w y and u ≺w v, then xu ≺w y v.
The proof is simple, x ≺w y implies xu ≺w y u and u ≺w v implies y u ≺w y v, so we
have xu ≺w y v.
Majorization is one of the most powerful techniques that can be used to derive
inequalities in a concise way. Majorization relations among eigenvalues and singular
values of matrices produce a variety of inequalities in matrix theory. We review some
existing majorization inequalities and prove necessary new majorization inequalities
for singular values and eigenvalues in the Appendix.
We define PABS using singular values; see, e.g., [5, 17, 40].
Definition 3.3. Let columns of the matrices X ∈ Cn×p and Y ∈ Cn×q form
orthonormal bases for the subspaces X and Y, correspondingly, and m = min (p, q).
Then
cos
(
Θ↑ (X ,Y)) = S (XHY ) = [s1 (XHY ) , . . . , sm (XHY )] .
6 PEIZHEN ZHU and ANDREW V. KNYAZEV
4. Majorization-type mixed bounds. In this section, we derive several dif-
ferent majorization-type mixed bounds of the absolute changes of eigenvalues of the
matrix RQ for Hermitian matrices in terms of singular values of residual matrix and
PABS. One of our main results is contained in the following theorem.
Theorem 4.1. Under the assumptions of Conjecture 2.1, we have
∣∣Λ (XHAX)− Λ (Y HAY )∣∣ ≺w 1
cos (θmax (X ,Y)) {S (PYRX) + S (PXRY )} .(4.1)
If the subspace X is A-invariant, then
∣∣Λ (XHAX)− Λ (Y HAY )∣∣ ≺w 1
cos (θmax (X ,Y))S (PXRY ) .(4.2)
Proof. Since Θ (X ,Y) < π/2, the singular values of XHY are positive, which
implies that the matrixXHY is invertible. We apply the first statement of Lemma A.4
with A := XHAX , B := Y HAY and T := XHY obtaining
∣∣Λ (XHAX)− Λ (Y HAY )∣∣ ≺w 1
smin (XHY )
S
(
XHAX
(
XHY
)− (XHY )Y HAY ) .
(4.3)
By Definition 3.3, the singular values of XHY are the cosines of principal angles
between two subspaces X and Y. So, we have
smin
(
XHY
)
= cos (θmax (X ,Y)) .(4.4)
Additionally, the expressionXHAX
(
XHY
)−(XHY )Y HAY in the right side of (4.3)
can be written as
XHAX
(
XHY
)− (XHY )Y HAY = XHA (I −X⊥XH⊥ )Y −XH (I − Y⊥Y H⊥ )AY
= −XHAX⊥XH⊥ Y +XHY⊥Y H⊥ AY,(4.5)
where [X,X⊥] and [Y, Y⊥] are unitary matrices. Since the singular values are invariant
under conjugate transpose and orthonormal transforms, we have
S
(
XHAX⊥X
H
⊥ Y
)
= S
(
Y HX⊥X
H
⊥AX
)
= S (PYPX⊥AX) = S (PYRX) .(4.6)
Similarly, S
(
XHY⊥Y
H
⊥ AY
)
= S (PXRY ) . From Theorem A.2 and taking into ac-
count equalities (4.5) and (4.6), we establish that
S
(
XHAX
(
XHY
)− (XHY )Y HAY ) = S (−XHAX⊥XH⊥ Y +XHY⊥Y H⊥ AY )
≺w S
(
XHAX⊥X
H
⊥ Y
)
+ S
(
XHY⊥Y
H
⊥ AY
)
= S (PYRX) + S (PXRY ) .(4.7)
Substituting (4.7) and (4.4) into (4.3), we obtain (4.1). If the subspace X is A-
invariant, then RX = 0, and (4.1) turns into (4.2).
Let us clarify implications of the weak majorization inequalities in Theorem 4.1.
The components of both vectors Λ
(
XHAX
)
and Λ
(
Y HAY
)
are ordered decreas-
ing. Let us denote Λ
(
XHAX
)
= [α1, α2, . . . , αp] where α1 ≥ α2 ≥ . . . ≥ αp and
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Λ
(
Y HAY
)
= [β1, β2, . . . , βp] where β1 ≥ β2 ≥ . . . ≥ βp. For k = 1, . . . , p, the weak
majorization inequalities in (4.1) and (4.2) in Theorem 4.1 are equivalent to
k∑
i=1
|αi − βi|↓ ≤ 1
cos (θmax (X ,Y))
k∑
i=1
(
s↓i (PYRX) + s
↓
i (PXRY )
)
,(4.8)
and
k∑
i=1
|αi − βi|↓ ≤ 1
cos (θmax (X ,Y))
k∑
i=1
(
s↓i (PXRY )
)
.(4.9)
If p = 1, the results in (4.8) and (4.9) are the same as (2.1) and (2.2).
We use only the largest angle in Theorem 4.1. We now prove two majorization
mixed bounds involving all principal angles, but not as strong as (2.5). The first one
is for the squares.
Theorem 4.2. Under the assumptions of Conjecture 2.1, we have
∣∣Λ (XHAX)− Λ (Y HAY )∣∣2 ≺w {S (PYRX) + S (PXRY )}2
cos2 (Θ↓ (X ,Y)) .
In addition, if the subspace X is A-invariant, then
∣∣Λ (XHAX)− Λ (Y HAY )∣∣2 ≺w S2 (PXRY )
cos2 (Θ↓ (X ,Y)) .
Proof. We substitute XHAX , Y HAY and XHY for A,B, and T in the third
result of Lemma A.4, and get∣∣Λ (XHAX)− Λ (Y HAY )∣∣2
≺w S2
((
XHY
)−1)
S2
(
XHAX
(
XHY
)− (XHY )Y HAY ) .
Definition 3.3 gives S
(
XHY
)
= cos
(
Θ↑ (X ,Y)), thus,
S
((
XHY
)−1)
=
1
cos (Θ↓ (X ,Y)) .(4.10)
From (4.7), we already have
S
(
XHAX
(
XHY
)− (XHY )Y HAY ) ≺w {S (PYRX) + S (PXRY )} .
Since increasing convex functions preserve weak majorization by Theorem 3.2, we
take the function f (x) = x2 for nonnegative x. Squaring both sides of the weak
majorization inequality above yields
S2
(
XHAX
(
XHY
)− (XHY )Y HAY ) ≺w {S (PYRX) + S (PXRY )}2 .
Together with (4.10), this proves the first statement of Theorem 4.2. If the subspace
X is A-invariant, then RX = 0, which completes the proof.
Let us highlight, that one cannot take the square root from both sides of the weak
majorization inequalities in Theorem 4.2. Without the squares, we can prove bound
(2.5) of Conjecture 2.1 but with an extra multiplier.
Theorem 4.3. Under the assumptions of Conjecture 2.1, we have
∣∣Λ (XHAX)− Λ (Y HAY )∣∣ ≺w √c {S (PYRX) + S (PXRY )}
cos (Θ↓ (X ,Y)) ,
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where c = cos (θmin (X ,Y)) / cos (θmax (X ,Y)). If the subspace X is A-invariant, then
∣∣Λ (XHAX)− Λ (Y HAY )∣∣ ≺w √c S (PXRY )
cos (Θ↓ (X ,Y)) .
Proof. The assumption Θ (X ,Y) < π/2 implies that XHY is invertible, so Y HAY
is similar to the matrix
(
XHY
)
Y HAY
(
XHY
)−1
. The matrix A is Hermitian, so are
XHAX and Y HAY . From the spectral decomposition, we have XHAX = U1D1U
H
1 ,
where U1 is unitary and D1 is diagonal. Similarly, Y
HAY = U2D2U
H
2 , where U2 is
unitary and D2 is diagonal. As a consequence, we have
Λ
(
XHAX
)− Λ (Y HAY ) = Λ (XHAX)− Λ((XHY )Y HAY (XHY )−1)
= Λ
(
U1D1U
H
1
)− Λ((XHY )U2D2UH2 (XHY )−1) .
Applying Theorem A.5, we obtain
|Λ (XHAX)− Λ (Y HAY ) |
≺w
[
κ (U1)κ
(
XHY U2
)]1/2
S
(
XHAX − (XHY )Y HAY (XHY )−1) .
Furthermore, the condition number of U1 is 1 and the condition number of X
HY U2 is
equal to the condition number of XHY , i.e. κ (U1) = 1 and κ
(
XHY U2
)
= κ
(
XHY
)
.
Moreover, we have
XHAX − (XHY )Y HAY (XHY )−1
=
[
XHAX
(
XHY
)− (XHY )Y HAY ] (XHY )−1 .
Consequently,∣∣Λ (XHAX)− Λ (Y HAY )∣∣
≺w
[
κ
(
XHY
)]1/2
S
[
XHAX
(
XHY
)− (XHY )Y HAY ] S ((XHY )−1) .(4.11)
Substituting (4.7) and (4.10) into (4.11) completes the proof.
The bounds in Theorems 4.1, 4.2, and 4.3 are different, but comparable and, in
some particular cases, actually the same. For example, the bounds for the largest
component max
∣∣Λ (XHAX)− Λ (Y HAY )∣∣ are the same in both Theorem 4.1 and
Theorem 4.2. If dim (X ) = dim (Y) = 1, then the bounds in all three theorems are
the same as the first inequality in (2.1).
Theorem 4.3 may be tighter for the sum of
∣∣Λ (XHAX)− Λ (Y HAY )∣∣, compared
to that of Theorems 4.1 and 4.2, since
1/ cos
(
Θ↓ (X ,Y)) ≤ [1/ cos (θmax (X ,Y)) , . . . , 1/ cos (θmax (X ,Y))].
Theorems 4.1, 4.2, and 4.3 provide various alternatives to conjecture (2.5), all
involving the singular values of PXRY and PYRX . Our second conjecture (2.6) re-
lies instead on the singular values of PX+YRY and PX+YRX . We next clarify the
relationship between these singular values.
Lemma 4.1. We have S (PXRY ) ≺w S (PX+YRY ) sin (Θ (X ,Y)) and, similarly,
S (PYRX) ≺w S (PX+YRX) sin (Θ (X ,Y)) .
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Proof. Since the singular values are invariant under unitary transforms and the
matrix conjugate transpose, we get S (PXRY ) = S
(
XHPY⊥AY
)
= S
(
Y HAPY⊥X
)
.
The identities Y HAPY⊥X = Y
HAPY⊥PY⊥X = Y
HAPY⊥PX+YPY⊥X hold, since
PY⊥X = X − PYX = PX+Y (X − PYX) = PX+YPY⊥X,
where every column of the matrix X−PYX evidently belongs to the subspace X +Y.
Thus, Theorem A.3 gives
S
(
Y HAPY⊥X
) ≺w S (Y HAPY⊥PX+Y) S (PY⊥X) = S (PX+YPY⊥AY ) S (PY⊥X)
= S (PX+YRY ) S (PY⊥X) .
The singular values of PY⊥X coincide with the sines of the principal angles between
X and Y, e.g., see [5, 17], since dim (X ) = dim (Y), i.e. S (PY⊥X) = sin (Θ (X ,Y)).
This proves S (PXRY ) ≺w S (PX+YRY ) sin (Θ (X ,Y)).
The second bound similarly follows from S (PYRX) ≺w S (PX+YRX)S (PX⊥Y )
since S (PX⊥Y ) = sin (Θ (X ,Y)) due to the symmetry of PABS and dimX = dimY.
We note that (2.5) implies (2.6) using Lemma 4.1. We can also combine Theo-
rems 4.1, 4.2, and 4.3 with Lemma 4.1 to easily obtain several tangent-based bounds.
Corollary 4.4. Under the assumptions of Conjecture 2.1, we have
∣∣Λ (XHAX)− Λ (Y HAY )∣∣ ≺w {S (PX+YRX) + S (PX+YRY )} sin (Θ (X ,Y))
cos (θmax (X ,Y)) ,
∣∣Λ (XHAX)− Λ (Y HAY )∣∣2 ≺w {S (PX+YRX) + S (PX+YRY )}2 tan2 (Θ (X ,Y)) ,
∣∣Λ (XHAX)− Λ (Y HAY )∣∣ ≺w √c {S (PX+YRX) + S (PX+YRY )} tan (Θ (X ,Y)) .
In addition, if the subspace X is A-invariant, then correspondingly we have
(4.12)
∣∣Λ (XHAX)− Λ (Y HAY )∣∣ ≺w S (PX+YRY ) sin (Θ (X ,Y))
cos (θmax (X ,Y)) ,
(4.13)
∣∣Λ (XHAX)− Λ (Y HAY )∣∣2 ≺w S2 (PX+YRY ) tan2 (Θ (X ,Y)) ,
(4.14)
∣∣Λ (XHAX)− Λ (Y HAY )∣∣ ≺w √c S (PX+YRY ) tan (Θ (X ,Y)) ,
where c = cos (θmin (X ,Y)) / cos (θmax (X ,Y)).
5. Discussion. In this section, we briefly discuss and compare our new mixed
majorization bounds of the absolute changes of eigenvalues, e.g., where the subspace
X is A-invariant, with some known results, formulated here in our notation.
Our bounds (4.12) and (4.13) are stronger than the following particular cases,
where dimX = dimY, of [30, Theorem 1],
cos (θmax (X ,Y))max
∣∣Λ (XHAX)− Λ (Y HAY )∣∣ ≤ sin (θmax (X ,Y)) ‖RY ‖,
and [30, Remark 3], that uses the Frobenius norm ‖ · ‖F ,
cos (θmax (X ,Y))
∥∥Λ (XHAX)− Λ (Y HAY )∥∥
F
≤ sin (θmax (X ,Y)) ‖RY ‖F .
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5.1. Sun’s 1991 majorization bound. Substituting the 2-norm in [35, The-
orem 3.3] in our notation as follows,
∥∥I −XHY Y HX∥∥
2
= sin2 (θmax (X ,Y)), one
obtains the bound
∣∣Λ (XHAX)− Λ (Y HAY )∣∣ ≺w S (RY ) tan (θmax (X ,Y)) , which is
weaker compared to our bound (4.12), since
S (PX+YRY ) ≤ smax (PX+Y)S (RY ) = S (RY )(5.1)
and sin (Θ (X ,Y)) ≤ sin (θmax (X ,Y)).
5.2. First order a posteriori majorization bounds. A posteriori majoriza-
tion bounds in terms of norms of residuals for the Ritz values approximating eigen-
values are known for decades. We quote here one of the best such bounds of the first
order, i.e. involving the norm rather, then the norm squared, of the residual.
Theorem 5.1 ([2, 34, 37]). Let Y be an orthonormal n by p matrix and matrix
A be Hermitian. Then there exist a set of incices 1 ≤ i1 < i2 < · · · < ip ≤ n, and
some p eigenvalues of A as ΛI (A) =
(
λi1 , . . . , λip
)
, such that
|ΛI (A)− Λ
(
Y HAY
) | ≺w [s1, s1, s2, s2, . . . ] ≺w 2S (RY ) ,
where S (RY ) = [s1, s2, . . . , sp]. The multiplier 2 cannot be removed; see [2, p. 188].
It is important to realize that in our bounds the choice of subspaces X and Y is
arbitrary, while in Theorem 5.1 one cannot choose the subspace X . The implication
of this fact is that we can choose X in our bounds, such that θmax (X ,Y) ≤ π/4, to
make our bounds sharper. Next, we describe some situations where principal angles
are less than π/4.
1. [9] Let A be a Hermitian quasi-definite matrix, i.e.
A =
[
H BH
B −G
]
,(5.2)
where H ∈ Ck×kand G ∈ C(n−k)×(n−k) are Hermitian positive definite matri-
ces. Let the subspace X be spanned by the eigenvectors of A corresponding
to p eigenvalues which have the same sign. Let the subspace Y be spanned
by e1, . . . , ep and Z be spanned by en−p+1, . . . , en, where ei is the coordi-
nate vector. Then, if the eigenvalues corresponding to the eigenspace X are
positive, we have θmax (X ,Y) < π/4. If the eigenvalues corresponding to the
eigenspace X are negative, we have θmax (X ,Z) < π/4.
2. [6, p. 64] Let [Y Y⊥] be unitary. Suppose λmax
(
Y HAY
)
< λmin
(
Y H⊥ AY⊥
)
and X is the space spanned by the eigenvectors corresponding to the p smallest
eigenvalues of A. Then θmax (X ,Y) < π/4.
3. [8, sin (2θ) and Theorem 8.2] Let A be Hermitian and let [XX⊥] be unitary
with X ∈ Cn×p, such that [XX⊥]HA[X X⊥] = diag (L1, L2) . Let Y ∈ Cn×p
be with orthonormal columns and HY = Y
HAY. Let there be δ > 0, such
that Λ (L1) ∈ [α, β] and Λ (L2) ∈ R\ [α−δ, β+δ]. Let Λ (HY ) ∈ [α− δ2 , β− δ2 ].
Then θmax (X ,Y) < π/4.
Theorem 5.1 gives a first order error bound using S (RY ). Under additional
assumptions, there are similar, but second order, also called quadratic, i.e. involving
the square S2 (RY ), a posteriori error bounds; e.g., [27, 30]. Next we check how some
known bounds (see, e.g., [8, 28, 29, 36] and references there) for the angles Θ (X ,Y) in
terms of S (RY ) can be combined with our tangent-based results, leading to various
second order a posteriori error bounds, comparable to those in [27, 30].
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5.3. Quadratic a posteriori majorization bounds. The second order a pos-
teriori error bounds involve the term S2 (RY ) and a gap, see, e.g., [27, 30] and refer-
ences there. In [8, sin (θ) and tan (θ) Theorem] and its variations, e.g., [28, 29], bounds
of sin (Θ (X ,Y)) and tan (Θ (X ,Y)) above in terms of S (RY ) and the gap are derived.
Two known theorems bounding principal angles between an exact invariant subspace
X and its approximation Y are presented below, the first one for the sin (Θ (X ,Y)).
Theorem 5.2 ([8, sinΘ Theorem]). Let A be Hermitian and let [XX⊥] be
unitary with X ∈ Cn×p, such that [XX⊥]HA[X X⊥] = diag (L1, L2) . Let Y ∈ Cn×p
have orthonormal columns and RY = AY −Y HY with HY = Y HAY. If Λ (HY ) ⊂ [a, b]
and Λ (L2) ⊂ R \ [a− δ, b+ δ] with δ > 0, then
sin (Θ (X ,Y)) ≺w S (RY )
δ
.
The tan (θ) theorem in [8] is valid only for the Ritz values of A with respect to Y
above or below the eigenvalues of L2. However, in [29, Theorem 1] the conditions of
the tan (θ) theorem are relaxed, as quoted below.
Theorem 5.3. In the notation of Theorem 5.2, let
1. [8] Λ (HY ) ⊂ [a, b], while Λ (L2) ⊂ (−∞, a− δ] or Λ (L2) ⊂ [b+ δ,∞), or
2. [29] Λ (L2) ⊂ [a, b], while Λ (HY ) lies in the union of (−∞, a−δ] and [b+δ,∞).
Then, we have
tan (Θ (X ,Y)) ≺w S (RY )
δ
.
Results of [39, Section 6] suggest that Theorem 5.3, but not 5.2, might actually be
simply improved by substituting S (PX+YRY ) for S (RY ), but such an investigation
is beyond the goals of this work.
Theorems 5.2 and 5.3 combined with mixed majorization results in Corollary 4.4
lead to various second order a posteriori error bounds, e.g.,
Corollary 5.4. We have
∣∣Λ (XHAX)− Λ (Y HAY )∣∣ ≺w S (PX+YRY )S (RY )
cos (θmax (X ,Y)) δ ≤
S2 (RY )
cos (θmax (X ,Y)) δ ,(5.3)
under the assumptions of Theorem 5.2, and, under the assumptions of Theorem 5.3,
∣∣Λ (XHAX)− Λ (Y HAY )∣∣2 ≺w S2 (PX+YRY )S2 (RY )
δ2
≤ S
4 (RY )
δ2
.(5.4)
Bound (5.3) implies [30, Bound (21) in Theorem 2].
If we take Y being spanned by the first coordinate vectors e1, . . . , ep and if the
eigenvalues of XHAX correspond to the extreme eigenvalues of A, then bound (5.4) is
stronger than [27, Inequality (13) in Theorem 4]. Moreover, the alternative assump-
tion (2) in Theorem 5.3 is not discussed in [27].
5.4. Bounds for matrix eigenvalues after discarding off-diagonal blocks.
Bounding the change of matrix eigenvalues after discarding off-diagonal blocks in the
matrix is a traditional, and still active, topic of research, even for the simplest 2-by-2
block Hermitian case, starting with the classical results of Fan and Thompson; see,
e.g., [26]. We note a trivial, but important, fact that discarding off-diagonal blocks
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can be viewed as an application of the Rayleigh-Ritz method. Indeed, let A be a
Hermitian 2-by-2 block matrix,
A =
[
A11 A12
A21 A22
]
,
where A11 ∈ Ck×kand A22 ∈ C(n−k)×(n−k). Let the subspace X be spanned by any
k eigenvectors of A and the subspace Y be spanned by e1, . . . , ek and Y⊥ be spanned
by en−k+1, . . . , en, where ei is the coordinate vector, i.e.
X =
[
X1
X2
]
and Y =
[
I
0
]
, therefore, tan (Θ (X ,Y)) = S (X2X−11 )
by [34, pp. 231–232], assuming for simplicity that the matrix X1 is invertible; for a
general case, see [40, Remark 3.1]. Clearly, ρ (Y ) = Y HAY = A11 and our bounds for∣∣Λ (XHAX)− Λ (Y HAY )∣∣ turn into bounds for the k eigenvalues Λ (XHAX) of A
after discarding off-diagonal blocks and looking only at the upper left block Y HAY =
A11. For example, bound (2.8) has the right-hand side S (PX+YRY ) tan (Θ (X ,Y)).
We now use (5.1) and also take into account that
RY = AY − Y ρ (Y ) =
[
0
A12
]
,
thus, S (RY ) = S (AY − Y ρ (Y )) = S (A12). We conclude that bound (2.8) in this
case implies ∣∣Λ (XHAX)− Λ (Y HAY )∣∣ ≺w S (A12)S (X2X−11 ) .
Similarly, we can apply our bounds to the lower right block A22 by appropriately
redefining Y , leaving this application as an exercise for the reader.
Our results appear to be novel in this context as well, relying on both S (A12)
and S
(
X2X
−1
1
)
and allowing one to choose the k-dimensional A-invariant subspace X .
In contrast, traditional bounds compare all, rather than selected, eigenvalues, using
S (A12) that may be squared, if also the spectral gap between the spectra of A11 and
A22 is involved; see, e.g., [27] and references there. Some authors bound only the
maximal change, without majorization, e.g., [25], using s2max (A12).
We concur with an anonymous referee that an interesting task for future research
could be investigating possible connections between and combinations of the tradi-
tional and our results, in addition to already performed in the previous subsection
comparison with [27, Inequality (13) in Theorem 4].
5.5. Bounds for eigenvalues after matrix additive perturbations. Dis-
carding off-diagonal blocks in the matrix is one specific instance of a matrix additive
perturbation. Generally, one is interested in bounding |Λ (F ) − Λ (G) | in terms of
S (F −G), where F and G are Hermitian matrices, e.g., as in the classical Weyl’s
Theorem A.4. As we now demonstrate, bounds for the Rayleigh-Ritz method are sur-
prisingly still applicable, with only one extra assumption that both F andG are shifted
and pre-scaled to have their spectra in [0, 1]. We adopt below a technique from [19],
where a connection is discovered between the Ritz values and PABS. The technique
uses a dilation of an operator on a Hilbert space, defined as an operator on a larger
Hilbert space, whose composition with the orthogonal projection onto the original
space gives the original operator, after being restricted to the original space.
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It is shown in [10, 33], and used in [19], that any n× n Hermitian matrix F with
the spectrum in [0, 1] can be extended in a space of the double dimension 2n to an
orthogonal projector, specifically,
P (F ) =
[
F
√
F (I − F )√
(I − F )F I − F
]
=
[ √
F√
I − F
] [ √
F
√
I − F ] .(5.5)
It is actually the CS decomposition, see, e.g., [2, 34], but we do not use this fact.
Instead, introducing the orthogonal projector
PZ =
[
I 0
0 0
]
,
we observe from (5.5) that the orthogonal projector P (F ) is the dilation of F , since
evidently F = (PZP (F ))|Z , where the subspace Z is spanned by the first n coordinate
vectors in the space of the double dimension.
Let the subspace F denote the range of P (F ) in the space of the double dimension.
By an analog of Definition 3.3 for restricted products of orthogonal projectors, see,
e.g., [19, Lemma 2.8], we have cos2
(
Θ↑ (F ,Z)) = Λ (F ). Alternatively, setting A =
PZ , we notice that F can now be interpreted as a result of application of the Rayleigh-
Ritz method for the Hermitian matrix A = PZ on the test/trial subspace F , where
the Ritz values are thus given by Λ (F )!
Let G be another n × n Hermitian matrix with the spectrum in [0, 1]. Defining
similarly the orthogonal projector P (G) as the dilation of G in the 2-by-2 block form
and its range G, we come to the required conclusion that Λ (F )−Λ (G) is nothing but
a change in the Ritz values where the test/trial subspace F turns into G. Substituting
F and G for X and Y, our bounds for Ritz values are immediately applicable, and
give apparently new bounds for eigenvalues after matrix additive perturbations.
For example, let us consider (2.6) with X = F and Y = G, where for simplicity we
drop, using the same arguments as in (5.1), the extra projector PF+G , thus obtaining
|Λ (F )− Λ (G)| ≺w {S (RF) + S (RG)} tan (Θ (F ,G)) ,(5.6)
assuming dimF = dim G for (2.6) to hold. The matrix A = PZ is the orthogonal
projector. By Lemma A.5, up to zero values,
S (RF) = S ((I − P (F ))AP (F ))
= (sin (Θ (F ,Z)) cos (Θ (F ,Z)))↓
=
(√
1− Λ (F )
√
Λ (F )
)↓
,(5.7)
and, similarly, S (RG) =
(√
1− Λ (G)
√
Λ (G)
)↓
. Clearly, S (RF ) thus vanishes if F
is an orthogonal projector, i.e. with the spectrum Λ (F ) consisting of zeros and ones.
Since the subspaces F and G have their orthonormal bases [√F √I − F ]H and
[
√
G
√
I −G]H , correspondingly, we obtain by Definition 3.3 that
(5.8) cosΘ↑ (F ,G) = S
(√
F
√
G+
√
I − F
√
I −G
)
.
We notice that, if the matrices F and G are close to each other, then the cosΘ↑ (F ,G)
vector (5.8) is made of nearly ones, so that the tanΘ (F ,G) multiplier in (5.6) almost
vanishes, i.e. plays the same role as the term S (F −G) in Weyl’s Theorem A.4.
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Thus, we finally have all the values in the right-hand side of bound (5.6) expressed
only in terms of the original matrices F and G, leading to the new bound of sensitivity
of eigenvalues of Hermitian matrices with respect to additive perturbation. Since the
bound is a bit bulky, we let the reader to put all the pieces of the puzzle together.
The most benefiting for our bound case is where both matrices F and G are
approximate orthogonal projectors, so that both multipliers in the right-hand side of
bound (5.6) can be small. Indeed, let
∥∥F − F¯∥∥ = ǫF and ∥∥G− G¯∥∥ = ǫG, where F¯
and G¯ are orthogonal projectors. Then the spectrum Λ(F ) (Λ(G)) consists of only
zeros and ones, with ǫF (ǫG correspondingly) accuracy. Thus, S (RF ) = O
(√
ǫF
)
and
S (RG) = O
(√
ǫG
)
by (5.7). We can also simplify the right-hand side of (5.8), since
√
F
√
G+
√
I − F
√
I −G ≈
√
F¯
√
G¯+
√
I − F¯
√
I − G¯
= F¯ G¯+ (I − F¯ )(I − G¯)
= (I − F¯ )− G¯
with O (ǫF ) + O (ǫG) accuracy. By [21, Theorem 2.17] on eigenvalues of a difference
of orthogonal projectors, Λ
(
(I − F¯ )− G¯) = ± sinΘ (F¯⊥, G¯), excluding the values
±1 and zeros. Also by [21, Theorem 2.17], the multiplicity of zero in the spectrum
Λ
(
(I − F¯ )− G¯) is dim (F¯⊥ ∩ G¯) + dim (F¯ ∩ G¯⊥). Finally, using [21, Theorem 2.7],
we have that sinΘ
(F¯⊥, G¯) = cosΘ (F¯ , G¯), excluding zeros and ones.
Collecting everything together, we obtain the following asymptotic bound,
|Λ (F )− Λ (G)| ≺w {O (√ǫF ) +O (√ǫG)} tan
(
Θ
(F¯ , G¯)) ,
assuming that dim F¯ = dim G¯ and tan (Θ (F¯ , G¯)) <∞.
In contrast, Weyl’s Theorem A.4 in this case gives
|Λ (F )− Λ (G)| ≺w S(F −G)
≺w ǫF + ǫG + S
(
F¯ − G¯) ,
where S
(
F¯ − G¯) = [sinΘ (F¯ , G¯) , sinΘ (F¯ , G¯)]↓ by [21, Theorem 2.17], up to zeros
if dim F¯ = dim G¯ and tan (Θ (F¯ , G¯)) < ∞. We have Λ (F ) − Λ (G) → 0, which our
bound exactly captures, having the right-hand side vanishing, as ǫF → 0 and ǫG → 0,
while the right-hand side in Weyl’s Theorem A.4 does not vanish.
To verify numerically our asymptotic arguments above, we test additive random
perturbations of two 2-by-2 orthogonal projectors. The maximal changes in the eigen-
values and their bounds by the maximal bound (5.6) and Weyl’s Theorem are plotted
in Figure 5.1 as functions of ǫ = ǫF = ǫG in the log-log scale. We observe in Fig-
ure 5.1 the predicted dependence of the right-hand side of (5.6) on the square root
√
ǫ.
The bound of Weyl’s Theorem remains practically constant at the top of Figure 5.1,
also as predicted, and gets outperformed by (5.6) if ǫ < 10−1. Finally, both our
(5.6) and Weyl’s Theorem bound above the actual changes in the eigenvalues, which
surprisingly behave like ǫ showing that our
√
ǫ bound is not sharp in this situation.
6. Conclusions. We formulate a conjecture and derive several majorization-
type mixed bounds for the absolute changes of eigenvalues of the matrix RQ for
Hermitian matrices in terms of PABS and singular values of residual matrices. Our re-
sults improve and generalize known bounds. We apply our mixed bounds involving
the matrix RQ to classical problems of bounding changes in eigenvalues of Hermitian
matrices under additive perturbations, and surprisingly obtain new and better results,
e.g., outperforming in some cases the classical Weyl’s Theorem.
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Fig. 5.1. Additive perturbed matrix eigenvalues bounded by (5.6) vs. Weyl’s Theorem.
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Appendix A.
The following theorem links unitarily invariant norm inequalities and weak ma-
jorization inequalities.
Theorem A.1 ([11, Corollary 7.4.47] and [26, p. 368]). Let A and B be square
matrices. Then S (A) ≺w S (B) if and only if |||A||| ≤ |||B||| for every unitarily
invariant norm.
Next, we provide some well known majorization results as they serve as foun-
dations for our new majorization inequalities for singular values and eigenvalues in
Lemma A.4.
Theorem A.2 ([26, Fan Theorem p. 330]). Let A and B be square matrices.
Then
S (A+B) ≺w S (A) + S (B) .
Theorem A.3 ([20]). For general matrices A and B, we have
S (AB) ≺w S (A) S (B) ,
S (AB) ≤ smax (A)S (B) and S (AB) ≤ S (A) smax (B) . If needed, we add zeros to
match the sizes of vectors on either side.
Theorem A.4 ([2, p. 71, Theorem III.4.4] and [19]). For Hermitian matrices A
and B, we have
|Λ (A)− Λ (B) | ≺w S (A−B) .
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Theorem A.5 ([2, p. 236, Theorem VIII.3.9]). Let A and B be square ma-
trices such that A = JD1J
−1 and B = TD2T
−1, where J and T are invertible
matrices, and D1 and D2 are real diagonal matrices. Then |Λ (A) − Λ (B) | ≺w
[κ (J)κ (T )]
1/2
S (A−B) , where diag (Λ (A))denotes a diagonal matrix whose diag-
onal entries arranged in decreasing order are the eigenvalues of A, and κ (·) denotes
the condition number.
Theorem A.6 ([4]). Let A and B be square matrices and AB be a normal
matrix. Then S
(
|AB|1/2pol
)
≺w S
(
|BA|1/2pol
)
, where |A|pol =
(
AHA
)1/2
.
Theorem A.7 ([2, p. 94, Theorem IV.2.5]). Let A and B be square matri-
ces. Then, for any t > 0 we have St (AB) ≺w St (A) St (B) , where St (A) =
[st1 (A) , . . . , s
t
n (A)].
Lemma A.1. Let A and B be square matrices. Then
S
(
|AB|1/2pol
)
≺w S1/2 (A) S1/2 (B) .
Proof. First, we show that S
(
|T |1/2pol
)
= S1/2 (T ) for all T ∈ Cn×n. Since |T |pol
is semi-positive definite and Hermitian, it follows that Λ1/2 (|T |pol) = S1/2 (|T |pol).
Also, it follows that |T |1/2pol is semi-positive definite and Hermitian. Therefore,
S
(
|T |1/2pol
)
= Λ
(
|T |1/2pol
)
= Λ1/2 (|T |pol) .
Moreover, it is easy to check that S (|T |pol) = S (T ) . So, we have
S
(
|T |1/2pol
)
= Λ1/2 (|T |pol) = S1/2 (T ) .
Setting T = AB, we obtain S
(
|AB|1/2pol
)
= S1/2 (AB) . Applying Theorem A.7 for
S1/2 (AB) concludes the proof.
Theorem A.8 ([2, p. 254, Proposition IX.1.2]). Let A and B be square matrices
and AB be a Hermitian matrix. Then S (AB) ≺w S (re (BA)) , where re (A) denotes(
A+AH
)
/2.
Lemma A.2. For a square matrix A, we have S (re (A)) ≺w S (A) .
Proof. From Theorem A.2 we have
S (re (A)) = S
(
A+AH
2
)
≺w S
(
A
2
)
+ S
(
AH
2
)
.
Since S (A) = S
(
AH
)
, we have S (re (A)) ≺w S (A) .
Theorem A.9 ([3]). Let A and B be Hermitian and T be positive definite. Then
smin (T )S (A−B) ≺w S (AT − TB) .
The following theorem is inspired by Bhatia, Kittaneh and Li in [4]. We prove
the majorization inequalities bounding the singular values of A − B by the singular
values of AT − TB and T−1A−BT−1.
Theorem A.10. Let A and B be Hermitian and T be positive definite. Then
S2 (A−B) ≺w S (AT − TB) S
(
T−1A−BT−1) .
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Proof. Since A and B are Hermitian, we have
∣∣∣(A−B)2∣∣∣
pol
= (A−B)2. Thus,
S (A−B) = S
(∣∣∣(A−B)2∣∣∣1/2
pol
)
= S
(∣∣∣(A−B) T−1/2T 1/2 (A−B)∣∣∣1/2
pol
)
.
Applying first Theorem A.6 and then Lemma A.1, we obtain
S (A−B) ≺w S
(∣∣∣T 1/2 (A−B)2 T−1/2∣∣∣1/2
pol
)
≺w S1/2
(
T 1/2 (A−B)T 1/2
)
S1/2
(
T−1/2 (A−B) T−1/2
)
.
Since the increasing convex functions preserve the weak majorization, e.g., x2 for
x ≥ 0, we square both sides to get
S2 (A−B) ≺w S
(
T 1/2 (A−B) T 1/2
)
S
(
T−1/2 (A−B)T−1/2
)
.
Using Theorem A.8,
S2 (A−B) ≺w S (re [(A−B)T ]) S
(
re
[
T−1 (A−B)]) .(A.1)
Matrices BT − TB and BT−1 − T−1B are skew-Hermitian, i.e. CH = −C, thus,
re (AT − TB) = re [(A− B)T + (BT − TB)] = re [(A−B)T ](A.2)
and
re
(
T−1A−BT−1) = re [T−1 (A−B)− (BT−1 − T−1B)]
= re
[
T−1 (A−B)] .(A.3)
By Lemma A.2,
S [re (AT − TB)] ≺w S (AT − TB) ,(A.4)
and
S
[
re
(
T−1A−BT−1)] ≺w S (T−1A−BT−1) .(A.5)
Plugging in (A.2), (A.3), (A.4), and (A.5) into (A.1) completes the proof.
Remark A.11. In [4], the authors prove the inequality for unitarily invariant
norm such that |||A−B|||2 ≤ |||AT −TB||| |||T−1A−BT−1|||, which is equivalent to,
see, e.g., [4, Theorem 2.1],
(
k∑
i=1
si (A−B)
)2
≤
(
k∑
i=1
si (AT − TB)
)(
k∑
i=1
si
(
T−1A−BT−1)
)
, k = 1, 2 . . . , n.
In contrast, the weak majorization inequalities in our Theorem A.10 mean
k∑
i=1
s2i (A−B) ≤
k∑
i=1
(
si (AT − TB) si
(
T−1A−BT−1)) , k = 1, 2 . . . , n.
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Lemma A.3. Under the assumptions of Theorem A.10, we have
S2 (A−B) ≺w S2
(
T−1
)
S2 (AT − TB) .
Proof. Since T−1A−BT−1 = T−1 (AT − TB)T−1, we have
S
(
T−1A−BT−1) ≺w S (T−1) S (AT − TB) S (T−1) .
By Theorem A.10, this lemma is proved.
Lemma A.4. Let A and B be Hermitian and T be invertible. We have
1. smin (T ) |Λ (A)− Λ (B)| ≺w S (AT − TB) .
2. |Λ (A)− Λ (B)|2 ≺w S (AT − TB) S
(
T−1A−BT−1) .
3. |Λ (A)− Λ (B)|2 ≺w S2
(
T−1
)
S2 (AT − TB) .
Proof. Let the SVD of T be UΣV H , where U and V are n by n unitary matrices
and Σ is diagonal. Since T is invertible, it follows that Σ is positive definite.
AT − TB = AUΣV H − UΣV HB = U (UHAUΣ− ΣV HBV )V H .
Since the singular values are invariant under unitary transforms, we have
S (AT − TB) = S (UHAUΣ− ΣV HBV ) .(A.6)
Taking A := UHAU , B := V HBV , and T := Σ in Theorem A.9, we obtain
smin (Σ)S
(
UHAU − V HBV ) ≺w S (UHAUΣ− ΣV HBV ) .(A.7)
Applying Theorem A.4, we have
|Λ (A)− Λ (B) | = |Λ (UHAU)− Λ (V HBV ) | ≺w S (UHAU − V HBV ) .(A.8)
Combining (A.6), (A.7), and (A.8), we obtain the first statement.
Next, we prove the second statement. We have
T−1A−BT−1 = V Σ−1UHA−BV Σ−1UH = V (Σ−1UHAU − V HBV Σ−1)UH .
Therefore, we have S
(
T−1A−BT−1) = S (Σ−1UHAU − V HBV Σ−1) .
By Theorem A.10, we have
S2
(
UHAU − V HBV ) ≺w S (UHAUΣ− ΣV HBV ) S (Σ−1UHAU − V HBV Σ−1) .
By using (A.8), the second statement is proved. Similarly, applying Lemma A.3 we
obtain the third statement.
Lemma A.5. Let P and Q be orthogonal projectors onto subspaces P and Q.
Then, up to zero values, S ((I − P )QP ) = (sin (Θ (P ,Q)) cos (Θ (P ,Q)))↓ .
Proof. Let [X,X⊥] be a unitary matrix and columns of the matricesX and Y form
orthonormal bases for the subspaces P and Q, correspondingly. Then, up to zeros,
S ((I − P )QP ) = S (X⊥XH⊥ Y Y HXXH) = S (XH⊥ Y Y HX) . By CS-decomposition,
e.g., in notation of [40, Formula (1)], there exist unitary matrices U1, U2 and V1, such
that XH⊥ Y = U
H
2 diag (0, sin (Θ) , 1)V1 and Y
HX = V H1 diag (1, cos (Θ) , 0)U1. Thus,
XH⊥ Y Y
HX = UH2 diag (0, sin (Θ) cos (Θ) , 0)U1, where 0 and 1 denote vectors of zeros
and ones, correspondingly, of matching sizes, and Θ is the vector of the angles in
(0, π/2) between the subspaces P and Q. Dropping again, if needed, the zero entries,
gives the statement of the lemma.
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