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Introduction
0.1. Statement of the main result. Birational (super) rigidity is known for
almost all families of Fano complete intersections of index one in the projective
space, see [1, 2, 3]. Typically birational superrigidity was shown for a generic (in
particular, non-singular) variety in the family. Now the improved techniques make it
possible to obtain more precise results, covering complete intersections with certain
simple types of singularities and estimating the codimension of the subset of non-
rigid varieties in the parameter space of the family. The first work of this type for a
family of Fano varieties was done in [7] for Fano hypersurfaces of index 1. Here we
do it for complete intersections of codimension two.
In this paper, the symbol P stands for the complex projective space PM+2, where
M ≥ 13. Fix two integers d2 ≥ d1 ≥ 2, such that d1 + d2 = M + 2 and consider the
space
P = Pd1,M+3 × Pd2,M+3
of pairs of homogeneous polynomials (f1, f2) on P (that is to say, in M + 3 variables
x0, . . . , xM+2) of degrees d1 and d2, respectively. The symbol V (f1, f2) denotes the
set of common zeros of f1 and f2. The following claim is the main result of this
paper.
Theorem 0.1. There exists a Zariski open subset Preg ⊂ P such that:
(i) for every pair (f1, f2) ∈ Preg the closed set V = V (f1, f2) is irreducible,
reduced and of codimension 2 in P with the singular locus Sing V of codimension at
least 10 in V , so that V is a factorial projective algebraic variety; the singularities
of V are terminal, so that V is a primitive Fano variety of index 1 and dimension
M ;
(ii) the estimate
codim((P\Preg) ⊂ P) ≥ 1
2
(M − 9)(M − 10)− 1
1
holds;
(iii) for every pair (f1, f2) ∈ Preg the Fano variety V = V (f1, f2) is birationally
superrigid.
See [1, Chapter 2] for the definitions of birational rigidity and superrigidity as
well as for the standard implications of these properties: Theorem 0.1 implies that
for every pair (f1, f2) ∈ Preg the corresponding Fano complete intersection V =
V (f1, f2) ⊂ P admits no structures of a rationally connected fibre space, that is to
say, there exists no rational dominant map ϕ : V 99K S onto a positive dimensional
base S such that the fibre of general position is rationally connected. In particular,
V is non-rational. Another well known implication is that the groups of birational
and biregular self-maps of V are the same: BirV = AutV .
Now we describe the set Preg by explicit conditions (some of them are global but
most of them are local) and outline the proof of Theorem 0.1.
0.2. Regular complete intersections. Consider a pair of homogeneous poly-
nomials (f1, f2) ∈ P , both non-zero. Below we list the conditions that these poly-
nomials are supposed to satisfy for a regular pair.
(R0.1) The polynomial f1 is irreducible and the hypersurface {f1 = 0} = F1 has
at most quadratic singularities of rank 5.
Remark 0.1. This condition ensures that F1 is a factorial variety so that ClF1 ∼=
PicF1 is generated by the class of a hyperplane section and every effective divisor
on F1 is cut out by a hypersurface in P.
(R0.2) f2|F1 6≡ 0 and moreover the closed set {f2|F1 = 0} is irreducible and
reduced.
(R0.3) Every point o ∈ V = V (f1, f2) is
• either non-singular,
• or a quadratic singularity,
• or a biquadratic singularity.
For each of the three types the local regularity conditions will be stated sepa-
rately. Given a point o ∈ V , we fix a system of affine coordinates z1, . . . , zM+2 on an
affine subset o ∈ AM+2 ⊂ PM+2 with the origin at o, and write down the expansions
of the polynomials fi:
f1 = q1,1 + q1,2 + . . . + q1,d1 ,
f2 = q2,1 + q2,2 + . . . + q2,d1 + . . . + q2,d2 ,
where qi,j are homogeneous of degree j. We list the homogeneous polynomials in
the standard order as follows:
q1,1, q2,1, q1,2, q2,2, . . . , q1,d1 , q2,d1 , . . . , q2,d2 ,
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so that polynomials of smaller degrees precede the polynomials of higher degrees
and for j ≤ d1 the form q1,j precedes q2,j.
Every non-singular point o ∈ V is assumed to satisfy the regularity condition
(R1) the polynomials qi,j in the standard order with the last two of them removed
form a regular sequence in Oo,P.
Every quadratic point o ∈ V is assumed to satisfy a number of regularity condi-
tions. Note that in this case at least one of the linear forms q1,1, q2,1 is non-zero and
the other one is proportional to it. We denote a non-zero form in the set {q1,1, q2,1}
by the symbol q∗,1.
(R2.1) The rank of the quadratic point o ∈ V is at least 9.
Remark 0.2. When we cut V by a general linear subspace P ⊂ P of dimension
10, containing the point o, we get a complete intersection VP ⊂ P ∼= P10 of dimension
8 with the point o an isolated singularity resolved by one blow up V +P → VP , the
exceptional divisor of which, QP , is a non-singular 7-dimensional quadric.
Apart from (R2.1), the quadratic point o is assumed to satisfy the condition
(R2.2) the polynomials
q∗,1, q1,2, q2,2, . . . , q2,d2
in the standard order with q2,d2 removed, form a regular sequence in Oo,P.
Now let us consider the biquadratic points, that is, the points o ∈ V for which
q1,1 ≡ q2,1 ≡ 0.
(R3.1) For a general linear subspace P ⊂ P of dimension 12, containing the point
o, the intersection VP = V ∩P is a complete intersection of codimension 2 in P = P12
with the point o ∈ VP an isolated singularity resolved by one blow up V +P → VP
with the exceptional divisor QP which is a non-singular complete intersection of two
quadrics in P11, dimQP = 9.
Apart from (R3.1), the biquadratic point o is assumed to satisfy the condition
(R3.2) the polynomials
q1,2, q2,2, . . . , q2,d2
form a regular sequence in Oo,P.
The subset Preg consists of the pairs (f1, f2) such that the conditions (R0.1-
R0.3) are satisfied and the conditions (R1), (R2.1) and (R2.2), (R3.1) and (R3.2)
are satisfied for every non-singular, quadratic and biquadratic point, respectively.
0.3. The structure of the proof of Theorem 0.1. By the well known
Grothendieck’s theorem [4] for every pair (f1, f2) ∈ Preg the variety V (f1, f2) satisfies
the conditions of part (i) of Theorem 0.1. Therefore, Theorem 0.1 is implied by the
following two claims.
Theorem 0.2. The estimate
codim((P\Preg) ⊂ P) ≥ 1
2
(M − 9)(M − 10)− 1
holds.
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Theorem 0.3. For every pair (f1, f2) ∈ Preg the variety V = V (f1, f2) is
birationally superrigid.
The two claims are independent of each other and for that reason will be shown
separately: Theorem 0.2 in Section 3 and Theorem 0.3 in Sections 1 and 2.
In order to prove Theorem 0.3, we fix a mobile linear system Σ ⊂ |nH| on V ,
where H is the class of a hyperplane section. All we need to show is that Σ has no
maximal singularities. (For all definitions and standard facts and constructions of
the method of maximal singularities we refer the reader to [1, Chapters 2 and 3].)
Therefore, we consider the following four options:
• Σ has a maximal subvariety,
• Σ has an infinitely near maximal singularity, the centre of which on V is not
contained in the singular locus Sing V ,
• Σ has an infinitely near maximal singularity, the centre of which on V is
contained in Sing V but not in the locus of biquadratic points,
• Σ has an infinitely near maximal singularity, the centre of which on V is
contained in the locus of biquadratic points.
The first two options are excluded in Section 1 (this is fairly straightforward), where
we also prove a useful technical claim strengthening the 4n2-inequality in the non-
singular case. The two remaining options are excluded in Section 2 (which is much
harder and requires some additional work).
Theorem 0.2 is shown in Section 3, which completes the proof of Theorem 0.1.
0.4. Historical remarks. The first complete intersection (which was not a
hypersurface in the projective space) that was shown to be birationally rigid was
the complete intersection of a quadric and cubic V2·3 ⊂ P5, see [5, 6] and for a
modern exposition [1, Chapter 2]. Higher-dimensional complete intersections were
studied in [8, 2, 3]; as a result of that work, birational superrigidity is now proven
for all non-singular generic complete intersections of index 1 in the projective space,
except for three infinite series 2 · · · · · 2, 2 · · · · · 2 · 3 and 2 · · · · · 2 · 4 and finitely many
particular families.
Three-dimensional complete intersections of type 2 · 3 with a double point were
studied in [9]. Birational superrigidity of one particular family (complete intersec-
tions of type 2 · 4) of four-folds was proved in [10]. Recently a considerable progress
was made in the study of birational geometry of weighted complete intersections
and more complicated subvarieties [11, 12, 13, 14]. Note that Fano double hyper-
surfaces and cyclic covers [15, 16, 17] are also complete intersections of index two
in the weighted projective space. Finally, there is a recent paper [18] claiming bi-
rational superrigidity of certain families of complete intersections of index one, but
it is based on the ideas of [19], which later turned out to be faulty [20] and even
in the corrected version some parts are hard to follow. The classical techniques of
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the method of maximal singularities remains the only reliable approach to showing
birational rigidity.
The authors thank the referee for a number of helpful suggestions.
1 Exclusion of maximal singularities. I.
Maximal subvarieties and non-singular points
In this section we exclude maximal subvarieties of the mobile linear system Σ (Sub-
section 1.1) and infinitely near maximal singularities of Σ, the centre of which is
not contained in the singular locus of V (Subsection 1.2). After that we show an
improvement of the 4n2-inequality (Subsection 1.3), which will be used in Section 2
in the cases where the usual 4n2-inequality is insufficient.
1.1. Exclusion of maximal subvarieties. We start with the following claim.
Proposition 1.1. The linear system Σ has no maximal subvarieties.
Proof. Assume that B ⊂ V is a maximal subvariety for Σ. Let us consider first
the case codim(B ⊂ V ) = 2. For a general linear subspace P ⊂ P of dimension 7
the intersection VP = V ∩ P is a non-singular complete intersection of codimension
2 in P7, hence for the numerical Chow group of classes of cycles of codimension 2
on VP we have
A2VP = ZH2P ,
where HP is the class of a hyperplane section of VP . Now the standard arguments
[1, Chapter 2, Section 2] give the inequality
multB∩P ΣP ≤ n,
where ΣP is the restriction of Σ onto VP , a mobile subsystem of |nHP |. Therefore,
multB Σ ≤ n and B is not a maximal subvariety — a contradiction.
Now let us consider the case codim(B ⊂ V ) ≥ 3, B 6⊂ Sing V . In this case we
have the inequality
multB Z > 4n
2,
where Z = (D1 ◦ D2) is the self-intersection of the system Σ, Di ∈ Σ are general
divisors. As degZ = n2 deg V = n2d1d2, we use the inequality
multo
deg
Y ≤ 4
d1d2
,
which holds for any smooth point o ∈ V and any irreducible subvariety Y ⊂ V of
codimension 2 (see Proposition 1.3 below) to obtain a contradiction. Finally, assume
that B ⊂ Sing V . In this case codim(B ⊂ V ) ≥ 10, so that
multB Σ > δn,
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where δ ≥ 7. Therefore, we have the inequality
multB Z > 98n
2,
which is impossible as for any singular point o ∈ V and subvariety Y of codimension
2 the inequality
multo
deg
Y ≤ 9
d1d2
holds, see Propositions 2.1 and 2.2.
We have excluded all options for B.
Q.E.D. for Proposition 1.1.
1.2. Exclusion of maximal singularities, the centre of which is not
contained in the singular locus. Our next step is the following
Proposition 1.2. The centre B of maximal singularity E is contained in the
singular locus Sing V .
Proof. Assume the converse: B 6⊂ Sing V . Since B is not a maximal subvariety
of Σ, we see that codim(B ⊂ V ) ≥ 3 and the 4n2-inequality holds:
multB Z > 4n
2. (1)
Now let us show the opposite inequality.
Proposition 1.3. For any non-singular point o ∈ V and any irreducible subva-
riety Y of codimension 2 the inequality
multo
deg
Y ≤ 4
d1d2
holds.
Proof. We consider the general case when d1 +2 ≤ d2; the obvious modifications
for the two remaining cases d2 = d1 + 1 and d2 = d1 are left to the reader.
Our proof is identical to the proof of Theorem 2.1 on birational superrigidity
of Fano complete intersections in [1, Chapter 3, Section 2], except for the only
point of difference: due to the slightly weaker regularity condition (R1) for smooth
points, the procedure of constructing intersections with hypertangent divisors has
to terminate one step sooner than in the cited argument. In other words, we use
hypertangent divisors
D1, D2, D
′
3, D
′′
3 , . . . , D
′
i, D
′′
i , . . . , D
′
d1−1, D
′′
d1−1,
followed by
Dd1 , . . . , Dd2−3
(as usual, Di ∈ Λi or D′i, D′′i ∈ Λi are generic divisors in the i-th hypertangent linear
system, Λi ⊂ |iH|, multo Λi ≥ i + 1), but not Dd2−2 as in [1, Chapter 3, Section 2],
since the weaker regularity condition does not allow to make that last step.
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Assuming that for Y 3 o the claim of Proposition 1.3 does not hold, we apply
the technique of hypertangents divisors as outlined above, and obtain an irreducible
surface S 3 o, satisfying the inequality
multo
deg
S ≥
(
multo
deg
Y
)
· 2
1
· 3
2
·
(
4
3
· · · · · d1
d1 − 1
)2
· d1 + 1
d1
· · · · · d2 − 2
d2 − 3 =
=
(
multo
deg
Y
)
· d1 · d2 − 2
3
>
4(d2 − 2)
3d2
≥ 1
(the last inequality in this sequence holds as d2 ≥ 8). Therefore, multo S > degS,
which is impossible. Proposition 1.3 is shown.
Therefore, the inequality (1) is impossible. Proof of Proposition 1.2 is complete.
1.3. An improvement of the 4n2-inequality. Let us consider the following
general situation: X is a smooth affine variety, B ⊂ X a smooth subvariety of
codimension at least 3, ΣX a mobile linear system on X such that
multB ΣX = αn ≤ 2n
for some α ∈ (1, 2] and positive n ∈ Q, but the pair (X, 1
n
ΣX
)
has a non-canonical
singularity with the centre B. In other words, for some birational morphism ϕ : X˜ →
X of smooth varieties and a ϕ-exceptional divisor E ⊂ X˜, such that ϕ(E) = B, the
Noether-Fano inequality
ordE ϕ
∗ΣX > na(E,X)
holds. By the symbol ZX = (D1 ◦D2) we denote the self-intersection of the mobile
linear system ΣX .
Theorem 1.1. The following inequality holds:
multB ZX >
α2
α− 1n
2
Remark 1.1. It is easy to see that the minimum of the real function t
2
t−1 on the
interval (1,2] is attained at t = 2, so that the theorem improves the very well known
4n2-inequality [1, Chapter 2, Theorem 2.1]. The proof given below is based on the
idea that was first used in [6] and later in several other papers.
Proof. We follow the arguments given in [1, Chapter 2, Section 2], using the
notations of the proof of the 4n2-inequality given there. Repeating those arguments
word for word, we
• resolve the singularity E,
• consider the oriented graph Γ of the resolution,
• divide the set of vertices of Γ into the lower part (codimBi−1 ≥ 3) and the
upper part (codimBi−1 = 2),
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• employ the technique of counting multiplicities.
• use the optimization procedure for the quadratic function
K∑
i=1
piν
2
i
and obtain the inequality
multB Z >
(2Σl + Σu)
2
Σl(Σl + Σu)
n2,
see Subsection 2.2 in [1, Chapter 2]. Now set m = 1
n2
multB Z, so that the equality
just above can be re-written as
(4−m)Σ2l + (4−m)ΣlΣu + Σ2u < 0.
As the elementary multiplicities νi = multBi−1 Σ
i−1
X are non-increasing, we get the
inequalities
αn = ν1 ≥ ν2 ≥ · · · ≥ νi ≥ νi+1 ≥ . . . ,
so that the Noether-Fano inequality implies the estimate
α(Σl + Σu) > 2Σl + Σu.
As 1 < α ≤ 2 by assumption, we conclude that
Σu >
2− α
α− 1Σl.
Now the quadratic function γ(t) = t2 + (4−m)t+ (4−m) attains the minimum at
t = 1
2
(m− 4) > 0 and is negative at t = 0. Therefore, if γ(t0) < 0 for some
t0 >
2− α
α− 1 ,
then
γ
(
2− α
α− 1
)
=
(
2− α
α− 1
)2
+ (4−m)
(
2− α
α− 1
)
+ (4−m) < 0,
which easily transforms to the required inequality m > α2/(α − 1). Q.E.D. for
Theorem 1.1.
The following elementary fact will be useful in Section 2 when maximal singu-
larities, the centre of which is contained in the singular locus of V , are excluded.
Proposition 1.4. The function of real argument
β(t) =
t3
t− 1
is decreasing for 1 < t ≤ 3
2
and increasing for t ≥ 3
2
, so that it attains its minimum
on (1,∞) at t = 3
2
, which is equal to 27
4
.
Proof. Obvious calculations. Q.E.D.
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2 Exclusion of maximal singularities. II.
Quadratic and biquadratic points.
In this section we exclude infinitely near maximal singularities of the linear system
Σ, the centre of which is contained in the singular locus of V . We start with us-
ing the technique of hypertangent divisors to obtain estimates for the multiplicities
multo Σ and multo Z, where o is a general point in the centre of the maximal singu-
larity and Z is the self-intersection of the mobile system Σ (Subsection 2.1). After
that, we consider separately the cases when the centre is contained in the locus
of the quadratic singularities (Subsection 2.2 and 2.3) and biquadratic singularities
(Subsections 2.4 and 2.5). We make use of the inversion of adjunction and the con-
nectedness principle, similarly to the arguments of Section 4 in [Book,Chapter 2],
with (quite non-trivial) modifications due to the exceptional divisor of the blow up
of the point o being either a quadric or a complete intersection of two quadrics.
2.1. The technique of hypertangent divisors. Let o ∈ Sing V be a sin-
gularity (either a quadratic or a biquadratic point), σ : V + → V its blow up with
the exceptional divisor Q ⊂ V +. We consider σ as the resriction of the blow up
σP : P+ → P of the same point o on the projective space P with the exceptional
divisor EP = σ
−1
P (o), so that Q is either a quadric in a hyperplane in EP
∼= PM+1 or
a complete intersection of two quadrics in EP. For a generic divisor D ∈ Σ set
D+ ∼ σ∗D − νQ
for some ν ∈ Z+; thus multoD = 2ν in the quadratic and 4ν in biquadratic case.
In the singular case Proposition 1.3 has to be replaced by the following facts. Let
Y ⊂ V be an irreducible subvariety.
Proposition 2.1. Assume that multo V=2.
(i) If codim(Y ⊂ V ) = 2, then the inequality
multo
deg
Y ≤ 7
d1d2
holds.
(ii) If codim(Y ⊂ V ) = 3, then the inequality
multo
deg
Y ≤ 72
7d1d2
holds.
(iii) The inequality ν ≤
√
7
2
n holds.
Similarly, for the biquadratic case we have
Proposition 2.2. Assume that multo V = 4.
(i) If codim(Y ⊂ V ) = 2, then the inequality
multo
deg
Y ≤ 9
d1d2
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holds.
(ii) The inequality ν ≤ 3
2
n holds.
Proof of Proposition 2.1. The claim (iii) follows from (i): for the self-
intersection Z of the mobile system Σ we have the inequality multo Z ≥ 2ν2. As
degZ = n2d1d2, we get the inequality of part (iii), assuming (i).
In order to show the claim (i), we apply the technique of hypertangent divisors
in the same way as in the proof of Proposition 1.3, but starting with the second
hypertangent divisor and completing the procedure with the hypertangent divisor
Dd2−2 — one more than in the proof of Proposition 1.3, so that now we use the
hypertangent divisors
D2, D
′
3, D
′′
3 , . . . , D
′
d1−1, D
′′
d1−1, Dd1 , . . . , Dd2−2.
If the claim (i) is not true, we obtain an irreducible surface S 3 o, satisfying the
inequality
multo
deg
S ≥
(
multo
deg
Y
)
· 3
2
·
(
4
3
· · · · · d1
d1 − 1
)2
· d1 + 1
d1
· · · · · d2 − 1
d2 − 2 =
=
(
multo
deg
Y
)
· d1(d2 − 1)
6
>
7(d2 − 1)
6d2
> 1
which is impossible. The contradiction proves the claim (i).
Finally, to show the claim (ii), we argue in exactly the same way as above,
starting with the hypertangent divisors D′3, D
′′
3 (removing D2), so that if the claim
(ii) does not hold, we obtain an irreducible surface S 3 o, satisfying the inequality
multo
deg
S >
72
7d1d2
·
(
4
3
· · · · · d1
d1 − 1
)2
· d1 + 1
d1
· · · · · d2 − 1
d2 − 2 .
The right hand side simplifies to
72(d2 − 1)
63d2
≥ 1
for d2 ≥ 8 which gives the desired contradiction and completes the proof of Propo-
sition 2.1. Q.E.D.
Proof of Proposition 2.2 is very similar. First, we note that part (i) implies
part (ii) via looking at the multiplicity of the self-intersection Z at the point o. In
order to show the claim (i), we use the hypertangent divisors
D′3, D
′′
3 , . . . , D
′
d1−1, D
′′
d1−1, Dd1 , . . . , Dd2−1
to obtain the required estimate. Q.E.D. for Preposition 2.2.
2.2. Exclusion of the quadratic case, part I. In this subsection and in the
next one we assume that the centre of the maximal singularity is contained in the
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singular locus Sing V but not in the locus of biquadratic points. We will show that
this assumption leads to a contradiction. To begin with, fix a general point o ∈ V
in the centre of the maximal singularity.
Let Π ⊂ P be a general 6-plane in a 10-plane in P through the point o. Denote
by VΠ and VP the intersections V ∩Π and V ∩ P , respectively. By our assumptions
about the singularities of V , the varieties VΠ and VP are non-singular outside o. Let
V +Π ⊂ V +P ⊂ V +
σΠ ↓ σP ↓ ↓ σ
VΠ ⊂ VP ⊂ V
(2)
be the blow ups of the point o on VΠ, VP and V . The varieties V
+
Π and V
+
P are
non-singular. Denote the exceptional divisors of σΠ, σP and σ by QΠ, QP and Q,
respectively. The quadrics QΠ and QP are non-singular. The hyperplane sections of
VΠ and VP will be written as HΠ and HP . Obviously, for a general divisor D ∈ Σ
we have
D+Π ∼ nHΠ − νQΠ, D+P ∼ nHP − νQP ,
where DΠ = D|VΠ , DP = D|VP (abusing our notations, we write HP for σ∗PHP
etc.) and the upper index + means the strict transform. By inversion of adjunction
the pairs (VΠ,
1
n
DΠ) and (VP ,
1
n
DP ) are not log canonical at the point o. As by
Proposition 2.1, (iii) we have ν < 2n, whereas a(QΠ, VΠ) = 2, the pair(
V +Π ,
1
n
D+Π +
(ν − 2n)
n
QΠ
)
(3)
is not log canonical, and the centre of any of its non-log canonical singularities is
contained in the exceptional quadric QΠ (see Lemma 4.1 in [1, Chapter 2]). The
union of all centres of non-log canonical singularities of the pair (3) is a connected
closed set by the Connectedness Principle [21, 22]. Therefore,
• either it is a point,
• or it is a connected 1-cycle,
• or it contains a surface on the quadric QΠ.
As the union of all centres of non-log canonical singularities of the pair (3) is a
section of the union of all centres of non-log canonical singularities of the pair(
V +P ,
1
n
D+P +
(ν − 2n)
n
QP
)
(4)
by V +Π ∩QP (which is a section of the non-singular quadric QP by a general 4-plane in
〈QP 〉), we see that the first option is impossible, as the smooth 7-dimensional quadric
QP can not contain a linear subspace of dimension 4. Therefore, we conclude that
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the pair (4) is not log canonical at an irreducible subvariety ∆ ⊂ QP of codimension
either 1 or 2.
Proposition 2.3. The case codim(∆ ⊂ QP ) = 1 is impossible.
Proof. Assume that ∆ is a divisor on QP . Then by Proposition 4.1 in [1,
Chapter 2] we have the following estimate for the multiplicity of the self-intersection
ZP of the system ΣP = Σ|VP at the point o:
multo ZP ≥ 2ν2 + 2 · 4
(
3− ν
n
)
n2
(the factor 2 in the second component of the right hand side appears since we have
the inequality deg ∆ ≥ 2), and easy calculations give
multo Z = multo ZP ≥ 16n2,
which contradicts Proposition 2.1, (i). Q.E.D. for Proposition 2.3.
Therefore we assume that ∆ ⊂ QP is an irreducible subvariety of codimension
2. That option will be shown to be impossible in the next subsection.
2.3. Exclusion of the quadratic case, part II. Our arguments are very
similar to those in [1, Chapter 2, Section 4]. Let D1, D2 ∈ Σ be general divisors,
Z = (D1 ◦D2) the self-intersection of the system Σ. We can write
((D1|VP )+ ◦ (D2|VP )+) = Z+P + ZP,Q
where ZP,Q is an effective divisor on the quadric QP . By the standard rules of the
intersection theory,
multo Z = multo ZP = deg(Z
+
P ◦QP ) = 2ν2 + degZP,Q.
Let us consider the cases deg ∆ = 2 (when ∆ is a section of QP by a linear subspace
of codimension 2 in 〈QP 〉) and deg ∆ ≥ 4 separately. Set α = νn < 2. Note that
since mult∆ Σ
+
P > n and Σ
+
P |QP ∼ νHQ, where HQ is the hyperplane section of the
quadric QP , we have the inequality ν > n, so that α > 1. By Theorem 1.1,
mult∆(Z
+
P + ZP,Q) >
α2
α− 1n
2.
Assume now that deg ∆ ≥ 4. By Proposition 2.1, (i) we have:
4 mult∆ Z
+
P ≤ deg(Z+P ◦QP ) ≤ 7n2,
so that
mult∆ ZP,Q >
(
α2
α− 1 −
7
4
)
n2.
However, for l ∈ Z+ defined by the equivalence
ZP,Q ∼ lHQ
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we have the estimate l ≥ mult∆ ZP,Q, so that
multo Z = 2(ν
2 + l) > 2
(
α2 +
α2
α− 1
)
− 7
4
n2.
The right hand side simplifies as
2
(
α3
α− 1 −
7
4
)
n2 ≥ 10n2
by Proposition 1.4. Therefore, we obtained the inequality multo Z > 10n
2, which
contradicts Proposition 2.1, (i). The case deg ∆ ≥ 4 is now excluded.
From now on, and until the end of this subsection, we assume that deg ∆ = 2,
that is, ∆ is cut out on QP by a linear subspace in 〈QP 〉 of codimension 2. By
construction, that means that there is a subvariety ∆V ⊂ Q of codimension 2 and
degree 2 (that is, ∆V is cut out on the quadric Q by a linear subspace in 〈Q〉 of
codimension 2), such that pair(
V +,
1
n
Σ+ +
ν − 2n
n
Q
)
is not log canonical at ∆V and
∆ = ∆V ∩ V +P .
Let R be a general hyperplane section of V , such that R 3 o and the strict transform
R+ contains ∆V . Let ZR = (Z ◦ R) be the self-intersection of the mobile system
ΣR = Σ|R. Obviously,
multo ZR = multo Z + 2 mult∆V Z
+.
Now set ZP,R = (ZP ◦ ZR). By generality of both P and R we have the equalities
multo ZP,R = multo ZR, mult∆ Z
+
P = mult∆V Z
+.
Applying Proposition 2.1, (iii) and taking into account the equalities above, we get
the estimate
multo ZP + 2 mult∆ Z
+
P ≤
72
7
n2. (5)
On the other hand, QP is a non-singular (quadric) hypersurface, so that by [1,
Chapter 2, Proposition 2.3] we have the estimate
degZP,Q ≥ 2 mult∆ ZP,Q
and for that reason
multo ZP ≥ 2ν2 + 2 mult∆ ZP,Q,
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so that by (5) we get:
72
7
n2 ≥ 2ν2 + 2(mult∆ ZP,Q + mult∆ Z+P )
> 2
(
α2 + α
2
α−1
)
n2 = 2 α
3
α−1n
2.
Now we apply Proposition 1.4 and obtain the inequality 72
7
> 27
2
, which is false.
This contradiction excludes the quadratic case completely.
2.4. Exclusion of the biquadratic case, part I. In this section and in
the next one we assume that the centre of the maximal singularity is contained in
the locus of biquadratic points. Again, we show that this assumption leads to a
contradiction. For a start, we fix a general point o ∈ V in the centre of the maximal
singularity.
Now we take a general 7-plane Π through the point o and a general 12-plane
P ⊃ Π. The notations VΠ, VP etc. have the same meaning as in quadratic case
(Subsection 2.2), the same applies to the diagram (2) and the subsequent introduc-
tory arguments. The only difference is that the exceptional divisors QΠ and QP of
the blow ups of the point o on VΠ on VP are now non-singular complete intersections
of two quadrics. Instead of Proposition 2.1, we use Proposition 2.2, (ii) to obtain
the inequality ν ≤ 3
2
n < 2n and, once again, to conclude that the pair (3) is non-log
canonical. Repeating the arguments of Subsection 2.2, we obtain the following four
options for the union of all centres of non-log canonical singularities of the pair (3)
in the biquadratic case:
• either it is a point,
• or it is a connected 1-cycle,
• or it is a connected closed set of dimension 2,
• or it contains a divisor on the 4-dimensional complete intersection QΠ.
Passing over to the pair (4) in exactly the same way as we did it in the quadratic
case, we see that the first option is impossible as a non-singular 9-fold QP can not
contain a linear subspace of dimension 5. Therefore, the pair (4) is not log canonical
at an irreducible subvariety ∆ ⊂ QP of codimension 1,2 or 3. The divisorial case
(codim(∆ ⊂ QP ) = 1) is excluded by the arguments of the proof of Proposition 2.3
— in fact, we get a stronger estimate in this case:
multo ZP ≥ 4ν2 + 4 · 4
(
3− ν
n
)
n2
(as multo VP = 4 and deg ∆ ≥ 4), so that
multo Z = multo ZP ≥ 32n2,
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which contradicts Proposition 2.2, (i).
The case codim(∆ ⊂ QP ) = 2 is excluded by the arguments of Subsection 2.3 as
deg ∆ ≥ 4 and the resulting estimate multo Z > 10n2 contradicts Proposition 2.2,
(i).
It remains to exclude the last option, when codim(∆ ⊂ QP ) = 3, for which there
is no analog in the quadratic case.
2.5. Exclusion of the biquadratic case, part II. From now on, and until the
end of this section, ∆ ⊂ QP is an irreducible subvariety of codimension 3. Slightly
abusing our notations, which should not generate any misunderstanding, we show
first the following claim.
Proposition 2.4. Let Q = G1 ∩G2 ⊂ PN , N ≥ 11, be a non-singular complete
intersection of two quadrics G1 and G2, W ⊂ Q an irreducible subvariety of codi-
mension 2 and ∆ ⊂ Q an irreducible subvariety of codimension 3. Let l ∈ Z+ be
defined by the relation
W ∼ lH2Q,
where HQ is the class of a hyperplane section of Q. Then the inequality
mult∆W ≤ l
holds.
Proof. Assume the converse. For a point p ∈ Q we denote by the symbol
|HQ − 2p| the pencil of tangent hyperplane sections at that point.
Lemma 2.1. Let Y ⊂ Q be an irreducible subvariety of codimension 2, contain-
ing the subvariety ∆. For a general point p ∈ ∆ and any divisor T ∈ |HQ − 2p| we
have Y 6⊂ T .
Proof of the lemma. Assume the converse. Then for general points p, q ∈ ∆
and some hyperplane sections Tp ∈ |HQ−2p| and Tq ∈ |HQ−2q| we have Y ⊂ Tp∩Tq,
so that Y = Tp ∩ Tq is a section of Q by a linear subspace of codimension 2. Since
Sing(Tp∩Tq) is at most 1-dimensional (see, for instance, [23]) and codim(∆ ⊂ Q) =
3, we obtain a contradiction, varying the points p, q. Q.E.D. for the lemma.
We conclude that for a general point p ∈ ∆ and an arbitrary hyperplane section
Tp ∈ |HQ − 2p| the cycle Wp = (W ◦ Tp) is well defined. It is an effective cycle of
codimension 3 on Q and 2 on Tp (the latter variety is a complete intersection of two
quadrics in PN−1 with at most 0-dimensional singularities). Let Hp ∈ PicTp be the
class of a hyperplane section. Then we can write Wp ∼ lH2p . Set
∆p = ∆ ∩ Tp.
Obviously, for a general point p the closed set ∆p is of codimension 3 on Tp. For
any point q ∈ ∆p the inequality
multqWp > l
holds. Besides, by construction multpWp > 2l.
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Now let us consider a point q ∈ ∆p of general position. Repeating the proof of
Lemma 2.1 word for word (and taking into account that the complete intersection
of two quadrics Tp has zero-dimensional singularities), we see that for any divisor
Tq ∈ |HQ − 2q| none of the components of the effective cycle Wp is contained in Tq,
so that
Wpq = (Wp ◦ Tq)
is well defined effective cycle of codimension 2 on Tp ∩ Tq, of codimension 3 on Tp
and 4 on Q. Since Tq is an arbitrary hyperplane section in the pencil |HQ − 2q|, we
can choose it to be the one containing the point p. Now Wpq is an effective cycle of
codimension 6 on PN of degree degWpq = 4, satisfying the inequalities
multpWpq > 2l and multqWpq > 2l.
Taking a general projection onto PN−6, we conclude that the line [p, q] ⊂ PN , joining
the points p and q, is contained in the support of the cycle Wpq. Therefore, for any
point q ∈ ∆p we have [p, q] ⊂ W and so for any point q ∈ ∆ we have [p, q] ⊂ W . Since
∆ is not a linear subspace in PN (Q cannot contain linear subspaces of dimension
N−5) and dimW = N−4, we conclude that ∆ is a hypersurface in a linear subspace
of dimension N − 4 and W is that linear subspace, which is again impossible. The
proof of Proposition 2.4 is now complete. Q.E.D.
Now coming back to the biquadratic case and using the notations of that case,
we write for general divisors D1, D2 ∈ Σ:
((D1|VP )+ ◦ (D2|VP )+) = Z+P + ZP,Q,
where again ZP,Q is an effective divisor on the exceptional divisor of the blow up σP
of the point o, which is a non-singular complete intersection of two quadrics. Again,
multo Z = multo ZP = deg(Z
+
P ◦QP ) = 4ν2 + degZP,Q. (6)
We set α = ν
n
≤ 3
2
. By Theorem 1.1,
mult∆(Z
+
P ◦QP ) + mult∆ ZP,Q >
α2
α− 1n
2.
By Proposition 2.4,
mult∆(Z
+
P ◦QP ) ≤
1
4
deg(Z+P ◦QP ) = multo ZP .
As degQP = 4, we also have the estimate
mult∆ ZP,Q ≤ 1
4
degZP,Q,
so that
multo ZP + degZP,Q > 4
α2
α− 1n
2.
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Using (6), we get finally:
2 multo Z > 4
(
α2 +
α2
α− 1
)
n2 = 4
α3
α− 1n
2.
Applying Proposition 1.4, we conclude that
multo Z >
27
2
n2,
which contradicts Proposition 2.2, (i).
Proof of Theorem 0.3 is now complete.
3 Regularity conditions
In this section we will prove Theorem 0.2 in several steps. We first notice that
codim((P\Preg) ⊂ P) = min{∗∈S}{codim((P\P∗) ⊂ P)},
where S = {(R0.1),(R0.2), . . . , (R3.2)} and
P∗ = {(f1, f2) ∈ P | the pair satifies the regularity condition ∗}.
We first deal with the global conditions (R0.1-R0.3) (Subsection 3.1). Then move
onto estimating the codimension of the bad set for the condition (R1) (that is, the set
of pairs (f1, f2) that do not satisfy that condition) and show that the same estimates
work for the conditions (R2.2) and (R3.2) (Subsections 3.2 and 3.3). Lastly, we deal
with the conditions (R2.1) and (R3.1) to get our total estimate (Subsection 3.4).
3.1. Global conditions. We first start by splitting the condition (R0.1) up into
two conditions. The first is the irreducibility condition for the hypersurface {f1 = 0};
the set of pairs (f1, f2) with f1 irreducible is denoted by Pirred. The second condition
is that the hypersurface {f1 = 0} has at most quadratic singularities of rank at least
5; the corresponding subset of P is denoted by Pqsing≥5.
Proposition 3.1. The codimension of P \ Pirred in P is at least M(M+3)2 .
Proof. This is independent of the choice of f2, hence it reduces to looking at f ∈
Pd1,M+3 such that f = g1 ·g2 with deg g1 = a and deg g2 = d1−a, a = 1, 2, . . . , d1−1.
Then we define
Fi = Pi,M+3 × Pd1−i,M+3.
Obviously, we have
dimP \ Pirred ≤ max{dimFi | i = 1, 2, . . . , d1 − 1}.
We calculate:
dim Fi =
(
i+M + 2
M + 2
)
+
(
d1 − i+M + 2
M + 2
)
.
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By assumption d1 ≤ M2 +1. We see that this gives the maximum dimension occuring
at i = 1, or i = d1 − 1 as Fi = Fd1−i. Then
dim F1 = (M + 3) +
(
d1 +M + 1
M + 2
)
,
which immediately estimates the codimension of P \ Pirred in P from below by(
d1 +M + 2
M + 2
)
−
(
(M + 3) +
(
d1 +M + 1
M + 2
))
=
(
d1 +M + 1
M + 1
)
− (M + 3).
The mininal value occurs at d1 = 2 to get the estimate claimed by our proposition.
Q.E.D. for Proposition 3.1.
Proposition 3.2. The codimension of P \ Pqsing≥5 in P is at least
(
M−1
2
)
+ 1.
Proof. This is essentially a calculation about the rank of quadratic forms which
has been done in many places, see [7]. Q.E.D.
As P(R0.1) = Pirred ∩ Pqsing≥5, we get that the codimension of P \ P(R0.1) in P is
at least
(
M−1
2
)
+ 1.
Now we consider P(R0.2) ⊂ P consisting of pairs (f1, f2) satisfying the regularity
condition (R0.2). We have two cases to consider: the first is if the hypersurfaces
contains a common component; the second is if the intersection is non-reduced or
reducible. The second case is the only one which needs considering as the first
one gives a much higher codimension of the bad set. Fixing f1 we consider the set
H ⊂ Pd2,M+3 such that F1 ∩ F2 is reducible or non-reduced.
Proposition 3.3. The codimension of H in Pd2,M+3 is at least
(
M+2
2
)− 2.
Proof. Taking into account Remark 0.1, we see that if f2 ∈ H, then:
f2|F1 ∈ Pi,M+3|F1 × Pd2−i,M+3|F1 ,
for some i = 1, 2, . . . d2− 1. Arguing like in the proof of Proposition 3.1, we get: the
codimension of H in Pd2,M+3 is greater or equal than(
d2 +M + 2
d2
)
−
(
(M + 3) +
(
d2 +M + 1
d2 − 1
)
+
(
d2 − d1 +M + 2
d2 − d1
))
=
1
(M + 2)!
(
(M + 2)(d2 +M + 1)!
d2
− (d2 − d1 +M + 2)!
(d2 − d1)!
)
− (M + 3).
Using the substitution s = d2 − d1, we see that for a fixed s the minimum of the
above expression occurs for d2 = s+ 2 and is equal to
1
(M + 2)!
(
(M + 2)(s+M + 3)!
d2
− (s+M + 2)!
s!
)
− (M + 3).
An easy check shows that this is an increasing function of s, so that the minimum
occurs at s = 0 to give us the required estimate. Q.E.D. for Proposition 3.3.
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3.2. Regularity conditions for smooth points. Recall that a smooth point
satisfies the regularity condition (R1) if the homogeneous components qi,j in the
standard order with the last two terms (that is, the two terms of highest degree)
removed, form a regular sequence. If d1 < d2, then we need
W = {q1,1 = q1,2 = . . . = q1,d1 = q2,1 = q2,2 = . . . = q2,d2−2 = 0}
to be a finite set of surfaces in AM+2. If d1 = d2, then we need
W = {q1,1 = q1,2 = . . . = q1,d1−1 = q2,1 = q2,2 = . . . = q2,d2−1 = 0}
to be a finite set of surfaces in AM+2.
The linear forms q1,1 and q2,1 define the tangent space TpV at the point p, so in
the case d2 > d1
W = {q1,2|TpV = . . . = q1,d1|TpV = q2,2|TpV = . . . = q2,d2−2|TpV = 0} ⊂ AM
and similarly for the case d1 = d2. Finally as all the terms above are homogeneous we
can consider the projective variety defined by the same equations in the projectivized
tangent space. Denote this by W˜ ⊂ PM−1. We have now redefined the regularity
condition under consideration to be codim(W˜ ⊂ PM−1) = M − 2, that is, W˜ is a
finite set of curves.
Proposition 3.4. The codimension of P \ P(R1) in P is at least
λ(M) =
(M − 5)(M − 6)
2
− (M + 1).
Proof. We follow the methods given in [8, 24] to estimate the codimension of
the space of varieties which violate the regularity conditions. The scheme of these
methods will be briefly outlined here, firstly we introduce the necessary definitions.
We say a sequence of polynomials p1, p2, . . . pl is k-regular, with k ≤ l if the
subsequence p1, p2, . . . pk is regular.
We re-label our polynomials in their standard ordering by h1 = q1,2, h2 = q2,2,
etc. Also define deg hi = mi to get our sequence h1, . . . hM−2, with mi ≤ mi+1 in
the space
L =
M−2∏
i=1
Pmi,M .
We further look at the partial products defined by:
Lk =
k∏
i=1
Pmi,M .
We also define
Yk(p) = {(h∗) ∈ Lk | (h∗) is a nonregular sequence at the point p},
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emphasising the choice of fixing the point p as our origin of affine coordinates. We
will now consider k = 1, 2, . . . ,M − 2 and denote
Y (p) =
M−2⋃
k=1
Yk(p),
the set of sequences which are not regular at some stage. Clearly, it is sufficient to
check that the codimension of Yk in Lk is at least λ(M) + M . Now we outline the
two methods of estimating the codimension of the bad set, with the most important
cases considered explicitly.
Method 1. We will use this method to get estimates for all cases but the one
when the regularity fails at the last stage, this method is given in [24].
Case 1. For a start, let us consider the trivial case k = 1. Here
Y1(p) = {h1 ≡ 0 ∈ P2,M},
so that
codim(Y1(x) ⊂ L1) = dimP2,M =
(
M + 1
2
)
.
Case 2. Now assume that k = 2. This is the first non-trivial case and all the
following cases follow this method. We have that
Y2(p) = {(h1, h2) ∈ P2,M × P2,M | codim{h1 = h2 = 0} < 2}.
Now we have Q = {h1 = 0} =
⋃
Qi ⊂ PM−1, the decomposition into its irreducible
components and we assume that h1 6≡ 0. Pick a general point r ∈ PM−1 not on Qi
and consider the projection from this point to get the map pi : PM−1 99K PM−2, so
that restricting this projection onto each Qi we get a finite map piQi , see the figure
below.
Now take some g ∈ H0(PM−2,OPM−2(2)) and look at pi∗Qi(g): as the map is finite,
we get that pi∗Qi is injective. Therefore, for the closed subset
W2 = pi
∗H0(PM−2,OPM−2(2)) ⊂ P2,M−1
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we have W2∩Y2(x) = {0}. Now we know dimW2 =
(
M
2
)
so that codimY2(x) ≥
(
M
2
)
.
Therefore in the case k = 2 we obtain the estimate
codim(Y2(p) ⊂ L2) ≥
(
M
2
)
.
The remaining cases. We follow this method for the other values of k =
3, . . . ,M − 3; we deal with the case k = M − 2 separately (and by means of a
different technique) later. Using this method we obtain for k ≥ 2 (k = 1 is a special
case) the inequality
codim(Yk(p) ⊂ Lk) ≥
(
αk
βk
)
,
where the values of αk and βk are listed in the following table (k is changing from
1 to k = M − 3:
αk : M + 1, M, M, M − 1, M − 1, · · · d2, d2, d2, · · · d2;
βk : 2, 2, 3, 3, 4, · · · d1, d1 + 1, d1 + 2, · · · d2 − 3.
If d1 = 2, then the smallest estimate is given by
(
M
2
)
, so we assume d1 ≥ 3 and the
smallest estimate is given by
(
d2
3
)
. Now as d2 ≥ M2 + 1 we get(
d2
3
)
≥ M(M + 2)(M − 2)
48
,
which is better than what we need.
Method 2. It remains to consider the case k = M − 2. The previous projection
method outlined above in this case does not produce the estimate we need and so
we use a different method that was developed in [8]. We fix Y ∗ = YM−2(p). Note
that for any (h∗) ∈ Y ∗ the sequence h1, . . . , hM−3 is regular.
If a sequence (h∗) belongs to Y ∗ this means there exists an irreducible component
B ⊆ Z(h1, . . . , hM−3) which is a surface with hM−2|B ≡ 0, where Z(h1, . . . , hM−3) ⊂
PM−1 is the set of common zeros of these polynomials restricted to the projectivized
tangent space.
We look at the linear span 〈B〉 of B and consider all possible values of:
b = codim(〈B〉 ⊂ PM−1).
Now we split Y ∗ up into the union
Y ∗ =
M−2⋃
b=0
Y ∗(b),
where Y ∗(b) is the set of (M − 3)-uples (h∗) ∈ Y ∗ such that for some irreducible
curve B ⊆ Z(h1, . . . , hM−3) such that codim〈B〉 = b, the polynomial hM−2 vanishes
on B.
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To begin with, let us consider the case b = 0. This means that 〈B〉 = PM−1.
Notice that non-zero linear forms in z1, . . . zM , the coordinates on PM−1, do not
vanish on B. As hM−2 has degree d2 − 2 or d2 − 1, we consider the worst case with
the smaller degree, that is, the space:
W =
{
d2−2∏
i=1
(ai,1z1 + . . .+ a1,MzM)
}
⊂ Pd2−1,M−1.
W is a closed set with dimW = (M − 1)(d2 − 2) + 1; as d2 ≥ M2 + 1 we have
dimW ≥ (M−1)(M−2)
2
+ 1. As Y ∗(0) ∩W = {0}, we have
codimY ∗(0) ≥ (M − 2)(M − 1)
2
+ 1.
Now let us deal with the case 1 ≤ b < M − 3. We use the technique of good
sequences and associated subvarieties, developed and described in detail in [8].
Let us fix some linear subspace P ⊂ PM−1 of codimension b. Let Y ∗(P ) be the
set of all (M − 2)-uples (h∗) ∈ Y ∗(b) such that the closed subset Z(h1, . . . , hM−3)
contains an irreducible component B such that 〈B〉 = P and hM−2|B ≡ 0.
Although our intuition may suggest that we could choose a subset
{hi1 , . . . , hiM−3−b}
of (M − 3 − b) distinct polynomials in the set {h1, . . . , hM−3}, such that B is an
irreducible component of the zero set
{hi1|P = · · · = hiM−3−b|P = 0},
this is in general not true (see a simple example in [8]). Instead, we have to choose
a good sequence hi1 , . . . , hiM−3−b that admits a sequence of irreducible subvarieties
R0, R1, . . . , RM−3−b in P such that:
• R0 = P and codim(Rj ⊂ P ) = j,
• hia|Ra−1 6≡ 0 and Ra is an irreducible component of the closed set hia |Ra−1 = 0,
• RM−3−b = B.
In this case we say that B is an associated subvariety of the good sequence
hi1 , . . . , hiM−3−b .
We know [8] that good sequences form an open set in the space of tuples of
polynomials and that the number of associated subvarieties is bounded from above
by a constant, depending on their degrees. Therefore, we may assume that some
(M − 3− b) polynomials from the set (h1|P , . . . , hM−3|P ) form a good sequence and
B is one of its associated subvarieties. The worst estimate corresponds to the case
when the polynomials
hb+1|P , . . . , hM−3|P
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of the highest possible degrees form a good sequence and B is one of its associated
subvarieties, and we will assume that this is the case.
So we fix the polynomials hb+1, . . . , hM−3 and estimate the number of indepen-
dent conditions imposed on the polynomials h1, . . . , hb, hM−2 by the requirement
that they vanish on B, arguing as in the case b = 0. Subtracting the dimension of
the Grassmannian of linear subspaces of codimension b in PM−1, we get the estimate
codim(Y ∗(b) ⊂ L) ≥ (M − 1− b) ·
(
b∑
j=1
deg hj + deg hM−2 − b
)
+ 1.
Denote the right hand side of this inequality by θb.
Proposition 3.5. The following inequality
θb ≥ (M − 2)(M − 1)
2
+ 1 (7)
holds for all b = 1, 2, . . . ,M − 4.
Proof. It is easy to check that
γb = θb+1 − θb = (M − 2− b)(deg hb+1 − 1)−
(
b∑
j=1
deg hj − b+ deg hM−2
)
,
and since for b ≥ 2(d1 − 1) we have deg hb+1 = deg hb + 1, for these values of b the
equality
γb = γb−1 + (M − 2− b)− 2(deg hb − 1)
holds. From this equality we can see that the sequence θb, where b = 2(d1−1), 2d1−
1, . . . ,M − 4, has one of the following three types of behaviour:
• either it is non-decreasing,
• or it is first increasing for b = 2d1 − 2, . . . , a, and then decreasing,
• or it is decreasing.
Below it is checked that θM−4 satisfies the inequality (7). Therefore, in order to
show (7) for b = 2(d1 − 1), . . . ,M − 4, we only need to show this inequality for
b = 2(d1 − 1), which is a part of the computation that we start now.
Assume that b = 2l, where l = 1, . . . , d1 − 1. Here
θb = (M − 1− b) ·
(
2
l∑
j=1
(j + 1) + deg hM−2 − b
)
+ 1 = ω1(l),
where
ω1(t) = (M − 1− 2t)(t2 + t+ d2 − 2) + 1.
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It is easy to check that ω′1(t) ≥ 0 for 1 ≤ t ≤ t1 for some t1 > 1, and ω′1(t) < 0 for
t > t1, so that the function of real argument ω1(t) is first increasing (on the interval
[1, t1]) and then decreasing (on [t1,∞)). It follows that
min{θ2l | l = 1, . . . , d1 − 1} = min{θ2, θ2(d1−1)}.
Now θ2 = ω1(1) = (M − 3)d2 + 1 ≥ 12(M + 2)(M − 3) + 1, which satisfies (7).
Let us consider the second option: for t = d1 − 1 we get
ω1(d1 − 1) = (M − 2d1 + 1)(d21 − 2d1 +M) + 1.
As 2d1− 2 ≤M − 4, we get the bound d1 ≤ M2 − 1. Looking at the derivative of the
function
ω2(t) = (M − 2t+ 1)(t2 − 2t+M) + 1,
we conclude that its minimum on the interval [2, M
2
− 1] is attained at one of the
endpoints, so is equal to the minimum of the two numbers:
M(M − 3) + 1 and 3
4
(M2 − 4M + 12) + 1.
Clearly, both satisfy the inequality (7).
In order to complete the proof of our proposition, it remains to consider the case
B = 2l + 1, where l = 0, . . . , d1 − 2. Here θb = ω3(l), where
ω3(t) = (M − 2− 2t)(t2 + 2t+ d2 − 1) + 1.
For d1 ≥ 3 it is easy to check that the function ω3(t) behaves similarly to ω1(t),
first increasing and then decreasing, so that it is sufficient ti show that ω3(0) and
ω3(d1 − 2) satisfy the estimate (7). Indeed,
ω3(0) = (M − 2)(d2 − 1) + 1
satisfies (7) as d2 ≥ M2 + 1 and for t = d1 − 2 we get ω3(d1 − 2) = ω4(d1), where
ω4(t) = (M − 2t+ 2)(t2 − 3t+M − 1)
and easy computations show that (7) is satisfied here as well.
Finally, in the case d1 = 2 we get the number
ω3(0) = (M − 2)(M − 1) + 1.
Now the only case to consider is b = M − 4. Here we get
codim(Y ∗(b) ⊂ L) ≥ 3
4
(M2 − 4M + 6) + 1.
Proof of Proposition 3.5 is complete. Q.E.D.
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In order to complete the proof of Proposition 3.4, we have to consider the only
remaining case b = M − 3. Here 〈B〉 = P2, which clearly implies B ⊂ PM−1 itself
is a plane. We do an easy dimension count, for a polynomial h to satisfy h|B ≡ 0
with deg h = e we get a closed algebraic set of polynomials of codimension
(
e+2
2
)
in
Pe,M . Therefore
codim(Y ∗(M − 3) ⊂ L) ≥
M−2∑
i=1
(
mi + 2
2
)
− 3(M − 3).
The sum takes the minimum value when d1 = d2 and then we have the estimate
codim(Y ∗(M − 3) ⊂ L) ≥ M(M + 4)(M + 2)
24
− 3M + 1.
Combining the results of both methods and simple calculation gives the estimate
codim(Y (p) ⊂ L) ≥ (M − 5)(M − 6)
2
+ 1.
Now Proposition 3.4 follows from a standard dimension count argument.
Remark 3.3. This is clearly not the tightest bound possible; however, in Propo-
sition 3.8 we have a weaker estimate.
3.3. Regularity conditions for singular points. Recall that a point is a
quadratic singularity if q1,1 and q2,1 are proportional and at least one of the terms
is non-zero. We say a point is a biquadratic singularity is q1,1 = q2,1 = 0. The
regularity conditions (R2.2) and (R3.2) for both of these cases are similar to the
smooth case (R1). The arguments used for smooth points (R1) follow in a similar
way for the two cases (R2.2) and (R3.2). For quadratic points we work in PM and
for biquadratic points we work in PM+1, instead of PM−1 and calculations are almost
identical. We obtain larger estimates for the codimension of non-regular sequences
given below.
Proposition 3.6. The codimension of P \ P∗ in P is at least
λ(M) =
(M − 5)(M − 6)
2
− (M + 1).
for ∗ =(R2.2) and (R3.2).
Proof. We will outline the proof for the quadratic case (R2.2) and the bi-
quadratic case is treated in the same way. Instead of restricting to the tangent
space we restrict to the Zariski tangent space {qi,1 = 0} (for qi,1 that is non-zero:
the other linear form is proportional to it) and work in PM . We now have one ex-
tra polynomial to get our standard ordering to be given by h1, . . . , hM−1 and our
polynomials now belong to Pmi,M+1. For the method 1, case 1 we get the estimate:
codim(Y1(x) ⊂ L1) = dimP2,M+1 =
(
M + 2
2
)
.
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The remaining cases follow in the same way with the table given now
αk : M + 2, M + 1, M + 1, M, · · · d2 + 1, d2 + 1, d2 + 1, · · · d2 + 1;
βk : 2, 2, 3, 3, · · · d1, d1 + 1, d1 + 2, · · · d2 − 2.
Note that we get an extra term as we have an extra polynomial hM−1. Again if
d1 = 2, then the minimum is given by
(
M+1
2
)
and if d1 ≥ 3, then the minimum is
given by
(
d2+1
3
)
. Now when using the method 2 for the last case k = M − 1, we first
get codim Y ∗(0) ≥ 1
2
M2 + 1, so that in the notations of the proof of Proposition 3.5
we have possible values b = 1, . . . ,M−2. For b < M−2 we consider good sequences
and get that:
codim(Y ∗(b) ⊂ L) ≥ (M − b) ·
(
b∑
j=1
deg hj + deg hM−1 − b
)
+ 1.
It follows easily that
codim(Y ∗(b) ⊂ L) ≥ (M − 1− b) ·
(
b∑
j=1
deg hj + deg hM−2 − b
)
+ 1,
for b = 1, . . . ,M − 3. For b = M − 2 we now get
codim(Y ∗(M − 2) ⊂ L) ≥
M−1∑
i=1
(
mi + 2
2
)
− 3(M − 2),
and again see the estimate in the case (R1) works here also. Q.E.D.
We are left with the remaining two cases to consider now, that is, (R2.1) and
(R3.1).
Proposition 3.7. The codimension of the set of complete intersections with
quadratic singularities of rank at most 8, that is, the set P \ P(R2.1) in P is at least(
M−5
2
)
+ 1.
Proof. Without loss of generality assume q1,1 6= 0 and q2,1 = λq1,1 with λ ∈ C.
The rank of the quadratic point is then given by the rank of the quadratic form
(q2,2− λq1,2)|{q1,1=0}. The result is due now to well know results on the codimension
of quadrics of rank at most k (here k = 8), see, for instance, [7], where a similar
computation has been done for Fano hypersurfaces. Q.E.D. for Proposition 3.7.
Proposition 3.8. The codimension of the set violating the condition (R3.1),
that is the set P \ P(R3.1) in P is at least
(
M−9
2
)− 1.
Proof. Here we work with the space
Q = P2,M+2 × P2,M+2
of pairs of quadratic forms on PM+1 (the latter projective space interpreted as the
exceptional divisor of the blow up of a point o ∈ PM+2). Let (g1, g2) ∈ Q be
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a pair of forms. The codimension of the closed set of quadratic forms of rank
less than 5 is (M−4)(M−3)
2
, so removing a closed set of that codimension we may
assume that rk g1 ≥ 5. This means that the quadric G1 = {g1 = 0} is factorial,
PicG1 = ClG1 = ZHG1 , where HG1 is the class of a hyperplane section. Now for
g2|G1 to be non-reduced or reducible it has to split up into hyperplane sections which
gives dimension 2M + 4. This has codimension (M+2)(M−1)
2
in P2,M−2. Therefore,
removing a closed set of codimension (M−4)(M−3)
2
, we obtain a set Q∗ ⊂ Q of pairs
(g1, g2) such that the closed set {g1 = g2 = 0} is an irreducible and reduced complete
intersection of codimension 2.
Let us consider the singular set of such a complete intersection, which we denote
by Sing(g1, g2). Note that Sing(g1, g2) is the set of the points p ∈ {g1 = g2 = 0}
where the Jacobian matrix of g1 and g2 has linearly dependent rows, that is, there
exists some [λ1 : λ2] ∈ P1 with p ∈ Sing{λ1g1 + λ2g2} (where the symbol Sing(g)
denotes the singular locus of the hypersurface {g = 0}). Therefore,
Sing(g1, g2) ⊂
⋃
[λ1:λ2]∈P1
Sing{λ1g1 + λ2g2},
so that if
codim(Sing(g1, g2) ⊂ {g1 = g2 = 0}) ≤ k, (8)
then the line joining g1 and g2 in P2,M+2 meets the closed set of quadratic forms of
rank at most (k + 2). We conclude that the set of pairs (g1, g2) ∈ Q∗ satisfying the
inequality (8), has codimension at least
(M − k + 1)(M − k)
2
− 1
in Q. Putting k = 10 (and comparing the result with the codimension of the
complement Q \ Q∗ obtained at the previous step), we complete the proof. Q.E.D.
for Proposition 3.8.
Now the last thing to do is to compare the codimensions of the bad sets for all
regularity conditions and to find the minimum.
Proof of Theorem 0.2 is now complete.
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