The development of a new software system involves extensive tests of the software functionality in order to identify possible failures. Also, a software system already built requires a fine tuning of its configurable options to give the best performance in the environment where it is going to work. Both cases require a finite set of tests that avoids testing all the possible combinations (which is time consuming); to this situation mixed covering arrays (MCAs) are a feasible alternative. MCAs are combinatorial structures having a case per row. MCAs are small, in comparison with exhaustive search, and guarantee a level of interaction among the involved parameters (a difference with random testing). We present a tabu search algorithm (TSA) for the construction of MCAs. Also, we report the fine tuning process used to identify the best parameter values for TSA. The analyzed TSA parameters were three different initialization functions, five different tabu list sizes and the mixture of four neighborhood functions. The performance of TSA was evaluated with two benchmarks previously reported. The results showed that TSA improved the algorithms IPOG-F, ITCH, Jenny, TConfig, and TVG in relation with the size of the constructed matrices. Particularly, TSA found the optimal size in 20 of the 23 cases tested.
Introduction
Different areas of knowledge like artificial intelligence, machine learning or optimization, rely on the use of sets of data to measure the aptitude of a particular function to feedback a system so that its general performance is improved. A function is defined through a set of parameters and an expected output, based on this fact the test sets can be: (a) a complete test set, the one that includes all the possible combinations of values of the parameters; (b) a random test set, the one generated by a subset of the whole set of possible combinations chosen at random; (c) a t-wise test set, the one where a set of data is chosen guaranteeing a level of interaction between the values of the parameters.
The use of the complete test set would be ideal but the size of the set of data grows exponentially, this limits its use to functions where the number of parameters and their values are small. An alternative to this situation is the use of random test sets, which are smaller in size and tend to proportionate a good sample of the complete set. However, based on recent studies that have shown that close to 100% of the failures are triggered with interactions among 6 parameters [15] , tasks like testing or fine tuning software could find a better alternative in the t-wise test sets. A level of interaction t among parameters means that any combination of values among t parameters appears in the test set.
The generation of t-wise test sets is known as the construction of covering arrays problem (CAP). The CAP focuses on the construction of a test set which contains the level of interaction indicated with the minimum number of tests. The solution of the CAP is a highly combinatorial problem [17] , so many techniques have been implemented in order to construct CAs [11, 16] .
Some approaches that have been used to solve the CAP are: Exact methods [1] , greedy algorithms [25] , genetic algorithms (GA) [24] , tabu search (TS) [21] , simulated annealing (SA) [6] , ant colony optimization algorithm (ACO) [23] , hill climbing (HC) [6] , great deluge (GD) [4] , SAT model [20] among others. Due to the complexity of the problem, approximated approaches are preferred instead of exact approaches, in order to provide good solutions in a reasonable time.
This paper focuses on a more general case of CAP: The problem of the construction of mixed covering arrays (MCAP), where the values of the different parameters involved in the problem are heterogeneous. We present a Tabu Search approach to construct covering arrays (CAs). One of the features of this approach is the use of a set of neighborhood functions with a probability to be selected, i.e., instead of using a single neighborhood function, the algorithm chooses between a set of predefined neighborhood functions according to an assigned probability for each function. In order to determine the best probability of selection for each neighborhood function, a fine tuning process was made over a set of discretized probabilities. The fine tuning also involved the tabu list size and the initialization function of a Tabu Search algorithm (TSA).
This document is organized as follows: Sec. 2 summarizes the state of the art of the existing approaches that have been used to construct CAs and MCAs; Sec. 3 defines the problem of the construction of MCAs; Sec. 4 details the TSA proposed in this paper to solve MCAP; Sec. 5 shows the results from the experiment where our TS is compared against some of the algorithms reported in the literature. The comparison was made based on the average size obtained by the approaches over two benchmarks previously reported. Finally, Sec. 6 presents the main contribution of this paper.
Related Work
There are several reported approaches for the construction of CAs [11] , they are approximated methods, i.e., they do not guarantee that the provided solution is always optimal. A repository of CAs is available online, a some of them are optimal or near to the optimal. The applied metaheuristics include GAs, SA, TS, HC, ACO and GD. The greedy methods have been implemented in the algorithms automatic efficient test generator (AETG), deterministic density algorithm (DDA), test case generator (TCG) and in parameter order (IPO) which was subsequently extended to in parameter order general (IPOG). Other approaches like algebraic methods, constraint programming (CP) and EXACT (exhaustive search of combinatorial test suites) have also been applied. Details of these methods are given in the following paragraphs.
Shiba et al. [23] implemented GA, ACO and SA, Stardom [24] implemented SA, TS and GA; SA provided the best results. According to Stardom, Bryce [2] emphasizes that SA and TS have constructed many of the CA optimal or near to the optimal. Nurmela [21] also used TS for constructing CA and MCA and reported some upper bounds for them, Walker and Colbourn [13] employed TS using permutation vectors. Likewise Bryce and Colbourn [3] implemented an hybrid technique of greedy methods with the metaheuristics TS, HC, SA and GD.
Relating to the greedy algorithms, they generate one test at a time, some examples are AETG [5] , DDA [7] , IPO [19] , IPOG [18] , TConfig [29] , IPOG-F [8] and TCG [27] . Cohen et al. [6] implemented their own version of AETG and TCG. Other researches are focused on explaining the steps for constructing CAs, one of these is proposed by William and Probert [28] who used algebraic methods and combinatorial theory.
Besides the described methods, an algorithm that focuses on the construction of optimal Covering Arrays was proposed by Hinch [12] , this algorithm is based on the model CP. Moreover, Yang and Zang [30] used a backtracking algorithm and incorporated it in a tool called EXACT.
The next section shows a formal definition for the problem of the construction of MCAs. ). An example of an instance of MCAP can be given when considering the verification of a Switch WLAN in four different aspects: Monitoring, management, maintenance and safety. The verification process in the switch involves four parameters, three of them have two possible values and one three. Table 1 shows the set of parameters of the Switch WLAN and their values.
Definition of Mixed Covering Array
A MCA for the Switch WLAN instance of the MCAP shown in Table 1 is given in Table 2 . The complete test set for this instance of the MCAP would required N = 3 × 2 × 2 × 2 = 24 test cases; instead, the constructed MCA only requires a set of data with N = 6 cases, with a level of interaction of 2. When in the tested system the number of its parameters grows, the difference between the number of cases of a MCA and the complete set is exponential even for moderate values of the strength t. 
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The next section presents the Tabu Search approach proposed in this paper to construct MCAs.
Proposed Approach
The metaheuristic known as TS was firstly proposed by Glover and Laguna [9] and it has been used to solve a large set of problems in artificial intelligence. The basic TS strategy improves a solution for a given problem by visiting neighbors that were created using heuristics over the solution and that do not belong to a TS list.
The key features of the approach presented in this paper are the followings: (a) the routine to create the initial solution for the algorithm; (b) the size of the tabu search list; (c) the use of a mixture of four neighborhood functions; (d) the evaluation function; and (e) the process of fine tuning the probabilities of selection for each neighborhood function based on a complete test set of discretized probabilities. The approach will be referred as TSA from now on. The following subsections detail each of the features studied for TSA. We propose three methods to generate the initial solution I. The first strategy I 1 is simple, it chooses each value m i,j of the matrix M randomly; the second method I 2 generates M as a matrix with maximum Hamming distance; the third method I 3 constructs the initial M in such way that the symbols counting in each of its columns is near balanced. The methods I 2 , I 3 are described in the following paragraphs.
Creating the initial solution
To explain the method I 2 (or maximum Hamming distance), let r i be a row of the matrix M (then, the row is a vector of size k). The generation of M through I 2 is done as follows: (a) generate the first row r 1 at random; (b) generate two rows c 1 , c 2 at random, which will be candidate rows; (c) select the candidate row c i that maximizes the Hamming distance (which is defined in Eq. (4.1)) and add it to the ith row of the matrix M; (d) repeat from step b until M is completed.
The Hamming distance defined in Eq. (4.1) is the number of symbols that are different between two rows. An example is shown in Table 3 . The rows r 1 and c 1 Table 3 . Example of the Hamming distance between two rows r 1 , r 2 that are already in the matrix M and a candidate row c 1 .
have 2 different symbols and the rows r 2 and c 1 have 3. Then, the Hamming distance for the candidate row c 1 is 5. The method I 3 (or initialization by columns) also follows an iterative process. The process starts by selecting the first t columns of M. After that, it chooses the combination of symbols for those columns based on combinations derived from the cartesian product of their alphabets, i.e., the combination of symbols resulting from {0, 1, . . . , v 1 }×· · ·×{0, 1, . . . , v t }; the same set of combinations is duplicated as many times as the number of wished rows N is completed. The combinations are added in lexicographical order. After generating the combinations for the first t columns, they are shuffled, i.e., N 2 pairs of rows are randomly selected and their combinations are interchanged. The whole process is repeated for the next t columns and so on until the k columns of the initial matrix are filled. Table 4 shows an initial solution matrix generated according with the method I 3 for an input instance MCA(7; 2, 5, 3 1 2 4 ). Table 4 (a) shows in bold font the combinations derived from {0, 1, 2} × {0, 1}, the first group of t columns (where t = 2). Note that the matrix Table 4 (a) has not being shuffled (their combinations are presented in lexicographical order). The final matrix, the one resulting after a shuffling, is presented in Table 4 (b).
Tabu list definitions
Tabu Search approaches use a list of Tabu movements (i.e., they cannot be made by the algorithm when constructing a solution). These forbidden movements are 
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changes in a solution that produce new ones. Those changes depend on the problem and the strategy used to solve it. An element that belongs to the tabu list is formed by the tuple (N , v, i, j, m), i.e., when the neighborhood function N sets the symbol v in the cell m i,j ∈ M and produces exactly the same number l of missing combinations of symbols. A missing combination of symbols, or just missing, is a combination of symbols that the matrix M does not have in a subset of t columns (or t tuple) and needs it to become a MCA.
The management of the Tabu movements is generally done through three main parameters: The expiration and aspiration criteria, and the size of the tabu list. The expiration and aspiration criteria control the permanence of the Tabu movements in the list. While the expiration time E rules the period of time that a movement is considered tabu, the aspiration criteria A represent exceptions to that rule.
Even though the aspiration criteria allow that good movements become valid when they are tabu, they are out from the scope of the TS designs analyzed in this paper. Hence, we only consider the expiration criterion and we defined it as the number of generated solutions E, i.e., after E neighbors have been created a movement in the tabu list will not be prohibited any longer.
The size of tabu list, or T , is defined by the expiration time E. Only after E solutions have been generated, a movement will leave the tabu list. This action implies a size for the tabu list of T = E. Therefore, the TS designs presented in this paper define the tabu list only by its size T . Table 5 presents the different values of T studied for TSA. These values depend on the size of the matrix M and on v max = i=t i=1 w i (where w i is the ith cardinality of the alphabet in decreasing order).
Neighborhood functions
The movements that form new solutions comes from the neighborhood function. A neighborhood function f (s) is a set of movements that allow the generation of new solutions s given a current solution s. The solution s is called a neighbor of s. Whenever some of the movements performed by the neighborhood function are random, the set of neighbors derived from s are called the neighborhood and denoted by N (s). When more than one neighbor are possible, the use of an objective function that evaluates their cost chooses among them to form the new solution s . Table 5 . Different sizes T of the tabu list that were analyzed when designing the TSA algorithm.
The TSA algorithm proposed in this paper uses a mixture of four different neighborhood functions. All the functions modify the matrix M that represents the solution s for the MCA (N ; t, k, v 1 , . . . , v k ) .
In order to describe the neighborhood functions, three sets derived from an instance MCA (N ; t, k, v 1 , . . . , v k ) of the MCAP will be defined as follows: (a) the set C = {c 1 , c 2 , . . . , c l }, where each of its elements c i = {c i,1 , . . . , c i,t } is a t-tuple to be covered; (b) the set A, where each of its elements A i is a set containing the combinations of symbols that must be covered in the t tuple c i ∈ C; and (c) the set R = {r 1 , . . . , r N }, where each element r i ∈ R will be a test case of the MCA that is being constructed. The cardinality l = |C| is given by the expression
The cardinality of the set R is N , the expected number of rows in the MCA. Table 6 contains the sets C, A, R derived from the MCA(7; 2, 5, 3 1 2 4 ) instance shown in Table 4 .
The function N 1 (s), or just N 1 , randomly chooses a position (i, j) of the matrix M and carries out all the possible changes of symbol in that cell. This function has v j − 1 possible neighbors.
The neighborhood function N 2 works directly over the test set R that is being formed. This function randomly selects a column or parameter from the test set (which in our case will be a value 1 ≤ j ≤ k). After that, for each different test case r i ∈ R, the function N 2 changes the symbol at r i,j , where j is the jth symbol in r i ∈ R, and evaluates the number of missing symbol combinations. In this neighborhood function, every possible change of symbol in r i,j is made. The number of evaluation functions performed in N 2 are O((v j − 1) · N ), because there are v j − 1 possible changes of symbols in column j and there are N different test cases. The Table 6 . Example of the sets C, A, R derived from the initial solution of the instance MCA(7; 2, 5, 3 1 2 4 ) shown in Table 4 . − 1) · N · k) .
Finally, the neighborhood function N 4 consists in two phases. In the first phase it searches for a t tuple c ∈ C such that it contains at least one symbol combination a missing. To do that, the function N 4 randomly chooses a t tuple c i ∈ C to start with; then, it checks if c i has a symbol combination a ∈ A i not-covered yet. If the neighborhood function N 1 fails in its first try, it takes the next combination in order c i+1 if i+1 < k t otherwise it takes c 1 . This process continues until a non-covered t tuple c is found and one of its missing symbol combination is identified, denoted by a .
Once that a non-covered t tuple c ∈ C is found and a missing symbol combination a identified, the second phase of N 4 starts. In this phase, the neighborhood function searches for the best test case r ∈ R where the symbol combination a can substitute the symbols defined by the non-covered t tuple c in that case. The test case r will be the one that, when substituting the symbols described by c for the symbol combination a , minimizes the total number of missing symbol combinations in the constructed MCA. The number of evaluations of the objective function done by the neighborhood function N 4 is O(N ), because in the worst case the function requires to change the symbol combination for c in each of the N test cases.
The design of the approach presented in this section was based on the premise that using a mixture of neighborhood functions in TS, rather than just one, improves the construction of MCAs. When more than one neighborhood function is used, each function N i is assigned a probability of selection ρ i .
The following subsection defines the evaluation function used in this paper to implement the TSA algorithm.
Evaluation function
In this paper, the objective function f (M, C, A) that is minimized by TSA is the number of combination of symbols missing in the matrix M that is constructed. For a particular matrix M that represents a MCA, and sets C and A (previously described), a formal definition for this function is shown in Eq. 
An example of the use of the evaluation function f (M, C, A) is shown in Table 7 , where the number of missing symbol combinations in matrix M shown in Table 4 is counted. Table 7 shows in the first column the different combinations of symbols to be covered in the matrix. The rest of the columns show the different t tuples in the matrix and the number of times that each combination of symbols is covered in M. The symbol "-" represents that a combination of symbols must not be satisfied in a certain combination c. The results obtained from f (M, C, A) are shown at the end of the table, note that the matrix M still has 9 missing combinations making it a non-MCA. Table 7 and it is of size k t × v max , where v max = i=t i=1 v i and v i is the ith alphabet cardinality taken in decreasing order from the cardinalities of the columns of M. Each element p ij ∈ P contains the number of times that the ith combination of symbols is found in the t tuple c j ∈ C; the value of p ij is not taken into account if the ith combination of symbols must not be included in the t tuple c j .
The cost of evaluating f (M, C, A) is O(
To avoid the expensive cost O( k t × N ) at every call of f (M, C, A), the matrix P is used for a partial recalculation of the cost of M, i.e., the cost of changing a symbol in a cell m ij ∈ M is determined and only the affected t tuples in P are updated, modifying the results from f (M, C, A) according to that changes. The cells in P that must be updated when changing a symbol from m ij ∈ M are the t tuples that involve the column j of the matrix M. On this way, the complexity taken for the update of f (M, C, A) is reduced to O k−1 t−1 × 2 .
Stop criterion
The design of the TSA algorithm considers two stop criteria: (a) a given maximum number of evaluations E = N * k * v t max * 200 of the objective function; and when the number of missings is 0. The second stop criterion is given with the purpose of knowing the best quality of solution that the algorithm can construct.
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The next section presents the results that were obtained from the implementation of the TSA algorithm. The algorithm was compared against some state-of-theart algorithms using two benchmarks reported in the scientific literature.
Experimental Evaluation
The algorithm TSA was implemented in C language and compiled with gcc. The instances have been run on a cluster using eight processing nodes, each with two dual-core Opteron Processors. The features of each node are: Processor 2 X DualCore AMD, Opteron Processor 2220, 4 GB RAM Memory, Operating Systems Red Hat Enterprise Linux 4 64-bit and gcc 3.4 Compiler.
In order to show the performance of the TSA algorithm, two experiments were developed. The goal of the first experiment was to fine tune the parameters of TSA. The second experiment evaluated the performance of TSA over two different benchmarks proposed in the scientific literature. The results were compared against one of the best algorithms, reported in the scientific literature, that constructs MCAs of strengths 2 through 6, the IPOG-F algorithm [8] . The performance of the algorithms was compared firstly in the number of test cases generated by each approach and secondly in the time spent by them.
First experiment: Fine-tuning the parameters of TSA
A metaheuristic algorithm as TSA must be subject of a fine tuning of its parameters in order to achieve a good performance when solving a benchmark. The fine tuning proposed in this paper followed two steps: (a) the combination of different values for the neighborhood functions N , the tabu list sizes T and the initial solutions I in a single experiment such that a subset of the 6 best combinations of their values is obtained; (b) a refinement of the initial fine tuning considering only the values of the parameters that have a clear participation in the best combinations identified in the first step. We conclude this section by pointing out which of all the combinations of N , T , I had the best performance for TSA.
The rest of the document presents details on each of the two steps followed for the fine tuning process.
Fine-tuning the whole set of parameters
The parameters of TSA considered in the fine tuning process were the neighborhood functions N 1 , N 2 , N 3 , N 4 , the initialization functions I 1 , I 2 , I 3 and the tabu list sizes A specific combination of values for the parameters of TSA is called a configuration. Each configuration was run 31 times for each case. The performance for each configuration was measured in terms of the number of hits. A hit occurred when a MCA was successfully constructed, i.e., the algorithm TSA produced a matrix without missings. Whenever two or more configurations achieved the same number of hits, the average spent time was used as a tie breaker.
A summary of the results from the first step of the fine tuning process is presented in Table 8 . For each instance, a subtable is presented with the 6 configurations of TSA which made it has the best performance. Each subtable is organized as follows: The column 1 shows the number of hits; columns 2 to 7 contain the values of the configurations; finally, the column 8 shows the average time (in seconds) spent by TSA to construct the MCA.
According with the results presented in Table 8 , the TSA algorithm had the worst performance in the case MCA(100; 3, 6, 5 2 4 2 3 2 ). It was so because TSA with In spite of the situation presented in the previous paragraphs, where the number of hits varies significantly, we observed a similitude among the configurations which allowed us to identify some characteristics that a good configuration should have. For example, the most important neighborhood function to construct a MCA might be N 2 because in almost all the winner configurations it participated with a probability value of 0.5 or greater. On the other hand, the less important neighborhood function could be N 3 because it did not participate in any of the winner configurations.
With respect to the initialization function, the Hamming distance (function I 2 ) was the only one present in each case, in the sense that at least one of its 6 best configurations used it. The case of the tabu list size T was not as clear as the neighborhood functions N or the initialization function I; all the values for T participated in winner configurations. This situation opened a new chance to explore new values for T .
The following section presents a refinement of the fine tuning but this time we considered only the neighborhood functions N 1 , N 2 and N 4 , the initialization function I 2 and a new set of values for the tabu list size T .
Refinement of the fine-tuning process
The results shown in the first step of the fine tuning lead us to the following facts: (a) the initialization function I 2 was the best one for TSA, it participated in at least one winner configuration of each case; (b) the neighborhood function N 3 was completely unnecessary, it was absent from any configuration; and (c) there was no significant difference in the performance of TSA when considering the different values for the tabu list size, all of them participated in winner configurations in almost the same number of times.
Taking into account the information presented in the last paragraph we proposed a refinement in the fine tuning. The number of configurations in this refinement were 66 × 3 × 1 = 198, because there were 66 different configurations of the probability values for the neighborhood function, 3 different tabu list sizes and 1 initialization function. Each configuration was used 31 times to construct the MCA(100; 3, 6, 5 2 4 2 3 2 ). We choose only the instance MCA(100; 3, 6, 5 2 4 2 3 2 ) because it was the hardest one for TSA in the first fine tuning (the maximum number of hits achieved by TSA on it were only 9). The 6 best configurations from the second step of the fine tuning are presented in Table 9 . The configurations are listed in order of the performance that TSA had with them, when constructing MCA(100; 3, 6, 5 2 4 2 3 2 ).
According with the results reported in Table 9 , decreasing the size of the tabu list resulted in a reduction of the performance of TSA. It was because while in the first experiment TSA constructed 9 times the MCA(100; 3, 6, 5 2 4 2 3 2 ), in this refinement it did it only 6. Now, note that the construction of MCA(100; 3, 6, 5 2 4 2 3 2 ) in both experiments yielded as the best configuration, one that had as the tabu list size the value N * k * v max /10 (the same that appeared in the best configuration for MCA(100; 3, 6, 5 2 4 2 3 2 ) in the first fine tuning). Because of these facts, we considered to fix the value T = T 2 for the following experiments. With respect to the neighborhood functions, their probability values were pretty similar in both the first and the second experiment. For example, the probability value of the neighborhood function N 2 was notoriously greater than the others (in most of the winner configurations it was 0.5 or greater). Moreover, the probability values for neighborhood functions N 1 and N 4 mainly varied between 0.0 and 0.2. Based on these facts we concluded that the best probability values for the neighborhood functions of TSA were ρ 1 = 0.1, ρ 2 = 0.8, ρ 3 = 0.0, ρ 4 = 0.1, respectively. These values belongs to the best configurations used to solve MCA(100; 3, 6, 5 2 4 2 3 2 ), the one that made that TSA constructed it 9 times. In conclusion, the best configuration for TSA resulting from both experiments was I = I 2 , T = T 2 and the probability values ρ 1 = 0.1, ρ 2 = 0.8, ρ 3 = 0.0, ρ 4 = 0.1 for the neighborhood functions. The following section presents the performance of TSA when solving benchmarks reported in the literature. The results were compared against state-of-the-art algorithms for the construction of MCAs. 
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Evaluation of the performance of TSA
This paper proposes the use of two benchmarks for the comparison of TSA against state-of-the-art algorithms for the construction of MCAs. The configuration of values used by TSA in this experiment was I = I 2 , T = T 2 and the probability values ρ 1 = 0.1, ρ 2 = 0.8, ρ 3 = 0.0, ρ 4 = 0.1 for the neighborhood functions. The stop criterion was that the number of missings become zero.
Benchmark 1: Traffic collision avoidance system (TCAS)
The traffic collision avoidance system (TCAS) benchmark is commonly used in the scientific literature to compare strategies that construct MCAs [14, 22] . This benchmark was taken with that purpose, the comparison of TSA against several state-of-the-art algorithms. The benchmark is formed by MCA(N ; t, 12, 10
where t = {2, 3, 4, 5}, i.e., the instances have 12 parameters, two of them with 10 values, one with 4, two with 3 and seven have 2.
The algorithms used in the comparison are reported in [18] . We made the comparison according to the number of test cases generated by each approach and the time (in seconds) spent by them. Table 10 summarizes the results. The column 1 shows the different interaction levels involved in the TCAS module. The rest of the columns are associated in pairs for each algorithm; one indicates the size of the test set constructed and the other shows the spent time in the construction. The last column shows the best results so far for TCAS. Figure 1 compares the results shown in Table 10 involving the TSA algorithm and IPOG-F. The results show that TSA provided a better quality of solution for all t-wise of TCAS, it constructed the MCAs of optimal size in all the cases. The performance of the algorithm was better in both spent time and quality of solution for t = 2.
According with the results presented in Table 10 , the IPOG-F algorithm outperforms the other strategies in the spent time in the construction of a MCA. However, TSA had the best results in terms of the size of the MCAs. Note that TSA constructed MCAs of optimal size for each instance of the TCAS benchmark.
In order to extend the results, the following section presents a comparison among TSA and IPOG-F. We chose only these algorithms because they showed the best performance in this experiment.
Benchmark 2
This benchmark is formed by 18 instances and it was originally proposed in [10] . Following the characteristics of this benchmark, we extended it with the case MCA(N ; 3, 14, 2 2 3 2 4 2 5 2 6 2 7 2 8 2 ). This set of cases was used to compare TSA against IPOG-F, one of the best algorithms for the construction of MCAs. The benchmark is shown in the column 1 of Table 11 . The interaction level of these instances range from t = 2 to t = 6 and the column size varies from 6 to 20. The theoretical optimal size of each MCA is shown in column 2. Given that TSA and IPOG-F are nondeterministic strategies, each instance was solved 10 times by them and the average time (in seconds) and the minimum size of the MCA constructed were reported; this information is shown in columns 3 to 6 in Table 11 . The optimal MCAs found by IPOG-F and TSA are shown in bold font the columns 3 and 4, respectively. According with the results shown in Table 11 , the TSA required more time to build MCAs than IPOG-F in average, however the extra time consumed by TSA allowed the construction of MCAs of considerably smaller size. The TSA algorithm achieved the optimal solution in 16 of the 19 cases, while IPOG-F did it in only 4. In conclusion, TSA can construct MCAs of smaller size than IPOG-F.
Conclusions
This paper presented a Tabu Search approach, referred as TSA, that deals with the problem of the construction of MCAs. The key features of TSA are: The use of a mixture of four neighborhood functions N 1 , N 2 , N 3 , N 4 , an efficient calculation of the objective function, a novel initialization function I and a fine tuned size of the tabu list T .
The development of TSA was subject to a rigorous fine tuning process that consisted of two steps. The conclusion from the fine tuning was that to construct a MCA(N ; t, k, v The TSA approach was compared against IPOG-F, one of the best state-of-art algorithms that has been used to construct MCAs of strengths 2 through 6. Two benchmarks were used in the comparison. The first benchmark comes from the Traffic collision avoidance system (TCAS); it is formed by MCA(N ; t, 12, 10 2 4 1 3 2 2 7 ), where t = {2, 3, 4, 5}. TSA was compared against several state-of-the-art algorithms in this set. While TSA found the optimal in all these instances, the algorithms IPOG-F, ITCH, Jenny, TConfig and TVG did it in only 2 of them. The second benchmark was originally proposed in [10] and extended in this paper. A total of 19 instances are on this benchmark. In this set TSA was compared against IPOG-F, the best one identified in the previous experiment. While IPOG-F found the optimal MCAs in 4 cases, TSA did it in 16. In general, the empirical evidence presented in this paper showed that TSA improved the size of the MCAs in comparison with the tools IPOG-F, ITCH, Jenny, TConfig and TVG that, to the best of our knowledge, are among the best found in the state-of-the-art of the construction of MCAs of strengths 2 through 6.
The 23 MCAs reported in this paper are available under request in [26] .
