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A graph Γ is k-CS-transitive, for a positive integer k, if for any
two connected isomorphic induced subgraphs A and B of Γ , each
of size k, there is an automorphism of Γ taking A to B . The
graph is called k-CS-homogeneous if any isomorphism between
two connected induced subgraphs of size k extends to an automor-
phism. We consider locally-ﬁnite inﬁnite k-CS-homogeneous and
k-CS-transitive graphs. We classify those that are 3-CS-transitive
(respectively homogeneous) and have more than one end. In par-
ticular, the 3-CS-homogeneous graphs with more than one end are
precisely Macpherson’s locally ﬁnite distance transitive graphs. The
3-CS-transitive but non-homogeneous graphs come in two classes.
The ﬁrst are line graphs of semiregular trees with valencies 2
and m, while the second is a class of graphs built up from copies
of the complete graph K4, which we describe.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
By a graph Γ we mean a pair (VΓ, EΓ ) where VΓ is called the vertex set and EΓ is a set of
two-element subsets of VΓ called the edge set of Γ . A graph Γ can display varying amounts of
symmetry. Generally speaking, the more symmetry Γ has the larger its automorphism group AutΓ
will be, and vice versa. For example, we say that Γ is vertex transitive if AutΓ acts transitively on
the set of vertices of Γ , and we say Γ is edge transitive if AutΓ acts transitively on EΓ . These two
conditions, however, are far too weak for us to stand a chance of classifying all such graphs. At the
other end of the spectrum, the strongest symmetry condition that one can impose on Γ is that of full
homogeneity. A graph is homogeneous if any isomorphism between ﬁnite induced subgraphs extends
to an automorphism of the graph. With this condition it is now possible to explicitly describe all such
✩ Research supported by the Engineering and Physical Sciences Research Council.
E-mail address: robertg@maths.leeds.ac.uk.0095-8956/$ – see front matter © 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.jctb.2008.07.008
R. Gray / Journal of Combinatorial Theory, Series B 99 (2009) 378–398 379graphs. The ﬁnite homogeneous graphs were determined by Gardiner in [12], and this was extended
to countable graphs by Lachlan and Woodrow in [18].
Homogeneity can be weakened in various ways. For example, one can consider k-homogeneity,
meaning that isomorphisms between induced subgraphs of size k extend to automorphisms.
Stronger than this we have  k-homogeneity, meaning i-homogeneous for all i  k. In particular
1-homogeneity is the same as vertex transitivity and, as mentioned above, there is no hope of a
classiﬁcation. On the other hand, the ﬁnite 2-homogeneous graphs are known (this is a consequence
of [19]). If we weaken k-homogeneity, by insisting only that at least one of the isomorphisms be-
tween the two substructures extends to an automorphism, we get the notions of k-transitivity and
 k-transitivity (also known as k-set- and  k-set-homogeneity). These concepts were introduced by
Fraïssé in [11]. In [26] it is shown that for ﬁnite graphs, set homogeneity implies homogeneity, and
in [5] examples are provided to show that this result does not extend to countable graphs.
The graph Γ is k-distance-transitive, for k  1, if for each i with 0 i  k, AutΓ acts transitively
on the set {(u, v) ∈ VΓ × VΓ : d(u, v) = i}, where d(u, v) denotes the minimum length of a path
from u to v . If Γ is k-distance-transitive for all k then we say that Γ is distance transitive. The prob-
lem of classifying all distance transitive graphs has received a great deal of attention but as yet is
still incomplete, even for the case of ﬁnite graphs (see [1]). On the other hand, the connected inﬁ-
nite locally-ﬁnite distance-transitive graphs (which are necessarily countable) were classiﬁed in [20]
(a result strengthened to distance regular graphs by A.A. Ivanov [17], in independent work).
An s-arc is a sequence v0, . . . , vs of vertices such that vi is adjacent to vi+1 for all 0 i  s − 1,
and v j = v j+2 for 0 j  s− 2. A graph is s-arc transitive if its automorphism group acts transitively
on s-arcs. In [30] Weiss showed that a ﬁnite s-arc transitive graph, with valency at least three, must
satisfy s  7. It is not hard to see that the only connected inﬁnite graphs that are s-arc-transitive
for all s are regular trees. This is not the case if one considers arc-transitive digraphs (meaning that
the automorphism group is transitive on directed arcs) and highly-arc-transitive digraphs have been
considered in [2,24,25]. A fair amount of work has also been done on the problem of classifying the
ﬁnite 2-arc-transitive graphs, but the classiﬁcation is, as yet, still incomplete (see [16] and [6] for
example).
In this article we will be concerned with connected inﬁnite locally-ﬁnite graphs. If Γ is such a
graph then we can ﬁnd, by König’s inﬁnity lemma, a one-way inﬁnite geodesic path L = (x0, x1, . . .)
in Γ . If Γ was k-transitive for some k 1 then, in particular, there would be an automorphism send-
ing the subgraph induced by {x2, x4, . . . , x2k} to that induced by {x3, x6, . . . , x3k}, and this would only
be possible if k = 1. As a consequence, it follows that for inﬁnite locally-ﬁnite graphs k-transitivity
is not an interesting thing to consider. One natural way of modifying the deﬁnition, so that it is in-
teresting for inﬁnite locally-ﬁnite graphs, is to insist that the automorphism group acts transitively
just on the connected induced subgraphs. We say that Γ is k-CS-transitive if for any two isomorphic
connected induced subgraphs of Γ of size k there is an automorphism that sends one to the other.
We say that Γ is k-CS-homogeneous if every isomorphism between connected k-element induced
subgraphs extends to an automorphism. If Γ is k-CS-homogeneous for all k we call Γ connected-
homogeneous.
The ﬁnite and countably inﬁnite connected-homogeneous graphs have been classiﬁed; see [10,
13,14]. In fact, in the case of inﬁnite locally ﬁnite graphs the connected-homogeneous graphs are
precisely the inﬁnite distance-transitive graphs of [20].
Another place in the literature where k-CS-transitive graphs have appeared is in the work [3,28,
29], on the classiﬁcation of the, so-called, cycle-free partial orders. Part of this work involved the
classiﬁcation of certain countable partial orders with the property that their maximal chains all have
height two. Given such a poset M the property of cycle-freeness is tested by ﬁrst constructing a
particular extension of M , called the Dedekind–MacNeille completion MD of M , and then insisting
that MD contains no cycles (in some speciﬁc sense). By thinking of the original two-level poset as
a bipartite graph it turns out that, in the locally ﬁnite case, the condition of cycle-freeness tells us
that this graph must be “tree-like.” In particular each of these graphs must have more than one end,
where the number of ends of a graph Γ is the least upper bound (possibly inﬁnity) of the number of
connected components with inﬁnitely many vertices that can be obtained by removing ﬁnitely many
vertices from Γ (see Section 2 for more details on ends of graphs). The connections between ends
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study of cycle-free partial orders are several families of k-CS-transitive and k-CS-homogeneous locally
ﬁnite graphs with more than one end. Therefore one natural way of extending the work on cycle-free
partial orders is to seek a classiﬁcation of all such graphs for k 1.
Several results exist showing the sensitivity of graphs with more than one end to, seemingly weak,
transitivity assumptions. For example:
Theorem 1. (See [27, Theorem 3.2].) If Γ is a connected, locally ﬁnite, 2-arc-transitive graph with more than
one end, then Γ is a regular tree.
A result of a similar ﬂavour was proved by Möller in [22] where he shows
Theorem 2. (See [22, Main Theorem].) Let Γ be a locally ﬁnite connected graph with more than one end. If Γ
is 2-distance-transitive then Γ is distance transitive (and so is isomorphic to a graph Xk,l for k 1, l 2).
(See below for the deﬁnition of the graphs Xk,l .) Motivated by these two results, and the connec-
tion with cycle-free partial orders mentioned above, we now consider the following problem.
Problem 3. Classify the k-CS-homogeneous (respectively transitive) locally ﬁnite graphs with more
than one end, for k 2.
Of course when k = 1, 1-CS-homogeneity is the same as 1-CS-transitivity which is just vertex tran-
sitivity, and when k = 2, 2-CS-homogeneity corresponds to 1-arc-transitivity, while 2-CS-transitivity
is equivalent to edge transitivity. In [23] it is pointed out that there is not much hope for a classi-
ﬁcation for 1-arc-transitive locally-ﬁnite graphs with more than one end since Dunwoody in [9] has
given an example of such a graph that is 4-regular but is a, so-called, inaccessible graph. Thus the
ﬁrst reasonable case to consider is the case k = 3. Our aim here is to answer Problem 3 for the case
k = 3.
First we describe the graphs of the classiﬁcation. (Any undeﬁned notion used here will be deﬁned
in the beginning of Section 2.) The graphs Xr,l are the locally ﬁnite distance transitive graphs arising
from the classiﬁcation given in [20]. For integers a and b, let Ta,b be the inﬁnite semi-regular tree
with valencies a and b in its bipartite blocks. For integers r  1 and l  2, the graph Xr,l has as its
vertex set the bipartite block of Tr+1,l of valency l, with two vertices adjacent if they lie at distance 2
in the tree. This graph has connectivity 1, and for each vertex v ∈ Xr,l the subgraph induced by the
neighbourhood N(v) of v is a disjoint union of l copies of the complete graph Kr .
We deﬁne Yr to be the line graph L(T2,r+1) for r a positive integer. The graph Yr has connectivity
one, and the subgraph induced by the neighbourhood of any vertex is isomorphic to the disjoint union
of Kr and the trivial one element graph.
Finally we describe a family of graphs built up from copies of the complete graph K4 by gluing
together edges. Begin with an inﬁnite d-regular tree denoted by Td . Let Td ′ be a disjoint isomorphic
copy of Td , where v ′ is the image of v under the isomorphism. Deﬁne a projection map π : (Td ∪
Td
′) → Td where π(v ′) = v and π(v) = v . We deﬁne K4(d) to be the graph with vertex set Td ∪ Td ′
and





This may be visualised as a three-dimensional object constructed of copies of K4, standing vertically
and glued together at edges. From above the structure looks like the d-regular tree Td (see Fig. 1).
Our main result is the following, the proof of which will be established over the remaining sec-
tions.
Theorem 4. Let Γ be a connected 3-CS-transitive locally ﬁnite graph with more than one end. If Γ is 3-CS-
homogeneous then Γ ∼= Xr,l for some r  1, l  2. Otherwise Γ is not 3-CS-homogeneous in which case Γ is
isomorphic either to Yr , with r  3, or to K4(r) for some r  2.
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One direction is obvious, since each of the graphs Xr,l , Yr , and K4(r) is clearly 3-CS-transitive, and
each has more than one end. The rest of this paper is concerned with proving the other direction of
Theorem 4.
2. Preliminaries: Graphs and their ends
We begin with some basic deﬁnitions that we need for what follows. Let Γ be a graph. We say
that two vertices x and y are adjacent if {x, y} ∈ EΓ . For any vertex v in Γ we use NΓ (v) (or simply
N(v) when it is clear from the context) to denote the set of all vertices adjacent to v in the graph Γ .
We call |N(v)| the degree (or valency) of the vertex v . If all vertices in Γ have the same degree we
say that the graph is regular. A graph all of whose vertices have ﬁnite degree is said to be locally
ﬁnite. Given a subset X of VΓ we use 〈X〉 to denote the subgraph induced by the vertices in X ,
and we write Γ \ X to denote 〈VΓ \ X〉. A path in Γ is a sequence of distinct (except possibly the
ﬁrst and last) vertices such that adjacent vertices in the sequence are adjacent in the graph. A path
is called geodesic if each ﬁnite subpath is a path of shortest length between its endvertices. A ﬁnite
path whose ﬁrst and last vertices are equal is called a circuit. We say that Γ is connected if there
is a path between any two vertices in the graph. A connected graph with no circuits is called a tree.
A graph is called bipartite if there is a partition of the vertex set into two parts X and Y such that
every edge of Γ has one endvertex in X and the other in Y . If, in addition, any two vertices in X have
the same degree, and any two vertices in Y have the same degree, we say that Γ is semi-regular. For
a positive integer r we use Kr to denote the graph with r vertices where all pairs of distinct vertices
are adjacent. We call this the complete graph on r vertices. By the null graph on r vertices we mean
the graph with r vertices and no edges at all. The line graph L(Γ ) of a graph Γ has vertex set EΓ
and for e, f ∈ EΓ we have e and f adjacent in L(Γ ) if and only if as edges of Γ they have a common
endvertex.
We use dΓ (u, v) to denote the minimum length of a path from u to v in the graph Γ . Also, given
a subset A of Γ we write dΓ (A, v) = min{dΓ (a, v): a ∈ A}. An automorphism of Γ is a bijection
α : VΓ → VΓ taking edges to edges, and non-edges to non-edges. The set of all automorphisms
forms a group which we denote by AutΓ . Given an automorphism α ∈ AutΓ and a vertex v ∈ VΓ
we use vα to denote the image of v under α. The action of G on the vertex set VΓ extends to
subsets of VΓ in the natural way where Aα = {aα: a ∈ A} for α ∈ G and A a subset of VΓ . If Γ is
connected then d is a metric on VΓ , and AutΓ is the group of isometries of the vertex set VΓ with
respect to this metric.
Let Γ be a connected inﬁnite locally-ﬁnite graph. A ray in Γ is a sequence {vi}i∈N of distinct
vertices such that vi is adjacent to vi+1 for all i ∈ N. Since Γ is locally ﬁnite, for every vertex v in Γ
there is a ray in Γ beginning at v . A line in Γ is a sequence {vi}i∈Z of distinct vertices such that vi is
adjacent to vi+1 for all i ∈ Z.
The ends of Γ are equivalence classes of rays. The following straightforward result comes
from [23]:
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(i) There is a ray R3 that contains inﬁnitely many vertices from both R1 and R2 .
(ii) There are inﬁnitely many disjoint paths connecting vertices in R1 to vertices in R2 .
(iii) For every ﬁnite set F ⊆ VΓ there is a path in Γ \ F connecting a vertex in R1 to a vertex in R2 .
If R1 and R2 are rays satisfying one of the equivalent conditions given in the above lemma then
they are said to be in the same end of Γ and we write R1 ∼ R2. The relation ∼ is an equivalence
relation on the set of rays of Γ . Its equivalence classes are called the ends of Γ , we denote the set
of all ends by EΓ . From the deﬁnition it follows that a locally ﬁnite graph has more than one end if
there is a ﬁnite set of vertices F such that Γ \ F has more than one inﬁnite connected component.
More generally the number of ends of Γ is the least upper bound (possibly inﬁnity) of the number of
connected components with inﬁnitely many vertices that can be obtained by removing ﬁnitely many
vertices from Γ . Graphs with inﬁnitely many ends can be thought of as being tree-like.
3. 3-CS-transitive and homogeneous graphs
Throughout this section Γ will denote an inﬁnite connected locally-ﬁnite graph. For such graphs it
is, in general, not the case that k-CS-transitivity (respectively homogeneity) implies n-CS-transitivity
(homogeneity), for n  k. We now state some lemmas showing that, in certain situations, k-CS-
transitivity (homogeneity) does imply n-CS-transitivity (homogeneity), for particular values of n k.
Lemma 6. If Γ is k-CS-homogeneous for some k 1 then Γ is vertex transitive.
Proof. We can suppose k  2. Let v,w ∈ VΓ . Let v ′ ∈ VΓ satisfy dΓ (v, v ′) = k − 1 and let w ′ ∈ VΓ
satisfy dΓ (w,w ′) = k−1. Let πv be a path of length k−1 from v to v ′ , and let πw be a path of length
k − 1 from w to w ′ . Then by k-CS-homogeneity there is an automorphism α such that παv = πw and
vα = w . 
Lemma 7. If Γ is 3-CS-homogeneous then Γ is 1-arc-transitive.
Proof. By Lemma 6 it is suﬃcient to prove that the stabiliser of v in Aut(Γ ) acts transitively on N(v).
Let w1,w2 ∈ N(v). Regardless of whether or not w1 and w2 are adjacent, by 3-CS-homogeneity, there
is an automorphism of Γ ﬁxing v and taking w1 to w2. 
Lemma 8. If Γ is k-CS-transitive for some k  1 then for all v ∈ VΓ the subgraph induced by N(v) is not
complete.
Proof. Let v be a vertex in Γ and choose a vertex w with d(w, v) = k + 1. Let π = (v, x, z1, z2, . . . ,
zk−1,w) be a path of length k+ 1 from v to w . By k-CS-transitivity there is an automorphism α such
that {v, x, z1, . . . , zk−2}α = {x, z1, z2, . . . , zk−1}. It follows that vα ∈ {x, zk−1} and since x and zk−1 do
not have neighbourhoods isomorphic to complete graphs it follows that neither does v . 
Note that Lemma 8 is completely obvious if Γ is vertex transitive, but in general k-CS-transitivity
does not imply vertex transitivity, as the following example demonstrates.
Example 9. Let Γ be a graph with VΓ = {1,2,3}×Z and (1,a) adjacent both to (2,a) and to (2,a+1)
for all a ∈ Z, and (3,a) adjacent both to (2,a) and to (2,a + 1) for all a ∈ Z. Then Γ is not vertex
transitive, since not all vertices have the same degree, but Γ is 4-CS-transitive.
Lemma 10. If Γ is 3-CS-transitive then Γ is vertex transitive.
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such that {v1, v2} /∈ EΓ and {w1,w2} /∈ EΓ . Thus by 3-CS-transitivity there exists α ∈ AutΓ such that
vα = w . 
We may now deal with the 3-CS-homogeneous case of Theorem 4.
Proposition 11. Let Γ be a connected inﬁnite locally-ﬁnite graph with more than one end. Then Γ is 3-CS-
homogeneous if and only if Γ is isomorphic to Xr,l for some r  1 and l 2.
Proof. It is easy to see that the graph Xr,l is 3-CS-homogeneous. For the converse, by Lemma 7, Γ is
one-arc-transitive and hence also vertex transitive. Therefore by 3-CS-homogeneity Γ is 2-distance
transitive, and the result now follows by applying Theorem 2. 
Now we will move on to the problem of classifying the 3-CS-transitive examples. Let Γ be an
inﬁnite locally ﬁnite 3-CS-transitive graph with more than one end. We saw in Lemma 10 that Γ is
vertex transitive. On the other hand, in contrast to the 3-CS-homogeneous graphs above, now it is
no longer necessarily true that Γ is edge transitive. For example, it is clear that the graphs Yr and
K4(r) are not edge transitive, even though they are 3-CS-transitive. It follows that Γ is not necessarily
2-distance transitive and so we cannot apply Theorem 2 directly. We will now extend the methods
used in [22] to attack the problem directly.
4. Tree sets, D-cuts, and structure trees
When working with graphs with more than one end the, so-called, theory of structure trees
is commonly used. We now give some general background and deﬁnitions from this area, taken
from [23]; see also [4, Chapter 2]. The results of this section are general, and apply to arbitrary
connected locally-ﬁnite inﬁnite graphs. They will then be applied to 3-CS-transitive graphs in later
sections. Throughout this section Γ will denote an inﬁnite connected locally-ﬁnite graph.
For C ⊆ VΓ the boundary ∂C is the set of vertices in VΓ \C that are adjacent to a vertex in C . The
co-boundary δC of C is the set of edges that have one end vertex in C and the other one in VΓ \ C .
If C has a ﬁnite boundary and C contains inﬁnitely many vertices from some ray then C contains
inﬁnitely many vertices from every other ray in the same end as that ray. Thus it makes sense to talk
about the ends that are contained in C . If F ⊆ VΓ is ﬁnite then the connected components of Γ \ F
have ﬁnite boundaries and if the ends ω and ω′ belong to different connected components of Γ \ F
we say that F separates the ends ω and ω′ . A subset e ⊆ VΓ such that ∂e is ﬁnite is called a cut. We
use e∗ to denote the complement of e in VΓ . Clearly e is a cut if and only if e∗ is a cut. A cut is tight
if both e and e∗ are connected.
Let BΓ be the Boolean ring of all subsets of VΓ that have ﬁnite co-boundary (i.e. ﬁnitely many
edges on its boundary), so the elements of BΓ are cuts.
Deﬁnition 12. A subset E of BΓ is called a tree set if:
(i) for all e, f ∈ E one of
e ∩ f , e ∩ f ∗, e∗ ∩ f , e∗ ∩ f ∗
is empty;
(ii) for all e, f ∈ E there are only ﬁnitely many g ∈ E such that e ⊂ g ⊂ f ;
(iii) ∅, VΓ /∈ E .
In addition to this, E is called undirected if the following also holds.
(iv) If e ∈ E then e∗ ∈ E , for all e ∈ E .
384 R. Gray / Journal of Combinatorial Theory, Series B 99 (2009) 378–398Let G = AutΓ be the automorphism group of the graph Γ . If e ⊆ VΓ is a cut then so is eα for all
α ∈ G . We use Ge to denote the orbit of a cut e under the action of G on subsets of VΓ . So Ge is
a set of cuts. A tree-set E will be called G-invariant if whenever e ∈ E and α ∈ G this implies eα ∈ E
(i.e. E is a union of orbits under the action of G on BΓ ).
Given a graph Γ there are, potentially, many different tree sets E ⊆ BΓ that we might like to
consider. However, for the purposes of this paper it will be suﬃcient to work with a particular kind
of tree set, which we now describe.
Deﬁnition 13. If e is an inﬁnite tight cut with inﬁnite complement such that E = Ge ∪ Ge∗ is a tree
set, then we say that e is a D-cut.
In [8, Theorem 1.1] Dunwoody proved that any inﬁnite connected graph Γ with more than one
end has a D-cut e ⊆ VΓ . Below we shall refer to this result as Dunwoody’s theorem.
Note that if e is a D-cut, then the associated tree-set E = Ge ∪ Ge∗ is an example of a tight
undirected G-invariant tree set. Given a graph Γ and a tight undirected G-invariant tree set E we
now describe a method for constructing a (graph theoretic) tree T = T (E) from E , which will be
called a structure tree for Γ , and a mapping φ : VΓ → V T , which will be called a structure mapping.
A fuller account of these notions may be found in [23, Section 2].
The graph T (E) will have directed edges, that come in pairs {(u, v), (v,u)}, and these directed
edges will be in one–one correspondence with the elements of the tree set E . So we think of the
directed edges of T (E) as being labelled by the elements of E , where the labelling comes from the
one–one correspondence. The directed edges of T (E) will be labelled so that if e labels the directed
edge (u, v) then its complement e∗ ∈ E labels the directed edge (v,u). We write e = (u, v) to mean
that e ∈ E labels the directed edge (u, v) of T (E).
To construct T (E) we begin with the disconnected graph Y which is just the disjoint union of
pairs of directed edges {e, e∗} for e ∈ E . The next step is to glue these edges together by identifying
various vertices. The basic idea is that the edges of Y should be glued together in such a way that the
graph T (E) reﬂects the structure of the set E ordered by inclusion ⊆. The edges of Y will be glued
together, to form T (E), in such a way that in the resulting structure T (E) whenever e = (x, y) and
f = (z, t) are directed edges such that y = z, then f ⊆ e (as elements of E) and f is maximal among
all members of E that are subsets of e. Formally, given e, f ∈ E we write
e  f if e ⊂ f & ¬[∃g: e ⊂ g ⊂ f ].
Now given two edges e = (u, v) and f = (x, y) in Y we write v ∼ x if x = v or if f  e. It may be
shown that ∼ is an equivalence relation on V Y . Indeed, since ∼ is clearly reﬂexive and symmetric,
this just leaves the task of showing that it is transitive, and the properties of Deﬁnition 12 can be
used to do this (for a proof see [23, p. 12] and also [7, Theorem 2.1]). Now we deﬁne T = T (E) to
be Y /∼ (the graph obtained from Y by gluing together the ∼-related vertices). It is clear from the
construction that the ordering of E by inclusion is the same as the edge path ordering of E when E is
considered as the edge set of T (the edge path ordering says that e  f if there is a directed edge
path e = e0, . . . , en = f from e to f ).
Using condition (ii) from Deﬁnition 12 it is then possible to show that T is connected (see [23,
p. 13]). Also, T has no simple cycles of length greater than 2. Indeed, such a cycle would give rise to
a directed edge cycle e1, . . . , en = e1, implying e1  e2  . . .  en = e1 which is impossible. In other
words, T is a tree. Given a tight undirected G-invariant tree set E , we call T = T (E) the structure tree
for Γ with respect to the tree-set E .
Now we want to relate Γ and T using a mapping φ : VΓ → V T called the structure mapping,
deﬁned in the following way. Given v ∈ VΓ let e = (x, y) ∈ E be a directed edge such that v ∈ e ⊆ VΓ
and where e is minimal in (E,⊆) among all members of E that, as subsets of VΓ , contain v . Given
such a directed edge e = (x, y) we deﬁne φ(v) = y. Of course this only makes sense if we know that
for every vertex v ∈ VΓ such an element e ∈ E actually exists. Also, for φ to be well deﬁned we must
check that φ(v) is independent of the choice of e. The existence of such an e ∈ E follows from [23,
Lemma 1], while the fact that φ is well deﬁned is proved in [23, p. 13].
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what they contain. That is, from the deﬁnition of φ it follows that given v ∈ VΓ the set of directed
edges of T (E) that point towards φ(v) is precisely the set of e ∈ E such that v ∈ e. It follows that if u
and v are vertices in Γ that can be separated by a cut from E , in the sense that there is some e ∈ E
with u ∈ e and v ∈ e∗ , then it follows that φ(u) = φ(v) (since e points towards φ(u) in T but does
not point towards φ(v)). Thus whenever we have φ(u) = φ(v) it tells us that we cannot distinguish
between u and v just using the tree set E .
The automorphism group G of Γ has a natural action on E (since E is G-invariant) and this
gives rise to an action on the tree T = T (E). Furthermore, this action commutes with the structure
mapping φ in the sense that for all α ∈ G and v ∈ VΓ we have φ(vα) = (φ(v))α .
Throughout we shall be working with tree sets E of the form Ge0 ∪ Ge∗0, where e0 is a D-cut of Γ .
When working with tree sets of this form, we can make a general observation about the structure
tree T = T (E). Given a tree set E of this form, then either G acts vertex transitively on T , or there
are just two orbits on vertices and G is transitive on the edges of T . The image Im(φ) of Γ under
φ is a non-empty subset of T . If there is an edge {x, y} ∈ ET such that x, y ∈ Im(φ) then, since G acts
transitively on the edges of T , and the action commutes with φ, it follows that Im(φ) = T . Thus,
Im(φ) = T if and only if there is at least one adjacent pair of vertices in T that both belong to Im(φ).
Otherwise Im(φ) = T and, since G acts edge transitively on T , the set Im(φ) is one of the parts of the
bipartition of T , when T is regarded as a bipartite graph. See the examples in Figs. 2–5 below for an
illustration of this point.
5. Outline of the proof of Theorem 4
Here we shall give an outline of our approach to the proof of our main theorem (Theorem 4) and
explain how the theory of D-cuts and structure trees will play its part in the proof.
Let us begin by considering the possible D-cuts for the families of examples that appear in our
main theorem above (Theorem 4). For each example, and each possible D-cut for that example, we
shall also describe the corresponding structure tree T , and the behaviour of the structure mapping φ.
The graphs Xr,l (r  1, l 2) are examples of locally ﬁnite transitive graphs of connectivity 1. Tree
sets of such graphs are discussed in [23, Section 5.1]. Let v be a vertex in Xr,l and let Cv denote the
set of all connected components of Xr,l \ {v}. Since by deﬁnition 〈N(v)〉 is equal to l copies of Kr , we
see that |Cv | = l. Let e1 ∈ Cv , then e1 is clearly a cut in the graph Γ , and it is straightforward to check
that e1 is a D-cut. We now show that every other D-cut arises in this way. As a consequence it will
follow that every D-cut e of Xr,l generates the same tree set Ge ∪ Ge∗ = Ge1 ∪ Ge∗1.
To see this, let e be a D-cut of Xr,l , and let {x, y} ∈ EΓ with x ∈ e and y ∈ e∗ . We claim that
N(x)∩N(y) is either a subset of e or is a subset of e∗ . Otherwise there would exist x′, y′ ∈ N(x)∩N(y)
with x′ ∈ e, y′ ∈ e∗ and {x′, y′} ∈ EΓ . But then, by considering the full automorphism group of Xr,l ,
there would be an automorphism α of Xr,l such that (x, x′, y, y′)α = (x, y, x′, y′) and then the pair
of cuts e and f = eα would not satisfy part (i) of Deﬁnition 12. This would be a contradiction. So
suppose without loss of generality that N(x)∩N(y) ⊆ e∗ . Now suppose for the sake of a contradiction
that there is an edge {x′′, y′′} with x′′ ∈ e, y′′ ∈ e∗ and x′′ = x. From its construction we see that every
closed path in Xr,l induces a complete graph. Since the subgraph induced by e is connected, there is
a path from x to x′′ in e. Similarly there is a (possibly empty) path from y to y′′ in e∗ . Joining these
paths together we obtain a closed path. Since every closed path in Xr,l induces a complete graph, it
follows that x, y, x′′ , and y′′ induce a complete subgraph, and hence that x′′ ∈ N(x) ∩ N(y). But this
contradicts N(x)∩N(y) ⊆ e∗ and thus completes the proof that all D-cuts arise in the same way as e1.
Now let e1 be the D-cut of Xr,l described above, let E1 = Ge1 ∪ Ge∗1, T = T (E1) and φ : VΓ → V T
be the structure mapping. Then T will be a semiregular tree with valencies r+1 and l, and the image
of VΓ under the structure map φ will be the part of the bipartition of T consisting of those vertices
with degree l (compare with the deﬁnition of Xr,l given in Section 1 above). Fig. 2 illustrates this
for the case r = l = 3. Looking at the ﬁgure we see that e∗1 is minimal among members of E1 that
contain v , and hence φ(v) is the terminal vertex of e∗1 in E . Now f1 ⊆ e1 and is maximal among the
subsets of e1 (in E1) so e1 f1 is a directed edge path in T . Now, in the same way as for v , f1 ∈ E1
is maximal among members of E1 that contain a1, and hence a1 maps under φ to the terminal
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corresponds to part (a) of Proposition 22.
Fig. 3. The graph K4(3) and its unique D-cut e2 and corresponding structure tree and structure mapping. It corresponds to
part (d) of Proposition 22.
vertex of the directed edge f1. Repeating this argument we see exactly the structure of T , and how
the mapping φ behaves. Note that φ is injective here, but is not onto. Also note the correspondence
between the connected components of NΓ (v) in Γ (the triangles), and the connected components
of T \ {φ(v)}. Compare this with Proposition 15 below.
Now consider the graphs K4(r) (r  2). Let Tr , T ′r and π : (Tr ∪ T ′r) → Tr be as in the deﬁnition
of K4(r). Let v, v ′,w,w ′ induce a copy of K4 in K4(r), where π(v) = v ′ and π(w) = w ′ . Let e2 be
the connected component of w (and also w ′) in the graph Γ \ {v, v ′}. It is straightforward to verify
that deﬁned in this way e2 is a D-cut. Let E2 = Ge2 ∪ Ge∗2 be the tree set that it generates, and let
T = T (E2) be the corresponding structure tree. Arguing as above it is easy to show that every other
D-cut of K4(r) is equivalent to this one, in the sense that it generates the same tree set E2. In this
case the structure tree is a regular tree of valency r, the structure mapping φ is onto, and the φ-
classes correspond to the pairs {u,u′} as in the deﬁnition of K4(r). See Fig. 3 for an illustration of this
in the case that r = 3.
The graphs Yr (r  3) have connectivity 1 like the graphs Xr,l . Let v1 be a vertex in Yr , let
w1 ∈ N(v) be the unique vertex in 〈N(v1)〉 that is not adjacent to any other vertex of N(v1). The
graph Γ \ {v1} has exactly two connected components, say e3 and e4 where w1 ∈ e3 and w1 /∈ e4.
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shorthand for φ(v1) = φ(v2) = φ(v3) = φ(v4). This corresponds to case (c) of Proposition 22.
Fig. 5. The graph Y4 with one cut identiﬁed, and the resulting structure tree and structure mapping. This corresponds to case (b)
of Proposition 22.
Now e3 and e4 are both D-cuts, and they each generate different tree sets. Let E3 = Ge3 ∪ Ge∗3 and
E4 = Ge4 ∪ Ge∗4. In the same way as for Xr,l above it is straightforward to check that these are the
only possible types of D-cut in the graph Yr . The structure tree T (E3) is a regular tree with degree r,
the mapping φ is onto, and the ﬁbres of φ are precisely the induced subgraphs of Yr isomorphic to
Kr . So T (E3) is obtained by collapsing each copy of Kr in Yr to a point, and then the structure map-
ping φ records this collapse. See Fig. 4 for an illustration of this in the case r = 4. On the other hand,
for the tree set E4 the structure tree T (E4) is semiregular with valencies 2 and r. The image of φ
equals the bipartition of vertices of T (E4) of degree 2. The mapping φ is also not surjective in this
case, and the φ-classes are precisely pairs of vertices that are edges of Yr whose removal disconnects
the graph Yr . See Fig. 5 for an illustration of this in the case r = 4. This completes the description of
the D-cuts for all the examples in Theorem 4.
388 R. Gray / Journal of Combinatorial Theory, Series B 99 (2009) 378–398We approach the proof of Theorem 4 in the following way. Let Γ be an arbitrary connected 3-
CS-transitive graph with more than one end. Now, by Dunwoody’s theorem, Γ has at least one D-
cut, say e0 ⊆ VΓ . Then let E = Ge0 ∪ Ge∗0, T = T (E) and φ : VΓ → V T be the corresponding tree
set, structure tree, and structure mapping, respectively. We shall then analyse the local structure
of Γ , the corresponding local structure of T , and the possible behaviour of the structure mapping φ
(this analysis will be carried out in Section 7). This leads to four distinct possibilities determined by
the structure of 〈N(v) ∪ {v}〉 and the partition of this set of vertices given by the φ-classes. These
four possibilities (labelled (a)–(d)) are summarised at the end of Section 7 in Proposition 22. They
correspond exactly to the four possible D-cuts for the examples described in the previous subsection,
and illustrated in Figs. 2–5.
Finally in Section 8 we consider each of the four cases (a)–(d) of Proposition 22 in turn. In each
case, we obtain enough information about Γ , T and φ in order to be able to recover Γ uniquely. As it
turns out, in each case it will not be necessary to describe the structure tree T completely before the
graph Γ can be recovered. We shall just need certain structural information about T coupled with
knowledge about the behaviour of φ. The arguments used are motivated by those used in [22].
6. Preliminary results for the proof of Theorem 4
In this section we prove some results that will be required in Section 7.
Proposition 14. Let Γ be a locally ﬁnite k-CS-transitive graph with more than one end and k  2. Let E =
Ge0 ∪ Ge0∗ where e0 is a D-cut and G = AutΓ , and let φ : VΓ → V T be the corresponding structure map
where T = T (E). If u, v ∈ Γ with dΓ (u, v) = k − 1 then φ(u) = φ(v).
Proof. Let {x, y} ∈ EΓ and e ∈ E with x ∈ e and y ∈ e∗ . Since e∗ is inﬁnite, connected and locally
ﬁnite, there is a ray R in e∗ beginning at y. Since Γ is locally ﬁnite there exists y′ ∈ R such that
dΓ (x, y′) = k − 1. It follows that φ(x) = φ(y′), because x ∈ e while y′ ∈ e∗ . Thus, by k-CS-transitivity,
the same holds for any pair of vertices u and v satisfying dΓ (u, v) = k − 1, proving the result. 
We now return to the case k = 3. For the remainder of the article Γ will denote a 3-CS-transitive
inﬁnite connected locally ﬁnite graph with more than one end. Let G = AutΓ and let e0 be a D-
cut with associated tree-set E = Ge0 ∪ Ge0∗ and structure tree T = T (E). Let φ : VΓ → V T be the
corresponding structure map.
The problem splits into two cases depending on whether or not the structure map φ is injective
on the set {v} ∪ N(v). The next result is key for the injective case.
Proposition 15. Let Γ be 3-CS-transitive and suppose that for every vertex u of Γ the images of the elements
{u} ∪ N(u) under φ are all distinct. Then for all {v,w} ⊆ N(u) we have {v,w} ∈ EΓ if and only if φ(v) and
φ(w) belong to the same connected component of T \ {φ(u)}.
Proof. (⇒) Let v,w ∈N(u) with w adjacent to v . Let dT (φ(u),φ(v))=N1 and let dT (φ(u),φ(w))=N2
and suppose, for the sake of a contradiction, that φ(v) and φ(w) belong to different connected com-
ponents of T \ {φ(u)}. Since φ(v) and φ(w) are in different connected components of T \ {φ(u)} it
follows that dT (φ(v),φ(w)) = N1 + N2. Thus the vertex u has the property that for each x ∈ N(u)
there is a vertex y ∈ N(u) such that φ(x), φ(y) belong to different connected components of T \{φ(u)}
and dT (φ(u),φ(y)) ∈ {N1,N2}. (Indeed, if φ(x) is in the same component of T \ {φ(u)} as φ(v)
then set y = w , otherwise set y = v .) Now by Lemma 10 the graph Γ is vertex transitive, so ev-
ery other vertex in Γ also has this property. In particular this applies to the vertices v and w and
it follows that there exist v ′,w ′ ∈ VΓ such that v ′ = w ′ , v ′,w ′ /∈ {u, v,w}, v ′ ∈ N(v), w ′ ∈ N(w),
dT (φ(v),φ(v ′)) = N3, and dT (φ(w),φ(w ′)) = N4 where N3,N4 ∈ {N1,N2}. Also, v ′ and w ′ may be
chosen so that φ(u) and φ(v ′) belong to different connected components of T \ {φ(v)}, and φ(w ′)
and φ(u) belong to different connected components of T \ {φ(w)}.
We claim that v ′ and w are not adjacent. Indeed, if {v ′,w} ∈ EΓ then 〈w, v, v ′〉 would be a
triangle, so 〈w, v, v ′〉 ∼= 〈u, v,w〉. Thus by 3-CS-transitivity there would be an automorphism α ∈
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vertices of the triangle 〈u, v,w〉 it would then follow that dT (φ(v ′),φ(w)) ∈ {N1,N2,N1 + N2}. But
this would be a contradiction since, as φ(v ′) and φ(w) belong to distinct connected components
of T \{φ(u)} and of T \{φ(v)}, we have dT (φ(v ′),φ(w)) = N3+N2+N1. This shows that {v ′,w} /∈ EΓ .
Similarly we see that {w ′, v} /∈ EΓ . It follows that 〈v ′, v,w〉 ∼= 〈w ′,w, v〉 and so by 3-CS-transitivity
there is an automorphism sending {v ′, v,w} to {w ′,w, v} and, by considering distances between φ-
images in T , it follows that N3 = N4. Suppose without loss of generality that N3 = N4 = N1.
Next we claim that v ′ and w ′ are not adjacent. If they were adjacent then, since {v,w ′} /∈ EΓ ,
it would follow that 〈v, v ′,w〉 ∼= 〈v,w,w ′〉. So by 3-CS-transitivity there would be an automorphism
sending {v, v ′,w} to {v,w,w ′}. Then, by considering distances between φ-images in T , we would
have dT (φ(v ′),φ(w ′)) ∈ {N1,N1 + N2}. However, since φ(u) and φ(w ′) belong to distinct connected
components of T \{φ(w)}, and φ(u) and φ(v ′) belong to distinct connected components of T \{φ(v)},
we know that dT (φ(w ′),φ(v ′)) = N1 +N2 +N1 +N1, and this would be a contradiction. Therefore we
conclude that {v ′,w ′} /∈ EΓ .
Now we claim that u and v ′ are adjacent, for if they were not then we would have 〈w, v, v ′〉 ∼=
〈u, v, v ′〉, so by 3-CS-transitivity there would be an automorphism sending {w, v, v ′} to {u, v, v ′}.
But then, considering distances in T again, this would be a contradiction since dT (φ(v),φ(w)) =
N1 + N2 = N1. This shows that {u, v ′} ∈ EΓ . Similarly we see that {u,w ′} ∈ EΓ .
But now we have 〈v ′,u,w ′〉 ∼= 〈v ′, v,w〉 and by 3-CS-transitivity there is an automorphism sending
{v ′,u,w ′} to {v ′, v,w}, and this implies that {N1 + N1,N2 + N1} = {N1,N1 + N2}, a contradiction.
(⇐) First we shall show that under the assumptions of the proposition φ(N(u)) is not completely
contained in a single connected component of T \ {φ(u)}. Indeed, if this were the case then from the
deﬁnition of T it would follow that there is a cut e ∈ E such that u ∈ e, while N(u) ⊆ e∗ . But this
contradicts the fact that the subgraph induced by e is inﬁnite and connected. It follows that φ(N(u))
intersects at least two connected components of T \ {φ(u)}.
Let w, v ∈ N(u) where φ(w) and φ(v) belong to the same component of T \ {φ(u)} and suppose,
for the sake of a contradiction, that w is not adjacent to v . Let z be a vertex adjacent to u chosen
so that φ(z) is in a different connected component of T \ {φ(u)} from both φ(v) and φ(w). Such a
vertex exists by the previous paragraph. From above we know that z is not adjacent to either v or
to w . The three structures 〈v,u,w〉, 〈v,u, z〉, 〈z,u,w〉 are all isomorphic and it follows from 3-CS-
transitivity that dT (φ(u),φ(v)) = dT (φ(u),φ(w)) = dT (φ(u),φ(z)) = N for some positive integer N .










which is a contradiction. 
As a consequence we have the following result.
Lemma 16. If φ is injective on {u} ∪ N(u) then 〈N(u)〉 is a disjoint union of complete graphs.
Proof. It follows from Proposition 15 that for v,w ∈ N(u) we have {v,w} ∈ EΓ if and only if φ(v)
and φ(w) belong to the same connected component of T \ {u}. Therefore the relation of being adja-
cent is an equivalence relation on the vertices of N(u), and thus 〈N(u)〉 must be a disjoint union of
complete graphs. 
In fact there is one situation where we can suppose that φ is injective on {v} ∪ N(v).
Lemma 17. There is a number N  1 such that for every u, v ∈ VΓ if dΓ (u, v) = 2 then dT (φ(u),φ(v)) = N.
Proof. This follows from Proposition 14 and the fact that k = 3. 
Lemma 18. If 〈N(u)〉 is a null graph then for every v ∈ N(u) we have φ(v) = φ(u).
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tomorphism α of Γ such that {v0,u, v1}α = {v1,u, v2}. It follows by Lemma 17 that either φ(u) =
φ(v1) or φ(u) = φ(v2). Suppose without loss of generality the former. Then φ(v0) = φ(u) = φ(v1)
but dΓ (v0, v1) = 2 and this contradicts Lemma 17. 
We can now conclude the following.
Lemma 19. If 〈N(v)〉 is a null graph then φ is injective on {v} ∪ N(v).
Proof. Let x, y ∈ {v}∪N(v) with x = y. If both x and y belong to N(v) then φ(x) = φ(y) by Lemma 17.
Otherwise, one of x or y equals v , and φ(x) = φ(y) by Lemma 18. 
It follows that when considering the non-injective case we can suppose that 〈N(v)〉 is not a null
graph, and also is not a complete graph, by Lemma 8.
7. The local structure of Γ
We now want to determine the possible structure of the graph induced by the set {v} ∪ N(v) and
the corresponding possible behaviour of the function φ. We saw above that N(v) cannot be complete,
and that if N(v) is a null graph then φ is injective. The two main cases we now have to consider
depend on whether φ is injective on the set {v} ∪ N(v) for each vertex v .
7.1. The mapping φ is injective on {v} ∪ N(v)
In this case we shall show that the subgraph induced by N(v) is a disjoint union of isomorphic
complete graphs, as in the graphs Xr,l deﬁned above.
Lemma 20. Suppose that for all v ∈ VΓ the mapping φ is injective on {v} ∪ N(v). Let (v0, v1, . . . , vm) be a
geodesic path in Γ of length m 1. Then for all i with 0 < i <m the vertices φ(vi−1) and φ(vi+1) belong to
different connected components of T \ {φ(vi)}.
Proof. If this were not the case then by Proposition 15 the vertices vi−1 and vi+1 would be adjacent
in Γ , contradicting the fact that the path is geodesic. 
Lemma 21. If φ is injective on {v} ∪ N(v) then N(v) is isomorphic to the disjoint union of l copies of Kr for
some r, l ∈ N.
Proof. By Lemma 16 〈N(v)〉 is isomorphic to a disjoint union of complete graphs. Let Δ1,Δ2, . . . ,Δl
be the connected components of 〈N(v)〉. We claim that either Δi ∼= Δ j for all i, j, or l = 2 and
|Δ1| = 1 (or |Δ2| = 1).
First suppose that l  3 and let Ka, Kb and Kc be three of the connected components of 〈N(v)〉,
where a,b, c are integers. Let x ∈ Ka , y ∈ Kb and z ∈ Kc . By 3-CS-transitivity we can suppose without
loss of generality that there is an automorphism α ∈ AutΓ , ﬁxing v , and with xα = y. Since xα = y
and α ﬁxes v it follows that (Ka)α = Kb , and therefore a = b. Repeating this argument we conclude
that Δi ∼= Δ j for all i, j.
Now suppose that l = 2. If |Δ1| = |Δ2| then we are done. Without loss of generality we have
|Δ1| > |Δ2|. Now we claim that |Δ2| = 1. Indeed, if |Δ2| > 1 we could let {v1, v2} ⊆ Δ2 and
{w1,w2} ⊆ Δ1, and deﬁne Δ′1 = N(w1) ∩ N(w2) ∩ N(v), and Δ′2 = N(v1) ∩ N(v2) ∩ N(v). Then by 3-
CS-transitivity there would be an automorphism α such that {v,w1,w2}α = {v, v1, v2}, which would
imply (Δ′1)α = Δ′2. But this is impossible since as N(v) is a disjoint union of complete graphs we
have |Δ′1| = |Δ1| − 2 > |Δ2| − 2 = |Δ′2|. We conclude that |Δ2| = 1. This completes the proof that if
l = 2 then |Δ2| = 1.
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suppose that l = 2 and |Δ1| > |Δ2| = 1.
Let N(v) ⊇ {u,w1,w2} where {w1,w2} ∈ EΓ and u is an isolated vertex in 〈N(v)〉. Let N(u) ⊇
{v, x1, x2} where {x1, x2} ∈ EΓ . Now consider Im(φ) ⊆ T . Let z ∈ Γ \ {v,u,w1,w2} be arbitrary. Since
Γ is connected we can ﬁx a geodesic path p in Γ from v to z. Considering the images of p under φ,
and applying Lemma 20 and Proposition 15 we conclude that φ(z) belongs to the same connected
component of T \ {φ(v)} as either φ(w1), or as φ(u). Thus since z was arbitrary it follows that
Im(φ) \ {φ(v)} is contained in the union of exactly two connected components of T \ {φ(v)}. But
then since G acts transitively on the edge set of T it follows that in T the vertex φ(v) has degree
equal to 2. In other words, T \ {φ(v)} has exactly 2 connected components. The same argument
applies to φ(u), so it also has degree 2 in T . But now any edge, say {s, t}, in the unique path in T
between φ(u) and φ(v) has the property that s and t both have degree 2 in T . But since G acts edge-
transitively on T this would imply that all vertices in T have degree 2. However, we have already
observed that T contains vertices of degree at least 3. This is a contradiction and we conclude that if
l = 2 then |Δ1| = |Δ2|, completing the proof of the lemma. 
7.2. The mapping φ is not injective on {v} ∪ N(v)
Since φ is not injective on {v} ∪ N(v) it follows from Proposition 14 that there exists {u, v} ∈ EΓ
such that φ(u) = φ(v).
Let u ∈ VΓ and write N(u) = X ∪ Y where X = {v: φ(v) = φ(u)} ∩ N(u) and Y = N(u) \ X . By
assumption every vertex v ∈ Γ has at least one neighbour which has the same φ value as v (i.e. the
same image under φ as v), so it follows that X = ∅. If Y = ∅ that would mean that φ has the same
value on v and all of its neighbours. The same must apply to every vertex of Γ which would imply
that every vertex in Γ has the same image under φ, which contradicts Lemma 17. So we can suppose
that X and Y are both non-empty. We now consider a number of cases depending on the sizes of the
sets X and Y .
Case 1. |X | 2.
Case 1.1. There exist x1, x2 ∈ X: {x1, x2} ∈ EΓ .
Fix a vertex y ∈ Y . Since 〈u, x1, x2〉 is a φ-constant triangle (that is, a triangle all of whose vertices
have the same image under φ) it follows by 3-CS-transitivity that every triangle in Γ is φ-constant
and hence, as φ(y) = φ(u), we have that y is not adjacent to x for any x ∈ X . If there existed x, x′ ∈ X
with x and x′ non-adjacent then 〈x′,u, x〉 ∼= 〈x′,u, y〉 so by 3-CS-transitivity there would be an auto-
morphism sending {x′,u, x} to {x′,u, y}. But this would be a contradiction since, by deﬁnition of X
and Y , φ(x) = φ(u) = φ(x′) while φ(y) = φ(u). Thus for all x, x′ ∈ X we have {x, x′} ∈ EΓ . Now sup-
pose that |Y |  2 and let {y1, y2} ⊆ Y . By the comment about φ-constant triangles above we know
y1 and y2 cannot be adjacent and so 〈y1,u, x1〉 and 〈y1,u, y2〉 are isomorphic. But this is a contra-
diction since it would imply that for some i ∈ {1,2} we have φ(yi) = φ(u). We conclude that |Y | = 1
determining the local structure, and corresponding behaviour of φ, in this case. This gives rise to
Proposition 22(ii)(c) below.
Case 1.2. {x, x′} /∈ EΓ for all x, x′ ∈ X .
In other words, 〈X〉 is a null graph. We know that Y cannot be empty so let y ∈ Y . Let {x1, x2} ⊆ X .
Then y must be adjacent to both x1 and to x2 since otherwise by 3-CS-transitivity φ(y) = φ(u). But
now 〈x1, y, x2〉 is isomorphic to 〈x1,u, x2〉 and by 3-CS-transitivity we have φ(y) = φ(x1), a contra-
diction. We conclude that this subcase never happens.
Case 2. |X | = 1.
392 R. Gray / Journal of Combinatorial Theory, Series B 99 (2009) 378–398Let X = {x}. Since we are assuming that every vertex has degree at least three it follows that
|Y | 2.
Case 2.1. Every y ∈ Y is adjacent to x.
This subcase is important since it leads to an interesting class of inﬁnite examples, namely the
graphs K4(r) deﬁned at the end of Section 1 above.
Let Y = {y0, y1, . . . , yl}. Since {u, x} ⊆ N(y0) with u and x adjacent and φ(u) = φ(x) it follows,
since Γ is vertex transitive, that the same holds for N(u). That is, N(u) contains at least one pair of
vertices that are adjacent, and have the same image under φ.
Since φ(yi) = φ(x), for all i, it follows that yi is adjacent to y j for some i = j and that
φ(yi) = φ(y j). Suppose without loss of generality that i = 0 and j = 1. Now the subgraph induced by
{x,u, y0, y1} is isomorphic to the complete graph K4. We claim that y2 is not adjacent both to y0 and
to y1. Indeed, suppose otherwise, so that 〈x,u, y0, y1, y2〉 ∼= K5. Now every triangle has two vertices
with the same φ value, and one with another φ-value. Since 〈y0, y2,u〉 ∼= K3 and φ(y0) = φ(u) it
follows that φ(y2) = φ(y0), but then 〈y0, y1, y2〉 is a φ-constant triangle, which is a contradiction. So
we can suppose, without loss of generality, that y1 is not adjacent to y2. We now claim that y0 is
not adjacent to y2. Indeed, if y2 were adjacent to y0 then we would have 〈y1,u, y2〉 ∼= 〈y1, y0, y2〉
and since φ is injective on 〈y1,u, y2〉 by 3-CS-transitivity φ would also be injective on 〈y1, y0, y2〉. It
would follow from this that φ is injective on the triangle 〈y0, y2, x〉 but not on the triangle 〈u, x, y0〉,
a contradiction. Therefore y2 is not adjacent to y0. Since y2 was arbitrary it follows that for all i = 1
the vertex yi is not adjacent to y0, and for all i = 0 the vertex yi is not adjacent to y1.
Since Γ is 3-CS-transitive, there is an automorphism α ∈ AutΓ such that {y0,u, x}α = {y2,u, x}.
Since φ(u) = φ(x) it follows that {u, x}α = {u, x} and y0α = y2. For all yi ∈ Y since yi ∈ N(u) it follows
that yiα ∈ N(uα) = N(u) (since N(u) \ {x} = N(x) \ {u}), therefore yiα ∈ Y , thus Y α = Y . Now y0 is
adjacent to y1 which implies that y0α is adjacent to y1α and so y2 is adjacent to y1α . It follows
that y1α ∈ Y \ {y0, y1}, say y1α = y3. Note that no vertex from {y4, . . . , yl} is adjacent to either y2
or y3. Repeating this argument we conclude that the subscripts can be labelled so that l is odd and
y j is adjacent to y j+1 for j ∈ {0,2,4, . . . , l − 1} and these are the only edges between the vertices in
the set Y . This determines the local structure, and the behaviour of φ in this case. This gives rise to
Proposition 22(ii)(d) below.
Case 2.2. There exists y ∈ Y such that y is not adjacent to x.
Case 2.2.1. |Y | 3.
Since y is not adjacent to x it follows that for all yi, y j ∈ Y , yi and y j are adjacent. Suppose
that y1 is adjacent to x. By deﬁnition φ(y1) = φ(x) so it follows, since every triangle has at least
two adjacent vertices with the same φ value, that φ(y) = φ(y1). Since φ(y2) = φ(u) it follows that
φ(y2) = φ(y) but now we have a φ-constant triangle {y, y1, y2}. Thus every triangle has this property,
in particular 〈y,u, y1〉 does. It follows that φ(y) = φ(u) which is a contradiction. We conclude that
no vertex y ∈ Y is adjacent to x. This determines the local structure, and the corresponding behaviour
of φ, for this case. This gives rise to Proposition 22(ii)(b) below.
Case 2.2.2. |Y | = 2.
Let Y = {y, y1}. Again, we know that y and y1 are adjacent. If y1 is not adjacent to x the local
structure is determined. Also we know how φ behaves since if φ(y) = φ(y1) then we can let z be
a new vertex adjacent to y1. The vertex z is not adjacent to u since u has degree 3, and therefore
by 3-CS-transitivity there is an automorphism sending the edge {x,u} to the edge {y1, z}. It follows
that φ(y1) = φ(z) but then φ(y) = φ(y1) = φ(z) which implies that y is adjacent to z but this is a
contradiction (since the neighbourhood of y must be isomorphic to that of u). It follows that φ is
injective on {u, y, y1}. This gives rise to Proposition 22(ii)(b) below.
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φ(u) = φ(y1). So by 3-CS-transitivity the mapping φ behaves in the same way on the triangle
〈y,u, y1〉. Since φ(u) = φ(y) we conclude that φ(y) = φ(y1). By vertex transitivity every vertex in Γ
has degree three. Since N(u) contains the pair {y, y1} where φ(y) = φ(y1) and φ(y) = φ(u), it follows
that N(x) also contains a pair of vertices {s, t} such that φ(s) = φ(t) and φ(s) = φ(x).
Since φ(x) = φ(u) it follows that there is a vertex z ∈ N(x) \ {u, y1} with φ(z) = φ(y1) where z is
adjacent to y1. Since the vertex y1 has degree 3 this forces z = y. But then all the edges of Γ have
been accounted for and Γ ∼= K4, a contradiction since Γ is assumed to be inﬁnite.
This completes the analysis of Case 2.2.2, and also of the local structure of Γ in the non-injective
case. In summary, in this section we have proved the following.
Proposition 22. Let Γ be a 3-CS-transitive locally ﬁnite graph with more than one end. Let e0 be a D-cut with
associated tree-set E = Ge0 ∪ Ge∗0 , and let T = T (E) and φ : VΓ → V T be the associated structure tree and
structure map, respectively. Let v ∈ VΓ .
(i) If φ is injective on 〈{v} ∪ N(v)〉 then we have
(a) 〈N(v)〉 is isomorphic to the disjoint union of l copies of the complete graph Kr , for some r  1 and
l 2.
(ii) If φ is not injective on 〈{v} ∪ N(v)〉 then exactly one of the following three cases occurs:
(b) 〈N(v)〉 is isomorphic to the disjoint union of a trivial graph {u} and Kr for some r  2, φ(u) = φ(v)
and φ is injective on Kr ∪ {v};
(c) 〈N(v)〉 is isomorphic to the disjoint union of a trivial graph {u} and Kr for some r  2, φ is constant
on Kr ∪ {v} and φ(u) = φ(v);
(d) 〈N(v)〉 is isomorphic to r triangles, r  2, identiﬁed at a common vertex u ∈ N(v). The mapping φ
satisﬁes φ(u) = φ(v), for each triangle {y, y′,u} we have φ(y) = φ(y′), and for any transversal τ of
the edges of 〈N〈N(v)〉(u)〉, φ is injective on τ ∪ {u}.
These four cases are illustrated by the diagrams in Figs. 2–5 in Section 3. In particular, the reader
should compare Proposition 22(ii)(d) with Fig. 3.
8. The global structure of Γ
Following the outline of the proof, as explained in Section 5 above, we shall now use the in-
formation from the previous section about the possible local structure of Γ , and the corresponding
behaviour of φ, to determine the possible global structure that Γ can have.
As a consequence of Proposition 22 there are four cases to deal with. We call these cases (a)–(d)
to coincide with the possibilities of Proposition 22. In each case we use our knowledge of the graph
induced by the neighbourhood of each vertex, and about the behaviour of the function φ on this
set, in order to give a description of the whole structure of the graph. We will show that the entire
graph Γ is determined by the case (a)–(d) that Γ satisﬁes, along with the corresponding values of
the parameters for that case.
8.1. The mapping φ is injective on N(v) ∪ {v}
Case (a): Recovering the graph Xr,l .
In this case the mapping φ is injective on {v} ∪ N(v) and the graph induced by N(v) is a disjoint
union of l copies of the complete graph Kr . Compare with Fig. 2 in Section 5 above.
We begin with a lemma.
Lemma 23. There is a number N ∈ N such that whenever {u, v} ∈ EΓ we have dT (φ(u),φ(v)) = N.
Proof. If l  3 then ﬁx a1,a2,a3 in distinct copies of Kr adjacent to v . By 3-CS-transitivity it follows
that the distances in T between φ(a j) and φ(v) are the same for all j. Set N to be this value. Now
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it follows from the argument above that dT (φ(v),φ(w)) = N . Since the result holds for every edge
incident to v , by vertex transitivity it must hold for every edge in the graph Γ .
On the other hand, if l = 2 then it follows that r  2, since we are assuming that the degree
of v is strictly greater than two. Let {a,b,a′,b′} ⊆ N(v) where a and b are adjacent, a′ and b′ are
adjacent, and these are the only edges in 〈a,b,a′,b′〉. Let N1,N2,N3 and N4 be the distances in T
from φ(a),φ(b),φ(a′) and φ(b′), respectively, to φ(v). We claim that Ni = N j for all i and j. To see
this, by 3-CS-transitivity there is an automorphism α such that {a,b, v}α = {a′,b′, v}. By considering
all possible ways that {a,b, v} can map bijectively to {a′,b′, v} we see that the automorphism α
must send one of the edges {a, v} or {b, v} to one of the edges {a′, v} or {b′, v}. Without loss of
generality suppose {a, v}α = {a′, v}. It follows that N1 = d(φ(a),φ(v)) = d(φ(a′),φ(v)) = N3. Applying
3-CS-transitivity again, there is an automorphism β with {a, v,b′}β = {a, v,a′}. It follows that {v,b′}β
equals either {a, v} or {a′, v} and in either case we conclude N4 = d(φ(v),φ(b′)) = N1 = N3. A further
similar application of 3-CS-transitivity yields N1 = N2 = N3 = N4, and the result follows. 
Now ﬁx v ∈ VΓ . Let Γi denote the subgraph of Γ induced by the set of vertices at distance at
most i from v . In other words Γi is the subgraph of Γ induced by a ball of radius i centred at the
vertex v . Fix a vertex x in the graph Xr,l (deﬁned above) and let Bi denote the graph induced by a
ball of radius i around this vertex. We will prove the following statement by induction:
P(i): Γi ∼= Bi and if dΓ (u, v) = i then dT (φ(u),φ(v)) = iN .
The base case P(1) follows from Lemma 23. Suppose P( j) holds for all j  k and consider P(k+ 1).
Let u ∈ VΓ with dΓ (u, v) = k, and let C be the connected component of T \ {φ(u)} containing φ(v).
Note that, by Lemma 23, for w ∈ VΓ if dΓ (w, v) = j then dT (φ(w),φ(v))  Nj. It follows from
this that φ(Γk \ {u}) ⊆ C . From the inductive hypothesis we know that u is adjacent to r vertices
in the graph Γk . Exactly one of these vertices is at distance k − 1 from v while the others are at
distance k from v . The vertices in N(u) \ Γk have images that belong to connected components of
T \ {φ(u)} different from C . Therefore if w is a vertex in Γ adjacent to u and dΓ (v,w) = k + 1 then
dT (φ(v),φ(w)) = N(k + 1).
Let w ′ ∈ VΓ where dΓ (v,w ′) = k+ 1 and w ′ is adjacent to u′ ∈ Γk where u′ = u. Since φ(w ′) ∈ C
and φ(w) /∈ C it follows that w ′ = w . Moreover, since φ(w) and φ(w ′) belong to different connected
components of T \ {φ(v)} it follows that any geodesic path from φ(w) to φ(w ′) in T must pass
through φ(v), and therefore that dT (φ(w ′),φ(w)) > N . We conclude, by Lemma 23, that w ′ is not
adjacent to w . This completes the inductive step and hence the proof that Γ ∼= Xr,l .
Now we move on to the case where φ is not injective on the set N(v) ∪ {v}.
8.2. The mapping φ is not injective on N(u) ∪ {u}
The non-injective case has three parts corresponding to (b), (c), and (d) in Proposition 22.
Case (d): Recovering the graph K4(r).
In this case 〈N(u)〉 is isomorphic to r triangles identiﬁed at a common vertex u′ ∈ N(u), the map-
ping φ satisﬁes φ(u′) = φ(u), for each triangle {y, y′,u′} in N(u) we have φ(y) = φ(y′), and if τ is
any transversal of the edges in 〈N〈N(u)〉(u′)〉 then φ is injective on τ ∪ {u′}. Compare with Fig. 3
in Section 5 above.
Fix a vertex u in Γ and let Γi be a ball of radius i around the vertex u in the graph Γ . Let Bi be
a ball of radius i around a ﬁxed vertex z ∈ K4(r) where r  2 is chosen so that 〈NΓ (u)〉 ∼= 〈NK4(r)(z)〉.
We will prove by induction on i that Γi ∼= Bi and therefore that Γ ∼= K4(r). Our assumption about
N(u) establishes the base case i = 1. Now we assume the result holds for all i  k and consider stage
k + 1.
First we observe that there is a natural number N such that for all x, y ∈ VΓ if x is adjacent to y
then dT (φ(x),φ(y)) ∈ {0,N}. Indeed, let x ∈ N(u) \ {u′} and set N = dT (φ(u),φ(x)) = dT (φ(u′),φ(x)),
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such that {u,u′, x}γ = {u,u′, y}. Since φ(x) = φ(u) and φ(y) = φ(u) it follows that {u, x}γ = {u, y} or
{u, x}γ = {u′, y}, and therefore that dT (φ(u),φ(y)) = dT (φ(u),φ(x)) = N , proving the claim. Also note
that it follows from the argument in the proof of Proposition 15 that, since φ is injective on τ for any
transversal τ of the edges in 〈N〈N(u)〉(u′)〉, if x, y ∈ N(u) \ {u′} and φ(x) = φ(y) then φ(x) and φ(y)
belong to different components of T \ {φ(u)}.
Let a ∈ Γ be a vertex at distance k from u. Then a is adjacent to 2r + 1 vertices in Γ . Three of
these vertices belong to Γk and 2(r−1) of them are not in Γk and are at distance k+1 from u. Let a′
be the unique vertex in N(a) satisfying φ(a′) = φ(a), noting that a′ ∈ Γk . Let c be a vertex adjacent to
a and at distance k + 1 from u. Also let b be a vertex in Γ \ {a,a′} at distance k from u and let d be
a vertex adjacent to b and at distance k+ 1 from u. We must prove that c and d are distinct and that
c and d are not adjacent.
Lemma 24. For any path (a1,a2,a3) in Γ such that dΓ (a1,a3) = 2, the vertices φ(a1) and φ(a3) belong to
different connected components of T \ {φ(a2)}.
Proof. If φ(a1) and φ(a3) belonged to the same connected component, then by our assumptions on
N(a2)∪{a2} in this case it would follow that φ(a1) = φ(a3) and {a1,a3} ∈ EΓ . But this contradicts the
fact that dΓ (a1,a3) = 2. 
It follows from Lemma 24 that for all x, y ∈ VΓ if dΓ (x, y) = j > 1 then dT (φ(x),φ(y)) = jN .
So we have dT (φ(u),φ(a)) = dT (φ(u),φ(b)) = kN , dT (φ(u),φ(c)) = dT (φ(u),φ(d)) = (k + 1)N , and
dT (φ(a),φ(c)) = dT (φ(b),φ(d)) = N . We also observe that φ(u) and φ(c) belong to different con-
nected components of T \ {φ(a)}, and that φ(u) and φ(d) belong to different connected components
of T \ {φ(b)}. It follows that the unique path in T between φ(c) and φ(d) must pass both through








)+ dT (φ(b),φ(d))= 2N.
It follows that c = d and that {c,d} /∈ EΓ . This completes the inductive step, and hence the proof that
Γ ∼= K4(r) in this case.
Cases (b) and (c): Recovering the graph Yr .
Now we consider the remaining two subcases which correspond to parts (b) and (c) of Proposi-
tion 22. We shall prove a more general result and then apply it to each of the cases (b) and (c) in
turn. We ﬁrst need a deﬁnition.
Let r, s  1. We use Yr,s to denote the line graph of the semiregular tree Tr+1,s+1. So Yr,s has
connectivity 1, is vertex transitive, and for all vertices v of Yr,s the subgraph induced by N(v) is a
disjoint union of Kr and Ks . Note that in particular we have Yr ∼= Yr−1,1.
As above, let Γ be a connected 3-CS-transitive locally ﬁnite graph with more than one end, struc-
ture tree T , and structure mapping φ.
Proposition 25. Let u ∈ VΓ , let r, s 2, and suppose that N(u) = A ∪ B where 〈A〉 ∼= Kr−1 , 〈B〉 ∼= Ks−1 and
{a,b} /∈ EΓ for all a ∈ A, b ∈ B. Also suppose that φ is injective on {u} ∪ A but that φ(u) = φ(b) for all b ∈ B.
Moreover, suppose that, with B1 = {w ∈ VΓ : dΓ (w, {u} ∪ B) = 1} the subgraph induced by B1 \ ({u} ∪ B)
is isomorphic to a disjoint union of s copies of Kr−1 . Then Γ ∼= Yr−1,s−1 .
Proof. Let u ∈ VΓ and let Ks be a ﬁxed copy of Ks in the graph Γ containing the vertex u. By 3-CS-
transitivity it follows that there is a number M ∈ N such that dT (φ(u),φ(a)) = M for all a ∈ Ks . Deﬁne
Γi to be a ball of radius i around Ks in the graph Γ . Let Bi be the corresponding ball of radius i
around a copy of Ks in the graph Yr−1,s−1. We will prove the following statement by induction:






iM/2 if i is even,
(i + 1)M/2 if i is odd.
The base case P(1) holds by the above assumptions. Assume that P( j) holds for all j  k and consider
P(k + 1).
Case 1. k odd. Let x ∈ VΓ be such that dΓ (Ks, x) = k. Let C be the component of T \ {φ(x)} that con-
tains φ(u) where u ∈ Ks . We claim that φ(Γk \ {x}) is a subset of C . If z ∈ Γk \ {x} then dΓ (Ks, z) k.









and therefore, since φ(z) = φ(x) by assumption, we must have φ(z) ∈ C , and so φ(Γk \ {x}) ⊆ C . Since
k is odd, by the inductive hypothesis x is adjacent to r vertices in the graph Γk , r − 1 of which are at
distance k from Ks and exactly one of which is at distance k−1 from Ks . The other s neighbours of x
do not belong to Γk and therefore are at distance k + 1 from Ks . Since φ is constant on each copy
of Ks it follows that for each of these neighbours w of x we have φ(x) = φ(w). Let w be a vertex at




)= dT (φ(u),φ(x))+ 0= (k + 1)M/2
as required. Now let w ′ be a vertex at distance k + 1 from Ks and adjacent to x′ ∈ Γk (so that
dΓ (Ks, x′) = k), where x′ = x, noting that φ(w ′) = φ(x′). It is possible that x and x′ are adjacent. If
they are then w = w ′ , and w is not adjacent to w ′ , because of the assumption that the subgraph
induced by the vertices at distance strictly one from the copy of Ks adjacent to x is isomorphic to s
disjoint copies of Kr . If, on the other hand, x is not adjacent to x′ then, since φ(w ′) belongs to C
while φ(w) does not, we deduce that w = w ′ . If w ′ and w were adjacent then (since k is odd) it




)= dT (φ(x),φ(x′)) 2M > M.
This completes the inductive step and we conclude that Γ ∼= Yr−1,s−1.
Case 2. k even (and k  2). Let x be a vertex at distance k from Ks . Let C be the component of
T \ {φ(x)} that contains φ(u), and let Q = N(x) ∩ Γk . Then using the same arguments as above we
can show that φ(Γk \ Q ) is a subset of C .
Since k is even the vertex x is adjacent to s vertices in Γk , one of which is at distance k−1 from Ks
and (s − 1) of which are at distance k from Ks . The other r neighbours of x are not in Γk and are
all therefore at distance k + 1 from Ks . Let w be one of these vertices. We know that φ(w) /∈ C and




)= dT (φ(u),φ(x))+ M = (k + 2)M/2
as required. Now let w ′ be some vertex at distance k + 1 from Ks and adjacent to x′ ∈ Γk where
x′ = x. There are now two cases to consider depending on whether or not x′ is adjacent to x (i.e. on
whether x′ belongs to Q ). If x is adjacent to x′ then w = w ′ , and w is not adjacent to w ′ because of
the assumption that the subgraph induced by the vertices at distance strictly one from the copy of Ks
adjacent to x is isomorphic to s disjoint copies of Kr . On the other hand, if x is not adjacent to x′
then w ′ = w since φ(w ′) ∈ C while φ(w) /∈ C . Secondly since dT (φ(w,φ(w ′)))  2M > M it follows
that w ′ is not adjacent to w . This completes the inductive step for this case. This covers all possible
cases and completes the proof of the proposition. 
Proposition 25 can now be applied to Case (b) and to Case (c). We just have to verify the base
case P(1) holds for each of the cases.
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φ(u) = φ(v).
Let M be deﬁned as in the proof of Proposition 25, so M = dT (φ(u),φ(w)) where w ∈ N(u) \ {v}.
To prove P(1) we have to consider a ball of radius 1 around the edge {u, v}. Let w be adjacent to v
where w = u, and let x be a adjacent to u with x = v . We aim to show that φ(x) and φ(w) belong to
different connected components of T \ {φ(u)} and therefore are not adjacent in Γ . Compare this with
Fig. 5 in Section 5.
First we show that if X = {y ∈ VΓ : d(y,u) = 2} then φ(X) is not a subset of a single connected
component of T \ {φ(u)}. Indeed, if φ(X) was a subset of a single connected component of T \ {φ(u)}
then it would follow from the deﬁnition of T that there exists e ∈ E such that u ∈ e and X is a subset
of e∗ . But then if we let z be a vertex at distance 2 from u in the inﬁnite connected graph e it would
follow that dΓ (u, z) = d〈e〉(u, z) = 2 so z ∈ X but z /∈ e∗ , a contradiction.
Let N(u)\{v} = {x1, . . . , xr}, and let N(v)\{u} = {w1, . . . ,wr}. For i ∈ {1, . . . , r} let x′i be the unique
vertex adjacent to xi satisfying φ(xi) = φ(x′i). By vertex transitivity we have dT (φ(v),φ(wi)) = M and
dT (φ(w j),φ(wi)) = M for all i, j ∈ {1, . . . , r} with i = j. Now if there existed wi and w j such that
φ(wi) and φ(w j) belonged to different connected components of T \ {φ(u)} it would follow that
dT (φ(wi),φ(w j)) = 2M , which is a contradiction. We conclude that {φ(wi): 1  i  r} all belong
to a single component of T \ {φ(u)}, and similarly {φ(xi) = φ(x′i): 1  i  r} all belong to a single
component of T \ {φ(u)}. With X = {y ∈ VΓ : d(y,u) = 2} we proved above that φ(X) is distributed
over more than one component of T \ {φ(u)}. We conclude that for all i, j ∈ {1, . . . , r} we have φ(xi)
in a different component of T \ {φ(u)} from φ(wi). Therefore, for all i, j ∈ {1, . . . , r} the vertex xi is
not adjacent to the vertex w j . This proves that P(1) holds in this case.
Case (c): 〈N(u)〉 is isomorphic to the disjoint union of Kr and the trivial graph {v}, φ is constant on Kr ∪ {u}
and φ(u) = φ(v).
Let M be as deﬁned in the proof of Proposition 25, so M = dT (φ(u),φ(v)). Let {x1, . . . , xr+1}
induce a copy of Kr+1 in Γ with x1 = u. Let Kr = {x2, x3, . . . , xr+1}. For 1  i  r + 1 let yi be the
unique vertex adjacent to xi satisfying φ(yi) = φ(xi), so that in particular y1 = v . We claim that φ(Y )
is distributed over more than one component of T \ {φ(u)}. Indeed, otherwise we could ﬁnd e ∈ E
such that Kr ⊆ e (since φ is constant on Kr ) and Y ⊆ e∗ . But Y is the entire neighbourhood of Kr
and this contradicts the fact that e is inﬁnite and connected. It follows that there exist yi, y j ∈ Y
satisfying dT (φ(yi),φ(y j)) = 2M , where M = dT (φ(u),φ(v)). Now let yk, yl ∈ Y be arbitrary. By 3-CS-
transitivity there is α ∈ AutΓ such that {yk, xk, xl}α = {yi, xi, x j}. But then we must have {yk, yl}α =
{yi, y j} and therefore dT (φ(yk),φ(yl)) = 2M . We conclude that yk is not adjacent to yl , and since
they were arbitrary members of Y this proves P(1) for this case.
This covers all possible cases and completes the proof of Theorem 4.
We end by noting that each of the 3-CS-transitive graphs described above is an example of an end
transitive graph. Such graphs were considered in detail in [21]. An interesting question is whether or
not k-CS-transitivity implies end-transitivity in general for any k 3 (we see here that it holds when
k = 3).
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