F luorescent in situ hybridization (FISH) is a molecular diagnostic technique in which a fluorescent labeled probe hybridizes to a target nucleotide sequence of DNA. Upon excitation, each chromosome containing the target sequence produces a fluorescent signal (spot). New technology provides a stack of images on multiple focal planes throughout a tissue sample. Multiple-focal-plane imaging helps to overcome the biases and imprecision inherent in single-focal-plane methods. New algorithms are being proposed to take advantage of the multiple focal planes. This paper presents a simulation toolbox that generates synthetic spots, both signal and noise, with which to evaluate algorithm performance. By using the toolbox, preset algorithm parameters can be tuned or optimized. Two critical issues for any algorithm are the sampling rate, which is the number of focal planes used, and the parameters for the filter that determines which detected spots are signal and which are noise. One would like to use a minimal number of focal planes for reasons of both time and cost, and one would like to have a noise filter that optimally balances the passing and non-passing of signal and noise spots. As demonstrated, it is possible to go further and calibrate the noise filter so that the expected number of counted spots, both signal and noise, is approximately equal to the actual number of signal spots.
Introduction
An important technique for molecular disease diagnosis is fluorescent in situ hybridization (FISH), in which hybridizing agents (such as DNA, RNA, or single-or double-stranded DNA probes) are labeled with fluorescent dyes and exposed to intact tissue sections [1] [2] [3] [4] . The probe hybridizes to a defined target nucleotide sequence of DNA in the cell, and the dye fluoresces to some particular color when excited by a mercury arc lamp or Argon laser (in the case of a laser scanning microscopy), so that the labeled probe can be visually detected when the probed tissue is viewed through a microscope. Each chromosome containing the target DNA sequence will produce a fluorescent signal (spot) in every cell when the specimen is illuminated with suitable excitation. FISH is an excellent method for detection of gene copy number alterations in cancer and other diseases.
An instrumental impediment to accurate FISH spot is that the probes hybridize throughout a three-dimensional (3D) tissue sample, and therefore the use of a single focal plane can result in a low estimation of the 1077-2014/02/$35.00 r 2002 Elsevier Science Ltd. All rights reserved.
Real-Time Imaging 8, 203-212 (2002) doi:10.1006/rtim.2001.0280, available online at http://www.idealibrary.com on number of spots. This can happen in two ways. First, a lower signal results for spots outside the focal plane, thereby exacerbating the confusion between true spots and noise, and resulting in a low estimation of the number of true spots. Second, if one spot lies below another, they produce a single signal relative to the focal plane, and again there is low spot estimation. Although automated FISH spot-counting algorithms have been developed based on a single focal plane [5] [6] [7] , they have been subject to both problems. Satisfactory results have been achieved in a Bayesian context, where prior distributions are assumed for spot and noise intensities [8] . This approach takes into account the distribution of intensities resulting from a single focal plane; however, it requires accurate prior distributions and therefore is very sensitive to image acquisition, in particular, precise protocol implementation on the part of technicians.
New technology now allows cost-efficient acquisition of a stack of images on multiple focal planes throughout a tissue sample. Each of these provides an intensity gradient at a particular focal plane, and thereby overcomes the two low biases mentioned previously. Figure 1 shows five slice images, sampled from top to 
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bottom from a total of 16 slices, and the max-image arising from normal glands. Fluorescence is from a red dye, image size is 436 Â 345 pixels, magnification is Â 100, and the stack step size is 0.35 mm. The max-image is formed at each pixel by taking the maximum value over the 16 slices. This may be the only image viewed by a human. Not only is there excessive blurring in the max-image, but there is also apparent spot intersection, and even complete coverage, when one spot lies above another. A current interest is the development of FISH spot-counting algorithms that can take advantage of the multiple focal planes. For instance, one proposed algorithm utilizes nuclei segmentation and provides automatic spot counting under the assumption of even illumination [9] .
Recently, the authors have proposed using the morphological top-hat transform as the basis for spot identification, thereby producing an algorithm that is fairly insensitive to substantial and irregular illumination gradients [10] . The algorithm does not require nuclei segmentation and thereby avoids a difficult step in classical algorithms. The new algorithm has the following general structure. A morphological top-hat transform is applied to each of the m gray-scale slice images to yield m outputs, each possessing brightness intensity spikes jutting above a fairly flat background. Each bright spike can correspond either to a signal or to noise. Each top-hat image is thresholded according to an automatically computed threshold to produce a stack of m binary images showing spike locations. Morphological filters are applied to the binary images to eliminate noise, and touching spots are segmented. Binary spot markers occurring as vertical neighbors in the stack are reconstructed into final 3D spots. Each 3D spot corresponds to an authentic spot or to noise. To filter out small spots (presumed to be noise), there is a size measure and a user-defined threshold r such that spot S is classified as authentic if and only if (S) !r. Different size measures are possible, such as the number of pixels or the radius of the largest fitting ball in the spot. Only spots passing the size filter are counted.
Any spot-counting algorithm for stacked 3D FISH images has to confront various issues. These include the sampling rate (number of slices), the spot-size distribution, the spot-intensity distribution, and the existence of noise spots. This paper describes a simulation toolbox that takes all of these into account. Spot-shape perturbation is not considered because it is likely to have only minimal impact in comparison with the other issues; however, the software could be rewritten to include it. Reference is made to the toolbox in the original 3D spot-counting paper [10] . Here, we go into detail and demonstrate how it is used for determining sampling rate and for calibration to achieve good spot-count estimation in the presence of noise. We apply it to our 3D FISH algorithm, but it can be used for any 3D stacked-image spot-counting algorithm.
Simulation Model
From a systems level, the simulation software generates random stacks of images, each stack corresponding to a single 3D volume of illuminated spheres, where the random model depends on certain distributions whose parameters are set by the user. A spot-counting algorithm is applied to the generated stacks and its performance is evaluated relative to correct estimation of the number of spots. Any spot-counting algorithm will have certain adjustable parameters, and the software evaluates algorithm performance as a function of these parameters. If the image model is determined by the parameter vector I = ( f 1 , f 2 , . . ., f r ), and the algorithm by the parameter vector A = ( 1 , 2 . . . s ), the spot counter depends on the entire set of parameters.
The spot model is defined via a constrained random Boolean-like 3D model. Given a volume V of pixels in 3D discrete space, pixels are randomly selected in V and (digital) balls of random radius r are placed at the selected pixels. For uniform placement, a probability p is given and a pixel in V is chosen or not chosen with probabilities p s and 1Àp s , respectively. The probability p s determines the expected number of balls in V. In this paper, we assume uniform placement; however, the algorithm permits other point selection protocols. Indeed, one could implement any number of random point processes, including those for which spot locations tend to clump (or not to clump) [11] . An interval [l, R s ] is set for ball radii. The radii possess a beta distribution B( r , r ). The default beta distribution is the uniform distribution over the interval. In an unconstrained Boolean model, the balls could overlap in any manner whatsoever; however, in practice this is not the case. In the model, balls are allowed to overlap, but only so much. If two balls share more than q pixels, then they are uniformly shrunk until the overlap is acceptable. Once a ball of radius r has been chosen, a radial intensity function j(x, y, z) is defined over the ball. j is a radial function defined by rotation of a symmetric beta where the maximum intensity of j (at the ball center) satisfies a beta distribution B( i , i ), is set to achieve the chosen maximum intensity, and g is the beta function. Figure 2 shows a slice of an intensity ball at z = 50, its planar rendering, and a 3D graph of its intensity function. Figure 3 shows how the random balls appear in 3D space, absent illumination, and Figure 4 shows the balls sampled by slices.
As so far defined, the model contains only legitimate spots; the full model also contains noise. Noise spots are generated in exactly the same manner as signal spots; A. M. GRIGORYAN ETAL.
however, with different parameters. A pixel is chosen with probability p n from those not chosen for spots, noise radii possess a beta distribution B(g r , r ) over [l, R n ], and a noise intensity function ! is formed by rotating a symmetric beta density whose maximum intensity satisfies a beta distribution B( i , i ). The overlap parameter q continues to apply, but now relative to both spots and noise.
The overall 3D model takes the form ðx; y; zÞ ¼ðx; y; zÞ
! j ðx; y; zÞ ð2Þ
where j 1 , j 2 , . . ., j n denote the spot intensity functions, o 1 , o 2 , . . ., o m denote the noise intensity functions, and denotes a background intensity function including all sources of energy outside of the intensity functions themselves. In FISH, includes nuclei. In our application we have set = 0 because our algorithm begins with a morphological top-hat transform whose effect is to leave the intensity functions on an practically null background. It has worked quite well and therefore we have not included background intensity in our simulations (although one could). Taken together, all model assumptions lead to the image parameter vector I ¼ ðp s ; p n ; R s ; R n ; r ; r ; i ; i ; r ; r ; i ; i ; qÞ ð3Þ
Once a set of balls is generated according to the random model, a number m of desired slices is chosen, n determining the sampling rate. A set of equations describing model geometry is automatically solved. The result is that the intensity is sampled by taking slices at m values of z, thereby yielding m gray-scale slice images, f 0 (x, y), f 1 (x, y), . . ., f mÀ1 (x, y). These slice images are the actual input to the spot-counting algorithm. The larger the number of slices, the more accurately the slice images reflect . From a purely mathematical perspective, one would like to set a very high sampling rate; however, increased sampling causes increases in cost, time of image formation, time of image processing, and storage. Practically, it needs to be kept as small as possible while at the same time obtaining good spot-count estimates.
The simulation is in the framework of the MATLABbased graphical user interface. The GUI allows visualization of the balls as well as their 2D projections onto slices, which themselves appear as ordinary images. The dynamic interface provides manipulation of all parameters, including the number of slices. It also can display data derived from each slice. The GUI has many graphical tools, including displaying and printing data in the form of 2D and 3D images, plotting histograms, and displaying density functions.
Simulation Studies
The toolbox can be applied to any spot-counting algorithm. Here, we apply the morphological algorithm of Ref. [10] . There are two algorithm parameters, the number of slices and the noise-filter threshold. Hence, A = (m, r).
A basic issue is the extent to which the full set of spots is counted by an algorithm. Figure 5 shows a count surface as a function of the number spots and slices. The simulation is based on a 640 Â 520 Â 100 (breadth Â width Â depth) volume with radii and intensity parameters r = 1, r =5, j = 6, and i = 6. The number n of balls varies from 4 to 256, spot counting has been performed using from 4 to 32 slices, and for each n and slice number the experiment has been repeated 10 times. It is clear from the surface that increasing the sampling rate improves spot-counting accuracy, but that after a certain point little or nothing is gained by further increases.
It is apparent that more slices are needed to count spots with small radii than with larger radii because, regardless of specific algorithm issues such as internal threshold selections and spot segmentation, more spots will be hit with a higher sampling rate. This phenomenon is illustrated in Figure 6 , where for the 640 Â 520 Â 100 volume, the intensity parameters are i = 2, and i = 2, r = 5, and r varies from 1 to 9. The beta distribution shifts to the right with increasing r , which results in spots with larger radii, which in turn 
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provides accurate counting with fewer slices. Using the same volume and intensity parameters, the dual phenomenon is illustrated in Figure 7 , where r = 1.5, r varies from 1 to 8, and the distribution shifts left with increasing r .
The effects of noise are studied by postulating both signal and noise distributions. Here, we illustrate the methodology assuming that both signal and noise have the intensity distribution B(2, 2), but that the signal and noise have different radius distributions, B (8, 8) and B(8, 1.25), respectively (see Figure 8) . By varying the sampling rate and computing the numbers of counted signal and noise spots separately, as well as the number of filtered spots in accordance with the size measure , we can observe the minimal number of slices necessary to achieve a satisfactory spot count in the presence of noise. Since the model is constructed using balls, we let (S) be the radius of a spot in this application. Referring to Figure 8 , we choose r = 4.7 as the threshold for counting a spot. Spots are located within a 640 Â 520 Â 200 volume. Figure 9 gives the following curves as functions of the number of slices in the case of 256 and 32 signal and noise spots, respectively: (a) number of counted signal spots (solid line) and number of signal spots remaining after filtering (dashed line); (b) number of counted noise spots (solid line) and number of noise spots remaining after filtering (dashed line); (c) total number of counted spots (signal plus noise) after filtering (solid line) in comparison with the total number (256) of signal spots. All counts are averaged over 10 experiments. In part (a) of the figure, we see that by 20 slices we have counted all the signal spots, but that some of these are filtered out, which is to be expected considering the fact that the signal and noise radii densities overlap (Figure 8 ). In part (b), we see that as the number of slices increases, the number of detected noise spots increases; however, there is little increase in the number of counted (unfiltered) noise spots after 13 slices. Part (c) shows that the total count is very close to 256 Â 20 slices, but levels out 
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below 256 thereafter. Analogous graphs are shown in Figure 10 except that there are 64 noise spots. While there is a marked increase in the number of pre-filtered noise spots (solid line of part (b)) as compared to Figure  9 , this is significantly corrected by filtering with threshold r = 4.7, and the rest of Figure 10 is much the same as Figure 9 .
Optimal Filtering and Calibration
Taking a statistical perspective, a spot-counting algorithm provides an estimator C of the number of signal spots. Suppose we decompose C into C = C s + C n , where C s and C n estimate the numbers of signal and noise spots, respectively. Both depend on the filter Rather than choose a threshold based on the intersection of the signal and noise radii densities, one can choose a threshold to provide the best spot-count estimation. This means that r is chosen to make the expected (average) value of C(m) close to n; that is, E[C(m)] % n. It will no doubt be true that E[C s (m)] on and E[C n (m)]4 0, but what matters is that E½CðmÞ ¼ E½C s ðmÞ þ E½C n ðmÞ % n Based on the results of Figures 9 and 10 , we see that this can be achieved by slightly lowering the filter threshold. A desirable threshold can be determined by using the simulation software. The three parts of Figure 11 correspond to the parts of Figure 10 with the only change being the lowered threshold r = 4.0. Note that there is slightly less filtering of both signal and noise. Most importantly, the total number of counted spots crosses the 256 line, meaning E[C(m)] %n, at m = 18 slices. This provides an optimal sampling rate.
Conclusion
The simulation toolbox that we have developed provides for performance analysis, parameter selection, and calibration of 3D spot-counting algorithms. By changing the image parameters the toolbox can be applied under a wide range of image-formation settings. Our intent here has been to demonstrate toolbox application to sampling rate and noise filtering for a few image settings. optimal number of slices Figure 11 . Number of counted spots as a function of the number of slices for 256 signal spots, 64 noise spots, and threshold 4.0: (a) detected signal spots before filtering (solid line) and counted signal spots after filtering; (b) detected noise spots before filtering (solid line) and counted noise spots after filtering; (c) total count after filtering (solid line) and optimal number of slices.
