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( ” SDE” ) $\uparrow$
$dX_{t}=a(t, X_{t}, H(X_{t} :u(t)))dt+b(t, X_{t}, H(X_{t} :u(t)))dW_{t}$,
$X_{0}(\omega)=\xi(\omega)$ ,
(1)
$\tau\iota(t, x)=the$ pdf. of the $X_{\ell}(\cdot)$ ,
$H(x : u(t))= \int_{-\infty}^{\infty}H(x-y)u(t, y)dy$.
, $W_{\ell}(\omega)$ $(\Omega, \mathcal{F}, \mathcal{P})$
$\xi(\omega)$ pdf ( ) $f(x)$
$X.(\cdot)$ $=t$ $u(t, x)$
$\frac{\theta}{\theta t}u+\frac{\theta}{\theta x}\{a^{H}(t, x)u\}=\frac{1}{2}\frac{\theta^{2}}{\partial x^{2}}\{b^{H}(t, x)^{2}u\}$
(2)











(e.g. Clark-Cameron’s commutativity condition, [1])
$a(t, x, y),$ $b(t, x, y),$ $H(x),$ $f(x)$ (1) $(X_{t}, u(t, x))$
( Ogawa[8]
$(A.1)-(A5))$
: $X_{t}$ $\overline{X}_{t}$ $N$
SDE $[0,T]$ $t_{h}$ $:=k\cdot h(h=$
$T/N,$ $0\leq k\leq N$ ) $X_{\ell},$ $\overline{X}_{t}$ $X_{k},$ $\overline{X}_{h}$ $x(\omega)$







$\xi(\omega)$ $\{\xi(\omega^{i}), 1\leq i\leq N_{0}\}$
$\{\overline{X}_{t}(\omega:), 1\leq i\leq N_{0}\}$
(1) $X_{t}(\omega)$ pdf $u(t, x)$
$t$ , 1
( ) $\{\overline{X}_{\ell_{k}}(\omega^{i}), 1\leq i\leq N_{0}\}$ pdf $\overline{u}(t_{k}, x)$
( , $M$ ) , ;
(1)
\langle , (2)








(M) $\sup_{t}E\int_{-\infty}^{\infty}|\overline{u}(t, x)-M\overline{u}(t, x)|^{2}dx=O(N_{0}^{-2p\cdot\eta})(\exists\eta>0)$ .
( 1 )Estimator
(” ” ) Estimator
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” ” $\eta<1/2$
Example (Kernel Method) $r(\omega)$ $R(x)$ pdf
$r(\omega)$ $N_{0^{-}}$ $\{r(\omega^{i}), 1\leq i\leq N_{0}\}$
$R(z)$ ”kernel method ‘’ (cf. Silverman
[14])
$M_{K}^{5}R(x)=\frac{1}{N_{0}}\sum_{i=1}^{N_{O}}K_{\delta}(x-r(\omega^{i}))$
, $K_{\delta}(x)= \frac{1}{\delta}K(\frac{l}{\delta})$ , $K(x)$
(K.1) $\int|K|dae=1$ , $\int|xK(x)|dx<\infty$ , $\lim_{|a|arrow\infty}|xK(x)|=0$ .
$R(x)$ $\lim_{\deltaarrow+}M_{K}^{\delta}R(x)=R(x)$ ( )
Parzen ([13])
$\overline{X}_{t}$ pdf $\overline{u}(t, x)$ $x$
Proposition 2.1 (Ogawa [9] )Kernel $K(x)$ (K. 1)
$(K.2)$ : $\sup_{y}\frac{|1-\tilde{K}(y)|}{|y|^{r}}<\infty$ $\exists r>0$ ,
, $\tilde{K}(y)$ $K(\cdot)$ Fourier ,
$\overline{X}_{\ell}$ pdf $\overline{u}(t, x)$ Fourier $\overline{U}(t, y)$ $r$
,
$(U)$ $\overline{U}^{2};=\sup_{t}\int|y^{r}\overline{U}(t, y)|^{2}dy<\infty$
, $M_{K}^{\delta}$ Integrated Mean Square Error :
IMSE$(N_{0}, 5):=\int E|\overline{u}(t, x)-M_{K}^{\delta}\overline{u}(t, x)|^{2}dx$
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window width $\delta$ tunning
$\min_{\delta>0}IMSE(N_{0}, \delta)\leq O(N_{0}^{-\frac{\text{ }}{21}})$ . (3)










2 $h$ 1 , Milstein
Scheme 2 (cf.[3])
(1)
$\overline{X}_{t}$ $= \overline{X}_{h}+\frac{\overline{X}_{k+1}-\overline{X}_{k}}{h}(t-t_{k})$ for $t_{k}\leq t<t_{k+1}$
$\overline{X}_{0}$ $=\xi(\omega)$ ,
(4)
$\overline{X}_{h+1}$ $= \overline{X}_{h}+\{\overline{a}(t_{h},\overline{X}_{h})-\frac{1}{2}\overline{bb}_{l}(t_{k}, \overline{X}_{k})\}h$
$+ \frac{1}{2}\overline{bb}_{l}(t_{h},\overline{X}_{k})(\Delta_{k}W)^{2}+\overline{b}(t_{k},\overline{X}_{k})\Delta_{k}W$ .
$X_{h}=X_{t_{h}},$ $\overline{X}_{k}=\overline{X}_{\ell}$ . $\Delta_{k}W=W(t_{k+1})-W(t_{k})$ ,
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$\overline{c}(t, \sim)=c(t, x, H(x : M\overline{u}(t)))$ , $(c(\cdot)=a(\cdot), b(\cdot))$ .
(M)
Theorem 3.1 (Ogawa [8] ) $\eta$ Estimator $\eta\cdot\beta\geq 1$
$No=N^{\beta}$ , modified Mil’stein
scheme (I) 2 $[0, T]$
:











$t$ Heun Milstein scheme 2 ,
$\overline{X}_{\ell}$ It\^o SDE (1)
, $.1 :
Milstein Runge-Kutta (cf. [5])
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Proposition 3.1 (Ogawa [8] ) $\tilde{X}_{\ell}$
$+b(t_{k},\tilde{Y}_{k+1}, H(Y_{k+1} : M\tilde{u}(t_{k})))\}$ $\cdot\Delta_{k}W$
$\tilde{X}_{k+}^{0}=\tilde{X}=_{1}$
$a(t_{k},. \tilde{X}_{k}, H(\tilde{X}_{k}\xi : M\tilde{u}(t_{k})))\cdot h+\frac{1}{2}\{b(t_{k},\tilde{X}_{k}, H(\tilde{X}_{h} : M\tilde{u}(t_{h})))\}$
$Y_{h}$
$Y_{h+1}=$ $\tilde{X}_{k}+a(t_{k},\tilde{X}_{h}, H(\tilde{X}_{h} : M\tilde{u}(t_{h})))\cdot h+$
$b(t_{k},\tilde{X}_{h}, H(\tilde{X}_{h} :M\tilde{u}(t_{h})))\cdot\Delta_{h}W$
(5)
$\tilde{X}_{\ell}$ (cf. $Ogawa[1JJ$ ) $SDE(1)$
, 3.1





Kernel Estimator $M_{K^{\text{ }}}^{5}$ PDE (2)
, Kernel
$K(x)$ window width 5 $\overline{X}_{t}$
Proposition2.1 Theorem3.1
Theorem 3.2 (Ogawa [8] ) $\eta$ sample $N_{0}(=N^{\beta})$ :
$\eta\cdot\beta=1$ $u(t, x)$
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kernel $K(x)$ (K.1), (K.2) ,
$u$ $(U)$ , estimator $M_{K}^{\delta}\overline{u}(t, x)$
$\min_{\delta}IMSE(M_{K}^{\delta}\overline{u}, u:\delta)=O(h^{\eta’}(\log\frac{1}{h})^{\epsilon’})$ , $\eta’=\frac{4r}{2r+3}$ $( \forall\epsilon’\geq\frac{2r}{2r+3})$ ,




$(cf.[8],[9],[14])$ Density Estimation Kernel
Estimator $\eta<1/2$




$|b(t, \sim, y)|>\exists c>0$
: (4) estimator
M. $\overline{u}(t, x)$ density
$H(x:M\overline{u}(t_{k}))$ $H(x:\overline{u}(t_{k}))$
density estimator $X_{\ell}$ (cf.[$])
Mil‘stein (cf.[6] ) Euler- Maruyama











$\max_{k}\sup_{l}|H(x : \overline{u}(t_{k}))-H(\sim : u^{Y}(t_{h}))|=O(N^{-1})$ .
(6) $Y_{k}$ pdf. $u^{Y}(k, x)(0\leq k\leq N)$
$\zeta(\omega)$ pdf $\phi^{h}(\cdot)$
$u^{Y}(k+1, ae)= \int_{-\infty}^{\infty}\phi_{k}^{h}(x, y)u^{Y}(k, y)dy$, $u^{Y}(0, x)=f(x)$
(7)
$\phi_{k}^{h}(x,y)=\frac{1}{b_{h}^{Y}(y)}\phi\{$ $a_{b_{k}^{Y}(y)}^{e-y-a_{k}^{Y}(y)\cdot h}\}$ .
$\zeta(\omega)$ $Y_{k}$ pdf
$u^{Y}(t_{k}, x)$
$ $f(x)$ |f(X,)-f( )| $=O(h^{-})$ $x_{t}$
$s$
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Proposition 4.1 $X_{\ell}$ 2 ( )






$\bullet$ Density Estimation Kernel (cf. Tanabe-
Sagae [15] ) (cf. Silverman[14] ) 2 2.1
Kernel (K. $1$ )$-(K.2)$ Kernel $K(x)$
$\bullet$ KerkyachaIian-Picard ([2] ) Wavelet
kernel Proposition 2.1
( )
1. Besov space $B_{\ell,p,q}$
$f(x)\in B_{\iota,p,q}$ ” ” $B_{\iota’,p,q’},$ $(s>s’>$
$0,$ $q’\geq q$) estimator
2. density $f(x)$ C’ Daubechies’ Wavelet
$\phi(ae)$ ;
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(a) $supp\phi=compact$ , $\{\phi(x-k), k\in Z\}$ $L^{2}(R)$ orthonormal
family
(b) $\{\phi_{j,k}, k\in Z\}$ ( $\phi_{j,k}(x)=2^{j/2}\phi(2^{j}x-k)$ ),
$V_{j}$ $\subset V_{j+1}$ $\bigcap_{i\in Z}V_{j}=0$ , $L^{2}(R)=$
$\overline{\bigcup_{j\in Z}V_{j}}$
$\circ$
3. $N$ $\{X_{k}, 1\leq k\leq N\}$
$dF_{N}(ae)$ $j(N)$ $V_{j(N)}$ es-
timator $f^{*}(x)$ : $f^{*}(x)= \int E_{j(N)}(x, y)dF_{N}(y)$ ,
$E_{j}(x, y)$ $V_{j}$
4. Kerkyacharian-Picard [2] , Besov space
$B_{\iota’,p,q’},$ $(r>\epsilon>s’>0, q^{/}\geq q)$ $f$ $f^{*}$ 2
( $f$ (.) ) , estimator $f^{*}(x)$
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