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Abstract
In the framework of the Schwinger boson representation for the su(2)-algebra, the
closed form is derived for the total spin eigenstates which result from the coupling
of n su(2)-spins. In order to demonstrate its usefulness, the orthogonal set for the
so(5)-algebra, which is reduced to four su(2)-spin systems, is obtained.
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§1. Introduction and preliminaries
The boson realization of the su(2)-algebra due to Schwinger 1) and named after him
plays a crucial role in the Theory of Angular Momentum, for instance in the derivation of
the irreducible representations of the rotation operators. The Schwinger representation of
the su(2)-algebra also proved to be most useful in the study of various many-body systems,
for example, shown in Ref. 2). Appropriate extensions of the Schwinger representation have
been obtained by two of the present authors (J.P. and M.Y.) and Kuriyama and applied
to solve diverse problems formulated in the framework of the su(M + 1) and the su(N, 1)-
algebra. 3) In the present paper, the Schwinger representation is applied to derive closed
form expressions describing the total spin eigenstates which result from the coupling of n
su(2)-spins. The obtained expressions may be of interest in the theoretical investigation
of spin systems, for instance, the description of the Heisenberg antiferromagnet, the simple
case of which was recently given by four of the present authors (J.P., M.Y., C.P. and J.P.Jr.)
and Brajczewska. 4) But, it may be also useful for the description of many-body systems
which can be reduced to many su(2)-spins, for example, the so(5)-algebra which plays an
important role in the studies of the charge-independent pairing correlations in nuclei 5) and
the high-temperature superconductivity. 6)
It is well known that the su(2)-algebra is composed of three operators, Sˆ±,0, which are
called the su(2)-generators and obey the following relations :
Sˆ∗+ = Sˆ− , Sˆ
∗
0 = Sˆ0 , (1.1)
[ Sˆ+, Sˆ− ] = 2Sˆ0 , [ Sˆ0, Sˆ± ] = ±Sˆ± . (1.2)
Hereafter, we express the set (Sˆ±,0) also Sˆ, and then the Casimir operator can be expressed
in the form
Sˆ
2
= Sˆ20 + (Sˆ−Sˆ+ + Sˆ+Sˆ−)/2 . (1.3a)
The eigenvalue problem of the su(2)-algebra is formulated in terms of the relations
Sˆ
2
|(α); ss0〉 = s(s+ 1)|(α); ss0〉 , (s = 0, 1/2, 1, 3/2, · · ·) (1.4a)
Sˆ0|(α); ss0〉 = s0|(α); ss0〉 , (s0 = −s,−s + 1, · · · s− 1, s) (1.4b)
The symbol (α) denotes a set of the quantum numbers additional to (s, s0). If the operator Sˆ,
which gives us Sˆ
2
= Sˆ(Sˆ +1), can be defined, the relation (1.4a) is reduced to Sˆ|(α); ss0〉 =
s|(α); ss0〉. In this paper, we call the system obeying the above algebra su(2)-spin system.
In this sense, Sˆ plays a role of the magnitude of the su(2)-spin.
The simplest boson realization of the su(2)-algebra was presented by Schwinger 1) and it
is called the Schwinger boson representation. This realization is formulated in terms of two
2
kinds of bosons (aˆ, aˆ∗) and (bˆ, bˆ∗). The set Sˆ is given as
Sˆ+ = aˆ
∗bˆ , Sˆ− = bˆ
∗aˆ , Sˆ0 = (aˆ
∗aˆ− bˆ∗bˆ)/2 . (1.5)
The operator Sˆ
2
can be expressed as
Sˆ
2
= Sˆ(Sˆ + 1) , Sˆ = (aˆ∗aˆ + bˆ∗bˆ)/2 . (1.6)
The eigenstate |ss0〉 (in this case, (α) is not necessary) can be expressed as
|ss0〉 = (Sˆ+)
s+s0(bˆ∗)2s|0〉 . (1.7)
Here, the normalization constant is omitted, and hereafter, we will omit it for any state.
The state |ss0〉 satisfies
Sˆ|ss0〉 = s|ss0〉 . (1.8)
Clearly, with the aid of the above treatment, we can describe single su(2)-spin system. It
should be noted that the operator Sˆ, which plays a role of the magnitude of the su(2)-spin,
can be defined only in the case of single su(2)-spin. The above is our starting arguments.
In the next section, the cases of two and three su(2)-spins are recapitulated. Sections
3 and 4 are the high light parts of this paper, where following two types of the coupling
orders for the su(2)-spins, the eigenstates of total spin are obtained. In §5, the coupling
rules for the two orders are discussed. Section 6 is devoted to the application of the coupling
scheme presented in this paper to the so(5)-algebra, which is reduced to four su(2)-spin
systems. Finally, in §7, three comments are mentioned. Especially, in relation to the charge-
independent pairing theory, the eigenstates given in §6 is reexpressed.
§2. The cases of two and three su(2)-spins
A possible Schwinger boson representation of two and three su(2)-spin systems was for-
mulated by the present authors and Kuriyama in Refs. 7) and 8), respectively. The former
and the latter are referred to as (A) and (B), respectively. It may be helpful for readers to
recapitulate the formalism in terms of the notations used in the original papers.
The case (A) is formulated in terms of the bosons (aˆ+, bˆ+, aˆ−, bˆ−) and the following
su(2)-generators plays a central role :
Sˆ±,0 = Iˆ±,0 + Jˆ±,0 , i.e., Sˆ = Iˆ + Jˆ , (2.1)
Iˆ+ = aˆ
∗
+bˆ+ , Iˆ− = bˆ
∗
+aˆ+ , Iˆ0 = (aˆ
∗
+aˆ+ − bˆ
∗
+bˆ+)/2 ,
Jˆ+ = aˆ
∗
−
bˆ− , Jˆ− = bˆ
∗
−
aˆ− , Jˆ0 = (aˆ
∗
−
aˆ− − bˆ
∗
−
bˆ−)/2 . (2.2)
3
The sets Iˆ and Jˆ also form the su(2)-algebras, respectively, and the Casimir operators are
expressed as
Iˆ
2
= Iˆ(Iˆ + 1) , Iˆ = (aˆ∗+aˆ+ + bˆ
∗
+bˆ+)/2 ,
Jˆ
2
= Jˆ(Jˆ + 1) , Jˆ = (aˆ∗
−
aˆ− + bˆ
∗
−
bˆ−)/2 . (2.3)
In (A), the operators Tˆ+ and Rˆ+ defined in the following also play an important role :
Tˆ+ = aˆ
∗
+bˆ
∗
−
− bˆ∗+aˆ− , Rˆ+ = aˆ
∗
+aˆ− + bˆ
∗
+bˆ− . (2.4)
In the present system, mutually commutable operators are Iˆ, Jˆ , Sˆ
2
and Sˆ0, and then, we
can set up the eigenvalue equation
Iˆ|ij; ss0〉 = i|ij; ss0〉 , Jˆ |ij; ss0〉 = j|ij; ss0〉 ,
Sˆ
2
|ij; ss0〉 = s(s+ 1)|ij; ss0〉 , Sˆ0|ij; ss0〉 = s0|ij; ss0〉 . (2.5)
The eigenstate |ij; ss0〉 is given in the form
|ij; ss0〉 = (Sˆ+)
s+s0(Tˆ+)
i+j−s(Rˆ+)
i−j+s(bˆ∗
−
)2s|0〉 . (2.6)
The set of the quantum numbers ij is just (α). The form (2.6) is found in Eq.(A·2·27) in a
form slightly different ordering of the operators from that of the present. For the state (2.6),
the quantum numbers obey
2s ≥ 0 , s+ s0 ≥ 0 , 2s− (s+ s0) ≥ 0 , (2.7a)
i+ j − s ≥ 0 , i− j + s ≥ 0 , 2s− (i− j + s) ≥ 0 . (2.7b)
The relation (2.7) is derived under the condition that the state (2.6) should not vanish. From
the relation (2.7), we obtain
s ≥ 0 , |s0| ≤ s , |i− j| ≤ s ≤ i+ j . (2.8)
The above is identical with the coupling rule of two su(2)-spins.
The case (B) is formulated in terms of bosons (aˆi, bˆi; i = 1, 2, 3) and Sˆ±,0 can be expressed
as
Sˆ±,0 =
3∑
i=1
Sˆ±,0(i) , i.e., Sˆ =
3∑
i=1
Sˆ(i) , (2.9)
Sˆ+(i) = aˆ
∗
i bˆi , Sˆ−(i) = bˆ
∗
i aˆi , Sˆ0(i) = (aˆ
∗
i aˆi − bˆ
∗
i bˆi)/2 . (2.10)
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Each of the sets (Sˆ(i); i = 1, 2, 3) also forms the su(2)-algebra and the Casimir operator can
be expressed as
Sˆ(i)2 = Sˆ(i)(Sˆ(i) + 1) , Sˆ(i) = (aˆ∗i aˆi + bˆ
∗
i bˆi)/2 . (2.11)
In (B), the following operators also play an important role :
Qˆ+ = aˆ
∗
1bˆ
∗
2 − bˆ
∗
1aˆ
∗
2 , Mˆ+ = aˆ
∗
1aˆ2 + bˆ
∗
1bˆ2 ,
Tˆ+(2) = aˆ
∗
2bˆ
∗
3 − bˆ
∗
2aˆ
∗
3 , Rˆ+(2) = aˆ
∗
2aˆ3 + bˆ
∗
2bˆ3 . (2.12)
In the present system, mutually commutable operators are Sˆ(i) (i = 1, 2, 3), Sˆ
2
12, Sˆ
2
and Sˆ0.
Here, Sˆ
2
12 denotes
Sˆ
2
12 = (Sˆ0(1) + Sˆ0(2))
2 +
1
2
(Sˆ−(1) + Sˆ−(2))(Sˆ+(1) + Sˆ+(2))
+(Sˆ+(1) + Sˆ+(2))(Sˆ−(1) + Sˆ−(2))
 . (2.13)
We can set up the following eigenvalue equation :
Sˆ(i)|s1s2(s12)s3; ss0〉 = si|s1s2(s12)s3; ss0〉 , (i = 1, 2, 3)
Sˆ
2
12|s1s2(s12)s3; ss0〉 = s12(s12 + 1)|s1s2(s12)s3; ss0〉 ,
Sˆ
2
|s1s2(s12)s3; ss0〉 = s(s+ 1)|s1s2(s12)s3; ss0〉 ,
Sˆ0|s1s2(s12)s3; ss0〉 = s0|s1s2(s12)s3; ss0〉 . (2.14)
The eigenstate |s1s2(s12)s3; ss0〉 is obtained in the form
|s1s2(s12)s3; ss0〉 = (Sˆ+)
s+s0(Qˆ+)
s1+s2−s12(Mˆ+)
s1−s2+s12
×(Tˆ+(2))
s12+s3−s(Rˆ+(2))
s12−s3+s(bˆ∗3)
2s|0〉 . (2.15)
The form (2.15) is found in Eq.(B·5·8) in a form slightly different ordering of the operators
from the present one. In the present case, (α) is just (s1s2(s12)s3). For the state (2.15), the
quantum numbers obey
2s ≥ 0 , s+ s0 ≥ 0 , 2s− (s+ s0) ≥ 0 , (2.16a)
s1 + s2 − s12 ≥ 0 , s1 − s2 + s12 ≥ 0 ,
−(s1 − s2 + s12) + (s12 + s3 − s) + (s12 − s3 + s) ≥ 0 , (2.16b)
s12 + s3 − s ≥ 0 , s12 − s3 + s ≥ 0 ,
2s− (s12 − s3 + s) ≥ 0 . (2.16c)
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The relation (2.16) is derived under the condition that the state (2.15) should not vanish.
The relation (2.16) gives us the coupling rule of three su(2)-spins :
s ≥ 0 , |s0| ≤ s ,
|s1 − s2| ≤ s12 ≤ s1 + s2 , |s12 − s3| ≤ s ≤ s12 + s3 . (2.17)
§3. General case. I
The aim of this paper is to provide a possible coupling scheme for n su(2)-spin system by
generalizing the cases of two and three su(2)-spin systems recapitulated in §2. The system
under investigation consists of the su(2)-spins Sˆ(i) (i = 1, 2, · · · , n). Then, the set Sˆ is given
as
Sˆ =
n∑
i=1
Sˆ(i) . (3.1)
In this case, it may be indispensable to specify the order of the coupling. We discuss two
cases. Our first task is to discuss the case of the following coupling order :
n∑
i=1
Sˆ(i) =
[
· · ·
[
[Sˆ(1) + Sˆ(2)] + Sˆ(3)
]
+ · · ·+ Sˆ(n− 1)
]
+ Sˆ(n) . (3.2)
For example, in the case n = 4,
∑4
i=1 Sˆ(i) = [[Sˆ(1)+ Sˆ(2)]+ Sˆ(3)]+ Sˆ(4). For this purpose,
we introduce 2n kinds of boson operators : (aˆi, aˆ
∗
i ) and (bˆi, bˆ
∗
i ) (i = 1, 2, · · · , n). The i-th
su(2)-spin Sˆ(i) can be given as
Sˆ+(i) = aˆ
∗
i bˆi , Sˆ−(i) = bˆ
∗
i aˆi , Sˆ0(i) = (aˆ
∗
i aˆi − bˆ
∗
i bˆi)/2 , (3.3)
Sˆ(i) = (aˆ∗i aˆi + bˆ
∗
i bˆi)/2 . (3.4)
Further, we define the following operators :
Sˆ[l] =
l∑
i=1
Sˆ(i) , i.e., Sˆ±,0[l] =
l∑
i=1
Sˆ±,0(i) , (l = 1, 2, · · · , n)
Sˆ[l]2 = Sˆ0[l]
2 + (Sˆ−[l]Sˆ+[l] + Sˆ+[l]Sˆ−[l])/2 , (3.5)
Xˆ+(l) = aˆ
∗
l bˆ
∗
l+1 − bˆ
∗
l aˆ
∗
l+1 , (3.6a)
Yˆ+(l) = aˆ
∗
l aˆl+1 + bˆ
∗
l bˆl+1 , (l = 1, 2, · · · , n− 1) (3.6b)
Clearly, Sˆ[l] for l = 1, n are
Sˆ[1] = Sˆ(1) , Sˆ[n] = Sˆ . (3.7)
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We change the original notations used in the recapitulation for n = 2 and 3 :
For (A),
aˆ+ → aˆ1 , bˆ+ → bˆ1 , aˆ− → aˆ2 , bˆ− → bˆ2 ,
Iˆ±,0 → Sˆ±,0(1) , Iˆ → Sˆ(1) , Jˆ±,0 → Sˆ±,0(2) , Jˆ → Sˆ(2) ,
Tˆ+ → Xˆ+(1) , Rˆ+ → Yˆ+(1) ,
i+ j − s→ 2λ1 , i− j + s→ 2µ1 , (3.8a)
|ij; ss0〉 → |λ1µ1; ss0〉 = (Sˆ+)
s+s0(Xˆ+(1))
2λ1(Yˆ+(1))
2µ1(bˆ∗2)
2s|0〉 . (3.8b)
For (B),
Qˆ+ → Xˆ+(1) , Mˆ+ → Yˆ+(1) , Tˆ+(2)→ Xˆ+(2) , Rˆ+(2)→ Yˆ+(2) ,
Sˆ±,0(1) + Sˆ±,0(2)→ Sˆ±,0[2] , Sˆ
2
12 → Sˆ[2]
2 ,
s1 + s2 − s12 → 2λ1 , s1 − s2 + s12 → 2µ1 ,
s12 + s3 − s→ 2λ2 , s12 − s3 + s→ 2µ2 , (3.9a)
|s1s2(s12)s3; ss0〉 → |λ1µ1λ2µ2; ss0〉
= (Sˆ+)
s+s0(Xˆ+(1))
2λ1(Yˆ+(1))
2µ1(Xˆ+(2))
2λ2(Yˆ+(2))
2µ2(bˆ∗3)
2s|0〉 .
(3.9b)
The comparison between the two changes (3.8) and (3.9) gives us an idea for the generaliza-
tion from the cases of two and three su(2)-spins. As a natural generalization of the states
|λ1µ1; ss0〉 and |λ1µ1λ2µ2; ss0〉 defined in the relations (3.8b) and (3.9b), respectively, it may
be possible to define the state
|λ1µ1 · · ·λn−1µn−1; ss0〉 = (Sˆ+)
s+s0(Xˆ+(1))
2λ1(Yˆ+(1))
2µ1
×· · ·×(Xˆ+(n−1))
2λn−1(Yˆ+(n− 1))
2µn−1(bˆ∗n)
2s|0〉 . (3.10)
In the present system, there exist 2nmutually commutable operators Sˆ(l) (l = 1, 2, · · · , n),
Sˆ[l]2 (l = 2, 3, · · · , n− 1), Sˆ
2
and Sˆ0. Our task is to prove that the state (3.10) is the eigen-
state for these operators. First, we show the case of Sˆ(l). For this task, the following
relations are useful :
[ Sˆ(l) , Xˆ+(l − 1) ] = (1/2)Xˆ+(l − 1) , [ Sˆ(l) , Xˆ+(l) ] = (1/2)Xˆ+(l) ,
[ Sˆ(l) , Yˆ+(l − 1) ] = −(1/2)Yˆ+(l − 1) , [ Sˆ(l) , Yˆ+(l) ] = (1/2)Yˆ+(l) ,
[ the other commbinations ] = 0 , (3.11a)
Sˆ(n)(bˆ∗n)
2s|0〉 = s(bˆ∗n)
2s|0〉 . (3.11b)
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With the use of the relation (3.11), we can complete the above task and the eigenvalue of
Sˆ(l), which we denote as sl, is obtained as
s1 = λ1 + µ1 ,
sl = (λl−1 − µl−1) + (λl + µl) , (l = 2, 3, · · · , n− 1)
sn = (λn−1 − µn−1) + s . (3.12)
Next, we prove that the state (3.10) is the eigenstate of Sˆ[l]2. For this purpose, first, the
following relations should be noted :
[ Sˆ+[l] , Xˆ+(l) ] = −aˆ
∗
l aˆ
∗
l+1 , [ Sˆ−[l] , Xˆ+(l) ] = bˆ
∗
l bˆ
∗
l+1 ,
[ Sˆ0[l] , Xˆ+(l) ] = (1/2)(aˆ
∗
l bˆ
∗
l+1 − bˆ
∗
l aˆ
∗
l+1) ,
[ Sˆ+[l] , Yˆ+(l) ] = aˆ
∗
l bˆl+1 , [ Sˆ−[l] , Yˆ+(l) ] = bˆ
∗
l aˆl+1 ,
[ Sˆ0[l] , Yˆ+(l) ] = (1/2)(aˆ
∗
l aˆl+1 − bˆ
∗
l bˆl+1) ,
[ the other combinations ] = 0 , (3.13a)
Sˆ±,0[l](bˆ
∗
n)
2s|0〉 = 0 . (l = 2, 3, · · · , n− 1) (3.13b)
With the use of the relation (3.13a) with the definition of Sˆ[l]2, we obtain
[ Sˆ[l]2 , (Xˆ+(l))
2λl(Yˆ+(l))
2µl ]
= (λl + µl)[(λl + µl) + 1](Xˆ+(l))
2λl(Yˆ+(l))
2µl + 2Zˆ+(l;λlµl) ,
Zˆ+(l;λlµl)
=
λl(Xˆ+(l))2λl−1(Yˆ+(l))2µl(aˆ∗l bˆ∗l+1 + bˆ∗l aˆ∗l+1)
+µl(aˆ
∗
l aˆl+1 − bˆ
∗
l bˆl+1)(Xˆ+(l))
2λl(Yˆ+(l))
2µl−1
Sˆ0[l]
+
λl(Xˆ+(l))2λl−1(Yˆ+(l))2µl aˆ∗l aˆ∗l+1
+µlaˆ
∗
l bˆl+1(Xˆ+(l))
2λl(Yˆ+(l))
2µl−1
Sˆ−[l]
+
λl(Xˆ+(l))2λl−1(Yˆ+(l))2µl bˆ∗l bˆ∗l+1
+µlbˆ
∗
l bˆl+1(Xˆ+(l))
2λl(Yˆ+(l))
2µl−1
Sˆ+[l] ,
[ the other combinatiuons ] = 0 . (3.14)
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The relations (3.13a), (3.13b) and (3.14) lead to the fact that the state (3.10) is the eigenstate
of Sˆ[l]2 with the eigenvalue σl(σl + 1) :
σl = λl + µl . (l = 2, 3, · · · , n− 1) (3.15)
The relations (3.12) and (3.15) give us
2λ1 = s1 + s2 − σ2 , 2µ1 = s1 − s2 + σ2 ,
2λl = σl + sl+1 − σl+1 , 2µl = σl − sl+1 + σl+1 , (l = 2, 3, · · · , n− 2)
2λn−1 = σn−1 + sn − s , 2µn−1 = σn−1 − sn + s . (3.16)
The set (λ1µ1λ2µ2 · · ·λn−1µn−1) is just (α). It should be stressed that Sˆ+, Xˆ+(l) and Yˆ+(l)
play a role of building blocks to construct the eigenstates in many su(2)-spin system.
§4. General case. II
As was shown in §3, we could learn a method which enables us to obtain the eigenstates
in many spin system under the coupling order (3.2). However, there exist many other orders,
for example,
∑4
i=1 Sˆ(i) = (Sˆ(1) + Sˆ(2)) + (Sˆ(3) + Sˆ(4)). Our next task is to obtain the
eigenstates, as an example, under the order
n∑
i=1
Sˆ(i) =
[
· · ·
[
[Sˆ(1) + Sˆ(2)] + Sˆ(3)
]
+ · · ·+ Sˆ(m)
]
+
[
· · ·
[
[Sˆ(m+ 1) + Sˆ(m+ 2)] + Sˆ(m+ 3)
]
+ · · ·+ Sˆ(n)
]
. (4.1)
Then, it may be convenient to discuss the present problem by classifying whole su(2)-spins
into two groups : (1, m)- and (m + 1, n)-group. The former and the latter consist of the
spins (Sˆ(1), · · · , Sˆ(m)) and (Sˆ(m + 1), · · · , Sˆ(n)), respectively. For each group, we define
the operators
Sˆ[l;m] =
{
Sˆ[l] , (l = 1, 2, · · · , m)
Sˆ[l]− Sˆ[m] . (l = m+ 1, m+ 2, · · · , n)
(4.2)
Here, Sˆ[l] is given in the relation (3.5). Clearly, we have
Sˆ[1;m] = Sˆ(1) , Sˆ[m+ 1;m] = Sˆ(m+ 1) . (4.3)
Further, Sˆ[m;m] and Sˆ[n;m] denote the total spins of two groups, respectively, and then,
Sˆ can be expressed as
Sˆ = Sˆ[m;m] + Sˆ[n;m] . (4.4)
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For each group, we use the building blocks (Xˆ+(l), Yˆ+(l)) for l = 1, 2, · · · , m − 1 and
(Xˆ+(l), Yˆ+(l)) for l = m + 1, m + 2, · · · , n − 1. In addition to the above building blocks,
we introduce the following operators :
Xˆ+(m,n) = aˆ
∗
mbˆ
∗
n − bˆ
∗
maˆ
∗
n , (4.5a)
Yˆ+(m,n) = aˆ
∗
maˆn + bˆ
∗
mbˆn . (4.5b)
The operators (4.5a) and (4.5b) play a role of connecting the two groups. With the aid of
the above operators, we define the state
|λ1µ1 · · ·λm−1µm−1λm+1µm+1 · · ·λn−1µn−1λmnµmn; ss0〉
= (Sˆ+)
s+s0(Xˆ+(1))
2λ1(Yˆ+(1))
2µ1 · · · (Xˆ+(m− 1))
2λm−1(Yˆ+(m− 1))
2µm−1
×(Xˆ+(m+ 1))
2λm+1(Yˆ+(m+ 1))
2µm+1 · · · (Xˆ+(n− 1))
2λn−1(Yˆ+(n− 1))
2µn−1
×(Xˆ+(m,n))
2λmn(Yˆ+(m,n))
2µmn(bˆ∗n)
2s|0〉 . (4.6)
The part (Xˆ+(m,n))
2λmn(Yˆ+(m,n))
2µmn(bˆ∗n)
2s|0〉 (= |λmnµmn; s〉) in the state (4.6) can be
rewritten as
|λmnµmn; s〉 =
(2s)!(2λmn)!
[2(s− µmn)]!
2λmn∑
r=0
(−)r
1
r!(2λmn − r)!
×(aˆ∗m)
2λmn−r(bˆ∗m)
2µmn+r(aˆ∗n)
r(bˆ∗n)
2(λmn−µmn+s)−r|0〉 . (4.7)
Let us prove that the state (4.6) satisfies our purpose. In the present system, there
exist 2n operators which are mutually commuted : Sˆ(l) (l = 1, 2, · · · , n), Sˆ[l;m]2 (l =
2, 3, · · · , m,m + 2, m + 3, · · · , n), Sˆ
2
and Sˆ0. Connecting Sˆ(l), in addition to the relation
(3.11a), we have
[ Sˆ(m) , Xˆ+(m,n) ] = (1/2)Xˆ+(m,n) , [ Sˆ(m) , Yˆ+(m,n) ] = (1/2)Yˆ+(m,n) ,
[ Sˆ(n) , Xˆ+(m,n) ] = (1/2)Xˆ+(m,n) , [ Sˆ(n) , Yˆ+(m,n) ] = −(1/2)Yˆ+(m,n) .
(4.8a)
Instead of the relation (3.11b), we have
Sˆ(n)(bˆ∗n)
2s|0〉 = s(bˆ∗n)
2s|0〉 . (4.8b)
Then, the eigenvalues of Sˆ(l), which we denote as sl, is obtained as
s1 = λ1 + µ1 ,
sl = (λl−1 − µl−1) + (λl + µl) , (l = 2, 3, · · · , m− 1)
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sm = (λm−1 − µm−1) + (λmn + µmn) ,
sm+1 = λm+1 + µm+1 ,
sl = (λl−1 − µl−1) + (λl + µl) , (l = m+ 2, m+ 3, · · · , n− 1)
sn = (λn−1 − µn−1) + (λmn − µmn) + s . (4.9)
In the case of Sˆ[l;m]2 (l = 2, 3, · · · , m− 1, m+ 2, · · · , n− 1), the relation obtained from the
relation (3.14) by replacing Sˆ[l] with Sˆ[l;m] is available. Further, we have
Sˆ[m;m]2|λmnµmn; s〉 = (λmn + µmn)|λmnµmn; s〉 ,
Sˆ[n;m]2|λmnµmn; s〉 = (λmn − µmn + s)|λmnµmn; s〉 . (4.10)
With the use of the above relations, we can prove that the state (4.7) is the eigenstate of
Sˆ[l;m]2 (l = 2, 3, · · · , m,m+ 2, m+ 3, · · · , n) with the eigenvalue σl(σl + 1) :
σl = λl + µl , (l = 2, · · · , m− 1, m+ 2, · · · , n− 1)
σm = λmn + µmn ,
σn = λmn − µmn + s . (4.11)
The relations (4.9) and (4.11) give us
2λ1 = s1 + s2 − σ2 , 2µ1 = s1 − s2 + σ2 ,
2λl = σl + sl+1 − σl+1 , 2µl = σl − sl+1 + σl+1 , (l = 2, 3, · · · , m− 1)
2λm+1 = sm+1 + sm+2 − σm+2 , 2µm+1 = sm+1 − sm+2 + σm+2 ,
2λl = σl + sl+1 − σl+1 , 2µl = σl − sl+1 + σl+1 , (l = m+ 2, m+ 3, · · · , n− 1)
2λmn = σm + σn − s , 2µmn = σm − σn + s . (4.12)
The set (λ1µ1 · · ·λm−1µm−1λm+1µm+1 · · ·λn−1µn−1λmnµmn) is just (α). We can understand
that Sˆ+, Xˆ+(l), Yˆ+(l), Xˆ+(m,n) and Yˆ+(m,n) play a role of building blocks to construct
the eigenstates in many su(2) spin system.
§5. Coupling rules for the two cases
In this section, we contact with the coupling rules for the order (3.2) and (4.1). We
discuss the order (3.2) in detail. Since Sˆ±,0 commutes with any of Xˆ+(l) and Yˆ+(l), the state
(3.10) can be rewritten in the form
|λ1µ1 · · ·λn−1µn−1; ss0〉 = (Xˆ+(1))
2λ1(Yˆ+(1))
2µ1 · · · (Xˆ+(n− 1))
2λn−1
×(Yˆ+(n− 1))
2µn−1(Sˆ+)
s+s0(bˆ∗n)
2s|0〉 . (5.1)
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For the state (5.1), the index number in each operator should not be negative, and then, we
have
2s ≥ 0 , s+ s0 ≥ 0 , (5.2a)
2λl ≥ 0 , 2µl ≥ 0 . (l = 1, 2, · · · , n− 1) (5.2b)
Total number of (aˆ∗n, bˆ
∗
n) in the part (Sˆ+)
s+s0(bˆ∗n)
2s|0〉 is equal to 2s− (s+ s0), and then, we
can set up
2s− (s+ s0) ≥ 0 . (5.3a)
Total number of (aˆ∗n, bˆ
∗
n) in the part (Yˆ+(n− 1))
2µn−1(Sˆ+)
s+s0(bˆ∗n)
2s|0〉 is equal to 2s− 2µn−1,
and we have
2s− 2µn−1 ≥ 0 . (5.3b)
Further, total number of (aˆ∗l , bˆ
∗
l ) (l = 1, 2, · · · , n−2) in the part (Yˆ (l))
2µl(Xˆ+(l+1))
2λl+1(Yˆ+(l+
1))2µl+1 · · · (Xˆ+(n− 1))
2λn−1(Yˆ+(n− 1))
2µn−1(Sˆ+)
s+s0(bˆ∗n)
2s|0〉 is equal to 2λl+1+2µl+1− 2µl,
and then, we get
2λl+1 + 2µl+1 − 2µl ≥ 0 . (l = 1, 2, · · · , n− 2) (5.3c)
With the use of the relations (5.2) and (5.3), together with the relation (3.16), we arrive at
the following coupling rule :
s ≥ 0 , |s0| ≤ s , (5.4a)
|s1 − s2| ≤ σ2 ≤ s1 + s2 ,
|σl − sl+1| ≤ σl+1 ≤ σl + sl+1 , (l = 2, 3, · · · , n− 2)
|σn−1 − sn| ≤ σn ≤ σn−1 + sn . (5.4b)
Under the argument similar to the above, we obtain the coupling rule for the order (4.1) in
the form
s ≥ 0 , |s0| ≤ s , (5.5a)
|s1 − s2| ≤ σ2 ≤ s1 + s2 ,
|sm+1 − sm+2| ≤ σm+2 ≤ sm+1 + sm+2 ,
|σl − sl+1| ≤ σl+1 ≤ σl + sl+1 , (l = 2, 3, · · · , m− 1, m+ 2, m+ 3, · · · , n− 1)
|σm − σn| ≤ s ≤ σm + σn . (5.5b)
We derive the coupling rules (5.4) and (5.5) under the condition that the states (3.2) and
(4.1) should not vanish and the result is completely the same as that in the conventional
coupling rule.
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§6. Application—the case of the so(5)-algebra
In order to demonstrate the usefulness of the idea presented in this paper, we apply it to
the construction of the orthogonal set for the so(5)-algebra. In this paper, we do not contact
with physics related to this algebra. As a possible application of Ref. 3), one of the present
authors (M.Y.), Kuriyama and Kunihiro presented the Schwinger boson representation for
the su(4)-algebra and its subalgebra. 9) One of them is the so(5)-algebra. This algebra
consists of ten generators, which we denote as Dˆ∗
±,0, Dˆ±,0, Iˆ±,0 and Mˆ0 :
Dˆ∗+ = −(aˆ
∗
+bˆ+ + aˆ
∗
−
bˆ−) , Dˆ
∗
−
= αˆ∗+βˆ+ + αˆ
∗
−
βˆ− ,
Dˆ∗0 = (1/2)(aˆ
∗
+βˆ+ + aˆ
∗
−
βˆ− + αˆ
∗
+bˆ+ + αˆ
∗
−
bˆ−) ,
Dˆ+ = −(bˆ
∗
+aˆ+ + bˆ
∗
−
aˆ−) , Dˆ− = βˆ
∗
+αˆ+ + βˆ
∗
−
αˆ− ,
Dˆ0 = (1/2)(βˆ
∗
+aˆ+ + βˆ
∗
−
aˆ− + bˆ
∗
+αˆ+ + bˆ
∗
−
αˆ−) , (6.1a)
Iˆ+ = −aˆ
∗
+αˆ+ − aˆ
∗
−
αˆ− + βˆ
∗
+bˆ+ + βˆ
∗
−
bˆ− ,
Iˆ− = −αˆ
∗
+aˆ+ − αˆ
∗
−
aˆ− + bˆ
∗
+βˆ+ + bˆ
∗
−
βˆ− ,
Iˆ0 = (1/2)(aˆ
∗
+aˆ+ − αˆ
∗
+αˆ+ + aˆ
∗
−
aˆ− − αˆ
∗
−
αˆ−
+βˆ∗+βˆ+ − bˆ
∗
+bˆ+ + βˆ
∗
−
βˆ− − bˆ
∗
−
bˆ−) , (6.1b)
Mˆ0 = (1/2)(aˆ
∗
+aˆ+ + αˆ
∗
+αˆ+ + aˆ
∗
−
aˆ− + αˆ
∗
−
αˆ−
−βˆ∗+βˆ+ − bˆ
∗
+bˆ+ − βˆ
∗
−
βˆ− − bˆ
∗
−
bˆ−) . (6.1c)
Here, (aˆ±, aˆ
∗
±
), (bˆ±, bˆ
∗
±
), (αˆ±, αˆ
∗
±
) and (βˆ±, βˆ
∗
±
) denote boson operators, totally eight kinds.
The expression (6.1a) is slightly different from that shown in Ref. 9). In this paper, we omit
the physical meaning of these operators. In associating with the above, we can construct
two sets of the operators. First is as follows :
Rˆ+ = aˆ
∗
+aˆ− + bˆ
∗
+bˆ− + αˆ
∗
+αˆ− + βˆ
∗
+βˆ− ,
Rˆ− = aˆ
∗
−
aˆ+ + bˆ
∗
−
bˆ+ + αˆ
∗
−
αˆ+ + βˆ
∗
−
βˆ+ ,
Rˆ0 = (1/2)(aˆ
∗
+aˆ+ − aˆ
∗
−
aˆ− + bˆ
∗
+bˆ+ − bˆ
∗
−
bˆ−
+αˆ∗+αˆ+ − αˆ
∗
−
αˆ− + βˆ
∗
+βˆ+ − βˆ
∗
−
βˆ−) . (6.2)
The set (Rˆ±,0) forms the su(2)-algebra and it satisfies
[ Rˆ±,0 , any of the so(5)-generators ] = 0 . (6.3)
Second is defined in the following form :
Tˆ±,0 = tˆ±,0 + τˆ±,0 , (6.4a)
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tˆ+ = aˆ
∗
+bˆ
∗
−
− aˆ∗
−
bˆ∗+ , τˆ+ = αˆ
∗
+βˆ
∗
−
− αˆ∗
−
βˆ∗+ ,
tˆ− = bˆ−aˆ+ − bˆ+aˆ− , τˆ− = βˆ−αˆ+ − βˆ+αˆ− ,
tˆ0 = (1/2)(aˆ
∗
+aˆ+ + bˆ
∗
−
bˆ− + aˆ
∗
−
aˆ− + bˆ
∗
+bˆ+) + 1 ,
τˆ0 = (1/2)(αˆ
∗
+αˆ+ + βˆ
∗
−
βˆ− + αˆ
∗
−
αˆ− + βˆ
∗
+βˆ+) + 1 . (6.4b)
The sets (tˆ±,0) and (τˆ±,0) obey the su(1, 1)-algebras, respectively, and then, the set (Tˆ±,0)
also obey the su(1, 1)-algebra. The set (Tˆ±,0) obeys
[ Tˆ±,0 , any of the so(5)-generators ] = 0 , (6.5a)
[ Tˆ±,0 , any of Rˆ±,0 ] = 0 . (6.5b)
The Casimir operator Γˆso(5) can be expressed as
Γˆso(5) = 2
[
Dˆ∗0Dˆ0 + (1/2)
(
Dˆ∗+Dˆ+ + Dˆ
∗
−
Dˆ−
)
+ Dˆ0Dˆ
∗
0 + (1/2)
(
Dˆ+Dˆ
∗
+ + Dˆ−Dˆ
∗
−
)]
+
[
Iˆ20 + (1/2)
(
Iˆ−Iˆ+ + Iˆ+Iˆ−
)]
. (6.6a)
The operator Γˆso(5) can be rewritten as
Γˆso(5) = Rˆ
2
+ Tˆ
2
− 2 , (6.6b)
Rˆ
2
= Rˆ20 + (1/2)(Rˆ−Rˆ+ + Rˆ+Rˆ−) , (6.7a)
Tˆ
2
= Tˆ 20 − (1/2)(Tˆ−Tˆ+ + Tˆ+Tˆ−) . (6.7b)
The operators Rˆ
2
and Tˆ
2
denote the Casimir operators for the su(2)- and the su(1, 1)-
algebra, respectively. The above is the basic framework of the Schwinger boson representa-
tion for the so(5)-algebra presented in Ref. 9). The Casimir operator (6.6b) tells us that
the orthogonal set for the so(5)-algebra should be the eigenstate of Rˆ
2
and Tˆ
2
.
The present system consists of eight kinds of bosons, and then, the orthogonal set is
specified by eight quantum numbers. For example, they are chosen as (R(R + 1), R0)
for (Rˆ
2
, Rˆ0), (T (T − 1), T0) for (Tˆ
2
, Tˆ0) and four quantum numbers additional to the
above. First, we search the eigenstate for (Rˆ
2
, Rˆ0). As is clear from the form (6.2), the
present is a system consisting of four su(2)-spins. We apply the coupling (4.1) for the case
(m = 2, n = 4). Then, the boson operators aˆ+, aˆ−, bˆ+, bˆ−, αˆ+, αˆ−, βˆ+ and βˆ− read the
following way :
aˆ+ → aˆ1 , aˆ− → bˆ1 , bˆ+ → aˆ2 , bˆ− → bˆ2 ,
αˆ+ → aˆ3 , αˆ− → bˆ3 , βˆ+ → aˆ4 , βˆ− → bˆ4 . (6.8)
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Further, Rˆ reads Sˆ. Under the definitions (3.6) and (4.5), we have
Xˆ+(1) = aˆ
∗
+bˆ
∗
−
− aˆ∗
−
bˆ∗+ = tˆ+ , Yˆ+(1) = aˆ
∗
+bˆ+ + aˆ
∗
−
bˆ− = −Dˆ
∗
+ ,
Xˆ+(3) = αˆ
∗
+βˆ
∗
−
− αˆ∗
−
βˆ∗+ = τˆ+ , Yˆ+(3) = αˆ
∗
+βˆ+ + αˆ
∗
−
βˆ− = Dˆ
∗
−
, (6.9a)
Xˆ+(2, 4) = bˆ
∗
+βˆ
∗
+ − bˆ
∗
−
βˆ∗+ , Yˆ+(2, 4) = bˆ
∗
+βˆ+ + bˆ
∗
−
βˆ− . (6.9b)
Then, the form (4.6) is reduced to
|λ1µ1λ3µ3λ24µ24;RR0〉
= (Rˆ+)
R+R0(tˆ+)
2λ1(−Dˆ∗+)
2µ1(τˆ+)
2λ3(Dˆ∗
−
)2µ3
×(bˆ∗+βˆ
∗
−
− bˆ∗
−
βˆ∗+)
2λ24(bˆ∗+βˆ+ + bˆ
∗
−
βˆ−)
2µ24(βˆ∗
−
)2R|0〉
= (Rˆ+)
R+R0(−Dˆ∗+)
2µ1(Dˆ∗
−
)2µ3(tˆ+)
2λ1(τˆ+)
2λ3 |λ24µ24;R〉 . (6.10a)
Here, tˆ+ and τˆ+ commute with Dˆ
∗
±
, respectively, and |λ24µ24;R〉 is defined as
|λ24µ24;R〉 = (bˆ
∗
+βˆ
∗
−
− bˆ∗
−
βˆ∗+)
2λ24(bˆ∗+βˆ+ + bˆ
∗
−
βˆ−)
2µ24(βˆ∗
−
)2R|0〉
= (bˆ∗+βˆ
∗
−
− bˆ∗
−
βˆ∗+)
2λ24(bˆ∗
−
)2µ24(βˆ∗
−
)2(R−µ24)|0〉 . (6.10b)
Clearly, the state (6.10a) is the eigenstate of (Rˆ
2
, Rˆ0) with the eigenvalue (R,R0). But, it
is not the eigenstate of (Tˆ
2
, Tˆ0). For obtaining the eigenstate, we, first, note the relations
tˆ−|λ24µ24;R〉 = τˆ−|λ24µ24;R〉 = 0 , (6.11)
tˆ0|λ24µ24;R〉 = t|λ24µ24;R〉 ,
τˆ0|λ24µ24;R〉 = τ |λ24µ24;R〉 , (6.12a)
t = λ24 + µ24 + 1 , τ = λ24 − µ24 +R + 1 , (6.12b)
i.e.,
λ24 = (1/2)(t+ τ − R)− 1 , µ24 = (1/2)(t− τ +R) . (6.12c)
Then, the state (6.10a) can be regarded as the eigenstate for (tˆ
2
, tˆ0) and (τˆ
2, τˆ0) with the
eigenvalues (t(t−1), t0) and (τ(τ −1), τ0), respectively. Of course, λ1 and λ3 should be equal
to
λ1 = (1/2)(t0 − t) , λ3 = (1/2)(τ0 − τ) . (6.13)
Following a method presented in Ref. 10), we can find the eigenstate of (Tˆ
2
, Tˆ0),
|µ1µ3tτ ;RR0TT0〉 in the form
|µ1µ3tτ ;RR0TT0〉
= (Rˆ+)
R+R0(Tˆ+)
T0−T (−Dˆ∗+)
2µ1(Dˆ∗
−
)2µ3
×(Oˆ+)
T−t−τ (bˆ∗+βˆ
∗
−
− bˆ∗
−
βˆ∗+)
t+τ−R−2(bˆ∗
−
)R+t−τ (βˆ∗
−
)R−t+τ |0〉 . (6.14)
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Here, Oˆ+ is defined as
Oˆ+ = tˆ+(tˆ0 + t+ ε)
−1 − τˆ+(τˆ0 + τ + ε)
−1 . (6.15)
The parameter ε plays a role for avoiding null denominator. For the state (6.14), we have
the following condition :
µ1, µ3 = 0, 1/2, 1, 3/2, · · · ,
t, τ = 1, 3/2, 2, · · · ,
R = 0, 1/2, 1, 3/2, · · · , R0 = −R, −R + 1, · · · , R− 1, R ,
T = 2, 5/2, 3, 7/2, · · · , T0 = T, T + 1, T + 2, · · · ,
|t− τ | ≤ R ≤ t+ τ − 2 ,
T ≥ t+ τ . (6.16)
The relation (6.16) is derived under the condition that the state (6.14) should not vanish.
The state (6.14) can be reexpressed in the following form :
|dd0, δδ0, RR0, TT0〉 = (Tˆ+)
T0−T (Rˆ+)
R+R0(Dˆ∗+)
d+d0(Dˆ∗
−
)δ+δ0 |d, δ, R, T 〉 ,
|d, δ, R, T 〉 = (Oˆ+)
T−2−(d+δ)(bˆ∗
−
)R+(d−δ)(βˆ∗
−
)R−(d−δ)
×(bˆ∗+βˆ
∗
−
− bˆ∗
−
βˆ∗+)
(d+δ)−R|0〉 . (6.17)
The relation between the quantum numbers in the states (6.14) and (6.15) are given as
t = d+ 1 , τ = δ + 1 , 2µ1 = d+ d0 , 2µ3 = δ + δ0 . (6.18)
Therefore, we have the restriction for (d, d0) and (δ, δ0) in the form
|d− δ| ≤ R ≤ d+ δ , T ≥ (d+ δ) + 2 ,
d0 = −d , −d+ 1 , · · · , d− 1 , d , δ0 = −δ , −δ + 1 , · · · , δ − 1 , δ . (6.19)
The sets (Dˆ∗+, Dˆ+, (1/2)(Mˆ0 + Iˆ0)) and (Dˆ
∗
−
, Dˆ−, (1/2)(Mˆ0 − Iˆ0)) form the su(2)-algebras
which are mutually independent, and of course, they are also independent of (Tˆ±,0) and
(Rˆ±,0). Then, we have
Dˆ+|d, δ, R, T 〉 = Dˆ−|d, δ, R, T 〉 = Rˆ−|d, δ, R, T 〉 = Tˆ−|d, δ, R, T 〉 = 0 ,
(1/2)(Mˆ0 + Iˆ0)|d, δ, R, T 〉 = −d|d, δ, R, T 〉 ,
(1/2)(Mˆ0 − Iˆ0)|d, δ, R, T 〉 = −δ|d, δ, R, T 〉 ,
Rˆ0|d, δ, R, T 〉 = −R|d, δ, R, T 〉 ,
Tˆ0|d, δ, R, T 〉 = T |d, δ, R, T 〉 . (6.20)
The quantum numbers (d, d0) and (δ, δ0) denote the quantum numbers characterizing the
sets (Dˆ∗
±
, Dˆ±, (1/2)(Mˆ0 ± Iˆ0)).
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§7. Discussions and concluding remarks
Finally, we give three comments. As is well known, the orthogonal set for the so(5)-
algebra is specified by six quantum numbers. On the other hand, the present case is specified
by eight quantum numbers. The relations (6.3) and (6.5) tell us that any matrix element
for the so(5)-generators does not depend on the quantum numbers R0 and T0. Therefore, it
may be enough to consider the case (R0 = −R , T0 = T ) for the so(5)-algebra. This means
that the orthogonal set is specified by six quantum numbers. This is the first comment.
The second is related to the set (Iˆ±,0). The operators Iˆ±,0 form the su(2)-algebra and
the set (Dˆ∗
±,0) is tensor with rank= 1. It may be clear that the state (6.12) is not eigenstate
of (Iˆ
2
, Iˆ0). It is interesting to construct the eigenstate of (Iˆ
2
, Iˆ0). The outline was sketched
in Ref.7). Combining the idea given in Ref.7) with that by Elliott, 9) the following set is
obtained :
|TT0RR0; νJII0〉 =
(
Tˆ+
)T0−T (
Rˆ+
)R+R0 (
Dˆ
∗2
)ν
×
∑
K0S0
〈JK0RS0|II0〉ZJK0(Dˆ
∗
)|TRS0〉 , (7.1a)
|TRS0〉 = (βˆ
∗
−
)R+S0(bˆ∗
−
)R−S0(bˆ∗+βˆ
∗
−
− bˆ∗
−
βˆ∗+)
T−R−2|0〉 . (7.1b)
Here, Dˆ
∗2
is a scalar for (Iˆ±,0) defined by
Dˆ
∗2
= Dˆ∗20 + (1/2)(Dˆ
∗
+Dˆ
∗
−
+ Dˆ∗
−
Dˆ∗+) . (7.2)
The operator ZJK0(Dˆ
∗
) is related to the solid harmonics ZJK0(rθφ) = r
JYJK0(θφ) which is
a homogeneous polynomial for r±,0 with r± = x± iy = r sin θ exp(±iφ) and r0 = z = r cos θ.
By replacing r±,0 in the solid harmonics with Dˆ
∗
±,0, we obtain ZJK0(Dˆ
∗
) which is of the
rank (J,K0). The symbol 〈JK0RS0|II0〉 denotes the Clebsch-Gordan coefficient. The state
|TRS0〉 satisfies the condition
Dˆ±,0|TRS0〉 = 0 , (7.3a)
Tˆ−|TRS0〉 = Rˆ−|TRS0〉 = 0 ,
Tˆ0|TRS0〉 = T |TRS0〉 , Rˆ0|TRS0〉 = −R|TRS0〉 , (7.3b)
Iˆ
2
|TRS0〉 = R(R + 1)|TRS0〉 , Iˆ0|TRS0〉 = S0|TRS0〉 , (7.3c)
Mˆ0|TRS0〉 = −m0|TRS0〉 , (7.4a)
m0 = T − 2 . (7.4b)
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Clearly, |TT0RR0; νJII0〉 is an eigenstate of Tˆ
2
, Tˆ0, Rˆ
2
, Rˆ0, Iˆ
2
and Iˆ0 with the eigenvalues
T (T − 1), T0, R(R + 1), R0, I(I + 1) and I0, respectively. Further, we note the relation
Mˆ0|TT0RR0; νJII0〉 =M0|TT0RR0; νJII0〉 , (7.5a)
M0 = 2ν + J +m0 . (7.5b)
It should be noted that the quantities ν and J can run under the restriction independently.
But, we have no relation to fix the values of ν and J , and then, the states (7.1) are linearly
independent, but may be, in general, not orthogonal. In this case, an appropriate method,
for example, the Schmidt method, should be adopted. According to the charge independent
pairing theory for the single-orbit (its angular momentum is j) shell model, the operator M˜0
which corresponds to Mˆ0 is expressed as
M˜0 = (1/2)(N˜ − (2j + 1)) . (7.6)
Here, N˜ denotes total fermion number operator. Therefore, for the system with N fermion
number and v seniority number, we have
(1/2)(N − (2j + 1)) = 2ν + J − (T − 2) ,
(1/2)(2j + 1− v) = T − 2 . (7.7)
Third is related to the state (6.14) or (6.15). Under a special device which is proper to
the so(5)-algebra, we derive the state (6.14) in Ref. 9) in different notations. However, the
present one is derived in rather general framework. In this sense, it may be possible to apply
the present idea to various cases.
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