Many studies on the link between climate variability and infectious diseases are based on biophysical experiments, do not account for socio-economic factors and with little focus on developed countries. This study examines the effect of climate variability and socioeconomic variables on infectious diseases using data from all 21 Swedish counties. Employing static and dynamic modelling frameworks, we observe that temperature has a linear negative effect on the number of patients. The relationship between winter temperature and the number of patients is non-linear and "U" shaped in the static model. Conversely, a positive effect of precipitation on the number of patients is found, with modest heterogeneity in the effect of climate variables on the number of patients across disease classifications observed. The effect of education and number of health personnel explain the number of patients in a similar direction (negative), while population density and immigration drive up reported cases. Income explains this phenomenon non-linearly. In the dynamic setting, we found significant persistence in the number of infectious and parasitic-diseased patients, with temperature and income observed as the only significant drivers.
Introduction
Climate change has become a topical issue globally, as the physical and biological systems on all continents are already being affected by recent changes in climatic conditions (Asante & Amuakwa-Mensah, 2014) . Climate change, including climate variability, has multiple influences on human health and these are expected to be either direct or indirect (Costello et al., 2009; IPCC, 2014 IPCC, , 2007 . The impacts of climate change on human health include intensity of transmission of vectorborne, tick-borne and rodent-borne diseases, food-and water-borne diseases, and changes in the prevalence of diseases associated with air pollutants and aeroallergen. Climate change could alter or disrupt natural systems, making it possible for diseases to spread or emerge in areas where they had been limited or had not existed, or for diseases to disappear by making areas less hospitable to the vector or the pathogen (National Research Council, 2001 ). The direct and immediate effects such bacterial diseases) are separated from less dominant ones. We use different temperature values (i.e. summer, winter and average) to examine the seasonal effect of temperature on the number of infectious disease patients. Although we recognized that infectious and parasitic diseases are dynamic in nature, we also consider a static model in the analysis because the dataset for this study is based on annual records and as such we assume that the spread of the disease would reach its steadystate within a year.
The remainder of the paper is organized as follows. Section two discusses how climate change and socio-economic factors affect health while section three presents an analysis of the theoretical and empirical methods, and data issues. Section four discusses the empirical results and the final section, five concludes the study.
How climate change and socio-economic factors affect health
Generally, health outcomes can be affected by climate, socio-economic and ecological factors. In this section we discuss how climate change affects health while paying attention to the potential effect of socio-economic factors (including migration dynamics) on infectious diseases. The likely effects and outcomes of climate change on human health is summarized by Confalonieri et al. (2007, pp. 391e431 ) and they conclude that climate change has both positive and negative effects on health outcomes, with the negative effects most likely to outweigh the positives. Woodward et al. (2011) observe that the risk of climate change to health results mainly from the effects of the phenomenon on local food production, severity and frequency of storms and floods, threats to water supplies and the direct effect of heat on people. Confalonieri et al. (2007) also classify human exposure to the effects of climate change into two (i.e. direct and indirect). People are affected directly through changing weather patterns and indirectly through food and water quality and quantity, agriculture, among others. Exposure to any of these conditions can cause morbidity and even death. Most literature on the implications of climate change suggests that climate change may affect human health through three pathways: directly, indirectly and through social and economic disruptions (Asante and Amuakwa-Mensah, 2014; Confalonieri et al., 2007; IPCC, 2014 IPCC, , 2007 Panic & Ford, 2013; Wu et al., 2016) . 
Health effects due to direct and indirect exposure to changes in climatic variables
Changes in climatic conditions are expected to affect the distribution of morbidity and mortality through the physical effects of exposure to high or low temperature (Campbell-Lendrum et al., 2003) . Human beings are able to cope well with mid-range 2 temperatures and are only stressed by temperatures that are 'uncommonly' high or low (Woodward et al., 2011) .
Significant increase or reduction in temperature adversely affects body temperature and metabolism processes within the body. The early effect of high temperature is usually reduced physical and mental work capacity. Further and sustained exposure leads to dehydration, exhaustion and heat stroke (Kovats & Kristie, 2006) . These have direct effects on productivity (IPCC, 2007; Nerlander, 2009) . Heat waves are expected to have tremendous effect on human health. According to Robine et al. (2008) , the heat wave in Europe in 2003 caused about 70,000 deaths principally from cardiovascular diseases. Other studies in California by Knowlton et al. (2009) found similar results. Another direct impact of climate is cold waves which usually affects people who spend a lot of time outdoors (e.g. the homeless). In the polar and temperate regions, cold waves can still increase mortality when electricity and heating systems malfunction (Confalonieri et al., 2007, pp. 391e431) . Cold related mortality has declined in most European countries since 1950 (Carson, Peterson, & Higgins, 2003) . Many attribute the reduction in winter time mortality to decline in cold days and nights. Carson et al. (2006) however reports that the reduction in cold temperature accounts for a small proportion of the reduction in winter time mortality. Schwartz (2005) also found socio-demographic characteristics and medical conditions can increase the risk of death associated with extreme temperatures. He indicated that while patients with diabetes had a higher risk of dying on hot days, women had higher risk of dying on cold days. Studies by D'Ippoliti et al. (2010) confirmed the results of an earlier study by Schwartz (2005) that the effect of heat waves was highest among people with respiratory diseases and women aged between 75 and 84 years.
Indirectly, climate change affects human health through air, food and water quality and quantity, agriculture and the ecology of vectors (IPCC, 2007) . Malnutrition and food insecurity are also affected indirectly by climate change as high temperatures and erratic rainfall reduce crop yields (Costello et al., 2009) . Contact between food and pest species, especially flies, rodents and cockroaches, is also temperature-sensitive. Fly activity is largely driven by temperature rather than by biotic factors (Goulson, Derwent, Hanley, Dunn, & Abolins, 2005) . Malnutrition, according to the IPCC (2014; 2007) increases the risk of morbidity and mortality from infectious diseases. Aziz et al. (1990) confirmed this in his study on Bangladesh. In Bangladesh, drought and lack of food were linked to an increasing possibility of dying from a diarrhoeal disease.
Changes in rainfall patterns affect surface water flow. Reduction in rainfall leads to reduced river flows and increased water temperature leading to declining water quality because the dilution of contaminants in the water is reduced. Less oxygen is 1 Intergovernmental Panel on Climate Change. 2 Parsons (2002) assess that normal temperature for humans is about 98.6 F. (37.0 C.). Individual differences in metabolism, hormone levels, physical activity, and even the time of day can, however, cause it to be as much as 1 F. (0.6 C.) higher or lower in healthy individuals. For elderly people, it is also normal for core body temperature to be lower. therefore dissolved in the water and microbiological activity is enhanced (Confalonieri et al., 2007) . This notwithstanding, several studies document the linkage between microbial load in water as a result of extreme rainfall events and runoff and cases of human disease is not very clear (Schwartz, Woods, Porte, Seeley, & Baskin, 2000) . Work by Senhorst and Zwolsman (2005) in the Netherlands associated low quality of water during 2003 to low river flows during the dry summer. The marked seasonal outbreaks of cholera in the Amazon and sub-Saharan Africa are often associated with reductions in rainfall, floods and faecal contamination of water supplies (Confalonieri et al., 2007) . In the United States, Curriero, Patz, Rose, and Lele (2001) found an association between extreme rainfall events and monthly reports of outbreak of water-borne diseases. Common forms of food contamination such as salmonellosis have been found to be associated with high temperatures (IPCC, 2007) . Readers can refer to Wu et al. (2016) for a detailed review of the impact of climate change on infectious diseases.
Socio-economic factors and infectious diseases
Infectious diseases can also spread through human travel patterns. Thus migration is one of the means by which diseases spread, either because migrants bring new pathogens with them to their destinations or because the migrants themselves constitute susceptible populations and lack immunity to endemic diseases in their areas of settlement (National Research Council, 2001 ). This situation is true for both forced migration (such as those based on political, religious and natural disasters) and for voluntary migration of people seeking new social or economic opportunities. Also, modern transportation such as jet transportation is an avenue through which pathogens and vectors can be spread rapidly from one area to another within a continent or from one continent to another. An example of such situation is that of influenza, where it appears that new strains initially spread from Southeast Asia to other areas of the world (National Research Council, 2001 ). Furthermore, individuals who are infected with infectious diseases and who may be asymptomatic can infect fellow passengers and susceptible people at their destinations.
Transportation has been found to be the easiest means by which non-respiratory infectious diseases may be introduced into new areas (National Research Council, 2001 ). For instance, gonorrhea initially was found in Asia and then spread to the United States (Knapp, Faley, Ekeberg, & Dubois, 1997) . The recent Ebola outbreak in West Africa in the years 2014 and 2015 is an example, where the disease spread rapidly to other countries and continents through travels. Also, the means of transportation themselves can contribute to the spread of vectors to new areas. For example, the concept of "airport malaria" which is associated with the outbreaks of malaria among populations surrounding airports in temperate non-endemic areas such as the United States, England, and Northern Europe (National Research Council, 2001 ). This concept emerged from the clustering of cases around international airports, where an experiment confirmed that anopheline mosquitos could survive a long-distance flight in the wheel wells of jet aircraft, demonstrating the potential for air transportation to facilitate the spread of disease vectors (National Research Council, 2001; Guillet et al., 1998 ). An example of such occurrence is also the case where one of the Asian vectors of dengue, the mosquito Aedes albopictus, was transported to Houston in wet tires through container shipment (Moore & Mitchell, 1997) .
Population density is another important factor to be considered since population concentration may facilitate the spread of infectious diseases if there are persons in the population who are infected. In most cases, population density has often been linked to increasing ease with which airborne infections, waterborne diseases, and sexually transmitted infections are spread among the populace (National Research Council, 2001 ). Other social and demographic factors which may encourage the spread of infectious disease include but not limited to poverty level, household design and architecture, and water development projects.
Healthcare in Sweden
Healthcare in Sweden is built on a government-controlled decentralized welfare system. With a population of approximately 9.4 million, Sweden ranks amongst the highest number of health care and care workers per capita who deliver care mostly in primary care facilities or in the home (Anell, Glenngard, & Merkur, 2012) . The medical system is largely public with the majority of services provided in primary care and outpatient clinic facilities. Private firms provide 20% of public hospital care and 30% of public primary care. With few exceptions, health care workers do not work extra hours to supplement their income maintaining the 50 h work-week prescribed for health care workers (Anell et al., 2012) . The rate of employees with long working hours is low in Sweden, 91% of all employees do not work long hours (Eurostat LFS 2006) .
Non-communicable diseases like cancers, cardiovascular diseases and type 2 diabetes have received significant attention in the recent past because of their high cost to care and significant impact on health globally (Lim, 2013; Lozano et al., 2012) . In Sweden alone, between 2007 and 2013, the prevalence of diabetes increased from 5.8% to 6.8% whilst incidence remained constant at 4.4 per 1000 population (Andersson, Ahlbom, & Carlsson, 2015) . Despite the high cost to care of noncommunicable diseases such as diabetes, great strides have been made in reducing morbidity and mortality, and in increasing the life expectancy in prevalent cases (Lennartsson & Heimerson, 2012) .
Of increasing concern, however, infectious diseases are estimated to account for approximately 10% of the total burden of disease in the European Union. In Sweden, this burden has also increased over the last decade (Quaglio, Demotes-Mainard, & Loddenkemper, 2012; van Lier, Havelaar, & Nanda, 2007) . According to Baker-Austin et al. (2016) , 2014 was the warmest year on record since record keeping started in 1860. In 2014, the number of domestically acquired Vibrio infections in Sweden and Finland more than doubled. Vibrio species grow preferentially in low-salinity warm water (above 15 ), and recreational exposure to water during heat waves seems to have been responsible for these cases (Baker-Austin et al., 2016) . The Vibrio species are responsible for outbreaks of oral-fecal diarrheas.
Similar observations have been made about the increasing trend in Shiga toxin-producing Escherichia coli over the last decade; with incidence increasing not only in Sweden but in also in Ireland, the Netherlands and Denmark (ECDC, 2015) . Other infectious diseases such as Campylobacter enteritis, Chlamydia and Tularemia have all seen a rise in incidence that has made their surveillance of utmost importance (Al, 2015; ECDC, 2015; Harvala et al., 2016; Holmberg, 2012) .
The changing landscape of emerging and re-emerging infectious diseases has made it necessary to determine contributing factors to the observed epidemiological shifts that have precipitated the rise in the number of cases. To the best of our knowledge, there has been no research done on the national burden of infectious disease in Sweden over the last few years.
Methodology and data

Theoretical framework
The theoretical framework for this study follows the work of Graff Zivin and Neidell (2013) where we relate climate variability to health. Based on Grossman's (1972) postulation which characterizes health as an investment good, Graff Zivin and Neidell (2013) extended how health can influence productivity through the extensive margin (that is, a process where illness reduces labour supply hence affecting productivity) to an intensive margin. The intensive margin is when productivity is affected assuming a fixed labour supply. Through the intensive margin the theoretical model is able to capture more precise health effects. Graff Zivin and Neidell (2013) modelled the representative individual's health production function as a function of ambient pollution levels, mitigation activities to pollution exposure in the form of avoidance behaviour and medical care that reduces the negative health consequences from pollution exposure. Based on this, we redefine the health production function to examine the role of climate variability on health. Thus, our health production function depends on climate variability (CV), mitigation of the harmful effect of climate change by avoidance behaviour (A) and medical care (M). This is expressed as:
Both avoidance behaviour (A) and consumption of medical care (M) reduces the health burden from climate variability. There is however distinction in timing and cost associated with avoidance behaviour and medical care consumption. Following Graff Zivin and Neidell (2013), we rewrite Equation (1) in order to better examine how environmental variables affect health. Thus, we create a distinction between individual's health (H) and illness incidence (f). Therefore, the health production function is given as:
From Equation (2), climate variability and avoidance behaviour jointly determine the incidence of illness attributed to climate variability. Also, medical expenditure in turn depends on these illness incidences. Moreover, health of the individual depends on medical expenditure and incidence of illness. Medical expenditure is assumed to reduce severity of illness. In our analysis we impose the normal concavity assumption on the health production function and its subparts shown in Equation (2). The utility function of a representative individual is assumed to be a function of health (H), consumption goods (X) and leisure (L). That is:
Also, the individual allocates his/her wage and non-wage income on consumption goods, mitigation activities through avoidance behaviour and medical expenditure. Thus, the budget constraint is given by:
where I is non-wage income, w(H) is wage income which is dependent on H, T is time, L is leisure, and P X , P A and P M are prices of X, A and M, respectively. The individual's utility problem is to maximize the utility function in Equation (3) subject to the budget constraint presented in Equation (4). Solving the first conditions from the maximization problem (see appendix) together with the budget constraint gives us the optimal avoidance and medical treatment which are functions of climate variability (CV), the function that translate climate change into illness incidence (f) and the costs of avoidance behaviour (P A ), medical cares (P M ) and all other consumption goods (P X ). Thus, the optimal avoidance behaviour and medical treatment is expressed as:
From Equations (5) and (6), the optimal avoidance behaviour and medical treatment depends on climate variability. As a result, we can derive an expression for the relationship between climate variability and health by finding the total derivative of Equation (2). That is:
From Equation (7) it is obvious that the effect of climate variability on health has two parts, which are the relationship between climate variability and illness (that is, df=dCV), and the degree to which illness is translated into health status (that is, dH=df). The second expression of Equation (7) describes the net effect of climate variability on illness incidence based on individuals' exposure level. The expression has two components: the first term (vf=vCV) and the second term ððvf=vAÞðvA=vCV ÞÞ. The first term (vf=vCV ) represents the pure biological effect of climate variability whereas the second term ððvf=vAÞðvA=vCVÞÞ shows the role of avoidance behaviour in averting illness incidence by putting in place mitigation measures against the harmful effect of climate variability. From the net effect of climate variability (that is, df=dCV), there is the possibility of observing no change in illness despite the existence of biological effect if the avoidance behaviour is very productive in mitigating the harmful effect of climate variability. However, if the avoidance behaviour is impossible or ineffective, then the biological effect and the reduced form effects (that is, df=dCV) will be identical (Graff Zivin & Neidell, 2013) .
Similarly, the first expression in Equation (7) has two components: the first term ððvH=vMÞðvM=vfÞÞ and second term ðvH=vfÞ. The term ððvH=vMÞðvM=vfÞÞ shows the degree to which medical treatment, which is a post-exposure intervention, reduces the negative effects of climate variability on health. Also, the term ðvH=vfÞ represents how health responds to illness, which reflects the degree to which climate-induced illness incidence are not treated, either due to the illness being untreatable or individuals do not seek treatment.
Empirical model and variable description
In estimating an empirical model to examine the effect of climate variability on health, we modify the optimal medical treatment function in Equation (5) by aggregating the number of individuals who seek medical treatment at the county level. The focus here is to investigate the effect of climate elements in explaining infectious and parasitic diseases. Thus, we consider how climate elements together with socio-economic variables explain the incidence of infectious and parasitic diseases in Sweden. This study relies on panel annual data from 21 counties in Sweden from 1998 to 2013. Our empirical model from Equation (5) is given as:
where M is the number of individuals who seek medical treatment due to incidence of infectious and parasitic diseases, CV is climate variables (that is, temperature and precipitation) and D is a vector of socio-economic and control variables which include income, education, number of healthcare personnel, population density and immigration. 3 Inclusion of socioeconomic factors helps to fulfill external validity of the results. For the dependent variable we consider the number of patients per 100,000 inhabitants. Infectious and parasitic diseases in this study relate to all diseases classified as infectious and parasitic by the National Board of Health and Welfare in Sweden. 4 All data on health variables are based on in-patient care diagnoses. We express the dependent variable as non-linear in climate variables (that is, temperature and precipitation) and income (that is, the dependent variable is a quadratic function of climate variables and income). The introduction of climate variables and income in quadratic form is to test whether the number of infectious and parasitic disease patients is non-linear in climate variables and income. We use income (i.e. GDP per capita) as a proxy for the capacity of the county to detect infectious diseases. We estimate Equation (8) under two different assumptions. First, we assume a static model where current number of infectious disease patients is not dependent on previous number of infectious disease patients. The static model is considered because the data used in this study an annual data and most infectious and parasitic disease spread within a period of days, weeks or months. We assume that the spread of the disease is likely to reach its steady-state within a year and as such the static model is worth considering. Therefore the static model is expressed as:
Each variable in Equation (9) is a panel data set for county i in time period t. The term d 0 D it in Equation (9) is the product of the vector of socio-economic and control variables and their corresponding parameter, h i is the county fixed effect variable and g t captures year fixed effect. In estimating Equation (9), we utilize panel fully modified ordinary least squares (FMOLS) estimation technique and accounted for both county and year-fixed effects to capture any county and year specific effect on the dependent variable. FMOLS developed by Phillips and Hansen (1990) is a semi-parametric model that is robust to endogeneity and serial correlation problems. Also, it provides consistent and efficient estimates even in the absence of cointegration relation. Further, it is robust to both stationary and non-stationary series in a single cointegration (see Phillips, 1995) . Given that our panel data have relatively long time period, using FMOLS within a panel setting helps us to circumvent problems of serial correlation and non-stationarity. In order to estimate the model using FMOLS, the variables are first modified and then the system estimates directly to eliminate the existing nuisance parameters. The structure of the FMOLS has a correction term for endogeneity and serial correlation. By accounting for county fixed effects we take into consideration average differences across counties in any observable or unobservable predictors, such as differences in climate conditions, economic activities, etc. The fixed effect coefficients soak up all the cross-group action and as such provide consistent estimates.
In our second scenario, we assume the possibility of infectious and parasitic diseases to portray persistence despite the annual nature of the data for the study. That is, current number of infectious disease patients is likely to be affected by previous trends. In such a case, estimates using OLS technique are biased due to the endogenous lag of the dependent variable which is a covariate in the model. In order to address the problem of endogeneity we rely on the one-step system generalised method of moment (GMM) to estimate Equation (10).
The one-step system GMM method unlike the Arellano and Bond (1991) estimation technique addresses both the problem of individual fixed effects in addition to the problem of endogenous variable arising from the use of lag dependent variable as a regressor. Thus, the Arellano and Bover (1995)/Blundell and Bond (1998) technique or the system GMM augments ArellanoBond by making additional assumption that the first differences of the instrumental variables are uncorrelated with the fixed effects. In order to estimate the dynamic model, the instrument used is mostly a transformation of the lagged endogenous (or predetermined) variables. To estimate consistent estimators for the instruments that are the lagged dependent variable with further lags of the same variable, the assumption of no serial correlation in the error term is very relevant.
In testing this assumption of no serial autocorrelation, the null hypothesis of no autocorrelation is rejected for the first lag but accepted for the higher lags. In our study we use a significance level of 5% for the test of no serial correlation. We further carry out the Sargan test to examine the over-identification restriction. This test has a chi square distribution and the null hypothesis is that over-identifying restrictions are valid. The acceptance of the null hypothesis implies that the population moment conditions are correct, thus the over-identifying restrictions are valid. We treat the lag of number of infectious disease patients (i.e. the dependent variable) as endogenous and the instruments we use for it are the same variables lagged enough periods to avoid higher order autocorrelation in the residuals. The other explanatory variables in Equation (10) are treated as exogenous in the estimation. The system automatically uses different forms of the exogenous variables as instruments in addition to the lags of the dependent variable in generating the consistent and unbiased estimates.
For the static and dynamic models, we estimate the models using three different temperature variables. Specifically, we consider mean annualized winter, summer and average temperatures. However, for the precipitation variable, we consider only annualized average precipitation. The variables considered in our analysis are in line with the argument that transmission of infectious diseases is determined by many factors including social, economic and ecological conditions, access to health care, and intrinsic human immunity (Jones et al., 2008; Semenza & Menne, 2009) . With the exception of temperature and precipitation, we transform all the variables by taking the natural logarithm. Because of the relatively long time period of our panel data, we proceeded our estimation by carrying out a panel unit root test using the Phillips-Perron and Augmented Dickey-Fuller (ADF) unit root test. With the exception of the number of health personnel and immigration, all the variables are stationary in levels. We present the variable description and summary statistics in Table 2 . From the summary statistics, we observe much variations in the climate variables (that is, temperature and precipitation) across counties over the years. For example, the average annual mean temperature deviation from the normal temperature for winter is about 1.6 C with a standard deviation of about 2.1 C. Also, the average annual mean precipitation deviation from the normal is about 12.9 mm with a standard deviation of about 14.2 mm. Fig. 1 shows the distribution of patients across various infectious and parasitic disease types. Majority of patients reported of other bacterial diseases (i.e. A30-A49) 5 which comprises of Listeriosis, Diphtheria, Whooping cough, Scarlet fever, Meningococcal infection, etc. The next dominant category is patients reporting for intestinal infectious diseases (i.e. A00-A09), followed by viral (i.e. B25-B34) and other infectious diseases (i.e. B99-B99). Fig. 2 shows the distribution of infectious and parasitic diseases patients across counties averaged over the year 1998e2014. The average number of patients reporting for infectious and parasitic diseases between the years 1998 and 2014 in Sweden is about 421 patients per 100,000 inhabitants. The county with the highest number of infectious and parasitic disease patients during the period under consideration is V€ asterbotten (with about 506 patients per 100,000 inhabitants), followed by Gotland (with about 502 patients per 100,000 inhabitants) and Dalarna (with about 475 patients per 100,000 inhabitants). The counties with the least number of infectious and parasitic disease patients are Kronoberg (with about 344 patients per 100,000 inhabitants), followed by Uppsala (with about 362 patients per 100,000 inhabitants). 
Empirical results and discussions
Static analysis
The static analysis of factors affecting the number of infectious and parasitic disease patients is shown in Table 3 . The models (1) to (3) show results based on aggregated reported cases of infectious and parasitic diseases and the other models (that is, (4)e(9)) show results of disaggregated reported cases. Models (4)e(6) represent results of the two main dominant class of diseases reported, while (7)e(9) are the results of the categories of less cases of diseases reported. In each case we have shown results when winter, summer and average temperature values are used in the model. Our results show that the effect of climate variables on the number of infectious and parasitic disease patients depends on whether winter, summer and average temperature values are used. Using winter temperature values in the models, the findings show that temperature is the only climate variable which explain the number of infectious and parasitic disease patients based on models (1) and (4). However, both temperature and precipitation explain the number of patients in model (7). In all these cases the relationship between winter temperature and the number of patients portray a "U" shape relation, indicating that an increase in winter temperature above the normal average reduces the number of infectious and parasitic disease patients initially but eventually increases in the long run. In other words, winter temperature has non-linear impact on the number of infectious disease patients.
The rate of decrease of the number of infectious and parasitic disease patients in the short run is higher than the rate of increase in the long run. In other words, the coefficient of the linear term of temperature is higher than that of the non-linear term using the winter temperature values.
Using summer temperature values, we find the effect of temperature on the number of patients to be monotonically decreasing especially in models (2) and (8). In the case of the aggregated reported cases (that is, model (2)), summer temperature has no significant effect on the number of patients based on the linear term, however the quadratic term for temperature is significant and negative. From model (8), the decreasing effect of summer temperature on the number of patient is observed for both the linear and non-linear terms. Precipitation has no significant effect on the number of patients based on the linear term, however, the effect is significant for the non-linear term but this effect is negligible when summer temperature values are used (see model 2). With regard to the disaggregated reported cases, the effect of precipitation on the number of patients follows a "U" shape for the dominant reported categories (i.e. A00-A09 & A30-A49) as shown in model (5). On the contrary, the effect of precipitation on the number of patients is monotonically increasing for the least reported category of diseases (see model 8). Using average temperature values in our models, we observed a linear negative relationship between temperature and number of infectious and parasitic disease patients. On the contrary, precipitation has positive effect on the number of patients. These findings are confirm by Martens, Jetten, Rotmans, and Niessen (1995), National Research Council, (2001) and Panic and Ford (2013) . According to these studies, the suitability of vector habitats is determined by precipitation levels and an increase in precipitation has a higher possibility to create conducive environment for vectors, which will in turn increase infectious and parasitic disease patients.
Further insights from our results suggest that infectious diseases like vector-borne and tick-borne diseases are mostly affected by temperature. This affects the survival and reproduction rate of the vector and the ticks, which in turn affect the habitat suitability, distribution, intensity and the pattern of their activities like biting rate. Whereas some of the vectors develop and reproduce during lower temperature, others develop and reproduce in higher temperature. As suggested by Lindgren et al. (2000) , since the late 1950s all cases of encephalitis admitted in the Stockholm county in Sweden have been serologically tested for tick-borne diseases. These have been attributed to milder and shorter winters, which results in longer tick-activity seasons. On the other hand, higher temperature also prevents the development and activities of some disease vectors which reduces the incidence of infectious diseases.
Semenza and Menne (2009) and
From Table 3 , the results show that socio-economic factors such as income, education, number of health personnel, population density and immigration have significant effects on the number of infectious and parasitic disease patients. Generally, income and the number of patients portray a non-linear relationship, that is, an inverted "U" shaped relationship. This means that as the income per capita in Swedish counties increase, there is more coverage to track individuals with infectious and parasitic diseases hence the number of infectious patients increases. However, beyond a certain income threshold the number of patients decreases as income increases. This result is intuitive since during any epidemic outbreak, investment or higher income in the region implies more income will be channeled into the health sector and this will help to trace or access individuals with the disease so the number of recorded cases will definitely increase. Also, the increase in the number of infectious and parasitic disease cases may be probably due to investment in scientific research to uncover various infectious and parasitic diseases. As the investment or income increases, complemented with necessary treatment, the number of cases starts decreasing after a certain income threshold. Thus, increase in income per capita may imply more resources for public health services which significantly affects the spread of diseases, since the very purpose of such services is to stem the spread of the disease. Through the activities of public health such as vaccination which is a specific intervention aimed at preventing the occurrence of diseases in individuals, the incidence of infectious diseases would be reduced among the population. Also, an increase in income per capita in the county goes a long way to help in the development of antimicrobial agents which has the tendency of altering the pattern of infectious and parasitic diseases.
Our results further show a negative effect of education on the number of infectious and parasitic disease patients. This effect is robust in all the models. This result suggests that as the number of the population with post-secondary education of three years or more increases, the number of infectious and parasitic disease patients will reduce. The result conforms to our expectation since the more educated is presumed to have more information about the causes and prevention of diseases, and as such counties with more educated people are likely to reduce the number of patients. The elasticity of the number of patients to education is between À0.362 and À0.423 from our models. Similarly, the number of health personnel have negative effect on the number of patients for models (1) to (6). This means that as the number of health personnel increases, it Standard errors in parentheses *** p < 0.01, ** p < 0.05, * p < 0.1. Values for the covariates are beta-type coefficients.
reduces the patients to personnel ratio hence health care workers are likely to relatively spend more time with patients to explain the causes and prevention of the disease. As patients are informed about the causes and prevention of the diseases, it makes early disease detection and treatment possible, and thus decreases the risk of transmission. The elasticity of the number of patients to the number of health personnel ranges between À0.404 and À0.737. Contrary to our expectation, the number of health personnel has a positive effect on the number of patients in model (7). As expected, our results show a positive effect of population density on the number of infectious and parasitic disease patients, with exception to models (4)e(6). The positive effect suggests that higher concentration of population may facilitate the spread of infectious diseases if there are persons in the population who are infected. Our elasticity estimations show that estimates from models (7)e(9) are relatively elastic, indicating that the number of patients in these classifications are more responsive to population density. Diseases in these classification include, for example airborne infections, waterborne diseases, and sexually transmitted infections, which are likely to spread among the populace when they are concentrated (National Research Council, 2001) . In a similar vein, our results show a positive effect of immigration on the number of infectious and parasitic disease patients. This implies that the spread of infectious disease agents is greatly affected by human travel patterns and the inflow of migrants. Thus, the inflow of immigrants into Sweden is one of the means by which diseases spread, either because migrants bring new pathogens with them to their destinations or because the migrants themselves constitute susceptible populations and lack immunity to endemic diseases in their areas of settlement. The positive effect of migration on infectious diseases brings to mind the concept of "airport malaria" which arose from numerous reports of limited malaria outbreaks among populations surrounding airports in temperate non-endemic areas such as the United States, England, and Northern Europe (National Research Council, 2001 ). The effect of immigration on the number of patient is robust and the elasticity ranges from 0.086-0.15.
Dynamic analysis
Here, we present results for the dynamic analysis. We report the results for only aggregated estimation since the results for disaggregated analysis are qualitatively the same as the one shown in Table 4 . As said earlier we made use of one-step system GMM in our estimations and tested the over-identification and no serial correlation restrictions. Using a significance level of 5%, the population moment condition which shows the validity of the instruments used, are correct for all models shown in Table 4 , since the null hypothesis for the Sargan's test are not rejected. The serial correlation test shows that all the results for the variant system GMM models fulfil the no serial correlation assumption as autocorrelation is significant at the first order but insignificant for the second order autocorrelation. These guarantee the consistency of the estimates and the validity of the instruments used.
Our results in Table 4 show that infectious and parasitic diseases portray persistence. This means that current number of infectious and parasitic disease patients is likely to be affected by previous patients. This situation is very common in cases where the disease is not totally eradicated from patients or potential patients are not identified and vaccinated. Comparing models (1) and (2), the coefficient of the lag of the number of patients in winter is higher than that of summer. Meaning that the number of infectious and parasitic disease patients are likely to exhibit more persistence in winter relative to summer seasons. In relation to climate variables, temperature is the only variable which affects the number of patients, with the exception of model (2) where climate variables do not explain the number of patients. Unlike the static analysis, temperature has a linear effect on the number of patients. And the effect of temperature on the number of patients is negative similar to the static analysis. From models (1) and (3), a unit increase in temperature above the normal winter and average temperatures will lead to a decrease in the number of patients by about 4 and 7, respectively. 6 Income is the only socioeconomic factor which explain the number of infectious and parasitic disease patients within a dynamic framework, when we account for both county and year fixed effects in our analysis. The relationship between income and the number of patients follow an inverted "U" shape, similar to the static analysis. The results show a high responsiveness of the number of patients to income at lower income levels, where the number of patients is rising, than higher income levels, where the number of patients is falling. In absolute terms, the effect of income on the number of patients is relatively higher when summer temperature values are used (that is, model (2)) than when winter temperature values are used (that is, model (1)).
Conclusions
We have so far examined the effect of climate variability and socioeconomic factors on the incidence of infectious diseases using panel data for the period 1998e2013 for all 21 Swedish counties. Both static and dynamic analysis were considered. We considered the number of infectious and parasitic disease of patients as the outcome variable in this paper. Following the theoretical model by Graff Zivin and Neidell (2013), we observe that medical treatment is a function of four components: climate variability, a function that translate climate variability into illness incidence and the costs of avoidance behaviour, medical care and all other consumption goods. Also, the effect of climate variability on health can be decomposed into the relationship between climate variability and illness, and the degree to which illness is translated into health status. The relationship between climate variability and illness is described as the net effect of climate variability on illness incidence based on individuals' exposure level.
Based on the theoretical model we empirically estimated the relationship between the number of infectious and parasitic disease patients and climatic variability together with socioeconomic factors. We observed from a static analysis that temperature generally has a linear negative effect on the number of patients. However, the relationship between winter temperature and the number of patients is non-linear and "U" shaped. Contrary to temperature, we found precipitation positively influence the reported number of patients with the disease. There is slight heterogeneity in the effect of climate variables on the number of patients across disease classification. Whereas education and the number of health personnel have negative effect on the number of patients, population density and immigration show the opposite effect on the number of patients. We found a non-linear relationship between income and the number of patients, which is inverted "U" shape. The dynamic analysis showed that the number of infectious and parasitic disease patients exhibit persistence, and temperature and income are the only dominant variables that explain the number of patients. Whereas temperature was found to have a linear negative impact on the number of patients, income showed an inverted "U" shape relationship with the outcome variable.
In summary, our study suggest that the number of infectious and parasitic disease patients in Sweden may be influenced by climatic and socio-economic variables. This suggests that investment into public health services in the long run will have negative impact on the number of reported cases of the these diseases. There should therefore be adaptation and mitigation strategies to address the impact on climate variability on health. These strategies may include but not limited to enhanced public awareness through public health education and prevention, vaccination programmes, disease surveillance, investment into protective technologies, weather forecasting and early warning systems, emergency management and disaster preparedness, among others. Furthermore, inclusion of climate sensitive infectious and parasitic diseases on the list of notifiable diseases should be paramount. In addition, population density and growth can be checked. Migration policies are also very critical in addressing infectious diseases in Sweden and should engage the attention of the Swedish Migration Board and public health authorities. Relevant routine screening for potential introduction of targeted infectious diseases at the various points of entry into Sweden should be considered and implemented with regard to appropriate legal frameworks (local, Standard errors in parentheses *** p < 0.01, ** p < 0.05, * p < 0.1. Values for the covariates are beta-type coefficients.
regional and international) that ensures respect for individual rights and freedoms while safeguarding the general interest of the larger population.
To the best of our knowledge, our study is the first to model the effect of climate change on infectious diseases in Sweden using such unique data. The comprehensive nature of the Swedish registers has allowed us to access a wealth of possible confounders, infectious disease records and climate pattern trends. Due to the wealth of information in these databases, we are confident that our results are generalizable to the other regions that have experienced similar climate change patterns.
Certain limitations however need to be taken into consideration. Although the Swedish registers provide a wealth of information, our study used aggregate data and not individual level data. These data are collected for administrative and not research purposes and thus some important information may have been omitted. Although Sweden has strict rules about access to medication, the registers cannot account for individuals who self-medicate, or allow self-limiting disease conditions to run their course or start treatment abroad. This would misclassify those with disease to undiseased. We also cannot exclude the possibility that some of the increase in disease incidence could be attributed to increased travel amongst local Swedish people to tropical environments. However, by using data over several years, the observed increase cannot be accounted for only by travel abroad.
In addition, we make too strong an assumption on the use of the static model. That infectious diseases do not spread among individuals is not very plausible. This limitation was primarily driven by the annual data at our disposal. Even though the dynamic model sought to complement the static analysis, a more detailed inventory of higher frequency data on infectious diseases and its drivers would have allowed a much deeper investigation which could have provided more insight. Another issue of concern is the large cross-unit (that is, N) and small time unit (T) assumption for the system GMM technique used for the dynamic model. There is the tendency that a small N may limit the number of instruments used for estimation and this may have consequences on the properties of the estimator. It has however been proven that if there exist some persistence in the variable then system GMM estimator yields results with the lowest bias even if the cross-unit (N) is relatively small (Soto, 2009 ). In the case of the FMOLS, it performs very well when the time period is very long since it corrects the dependent variable using the long-run covariance matrices.
In summary, our sensitivity analysis alleviated some of the concerns introduced by using aggregate data and possible misclassification bias by those who do not visit health facilities. The concerns raised discourage a conclusion of causal inference from our findings. The first order conditions by finding the partial derivatives of Equation (1a) with respect to X, A, L and M are as follows: 
Appendix
[ X ¼ v[ vX ¼ vU vX À lP X ¼ 0 (2a) [ L ¼ v[ vL ¼ vU vL À lw ¼ 0 (3a) [ A ¼ v[ vA ¼ vU[ M ¼ v[ vM ¼ vU vH vH vM À l P M þ vw vH vH vM ðT À LÞ ¼ 0 (5a)
