Abstract. This paper aims to explain relationships between time series by using the Granger causality (GC) concept through autoregressive (AR) models and to assure the model stability. Examining such GC relationship is performed on the model parameters using the Wald test and the model stability is guaranteed by the infinity-norm constraint on the dynamic matrix of the AR process. The proposed formulation is a least-squares estimation with Granger causality and stability constraints which is a convex program with a quadratic objective subject to linear equality and inequality norm constraints. We show by simulations that various typical factors could lead to unstable estimated models when using an unconstrained method. Estimated models from our approach are guaranteed to be stable but the model fitting error could be conservatively increased due to the selected stability condition.
Introduction
A problem of understanding time series dynamic is to explain relationships between variables in multivariate time series by a dynamical model. One of typically used models is a vector autoregressive (AR) model with order p that is described by y(t) = A 1 y(t − 1) + · · · + A p y(t − p) + v(t) (1) where y(t) = (y 1 (t), . . . , y n (t)) ∈ R n is the time series of interest, v(t) is a noise signal with covariance matrix Σ, and A k ∈ R n×n for k = 1, . . . , p are the autoregressive coefficient matrices. A relationship between variables in time series or a causal structure can be explained by applying the Granger causality concept through autoregressive (AR) model [1] . It is shown in [1] that y j does not Granger-cause y i if and only if for all k = 1, 2, . . . , p
when (A k ) ij is the (i, j) component of A k , the parameter of the AR model. In other words, the Granger causality can be characterized as a linear parametric equation in AR matrix coefficients and can be included as a constraint in a model estimation problem. Maximum likelihood (ML) estimation is chosen to estimate the model parameters. If an estimate of an (i, j) component of the model parameter A k equals to zero then the ith and jth component of the time series are not related (in the sense of Granger causality). As an estimated A k can have some components that are not equal to zero, or have significantly low values, a hypothesis test can be performed to determine whether (2) holds in a statistical sense. In particular, Wald test is considered to determine the zero structures of the model parameters. From [2] , the Wald test considers a restriction function that explains our hypothesis and the Wald statistic is a quadratic form of the restriction function. If the hypothesis that the actual value of parameters are zero is true then an estimated value of those parameters should be significantly small. The Wald test can then provide an estimated zero structure in A, or the Granger causality revealed from the data. We then can consider a problem of estimating a model subject to the Granger causality constraint (2) learned from the Wald test. The formulation will be an optimization problem with zero constraints in A. Such problem of estimating Granger causality patterns underlying time series were initially applied to financial data [3] and currently this approach has grown interests in many neuroscience applications [4] .
One of important issues in system identification is the validity of estimated models. Most approaches of estimating Granger causality through AR models only aim to learn zero patterns in estimated AR coefficients expressed in (2) but typically neglect the required assumption of the model stationarity. The random process (1) is stationary process if and only if the corresponding linear system is stable. Estimated parameters, determined from any methods, could cause an instability in the corresponding linear system. As a result, a stability condition should be taken into account in the parameter estimation in order for the estimated model to be meaningful and can be used in future purposes such as prediction or control design. From previous researches, there are several attempts to estimate a stable linear model. Jury's test [5, 6] , for example, is used to guarantee the stability on a single input single output (SISO) linear system. By estimating the system parameters with conditions from the Jury's array which formulated as bilinear terms in [6] , the system is guaranteed to have a bounded input bounded output (BIBO) stability; however, this approach cannot be readily applied to (1) as it is a multi-input multi-output (MIMO) system. From [7, 8] , the Lyapunov's theory is applied to a vector autoregressive moving average (ARMA) model. The model parameters are estimated to be closest to the unconstrained estimate subject to the Lyapunov equation by using a change of variable and adjusting a weight matrix in the cost objective by P , the matrix variable in the Lyapunov equation. The change of variable simplifies the stability constraint which is a product between P and the dynamic matrix. A similar technique of using weighted least-squares objective and making a change of variable in the stability constraint but based on a subspace identification is also found in [9] . Its stability constraint is an LMI (linear matrix inequality) region that guarantees to cover all eigenvalues of the system dynamic matrix. Nevertheless, this technique cannot be applied to our work because the Granger causality conditions which are simple linear constraints becomes, on the other hand, more complicated after the change of variable. Problems of iteratively estimating a general dynamic matrix with convex stability constraints are explained in [10, 11, 12] . In [10] , they propose the use of the Dikin ellipsoid that is proved to lie within the stable matrix set by using a property of log barrier function, as a feasible set. The formulation is to estimate a matrix closest to a given one subject to the ellipsoid constraint, which can be solved by computing projections onto the ellipsoid. In [11, 12] , they use the least-squares objective from the subspace method and derive a hyperplane as a function of entries in the dynamic matrix implied from the condition that its maximum singular value exceeds one. The hyperplane is further served as a constraint in the estimation problem which is iteratively solved until a stability is reached. The authors show that in this iterative scheme, the stability is almost always obtained in the experiment but provide no mathematical proof. Many papers focus on the estimation of ARMAX model family directly. The authors in [13] consider only a special case, the first-order AR model and use an upper bound condition for the 2−norm of the dynamic matrix. Moreover, a Gershgorin circle's theory is used in estimating autoregressive moving average with exogenous terms (ARMAX) models in [14] . The model is arranged in a state equation form, and estimation formulation is to force the Gershgorin circle to lie within the unit circle. In this paper, we propose a sufficient stability condition in the form of a norm constraint on the dynamic matrix, derived from an upper bound of the spectral radius. Our approach is a general case of [13] , and leads to similar solutions to [14] . Our stability feasible region may be more conservative than the ones proposed in [11, 12] but its convexity allow us to simply incorporate the additional Granger causality convex constraints in the problem.
In summary, our goal is to estimate multivariate autoregressive models with two significant characteristics. The first characteristic is the zero structure of the model parameters that presents the Granger causality, and the second one is the model stability. This paper first provides a short description of the maximum likelihood estimation method in section 2. An unconstrained estimate is performed through the Wald test with detailed explained in section 3. The main result of this paper which is a formulation of estimating models subject to Granger causality and stability constraints is proposed in section 4. Numerical results will be illustrated in section 5 with experiments tested on randomly generated data.
Autoregressive Model Estimation
The model (1) can be written in linear parametric equation form as
when y(t) = (y 1 (t), ..., y n (t)) is the output of the model, v(t) is a zero-mean Gaussian noise with covariance Σ,
and the model parameter to be estimated is
In this work, the maximum likelihood (ML) is considered to estimate the parameter from the data y(1), y(2), . . . , y(N ), and N is the number of time points. The ML estimation formulation is
, and the problem parameters are
It is known that the closed-form ML solutions of A and Σ are given bŷ
(y(t) −ÂH(t))(y(t) −ÂH(t))
T , whereΣ can be calculated, whenÂ is known. When the noise in a linear model is Gaussian, it is known that the ML formulation is equivalent to the least-squares (LS) estimation formulation
In the next section, the LS estimation formulation will be considered to incorporate the Granger causality and stability conditions in the model.
Wald Test for Granger Causality
To learn a Granger causality is to test whether the hypothesis that (Â k ) ij = 0 is true. The test is done in order to determine the zero structures of the estimated model parameters. We can test each of the (i, j) entries of A by considering the restriction function
whenθ is an estimation of θ, and θ = vec(A) (vectorization of A). In Wald test, the null hypothesis is
Thus, the Wald statistic value (W ij ) for the test is of the form [2]
where Avar(θ) ij is p × p main diagonal block matrix of Avar(θ) corresponding to r(θ) (see the details of evaluating W ij in the Appendix.) Under the null hypothesis that (A k ) ij = 0, the Wald statistic (W ij ) converges in distribution to a Chi-square distribution with p degrees of freedom. In Wald test, we denote X 2 α,p the critical value obtaining from a significance value α defined as
We reject the null hypothesis
. . , n; therefore, we can form the Wald statistic into a matrix W = [W ij ] and referred to this as the Wald statistic matrix. Consequently, W ij is compared with the corresponding critical value, and the result can be displayed in a binary matrix contains only ones and zeros. To clarify its meaning, if an (i, j) component of the binary matrix is one then y j Granger-causes to y i . On the other hand, if an (i, j) component is zero then y j does not Granger-cause to y i . This particular concept of causality has been initiated.
We illustrate performing the Wald test for learning a Granger causality in a model by a simulation. Time series y(t) for t = 1, 2, . . . , 1000, are generated from an AR model with n = 20, p = 4, and the AR coefficients containing 50% of nonzero entries. The Wald test is done on the AR model parameters estimated by the LS method with the results shown in Fig. 1 and 2 . We report the two types of errors:
In other words, falsely identifying zero as nonzero is regarded as the type I error and falsely identifying nonzero as zero is called the type II error. From the definition of α in (7), as α increases, the chance of rejecting the null hypothesis also increases (we accept that there are more nonzero inÂ, which can be seen from the decrease in X 2 α,p as well.) As a result, Fig. 1 and Fig. 2 illustrate this conclusion that as α increases, we see an increase in the type I error and a decrease in type II error. The zero structure of the estimated AR parameters compared with the true ones. The entries with mark the common nonzero entries between the estimates and the true values; ⃝ represents the entries that the true value is zero while the estimated is nonzero; + show the entries that the true value is nonzero while the estimated is zero, and the blank locations show the entries that both the true value and the estimates are zero.
The zero pattern in the estimated AR matrices which corresponds to Granger causality (GC) can be described through an index set I. For example, let y(t) = (y 1 (t), y 2 (t), y 3 (t)) and the GC pattern we learned is that y 1 does not Granger-cause y 2 and y 3 does not Granger-cause y 1 ; thus, we have I = {(2, 1), (1, 3)}. The Granger causality concluded from the data allows us to reconsider an estimation problem that encodes the causality constraint in order to have a model that both explains the dynamics of the time series and reveal the relationships among the variables simultaneously. The estimation DOI:10.4186/ej.2017.21. 6.23 problem can be cast as the least-squares (LS) subject to Granger causality constraints:
We refer to (8) as the GC-constrained LS formulation and it is regarded as a simple quadratic problem with linear constraints. Its closed-form solution can be efficiently computed and shown in [15] . We also note that the ML and LS estimation subject to GC constraint are no longer equivalent (shown in [16] ) but we opt to use (8) for its simplicity while ML estimation with GC constraint leads to nonlinear optimality condition in A.
Model Estimation with Stability Constraints
Neither the unconstrained LS estimation in (4) nor the GC-constrained LS estimation in (8) guarantees that the estimated model is stable. It was addressed in [8] that obtaining unstable estimated models may occur if some of the eigenvalues of the true model are too close to the unit circle. If the unstable estimated model is further used in time series prediction, spectrum analysis, or other purposes that require the stationarity of the AR model, this would lead to a meaningless interpretation. As a result, stability conditions must be concerned in the parameter estimation in order for the estimated model to explain meaningful physical characteristics. The model (1) can be written as a discrete-time linear dynamical system
where x is a state variable and A is the dynamic matrix given by
It is well-known that a discrete-time linear system is stable if and only if the magnitudes of all the eigenvalues of A are strictly less than one, i.e., |λ i (A)| < 1 for i = 1, 2, . . . , np. This condition leads to highly nonlinear constraints in the entries of A 1 , A 2 , . . . , A p and generally are difficult to be directly enforced in an estimation formulation. Denote ρ(A) = max k |λ k (A)| the spectral radius of A. It then follows that the stability of A is equivalent to the condition ρ(A) < 1. It can be shown that the spectral radius is related to an induced norm of A, defined as ∥A∥ = max ∥x∥≤1 ∥Ax∥, by ρ(A) ≤ ∥A∥. As a result,
is a sufficient condition for the stability of A. We can show that for some typical choices of norms in (11) , it leads to a trivial model when being applied to A with the structure given in (10) .
and consider A having the structure as (10). The condition ∥A∥ 2 < 1 is equivalent to λ max (A T A) < 1, which is also equivalent to the condition A T A ≼ I. Therefore, A is stable if
The condition on the (1, 1) In this paper, we propose to use
as a sufficient condition for the stability where ∥A∥ 1 = max i ∑ j |A ij |. We see that the condition (12) with A in (10) enforces A k 's to have small magnitudes and some can be zero. Another benefit is the condition is also in a convex form and suitable for being included in the estimation formulation. Therefore, we present an AR estimation with stability and Granger causality constraints as
where I ⊂ {1, 2, . . . , n} × {1, 2, . . . , n} is the index set that contains the zero pattern in A k . The problem (13) will be referred to as the GC and stability constrained LS formulation. The zero structure can be determined by the Wald test. The presented problem is convex which can be solved by many generic convex program solvers. CVX [17] , for instance, is used for solving the problem (13) and we compare the eigenvalues of the estimated models with the model from the unconstrained LS estimation (4). The results are shown in Fig. 3 where all eigenvalues of the stable model lie inside the unit circle, while the unconstrained LS estimation does not provide a stable model. Conservatism on the proposed stability constraint. With the additional ∞-norm constraint in the problem (13), we note that the minimized objective function will increase relatively to the objective of the unconstrained problem (4) or to the GC-constrained problem (8) . In other words, to guarantee the stability and reveal a Granger causality, we trade off with the model accuracy. To illustrate the conservatism of the stability constraints in problem (13), we design an experiment by generating time series data and the model parameter A with n = 40, p = 3. Using the collected data N = 200, we estimate the parameter by LS estimation formulation (4), the GC-constrained LS formulation (8) , and the GC and stability constrained LS formulation (13), respectively. The minimized objective function values representing the goodness of the model are computed versus N , while A is fixed. Fig 4 shows that adding stability constraints introduces much higher gaps in the cost objective than adding GC constraints alone. In particular, if N is large and therefore the unconstrained LS estimates should be close to the true values, then the GC-constrained LS estimates provide stable models and there is no need to add the stability constraints. To reduce the conservatism of the stability constraints introduced in the problem (13), we propose a scheme, shown in Fig 5, of estimating stable AR models that reveal Granger causality from time series based on the three estimation formulations: (4), (8) and (13) . Firstly, the Wald test is applied on the unconstrained LS estimate of AR Model and reveals a Granger causality (GC) from the time series. This GC relationship is encoded as constraints and an AR model is re-estimated by the GC constrained LS formulation. Secondly, the stability of the resulting model is checked; if it is stable, the estimated model can be readily used for other purposes. However, if the model is not stable, we re-estimate the model again by using the GC and stability constrained LS formulation. Performing the estimation this way provides us an AR model with both guaranteed stability and GC pattern underlying the time series. 
Experiments
In this section, we perform two experiments in order to illustrate our approach. The first experiment is to explore possible factors that lead to unstable estimated model using the unconstrained LS and GCconstrained LS methods. Those factors include i) the number of data samples (N ) ii) the AR model order p and iii) the pattern of GC constraints used in the estimation. In this experiment, we generate a sparse AR model with n = 20, p = 4 and the nonzero AR coefficient density of 0.5 where some of the system eigenvalues are chosen to lie closely to the unit circle.
• Effect of N : We vary N from small to large and for each N , 200 time series are generated and we estimate the models using the unconstrained LS method. The probability of obtaining unstable estimated model calculated on the 200 trials is presented in Figure 6a . As expected, when N is small, the LS estimates are not accurate and the estimated models are more likely to be unstable.
• Effect of p used in the estimation: Supposedly the true AR model order is not known. We vary p from 1 to 8 and for each p, 200 time series are generated; each of which contains 200 time points. Models are estimated by the unconstrained LS method and the probability of obtaining unstable estimated model calculated on the 200 data sets is presented in Figure 6b . Using p that is higher than the true order yields more chances of obtaining unstable models since there are more parameters to be estimated while N is fixed. Therefore, the estimates which are less closer to the true values, could be highly deviated from the stable region.
• Effect of GC-constraint pattern used in the estimation: In this experiment, we generate stable AR models with various densities of AR matrices. For each density value, 200 trials of time series are generated and we randomize 200 different zero patterns of GC constraints corresponding to the same density value of nonzero entries in AR matrices. Each of these 200 patterns may or may not be the same as the true GC pattern embedded in the true model. We also consider the zero pattern of GC constraint as a result from the Wald test performed on each of 200 trials. Models are estimated by the GC-constrained LS method and the probability of obtaining unstable estimated models calculated on the 200 trials is presented in Figure 6c . The sparsest models (corresponding to uncoupled AR models) turn to be most likely to be stable but do not reflect intrinsic GC relationships underlying in the data. The models estimated by using GC constraints explained from the Wald test give a smaller chance of being unstable compared to models estimated using other random GC constraints. . The probability of obtaining unstable estimated models affected by the number of samples N , the AR model order p, and GC-constraint patterns used in the estimation process.
In the second experiment, we compare the estimation results from the three methods: i) unconstrained LS (4), ii) GC-constrained LS (8) and iii) GC and stability constrained LS (13) . A true sparse AR model with n = 20, p = 4 and the nonzero AR coefficient density of 0.5. This model is particularly chosen such that some of its eigenvalue lie closely to the boundary of the unit circle. In other words, the true model is almost unstable. Then this model is used to generate a time series of 200 time points for estimation. We compare the eigenvalue locations of the models estimated from the three approaches plotted on the complex plane. The results are illustrated in Fig 7 and show that although the true AR model is stable, the unconstrained LS and GC-constrained LS estimation method can lead to unstable models, as well as using a different AR model order from the true order. Some of the eigenvalues are still close to the boundary but no longer inside the unit circle. Figure 7f shows that GC and stability constrained LS estimation can guarantee the model stability where the region of eigenvalues are shrunk inside the unit circle. 
Conclusion
This paper aims to provide an estimation formulation of AR models that explains a Granger causality (GC) through the zero structure of estimated AR coefficients, and to guarantee the estimated model stability. The scheme in Fig 5 concludes our framework. Firstly, we estimate an AR model by ML (or LS) method which typically reveals no information about causality as the AR coefficient matrices are usually dense. Thus, the Wald test is performed on the significance of the LS estimate values in order to test the hypothesis for Granger causality. Then the obtained causal structure will be used as the GC constraints in the LS estimation. Subsequently, the estimated model is checked the stability. If the model is not stable, we can re-estimate the model using the formulation with stability constraints, proposed as the unit-bounded infinity-norm of the dynamic matrix. The resulting model provides not only the Granger causality explaining the relationships of the variables in time series, but also is assured to be stable. Our LS estimation formulations are proposed in a convex framework and therefore can be efficiently solved by existing convex program generic solvers.
Appendix
This section provides the details of deriving the Wald statistic in (6) . In estimation, suppose there are N measurement samples of random variable y and the goal is to estimate a model parameter θ. The estimate of θ is typically a function of y and its asymptotic covariance matrix is given by
when I(θ) is Fisher Information of θ calculated from 1 sample of y [2, §14] . The definition of I(θ) is
where log f (y|θ) is the loglikelihood function of y paramitrized by model parameter θ. A Wald hypothesis test begins with assuming a null hypothesis
where r : R n → R m , m ≤ n is a restriction function on the parameter θ. To test whether H 0 is true, the Wald statistic is given by [18, §5] 
when D r (θ) is Jacobian of r with respect to θ and Avar(θ) is an estimate of Avar(θ) from (14) . For ML estimation, Avar(θ) can be calculated from
In what follows, we will characterize Avar(θ) and W by arranging (3) in a vector form: The Wald test of Granger causality (whether y j Granger causes y i ) therefore corresponds to considering the restriction function
y(t) =H(t)θ + v(t), v(t)
The estimated asymptotic covariance matrix ofθ, computed from (16) will be
, with size of n 2 p × n 2 p. Since the parameter θ is a vector of n 2 blocks; each of which has p components, we can regard Avar(θ) as a matrix of n × n blocks and each block has size p × p. Next, we derive the Wald statistic (W ij ) for r(θ) from (15) . Note that while testing Granger causality for each (i, j) pair, the Jacobian matrix of r(θ) has size p × n 2 p or can be viewed as a fat matrix of n 2 blocks; each block has size p × p. Since r(θ) is linear in θ and only a function of B ij , then the column blocks of D r (θ) are all zero, except the one corresponds to the (i, j) entries inθ. The term D r (θ) Avar(θ)D r (θ) T is simplified to the main diagonal block of Avar(θ) corresponding to B ij in θ, which will be denoted by Avar(θ) ij . For example, n = 3, p = 2 or y = (y 1 , y 2 , y 3 ). Testing y 2 causes y 1 gives
As a result, the Wald statistic of testing if y j Granger causes y i in (15) is
where Avar(θ) ij is p × p main diagonal block matrix of Avar(θ) corresponding to r(θ).
