The object of this study is to propose a statistical model for predicting the Expected Path Length (expected number of steps the attacker will take, starting from the initial state to compromise the security goal-EPL) in a cyber-attack. The model we developed is based on utilizing vulnerability information along with having host centric attack graph. Utilizing the developed model, one can identify the interaction among the vulnerabilities and individual variables (risk factors) that drive the Expected Path Length. Gaining a better understanding of the relationship between vulnerabilities and their interactions can provide security administrators a better view and an understanding of their security status. In addition, we have also ranked the attributable variables and their contribution in estimating the subject length. Thus, one can utilize the ranking process to take precautions and actions to minimize Expected Path Length.
Introduction
Cyber-attacks are the most formidable security challenge faced by most governments and large scale companies. Cyber criminals are increasingly using sophisticated network and social engineering techniques to steal the crucial information which directly affects the operational effects of the Government or Company's objectives. According to the Secunia [1] report 2015, one could see how crucial the volume and magnitude of increasing cyber-security threaten. Thus, in understanding the performance, availability and reliability of computer networks, measuring techniques plays an important role in the subject area.
Quantitative measures are now commonly used to evaluate the security of computer network systems. These measures help administrators to make important decisions regarding their network security.
In the present study, we have first proposed a stochastic model for security evaluation based on vulnerability exploitability scores and attack path behavior. Here, we consider small case scenarios which include three vulnerabilities (high, medium and small) as a base model to understand the behavior of network topology. We structure the attack graph which includes all possibilities that the attacker reach the goal state and use probabilistic analysis to measure the security of the network. In addition, we propose a statistical model that is driven by the mentioned vulnerabilities along with the significant interactions that is highly accurate. This statistical model will allow us to estimate the Expected Path Length and Minimum number of steps to reach the target with probability one. Having these important estimates, we can take counter steps and acquire relevant resources to protect the security system from the attacker. In addition, utilizing this model we have identified the significant interaction of the key attributable variables. Also we can rank the attributable variables (vulnerabilities) to identify the percentage of contribution to the response (Expected Path Length and Minimum number of steps to reach the target) and furthermore one can perform surface response analysis to identify the acceptable values that will minimize the Expected Path Length among others.
Background and Terms of Cybersecurity
Here we review some of the terminology associated with cyber security for the convenience of the reader. We also describe some basic aspects of Markov chains properties that we utilized in fulfilling the objectives of the present study. Figure 1 and Figure 2 below give a schematic presentation of the Common Vulnerability Scoring System (CVSS) which is the basis of the metric calculation model and the temporal and environmental matrices calculation model, respectively.
Vulnerabilities
In computer security, a vulnerability [2]- [4] is a weakness which allows an attacker to reduce a system's information assurance. Vulnerability is the intersection of three elements, which are, systems susceptibility to the To exploit a vulnerability, an attacker must have at least one applicable tool or technique that can connect to a system weakness. In this frame, vulnerability is also known as the attack surface.
The attack surface of a software environment is the sum of the different points (the "attack vectors") where an unauthorized user (the "attacker") can try to enter data to or extract data from an environment.
Attack Graphs
An attack graph [5] [6] is a succinct representation of all paths through a system that ends in a state where an intruder has successfully achieved his goal.
Attack graphs describe ways in which an adversary can exploit vulnerabilities to break into a system. System administrators analyze attack graphs to understand where their system's weaknesses lie and to help decide which security measures will be effective to deploy. In practice, attack graphs are produced manually by Red Teams. Construction by hand, however, is tedious, error-prone, and impractical for attack graphs with large number of nodes.
Frei's Vulnerabilities Lifecycle
Frei's Vulnerability Lifecycle [7] is a representation of stages that vulnerability faces with time. This model calculates the likelihood of an exploit or patch being available a certain number of days after its disclosure date.
Common Vulnerability Scoring System (CVSS)
Common Vulnerability Scoring System (CVSS) [8] is a free and open industry standard for assessing the severity of computer system security vulnerabilities. It is under the custodianship of the Forum of Incident Response and Security Teams (FIRST). It attempts to establish a measure of how much concern a vulnerability warrants, compared to other vulnerabilities, so efforts can be prioritized. The scores are based on a series of measurements (called metrics) based on expert assessment. The scores range from 0 to 10. Vulnerabilities with a base score in the range 7.0 -10.0 are High, those in the range 4.0 -6.9 as Medium, and 0 -3.9 as Low. CVSS calculating method is described by Figure 1 and Figure 2 are given in Section 2.
Cyber Situational Awareness
Tim Bass [9] first introduced this concept and this is the immediate knowledge of friendly, adversary and other relevant information regarding activities in and through cyberspace and the Electromagnetic Spectrum (EMS). It is obtained from a combination of intelligence and operational activity in cyberspace, the EMS, and in the other domains, both unilaterally and through collaboration with our unified action and public-private partners.
Cyber situational awareness is the capability that helps security analysts and decision makers: • Visualize and understand the current state of the IT infrastructure, as well as the defensive posture of the IT environment.
• Identify what infrastructure components are important to complete key functions.
• Understand the possible actions an adversary could undertake to damage critical IT infrastructure components.
• Determine where to look for key indicators of malicious activity.
Markov Chain and Transition Probability
A discrete type stochastic process
is called a Markov chain [10] if for any sequence
, , , N X X X  of states, the next state depends only on the current state and not on the sequence of events that preceded it, which is called the Markov property. Mathematically we can write this as follows:
We will also make the assumption that the transition probabilities
do not depend on time. This is called time homogeneity. The transition probabilities (P i,j ) for Markov chain can be defined as follows:
The transition matrix P of the Markov chain is the N N × matrix whose ( ) , i j entry , i j P satisfied the following properties. To simulate a Markov chain, we need its stochastic matrix P and an initial probability distribution π o .
Here we shall simulate an N-state Markov chain (X; P; π 0 ) for
, time periods. Let X be a vector of possible state values from sample realizations of the chain. Iterating on the Markov chain will produce a sample path {X N } where for each N, X N ∈ X. When writing simulation programs this is about using uniformly distributed U [0, 1] random numbers to obtain the corrected distribution in every step.
Transient States
Let P be the transition matrix [10] for Markov chain X n . A "state i" is called transient state if with probability 1 the chain visits i only a finite number of times. Let Q be the sub matrix of P which includes only the rows and columns for the transient states. The transition matrix for an absorbing Markov chain has the following canonical form.
Here P is the transition matrix, Q is the matrix of transient states, R is the matrix of absorbing states and I is the identity matrix.
The matrix P represents the transition probability matrix of the absorbing Markov chain. In an absorbing Markov chain the probability that the chain will be absorbed is always 1. Hence, we have 0 as
Thus, is it implies that all the eigenvalues of Q have absolute values strictly less than 1. Hence, I Q − is an invertible matrix and there is no problem in defining the matrix ( )
This matrix is called the fundamental matrix of P. Let i be a transient state and consider i Y , the total number of visits to i. Then we can show that the expected number of visits to i starting at j is given by ij M , the ( )
Therefore, if we want to compute the expected number of steps until the chain enters a recurrent class, assuming starting at state j, we need only sum ij M over all transient states i.
Cybersecurity Analysis Method
The core component of this method is the attack graph [11] . When we draw an attack graph for a cybersecurity system it has several nodes which represent the vulnerabilities that the system has and the attacker's state [12] . We consider that it is possible to go to a goal state starting from any other state in the attack graph. Also an attack graph has at least one absorbing state or goal state. Therefore we will model the attack graph as an absorbing Markov chain [12] .
Absorbing state or goal state is the security node which is exploited by the attacker. When the attacker has reached this goal state, attack path is completed. Thus, the entire attack graph consists of these type of attack paths.
Given the CVSS score for each of the vulnerabilities in the attack Graph, we can estimate the transition probabilities of the absorbing Markov chain by normalizing the CVSS scores over all the edges starting from the attacker's source state.
We define, ij p = probability that an attacker is currently in state j and exploits a vulnerability in state i. n = number of outgoing edges from state i in the attack model. v j = CVSS score for the vulnerability in state j. Then formally we can define the transition probability below,
By using these transition probabilities we can derive the absorbing transition probability matrix P, which follows the properties defined under Markov chain probability method.
Attack Prediction
Under the Attack prediction, we consider two methods to predict the attacker's behavior.
Multi Step Attack Prediction
The absorbing transition probability matrix shows the presence of each edge in a network attack graph. This matrix shows every possible single-step attack. In other words, the absorbing transition probability matrix shows attacker reaches ability within one attack step. We can navigate the absorbing transition probability matrix by iteratively matching rows and columns to follow multiple attack steps, and also raise the absorbing transition probability matrix to higher powers, which shows multi-step attacker reach ability at a glance.
For a square (n × n) adjacency matrix P and a positive integer k, then P k is P raised to the power k: Since P is an absorbing transition probability matrix with time, this matrix goes to some stationary matrix Π, where the rows of this matrix are identical. That is, lim Π.
At the goal state column of this matrixΠ has ones, so we can find the minimum number of steps that the attacker should try to reach to the goal state with probability 1.
Prediction of Expected Path Length (EPL)
The Expected Path Length (EPL) measures the expected number of steps the attacker will take starting from the initial state to reach the goal state (the attacker's objective). As we discussed earlier P has the following canonical form.
Here, P is the transition matrix, Q is the matrix of transient states, R is the matrix of absorbing states and I is the identity matrix.
The matrix P represents the transition probability matrix of the absorbing Markov chain. In an absorbing Markov chain the probability that the chain will be absorbed is always 1. Thus, we have 0 as
This implies that all the eigenvalues of Q have absolute values strictly less than 1. Thus, I Q − is an invertible matrix and there is no problem in defining the matrix ( )
Using this fundamental matrix M of the absorbing Markov chain we can compute the expected total number of steps to reach the goal state until absorption.
Taking the summation of first row elements of matrix M gives the expected total number of steps to reach the goal state until absorption and the probability value relates to the goal state gives the expected number of visits to that state before absorption.
Illustration: The Attacker
To illustrate the proposed approach model that we discussed in section 3, we considered a Network Topology [3] [12]- [14] given in Figure 3 , below.
The network consists of two service hosts IP 1, IP 2 and an attacker's workstation, Attacker connecting to each of the servers via a central router.
In the server IP 1 the vulnerability is labeled as CVE 2006-5794 and let's consider this as V 1 .
In the server IP 2 there are two recognized vulnerabilities, which are labeled CVE 2004-0148 and CVE 2006-5051. Let's consider this as V 2 and V 3 , respectively.
We proceed to use the CVSS score of the above vulnerabilities. And the exploitability score (e (v) in Figure 1 ) of each vulnerabilities as given in Table 1 , below.
Host Centric Attack graph The host centric attack graph is shown by Figure 4 , below. Here, we consider that the attacker can reach the goal state only by exploiting V 2 vulnerability. The graph shows all the possible paths that the attacker can follow to reach the goal state. Note that IP1,1 state represents V 1 vulnerability and IP2,1 and IP2,2 states represent V 2 and V 3 vulnerabilities, respectively. Also, the notation "10" represents the maximum vulnerability score and this provides attacker the maximum chance to exploit this state. Attacker can reach each state by exploiting the relevant vulnerability.
Adjacency Matrix for the Attack Graph
Let s 1 , s 2 , s 3 , s 4 , represent the attack states for Attacker, (IP1,1), (IP2,1) and (IP2,2), respectively.
To find the weighted value of exploiting each vulnerability from one state to another state, we divide the vulnerability score by summation of all out going vulnerability values from that state.
For our attack graph the weighted value of exploiting each vulnerability is given below. 1 st row probabilities:
Weighted value of exploiting V 1 from s 1 to s 2 is ( ) 
Utilizing the information given in Table 1 
Here, 0.5455 is the probability that attacker exploit V 1 vulnerability in first step, from s 1 to s 2 . We can explain 0.0588 as the probability that once in state IP2,1 can exploit V 3 vulnerability and reach to IP2,2 in first attempt. Similarly each probability represents the chance to exploit relevant vulnerability from one state in the first attempt.
We want to use this matrix to answer the important question in cyber security analysis. We want to find the minimum number of steps to reach the goal state (final destination) with probability one and the expected path length metric.
Finding Stationary Distribution and Minimum Number of Steps
By using the above matrix A, we can find the probabilities with two, three and several attempt by the attacker to reach the goal state using 2 3 4 , , , ,
matrices. From these matrices we can find all possible probabilities from one state to another that the attacker can reach by two steps A 2 , three steps A 3 and four steps A 4 and up to p steps A p respectively. We continuous this process until we reach the absorbing matrix and that p value gives the minimum number of steps that the attacker is required to reach the goal state with probability one.
We proceed by changing the CVSS score and calculate for each combination of V 1 , V 2 and V 3 the minimum number of steps that the attacker will reach the goal state with probability one. These calculations are given in Table 2 , below. For example, it will take minimum 68 steps with vulnerability configuration of V 1 = 10, V 2 = 9, V 3 = 8 for the attacker to reach the final goal with probability one. The largest number of steps for the attacker to achieve his goal is 844 steps by using the vulnerabilities, V 1 = 10, V 2 = 2 and V 3 = 1, with probability one.
Expected Path Length (EPL) Analysis
As described under Section 3.1.2 we measure the expected number of steps the attacker will take starting from the initial state to compromise the security goal. In Table 3 , we present the calculations of the Expected Path Length of the attacker for various combinations of the vulnerabilities V 1 , V 2 and V 3 .
For example, it will take 8.25 EPL with vulnerability configuration of V 1 = 10, V 2 = 9, V 3 = 8 for the attacker to compromise the security goal. The largest Expected Path Length of the attacker is 72.8 using V 1 = 8, V 2 = 2 and V 3 = 1.
Development of the Statistical Models
The primary objective here is to utilize the information that we have calculated to develop a statistical model to predict the minimum number of steps to reach the stationary matrix and EPL of the attacker. We used the application software package "R" [15] for required calculations in developing these models.
1. Developing a Statistical Model to Predict the Minimum Number of Steps
By using the information in Table 2 , we developed a statistical model that estimates the minimum number of 
steps the attacker takes to reach the goal state with probability one.
The quality of the model is measured by R of 0.9428 and 0.9376 respectively attest to the fact that this statistical model is excellent in estimating the minimum number of steps that an attacker will need to achieve his goal.
Developing a Parametric Model to Predict the Expected Path Length
By using Table 3 results we developed a model to find the Expected Path Length that the attacker will take starting from the initial state to reach the security goal.
To utilize the quality of the model we use R 2 concept and by comparing the values in Table 5 , the third model gives the highest R 2 and adjusted R 2 value. Therefore we can conclude that the third model gives the best prediction of EPL.
Comparison of Parametric/Statistical Model Value with Markov Model Value
From the comparison shown in Table 6 , we can conclude that our proposed statistical model gives accurate predictions.
Rank of Attributable Variables
In Table 7 , below we present the ranks of the most important attributable variables with respect to their contribution to estimate the EPL.
The most attributable variable (vulnerability) is V 3 in quadratic form and individually. Whereas the minimum risk factor is the vulnerability V 1 . Thus, one can use this ranking to take precautionary measures addressing the most dangerous vulnerability or vulnerabilities with priority. 
Conclusions
We have developed a very accurate statistical model that can be utilized to predict the minimum steps to reach the goal state and predict the expected path length. This developed model can be used to identify the interaction among the vulnerabilities and individual variables that drive the EPL.
We ranked the attributable variables and their contribution in estimating the subject length. By using these rankings, security administrators can have a better knowledge about priorities. This will help them to take the necessary actions regarding their security system.
Here we develop a model for three vulnerabilities and we can expand this model to any large Network System. Thus, the proposed methods will assist in making appropriate security decisions in advance. 
