Abstract-Mobility Tracking operations in a personal communication service (PCS) system are signaling consuming. Several strategies have been proposed in the literature to reduce both, the location update (LU) and the paging (PG) costs. In this paper, we propose a location-tracking algorithm called three-location area (TrLA), combined with selective paging. In the TrLA, the mobile terminal (MT) allocates the identification of three neighboring location areas (LAs) in its local memory. We call this set of three LAs, a big-location area (BLA). Each time the MT exits the BLA, it triggers an LU message to the system Databases via a base station, in order to maintain the Databases up to date. The MT also updates its caché memory. A two-step selective PG is also considered and compared with the single-step (or nonselective PG). An analytical model based on a semi-Markov process has been used to evaluate our proposal. This scheme is compared with the classical Global System for Mobile Communications (GSM) standard and the Two-Location Algorithm proposal. As a result, this new scheme outperforms the cited strategies, and in our opinion, it can easily be implemented in existing standard cellular and personal communication systems.
I. INTRODUCTION

I
N a personal communication services (PCS) system, an incoming call to a mobile terminal (MT) must be delivered on time and at a minimum cost. The mobility tracking is performed by a set of procedures whose main goal is to locate an MT. In Global System for Mobile Communications (GSM) terminology, these procedures are called location update (LU) and Call Delivery (CD). First, the location of an MT must be reported to the system Databases and maintained up to date (LU procedure). Second, the CD procedure facilitates the search of an MT whenever there is an incoming call addressed to it. The cell where an MT is roaming must be identified in a short period, while keeping the LU and CD costs under certain constraints.
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Roughly speaking, two LU strategies are envisaged in the literature. In the static or global strategy, usually implemented in current cellular systems, the whole coverage area is divided into several location areas (LAs). 1 The borders of the LAs are fixed, and an LA is composed of one or several cells. Each time an MT crosses the border between two LAs, it triggers an LU message to the system databases via a base station. Considering a location database (i.e., visitor location register or VLR) is assigned to exact one LA, every LU message triggered undergoes a registration at the VLR and home location register (HLR). However, it should be noted that a VLR might cover several LAs in the existing PCS systems.
On the other hand, by dynamic or local strategies [7] - [9] , the LU procedure depends on the MT. No LAs exist. In [7] , three dynamic strategies were proposed. An MT updates its location according to a policy based on 1) the time elapsed; 2) the number of cells visited; or 3) the distance to the cell in which the last LU message was triggered. In this paper, we focus our study on a global strategy.
The CD procedure is divided in two major functions: the interrogation and the paging (PG) procedures. The interrogation procedure is entirely supported by the fixed network. The MT is searched in the system databases. The output of a successful interrogation is the area where the MT is registered (the MT had its last interaction with the system databases). For instance, in the case of an LU global strategy, the output of this query would be an LA. In the case of an LU local strategy the output would be a cell. After a successful Interrogation, PG procedure is started. Then, the MT is searched according to some selective or nonselective PG algorithms. The output of the PG procedure is the cell where the MT is currently roaming. This paper deals with mobility tracking procedures carried out in the common air interface (CAI), i.e., LU messages triggered by the MTs, and PG procedure. No attention is paid to the Interrogation procedure. A static LA layout is considered. The location-tracking algorithm proposed provides a hysteresis effect that avoids the "ping-pong" effect caused by MTs roaming in the surrounding of LA borders. In fact, the multilayer LU scenario proposed in [4] is the starting point for our proposal. Selective or multistep PG procedures are considered [6] , [10] - [12] and a single-step PG or a two-step PG procedure is followed.
The work is organized as follows. In Section II, the scenario is introduced; LU and PG procedures are described. In Section III, 
II. SCENARIO AND PROCEDURE DESCRIPTIONS
The configuration chosen has been the hexagonal cell layout. All cells have the same size. The cell dwell time of an MT has been characterized with a generalized gamma distribution, [15] . After leaving a cell, the MT enters one of its 6 neighboring hexagonal cells with a 1/6 probability. This is in fact a two-dimensional (2-D) random walk mobility model already used in several studies, [12] .
As in current cellular networks, the whole coverage area is partitioned into a number of static LAs. We have considered that all the LAs have the same size. LAs are configured with mosaic graphs [5] , which are constructed by arranging cells in concentric cycles around a starting point or a cell. With a vertex as starting point, Fig. 1(a) , we obtain the so-called mosaic graphs , where denotes the number of rings minus one; i.e., the mosaic is composed of three cells (a ring of three cells), the mosaic is composed of 12 cells (a first ring of three cells, and a second ring of 9 cells), and so on. When the starting point is a cell, Fig. 1(b) , we obtain mosaic graphs, . For , corresponds to a single hexagon, and corresponds to a cluster of seven cells. For both mosaic graphs, Table I illustrates: 1) the number of cells in ring ; 2) the number of cells in the mosaic (where or ); and 3) the perimeter of the mosaic (in terms of number of edges), .
A. Location Update Procedure
In current cellular networks, each MT has a local memory with a single record used to store the Location Area Identifier (LAI) where it is currently roaming. Each time an MT visits a new LA, it performs an LU procedure and updates the record with the new LAI. One of the main drawbacks of this option is the "ping-pong" effect caused by the MTs moving back and forth in the surroundings of LA borders; they generate an excessive signaling load because too many LU messages are sent.
To mitigate this effect, the philosophy adopted in [4] is used: the MT keeps the identification of three neighboring LAs in its local memory. This set of three LAs is called Big Location Area, BLA. In fact, a BLA is a mosaic where the basic elements are LAs instead of cells. Each time an MT visits an LA, it checks the LAI: if it is coincident with one of the three LAIs stored in its memory, no LU message is triggered by the MT. Otherwise, the MT sends an LU message containing the identifier of the new visited LA toward the system databases. The PCS system sends the new set of LAs to the MT, for them to be stored. Whenever there is a change of BLA, the MT always overwrites one or two records. The new BLA always overlaps the old BLA, and the fact that at least one LA is common to both (the old and the new) BLAs is clear. Observe that the LAs that conform a BLA change dynamically according to the movement of the MT.
For convenience, we consider a VLR is assigned to exact one LA. Therefore, an MT is registered in three VLRs at a time, i.e., the three LAs of the BLA. For each MT, three registers have to be maintained up to date in the HLR. Whenever an LU message is sent by an MT, a registration procedure is started at the VLR receiving it. This VLR also starts a registration procedure at the HLR. The HLR knows the three VLRs where the MT was registered, and the new VLR where the registration procedure started. Considering the HLR knows the VLR layout (i.e., the LA layout), it can evaluate the three most suitable VLRs where the MT should be registered, and then send the corresponding LAIs of its new BLA to the MT. Notice also that, the VLR where the registration procedure started is stored in the first place at the HLR, because in case of a selective PG, the MT will be paged first in this LA (VLR).
In Fig. 2 , the MT is registered at the BLA formed out of the LAs 20, 27, and 31 (these are the LAIs). A VLR is assigned to exact one LA. When the MT enters the LA 19, it searches the LAI number 19 in its three local registers. This search is not successful, so it triggers an LU message. The VLR corresponding to LA 19 receives the message, and registers the MT at its area. The VLR also forward the message to the HLR. The HLR knows that: 1) the MT was registered in the VLRs corresponding to LAs 20, 27, and 31; and 2) the MT is now registered at LA 19. Since the HLR knows the VLR layout, it registers the MT at the VLRs corresponding to LAs 19, 43, and 31 (the BLA formed out of the LAs 19, 24, and 31 is also valid), and properly informs the MT. Notice that LA 31 is common to the old and the new BLA. A deregistration message to both VLRs (corresponding to LA 20 and LA 27) is forwarded from the HLR.
B. Paging Procedure
After each successful Interrogation procedure, the system initiates the PG process. When a single-step process is used, the total number of cells per BLA, , ( ) is paged simultaneously, and a minimum delay in the PG process is achieved.
is the total number of cells that configures LA , where 0, 1, or 2 is a state number used in the mathematical model (it is not an LAI), see Section III. Considering LA is a mosaic (where or ), , see Table I . The HLR determines the three LAs where the MT is registered, and orders to search the MT in these three LAs simultaneously.
The second alternative is the multistep or selective PG. In this work, a two-step PG procedure has been considered, [6] . The MT will first be paged in the LA corresponding to the VLR where the last interaction with the HLR occurred. As mentioned at the end of Section II-A, this LA corresponds to the VLR first stored at the HLR (corresponding also to state 0, 1, or 2). If the first PG is not successful, the MT is paged in the two remaining LAs simultaneously.
III. MATHEMATICAL MODEL
In this section we provide the mathematical analysis needed to evaluate the total cost per call arrival. The evolution of Fig. 4 is the mathematical model proposed in Fig. 5 . Each state represents an LA of the BLA where the MT is registered. A BLA looks like a mosaic formed out of three LAs (the three states). Therefore, state corresponds to LA , 0, 1, or 2. is the state number and not the LAI. In the mathematical model, only state numbers are referred to (that is, LA numbers), LAIs are not used.
While the MT keeps moving from one state to another in the same BLA (the grey BLA in Figs. 4 and 5) , no LU message is triggered. If the MT exits these grey states, it triggers an LU message and enters a new BLA. Obviously, the new BLA has yet again three states; LA 0, LA 1, and LA 2. The LA most recently visited can be LA 0, LA 1, or LA 2.
The cell dwell time of an MT has been characterized with a generalized gamma distribution, [15] , with probability density function (pdf) given by (1) where -is the gamma function, defined as being any real and positive number; -, , and , are fixed according to [15] . In the cited article, the pdf of the cell dwell time is studied, and the suitable values of these variables are 2.31, 1.22 , and
1.72 where is the equivalent cell radius (considering an average speed of 50 km/h and zero drift). We denote its Laplace transform (LT) as . Its mean value is given by (2) The variables and are fixed. Obviously, there is a relation between , , and , only one of them needs to be fixed. We will use as a parameter (the mobility parameter in a cell), and then evaluate and .
The pdf of the sojourn time in LA is denoted by ; the LA is a mosaic of cells, or . The LT of is denoted by , and the pdf of the residual sojourn time is denoted by . In order to evaluate the mean sojourn time in an LA, we use the state transition diagram shown in Fig. 3 with the transition probabilities of Table II . This transition diagram is obtained assuming that the MT is roaming in a cell associated to the th ring,
, and taking into account the random walk mobility model discussed at the beginning of Section II, [12] . As illustrated in Fig. 3 
Expression (3) will be used to evaluate the LU cost to be derived in Section III-A. In Section III-B, the PG cost is also derived by assuming both, single-step and two-step PG procedures.
A. Location Update Cost
Let be the number of LU messages triggered by the MT between two call arrivals, conditioned by the fact that the MT received its last call in LA , 0, 1, 2, see Fig. 5 . States , , and are absorbing states. At time , i.e., just after an incoming call arrives to the MT, the system is in state with probability to be determined, 0, 1, 2. The MT will reside in the initial state following the residual time distribution of ; i.e., [1] (we recall the short notations ; used in previous paragraphs). This is so, because the time distribution between two call arrivals is exponential (Poisson arrival with rate ). Afterwards, we want to find the probability of the MT being visiting state at the instant of the next call arrival, given that the MT has not exit the BLA. That is, ( 0, 1, or 2) is the conditional probability that the system starting from state will be visiting state when the exponential time expires (the system is not absorbed into states , 0, 1, or 2). We also denote by , the absorption probability, into state before the observation time expires. Parallel definition applies to and when the first sojourn time in state is defined by , instead of . Notice that we are using the memoryless property of the exponential distribution.
Then, no LU message (no absorptions) is triggered with probability no or (4) Each time the system visits the absorbing state , an instantaneous transition to state is produced, ( 0, 1, or 2), and an LU message is triggered by the MT. To be more precise, when an absorption into state is produced, an instantaneous transition to state with probability , or to state with probability is produced, see, also, Fig. 4 . Probabilities and are given in terms of the common perimeter between two neighboring LAs. In matrix notation to be used later, these probabilities can be written as (5) After each absorption and instantaneous transition to state , the sojourn time in state is clearly defined by , instead of the residual sojourn time . We denote by matrixes and In matrix , is the absorption probability into state before the observation time expires when the first sojourn time in state is defined by . Notice that because of the memoryless property of the exponential distribution, is calculated in a similar way as . When absorption happens, an LU message is triggered toward the system databases. It is easy to show that the probability of LU messages (absorptions) being triggered during the exponential observation time, in vector/matrix notation, is given by s s s (7) where is the identity matrix and is the column vector . The elements of matrix are the conditional probabilities that just after an LU has been triggered by the MT, it will be visiting state , given the fact that the MT started visiting state at . We denote by the number of LU messages triggered between two call arrivals, given that just after the last call arrival, the system is in state . Taking into account (7), the mean value of can be calculated according to s s s (8) Therefore, assuming the MT starts its movement from LA , the expected LU cost per call arrival is given by (9) where is the LU cost per message triggered by the MT. Taking into account the Poisson Arrivals See Time Averages property, [2] , an incoming call will find the MT roaming in , 0, 1, or 2, with probability , given by (10) where and are the portion of visits and the mean sojourn time in state respectively, [3] . The probability vector is obtained by solving . Therefore, unconditioning (9), the LU cost per call arrival is given by (11)
B. Terminal Paging Cost
Between two consecutive incoming calls the MT may trigger LU messages toward the system databases. The terminal PG cost is obtained by considering two excluding events: the MT triggers at least an LU message since the last incoming call was received, or the MT remains in the BLA since the last incoming call was received.
With probability given by (4) no LU message is triggered between two call arrivals. The probabilities of the last LU message having been triggered in state are given by last last last (12) where are square matrixes and (13) Therefore, given that the observation starts in state ( 0, 1, or 2), the probability of no LU messages being triggered between two call arrivals and the MT being visiting state at the end of the observation interval, is given by no (14) Analogously, given that the observation starts in state and that at least one LU message has been triggered, the probability of the last LU being triggered from state and the MT being visiting state , is given by last last last (15) When two-step PG is applied, the terminal PG cost assuming the MT starts its movement from LA can be formulated as no no last last (16) where is the terminal PG cost per cell, is the total number of cells that configures LA , and is the total number of cells per BLA.
In the right-hand side of (16), i.e., the terms within brackets, the first and third terms take into account the hit probability and the second and fourth terms take into account the miss probability, [14] . There is another reading of (16); the first and second terms are the mean number of cells paged in order to find the MT when no LU has been triggered since the last incoming call. The third and fourth terms (second line) are the mean number of cells paged in order to find the MT when an LU has been triggered, at least, since the last incoming call.
And finally, the PG cost per call arrival is given by
Obviously, when single-step PG (nonselective) algorithm is applied, the terminal PG cost can be written as (18) IV. SOME EXAMPLES AND DISCUSSION The analytical model presented in previous section allows obtaining the total LU and PG cost per call arrival under various parameters and with three LAs/BLA. It is defined as, . We have also found out the LU and PG costs in scenarios with two LAs/BLA and one LA/BLA (GSM scheme). Further details about these particular models can be read in our internal report [16] .
The parameters used are the total number of cells per BLA, , the LU cost, , the PG cost, , the call arrival rate , and the mean cell dwell time (and, therefore, the call-to-mobility ratio defined as ). The dwell time for a cell has been assumed to be characterized by a generalized gamma distribution. To that end, we have followed the approach proposed in [15] . Finally we have assumed a random walk mobility model, therefore, , , 0, 1, or 2, see Fig. 5, and (10) .
In Figs. 6-9 the total cost per call arrival, , is reported for some 0.01, 0.1, 1, and 10. As in [12] , 10 and , an optimum value for the LA size, is observed. As exceeds its optimum value , the terminal PG cost dominates and is an increasing function of . And vice versa, as decreases from its optimum value, the LU cost dominates. When CMR becomes higher than one, the optimum LA size is reduced to one, because of the low mobility of the MT. For a fixed value of CMR a significant saving is also achieved when the paging delay increases from single step to two steps.
For low CMR, CMR 0.01 and single-step PG, delay one, the optimum configuration is one LA/BLA, mosaic graph , 61. The total cost is approximately , Fig. 6 . It is worth to note that two LAs/BLA and three LAs/BLA configurations are worst than the one LA/BLA configuration. It can be explained by comparing a) one LA/BLA, mosaic graph , , with b) two LAs/BLA mosaic graph , 2 37 74. Both configurations roughly present the same total number of cells, and so, roughly the same PG cost. However the LU cost in case b) is higher than LU cost in case a), due to the fact that the perimeters are, 60 edges for one LA/BLA and 70 edges for two LAs/BLA, see Table I . We recall that the perimeter plays an important role in the LU rate [5] .
When two-step PG, delay two, is considered, the conclusions are quite different. According to the Two-Location Algorithm strategy presented in [14] , two LAs/BLA, mosaic graph , 2 61 122, shows the optimum total cost, equal to 196. A better result is obtained for three LAs/BLA scenario, mosaic graph , 3 37 111, where the optimum total cost, equals to 183. When comparing with the optimum value of one LA/BLA, single-step, we achieve a saving total cost of , (5.77%), and , (12.02%), respectively. 
V. CONCLUSION
This paper deals with mobility tracking strategies. In the literature they are classified as static or global and dynamic or local. We have studied a new LU strategy combined with selective PG, and we have compared it to the classical GSM scheme (one LA/BLA) and the two LAs/BLA strategy. The paging areas of the selective PG algorithm are LAs. Our new strategy can be seen as a hybrid between the global and local strategies.
When single-step PG algorithm is used, the hysteresis effect obtained in two LAs/BLA and three LAs/BLA policies is not enough to reduce the total signaling cost in the common air interface. In those cases, the classical GSM scheme (one LA/BLA) is more suitable than the two LAs/BLA and three LAs/BLA strategies. On the other hand, when a two-step PG algorithm is used, the total signaling cost in the common air interface is reduced, compared with the classical GSM scheme. In this case, the proposed strategy of three LAs/BLA obtains the best performance. Good results are also obtained in the two LAs/BLA.
The contribution of this paper can be seen as an option to improve the performance of location management strategies of actual real cellular systems, such as IS-54, IS-95, and GSM, to name a few, [13, page 140] . In fact, we believe that our proposal can be easily implemented in those real cellular systems.
APPENDIX
A. Probability Density Function of the Sojourn Time in a Location Area
Let us consider the Markov chain of Fig. 5 . We consider that the MT starts its movement from the outer ring of the mosaic (the LA). The pdf of the residual sojourn time in state (or LA ), 0, 1, or 2, in the transformed domain, is given by [1] (A-1)
In the following lines, we show for two scenarios; the mosaic cell layout, and the mosaic cell layout. Let us now consider the one-dimensional Markov chain of Fig. 3 . Each state (of the chain) corresponds to a ring (of the mosaic -LA-). The pdfs of the time an MT spends in ring in the transformed domain, denoted by , is for , for , for or and (A-2)
As to its LT, the pdf of the sojourn time of an MT in LA , , can be evaluated now assuming that its movement begins from the outer ring since an MT starts roaming in an LA from the outer ring for for for or and (A-3) where for , for , for (see Table II ) (A-4)
The mean sojourn time of an MT in ring of mosaic and in state can be easily obtained taking the first derivatives of (A-2) and (A-3) evaluated at . Therefore, expression (3) is obtained where .
B. Calculus of Probabilities
Let be the pdf of the duration of an activity with LT . This activity is observed during an exponential time of mean value . Then, the probability that the activity ends before the observation interval ends is given by activity ends before the observation interval ends (A-5) Probabilities , , , and can be evaluated by using the following arguments. We define a box of two states as , . Therefore, we will use the following boxes of states, , 
