Abstract. We consider a singularly perturbed Dirichlet spectral problem for an elliptic operator of second order. The coefficients of the operator are assumed to be locally periodic and oscillating in the scale ε. We describe the leading terms of the asymptotics of the eigenvalues and the eigenfunctions to the problem, as the parameter ε tends to zero, under structural assumptions on the potential. More precisely, we assume that the local average of the potential has a unique global minimum point in the interior of the domain and its Hessian is non-degenerate at this point.
Introduction
Consider the eigenvalues λ and the eigenfunctions u to the following Dirichlet spectral problem in a bounded Lipschitz domain
1 Ω in R n with locally periodic coefficients:
−div a x, x ε ∇u + 1 ε α c x,
We are interested in the asymptotics of the eigenpairs (λ ε , u ε ) to (1) as the positive parameter ε tends to zero. The value of the parameter α is decisive for the asymptotic behavior of the spectrum. We assume that 0 < α < 2.
In the present paper we will construct the leading terms in the asymptotics of the eigenvalues λ ε and an L 2 (Ω) approximation to the eigenfunctions u ε to (1) .
We make precise assumptions on the coefficients below. The differential operator will be assumed to be self-adjoint with real sufficiently smooth coefficients. The spectrum is then real and discrete. Also significant for the spectral asymptotics, the potential c(x, y) will be assumed to have a local average with a global unique minimum point in the interior of the domain, and that the local average shows quadratic growth at this point.
The spectral problem (1) may be viewed as a perturbation problem for the operator −div(a(x, ε −1 x)∇·) with α ∈ R, for ε tending to zero. For α ≤ 0 the perturbation is continuous, while for α > 0 it shows singular behavior. Under the assumption of quadratic growth at the unique minimum point for the corresponding averaged potentials, it appears natural to distinguish four cases of asymptotic behavior for the singular perturbation problem: (i) 0 < α < 4/3, (ii) 4/3 ≤ α < 2, (iii) α = 2, and (iv) α > 2.
In case (i), the eigenfunctions to (1) localize in the scale ε α/4 in the vicinity of a fixed point which is determined by the potential function c(x, y), and the magnitude of the oscillations is o(1) as ε tends to zero (see for example [18] ). In case (iii), which we call the critical case, the eigenfunctions localize in the scale √ ε at a fixed point which is determined by a(x, y) and c(x, y), and the magnitude of the oscillations is O(1) as ε tends to zero, which leads to a shift of order O(1) in the spectrum as demonstrated in [9] . Case (iv) has, it seems, not been considered.
Case (ii) is the subject of this paper. Also here the eigenfunctions localize in the scale ε α/4 , as in (i) and (iii). What makes this case different from both (i) and (iii) is that the magnitude of the oscillations in the eigenfunctions u ε j are of order o(1) but still big enough to introduce several big terms in the asymptotic series for the eigenvalues λ ε j . In particular, the bigger α is, the more terms are needed in the series for λ ε j , and the more correctors are needed to damp the oscillations in u ε j . Moreover, in contrast to both (i) and (iii), the eigenfunctions localize in the vicinity of a point ζ ε which moves towards a fixed point but not faster than the rate of localization as ε tends to zero. The closer α is to 2, the slower ζ ε moves. The position of the point of localization depends in this case on both a(x, y) and c(x, y). In particular, the main contribution to the energy of the eigenfunctions is given by the second term in the asymptotic series approximation. The analysis of this case has not been included in the previous studies of the subcritical case [18, 11] , and our purpose here is to fill this gap between (i) and (iii).
The number of terms in the approximations for the eigenvalues λ ε j and the eigenfunctions u ε j given in Theorem 2.1 below is bounded from below by α/(2−α) asymptotically as α tends to the critical value 2 of case (iii). This is a drawback of our approach since the suggested approximations may be considered unsatisfactory in a neighborhood of the critical value.
The homogenization of singular perturbed operators where localization of eigenfunctions occur is well known but still undergoing exploration. Examples of scalar second order operators have been given in [3, 4, 8, 7, 20, 12, 13, 15, 14, 19, 18] . A transport equation has been studied in [2] , and scalar fourth order operators have been considered in [5, 11] . In [5] a system of equations have been studied with purely periodic singular perturbation and locally periodic continuous perturbation.
The rest of this paper is devoted to the description of the leading terms in the spectral asymptotics for the eigenpairs to (1).
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Spectral asymtotics
The domain Ω in (1) is assumed to contain the origin (see (A2) below). The n-torus will be denoted by T n , and it is always realized such that its measure is one. The average value of a function v on T n will be denoted by v = T n v(y)dy.
In expressions involving components of multilinear maps we use the summation convention over repeated indices when no summation sign Σ is written. We also use the multiindex notation.
We make the following assumptions on the coefficients in (1):
(A1) a(x, y) is real, symmetric, belongs to C 2 (Ω × T n ), and a(x, y) is coercive in Ω × T n : C > 0, a ij ξ i ξ j ≥ C|ξ| 2 , for all ξ ∈ R n . (A2) 0 < α < 2. c(x, y) is real, strictly positive, and belongs to C κ(α) (Ω, C 2 (T n )), where q(α) is the smallest natural number that is not strictly smaller than any of 2 and α/(2 − α). The local average c (x) = T n c(x, y)dy has a unique global minimum at x = 0 ∈ Ω, with a non-degenerate Hessian ∇∇ c (0). By the Riesz-Schauder and the Hilbert-Schmidt theorems the spectrum of problem (1) is described as follows. Under the assumptions on the domain Ω, (A1), and (A2), for each ε > 0, the set of eigenvalues to (1) is discrete and may be arranged as
where the eigenvalues are counted as many times as their finite multiplicity. The eigenfunctions u ε j corresponding to the sequence form a Hilbert basis in L 2 (Ω), and we assume that they have been orthogonalized.
The spectral asymptotics for (1) will be described using the effective equation
where a eff is the classical effective matrix corresponding to a(0, x/ε), defined by
, and where M m (y) : T n → R are the solutions, normalized by M m = 0, to
We will also make use of the functions N k (x, y) : Ω × T n → R that are defined as follows. Let κ(α) be the smallest natural number that is strictly greater than α 2(2−α) . For notation purpose we let
with x ∈ Ω, y ∈ T n , and normalized by N k = 0, and where ǫ i are constants that we specify as follows.
Let κ(α) defined as in (A2). Let
where
has a unique minimum point ζ ε in the ball |z| ≤ dε −α/4+δ with 0 < δ < 2 − α, for all sufficiently small ε. This will be proved in Lemma 1 below. The value of C ε (z) at this point admits an expansion of the form
as ε tends to zero, where ǫ k depends only on N i for i ≤ k + 1, which is a consequence of Lemma 1 (see Section 4 for a discussion about this). These are the constants ǫ i we choose to use in the definition (3) of N k .
Theorem 2.1. Suppose that (A1) and (A2) are satisfied. Let λ ε j and u ε j be the jth eigenvalue and eigenvector to (1), normalized by Ω (u ε j ) 2 dx = ε nα/4 . Let ζ k and ǫ k be defined by (5) and (8) . Then, as ε tends to zero,
where (η j , p j ) is the jth eigenpair to (2) under a suitable orthogonalization and normalized by R n p 2 j dx = 1. A proof of Theorem 2.1 will be presented in the next section. The leading terms in the series ǫ j and ζ j can be computed explicitly. The precise expressions of the terms not presented in the following corollary of Theorem 2.1 depend on the value of α. We explain this and give the details on how Corollary 2.1 is obtained in Section 4. See Remark 2.1 for a less explicit description of the result. 
Moreover, ǫ 0 > 0 and ǫ 1 ≤ 0 in general, and ǫ 1 < 0 if the potential c(x, x/ε) oscillates.
By Theorem 2.1 and Corollary 2.1 we may explicitly give the leading terms of the asymptotics of the eigenvalues λ ε j for 0 < α < 12/7:
Remark 2.1. The result in Theorem 2.1 may be stated as follows after suppressing the explicit expansions. Let η ε j and p ε j be defined by
for all sufficiently small ε > 0, with u ε j extended by zero to R n and r ε defined by (10) . Then as ε tends to zero,
• η ε j converges to η j , • p ε j converges up to a subsequence to p j strongly in L 2 (R n ) and weakly in H 1 (R n ), • the factor r ε (x, x/ε) converges strongly to one in L 2 (Ω) as ε tends to zero, • the point of localization for u ε j in Ω, which is approximated by ε α/4 ζ ε , converges to the minimum point of c (x) as ε tends to zero: ε α/4 ζ ε = O(ε 2−α ), and ζ ε = 0 for 0 < α < 4/3, where η j is the jth eigenvalue to (2) and p j is a corresponding eigenfunction.
By the regularity assumptions in (A1) and (A2), the functions N k , and therefore also r ε , are at least in C 2 (Ω × T n ). The function that maps u ε j (ε α/4 (z + ζ ε )) to p ε j (z) is bicontinuous on H 1 (R n ) for all small enough ε.
Proof of Theorem 2.1
The plan of the proof of the theorem is to make a suitable change of variables in equation (1) and proceed to show that in the new variables the Green operator of the corresponding Dirichlet boundary value problem converges uniformly. Then we obtain the convergence of spectrum from operator theory (see [10] [21] that can be used to prove the convergence of spectrum for certain self-adjoint operators on Hilbert spaces. Although we do not apply those arguments here, we believe that they would apply and would give the rates of convergence, and avoid the use of two-scale compactness, because of the fairly high regularity assumptions we have made on the coefficients. The rate of convergence is desirable is view of the error of o(ε −α/2 ) in the approximation of the eigenvalues given in (i) in Theorem 2.1.
Lemma 3.1. Suppose that (A1) and (A2) are satisfied. Let d > 0 and let δ be such that 0 < δ < 2 − α. Then for all sufficiently small ε the function C ε (z) has a unique minimum point ζ ε in the ball of radius dε −α/4+δ centered at 0. Moreover,
as ε tends to zero, where ζ m ∈ R n for 1 ≤ m ≤ κ(α) − 1 are defined by
and where the sums over γ and j are taken over the sets defined by max{3−k, 2} ≤ |γ| ≤ q(α) − k and then (|γ| − 1)j = m − k. The coefficients in the asymptotic formula (5) are for 0 ≤ m ≤ κ(α) − 1 given by
Remark 3.1. For 0 < α < 4/3, the exact formulas ζ ε = 0 and C ε (ζ ε ) = ε −α/2 ǫ 0 = ε −α/2 c (0) hold.
Proof of Lemma 3.1. By the definition (4) of C ε (z), after separating the powers of z,
Inside the ball |z| ≤ dε −α/4+δ we have for any γ with 2 ≤ |γ| ≤ q(α) that
where the constants depend on q(α), d, and n. For all sufficiently small ε, the positive definite quadratic form 1 2 ∇∇ c (0)z·z therefore dominates all other terms of order two or greater, for |γ| ≥ 3 and |γ| ≥ 2, respectively, since 0 < α < 2. Since 0 < δ < 2 − α, the linear term does not perturb the minimum of point of 1 2 ∇∇ c (0)z · z to be located outside the ball |z| ≤ dε −α/4+δ for any ε small enough. Therefore ζ ε is uniquely defined by ∇C ε (z) = 0 for all ε small enough. The equation ∇C ε (z) = 0 also uniquely determines ζ m by matching of coefficients, which establishes (7) with (8), and then (5) with (9). Lemma 3.1 justifies the definitions of N k by (3) under the hypotheses (A1) and (A2). Let r ε (x, y) be defined by
Proof of Theorem 2.1. The differential operator in (1),
takes the form
after adding the factorr ε , in the variables z and p defined by
wherer ε (z),â ε (z), andĉ ε (z) are the functions given by evaluation of r ε (x, y), a(x, y), and c(x, y), respectively, at x = ε α/4 (z + ζ ε ) and y = ε α/4−1 (z + ζ ε ). The change of variables (11) is well defined for all sufficiently small ε > 0, under the hypotheses (A1) and (A2), using Riesz-Frechét representations and Lemma 3.1.
The eigenvalues of the self-adjoint elliptic operator A ε with domain H 1 0 (Ω ε ) need not all be strictly positive, where Ω ε = ε −α/4 Ω + ζ ε . We therefore make a shift of the spectrum and consider for data f ε weakly convergent to f in L 2 (R n ) the boundary value problem
be the Green operator that maps g to the solution v to (12) with f ε = g, extended by zero to R n . We claim that G ε converges in the L 2 → L 2 norm to the Green operator
We first check that there is a positive constant C such that the bilinear form corresponding to the operator in (12) is coercive on H 1 0 (Ω ε ) for all sufficiently small ε. For any positive constant C, −div(r 2 εâ ε ∇·) + Cr 2 ε is coercive for all ε small enough. It therefore suffices to bound from below the integral
We will consider the integrand in (14) for big and small values of |z| separately. For big |z| we write
Because 0 < α < 2, and by the choice (10) of r ε ,
, and, after using the definition (3) 
as ε tends to zero. By Lemma 3.1 and Remark 3.1, ǫ 0 = c (0) and ε α/4 ζ ε = O(ε 2−α ) as ε tends to zero. It follows that
as ε tends to zero. By hypothesis (A2),
Therefore, there exist positive constants C and d such that
for all sufficiently small ε and all z such that |z| ≥ dε −α/4+δ with 0 < δ ≤ (2 − α)/2, because then −α/2 + 2 − α ≥ −α/2 + 2δ. We turn to (14) for |z| < dε −α/4+δ . By the choice ofr ε , making explicit use of the definition of N k , and using the expansion (5) by Lemma 3.1 to cancel the terms involving ǫ k ,
as ε tends to zero, if δ is such that 2−α 2 ≤ δ < 2 by the choice of κ(α). In the last step we used Taylor's theorem for 0 ≤ k < κ(α):
for some h γ with lim x→0 h γ (x) = 0, and
as ε tends to zero, since ε α/4 ζ ε = o(1) and |z| ≤ Cε −α/4+δ . Indeed, if
because q(α) has been chosen in (A2) to be such that −α + q(2 − α) ≥ 0. For |z| < dε −α/4+δ , the Hessian of C ε (z) at ζ ε satisfies ∇∇C ε (ζ ε ) = ∇∇ c (0)+ o(1) as ε tends to zero. Therefore by (A2) there exists a positive constant C such that for all sufficiently small ε,
By (15)- (17), we see that we may choose δ = 2−α 2 to verify that the estimate in (15) is valid for any z. Therefore, there exists a positive constant C such that for any v ∈ H 1 (R n ) we have
for all sufficiently small ε. It follows from (18) that there exist positive constants C and C 1 such that
for all v ∈ H 1 (R n ) and all sufficiently small ε > 0. This inequality gives the coerciveness of the bilinear form corresponding to the differential operator in (12) . Moreover, the term weighted by |z| 2 gives compactness in L 2 (R n ). Let v ε be the sequence of solutions to (12) in H 1 0 (Ω ε ) that are extended by zero to R n . By the strong convergence ofr 2 ε (to one) and the boundedness of f ε , we have the a priori estimate
It follows that there exists a subsequence, we still denote it by ε, such that v ε converges weakly to some v in H 1 (R n ), and by compactness, v ε converges strongly to v in L 2 (R n ). Moreover, by two-scale compactness, ∇v ε converges to ∇v + ∇ ξ M k (ξ)∂ k v weakly two-scale in L 2 (R n ) in the scale 1 − α/4, along a subsequence.
By passing to the limit in the variational form of equation (12) we see that any convergent subsequence of v ε converges strongly in L 2 (R n ), and weakly in H 1 (R n ), to the unique solution v to equation (13) .
Using the compactness of G ε and G 0 , and the convergence of the solution to (12) to the solution to (13), we conclude that G ε − G 0 L 2 →L 2 goes to zero as ε tends to zero.
The operators G ε and G 0 are compact and self-adjoint, and G ε converges uniformly to G 0 . It follows that the spectrum of G ε converges to the spectrum of G 0 in the sense of the statement of the theorem. A shift back by C concludes the proof.
Computing the leading terms
In this section we show how to obtain explicit expressions for the leading terms in the asymptotic series of Theorem 2.1 and in that way prove Corollary 2.1. We also tabulate the ranges for α that correspond to distinct pairs of (κ(α), q(α)), for small values of α.
A careful look at the definitions of N k , ǫ k , and ζ k reveals that the terms in the sequences can be computed in the following order:
The first few terms are defined by the following equations. By (3),
By (8) and (9) in Lemma 3.1,
The last three equations show that only a few of the terms ǫ k and ζ k have simple explicit expressions that do not depend on α. These particular terms are In Theorem 2.1 we have established asymptotic series approximations for the eigenpairs (λ ε j , u ε j ) to the spectral problem (1) . The number of terms that are included in the series depend on the value of κ(α), and most terms depend on the value of q(α). The function κ(α) is right-continuous and jumps at α = 4b/(1+2b) for b = 1, 2, . . .. The function q(α) is left-continuous and jumps at α = 2b/(1 + b) for b = 2, 3, . . .. The set of jumps for κ(α) is a subset of the set of jumps for q(α). For distinct pairs (κ(α), q(α)) we have in general a distinct polynomial functions C ε (z) defined by (5) . The first few ranges and values of α are presented in Table 1 , as well as the terms that are present in the corresponding series. Table 1 . The leading terms in the series of pairs (κ(α), q(α)).
