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ABSTRACT 
There are several different ideas regarding pattern formation in the vertebrate limb. In this paper I 
will do a comparative study of several of the ideas and present mathematical models which 
describe three of the theories. A brief history of morphogenetic modeling will be presented, along 
with a summary of the biology involved. Then, the three models will be presented and proven 
using the method of stability analysis. Following the mathematical analysis of the models, I will 
talk about the possible types of patterns that can be produced, and compare the three models. 
Finally, I will discuss a recent discovery related to limb bud pattern formation. 
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SECTION 1 INTRODUCTION AND BIOLOGY BACKGROUND 
In a developing embryo, after fertilization, mitosis, or cell division begins. When enough cell 
division has occurred in a developing embryo, the sequential process of development can take 
place. Cells can move about the embryo, and cells can differentiate, specializing in function and 
structure, based on their location in the spatial organization of the embryo. Although the 
understanding of how this plan for development is established remains a mystery, as do the . 
mechanisms which create spatial patterning for specifying the various organs and structures, many 
theories have been proposed. In this paper, I will focus specifically on morphogenesis, which in 
embryology, is the development of spatial pattern and form. My central theme will be directed 
toward limb bud formation and development. 
Early research on pattern formation in limbs of vertebrates, (mammals, birds, fish, reptiles, and 
amphibians), was done by grafting experiments and genetic mosaics. In 1952, the first 
mathematical model was proposed by Allan Turing. Turing suggested that under certain 
conditions, a system of chemical substances, called morphogens, could react together and diffuse 
through tissue to create heterogeneous spatial patterns of the morphogen concentrations. The 
idea that patterns could emerge from diffusion driven instability was very unusual and unique at 
the time. This is because diffusion is usually considered a stabilizing process. Unfortunately, this 
"pre-pattern" idea was left in it's early stages due to Turing's untimely death. 
Over the next two and a half decades several biologists tried to recreate Turing's idea, or combine 
it with other ideas, with varied success. One biologist that did have some success is Lewis 
Wolpert. His idea of pattern formation, called positional information, supposes that cells are pre-
programmed to react to a morphogen concentration and differentiate accordingly. 
It wasn't until the late 1970's that other mathematical models were proposed. Mechanical, 
chemical, and mechanochemical ideas have been developed throughout the 1980's by James D. 
Murray, George F. Oster, and their colleagues. I will present two of these models along with 
Turing's model later in this paper. 
To visualize the situation being presented in these models, one might want to imagine a cylindrical 
mass of tissue attached at one end to the developing embryo. In terms of direction, the end of the 
limb bud attached to the embryo is called the proximal end, while the end opposite to it is called · 
the distal end. Situated at the distal tip of the limb bud is the apical ectodermal ridge (AER). The 
AER is a specialized epidermal region which sits somewhat like a cap on the distal end of the limb 
bud. The external structure of the limb bud is made up of epithelial (epidermal) cells and called 
the epithelial ectoderm. Epithelial cells generally do not move, but are packed together in sheets, 
which aids in their role of forming the outer structure of the limb bud. The interior of the limb 
bud is called the mesenchyme or extracellular matrix (ECM). The ECM is a loose meshwork of 
cells, which help to produce the skeletal elements, muscle, and connective tissue of the limb bud, 
and also plays an important role in the migration of cells. For the discussion of pattern formation, 
the two types of early embryonic cells of concern are epithelial cells and mesenchymal cells. The 
importance of epithelial cells has been mentioned earlier. The cells which eventually aggregate 
into a cartilage pattern that later ossifies into bone are called mesenchymal cells, or more 
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specifically, chrondrocyte cells. The cytoskeleton of a mesenchymal cell is a network of 
microtubules and micro filaments, called filopodia, that provides structure to the contents of the 
cells. These filopodia protrude from the cell and assist in movement by allowing the cell to grab 
hold of adhesive sites in the ECM and pull itself along. Mesenchymal cells also have the feature 
of being able to secrete a fibrous material which helps make up the ECM, and facilitates 
movement of the cells. 
The process of limb bud formation appears to be a result of an inductive interaction between the 
epithelial ectoderm and the extracellular matrix. Mesenchymal cells develop in the AER and then 
migrate into the limb bud. The cells then aggregate into condensations, possibly by following one 
of the models presented in this paper. The cells in the condensations then undergo differentiation, 
and cartilage structures are formed. The final step is the ossification of the cartilage structures 
into bone. In animal development the elementary body plan is laid out in the first few weeks. In 
humans, for example, this occurs in the first four weeks. It is assumed that during this time 
period, pattern and form generating mechanisms are in operation. 
The movement of mesenchymal cells can be influenced by various factors. Among these factors 
are: 
1) convection; cells are passively carried along a deforming substratum such as the ECM. 
· 2) chemotaxis; cell movement is directed by a chemical gradient. Cells can move up or 
down a concentration gradient. 
3) contact guidance; the substratum oil which the cells move suggests a preferred direction. 
4) contact inhibition; movement of a cell is inhibited by a high density of neighboring cells. 
5) haptotaxis; cells move along an adhesive gradient in the substratum. 
6) diffusion; cells move randomly, but generally down a density gradient. 
7) galvanotaxis; cell movement is generated by electrical potentials. 
All of these forms of movement have been observed experimentally, and have been well 
documented. In the models presented later in this paper, these forms of movement will appear to 
a greater or lesser degree. 
One characteristic that is common to many morphogenetic models, and all of the models 
presented in this paper, is the property that a large variety of spatial patterns can be generated 
from local activation with lateral inhibition. To understand this phenomenon, we can look at the 
equations that govern the development of spatial patterns in most models. The general form is as 
follows: 
[ 
rate of change ] . 
of morphogenetic = [local dynamics] + [spatial interactions], 
variables 
where morphogenetic variables are such things as chemical concentrations, rates of cell division, 
or mechanical displacements of cells. The term described as local dynamics can account for 
kinetics of morphogens or mechanical properties of cells. The term named spatial interactions 
accounts for the manner in which neighboring cells or chemicals interact. Some properties that 
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could be at work in this term are Fickian diffusion or mechanical interactions such as deformations 
that obey Hooke's law of elasticity. For any equation of this type to generate spatial patterns, the 
spatial and temporal properties of the system must work together to simulate the phenomenon of 
local activation with lateral inhibition. I will show how this is done while describing the three 
models that follow. 
SECTION 2 THE CHEMICAL PREPATTERN MODEL 
In 1952, Turing suggested the first mathematical explanation for pattern formation and form 
generation. His model states that a system of chemical substances, called morphogens, could 
react together and diffuse through tissue, and thus account for the main phenomena of 
morphogenesis. This supposed system could be homogeneous at first, but may develop pattern or 
structure due to an instability of the homogeneous equilibrium, triggered by random disturbances. 
Turing simplified his model quite a bit. The model considers a 2-dimensional ring of cells for 
mathematical convenience. This assumption also removes the need to consider the boundaries of 
the region. Also omitted from the model are electrical properties of cells, the internal structure of 
cells, and cases where there could be an interdependence between chemical and mechanical data. 
The results of the model were 6 possibilities described in terms of waves. Biologists and 
mathematicians have been studying this model since its publication. In the 1980's, Murray 
presented his own interpretation of Turing's reaction diffusion model, with some of the 
assumptions removed. This interpretation will be presented here. 
The chemical prepattem approach separates the process of pattern formation and morphogenesis 
into sequential steps. First, the morphogen concentration pattern is laid down. Subsequently, the 
cells "read" this prepattem and execute appropriate changes in shape, differentiations, and 
migrations according to the chemical blueprint. As stated earlier, each model uses the concept of 
local activation with lateral inhibition. In the chemical prepattem model, local activation is 
achieved by making the reaction kinetics autocatalytic. Lateral inhibition is produced by 
introducing a.chemical that inhibits activator production and also can diffuse faster than the 
activator. Another possibility is that the substrate through which the activator reacts is consumed 
by the activator, depleting it to the point that it's autocatalytic reaction is quenched. An 
unrealistic but informative example is quoted from Murray (1989). 
Consider a field of dry grass in which there are a large number of grasshoppers which can 
generate a lot of moisture by perspiring if they get warm. Now suppose the grass is set on fire at 
some point and a flame front starts to propagate. We can think of the grasshoppers as an inhibitor 
and the fire as an activator. If there was no moisture to quench the flames, the fire would simply 
spread over the whole field resulting in a uniform charred area. Suppose, however, that when the 
grasshoppers get warm enough they can generate enough moisture to dampen the grass so that 
when the flames reach such a pre-moistened area, the grass will not bum. The scenario for spatial 
pattern is then as follows. The fire starts to spread, with a diffusion coefficient of D F. When the 
grasshoppers ahead of the flame front feel it coming, they move quickly well ahead of it, with a 
diffusion coefficient of D 0 , which is much larger than D F. The grasshoppers then sweat 
profusely and generate enough moisture to prevent the fire from spreading into the moistened 
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area. In this way, the charred area is restricted to a finite domain which depends on the diffusion 
coefficients of the reactants, fire and grasshoppers, and various reaction parameters. If, instead of 
a single initial fire, there was a random scattering of them, it can be seen how this process would 
result in a final spatially inhomogeneous steady state distribution of charred and uncharred regions 
in the field, since around each fire the above scenario would take place. It is clear that if the 
grasshoppers and .flame front diffused at the same speed, no spatial pattern could evolve. 
The chemical prepattern viewpoint in terms of morphogenesis will involve 2 morphogens, and will 
omit any mechanical form-shaping events that occur in embryogenesis. The pattern is laid out 
following simple chemical gradients which are established across the limb bud tissue. It is 
assumed that certain cells act as sources or sinks for the morphogens, and that they diffuse from 
cell to cell via junctions or through the ECM. A prepattern then arises by means of diffusion-
driven instabilities. 
The general equation to describe the reaction-diffusion mechanism is as follows: 
OQ = f(c) + DV2 c, at -- ..... -
where Q is the morphogen concentration vector, 
f. is a function vector describing reaction kinetics, 
D is a matrix ofpositive constant diffusion kinetics. 
The prepattern model involves 2 morpho gens which will be called A (r. t) and B (r.. t) , where r is 
a positional vector. The model can then be described by the following system of equations. 
(2.1) 
where F and G are the reaction kinetics, and will always be nonlinear. 
There are many hypothetical systems which are capable of satisfying Turing's conditions for a 
pattern formation system. One of these involves the Schnakenberg reaction discussed in Murray 
(1989). The system kinetics use the Law ofMass Action in the following way, 
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where the k's are positive rate constants. Note that morphogen A is created autocatalytically by 
the k3 A 
2 B term in F(A,B). 
The next step is to non-dimensionalize the system ·of equations. This is done by making the 
following substitutions, with L introduced as a typical length scale. 
1 1 
u=A(~:)' v=B(~:J' • DA t • X 
D 
t ==--- X =- d=-B L2 L DA 
1 1 
a=~(k3)2 , b = k4 (k3)2 • L
2k 
r=--2. 
k2 k2 k2 k2 DA 
The reaction diffusion system is now dimensionless, with the asterisks dropped for convenience, 
(2.2) 
In this system d is the ratio of diffusion coefficients and r can take on any of the following 
descriptions: 
1 
I) r 2 is proportional to the linear size of the spatial domain in one dimension. In two 
dimensions, r is proportional to area. 
2) r represents the relative strength of the reaction terms. For example, an increase in r 
may represent an increase in activity of some rate-limiting step in the reaction sequence. 
3) An increase in r can also be thought of as equivalent to a decrease in the diffusion 
coefficient ratio d. 
The advantages of a dimensionless system are that the dimensionless parameters r and d, allow 
for greater biological interpretation, and domains which result in spatial patterns can be displayed 
in ( r , d) space. Another advantage is that the number· of parameters in the system is reduced. 
Whether the system (2.2), and systems of similar form, can generate Turing-type spatial patterns 
depends on the reaction kinetics, f and g, and the values of the parameters r and d. Both of 
these kinetics are equivalent to some activation-inhibition, and when linked with unequal diffusion 
of the reactants, are capable of generating spatial patterns. To emphasize this point, as stated 
earlier, the diffusion coefficient of the inhibitor must be larger than that of the activator for pattern 
formation to occur. There are many ways to solve a system such as (2.2). The method I will use 
here is called Stability Analysis. What we are interested in is a diffusion-driven instability in the 
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stable homogeneous steady state due to small perturbations when diffusion is present. This 
instability is important in this model since it determines the spatial pattern that evolves. 
Our goal in this problem is to determine the necessary and sufficient conditions that generate 
diffusion-driven instabilities. The problem requires both boundary conditions and initial 
conditions. Zero flux boundary conditions are used, and the problem is then defined as, 
(2.3) 
(n· v)(:) = 0 for! on oB, u(r,o), v(r,o) given; 
where oB is the closed boundary of the reaction diffusion domain B and n is the unit outward 
normal to oB . The most important reason for choosing zero flux boundary conditions is that 
they imply no external inputs. Thus, the pattern formed is self-organizing and boundary 
conditions play no role in this formation. 
The solution to (2.3) with no kinetics, is the homogeneous steady state (u0 , v0). Kinetics are 
removed since we are looking for diffusion-driven instability. The linear instability of interest 
must be spatially dependent, so the steady state must be linearly stable in the absence of spatial 
variation. In the absence of spatial variation, u and v satisfy, 
u. =rf(u,v) , v. =rg(u,v). (2.4) 
The procedure is to linearize about the steady state ( u0 , v 0 ) , and set 
When j}:Yj is small enough, (2.4) becomes, 
w=(U-UoJ. 
v-vJ 
Using the technique of separation of variables, we know to look for solutions of the form: 
w cc e...tt 
- ' 
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where A. is the eigenvalue. The steady state, w , is stable if Re i.. < 0 . We now substitute the 
eigenvalues into the Jacobian matrix, 
and obtain the characteristic equation, 
So, 
We want Rei..< 0, to guarantee stability. This occurs U: 
and 
These inequalities impose certain constraints on the parameters. Now we look for diffusion 
driven instabilities in (2.3). Once again linearizing about the steady state (u0 , v0 ) yields, 
wt ·=y~w+DV2 w, (2.5) 
where, 
To solve this system subject to the zero flux boundary conditions, let W(r) be the time 
independent solution of the spatial eigenvalue·problem given by, 
(n· V}W = 0 for! on oB. (2.6) 
Here k is the eigenvalue, which in this context represents the wavenumber of the pattern. With a 
finite domain, a discrete set of wavenumbers exists. If we let W k (!) be ~he eigenfunction 
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corresponding to each wavenumber k, with each eigenfunction satisfying the zero flux boundary 
conditions, then, since the system is linear, we can look for solutions of the form , 
w(r. t) = L ck e~t W k {!) (2. 7) 
k 
where Ct •s are Fourier constants of the initial conditions in the terms of W k {!). Also, A. 
represents the ~igenvalue in terms oftemporal growth. Now, from (2.7), 
and, 
Substituting into (2.5) with (2.6), we get, 
Since V2 = (i k)
2 
= -k2 , we have, 
We are looking for non-trivial solutions, meaning W k :t: 0, thus we need, 
Evaluating the determinant of this system we find that the eigenvalues A., as functions of the 
wavenumber k, are roots of 
(2.8) 
where, 
lfboth solutions to this equation have ReA.< 0, then the steady state (u0 , v0 ) is linearly stable. 
Recall that the constraints for the steady state to be stable in the absence of any spatial effect 
{ReA.{k2 =O}<o) have been given. For the steady state to be unstable to spatial disturbances, we 
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must have ReA.( k2) > 0 for some k2 "* 0 . This will occur if either the coefficient of A. is negative 
or h{ k2) < 0 for some k2 "* 0 . Since we already have ( fu + gv) < 0 from the conditions that 
guarantee stability in absence of spatial effects, and since k2 ( 1 +d)> 0, for all k "* 0, then it must 
be the case that the coefficient of A. , that is, 
So, the only way for ReA.( k2) > 0 to occur is if h{ k2) < 0, for some k2 . The solutions to the 
above equations (2. 8) show this to be true, 
Since we must have det A> 0 , from the conditions that guarantee stability in absence of spatial 
effects, and since dk4 >0, the only way to get h{k2)<0 is to have {dfu +gv)>O. Since 
( fu + gv) < 0, as previously stated, then this implies d :~; 1. Finally from isocline analysis, we can 
determine the necessary conditions to be fu > 0, gv < 0, and d >I . The condition d > I implies 
the inhibitor must diffuse faster than the activator. So far we have necessary but not sufficient 
conditions for Re.A.>O. For h{k2) to be negative for some k*O, the minimum h, hmin• must be 
negative. From (2.8}, taking the derivative ofh with respect to k2 yields, 
k2 = r(dfu +gv). 
2d 
Substituting this into the h{ k2) equation, we find, 
h . =r2[detA- {dfu+gv)2]· 
mm = 4d 
This implies, 
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must occur for h{k2 ) to be negative for some k2 :;t:O. At bifurcation, hmin =0, which implies, 
detA = {dfu +gvt 
4d 
(2.9) 
So for fixed kinetic parameters, this means there exists a critical diffusion coefficient ratio, de > 1. 
From (2.9) it is clear that 
Then the critical wavenumber, ke, is given by, 
1 1 
d f +g (detA)2 (f g -f g )2 k~ = r c u v = r ---= = r u v v u , 
2dc de de 
from the hmin equation. 
So, whenever h{k2)<0, (2.8) has an eigenvalue A., which is positive for the same range of 
wavenumbers that causes h{ k2 ) < 0 . That is, when d > de , there is a range of unstable 
wavenumbers k; < k2. < k~ . Specifically, this range is, 
1 
k
2 
_ {dfu +gv)-{{dfu +gv)
2 
-4d det~F 
1 -r 2d . 
(2.10) 
when h{k2)=o, from (2.8). 
Again, we need ReA. {k2)>0, where A.{k2) is the dispersion relation. Note that most influence 
on instability comes from the parameter d. From the dimensionless substitutions d = 08 . So 
DA 
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while d > de , thus a high ratio of diffusion of inhibitor to diffusion of activator, will give spatial 
patterns. Also, within this unstable range there exists a maximum wavenumber, kmax, which 
implies there exists a fastest growing mode in the summation of (2. 7). With this in mind, we can 
analyze (2.7) in the range of unstable wavenumbers, that is, where Re.A. (k2)>0. Modes outside 
of this range all tend to zero. From (2.7) we have, 
Since this is a finite domain eigenvalue problem, the wavenumbers are discrete, and thus, only 
certain wavenumbers in the range have relevance. 
What occurs in this model is that the linear unstable eigenfunctions, which are growing 
exponentially, will eventually be bounded by the non-linear terms in the system of equations and 
finally a steady state spatially inhomogeneous solution will result. A key element of this is the 
existence of a confined set for the chemical kinetics, and that this set be in the first quadrant. 
Summarizing, the following conditions are required to obtain spatial patterns in a 2 morphogen 
reaction-diffusion system. 
fu +gv < 0, 
dfu +gv >0, 
fu and gv must have opposite signs, and with Schnakenberg kinetics fu > 0, gv < 0, d > 1. With 
these conditions, a range of patterns occurs with wavenumbers that are linearly unstable. Spatial 
patterns which grow are the eigenfunctions W k (r) with wavenumbers between k1 and k2 • Note 
the parameter r plays the most important role, since one would expect the diffusion and chemical 
kinetics coefficients to be fixed. The only natural variable parameter is y since it takes into 
account the size of the limb bud domain. 
Thus far everything discussed has been in terms of a finite domain, where allowable patterns 
depend in part on boundary conditions. During the process of limb bud formation it may be the 
case that the size of the limb bud domain is large enough, relative to the pattern which is to be 
formed, that the boundaries cannot play a role in isolating specific wavelengths. So the domain of 
the pattern formation process can be thought of as infinite. 
The solving process can be adjusted in the following way. With the linearized system (2.5), we 
look for solutions of the form, 
w(r t)cx:e.A.t+i!£·r 
-~ ' 
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where k is the wave vector with magnitude k = lkl· Substituting this solution into (2.5) gives, 
as before. Also the dispersion relation giving A. as a function of wavenumber k, is still (2.8). 
And the range of eigenvalues resulting in ReA. (k2)>0 is again given by (2.10). The difference is 
that there is always a spatial pattern if, in (2.1 0), 0 < k~ < k~ ~ since there is no longer a 
restriction to a discrete class of wavenumbers. At bifurcation, when the critical wavenumber is 
linearly unstable, a spatial pattern will emerge with the critical wavelength given by we =2tr/kc. 
Then the wavelength with maximum exponential growth will dominate the other wavelengths, and 
the pattern that it forms will emerge. 
SECTION3 ADDITIONAL BIOLOGY 
In the previous section it was shown how cartilage structure is formed as a result of a diffusion-
driven pattern of morphogens being laid out. Once the pattern is laid down, cells migrate toward 
the chemical attractant, aggregating in a manner which follows the chemical prepattern. Thus, in 
the prepattern approach, morphogenesis takes place sequentially. But, this is not the case with 
mechanical and mechanochemical models such as the two presented in the following sections. In 
these models, the form-shaping movements of the cells and limb bud· tissue interact continuously 
to produce the resulting spatial pattern. Another important difference is that models associated 
with these viewpoints are formulated in terms of measurable quantities, such as cell densities, 
forces, etc. This causes the morphogenetic process to be the focal point, and in principle is more 
amenable to experimental investigation. 
Biologically, the proeess involved is similar. Cells migrate from the AER into the limb bud, 
aggregating into condensations, via one of the mechanisms described in upcoming sections. As 
the limb bud grows, the condensation also grows as mesenchymal cells aggregate along its distal 
end. As the pattern is laid out bifurcations can occur. The important thing to note is that the 
cartilage pattern emerges at the same time cells are being recruited to the condensation. 
SECTION4 THE MECHANICAL MODEL 
In the 1980's, Murray, Oster, and their associates published several different models which 
attempt to explain morphogenesis in a developing limb bud. The mechanical model is one of their 
explanations. This model tries to encapsulate the key features which affect cell movement. 
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Recall that early on in morphogenesis, cells differentiate into 2 classes, epithelial and mesenchyme. 
Epithelial cells tend to align themselves in sheets, while mesenchyme cells migrate through the 
limb bud. There are several possibilities in regard to how the cells and the ECM interact to 
influence the mechanics of cell movement. One of these possibilities is that osmotic swelling of 
the ECM is a principle factor in forming cartilage cell condensations. In this theory, the ECM is 
an active participant in spatial pattern formation. The general mechanism can be explained this 
way. 
The ECM is made up of a complex of crosslinked polymer molecules. The principle components 
of the ECM are collagen, and various glycosaminoglycans. An interesting property of the ECM is 
that the proteoglycans comprise a polyelectrolyte gel which can generate a powerful osmotic 
swelling pressure. When the ECM is osmotically swollen, if the cells begin to secrete an enzyme 
which digests the osmotically active component of the ECM, then the swelling of the gel will 
reduce, thus bringing the cells closer together. These cells moving together create intercellular 
contacts and influence cell tractions, thus assisting the aggregation of cells, and eventually the 
formation of spatial patterns. 
Another possibility, and the one that will be modeled here, is that cell migration and traction 
forces work together to cause cells to aggregate into spatial patterns. Both epithelial cells and 
mesenchymal cells secrete extracellular substances that have a role in managing morphogenetic 
processes. Epithelial cells secrete a basal lamina, a fibrous undercoating which functions as both a 
mechanical anchor for the cells and a link for chemical communication between epithelial and 
mesenchymal cells. Mesenchymal cells secrete a material which has many functions, among them, 
acting as a ground through which the cells can move. 
The model presented here focuses on 2 important properties of mesenchymal cells which have 
been shown experimentally. These properties are, 
I) cells migrate Within a substratum of tissue which is made up of fibrous extracellular 
matrix materials, and other cells, 
2) cells can generate large traction forces. 
The mechanism that the model will describe is the mechanical interaction between the motile 
mesenchymal cells and the substratum within which the cells move. The mesenchymal cells have 
protrusions, called filopodia, which extend from the cell in all directions. By using the filopodia to 
move by grabbing and pulling, the cells exert forces upon their surrounds. The extracellular 
matrix, the substratum within which the cells move, becomes deformed because of these traction 
forces. The deformations induce anisotropy effects on the ECM which affects cell movement. 
This combination of effects cause spatially organized cell aggregations to form spontaneously. 
As with most models, the mechanical model uses the concept of local activation with lateral 
inhibition to generate spatial patterns. Motile cells tend to exhibit the characteristic of contact 
inhibition, that is cells' directional movement is inhibited when contacting a similar cell. Thus 
condensations will occur, as cells are essentially recruited from other areas of the limb bud. 
Another characteristic is when a gradient of adhesive sites exists. Since cell secretion increases 
the number of adhesive sites, more adhesive sites will exist near aggregations. Cells will move up 
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these gradients and aggregate, forming condensations, and move away from areas with no 
aggregations. 
This mechanical model, more complex than the prepattem model, consists of 3 equations, 
I) an equation for cell density, 
2) an equation describing the mechanical balance of the forces between cell traction 
forces and the ECM, 
3) an equation for the conseiVation law governing matrix material. 
I will begin with the derivation of equation I). We start by letting! denote a position vector and 
t denote time. Then we can let n(r. t) represent cell density at ! and t , and p (r. t) represent 
ECM density at ! and t. Also, y(r, t) is the displacement vector of the ECM. This means the 
matrix at position ! undergoes a displacement to position ! + y . The general form of the 
equation is, 
on 
-=-V·I +M (4.I) at - ' 
where ! is the flux transport of cells. This means cells move in or out of a unit area in a unit time 
by diffusion or other means. The mitotic proliferation rate is M. For simplicity, Murray uses a 
logistic model for cell growth, replacing M with rn{N- n), where r is the initial proliferation rate, 
and N is maximum cell density, excluding external factors. 
Now, flux can be broken down into different factors based on cell motion. First there is flux due 
to convection, 
au 
J =n-= 
-C at 
The velocity at which the matrix deform~ is oy , and the number of cells transported is n times 
at 
the velocity. It is likely that the contribution of convective flux is the most important in regard to 
cell transport through an area. 
The second factor which can be included into the break down of flux is random cell dispersion. 
This form of flux contributes 2 terms. The first of these is - D1 V n, which describes Fickian 
diffusion due to random motion. Cells move as a result oflocal densities down a density gradient. 
Since cell densities are high in a developing embryo, Fickian diffusion may not be entirely 
accurate. The filopodia of the cells can sense changes in density beyond their closest neighboring 
cells. So a "non-local" effect on dispersion must also be included. So one can view this as cells 
responding to neighboring average cell densities. 
The LaPlacian operator acts to average cell densities in approximately the following way: 
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2 Dav(r..t)-n(r.,t) V n ex: 2 asR~O, (4.2) R 
where n.v is average cell concentration in a sphere of radius R about r, and is given by, 
3 
nav(r)= 3 Jn(r+y,t)dy, (4.3) 4.7rR V 
with V representing the volume of the sphere. Since we have R ~ 0, we can use Taylor series 
expansion about ! for a small y, 
Substituting this into the integral of(4.3) gives, 
By symmetry the second term goes to zero. Since terms y3 and higher are very small, we can 
ignore them. So we have, 
Substituting this into (4.2) shows there is a proportionality factor of 10/3. So a second "non-
local" term can now be included in the cell dispersion part of the equation. Thus flux due to 
dispersion is given by: 
(4.4) 
where 0 1 >0 is the Fickian diffusion coefficient and 0 2 >0 is the long range diffusion 
coefficient. The long range diffusion coefficient, 0 2 , will give rise to a biharmonic term and will 
have a stabilizing effect. This can be seen if ( 4. 4) is substituted into ( 4.1) and the mitotic term is 
omitted. Then the result is, 
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Solutions will be of the form, 
( t) 
A.t+ik·r nr ace - .... _, 
where k is any wave vector. 
Substituting in this solution will give the characteristic equation, 
which is always negative. So as t ~ oo , n ~ 0 , implying n = 0 is stable. 
Finally, the last component of the flux term is haptotactic flux. The deformation in the ECM 
created by the traction forces of the cells generates gradients in the matrix density, p(r, t) . 
Density of the ECM is determined by the density of adhesive sites for the cells to grab onto. Cells 
will tend to move up an adhesive gradient because a denser ECM leaves cells with more to grab 
onto. The net flux of cells moving up a gradient of this type is proportional to n V p . Because of 
the physical properties of the ECM and since cells have long range sensing properties, a second 
term is included in the haptotactic flux component. This flux due to haptotaxis is given by, 
where a1 > 0 and a2 > 0. So the end result is an equation to describe cell density or 
conservation which is, 
on 
-= at -V·[n~~J +V·[n1 Vn-D2 v(v
2
n)]- V·[a1 V p-a2 v
3 p] +rn(~-.n). 
fl d d'ffu . fl d h t · mitOSIS fluxduetoconvection ux ueto 1 s1on ux ueto ap otaxts 
Equation 2), the mechanical equation, will be derived next. The composition of the ECM is 
complex and also this composition changes as development proceeds. The concern in this 
equation is the mechanical interaction between cells and the ECM. Since deformations caused by 
mechanical interactions are small, the model of the composite material of cells and matrix is 
approximated to be a linear, isotropic viscoelastic continuum, with a stress tensor given by 
u(r. t). 
While embryonic development is proceeding, the time scale of motions is long ( in terms of 
hours), but the spatial scale of motions is small (in terms of millimeters). Thus the interval in 
which the Reynolds number will fall is very low, so inertial effects can be ignored and left out of 
the mechanical equation. The assumption is made that traction forces generated by cells are in 
mechanical equilibrium, with the elastic restoring forces developed by strained matrix material. 
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The general fonn of the mechanical equation is, 
where :E represents external force acting on the ECM. The stress tensor, u , is the sum of two 
parts, 
stress tensor from ECM and stress tensor from the cell. A common expression used to represent 
the stress-strain constitutive relation for a viscoelastic material is, 
E v · 
where E' = -- v' = --
l+v' 1+2v' 
t represents the partial derivative with respect to time, 
! is the unit tensor, 
p 1 and p 2 represent shear and bulk viscosities of the ECM, 
e is the strain tensor, 
8 = V· y which denotes dilation, 
E is Young's modulus, 
v is the Poisson ratio. 
In discussing isotropy, it must be noted that this is a major assumption. The ECM may indeed be 
isotropic when cell traction does not exist, but it is probably not isotropic when cell forces are 
introduced. A non-isotropic model is not considered here, but it should be noted that anisotropic 
models would be more accurate and sophisticated. When a fibrous material, such as the ECM, is 
strained, the fibers tend to align themselves in the direction of the dominant stress, and there is an 
increase in the effective elastic modulus in the direction of the strain. Thus the material is no 
longer isotropic, and the above equation would no longer apply. This problem can be solved by 
making Young's modulus, E, an increasing function of the dilation, 8, for small 8 . Young's 
modulus does not increase indefinitely however, since the matriX would give way. 
It is also possible that v is a function of 8, but for simplicity, it is assumed to be a constant. 
Finally the model of the ECM tenn is complete if it is noted that there are non-local elastic 
interactions transmitting stress between points far apart in the ECM. The elastic part of the ECM 
tensor tenn now becomes, 
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where E' = E( B) , v' = _v_ and P1 , P2 are parameters that measure non-local effects. I+v I-2v' 
Now moving to the stress tensor from cells, u ccu , it is clear that the more cells there are, the 
greater their traction force. Experimentation has shown the possibility that cell-to-cell contact 
inhibition exists, with cell traction force decreasing when cell densities get large enough. We make 
the assumption that cell traction forces per unit mass ofECM initially increase with an increase in 
number of cells, but decrease with the number of cells for a large enough cell population. Then the 
cell traction force equation would be, 
-r(n)=-""-n~ 
l+A.n2 ' 
with -r in units dyne-em I gm, a measure of traction force generated by a cell, 
A. represents force being reduced by neighboring cells, 
n is cell population. 
Once again, it is safe to assume that the cells effect more than their immediate neighborhood. 
Thus, a term for non-local effect is included. The new model for the cell tens~r term becomes, 
-rn ,./ 2 ) 
uceu = l+A.n2f\n+yV n!, 
wh~re r > 0 is a measure oflong range cell-ECM interactions. 
Finally, I external force must be considered. The ECM is attached to underlying epidermis. The 
forces caused by the attachment are proportional to the density of the ECM and the displacement 
of the material from it•s unstrained position. Thus, I = - sy, where s > 0 represents an elastic 
parameter characterizing the substrate attachments. 
With all these effects considered, the mechanical equation takes the form, 
V· .Ul'S't+,u281l+E'{e+v'OI)+( rn 2)(p+yV
2p)I- spy =0. 
viscosity elasticity 1 +All external forces 
cell tractions 
The third equation in the model (equation 3), is the matrix conservation equation. The equation 
for conservation of matrix material, p(r, t) is given by, 
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: + V·{P!!t) = S(n,p,y), 
where matrix flux is supposed to occur mainly by convection, and S( n, p, y) is the matrix secretion 
rate by the cells. The assumption is made that because of the time scale of cell motions being 
considered, the rate of secretion is zero. So the system of equations is complete. 
I) ':; =-v{ n ~ ]+ v-[n, Vn-D2 v(v' n)J-V·[a, V p-a2 V' p]+ rn(N- n), 
This system, along with a secretion of matrix material rate by cells of zero, make up the model for 
pattern formation. There are three dependent variables, n(r. t), p{r, t), and y{i, t) . There are 14 
parameters, which for the most part are measurable, with some still being investigated 
experimentally. The parameters are, D1 , D2 , a1 , a2 , r, N, p 1 , p 2 , T, A., r, s, E, v. As with 
the prepattem example, shown earlier, this model can be looked at using stability analysis. The 
first step is to non-dimensionalize the system of equations. General length and time scales are 
given by LandT. A uniform initial matrix density is given by p 0 • Using the following 
substitutions, 
• r 
r =-=-- L' 
• t 
t =-T' 
• • r 
e =e, r =I! , 
-c· = -z-p0 N(l+v) 
E , 
• n n=-
N' 
• r =rNT, 
the non-dimensionalized system, with matrix secretion equal to zero becomes, 
21 
fl=8 , 
D 
0 
0 
2) v{(.u1e, + ,u21J,!)+(e+v'O!){;;n,)p+yV2 p~ ]: spy , 
3} z +V{P!h)=O, 
with asterisks dropped for simplicity. 
This model does not show all effects which could be relevant, most noticeably, the effect of 
secretion of matrix material. · 
Continuing with the stability analysis, it is then easy to determine that equilibrium points for the 
system, in the form (n,p,y), are (0, 0, 0), (1, 0, 0}, (1, 1, 0), (1, 0, 1}. Since p represents density 
of the ECM, then the equilibrium points with p=O do not make sense biologically. We now 
assume that zero flux boundary conditions exist for the cells and the ECM. The only interesting 
steady state is (1, 1, 0). The next step is to linearize the equations about this point. So, n- 1, 
p -1, and !! are considered to be small, and are substituted into lhe non-linear system of 
equations. We then retain only linear terms in n - 1, p -1, and !! , and their derivatives, and end 
up with the following linear system of equations. · 
1) nt =D1V
2 n:....D2 V
4 n-a1V
2p+a2 V
4p-8t-rn, 
2) V·[(.u1 &t + ,u28t!)+(e+ v'8!)+( -r1n +-r2p+-r1yV2 P)!]-sy = 0, 
3} Pt+Bt =0, 
• 1' -r(1-A.) 
With -r 1 = -- , -r 2 = )2 , and where n - 1, and p -1, have been replaced by n and p 1+.l (1+.l 
respectively for convenience. 
If we let w: G ,then we want solutions of the form, 
(4.5) 
where u is the linear growth factor and k is the wave vector. Note, that as before 
V2 w = {ik)
2
w. Using methods similar to those shown in the prepattern model, we substitute 
( 4. 5) into the linearized system, and obtain the dispersion relation in terms of u . 
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u+D1k
2 +D2k
4 +r 
ik'fl 
0 
-alk2 -a2k4 
ik'f2 -ik3Y'ft 
u 
iku 
-k2up-k2(1+v')-u = 0, 
iku 
with p = p 1 + p 2 • Taking the determinant of the matrix we get the dispersion relation in 
polynomial form, which is a curve in -the ( u, k) plane, with a growth rate u for each wave number 
k. 
where, 
and, 
with the following substitutions having been made, 
'f =_i 'f =-...!L JJ=___l!_ s=-s-. 1 1 + v' ' 2 1 + v' ' 1 + v' ' 1 + v' 
The dispersion relation u = a{ k2) is the solution to ( 4. 6), with the largest Re u ~ 0 . Thus, 
(4.7) 
The spatially heterogeneous solutions have a dispersion which has Re u{ k2 = 0) :s; 0, but contains a 
range of unstable states with Rea{ k2) > 0, for k2 * 0, which is required to obtain pattern 
formation. It can be seen in the non-linear system that solutions that give exponential growth will 
be bounded. The quadratic term in the logistic growth bounds the solutions. From (4.7) it is seen 
that the only way to obtain a solution with Re u{ k2) > 0 is if either b{ k2 ) < 0, ~ k2) < 0, or 
both are less than zero. In both b{k2) and ~k2) the only negative terms involve 1'1 and 1'2 , 
which are derived from the traction parameter 'f . So a necessary condition to generate spatially 
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heterogeneous solutions is that 't' > 0. With 't' > 0, if all other parameters are such that b{ k2) < 0 
or c{ k2 ) < 0, or both are negative, for some k2 > 0, then sufficient conditions exist for pattern 
formation to occur .. Fig. (put in a number) shows possible wave formation graphs for various 
parameter values, with 't' > 0. 
SECTION 5 THE CHEMOTACTIC MODEL 
Another of the possible explanations for pattern formation in the developing limb bud is a model 
that links both chemical and mechanical properties. Many of these mechanochemical models have 
been proposed. The one I've chosen to present here is a chemotactic model. 
A brief description of the theory behind the model is this. The limb bud grows by adding cells to 
the "progress zone" from the distal end of the limb bud, where the apical ectodermal ridge is 
located. Cells leaving the "progress zone", for a time, do not have the ability to aggregate. This 
could be a result of an inhibitory chemical secreted by the apical ectodermal ridge, or may be 
caused by cell immaturity. At a certain distance from the "progress zone" cells gain the ability to 
aggregate. The assumption is that the cell•s aggregation is guided by chemotaxis, that is, cells 
begin to secrete a chemical attractant. This attractant causes the cells to start aggregating as they 
move toward concentrations of attractant. The chemotactic model expressed verbally is, 
[
rate of change of] 
1 d 
. = (randommotion]+(chemotaxis), 
ce 1 ens1ty 
the equation describing motility of mesenchymal cells, and 
[
rate of change ] . . [secretion by ] [enzymatic ] . = diffusiOn + - . , 
of concentration [ ] mesenchymal cells degradation 
the equation for chemical attractant. 
It is clear that cells moving as described by these equations may not distribute themselves 
uniformly in the region. A small fluctuation could cause a rise in local cell density, thus causing 
more attractant in this region than in neighboring regions, which would result in more cells being 
recruited. This is an autocatalytic process that would cause the aggregation to grow even larger. 
Counterbalancing this is the effect of random cell motions, which tends to smooth out 
inhomogeneities. If an aggregation dominates a region, the neighborhood around the aggregation 
will be depleted of cells. Thus a region of lateral inhibition is created around a region of local 
activation, the aggregation. So once again the characteristic of local activation with lateral 
inhibition comes into play in a morphogenetic model. 
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It hasn't been made clear as of yet that this model will produce anything more than random 
aggregations of cells scattered about the limb bud. To show that spatial patterns can occur, 
mathematical analysis of the model must be completed. The model equations will follow the 
verbal model given above. The variables are, 
n(~ t) for cell density, and c(~ t) for attractant concentration. 
We can now write a system of equations made up of the conservation equation for cell density, 
and the attractant concentration equation respectively, 
iJn 
-= MV2n -aV·nVc, 
Ot randommotility chemotaxis 
a bn 
~=DV2c+ 
Ot diffusion n + h 
sec:retion by cells 
with zero flux conditions on the boundary of the region. 
The parameters involved are: 
M > 0 , is cell motility, 
a > 0 , is a chemotactic parameter, 
D is the diffusion rate of attractant, 
b is the maximum secretion rate, 
pc 
chemical decay 
h is a measure of attractant secretion rate at low cell densities, 
f.J is attractant degradation rate. 
(5.1) 
For algebraic simplicity, I will examine th~ one dimensional form of this system, so V =:X.. 
As with the previously observed models, the next step is to non-dimensionalize the system. The 
following dimensionless quantities are substituted into the system, 
• n • c • X t* t b* = bT • = pT , n =- c =- X =- =- f.J 
h ' c' L' T' c' 
• aTC D*=DT M*=MT a =~r L2 , I! 
The number of parameters can be reduced by choosing representative quantities for scales of time, 
length, and attractant concentration. These scales are given respectively, 
T=..!._, L=(aCT)~, C=bT. 
f.J 
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With these choices substituted, ( 5.1) becomes, 
n 
c1 = Dcxx +--- c n+1 
with asterisks dropped for convenience. 
(5.2) 
The next step is to carry out linear stability analysis. Ignoring the effects of cell movement, the 
homogeneous non-zero steady state is found. 
nt = 0 , which implies n is a constant, so let n = n0 . 
c1 = ~- c = 0, which implies ~ = c, so let c0 = ~, n+1 n+1 n0 +1 
thus the steady state is (n0 ,c0). We then linearize about this point, letting 
u( x, t) = n( x, t)- n0, which implies ut = nt , 
and v(x, t) = c(x, t)-c0 , which implies vt = ct , 
then n(x, t) = u(x, t)+n0 and c(x, t) = v(x, t)+c0 • The first equation in (5.2) then becomes, 
Taking the derivative yields, 
ut =Muxx-uxvx+uvxx+n0vxx. 
Since u and v are small, we can ignore the middle 2 terms, thus, 
The second equation in (5.2) becomes, 
( ) u+n0 ( ) v t = D v + c0 + v + c0 , xx u+n0+1 
u+n0 vt = Dv +--..::-.. 
xx u+n0 +1 
no v---
n0+1 ' 
_ D {u+n0){n0 + 1)-n0(u+n0 +1) 
vt - v xx + ( )( ) - v , u+n0 +1 n0 +1 
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with u in the denominator small enough to ignore. 
The linearized system is now, 
u 
vt = Dvxx + 2 - v . (n0 +1} 
If we let w = ( ~) , then 
thus, 
We now look for solutions in the form, 
w ex: ept+ikx - , 
in an infinite domain, where p is the dimensionless growth rate, 
k is the wave number, 
k = 
2
7r , when A is wavelength. 
A 
So, 
where ck are the Fourier coefficients of the initial conditions, and 
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Note that V2 w = (ik)2 w =-k2 w. This implies that, 
Thus, 
pw - (!- k2 !2)w = 0, 
which implies, 
We are looking for non-trivial solutions of w , so we must consider, 
Then, 
[~ 
0 
]+[Mk2 
-1 0 
so, 
=0. 
B 
Taking the determinant ofB, the result is the dispersion relation in terms of the growth rate p. 
The dispersion relation is in the form of a quadratic equation. 
This is a curve in the (p,k) plane which determines the growth rate p for each wave number k. 
For this mechanism to generate spatial patterns, we must have p positive for a finite range ofk. 
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The only way to achieve p > 0, is for 
With a little algebra, this implies, 
If we let 
then we need H( k2 ) < 0 . This implies, 
and, 
where M is actually M• from the dimensionless substitutions. Viewing this inequality in tenns of 
the original dimensional variables, M• = M,u and n • = n , we can find the necessary conditions 
ab h 
for the system to be unstable, and thus pattern fonnation to occur. After some algebr~ the above 
inequality with dimensional variables substituted becomes, 
M,u nh 
--<---
ab (n+h)
2 
29 
0 
0 
0 
0 
0 
0 
0 
Recall that M is cell motility, 
a is a chemotactic parameter, 
p is attractant degradation rate, 
b is maximum secretion rate, 
h is a measure of attractant secretion rate at low cell densities, 
n is cell density. 
In examining the above inequality, if cells' motility or dispersal is small enough, or cell density is 
large enough, but not too large, spatial patterns can emerge. 
SECTION 6 MORPHOGENETIC RULES 
This section is devoted to discussion regarding the morphogenetic process involved in the 
mechanical and chemotactic models. Specifically, topics such as the type of condensations that 
can form, how bifurcations occur, and other pertinent subjects will be focused upon. 
On the surface limb bud morphogenesis seems to be deterministic, but in reality, the activity of cells 
is very random during structure formation. What results is an average outcome with some high 
probability. This also implies that the occurrences of some morphogenetic events are extremely 
unlikely. Since these unlikely events can occur, but to do so, require a very particular set of 
conditions, one can say there is a developmental bias toward the more likely outcomes. 
Experimentation has provided some explanations for the generalizations which are employed in limb 
bud morphogenesis. 
Recall that the process of morphogenesis begins with a uniform field of mesenchymal cells 
beginning to aggregate in the proximal region of the limb bud, and forming a cartilage condensation. 
This condensation is a product of chemical and/or mechanical processes of cells and the ECM. 
Early on in the condensation process the mesenchymal cells begin to differentiate, becoming either 
chondroblasts or fibroblasts. This differentiation appears to be a key element in the condensation 
process. Experimentation has shown that a high density of mesenchymal cells causes them to form 
fibroblasts. The suggested implication is that differentiation and morphogenesis are interrelated 
phenomena. 
As has been previously shown, a common feature of our models is the creation of a recruitment 
zone around the condensation. In other words, the aggregation of cells autocatalytically enhances 
itself while depleting the neighboring tissue of cells. This process is the lateral inhibition of further 
aggregation. If there are more than one aggregation, then they will compete for cells, leaving the 
region between them nearly cell-free. Once again this shows that a condensation of cells uses local 
activation with lateral inhibition to enhance itself and prevent other condensations from forming in 
its zone of influence. · 
As the cartilage condensation develops, the cells seem to separate into two zones. Cells in the outer 
zone are flat and fit together concentrically. These cells are the fibroblasts. In the inner region the 
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cells (chondroblasts) are more rounded, and "stacked-up". Once this outer region is in place, the 
cells differentiate to form the perichondrium, which acts as a sheath for the inner region. Two 
results of this sheathing are that the perichondrium prevents further lateral recruitment of cells, thus 
forcing cells to migrate to the distal end of the condensation causing linear growth, and that the 
perichondrium controls lateral growth of the structure, thus forcing its elongation. 
Most pattern formation occurs sequentially in a proximal to distal direction. An exception to this is 
the development of the digital arch, which forms in the anterior to posterior direction. The cause of 
this exception is a change in the geometry of the limb bud at the distal end. This change is a 
widening and flattening that occurs at the same time differentiation of the digital arch begins. 
Tissue geometry of the limb bud is of particular importance in all models describing chondrogenic 
condensations. Tissue geometry controls some of the developmental parameters, which, for a new 
pattern to emerge, must pass through a bifurcation threshold. The manner in which bifurcations are 
detected in models is by observing at what points an integral number of sine or cosine waves can 
"fit" into a domain of a certain size. If the size of the domain is too small for a potential 
condensation, then the cells will disperse over the region instead of aggregating. Once a domain 
size becomes large enough, the uniform state of the limb bud will break down and a condensation 
will begin to emerge. As the domain size continues to increase, eventually it will be large enough to 
accommodate two periods of the sine wave, thus a: bifurcation will result. The second aggregation 
that forms will be far enough away from its larger neighbor to be able to recruit cells to itself 
without begin overpowered by the attractant powers of the neighbor. 
All of the models referred to have the common characteristic that an initially uniform field can 
become unstable and bifurcate into different kinds of spatial patterns. While the conditions that 
cause spatial patterns to emerge depend on the model, its terms and its parameters, there are some 
general features common to all models which rely on local activation with lateral inhibition. These 
models limit the number of possible cartilage condensations to 3. These are: 
1) Focal condensations, which arise as an isolated foci in a uniform field, provided 
these is sufficient tissue volume and cell density. 
2) Branching bifurcations, where an existing condensation branches into a 
Y -shaped configuration. 
3) Segmental bifurcations, where a condensation buds off of a posterior element 
or where an existing element subdivides itself proximo-distally into two 
subsegments. 
The reasoning behind why these are the only types of bifurcations is that the self-reinforcing nature 
of cell aggregations, the competition for cells, which depletes the neighborhood around the 
condensation of cells, and the sequential nature of limb bud formation, eliminates the possibility of 
any other type of bifurcations from taking hold and evolving. 
Focal condensations can occur when the uniform field of cells becomes unstable, due to a change in 
the balance between local activation and lateral inhibition in the region. Conditions for this to result 
include, condensation domain being sufficiently large, thus isolating the focus. 
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Branching bifurcations can evolve when the domain size widens, creating instability of the borders 
of an existing condensation. Each border attempts to from its own recruitment zone, thus the 
existing condensation branches in two. 
Segmentation bifurcations can arise when the length of the condensation domain exceeds a critical 
point. The explanation is similar to the one given above for branching bifurcations, except the new 
recruitment zone forms longitudinally from the existing condensation. 
As has been stated several times, competition for cells creates an inhibitory effect. This inhibitory 
effect is a major factor in the evolution of patterns. For instance, at the distal end of the limb bud 
when two condensations co-exist, a branching of one of the condensations will inhibit a 
simultaneous branching or segmentation by its neighbor. There is one other result of the zones of 
recruitment that effect bifurcations. This is a noticeable gap which occurs between the bifurcation, 
such as the gap between the single and double condensations of a Y -shaped branching bifurcation. 
Since the branching process is continuous, the gap occurs because of recruitment of cells to form 
the subsequent pattern. 
The second two models Ive discussed here suggest that there is a limit to the possible patterns that 
· can occur. An example is a trifurcations. It is very unlikely that this type of branching could 
emerge. From the theoretical models it is suggested that patterns which appear to be trifurcations 
are more likely to be two bifurcations very near each other. Theoretically a trifurcation is possible, 
but only under a very specific set of parameter values. 
The presence of asymmetries in the limb bud, such as the anterior-posterior axis, reflect the 
presence of asymmetrically situated influences. The "airplane wing-shaped" cross-section of the 
developing limb bud imposes the restriction that the central digits must be larger than the marginal 
ones. It is rare that limbs are found whose central digits are smaller than the marginal ones. 
To summarize, some morphogenetic rules regarding the three types of condensations have been 
presented. By no means is this a comprehensive list, but they do provide an adequate description 
for how the vertebrate limb develops, and suggests a fairly precise definition of developmental 
constraints. 
Limb buds develop within tube-shaped boundaries. This type of domain helps to define two 
developmental constraints. 
1) Limb bud development must be primarily sequential. 
2) Proximal development is initiated by a single focal condensation. 
Experiments have shown that during chondrogenesis very little cell division takes place, implying 
that recruitment of cells is the main process in the formation of condensations. Ensuing distal 
development must proceed from the initial focal condensation via the morphogenetic rules 
previously stated. The distal end of the limb bud often becomes flattened and wide. This shape of 
region allows enough space, in many cases, for digits to arise. These digits develop in an anterior to 
posterior direction. 
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Given that there is a limited growing period, then the number of bifurcations is also limited. This 
most likely accounts for why limbs usually have at most 5 or 6 terminal digits. Grafting experiments 
have shown that by increasing the domain size, more digits can occur. 
SECTION 7 COMPARATIVEANALYSIS 
Mathematical models can provide a theoretical explanation for events that occur in various branches 
of the sciences. This is the very purpose of the models presented in this paper. The question arises 
though, as to how useful a model is at describing the situation being presented. It is reasonable to 
believe that if a model explains well the data that is already on hand, helps in making predictions 
about the behavior of the system it describes and is generally applicable, then the model is a useful 
model. The three models presented in detail in this paper, as well as Wolpert's model, which was 
briefly touched upon earlier, seem to do an adequate job of meeting all three of these criteria. 
These models all differ from each other to greater and to lesser degrees, and have left some 
unanswered questions. It is an interesting study to compare the similarities and differences of the 
models, as well as to explore some of the open aspects these models have left unanswered. 
As stated earlier, the first morphogenetic model published was Turing's prepattern idea. From the 
standpoint of explaining and defending the prepattern model, probably the worst thing that could 
have happened, did happen when Turing committed suicide. As a result of Turing's death there was 
no one to answer the unanswered questions regarding the model, and no one to do any follow-up 
work. 
Turing appeared to have very sc3;I1ty knowledge of biology, which seemed to annoy many of the 
biologists who had analyzed his work. The assumptions Turing made in his model in order to 
simplify the mathematics involved, creates a biological situation which is somewhat unrealistic and 
also ignores characteristics of the· developing embryo which have been shown experimentally to 
exist. One of these assumptions is that the initial situation is completely homogeneous. An example 
of this assumption made by Turing is the condition that a typical blastula is a radially symmetrical 
spherical figure. However, even with these assumptions, Turing indeed does a more than adequate 
job of describing how pattern and structure could appear. 
There are some questions about the prepattern model that were initially left unanswered involving 
the ideas of pattern and wavelength. One of these questions pertained to the irregularity of the 
patterns that would be produced wit the given conditions in the prepattern model. One suggestion 
made to introduce some control into the system, and to help make more regular and orderly 
patterns, was to employ a greater degree of feedback. Murray's interpretation of the prepattern 
model attempts to address this by using Schnakenberg reaction kinetics. 
A second question involves the use of wavelengths. Turing described six possible solutions to his 
model in terms of waves and wavelengths. In biological systems, the wavelength of periodic 
structures is related to the overall size of the structure. Turing completely ignored this in his model, 
stating that the wayelength would remain constant regardless of size. This would imply that a 
larger organism would have more limb buds than a smaller one. This of course is not the case in 
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nature. One suggestion made by biologists to deal withn this problem was to use an unbounded 
region instead of a continuous ring of tissue, as Turing had used, to describe the boundaries of the 
situation. Murray addressed this matter somewhat in his interpretation of the prepatterwithel by 
looking at the model in both an infinite domain, as well as a finite domain. 
Analysis of the prepattem model has shown that it is most likely not a stand alone model. In other 
words, it needs to be coupled with another idea to completely describe the process of limb bud 
morphogenesis. In the late 1960's, biologist Lewis Wolpert linked his positional information idea 
with Turing's prepattern model. Wolpert states that a prepattern is laid out initially, then cells 
migrate to the pattern and aggregate in a manner which follows the existing pattern. Once a well 
defined spatial pattern has been formed, the cells begin to differentiate based on information which 
gives cells their position in a coordinate system. All of Wolpert's work has been done through 
experimentation via such means as grafting. In an attempt to recreate Turing's model in the 
laboratory, Wolpert ran experiments following Turing's conditions. Unfortunately, Wolpert was 
unsuccessful in obtaining results that fit Turing's model. Some possible reasons for this were given 
by Cohen {1971). In the cases of ordinary diffusion and facilitated diffusion, the conditions needed 
to obtain regulated instabilities are very delicate and difficult to obtain. Thus prepatterns based on 
diffusion may not be possible to construct. The case of transport by non-polar cells again required 
special conditions, although these would not be as difficult to achieve as in the first tow cases. Still, 
prepatterns are not likely to be formed in this manner. The last case involves transport by polar 
cells. Since polar cells are abundant in a developing embryo, this case looks promising initially. But 
the production of sufficient amounts of morphogen to create the prepattern is a problem in this 
case. Once again, its unlikely that this case is involved in pattern formation. 
Of course the biggest drawback to chemical prepattern ideas is that the morphogen required to 
make the pattern has yet to be identified. Despite these setbacks, Wolpert has continued his work 
on the positional information idea coupled with a morphogen prepattern. 
One of the keys to this idea is how and when cells know to differentiate. There has been much 
debate about this and contradictory articles have been published. One theory is that each individual 
cell contains all the information it would need for any possibility it may encounter. Arguments in 
favor of this theory state that cells are complex enough to be able to store all the required 
information. The contradictory argument is that cells are not complex enough to carry all the 
information for every possible contingency. A second theory is that pattern formation via the 
positional information idea is based on cell-to-cell communications. In this theory cells would not 
have to carry information for all possible occurrences, but would share their information and receive 
information from other cells. So something like a communications network would exist with all 
cells linked by this network, and all ~ells having access to information contained in any individual 
cell. Messages through this communication network are likely to be passed via the low-resistance 
junctions that exist between embryonic cells. However, in experimentation using Millipore filters in 
order to keep cells from having contact, Saunders and Gasseling (1963) showed that cell-to-cell 
. contact was not necessary for repolarization of the distal region of a chick limb. In other words, the 
cartilage pattern formed even though cells in the proximal region were kept from having contact 
with cells in the distal region. 
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A final question which arises in analyzing the prepattem idea is, where is the chemical morphogen 
produced and secreted from? Two theories have been presented. The first possibility is that the 
morphogen is secreted by cells in the ECM. The second theory is that the morphogen is secreted 
from a polarizing region of the epithelial ectoderm located near the apical ectodermal ridge. 
Discovery of any chemical morphogens involved in the pattern formation process should facilitate 
the discovery of where these morphogens are produced. 
The main physical difference between the prepattem model and the other two models presented 
here is that the prepattem approach is a sequential process, while the mechanical and chemotactic 
approaches are simultaneous processes. The prepattem model proposes that a chemical pattern is 
laid out entirely. Then, once the pattern is complete, cells migrate into the limb ·bud and aggregate 
along the chemical prepattem. Thus the pattern of cartilage condensations that form are identical to 
the patterns that the chemical morphogens had assumed before cell migration. In simultaneous 
processes, cell migration, cells aggregations, and pattern formation aU occur at the same time. 
The models published by Murray and Oster are aU of the simultaneous variety. Because these 
publications are fairly recent, there has been little pro and con analysis done on these models. Still, 
some characteristics of these models can be observed and discussed. One particular favorable point 
of simultaneous models over sequential models is that simultaneous development gives the 
formation mechanisms the potential for self-correction. since embryonic development is usually a 
stable process, the embryo is capable of adjusting to many outside disturbances. Thus a 
simultaneous model would seem to describe more accurately what occurs in nature. The sequential 
process of a prepattem laid out followed by morphogenesis is essentially an open loop. Potentially 
this system is unstable, which in tum makes it difficult for the embryo to make adjustments to 
disturbances as development proceeds. 
Once again, as with the prepattem idea, the elusiveness of identifying the chemical morphogens 
involved is a drawback to any mechanochemical model. Besides the differences mentioned above, 
these two models also differ in the choice of chemical kinetics between reacting morphogens and in 
the relative magnitudes of the diffusion coefficients. Some similarities between prepattem and 
mechanochemical models are that both need a mechanism to initiate the entire morphogenetic 
process, and both models describe spatial pattern formation as a result of a uniform steady state 
becoming unstable. 
It is still undetermined which, if any, of these models accurately represents the process in which 
spatial patterns evolve, although some characteristics of these models are almost certain to be part 
of the process. One of these is the likelihood that several mechanisms work at the same time to 
develop spatial patterns. The phenomenon of local activation with lateral inhibition is somehow a 
part of any development process, since its autocatalytic nature is necessary for pattern formation. 
Finally, tissue geometry and cell proliferation must be an integral part of any program which results 
in spatial patterns. 
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SECTION 8 RECENT DISCOVERY 
Although I have not mentioned genes in this paper, it is assumed that genes play at least a small part 
in embryonic development. About two years ago researchers cloned a gene named Hedgehog for 
studies in fruit flies. It was found that fruit flies lacking this gene did not live very long. Work soon 
began on finding similar genes in vertebrates. Investigators found four related Hedgehog genes in 
vertebrates. It appears that these genes are part of a family of unique signaling proteins. The four 
Hedgehog genes have been named Desert, Indian, Moonrat, and Sonic. The first three are named 
after species of living hedgehogs. The fourth, Sonic Hedgehog, is named-after the hero of a popular 
video game. Sonic has shown to be the most outstanding of the four. In experiments on mice, 
chicks, and zebrafish, Sonic has been shown to play a major role in organizing the central nervous 
system, in orientation of limbs, and in determining where digits should grow. 
In a limb bud the process involved is the activation of Sonic when cells from the polarizing zone, 
near the AER, are shaping nearby structures. In further research, investigators inserted into 
embryos genetically engineered cells that expressed Sonic. These cells acted as new patterning 
centers. As a result, these cells could create deformities such as duplications of some of the 
cartilage structures in limb buds. The process by which Sonic communicates instructions to the 
limb bud is still unknown. Yet, researchers are excited, and work is continuing on looking for 
receptor molecules which Sonic might bind to. 
SECTION 9 CONCLUSION 
The process of limb bud morphogenesis has been studied for nearly a century. Still, the mechanisms 
that are involved in determining the structure that emerges are just beginning to be discovered and 
understood. The three models presented in this paper are by no means exact representations of 
what occurs, but are theories which have yet to be proven. We have seen how there are many 
factors that work together to form patterns in vertebrate limbs. We have seen that the process 
involved could be either sequential or simultaneous. Chemicals most likely play a role in pattern 
formation and galvanic properties of cells could also take part. Communication between cells may 
be necessary, but this has yet to be completely agreed upon. It is clear that limb bud domain size 
.and cell proliferation figure greatly in the morphogenetic process. The morphogenetic rules 
presented earlier show that bifurcations correspond to domain size. Also, types of branching that 
rarely occur, such as trifurcations, are dependent upon domain size. Thus, the result of any 
development program is a complex interaction between many factors which eventually yields a 
structure that has a very high probability of occurrence among a particular species. 
Although only briefly mentioned is this paper, genes are an important aspect of morphogenesis. 
The discovery of Sonic Hedgehog shows that genes may communicate with cells during the 
structure shaping process or during the differentiation process. Genes could be a catalyst to 
chemical mechanisms that arise in the formation process, or they could trigger a cascade of 
information signaling between cells. Sonic could be the first step on the path leading to discovery 
of the chemical morphogens that in theory are involved in the morphogenetic process. 
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Once again, the three theoretical models presented are attempts to explain the pattern formation 
process in vertebrate limbs. Each of these models attempts to simulate the characteristic of local 
activation with lateral inhibition in order to measure the overall effects of the competing 
mechanisms involved in limb bud morphogenesis. 
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