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Abstract
This Thesis studies optical, plasmonic, and transport phenomena in two-dimensional
materials. In particular, optical and plasmonic properties in twisted bilayer graphene
are analyzed in the first part of the Thesis, whereas transport phenomena in two-
dimensional topological insulators are left for the second part. A common element of
the physical systems studied here are electron-electron interactions, whose presence is
pivotal for many of the results presented.
The first Chapter of the manuscript is devoted to a review and critical analysis of the
experimental results that motivated our work. Among these results, I emphasize recent
experimental work carried out at ICFO on MIT samples on the plasmonic properties
of twisted bilayer graphene whose theoretical interpretation was accomplished mostly
thanks to the original theory presented in this Thesis. The first Chapter is also devoted
to present some of the necessary theoretical concepts and tools forming the basis of
this manuscript.
The second Chapter of the thesis presents a theory of twisted bilayer graphene, an
atomically-thin heterostructure which in early 2018 was showed to host a plethora of
exotic quantum phases of matter. This Chapter also includes a technical Section where
the details of the numerical codes developed for our study of twisted bilayer graphene
are thoroughly discussed. These numerical codes are planned to be fully released and
openly available for the scientific community in the near future.
The third Chapter contains original results on the optical and plasmonic properties
of twisted bilayer graphene. These results are obtained for a large variety of different
parameter configurations, in the spirit of giving as much information as possible for
a material (twisted bilayer graphene) whose actual physical properties are to a large
extent still unknown. This Chapter is concluded by the presentation of preliminary
results on the density-density response function of twisted bilayer graphene, which is
essential to understand its dielectric properties, and hence how and how much the
electron-electron interactions are screened.
The fourth Chapter is about the theory of two-dimensional topological insulators,
a class of materials hosting very interesting transport phenomena that are related to to
the topological nature of their non-interacting bands and eigenstates. A Section of this
Chapter is also devoted to the theory of ballistic electron transport, which is essential
to understand many properties of two-dimensional topological insulators.
In the fifth and last Chapter of the Thesis, we present an original result on the in-
terplay between electron-electron interactions and localized defects in two-dimensional
topological insulators. The theory presented in this Chapter provides a straightforward
conceptual framework to explain experimental results on the transport properties of
vii
viii Abstract
two-dimensional topological insulators, especially those in atomically thin crystals,
plagued by short-range edge disorder.
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Introduction to relevant theoretical and
experimental facts
In this introductory Chapter we review the basic physical properties of the two-
dimensional (2D) materials studied in the Thesis. Starting from the relevant experi-
mental observations, we will highlight the properties of graphene [1, 2], twisted bilayer
graphene [3, 4, 5, 6], and two-dimensional topological insulators [7, 8]. The Chapter is
organized as follows.
Sections 1.1.1 to 1.1.3 are dedicated to introduce graphene along with its salient
transport, optical and plasmonic properties. The introduction to graphene and to
its theoretical description is instrumental for the discussion of all the original work
presented in this Thesis. Graphene, indeed, is the constituent material of twisted
bilayer graphene, analysed in Chapter 2. Its optical and plasmonic properties can
be compared to the results obtained in Chapter 3 for twisted bilayer graphene. The
theoretical description of graphene is enriched in Chapter 4, where we introduce the
Kane-Mele model of topological insulator, at the core of the results in Chapter 5.
The latter concerns transport properties of topological materials. The description of
graphene nanoribbons presented in the present Chapter 1 is a good starting point
to introduce many important concepts concerning electronic transport in nanoscopic
systems, discussed in Chapter 4.
Other relevant two-dimensional materials such as hexagonal Boron Nitride, tran-
sition metal dichalcogenides, and moiré superlattices are briefly presented in Sec-
tions 1.1.4 to 1.1.6. Hexagonal Boron Nitride is a material widely employed as dielec-
tric substrate for graphene-based devices, and its inclusion in the theoretical models,
as done in Chapter 3, is necessary if one wants to compare the theory to experiments.
Transition metal dichalcogenides are two-dimensional materials which, among many
physical properties, can be topologially non-trivial.
A review on the recent experiments on twisted bilayer graphene, which is a moiré
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superlattice, is found in Section 1.2, whereas Section 1.3 is dedicated to the relevant
experimental facts concerning two-dimensional topological materials.
1.1 Graphene and two-dimensional materials
Research on the physical properties of two-dimensional (2D) materials has become one
of the most active and important areas in contemporary condensed matter physics.
The interest on 2D materials started when graphene was isolated for the first time
in 2004, by A. K. Geim and K. S. Novoselov [9], and expanded at incredible paces
thereafter. In the last years the focus has shifted also to other 2D materials, and, more
importantly, to combinations of them [10, 11]. It has been demonstrated that multiple
layers of different 2D materials can be stacked one on top of the other to form complex
structures which are held together by the Van der Waals forces between the different
layers. These structures are therfore known as Van der Waals (VdW) heterostructures.
1.1.1 Graphene












Figure 1.1: Panel (a): Lattice structure, primitive translation vectors and basis vectors
of graphene. The carbon atoms are arranged on the sites of the A and B triangular sub-
lattices. Panel (b): Brillouin zone of graphene and a basis of reciprocal lattice vector. Panel
(c): tight-binding band structure of graphene along the high-symmetry path K−Γ−M−K ′.
The dashed red lines correspond to the low-energy bands obtained from the Dirac Hamiltonian
Eq. (1.9).
Graphene, has been the first truly 2D material to be discovered and it is also, by
far, the most studied among 2D materials. Graphene has remarkable electronic [1],
optical [12, 13, 14], thermal [15] and mechanical properties [16]. At the atomic level,
graphene is a single layer of Carbon atoms which, due to their sp2 hybridization, occupy
the sites of an hexagonal honeycomb lattice, as showed in Fig. 1.1. The honeycomb
lattice is a composite structure, consisting of two triangular Bravais sub-lattices, often
referred to as the A and B sublattices. The inter-atomic distance between Carbon
atoms is a0 = 0.142 nm, and a possible choice of primitive translation vectors and basis


































where we have defined the Bravais lattice parameter a ≡ a0
√
3 = 0.246 nm. The area
of the unit cell is Ωu.c. =
√
3a2/2 ≈ 0.051 nm2. The reciprocal space geometry of
graphene is defined by a basis of reciprocal translation vectors, which are obtained




























Most of graphene’s electronic and optical properties arise from the peculiar energy
dispersion of its π bands, i.e. the energy bands generated by the pz orbital of the
Carbon atoms [2, 17]. The π bands of graphene are so important because, in practice,
they are the only bands crossed by the Fermi level, even under strong doping. For
this reason we can disregard all the other bands when discussing transport or optical
properties up to energies / 3 eV.
The π bands can be conveniently described within the semi-empirical tight-binding
method [2, 18], starting from the two Bloch sums built from the pz orbitals of the two






eian ·kφ(r − dA,B − an), (1.3)
where N = N1N2 is the number of atoms in the system. We have assumed Born-
von Karman cyclic boundary conditions on the electronic wavefunction ΦA,B(k, r) =
ΦA,B(k, r +N1a1) = ΦA,B(k, r +N2a2) and we have defined the vectors
an ≡ n1a1 + n2a2 with n ≡ (n1, n2) ∈ Z× Z. (1.4)
Assuming nearest neighbour interaction, no hopping processes within the same sublat-
tice is present. Hopping occurs only between different sublattices, with hopping energy









f(k) = eik · δ1 + eik · δ2 + eik · δ3 , (1.6)
and δi with i = 1, 2, 3 are the vectors joining each site in the sublattice A to its nearest



























4 Introduction to relevant theoretical and experimental facts
The diagonalization of the tight-binding Hamiltonian, Eq. (1.5), is straightforward
and gives the following energy bands
εk,± = ±t|f(k)|, (1.8)
plotted in Fig. 1.1.
Many of graphene’s properties can be described also by an even simpler, low-energy,
one-particle Hamiltonian obtained approximating the tight-binding Hamiltonian (1.5)
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, (1.9)
where ζ = +1(−1) if the expansion is performed around the K (K ′) point in the BZ
and the Bloch wavevector k is now measured from the K (K ′) point. We have also
introduced the Fermi velocity vF through the relation vF =
√
3ta/(2~) ≈ 106 m/s. The
Fermi velocity is the effective velocity of low-energy electrons roaming in graphene.
This approximate low-energy Hamiltonian is the massless Dirac Hamiltonian in (2+1)





ta|k| = ~vF|k|. (1.10)
The low-energy electronic bands of graphene are reproduced in Fig. 1.1, dashed red
lines in panel (c).
In pristine graphene the valence bands are completely occupied, the conduction
bands are completely empty and the Fermi energy lies at the Dirac point. As in many
other 2D conducting systems, however, graphene’s carrier density can be tuned by
means of electrical gating. The latter is usually impossible in 3D metals, because the
external potential is screened by the free electrons on a lengthscale equal to the inverse
of the Thomas-Fermi wavecector. If the carrier density n in graphene is modified by




In the low-energy limit, the Density Of States (DOS) is a linear function of the









where 2s and 2ζ are the two-fold degenerecies of, respectively, the spin and valley
degrees of freedom.
To conclude this brief survey on the basic electric properties of graphene we men-
tion that the tight-binding model can be improved by relaxing the nearest-neighbour
approximation, taking into account the next-nearest-neighbour hopping terms as well.
This refinement of the theory yields two important consequences: firstly, the so called
trigonal warping, which consists in an anisotropy of the energy dispersion around the
Dirac points [19]. Second, in the next-nearest-neighbour approximation, the particle-
hole symmetry is broken, so that εk,+ 6= −εk,−.
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1.1.2 Electron transport in graphene nanoribbons
A graphene nanoribbon is just a narrow (i.e. on the order of tens of nanometers)
ribbon of graphene [20, 21]. Because of spatial confinement in the direction transverse
to the ribbon, the electronic states of graphene nanoribbons are splitted in discrete
subbands. In pristine nanoribbons the conduction and valence subbands may even
be separated by an energy gap, in stark contrast to bulk graphene. The energy gap,
however, scales as the inverse of the nanoribbon’s width and goes to 0 for large widths,
recovering the dispersion of bulk graphene. From a technological point of view, the
existence of an energy gap in graphene nanoribbons makes them an ideal component
of nanotransistors [22].
From a theoretical point of view, graphene nanoribbons can be described by calcu-
lating the electronic energy eigenstates analytically from the continuummodel Eq. (1.10)
of bulk graphene, with the appropriate boundary conditions. From these calculations
it is possible to extract the energy gap between valence and conduction subbands. Fur-
thermore, it is also possible to show that, in particular geometries, graphene nanorib-
bons host a pair of propagating states which are localized along the edges of the ribbon.
In particular, if the nanoribbon is translationally invariant in the direction longitudinal
to the ribbon, Bloch’s theorem implies that a crystal wavevector k can be defined and,
in general, one will have a dispersion relation εn(k), where n labels the subband index
















Figure 1.2: (a) Zigzag graphene nanoribbon extending along the x̂ direction and confined
along ŷ. (b) Armchair graphene nanoribbon extending along the ŷ direction and confined along
x̂. In both panels the solid black sites are the edge of the nanoribbon.
Two important classes of translationally invariant graphene nanoribbons are com-
monly known as “armchair” and “zigzag”, and are schematically represented in Fig. 1.2.
The zigzag (armchair) configuration can be realised by cutting out a ribbon from an
infinite sheet of graphene along a direction parallel (perpendicular) to one of the prim-
itive translation vectors Eq. (1.1a). In both configurations the width of the ribbon
is proportional to a single integer number N , denoting the number of dimer lines for
armchair ribbons and the number of zigzag lines for zigzag ribbons. The energy spec-
trum of armchair and zigzag nanoribbons is showed in Fig. 1.3 for different sizes N of
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the nanoribbon. For the armchair configuration [panel (b)] it is evident that both for
N = 10 and N = 12, the valence subbands and the conduction subbands are separated
by a gap, whereas the ribbon is metallic in the N = 11 case. More generally, when-
ever N = 3M − 1 with M ∈ N, the armchair nanoribbons are metallic, and gapped
otherwise. As anticipated, the energy gap in the armchair configuration turns out to
be proportional to N−1, and goes to 0 as the width of the nanoribbon increases. This
is consistent with the fact that as the width of the nanoribbon increases we should
recover the dispersion of bulk graphene Eq. (1.10). For the zigzag configuration, on
the contrary, the highest valence band and the lowest conduction band are always de-
generate at k = ±π. It turns out that the degeneracy of the center bands at k = ±π
does not originate from the intrinsic band structure of bulk graphene, and the corre-
sponding wavefunctions are completely localized on the edge sites. These two special
center bands get flatter as the width of the ribbon is increased, and their charge density
distribution shows that the electronic states associated to them correspond to states
localized on the zigzag edge. This edge states are quite fragile, and can be destroyed
































N = 12(a) (b)
Figure 1.3: Panel (a): electronic states of zigzag graphene nanoribbons of different
widths. Panel (b): electronic states of armchair graphene nanoribbons of different widths.
The energies are in units of the next-neighbour hopping parameter t.
The presence of edge states in zigzag garaphene nanoribbons stems from the par-
ticular geometry of the ribbon itself, and it is quite sensitive to it. In Section 1.3,
though, we are going to discuss 2D physical systems hosting edge states akin to the
ones of zigzag nanoribboons which, however, are exceptionally insensitive to disorder.
This insensitiveness to disorder is referred to as “topological protection”, and it is a
physical manifestation of the peculiar mathematical properties possessed by the Bloch
wavefunctions of these materials.
Graphene nanoribbons are also an ideal platform to study electron transport in
graphene-based materials. If an electrical potential gradient is enstablished along the
graphene nanoribbon, a current flows in the ribbon itself. An interesting question to
ask is how the current is related to the electrical potential gradient, and how their
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relation depends on the physical properties of the ribbon. If the nanoribbon is free of
defects, and the temperature is low enough so that scattering between electrons with
other electrons or scattering between electrons and phonons can be ignored, then the
nanoribbon it is said to be in the ballistic regime. A general theory of electron transport
in the ballistic regime will be presented in Section 4.1. If the electrical potential drop V
along the ribbon is much smaller than the Fermi energy, so that eV  EF, e being the
elementary charge unit, it can be showed that the current along the ribbon is linearly




T (EF)V , (1.13)
where h is the Planck constant, and T (ε) is the transmission function calculated at
energy ε. Roughly speaking, the transmission function at energy ε is the sum, for each
of the subbands with energy lying between 0 and ε, of the probability that an electron
in the n-th subband has to traverse the ribbon without being reflected [24]. In the case
of graphene nanoribbons with zigzag or armchair edges, and in the ballistic regime, a
good approximation is to assume that the probability is unity for each subband. This
makes the transmission function to be just the number of subbands with energy less
or equal to ε. This is generally true for clean materials where the electron-electron and
electron-phonon scattering rates are suppressed (e.g. because of low temperature) and
the scattering between different transport channels (i.e. different subbands in the case
of graphene nanoribbons) is small as well: the transmission function is just the number
of available transport channels up to energy ε [24].
To give a concrete example, we suppose to have an armchair graphene nanoribbon
of width w = (9N + 1)a (a being the lattice parameter of graphene) with N ∈ N being




∣∣∣∣ , n ≥ 0 (1.14a)
εn− = ±
∣∣∣∣π~vFw (n− 13)
∣∣∣∣ , n > 0 (1.14b)






















In the previous equation bxc is the floor function, returning the largest integer smaller
than x. It is also instructive to derive the large width limit of the conductance of a
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The limit of large width is w/λF → ∞, where λF = hvF/EF is the Fermi wavelength.
In Eq. (1.15), this limit yields
lim
w→∞





Substituting the large widths limit of the transmission Eq. (1.17) into Eq. (1.16), and










which is a well known formula by Sharvin for the conductance of graphene ribbons of
width w [25].
With the appropriate boundary conditions, the electronic energies and states of
graphene nanoribbons can be derived from the continuum model Hamiltonian Eq. (1.9).







the states at theK andK ′ points into the vector Ψ = [ψ+A(r), ψ
+
B(r),−ψ−A(r),−ψ−B(r)],








0 kx − iky 0 0
kx + iky 0 0 0
0 0 0 −kx − iky
0 0 −kx + iky 0
 .
(1.19)
Now, if the nanoribbon is confined in the direction α̂, then, kα is not a good quantum
number, because translational invariance is broken. In this case we need the momentum
operator in its differential form kα → −i∂α. In this way, Eq. (1.19) becomes a system
of partial differential equations, which are solved by imposing that the wavefunction
should vanish at the edges. The solutions of such systems of differential equations are
derived for the zigzag and armchair geometries e.g. in Ref. [21].
1.1.3 Graphene optics and plasmonics
The response of graphene to electromagnetic fields is described, in the long-wavelength
limit, by the optical conductivity [2, 17] σ(ω) = σ1(ω) + iσ2(ω). At zero temperature
and neglecting relaxation effects, the real and imaginary part of the optical conductivity





































where Θ( · ) is the Heaviside step function. In both equations, the first term in the curly
brackets is associated to intra-band transitions, while the second is related to inter-band
transitions. The optical absorption is described by the real part of the conductivity
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Eq. (1.20a), and in graphene takes place only at zero frequency (intra-band absorption)
and at frequencies above 2|EF|/~ (inter-band absorption), due to Pauli blocking. It
is interesting to note that the magnitude of the inter-band absorption is σinter1 (ω) ≡
πe2/(2h) = e2/(4~), depending only on universal constants. This amazing property
of the response of graphene to electromagnetic fields is known as “universal optical
conductivity” [2, 28]. Therefore, experiments on the light absorption of graphene as
Ref. [29] can, literally, measure the fine structure constant α ≡ e2/(hc).
Plasmons are high-frequency charge density oscillations occurring in many metals
and doped semiconductors [17, 30, 31]. Plasmon excitations are sustained by the
Coulomb interaction between electrons, and their physical origin can be understood as
follows. When electrons move to screen an electric field, they tend to travel slightly
too far, they are then pulled back toward the charge disturbance and overshoot again,
setting up a weakly damped oscillation.
In ordinary three dimensional metals, like aluminum, copper or noble metals, plas-
mons have been well known from a long time [32], and various optical techniques were
devised to probe them. An important way to probe plasmon excitations in ordinary
materials is through electron energy-loss experiments [33]. In particular, in three di-
mensional materials, plasmons can be generated both in the bulk or in the surface
of the material. More recently, plasmonic materials have established themselves as a
versatile tool in many technological applications, ranging from biosensors [34] to laser
waveguides [35] to quantum information [36].
The availability of truly 2D electron systems such as graphene, motivated a great
deal of research about the properties and applications of surface plasmons [28]. Graphene
plasmons, in particular, show very attractive features including extremely high localiza-
tion, strong confinement, efficient and strong light–matter interactions, relatively long
lifetimes, tunability and electrical controllability. In patterned graphene structures,
plasmonic effects can enhance the optical absorpion of graphene from the ≈ 2.3% value
due to the normal inter-band optical processes, to nearly 100% [37, 38]. This can
improve the efficiency of graphene based photodetectors and photovoltaic devices.
In this Section we give a brief introduction on graphene plasmonics and on the
experimental techniques devised to probe plasmons in 2D materials. In particular we
will focus on the experimental technique known as scattering-type scanning near field
optical microscopy, as it is the most relevant technique for the plasmon experiments
discussed in the next section.
The simplest theory of plasmons in graphene, considering only intraband processes,
neglecting interband transitions, non-local, dissipative and retardation effects, yields






In the latter, q is the in-plane plasmon wavevector, and ε̄ is the average dielectric
constants of the media below and above graphene. This dispersion relation can be
derived from a classical hydrodynamic approach. By considering the electrons roaming
in graphene as an interacting liquid, the force attempting to restore equilibrium is
provided primarily by a long-range electrostatic field. The plasmons are described
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by the following linearized Euler equation of motion describing the deviation of the
electron density from its average value, δn(r, t), and the associated current density
j(r, t)









By Fourier transforming the latter equation and using the continuity equation, Eq. (1.21)
is readily obtained [28, 30].
The intraband plasmon described by the relation Eq. (1.21) has many interesting
features. The scaling ωpl(q) ∝ √q comes from the 2D geometry of the electron sys-
tem [30], whereas the scaling ωpl(q) ∝ E1/2F ∝ n1/4 is peculiar to the linear dispersion
of the graphene electronic energy bands. In the range of wavevectors where Eq. (1.21)
is valid, the compression of the surface plasmon wavelength relative to the excitation
wavelength, i.e. the ratio between the plasmon wavelength λpl and the wavelength of
a photon of the corresponding energy λ0 is governed by the fine-structure constant α
and can be strong because λpl/λ0 ≈ 2αEF/(ε̄~ω) ∼ α. This difference in wavelength
is interesting from an applicational perspective, because it allows to reduce the size of
optoelectronic components and to concentrate energy in small volumes, as done e.g.
in Ref. [39], with a phase modulator with a footprint of only 350 nm operating on a
wavelength of 10.6µm. On the other hand, the direct excitation of plasmons using
photons is forbidden because of wavevector mismatch.







































Figure 1.4: Panel (a): setup of the s-SNOM experiment for graphene encapsulated
between hexagonal born nitride slabs. Panel (b): Optical signal of the s-SNOM experiment
from a two-dimensional scan of the tip position near the graphene edge (dashed line). Edge-
reflected plasmons appear as interference fringes. Figure adapted from Ref. [40].
A powerful technique to investigate plasmons propagating on the surface of a 2D
material with sub-wavelength resolution is scattering-type Scanning Near-field Optical
Microscopy (s-SNOM)[40, 41, 42, 43]. As showed in Fig 1.4, panel (a), in s-SNOM
experiments a laser beam is focused on a metallized atomic force microscope tip. The
momentum required to match the plasmon wavevector to the one of the incident pho-
tons is provided by the sharpnes of the tip, brought at the immediate vicinity of the
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surface under study. The tip acts as an optical antenna that converts the incident light
into a localized near field below the tip itself. The incident light is thus partly converted
to plasmons, which propagate away from the tip as a circular wave. Plasmons return
to the tip if they are reflected by edges or defects. Returning plasmons are partly
converted to light and add to the out-scattered light field. Interferometric detection of
the scattered light yields magnitude and phase as the complex-valued optical signal.
Moving the s-SNOM tip across the sample allows to obtain a real-space image of the
propagating plasmons like the one in panel (b) of Fig. 1.4, with a resolution limited
only by the tip radius, and to measure their wavelength and decay length. The knowl-
edge of the plasmon wavelength for a given frequency ω of the incident photons makes
it possible to experimentally measure the plasmon dispersion relation, to be compared
with the theoretical predictions, e.g. Eq. (1.21).
The radius of the tips used in the s-SNOM technique is tipically ' 10 nm, so that
plasmons with wavevectors / 0.1 nm−1 = 106 cm−1 are detectable by means of this
technique.
1.1.4 Hexagonal Boron Nitride
Hexagonal Boron Nitride (hBN) is a layered material characterized by strong in-plane
bonds and weak van der Waals interaction between layers, which can also be exfoliated
to give flakes with atomically flat surfaces [44]. Very much like graphite, it consists
of monolayers with hexagonal lattice structure. The two sublattices are occupied by
Nitrogen and Boron atoms, which are held together through ionic bonds, making hBN
a large gap insulator, with a gap ≈ 6 eV. The lattice parameter of monolayer hBN is
slightly larger than the one of graphene, with a mismatch of just ≈ 2%.
In this Thesis we will make use of the optical properties of hBN, which are described
by the dynamical dielectric tensor
ε(ω) =
εx(ω) 0 00 εx(ω) 0
0 0 εz(ω)
 , (1.23)
where εz(ω) and εx(ω) are the out-of-plane and in-plane dielectric permittivities of
hBN. These have the following frequency dependence [45] (i = x, z)
εi(ω) = εi(∞) +
si~2ω2i
~2ω2i − i~2γiω − ~2ω2
, (1.24)
with parameters given in Table 1.1. Note that with the parametrization (1.24) of the




Hexagonal boron nitride is, at the present time, one of most common dielectric
substrates for graphene-based devices [47]. The reasons behind this choice are multiple.
First, the surface of an exfoliated hBN flake is exceptionally flat, down to the atomic
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Parameter i = x i = z
si 2.001 0.5262
εi(∞) 4.9 2.95
~ωi [meV] 168.6 94.2
~γi [meV] 0.87 0.25
Table 1.1: The parameters entering the bulk hBN dielectric functions in Eq. (1.23). These
values have been extracted from Ref. [45].
(a) (b)
Figure 1.5: Encapsulation of graphene in hBN slabs, Figure adapted from Ref. [46].
level. Second, if the graphene-based device is encapsulated between two hBN crystals as
showed in Fig. 1.5, contaminants and charged impurities cannot adhere to the graphene
flake, screening it from environmental pollution. Third, the strong adhesion forces
between graphene and hBN flakes, related to the closeness of their lattice parameters,
makes graphene extremely flat and ripple free, quenching the out-of-plane oscillation
modes, known as flexural phonons.
Devices of graphene encapsulated in hBN exhibit room-temperature ballistic trans-
port well over a 1µm distance and electronic mobilities exceeding values 105 cm2V−1s−1.
At low temperetures, mobilities of 106 cm2V−1s−1 are reported, an order of magnitude
higher than the devices realised with the first generation substrates such as silicon
oxide (SiO2).
1.1.5 Transition Metal Dichalcogenides
Transition Metal Dichalcogenides [49] (TMDs), are 2D materials formed by compounds
of the type MX2 , where M is a transition metal atom (such as Mo or W, Ti) and X is
a chalcogenide (such as S, Se or Te). Each TMD consists in three separate layers: two
external chalcogenide layers enclosing a central layer of the transition metal atoms. Any
TMD can also exist in different structural phases, resulting from different coordinations







Figure 1.6: Structural phases of transition metal dichalcogenides. Figure adapted from
Ref. [48].
of the transition metal atom with the other atoms in the unit cell of the TMD, as showed
in Fig. 1.6.
Due to the diversity of the possible chemical compositions and structural phases,
TMDs can be metallic, semiconducting or insulating. It has also been proved that
certain TMDs host correlated or topological phases of matter [50]. Transition metal
dichalcogenides can be exfoliated down to the monolayer and their electronic properties
are strongly affected by the number of layers. For example, molybdenum disulfide
(MoS2) is an indirect bandgap semiconductor with negligible photoluminescence, but
when the MoS2 crystal is thinned to monolayer, a strong photoluminescence emerges,
indicating an indirect to direct bandgap transition [51].
Recently, TMDs were also proposed as a platform to study topological phases of
matter [48, 52, 53]. In particular, band structure calculations indicate that the two
TMDs molybdenum ditelluride (MoTe2) and tungsten ditelluride (WTe2) can be intrin-
sic two-dimensional topological insulators. We defer the discussion of the experimental
works concerning the topological properties of WTe2 to Section 1.3.
1.1.6 Moiré superlattices
Amoiré pattern is a large scale interference pattern occurring when two similar patterns
are overlaid on top of each others. In 2D materials science moiré patterns are often
found in Van der Waals heterostructures, where multiple layers of different 2D materials
are superimposed one on top of the other, possibly with a relative twist angle. The large
scale periodicity arising from the moiré interference pattern can be orders of magnitude
higher than the lattice parameter of the underlying 2D materials, which is tipically few
Angstroms. Heterostructures of this kind are often referred to as moiré superlattices.
The electronic properties of moiré superlattices can be dramatically different with
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Figure 1.7: Panel (a): moiré pattern formed by two hexagonal lattices superimposed
with a relative rotation angle. Panel (b): band structure of the moiré superlattice formed by
a graphene-hBN heterostructure. Parameters taken as in Ref. [54]. Panel (c): loss function
of the moiré superlattice formed by a graphene-hBN heterostructure. Collective electronic
modes are excited with high probability in the darker region of the plot. Panel (a) adapted
from Ref. [55]. Panel (c) adapted from Ref. [54].
respect to the properties of their constituent materials, and are the subject of numerous
investigations in the condensed matter community. At the present time, arguably the
two most important moiré superlattices are graphene-based. In particular, they are
graphene stacked on top of an hBN layer, and twisted bilayer graphene. The latter is
going to be throuroghuly invesigated in this Thesis, and we defer the presentation of
its experimental and theoretical properties to Section 1.2 and Chapters 2 and 3.
Graphene stacked on top of hBN forms moiré superlattices which can be directly
observed in atomically resolved topography experiments [56, 57]. The moiré super-
structure is periodic over a triangular lattice, in contrast to the lattice structure of the
underlying graphene and hBN, which is hexagonal (see Fig. 1.7(a)). Its lattice param-
eter λ is a combination of the lattice parameter of graphene aG, the lattice parameter
of hBN, ahBN, and the relative rotation angle between the layers θ
λ =
(1 + δ)aG√
2(1 + δ)(1− cos(θ)) + δ2
, (1.25)
where δ = (ahBN−aG)/aG is the fractional lattice mismatch between hBN and graphene [54,
58].
In Fig. 1.7(b) we show the band structure of the moiré superlattice formed by
graphene stacked on top of hBN, for the case of perfect alignement, i.e. θ = 0. The
band structure is defined within the so-called “mini Brillouin zone”, i.e. the Brillouin
zone corresponding to the triangular moiré lattice of the graphene-hBN heterostructure.
Compared to the band structure of monolayer graphene, Fig. 1.1(c), we can see that
hBN introduces various interesting features. First, in contrast with graphene, the
valence and conduction bands are separated by a small energy gap. This energy gap
is the effect of the breaking of inversion simmetry of graphene by the hBN, which has
different atoms in different sublattices. Second, at lower energies ≈ −0.2 eV another
energy gap is opened, dividing a lower energy band with a noteworthy flat dispersion,
clearly visible in the K-K ′ region of the path.
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In Fig. 1.7(c) we show the so-called “loss function” corresponding to the energy
bands of panel (b) as a function of the chemical potential µ. The energy loss function
is proportional to the probability of exciting the 2D electron system by applying a
perturbation of wavevector q and frequency ω. Its formal definition is given in Sec-
tion 2.3.3. The darker lines in the loss function are associated to plasmon modes. For
µ < 0, the plasmon dispersion graphene on top of hBN is strongly different with respect
to the basic analytical relationship scaling as ∼ √q given in Eq. (1.21).
1.2 Twisted Bilayer Graphene
In this Section we are going to review the most relevant experimental observations on
Twisted Bilayer Graphene (TBG), a graphene-based moiré superlattice which in 2018
was showed to host insulating and superconducting states that are completely absent
in a single graphene sheet. Twisted bilayer graphene [3, 4, 59, 60, 61, 62, 63, 64] is
a system consisting of two graphene sheets stacked one on top of each other, with a
relative rotation of the crystal axes quantified by the twist angle θ.
The energy spectrum of TBG is well described by a theory [3] which accounts for the
long-range moiré modulations of the inter-layer tunneling amplitudes. At twist angles
of ≈ 1◦, the theory developed in Ref. [3] predicts the existence of a pair of remarkably
flat energy bands, with a bandwidth of less than 20 meV, close to the charge neutrality
point (CNP), where the Fermi level of an undoped sample lies. These bands exhibit a
linear dispersion around the moiré Brillouin zone corners, with a twist-angle-dependent
Fermi velocity ~vF(θ). The largest angle θ? satisfying ~vF(θ?) = 0 is called the first
magic angle (or simply magic angle) [3]. For systems with twist angles close to the
magic one, the bandwidth of the flat bands reaches its minimum, ensuring a large
density of states and strengthened electron-electron (e-e) interactions. Moreover, the
strongly interacting electrons of TBG close to the magic angle are easy to control. That
is because, at the magic angle, each flat band would contain only ≈ 1012 electrons per
square centimiter. Electron densities of this order of magnitude can easily be tuned
thanks to electronic gates by the experimentalists, avoiding the disruptive effects (e.g.
structural distortion) of chemical doping on TBG systems.
In the magic angle regime (θ ∼ 1.05◦), a plethora of intriguing phenomena related
to strong e-e interactions have been experimentally observed. Owing to the reduced
kinetic energy, the flat band is susceptible to interaction effects, so that when the
Fermi energy is brought within the band, interactions become dominant and the sys-
tem can lower its energy through the formation of correlated electron phases. The
experimental probes that have been used to explore the physics of TBG include elec-
tronic transport [5, 6, 65, 66, 67, 68], quantum capacitance [69], scanning tunneling
microscopy, scanning tunneling spectroscopy [70, 71, 72, 73], scanning magnetome-
try [74] and scanning near-field optical microscopy [43].





















Figure 1.8: Panel (a): schematic of the setup used for transport experiments on twisted
bilayer graphene. Panel (b): experimental phase diagram of twisted bilayer graphene with
twist angle θ ≈ 1.1◦. Acronyms in panel (b) have the following meanings. SC: SuperConduc-
tor. IS: Insulating State. BI: Band Insulator. Figure adapted from Ref. [66].
1.2.1 Transport and spectroscopic experiments on magic angle
twisted bilayer graphene
Let us start by discussing the experimental findings on electronic transport in TBG.
The transport experiments on TBG are usually conducted in devices as the one repro-
duced in Fig. 1.8(a), with TBG encapsulated between high quality dielectric materials
such as hBN and placed on top of a metallic gate, in order to conveniently tune the
electron density electrostatically. The works in Refs. [5] and [6] were the first to show
the rich phase diagram (see e.g. Fig. 1.8(b)) of TBG samples with twist angle close to
the magic angle. In particular, at electronic densities such that the valence (or con-
duction) flat band in magic angle TBG is half-filled, it is possible to observe insulating
states. The emergence of these insulating states is not expected in the absence of
electron-electron interactions and appears to be correlated with the narrow bandwidth
near the first magic angle. Indeed, above 4 K, TBG behaves as a metal, exhibiting
decreasing conductance with increasing temperature. A metal–insulator transition oc-
curs at around 4 K. The conductance drops substantially from 4 K to 0.3 K, with
the minimum value decreasing by 1.5 orders of magnitude. An Arrhenius fit yields
a thermal activation gap of about 0.3 meV for these states. A plausible explanation
for this gapped behaviour is the formation of a Mott-like insulator driven by Coulomb
interactions between electrons in TBG.
At sligthly different electronic densities and for temperatures smaller than ≈ 2 K it
is also possible to observe superconducting states, whose origin is still debated. The
debate concerns the origin of the electronic pairing mechanism which allows super-
conductivity at the microscopic level. In most simple metals, the electronic pairing is
mediated by phonons and any tendency of the electrons to form an insulating phase
suppresses superconductivity, because fewer electrons are be available to pair. What
makes magic angle TBG special in this scenario is simply that it has flat bands, which
yield very high densities of states at a very low carrier density. A more exotic possi-
bility is that the pairing of electrons in TBG superconducting states occurs between
heavily interacting quasiparticles, which move in a correlated-electron environment
1.2 Twisted Bilayer Graphene 17
that locally favors an insulating state. This scenario might, in some systems, like the
cuprates, allow superconductivity at much higher temperatures.
The findings of two recent experimental works suggest that the superconducting
states in TBG arise from a conventional pairing scheme, i.e. the pairing is not medi-
ated by e-e interactions, whereas the insulating states owe their origin to strong e-e
interactions. In Ref. [75], the authors studied TBG samples with suppressed e-e inter-
actions by changing its dielectric environment. Indeed, if the distance between TBG
and a metallic layer is made smaller than the moiré unit cell size ≈ 15 nm, polariza-
tion charges screen out the Coulomb interactions on that scale. They found a strong
suppression of the insulating states at half-filled flat bands when the metallic graphite
screening layers (see Fig. 1.8(a)) were placed closer than 10 nm from the TBG plane,
separated from it by insulating multilayers of hBN. On the other hand, rather than
being weakened, superconductivity persisted in the absence of the insulating states,
taking over the phase space vacated by them and spanning wide doping regions with-
out interruption.
In Ref. [76], the authors investigated Van der Waals systems of the form hBN-TBG-
WSe2-hBN, i.e. heterostructures where TBG is encapsulated between hBN on one side
and a single layer of tungsten diselenide (a TMD insulator with lattice parameter
≈ 0.353 nm) on the other. This choice was made because the typical high quality
substrate used in TBG experiments is hBN, which, as discussed previously, has a lattice
parameter very similar to the one of graphene. It turns out that relative alignment
between the hBN and TBG is critical, because monolayer graphene aligned with hBN
froms a moiré pattern with typical length scales ≈ 15 nm, the same of magic angle
TBG. For example, a ferromagnetic state [67, 68] was observed in devices in which
hBN aligns with TBG. However, in such devices the band structure of the flat bands is
strongly altered, and superconductivity — typically observed when the hBN and TBG
are misaligned — is absent. The Authors of Ref. [76] have studied four TBG–WSe2
devices finding robust superconductivity in all the studied structures, even for twist
angles fairly different from the magic angle. Although superconductivity persisted
for all the twist angles considered, the insulating phases were shown to be quickly
suppressed as the twist angle was reduced. For the smaller angle twist angle considered
θ = 0.87◦, correlated insulating behaviour was heavily suppressed at all filling factors.
This corpus of experimental observations is in contrast with scenarios wherein su-
perconductivity arises from a Mott-like insulating state as in high-temperature super-
conductors and are more consistent with phonon-only mediated superconductivity.
The presence of strong e-e interactions in TBG at Fermi energies within the flat
bands was confirmed by scanning tunneling microscopy and scanning tunneling spec-
troscopy experiments such as the ones in Refs. [70, 71, 72, 73]. In these experiments
it was possible to probe the local density of states of TBG at different Fermi energies.
The local density of states gives informations on the quasiparticle spectra at the cur-
rent Fermi energy, and it was showed that as long as the Fermi energy lies outside the
flat bands, the quasiparticle spectrum can be adequately described by a single par-
ticle model of TBG. On the other hand, when the flat bands are partially filled, the
local density of states of TBG develops many features which is not possible to explain
within a simple single particle picture. In Ref. [72], for example, it was showed that
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the experimental observations at Fermi energies lying in the flat bands are qualita-
tively reproduced by the numerical results obtained through exact diagonalization of
the Hubbard model on small triangular clusters.
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Figure 1.9: Panel (a): Near-field amplitude images of 1.35◦ twisted bilayer graphene at
excitation energy ~ω = 227 meV. Solid and dashed arrows indicate linetraces associated to
data in panel (b). Panel (b): Linetraces along the solid blue arrow in panel (a), visualizing the
strong dependence of the plasmon wavelength on the excitation energy. Lines are vertically
separated for clarity. From a fit (dashed lines) according to the model presented in Eq. (1.26),
it is possible to extract the plasmon wavevector q1 = 2π/λp. The red dot marks the position
of the reflecting interface used in the fits. The Figure is adapted from Ref. [43].
The experimental works that we have just presented rely on techniques which are
sensitive only to the static (very low frequency) response of the system. In systems
where electron-electron (e-e) interactions play a dominant role, experimental techniques
that probe the response to perturbations carrying a finite inplane wavevector q and
angular frequency ω are expected to be rich sources of information. One of these
techniques is the — already mentioned — scattering-type scanning near-field optical
microscopy, or simply s-SNOM. In this Section we review the experimental observations
of Ref. [43], where collective excitations in TBG close to the magic angle have been
probed thanks to the s-SNOM technique. The theory developed in Chapter 3 of this
Thesis has been used to interpret the experimental observations which we are about
to present.
The experiment consists in s-SNOM measurements with mid-infrared light (free-
space wavelength in the range 5µm < λ0 < 11µm) in ambient conditions T = 300 K.
As anticipated in Section 1.1.3, the first step of a s-SNOM experiment requires the
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generation of a nanoscale light hotspot by focussing a laser beam on the apex of a
sharp (apex radius ≈ 25 nm) metallic atomic force microscope tip. This hotspot then
interacts with the charge carriers and produces collective excitations that are reflected
by interfaces, return to the tip, and are finally converted into a scattered field, which
is measured by a photodetector. By scanning the tip position it is possible to acquire,
simultaneously, a spatial map of the backscattered light intensity Sopt and the sample
topography. Noise and far-field contributions to the optical signal were strongly reduced
by locking to the third harmonic of the tapping frequency of the tip.
In Fig. 1.9(a), we display a typical near-field image of TBG with no gate voltage
applied1 and at twist angle θ = 1.35◦. The most evident feature is the presence of
well-defined optically active areas where Sopt displays an oscillatory spatial behaviour.
The latter has a characteristic period ≈ 80 nm, about one order of magnitude larger
than the moiré lattice parameter at that twist angle. The Authors attribute this
oscillatory behaviour to the excitation of a propagating collective electronic mode. The
fact that these interference patterns are observed in ungated TBG is in stark contrast
with the intraband collective electronic excitations discussed in Section 1.1.3 of single-
layer graphene, where high doping levels > 1013 cm−2 are required to propagate at the
frequencies ω.
To get more insight into the nature of the collective excitations, their frequency
dependence was probed by repeating the near-field measurements at different excitation
energies. A dramatic change in the interference pattern is observed even for small
variations in ω (and hence in λ0), while the boundaries of the areas where the sample is
optically active remain at a fixed position. This is a signature of the dispersive character
of the propagating collective excitations that move in Fabry-Pérot-like cavities, due to
reflecting interfaces.
The Authors extracted one-dimensional cuts of the measured Sopt along two specific
lines (see arrows in Fig. 1.9(a) ). The resulting profiles are shown in Fig. 1.9(b) as lines
for a few representative photon energies. The oscillating signal is well fitted by the
following expression, representing a tip-launched, tip-detected wave reflected at an
interface:
Sopt(x) = Re [Ax
−1/2e2iqx] +Bx. (1.26)
Here, x is the tip position along the line cut, as measured from the interface, A =
A1 + iA2 and q = q1 + iq2 are complex fit parameters, and B represents a linear back-
ground [40]. Note the factor of two in the exponential function that appears because
the collective excitation makes a full round trip between the tip and the reflecting
interface. The fitting procedure yields quantitative results for the real part q1 of the
wavevector q while the imaginary part q2 has a larger error.
From the extracted values of q1(ω) the Authors were able to construct a dispersion
curve for the collective excitation as shown in Fig. 1.10(a). For energies above 200 meV,
the dispersion is approximatively linear with a group velocity vs ≈ 1.3 × 106 m/s,
and crosses the q1 = 0 point for ~Ωexp ≈ 190 meV. For lower energies, the typical
discretization pattern of a finite size cavity appears (i.e. where the distance between
1At zero applied voltage, the experimentalists showed that their devices are close to charge neu-
trality.
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the reflecting interfaces is comparable to the plasmon wavelength 2π/q1 ). Remarkably,
the group velocity is larger than theoretically anticipated. See e.g. Ref. [77], where flat
plasmonic bands were predicted, and the discussion below. As we will see, this points
to a larger spectral weight in the optical transitions. Clearly, the observed nearly-linear
dispersion, initiating from a finite energy ~Ωexp for q1 = 0, is very different from the
typical Dirac plasmon dispersion of doped graphene discussed in Section 1.1.3




















Figure 1.10: (Left Panel) Dispersion relation determined from fitting individual line-
traces as the ones in Fig. 1.9(b) to a sinusoidal function (red points). The blue points are
obtained in a similar way but from a slightly different location (solid blue arrow in Fig. 1.9(a)).
The plasmon group velocity (black dashed line) is extracted thanks to a linear fit on the blue
data points. The horizontal dashed line marks the threshold of the hBN reststrahlen band.
The colorplot represents the loss function, calculated from the chirally-symmetric continuum
model [78]. (Right Panel) Extracted values of the optical conductivity with the same colour
coding as in the left panel. Dots represent experimental data, dashed lines are Drude fits,
while solid lines are fits with resonant profiles. Figure adapted from Ref. [43]
To relate these observations to the electronic bands in the moiré superlattice, it is
also convenient to extract the value of the optical conductivity σ(ω) for the optically
active regions. In the local approximation, where the optical conductivity is taken to
be independent of q and contributions from reciprocal lattice vectors are neglected, the
longitudinal dielectric function [30] is given by2 ε(q, ω) = 1 + iqVq,ω σ(ω)ω where Vq,ω is
the 2D Fourier transform of the Coulomb potential, in which the effects of the optical
response at frequency ω of the hBN crystal slab surrounding the TBG sample are
included, as well with the finite thickness of the hBN slabs. Finite thickness effects are
important close to the upper edge of the hBN reststrahlen band where the hBN in-
plane permittivity vanishes and the out-of-plane decay length of the mode diverges (See
2This expression for the longitudinal dielectric function is a result of the random phase approxi-
mation. The random phase approximation will be introduced and discussed in Chapter 2.
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Section 1.1.4). Neglecting the finite thickness of hBN would lead to a wrong dispersion
relation, yielding a collective mode that does not enter the upper reststrahlen band.
Collective modes can be found by solving ε(q, ω) = 0. From the measured collective
excitation dispersion, it is possible to find find the imaginary part Im [σ(ω)] of the local
conductivity, using the expression σ(ω) = iω/q2Vq,ω and neglecting the imaginary part
of q.







where W0 is a fitting parameter with dimensions of energy. Using this expression
yieldsW0 ≈ 1100 meV (that would correspond, for two uncoupled single-layer graphene
sheets, to a Fermi energy EF ≈ 550 meV in each layer) and a very poor fit. This
confirms that these experimental data data are not consistent with a regular intraband









with Wexp and Ωexp fitting parameters. Fitting this function yields ~Ωexp ≈ 180 meV
and a spectral weight Wexp ≈ 300 meV for both presented datasets. The real part of
the optical conductivity is recovered recalling that, because of causality, Re[σ(ω)] and
Im[σ(ω)] are related by the Kramers-Kronig relations [30]. The theoretical justification
for the resonant lineshape extracted from the experimental data and for the values of
Ωexp and Wexp depends on the details of the moiré electronic bands of TBG, whose
theory will be presented in Chapters 2 and 3. A qualitative explaination of the origin
of the resonant lineshape Eq. (1.28) follows by knowing that certain moiré energy bands
of TBG — as calculated in Chapter 3 — show what is called “band nesting”, which is
the phenomenon of two electronic energy bands being parallel in the energy-wavevector
space. In particular, band nesting in TBG occurs near the K point of the superlattice
Brillouin zone. Close to the K point in TBG, different couples of bands —– say ν and
ν ′ — are such that ∇kεkν ≈ ∇kεkν′ in a range of values of k. In other words, the bands
are parallel to each other for a wide range of crystal wavevectors k. The joint density
of states for these pairs of bands is large at the transition frequency and the resultant
optical absorption spectrum Re [σ(ω)] has a peak at a near frequency ~Ωth. Now,
the resonant lineshape introduced in Eq. (1.28) yields, through the Kramers-Kronig
relations:




δ(~ω − ~Ωexp) + δ(~ω + ~Ωexp)
2
, (1.29)
which evidently has two peaks at energies ±~Ωexp. From this simple argument it follows
that the resonant lineshape introduced empirically in Eqs. (1.28) and (1.29) represent
the peak seen in the microscopically calculated (i.e. thanks to the theory developed in
Chapter 2) optical conductivity σ(ω) at frequency ~Ωth.
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1.3 Transport in two-dimensional topological insula-
tors
In this Section we introduce the concept of topological phase of matter by discussing
its peculiar physical properties along with the experiments devised to probe such prop-
erties. Topological phases of matter exhibit unique experimental signatures which are
insensitive to disorder and smooth variations in materials parameters. These proper-
ties do not change unless the system passes through a quantum phase transition, and
can be understood as emerging from the peculiar topological structure of the electronic
quantum state. Recently, topological phases have also gained a lot of appeal because of
their potential practical applications: indeed, it has been proposed that a topological
quantum computer could employ the 2D quasi-particles of a topological state called
Fractional Quantum Hall state. A major advantage of a topological quantum com-
puter over one using trapped quantum particles is that the former encodes information
nonlocally and hence is less susceptible to local decoherence process [79, 80].
In this section we are going to give a review of different topological phases of
matter from an experimental perspective, postponing a thorough theoretical tracta-
tion to Chapter 4. In particular, we are going to focus on two-dimensional insulating
phases, i.e. phases where a bulk energy gap separates the highest occupied electronic
states from the lowest empty states. In contrast to an ordinary insulator (often also
called “trivial” insulator), the edge of a two dimensional insulator exhibiting topologi-
cal properties, hosts conducting states. Among the topologically non-trivial insulating
phases we can distinguish Chern insulators (and quantum Hall phases), arising when
time-reversal symmetry is broken, and Z2 topological insulators (or quantum spin Hall
phases), whose edge states are protected by time-reversal symmetry [7].
The question underlying the topological classification of insulators is whether all
insulating phases are equivalent to each other, and in particular whether the ensembles
of the valence bands of different insulators can be continuously transformed into each
other without closing the energy gap. An informal argument explaining the origin
of surface (or edge) states present in topological phases is as follows. The vacuum
as well as most conventional insulating crystals are said to be topologically trivial.
At the interface between such a standard insulator and a topological insulator, it is
not possible for the band structure to interpolate continuously between a topological
insulator and the vacuum without closing the gap. This forces the gap to close at this
interface leading to metallic edge states of topological origin.
1.3.1 Quantum Hall effect and Chern insulators
A first example of a topologically non-trivial insulating state is the integer quantum
Hall state [82], which occurs when electrons confined to two dimensions are placed in
a strong magnetic field. The non-trivial topological properties of quantum Hall states,
in practice, are observed in transport experiments. The latter is also true for the other
topological materials considered in this Thesis. The quantum Hall effect was first
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Figure 1.11: Panel (a): Hall conductivity σxy (red curve) and longitudinal resistivity ρxx
(green curve) of graphene as a function of particle concentration at magnetic field B = 14 T
and temperature T = 4 K. σxy = ±2e2(2n+1)/h is calculated from the measured dependences
of ρxy(Vg) and ρxx(Vg) as σxy(Vg) = ρxy(Vg)/(ρ2xy(Vg) + ρ2xx(Vg)). Inset: σxy in bilayer
graphene, where the quantization sequence is normal and occurs at integer multiples of 4e2/h.
Panel (b): Quantum anomalous Hall effect in the hysteresis loops for the Hall resistance of
twisted bilayer graphene at various temperatures and at particle density n = 2.37×1012 cm−2.
At zero magneric field and low temperatures, the Hall resistance is ±h/e2. Panel (a) adapted
from Ref. [81]. Panel (b) adapred from Ref. [68].
reported for the two-dimensional electron gas in the inversion layer of a silicon metal-
oxide-semiconductor field-effect-transistor at temperature T = 1.5 K and magnetic
field B = 18 T by Klaus von Klitzing [82] in 1980, and earned him the Nobel prize
in 1985. The physical quantity of interest in the quantum Hall effect is the so-called
Hall condictivity σxy, i.e. the ratio between the electric current density along x̂ and
the ŷ-component of the electric field in the sample. In Fig. 1.11(a), we show σxy for
both monolayer graphene and bilayer graphene (inset). The Hall conductivity for two-
dimensional materials in strong magnetic fields is quantized to integer values of the
“conductance quantum” e2/h. In particular, for a material with linearly dispersing
bands such as graphene, σxy = (n + 1/2)e2/h with n ∈ Z and n 6= 0, whereas for a
material with parabolic band dispersion, such as aligned bilayer graphene σxy = ne2/h,
with n ∈ Z. The previous expressions for the Hall conductivity should be multiplied
by the appropriate degeneracy factor g, if needed. The quantization of σxy has been
measured to 1 part in 109, making it very appealing for metrological applications. This
precision is a manifestation of the topological nature of σxy.
The non-vanishing Hall conductance σxy is due to the aforementioned edge states,
which are necessarily present at the interface between a topological material and a
trivial insulator. Indeed, it is known from the theory of ballistic transport (see Sec-
tion 4.1) that each transport mode adds a factor of e2/h to the conductivity. From this
consideration it follows that the integer n of conductance quantums e2/h to which σxy
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is quantized in the quantum Hall effect is just the number of edge states in the system.
Insulating states with perfectly conducting edge modes are not exclusive to the
case of quantum Hall effect. D. Haldane, in the 1988 work of Ref. [83] proposed a
lattice model for a topologically non-trivial band insulator exhibiting the same edge
behaviour as the quantum Hall states in absence of external magnetic field. Systems
such as the one presented in Ref. [83] are called Chern insulators. The trick to obtain a
topologically non-trivial lattice model is to break time-reversal symmetry by means of
complex hopping parameters in the lattice model. In a way, the role that the magnetic
field has in quantum Hall states is replaced by the complex hopping parameters in
Chern insulators. In Fig. 1.11(b) we show the experimental observation of a Chern
insulating state in twisted bilayer graphene aligned with the hBN substrated.
The perfect quantization of σxy in quantum Hall systems and Chern insulators can
also be understood on more physical grounds by looking at the nature of the edge
states themselves. It is indeed possible to show that the edge states of a quantum Hall
system or Chern insulator are chiral, i.e. they can flow along the edge only in one of
the two possible directions. In this way, an electron traversing the edge of the sample
cannot be scattered in the direction opposite to his current motion simply because,
due to the chirality of the edge mode, there are no available states for transport in the
opposite direction.
1.3.2 Two-dimensional topological insulators
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Figure 1.12: Panel (a): measures of non-local resistance as a function of the gating
voltage in CdTe/HgTe/CdTe quantum wells of different width. Devices III and IV are in the
topological regime, and the non-local resistance is roughly h/(2e2) (see inset). On the other
hand, devices I and II are in the trivial insulating regime, showing much higher resistances.
Panel (b): non-local resistance in WTe2 crystals approaching the quantized value h/(2e2)
expected in 2DTIs. Panel (a) adapted from Ref. [84]. Panel (b) adapted from Ref. [52].
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Since the Hall conductivity σxy is odd under time-reversal symmetry, the topologi-
cally non-trivial states described above can only occur when the time-reversal symme-
try is broken. However, the spin-orbit interaction allows a different topological class
of insulating band structures when time-reversal symmetry is unbroken [85, 86]. The
key to understand these new topological materials, called Z2 insulators, or simply Two
Dimensional Topological Insulators (2DTIs) is to examine the role of time-reversal sym-
metry for spin 1/2 particles. This is going to be accomplished in Chapter 4, whereas
this Section is devoted to a discussion of the experimental observations concerning Z2
topological insulators.
Very much like quantum Hall systems, 2DTIs are electron systems with a gap in
the bulk density of states and conducting edge states. However, because of the unbro-
ken time-reversal symmetry, and in contrast to quantum Hall systems, the edge states
of 2DTIs display helicity, i.e. the electrons can flow in both directions, but particles
with opposite spin polarization are forced to flow in opposite directions along the edge.
Kramers theorem, which is valid when time-reversal symmetry is present, implies that
in the absence of many-particle effects, Anderson disorder in a 2DTI cannot induce
back-scattering at a 2DTI edge, yielding conductance quantization against elastic dis-
order [7, 8, 87, 88, 89, 90]. Evidence for the edge modes of 2DTIs has been reported
in many systems, but the conductance quantization in such 2DTIs is far from being
perfect like in the case of quantum Hall systems.
After the theoretical prediction in Ref. [88] that an appropriately enginereed semi-
conducting heterostructure of CdTe/HgTe/CdTe could be a 2DTI, the Authors of
Ref. [84] reported evidence for an edge state state in this system. As shown in
Fig. 1.12(a), the four-terminal resistances of micrometer-scale HgTe/CdTe samples
in the 2DTI regime are approximately 2e2/h, i.e. the value expected for helical edge
transport in the ballistic regime. In contrast, for a sample with a thickness of the HgTe
layer of smaller than 6.3 nm, the critical thickness to have a 2DTI in this system, the
resistance increases to the order of mega ohms, consistent with the insulating behavior
expected for the topologically trivial regime. Further evidence for helical edge trans-
port in HgTe quantum wells was obtained from non-local transport in micrometer-sized
devices with various geometries [91, 92]. Even for micrometer-sized 2DTI samples, how-
ever, the quantisation of the edge conductance is much less precise than the quantum
Hall effect. Another class of semiconducting heterostructures, InAs/GaSb quantum
wells, were also predicted [93] to be 2DTI candidates. The evidence for edge transport
in these systems were firstly reported in Ref. [94] and [95], despite the fact that the
parallel bulk conduction had to be subtracted from the total conductanc. The Authors
of Ref. [96] subsequently managed to use Si-doping to suppress the bulk conductivity
and observed quantised edge channel conductance with a precision level of ∼ 1%.
Semiconducting heterostructures were extensively studied in the low-temperature
regime (below 4 K) [84, 96] because of their small energy gap. For channel lengths L
shorter than ∼ 1 µm, fluctuations of the conductance around the quantized value 2e2/h
were observed as a function of the back gate voltage. For longer channels, even the
average conductance was found to deviate from 2e2/h and even totally suppressed [97],
when the edge was perturbed by a scanning tip.
Another class of materials exhibiting 2DTIs signatures is atomically-thin TMDs
26 Introduction to relevant theoretical and experimental facts
crystals such as WTe2. ARPES experiments such as the one in Ref. [98] showed
that a WTe2 monolayer has a bulk energy gap of 55 meV, much larger than those
in HgTe/CdTe and InAs/GaSb quantum wells. The existence of edge channels in
WTe2 monolayers has been confirmed thanks to transport measurements as the one in
Ref. [52]. The resistance of WTe2 samples with different channel lengths as a function
of the gate voltage is showed in Fig. 1.12(b). Edge states in WTe2 were also directly
imaged thanks to microwave impedance microscopy in Ref. [53]. At the present day,
monolayers of WTe2 exhibit [52] conductance quantization up to 100 K, making them
the 2DTIs existing at the highest temperatures up to date, though displaying quanti-
zation only in short channels (L . 100 nm).
2
Twisted Bilayer Graphene
This Chapter is dedicated to twisted bilayer graphene, a two-dimensional material
which in recent years gained exceptional amounts of attention in the condensed matter
community. The salient experimental observations on TBG have been presented in the
introductory Chapter 1. This Chapter, on the other hand, is going to deal with the
theoretical modeling of TBG.
Twisted bilayer graphene [3, 4, 59, 60, 61, 62, 63, 64] is a system consisting of two
graphene sheets stacked one on top of each other, with a relative rotation of the crystal
axes quantified by the twist angle θ. The physics of the two-dimensional electron system
roaming in TBG with twist angles θ . 3◦ is dominated by a triangular moiré pattern
of periodicity ≈ a/θ[rad], where a ≈ 0.246 nm is the lattice constant of monolayer
graphene (see Section 1.1.1). In this case, the energy spectrum is well described by
a continuum model [3] which accounts for the long-range moiré modulations of the
inter-layer tunneling amplitudes.
At twist angles of ≈ 1◦, the continuum model [3] predicts the existence of a pair
of remarkably flat bands, with a bandwidth of less than 20 meV, close to the charge
neutrality point (CNP), where the Fermi level of an undoped sample lies. These bands
exhibit a linear dispersion around the moiré Brillouin zone corners, with a twist-angle-
dependent Fermi velocity ~vF(θ). The largest angle θ? satisfying ~vF(θ?) = 0 is called
the first magic angle (or simply magic angle) [3]. For systems with twist angles close to
the magic one, the bandwidth of the flat bands reaches its minimum, ensuring a large
density of states and strengthened electron-electron (e-e) interactions.
Research on TBG is mostly focussed on the regime where the twist angle θ is
close to the magic angle because of the interesting many-body effects arising in such
systems. An exception to this trend worth mentioning, concerns investigations on the
regime where the twist angle θ ≈ 30◦ [99, 100, 101, 102]. In this case, the overlaid
hexagonal lattices are mapped onto a 12-fold rotationally symmetric quasicrystalline
lattice without any translational symmetry. These systems are interesting because
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of the interplay between the quasicrystalline order and the relativistic nature of the
massless Dirac particles of graphene.
The theoretical description of TBG can be accomplished thanks to different models
and approximations. Each of them is going to be thoroughly presented, along with
its strengths and its weakeness, in Section 2.1 of the present Chapter. These models
are going to be the starting point for any of our subsequent theoretical investigation
of TBG. The next Sections of the Chapter are dedicated to review the Hartree theory
(Section 2.2), and the linear response theory (Section 2.3) for translationally invari-
ant systems. These analytical results are going to be applied to the case of TBG in
Chapter 3. The Chapter is concluded by Section 2.4, where we present the numerical
techniques and algorithms that we have used to develop the codes used to obtain many
of our the results in Chapter 3.
2.1 Single particle theory of twisted bilayer graphene
In this Section we present two different ways to model TBG which are commonly used
to calculate its electronic states. We will start with a tight-binding model describing the
Carbon atoms in each of the graphene layers. From a conceptual point of view the tight-
binding model is straightforward, as it models TBG down to the atomic scale. From a
practical point of view, however, the tight-binding model may not be convenient at all,
as the dimension of the problem to be solved explodes as the twist angle is reduced.
For this reason, a low-energy continuum model is often preferred to the tight-binding
model. The continuum model of TBG will be derived in Section 2.1.2, and describes
the TBG by retaining only the long-wavelength components of the tight-binding model.
2.1.1 Tight binding model
The tight-binding model of TBG is the natural extension of the atomistic lattice model
of graphene presented in Section 1.1.1. In this Thesis we will use the indexing notation
` = ±1 for layer 1 and 2, respectively. Layer 1 is always assumed to be rotated by θ/2
and layer 2 by −θ/2 so their relative twist is θ. This can be accomplished by rotating
graphene’s primitive translation vectors and sub-lattice basis vectors with the 2 × 2
rotation matrix
R`(θ/2) = cos(θ/2)12×2 − i sin(`θ/2)σy . (2.1)
Here and in the following, 12×2 is the identity matrix and σi with i = {x, y, z} is
the ordinary 2 × 2 i-th Pauli matrix. For convenience, we also copy the expression of
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where a ≡ a0
√
3 = 0.246 nm is the lattice parameter of monolayer graphene. The
atoms’ positions in twisted bilayer graphene are therefore:
Rn,`,τ = n1ã1,` + n2ã2,` + dτ,` with n ≡ (n1, n2) ∈ Z× Z , (2.3)
where dτ,` is the basis vector of the sublattice τ in layer ` and the vectors ã1/2,` are
primitive translation vectors of the graphene lattice in layer `
ã1/2,` = R`(θ/2) ·a1/2 . (2.4)



























, if layer = 2 and sub-lattice = A .
0 , otherwise .
(2.5)
The choice of the primitive translation vectors as in Eq. (2.4) and basis vectors as in
Eq. (2.5) is such that in the limit θ → 0 one obtains AB-stacked bilayer graphene. In
the following, sums over the index n appearing in Eq. (2.3) should be intended as∑
n
[ · · · ] =
∑
n1,n2∈Z
[ · · · ] . (2.6)
We now discuss under which conditions, i.e. for which twist angles θ, atoms
arranged according to Eq. (2.3) form a translationally invariant structure. From
Eqs. (2.4) and (2.5) it follows that at the origin a site of sub-lattice A for layer 1
exactly overlap with a site of sub-lattice B for layer 2 (AB-stacking). Now, a necessary
and sufficient condition for translational invariance is the existence of a vector t such
that at t, again, an A site of layer 1 overlaps with a B site of layer 2. Different ways
of derive the entire set of angles satisfying this condition were presented in literature
[60, 61, 64]. In each of these works, the crystalline angles (i.e. the twist angles for
which TBG is translationally invariant) are labelled by two integer indexes and due
to the symmetry properties of graphene are defined just from 0 to π/3. Following the
notation of Ref. [64], the crystalline angles are defined by the following relation
θc(m, r) = arccos
(
3m2 + 3mr + r2/2
3m2 + 3mr + r2
)
, (2.7)
m and r being positive coprime integer numbers. From the integers m and r descend
all the information concerning the geometry of crystalline TBG. In particular, it is
possible to show that the primitive translation vectors of the moiré superlattice of
TBG at twist angle θc(m, r) are
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where the moiré periodicity λM depends on the two coprime integersm and r appearing
















Here, gcd(x, y) is the greatest common divisor between the integers x and y.
As evident from the equations above, the symmetry of the moiré superlattice of TBG
is triangular. To obtain the energy bands of TBG in the tight-binding approximation it
is necessary to write down the Hamiltonian of the system and exploit Bloch’s theorem
to diagonalise it. We start by defining the localized atomic orbitals |n, `, τ〉, which are
centered at the point Rn,`,τ = n1ã1,` +n2ã2,` +dτ,` with n ≡ (n1, n2) ∈ Z×Z. We are
going to write the tight-binding Hamiltonian of TBG in a basis formed by the states
|n, `, τ〉, whose wavefunction is
〈r|n, `, τ〉 = φ(r −Rn,`,τ ) , (2.9)
where φ(r) is the wavefunction of a pz orbital of the Carbon atom centered at the
origin. The atomic orbitals are assumed to be orthogonalized according to
〈n, `, τ |n′, `′, τ ′〉 = δn,n′δ`,`′δτ,τ ′ . (2.10)
The Hamiltonian of TBG can be expressed as a sum of intra-layer and inter-layer
contributions. We will write tha intra-layer Hamiltonian — the contribution account-
ing for every hopping process happening within the same layer, — in the two-center
approximation, and retaining only the nearest-neighbour contributions, as done in Sec-
tion 1.1.1 in the case of monolayer graphene. With these approximations in order, the








|m, `, τ〉〈n, `, τ ′|(1− δτ,τ ′) , (2.11)
with the hopping t being given by
−t ≡
∫
dr φ∗(r)V (r − dτ,1)φ(r − dτ,1) =
∫
dr φ∗(r)V (r − dτ,2)φ(r − dτ,2) , (2.12)
and V (r) being the spherically-symmetric potential of a Carbon atom centered at the
origin. The sum over 〈m,n〉 runs over neighbouring orbitals, i.e. the states |m, `, τ〉
and |n, `, τ ′〉 in Eq. (2.11) corresponding to neighbouring orbitals.
We now move on to discuss the inter-layer term, accounting for hopping processes
between two different layers and schematically represented in Fig. 2.1. In the tight-
binding framework we should describe the energy involved in the tunneling of electrons
between orbitals in different layers. We require this energy to be dependent on the
distance r between the two orbitals and on the sublattice index of the initial and final
states (τ ′ and τ , respectively), but not on the initial and final layers. The inter-layer
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Figure 2.1: Schematic representation of the inter-layer hopping terms in the tight-binding
model of twisted bilayer graphene.
tunneling energy will be denoted by the symbol hτ,τ ′(r). An explicit form of hτ,τ ′(r)
can be obtained by approximating the transfer integrals between different orbitals φ(r)
mediated by the spherically-symmetric atomic potential V (r). An empirical form of
the transfer integral between two pz orbitals of Carbon atoms whose distance is r is
given by the Slater-Koster approximation and is [103]












) |r · e⊥|2
‖r‖2 , (2.13)
where λ ≈ 0.184a is a fitted parameter for the decay length of the hopping energy,
d⊥ = 1.36a is the distance between the two layers of graphene, −t is the transfer
integral already showed in Eq. (2.12), and t⊥ is given by
t⊥ ≡
∫
dr φ∗(r)V (r − êzd⊥)φ(r − êzd⊥), (2.14)
i.e. t⊥ is the transfer integral between two pz orbitals which are one on top of the other
at a distance d⊥. In the literature, the integrals from which the hopping parameters
−t and t⊥ are derived are also known as V (ppπ) and V (ppσ), respectively (see e.g.
Ref. [17], Chapter 5). Since the inter-layer hopping energy is exponentially decreasing
as a function of ‖r‖, as showed in Eq. (2.13), hopping processes between atoms at
distances ‖r‖  λ can be safely neglected. The latter is a necessary approximation
for numerical calculations. The numerical values used in this Thesis for the hopping
energies t and t⊥ are 2.7 eV and 0.48 eV, respectively [103].
In the Slater-Koster approximation which we have just discussed, the hopping en-
ergy between an orbital centered at Rn,`,τ and an orbital centered at Rn′,`′,τ ′ is
hτ,τ ′(Rn,`,τ −Rn′,`′,τ ′) ≡ h̃(Rn,`,τ −Rn′,`′,τ ′), (2.15)








hτ,τ ′(Rn,`,τ −Rn′,`′,τ ′)|n, `, τ〉〈n′, `′, τ ′|. (2.16)
32 Twisted Bilayer Graphene
The full Hamiltonian of TBG is then given by summing intra-layer term Eq. (2.11) and









We stress that the previous expression is valid in general, but if the twist angle θ is a
crystalline angle, i.e. it belongs to the set spanned by Eq. (2.7), then the Hamiltonian
Eq. (2.17) is translationally invariant.
For a translationally invariant Hamiltonian, one can define the primitive translation
vectors t1 and t2, which in the case of TBG are given by Eqs. (2.8). Bloch’s theorem
assure that a translationally invariant Hamiltonian can be diagonalized in the basis of
Bloch states. By taking the expectation value of Eq. (2.17) between the Bloch states,
and using the definitions in Eqs. (2.11), (2.16), the orthogonalization conditions (2.10)
and the translational invariance it is possible to obtain the matrix element of the TBG
Hamiltonian in the basis of Bloch states, which is derived in full detail in Section 2.4.1
for the case of TBG. The matrix elements of the tight-binding Hamiltonian of TBG
are used to numerically obtain the energy spectrum, as explained in Section 2.4.1. In
any event, the physical informations of the tight-binding model of TBG are much more
clearly seen in the formulation of Eqs. (2.11),(2.13) and (2.16).
It is important to stress that the tight-binding model of TBG is valid for any
crystalline twist angle, i.e. for any twist angle which can be obtained by the relation
in Eq. (2.7), and it is not restricted to small twist angles, as for the continuum model
presented in the following Section. Furthermore, we now show that the crystalline
angles are dense in the interval [0, π/3), implying that the tight-binding model in
principle can be used to describe arbitrarily well any twisting configuration.
By defining x ≡ m/r, Eq. (2.7) can be written as:
θc(x) = arccos
(
3x2 + 3x+ 1/2




3x2 + 3x+ 1/2
3x2 + 3x+ 1
]
. (2.18)





: R+ −→ (1/2, 1] is invertible, as well as the
function arccos : (1/2, 1] −→ [0, π/3), it follows that θc(x) is invertible. From the last
consideration and because the set {x = m/r|m, r coprimes ∈ N} = Q+ is dense in R+,
then we have that {θc(x)|x ∈ Q+} is dense in [0, π/3). In physical terms this means
that even if TBG is twisted by an angle θ not belonging to the set of crystalline angles,
we can always find an arbitrarily close twist angle θ′ which is in the set of crystalline
angles. In other words, even if TBG is not in a translationally invariant configuration,
it is anyway infinitesimally close to a periodic configuration. The tight-binding model
of TBG can therefore describe virtually any twisting configuration. Despite this last
observation, in practice it happens that the eigenvalue problem associated to the tight-
binding model is often numerically intractable (see e.g. the discussion in Ref. [61] on
the size of the unit cell for tight-binding TBG). For this reason the tight-binding model
is often discarted in favour of the continuum model of TBG, which we now derive.
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Figure 2.2: Moiré Brillouin zone of twisted bilayer graphene. The continuum model is a
k ·p expansion around the K` valley of layer `. The blue (red) lines are edges of the Brillouin
zone of layer 1 (2). The energy band structures shown in Figs. 3.1 and 3.7 are computed along
the K-Γ-M -K path highlighted here.
2.1.2 Continuum model
In this Section we present a derivation of the continuum model [3, 104] used extensively
in this Thesis to describe electrons roaming in the TBGmoiré superlattice. The starting
point to derive the continuum model are the tight-binding intra-layer Hamiltonian,
Eq. (2.11), and inter-layer Hamiltonian, Eq. (2.16).
We start the derivation of the continuum model by introducing the Bloch sums of
the localized atomic orbitals |n, `, τ〉




eiRn,`,τ ·k|n, `, τ〉 . (2.19)
At fixed layer ` and sub-lattice τ , Eq. (2.19) describes Bloch states with the peri-
odicity of the Bravais lattice of Carbon atoms in the `-th layer, and k belongs to the
Brillouin Zone of the monolayer graphene in layer `. These Bloch sums do not diag-
onalize the TBG Hamiltonian, and are are analogous to the ones used for the single
layer case in Eq. (1.3).
Starting again with the intra-layer contribution we note that, at fixed layer index
`, the procedure to obtain the low-energy continuum intra-layer Hamiltonian from the
tight-binding Hamiltonian Eq. (2.11) is described and explicitly carried out in Chapter
1 of Ref. [2], to which we refer. The core of this procedure is the calculation of the
Taylor expansion of the matrix elements 〈k, `, τ |Ĥ(`)intra|k, `, τ ′〉 around k ≈ k`D, with k`D
being the position at which the Dirac cone of layer ` is centered. With the primitive




R`(θ/2) · (1, 0) , (2.20)
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where R`( · ) is the rotation matrix defined in Eq. (2.1).
With the choice of primitive translation and basis vectors ã1/2,` and dτ,` as in
Eq. (2.4), and Eq. (2.5) we have
〈k, `, τ |Ĥ(`)intra|k, `, τ ′〉 ≈ ~vF [R`(−θ/2)(k −K`)] · (−σx, σy). (2.21)
Here, (−σx, σy) is a vector of ordinary 2×2 Pauli matrices, ~vF =
√
3|t|a/(2~) ' 0.87×
106m/s is the Fermi velocity of monolayer graphene—corresponding to the nearest-
neighbor hopping energy of |t| = 2.7 eV adopted in the tight-binding model of graphene
presented in the previous section—and K` is the position of graphene’s valley K`















We now move on to discuss the inter-layer Hamiltonian of the continuum model.
In the tight-binding framework we have described the energy involved in the tunneling
of electrons between orbitals in different layers in Eq (2.13) so that the inter-layer








hτ,τ ′(Rn,`,τ −Rn′,`′,τ ′)|n, `, τ〉〈n′, `′, τ ′|. (2.23)










eiq · rhτ,τ ′(q) , (2.24b)
where the integral is performed over the area A of the 2D system and Ωu.c. is the area









whereG` is an integer linear combination of the reciprocal lattice vectors corresponding
to the primitive vectors of graphene ã1,` and ã2,`, defined in Eq. (2.2). With the
help of previous equations and recalling that the orbitals are centered at positions
Rn,`,τ = n1ã1,`+n2ã2,`+dτ,`, we can express the matrix element 〈p, `, τ |Ĥ(`,`
′)
inter |k, `′, τ ′〉
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in the following form [105]:





































i(G` ·dτ,`−G`′ ·dτ ′,`′ )hτ,τ ′(p+G`) .
(2.26)
The matrix elements of the inter-layer Hamiltonian in the Bloch basis are thus expressed
as a sum over the reciprocal lattice vectors of monolayer graphene G` and G`′ of a
phase factor ei(G
` ·dτ,`−G`′ ·dτ ′,`′ ) multiplied by the Fourier transform of the inter-layer
potential hτ,τ ′(p+G`). A drastic simplification can be performed [3], by truncating the
(infinite) sums over reciprocal lattice vectors in the previous equations. The truncation
is justified as long as the inter-layer potential hτ,τ ′(p+G`) is small enough. In practice
it is possible to show [3] that when the twist angle θ is small enough, for a low-
energy description of TBG only a very small number of reciprocal lattice vectors can
be retained. We now recall that a basis of reciprocal lattice vectors for the monolayer
graphene {g̃1,`, g̃2,`} in layer ` is defined via the usual relation ãi,` · g̃j,` = 2πδij. The
Authors of Ref. [3] showed that for small twist angles it is sufficient to truncate the
sums over G` and G`′ in Eq. (2.26) to the following three terms
• G` = G`′ = 0,
• G` = g̃1,` and G`
′
= g̃1,`′ ,
• G` = −g̃2,` and G`′ = −g̃2,`′ .
This truncation defines the phase factors ei(G
` ·dτ,`−G`′ ·dτ ′,`′ ) and values of hτ,τ ′(p+G`)
used in the continuum approximation of TBG. To be quantitative, a last piece of
information needed is the analytical form of the inter-layer tunneling potential hτ,τ ′(p+
G`). This can be derived from Eq. (2.13), but it turns out that the details of the
inter-layer hoppings are actually quite irrelevant. Since the continuum model is an




`) ≈ hτ,τ ′(p+G`), so that the continuum model is controlled by two effective
parameters u1 and u0, defined as
u0 ≡ hτ,τ (k`D +G`) = hτ,τ (k`D), (2.27a)
u1 ≡ hτ,τ ′(k`D +G`) = hτ,τ ′(k`D) τ 6= τ ′, (2.27b)
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where the second equality in both of the previous equations holds true because the
vectorsG` retained in the summation satisfy that property. This implies that instead of
the full analytical form of hτ,τ ′(r) one just needs a tiny number of characteristic energy
scales. These can be obtained both through tight-binding approximations such as
Eq. (2.13) or the one in Ref. [104] of or density functional calculations [106]. Replacing


































⊗ |k +G2, `〉〈k, `′|
(2.28)
where the 2 × 2 matrices account for sub-lattice degreees of freedom, and u1 and u0
are the inter- and intra-sublattice hopping energies, respectively. Finally, we have
introduced the vectors {G1,G2}, which are a basis for the primitive vectors of the
moiré reciprocal lattice defined by the continuum model,


















Thanks to the intra-layer and inter-layer contributions in Eqs. (2.21) and (2.28), and
exploiting the Bloch states Eq. (2.19) to switch to the real-space representation, we







where we have defined


































Here, r̂ and p̂ are the position and momentum operators, respectively.
It is interesting to compare the moiré lattice defined in the tight-binding model of
TBG, which is summarised in Eqs. (2.8) and the one defined by the continuum model,
whose periodicity can be extracted by Eq. (2.29).
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Both the continuum and the tight-binding models of TBG describe electrons roam-
























for the continuum model.
Scanning tunneling microscopy experiments [70, 71, 72, 73] on TBG find structures
with periodicity consistent with the relation ≈ λcM = a2 sin( θ2) .
Now, by using the trigonometric relation cos(θ) = 1−2 sin2(θ/2), and the crystalline












2 + 3mr + r2/2







3m2 + 3mr + r2
. (2.34)
Thanks to the previous equation, it is easy to show that the ratio between the two







which is equal to 1 only if r = 1. The different periodicity between moiré patterns
described in tight-binding and continuum models is explained by the fact that, at
small twist angles, the general moiré lattices described by the tight-binding model are
are almost periodic repetitions of the structures with r = 1 described by the continuum
model and measured in scanning tunneling microscopy experiments [70, 71, 72, 73]. For
a more in-depth discussion of these issues we refer to Ref. [64].
2.2 Electron-electron interactions and the Hartee ap-
proximation
In the preceding Sections, we presented one-particle models of TBG, i.e., models in
which the Coulomb interaction between electrons is neglected. In many materials, the
one-particle picture yields the correct qualitative description of the electronic proper-
ties and is modified only quantitatively if one includes the electron-electron interactions
within perturbation theory. In Section 1.2, however, we have reviewed different exper-
imental observations in TBG whose origin can be linked to the presence of strong
electron-electron interactions in the case of twist angles close to the magic angle. For
this reason, in the original work presented in Chapter 3, we have included the effects
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of the electron-electron interactions in TBG making use of the Hartree approximation,
which we now review.
Historically, the Hartree approximation provided the starting point for many-body
theories of electronic systems. The basic idea behind the Hartree approach can be
described as an attempt to approximate the ground-state wavefunction of the inter-
acting system by that of an Hamiltonian where electrons move under the influence
of an effective nonlocal potential. In reality each electron experiences the Coulomb
potential created by all other electrons at a given point. This potential is in fact local
but varies in time in an unpredictable manner. The Hartree approximation attempts
to replace the time-dependent potential by a static one that gives a good description
on the average. In this sense it is a mean field theory.
In the Hartree theory of N interacting electrons, the ground-state wavefunction of
the many-body system |Ψ〉 is expressed as simple tensor product of orthonormalized
one-electron orbitals |φi〉
|Ψ〉 = ⊗Ni=1|φi〉. (2.36)












where Ĥi is the one-particle Hamiltonian of the i-th particle. For the sake of simplicity
we assume that Ĥi = Ĥ0 ∀ i = 1, · · · , N . The Hartree approximation consists in
finding the orbitals |φi〉 minimizing the expectation value 〈Ψ|Ĥee|Ψ〉. Now, suppose
that |Ψ〉0 = ⊗Ni=1|φi〉0 is the minimizer, i.e. the product state for which the minimum
E0 ≡ 0〈Ψ|Ĥee|Ψ〉0 is reached. It is possible to show through standard variational
techniques (see e.g. Ref. [17], Chapter 4 ) that the minimizer orbitals |φi〉0 are the








|φi〉0 = εi|φi〉0, (2.38)







1 + exp[(εj − µ)/kBT ]
|〈r|φj〉0|2, (2.39)
with the assumption that the electron system is enclosed in a volume V and is in
equlibrium at chemical potential µ and temperature T . Equation (2.38) appears as
a simple eigenvalue equation depending on the particle density n(r), Eq. (2.39). The
particle density Eq. (2.39), on the other hand, depends on the solution of the Hartree
relation Eq. (2.38). These two equations, i.e. the particle density in Eq. (2.39) and the
Hartree relation in Eq. (2.38) are therefore coupled, and have to be solved simultane-
ously so that the solution is consistent. For this reason, the orbitals solving Eqs. (2.38)
and (2.39) are known as “self-consistent” solutions of the Hartree approximation.
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In a translationally invariant system described by the periodic Hamiltonian Ĥ0,
we look for one-particle orbitals |kν〉 of the Bloch form, so that the Hartree relation
Eq. (2.38) to be solved is (
Ĥ0 + V̂H
)
|kν〉 = εkν |kν〉 . (2.40)
From Eq. (2.38) we have isolated the Hartree potential






The Fourier expansion of the Coulomb interaction reads as following
e2






iq · (r−r′) , (2.42)




Orbitals in the Bloch form depend on the crystal momentum k and band index ν, and
can be expanded in a plane-waves basis as






i(k+G) · r , (2.44)
G being a reciprocal lattice vector and uG(k, ν) being complex Fourier coefficients. The












































1 + exp[(εkν − µ)/kBT ]
∑
G
u†G(k, ν)uG+G(k, ν) , (2.46)
i.e. the Fourier component of the electron density at wave vector G. Now, substitut-
ing Eqs. (2.42), (2.43) and (2.45) into Eq. (2.41), and carrying out simple algebraic












































iG · r ,
(2.47)




d2re−iq · r = δq,0 . (2.48)
To ensure overall charge neutrality due to the positively charged background [30], one
has to exclude the term with G = 0 from the sum in the last term of Eq. (2.47). The last
line of Eq. (2.47) shows that the Hartree potential in a translationally invariant system
can be written as a sum over the reciprocal lattice vectors G of the Fourier components
of the particle density of wave vector G. Tipically, because the denominator in the last
line of Eq. (2.47) grows with |G|, one can limit the sum over G to a small number of
reciprocal lattice vectors G.
From a numerical point of view, in order to find the self-consistent solution to the
Hartree approximation we have mainly worked with the variables nG for each of the
reciprocal lattice vectors G considered. Thanks to an iterative method, described in
full detail in Section 2.4.2, we have updated the Fourier components of the particle
density nG until the self-consistency was reached.
2.3 Linear Response Theory
In this section we are going to introduce the theoretical tools used in this Thesis to
study optical and plasmonic properties of TBG. We are going to derive the theory for
periodic systems, making extensive use of the fact that the single particle eigenstates
of a periodic system are Bloch states, i.e. they can be labeled by two indexes k and
ν, which are known as crystal momentum and band index, respectively. The crystal
momentum k is a vector belonging the Brillouin zone of the system, whereas ν is a







i(k+G) · r, (2.49)
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where V is the electron system volume and the sum over G is a sum over the integer
linear combinations of the reciprocal vectors’ basis. The Bloch wavefunction can be
therefore expanded as a sum of plane waves with wave vector k+G, where k belongs
to the Brillouin Zone of the system and G is a reciprocal lattice vector. From now on,
we assume that the electron system is inside a volume V in D spatial dimensions, and
dDr denote the integration measure in this D-dimensional space. Finally, in order to




1 + exp[(εm − µ)/(kBT )]
, (2.50)
where m is an arbitrary index.
2.3.1 Density-density response function in a periodic system
The density-density response function χnn(r, r′, t) describes how the expectation value




δ(r − r̂i), (2.51)
at point r is affected by an external scalar potential Vext(r′, t) that couples linearly
to the density n̂(r′) at the point r′. The density-density response function appears
whenever one whishes to describe how the free carriers in a material are displaced by
the presence of an electromagnetic field. See e.g. the case of collective excitations in
Section 2.3.3, or the description of the dielectric behaviour of a material in Ref. [30],
Chapter 5.
The Hamiltonian perturbed by the scalar potential Vext(r′, t) is




where Ĥ0 is the unperturbed Hamiltonian. The density-density response function is
defined as [30]
χnn(r, r
′, t) ≡ − i
~
Θ(t)〈[n̂(r, t); n̂(r′)]〉, (2.53)
where Θ(t) is the Heaviside step function and [X̂; Ŷ ] = X̂Ŷ − Ŷ X̂ is the commutator
between the operators X̂ and Ŷ . Denoting with 〈X̂〉 the thermodynamical expectation
value of the operator X̂, it is possible to show [30] that the density-density response
function is related to the time-dependent particle density induced by the perturbation
nind(r, t) ≡ 〈n̂(r)〉V (t)− 〈n̂(r)〉0. (2.54)








′, t− τ). (2.55)
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If electron-electron interactions are present in the system, the induced charge density
creates an additional Coulomb field Vind(r, t) which is superimposed to the external
field. The total resulting potential seen by a test charge is referred to as the screened
scalar potential and is given by







|r − r′| . (2.57)
Since the screened effective potential Vtot(r, t) experienced by a test charge is often
quite different from the bare external potential, it makes sense to define a proper
density–density response function, denoted by χ̃nn(r, r′, t), which gives the induced








′, t− τ). (2.58)















From Eq. (2.55), it follows that the Fourier components of the induced particle density







where Vext(q′, ω) is the Fourier transform of the external potential. With the help
of Eq. (2.58), the induced particle density can be expressed in terms of the Fourier







Density-density response of single particle systems
We now focus our attention to the case where electron-electron interactions are absent
(or ignored). In this case the density-density response function is known as Lindhard
function, and can be conveniently calculated starting from the Fourier transform in
Eq. (2.59). In the following we also assume that the system is periodic.
Because of the periodicity of the lattice, the wave vectors q and q′ can differ at
most by a reciprocal lattice vector, and we can define
χnn(q,G,G
′, ω) ≡ χnn(q +G, q +G′, ω), (2.62)
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with q ∈ the Brillouin Zone, and G, G′ reciprocal lattice vectors. By explicitating the
thermodynamical expectation value in Eq. (2.53) as a sum over the Bloch eigenstates












~ω + εkν − εk′ν′ + iη
×
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~ω + εkν − εk+q−Q,ν′ + iη
×
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u†Γ(k, ν)uG+Γ+Q(k + q −Q, ν ′)
∑
Γ










~ω + εkν − εk+q−Q,ν′ + iη









~ω + εkν − εκ,ν′ + iη
× [M(k, q,G, ν, ν ′)M?(k, q,G′, ν, ν ′)] ,
(2.63)
where η is a small positive infinitesimal (with dimensions of energy), g is the degeneracy
factor, and the reciprocal lattice vector Q, together with the vector κ, satisfy the
relation
κ = k + q −Q (2.64)
with κ lying in the first Brillouin Zone. The relation κ = k + q −Q implements the
folding procedure needed when the vector k + q lies outside the first Brillouin Zone.
In last two equalities in Eq. (2.63), we have also defined
M(k, q,G, ν, ν ′) ≡
∑
Γ
u†Γ(k, ν)uG+Γ+Q(k + q −Q, ν ′), (2.65)
along with its complex conjugate. Notice also that we have used explicitly that the
eigenstates of a periodic system are Bloch states |kν〉 of the form given in Eq. (2.49).
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The matrix elements in Eq. (2.63) are obtained by making use of the real-space repre-
sentation of the Bloch states (2.49) and are given by



















= δκ,k′M(k, q,G, ν, ν ′)
(2.66a)


















′, ν ′)uΓ(k, ν)δκ,k′
= δκ,k′M?(k, q,G′, ν, ν ′)
(2.66b)
In the latter expressions we have used the “folding” relation, Eq. (2.64). The numerical
calculations of the density-density response function of TBG presented in this Thesis
are based upon Eq. (2.63), which is the Lindhard response function. We see that the last
line of Eq. (2.63) is an expression where we require only the eigenvalue decomposition of
the system’s Hamiltonian expressed in the basis of plane waves, i.e. the set of functions
{r 7→ eiG · r|G is a reciprocal lattice vector}.
Electron-electron interactions and the random phase approximation
The expression derived in Eq. (2.63) for the density-density response function is ap-
propriate for a non-interacting crystal. Electron-electron interactions can be brought
into the theory through different approaches [30, 120]. One of the most relevant among
these is the Random Phase Approximation (RPA) [30]. In the RPA, the density-density
response function of a periodic system in presence of electron-electron interactions is
brutally approximated assuming that the response to the sum of the external potential
Vext(q, ω) and induced electrostatic potential Vind(q, ω) is the (formally non-interacting)
Hartree response function χHnn(q,G,G′, ω), i.e. Lindhard function Eq. (2.63) calculated
in the appropriate basis of self-consistent Hartree orbitals (see Section 2.2). In the RPA,
therefore, the the proper density-density response function of the interacting system is
obtained by calculating the Hartree response function, and then using the relation
χ̃RPAnn (q,G,G
′, ω) ≡ χHnn(q,G,G′, ω). (2.67)
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2.3.2 Linear response theory of the conductivity in a periodic
system
The electrical conductivity σαβ(r, r′, ω) of an electron system is defined as the linear
response function connecting the electrical current at position r to the total applied
electric field at position r′, i.e.




′, ω) , (2.68)
where Jelα (r, ω) is the α-th Cartersian component of the electrical current at position
r and frequency ω, Etotβ (r′, ω) is the β-th Cartesian component of the total applied
electric field at position r′ and frequency ω. In this Section, Greek letters will denote
Cartesian indices and the Einstein summation convention over repeated Greek indices
is understood.
The condutivity of a material describes its response to electromagnetic fields and,
as showed in the introductory Section 1.2.2, the measures carried out in the s-SNOM
experiments can be directly linked to the conductivity of the 2D material. In this
Section we review and derive the mathematical expressions of the conductivity used in
the original works presented in Chapter 3.









dDr e−iq · rJelα (r, ω) , (2.70)
Etotqβ (ω) =
∫






dDr e−iq · r
∫
dDr′ eiq
′ · r′σαβ(r, r′, ω) , (2.72)
and V is the electron system volume in D spatial dimensions.
We now consider a system of non-interacting electrons of massm and charge−e < 0,
















where r̂i, and p̂i are the position and momentum operators of the i-th electron, re-
spectively, φ0(r) is an external, static, scalar electric potential, and A1(r, t) is a time-
dependent vector potential perturbation. We note that any time-dependent scalar
perturbation can be written as a vector potential using a gauge transformation [30].
In the spirit of linear response theory [30], we can expand the Hamiltonian with
respect to the perturbation as
Ĥ(t) = Ĥ0 + Ĥ1(t) +O(A21) , (2.74)



































is the perturbation Hamiltonian. Here, {X̂; Ŷ } = X̂Ŷ + Ŷ X̂ is the anticommutator







{p̂i,α; δ(r̂i − r)}
]
. (2.77)
















A1,α(r, t)n̂(r) , (2.78)




δ(r̂i − r) . (2.79)
The expectation value of the current operator is therefore






























Here ρ̂(t) is the density operator of the many-body system, ρ̂0 is its equilibrium value,
and we used the notation of Ref. [30].
By Fourier transforming with respect to space and time, making use of Jelqα(ω) =


















e−iq · r̂i (2.82)













{p̂i,α; n̂q} . (2.83)
The paramagnetic current-current response function in Eq. (2.81) can be written,






εm − εn + ~ω + iη
〈m|Ĵpqα|n〉〈n|Ĵp−q′β|m〉 , (2.84)
where {|m〉} is a complete set of eigenstates of Ĥ0 and εm are the corresponding ener-
gies, η is a small positive infinitesimal (with dimensions of energy).
Conductivity in periodic single particle systems
In a crystal, Bloch translational invariance implies that the wave vectors q and q′ can




αβ (q, ω) ≡ σαβ(q +G, q +G′, ω) , (2.85)
with q in the first Brillouin zone and G, G′ reciprocal lattice vectors. If electron-
electron interactions are neglected, the one particle eigenstates of Ĥ0 are in the Bloch
form |kν〉, and Eq. (2.81) can be recast in the form
σGG
′








] 〈kν|Ĵpq+Gα|k + qν ′〉〈k + qν ′|Ĵp−q−G′β|kν〉
















〈kν|Ĵpq+Gα|k+qν ′〉〈k+qν ′|Ĵp−q−G′β|kν〉+ δαβ〈n̂G−G′〉 .
(2.87)
To find Eqs. (2.86)-(2.87) we used the following mathematical identity:
1





1− ~ω + iη












We now simplify the expression of the conductivity Eq. (2.86), by deriving its local
approximation [17]. The local approximation is appropriate when one is interested in
wavelengths much larger than the periodicity of the system, which in the case of TBG
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and the canonical commutator [r̂α; p̂
(0)
β ] = i~δαβ, one can show that
lim
q→0
T 00αβ (q) = 0 . (2.90)
The local conductivity, defined as
σαβ(ω) ≡ lim
q→0
σ00αβ(q, ω) , (2.91)



























p̂α|kν ′〉〈kν ′| ~m p̂β|kν〉
εkν − εkν′ + ~ω + iη
.
(2.92)
Here, we introduced a degeneracy factor g accounting for possible degeneracies in the





kν . The local conductivity σαβ(ω), in the case ω 6= 0 it is
often also called optical conductivity. The matrix elements appearing in Eq. (2.92) can
be conveniently expressed as
〈kν| ~
m
p̂α|kν ′〉 = 〈ukν |
~
m
[p̂α + ~kα]|ukν′〉 = 〈ukν |∂kαĤ(k)|ukν′〉 , (2.93)
where |ukν〉 are the periodic parts of the Bloch wavefunctions and Ĥ(k) ≡ e−ik · rĤ0eik · r.




αβ (ω) + σ
inter
αβ (ω) . (2.94)
The intra-band contribution (i.e. the first line of Eq. (2.92)) has a simple Drude-type
frequency dependence and is given by











f ′kν(εkν − µ)p〈ukν |∂kαĤ(k)|ukν〉〈ukν |∂kβĤ(k)|ukν〉 , (2.96)
by setting p = 0. In Eq. (2.96), the factor (εkν − µ)p with p a non-negative integer
has been introduced for later convenience, f ′kν denotes the derivative of the Fermi
distribution with respect to its argument. The quantity W(0)αβ is proportional to the
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The inter-band contribution to the optical conductivity is given by









~ω + iη + εkν − εkν′
.
(2.98)
Integrals of the type written in Eq. (2.96) are also useful to calculate the Seebeck
coefficient S, which describes the electrical response to a thermal gradient. Indeed, the
Seebeck coefficient can be written as [107]















f ′kντkν(εkν − µ)p
× 〈ukν |∂kxĤ(k)|ukν〉〈ukν |∂kxĤ(k)|ukν〉 . (2.100)
Here, τkν is the momentum-dependent relaxation time. In the Relaxation Time Ap-
proximation (RTA), where the dependence of τkν on k is neglected by setting τkν ≡ τ ,






The RTA neglects the energy and momentum dependence of the scattering time, but
correctly captures the intrinsic (i.e. band structure) contribution to the Seebeck coef-
ficient.
Conductivity in the random phase approximation
The RPA expression of the electrical conductivity σRPAαβ (q, q′, ω) can be easily obtained
noticing that, if ρind(q, ω) ≡ −enind(q, ω) is the induced charge density, and φtot(q, ω) ≡
−Vtot(q, ω)/e is the total electric potential, Eq. (2.61) is transformed to







Now, using the continuity equation
iq ·Jel(q, ω)− iωρind(q, ω) = 0, (2.103)
and Etot = −iqφtot(q, ω) in Eq. (2.69) we obtain the following relationship between
χ̃nn(q, q








′, ω) . (2.104)
By virtue of the previous equation and the relationship χ̃RPAnn (q,G,G′, ω) ≡ χHnn(q,G,G′, ω),
it is easy to verify that the RPA conductivity σRPAαβ (ω) in the local approximation
Eq. (2.91), corresponds to the non-interacting conductivity Eq. (2.92) calculated with
the basis of self-consistent Hartree orbitals.
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2.3.3 Energy loss function and plasmons
In this Section we conclude the review of the physical quantities derived through linear
response theory which are going to be calculated for TBG in Chapter 3. The energy
loss function (or, briefly, loss function) L(q, ω) is proportional to the probability of
exciting the 2D electron system by applying a scalar perturbation of wave vector q
and energy ~ω. The loss function can be directly measured e.g. via electron-energy-
loss spectroscopy [108] and displays peaks where self-sustained charge oscillations—
i.e. plasmons—can be excited. It also carries information on inter-band transitions and
Landau damping. As mentioned in Section 1.1.3, collective excitations of 2D electron
systems can also be probed by scattering-type near-field optical microscopy.
In a crystal, the loss function is formally defined by [58]





Here, εGG′(q, ω) is the dielectric function of the crystal [30] viewed as a matrix with
indices G, G′ in the space of reciprocal lattice vectors, q lies inside the first Brillouin
zone, and inversion has to be understood as matrix inversion.
In a generic, not-translationally-invariant, electronic system the dielectric function
relates the externally applied electric potential with the total electric potential (i.e.
the sum of the external potential and the Hartree potential)




′, ω) . (2.106)
The dielectric function ε(q, q′, ω) can be related [30, 109] to the proper density-
density response function χ̃nn(q, q′, ω)
ε(q, q′, ω) = δqq′ − e2Lq,ωχ̃nn(q, q′, ω) , (2.107)
where we have assumed that the Coulomb interaction potential Lq,ω does not couple
different wave vectors (i.e. the dielectric environment, which alters the e-e interaction
in vacuum, has translational invariance).
In a crystal, all the response functions can connect wave vectors that differ at most
by a reciprocal lattice vector. We can therefore define
εGG′(q, ω) ≡ ε(q +G, q +G′, ω) = δq+Gq+G′ − e2Lq+G,ωχ̃nn(q +G, q +G′, ω) =
= δGG′ + Lq+G,ω
i(q +G)α(q +G




where q lies in the first Brillouin zone, G, G′ are reciprocal lattice vectors, and in the
equality between the first and second line we have used Eq. (2.104). Using Eq. (2.85)
in the previous equation we immediately get
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As done for the conductivity, we simplify the loss function by calculating its local
approximation. This amounts to neglecting the off-diagonal G 6= G′ terms in the
space of the reciprocal lattice vectors and taking the limit q → 0 in the non-local
conductivity, i.e.
εGG′(q, ω) ≈ δGG′
[
1 + Lq+G,ω ×




By following this procedure and making use of the isotropy of the system, we can
express L(q, ω) solely in terms of the local conductivity limq→0 σ00αβ(q, ω) = δαβσ(ω)
and the interaction potential Lq,ω:
L(q, ω) ≈ − Im
 11 + iq2Lq,ωσ(ω)
ω
 . (2.111)
In a 2D system sandwiched between two half-spaces filled with a dielectric with a






The RPA loss function is given by inserting the RPA conductivity in Eq. (2.111)







or, equivalently, inserting the RPA proper density-density response function χ̃RPAnn (q, q′, ω)
in Eq. (2.107).
2.3.4 Electron-electron interactions beyond the random phase
approximation
Despite its popularity, the RPA is one of the most basic techniques available to describe
the linear response of an interacting electron system. The next degree of approximation
would be the time-dependent Hartree-Fock (TDHF) approximation, which requires the
calculations of the Hartree-Fock orbitals and the evaluation of the contributions arising
from proper diagrams containing one interaction line. Electron-hole attraction effects
(i.e. excitonic effects), which are missed by the RPA theory we are employing in this
Thesis, may alter the results on inter-band plasmons presented in the next Chapter,
even at relatively small values of q. Much more work is needed to quantify such
excitonic effects in TBG, the minimal theory that captures these effects being the
TDHF approximation.
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A much more advanced technique is the “dual-boson approach” [118, 119], which
extends the dynamical mean field theory paradigm [120] allowing the calculation of
collective excitations in correlated systems. Within this paradigm, the Authors of
Refs. [116, 117] calculated the plasmonic properties of a strongly interacting two-
dimensional Hubbard model beyond the RPA approximation. For a realistic description
of TBG properties, these advanced techniques are necessary in the low-temperature
regime when the twist angle is close to the magic one and the Fermi energy lies in the
manifold of flat bands.
In this Thesis we have taken a much more humble approach, as we were motivated
by the s-SNOM measurements in Ref. [43]. In this case, RPA is expected to be reliable
since the thermal energy kBT at room temperature is of the same order of the flat
bands bandwidth. RPA is also expected to be accurate when the Fermi energy does
not cross the flat bands as, in this case, the one-particle description of TBG is accurate,
as showed by the scanning tunneling spectroscopy experiments [70, 71, 72, 73] reviewed
in the introductory Chapter 1.
2.4 Numerical methods
In this section we discuss the numerical methods used in this Thesis to compute the
energy spectrum of twisted bilayer graphene and the self-consistent solutions of the
Hartree approximation. Our numerical codes have been implemented in Python 3,
require only standard numerical libraries such as Numpy and Scipy, and are available at
the following url: https://gitlab.com/itorre/bandstructure-calculation. We
will however try to keep the discussion on a very general level, independent on the
specifics of the progamming language used for the implementation.
2.4.1 Energy spectrum and electronic bands
As already mentioned in the previous sections, a periodic model is characterized by a
basis of primitive translation vectors1 t1 and t2, whose integer linear combinations
tn = n1t1 + n2t2 with n = (n1, n2) ∈ Z× Z (2.114)
span a Bravais lattice. Accordingly, it is important to consider also the reciprocal
lattice in the dual (or reciprocal) space. Indeed, the propagation wavevector k of a
general plane wave exp(ik · r) has reciprocal length dimension, and can be conveniently
represented in the reciprocal space. The reciprocal lattice is spanned by integer linear
combinations Gn of the vectors G1 and G2, which are obtained from the primitive
translation vectors through the relation ti ·Gj = 2πδij.
The Brillouin zone is the region of the reciprocal space with the property that any
point included in the BZ is closer to a chosen lattice point (say Gn = 0) than to any
other. The energy eigenvalues of a translational invariant model are labeled by the
crystal wave vector k, which is inside the Brillouin zone.
1We explicitly work with two-dimensional systems, which are relevant for this Thesis.
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To numerically compute the electronic states of a periodic model, one needs the ma-
trix elements of its Hamiltonian for an orthonormal basis which is explicitly dependent
on the crystal wave vector k. Two basis explicitly depending on k are commonly con-
sidered: Bloch sums and plane waves. Concrete examples of the usage of Bloch sums
and plane waves are going to be presented when discussing the numerical calculation of
the energy spectrum of TBG for, respectively, the tight-binding and continuum model.
For the moment let just assume to have an orthonormal basis
{|φ1(k)〉, · · · , |φN(k)〉 } with k ∈ BZ, and 〈φi(k)|φj(k′)〉 = δijδkk′ (2.115)
and to know the system’s Hamiltonian Ĥ matrix elements on this basis
Hij(k) ≡ 〈φi(k)|Ĥ|φj(k)〉. (2.116)
The matrix whose elements are Hij(k) is Hermitian by construction, and the spec-
tral theorem assure it has N real eigenvalues. Let us now call these eigenvalues εkν
and (c1(k, ν), . . . , cN(k, ν)) ∈ CN the corresponding eigenvectors, with ν = 1, · · · , N
indexing the different eigenvalues. The quantities εkν and (c1(k, ν), . . . , cN(k, ν)) are
routinely obtained numerically thanks to standard diagonalization algorithms based
on the “divide and conquer” approach, with a computational cost of the order of ∼ N3
floating-point operations. The Bloch eigenstate at crystal momentum k and (band)





By knowing the matrix elements of a generic operator Ô on the basis Eq. (2.115),
Oij(k,k
′) = 〈φi(k)|Ô|φj(k′)〉, (2.118)









which is just a vector-matrix-vector product. These remarks, albeit being rather trivial
linear algebra facts, allow to actually compute the matrix elements appearing in the
electrical conductivity Eq. (2.92), and density-density response function Eqs. (2.66).
Tight-binding model of TBG: numerical energy spectrum
In this Section we are going to discuss how to compute the energy spectrum of TBG
in the tight-binding approximation. We remind that the intra-layer and inter-layer
Hamiltonian in the tight-binding model, Eqs. (2.11) and (2.16), were derived in the
basis of the localized atomic orbitals |n, `, τ〉, where n = (n1, n2) ∈ Z× Z is the index
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of the n-th site of the Bravais lattice of Carbon atoms of the τ -th sublattice in the `-th
layer. From these definitions follows that the Carbon atoms are at positions
Rn,`,τ = n1ã1,` + n2ã2,` + dτ,` with n = (n1, n2) ∈ Z× Z , (2.120)
where ãi,` and dτ,` are defined in Eqs. (2.4) and (2.5). The moiré superlattice has
translation vectors (see Eq. (2.8))


























where m and r are coprime integers which identify the twist angle. We now show how
to exploit the translational invariance of the model to construct a primitive super-cell
for the moiré superlattice. This will allow the construction of the Bloch sums needed
to get the energy spectrum numerically.
Because of translational invariance, if a Carbon atom of layer ` and sublattice τ
is found at position Rn,`,τ , for every N = (N1, N2) ∈ Z × Z another atom of the
same kind is going to be found at positions Rn,`,τ +N1t1 +N2t2 ≡ Rn,`,τ + tN , where
tN = N1t1 + N2t2 is an arbitrary linear combination of the moiré primitive vectors
Eq. (2.121). Now, because, as just said another carbon atom is going to be found at
Rn,`,τ +NtN , then it exists nN such that
RnN ,`,τ = Rn,`,τ + tN . (2.122)
Using the intuition that, starting from an arbitrary site, atomic orbitals of the same
kind are found also at integer linear combinations tN , it is possible to introduce the
definition of “primitive moiré super-cell”. The primitive super-cell of the moiré super-
lattice is the smallest set of atomic orbitals which under translations by integer linear
combinations of the moiré primitive vectors tN span every site Rn,`,τ of the super-
lattice. In particular, when a primitive super-cell is defined, we can decompose the
index n appearing in Rn,`,τ in the following way
n ∈ Z× Z 7→ (ν,N) with ν ∈ primitive cell and N ∈ Z× Z, (2.123a)
|n, `, τ〉 7→ |N, ν, `, τ〉 ≡ |N,α〉, (2.123b)
where we have defined the multi-index α = (ν, `, τ) for notational convenience. With
the new notation, an atomic orbital |N,α〉 is centered at position
RN,α ≡ Rα + tN . (2.124)
It is important to remind that the index ν, found in α = (ν, `, τ) is now varying only
on a finite subset of Z× Z, corresponding on the integer coordinates of Carbon atoms
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inside the moiré super-cell. This observation imply that, because ν, `, and τ take values
on sets of finite cardinality, then also the multi-index α = (ν, `, τ) takes values in a set
S of finite cardinality:
S ≡ {α = (ν, `, τ) | ν ∈ primitive cell , ` = ±1, τ = ±1}. (2.125)
Numerically, for each k one will have to diagonalize a matrix of dimension #(S)2.
Thanks to the previous definitions, it is now possible to define the set of orthonormal
states depending on the crystal wave vector k introduced in Eq. (2.115) as Bloch sums
of the following type




eitN ·k|N,α〉 , (2.126)
where N is the number of moiré supercells present in the sample. By leveraging the








′)|N,α〉〈N ′, α′|, (2.127)
where hαα′(N,N ′) is immediately obtained by substituting the corresponding expres-
sions found in Eqs. (2.11) and (2.16). Now, one has
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where we have defined Hββ′(k) ≡
∑
L e
ik′tLhββ′((0, 0), L), we have used the orthonor-
mality of the atomic orbitals, the translational invariance of the Hamiltonian hαα′(N,N ′) =
hαα′((0, 0), N






′) · tN = δk,k′ , (2.129a)
tN ′ − tN = tN ′−N , (2.129b)
L ≡ N ′ −N = (N ′1 −N1, N ′2 −N2) ∈ Z× Z. (2.129c)
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The matrix elements 〈k, β|Ĥ|k′, β′〉 are correctly diagonal with respect to the crystal
momentum k, thanks to the factor δkk′ .
We now discuss how to find the set S (see Eq. (2.125)) of (ν, `, τ) indices defining
the primitive moiré super-cell. A convenient way is to define the moiré supercell as
the parallelogram spanned by the moiré primitive vectors t1 and t2, Eq. (2.114). If the
super-cell is chosen according to this definition, it is obvious that the whole 2D space
can be covered by rigidly translating the super-cell by integer linear combinations of
the moiré primitive vectors. To find the set S one should thus select the atomic orbitals
whose positions are inside the parallelogram spanned by t1 and t2. In our codes we



















This means that the primitive moiré translation vectors can be written as an integer
linear combination of the primitive translation vectors of graphene in layer `. An
explicit parametrization of the matrix Λ` as a function of the twist angle is given e.g.




















By hypothesis, λij,` are integers, so det(Λ`) is an integer as well. Now, from the
previous equation it is readily checked that an atom centered at ν1ã1,`+ν2ã2,` is inside















are smaller than 1. This condition is equivalent to the following system of integer


















The solution to the latter inequalities yields the set of integers ν = (ν1, ν2) to be
included in the set S.
The algorithm to obtain the tight-binding spectrum of TBG can thus be synthesized
as follows:
1. Input the integers m and r, which parametrize the twist angle as in Eq. (2.7).
2. From m and r construct the matrix Λ`, as e.g. in Ref. [64].
3. Solve the inequalities in Eq. (2.133) and obtain the set S.
4. Select an ordering of the elements of the set S, Eq. (2.125), through a map
ι : S → N, so that ∀α ∈ S one has α 7→ ι(α) = iα with 0 ≤ iα < #(S).
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5. Initialize an empty 2D complex array H_k of size #(S)×#(S).
6. Populate H_k with the matrix elements in Eq. (2.128), obtained through Eqs. (2.11)
and (2.16). Of course, the matrix element 〈k, β|Ĥ|k′, β′〉 = Hββ′(k) is going to
populate the [ι(β), ι(β′)] element of H_k.
7. For each k, numerically diagonalize H_k to obtain the eigenvalues εkν and
(c1(k, ν), . . . , c#(S)(k, ν)) ∈ C#(S).
Continuum model of TBG: numerical energy spectrum
The continuum model of TBG was derived in Section 2.1.2, and is compactly expressed








































Here Ĥ0 is the Hamiltonian of the model, Ĥ(`) is the intra-layer term, Û is the inter-
layer term, whereas r̂ and p̂ are the position and momentum operators, respectively.
The energy spectrum of the continuum model is obtained numerically by calculating
the matrix elements of the Hamiltonian Eq. (2.134a) in the following basis of plane
waves
Wk,ε = {|k +G〉 | 〈r|k +G〉 = exp[i(k +G) · r], and G ∈ Sε}, (2.135a)
where
Sε = {G ∈ reciprocal vectors |
max(|u0|, |u1|)
~vF‖G‖
> ε, with ε 1}. (2.135b)
The set Wk,ε contains plane waves of wave-vector k +G, where k is the crystal wave-
vector andG is a reciprocal lattice vector of the moiré superlattice, i.e. an integer linear
combination of the vectors in Eq. (2.29), belonging to the set Sε. The set Sε is a finite
set of reciprocal lattice vectors, satisfying the condition max(|u0|, |u1|)/(~vF‖G‖) > ε,
which we now justify. By calculating the matrix elements between the functions in
Wk,ε, one gets a term of the order of ≈ ~vF‖k +G‖ ≈ ~vF‖G‖ from the momentum
operator p̂ in the intra-layer term in Eq. (2.134b), i.e. a term growing with the norm of
G. The intra-layer matrix element is already diagonal on the basis Wk,ε. Conversely,
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the inter-layer term in Eq. (2.134c) gives contributions of the order of max(|u0|, |u1|),
which are not diagonal in the basis Wk,ε. Truncating the reciprocal lattice vectors
to Sε, is thus equivalent to discart non-diagonal terms of magnitude (relative to the
diagonal terms) . ε.
Now, by taking the expectation values of Eq. (2.134a) between the states |k+G〉⊗
|`, τ〉 ≡ |k+G, `, τ〉 with |k+G〉 ∈ Wk,ε and |`, τ〉 being the basis of discrete degrees of
freedom (layer and sublattice) which is used to express Eq. (2.134b) and Eq. (2.134c)
in matrix form, one gets
〈k +G, `, τ |Ĥ(`)|k +G′, `, τ ′〉 = δG,G′~vF [R`(θ/2)(k +G−K`)] · (σx, σy) , (2.136a)































With the knowledge of the Hamiltonian matrix elements on the states ∈ Wk,ε, it
is now possible to state the algorithm to obtain the energy bands of the continuum
model of TBG.
1. Input the twist angle θ, the tunneling amplitudes u0 and u1, and the value ε
needed to define the basis set Wk,ε.
2. Define the basis of reciprocal lattice vector G1 and G2 from Eq. (2.29).
3. Build the set Sε defined in Eq. (2.135b) using the condition max(|u0|, |u1|)/(~vF‖G‖) >
ε.
4. Define a mapping ι : Sε → N to order the elements of Sε such that G ∈ Sε 7→
ι(G) = iG.
5. Initialize an empty 2D complex array H_k of size 4#(Sε)×4#(Sε). The additional
factor of 4 accounts for the layer and sub-lattice degrees of freedom.
6. Populate H_k with the matrix elements in Eqs. (2.136), which for the layer and
sublattice degrees of freedom are ordered in the following way {|1A〉, |1B〉, |2A〉, |2B〉}.
H_k should thus be populated in the following way





|k +G′, `′, τ ′〉.
7. For each k, numerically diagonalize H_k to obtain the eigenvalues εkν and
(c1(k, ν), . . . , c4#(Sε)(k, ν)) ∈ C4#(Sε).
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Figure 2.3: Numerical solutions of the tight-binding (black dots) and continuum model
(solid red lines) of twisted bilayer graphene at different twist angles along the K−Γ−M −K
path of the moiré Brillouin zone. The density of states calculated with the eigenstates of the
continuum model is showed in the immediate right of the band structure. For the continuum
model it was set u0 = u1 = 110 meV (see Ref. [3]) corresponding, for the tight-binding model,
to the inter-layer hopping parametrized as in Ref. [103].
The numerical solutions of the tight-binding and continuum models of TBG are
compared in Fig. 2.3 at three different twist angles. For the three twist angles con-
sidered, the low-energy tight-binding and continuum eigenenergies are virtually the
same, justifying the use of the continuum model as a low-energy expansion of the
tight-binding model. As discussed in Section 2.1.2, however, the continuum model of
TBG is valid only for small twist angles. At large twist angles, the tight-binding model
should be preferred. Conversely, when the twist angle is small, the numerical solution
of the continuum model is obtained remarkably faster than the tight-binding solution.
For example, when the twist angle is θ = 1.05◦, the tight-binding solution requires the
diagonalization of a matrix of dimension ≈ 104 for each crystal wavevector k, whereas
the continuum model requires the diagonalization of a matrix of dimension / 103. Re-
calling that the numerical diagonalization needs a number of floating point operations
scaling as the third power of the dimension of the matrix, it follows that the solution
of the continuum model is obtained roughly three orders of magnitude faster than the
tight-binding solution.
2.4.2 Numerical solution of the Hartree equations
In this Section we discuss how to numerically obtain self-consistent Hartree orbitals of a
given periodic model. As a first step it is necessary to lay down some hypothesis on the
symmetry of the self-consistent orbitals. Firstly, we will assume that e-e interactions
do not break the discrete translational symmetry of the original problem defined by
Ĥ0. In addition, it is possible to simplify the problem even more by imposing that the
point-group symmetry of Ĥ0 is not modified by the presence of e-e interactions. The
latter hypothesis in practice allows to reduce the dimension of the space over which
the optimization procedure inherent to the Hartree problem is carried out.
As showed in Section 2.2, a necessary (but not sufficient) condition for a set of one-
particle (Bloch) orbitals to solve the variational Hartree problem, i.e. the minimization
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of the energy operator over the product states, is that they satisfy Eq. (2.40), i.e.(
Ĥ0 + V̂H[nG]
)
|kν〉 = εkν |kν〉 , (2.137)






iG · r̂ . (2.138)
Here, ε̄ is an appropriate dielectric constant, and the Fourier components of the particle









1 + exp[(εkν − µ)/kBT ]
∑
G
u†G(k, ν)uG+G(k, ν) . (2.139)
Equation (2.137), together with Eq. (2.139) are equivalent to ask that the product of
the Bloch self-consistent orbitals |kν〉 satisfying Eq. (2.137) is a stationary point of the
energy functional 〈Ψ|Ĥee|Ψ〉 (see Section 2.2).
We now show that the problem of finding the self-consistent orbitals numerically
is equivalent to find the root of a vectorial function. The variables of interest for
the numerical calculations are going to be the (complex) Fourier components of the
particle density nG. The Hartree potential Eq. (2.138) is indeed a sum of these Fourier
components, weighted by the inverse 2-norm of the reciprocal lattice vectorG. Because
of this weighting factor, the sum over the reciprocal lattice vectors in Eq. (2.138)
is usually truncated only to reciprocal lattice vectors of norm smaller than a given
threshold. For the sake of concreteness, let the number of terms retained in Eq. (2.138)
be N , and let us collect these terms nG in a vector n ≡ (nG1 , nG2 , . . . , nGN ) ∈ CN . Let
us now define the vector function f : CN → CN taking a vector of Fourier components
for the particle density as input nin ∈ CN , and outputting another vector nout ∈
CN of Fourier components for the particle density. The output nout is obtained by
diagonalizing Eq. (2.137) with the input components nin, and using the computed
spectrum to calculate nout from Eq. (2.139). It is immediate to verify that the self-
consistency condition is attained when nout = nin i.e. when
nout − nin = f(nin)− nin = 0, (2.140)
which is equivalent to look for the roots of the function n 7→ f(n)− n.
Numerically, the root-finding problems are usually solved by iterative algorithms of
the following type
1. Start with an initial guess for the the Fourier components of the particle density
n0 ∈ CN .
2. Compute f(n0).
3. From n0 and f(n0) update the input to n1, and compute f(n1).
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4. Iterate until ‖f(ni) − ni‖ < ε, where ε is the chosen tolerance and ‖ · ‖ is any
chosen norm. Usual choices are ‖ · ‖2 and ‖ · ‖∞.
The critical step of the previous algorithm is the update step, i.e. obtaining ni+1
from ni and f(ni) in a way that the difference ‖f(ni)− ni‖ goes to 0 as the number
of iterations grows. This can be accomplished by various strategies, some of which
require the knowledge of f( · ) as well as its Jacobian. For the problems interesting
for this Thesis, the Jacobian of f( · ) is not available analytically and it can only be
evaluated numerically. Its evaluation, however, is computationally too expensive, as
for the Jacobian there are required many evaluations of the function f( · ) itself, and
already for a single point n ∈ CN , the calculation of f(n) requires the diagonalization
of Eq. (2.137) for a large number of k values, needed in the corresponding sum in
Eq. (2.139). For this reason we will present two mixing schemes designed to minimize
the number of function evaluations.
The most simple update scheme is known as “Simple mixing” and is just a weighted
combination of ni and f(ni)
ni+1 = αni + (1− α)f(ni) with α ∈ R. (2.141)
The drawback of this iteration scheme is that its convergence strongly depends on the
properties of the function f . For example, if the function f is Lipschitz continuous,
i.e. it exists a constant constant L satisfying
‖f(x)− f(y)‖ ≤ L‖x− y‖ ∀ x,y ∈ CN , (2.142)
it follows that
‖f(ni+1)− ni+1‖ = ‖f(ni+1)− αni − (1− α)f(ni)‖
= ‖f(ni+1)− f(ni) + α (f(ni)− ni)‖
≤ ‖f(ni+1)− f(ni)‖+ ‖α (f(ni)− ni)‖
≤ L ‖ni+1 − ni‖+ α ‖f(ni)− ni‖
= L ‖αni + (1− α)f(ni)− ni‖+ α ‖f(ni)− ni‖
= L(1− α) ‖f(ni)− ni‖+ α ‖f(ni)− ni‖
= [L(1− α) + α] ‖f(ni)− ni‖ .
. (2.143)
From the latter equation it easily follows that self-consistency is assured if α is chosen
in the following way
L
L− 1 < α < 1 if L < 1, (2.144a)
1 < α <
L
L− 1 if L > 1. (2.144b)
In real scenarios, however, the regularity properties of f are often not known a pri-
ori, and the convergence of the simple mixing algorithm may be hard to reach if not
impossible at all.
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An alternative to the simple mixing scheme described above is the “Broyden mixing”
scheme [110, 111], treating the density update as an appoximate inversion procedure.
The goal, in the Broyden scheme, is to minimize the residual
r(n) ≡ f(n)− n. (2.145)
The exact minimization of r is, of course, not possible as this would amount to the
solution of the original problem. However, an alternative and approximate solution
may be devised if an initial point sufficiently close to the true solution is feeded to the
algorithm. The Broyden algorithm is a generalization of the one-dimensional Newton’s
method, replacing the derivative with the Jacobian of the residual = ∂ri(n)
∂nj
for i, j =
1, . . . , N . The Jacobian is going to be obtained only in an approximate form, to reduce
the number of function evaluations. The Broyden mixing scheme reads
ni+1 = ni − J−1i r(ni), (2.146)











where the following definitions were made
∆ri = r(ni)− r(ni−1), (2.148a)
∆ni = ni − ni−1. (2.148b)
The approximate inverse Jacobian in Eq. (2.147) is obtained by taking the current
estimate of the Jacobian matrix Ji−1 and improving it obtaining the unique Ji which
solve the “secant condition”
Ji∆ni ≈ ∆ri, (2.149)
and which is closest to Ji−1 in Frobenius norm. The secant condition is just a finite-
difference expansion of r(n), used to obtain an approximation of the Jacobian. Since
the correction Ji − Ji−1 turns out to be a rank-one matrix, knowing J−1i−1 it is possible
to obtain J−1i thanks to the Sherman-Morrison formula [110]. Usually, the Broyden
iterative method is initialized with J0 ∝ 1N×N .
It is worth to mention that with the recent wide spread interest in machine learn-
ing, a tremendous amount of efforts are now directed to devise cheap and efficient
optimization algorithms. As we have argued above, finding the self-consistent solution
of the Hartree problem is equivalent to minimize the norm of the residual
r(n) ≡ f(n)− n. (2.150)
The new optimization algorithms forged by the machine learning community may there-
fore be leveraged to solve the Hartree self-consistency equations Eq. (2.137). For exam-
ple, an interesting optimization scheme suited for large parameter spaces is Bayesian
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optimization [112, 113]. The idea of Bayesian optimization is showed in Fig. 2.4 and
can be described as follows. Consider an unknown, multidimensional function such
as r(n). The relationship between n and r( · ) does not need to be analytic. The
goal of Bayesian optimization is to find the global extremum of ‖r(n)‖ with as few
evaluations of r(n) as possible and without computing the gradient of r(n). Bayesian
optimization begins with a few random evaluations of r(n) at a few random points of
the N -dimensional space. The results of the evaluation are used to obtain an approx-
imate model of r(n) and a Bayesian uncertainty of this model. This model is then
used to inform the subsequent evaluation of r(n) with the aim of minimizing ‖r(n)‖.
The benefits of Bayesian optimization are twofold: firstly, the function to be optimized
does not need to have any special regularity properties. Second, the results of Bayesian
optimization are naturally endowed with a measure of their uncertainty, which is useful




Figure 2.4: Panel (a), Bayesian optimization of a function (shown by solid green curve)
by the iterative evaluation of the function. Panel (b), a new model of the function (grey
curves) is constructed at each iteration and the subsequent evaluation of the function (Panels
(c) and (d)) is informed by the mean and the uncertainty of the most recent model. The
symbols depict the results of the function evaluation and the numbers label the iteration
order. Each function evaluation reduces the uncertainty of the model in some part of the
variable space, which forces the algorithm to evaluate the function elsewhere. This ensures
that the optimization algorithm does not get trapped in local extrema. Figure adapted from
Ref. [113].
Hartree self-consistency in twisted bilayer graphene
For our calculations of the self-consistent Hartree orbitals of TBG — which we now
review — the Simple mixing iterative procedure did not converge to any solution,
and we therefore used the Broyden iterations[110, 111]. The one-particle model Ĥ0
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appearing in Eq. (2.137), used for TBG is the Continuum model Eq. (2.134a) diago-
nalized as explained in Section 2.4.1. For the diagonalization of the continuum model,
a basis of 271 plane waves lying in the first 10 hexagonal shells spanned by the moiré
reciprocal lattice vectors was used. The total number of states in the basis was thus
271× 4 = 1084, where the factor of 4 is coming from sublattice and layer indexes. We
have computed the full spectrum but retained only half of it, i.e. ≈ 500 energy bands
around the charge neutrality point because, as a rule of thumb, a plane-wave expansion
gives a good approximation only for half of the computed spectrum around the charge
neutrality point [17].
The self-consistent Hartree orbitals have been obtained setting absolute tolerance
‖f(n)−n‖∞ < εa = 10−8 and a relative tolerance of ‖f(n)−n‖∞/min(‖f(n)‖2, ‖n‖2) <
εr = 10
−5. The integrals over the moiré Brillouin zone were performed over a mesh of
60× 60 = 3600 equally spaced points.
The space of parameters over which the Broyden iterations are carried on can be
reduced with the following observations. From the definition of the Fourier components



























i.e. the density at −G is just the complex-conjugate of the density at G. Further-
more, enforcing the point-group symmetry of the non-interacting model for the Hartree




where R(θ) is the rotation matrix of angle θ. This follows from the fact that when
a symmetry is present, the Hamiltonian commutes with the element of the symmetry
group. Inserting the previous relation into Eq. (2.139) it readily follows that
nR(±2π/3)G = nG. (2.153)
When the sum over the reciprocal vectors in Eq. (2.139) is performed over the first
hexagonal shell spanned by the moiré reciprocal lattice vectors, these vectors can be
written as ±G, ±R(2π/3)G and ±R(−2π/3)G, with G being one of the two vectors
in the basis of reciprocal vectors of TBG. Using the relations derived previously, it is
easy to see that one ought compute only nG, while the others (i.e. the density at vectors
−G, ±R(2π/3)G and ±R(−2π/3)G) are just equal to nG or its complex-conjugate.
These observations entail that if the point-group symmetry of the self-consistent
states is actually D3, and using the symmetry relations just discussed, the space where
the self-consistency algorithm is run is only two-dimensional, and the degrees of freedom
can be parametrized by Re[nG] and Im[nG].
3
Optical and plasmonic properties of twisted
bilayer graphene
The unique features of the low-energy spectrum of TBG also manifest in its opti-
cal properties, as showed experimentally e.g. in Refs. [43, 114]. As discussed in Sec-
tion 1.2.2, Ref. [43] unveiled the crucial role of the inter-layer tunneling amplitude in
the determination of the optical and plasmonic properties of TBG. Comparing the-
oretical results with experimental data [43], it was suggested that u0 can be much
smaller than u1 in significant areas of real samples. u0 and u1 are the two energy
scales entering the continuum model of TBG and defined in Eq. (2.27). For the sake
of clarity, we remind the reader that in the literature the cases u0 = u1 or u0 . u1
are often studied. In the seminal work by Bistrizer and MacDonald (Ref. [3]), the
authors took u0 = u1 = 110 meV, while the authors of Ref. [104] took u0 = 79.7 meV
and u1 = 97.5 meV. Extensive density functional theory simulations including lattice
relaxation [106, 115] suggest u0 = 78 meV and u1 = 98 meV for a range of twist angles
1.08◦ ≤ θ ≤ 3.89◦. Finally, the authors of Ref. [78] considered a greatly simplified
continuum model for TBG, which has u0 = 0. In this so-called “chirally-symmetric"
continuum model, the low-energy bands near the CNP are rigorously flat (i.e. they
have zero bandwidth) at the magic angle. As we show below, the values of u0 and u1
strongly influence the optical properties of TBG. Optical experiments are therefore a
very useful tool to measure these parameters.
In this Chapter we present a thorough investigation of two main physical quantities
introduced in the previous Chapter, namely the local optical conductivity σ(ω) and
energy loss function L(q, ω) of TBG for different filling factors and twist angles. These
investigations are complemented by the results, presented on the last Section of this
Chapter, about the static density-density response function of TBG. With reference to
the mean-field theory of linear response (see, for example, Sect. 4.7 of Ref. [30]), we
perform our calculations at the level of the RPA, discussed in Section 2.3. This requires
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to calculate eigenstates and eigenenergies according to the self-consistent Hartree mean-
field theory presented in Section 2.2 and then feed these results to the Kubo formula
in Eq. (2.92).
The optical conductivity is a proper linear response function relating the electrical
current to the total electric field (i.e. the sum of the external electric field and the aver-
age electric field generated by the electron themselves) applied to an electron system. It
encodes the response of the electron system to a spatially-uniform oscillating field and
is therefore of primary importance to interpret far-field optical experiments. When e-e
interactions are neglected, once the single-particle eigenstates and eigenenergies of the
system are known, it can be calculated as a sum over allowed transitions according to
Kubo formula [30], as showed in Section 2.3.2. Interactions modify this result in essen-
tially two ways. First, they modify the set of eigenstates that one should use. Indeed,
one should add to the non-interacting Hamiltonian a potential that takes into account
the impact on one electron of the presence of all the other electrons. Second, they add
new contributions to the response function stemming from dynamical exchange and
correlation effects. In the framework of many-body diagrammatic perturbation the-
ory [30], these can be viewed as arising from irreducible diagrams containing at least
one interaction line. (Since σ(ω) is a proper response function reducible diagrams do
not contribute to the perturbative series.)
The energy loss function L(q, ω) measures the amount of energy that the system
is able to absorb from an external scalar perturbation with wave vector q and angular
frequency ω. It is particularly useful to identify collective modes that couple to the
charge density, since these appear as well defined peaks in the energy loss function. As
explained in Section 2.3.3, its calculation requires, in principle, the knowledge of the
non-local conductivity σGG′αβ (q, ω). Here we resort to the local approximation that is
appropriate for wavelengths much larger than the moiré periodicity and only requires
the knowledge of the local conductivity σαβ(ω) ≡ limq→0 σ00αβ(q, ω) (see Section 2.3.2).
As a natural byproduct of the calculation of the intra-band contribution to σ(ω),
we obtain an approximate expression for the Seebeck coefficient (or thermopower) S.
The latter measures the coupling between electrical and thermal phenomena in TBG.
Our approximation captures the band structure contribution to S, while neglecting the
largely unknown energy dependence of the scattering mechanisms in TBG.
We will focus on the impact of two key physical effects on σ(ω) and L(q, ω) for
TBG with varying filling factor:
i) As discussed above, recent experiments have highlighted the fact that u0 needs
not to be equal or comparable to u1. In this Chapter, we fix u1, and study the
role of u0 in the range 0 ≤ u0 ≤ u1;
ii) It has been emphasized [121, 122] that intrinsic (i.e. not due to e.g. Coulomb
impurities) spatial inhomogeneities are important in magic-angle TBG. In other
words, due to the moiré periodicity, the ground-state electron density n(r) is
not homogeneous in space. Technically speaking, therefore, the results of the
single-particle band models introduced e.g. in Refs. [3, 104] need to be iterated
self-consistently in the Hartree approximation [30] to see how they are altered
by e-e interactions, as functions of the filling factor. Here, we therefore compute
67
the corresponding “Hartree conductivity” by using the self-consistently calculated
bands and eigenstates for a range of filling factors and different twist angles. As
discussed in Section 2.3.2, this is equivalent to include electron-electron interac-
tions at the level of the RPA theory. These calculations take into account the
role of static screening in reshaping the bare bands and rearranging in space the
single-particle Bloch eigenstates of electrons moving in TBG.
Moreover, starting from the magic angle, we will study the role of the twist angle
θ in the window θ? . θ . 2◦, where the physics of TBG is dominated by the moiré
modulations of the inter-layer tunneling amplitudes. This regime (and not only the
regime θ ≈ θ?) is interesting in its own right [123] since it displays a markedly different
behavior with respect to standard single-layer graphene.
We will show that, at zero filling, the optical conductivity and loss function are
strongly dependent on θ and u0, while they are insensitive to Hartree self-consistency.
Conversely, away from zero filling, the Hartree potential gives strong corrections to
both optical conductivity and loss function, especially in the low-frequency domain.
The optical and plasmonic properties of TBG have been investigated also in a
number of previous pioneering works [77, 123, 124, 125, 126, 127]. The local optical
conductivity has been previously calculated by the authors of Refs. [123, 124, 125]
for twist angles θ & 1.5◦. These calculations have been carried out by means of the
non-interacting continuum model introduced in Ref. [3]. (The optical response of TBG
beyond the linear-response approximation has been recently calculated in Ref. [126] for
large twist angles.) The loss function of TBG has been calculated in Refs. [77, 125,
127], for angles near the magic one, and by means of the non-interacting band models
introduced in Refs. [3, 104]. These works did not take into account neither Hartree
self-consistency nor the inter-layer tunnelling asymmetry u0 6= u1.
Throughout the Chapter we will set the inter-sublattice hopping energy to u1 =
97.5 meV. Most of our calculations below have been carried out at a twist angle
θ = 1.05◦, which is close to the magic angle [78, 104, 121]. Furthermore, we work at
temperatures T > Tc, where Tc is the maximum critical temperature at which any of
the aforementioned exotic phases occurs [5, 6, 65, 66, 67, 68, 69, 70, 71, 72, 73, 75],
and we set ε̄(0) = 4.9.
Dependencies on the twist angle are presented in Section 3.3 below. We have also
relied on symmetry simplifications. Indeed, for 2D systems, the optical conductivity
is in general a 2 × 2 matrix with respect to the Cartesian indices α, β, as showed in
Eq. (2.94). Since the continuum Hamiltonian of TBG, in Eq. (2.30), has a D3 point
group [104], which we assume to be unbroken also when e-e interactions are taken
into account in the Hartree approximation, it follows that σαβ(ω) = σ(ω)δαβ, where
σ(ω) ≡ σxx(ω) = σyy(ω) and δαβ is the Kronecker symbol. The same holds for all the
other relevant properties, i.e. the intra-band optical conductivity Eq. (2.95) σintraαβ (ω) =
σintra(ω)δαβ, the inter-band optical conductivity Eq. (2.98) σinterαβ (ω) = σinter(ω)δαβ, the
spectral weight Eq. (2.96) W(p)αβ = W(p)δαβ and the Drude weight Eq. (2.97) Dαβ =
Dδαβ.
Finally, we stess that whenever the single-particle optical conductivities and loss
functions presented in the following Sections are calculated with the self-consistent
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Figure 3.1: TBG energy bands for different filling factors are plotted along the K-
Γ-M -K path in the moiré Brillouin zone (see Fig. 2.2). Data in this figure refer to θ =
1.05◦, u0 = 79.7 meV, u1 = 97.5 meV, T = 5 K, and ε̄(0) = 4.9. Solid red and dashed
black lines are the energy bands calculated by including e-e interactions in the Hartree self-
consistent approach discussed in Section 2.2 and with the single-particle Hamiltonian (2.30),
respectively. Different panels refer to different values of the filling factor ξ. Panel (a) Hole
doping: ξ = −3/4. The vertical arrows mark the optical transitions responsible for the peaks
in the optical conductivity, as discussed in Sections 3.1, 3.2 and 3.3. Panel (b) CNP: ξ = 0.
Panel (c) Electron doping: ξ = +3/4.
Hartree orbitals of TBG, the electron-electron interactions are automatically included
at the level of the RPA, as discussed in Section 2.3.






















































Figure 3.2: Deviations δn(r) of the ground-state density n(r) from the density n0 at the
CNP. The quantity in Eq. (3.5) is plotted for filling factor ξ = +3/4. Data in this figure refer
to θ = 1.05◦, u0 = 79.7 meV, u1 = 97.5 meV, T = 5 K, and ε̄(0) = 4.9. Panel (a) Results
for non-interacting electrons. Panel (b) Results calculated by taking into account the Hartree
potential (2.47). In both panels the density value corresponding to the white color is set to
δnn.i. = δn ' 2.07× 1012 cm−2, corresponding to the average value of the density throughout
the primitive cell. We have annotated the regions of the unit cell where local AB, AA, and
BA stacking occurs between the two layers.
3.1 Dependence on the filling factor
We now discuss dependencies of the various quantities introduced in Section 2.3.2 on
the filling factor. Here, we set the intra-sublattice hopping energy at the value [104]
u0 = 79.7 meV.
In Fig. 3.1 we plot the moiré bands of TBG for three values of the filling factor.
In the absence of the Hartree potential, the band structure (black dashed lines) is
independent of the filling and is composed of flat bands close to zero energy and higher
energy dispersive bands with positive (conduction bands) and negative (valence bands)
energy, in agreement with the results of Ref. [104]. At zero temperature and zero filling
(µ = 0), the valence flat band and lower-energy valence bands are fully occupied.
The conduction flat band and higher-energy bands, on the other hand, are completely
empty.
When the Hartree potential is taken into account, all the energy bands (solid red
lines in Fig. 3.1) exhibit a filling-factor-dependent distortion with respect to the bare
bands. In the corners of the moiré Brillouin zone, i.e. in the vicinity of the K points,
the distortion due to the Hartree potential is negligible and virtually filling indepen-
dent, whereas it becomes prominent in the neighbourhood of the moiré Brillouin zone’s
center, i.e. the Γ point. When ξ = −3/4 [see Fig. 3.1(a)], the bands’ distortion is moder-
ate throughout the moiré Brillouin zone (this is valid also for higher and lower energy
bands). At zero filling (ξ = 0) [see Fig. 3.1(b)] and for ξ = +3/4 [see Fig. 3.1(c)],
however, the flat bands display a substantial upward bending, up a value larger than
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∼ 5 meV at the Γ point (see Fig. 3.1(c)). We point out that such distortion is of the
same order of the flat-band bandwidth. The strong impact of Hartree corrections on
the flat bands of TBG was already highlighted in Ref. [121]. Higher and lower energy
bands are also affected by the Hartree potential by a virtually rigid upward energy
shift, with little shape distortion.
At a given temperature T , the chemical potential can be found by the usual equation
ensuring particle-number conservation:








Here, “MBZ” stands for moiré Brillouin zone, the electron (hole) density δn > 0
(δn < 0) is simply the electron density measured from the CNP, i.e. δn = 0 at CNP,
and the quantity n0 is the total electron density at CNP. The latter can be conve-
niently expressed in units of the following “elementary density”, corresponding to the















is the area of the moiré unit cell. The low-energy continuum model predicts the exis-
tence of an infinite number of moiré mini-bands above and below the CNP. If we retain
a number Nbands of energy bands above the CNP and Nbands energy bands below the
CNP, the density at the CNP is n0 = Nbandsnb. The “filling factor" is therefore given




At zero filling, δn = 0 and µ ≈ 0 (µ is not exactly zero at zero filling because particle-
hole symmetry is not exact). In particular, the chemical potential is within the flat
bands when |ξ| < 1 and temperature is small. In Fig. 3.2 we show how the real space
density n(r) deviates from the density n0 at the CNP, i.e. we plot the quantity
δn(r) ≡ n(r)− n0 , (3.5)





iG · r . (3.6)
The sum over G in the Eq. (3.6) runs over the vectors in the first hexagonal shell
spanned by the primitive vectors in Eq. (2.29), whereas nG was defined in Eq. (2.46).
For a full derivation of Eq. (3.6) we refer the reader to Section 2.2. Numerical results
in Fig. 3.2 refer to ξ = +3/4.
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Figure 3.3: Drude weight and related physical quantities as functions of the carrier
density δn (upper horizontal axis) and filling factor ξ (lower horizontal axis), for θ = 1.05◦,
u0 = 79.7 meV, u1 = 97.5 meV, T = 5 K, and ε̄(0) = 4.9. Data represented by solid red
(dashed black) lines have been calculated with the eigenvalues and eigenvectors of the self-
consistent Hartree (bare) Hamiltonian Eq. (2.40) (Eq. (2.30)). Panel (a) The quantity W(0),
i.e. the Drude weight D in units of e2/~2. Panel (b) Ratio between the effective mass meff
defined in Eq. (3.9) and the electron mass in vacuum me. (c) Ratio between the effective
velocity veff defined in Eq. (3.10) and the Fermi velocity in monolayer graphene vD.
In panel (a) of Fig. 3.2 we plot the non-interacting density profile δnn.i.(r), which
is calculated by neglecting the Hartree potential. It displays spatial fluctuations across
the primitive cell on the order of . 20 × 1012 cm−2. On the other hand, when the
Hartree potential (i.e. screening) is taken into account as in panel (b), the amplitude
of density oscillations is significantly reduced to . 3 × 1012 cm−2. In the two panels
we have set the center of the diverging color map (i.e. the value corresponding to the
white color) to δnn.i. = δn ' 2.07 × 1012 cm−2, corresponding to the average value of
the density throughout the primitive cell. Indeed, a simple integration of Eq. (3.5) over





dr δn(r) = δn = ξnb, (3.7)
where δn was defined in Eq. (3.1) and the last equality follows from Eq. (3.4).
The effect of the Hartree potential on the optical conductivity originates from the
distortion of both energy bands and wavefunction amplitudes, through the matrix ele-
ments of the velocity operator (i.e. vα,νν′ = ~−1〈ukν |∂kαĤ(k)|ukν′〉) in Eqs. (2.96) and
(2.98). Figure 3.3(a) shows the dependence of W(0)—the Drude weight in units of
e2/~2—on the filling factor, with (solid red lines) and without (dashed black lines)
Hartree self-consistency. If the chemical potential is within the flat bands, i.e. if
|ξ| < 1, the value of W(0) is strongly modified by the Hartree potential. W(0) is
nearly particle-hole symmetric when the Hartree corrections are neglected, but be-
comes strongly asymmetric when Hartree corrections are accounted for. In particular,
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Figure 3.4: Same as in Fig. 3.3—θ = 1.05◦, u0 = 79.7 meV, u1 = 97.5 meV, T = 5 K,
and ε̄(0) = 4.9—but for the Seebeck coefficient SRTA defined in Eq. (2.101). We performed
the same calculations by using the less general Mott formula and found qualitative agreement
with the results in this plot.
W(0) reaches its local maxima at filling factors ξ ' ±0.7, with a value of ∼ 7 meV, in
the absence of Hartree corrections. When the Hartree potential is accounted for, the
maximum for electron doping (at ξ ' +0.7) is W(0) ' 13 meV, and for hole doping
(at ξ ' −0.7) is W(0) ' 5 meV. Close to the CNP, W(0) ' 2 meV both if the Hartree
corrections are accounted for or neglected. Note thatW(0) is finite at the CNP because
of finite-T effects. As we shall see later, close to charge neutrality, the Hartree potential
only yields modest corrections to the optical properties of TBG.
To give a better physical picture of our results, and to help the comparison with









where meff and veff are an effective mass and velocity, respectively, and N(µ) is the den-
sity of states per unit area, evaluated at the chemical potential. Comparing Eq. (3.8)










In Fig. 3.3 we show plots of these quantities as functions of carrier density. As expected,
we clearly see that veff  vD in a wide range of carrier densities.
Figure 3.4 shows the Seebeck coefficient calculated in the RTA from Eq. (2.101), as
a function of the filling factor. Results obtained from the self-consistent Hartree theory
(red curve) are compared with non-interacting results (black dashed curve). The ther-
moelectric effect, quantified by the Seebeck coefficient, is one of the main photocurrent
generation mechanism in monolayer graphene at room temperature [128], and played an
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Figure 3.5: The inter-band contribution Re[σinter(ω)] (in units of G0) to the real part
of the optical conductivity, which is related to optical absorption, is plotted as a function of
the photon energy ~ω and carrier density δn (or, equivalently, filling factor ξ). Data in this
plot refer to θ = 1.05◦, u0 = 79.7 meV, u1 = 97.5 meV, T = 5 K, and ε̄(0) = 4.9. Solid
and dashed white lines are placed at energies equal to the gap between the valence flat band
and the first non-flat conduction band at the points Γ and K in the moiré Brillouin zone,
respectively. These energies are associated to the optical transitions marked in panel (a) of
Fig. 3.1. Panel (a) Re[σinter(ω)] as calculated from Eq. (2.98) with Ĥ(k) taken as the non-
interacting Hamiltonian (2.30). Panel (b) Re[σinter(ω)] as calculated by taking into account
the self-consistent Hartree potential, i.e. by using Eq. (2.98) with Ĥ(k) as in Eq. (2.40).
important role in both the study of fundamental phenomena in graphene[129] and the
realization of graphene-based photodetectors [128, 130]. Our calculations (see Fig. 3.4)
demonstrate that, due to the much slower carrier velocity, TBG maintains a significant
thermoelectric effect even at cryogenic temperatures ≈ 5K, making low-temperature
photocurrent spectroscopy a useful technique to study TBG close to the transition to
correlated states.
In Fig. 3.5 we display the real part of the inter-band optical conductivity as calcu-
lated from Eq. (2.98). The imaginary part can be straightforwardly obtained from the
Kramers-Kronig relation [30].
The quantity Re[σinter(ω)] is related to the inter-band optical absorption at an
incident photon energy ~ω. If the matrix elements vα,νν′ are non-zero for symmetry
reasons, peaks are expected in Re[σinter(ω)] when the photon energy matches a vertical
inter-band transition, i.e. when εkν − εkν′ + ~ω ≈ 0 in Eq. (2.98). Multiple distinct
peaks of Re[σinter(ω)] are visible in Fig. 3.5, two of which are highlighted explicitly.
At the very bottom of the two panels, for ~ω . 10 meV, the lighter spot close to
the CNP stems from a weak inter-flat-band contribution to the optical conductivity.
Increasing ω, Re[σinter(ω)] decreases until ~ω ' 40 meV, where it reaches its absolute







































Figure 3.6: 2D plots of the energy loss function L(q, ω), for different values of the filling
factor ξ at θ = 1.05◦, u0 = 79.7 meV, u1 = 97.5 meV, T = 5 K, and ε̄(0) = 4.9: (a) hole
doping, ξ = −3/4; (b) CNP, ξ = 0; (c) electron doping, ξ = +3/4. In all the panels, the
lower sub panels zoom in on a smaller region of the energy-momentum plane. All 2D plots
displayed in this figure have been obtained by using the self-consistent Hartree approximation.
The black solid (dashed) lines are the analytical intra-band plasmon dispersions calculated
through Eq. (3.11), making use of eigenvalues and eigenvectors of the self-consistent Hartree
(bare) Hamiltonian in Eq. (2.40) (Eq. (2.30)), respectively.
maximum. The position of this peak is pretty much identical and filling-independent
in both panels, whereas its intensity is slightly different in the two panels, with a
filling-dependent intensity for the case of the results obtained with the Hartree self-
consistency, panel b). The optical transitions associated with this peak are due to
electrons with momenta close to the Γ point in the moiré Brillouin zone that are
excited by photons from the valence flat band to the first non-flat conduction band.
This optical transition is highlighted with a solid arrow in panel (a) of Fig. 3.1. Part of
the spectral weight of this peak is also due to transitions from the first non-flat valence
band to the conduction flat band. The second notable peak in Re[σinter(ω)] occurs at
~ω ' 95 meV and is associated to optical transitions between the same bands involved
in the previously discussed peak, albeit for electrons in the vicinity of the corners of
the moiré Brillouin zone, as showed by the dashed arrow in panel (a) of Fig. 3.1.
The effect of the Hartree self-consistency on the inter-band contribution Re[σinter(ω)]
to the optical conductivity is mostly appreciable in the vicinity of its peaks. The in-
tensity of the strongest peak becomes filling-dependent when the Hartree corrections
are taken into account, with higher intensity at negative values of ξ, i.e. for hole dop-
ing. The second most-intense peak, which, as stated above, originates from transitions
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occurring near the K point in the moiré Brillouin zone, is not affected in its intensity
by the Hartree corrections. Nonetheless, switching from negative to positive filling
factors, the energy at which the peak occurs varies slightly. This can be understood by
recalling that, as discussed above, the non-flat bands are rigidly shifted by the Hartree
potential, whereas the flat bands are unaffected by VH in the vicinity of the K point
in the moiré Brillouin zone.
In Fig. 3.6 we illustrate the dependence of the loss function on the filling factor, for
the same values of ξ as in Fig. 3.1 and for the same parameters u0, θ, and T . L(q, ω)
encodes both inter- and intra-band contributions, as already discussed for the con-
ductivity σ(ω). The color plots in Fig. 3.6 have been obtained by employing the fully
self-consistent Hartree model, Eq. (2.40). For each of the columns in Fig. 3.6, the upper
panel displays L(q, ω) in a range of energies and wave vectors where inter-band plas-
mons are excited [77]. Conversely, the lower panels are a zoom at small ω and q. In the
latter, ordinary intra-band plasmons [30] are clearly visible, whose dispersion relation
admits a simple analytical description. The plasmon peaks, indeed, stem from zeroes
of the longitudinal dielectric function, Eq. (2.109). Plasmon dispersions originating
from intra-band processes are easily extracted by plugging the value of the intra-band
optical conductivity (2.95) into Eq. (2.109). After straightforward manipulations, we
reach the usual [30] 2D intra-band plasmon dispersion relation





In the lower panels of Fig. 3.6 we have also plotted the previous equation using the
values of W(0) computed both with and without Hartree corrections. Away from the
CNP—panels (a) and (c) of Fig. 3.6—the loss function has a clearly distinguishable
peak dispersing as predicted by Eq. (3.11). The two analytical dispersion relations are
different because they depend on the value of W(0), which, as we have seen before, is
modified by the Hartree potential with respect to the bare value when TBG is doped
away from the CNP. Recalling that the color plots refer to the fully self-consistent
Hartree theory, it is no surprise to see that the intra-band plasmon mode observed as a
peak in L(q, ω) at small q and ω is centered around the dispersion relation calculated
with the fully self-consistent Hartree value of W(0), i.e. around the solid black line.
A completely different behavior is observed at the CNP. In this case the loss function
displays a well defined plasmon branch which, however, does not follow the approximate
analytic plasmon dispersion in Eq. (3.11). This is readily explained by remembering
that the analytic plasmon dispersion presented above describes collective excitations
arising from intra-band processes. At the CNP, the Fermi surface shrinks down to a
single point, and intra-band collective modes can originate only from finite-temperature
effects (i.e. thermally-excited quasiparticles). Albeit the present calculations are carried
out at a finite temperature, T = 5 K, the intra-flat-band plasmon branch due to
thermally excited quasiparticles is not a clearly distinguishable component of the low-
energy loss function. Rather, the low-energy plasmon branch visible at the CNP stems
from optical transitions between the flat bands. This follows from simple energetic
considerations. Since the characteristic energy scale of this plasmon is . 20 meV, the
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Figure 3.7: TBG energy bands for different values of u0 are plotted along the K-Γ-M -K
path in the moiré Brillouin zone. Data in this figure refer to θ = 1.05◦, u1 = 97.5 meV,
T = 5 K, ξ = 0, and ε̄(0) = 4.9. Color coding and line styles have the same meaning as in
Fig. 3.1. Different panels refer to different values of the intra-sublattice inter-layer tunneling
energy u0. Panel (a) u0 = 0 meV (as in Ref. [69]). Panel (b) u0 = 48.2 meV. Panel (c)
u0 = u1 = 97.5 meV (as in Ref. [3]).
inter-band processes from which it originates are bound to occur in the manifold of
nearly-flat bands. This is justified by observing that exciting electrons onto the higher
energy bands would require an energy ~ω > 20 meV. We note that at ξ = 0 the two
analytical dispersion relations shown at the bottom of panel (b) are almost identical.
This is becauseW(0)—as previously mentioned—is unaffected by the Hartree potential
at the CNP.
For any of the values of the filling factor, there is also another quite noticeable peak
in L(q, ω) at energies ~ω ≈ 100 meV. This an inter-band plasmon, analogous to the
one measured in Ref. [43] at θ = 1.35◦. It starts off at a finite wave vector ≈ 5 µm−1
and its position in the ω-q plane is just weakly affected by the filling factor ξ.
The optical transitions responsible for this inter-band plasmon are the ones occur-
ring at the energy highlighted by the dashed white line in panel (b) of Fig. 3.5. At
θ = 1.05◦ and for the values of the parameter u0 chosen in this Section, this inter-band
plasmon originates from processes occurring near the corners of the moiré Brillouin
zone.
3.2 Dependence on the intra-sublattice inter-layer tun-
neling energy u0
We now present numerical results for σ(ω) and L(q, ω) obtained by changing the intra-
sublattice inter-layer hopping energy u0. As in Sect. 3.1, the inter-sublattice inter-layer
hopping energy has been fixed at u1 = 97.5 meV, the twist angle at θ = 1.05◦, and the
temperature at T = 5 K. We here study the dependence on u0 only at the CNP, i.e. at
ξ = 0.
3.2 Dependence on the intra-sublattice inter-layer tunneling energy
u0 77





































Figure 3.8: Panel (a) Drude weight in units of e2/~2 as a function of u0, for θ = 1.05◦,
u1 = 97.5 meV, T = 5 K, ξ = 0, and ε̄(0) = 4.9. Color coding and line styles have the
same meaning as in panel (a) of Fig. 3.3. Panel (b) The quantity Re[σinter(ω)] (in units of
G0), related to the optical absorption, is plotted as a function of ~ω and u0. Results in this
panel have been obtained by employing the Hartree self-consistent approximation and refer
to θ = 1.05◦, u1 = 97.5 meV, T = 5 K, and ξ = 0. Solid and dashed white lines are placed at
energies equal to the gap between the valence flat band and the first non-flat conduction band
at the point Γ and K in the moiré Brillouin zone, respectively. These lines are associated to
the optical transitions marked in Fig. 3.1(a).
It is known [69] that for, u0 = 0, the flat bands’ bandwidth at the magic angle is
exactly zero throughout the whole moiré Brillouin zone. Since θ = 1.05◦ is close to
but not exactly the magic angle, the flat bands’ bandwidth is non-zero even at u0 = 0.
It is also known [69] that TBG at small values of u0 hosts large (i.e. on the order of
≈ 100 meV) energy gaps between the flat bands and the “remote" conduction/valence
bands. These gaps therefore provide a rough estimate of the energy scales at which op-
tical transitions occur. This is going to be quite evident both in the optical conductivity
and loss function calculated at u0 = 0.
In Fig. 3.7 we display the energy bands of TBG at different values of u0. At
u0 = 0 meV, the Hartree corrections on the band structure are negligible and the
energy gap between the flat bands and the adjacent bands is on the order of ≈ 100 meV.
At u0 = 48.2 meV, again, the Hartree potential leaves the bare energy bands almost
unchanged. In this case, however, the energy gap between the flat bands and the
adjacent bands is ≈ 120 meV near the K point and ≈ 75 meV near the Γ point.
Finally, at u0 = u = 97.5 meV, the Hartree potential manifests as an upward bending
of the flat bands, most noticeably near the Γ point, whereas the energy gap between
flat bands and adjacent bands is . 5 meV at the Γ point and ≈ 75 meV at the K point.
We remind the reader that TBG bands at u0 = 79.7 meV, which is the value predicted
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for corrugated TBG [104, 106], and ξ = 0 can be found in panel (b) of Fig. 3.1.
An important remark is now in order. Even though the Hartree contribution distorts
the bare bands, the energy gaps between flat bands and adjacent conduction/valence
bands are virtually the same as in the case of the bare bands. This is another mani-
festation of the previously noted fact that, close to zero filling, the optical properties
are qualitatively unaffected by the Hartree potential. Conversely, the value of u0 dra-
matically alters the energies at which optical transitions with large spectral weight
occur.
In Fig. 3.8 we show W(0), i.e. the Drude weight in units of e2/~2, and the real part
Re[σinter(ω)] of the inter-band optical conductivity. We note thatW(0) is an increasing
function of u0. This follows from the fact that W(0), whose microscopic expression can
be obtained from Eq. (2.96) by setting α = β, depends on the derivative of the bands
with respect to k, i.e. on |〈kν|∂kαĤ(k)|kν〉|2 = |∂kαεkν |2. Now, as shown in Fig. 3.7,
the flat bands at u0 = 0 vary more smoothly throughout the moiré Brillouin zone with
respect to the bands evaluated at finite u0. In the latter case, we note a sudden variation
of the band dispersion in the vicinity of the Γ point. Once again, since we are at the
CNP, the quantity W(0) calculated in the fully self-consistent Hartree approximation
is practically indistinguishable with respect to the bare result, as evident from panel
(a) of Fig. 3.8. In panel (b) of Fig. 3.8 we therefore plot the real part Re[σinter(ω)]
of the inter-band contribution to the optical conductivity calculated in the Hartree
approximation. We clearly see that Re[σinter(ω)] shows a very interesting dependence
on u0, with its peaks shifting sensibly with it. As in Fig. 3.5, the solid white line is the
energy separation between the valence flat band and the first non-flat conduction band
at the Γ point, whereas the dashed white line is the energy separation between the
same pairs of bands, albeit evaluated at the K point in the moiré Brillouin zone. The
position of the peak corresponding to the optical transition at the Γ point decreases
monotonically with u0 from a maximum of ~ω ' 120 meV at u0 = 0 meV to a
minimum of ~ω ' 5 meV at u0 = u = 97.5 meV. These energy values are recovered
also by looking at the band structures in Fig. 3.7. A similar, monotonically decreasing
behavior is followed by the peaks associated to the optical transitions near the K point
in the moiré Brillouin zone. In this case, the position of the peak is ~ω ' 150 meV
at u0 = 0 meV and ~ω ' 70 meV at u0 = 97.5 meV. As a final note on the inter-
band optical conductivity, we stress that the intra-sublattice hopping energy scale u0
is responsible also for sensible shifts in the position of optical transitions at higher
energies, up to hundreds of meV (see Fig. 3.8).
The loss function, evaluated for different values of u0, is showed in Fig. 3.9. As be-
fore, the upper panels display L(q, ω) at energy scales which are suited to inspect col-
lective excitations originating from inter-band processes. Inter-band plasmon branches
are clearly visible at energies ~ω > 50 meV and are analogous to the ones experi-
mentally measured in Ref. [43]. The position of these branches in the ω-q plane is
fairly sensitive to the value of the parameter u0. An inter-band plasmon with char-
acteristic excitation energy ~ω ≈ 140 meV at u0 = 0 meV drops down in energy to
~ω ≈ 80 meV at u0 = 97.5 meV. As before, at excitation energies . 20 meV there is a
quite evident plasmon branch, which originates from inter-flat-band optical transitions.
Starting from u0 = 0, the corresponding peak in the loss function is well defined up
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to u0 = 48.2 meV, whereas it rapidly broadens in the limit u0 = u1 = 97.5 meV, as
shown in the corresponding upper panel. The lower panels of Fig. 3.9 illustrate the
loss function at small q and ω. The analytical plasmon dispersion Eq. (3.11) is not
shown because, as discussed in the previous Section, it is suited to describe intra-band
plasmons. At charge neutrality, such intra-band excitations can arise only from finite-
temperature effects, and in the present case (T = 5 K) it is pratically impossible to
















































Figure 3.9: 2D plots of the loss function L(q, ω) for different values of the intra-sublattice
hopping energy u0 at θ = 1.05◦, u1 = 97.5 meV, T = 5 K, ξ = 0, and ε̄(0) = 4.9: (a) u0 = 0
as in Ref. [69]; (b) u0 = 48.2 meV; (c) u0 = u1 = 97.5 meV as in Ref. [3]. In all the panels, the
lower sub panels zoom in on a smaller region of the energy-momentum plane. Data displayed
in this figure have been obtained by employing the self-consistent Hartree approximation at
the CNP (ξ = 0).
3.3 Dependence on the twist angle
We now move on to discuss the optical conductivity and loss function of TBG as func-
tions of the twist angle θ. It is known [3, 64] that, for a fraction of their bandwidth,
TBG’s low-energy bands disperse linearly, akin to the ones of monolayer graphene,
albeit with a renormalized Fermi velocity. The linear energy dispersion of TBG, how-
ever, extends over a fraction of the low-energy bands’ bandwidths that decreases very
rapidly as a function of θ.











































Figure 3.10: (a) The Drude weight (in units of e2/~2) is plotted as a function of the twist
angle θ. The solid black trace denotes data calculated via Eq. (2.96) at ξ = 0, u0 = 79.7 meV,
u1 = 97.5 meV, T = 5 K, and ε̄(0) = 4.9, and obtained by making use of the eigenvalues
and eigenvectors of self-consistent Hartree Hamiltonian (2.40). The solid red line is the value
of W(0) calculated analytically for a linear energy dispersion relation. (b) The quantity
Re[σinter(ω)] (in units of G0) is plotted as a function of ~ω and θ. Data in this plot have been
obtained by setting ξ = 0, u0 = 79.7 meV, u1 = 97.5 meV, and T = 5 K, and calculated
from Eq. (2.98) with the fully self-consistent Hamiltonian (2.40). Solid and dashed white lines
are placed at energies equal to the gap between the valence flat band and the first non-flat
conduction band at the point Γ and K in the moiré Brillouin zone, respectively. These lines
are associated to the optical transitions marked in Fig. 3.1(a).
The dependence of σ(ω) on θ, down to θ & 2.0◦, has been studied in Ref. [123].
For this reason, we will focus on θ . 2.0◦. We set ξ = 0, u1 = 97.5 meV, and
u0 = 79.7 meV. As in the previous Sections, T = 5 K.
The dependence of the band structure of TBG on θ has been extensively discussed
in the literature [3, 64, 131]. The bandwidth of the “flat bands", i.e. the bands closer
to the CNP at 1.05◦, increases very rapidly with θ, becoming [123] ≈ 500 meV at
θ ≈ 2.5◦, i.e. the two “flat" bands extend over a total energy range of ≈ 1 eV. In light
of this, from now on we will refer to these bands as first conduction and valence bands.
In Fig. 3.10 we show the Drude weight in units of e2/~2, i.e.W(0), and the real part
Re[σinter(ω)] of the inter-band optical conductivity as functions of θ. The quantityW(0)
is a monotonically decreasing function of the twist angle, approaching an asymptotic
value at large θ, which can be calculated analytically. A straightforward calculation,
indeed, shows that, at the CNP, the value of W(0) for linear energy bands is W(0) =
gkBT log(2), independent of the Fermi velocity. The value of kBT ≈ 0.4 meV, chosen
in our numerical calculations, is much smaller than the bandwidth of the valence and
conduction bands, especially so for the case of θ & 1.2◦ (see Fig. 3.10). The quantity
W(0), thus, converges to the asymptotic limit gkBT log(2) when the value of kBT is
much smaller than the energy scale over which the bands are linear. On the other
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hand, at smaller twist angles—and generally speaking when kBT is larger than or
comparable to the energy range over which the first valence and conduction bands are
linear—W(0) increases. In panel (a) of Fig. 3.10, it is evident that already at T = 5 K,
the Drude weight of TBG (in units of e2/~2) has values that are quite different from
the ones expected for a material with linearly-dispersing energy bands. This effect is
expected to be enhanced by temperature, i.e. for higher T , the value ofW(0) is expected
to converge to gkBT log(2) at larger twist angles.
As we discussed earlier, Re[σinter(ω)] shows peaks at energies ~ω at which the de-
nominator in Eq. (2.98) is minimal, i.e. when ~ω + εkν − εkν′ ≈ 0. The energies at
which those peaks occur increase monotonically with the twist angle. In panel (b) of
Fig. 3.10 we have marked with solid and dashed white lines the excitation energies of
the optical transitions occurring near the Γ and K points of the moiré Brillouin zone,
respectively. Around θ ≈ 1.55◦ these lines cross, meaning that the energy distance
between the valence band and the second conduction band is wider at Γ than at K. As
in the case of variable intra-sub-lattice hopping energy, the positions of the peaks of
the optical conductivity change with θ, in a wide range of energies. Fig. 3.10(b) shows















































Figure 3.11: 2D plots of the loss function L(q, ω) for different values of the twist angles
θ at ξ = 0, u0 = 79.7 meV, u1 = 97.5 meV, T = 5 K, and ε̄(0) = 4.9. In all the panels, the
lower sub panels zoom in on a smaller region of the energy-momentum plane. Data displayed
in this figure have been obtained by employing the self-consistent Hartree approximation at
the CNP (ξ = 0). Panel (a) θ = 1.05◦. Panel (b) θ = 1.35◦. Panel (c) θ = 1.65◦.
The loss function of TBG at three different twist angles is shown in Fig. 3.11.

















































Figure 3.12: 2D plots of the loss function L(q, ω) for different values of the twist angles
θ at ξ = 0, u0 = 0 meV, u1 = 97.5 meV, T = 5 K, and ε̄(0) = 4.9. In all the panels, the
lower sub panels zoom in on a smaller region of the energy-momentum plane. Data displayed
in this figure have been obtained by employing the self-consistent Hartree approximation at
the CNP (ξ = 0). Panel (a) θ = 1.05◦. Panel (b) θ = 1.35◦. Panel (c) θ = 1.65◦.
In its lower panels, a low-energy, low-momentum plasmon branch can be identified.
Once again, this originates from inter-band transitions because, at the CNP and at
T = 5 K, intra-band plasmon modes are practically absent. This inter-band plasmon
branch appears however as a rather broad peak in the loss function, i.e. it is strongly
damped. With the help of the upper panels, we see that it is found at excitation energies
~ω . 20 meV in the case of θ = 1.05◦. For θ = 1.35◦ and θ = 1.65◦, on the other hand,
the low-energy, low-momentum branch does not extend to large momenta and energies,
progressively disappearing as q and ω increase. At higher energies, various peaks in
the loss function can be identified. The clearest ones are: 1) one at ~ω ≈ 100 meV
for θ = 1.05◦, 2) one at ~ω ≈ 50 meV and one at ~ω ≈ 170 meV for θ = 1.35◦, and,
finally, 3) one at ~ω ≈ 250 meV for θ = 1.65◦.
In Figure 3.12 we show again the twist-angle dependence of the loss function, but in
this case for u0 = 0 meV, corresponding to the idealized chirally-symmetric continuum
model [78]. It is evident that reducing u0 leads to a much stronger and more dispersive
(and therefore propagating) inter-band plasmon mode, in the energy range ≈ 150-
250 meV. This suggests that one can gain information about the value of u0 by
measuring the inter-band plasmon dispersion. The energy of the inter-band plasmon
shifts towards higher energies with increasing angle, in agreement with the upward
shift observed for all the optical transitions in panel (b) of Fig. 3.10. Also its intensity
seems to decrease monotonically with increasing angle.
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Since plasmon modes delicately depend on θ, u0, and ξ, care needs to be exercised
when color plots of the loss function referred to different sets of parameters are com-
pared with each other. For example, as showed in Ref. [43], for θ = 1.35◦ and u0 = 0,
a clear inter-band plasmon mode emerges at energy ~ω & 100 meV.
3.4 Loss function of TBG encapsulated in hexagonal
Boron Nitride
In a 2D system sandwiched between two half-spaces filled with a dielectric with a






Since high-quality samples of TBG are always encapsulated in hBN, which is an hy-




where εz(ω) and εx(ω) are the out-of-plane and in-plane dielectric permittivities of hBN.
As anticipated in Section 1.1.4, these have the following frequency dependence [45]
(i = x, z)
εi(ω) = εi(∞) +
si~2ω2i
~2ω2i − i~2γiω − ~2ω2
, (3.14)
with parameters given in Table 3.1. Note that with the parametrization (3.14) of the
frequency dependence of the permittivities εi(ω), we have ε̄(0) = 4.9, in agreement
with the value used in the previous Sections.
In writing Eq. (3.13) we have neglected finite-thickness effects and assumed that
TBG is encapsulated between two semi-infinite hBN crystal slabs. Finite-thickness
effects can be accounted for by introducing suitable q-dependent form factors [43, 132]
in Eq. (3.12).
The loss function of TBG encapsulated in hBN evaluated for different values of
ξ, u0 and θ is shown in Figs. 3.13, 3.14, and 3.15, respectively. As before, the upper
panels display L(q, ω) at energy scales which are suited to inspect collective excita-
tions originating from inter-band processes. Inter-band plasmon branches are clearly
visible at energies ~ω > 50 meV in any of the three figures, and are analogous to the
ones experimentally measured in Ref. [43]. Qualitatively, the inter-band plasmons of
hBN-encapsulated TBG have similar features with respect to those calculated by ne-
glecting the frequency dependence of ε̄(ω), as in the previous Sections. For the most
part, the filling factor ξ leaves their position in the ω-q plane unaltered. Conversely,
both the inter-layer hopping amplitude and the twist angle have a higher impact on
the inter-band plasmons. The inter-layer hopping amplitude, in particular, shifts the
characteristic frequency of the inter-band plasmon from ~ω ≈ 140 meV at u0 = 0 down
to ~ω ≈ 80 meV at u0 = 97.5 meV.
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i = x i = z
si 2.001 0.5262
εi(∞) 4.9 2.95
~ωi (meV) 168.6 94.2
~γi (meV) 0.87 0.25
Table 3.1: The parameters entering the bulk hBN dielectric functions in Eq. (3.13). These
values have been extracted from Ref. [45].
In Figs. 3.13, 3.14 and 3.15 we have clearly highlighted the hBN reststrahlen bands
in the energy intervals 94 meV ≤ ~ω ≤ 102 meV (lower reststrahlen band) and
170 meV ≤ ~ω ≤ 200 meV (upper reststrahlen band). These bounds can be eas-
ily found by looking at the (four) frequencies at which the product εx(ω)εz(ω) changes
sign. Inside the reststrahlen bands εx(ω)εz(ω) < 0. Since we have considered semi-
infinite hBN crystal slabs, no Fabry-Pérot hyperbolic phonon polariton modes [133]
appear in the energy loss function inside the reststrahlen bands.







































Figure 3.13: 2D plots of the energy loss function L(q, ω) of TBG encapsulated in hBN,
for different values of the filling factor ξ at θ = 1.05◦, u0 = 79.7 meV, u1 = 97.5 meV, and
T = 5 K: (a) hole doping, ξ = −3/4; (b) CNP, ξ = 0; (c) electron doping, ξ = +3/4. In
all the panels, the lower sub panels zoom in on a smaller region of the energy-momentum
plane. All 2D plots displayed in this figure have been obtained by using the self-consistent
Hartree approximation. The black solid (dashed) lines are the analytical intra-band plasmon
dispersions calculated through Eq. (3.11), making use of eigenvalues and eigenvectors of the
self-consistent Hartree (bare) Hamiltonian in Eq. (2.40) (Eq. (2.30)), respectively. The white
dashed lines denote the bounds of the hBN reststrahlen bands. The upper edge of the upper
reststrahlen band is outside of the range of values of ~ω shown in this figure.















































Figure 3.14: 2D plots of the loss function L(q, ω) of TBG encapsulated in hBN, for
different values of the intra-sublattice hopping energy u0 at θ = 1.05◦, u1 = 97.5 meV, ξ = 0,
and T = 5 K: (a) u0 = 0 as in Ref. [69]; (b) u0 = 48.2 meV; (c) u0 = u1 = 97.5 meV
as in Ref. [3]. In all the panels, the lower sub panels zoom in on a smaller region of the
energy-momentum plane. Data displayed in this figure have been obtained by employing the
self-consistent Hartree approximation at the CNP (ξ = 0). The white dashed lines denote the
bounds of the hBN reststrahlen bands.















































Figure 3.15: 2D plots of the loss function L(q, ω) of TBG encapsulated in hBN, for
different values of the twist angles θ at ξ = 0, u0 = 79.7 meV, u1 = 97.5 meV, and T = 5 K.
In all the panels, the lower sub panels zoom in on a smaller region of the energy-momentum
plane. Data displayed in this figure have been obtained by employing the self-consistent
Hartree approximation at the CNP (ξ = 0). Panel (a) θ = 1.05◦. Panel (b) θ = 1.35◦. Panel
(c) θ = 1.65◦. The white dashed lines denote the bounds of the hBN reststrahlen bands.
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3.5 Static density-density response function of twisted
bilayer graphene
We conclude the Chapter showing unpublished results on the Lindhard function of
TBG. The derivation of the density-density response function for a single-particle pe-
riodic system was presented in full generality in Section 2.3.1, and the results reported
here are based on the continuum model of TBG, derived in Section 2.1.2 and numeri-
cally solved as explained in Section 2.4.1.
The calculation of the non-interacting density-density response of TBG presented in
this Section is an introductory step toward the description of the interacting response
within the RPA. Furthermore, once the RPA response is calculated, the dielectric
properties of TBG are given for free, as the dielectic function is given by [30, 54]
εRPA(q,G,G′, ω) = δG,G′ − vq+Gχ̃RPAnn (q,G,G′, ω). (3.15)
The calculation of χ̃RPAnn (q,G,G′, ω) is also useful to go beyond the local approximation
for the optical conductivity and loss function thanks to Eq. (2.104).
For TBG, in particular, it is interesting to decouple the contribution of the low-
energy flat bands from the contribution of the remote bands in the density-density
response. This can be accomplished by dividing the sum over the bands in Eq. (2.63)


















In the following we will denote the first term in the right hand side of Eq. (3.16)
as χflat(q,G,G′, ω), i.e. the flat bands component of the density-density response.
In the same fashion, the second term of the right hand side of Eq. (3.16), i.e. the
remote bands component of the density-density response corresponding to transition
between valence and conduction bands not belonging to the manifold of flat bands,
is going to be denoted χremote(q,G,G′, ω). The third term of Eq. (3.16) accounts
for the transitions between flat bands and remote bands. We will not attach any
special notation to this contribution, and when needed it is going to be obtained as
the difference χnn(q,G,G′, ω)− χremote(q,G,G′, ω)− χflat(q,G,G′, ω).
The results presented below have been obtained fixing the twist angle to θ = 1.05◦,
the temperature to kBT = 0.0004 eV, corresponding to ≈ 5 K, and u1 = 97.5 meV.
The intra-sublattice hopping energy u0 was set either to u0 = 0.0797 eV as in Ref. [104]
or to u0 = 0 eV as in Ref. [78]. We have also analysed different filling factors (as
defined in Section 3.1), namely ξ ∈ {0, 0.25, 0.5, 0.75}. The results showed below are
not within the RPA, as they are calculated in the absence of the Hartree corrections.
These corrections, however, are going to be included future works.
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Figure 3.16: Dimentionles static density-density response function for the case u0 =
0.0797 eV, as in Ref. [104]. Left panel: full density-density response. Right panel: contribu-
tions of the remote bands to the density-density response.
3.5.1 The static density-density response of TBG
The “static limit” of the density-density response function is obtained by letting ω → 0.
A general property of the static density-density response function is that, using the
notation of Ref. [30],
lim
q→0
χnn(q,0,0, ω = 0) = −N(EF), (3.17)














δ(EF − εk,ν). (3.18)
In Figures 3.16 and 3.17 we show the dimentionless static density-density response
function −χnn(q,0,0, ω = 0)/N(EF) for the case u0 = 0.0797 eV and u0 = 0 eV,
respectively. In both figures, the left panel shows the full density-density response
whereas the right panel shows the remote-bands-only response. Qualitatively, the intra-
sublattice hopping amplitudes u0 = 0.0797 eV and u0 = 0 eV give similar results in the
case of nonzero filling factor. When ξ = 0, on the other hand, the amplitude of
−χnn(q,0,0, ω = 0)/N(EF) at u0 = 0 eV reach higher values than its counterpart
at u0 = 0.0797 eV. Furthermore, at u0 = 0.0797 eV, −χnn(q,0,0, ω = 0)/N(EF)
approaches 1 at the K and K ′ point in the moiré Brillouin zone, whereas when u0 =
0 eV this does not happen.
The limit Eq. (3.17) is respected in our numerical calculations, and the full dimen-
tionless density-density response function −χnn(q,0,0, ω = 0)/N(EF) approaches 1 for
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Figure 3.17: Dimentionles static density-density response function for the case u0 = 0 eV,
as in Ref. [78]. Left panel: full density-density response. Right panel: contributions of the
remote bands to the density-density response.
wavevectors q → 0, i.e. q close to the Γ point of the Brillouin zone. In both cases,
u0 = 0.0797 eV in Fig. 3.16 and u0 = 0 eV in Fig. 3.17, the response at half-filling, i.e.
ξ = 0 is markedly different with respect to the response at ξ ∈ {0.25, 0.5, 0.75}. At
half filling, −χnn(q,0,0, ω = 0)/N(EF) ≥ 1, whereas −χnn(q,0,0, ω = 0)/N(EF) ≤ 1
when ξ ∈ {0.25, 0.5, 0.75}.
Physically, two important quantities to be calculated are the static density-density
response function due to transitions between remote valence bands and remote con-
duction bands χremote(q,0,0, ω = 0), and the static density-density response function
between flat bands and remote bands
χnn(q,0,0, ω = 0)− χremote(q,0,0, ω = 0)− χflat(q,0,0, ω = 0).
These response functions are physically relevant as they could be used to calculate
the dielectric function through Eq. (3.15). The dielectric functions can, in turn, be
incorporated directly into mean-field or exact-diagonalization calculations for the flat
bands. The static approximation (i.e. neglecting terms at ω 6= 0) would be justified
by the fact that the flat band physics is on an energy scale smaller than any of the
transitions between remote bands. The dielectric function associated with the con-
tributions coming from transitions between the flat bands, however, are less likely to
be meaningful at low energies and very close to the magic angle, as the many-body
interactions totally reshape the bands. In this respect, we also refer to the discussion
of scanning tunneling microscopy and scanning tunneling spectroscopy experiments on
TBG in the introductory Section 1.2.
The remote-bands-only contributions to the density-density response of TBG are
showed in the right panels of Figures 3.16 and 3.17. By comparing the left and right
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ξ a1 a2 a3 a4
-0.75 −0.0173± 0.001 0.8097± 0.0169 −1.823± 0.0875 1.281± 0.143
-0.5 −0.0105± 0.0006 0.4929± 0.0103 −1.1096± 0.0532 0.7797± 0.0871
-0.25 −0.0107± 0.0006 0.4982± 0.0104 −1.1216± 0.0538 0.7881± 0.088
0 −0.0207± 0.0012 0.9682± 0.0202 −2.1799± 0.1046 1.5318± 0.171
0.25 −0.0108± 0.0006 0.5049± 0.0105 −1.1368± 0.0546 0.7988± 0.0892
0.5 −0.0112± 0.0007 0.5235± 0.0109 −1.1786± 0.0566 0.8282± 0.0925
0.75 −0.0193± 0.0011 0.9028± 0.0188 −2.0324± 0.0975 1.4282± 0.1595
Table 3.2: Least squares fit parameters for the polynomial approximation of the remote-
bands contribution to the density-density response function −χremote(q,0,0, ω = 0)/N(EF) ≈∑4
j=1 aj‖q‖
j









Table 3.3: Least squares fit parameters for the polynomial approximation of the remote-
bands contribution to the density-density response function −χremote(q,0,0, ω = 0)/N(EF) ≈
a2‖q‖22. These parameters are suited for u0 = 0 eV, as in Ref. [78].
panel of Fig. 3.16 it is seen that the static density-density response function of TBG
is dominated by the contributions of the flat bands. The remote-bands contributions
−χremote(q,0,0, ω = 0)/N(EF) plotted in the right panel are, indeed, more than one
order of magnitude smaller than the full response −χnn(q,0,0, ω = 0)/N(EF). The
same is also true for Fig. 3.17.
Leveraging the idea to include the static dielectric function due to transitions be-
tween the remote bands in exact diagonalization and mean field calculations, it is
interesting to give an effective desciption of −χremote(q,0,0, ω = 0)/N(EF) by means
of a polynomial fit of the following form






For the case u0 = 0.0797 eV, showed in the right panel of Fig. 3.16, a good polyno-
mial approximation is attained by truncating at the fourth order. The fit parameters
are summarized in Table 3.2. Conversely, for the u0 = 0.0797 eV, showed in the right
panel of Fig. 3.17, a simple quadratic approximation −χ(0)remote(q,0,0, ω = 0)/N(0) ≈
a2‖q‖22 is sufficient. The fit parameters in this case are summarized in Table 3.3.
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3.6 Concluding remarks
We have calculated the optical conductivity, energy loss function and static density-
density response function of twisted bilayer graphene, for a wide range of microscopic
parameters. In particular, we have focussed on the dependence of these properties
on the intra-sublattice inter-layer tunneling rate u0 and ground-state charge density
inhomogeneity.
Away from the charge neutrality point, we have showed that the low-frequency
components of the optical conductivity, i.e. the ones governed by the Drude weight
e2W(0)/~2, are sensibly modified by the Hartree potential in Eq. (2.41). In particular,
we found a significant enhancement of the particle-hole asymmetry ofW(0). Conversely,
the high-frequency components of the optical conductivity are pretty much unaffected
by the Hartree potential, and their dependence on the filling factor is also very weak.
The loss function reflects all these facts. The low-frequency peaks are well described,
away from the charge neutrality point, by the result in Eq. (3.11) and depend directly
on W(0). Conversely, the high-frequency peaks arising from inter-band transitions are
virtually independent of the filling factor.
As a byproduct of our calculations, we obtained the Seebeck coefficient in the re-
laxation time approximation. Our result suggests that a strong thermoelectric effect
should persist down to temperatures of ≈ 5 K. In the near future, therefore, pho-
tocurrent mapping techniques at cryogenic temperatures may prove to be valid tools
to study the onset of the transition to broken symmetry states.
At filling factor ξ = 0, i.e. at the charge neutrality point, we have evaluated σ(ω)
and L(q, ω) for different values of the intra-sublattice inter-layer tunneling energy u0.
The Drude weight e2W(0)/~2 is a monotonically increasing function of u0, which is
practically insensitive to the Hartree potential (2.41). The (real part of the) inter-
band contribution to the optical conductivity is not affected by the Hartree potential
as well, whereas it shows a very interesting dependence on u0. The position of the peaks
in Re[σinter(ω)] associated to optical transitions between flat bands and neighbouring
bands decreases monotonically with u0. It is important to keep in mind that u0 can
be modified by extrinsic factors such as strain present in the samples, resulting in a
sensible alteration of the optical properties of TBG. Similarly, the peaks in the energy
loss function that are related to inter-band optical transitions are strongly affected by
the value of the intra-sublattice inter-layer hopping energy. This is agreement with
recent experimental work [43]. Indeed, the authors of Ref. [43] noted that a good
match between experimental results and theory was possibile only when the value of
u0 used for theoretical predictions was substantially smaller than that reported in the
literature [104, 131].
We have also studied the dependence of σ(ω) and L(q, ω) on the twist angle θ,
again at the charge neutrality point. We have showed that the low-frequency ω ' 0
component of the optical conductivity, determined by W(0), can be approximated by
the value obtained for linear-dispersing energy bands only if the value of kBT is much
smaller than the energy range over which the valence and conduction bands are linear.
This condition does not hold true in TBG with θ . 1.2◦ already at T = 5 K, showing
that a description of TBG based on a linear approximation of the energy bands in not
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sufficient at angles close to the magic one. The (real part of the) inter-band optical
conductivity has peaks at energies which increase monotonically with the twist angle.
Finally, we have analysed the static density-density response function of twisted
bilayer graphene at different filling factors and intra-sublattice hopping energies u0.
The calculation of the static density-density response function is the first step toward an
RPA description of twisted bilayer graphene. We have also shown that the contribution
of the remote bands to the density-density response can be conveniently parametrized
as a polynomial function of the wavevector q.
We conclude mentioning that in all of our results we have shown that the behaviour
of twisted bilayer graphene at half-filling is markedly different with respect to the case
of nonzero filling factor. Special care should therefore be deserved to the study of the
configuration ξ = 0.
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4
Two-dimensional topological insulators
The notion of topological phases of matter was introduced in Section 1.3, with a par-
ticular focus on their experimental observation. In this Chapter, we will introduce and
discuss the theoretical tools needed for a mathematical description of two-dimensional
phases of matter. As anticipated in the experimental introduction, the main focus of
this Thesis is on insulating topological phases realised in two-dimensional materials.
Among these, we will present theoretical models for Chern insulators and Z2 topologi-
cal insulators. The latter are also known simply as 2D topological insulators or 2DTIs,
and we will adhere to this naming convention. The models for these materials are
one-particle tight-binding Hamiltonians. These Hamiltonians are often not intended
to be faithful models for real topological materials, whose quantitative descriptions are
usually accomplished via density functional techniques. On the other hand, the simple
tight-binding models presented in this Chapter can be casted to mathematical forms
which make the inspection of topological phase transitions — and their onset as the
parameters of the model are changed — very convenient.
The physical observables encoding the vast majority of the topological properties
of such phases, are related to the electron transport. This Chapter, therefore, contains
also a Section where the Landauer-Büttiker theory of phase-coherent transport [24] is
presented and discussed. According to the Landauer-Büttiker theory, the electronic
transport in mesoscopic conducting systems can be described with the help of a cor-
responding quantum-mechanical scattering problem. The Landauer-Büttiker theory of
transport is a purely quantum mechanical theory which, is valid only in the absence of
inelastic collisions. In any event, the validity of the Landauer-Büttiker theory do not
pose any concern for the materials considered in this Thesis, as the real experiments
(presented in Section 1.3) are always in regimes where the electronic transport can be
satisfactory described with a ballistic theory.
The Chapter is organized as follows: the Landauer-Büttiker theory in presented
immediately in Section 4.1, the main goal of this Section being to show how to obtain
95
96 Two-dimensional topological insulators
the physical quantities relevant to transport, such as resistances and conductances, in
the Landauer-Büttiker framwork. Next, in Section 4.2, we present the general theory
of Chern insulators and 2DTIs, as well as the Haldane model [83] of Chern insulator,
introduced in 1988, and the Kane-Mele model [85, 86] of 2DTIs, introduced in 2005.
Both these models are defined on an hexagonal lattice and are closely related one
another.
4.1 Landauer-Büttiker theory of ballistic transport
The Landauer-Büttiker theory of transport deals with mesoscopic systems and treats
the electron transport problem as a scattering problem. The problem of calculat-
ing transport characteristics as, for example, electrical conductance or thermal con-
ductance is therefore reduced to solving a quantum-mechanical scattering problem
whose scattering potential defines the conductor under investigation. In its traditional
form, the Landauer-Büttiker theory applies to non-interacting systems in the station-
ary regime [24, 134, 135]. The theory presented in the following deals with two-terminal
devices, i.e. mesoscopic systems with two leads from which electrical and thermal cur-
rents can flow through, as schematically showed in Fig. 4.1. The leads are connected
to the mesoscopic system in one side, and are supposed to be attached to large elec-
tron reservoirs to the other. The reservoirs are assumed to be at the thermodynamical
equilibrium, with temperature Tα and chemical potential µα, with the index α = 1, 2
labelling the reservoirs. The derivation of the Landauer-Büttiker theory is pivoted in
the calculation of the electric current operator within the second quantization frame-
work. The central idea of the derivation, however, is that electrons ejected by the
reservoirs traverse the lead and undergo to a scattering process mediated by the po-
tential defining the mesoscopic sample. After the scattering process, the electrons flow
back into the reservoirs through the leads. The “scattering matrix”, which is a quantity
of central interest in the Landauer-Büttiker theory, enters at this stage by relating the
incident and scattered electronic states. Indeed, let us define the “incident states”, i.e.
the states describing electrons ejected from the α-th reservoir and incident in the sam-
ple at energy ε, as ψ(in)α,n (ε)/
√
~vα,n(ε) and the “scattered states” as ψ(out)α,n (ε)/
√
~vα,n(ε).
The incident and scattered states are normalized to
√
~vα,n(ε), where vα,n(ε) is the
group velocity of the electrons at energy ε, in order to carry unit flux [135]. Within
the second quantization frameowrk, it is customary to define creation and destruction
operators for sets of one-particle quantum states. Here, we will denote these operators
as â†α,n(ε) and âα,n(ε) for the set of incident states, whereas b̂†α,n(ε) and b̂α,n(ε) create
(or destroy) electrons in the scattered states.
The power of the scattering approach — in the context of electronic transport — is
that any information concerning the flowing of electrons through the mesoscopic sample
is synthetically encoded in a single mathematical object: the scattering matrix. Thanks
to the scattering matrix (and the principle of superposition) it is possible to know how
an incident electronic state will look like after the scattering event. In particular, the
scattering matrix S(ε) is defined as the linear operator mapping the vector of creation
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Scattering region
Figure 4.1: Typical geometry studied within the Landauer-Büttiker formalism. A central
scattring region is connected to two electronic reservoirs through metallic leads. The electronic
reservoirs are at the termodynamical equilibrium, and each leads host a superposition of
incident âα,n(ε) and scattered b̂α,n(ε) states.
(and destruction) operators of the incident states at energy ε to the vector of creation



























where we supposed that the Hilbert space describing the electronic states in the α-th
lead has dimension Nα. The dimension of the scattering matrix S(ε) at energy ε is
therefore N1 × N2. For later convenience, it is interesting to introduce the following







where r(ε) and r′(ε) are blocks concerning the reflection of electrons into the original
reservoir, whereas t(ε) and t′(ε) concern the transmission on the other lead.
The creation operators for the incident and scattered states, are related by an
equation analogous to Eq. (4.1) where S(ε) is replaced by its conjugate S∗(ε). Now,
because the scattering matrix relates states with the same energy ε, it is understood
that the scattering approach is suited to describe elastic scattering events. A basic
property of the scattering matrix is its unitarity S†(ε)S(ε) = 1. The unitarity of the
scattering matrix easily follows from the conservation, during the scattering process,
of the total current.
Arguably the most important application of the Landauer-Büttiker approach for the
problem of electronic transport is the calculation of the mean electric current flowing
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through the mesoscopic sample. In the second quantization formalism this is done by














where x and r⊥ are the longitudinal and transverse coordinates (see Fig. 4.1), and we
supposed that the particles have mass m and carry charge e. The operator Ψ̂α(r, t) is






































where in the second line we have used the assumption that ψ(in)α,n (ε) and ψ(out)α,n (ε) are
separable products of transverse and longitudinal components
ψ(in)α,n (ε, r) ≡ ξα,n(r⊥)e−ikα,n(ε)x, (4.5a)
ψ(out)α,n (ε, r) ≡ ξα,n(r⊥)eikα,n(ε)x. (4.5b)
Substituting the field operator Eq. (4.4) and its hermitian conjugate into the expression
for the current operator Eq. (4.3), it is possible to arrive at the following expression






















The latter expression is obtained by basic algebraic manipulations, the normalization
of the transverse wavefunction
∫
dr⊥ ξ∗α,n(r⊥)ξα,n′(r⊥) = δn,n′ , and the following ap-
proximations
vα,n(ε) ≈ vα,n(ε′), (4.7a)
kα,n(ε) ≈ kα,n(ε′). (4.7b)
The justification of Eqs. (4.7) relies in the observation that for all observable quantities
(average current, noise, or higher moments of the current distribution) people are
usually interested in voltage biases much smaller than the Fermi energy EF. Therefore,
in all these observables the main contributions come from energies included in an
interval much smaller than the energy itself |ε − ε′|  ε ∼ EF, and this justifies the
approximation in Eqs. (4.7). These approximations are responsible for an algebraic
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cancellation of any quantity depending on the longitudinal component x. For a full
derivation of Eq. (4.6) from Eq. (4.3) we refer to Ref. [135].
The average current 〈Îα(t)〉 is obtained by taking the thermodynamical expectation
value of the operators â†α,n(ε)âα,n(ε′) and b̂†α,n(ε)b̂α,n(ε′). For the operator concerning
the incident states, the averaging procedure is quite easy, as these states are supposed
to arrive from an electronic reservoir at the thermodynamical equilibrium









In the last term, fα(ε) is the Fermi-Dirac distribution function for the α-th reservoir
calculated at energy ε. The operators concerning scattered states, however, are not
coming from a reservoir at the thermodynamical equilibrium, and their thermody-
namical average is calculated by first expressing b̂†α,n(ε)b̂α,n(ε′) as a combination of the
operator for the incident states, for which we know the average Eq. (4.8). At this stage,























Thanks to the expression in Eqs. (4.8) and (4.9) it is possible to calculate the thermo-
dynamical average 〈Îα(t)〉 of Eq. (4.6), which is given by

















The case of two terminals simplify the previous expression even more. Thanks to the
unitarity of the scattering matrix, it is easy to show that in a two terminal setup, the






dε T (ε) [fβ(ε)− fα(ε)] , (4.11)
where here it is understood α 6= β and the “transmission function” T (ε) is defined as











αβ,nm(ε), for α 6= β. (4.12)
In the second term we have used the notation of the sub-blocks decomposition Eq. (4.2),
to point out that the transmission function T (ε) depends on the block of the scattering
matrix concerned with the transmission amplitudes.
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We conclude mentioning that the previous equations were derived for the case of
spinless particles. If any degeneracy due to discrete degrees of freedom such as spin (but
also e.g. valley, sublattice) are present, the current in Eq. (4.11) should be multiplied
by the appropriate factor g.
4.2 Topology of two-dimensional insulators: theory
and models
4.2.1 Bloch insulators and their topology
The insulating state of matter, i.e. a state where the flow of electrons through the
material is prohibited, is ubiquitous in nature. Insulators owe their physical properties
to many different factors, ranging from the chemical properties of the constitutive
elements (see e.g. closed-shell insulators), to the properties of the electronic bonds (as
in many band insulators) or to the presence of strong electron-electron interactions
for the case of Mott insulators. For crystalline insulating materials whose physical
properties are well captured by a one-particle theory, the band theory of solids [17]
provides a powerful language to describe the electronic structure of such states. The
band theory of solids makes use of the Bloch theorem in order to classify and describe
the electronic states of periodic systems. Indeed, the electronic states of a periodic
model are labelled by the crystal wavevector k and the discrete band index ν. Now, if
the Fermi energy EF lies in an energy gap, i.e. it lies between two bands ν̃ and ν̃ + 1
for which the Hamiltonian eigenvalues satisfy maxk∈BZ(εk,ν̃) < EF < mink∈BZ(εk,ν̃+1),
no states are available for the electronic transport at energies close to EF and the
system is therefore insulating. These insulating phases of matter are often referred to
as “Bloch insulators”, and theirs topology is actually the topology of the band structures
associated to such phases.
The crystal wavevector k lies in the first Brillouin zone, which is a finite region of the
reciprocal space. Because of the translational symmetry of such models, the opposite
edges of the Brillouin zone can be identified one another, making the Brillouin zone
equivalent to a torus. The “band structure” of a crystal is defined as the mapping
from the crystal wavevector1 k ∈ T2, to the Bloch Hamiltonian Ĥ(k) which is an
Hermitian operator, defined below, derived from the main Hamiltonian of the system.
Band structures where the eigenvalues of Ĥ(k) show an energy gap, can be classified
topologically by considering the equivalence classes of Bloch Hamiltonians Ĥ(k) that
can be continuously deformed into one another without closing the energy gap. These
classes are characterized by a topological invariant n ∈ Z, called the Chern invariant.
The theory of the Chern invariant is rooted in the mathematics of fiber bundles [136],
but it can be understood physically in terms of the Berry curvature [137, 138] associated
with the Bloch wave functions.
The concepts of Barry phase and Berry curvature were introduced by Sir Michael
1For the sake of concreteness, in this Chapter we suppose to work in two-dimensions, so that the
Brillouin zone is isomorphic to the 2-torus T2.
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Berry in a seminal paper [137] concerning the adiabatic evolution of an eigenenergy
state when some external parameters are changed slowly and cyclically, i.e. so that
they describe a closed loop in the parameter space. In the absence of degeneracy,
the eigenstate will come back to itself at the end the loop, but there will be a phase
difference equal to the time integral of the energy (divided by ~) plus an extra, which
is now commonly known as the Berry phase.
Thanks to the Bloch theorem [17], the eigenstates |kν〉 of a periodic Hamiltonian
Ĥ0 satisfy the eigenvalue equation
Ĥ0|kν〉 = εkν |kν〉. (4.13)
Thanks to the translational invariance of the Hamiltonian, the Bloch eigenvalues can
be written as
〈r|kν〉 = eik · r〈r|ukν〉 = eik · rukν(r), (4.14)
where |ukν〉 are the periodic parts of the Bloch wavefunctions. Thanks to the previous
decomposition of the eigenstates, and defining the Bloch Hamiltonian as
Ĥ(k) ≡ e−ik · rĤ0eik · r, (4.15)
it is immediate to show that the eigenvalue equation Eq. (4.13) is equivalent to
Ĥ(k)|ukν〉 = εkν |ukν〉. (4.16)




〈ukν |∂kαĤ(k)|ukν′〉〈ukν′ |∂kβĤ(k)|ukν〉 − (α↔ β)
(εkν − εkν′)2
, (4.17)
where α and β are cartesian indexes. The Berry curvature is a gauge invariant vector
field whose flux through the Brillouin zone gives topological classification of the band
structure [136, 138]. The Chern invariant n ∈ Z, characterizing classes of equivalence











In general, the Berry curvature integrated over a closed manifold is always quantized
in the units of 2π, as showed e.g. in Ref. [8], Chapter 3. If a Bloch Hamiltonian
Ĥ(k) is in an equivalence class whose Chern invariant, i.e. the integral of the Berry
curvature over the Brillouin zone, is different from 0 is said to be topologically non-
trivial. From a mathematical perspective, a nonzero Chern number is a manifestation
of the impossibility to choose a global gauge that is continuous and single valued over
the entire Brillouin zone [8].
A topologically non-trivial class of insulating band structures is thus characterized
by a nonzero Chern number, and as long as the energy gap is not closed, the Bloch
Hamiltonian can be freely perturbed without changing its topological classification.
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Quite remarkably, it turns out that the Chern number, Eq. (4.18) is strongly related
with an observable quantity, being the Hall conductance. The Hall conductance of a
two-dimensional material is the off-diagonal term of the conductivity tensor Eq. (2.94).
From the Kubo formula of the conductivity, Eqs. (2.95) and (2.98), it is quite easy
to check that in the static limit ω → 0, the intra-band contribution to the conduc-
tivity vanishes (if the Fermi energy is within the energy gap), whereas the inter-band
contributions is equal to (for α 6= β)















where g is the degeneracy factor and the small temperature limit T → 0 is under-
stood. The Hall conductivity is therefore proportional to the Chern number, where
the proportionality constant depends only on fundamental constants. Let us insist on
the observation that any perturbation or disorder added to the Hamiltonian which,
however, does not close the energy gap, leaves the Chern number (and so the Hall
conductivity) unaltered. This is the mathematical explaination of the exceptionally
flat plateaus of the Hall conductivity observed in quantum Hall effect experiments, as
discussed in Section 1.3.
To gather more insight, it is interesting to note that a necessary condition to have
topologically non-trivial band structures is to have broken time-reversal symmetry. In-
deed, it is easy to show that if the system is time-reversal symmetric, it follows that [138]
Ωναβ(−k) = −Ωναβ(k) and the integral in Eq. (4.19) vanishes trivially. In addition to
this, if the system is also symmetric under spatial inversion, the Berry curvature satisfy
Ωναβ(−k) = Ωναβ(k). Therefore, for crystals with simultaneous time-reversal and spatial
inversion symmetry the Berry curvature vanishes identically throughout the Brillouin
zone.
The previous discussion on the symmetry of the Berry curvature entails that any
time-reversal symmetric Bloch insulator is in the topologically trivial Chern class. For
these time-reversal invariant models, however, it exists a different topological classifi-
cation proposed in 2005 by Kane and Mele [85, 86]. The key to understand this new
topological class is to examine the role of time-reversal symmetry for spin 1/2 particles.
Time-reversal symmetry is represented by an antiunitary operator
Θ̂ = exp(iσ̂y/~)K̂ (4.20)
where Ŝy, is the spin operator along the y direction, whose matrix elements are given by
the Pauli matrix σy if the spin quantization axis is chosen along z, and K̂ is the complex
conjugation. For spin 1/2 electrons, Θ̂ has the property Θ̂2 = −1. A time-reversal
invariant Bloch Hamiltonian must satisfy
Θ̂Ĥ(k)Θ̂−1 = Ĥ(−k), (4.21)
and, as in the case of Chern insulators, it is possible to classify the equivalence classes
of Hamiltonians satisfying this constraint and that can be smoothly deformed without
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closing the energy gap. The Chern number, as said, is n = 0, but there is an additional
Z2 topological invariant with two possible values2, ν = 0 or 1 [85, 86].
The calculation of the topological invariant ν is quite simple if the 2D system con-
serves the perpendicular spin Ŝz. In this case the up and down spins have independent
Chern numbers n↑ and n↓. Time-reversal symmetry requires n↑ + n↓ = 0, but the dif-
ference n↑−n↓ defines a quantized spin Hall conductivity. The Z2 topological invariant
ν is then simply
ν = [(n↑ − n↓)/2] mod 2. (4.22)
More general definitions of ν are available when Ŝz nonconserving terms are added to
the Bloch Hamiltonian (see e.g. Ref. [7]).
Akin to the Chern number n, the Z2 topological invariant ν is related to physical
observables connected to the electronic transport. In particular, as briefly mentioned
before, with an argument analogous to the case of the Chern number, and using the
definition in Eq. (4.22), it is possible to show that ν is proportional to the spin Hall
conductivity. More details on this subject, however, are postponed to the next section
where edge states and the concept of bulk-boundary correspondance are introduced.
Let us now conclude the section clarifying some basic nomenclature. Two-dimensional
insulating electron systems which show non-trivial topology in the Chern sense, i.e.
n 6= 0 are called “Chern insulators”. On the other hand, time-reversal symmetric
insulators displaying a non-zero Z2 topological classification are often referred to as
“quantum spin Hall insulators” (owing to the aforementioned quantized spin Hall con-
ductivity), or more simply “two-dimensional topological insulators” (2DTIs). We will
stick to the latter choice, which is arguably the most common in literature.
Edge states and bulk boundary correspondance
A fundamental consequence of the topological classification of gapped band structures
is the existence of gapless conducting states at interfaces where the topological invari-
ant changes. The existence of such edge states is deeply related to the topology of the
bulk electronic state. The existence of edge states in topologically non-trivial crystal is
readily explained imagining an interface where the Bloch Hamilltonian slowly interpo-
lates between a topologically non-trivial insulator (n or ν 6= 0) and a trivial insulator
n = ν = 0. Somewhere along the way the energy gap has to vanish because otherwise
it would be impossible for the topological invariant to change. There will therefore be
low energy electronic states bound to the region where the energy gap passes through
zero. This interplay between topology and gapless modes is ubiquitous in physics and
has appeared in many contexts.
For Chern insulators, the topological invariant n can be showed to be the number
of edge states at the interface with topologically trivial insulators. The edge states of
Chern insulators are said to be chiral, i.e. they can flow along the edge only in one of
the two possible directions, as showed in Fig. 4.2. This observation can be leveraged to
2The Z2 topological invariant should not be confused with a band index. The meaning of the
symbol ν, however, should be self-evident from the context.











Figure 4.2: Illustration the chiral edge modes of Chern insulators. On the left, a Chern
insulator with n = 1 is interfaced with a trivial insulator (n = 0). At the interface, where the
energy gap closes, a chiral edge mode is established. On the right panel, a schematic of the
band structure of this system. The system is periodic in the direction parallel to the interface,
and Bloch theorem can be used. The bulk conduction and valence bands, are joined by an
edge mode traversing the energy gap. Figure adapted from Ref. [7].
explain the perfect quantization of the Hall conductance. Indeed, an electron moving
along the edge of the Chern insulator, cannot be scattered in the direction opposite to
his current motion simply because, due to the chirality of the edge mode, there are no
available states for transport in the opposite direction, and perfect quantization follows.
The chiral edge states in Chern insulators can be seen explicitly by solving the Haldane
model (presented in the following section) in a semi-infinite geometry. We mention that
the quantized Hall conductance and its related edge states were observed for the first
time in Ref. [82]. The quantum Hall effect is observed in the presence of a magnetic
field, whereas our review of the Chern insulators is based only on the intrinsic band
structure of the sample. Although the theoretical description of quantum Hall systems
and Chern insulators is apparently different, it is indeed possible to introduce “magnetic
Bloch bands” to describe the electronic states of a 2D electron system threaded by a
perpendicular magnetic fields. Thanks to this technique, due to Peierls, it is seen that
quantum Hall systems and Chern insulators share the same topological classification.
Edge states are also present in 2DTIs, and their existence is guaranteed by the
topological invariant ν itself. The Z2 invariant ν, indeed, is the number of pairs of edge
states modulo 2. In the case of 2DTIs, edge states are always originated in pairs. In
each pair there are two counter-propagating modes, one for each spin direction. The
fact that in Z2 topological insulators opposite spins propagate in opposite directions it is
called “spin-momentum locking”, and the edge states are said to be helical (as opposed
to the chiral states of Chern insulators), and are schematically showed in Fig. 4.3.
Thanks to simple symmmetry arguments it is also possible to show a conductance
quantization in 2DTIs, akin to the one in Chern insulators. For spinful time-reversal
invariant insulators where many-particle effects are absent, it is possible to show that
the eigenstates are at least twofold degenerate. This results is known as Kramers’
theorem, and follows from the relation Θ̂2 = −1 valid in for spin 1/2 particles. Indeed,
suppose that |φ〉 is an eigenstate of the Hamiltonian Ĥ0|φ〉 = εφ|φ〉. It is evident that













Figure 4.3: Illustration the helical edge modes of 2DTIs. On the left, a 2DTI with ν = 1
is interfaced with a trivial insulator (ν = 0). At the interface, where the energy gap closes,
a couple of counterpropagating edge modes is established. On the right panel, a schematic
of the band structure of this system. The system is periodic in the direction parallel to the
interface, and Bloch theorem can be used. The bulk conduction and valence bands, are joined
by the two helical edge modes traversing the energy gap. Because they have opposite velocity
∼ dε(k)/dk, their slope on the ε− k plane is opposite. Figure adapted from Ref. [7].
|φ〉 and Θ̂|φ〉 belong to the same energy eigenvalue εφ, because the Hamiltonian is time-
reversal symmetric, and hence commutes with Θ̂. If |φ〉 and Θ̂|φ〉 are not degenerate,
they have to represent the same state. In the degenerate case one will have Θ̂|φ〉 = c|φ〉
for some constant c. This mean Θ̂2|φ〉 = |c|2|φ〉, which is impossible necause |c|2 6= −1.
The helical modes of 2DTIs are Kramers pairs, and we now show through the Landauer-
Büttiker formalism that if time-reversal symmetry is ensured and ν = 1, i.e. there is
an odd number of pairs of helical edge states, then there is always going to be at least
a single mode that is transmitted with unit probability. In particular, if there is only
one pair of helical modes, then it follows that the conductivity will be quantized to
2e2/h.
Now, suppose that there are N pairs of helical edge modes in the 2DTI. We label
the incident states (i.e. the ones created by the operators âα,n in Section 4.1) as
|m,α〉, with m = 1, . . . , N . The scattered states are the time-reversed partners of the
incoming states, so they are given by Θ̂|m,α〉. The electronic state in the lead α are





The coefficients aα,m and bα,m are related by the scattering matrix, as in Eq. (4.1).
There are a total of 2N incoming and 2N scattered modes, so the scattering matrix is
a 2N × 2N matrix. As explained in Section 4.1, the scattering matrix is also unitary,








In order to distrupt the electron transport along the edges of the 2DTI, one can try
to add disorder in the Hamiltonian. If the electron transport is affected by the disorder,





Figure 4.4: Topological phase diagram of the Haldane model, Eq. (4.27). Figure adapted
from Ref. [139].
then in the limiting case of strong disorder one should be able to achieve the situation
where there is no transmission at all, t = t′ = 0. In this case, all modes must be
reflected back, so the reflection blocks of the scattering matrix become unitary, rr† =
r′r′† = 1N×N . Thanks to the fact that the electronic states in the α-th lead, Eq. (4.23),
are linear combinations of Kramers partners, and applying to them the time-reversal
operator Θ̂, it is easy to show that the scattering matrix has to be antisymmetric
S = −ST. However, if S = −ST and the electronic transport is disrupted so that
t = t′ = 0, then the N × N reflection matrix must be both unitary, rr† = 1N×N , and
antisymmetric, r = −rT. When the 2DTI is topologically non-trivial ν = 1, the pairs of
edge modes are odd, and therefore N is odd. In the case of odd N the two conditions on
the unitarity and antisymmetry of r cannot be satisfied simultaneously, since any odd-
dimensional antisymmetric matrix must have a single zero eigenvalue, while unitary
matrices only have eigenvalues with unit norm. Now, because r = −rT is enforced by
time-reversal symmetry, which we assume by hypothesis, the unitarity condition rr† =
1N×N must be released. In this case, it is impossible to have t = 0. Furthermore, this
zero eigenvalue of r means that there is always a single mode that is transmitted with
unit probability, proving our statement. To conclude, Kramers theorem implies that
Anderson disorder in a 2DTI cannot induce back-scattering at a 2DTI edge, yielding
conductance quantization against elastic disorder [7, 8, 87, 88, 89, 90].
4.2.2 The Haldane model
In 1988, D. Haldane proposed a tight-binding model [83] which realises a Chern in-
sulator. In the Haldane model the time-reveral symmetry breaking necessary to have
nonzero Chern number is realised thanks to second-neighbour hopping between the
sites of an hexagonal lattice. The building block of the Haldane model is the tight-
binding Hamiltonian of single-layer graphene, Eq. (1.5), presented in the first Chapter







The Haldane model can be constructed by adding terms to Eq. (4.25) on the basis of
straightforward symmetry arguments. First, the model in Eq. (4.25) is not an insulator,
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and a gap should be opened. It is fairly simple to do that by adding “mass” term, i.e. an
on-site term whose sign is opposite for different sublattices. If M > 0 is the magnitude







where σz is the third Pauli matrix. The previous Hamiltonian, however, is still time-
reversal symmetric and thus is in the trivial topological Chern class. To break time-
reversal symmetry it is sufficient to add a complex second neighbour hopping term
∼ t2eiφ, where eiφ can be interpreted as the Aharonov-Bohm phase generated by the
presence of an effective perpendicular magnetic field. For the sites of an hexagonal
lattice the second neighbours belong to the same sublattice of the starting site. There-
fore, calculating the matrix elements of the second neighbour hopping term with energy




















Here, the vectors ±bi with i = 1, 2, 3 identify the second-neighbours of a site in the
hexagonal lattice considered. With the choice of primitive translation vectors as in
Eq. (1.1a), one has
b1 = a1, (4.28a)
b2 = −a2, (4.28b)
b3 = a2 − a1. (4.28c)
The Chern number of the Haldane model can be calculated analytically (see e.g.






















From the analytical expression of the Chern number given in the previous equation,
it follows the phase diagram showed in Fig. 4.4. We conclude the Section mentioning
that Hamiltonians analogous to the one of the Haldane model can also be designed for
different Bravais lattices. An example for the square lattice is given e.g. in Ref. [8],
Chapter 8.

















Figure 4.5: Band structure of the Kane-Mele model implemented in a zig-zag nanoribbon
(see Section 1.1.2) of width W = 10a, a being the lattice parameter. The Kane-Mele Hamil-
tonian is given in Eqs. (4.32) and (4.33). Left panel: M/t2 = 323
√
3, corresponding to the
trivial insulator. Right panel: M/t2 = 123
√
3 corresponding to the Z2 topological insulating
phase.
4.2.3 The Kane-Mele model
Research on spin-orbit coupling in graphene led Kane and Mele [85, 86] to propose a
model consisting in two time-reversed copies of the Haldane model. In the Kane-Mele
model the spin degree of freedom is taken into account, and the overall model is time-
reversal symmetric. Taken separately, however, the Hamiltonians for the two spins
polarizations violate time reversal symmetry and are equivalent to Haldane’s model
Eq. (4.27) for spinless electrons. Following Ref. [85], it is convenient to work with a
basis where the sublattice and spin degrees of freedom are ordered as such:
{|A ↑〉, |A ↓〉, |B ↑〉, |B ↓〉}. (4.30)
In the above basis, the Kane-Mele model may be written in terms of the identity
matrix, 5 Dirac matrices Γa and their 10 commutators Γab = [Γa,Γb]/(2i). The Dirac
matrices are chosen according to the following convention
Γ(1,2,3,4,5) = (σx ⊗ I, σz ⊗ I, σy ⊗ τx, σy ⊗ τy, σy ⊗ τz), (4.31)
where the Pauli matrices σk and τk represent the sublattice and spin indices. In the
sublattice-spin basis Eq. (4.30), the time-reversal operator is is given by Θ|u〉 = i(12×2⊗
τy)|u〉∗. The five Dirac matrices are even under time-reversal ΘΓaΘ−1 = Γa while the
10 commutators are odd, ΘΓabΘ−1 = −Γab.
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where the non-zero d(k)’s are given by
d1 = t[1 + 2 cos(qx) cos(qy)],
d12 = −2t cos(qx) sin(qy),
d2 = M,
d15 = t2[2 sin(2qx)− 4 sin(qx) cos(qy)].
(4.33)
Here, qx ≡ kxa/2, qy ≡
√
3kya/2 and a is the lattice parameter of the hexagonal lattice.
In Eq. (4.33), we employ the same notation used in the previous section for the Haldane
model, soM is the mass term, and t2 is the second-neighbour hopping amplitude. With
respect to the Haldane model, Eq. (4.27), the Kane-Mele Hamiltonian above is written
by setting the phase φ to φ = π/2. The time-reversal invariance of HKM(k) is reflected
in the symmetry (antisymmetry) of da (dab) under k→ −k.
Kane and Mele showed [85] that their Hamiltonian Eq. (4.32) is topologically non-
trivial whenM/t2 < 3
√
3, i.e. the Z2 topological invariant is ν = 1. In Fig. 4.5 we show
the energy bands of the Kane-Mele model implemented in a zig-zag nanoribbon (see
Section 1.1.2). The left panel shows the trivial case M/t2 > 3
√
3, which is obviously
a Bloch insulator. The right panel, on the other hand, shows the topological case
M/t2 < 3
√
3, where a pair of conducting edge modes (highlighted in red) connect the
bulk valence bands with the bulk conduction bands. The modes highlighted in red are
localized at the edges of the nanoribbon, and are a manifestation of the topological
phase transition occurring at the interface between the Kane-Mele nanoribbon and the
vacuum.
We conclude this Section with two remarks. First, as for the case of the Haldane
model, an Hamiltonian analogous to the one by Kane-Mele can be realised for square
lattices [8]. The implementation on the square lattice corresponds to the so-called
“Bernevig-Hughes-Zhang model” introduced in Ref. [88]. The BHZ model is relevant
for Z2 topological insulators realised in semiconducting heterostructures. As a final
remark we also mention that a recent work [140] has shown that a naturally occurring
layered mineral (jacutingaite) realizes the Kane-Mele model.
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Failure of conductance quantization in
2DTIs due to magnetic impurities
In this Chapter we discuss a mechanism mediated by electron-electron interactions
which breaks the topological protection of 2DTI edge modes discussed in Section 4.2.1.
The proposal of this mechanism is motivated by the fact that all experimental mea-
surements on 2DTIs show deviations from the expected quantized value of conductance
2e2/h. These deviations are observed particularly in small-gap semiconductor het-
erostructures such as HgTe/CdHgTe and InAs/GaSb quantum wells [84, 91, 92, 95, 96],
but also in atomically-thin crystals such as WTe2 [52, 53]. On the other hand, the exis-
tence of conducting edge modes was clearly demonstrated via non-local measurements
in Refs. [91, 92, 95, 96]. Semiconducting heterostructures were extensively studied in
the low-temperature regime (below 4 K) [84, 96] because of their small energy gap.
For channel lengths L shorter than ∼ 1 µm, fluctuations of the conductance around
the quantized value 2e2/h were observed as a function of the back gate voltage. For
longer channels, even the average conductance was found to deviate from 2e2/h and
even totally suppressed [97], when the edge was perturbed by a scanning tip. Among
the 2DTIs realized by semiconducting heterostructures, the best results were obtained
thanks to Si doping [96]. In these samples, conductance is quantized up to 1-2% at
very low temperatures. Monolayers of WTe2 exhibit [52] conductance quantization up
to 100 K, making them the 2DTIs existing at the highest temperatures up to date,
though displaying quantization only in short channels (L . 100 nm). The cause of
the breakdown of conductance quantization is still poorly understood. Clearly, one
possibility is the presence of an external magnetic field [52, 84] or of magnetic impu-
rities [141, 142, 143], which induce spin-flip scattering (thus back-scattering). Mag-
netic impurities, however, are rare both in materials grown by molecular beam epi-
taxy [84, 91, 92, 95, 96] and in mechanically-exfoliated crystals [52, 53], but explain
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Figure 5.1: A cartoon of the physical process introduced and analyzed in this chapter. At
an edge of a 2DTI, a non-magnetic short-range impurity can effectively act as a magnetic one
due to its dressing via onsite electron-electron interactions. The latter favor the formation of
a local magnetic moment with non-zero in-plane components. These cause spin mixing and
hence back-scattering.
experimental data in the “extrinsic” case in which magnetic dopants are deliberately
added to pristine three-dimensional TI samples [144, 145]. Coupling between opposite
edges, in very narrow samples or in purposely fabricated point contacts, can also in-
duce back-scattering [146, 147, 148], with no need of time-reversal symmetry breaking.
Importantly, the breakdown of conductance quantization could arise from two-body in-
teractions, because the Kramers theorem is valid only for one-particle electronic states.
In Ref. [87] it was suggested that electron-electron (electron-electron) interactions in
2DTIs can cause back-scattering through a third-order perturbation-theory scattering
process, while the spontaneous breaking of time-reversal symmetry due to interactions
was studied in Ref. [149]. Interactions are also at the core of other mechanisms pro-
posed to explain the spoiling of conductance quantization in 2DTIs. Back-scattering
resulting from weak electron-electron interactions and an impurity potential, in the ab-
sence of axial spin symmetry, was considered in Ref. [150]. Deviations from 2e2/h were
found to scale like T 4, at low temperatures T . The coupling of edge modes to charge
puddles, naturally present in real samples, was accounted for in Refs. [151, 152] and
found to lead to a correction to the conductance scaling like T 4 at low temperatures. In
contrast, recent experiments [52] show nearly temperature-independent conductance in
2DTIs. Another mechanism that leads to the breakdown of conductance quantization
is related to the edge reconstruction [153], which can occur when the confining potential
of the 2DTIs edges is not sufficiently sharp. Finally, the effects of Rashba spin-orbit
coupling [154, 155], phonons [156], nuclear spins [157, 158], disordered probes [159],
coupling to external baths [160], and noise [161] have also been analyzed.
The simple mechanism proposed in this Chapter is based on the interplay between
non-magnetic scatterers and electron-electron interactions, which leads to the break-
down of conductance quantization in 2DTIs even at zero temperature, and can result in
the total suppression of the conductance. Starting from the single-particle Kane-Mele
Hamiltonian [85, 86] describing a 2DTI ribbon, we consider the presence of short-
range non-magnetic impurities at its edges (see Fig. 5.1). As expected, this leads to
an enhancement of the local DOS, as in the case of midgap states in graphene [2] and
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three-dimensional TIs [162, 163, 164]. In the presence of Hubbard-like electron-electron
interactions, using the self-consistent unrestricted Hartree-Fock method, we show that
these short-range defects favor the formation of local magnetic moments, leading to
the spontaneous breakdown of time-reversal symmetry and back-scattering.
5.1 Model
We consider the Kane-Mele model of 2DTI, Eq. (4.32). We write the Hamiltonian on
the basis of the atomic orbitals localized at the sites of an Hexagonal lattice [8, 85, 86].
The “real space representation” is employed in order to add an Hubbard term [165, 166]

















In Eq. (5.1), ĉ†iα (ĉiα) creates (destroys) an electron of spin α on the i-th site of a
honeycomb lattice and τz is a 2 × 2 Pauli matrix acting on spin space. The sums
over 〈ij〉 (〈〈ij〉〉) are intended between i and j being first (second) neighbours. The
parameters t and t2 are hopping energies between first and second neighboring sites,
respectively. The second term in Eq. (5.1) is the term added by Kane and Mele [85, 86]
as a time-reversal invariant version of the Haldane model [83], and is responsible for
the existence of helical edge modes, as discussed in Section 4.2.3. The factor νij is
equal to ±1, with νji = −νij, depending on the orientation of the two nearest-neighbor
bonds the electron traverses in going from site j to i: νij = −1(+1) if the electron
reaches the second neighbour going (anti-)clockwise. The last term accounts for local
electron-electron repulsive interactions. Such a two-body term will be treated within
mean-field theory. The key point here is that we are not interested in dealing accurately
with strong correlations in 2DTIs [166]. Our aim is to utilize the simplest approach
that enables us to capture an important effect stemming from local electron-electron
interactions in the weak-coupling U/t < 1 regime. In this regime, mean-field theory is
expected to be accurate and allows us to obtain an effective single-particle Hamiltonian,
which can be used in combination with Landauer-Büttiker theory (see Ref. [24] and
Section 4.1) to compute transport properties.
We consider a ribbon extending in the region 0 ≤ x ≤ L, 0 ≤ y ≤ W , with armchair
edges and periodic boundary conditions in the x̂-direction (see Fig. 5.1). In order to
investigate the effect of atomic-scale defects, we assume the presence of one or two
vacancies, which can be accounted for by dropping from the sums in Eq. (5.1) terms
involving the lattice sites where the atoms are missing. The case of many vacancies can
be tackled in a straightforward manner but lies beyond the scope of this work. Our main
point, here, is to demonstrate the importance of local electron-electron interactions in
dressing short-range non-magnetic impurities in a magnetic fashion.
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Using the usual Hartree-Fock decoupling [30], we can express (5.1) in the unre-






















(n2i − |mi|2) ,
(5.2)
where 1 is the 2× 2 identity matrix, τ = (τx, τy, τz) is a vector of 2× 2 Pauli matrices















which must be determined self-consistently. In order to do so, we use an iterative
algorithm [169] which involves the exact diagonalization of the Hamiltonian (5.2). Our
calculations were performed at temperature T = 0, but can easily be extended to finite
temperature. For t2 = 0, i.e. when the second neighbour hopping term is neglected,
the lattice is bipartite in the sense of Ref. [170] and Lieb theorem holds, so that a
non-zero ground-state spin polarization rigorously follows from sublattice imbalance
(i.e. different number of sites in the two sublattices). As we will see below, a ground-
state spin polarization occurs even for t2 6= 0—i.e. in the topological phase of (5.1)
with gap δg = |6
√
3t2| [85]—where Lieb theorem does not apply. All numerical results
below refer to a rectangular sample with L = 45(
√
3/2)a and width W = 25a.
5.2 Breakdown of conductance quantization in 2DTIs
In Fig. 5.2 we plot the spatial profile of the three components—mxi , top panel, m
y
i ,
central panel, and mzi , bottom panel—of the dimensionless spin polarization (5.4),
calculated at half filling for t2/t = 0.09 and U/t = 0.1, when a single vacancy is placed
at x = 23(
√
3/2)a and y = a, where a is the lattice parameter. The ground-state
electron density ni turns out to be nearly uniform.
The results show that spin polarization occurs around the vacancy, being vanish-
ing elsewhere with the exception of asymmetric tails extending throughout the edge.
This nicely agrees with the Stoner criterion, stating that a ground-state magnetization
can occur in presence of a peak in the DOS. Indeed, a short-range defect generally
hosts bound states localized around it, leading to an enhancement of the local DOS in
proximity of the defect.
It is interesting to note that a finite spin polarization is bound to atomic-scale
imperfections. Away from the vacancy the sample displays zero spin polarization. We
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Figure 5.2: Interaction-induced spin polarization near a vacancy. Color plot of the three
components of the spatial profile of the dimensionless spin polarization mi around a vacancy
located at x = 23(
√
3/2)a and y = a. Top panel: mxi . Central panel: m
y
i . Bottom panel:
mzi . From Eq. (5.2) it is clear that the components of mi lying on the x̂-ŷ plane are those
leading to spin-mixing and hence back-scattering. Numerical results in this figure have been
obtained by setting t2/t = 0.09 and U/t = 0.1.
thus expect that short-range edge roughness, which naturally occurs e.g. in atomically-
thin crystals [52, 53], as well can in general lead to interaction-induced spin polarization.
We now move to analyze its effects on the transport properties of the system.
Due to spin-momentum locking, back-scattering is induced by spin-flip events,
which, in turn, are induced by the terms proportional to mxi and m
y
i in Eq. (5.2). Once
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the mean-field theory parameters ni andmi are obtained, the conductance of the sam-
ple in a two-terminal setup (where one lead is attached to the left and the other to the
right) can be calculated within the Landauer-Büttiker formalism [24]. In particular, at
zero temperature, the differential conductance G is given by G = (2e2/h)T (EF), T (EF)
being the transmission coefficient at the Fermi energy. Quantization of conductance is
a consequence of T (EF) being an integer number. We have calculated the transmis-
sion as a function of energy ε for the mean-field Hamiltonian (5.2)—with ni and mi
calculated self-consistently—by utilizing the toolkit “KWANT” [171]. The leads are
defined by the same Hamiltonian (5.2) with mi = 0 and ni uniform and equal to 1
(corresponding to half filling) for every i.
Figs. 5.3 and 5.8 show the transmission coefficient T (ε) as a function of energy ε
(ε = 0 denotes the energy at which the edge-mode dispersions cross in the leads), in
the presence of one and two vacancies, respectively, and for different values of U/t.
According to Fig. 5.3, relative to a single vacancy placed at x = 23(
√
3/2)a and y = a,
T < 2 (thus conductance quantization is spoiled) for ε ≈ 0. In particular, pairs of sharp
dips appear where back-scattering is maximum and T (ε) takes its minimum value,
i.e. T (ε) ' 1 due to the presence of an unperturbed propagating mode on the opposite
edge of the sample. The main effect of increasing U from 0.1t to 0.5t is an enhancement
of the separation between the dips, while the value of T (ε) between the dips is slightly
suppressed (by a few percent) with respect to T (ε) = 2, virtually independently of U .
For larger values of U , for example at U = 0.8t, T (ε) is much more affected presenting,
apart from the pairs of dips, a sensible suppression in a larger range of energies. A
few remarks are in order here. First, due to the approximate particle-hole symmetry
of the model (5.1) at t2/t  1, the transmission is a nearly perfectly even function
of ε. As already noted, the transmission is never below 1 because the unperturbed
edge mode on the opposite side of the ribbon is perfectly conducting. Notice that at
the energies where the dips occur the transmission relative to one edge mode nearly
vanishes. Nearly total suppression of the conductance in a 2DTI was experimentally
observed in Ref. [97]. Since the sample displays a finite spin polarization only around
the impurity and the edge-mode wavefunctions decay exponentially away from the
edge, the detrimental effects of a vacancy on the conductance G rapidly vanish as this
is moved towards the center of the sample. As the impurity is moved away from the
edge into the center of the sample, the suppression of the transmission T becomes
negligible. This is shown in Fig. 5.4, where the three curves refer to three different
positions of a single vacancy. The main panel shows that when y = (3/2)a and y = 2a
the corresponding transmissions are virtually energy-independent. A zoom of the data
in the main panel is reported in the inset. For y = 2a, the transmission deviates from
2 by less than 0.1%. This behavior is easily explained by remembering that the edge-
mode wavefunctions decay exponentially away from the edge over a length scale on the
order of the lattice parameter a (see Fig. 5.7). If the distance between the edge and
the vacancy is larger than a, their overlap decreases exponentially, strongly reducing
the chances of back-scattering events.
The behavior of T (ε) for U/t  1 can be understood by solving the problem of a














Figure 5.3: Breakdown of conductance quantization for a single vacancy at the edge of a
2DTI. The transmission T (ε) is plotted as a function of energy ε (in units of t) at half filling
and for energies lying in the gap δg. Different curves refer to different values of U/t. Numerical
results in this figure have been obtained by setting t2/t = 0.09 (δg ' 0.93t). Since on-site
electron-electron interactions produce a spin polarization with in-plane components near the
vacancy, back-scattering events occur at the same 2DTI edge and lead to the breakdown of
conductance quantization, i.e. T (ε) < 2.
















Figure 5.4: Transmission T (ε) as a function of energy ε (in units of t) in the presence of
a single vacancy, at half filling and for energies lying in the gap δg. Different curves refer to
different values of the distance y of the vacancy from the edge, located at y = 0. Numerical
results in this figure have been obtained by setting λ/t = 0.09 and U/t = 0.1. Inset: zoom of
the data in the main panel.
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magnetic δ-like impurity [172, 173] at a single edge. In this regime, the dips in T (ε)
can be parametrized by a Breit-Wigner dependence on ε. Accordingly, such dips can
be explained as anti-resonances resulting from the localization of an electron around
the impurity. Our numerical data, in the weak-coupling U/t 1 regime, are well fitted
by the simple model proposed in Ref. [172], which describes a single edge of a 2DTI in
which a pair of helical edge modes is coupled to a δ-like magnetic impurity. According
to Ref. [172], the transmission TSE(ε) relative to a single edge is given by
TSE(ε) = 1− (1− α2)
γ̃2
(ε2 − E2a)2 + γ̃2
. (5.5)
Here, ±Ea with Ea =
√
∆2 − γ2/2 are the positions of the dips. The parameter γ
describes coupling between the edge mode and the magnetic impurity and ∆ is the
strength of the magnetic impurity, while γ̃ = γ∆/2 is related to the dips’ width, which
in the limit γ̃/E2a  1 is given by γ̃/Ea. The quantity α, which take values in the
range −1 ≤ α ≤ 1, controls the depth of the dips and is given by α = cos(θ), where θ
is the angle formed by the magnetization of the impurity with a vector normal to the
plane of the 2DTI.
A least-square minimization procedure shows that Eq. (5.5) fits very well our nu-
merical data in the weak coupling regime U/t  1. For example, Fig. 5.5 shows a
comparison between the numerical data TSE(ε) = T (ε)− 1 relative to a single edge for
one vacancy and U/t = 0.1, as reported in Fig. 5.3, and Eq. (5.5) with γ = 0.0021,
∆ = 0.0196, Ea = 0.0033, and cos(θ) = 0.0362.












Figure 5.5: Numerical (red dots) and analytical (solid black line) results for the trans-
mission TSE(ε) relative to a single edge, as a function of energy ε (in units of t). Numerical
results have been obtained for the same parameters relative to Fig. 5.3, and U/t = 0.1.
Local DOS calculations show that at the energy ε = ±Ea of the dips the local DOS
peaks around the impurity. This suggests that an electron with energy ε = ±Ea travers-
ing the sample gets localized in the bound state around the impurity and scattered back
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after a waiting time, which is inversely proportional to the width of the Breit-Wigner
function. The local density of states D(ε, r) at two different representative values of
energy ε is showed in Figs. 5.6 and 5.7.
Fig. 5.6 shows D(ε, r) at E = −0.013t, which matches the energy of one of the dips
for the case of a single vacancy and parameters as in Fig. 5.3, with U/t = 0.1. It is clear
that D(ε, r) is localized around the position of the vacancy, where the local ground-
state spin polarization is also finite (see Fig. 5.2). On the other hand, by choosing a
value of energy far from the dip in the transmission, one finds that the corresponding
states are delocalized along the edge (see Fig. 5.7), and support transport.



















D(  , r)[t−1a−2]
Figure 5.6: Local density of states D(ε, r) (in units of t−1a−2) for a single vacancy, at
the energy where the dip occurs in T (ε) in Fig. 5.3, i.e. ε = −0.013t. All parameters are the
same as in Fig. 5.3 and U/t = 0.1.
Fig. 5.8 shows the transmission calculated in the presence of two vacancies. We
clearly see that T (ε) is much more affected by the vacancies with respect to the case
of a single vacancy, being suppressed in larger ranges of energy even in the weak-
coupling regime. Moreover, for U = 0.8t the transmission relative to one edge mode is
suppressed to zero for −0.1t < ε < 0.1t.








αβ × dij)z ĉjβ , (5.6)
which preserves the topological phase [85] for not too large values of λR, with respect
to λ. dij in the equation above is the vector connecting site i to site j. Even in
the presence of such term, a ground-state spin polarization still develops around a
vacancy. Fig. 5.9 shows the resulting transmission as a function of energy, calculated
for t2/t = 0.09, λR/t = 0.15, and U/t = 0.5. Despite the large value of λR/t, along with
the dips broadening, the main difference with respect to the case where the Rashba
term is absent (see Fig. 5.3) is that now T (ε) exhibits a sizable asymmetry with respect
to ε = 0, as a consequence of the enhanced particle-hole asymmetry.
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D(  , r)[t−1a−2]
Figure 5.7: Same as in Fig. 5.6 but for an energy ε = −0.2t, i.e. far from the one relative
to the transmission dip.













Figure 5.8: Same as in Fig. 5.3 but for the case of two vacancies placed at x = 23(
√
3/2)a,
y = (3/2)a and x = 26(
√
3/2)a, y = (1/2)a.
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Figure 5.9: Transmission T (ε) as a function of energy ε (in units of t) for a single vacancy,
obtained in presence of Rashba spin-orbit coupling. Numerical results in this figure have been
obtained by setting t2/t = 0.09, λR/t = 0.15, and U/t = 0.5. The position of the vacancy is
as in the case of Fig. 5.3.
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5.3 Conclusions
We have shown that the combined action of short-range non-magnetic impurities and
onsite electron-electron interactions in two-dimensional topological insulators leads to
strong back-scattering.
Strong deviations from quantization occur even in the zero-temperature limit. In
contrast, all other theories [149, 150, 151, 152] including electron-electron interactions
yield deviations of the conductance from its quantized value, which vanish rapidly
(i.e. like Tα with α ≥ 4) as a function of temperature T in the low-temperature limit.
These deviations, scaling as power-laws of T , arise because of scattering processes
induced by electron-electron interactions. With the present mechanism, on the other
hand, we have shown that the ground state of the Kane-Mele-Hubbard model displays a
T = 0 quantum phase transition from a paramagnetic to a magnetic state if short-range
impurities and onsite electron-electron interactions are taken into account. It is because
of this ground-state quantum phase transition that our corrections to conductance
quantization do not scale to zero in the T → 0 limit. Ground-state edge reconstruction
due to electron-electron interactions [153] also operates down to T = 0 but applies only
to samples with smooth confining potentials. For example, for a BHZ model applied
to a HgTe/CdHgTe quantum well [88], edge reconstruction occurs [153] for confining
potentials that decay slower than 13 meV/nm. While certainly relevant for samples
with smooth edges, the scenario of edge reconstruction is not expected to apply to
atomically-thin crystals [52, 53], which possess sharp edges either created naturally by
mechanical exfoliation or deliberately by etching.
In our theory, large deviations from quantization occur also in the weak-coupling
U/t < 1 regime, where our mean-field theory is expected to be accurate. In this case,
the suppression of transmission as a function of energy can be interpreted in terms
of anti-resonances stemming from the time spent by an electron in the bound states
formed near short-range impurities, before is back-scattered due to spin-flipping terms
in Eq. (5.2).
The formation of local magnetic moments in the presence of short-range impurities
and onsite electron-electron interactions is a general feature of bipartite lattices [2, 170],
for which the spectrum is particle-hole symmetric. Deep in the gap, any topological
insulator possesses approximate particle-hole symmetry around the energy at which
the edge modes cross. We have shown that small deviations from exact particle-hole
symmetry (e.g. due to t2 6= 0 in our model) do not spoil the formation of local magnetic
moments near short-range impurities. Furthermore, the same happens with the addi-
tion of Rashba spin-orbit coupling, which introduces extra terms breaking the exact
particle-hole symmetry of (5.1) at t2 = 0. We therefore expect that the spontaneous
formation of local magnetic moments near short-range impurities induced by onsite
electron-electron interactions is a general feature of 2D topological insulators.
Future research
We conclude with a brief comment on some research paths to pursue starting from the
original works presented in this Thesis.
In Chapter 3 we have addressed many of the important optical, plasmonic and di-
electric properties of twisted bilayer graphene. In our calculations, the electron-electron
interactions have been included at the level of the Random Phase Approximation [30]
(RPA), which is justified in the limit of weak coupling. As previously commented,
if one is interested in the room-temperature physics of twisted bilayer graphene, as
in the case of the s-SNOM measurements in Ref. [43], the RPA is sufficient. Never-
theless, it would be very interesting to extend our work to regimes where the twisted
bilayer graphene is strongly correlated, i.e. at low temperatures and when the twist
angle is close to the magic angle. The simplest way to go beyond the RPA is to
carry out a time-dependent Hartree-Fock approximation, which includes contributions
arising from proper diagrams containing one interaction line. A second possibility is
to employ the dual-boson approach, as e.g. done in Refs. [116, 117]. In addition to
approximations beyond the RPA, we mention that our calculations heavily relied on
the local approximation (see Section 2.3). It is therefore very interesting to compute
the full (i.e. non-local) optical, plasmonic and dielectric properties of twisted bilayer
graphene. This is the subject of a future work, whose preliminary results have been
presented in Section 3.5.
In Chapter 5 we have presented an original result on the interplay between electron-
electron interactions and localized defects in two-dimensional topological insulators.
Our calculations were performed with the Kane-Mele model, which is an idealized
model. Although Ref. [140] has shown that a naturally occurring layered mineral (ja-
cutingaite) realizes the Kane-Mele model, many other realistic two-dimensional topo-
logical insulators are not accurately described by the Kane-Mele model. A natural
follow up to our work is therefore the extension of our calculation to other models,
especially in the case of atomically thin topological insulators such as WTe2.
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