Abstract. In this paper, we investigate the asymptotic dynamics of Fisher-KPP equations with nonlocal dispersal operator and nonlocal reaction term in time periodic and space heterogeneous media. We first show the global existence and boundedness of nonnegative solutions, and then obtain some sufficient conditions ensuring the uniform persistence. In particular, we study the existence, uniqueness and global stability of positive time periodic solutions under several different conditions.
Introduction
In this paper, we consider the following three nonlocal dispersal equations with nonlocal intraspecific competition in time periodic and space heterogeneous media, u t = R N J(y − x)u(y, t)dy − u(x, t) + u(x, t)f 1 (x, t, u, G 1 * u),
x ∈ R N , (P 1 ) u t = Ω J(y − x)u(y, t)dy − u(x, t) + u(x, t)f 2 (x, t, u, G 2 * u), x ∈Ω, (P 2 ) u t = Ω J(y − x)(u(y, t) − u(x, t))dy + u(x, t)f 3 (x, t, u, G 3 * u), x ∈Ω, (P 3 ) where N ≥ 1, Ω ⊂ R N is a smooth bounded domain,
G(y − x)u(y, t)dy,
G(y − x)u(y, t)dy, and f 1 (x, t, u, G * u) = a 1 (x, t) − b 1 (x, t)u(x, t) − c 1 (x, t)G 1 * u(x, t), f 2 (x, t, u, G * u) = a 2 (x, t) − b 2 (x, t)u(x, t) − c 2 (x, t)G 2 * u(x, t), f 3 (x, t, u, G * u) = a 3 (x, t) − b 3 (x, t)u(x, t) − c 3 (x, t)G 3 * u(x, t).
Throughout this paper, we always assume (A 0 ) J(·) and G(·) are C 1 nonnegative convolution kernels supported on the balls B r 0 and B r 1 , respectively, where 0 < r 1 , r 0 < ∞ and B r is a ball centered at 0 with radius r, and
The functions a i (x, t), b i (x, t) and c i (x, t) (i = 1, 2, 3) are nonnegative, continuous in (x, t), periodic in t with period T , and a 1 (x + p j e j , t) = a 1 (x, t), b 1 (x + p j e j , t) = b 1 (x, t) and c 1 (x + p j e j , t) = c 1 (x, t) for p j > 0, e j = (e 1j , e 2j , · · · , e N j ) (j = 1, 2, · · · N ) and for k, j = 1, 2, · · · N , e kj = 1 if k = j and 0 if k = j.
For convenience, let
J(y − x)u(y, t)dy − u(x, t),
= Ω J(y − x)(u(y, t) − u(x, t))dy.
Systems (P 1 ), (P 2 ) and (P 3 ) can be used to model the evolution of the population of a species with nonlocal internal dispersal and nonlocal intra-specific competition. In such case, u(x, t) represents the population density of the species at space location x and time t; L i [u] (i = 1, 2, 3) characterizes the long range interaction or movement of the species and dispersal kernel J describes the probability that the species jump from one position to another; a i (x, t) (i = 1, 2, 3) denotes the intrinsic growth rate function; the term −b i (x, t)u (i = 1, 2, 3) describes the competition of the individuals of the species for the resources in the environment that only depends on the value of u(x, t) at point x; the term −c i (x, t)G i * u (i = 1, 2, 3) accounts for competition of the individuals of the species for the resources in the environment that not only depends on the value of u(x, t) at point x, but also on the value of u in a neighborhood of x. For any fixed t ≥ 0, if we confine the solution of (P 1 ) to the space X 1 of space periodic functions (see Section 2), then we call (P 1 ) is of periodic boundary condition u(x + p j e j , t) = u(x, t) for x ∈ R N . (P 2 ) is of Dirichlet type boundary condition R N \Ω J(y − x)u(y)dy = 0 for x ∈Ω, which describes a hostile environment outside Ω and any individual that jumps outside dies instantaneously. (P 3 ) is of Neumann type boundary condition R N \Ω J(y −x)(u(y)−u(x))dy = 0 for x ∈Ω, which means that the individuals may not enter or leave the domain Ω.
Observe that (P i ) can be put in the following general form,
complemented with proper boundary conditions, where 2) and A i , K i are linear operators with respect to u. In fact, for i = 1, 2, 3, if
and K i (u) = G i * u, then (1.1) becomes (P i ). Equation (1.1) with various special A i and K i induces many important equations in literature. For example, for i = 1, 2, 3, if A i (u) = ∆u and K i (u) = u, then (1.1) gives rise to the following reaction-diffusion equations, u t = ∆u + u(x, t)f 1 (x, t, u),
x ∈ R N , (1.3) u t = ∆u + u(x, t)f 2 (x, t, u), x ∈ Ω, u(x, t) = 0, x ∈ ∂Ω, (1.4) and    u t = ∆u + u(x, t)f 3 (x, t, u), x ∈ Ω, ∂u ∂n (x, t) = 0, x ∈ ∂Ω; (1.5)
if A i (u) = ∆u and K i (u) = G i * u, then (1.1) induces the following nonlocal reaction-diffusion equations, u t = ∆u + u(x, t)f 1 (x, t, u, G 1 * u), x ∈ R N , (1.6) u t = ∆u + u(x, t)f 2 (x, t, u, G 2 * u), x ∈ Ω, u(x, t) = 0, x ∈ ∂Ω, (1
and    u t = ∆u + u(x, t)f 3 (x, t, u, G 3 * u), x ∈ Ω, ∂u ∂n (x, t) = 0, x ∈ ∂Ω; (1.8)
and K i (u) = u, then (1.1) becomes the following nonlocal dispersal equations,
J(y − x)u(y, t)dy − u(x, t) + u(x, t)f 1 (x, t, u), x ∈ R N , (1.9) u t = Ω J(y − x)u(y, t)dy − u(x, t) + u(x, t)f 2 (x, t, u), x ∈Ω, (1.10) and u t = Ω J(y − x)(u(y, t) − u(x, t))dy + u(x, t)f 3 (x, t, u), x ∈Ω.
(1.11)
Equations (1.3)-(1.5) are widely used to study the population dynamics of single species with local diffusion and local intra-specific competition. Equations (1.6)-(1.8) are called nonlocal reaction-diffusion equations which are used to model the dynamics of single species with local diffusion and nonlocal intra-specific competition. The reader is referred to [22] for the introduction of nonlocal reaction term in population biology. Equations (1.9)-(1.11) can be used to investigate the population dynamics of single species with only nonlocal dispersal operator. For the background of nonlocal dispersal operator, the reader is referred to [2, 28] and the references therein.
Among the central dynamical issues for (P 1 )-(P 3 ) (resp. (1.3)-(1.5), (1.6)-(1.8), (1.9)-(1.11)) are global existence of solutions with given nonnegative initial functions; uniform persistence of the population; existence, uniqueness and stability of positive time periodic solutions; spreading speeds and traveling wave solutions of (P 1 ) (resp. (1.3), (1.6), (1.9)). There exist many works on these central dynamical issues. In the following, we recall some relevant works.
First, models (1.3)-(1.5) have been extensively investigated. Model (1.3) in time homogeneous case has been studied in the two pioneering works of Fisher [21] and Kolmogorov et al. [29] , in which a well-known propagation phenomenon was obtained. The reader is referred to [7, 8] for the study of persistence and pulsating traveling fronts for (1.3) with general local dispersal operator and general local reaction term in space periodic media. Nadin in [32, 33, 34] investigated (1.3) with general local dispersal operator and general local reaction term in space-time periodic media, including the existence, uniqueness and stability of periodic solutions and properties of traveling wave solutions. The reader is referred to the book [27] and references therein for the study of the existence and stability properties of time periodic solution and asymptotic behavior of the solution of initial value problem associated with (1.4)-(1.5) in more general case of local dispersal operator and local reaction term. From the papers mentioned in the above, it is known that the properties of positive periodic solutions of (1.3)-(1.5) in the general case are determined by the sign of the principal eigenvalue of the corresponding linearized equation at the null state.
Second, models (1.6)-(1.8) have been studied mainly in the time independent case. Most existing works are on (1.6) with b(x, t) ≡ 0. Hamel and Ryzhik [26] studied some properties of solutions of (1.6) with b(x, t) ≡ 0 and N = 1, including existence of non-constant space periodic steady state, spreading speed and global boundedness for the solution of the Cauchy problem. The study of (1.6) with b(x, t) ≡ 0 and N > 1 has been given in [5] , in which the steady states and traveling wave solutions connecting these states have been investigated. For more works on (1.6) with b(x, t) ≡ 0, the reader is referred to [1, 24, 23] , and for more works on nonlocal reaction-diffusion model on the whole space, the reader is referred to [3, 4, 10, 15, 16] . For the study of (1.7)-(1.8) in time independence case, we refer the reader to [9, 11, 14, 44] , in which the authors applied the bifurcation theory and monotonicity methods to study the existence and stability of steady states.
Third, models (1.9)-(1.11) have been recently studied with quite general reaction term. In the case that f 1 (x, t, u) = f 1 (x, u) is spatially periodic, the existence, uniqueness and stability of positive stationary solutions of (1.9) have been studied in [12, 41, 42] . Berestycki, Coville, and Vo [6] employed the principal eigenvalue theory and obtained a persistence criteria for (1.9) with the reaction term that is time independent, but depends on x. For the study of traveling waves and spreading properties of (1.9) in time independent case, the reader is referred to [13, 42, 43] . For the time periodic case, Rawal and Shen [36] studied the principal eigenvalue theory of operators L i [u] (i = 1, 2, 3) and furthermore, applied the principal eigenvalue theory and the tool of part metric to obtain the existence, uniqueness and global stability of positive time periodic solutions for (1.9)-(1.11). In particular, Rawal and Shen [36] showed that the properties of positive time periodic solutions are determined by the sign of the principal spectrum point of the corresponding linearized equation of (1.9)-(1.11) at the null state. We refer the reader to [37] for the study of spreading properties and traveling waves of (1.9) in time and space periodic case and to [39] for the study of properties of transition waves and positive entire solutions of (1.9) in general time and space dependence. For the study of other aspects of nonlocal dispersal models, the reader is referred to [40, 45] and the references therein.
There exist some recent works on (P 1 )-(P 2 ) when a i (x, t), b i (x, t), and c i (x, t) are constant functions, but there is no work on (P 3 ) even in the homogenous case. For (P 1 ) with both local and nonlocal interaction in time and space independent case, we refer the reader to [20] for the study of the existence and properties of traveling wave solutions, to [19] for the study of the front propagation, to [30] for the study of the pattern formation in one dimensional space. For the study of (P 1 ) with only nonlocal interaction, the reader is referred to [17, 18] and the references therein. The dynamics of (P 2 ) recently has been investigated in [31] .
However, there is little study on the central dynamical issues for (P 1 )-(P 3 ) with a i (x, t), b i (x, t) and c i (x, t) being non-constant functions. The difficulties for the study of (P 1 )-(P 3 ) lie in many aspects. One of them is the lack of compactness and regularities of the solutions of nonlocal dispersal evolution equations (which do not arise in the study of (1.3)-(1.5) and (1.6)-(1.8)); another is the lack of standard comparison principle (which do not arise in the study of (1.3)-(1.5) and (1.9)-1.11). Moreover, the space and time dependence of the coefficients gives rise to some additional difficulties.
The objective of the current paper is to study the dynamical behaviors of (P 1 )-(P 3 ), including persistence and the properties of positive time periodic solutions of (P 1 )-(P 3 ). Mainly, under proper conditions on J, G, and a i , b i , c i , we will prove
• global existence and boundedness of solutions to (P 1 )-(P 3 ) with nonnegative initial functions (see Theorem 2.1);
• uniform persistence of systems (P 1 )-(P 3 ) (see Theorem 2.2);
• existence, uniqueness and global stability of positive time periodic solutions of (P 1 )-(P 3 ) (see Theorem 2.3).
We will study the spreading speeds and traveling wave solutions of (P 1 ) in our future works. The rest of the paper is organized as follows. In Section 2, we introduce some standing notations, assumptions, and definitions, and state our main results. We devote Section 3-5 to the proofs of the main results.
Notations, assumptions, definitions and main results
In this section, we introduce some standing notations, assumptions and definitions, and state the main results of the paper.
Notations
In this subsection, we introduce some standing notations.
Let
and
We denote | · | the norm in R and · the norm in R N , and define the following spaces: 
with norm u X 1 = sup
with norm u X i = u X i = sup x∈Ω |u(x)|; and
. For given i = 1, 2, 3, the solution u i (x, t) of (P i ) with initial value u i (·, 0) = u 0 ∈X i , if it exists, is denoted by u i (x, t; u 0 ).
Definitions
In this subsection, we introduce the definition of sup-and sub-solutions of (P 1 )-(P 3 ) and the definition of uniform persistence of (P 1 )-(P 3 ). 
Definition 2.2. For given i = 1, 2, 3, we call system (P i ) is uniformly persistent if for any u 0 ∈X + i , u i (x, t; u 0 ) exists for all t ≥ 0, and if there exists η i > 0, such that for any u 0 satisfies
Assumptions
In this subsection, we introduce some standing assumptions and make some remarks on the assumptions. We first give the following standing assumption.
Remark 2.1. Assumption (A 1 ) gives sufficient conditions for the instability of the trivial solution u ≡ 0 and for the existence, uniqueness, and stability of strictly positive time periodic solutions of the equation
In fact, we have the following lemma.
Lemma 2.1. Assume (A 0 ) and (A 1 ) and let i = 1, 2, 3 be given. Then (2.3) has exactly two time periodic solutions, u = 0 and u = u * i (x, t) with inf x∈Ω i ,t∈R u * i (x, t) > 0. Moreover, u = 0 is linearly unstable and the positive time periodic solution u * i (x, t) is globally asymptotically stable in the sense that û i (·, t; u 0 ) − u * i (·, t) X i → 0, t → ∞ for any initial value u 0 satisfying (2.2), whereû i (x, t; u 0 ) is a solution of (2.3) with initial value u 0 .
Proof. Using the standard comparison principle for (2.3) and [40, Proposition 3.3] , the proof of the lemma follows from the arguments in [36, Theorem E] .
Let (A 2 ) be the following standing assumption.
Remark 2.2.
(1) As it is pointed out in Remark 2.1, assumption (A 1 ) gives sufficient conditions for the instability of the trivial solution u ≡ 0 of (2.3) and hence gives sufficient conditions for the instability of the trivial solution u i ≡ 0 of (P i ). In the case where the nonlocal reaction in (P i ) is absent, that is, c i (x, t) ≡ 0, by Lemma 2.1, persistence occurs in (P i ) and (P i ) has a unique globally asymptotically stable strictly positive periodic solution. In general, we will show that Assumption (A 1 ) together with (A 2 ) implies the persistence in (P i ) (see Theorem 2.2).
. It can be proved that there exist two continuous positive periodic functions
Let (A 3 ), (A 4 ) and (A 5 ) be the following standing assumptions,
holds and for i = 1, 2, 3,
where
and U i and U i are as in Remark 2.2 (3).
Remark 2.3. (1) In the case where the nonlocal reaction term is absent in (P i ), that is, c i (x, t) ≡ 0, the occurrence of persistence in (P i ) implies the existence, uniqueness, and stability of strictly positive periodic solutions of (P i ). In general, we will prove that (A 1 ) together with (A 3 ) or (A 1 ) together with (A 4 ) implies the existence, uniqueness, and stability of strictly positive periodic solutions of (P i ) (see Theorem 2.3 (1)(2)), and that (A 1 ) together with (A 5 ) implies the existence, uniqueness, and stability of strictly positive periodic solutions of (P 1 ) (see Theorem 2.3 (3)).
(2) Letû * i andû * i be as in Remark 2.2(4). If (A 2 ) and (2.7) hold, and
then (A 4 ) holds for i = 1, 3.
Main results
In this subsection, we state the main results of this paper. First, the following theorem includes our main results on the global existence and boundedness of nonnegative solutions for (P 1 )-(P 3 ).
Theorem 2.1 (Global existence and boundedness). Assume (A 0 ), and let i = 1, 2, 3 be given. 
(2) Suppose that U i and U i are a pair of sup-and sub-solutions of (P i ) and
Next, we state our main results on the uniform persistence of solutions of (P i ), i = 1, 2, 3.
Theorem 2.2 (Uniform Persistence). For each fixed
Then persistence occurs in (P i ). More precisely, there exist two continuous positive periodic functions U i (x, t) ≤ U i (x, t) such that (2.4) holds, and for any ǫ > 0 small enough and any initial value u 0 satisfying (2.2), there exists t i ε,u 0 such that
In the following, we state our main results on the existence, uniqueness and stability of positive time periodic solution of (P 1 )-(P 3 ). (1) Assume that (A 0 )-(A 1 ) and (A 3 ) hold. Then (P i ) has exactly one time periodic solution
is globally asymptotically stable in the sense that
(2) In addition to conditions (A 0 )-(A 1 ) and (A 4 ), assume that kernel functions J(·) and G(·) are symmetric with respect to 0. Then (P i ) has exactly one time periodic solution
(3) Assume that (A 0 )-(A 1 ) and (A 5 ) hold. Then (P 1 ) has exactly one spatially homogeneous positive time periodic solution φ * 1 (t). Moreover, φ * 1 (t) is globally asymptotically stable in the sense that for any u 0 ∈X 1 with inf imply that the persistence occurs in (P i ), and assumptions (A 0 ) and (A 1 ) together with (A 5 ) imply that the persistence occurs in (P 1 ).
In view of Theorem 2.2 and Remark 2.2 (3), however, we see that (2.9) is not needed for Theorem 2.3 (2) to hold in the case that c i (t, x) ≡ 0.
Before ending this section, we present several properties about the solutions of (1.9)-(1.11) and a lemma which will be used in the proof of the main results. Let i = 1, 2, 3 be given, for u,
Recall thatû 1 (x, t; u 0 )(resp.û 2 (x, t; u 0 ),û 3 (x, t; u 0 )) is the solution of (1.9)(resp. (1.10),
is differentiable on [0, τ ) and satisfies that for each x ∈ R N and t ∈ [0, τ ),
Similarly, we can define the super-solution and sub-solution of (1.10)-(1.11).
Proposition 2.1 (Comparison principle [36, 42] ). Let i = 1, 2, 3 be given.
(1) If u 1 (x, t) and u 2 (x, t) are bounded sub-and super-solution of (1.9) (resp. (1.10), (1.11)) on [0, τ ), respectively, and satisfy that
∈ Ω i and t > 0. Lemma 2.2. For i = 1, 2, 3 be given. Assume that a continuous function Φ with
14)
where both h 1 and h 2 are continuous functions,
h 2 (x, t) > −∞, and for r 0 > r 1 ,
where r 0 , r 1 , J m and 16) and
Proof.
(1) We only prove the case i = 1 because the other cases can be dealt with analogously. We first prove the first part of (1). We claim that Φ(x, t) ≥ 0 holds on (0, T 0 ), where
If not, then there exist x 1 ∈ R N and t 1 ∈ (0, T 0 ) such that Φ(x 1 , t 1 ) < 0, which implies that we can find 0 < t 0 < T 0 such that
By the condition in this lemma, we have Φ inf > −∞. We can then extract two sequences {x n } ∈ R N and {t n } ∈ [0, t 0 ] such that
From (2.14), we have
Since Φ(x, 0) ≥ 0, then letting n → ∞ in (2.17), we get
which leads to a contradiction. Thus, Φ(x, t) ≥ 0 for t ∈ [0, T 0 ). By continuation, we obtain Φ(x, t) ≥ 0 for (x, t) ∈ R N × (0, ∞). Now we prove the second part. It follows from the above discussion that Φ(x, t) ≥ 0 for (x, t) ∈ R N × (0, ∞). If there existt > 0 andx 0 ∈ R N such that Φ(x 0 ,t) = 0, then using the fact that Φ(x, t) ≥ 0 for (x, t) ∈ R N × (0, ∞) and the continuously differential of Φ with respect to t, we obtain from (2.16)
By assumptions (A 0 ) and (2.15), it follows from (2.18) that
which means that Φ(x,t) = 0 for x ∈ B r 0 (x 0 ). Similarly, we can choose anyx 1 ∈ ∂B r 1 2 (x 0 ) such that Φ(x,t) = 0 for all x ∈ B 3 2 r 1 (x 1 ). Thus we have Φ(x,t) = 0 for all x ∈ R N . By general group theory, (2.16) has a unique solutionũ(·, t; u 0 ) ∈X 1 with initial value u 0 ∈X 1 for t ∈ R. Therefore, Φ(x, t) = 0 for (x, t) ∈ R N × [0, ∞) which contradicts the condition Φ(x, 0) ≡ 0 for x ∈ Ω 1 . Hence, Φ(x, t) > 0 for (x, t) ∈ R N × [0, +∞).
(2) The proof of conclusion (1) is similar to that of (1) and hence is omitted.
Remark 2.5. By the arguments of Lemma 2.2, if Φ(x, t) is not continuous in x, the conclusion Φ(x, t) ≥ 0 in Lemma 2.2(1) (resp. in Lemma 2.2(2)) still holds.
Global existence and boundedness
In this section, we study the global existence and boundedness of solutions of (P i ) with given initial functions inX i and give a proof of Theorem 2.1.
Proof of Theorem 2.1 (1). We only focus on the case i = 1 because the other cases can be dealt with analogously. First, for given t ∈ R and u ∈X 1 , define Au and F (t, u) as
It is clear that −A is a linear bounded operator onX 1 . Hence −A generates a uniformly continuous semigroup onX 1 . It is also clear that for given t ∈ R and u ∈X 1 , F (t, u) ∈X 1 . Moreover, it is not difficult to verify that the mapping [R ×X 1 ∋ (t, u) → F (t, u) ∈X 1 ] is continuous in t and locally Lipschitz continuous in u ∈X 1 . Then by general semigroup theory (see [35, Theorem 6.1.4, Corollary 4.2.6]), for any u 0 ∈X 1 , there exists a t max ≤ ∞ such that (P 1 ) has a unique solution u 1 (x, t; u 0 ) ∈X 1 on [0, t max ) satisfying u 1 (x, 0; u 0 ) = u 0 (x), and if
Next, we claim that, if initial value u 0 ∈X
Hence u * is a solution of
Then it follows from Proposition 2.1 that u * = u 1 (·, t; u 0 ) ≥ 0 for t ∈ [0, t max ). In particular, if u 0 ∈X + 1 and u 0 ≡ 0, then u 1 (x, t; u 0 ) > 0 for x ∈ R N and t ∈ (0, t max ).
We now prove that, for any u 0 ∈X + 1 , t max = ∞. Note that u 1 (·, t; u 0 ) ≥ 0 for t ≥ 0, then we have
which together with Definition 2.3 implies that u * is a sub-solution of the following equation
Obviously, equation (3.1) admits a solution which exists globally. This implies that t max = ∞. Finally, if (A 1 ) holds, as stated before, u 1 (t, ·; u 0 ) is a sub-solution of (3.1). It is then clear that for any M 1 > max{ u 0 1 ,
}, we have u 1 (x, t; u 0 ) ≤ M 1 for x ∈ R N and t ∈ R + . The proof of Theorem 2.1 (1) is thus completed.
In order to prove Theorem 2.1 (2), we first prove the following lemma.
Lemma 3.1. For i = 1, 2, 3, if U i and U i are a pair of sup-and sub-solutions of (P i ) on
Proof. We only consider the case i = 1 because the other cases can be dealt with similarly. Since U 1 and U 1 are a pair of sup-and sub-solutions of (
Setting ω = e ht (U 1 − U 1 ), where h is positive constant that will be determined later, then ω(x, 0) ≥ 0 and
Choose h large enough such that p(x, t) ≥ 0 for (
Remark 3.1. By Remark 2.5 and the arguments of Lemma 3.1, if U i (x, t) and U i (x, t) are not continuous in x, the conclusion U i (x, t) ≥ U i (x, t) in Lemma 3.1 still holds.
Now we give a proof of Theorem 2.1 (2).
Proof of Theorem 2.1 (2). We only consider the case i = 1 because the other cases can be dealt with similarly. First, let 0 ≤ U 1 ≤ U 1 ≤ M 0 and chooseM large enough such that
Next, we construct two sequences {U
(3.3) Using the general semigroup theory, we know that for any given (U 
By Proposition 2.1, we haveω 1 ≤ 0, namely,
where 
Moreover, by the choice ofM and using the facts that
where U 1 ≤ η 2 ≤ U are also a pair of supand sub-solutions of (P 1 ). By the above procedure, for any k = 2, 3, · · · , we have
So by induction, we obtain the ordered relationship (3.4). Now, by the monotonicity of {U k 1 } and {U k 1 }, we have two functions u 1 and u 1 such that u 1 (x, t) is upper semi-continuous and u 1 (x, t) is lower semi-continuous, U
then by the Dominated Convergence Theorem, we have which implies that u 1 (x, t) and u 1 (x, t) are continuous in t.
Note that there is K > 0 such that
Hence U k 1 (x, t) and U k 1 (x, t) are continuous in t ≥ 0 uniformly with respect to k ≥ 1 and x ∈ R N . This implies that R N J(y − x)U k 1 (y, t)dy, R N J(y − x)U k 1 (y, t)dy, R N G(y − x)U k 1 (y, t)dy, and R N G(y − x)U k 1 (y, t)dy are continuous in t ≥ 0 uniformly with respect to k ≥ 0 and x ∈ R N . It then follows that R N J(y − x)u 1 (y, t)dy, R N J(y − x)u 1 (y, t)dy, R N G(y − x)u 1 (y, t)dy, and R N G(y − x)u 1 (y, t)dy are continuous in t. This together with (3.5) implies that u 1 (x, t) and u 1 (x, t) are differentiable in t for t ≥ 0 and
By Remark 3.1, we have u 1 ≤ u 1 and then u(x, t) = u 1 (x, t) = u 1 (x, t) is both upper and lower semi-continuous and hence is continuous. So u 1 = u 1 = u 1 (x, t; u 0 ) is a solution of (P 1 ). The proof is completed.
Remark 3.2. (1)
For i = 1, if we can find a small ǫ 1 > 0 and a largeM 1 > 0 such that for
then ǫ 1 andM 1 are a pair of sub-and sup-solutions of (P 1 ). Hence,
(2) For i = 2, if we can find a small ǫ 2 > 0 and a largeM 2 > 0 such that for (x, t) ∈ Ω×[0, ∞),
then ǫ 2 andM 2 are a pair of sub-and sup-solutions of (P 2 ). Hence,
is an invariant region of (P 2 ).
(3) For i = 3, if we can find a small ǫ 3 > 0 and a largeM 3 > 0 such that for (x, t) ∈ Ω×[0, ∞),
then ǫ 3 andM 3 are a pair of sub-and sup-solutions of (P 3 ). Hence
is an invariant region of (P 3 ).
Persistence
The aim of this section is to investigate the uniform persistence of (P i ) and to give the proof of Theorem 2.2.
Proof of Theorem 2.2. We only consider the case i = 1 because the other cases can be dealt with similarly. We shall prove this theorem in four steps.
Step 1. Let u 0 = 0 andū 0 = u * 1 (x, t). In this step, we will prove that the system
for k = 1, 2, . . ., has exactly one positive periodic solution {(u k ,ū k )} ∞ k=1 , and that
has exactly one positive periodic solution and we denote it by u 1 . It follows from the comparison principle that u 1 ≤ū * 1 and
has exactly one positive periodic solution and we denote it byū 1 . Meanwhile, by comparison principle we also haveū 1 ≥ u 1 . Thus
Next, suppose that for any k = 1, 2, · · · , m, u k is a unique positive periodic solution of
andū k is a unique positive periodic solution of
and that
Note that
has exactly one positive periodic solution, which are denoted by u m+1 . By the comparison principle, we obtain u m+1 ≤ u * 1 and
Then it implies that
has exactly one positive periodic solution, which is denoted byū m+1 . Using comparison principle and the fact that u m ≤ū m , we have u m+1 ≤ū m+1 . It follows from (4.3) and the first equation of (4.1) that u m ≤ u m+1 , which together with the second equation of (4.1) impliesū m+1 ≤ū m .
Hence by induction, we can obtain two function sequences {u n } and {ū n } satisfying (4.2).
Step 2. In this step, we will prove that for any u 0 ∈X 1 satisfying inf
n ∈ N, and any 0 < ε <H 1 withH
there exists an increasing sequence {t n ε,u 0 } ∞ n=0 with t 0 ε,u 0 = 0 such that
for all x ∈ R N and t ≥ t n ε,u 0 . To this end, we first claim that there exists t 1 ε,u 0 such that
for all x ∈ R N and t ≥ t 1 ε,u 0 . Note that
then by [36, Theorem E], we can findt 1 ε,u 0 > 0 such that
Choose 0 <ε < ε such that a 1 (x, t) − c 1 (x, t)G 1 * ū 0 − c 1 (x, t)ε > 0, then from Lemma 2.1, we know that the equation
admits exactly one positive periodic solution, which is denoted byû(x, t,ε,ū 0 ). From (4.8), we know that for t ≥t 1 ε,u 0 , u 1 (x, t; u 0 ) satisfies that
Thus, by Lemma 2.1, there exists t 1 ε,u 0 ≥t 1 ε,u 0 such that
Sinceû(x, t,ε,ū 0 ) → u 1 asε → 0 andû(x, t,ε,ū 0 ) ≤ u 1 , we can find a small enoughε such that
and hence for thisε,
for all x ∈ R N and t ≥ t k ε,u 0 . We shall prove that there exists t k+1 ε,u 0 ≥ t k ε,u 0 such that
for all x ∈ R N and t ≥ t k+1 ε,u 0 . Choose 0 <ε < ε such that
and hence that
Then by Lemma 2.1, each of the following two equations
admits exactly one positive periodic solution, which are denoted byû(x, t,ε, u k ) andû(x, t,ε,ū k ), respectively. It follows from (4.10) that for t ≥ t k ε,u 0 , u 1 (x, t; u 0 ) satisfies
Sinceû(x, t,ε, u k ) →ū k asε → 0 andû(x, t,ε, u k ) ≥ū k , we can find a small enoughε such that u(x, t,ε, u k ) +ε ≤ū k + ε, which means
It follows from (4.13) that there exists
(4.14)
Thus from (4.14) and by Lemma 2.1, we can findt k ε,u 0 ,ū k ≥ t k ε,u 0 ,ū k such that
, then (4.11) holds for t ≥ t k+1 ε,u 0 . Therefore by induction, (4.5) holds for any n ≥ 1.
Step 3. In this step, we prove that for any given n ∈ N and n ≥ 1, u 0 ∈X i with inf
To this end, we first prove
It follows from (4.7) and u 0 ≤ū n−1 ≤ū 0 that
Then u 1 (x, t; u 0 ) satisfies
for t ≥ 0. By comparison principle and u 1 ≤ u n ≤ u 0 , we have u 1 ≤ u 1 (x, t; u 0 ) for t ≥ 0, which together with (4.19) implies (4.18).
Since u 1 (x, t; u 0 ) satisfies
for t ≥ 0, and u 0 ≤ū n−1 ≤ū j , we obtain
Meanwhile, we have u j+1 ≤ u n ≤ u 0 and u 1 (x, t; u 0 )satisfies
for t ≥ 0, which implies
Thus (4.21) and (4.22) imply (4.20) . By induction, we get (4.17).
Step 4. From Step 1, we know that {u n } is a non-decreasing bounded function sequence and {ū n } is a non-increasing bounded function sequence. Thus lim n→∞ u n and lim n→∞ū n exist. Let
then U 1 and U 1 are bounded positive periodic functions. In this step, we shall prove that U 1 andŪ 1 satisfy the properties stated in Theorem 2.2. First, it follows from (4.1) that
Letting n → ∞ in (4.24) and using the Dominated Convergence Theorem, we obtain
Similarly,
Then by the arguments similar to those in the proof of the continuity and differentiability of u 1 (x, t) and u 1 (x, t) in t in Theorem 2.1 (2), we have that U 1 (x, t) and U 1 (x, t) are continuous as well as differentiable in t. Moreover, we have
and t ∈ R, and U 1 is a positive periodic solution of Similarly, U 1 is also continuous in x.
Next we prove (2.11) . By the continuity and periodicity of U 1 (x, t) and U 1 (x, t) in x ∈ R N and t ∈ R, the convergence in (4.23) is uniform with respect to x ∈ R N and t ∈ R. It then follows from (4.5) and (4.23) that for any ε > 0, there exists N such that
for all x ∈ B 1 and t ≥ t N ε,u 0 which implies that (2.11) holds. Now if U 1 ≤ u 0 ≤ U 1 , then it follows from (4.2) that
for n ∈ N. By the conclusion in Step 2, we have
Letting n → ∞, we obtain
Theorem 2.2 is thus proved.
then U i and U i can be viewed as a pair of sub-solution and sup-solution of (P i ). Therefore the last part of Theorem 2.2 also can be obtained by Theorem 2.1(2). 5 Existence, uniqueness, and stability of positive time periodic solutions
In this section, we study the existence, uniqueness and stability of positive time periodic solutions for (P 1 )-(P 3 ), and prove Theorem 2.3.
Proof of Theorem 2.3 (1)
In this subsection, we prove Theorem 2.3 (1). First, we give a definition of sup-and sub-solutions of (P i ), i = 1, 2, 3 in a standard way. 
Under the assumptions (A 0 ) and (A 3 ), C i0 < +∞,Č i = ∅, and C i0 > a iM b iL . Lemma 5.1. Assume that assumption (A 3 ) holds. For i = 1, 2, 3, if u 1 and u 2 are sup-and sub-solutions of (P i ) on Ω i × [0, ∞), respectively, and satisfy
Proof. We only consider the case where i = 1 because the other cases can be dealt with similarly. In view of Definition 5.1, there is M 0 > 0 such that
Let W = e ct (u 1 − u 2 ). Then
We can choose c large enough such that for any (x, t) ∈ R N × [0, ∞),
Then it follows from the first part of Lemma 2.2 (1) and assumption (
Corollary 5.1. Assume that assumption (A 3 ) holds. For i = 1, 2, 3, let u 1 ≤ C i0 and u 2 ≤ C i0 be sup-and sub-solutions of (P i ) on Ω i × [0, ∞), respectively, and u 1 (·, t), u 2 (·, t) ∈X i for all t ≥ 0. Then for any u 0 ∈X i satisfying
Proof. It follows from Lemma 5.1 directly.
Furthermore, we have the following comparison principle for (P i ).
Corollary 5.2. Assume that assumption (A 3 ) holds. For i = 1, 2, 3, let u 1 (x, t) and u 2 (x, t) be solutions of (P i ) with initial value u 10 ∈X i and u 20 ∈X i , respectively. If the initial values u 20 , u 10 satisfy u 20 ≡ u 10 , 0 ≤ u 20 ≤ u 10 and
is a super-solution of (P i ) and u ≡ 0 is a sub-solution of (P i ), and that
By Lemma 5.1, we have u 2 (x, t) ≤ u 1 (x, t).
Then it follows from the second part of Lemma 2.2 (1) and assumption (A 3 ) that u 2 (x, t) < u 1 (x, t) for (x, t) ∈ Ω i × (0, ∞)
We now prove Theorem 2.3 (1).
Proof of Theorem 2.3 (1). We only consider the case where i = 1 because other cases can be dealt with similarly. The proof can be divided into the following four steps.
Step 1. By the assumption (A 3 ) and Definition 5.1, we know thatū = C 10 and u = ǫ 0 are sup-solution and sub-solution of (P 1 ), respectively, where ǫ 0 > 0 is a small enough constant.
Recall that u 1 (x, t; u 0 ) is the solution of (P 1 ) with initial value u 0 , For any (x, t) ∈ R N × [0, ∞), we denoteū n (x, t) = u 1 (x, t + nT ;ū), u n (x, t) = u 1 (x, t + nT ; u). By Corollary 5.1, we know that {ū n } ∞ n=1 is a monotone decreasing sequence and {u n } ∞ n=1 is a monotone increasing sequence with respect to n; meanwhile,ū n ≥ u and u n ≤ū for all n. Thus, we can define the following two functions:
Then u + (x, t) ≥ u − (x, t), and u + (x, t) and u − (x, t) are periodic in both x and t.
Step 2. In this step, we will claim that for any x ∈ R N , u + (x, t) and u − (x, t) are uniformly continuous with respect to t and that for any t ≥ 0, u + (x, t) and u − (x, t) are uniformly continuous with respect to x. In what follows, we only discuss u + (x, t), and the case for u − (x, t) can be analyzed similarly.
Notice thatū
Letting n → ∞ and by dominated convergence theorem, we obtain
By the arguments similar to those in the proof of the continuity and differentiability of u 1 (x, t) and u 1 (x, t) in t in Theorem 2.1 (2), we have that u + (x, t) is continuous as well as differentiable in t, and u
and consider the following auxiliary equation
Obviously, u + x is a positive periodic solution of (5.4). We claim that (5.4) has exactly one positive time periodic solution. Indeed, If not, then (5.4) has two positive time periodic solutionsû 1 and
Thus, we havê
which is a contradiction. Therefore, we have that for any x, u + x is the unique positive periodic solution of (5.4).
Given a sequence {x n } and x satisfying x n → x as n goes to ∞, we denote u + n (t) = u + (x n , t). It is easy to see that u + n (t) is uniformly bounded and equi-continuous on [0, T ]. By Arzela Ascoli theorem, there exists a subsequence, still denoted by {u + n }, which converges uniformly to a certain periodic function u * . Recall that
Letting n → ∞, we get
This implies that u * is differentiable in t and
Thus, we get u * (t) = u + (x, t), which implies the continuity of u + (x, t) in x.
Step 3. Consider the following two equations
If u + ≡ u − , by Corollary 5.2 and the periodicity of u + and u − , we get u + (x, t) > u − (x, t) for (x, t) ∈ R N × [0, ∞). Thus, p + < p − . We can find c * > 0 such that p + ≤ p − − c * . Note that for any c * > 0,
Hence, c * u − e −c * t is a sup-solution of (5.6). Since u ≤ u + ≤ū, we can choose c * such that c * u − (x, 0) ≥ u + (x, 0). Then, by Proposition 2.1, we have u + (x, t) ≤ c * e −c * t u − (x, t) for (x, t) ∈ R N × [0, ∞), which is a contradiction by the boundedness and periodicity of u − and u + . Therefore, u + ≡ u − =: u P . From the above discussion and Corollary 5.1, for any initial condition u 0 satisfying inf x∈R N u 0 (x) > 0 and 0 < u 0 ≤ū, we have
For any u 0 satisfying inf x∈R N u 0 (x) > 0, we know that u 1 (x, t; u 0 ) ≤û 1 (x, t; u 0 ), whereû 1 (x, t; u 0 ) is defined in Section 2. On the other hand, lim sup t→∞û 1 (x, t; u 0 ) ≤ a 1M b 1L .
Then for any ε > 0 small enough, we can find T 0 such that
which implies that (5.8) also holds.
Proof of Theorem 2.3 (2)
In this subsection, we prove Theorem 2.3 (2).
Proof of Theorem 2.3 (2). We only consider the case i = 1 and the other cases can be dealt with similarly. By Theorem 2.2, we can obtain two positive time periodic functions U and U which satisfy U ≤ U and
Moreover, by Theorem 2.2, if u 0 ∈ X + 1 \ {0}, then U , U ∈ X ++ 1 and for any small enough ǫ > 0, there is t ǫ,u 0 > 0 such that U (x, t) − ǫ ≤ u 1 (t, x; u 0 ) ≤Ū (x, t) + ǫ ∀ t ≥ t ǫ,u 0 , x ∈ R N .
It then suffices to prove that U (x, t) ≡ U (x, t).
To do so, let W = U − U , then
where h 1 (x, t) = a 1 (x, t) − b 1 (x, t)(U + U ) − c 1 (x, t)G 1 * U , h 2 (x, t) = c 1 (x, t)U . h 1 (x, t) + h 2 (x, t) < 0.
Hence there is α > 0 such that
This implies that
Note that W is a time period continuous function, then U ≡ U := U * , which is a positive time periodic solution of (P 1 ).
Proof of Theorem 2.3 (3)
In this subsection, we prove Theorem 2.3 (3).
. In this case, according to [25] , we know that the equation
has exactly one positive T -period solution φ * (t) and for any ε > 0, K > 0, there exists t ε,K such that for t ≥ t ε,K ,û (t; K) − ε ≤ φ * (t) ≤û(t; K) + ε, whereû(t; K) is the solution of u t = u[a 1 (t) − (b 1 (t) + c 1 (t))u],
Obviously, φ * (t) is also a positive time period solution of (P 1 ). For any u 0 ∈X i with inf It follows from (5.12)-(5.14) that (2.13) holds.
