We conduct the first systematic comparison of automated semantic annotation based on either the full-text or only on the title metadata of documents. Apart from the prominent text classification baselines kNN and SVM, we also compare recent techniques of Learning to Rank and neural networks and revisit the traditional methods logistic regression, Rocchio, and Naive Bayes. Across three of our four datasets, the performance of the classifications using only titles reaches over 90% of the quality compared to the performance when using the full-text.
INTRODUCTION
In contrast to the full-text, the documents' metadata is directly available on the Linked Open Data cloud, accessible in RDF format, and can be processed with no legal barriers for semantic annotation. Conducting semantic annotations by using only the title is challenging, since the title is short and thus carries only little information compared to the full-text. The process of semantic annotation is a multi-label classification task, not only one but a set of concepts is Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. needed to appropriately describe the semantics of the document. We run an extensive series of experiments to compare established methods and recent methods from machine learning for multi-label document classification. The goal is to decide whether it is possible to reach a comparable classification performance when using only the title of the documents. All the compared approaches operate on the underlying machine learning level which makes a comparison with prevalent end-to-end ontology tagging systems such as SOLR ontology tagger 1 and MAUI 2 difficult. We instead show that despite not using the hierarchical properties of the thesaurus, the presented methods outperform the best-performing methods that do make use of the hierarchy such as the ones of our own prior work [3] . Apart from the well-known multi-label classification baseline k-nearest neighbors (kNN) [11] and support vector machines (SVM), we revisit traditional text classification methods such as Naive Bayes, Rocchio, and logistic regression (LR). We also include the prominent Learning to Rank (L2R) approach [5] , as well as a modern variant of neural networks motivated by the success of the Deep Learning field. In the past, algorithms of the lazy learner family such as kNN used to dominate multi-label classification tasks on such datasets with a large number of target classes [3, 8, 10] . However, we show that eager learners such as logistic regression and feed-forward neural networks outperform lazy learners. Lazy learners as well as Learning to Rank need to store and traverse O(N training examples · N features ) space to predict the labels for a single new document at test time. In contrast, most eager learners have the benefit of O(N parameters ) time complexity to predict a label set for an unseen document, which is important when applying an automated semantic annotation process for on-the-fly enrichment of metadata on the Linked Open Data cloud. Summarized, the contributions of this work are: (1) To the best of our knowledge, the first large-scale systematic comparison of multi-label classifiers applied to either the full-text or only the titles of documents. (2) Results that show that eager learners such as neural networks and linear models outperform lazy learners even when a high amount of possible labels is considered. (3) We offer evidence that using only the title for high-dimensional multi-label classification is a reasonable choice for semantic annotation of resources where only metadata is available. Our technical report [1] reveals more details on the compared approaches including the hyper-parameters as well as an overview of the field. We have published the full source code of our text processing pipeline on GitHub 3 .
EXPERIMENTAL SETUP
Datasets. We have conducted our experiments on four datasets of English documents: two datasets are obtained from scientific digital libraries in the domains of economics and political sciences along with two news datasets from Reuters and New York Times. For each document in the datasets, there are manually created goldstandard annotations provided by domain experts, who work as professional subject indexers in the corresponding organizations. In addition, each dataset provides a domain-specific thesaurus that serves as controlled vocabulary of the gold-standard. Its concepts are used as target labels in our multi-label document classification task. The thesaurus also offers sets of concept-specific phrases (i. e., skos:prefLabel and skos:altLabel in case of SKOS format) that are used for concept extraction from the documents' full-text and titles [2] . The economics dataset consists of 62, 924 documents and is provided by ZBW -Leibniz Information Centre for Economics. The annotations are taken from the Standard Thesaurus Wirtschaft (STW) version 9 4 , which is a controlled domain-specific thesaurus for economics and business studies maintained by ZBW. The thesaurus contains 6, 217 concepts with 12, 707 concept-specific phrases. From these concepts, 4, 682 are used in the corpus and thus considered in the multi-label classification task. Each document is annotated by domain experts with on average 5.26 labels (SD: 1.84). The political sciences dataset has 28, 324 documents. Similar to the economics dataset, we made a legal agreement for the political sciences dataset with the German Information Network for International Relations and Area Studies 5 that is providing the documents. The labels are taken from the thesaurus for International Relations and Area Studies 6 , which contains 9, 255 concepts (and an equivalent number of concept-specific phrases, i. e., there are no alternative phrases). From these concepts, 7, 234 are used in the corpus. Each document in the dataset has on average 8.07 labels (SD: 3.03). The Reuters RCV1-v2 dataset contains 805, 414 articles. We chose articles where both the titles and the full-text of the documents are available. From this set of documents, we randomly selected 100, 000 articles to match the scale of the scientific corpora. In our experiments, we employ the thesaurus re-engineered from the Reuters dataset by Lewis et al. [6] . The thesaurus contains 117 concepts and a total of 173 concept-specific phrases. From these concepts, 101 are used in the corpus. Each document was annotated with on average 3.21 (SD: 1.41) labels. The New York Times Annotated Corpus Dataset (NYT) contains 1, 846, 656 articles. Each article has two sets of annotations, created by a professional indexing service and annotations which were added by the authors using a semi-automatic system. We used the annotations provided by the indexing service because it is reasonable to expect that they are more consistent and of higher quality (cf. [4] ). As for the Reuters dataset, we chose a random subset of 100, 000 documents containing both full-text and titles. The number of concepts in the NYT dataset is 25, 226. From these concepts, 6, 809 are used in our random sample. Each document is annotated with on average 2.53 (SD 1.78) labels. Like the political sciences dataset, each concept consists of only a single concept-specific phrase.
Vectorization methods. We compare the different vectorization methods of the input text as shown in Figure 1 (see our TR [1] for details). One vectorization is based on term frequencies (TF-IDF) and the other is based on concept frequencies (CF-IDF) (cf. [2] ). We experiment with the re-weighting method BM25 using term frequencies and BM25C using concept frequencies. The concatenation of both terms and concepts is denoted by CTF-IDF and BM25CT, respectively. As classifier, we employ kNN with cosine distance. The performance of kNN relies on the assumption that documents are well represented by the features and that similar documents have similar labels. Therefore, its classification performance is a good indicator for the quality of the features.
Classification methods. After determining the best-performing vectorization method, we compare classifiers from the lazy learner family as well as eager learners. We leverage the generalized linear models (optimized by SGD [12] ) SVMs and logistic regression to perform multi-label classification with binary relevance, i. e., training a separate classifier for each class. To adapt the Learning to Rank approach and the multi-layer perceptron to multi-labeling, we consider using thresholds as well as stacking with decision trees (cf. [4] ). We also experiment with stacking the decision trees on top of binary-relevance logistic regression. Please note, we keep all hyperparameters fixed across all experiments and datasets.
Preprocessing. Prior to counting terms and extracting concepts, both the input text and the concept-specific phrases of the thesauri are subject to preprocessing steps. This includes discarding all characters except for sequences of alphabetic characters with a length of at least two. Words connected with a hyphen are joined
(i. e., the hyphen is removed). Detected words are lower-cased and lemmatized based on the morphological processing of WordNet [9] .
Evaluation. For evaluation, we separate each dataset into 90% training documents and 10% test documents and perform a 10-fold cross-validation, such that each document occurs exactly once in the test set. Hence for each test document, we compare the predicted labels with the label set of the gold standard and evaluate the F 1 measure. The F 1 measure is the harmonic mean between precision, i. e. true positives w.r.t false positives, and recall, i. e. true positives w.r.t false negatives. When no label is predicted, the precision is set to zero. The F-scores are averaged over the test documents. We chose this sample-based F 1 measure over class-averaged or global variants because it is closest to an assumed application, where each individual document needs to be annotated as good as possible. Finally, we report the mean sample-based F-score over the ten folds of the cross-validation. Please note, there is a possibility that all documents annotated with a specific label fall into one test set. Despite no training data is available for these labels, we do not exclude those from our evaluation metric.
RESULTS
Results for Vectorization Methods. Table 1 shows the results for the text vectorization experiment. The term-based vectorization method TF-IDF performs consistently better than the purely conceptbased vectorization CF-IDF methods on both the titles and the full-text. The differences in the F-scores ranges from 0.003 on Economics to 0.307 F-score on Reuters. When combining the term vector with the concept vector, the performance is at least as good as the other text vectorization methods and in many cases yields better results. This is more noticeable on titles than on full-texts. BM25 re-weighting does not improve the results compared to TF-IDF neither in case of the titles nor the full-text. Rather, we observe a decrease in performance by up to 0.13. These experiment using a nearest neighbor classifier indicates that CTF-IDF is the best vectorization method. Henceforth, we use CTF-IDF for comparing the performance of the classifiers.
Results for Classifiers. The results of comparing the different classifiers are documented in Table 2 . The generalized linear models SVM and logistic regression are close to each other. The difference is no more than 0.04 for any dataset. Considering Learning to Rank, we observe that the technique yields consistently lower scores than the multi-layer perceptron. Overall, the eager learners SVM, LR, L2R and MLP outperform both Naive Bayes and the lazy learners Rocchio and kNN. Among all classifiers, MLP dominates on all datasets apart from NYT on titles, where LRDT achieves a .021 higher score. While the stacked decision tree module increases the F-scores of logistic regression on all datasets with fewer than 100 documents per label (all but Reuters), the impact of the stacking method is inconsistent for the Learning to Rank and MLP approaches. It is noteworthy that there are cases where a classifier performs better on the title data than the same classifier applied on the full-text data. These are Bernoulli Bayes on the Reuters dataset and RocchioDT on the economics dataset. As a general rule, however, full-texts generate higher scores than the titles. Comparing different classifiers across titles and full-text, we can make the observation that some classifiers trained on titles outperform others that were trained on the full-text. Apart from the NYT corpus, the eager learners LR, LRDT, and MLP on titles are superior to kNN on full-texts. Finally, we compare the F-scores of the best-performing multi-layer perceptron on titles with its scores obtained on full-text. On the NYT dataset, 58% of the F-score is retained when using only titles. On the political sciences and economics datasets, the retained F-score is 83% and 91%, respectively. On the Reuters dataset, the MLP using solely titles retains 95% of the F-score that is obtained with full-text.
DISCUSSION AND CONCLUSION
The results show that multi-label classification of text documents can be reasonably conducted using only the titles of the documents. Over all datasets, the multi-layer perceptron on titles retains 82% of the F-score obtained on full-text. This gives an empirical justification for the value of automated semantic document annotation using metadata. From the first experiment, we find that combining words with extracted concepts as features is preferable over one of them alone. Concepts hold valuable domain-specific semantic information. The term frequency on the other hand, holds implicit information which is as well important for correct classification. Eager learners are, by design, capable of learning which terms or concepts need to be associated to the respective class. The results show that also lazy learners benefit from this joint representation. The second experiment shows that eager learners such as logistic regression and MLP consistently outperform lazy learners for multi-label classification. This result extends recent advancements in multi-labeling [7] towards document classification scenarios with many possible output labels and only few examples per class.
Inspecting the results for titles and full-text, the best-performing classifiers still perform better on the full-text. This is not surprising since the full-text holds considerably more information (including the title). However, for all datasets apart from the NYT dataset, the difference in F-score of the best-performing MLP is small. The difficulties in classifying the documents in the NYT dataset can be explained by a characteristic that the titles consist only of 4 words on average. There may be a lower bound on the title length to perform the classification task, since a short title limits the amount of available information and thus prohibits discrimination. From the other datasets, we can state that an average of 7 words per title leads to at least 80% retained F-score. Thus, it would require further investigation to understand the specific influence of the title length on the classification performance. The complexity of a multilabeling problem depends on the number of available documents per label, independent of whether the full-text or the titles are used. Especially binary-relevance classifiers suffer from conservative label assignments (high precision, low recall), when many negative examples and only few positive examples are presented during training. While the results of the stacked decision tree module are inconsistent for MLP and L2R, it does alleviate the conservative assignments problem of binary-relevance, when only few documents per label are available.
In our experiments over four large-scale real-world corpora covering a broad range of domains (economics, political sciences and news), we did not limit the complexity by excluding rare labels and kept all independent variables as well as hyperparameters fixed. In our prior work [3] , we have used the thesaurus hierarchy to model label dependencies which improves the classifications obtained by kNN. Despite not making use of the hierarchy anymore, we are able to achieve even higher absolute F-scores using eager learning techniques and supplying term features in addition to extracted concepts. We can therefore drop the constraint of a hierarchical organization among the labels. Due to this minimal amount of requirements and invariant configurations of the text processing pipeline, we can expect our findings to generalize to a wide range of other corpora.
To validate the practical impact of the experimental results, we have conducted a qualitative assessment of the experimental results in an expert workshop with three subject indexing specialists at ZBW, the national library for economics in Germany. The experts state that titles can be sufficient for classification of scientific documents. They further noted that titles contain less information than what an intellectual indexer has available when manually conducting the classification tasks for the documents. They also pointed out that researchers carefully chose their titles for findability. The experts argued that reasonably good automatic indexing based on titles is valuable since it does not raise legal problems compared to processing full-text as discussed in the introduction. We conclude that using the documents' title for automated semantic annotation is not only technically possible with a high quality but also valuable from a practical point of view.
