A model based on the postreceptor channels followed by a Minkowski norm (Minkowski model) is widely used to fit experimental data on colour discrimination. This model predicts that contours of equal discrimination in colour space are convex and balanced (symmetrical). We have tested these predictions in an experiment. Two new statistical tests have been developed to analyse convexity and balancedness of experimental curves. Using these tests we have found that while they are in line with the convexity prediction, our experimental contours strongly testify against balancedness. It follows that the Minkowski model is, generally, inappropriate to model colour discrimination data. © 2002 Elsevier Science (USA)
INTRODUCTION
It is widely believed that the processing of colour information in a task which requires discrimination of colour patterns begins with the excitation of three types of photoreceptors with peak sensitivities in the short (S), middle (M), and long (L) regions of the spectrum, the outputs of which are then combined in a linear manner within the postreceptor linear channels. A decision on the presence of a pattern is supposed to be made when the combined output of these channels exceeds some fixed value. Many models of colour discrimination suggest that human observers perform as if they use the Minkowski norm as a decision-making rule (e.g., Wyszecki & Stiles, (1982) .
The observer's performance in colour discrimination tasks is usually described in terms of the so-called equidiscrimination surface (EDS). For a model of discrimination, comprising the three linear postreceptor colour mechanisms followed by the Minkowski norm, the equidiscrimination surface can be formally represented in the cone excitation (SML) space as
Here x=(x 1 , x 2 , x 3 ) is a vector of the cone-excitation difference between two colours to be discriminated, 1 A={a ij } is a matrix of cone weightings for the post-1 To be more specific, x=x T − x B , where x T is a vector of excitations of S, M, and L receptors specifying the colour coordinates of the test stimulus in the SML space; x B is that of the background from which the test is to be discriminated.
receptor colour mechanisms and e is a subjective criterion.
It is obvious that the shape of the EDS is determined by the postreceptor channels underlying discrimination. It has turned out that, with very few exceptions (an obvious one is when q=2 in Eq. (1)), the opposite is also true, that is, the postreceptor channels (specifically, the matrix A) can be derived from the shape of the EDS (Logvinenko, 2002) . So, the shape of the EDS, particularly its convexity, has an important implication for a methodological strategy at estimating the channels underlying colour discrimination.
While a number of authors have experimentally measured the EDSs in SML space, there is no general agreement on their shape yet. As mentioned above, most researchers believe that the model described in Eq. (1) fits, generally, their colour discrimination data quite well. However, it is not clear what exponent in Eq. (1) fits the data best. While some researchers have claimed the EDS to have an ellipsoidal shape that corresponds to an exponent of q=2 (Knoblauch & Maloney, 1996; Noorlander & Koenderink, 1983; Poirson & Wandell, 1996; Poirson, Wandell, Varner, & Brainard, 1990) , others have reported that their data were better fitted with a parallelepiped with rounded corners as predicted by model (1) when the exponent q > 2 (Cole, Hine, & McIlhaga, 1993 , 1994 Cole, Stromeyer, & Kronauer, 1990; Sankeralli & Mullen, 1996) . So, the issue of what exponent in Eq. (1) gives the best fit to experimental data remains controversial.
It is particularly important to distinguish between the case when q=2 and the others because, as a matter of fact, the spectral sensitivity of the postreceptor colour channels can be uniquely derived from an EDS only when the latter is not ellipsoidal. As it was stressed by Poirson and collaborators (Poirson et al., 1990) when the EDS is ellipsoidal there are many triads of linear colour mechanisms which can account for the same EDS equally well. That is, when in Eq. (1) the exponent q=2, the weights are in principle indeterminate from the EDS.
It should be noted, however, that it is still unclear if model (1) is, generally, in line with experimental data or not. The fact is that Eq. (1) imposes rather strong constraints on the shape of the EDS. More specifically, it predicts the EDS to be convex and balanced.
2 While Mullins (1978) has pointed out that when q > 1 the 2 The EDS is convex if the volume it confines is convex. Recall that a subset of linear space is called convex if it contains the line segment joining any two of its points (e.g., Rockafellar, 1970) . The EDS is balanced if, given that x 0 is the background stimulus, for every vector x, that vector x 0 +x belongs to the EDS entails that the EDS contains a vector x 0 − x too. So the balanced EDS is symmetrical relative to the background stimulus. discrimination model (1) implies convexity of the EDS, as back in 1978, it was never tested.
3 However, a quick look at the colour discrimination surfaces and con-3 Our preliminary testing of convexity of equidiscrimination contours obtained in an experimment with achromatic sine wave gratings showed that convexity of some contours was significantly violated (Logvinenko, 1993). tours hitherto obtained by many authors shows that there are some local deviations from convexity. So we decided to check whether these deviations from convexity are significantly incompatible with the convexity hypothesis or whether they can be attributed to the random variability of threshold measurements. For this purpose we have developed a special technique to test statistically convexity of empirical curves. Then this technique was applied to nine equidiscrimination contours which were determined in an experiment on discrimination of sine wave gratings from an achromatic background.
As to balancedness of the EDSs, while all the EDSs, measured in the SML colour space hitherto, look rather balanced, such a balancedness was mostly predetermined by the symmetry of the stimuli used. Indeed, most previous authors who measured the EDS in the SML colour space used bipolar stimuli (e.g., sinusoidal gratings or sinusoidal temporal modulation) which are symmetrical by definition. On the other hand, many investigators who studied the luminance difference thresholds using unipolar stimuli reported that the human visual system is more sensitive to luminance decrements than increments (Boynton, Ikeda, & Stiles, 1964; Cohn & Lasley, 1975; Kelly & Savoie, 1978; Kranda & King-Smith, 1979; Patel & Jones, 1968; Short, 1966) .
4 An increment-decrement asymmetry of this sort is 4 Though such an asymmetry was not always found (e.g., Rashbass, 1970; Roufs, 1974) .
incompatible with model (1) whatever the exponent q. For this reason we employed unipolar sine wave gratings in this study. A special statistical technique was developed to test balancedness of the equidiscrimination contours obtained in our experiment. The results show that the equidiscrimination contours in the SML colour space are convex but not balanced.
EXPERIMENT

Method
The horizontal sinusoidal gratings were presented on a colour monitor (BarcoCalibrator) under computer control (with 14-bit D/A converters, linearised with software lookup tables from CRS Ltd). The display was regularly calibrated with a spectroradiometer. It had a resolution of 800 × 600 pixels, with a frame rate of 100 Hz. The CIE chromaticity coordinates for the colour guns were as following: (0.628, 0.340), (0.282, 0.606), and (0.150, 0.064) .
We have used the representation of the stimulus grating in the cone-contrast space based on the Smith-Pokorny cone fundamentals (Smith & Pokorny, 1975) . More properly, the colour of each grating was specified by a three-dimensional vector, the components of which were the cone-excitation differences normalised with respect to the corresponding excitations produced by the uniform background on which the grating was presented. The CIE colour coordinates (x, y, and 6.28Y) of the background were (0. 316, 0.335, 31.8 cd/m 2 ). The background looked like a neutral achromatic field.
Two-dimensional equidiscrimination contours were evaluated around the neutral (background) point in the plane determined by the S and M+L directions. We employed polar coordinates in the (S, M+L) plane so that the 0°-180°axis corresponded to the M+L direction in the cone contrast space, and the 90°-270°axis corresponded to the S direction.
More specifically, each stimulus presented in the experiment was a weighted sum of the two basic stimuli, namely, the sinusoidal gratings l 1 and l 2 , corresponding to the S and M+L directions in the SML colour space with the maximally achievable (for the monitor) contrasts:
The basic gratings were unipolar; that is, their chromaticity across the vertical dimension of the monitor changed from the neutral colour (at troughs) to the maximal achievable point (at peaks) on the S (for the grating l 1 (x)) or M+L directions (for the grating l 2 (x)) directions in the SML colour space. As a result, the compound gratings were also unipolar. Rewriting Eq. (2) to represent the gratings in the polar coordinates we have
where c=`c 2 1 +c 2 2 and a=arctan(c 2 /c 1 ). Now, plotting the contrast of the compound stimulus, c, as a radius with the polar angle a specifying its direction, we have a polar representation of the compound grating in the cone contrast space.
Threshold measurements of the compound grating contrast c were performed using the method of limits. In ascending sequences the point in the cone contrast space corresponding to the grating was moving along a fixed colour direction from the neutral point until the observer decided it became barely visible. In the descending sequences the direction of motion was the opposite. Namely, the contrast of the clearly-above-threshold grating was decreasing (thus making the point in the colour space corresponding to the grating move towards the neutral point) until the observer decided it just disappeared.
Spatial frequencies not exceeding 2 c/deg (namely, 0.5, 1.0, and 2.0 c/deg) were used to minimise the distortions due to chromatic aberration. Either 14 or 16 colour directions were used to evaluate the equidiscrimination contour for each of the three gratings. An equal number of ascending and descending measurements were made for each colour direction. One measurement (either ascending or descending) at a time was made for any particular direction a. In each trial the choice of direction was random. The total number of measurements made by each observer for each grating is given in Table 1 . The gratings were presented through a circular aperture subtending a visual angle of 3°at a distance of 4 m. The viewing was binocular. Three male observers took part in the experiment. Observer AL (one of the authors) was well experienced. Observer BB was not aware of the purpose of the experiment, though he had experience of being an observer in experiments on detection sinusoidal gratings. Observer RM had never participated in psychophysical experiments before and was not aware of the purpose of the experiment.
Results
Results are presented in Tables 2-4 and in Figs. 1-3. They are similar to those obtained by other investigators using similar spatio-chromatic patterns (e.g., Sankeralli & Mullen, 1996) . 
TESTING CONVEXITY
A threshold contrast c in Eq. (3) as a function of the polar angle a determines formally the equidiscrimination contour c(a) in the cone contrast space. An equidiscrimination contour c(a) is convex if for any three points c(a 1 ), c(a 2 ), and c(a 3 ) on the graph of c(a) in polar coordinates with c(a 2 ) between c(a 1 ) and c(a 3 ) (that is, either
is on or farther from the chord connecting c(a 1 ) and c(a 3 ) relative to the origin of coordinates. More specifically,
Inequality (4) is equivalent to the following:
As the reciprocal of a threshold is taken as a measure of sensitivity, inequality (5) may be rewritten in terms of the contrast sensitivity
where
Therefore, the equidiscrimination contour is convex if for every three directions specified by the angles a 1 , a 2 , and a 3 inequality (6) holds true.
In the experiment threshold evaluations were made only along a finite set of directions. So, we can deal with only a polygon with the vertices (c 1 , a 1 ) , ..., (c n , a n ) rather than with the whole threshold contour c(a). (Here 0 < a 1 < ··· < a n < 360°a re the polar angles specifying the set of directions for the contour; and c i =c(a i ) and
are a threshold contrast and contrast sensitivity, respectively, for the direction a i (i=1, ..., n)). Convexity of c(a) implies convexity of the polygon, 5 so the problem is reduced to testing convexity of this polygon.
It is easy to see that while testing convexity of the polygon we can restrict ourselves with only adjacent directions. In other words, it is sufficient to check out only the following system of inequalities:
... s n − 2 sin(a n − a n − 1 )+s n sin(a n − 1 − a n − 2 ) \ s n − 1 sin(a n − a n − 2 ) s n − 1 sin(a 1 − a n )+s 1 sin(a n − a n − 1 ) \ s n sin(a 1 − a n − 1 ) s n sin(a 2 − a 1 )+s 2 sin(a 1 − a n ) \ s 1 sin(a 2 − a n ).
(7)
Define the vector-columns a 1 , ..., a n as
.. a n − 2 =(0, ..., 0, sin(a n − a n − 1 ), −sin(a n − a n − 2 ), sin(a n − a n − 2 )) T a n − 1 =(sin(a n − a n − 1 ), 0, ..., 0, sin(a 1 − a n ), −sin(a 1 − a n − 1 ))
where the superscript T stands for transposition. as s=(s 1 , ..., s n ) T . Then inequalities (7) may be expressed as
For the sake of brevity rewrite Eq. (9) in the matrix form
where the columns of the transposed matrix A T are the vectors a 1 , ..., a n ; and the vector inequality As \ 0 means nonnegativity of every component of As.
In the experiment it was the statistical estimates of the sensitivity s From the geometrical point of view the set of all the vectors satisfying inequality (10) is a polyhedral convex cone in n-dimensional Euclidean space R n :
Therefore, the hypothesis to be tested is whether the vector s of the mathematical expectation for the sample vector s g belongs to the cone K(A) in Eq. (11). To test such a hypothesis one can use the same methods as those developed for statistically estimating unknown parameters with order restrictions on them (Barlow, Bartholomew, Bremmer, & Brunk, 1972; Robertson, Wright, & Dykstra, 1988) . However, since these methods are much easier to be applied when all measurements are made with the same accuracy, that is, when the covariance matrix S is the unit matrix, a sort of rescaling is needed.
Consider the vector of rescaled variables
It is easy to see that X has an asymptotically normal distribution with the vector of mathematical expectation x=(s 1 /s 1 , ..., s n /s n ) and the unit covariance matrix I; i.e., X Ã N(x, I). Although the methods mentioned above have been developed under the assumption of normality rather than asymptotical normality we believe they can be applied to test our hypothesis since errors resulting from such a substitution get close to zero as the number of observations increases.
Let us express the convexity conditions (7) in terms of the rescaled variables (12); namely, replace every s i in inequalities (7) (7), they take the form:
...
x n − 2 s n − 2 sin(a n − a n − 1 )+x n s n sin(a n − 1 − a n − 2 ) \ x n − 1 s n − 1 sin(a n − a n − 2 )
x n − 1 s n − 1 sin(a 1 − a n )+x 1 s 1 sin(a n − a n − 1 ) \ x n s n sin(a 1 − a n − 1 )
Or in matrix form
where the transposed matrix B T comprises the columns b 1 , ..., b n defined as
.., 0, s n − 2 sin(a n − a n − 1 ), −s n − 1 sin(a n − a n − 2 ), s n sin(a n − a n − 2 ))
Inequalities (13) also define a polyhedral convex cone in R n :
It easy to see that the original vector of mathematical expectation s belongs to the cone (11) if and only if the rescaled vector x belongs to the cone (16).
However, another problem is that the cone (16) remains unknown for us because we do not know the true values of variances s 2 i (i=1, ..., n). So we replace them by the sample variances that can be derived from the experimental data. As mentioned above when the number of observations is large enough each s i is approximately equal to s g i , and the cone (16) will have approximately the same shape as
where the vector-columns b 1 , ..., b n of the matrix B is specified as
sin(a n − a n − 1 ), −s g n − 1 sin(a n − a n − 2 ), s g n sin(a n − a n − 2 )) So, the null hypothesis (written H 0 ) is that given a normally distributed random vector X with the unit covariance matrix, the vector of its mathematical expectation x belongs to the cone K(B ); that is:
And we want to test this hypothesis against the alternative that x does not lie within the cone K(B ).
g n ) to the cone K(B ) has been proved to be quite a natural statistic in this case (Raubertas, Lee, and Nordheim, 1986; Robertson et al., 1988) . To be more precise, the statistic is defined as
where as usual ) the more favourable becomes the alternative (nonconvexity) hypothesis. The strength of evidence against the null (convexity) hypothesis, H 0 , given a particular magnitude of the statistic (20), say D 0 , may be evaluated in terms of the probability of this (or bigger) magnitude under H 0 :
The quantity (21) is called the significance probability or p-value of D 0 . The smaller the p-value the stronger the evidence for rejecting the null (convexity) hypothesis on the basis of the experimentally obtained statistic value D 0 . If the p-value is less than some assigned level of significance there is every indication to reject the convexity hypothesis H 0 .
Since it is practically impossible to evaluate analytically the p-value (21) we have used the following upper estimate of it which can be evaluated. This estimate is based on the inequality
where t Ã N(0, I), i.e., a normally distributed random variable with the mean zero vector and the covariance unit matrix. Inequality (22) means that the case when the mathematical expectation vector x coincides with the vertex of the cone K(B ) is worse in the sense that in this case the probability for the vector of observed values X to be out of the cone by chance is maximal provided the null (convexity) hypothesis holds true. By using the likelihood ratio approach Raubertas et al. (1986) have shown that the right hand side probability in (22) can be evaluated as
where q 2 (k) is a random variable having the chi-square distribution with k degrees of freedom; and g k is the probability that the projection of the random vector t onto the cone K(B ) lies in the facet of K(B ) the dimension of which is equal to n − k. Unfortunately, we are not able to evaluate the coefficients g k analytically, so we have used the Monte-Carlo method to evaluate the cumulative distribution function of D
(t). It enables us to evaluate p-values. Every particular contour defines its own vector X, cone K(B ), and the distance between them (statistic) D(X). The cumulative distribution function of D
2 (t) was evaluated for every cone determined by the corresponding contour, and the p-value was calculated. The results are presented in Table 5 .
As can be seen from Table 5 , all the p-values for all the observers are quite far from zero. Moreover, they are much closer to 1.0 than it might be expected when the null (convexity) hypothesis is true. However, it should be borne in mind that the values in Table 5 are, actually, the upper estimates, as followed from Eq. (22), rather than the p-values themselves. Therefore, the true p-values should be smaller than the values in Table 5 .
6 Should the estimates in Table 5 be less than the signifi-cance level, it would be, obviously, safe to reject the null (convexity) hypothesis. However, they exceed the significance level, so the convexity hypothesis cannot be rejected. Nevetheless, it does not follow that we can accept the convexity hypothesis without further investigation. In particular, it is worth evaluating the power of the test, at least, for some particular cases, such as the Minkowski model (see Appendix A).
In sum, all the local deviations from convexity have proved to be too small, as compared to the magnitude of the measurement errors, to enable us to reject the assumption that the EDS's in the cone contrast space for sinusoidal spatial gratings are convex.
TESTING BALANCEDNESS
As follows from its definition, balancedness of a threshold contour means that its center (the background) divides each diameter into two equal parts; that is, there is a sort of radial symmetry for the contour. To be more exact, radial symmetry means that for every a i , c(a i )=c(a i +180°) . We wish to test a hypothesis that a deviation from symmetry is due to random fluctuations against the alternative that there is a systematical deformation of the contour symmetry. In quantitative terms, the null hypothesis is that the observed threshold value for each direction a i can be represented as c(a i )=c i +e i , where c i is the true threshold and e i is a continuous random error. We assume that all e i are statistically independent; and e i and e n+i have the same distribution. (It entails that e i − e n+i is distributed symmetrically around zero.)
To test whether this hypothesis is in line with our experimental data we have developed a statistical test which is similar, to a certain extent, to the classical runs test (see, e.g., Siegel, 1956 ). More specifically, the hypothesis was tested by converting each radius to a plus or minus depending on whether it is bigger or smaller than its counterpart lying on the same diameter and then testing randomness of the obtained series of pluses and minuses.
Let us assign a plus to a radius c(a i ) if c(a i ) > c(a i +180°) and a minus otherwise, that is, if c(a i ) < c(a i +180°). If c(a i )=c(a i +180°
) the signs will be assigned on the random basis with equal probability. As a result we have the sequence of pluses and minuses in which the sign at the ith place is that which was assigned to c(a i ). This sequence can be expressed more formally. Let us define a random variable d i (i=1, ..., 2n) so that d i =+1 if c(a i ) was assigned plus, and d i =−1 if c(a i ) was assigned minus. Let us also define d 2n+1 =d 1 . The latter definition makes our sequence circular. Now let us define a run in such a circular sequence as a succession of identical signs which are followed and preceded by the alternative signs.
The total number of runs in the sequence of the length of 2n seems to indicate if the sequence is random or not. Indeed, if the number of runs is very few then it may be considered as an indication that for some large fragments of contour there is a deviation from symmetry of the same type (that is, a great number of successive diameters have asymmetry of the same sort). For example, it may occur when the radii for the upper part of the contour (the angles between 0°and 180°) exceed their counterparts from the bottom part. We will refer to this sort of deviation from symmetry as global asymmetry.
A great number of runs (relative to the sequence length) will also testify against randomness of the sequence. This may, for instance, happen when any pair of adjacent diameters has asymmetries of the opposite signs. That kind of deviation from symmetry will be referred to as local asymmetry.
Unfortunately, the sampling distribution of the number of runs for our circular sequence is different from that used in the classical runs test.
7 Apart from being 7 Another possibility was the Hodges bivariate sign test (Hodges, 1955) . However, Hodges' test could be used to test the null hypothesis against only one of the two alternatives, namely, the global asymmetry hypothesis. Therefore, it is inappropriate for testing the local asymmetry. circular, our sequence exhibits the following particular feature:
So we had to evaluate the sampling distribution of the number of runs.
It is easy to see that the number of runs in our circular sequence amounts to the number of changes in sign in the sequence. A change of sign between ith and (i+1)th positions occurs when
. Therefore, the total number of the sign changes is equal to Z 2n =; 
Given Eq. (25), we have
Likewise, testing H 0 against H 2 we define the upper p-value for Z obs 2n : (28) where k runs over the sequence (24), and
Correspondingly, the range of p U comprises the series
where k runs over the same sequence (24), and
In our experiment the number of diameters along which the sensitivity was tested, that is n, was equal to either 7 or 8. It follows that m=0, 1, 2, 3. Therefore, the range of the statistic Z 2n comprises the following numbers: 2, 6, 10, and 14. The observed values of Z 2n are presented in Table 6 . Corresponding p-values are presented in Table 7 . Although the number of runs was rather small for all but one contour (Observer RM, 1.0 c/deg), strictly speaking, the null hypothesis cannot be rejected (in favour of the global asymmetry hypothesis) at the level of significance, say 0.05, since it is considerably lower than the closest p-value. In other words, for such small samples our test turns out to be very conservative, thus its power being very poor.
So we decided to combine the results from all the nine contours together. To be more exact, we decided to sum the individual p-values considered as a measure of symmetry for individual contours into a global symmetry test. All the individual p-values have the same limits of variation. Under the null hypothesis they are all ''nearly'' uniformly distributed. Under the alternatives they tend towards zero. Intuitively, it seems natural to expect that this tendency cannot but become stronger if we sum up all the p-values in a single index.
Specifically, we took the sum of lower individual p-values from all the nine contours
as a statistic to test the null hypothesis against H 1 . The sum of upper individual p-values
was used to test the null hypothesis against H 2 .
The extent to which the observable data provides evidence against H 0 in favour of H 1 (respectively, H 2 ) can be evaluated in terms of the probability that when H 0 holds true, the value u L (respectively, u U ) is more (respectively, less) than or equal to that observed. We reject the null hypothesis H 0 in favour of H 1 (respectively, H 2 ) if the p-value of the observed combined value u L (respectively, u U ) is small enough. For these p-values to be calculated one needs to evaluate the probability distributions of u L and u U .
Under the null hypothesis the distribution of u L (respectively, u U ) is the convolution of nine discrete distributions for individual p-values, p
, since all the observations for various stimuli are assumed independent. A method to compute the p-values of u L (written P(u L )) and of u U (written P(u U )) by using a discrete convolution procedure is described in Appendix C. If one of these numbers is close to zero there is strong evidence against the null hypothesis H 0 in favour of H 1 or H 2 , depending on which of the numbers, P L or P U respectively, falls close to zero. More specifically, given a level of significance a, the null hypothesis H 0 should be rejected in favour of H 1 or H 2 if either P L < a or P U < a, respectively.
Having done such analysis we obtained P(u L )=0.0007 and P(u U )=0.9604. Hence, our data testify strongly against the symmetry hypothesis in favour of the global asymmetry hypothesis.
DISCUSSION
We have found that while contours of equal discrimination in the SML colour space are in line with the convexity hypothesis, they are not balanced. Unbalancedness of the equidiscrimination contours entails that the Minkowski model (Eq. (1)), generally, is not appropriate for modelling colour discrimination data. However, given convexity of the equidiscrimination contours, it is easy to modify this model so as to reconcile it with the equidiscrimination contours' unbalancedness. Indeed, the Minkowski model belongs to a class of two-stage models which have widely been used in visual psychophysics for decades (e.g., Graham, 1989; Quick, 1974) . It comprises a set of linear analysers (functionals) followed by the Minkowski norm. In fact, any norm at a decision stage will predict the equidiscrimination contours' balancedness provided that the first stage consists of a set of linear functionals. Therefore, for model (1) to be reconciled with the equidiscrimination contours' unbalancedness, one has, generally speaking, either to replace the Minkowski norm with a more plausible decision rule or to abandon the assumption of linearity of the analysers at the first stage.
It should be mentioned, however, that the way our data deviate from balancedness suggests that model (1) needs only a minor improvement to be reconciled with our data. Really, the symmetry hypothesis was rejected in favour of the global, rather than local, asymmetry hypothesis. Some equidiscrimination contours obtained in our experiments look like an ellipsoid oblate at the poles. This sort of asymmetry may occur if one (or more) postreceptor colour mechanism (which determines a direction along which the ellipsoid is flattened) has different threshold criteria for increments and decrements. As mentioned in the Introduction, such an increment-decrement asymmetry is well known for the luminance mechanism. It follows from our data that increment-decrement asymmetry takes place for other postreceptor colour channels too (e.g., for the yellow-blue one). Such incrementdecrement asymmetry across postreceptor mechanisms can be easily taken into account by splitting each mechanism into two submechanisms-incremental (responsive only to increments) and decremental (responsive only to decrements). For instance, the yellow-blue opponent mechanism may be considered as a set of two submechanisms-yellow ones and blue ones. In other words, instead of one bipolar mechanism producing positive and negative responses, one can suggest two unipolar submechanisms with positive responses only. Likewise, the red-green opponent colour mechanism can be replaced by two unipolar submechanisms-red ones and green ones. If the gain in the corresponding submechanisms (e.g., yellow and blue or red and green) is equal then a set of such unipolar submechanisms followed by the Minkowski norm will constitute a model formally equivalent to (1). However, a model made up from a set of unipolar submechanisms with different gain will predict unbalanced equidiscrimination contours similar to those obtained in our experiment. Such an idea that the classical opponent colour mechanisms (Hurvich & Jameson, 1957) probably consist of two independent unipolar submechanisms has recently gained support on the theoretical (De Valois & De Valois, 1993; Mausfeld & Niederee, 1992) and experimental grounds (McLellan & Eskew, 2000; Sankeralli & Mullen, 1998) .
CONCLUSION
Testing statistically contours of equal discrimination in the SML colour space for unipolar sinusoidal gratings has shown that they are convex but not balanced (i.e., not symmetrical relative to the neutral background against which the gratings were displayed). This undermines any attempts to model colour discrimination data with a two-stage model comprising linear colour mechanisms followed by a norm (e.g., Minkowski norm).
APPENDIX A
Power of the Convexity Test
Obviously, there is no way to characterise the power of the convexity test for a general case (for instance, for an arbitrary norm). However, it can be done for the Minkowski model (Eq. (1)). It seems natural to characterise the power of the convexity test for this model in terms of the exponent q in Eq. (1). We have simulated threshold-measuring experiments using the Minkowski model (Eq. (1)) and an additive Gaussian noise for various values of q from 1 to 0 (recall that when 0 < q < 1 the model (1) produces a concave contour). To be more exact, we used the following equation
or in polar coordinates
to model experimental equidiscrimination contours. We simulated eight experiments. In these experiments either 5 or 10 directions, along which threshold measurements were made, were evenly distributed across either 45°or 90°. For example, for the range of 45°(written ARC=45) and 5 directions (n=5) the samples were made at 22.5°, 33.75°, 45°, 56.25°, and 67.5°. For ARC=90 and n=10 the sampled directions varied from 0°to 90°with a 10°s tep. Correspondingly, for ARC=90 and n=5 the sampled directions varied from 0°to 90°with a 22.5°step. Finally, for ARC=45 and n=10 the sampled directions varied from 22.5°to 67.5°with a 5°step.
For each of these four sets of polar angles (a 1 , ..., a n ) we evaluated the corresponding radius r ), was then evaluated using a computational algorithm of minimisation of a quadratic functional (based on Powell's code). 8 Strictly speaking, we used a minor modification of the cone (17) to evaluate the power functions. Specifically, since we simulated contours which were not closed, two last inequalities in (7) were dropped out. Respectively, all the subsequent system of inequalities, including (18) which determined the cone (17), contained n − 2 rather than n inequalities.
FIG. 4.
The power of the test as a function of the exponent q in the Minkowski model (horizontal axis) as derived from the simulation of experiment for five directions for ten significance levels. The plots of power functions go with significance level in ascending order, that is, the lowest plot corresponds to 0.1, the highest to 0.5 (see also explanation in text).
For q=1 and s=1 a sample of 100,000 random vectors S (1) , thus distances D(S (1) ), were generated. The cumulative distribution function for this sample of distances D(S (1) ) (written P(D)) was then used to evaluate the p-value for a random vector S (q) generated for any other q (which lies between 0 and 1) and s. Specifically, given any particular q and s, a vector S (q) was generated, and the corresponding distance D(S (q) ) was determined. Then the p-value for this distance, P(D(S (q) )), was evaluated. This procedure was repeated 50,000 times; that is, a sample of 50,000 p-values for the same q and s were evaluated. The cumulative distribution function for this sample of p-values (written P q (p)) was finally evaluated. Given a level of significance a, (i.e., the probability of incorrectly rejecting the homogeneity hypothesis, when it is true) a power function, p(q), by definition is p(q)=P q (a).
Depicted in Figs. 4 and 5 are the power functions obtained for five levels of significance (0.1, ..., 0.5) for settings which simulate experiments in which 5 or 10 directions within the angle range of 45°or 90°were tested for s=0.1 or s=0.25. As mentioned above, for each combination of parameters (i.e., n, ARC, s) there were 50,000 simulations of experimental contour for each value of q which was varied from zero to 1 with step 0.005.
It follows from Figs. 4 and 5 that the power of the test increases correspondingly with the angular range within which the directions lie. This is hardly surprising since the narrow range contains less statistical information than the wide range. Roughly speaking, the narrower the range the closer the corresponding fragment of increasing the number of directions from 5 to 10 has almost no effect on the shape of the power functions. This shows that the test is quite robust relative to a choice of directions within a particular angular range. Comparison of the plots in Figs. 4 and 5 also shows that the power of the test is better for the smaller s but not as drastically as might be expected.
APPENDIX B Probability Distribution of the Statistic Z 2N
Let us define a random variable x i =s i s i+1 (i=1, ..., n) . It is easy to show that the statistic Z 2n =n − X n where X n =;
Note that under the null hypothesis the following statements hold true: The statements (i) and (ii) are rather obvious. Indeed, let us prove for example (ii). We have The latter product is equal to − 1 because s n+1 =−s 1 . Statement (iii) is equivalent to that for every e i = ± 1 (i=1, ..., n − 1) P(x 1 =e 1 , x 2 =e 2 , ..., x n − 1 =e n − 1 | H 0 )=2 −(n − 1) . The latter follows from the fact that the random variables s i are independent, and they take values+1 and -1 with equal probabilities.
First, let us evaluate the probability distribution of X n . We have X n =; 
Replacing x i by 1 − 2z i we have
There is only one positive probability in each of these two series, namely, when n, l, and m are bound by the relationship l=n − 2 − 4m. It follows that ; Recall the definition of the convolution of two discrete probability distributions, say A and B, provided they are generated by two independent random variables X 1 and X 2 respectively. 
EQUIDISCRIMINATION CONTOURS
