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Abstract
In this paper, we develop a principled framework for
efficient processing of ad-hoc top-k (ranking) aggregate
queries in OLAP. Such queries provide the k groups
with the highest aggregates to decision makers. Essen-
tial support of top-k aggregate queries is lacking in cur-
rent RDBMSs, which process such queries in a naı¨ve and
overkill materialize-group-sort scheme, therefore can be
prohibitively inefficient. Our new framework is based on
two fundamental properties, the Group-Ranking and Tuple-
Ranking Principles. The principles dictate group-ordering
and tuple-ordering requirement that together guide the
query processor toward the optimal aggregate query pro-
cessing. To realize the requirements, we propose a new
execution model and address the challenges of implement-
ing new query operators, enabling efficient top-k aggregate
query plans that are both group-aware and rank-aware. The
experimental study validates our framework by demonstrat-
ing orders of magnitude performance improvement in the
new query plans, compared with the traditional approach.
1 Introduction
Aggregation is a key operation in data warehousing for
OLAP (On-Line Analytical Processing), which is very im-
portant for decision support in a variety of applications such
as manufacturing, sales management, stock analysis, etc. In
aggregation queries, aggregates are computed over groups
with respect to some grouping attributes. Decision making
procedures naturally involve comparing and ranking data.
Among the large number of groups, only the ones with cer-
tain significance are of interest to decision makers in many
cases. To support such applications, ranking (top-k) aggre-
gate queries rank the groups by their aggregate values and
return the top k groups with the highest aggregates. As a
matter of fact, 15 of the 22 queries in the TPC-H bench-
mark are ranking aggregate queries.
The sketch of top-k aggregate queries is illustrated be-
low 1, followed by an example query Q.
SELECT ga1, ..., gam, F
FROM R1, ..., Rh
WHERE c1 AND ... AND cl
GROUP BY ga1, ..., gam
ORDER BY F
LIMIT k
Q: SELECT A.g,B.g,C.g,SUM(A.v+B.v+C.v)
FROM A, B, C
WHERE A.jc=B.jc AND B.jc=C.jc
GROUP BY A.g, B.g, C.g
ORDER BY score
LIMIT k
That is, upon the result of conjunctive Boolean join and se-
lection conditions of conjuncts c1, . . . , cl over the relations
R1, . . . , Rh, groups are formed by the grouping attributes
ga1, . . . , gam and ordered by a ranking aggregateF=G(T ),
where G is a monotonic aggregate function (e.g., sum) over
an aggregated expression T (e.g., A.v+B.v+C.v). The top
k groups with the highestF values are returned as the query
result, with projected attributes specified in the SELECT
clause. Formally, each group g={t1, . . . , tn} has a ranking
score F [g], defined as 2
F [g] = G(T )[g] = G(T [g]) = G(T [{t1, . . . , tn}])
= G({T [t1], . . . , T [tn]}). (1)
As the result, Q returns a sorted list K of k groups, ranked
by F scores, such that F [g] ≥ F [g ′], ∀g ∈ K and ∀g′ /∈ K.
When there are ties in scores, an arbitrary deterministic “tie-
breaker” function can be used to determine an order, e.g., by
the grouping attribute values of each group.
Decision support queries in daily operations are com-
monly executed in an interactive manner where the results
must be quickly presented to users and become the basis
for formulating further queries. Therefore, given the large
1While we use LIMIT (in PostgreSQL), various RDBMS use different
SQL syntax to specify the retrieval size k, e.g., FETCH FIRST in DB2.
2More rigorously, instead ofF= G(T ), we should write as F = G ◦T ,
i.e., F [g] = (G ◦ T )[g] = G(T [g]).
1
amount of data in a warehouse, efficiently processing top-
k aggregate queries is very important and challenging. We
address this challenge in the paper.
A distinguishing goal of our work is to support ad-hoc
ranking aggregation criteria. With respect to G, we aim to
support not only standard aggregate functions such as sum,
count, avg, min, and max, but also user-defined aggregate
functions. With respect to T , we aim to allow the aggre-
gated expression to be specified on-the-fly by users instead
of pre-determined. Such ad-hoc ranking criteria fit in very
well with the exploratory nature of decision support appli-
cations and enable flexible and expressive data analysis.
Essential support of ranking aggregate is clearly lacking
in current RDBMSs, which process such queries in the fol-
lowing way: (1) fully consume all the input tables; (2) fully
materialize the selection and join results; (3) group the re-
sults by grouping attributes and compute the aggregates for
every group; (4) fully sort the groups by their ranking aggre-
gates; and (5) report only the top k groups. Given the large
amount of data in a warehousing environment, such a naı¨ve
materialize-group-sort scheme can be unacceptably ineffi-
cient. The user is only interested in the k top groups instead
of a total order on all groups. The current strategy is thus
an overkill, with unnecessary overhead from full scanning,
joining, grouping, and sorting.
Efficient support of ad-hoc ranking aggregate is not
available in OLAP either. A popular conceptual data model
for OLAP is data cube [15]. A data cube is derived from a
set of dimensional attributes and a measure attribute. RO-
LAP servers map the data cube into relational models by di-
mension tables and a fact table. Pervasive summary and in-
dex structures, and materialized views are further built upon
these tables for answering aggregation queries. However, a
data cube only maintains information of the pre-determined
measure attribute using the prescribed aggregate function.
The cubing approach essentially exploits pre-computation,
whose result can easily become useless when the query is
different from what the data cube is built for. Given our
goal of supporting both ad-hoc aggregate function and ad-
hoc aggregated expression, it is futile to use pre-computed
results in answering ad-hoc aggregation queries.
In this paper, we propose a principled framework for ef-
ficient processing of ad-hoc top-k aggregate queries. We
define a cost metric on retrieved tuples, capturing our goal
of producing only necessary tuples for generating top k
groups. As we find out, the key in realizing this goal is
to find some good order of producing tuples (among many
possible orders) that can guide the query engine toward pro-
cessing the most promising groups first and exploring each
group only when necessary. We further discover that a total
schedule of tuples can be fully determined by two orders–
the order of retrieving groups (group ordering) and the or-
der of retrieving tuples within each group (tuple ordering).
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Figure 1. Traditional plan vs. new plan.
Based on this view, we develop two fundamental principles
and a new execution model for processing top-k aggregate
queries. We summarize our contributions as follows:
• Principle for optimal aggregate processing: We de-
velop two fundamental properties, the Group-Ranking
and the Tuple-Ranking Principles, which lead to the
group-ordering and the tuple-ordering requirements, re-
spectively. We formally show that the optimal aggregate
query processing, with respect to our cost metric, can be
derived by following both requirements together.
• Execution model and physical implementations:
Guided by the principles, we propose a new execution
model, which enables query plans that are both group-
aware and rank-aware. We further address the imple-
mentation of the new query operators in this framework.
• Experimental Study: We implement the proposed tech-
niques in RankSQL [23, 24] based on PostgreSQL. Our
experiments verify that this new framework can achieve
orders of magnitude improvement in many cases; e.g.,
Figure 1 compares a new query plan with the tradi-
tional materialize-group-sort approach. We experimen-
tally study the reason for the performance differences and
their applicability.
Neither RDBMS nor OLAP is sufficient for our purpose
and they are at the two extremes, as aforementioned. Our
approach is a hybrid that integrates the advantages of both
world: the flexible processing of ad-hoc queries by RDBMS
and the pre-computation by OLAP. The only materialized
information required in our technique is the size of each
group and the upper-bound value of the aggregated expres-
sion, for bounding the maximal-possible aggregate scores
of groups. Such information is readily available, from basic
aggregates (count) maintained in data cubes and the indices
commonly built in OLAP.
In the rest, we present the principles of our techniques in
Section 2. Section 3 introduces the execution model of top-
k aggregate query plans and the implementations of phys-
ical operators. We experimentally evaluate the proposed
framework in Section 4. Section 5 reviews related work,
and Section 6 concludes.
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FIg3 [g3]=sum(1.0×2)=2.0.
Such bounds guide our selection of the next tuple. Let’s
illustrate with Example 1: The next tuple should be selected
from g1. Consider g1 vs. g2 (and similarly g3). If g1 will
be the top-1, we must complete its score. Otherwise, since
FIg1 [g1] > FIg2 [g2], whatever score g2 can achieve, g1 can
possibly do better. Thus, first, although g2 is incomplete, it
may not be necessary for further processing, since g1 may
turn out to be the answer (i.e., g1 should be processed before
g2). Second, even if g2 were complete, it is not sufficient to
declare g2 as the top-1, since g1 may be a better answer. In
all cases, we must process the next tuple from g1.
Our explanation above intuitively motivates the priority
between g1 and g2, for the special case when k=1. The
Group-Ranking Principle formally states this property, for
general top-k ( k ≥ 1) situations (see Appendix A for
proof), which mandates the priority of current top k groups
(i.e., g1) over those groups that are outside (i.e., g2).
Property 1 (Group-Ranking Principle): Let g1 be any
group in the current top-k ranked by maximal-possible
scores F and g2 be any group not in the current top-k. We
have 1) g1 must be further processed if g1 is not fully eval-
uated, 2) it may not be necessary to further process g2 even
if g2 is not fully evaluated, and 3) the current top-k groups
are the query answers if they are all fully evaluated.
The Group-Ranking Principle guides our inter-group or-
dering for query processing, by prioritizing on F . Essen-
tially, the principle states that, to avoid unnecessary tuple
evaluations, our algorithms must prioritize any incomplete
g1 within the current top-k over those g2 outside. Thus,
first, as the progressive condition, to reach the final top-k,
any such g1 must be further processed (or else there are no
enough k complete groups to conclude as better than g 1).
Second, as the stop condition, when and only when no such
g1 exists, i.e., all top-k groups are completed, we can con-
clude these groups as the final answers. Below we summa-
rize this requirement.
Requirement 1 (Group Ordering): To avoid unnecessary
tuple evaluation, query processing should prioritize groups
by their maximal-possible score F :
• (Progressive Condition) If there are some incomplete
groups g1 in the top-k, then the next tuple should be se-
lected from such g1; or
• (Stop Condition) Otherwise, we can stop and conclude
the current top-k groups as the final answers.
Example 2 (Sample Execution 1): For our example F=
G(T ) = sum(R.v) to find the top-1 group, Figure 4(b) con-
ceptually executes Requirement 1. (Ignore for now the
query plan in Figure 4(a), which Section 3 will discuss.)
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Figure 4. Query execution 1: GroupOnly.
As Requirement 1 dictates, we prioritize groups by
F scores, initially (3.0, 3.0, 2.0), when no tuples in any
group g are seen (Ig = φ) and thus T Ig = 1.0 in Equa-
tion 2. As the Progressive Condition dictates, we always
choose the top-1 group (marked *) for the next tuple, thus
accessing r1 from g1, r2 from g2, . . ., and finally r4 from g2.
Now, since the top-1 group g1 is completed (with final score
F [g1]=F [g1]=2.2), the Stop Condition asserts no more pro-
cessing necessary, and thus we return g1 as the top-1.
2.2 Tuple-Ranking Principle
Our next principle addresses the intra-group order:
When we must necessarily process group g (as the Group-
Ranking Principle dictates), which tuple in g should we se-
lect? This tuple ordering, together with the group ordering
just discussed, will determine a total schedule of tuple ac-
cess for the rankaggr operator (Figure 2(b)).
To start with, we note that different tuple orders will re-
sult in different cost efficiency, in terms of tuple depth ac-
cessed for each group. Given a tuple order α, for group g,
what would be the resulting tuple depth H αg that must be ac-
cessed? Recall in Example 2 we order tuples arbitrarily by
tuple IDs (see relation R in Figure 3a), i.e., group g1 as x1:
r1→ r5 → r7, g2 as x2: r2→ r4 → r8, and g3 as x3: r3→
r6. These orders result in depths H x1g1 = 3 (i.e., all of r1, r5,
r7 accessed), Hx2g2 = 2, Hx3g3 = 0, as Figure 4(b) shows. To
contrast, Example 3 below shows that how different tuple
orders result in different depths of access.
Example 3 (Sample Execution 2): Rerun Example 2 but
with tuple orders as sorted by tuple scores T =R.v in each
group, thus ordering g1 as d1: r5→ r1 → r7, g2 as d2: r4→
r2 → r8, and g3 as d3: r3→ r6. These descending tuple
orders, together with Requirement 1, result in the execu-
tion of Figure 5(b). (Again, ignore the query plan for now.)
Note that, for each group, the descending order sorted by T
effectively bounds the T -score of unseen tuples by the last-
seen T -score. Thus, for group g1, after r5 at step 1 with
T [r5]=r1.v=.9, F [g1]=0.9 + 0.9× 2 (for 2 unseen tuples) =
2.7. Then, after r1 in step 3, F [g1]=0.9 + 0.7 + 0.7 × 1 (for
1 unseen tuple) = 2.3.
In this execution, as Figure 5(b) shows, each group is
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smallest depth l of sequence α that makes the the maximal
possible score of g to be below θ, 3 i.e.,
Hαg = minl∈[1:n]{l|F{t1 ,...,tl}[g] < θ}, (3)
or otherwise Hαg =n if such a depth does not exist.
• (T -based Ranking) To find the optimal order α that re-
sults in the minimum Hαg , we need to only consider three
classes of orders: T -ascending, T -descending, and T -
hybrid, all of which are rankings by T scores.
To conclude, we summarize the implementation implica-
tions of the Tuple-Ranking Principle as our Requirement 2,
which will guide our design of a query processing frame-
work for finding optimal tuple ordering.
Requirement 2 (Tuple Ordering): If Requirement 1 is
followed, to minimize the total tuple depths across all
groups: 1) the order of each group can be optimized in-
dependently; and 2) the optimal order is one from T -
ascending, T -descending, or T -hybrid that results in the
minimum Hαg as governed by Eq. 4.
2.3 Putting Together
Together, our Group-Ranking Principle (Section 2.1)
and Tuple-Ranking Principle (Section 2.2) guide the tuple
scheduling for our rankaggr operator to selectively draw
from the underlying query tree (Figure 2b). We stress that,
in principle, the two properties enable our finding of an op-
timal tuple schedule, for processing every group minimally
with an overall minimum tuple depths ΣgHg , as the follow-
ing Theorem 1 states (see Appendix C for proof). Intuitively
Requirement 1 determines an inter-group order that only ac-
cesses a group when necessary (thus does not waste any
tuples), and Requirement 2 further leads to a “cost-based”
optimal intra-group order for each group.
Theorem 1 (Optimal Aggregate Processing): If query
processing follows Requirements 1 and 2, the number
of tuples processed across all groups, i.e., ΣgHg , is the
minimum possible for query answering.
In Practice: While the principles give the theoretic basis
for best tuple scheduling, in practice, a framework should
weigh the overhead of “optimization” versus its benefit. In
particular, while Requirement 1 can be “deterministically”
realized, Requirement 2 demands run-time optimization (to
choose among orders) and sorting (for T -based ranking)
for each group. To avoid such overheads, first, as a heuris-
tic, our implementation assumes T -descending as tuple or-
ders. As we report in Appendix D, for typical score distribu-
tions (e.g., uniform, normal) and aggregate function G (e.g.,
sum, avg), T -descending is in fact the best, and thus run-
time optimization is unnecessary. Second, to implement T -
descending, since full ranking within each group can be ex-
pensive, we experiment with approximation, which trades
off sorting overhead with precision of ranking (Section 3.6).
3Correction: in an earlier version submitted for publication, we mistak-
enly wrote Hαg = argminl∈[1:n]F{t1 ,...,tl}[g] < θ.
3 Execution Model and Physical Operators
The principles developed in Section 2 provide a guide-
line in designing an efficient approach to process top-k ag-
gregate queries. Following the principles, we propose a new
execution model, as illustrated in Figure 2(b). In this sec-
tion, we first introduce the architecture and iterator interface
in the new type of plans, as guided by the principles. We
then discuss how to address the new implementation issues.
3.1 Group-Awareness:
Exploiting the Group-Ranking Principle
To follow Requirement 1, our proposed new rankaggr
operator (Figure 2b) must explicitly control the inter-group
ordering. Instead of passively waiting for the underlying
subtree to fully materialize all the groups, by the Progres-
sive Condition of Requirement 1, the rankaggr operator will
actively determine the most promising group g according to
the maximal-possible scores of all valid groups and draws
the next tuple in g from the underlying subtree. (By Re-
quirement 1, any current top-k incomplete group can be
such g to request.) When the most promising group is com-
plete, its aggregate is returned as a query result. Therefore,
the groups are always output from the rankaggr operator in
the order of the ranking of their aggregates, eliminating the
need for the blocking sorting operator in Figure 2(a).
This “active grouping” is a clear departure from the
materialize-group-sort scheme and it requires a fundamen-
tal change in the iterator interface of query operators. More
specifically, we change the GetNext method of the new it-
erator interface to take g as a parameter. Our operators are
thus group-aware so that grouping is seamlessly integrated
with other operations. Recursively starting from the rank-
aggr operator, an upper operator invokes the GetNext(g)
methods of its lower operators, providing the most promis-
ing group g as the parameter. For a unary operator being
invoked, the same g is the parameter to invoke its lower op-
erator. For a binary operator such as join, g is divided into
two components g ′ and g′′ as the parameters to invoke the
left and right child operators. As the response, each opera-
tor sends the next output tuple from the designated group g
to its upper operator.
Example 5: Consider again F= G(T ) = sum(R.v) on re-
lation R and k = 1, as in Example 2. Figure 4 illustrates (a)
a group-aware plan which we call GroupOnly and (b) its ex-
ecution. The group-aware scan operator can produce tuples
from the group designated by the rankaggr operator above
it. The tuples within each group are produced in their on-
disk order. The execution of that plan is already explained
in Example 2. Note that tuples in g2 are not exhausted and
tuples in g3 are not touched at all.
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3.2 Rank-Awareness:
Exploiting the Tuple-Ranking Principle
To follow Requirement 2, the tuples within each group
must be produced in the optimal order from T -ascending,
T -descending, or T -hyprid. As Section 2.3 explained,
we choose T -descending as the implementation heuristic.
To enforce T -descending, the query tree underlying rank-
aggr must be rank-aware as well. For this purpose, we
can leverage the recent work on rank-aware operators and
plans [21, 23] (without grouping). In addition, however, we
must address the challenges in satisfying group-awareness
and rank-awareness together.
Example 6: Consider our running example again. To con-
trast with Example 5, Figure 5 illustrates (a) a plan that is
both group-aware and rank-aware which we call GroupRank
and (b) its execution. The group- and rank-aware scan oper-
ator in this plan produces tuples in the descending order of
R.v within each group. The execution of this plan is already
explained in Example 3. Note that it takes fewer steps than
the GroupOnly plan in Figure 4 to output g1 as the top-1.
Processing ranking aggregate queries in the above frame-
work imposes several challenges, which we address in the
rest of this section. First, we devise a new rankaggr op-
erator that is able to determine the most promising group,
based on maximal-possible scores (Section 3.3). Second,
governed by rankaggr, we enhance other operators in the
underlying subtree to comply to the parameterized GetNext
interface. This interface change mandates the new imple-
mentations of group-aware query operators. Finally, we dis-
cuss how to achieve group-awareness and rank-awareness
at the same time for the scan operator (Section 3.4) and the
join operator (Section 3.5), respectively.
3.3 The New rankaggr Operator
The iterator methods for rankaggr are shown in Figure 6.
(The routines init ub, update ub, and final ub are given
in Figure 7). The rankaggr operator maintains a priority
queue storing the upper-bounds of all the groups that are
not output yet. The upper-bound of each group is initialized
by assuming the highest possible score for every tuple in
the group. The rankaggr operator always gets the next tu-
ple from the top group of the priority queue. When a tuple
is obtained, the upper-bound of the corresponding group is
updated. When the top group is complete, it is guaranteed to
be the best among those in the queue, thus can be removed
from the queue and reported.
Three questions must be answered to enable rankaggr:
First, how to obtain the valid groups and their sizes? Sec-
ond, how to update the upper-bound of a group g, F Ig [g],
with respect to the obtained tuples Ig? Finally, how to man-
age the priority queue? We address these issues below.
1: //input: the underlying operator.
2: //k: the requested number of groups.
3: //q: the priority queue of groups.
4: //g.count: the number of obtained tuples in g, i.e., |Ig|.
5: //g.size: the size of g.
Procedure Open()
1: input.Open(); q.clear()
2: for each group g do
3: init ub(g); q.insert(g)
4: return
Procedure GetNext()
1: while true do
2: if k==0 ∨ q.isEmpty() then
3: Close()
4: return
5: g ← q.top()
6: if g.count==g.size then
7: final ub(g); k ← k − 1
8: return g
9: t← input.GetNext(g); update ub(g,t); q.insert(g)
Procedure Close()
1: input.Close(); q.clear()
2: return
Figure 6. The interface methods of rankaggr.
1: //g.ub: the maximal-possible score of a group g, i.e., FIg [g].
2: //g.sum: the sum of T for obtained tuples in g.
3: //T g : the upper-bound of T among g’s tuples.
Procedure init ub(g)
1: g.sum ← 0; g.count ← 0
2: g.ub = g.size× T g
3: return
Procedure update ub(g,t)
1: g.sum ← g.sum+ T [t]; g.count ← g.count+ 1
2: g.ub ← g.sum+ (g.size− g.count)× T [t]
3: return
Procedure final ub(g)
1: //nothing need to be done
2: return
Figure 7. The upper-bound for G=sum.
Lazy materialization of the priority queue: The prior-
ity queue for groups’ upper-bounds can be too big to fit in
memory. When the priority queue becomes so big that we
have to store it in secondary storage, the performance can
be degraded significantly because the elements in the queue
must be updated frequently. Hence, we design a lazy mate-
rialization scheme for manipulating the priority queue effi-
ciently, shown in Figure 8. It implements a virtual priority
queue q using (1) an in-memory priority queue q ′ (imple-
mented by the heap algorithm), and (2) a set of in-memory
buffer blocks of sorted lists and a set of on-disk sorted lists.
The size of each group is maintained in data cube.
Initially, only a small number (1000 in our experiments)
of groups with the largest sizes are initialized from the data
cube and inserted into q ′. Whenever q′ is full, it is emptied
and its elements are converted into a sorted list (ordered
by upper-bounds), of which the first top block is kept in
buffer and the rest is sent to the disk. When a request is is-
sued to get the top element (group) from q, the top elements
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in−memory queue q’
...
...
...
...
...
buffer blocks
disk blocks of sorted lists
grouping statistics on data cube
Figure 8. Priority Queue.
from q′ and from every buffer block are compared and the
overall top group g is returned. When a buffer block is ex-
hausted, the next block from the corresponding sorted list
is read from the disk into the buffer. If the top group is
complete, it is returned as a query result, otherwise the next
tuple from the group is obtained to update its upper-bound
and the group is inserted back to q. It is possible that the
upper-bound of the top group g becomes smaller than the
upper-bound of the unseen group (in the data cube) with the
largest size. Under such situation, the next batch (1000 in
our experiments) of groups with the largest sizes are ini-
tialized from the data cube and inserted into q ′. With this
scheme, only the top elements are kept in memory. More-
over, most groups in the cube will never be touched. There-
fore disk access will be rare.
Grouping statistics: In a data warehousing environment,
decision support queries operate on non-operational data,
where join and grouping conditions are commonly sta-
ble for daily usages. As we discussed in Section 1, data
cube provides useful summary information such as the size
(count) of each group. Index structures are pervasively
built upon such summary data.
For a top-k aggregate query with selection condi-
tions involving some dimensional attributes (e.g., May
≤ month ≤ June), a group (e.g., city=‘Chicago’)
corresponds to the aggregation of multiple groups
(e.g., (city=‘Chicago’, month=May) and (city=‘Chicago’,
month=June)) on the data cube. Therefore the size of
each aggregated group must be obtained first. Given that
a concept hierarchy can be built on each dimension in the
data cube to allow multiple levels of summarization, such
pre-processing can be performed efficiently. Moreover, as
we discussed above, only the top groups are ever touched.
Techniques for getting the groups with the largest sizes (in-
crementally) with selection conditions over dimensional at-
tributes are introduced in [25].
Computing the upper-bound of a group: At the begin-
ning, we need to give an initial upper-bound score to each
group, based on the group size. For example, if G=sum,
the initial upper-bound of a group g with g.size can be de-
fined as g.size × T g, where T g is the maximum-possible
value of T among g’s tuples. The T g can be obtained either
by application semantic (e.g., according to the definition of
T ), or by the index over the data. It can be either global
(e.g., using the overall highest T value according to the in-
dex), or group-specific (e.g., using multi-key index over the
grouping attribute and the attributes involved in T .) More
information about such index is discussed in Section 3.4.
Starting from the initial upper-bound, we must keep
updating FIg [g] when tuples are incrementally obtained.
When the last tuple from g is obtained, F Ig [g] indeed be-
comes the aggregate value F [g]. This description clearly
indicates that the upper-bound itself can be maintained by
a user-defined aggregate function. (Let us call it the upper-
bound function.) In fact, the above steps are exactly how
modern database systems support user-defined aggregate
functions. For example, in PostgreSQL, a user-defined ag-
gregate function is defined by an initial state value, a state
transition function, and a final calculation function. There-
fore, for the aggregate function G in the query, the corre-
sponding upper-bound function is provided as routines in
the interface methods of rankaggr (Figure 6). Such routines
can be pre-defined if G is a built-in function such as sum,
min, max, avg, standard deviation, and variance. For
example, Figure 7 illustrates the upper-bound function for
G=sum. When G is a user-defined aggregate function it-
self, the upper-bound function can be defined by just using
the utilities (initialization, state transition, final calculation)
of G or with straightforward adaptation. We omit further
discussion of these details.
3.4 Modifying the Scan Operator
To be group-aware, the new scan operator must access
the next tuple in the requested group g given by its upper
operator. In OLAP environments, index structures are com-
monly built upon the base tables using their grouping at-
tributes as index keys. In [20], a round-robin index striding
method was introduced to compute on-line aggregates with
probabilistic guarantees. Our scan operator adopts the index
striding technique. Multiple cursors, one per group, must be
maintained on the index to enable such striding. A cursor
must be forwarded whenever a tuple is obtained from the
cursor. However, there are several important differences, as
discussed below.
First, in our case, index retrieval is governed by the dy-
namically designated group instead of fixed weights. Sec-
ond, to access tuples within each group in the descending
order of T , i.e., to be rank-aware, we build multi-key in-
dex, by using the grouping attribute as the first key and the
attribute in T as the second key. For example, for the fol-
lowing query:
Select R.g, S.g, SUM(R.v+S.v) From R, S Group By
R.g, S.g Order By SUM(R.v+S.v) Limit 1,
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a multi-key index on (R.g, R.v) can be used for accessing
R and another index on (S.g, S.v) for S. (Similarly when
there are multiple grouping attributes on a table.) Note that
we do not discuss how to select which indices to build, as
such index selection problem has been studied before (e.g.,
[17]) and is complementary to our techniques. When index
on a table is unavailable, we have to scan the whole table
and build a temporary index or search structure.
3.5 Modifying the Join Operator
The join operator must be both group-aware and rank-
aware. For group-awareness, when a join operator is re-
quired to produce a tuple in the group g, it outputs such a
tuple from its buffer when available, otherwise it recursively
invokes the GetNext(g′) and GetNext(g′′) methods of its
left and right input operators. For instance, for the query
in Section 3.4, suppose a join operator op joins tuples from
tables R and S. When op is requested by rankaggr to out-
put the next tuple from a group (R.g=1, S.g=2), op directly
returns a joined tuple from its buffer when available. Oth-
erwise, it requests the next tuple with R.g=1 from R or the
next tuple with S.g=2 from S.
To be rank-aware, the join operator must output joined
tuples in the order with respect to T , e.g., R.v + S.v. We
adopt the HRJN algorithm [21]. HRJN maintains a thresh-
old value that gives an upper-bound of the score of all join
combinations not yet seen, which is continuously updated
as new tuples arrive. The algorithm maintains a ranking
queue for buffering joined tuples, ordered on their upper-
bound scores. The top tuple from the queue is output if its
upper-bound score is greater than the computed threshold.
Otherwise, the algorithm continues by reading tuples from
the inputs and performs a symmetric hash join to generate
new join results. In the new implementation, we manage
multiple ranking queues, one for each joined group and use
a hash table to maintain the pointers to each ranking queue.
3.6 Alternative top-k Aggregate Query Plans
The group-aware and rank-aware query operators enable
new plans that can be much more efficient than traditional
plans. We call them GroupRank plans (e.g., Figure 5(a)).
However, there can be various situations under which these
plans are inapplicable or inefficient, therefore we propose
variations of the operators for constructing alternative plans.
We study the performances of these plans in Section 4.
First, GroupOnly plans (e.g., Figure 4(a)), where the op-
erators are group-aware but not rank-aware, are applicable
when T is not monotonic ( [21, 23] assume T is monotone.)
or indices are only available on the grouping attributes. To
be more specific, in such plans, the rankaggr operator still
gets the next tuple from the most promising group, but in
arbitrary order within each group. For example, in the up-
date db procedure of Figure 7, the upper-bound should be-
come g.ub ← g.sum+(g.size-g.count)× T g . The join op-
erator uses a FIFO queue instead of priority queue to buffer
join results (thus HRJN becomes the hash ripple join [18]).
The scan operators stride on the grouping attributes only.
Second, RankOnly plans where the operators are rank-
aware only, are applicable when indices are unavailable for
the grouping attributes. Instead of telling the underlying
operator the designated group, the rankaggr operator gets
interleaved tuples from all groups, ordered by their aggre-
gate scores. A hash table instead of priority queue is used
to give fast access to the upper-bounds of groups for the
obtained tuples. An iteration through the hash table is per-
formed periodically (for every 1000 obtained tuples in our
experiments). The group with the highest upper-bound is
output when it is complete. The other operators become the
same as the rank-aware operators in [21, 22, 23].
Finally, GroupRank- (0 ≤  ≤ 1) plans which are the
same as GroupRank except that the join operators output
tuples out-of-order, while at the same time not in arbi-
trary order. The join operator in Section 3.5 buffers the
joined tuples in the ranking queues. Maintaining the rank-
ing queues can bring significant overheads or even offset the
advantages of processing joins incrementally. Therefore in
GroupRank- plans, upon the request of sending the next tu-
ple from a given group, a join operator outputs the top tuple
t in the queue for that group if ubt ≥ ub×, where ubt is the
upper-bound of t and ub is the upper-bound of the unseen
tuples. The greater value between ubt and ub is reported to
the upper operator as the upper-bound of any future tuples
to be reported. Note that the scan operators in GroupRank-
are still rank-aware and group-aware. It is clear GroupRank
is actually an extreme case, GroupRank-1. As another ex-
treme case, in GroupRank-0, a join operator outputs the top
tuple in the ranking queue of a group whenever the queue is
not empty. Note that GroupRank-0 is not a GroupOnly plan
as all seen tuples in the ranking queue are still ordered.
4 Experiments
We implemented our proposed technqiues in
RankSQL [23, 24], a rank-aware relational database
system based on PostgreSQL. The experiments are con-
ducted on a PC with 2.8GHz Intel Xeon SMP (dual
hyperthreaded CPUs each with 512KB cache), 2GB RAM,
and 260GB RAID5 array of 3 SCSI disks, running Linux
2.6.9 operating system. We use a synthetic data set of three
tables (A,B,C) with the same schema and similar size.
Each table has one join attribute jc, one grouping attribute g
and one attribute v that is aggregated. We use the star-join
query Q in Section 1.
We compare five execution plans, Traditional, RankOnly,
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GroupOnly, GroupRank (i.e., GroupRank-1), and
GroupRank-0. These plans have the same tree struc-
ture that joins A and B first and then joins with C. The
difference is that Traditional uses normal grouping and
sorting operators, while other plans use the new rankaggr
operator. Moreover, the operators in RankOnly, GroupOnly,
GroupRank, and GroupRank-0 are group-aware and/or
rank-aware, as described in Section 3.6.
We executed these plans under various configurations on
four parameters, which are the number of requested groups
(k), the number of groups on each table (g), the average size
of base table group (with random variations) (s), the join
selectivity (j, e.g., j=0.0001 means that there are 10, 000
distinct values of each join attribute). Note that g represents
the number of different values of attribute g on each individ-
ual table. For example, when g=10, the maximum number
of overall joined groups is 1, 000.
We performed 4 sets of experiments. In each set, we
varied the value of one parameter and fixed the values of the
other three parameters. We measured the execution time of
each plan under these parameter settings. The results are
shown in Figure 9. (Note that both x and y axes are in
logarithmic scale.)
The figure clearly shows that our new plans outper-
formed the traditional plan by orders of magnitude. The
performance of Traditional is only comparable to the effi-
cient new plans when there are not many groups, the group
size is small, many results are requested, and joins are very
selective. RankOnly is as inefficient as Traditional. It did not
finish after running for fairly long under one configuration
(g=10, 000) in Figure 9(a) (It is excluded from Figure 9(c)
for the same reason.) As an intuitive explanation, if the
top-1 group has a member tuple that is ranked in the last
place, all the groups must be materialized in order to ob-
tain the top-1 group. This indicates that being rank-aware
itself [21, 23] does not help in dealing with top-k aggregate
queries. GroupOnly, GroupRank and GroupRank-0 always
outperformed Traditional and RankOnly. The differences
among these three plans are not obvious in Figure 9(a)(b)(d)
because Traditional and RankOnly are too far off the scale.
However, Figure 9(c) clearly illustrates their differences.
As we observe, GroupOnly in many cases is better than
GroupRank, which verifies that the overhead of ranking can
offset the advantages of group-awareness in certain cases.
On the other hand, we get much improved performance
when we reduce the ranking overhead, as GroupRank-0 al-
most always outperformed GroupOnly and GroupRank.
We further analyze these plans by comparing the out-
put cardinalities of their operators. Figure 10 reports the
comparisons under two configurations. The results for other
configurations are similar. As it shows, Traditional enforces
full materialization. RankOnly was not able to reduce the
cardinalities and further incurred ranking overhead, which
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explains why it is even worse than Traditional in many cases.
GroupOnly reduced the cardinalities significantly by par-
tial consumption of base tables and partial materialization
of join results. GroupRank produced less join results than
GroupOnly because of rank-awareness. However, it also
consumed more base table inputs because join operators
must buffer more inputs to produce ranked outputs (the
ranking overhead). Finally, GroupRank-0 balanced the ben-
efits and overhead of rank-awareness, as explained in Sec-
tion 3.6. Therefore it consumed less number of base table
inputs, although produced some more join results.
To further study the tradeoff in being rank-aware, we ex-
ploited GroupRank- by ranging  from 0 to 1, as shown in
Figure 11. Note that GroupRank and GroupRank-0 are the
two extreme cases where  is 1 and 0. Interestingly none of
them is the best in the range, which indicates the choice of
 should be captured by the query optimizer.
Figure 12 compares the number of joined groups touched
by GroupRank-0 and Traditional, which touches every
group, under the two settings in Figure 10. It verifies that
most of the groups never need to be touched by the new
plans, as explained in Section 3.3.
We should emphasize that although the new query plans
are not always equally efficient, they provide better strate-
gies than the traditional approach in processing top-k ag-
gregate queries, individually covering different situations
where they are applicable, as discussed in Section 3.6.
Moreover, the experimental results indicate that none of the
plans is always the best and their costs can be orders of
magnitude different. Their diverse applicability and perfor-
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to support the group-aware and rank-aware scan operator.
The work closest to ours is [25], where ranking aggre-
gates are computed over a specified range on some dimen-
sions other than the grouping dimensions, by storing pre-
computed partial aggregate information in the data cube.
Therefore it can only support pre-determined aggregate
function and aggregated expression, lacking the ability to
support ad-hoc ranking aggregate queries. However, it is
complementary to our work as it can be used to obtain the
group sizes (count as pre-determined aggregate function)
when there are selection conditions over the dimensional
attributes, as discussed in Section 3.3.
6 Conclusion
We introduced a principled and systematic framework to
support ad-hoc top-k (ranking) aggregate queries in OLAP
efficiently. As the foundation, we developd the Group-
Ranking Principle and Tuple-Ranking Principle, which
dictate the group-ordering and tuple-ordering requirement
that together realize optimal aggregate query processing.
Guided by the principles, we proposed a new execution
model that enables efficient top-k aggregate query plans.
We addressed the challenges in implementing the model
and the new query operators. The experiment results val-
idate our framework by showing significant performance
improvement. To the best of our knowledge, this is the
first piece of work that provides efficient support of ad-hoc
top-k aggregation. Thus the techniques address a signifi-
cant research challenge and can be very useful in many data
warehousing and decision support applications.
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Appendix
A Proof of Property 1
Property 1 (Group-Ranking Principle): Let g1 be any
group in the current top-k ranked by maximal-possible
scores F and g2 be any group not in the current top-k. We
have 1) g1 must be further processed if g1 is not fully eval-
uated, 2) it may not be necessary to further process g2 even
if g2 is not fully evaluated, and 3) the current top-k groups
are the query answers if they are all fully evaluated.
Proof: Suppose at any moment, the current top-k groups
are K, such that FIg1 [g1] > FIg2 [g2], ∀g1 ∈ K and ∀g2 /∈K. Assume there is no tie in scores since ties can be broken
by the “tie-breaker” mentioned in Section 1.
For any incomplete group g1 ∈ K (Ig1 ⊂ g1), further
processing g1 is necessary, otherwise g1 remains belonging
to K (based on Eq. 2, F never increases as more tuples are
obtained) and incomplete, resulting in that it is impossible
to get the real top k groups and their exact aggregates. (g 1
may be one of the real top k groups since it remains belong-
ing to K; and the exact aggregate of g1 can not be obtained
since it is not fully evaluated).
Given any such g1 ∈ K and g2 /∈ K, since FIg1 [g1] >
FIg2 [g2], whatever score g2 can achieve, g1 can possibly do
better. Thus, further processing g2 (when g2 is incomplete)
may not be necessary, since K may turn out to be the real
top k groups, i.e., F [g1] > FIg2 [g2], ∀g1 ∈ K. Further
processing of g2 can become necessary only if we further
process some incomplete group g1 ∈ K such that g2 belongs
to the updated K.
When all the groups in K are complete, we can suffi-
ciently declare K as the real top k groups, because F [g1] =
FIg1 [g1] > FIg2 [g2], ∀g1 ∈ K and ∀g2 /∈ K.
B Proof of Property 2
We present the following lemma before the proof.
Lemma 1: With respect to a ranking aggregate F= G(T ),
let the lowest top-k group score be θ. At any moment,
suppose K is the current top k groups ranked by maximal-
possible scores F , we have F [g] ≥ θ, ∀g ∈ K.
Proof: Suppose the set of the real top k groups is K ′. For
any g′ ∈ K′, at any moment, F [g ′] ≥ F [g′] ≥ θ, and thus
there are at least k groups with maximal-possible scores
over θ. Therefore for the current top k groups K at the mo-
ment, F [g] ≥ θ, ∀g ∈ K.
Property 2 (Tuple-Ranking Principle): With respect to a
ranking aggregate F= G(T ), let the lowest top-k group
score be θ. For any group g, let H αg be the tuple depth
with respect to tuple order α: t1 → · · · → tn, when the
inter-group ordering follows Requirement 1.
• (Order Independence) The depth Hαg depends on only
α (the order of this group) and θ (the global threshold), and
not on the order of other groups. Specifically, H αg is the
smallest depth l of sequence α that makes the the maximal
possible score of g to be below θ, i.e.,
Hαg = minl∈[1:n]{l|F{t1 ,...,tl}[g] < θ}, (4)
or otherwise Hαg =n if such a depth does not exist.
• (T -based Ranking) To find the optimal order α that re-
sults in the minimum Hαg , we need to only consider three
classes of orders: T -ascending, T -descending, and T -
hybrid, all of which are rankings by T scores.
Proof:
Order Independence: By definition, Hαg is the number of
tuples retrieved from g when the query processing stops.
If Requirement 1 is followed, by the Stop condition, when
we stop and conclude the real top k groups, say K ′, g is
complete ∀g ∈ K′ and therefore Hαg =n.
For any g /∈ K′, if it has been accessed to some depth l,
t1, . . . , tl are the accessed tuples since the order is α: t1 →
· · · → tn. We now prove the tuple depth H αg is the small-
est l that makes F{t1 ,...,tl}[g] < θ. On the one hand, Hαg
cannot be smaller than such l, otherwise F {t1 ,...,t′l }[g] > θ(say, Hαg =l′ < l). (Note that we assume no ties in scores.)
Under such situation, we could not have concluded K ′ as
the real top k groups if Requirement 1 is followed, since
the Progressive condition would require to further process
some incomplete group such as g. (Remember θ is the
lowest F [g] among groups in K ′.) On the other hand,
Hαg cannot be larger than such l, because we already have
F{t1 ,...,tl}[g] < θ when l tuples from g are retrieved. Under
such situation, g cannot get into the current top k groups
K anymore (Lemma 1). By the Progressive condition of
Requirement 1, g cannot get any chance to be further pro-
cessed.
T -based Ranking: We prove that for any rest order, there
is always a better order in T -descending, T -ascending, or
T -hybrid. To prepare, we formally define the space of all
T -hybrid orders as
Ωh = {α|α : t1 → · · · → tn, ∀i(∀j>iT [ti] ≤ T [tj ] ∨
∀j>iT [ti] ≥ T [tj ])}.
That is, given any α ∈ Ωh, the “next” tuple obtained at
each step is the one with either the highest or the lowest
score among the unseen tuples. Therefore T -descending
and T -ascending are special instances in Ωh since they al-
ways obtain the tuple with the highest (T -descending) or
lowest (T -ascending) score. Hence, we now only need to
Appendix-1
prove that for any rest order, there is always a better T -
hybrid order.
As the complement of Ωh, the space of all orders in the
rest class is defined as
Ωr = {α′|α′ : t1 → · · · → tn, ∃x,j,k,j>x∧k>xT [tx] >
T [tj ] ∧ T [tx] < T [tk]}.
That is, given any α′ ∈ Ωr, there exists at least one “next”
tuple obtained at some step that is neither the highest nor
the lowest score among the unseen tuples. (Without such
“middle” tuple, α′ becomes a hybrid order.)
There can be multiple instances of such “middle” tuple
tx at various steps of the tuple sequence of α ′. Without loss
of generality, let us focus on the first instance of such tx.
Before that retrieval, suppose Ig is the set of retrieved tuples
and the maximal-possible score for unseen tuples is T Ig
(Eq. 2). After the retrieval, the maximal-possible score of
unseen tuples is unchanged, i.e., T Ig∪{tx}=T Ig . Therefore
FIg∪{tx}[g] =
G
(
{Ti|
Ti = T [ti] if ti ∈ Ig (seen tuples);
Ti = T [ti] = T [tx] if ti = tx (just retrieved);
Ti = T Ig∪{tx} = T Ig otherwise (unseen tuples).
∀ti ∈ g}
)
.(5)
However, if the one with the lowest score among unseen tu-
ples, t⊥ = argmint∈g−IgT [t], instead of tx was retrieved,
we have FIg∪{t⊥}[g] < FIg∪{tx}[g] according to the fol-
lowing Eq. 6, which is the same as Eq. 5 except that T [t⊥]
< T [tx].
FIg∪{t⊥}[g] =
G
(
{Ti|
Ti = T [ti] if ti ∈ Ig (seen tuples);
Ti = T [ti] = T [t⊥] if ti = t⊥ (just retrieved);
Ti = T Ig∪{t⊥} = T Ig otherwise (unseen tuples).
∀ti ∈ g}
)
.(6)
Now we show that we can convert any α0 ∈ Ωr into a
hybrid order αm ∈ Ωh by a series of transformations, α0 ⇒
α1 ⇒ . . .⇒ αm, and Hαmg ≤ Hα0g . In each transformation
from αi to αi+1, we find the first instance of such “mid-
dle” tuple tx in αi, and swap the position of tx and t⊥, i.e.,
αi : 〈. . . , tx, . . . , t⊥, . . .〉 ⇒ αi+1 : 〈. . . , t⊥, . . . , tx, . . .〉.
According to Eq. 5 and Eq. 6, the value of F Ig [g] at each
step of αi+1 is equal to or smaller than that of αi, therefore
H
αi+1
g ≤ Hαig based on Eq. 4, thus Hαmg ≤ Hα0g . More-
over, for a group with n tuples, such transformation ends in
at most n− 1 steps, therefore we will reach a better hybrid
order. The reason is as follows. Since tx is the first instance
of “middle” tuple in αi, the retrieved tuple at each step be-
fore tx is the one with either the highest or the lowest score
among the unseen tuples. Suppose there are s tuples be-
fore tx in the sequence of αi. Then after the transformation
from αi to αi+1, there are at least s + 1 tuples before the
first instance of “middle” tuple in αi+1, and finally there is
no such instance in αm.
C Proof of Theorem 1
Theorem 1 (Optimal Aggregate Processing): If query
processing follows Requirements 1 and 2, the number
of tuples processed across all groups, i.e., ΣgHg , is the
minimum possible for query answering.
Proof: Among all the tuple orders that follow Require-
ment 1, for any group g, according to Property 2, the num-
ber of processed tuples Hg is minimized when Require-
ment 2 is followed as well, i.e., Hg = Hαg where α is the
optimal intra-group order for g.
Moreover, this Hαg is indeed the smallest number of g’s
tuples to retrieve under any total tuple order, because any
smaller number would result in F [g] ≥ θ so that we can
neither get the exact aggregate of g (if g belongs to the real
top k groups) nor conclude g does not belong to the real
top k. In other words, the optimality of α is independant
from whether Requirement 1 is followed or not because α
is the optimal among all possible orders of retrieving g’s
tuples. In summary, the minimal total number of retrieved
tuples is ΣgHαg and this minimum is achieved when both
Requirement 1 and 2 are followed.
D Implementation Heuristic: T -descending
Order
Below we show that T -descending is the best choice of
intra-group tuple order in practice for several typical score
distributions (e.g., uniform and normal) and aggregate func-
tions (e.g., sum and avg).
First, for uniform distribution, T -descending is at least
as good as T -ascending, according to the corollary below.
It indicates that T -descending and T -ascending have the
same expectations of maximal-possible scores when they
retrieve the same number of tuples, therefore their tuple
depths under any given top-k threshold θ are (statistically)
the same.
Corollary 1 (Tuple Order for Uniform Distribution):
Suppose T [ti] for group g = {t1, . . . , tn} follows the
uniform distribution and the aggregate function G is
sum or avg. The expectations of maximal-possible
scores for T -descending and T -ascending, with respect
to the same number of retrieved tuples m, are equal,
i.e., E(FIag [g] − FIdg [g])=0 where |Iag | = |Idg | = m,∀0 < m ≤ n.
Proof: Consider the case when G is sum (avg is similar).
Suppose T [ti] follows the uniform distribution in the range
of min and max. Without loss of generality, suppose m
tuples Idg ={t1, ..., tm} (Iag ={tn, ..., tn−m+1}) are retrieved
by T -descending d : t1 → · · · → tn (T -ascending a :
tn → · · · → t1). By Eq. 2, FIag [g]=(n-m) × max +
Σni=n−m+1T [ti] and FIdg [g]=(n-m) × T [tm] + Σmi=1T [ti].
Therefore
E(FIag [g]− FIdg [g])
= E(Σni=n−m+1T [ti]− Σmi=1T [ti] + (n−m)(max − T [tm]))
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