The problems of testing the feasibility of a system of linear inequalities, or strict inequalities, are wellknown to be the most fundamental problems in the theory and practice of linear programming. From Gordan's Theorem it follows that Ax < b is feasible if and only if the homogeneous problem
Introduction
Consider the polyhedron P = {x : Ax b}, (1.1) where A is an m × n real matrix and b ∈ m . It is well known that linear programming is equivalent to testing if P is nonempty. We will assume that A has no row of zeros. Let It is well-known that P is empty if and only if C contains a point (y, s) with s > 0, and there exists a point x ∈ P satisfying Ax < b if and only if C is empty (e.g., see [9, Theorem 1.4.4] ). In this note we establish a new and stronger relationship between P and C. We first state a procedure suggested by Chvátal for testing the feasibility of P by relating it to the feasibility of C.
Chvátal's Procedure. Test if C is empty. If C is empty, then P is feasible. Suppose C is nonempty and (y, s) ∈ C is computed. If s > 0, then P is empty. If s = 0, for each y i > 0 the corresponding constraint in P must be tight at every feasible point of P . Use each tight constraint to eliminate one of the variables and consequently the constraint itself in P . Replace the original P with the new one and repeat the above.
For the validity of Chvátal's Procedure see [2] (see also [1, Exercise 16 .11, attributed to Tucker], or [9, Theorem 1.4.4], and [3] where we establish its validity by invoking Gordan's Theorem only).
Thus, from Chvátal's Procedure we conclude that over the reals, the decision problem of testing if P is nonempty (which is equivalent to linear programming), is reducible to one or more homogeneous programming problems the first of which corresponds to testing if C is nonempty and each successive one, if necessary to solve, has at least one fewer variable.
Motivated by Chvátal's Procedure we prove a stronger result here: when C is empty, not only P has nonempty interior, but that it has interior points of particular form which can be computed directly via Khachiyan and Kalantari's algorithm [8] for doubly quasi-stochastic diagonal scaling of positive semidefinite matrices. Thus while Chvátal's Procedure gives an algorithmic connection between the feasibility of P and C in a decision fashion, our main result below relates them in a direct and constructive manner that in particular reveals the significance of Khachiyan and Kalantari's diagonal matrix scaling algorithm.
Main result Theorem 2.1. The following four conditions are equivalent:
(1) C is empty. (2) There exists w < 0, and scalar δ > 0 such that
Proof. Assume C is empty. Let
where 0 is the zero vector in n . Then C = {z ∈ n+1 : Bz = 0, z 0, z / = 0}. By a matrix scaling duality between the homogeneous problem and diagonal scaling of the matrix B T B, it follows that C is empty if and only if ZB T BZe = e, where e is the vector of ones and Z = diag(z) a diagonal matrix where z > 0, equivalently B T Bz = z −1 = (1/z 1 
If we denote z above as (v, γ ) T with γ ∈ , then B T Bz = z −1 is equivalent to
Now from (2.1) and (2.2) it follows that if we set
then we get AA T w = b + δw −1 . Thus (1) implies (2). Given the vector w in (2), if we let x = A T w then we have Ax < b. Thus (2) implies (3). Obviously (3) implies (4). That (4) implies (1) is standard.
Remark 1.
The algorithmic implication of Theorem 2.1 is as follows. In order to find an interior point of P , we test if C is empty by applying the diagonal matrix scaling algorithm in [8] . The algorithm either exclusively computes a point in C (implying Ax < b is empty), or a vector z > 0 such that the equation ZB T BZe = e is approximately satisfied. Equivalently, we need to compute z > 0 such that ZB T Bz − e < . It suffices to choose = 1 since if we let y = ZB T Bz, y − e < 1 implies y > 0. But z > 0 implies Z −1 y = B T Bz > 0. It is easy to see that such z also gives rise to w < 0 satisfying AA T w < b, hence x = A T w is an interior point of P . We see that Theorem 2.1 reveals further relevance of matrix scaling in connection with solving a linear program. Thus, the matrix-scaling problem is a natural relative of linear programming.
Remark 2.
It is well-known that over the rationals the feasibility of Ax b can be replaced with the feasibility of the inflated system of strict inequality Ax < b , where b i = b i + , for some > 0 which depends on the size of the input. Thus from Theorem 2.1 it follows that over the rationals linear programming can be tested via a single homogeneous feasibility problem.
We close by mentioning that since matrix scaling dualities such as the one used in Theorem 2.1 have been extended to more general cones, see [6, 7] , it is quite likely that Chvátal's Procedure and Theorem 2.1 are extendible to more general problems as well. Thus, despite their simplicity, we anticipate that Chvátal's Procedure and Theorem 2.1 have profound theoretical and practical implications.
