Simulation of communication networks is often time consuming. Parallel simulation may be used to reduce the execution time of such a simulator. However, efficient modeling and simulation of such complex applications is not a trivial task. In this paper, we discuss the results of simulating a multigigabit/s network using both an optimistic and a conservative scheme. Our experimental result on a shared memory multiprocessor indicates that the conservative approach is superior to the optimistic one for this application.
In this paper, we present the results of simulating a multigi- Two for handling isochronous data and control information respectively.
Two for nonisochronous data and its control.
Three for network management, error handling, and flow control in the case of nonisochronous traffic.
The Isochronous Subnetwork
In this study we restrict our investigations to performance of isochronous traffic handling. We simulate the Media Access
Control mechanism to obtain statistics on setup delay and blocking probability.
The isochronous data subnetwork has a capacity of 9. 
3,2 The Conservative Scheme
Several researchers have proposed window based coirservative parallel simulation schemes (e.g., see [6, 7, 8] ). The main idea behind all these schemes is to identify a window for each logical process such that events within different windows are independent and thus can be processed in parallel.
We have employed the following three-phase Conservative Time Window (CTW) scheme, described in [6] , to identify independent windows.
The CTW scheme has the following properties:
Events within a window are processed sequentially, but events within different windows are independent and can be processed in parallel. . Each of the phases of the algorithm may be executed by several processes in parallel. However, synchronization is required between any two consecutive phases.
Experiments and Results
The main objective of the simulation was to estimate the setup delay and blocking probability of the control subnetwork as defined below: show that the execution time of the conservative simulator ( Figures 3 and 4) was much shorter than the corresponding sequential one. To validate the parallel simulators, we also compared our results with an analytical model developed in [4] .
The following assumptions were made in running the simulators:
. The session time of a connection (call) is generated as an exponentially distributed random time value.
q One simulation time unit is set equal to the duration of a slot in the transmission frame which is 680 ns. The application under investigation has a good lookahead and this is one of the main factors behind good performance of the conservative scheme.
Conclusions
we presented the results of simulating a multigigabit local area network using both a conservative and an optimistic approach. Our experimental results on a shared memory multiprocessor show that the conservative approach outperforms the optimistic one for this specific application. Our result contradicts most of the reported results in the literature, e.g see [5] .
We believe that the special features of the application, e.g. good lookahead, and the used simulation model were mostly beneficial to the conservative approach. It is possible to use the same simulation model and the same data structures for both the sequential and the conservative scheme.
However, moving from a sequential simulator to Time Warp requires remodeling the application. Otherwise, event copy ing and state saving may kill all benefits that could be obtained using Time Warp.
