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Indirect Shared Control for Cooperative Driving between Driver and
Automation in Steer-by-Wire Vehicles
Renjie Li, Yanan Li, Shengbo Eben Li, Chaofei Zhang, Etienne Burdet and Bo Cheng
Abstract—It is widely acknowledged that drivers should re-
main in the control loop before automated vehicles completely
meet real-world operational conditions. This paper presents an
“indirect shared control” framework for steer-by-wire vehicles,
which allows the control authority to be continuously shared
between the driver and automation through an weighted-input-
summation method. A “best-response” driver steering model
based on model predictive control (MPC) for indirect shared
control is proposed. Unlike any conventional driver model for
manual driving, this model assumes that drivers can learn and
incorporate the controller strategy into their internal model for
predictive path following. The analytic solution to the driver
model is provided to enable off-line simulations. A driving-
simulator experiment was conducted to demonstrate the ad-
vantages of the indirect shared control system in a highway
lane-keeping task. The result showed that the proposed indirect
shared control method was effective to improve the subjects’
lane-keeping performance and reduce steering control effort.
The proposed driver steering model was also validated by the
experiment data, which produced a smaller prediction error than
the conventional MPC driver model.
Index Terms—Shared control, automated vehicles, human-
machine interaction, steer-by-wire.
I. INTRODUCTION
In recent years, several ambitious automated-driving
projects, e.g., Google (now Waymo) self-driving car and
Tesla Autopilot, have seen rapid progress towards commer-
cialization. Automated vehicles are considered as an effective
approach to relieve human drivers of tedious driving tasks
through advanced sensing and navigation technologies, yet
various issues need to be addressed before their ultimate de-
ployment. These issues include technical requirements, safety
problems, ethical dilemmas, and subsequent harsh govern-
ment regulations. In addition, previous studies have shown
that imperfect vehicle automation may give rise to severe
human factor problems such as loss of situation awareness
and over-reliance [1], [2], which would increase the risk of
accidents when the automated driving system malfunctions.
These problems are usually believed to be caused by drivers
being kept out of the operating loop when the automation is
in complete charge of vehicle control.
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To cope with the above issues, it is widely acknowledged
that human drivers with relatively superior capabilities to deal
with complicated situations should be kept in the control
loop before fully automated driving systems become available.
For instance, in some semi-autonomous driving schemes [3]–
[6], the human driver assumes control most of the time,
whereas the assistant controller only intervenes if it anticipates
imminent dangers. Therefore, the benefit of automation is
limited to merely short durations. By contrast, shared control
schemes aim to provide continuous support to human drivers,
wherein the assistant controller persistently takes part in vehi-
cle control. It was reported that the shared control technology
can reduce drivers’ workload and improve their performance
in a broad range of driving tasks [7].
A basic form of shared control is known as the haptic shared
control, which is realized by an active haptic feedback to
assist drivers in common driving scenarios [8]. Despite a few
early studies on haptic-feedback gas pedals for longitudinal
control assistance [9], haptic shared control has been mostly
employed in lateral control tasks, i.e., lane keeping [10], [11],
curve negotiation [12], and lane change [13], wherein the
driver and automation perform steering cooperatively through
physical interaction. The beneficial effects of haptic shared
control are surveyed in [7], and the methods to design the
controllers include look-ahead feedback [14], optimal preview
control [10], fuzzy control [11], [15], model predictive control
(MPC) [16], and game theory [17]. The mechanism of haptic
shared control has been studied in other fields such as human-
robot interaction [18], [19] where it is referred to as “motor
interaction” or “joint motor action” [20]. The implementation
of haptic shared control is rooted in the fact that conventional
mechanical steering systems can only support physical steering
assistance, usually by means of a torque motor connected with
the steering column.
In contrast to mechanical steering systems, steer-by-wire
technology allows the mechanical decoupling of the steering
wheel from the road wheels. With steer-by-wire, it is possible
for an intermediate controller to modulate the driver’s steering
command by a low-level steering actuator. For this reason,
steer-by-wire technology lays the basis for another type of
shared control, where the controller is able to complement
the driver’s steering without a direct physical interaction. This
shared control paradigm is referred to as “indirect shared
control” in our previous works [21], [22], and also called
“input-mixing shared control” in [14]. Indirect shared control
offers better flexibility for controller design, as the driver’s
steering input can be transformed before being delivered to
the front wheels. Accordingly, the driver’s control authority
depends on how we design the intermediate controller to
assimilate their steering command. Previous works relying
on similar steering input transformation techniques mainly
focused on active intervention in emergency situations [4],
[5], [23], whereas its use in routine steering tasks has been
somehow overlooked. In [24], the authors provided a dynamic
steering-ratio adjustment method for steer-by-wire vehicles,
which can be deemed as a specific realization of indirect
shared control. Compared with haptic shared control, indirect
shared control has the potential to further minimize the driving
effort because the driver is not obligated to provide full
steering. Moreover, the assistant controller in indirect shared
control does not interfere with the driver’s steering operations
directly. This property can possibly reduce the driver’s control
effort to compete with the controller.
Important problems that need to be resolved to establish
indirect shared control include: 1) how to design an interme-
diate assistant controller such that it can respect the driver
input while exploiting its own strength; 2) how to model
drivers’ adaptive behavior in presence of a given assistant
controller such that the indirect shared control system can be
evaluated through fast off-line simulations. Some studies on
haptic shared control such as [10], [11] included a driver model
in controller design and simulation, but did not consider the
driver adaptation which has however been observed in [14]. In
fact, numerous studies have documented the adaptation inher-
ent to human sensorimotor control, which has been modeled
through the formation of an internal inverse or forward model
[25]. This puts forward an intuitive conjecture that the driver
adaptation in indirect shared control can be interpreted as the
integration of the assistant controller into their internal model.
The primary contributions of this paper are two fold: 1)
an indirect shared control framework is presented for lane-
keeping assistance of steer-by-wire vehicles, in which the
assistant controller adopts a weighted-summation method to
blend the driver’s commanded input with its own interest. The
designed system is provided with explicit and tunable driver-
automation control authorities, which is easy for practical
implementations; 2) a driver steering model for the proposed
framework is established based on an MPC formulation, which
interprets the driver’s motor adaptation as an update of the
internal model. More specifically, it relies on the assump-
tion that the driver is able to identify and incorporate the
controller’s strategy into her/his internal model and use it to
optimize the steering behavior for path following. We call this
model the “best-response” driver steering model in this paper,
motivated by another study which observed that humans would
exhibit such an adapt-and-optimize behavior in collaboration
with robot arms [26].
The rest of this paper is organized as follows. Section
II describes the framework of indirect shared control and
compares it with haptic shared control. Section III designs
the indirect shared controller based on a weighted-input-
summation strategy with an unconstrained MPC lateral control
algorithm. Section IV formulates the driver’s steering model
that considers human motor adaptation, and derives its analytic
solution for fast computing. Section V validates the proposed
indirect shared control system and the associated driver steer-




































(b) Indirect shared control
Fig. 1: Block diagrams of two shared control frameworks.
II. SYSTEM DESCRIPTION
The systematic frameworks of haptic and indirect shared
control are compared in Fig. 1. In both schemes, the driver and
assistant controller continuously receive a desired reference
path (denoted by rD and rA) from an online path planner, and
the vehicle state x through sensing and localization abilities. In
haptic shared control, the driver and controller simultaneously
apply a control torque (denoted by TD and TA) on the steering
wheel, and the resultant torque T = TD + TA forms the final
control input. The primary goal for haptic shared controller
design is an appropriate mapping from the current vehicle
state x and reference path rA to the assistant torque TA. As
for indirect shared control, the steering wheel angle uD is
commanded by the driver but observed by an intermediate
controller. The driver input uD does not directly influence the
vehicle motion, but is transformed by the controller according
to a predesignated function u = g(x, uD, rA) before being
sent to the low-level steering system. Indirect shared control
can be easily implemented on steer-by-wire vehicles because
there is no mechanical linkage between the steering wheel
and the road wheels. A torque feedback Tf can be provided
to enhance driver steering feel, which is however beyond the
scope of this study.
In indirect shared control, the driver and controller share
the control authority and guide the vehicle in a coopera-
tive fashion. The design of the transformation strategy u =
g(x, uD, rA) defines how the driver’s input and the controller’s
objective are balanced. In a sense, the driver’s control authority
depends on how largely u relies on uD. Here are two extreme
cases: if the final input u is independent of the driver input
uD, i.e., u = g(x, rA), the vehicle becomes fully autonomous
because the driver is disengaged from vehicle control; on the
other hand, if u completely complies with uD, i.e., u = uD,
indirect shared control actually degrades to manual driving.
The indirect shared control scheme guarantees that the driver is
actively involved in the control loop because s/he is obligated
to convey control input throughout driving. Meanwhile, the
driver’s steering effort is partly relieved by the intermediate
controller, because full and accurate steering operations are
no longer required.
III. INDIRECT SHARED CONTROLLER DESIGN
A. Input Transformation Strategy
The input transformation strategy u = g(x, uD, rA) is
crucial for indirect shared control. Shia et al. [4] suggested
a simple angle overlay u = uD + uA, where uA is a cor-
rective steering wheel input calculated by a threat-assessment
algorithm. Anderson et al. [3] used a weighted-summation
method u = (1 − λ)uD + λuA, where uA comes from an
online MPC lateral control algorithm and the weight λ also
depends on the current threat. The assistant controller in these
studies plays a role of safety guard and follows the principle
of minimum intervention, which means uA would remain zero
at most of the time. To make drivers benefit from the assistant
controller’s continuous support, we hereby propose a more
generic weighted-summation law as the input transformation
strategy:
u(k) = λDuD(k) + λAuA(k), λD, λA ≥ 0 , (1)
where uA is the controller’s desired input calculated from
a lateral control algorithm, and λD, λA are the authority
weights assigned to the driver input and the controller’s desired
input, respectively. The advantage of this method is that the
control authorities of the driver and controller are explicitly
parametrized as the corresponding weights λD and λA. Thus,
we can change the authority allocation by simply tuning their
values. The setting of λD and λA is not trivial. λD+λA = 1 is
often assumed to avoid conflict and motion instability, as well
as to simplify the control authority management using only one
parameter. In our previous work [21], we have discussed how
to dynamically allocate the control authorities according to the
driver intention. In this study, we seek to investigate the effect
of indirect shared control under different authority allocations,
and hence λD and λA would remain unchanged. In practical
implementations, the drivers would have the freedom to choose
from different assistance levels (corresponding to different
control authority settings) according to their preference.
There are various lateral control algorithms, among which
MPC has been proved to be particularly suitable for vehicle
path following [27], [28]. Therefore, we also choose MPC as
the control algorithm to calculate the desired input uA, where
an appropriate vehicle model is needed first.
B. Vehicle Model
The vehicle model used is the dynamical bicycle model with
respect to the lane centerline [29], as shown in Fig. 2, where
CG denotes the vehicle center of mass, D the nearest point
along the lane centerline to CG, a the distance from CG to
the front axle, b the distance from CG to the rear axle, ey
the lateral displacement error, eψ the heading angle error, ρ
the lane centerline curvature at D, δ the steering angle, V the
longitudinal speed. If the following assumptions are satisfied:
1) the steering angle δ is small which implies small tire sideslip
angles, such that the tires work in a linear region, 2) the
vehicle heading direction is around the lane centerline, i.e., eψ
is small, and 3) the longitudinal speed V is (nearly) constant,
the bicycle model in continuous-time form can be described
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Fig. 2: Dynamic bicycle model in path coordinates.
ẋt = Acxt +Bcut + Ecρt
zt = Ccxt
(2)
where the state x :=
[







and the associated measurement matrix Cc =[
0 0 1 1
]T
, the model input u := δs is the steering wheel
angle which is usually proportional to δ by a constant steering
ratio is, i.e., δs = isδ. Ac, Bc and Ec are constant matrices
related to the vehicle’s intrinsic properties and the constant
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where Cf is the front cornering stiffness, Cr the rear cornering
stiffness, m the vehicle mass, Iz the polar moment of inertia.
Given a control sampling time Ts, the continuous-time vehicle
model (2) can be discretized into a discrete-time form as
xk+1 = Axk +Buk + Eρk
zk = Cxk
(3)
where k denotes discrete time index, A, B, E and C are
discrete-time state-space matrices converted from Ac, Bc, Ec
and Cc, respectively.
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Fig. 3: MPC lateral control.
The basic idea of the MPC lateral control algorithm is
illustrated in Fig. 3. At each time step k, the controller
previews the desired reference path rA and samples it at
an interval of V · Ts up to a predictive horizon N . The
sampled lateral displacement errors {eyr,k+i|k}i=1,··· ,N and
associated heading angle errors {eψr,k+i|k}i=1,··· ,N constitute
the controller’s desired trajectory. In addition, it is assumed
that the current vehicle state xk and the previewed road
curvatures {ρk+i|k}i=0,··· ,N−1 are observable through the on-
board sensors. Then, the controller utilizes the vehicle model
(3) as the model predictor and optimizes an input sequence
UA,k :=
[
uA,k|k · · · uA,k+N−1|k
]T
subject to a predefined
cost function. The first element of the optimal input sequence
is taken as the current control input uA,k. Sometimes the
decision variables in UA,k are restricted to the first Nc
(called “control horizon”, 0 < Nc ≤ N ) elements to reduce
the scale of the optimization problem, but here we assume
Nc = N for simplicity. The MPC lateral control algorithm is









s.t. xk+i+1|k = Axk+i|k +BuA,k+i|k + Eρk+i|k,
i = 0, · · · , N − 1 (4b)
zk+i|k = Cxk+i|k, i = 1, · · · , N (4c)





represents the reference path
vector, QA and RA are constant positive definite weighting
matrices of appropriate dimensions. A convention is to let RA
be unity and QA be a diagonal matrix. The quadratic cost
(4a) penalizes the accumulative path-tracking error and input
magnitude over the predictive horizon. The model predictor
(4b) is exactly the dynamic vehicle model (3). In other words,
the controller does not consider the driver when calculating
its desired input. The unconstrained MPC problem (4) has
a standard least-squares solution [30]. We intentionally omit
the derivation here but give the analytic solution directly,
and interested readers could see Section IV-B and [30] for
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denotes pseudo-inverse) is a constant gain matrix. By defining
a generalized path-tracking error vector as
εA,k := ZAr,k − Φxk − ΩPk (7)




IV. BEST-RESPONSE DRIVER STEERING MODEL FOR
INDIRECT SHARED CONTROL
A. Model Formulation
Some previous studies found that human drivers can for-
mulate an internal model of the vehicle dynamics after motor
learning, and use it as the model predictor for predictive steer-
ing control (illustrated in Fig. 4(a)), and proposed MPC-based
methods to model driver steering behavior in path following
[31], [32]. Compared with manual driving, the essence of
indirect shared control can be regarded as transforming the
vehicle’s input-output characteristic (from the driver’s perspec-
tive) by inserting an intermediate controller (see Fig. 4(b)).































(b) Indirect shared control
Fig. 4: MPC-based driver steering model in two control
frameworks.
steering in indirect shared control, except that the internal
model becomes the modified vehicle dynamics adapted by the
driver. Based on this assumption, we present an MPC-based
driver steering model for indirect shared control, formulated
as (we assume the driver’s predictive horizons are identical to









s.t. xk+i+1|k = Axk+i|k + λDBuD,k+i|k + λABûA,k+i|k
+ Eρk+i|k, i = 0, · · · , N − 1 (9b)
zk+i|k = Cxk+i|k, i = 1, · · · , N (9c)
xk|k = xk (9d)
where the notations are similar to those defined in Section
III-C. The above driver model formulation is similar to the
conventional MPC (4) except that the model predictor (9b)
includes not only the original vehicle dynamics but also the
weighted-summation law (1) and the driver’s prediction of
the controller’s desired input ûA up to the predictive horizon.
This major difference comes from our modeling assumption
that the driver is able to incorporate the controller’s input
transformation strategy into her/his internal model after motor
adaptation. The above model can be interpreted as the driver
would optimize her/his steering behavior in response to her/his
prediction of the controller’s assistant behavior.
B. Analytic Solution
One way to use the best-response driver steering model (9)
is to treat it as a quadratic program and solve it numerically,
where the predicted inputs would be passed into the solver as
online parameters. However, we want an analytic solution to
the model to improve computational efficiency and simulation
accuracy. By treating the predicted input ûA and the path
curvature ρ as external disturbances, it is possible to follow the
least-squares approach in [30] to obtain its analytic solution.
Again, we add the following notations which are similar to






















Iterating (9b) from i = 0 to N − 1, (9c) from i = 1 to N and
using the defined notations, we have
Zk = Φxk + λDΘUD,k + λAΘÛA,k + ΩPk (10)
On the other hand, the optimization problem (9a) can be









Define the generalized error vector for the driver as
εD,k := ZDr,k − Φxk − ΩPk (12)
and the optimization problem (11) can be further converted to
min
UD,k
∥∥∥∥√QD(λDΘUD,k + λAΘÛA,k − εD,k)√RDUD,k
∥∥∥∥2 (13)















































Comparing the above best-response driver steering model
expression (16) with the conventional MPC model, i.e., the
controller’s desired input algorithm (8) with parameters re-
placed by the drivers, we find their main differences lie in 1)
the gain matrix KD depends on not only the driver’s weighting
matrix QD but also her/his control authority λD, and 2)
the error term includes the driver’s prediction of controller’s
predicted input sequence ÛA by the factor of its authority λA,
in addition to the generalized error vector εD.
We can briefly examine the driver model (16) by checking
two boundary cases, i.e., manual driving (λD = 1, λA = 0)
and fully autonomous driving (λD = 0, λA = 1):
1) In the manual driving case (λD = 1 and λA = 0), the







, and the error term is
solely εD,k. The driver model (16) becomes the solution to a
basic unconstrained MPC lateral control problem, degrading
to the conventional MPC model.
2) In the autonomous driving case (λD = 0 and λA = 1),







= 0, which yields a
trivial solution uD,k = 0. This means that if the driver realizes
that s/he has no control authority, s/he would not operate the
steering wheel. This is in line with our intuition.
In order to use the best-response driver model to simulate
indirect shared control systems, it should be specified how to
set up the prediction sequence ÛA aside from other ordinary
parameters such as QD and N . It is suggested that if the
controller adopts an MPC-based method to calculate the
desired input, the controller’s open-loop control sequence UA
at each time step can be passed to the driver model to serve as
the driver’s prediction ÛA; if the controller employs non-MPC
methods, zeroth-order prediction or first-order prediction can
be used for convenience.
For the controller designed in this paper which uses MPC
lateral control as the desired input algorithm, the correspond-
ing driver steering model expression is immediately obtained









A. Apparatus and Measurement
The experiment was conducted in a driving simulator in
Tsinghua University, as shown in Fig. 5. The cockpit is
transformed from a BMW sedan, and the moving base supports
six degree-of-freedom motion to imitate real driving. The road
scene is projected onto five surrounding screens (three in the
front and two in the rear), providing 200 deg field of view
in the front and 55 deg in the rear. The sound of engine,
wind, etc., are created by an audio simulation unit. The vehicle
dynamics is simulated by the CarSim D-class sedan, which
outputs the vehicle state at 60 Hz. An external control interface
is available for real-time control, which can receive the driver’s
steering wheel angle as well as the vehicle state and output a
steering input overlay at 60 Hz. The vehicle state (including
the vehicle position and yaw angle at the global coordinates)
and the driver’s steering wheel angle were collected as driving
data. The overall experiment setup is illustrated in Fig. 6.
B. Settings and Procedure
The experiment scenario was a three-lane highway. The test
track consists of five fixed-radius curves and every two curves
are connected by a straight road, as shown in Fig. 7. The total
length of the test track is about 17 km. The maximum curve
radius (curve 3©) is 3,993 meters and the minimum (curve 4©)
is 307 meters. The vehicle speed was fixed at 90 km/h (25 m/s)
by the program. The MPC controller parameters are listed in
Table I. The vehicle parameters were taken from the CarSim










Fig. 6: Experiment setup.
data sheet. The predictive horizon Np and weighting matrix
QA were properly tuned such that the controller could keep
lane well in the autonomous mode. The state-space matrices
were discretized by the Matlab function c2d.
Six subjects possessing driver licenses (five males and one
female) were recruited to participate the experiment. The
subjects were asked to keep the vehicle along the middle lane
center and not to move their hands off the steering wheel
until the test trial was over. The experiment was conducted in
three conditions: manual (λD = 1, λA = 0), low assistance
(LA, λD = 0.8, λA = 0.2), and high assistance (HA,
λD = 0.3, λA = 0.7) with one test trial per condition. The
lane centerline was designated as the controller’s reference
path, and the controller’s parameters (including vehicle model
parameters, predictive horizon and weighting matrices) were
properly tuned to exhibit satisfactory lane-keeping perfor-
mance. The subjects were trained to get used to the simulator
Fig. 7: Test track.













and the controller’s assistance before the real test of each
condition. The subjects were allowed to take a five-minute
break after each test to prevent drowsiness. The driving data
from the simulator was collected for further analysis after the
experiment.
C. System Evaluation
The indirect shared control system was evaluated in two
aspects: lane-keeping performance and the driver’s steering
control effort. In terms of lane-keeping performance, we exam-
ined the vehicle’s tracking error from the lane centerline. For
steering control effort, we focused on the intensity of driver’s
steering activity (reflected by steering wheel angles). To inves-
tigate the influence of shared control level, we computed the
following evaluation metrics from the collected driving data
for each trial.
• Tracking error metrics: the vehicle lateral displacement
error ey and heading angle error eψ with respect to the lane
centerline were first calculated from the driving data. Then,
we extracted the RMS (root mean square) value of the lateral
displacement error rms(ey) and yaw error rms(eψ), which
indicate the vehicle lane-keeping performance.
• Steering effort metric: we evaluate the subjects’ steering
control effort by estimating their average power exerted on
the steering wheel. Considering that 1) the self-aligning torque
on the steering wheel was approximately proportional to the
steering wheel angle and 2) since we did not measure the
subjects’ steering torque directly in the experiment, it was
assumed equal to the self-aligning torque when the steering
wheel was moved away from the neutral position and zero
otherwise, we used the following metric P̄str to estimate the
average human steering power:
∆Wi =
{
uD,i ·∆uD,i, uD,i ·∆uD,i > 0






where ∆uD,i := uD,i−uD,i−1, ti is the time for the i-th data
point, n is the length of the valid data in a test trial. Note
that P̄str is roughly proportional to the real average steering
power, and its unit is deg2/s.
Figure 8 depicts the driving data metrics for each subject
in different modes. On top of that, the averages of the metrics
are also added to better demonstrate their general trends over
the assistance level. First, let us investigate the tracking error
metrics. It is observed from Fig. 8 that the lane-keeping per-
formance for most subjects (except subject E who performed
worst in LA mode) improved with a higher assistance level,
as the tracking error metrics rms(ey) and rms(eψ) dropped
evidently when the controller’s authority was increased. In
comparison, results of the steering effort metric P̄str show
more variability. Figure 8 shows that for some subjects (C and
F), their average steering effort was reduced with increasing
assistance. But for other subjects (A, B and D), their steering
effort slightly increased when the assistance level increased.
For subject E, the energy consumption in HA was even higher
than the manual mode. These results demonstrated that the
designed indirect shared control system (either in LA or HA)
was effective to relieve the steering control effort for most
subjects, while the individual difference is interpreted as due
to the subjects’ personal driving characteristics. For subjects
whose reference path was close to the lane centerline (and
hence close to the controller’s reference path), their steering
rate and magnitude both went down in HA because they shared
a mutual goal with the controller. Conversely, for subjects who
tended to cut curves, they would apply a large steering angle
in HA to compensate for the controller’s lane-centering effort.
Therefore, although their steering rate in HA was also lower,
the average energy consumption might be even higher. This
interesting result indicates a future direction to improve the
present shared control system: if the driver and controller’s
intended reference paths could be coordinated, the driver’s
steering effort in shared control would be further reduced.
D. Driver Model Validation
In this section, we validate the proposed best-response driver
steering model by estimating the model parameters using the
experiment data and evaluating the prediction error, i.e., the
residual. Prior to that, an explicit parametrized driver model




















ZAr,k − Φxk − ΩPk
)
(19)
Note that the matrices Θ, Φ, Ω, RD, QA, RA are all constant,
and the controller’s reference path is fixed at the lane centerline
hence ZAr = 0, we can rewrite the expanded driver steering
model (19) as a concise function
uD,k = h(xk, Pk, λD, λA, QD, ZDr,k) (20)
From the identification perspective, in (20) the driver steer-




















































Fig. 8: Driving data metrics in different modes.
vector P are observable signals from experiment data, the
control authorities λD and λA are known parameters per test
trial, and the remaining variables QD is an unknown parameter
and ZD,r is an unknown signal. The task is to identify QD
in presence of the unknown driver reference path signal ZD,r
from the observed data and known parameters.
If we consider the driver model as a lateral controller, this is
a typical closed-loop identification problem [33]. The biggest
challenge here is the unknown signal ZD,r which makes QD
almost unidentifiable. To resolve this problem, we assume that
the subjects’ desired reference path on a fixed-radius curve has
a constant deviation from the lane centerline. This assumption
makes ZDr,k ≡ ZDr also a parameter in the model expression,
which can be thus identified along with QD. We adopted the
least-squares method to estimate QD and ZDr (denote the
estimates as Q̂D and ẐDr):
err(QD, ZDr) = ũD,k − h
(
x̃k, P̃k, λD, λA, QD, ZDr
)






where ũD, x̃ and P̃ are from the experiment measurement,
and λD, λA are exactly the allocated control authorities in the
corresponding experiment condition.
Eq. (21) is a nonlinear least-squares problem. We used the
lsqnonline function in Matlab to solve it, which is based on the
trust-region-reflective algorithm. Considering that the subjects’
steering input on straight roads are so small that the identi-
fication process cannot be excited adequately, we only kept
the curvy-road driving data for the parameter identification.
Furthermore, it is likely that drivers’ reference path deviation
may differ with the road curvature, so the identification was
performed per curve for each subject. All the related data were
smoothed by a fourth-oder low-pass Butterworth filter before
being fed into the identification function.
First, we compare the original steering angle profile mea-
sured in the experiment with that predicted by the identified
driver steering model for a rough and qualitative validation.
The result of subject D is selected as an example, as shown
in Fig. 9(a) and Fig. 9(b). In general, the driver model can
reproduce the experiment data in terms of average steering
magnitude but fails to capture the microscopic features espe-
cially when the assistance level is low.
To validate the proposed best-response driver steering model
quantitatively, the RMS value of the model prediction error for
each subject is depicted in Fig. 9(c), in which the result for
the manual mode is also added for comparison. We can tell
from Fig. 9(c) that:
1) the average prediction error of the best-response driver
steering model is below 1 deg (except for subject E the average
prediction error for which locates from 1.1 deg to 1.7 deg),
either in LA or HA mode;
2) for most subjects, the model prediction error is smaller
for LA and HA than for manual driving, which indicates that
the proposed driver steering model is particularly suitable for
indirect shared control.
In an attempt to further demonstrate the advantage of the
proposed best-response driver steering model, we re-performed
the identification on the same experiment data set using
the conventional MPC driver model. The prediction error of
the conventional model is given in Fig. 9(d). It should be
noted that the best-response driver model would degrade to
the conventional MPC model for manual driving, thus the
prediction errors in manual mode are the same for the two
models. By comparing Fig. 9(c) and Fig. 9(d), we can easily
find that the prediction error of the proposed model is generally
smaller, which proves that the best-response driver steering
model better describes human behavior in interaction with
the controller and is thus more suitable to be adopted in
simulations.
VI. CONCLUSION AND FUTURE DIRECTIONS
This paper investigated an indirect driver-automation shared
control framework for steer-by-wire vehicles. A weighted-
summation method was used to balance the interests of the
driver and assistant controller, where their control authorities








(a) Low assistance mode (subject D).










(b) High assistance mode (subject D).











(c) Proposed driver model.











(d) Conventional driver model.
Fig. 9: Validation of the driver model.
were defined as the weights assigned to their inputs. A best-
response driver steering model was proposed to reproduce
drivers’ steering behavior in indirect shared control, and the
analytic solution was given to improve computational effi-
ciency and accuracy for simulation implementation.
The indirect shared control system was validated by an
driving-simulator experiment in a highway lane-keeping sce-
nario. The driving data analysis showed that the designed
system significantly improved the drivers’ lane-keeping perfor-
mance and reduced their steering control effort, demonstrated
by an evident reduction of path-tracking error and driver
steering power. The best-response driver steering model was
also verified by the experiment data. After identification, the
average prediction error of the model is smaller than that of
the conventional MPC driver steering model.
For future research, it would be interesting to find out how
to infer the driver’s intended path in shared control and thus
improve the controller design to further enhance the driver’s
comfort. Moreover, how to arbitrate between the driver and
controller if they disagree with each other in different scenarios
would also be a challenging topic.
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