Oscillatory neuronal synchronization, within and between cortical areas, may mediate the selection of attended visual stimuli. However, it remains unclear at and between which processing stages visuospatial attention modulates oscillatory synchronization in the human brain. We thus combined magnetoencephalography (MEG) in a spatially cued motion discrimination task with source-reconstruction techniques and characterized attentional effects on neuronal synchronization across key stages of the human dorsal visual pathway. We found that visuospatial attention modulated oscillatory synchronization between visual, parietal, and prefrontal cortex in a spatially selective fashion. Furthermore, synchronized activity within these stages was selectively modulated by attention, but with markedly distinct spectral signatures and stimulus dependence between regions. Our data indicate that regionally specific oscillatory synchronization at most stages of the human dorsal visual pathway may enhance the processing of attended visual stimuli and suggest that attentional selection is mediated by frequency-specific synchronization between prefrontal, parietal, and early visual cortex.
INTRODUCTION
When confronted with cluttered visual scenes, visuospatial attention adaptively devotes the brain's processing capacity to the information relevant for the task at hand. It has been suggested that oscillatory synchronization of neuronal activity within and between cortical areas acts as a flexible mechanism of attentional selection by regulating the gain of information transmission between neuronal populations (Engel et al., 2001; Fries, 2005; Salinas and Sejnowski, 2001) . Recent studies in monkeys and humans have provided principle support of this hypothesis (Bichot et al., 2005; Buschman and Miller, 2007; Doesburg et al., 2008; Fan et al., 2007; Fries et al., 2001; Gruber et al., 1999; Hä ndel et al., 2008; Saalmann et al., 2007; Taylor et al., 2005; Thut et al., 2006; Worden et al., 2000; Wyart and Tallon-Baudry, 2008) . However, evidence as to the extent to which visuospatial attention modulates oscillatory synchronization in the primate brain remains sparse. Specifically, it remains unclear within and between which processing stages visuospatial attention modulates oscillatory synchronization.
On the one hand, invasive studies in monkeys typically sample activity only from small neuronal populations and thus far have demonstrated spatially selective attentional effects on synchronization only in areas V4 and LIP (Bichot et al., 2005; Fries et al., 2001; Saalmann et al., 2007; Taylor et al., 2005) . On the other hand, human electroencephalography (EEG) and magnetoencephalography (MEG) studies showing spatially selective attentional effects on oscillatory activity have been restricted to the sensor level (Doesburg et al., 2008; Gruber et al., 1999; Thut et al., 2006; Worden et al., 2000; Wyart and Tallon-Baudry, 2008) and thus have provided only limited information about the cortical regions involved. As a consequence, it remains unclear whether visuospatial attention modulates oscillatory synchronization in early visual areas suggested to express the effect of top-down signals on sensory processing (Hopfinger et al., 2000; Kastner et al., 1999; Ress et al., 2000) , as well as in regions commonly implicated in the control of attention such as parietal cortex and the frontal eye fields (FEF) (Corbetta and Shulman, 2002; Donner et al., 2000; Kastner and Ungerleider, 2000; Moore et al., 2003; Serences and Yantis, 2006) . In particular, it is unknown whether selective attention has regionally specific effects on oscillatory synchronization within these areas, which might help to strengthen the case for their functional specialization in mediating attentional selection. Furthermore, it is currently not known whether and how selective attention modulates the rhythmic synchronization between frontal, parietal, and early visual regions in the human brain.
To address these questions, we combined MEG with novel source-reconstruction techniques. This allowed us to simultaneously investigate oscillatory activity within, and synchronization between, several well-defined cortical regions across the entire human brain. Subjects performed a spatially cued motion discrimination task (Figure 1 ). Correspondingly, we focused on five key regions involved in visual motion processing and spatial attention: pericalcarine cortex (V1/V2), human motion complex (MT+), ventral and posterior intraparietal sulcus (vIPS and pIPS), and FEF. In all of these regions, attention modulated local oscillatory activity in a spatially selective fashion, but attentional modulations exhibited a remarkably different spectral signature and stimulus dependence between cortical areas. Importantly, the spatial selectivity of attentional modulations allowed for unequivocal dissociation of neural correlates of visuospatial attention from nonspecific processes such as arousal or task preparation. Furthermore, we found that spatial attention also selectively modulated the oscillatory synchronization between MT+, posterior IPS, and FEF in a relatively stimulus-independent fashion.
Our data suggest that oscillatory synchronization serves as a mechanism of visuospatial attention along the entire human dorsal visual pathway, including early visual processing stages as well as frontoparietal regions implicated in the control of attention. Our data indicate that the spectral profile of corresponding attentional modulations is not homogenous but varies substantially between regions. Furthermore, our data provide strong evidence that the enhanced routing of attended visual information across processing stages is mediated by frequency-specific synchronization between these regions.
RESULTS
We recorded whole-head MEG while subjects (n = 8) performed a spatially cued motion discrimination task (Figure 1 ). Subjects ignored a stimulus in the uncued hemifield while discriminating the motion direction of a random dot pattern in the cued hemifield. The motion coherence of stimuli was adjusted to the subjects' individual discrimination threshold. Performance was on average 78% correct (SD 3%) at 18% motion coherence (SD 5%) with a median response latency of 1.1 s (SD 0.2 s).
We characterized frequency-specific activity at the sensor level by pooling responses within anterior, lateral, and posterior sensors ( Figure 2 ). We observed a brief low (10-20 Hz) and high (70-140 Hz) frequency response to cue presentation followed by a tonic and widespread suppression from about 10 to 50 Hz. Onset of the dynamic random dot stimuli was followed by a transient and then tonic high-frequency response (50-100 Hz) primarily localized at posterior sensors. This high-frequency response was complemented by a strong and widespread decrease of activity below 50 Hz. This characteristic antagonistic spectral profile of responses to visual stimuli closely resembles previous MEG data employing dynamic random dot stimuli presented in the center of the visual field Siegel et al., 2007) .
Cortical Pattern of Attentional Modulation of Rhythmic Neuronal Activity
Before and during stimulus presentation, attention modulated population activity along the entire dorsal visual pathway in a spatially selective fashion (Figure 3 ). We estimated neural activity at the cortical source level using a linear spatial filtering technique (''beamforming''; see Experimental Procedures). We separately investigated the stimulation-free delay interval (750-0 ms before stimulus onset), the stimulus interval (100-500 ms after stimulus onset), and four contiguous frequency ranges roughly (B) Time course of the fixation cross, cue, and stimulus presentation throughout one trial. Trials started with onset of a central fixation cross. After a variable delay (1-1.5 s), a small dot presented for 100 ms directly to the left or right of the fixation cross cued subjects to covertly shift attention to the left or right visual field. After another random delay (1-1.5 s), two dynamic random dot stimuli were displayed in circular apertures in the left and right visual hemifield. Subjects reported the perceived motion direction of the cued stimulus by pressing one of two response keys, while ignoring the stimulus in the other hemifield. Stimulation was terminated with the subject's response, or if no response was given within a 3 s time period.
Figure 2. Rhythmic Neuronal Activity Induced by Visual Stimulation and Spatial Attention
Time-frequency representation of the response in magnetoencephalography (MEG) amplitude averaged across three groups of anterior (A), lateral (B), and posterior (C) sensors. These sensors are marked in black dots in the topographies on the right. Responses are characterized as the percentage change in signal amplitude relative to the blank precue baseline (500 ms before cue onset). Solid white lines mark the time of cue and stimulus onset; the time of response onset is marked by the black triangle. Because of the variable delays between cue onset, stimulus onset, and response, the data were realigned to these points in time. Note that the time axis is displayed relative to these three events. The dotted white lines mark the temporal boundaries of the realigned data.
corresponding to classical EEG bands: 5-15 Hz (''alpha''), 15-35 Hz (''beta''), 35-60 Hz (''low gamma''), and 60-100 Hz (''high gamma''). To isolate spatially selective attention from unspecific effects (such as arousal), we contrasted activity between ''attend left'' and ''attend right'' trials.
In accordance with previous reports (Thut et al., 2006; Worden et al., 2000; Wyart and Tallon-Baudry, 2008) , attention induced a relative suppression of alpha band activity in the hemisphere representing the attended hemifield before stimulus onset. However, in contrast to these reports, we also found widespread attentional baseline suppressions in the beta band and, more surprisingly, in the low (right hemisphere) and high (bilateral) gamma band, specifically around the calcarine. By contrast, in the stimulus interval, we observed an attentional enhancement of low gamma band activity in extrastriate areas, which accords with previous sensor-level data (Gruber et al., 1999; Wyart and Tallon-Baudry, 2008) . However, unlike these reports, during stimulation we observed further attentional modulations in the alpha, beta, and high gamma bands.
These effects were not attributable to phase-locked eventrelated fields (ERFs), which are also modulated by visuospatial attention (Hillyard and Anllo-Vento, 1998) . We repeated the The images display the difference in neural activity during the delay (A) and stimulus (B) interval between trials when attention was directed to the left or right visual hemifield. Effects are separately shown for four different frequency bands (rows) and are displayed on the reconstructed and inflated cortical surface of the Montreal Neurological Institute template brain. Hemispheres are viewed from the posterior and are rotated slightly to enhance readability. Dark and light gray shadings indicate sulci and gyri, respectively. The locations of the central sulcus (CS) and intraparietal sulcus (IPS) are marked for orientation. All functional maps display pooled z scores thresholded at p < 0.05 (corrected; random effects).
above analyses after subtracting the average signal components phase locked to cue or stimulus onset, thus removing any ERFs. This analysis yielded results nearly identical to the data described above (see Figure S1 available online). These attentional modulations thus reflect rhythmic neuronal activity not phase locked to external events.
Dissociation between Attentional
Modulations across the Dorsal Visual Pathway Both the spectral signature and stimulus dependence of attentional modulations differed markedly between subsequent processing stages of the dorsal visual pathway. We compared spatially selective attentional effects between five key stages: V1/V2, MT+, vIPS, pIPS, and FEF. For each region of interest (ROI), we computed a predictive index of the focus of attention using receiver operating characteristic (ROC) analysis (Figure 4 ) (Green and Swets, 1966) . Ranging between 0 and 1, this index can be interpreted as the probability of an ideal observer to predict the subject's focus of attention from the hemispheric lateralization of activity on a single trial. Values larger or smaller than 0.5 (chance level) correspond to an attentional enhancement or suppression, respectively.
We observed the strongest spectral dissociation in the beta band during stimulation ( Figure 4B ): while such activity was enhanced in V1/V2, it was suppressed in the FEF (direct comparison between regions: p < 0.01; corrected). We observed further strong regional differences: during the delay interval ( Figure 4A ), attention suppressed beta band activity in the IPS but not in V1/V2 (direct comparison: p < 0.01; corrected). By contrast, high gamma band activity was suppressed in V1/V2, but not in pIPS and FEF (direct comparisons: p < 0.01; corrected). During stimulus presentation ( Figure 4B ), we found an enhancement of beta band activity specifically in V1/V2, while vIPS and pIPS showed predominantly an increase of gamma band activity (direct comparisons: p < 0.01; corrected). Furthermore, alpha band activity was suppressed in pIPS, but not in FEF and V1/V2 (direct comparisons: p < 0.01; corrected).
The comparison of attentional effects between the delay and stimulus intervals revealed a remarkable difference in the stimulus dependence of these effects between posterior and frontal regions. V1/V2, MT+, vIPS, and pIPS showed a strong stimulus dependence with even opposite significant attentional modulations before and during stimulation (direct comparisons between intervals: p < 0.01 for all of these regions and bands; corrected). By contrast, in the FEF we found no stimulus dependence with the same attentional beta band suppression in both intervals (direct comparisons: p > 0.1 for all bands). A direct comparison revealed significantly lower stimulus dependence in FEF than in the four posterior regions (p < 0.001; corrected). Thus, attentional modulation was strongly stimulus dependent in V1/V2, MT+, and the IPS, as predicted for brain areas expressing the effect of attention. By contrast, attentional modulation was stimulus independent in the FEF, as predicted for a region controlling the deployment of attention.
Consistency across Individual Subjects
These effects were remarkably consistent across individuals. We repeated the above ROC analysis for the two strongest attentional modulations in the high-and low-frequency range during the delay (alpha band: pIPS; gamma band: V1/V2) and stimulus (beta band: V1/V2; gamma band: pIPS) interval as well as the stimulus-independent beta band effect in FEF ( Figure 5 ). All of these effects were consistently observed in individual subjects, with many effects being statistically significant even on the single-subject level.
We also consistently observed the dissociation of the spectral pattern and stimulus dependence of attentional modulations in individual subjects. For the spectral dissociation, 86% of the Attentional modulations are displayed separately for the delay (A) and stimulus (B) interval. Each row corresponds to one region of interest (ROI), the location of which is marked on the inflated right hemisphere displayed in the left column (FEF, frontal eye field; pIPS, posterior intraparietal sulcus; vIPS, ventral intraparietal sulcus; MT+, human motion complex; V1/V2, pericalcarine cortex). For each ROI, frequency band, and temporal interval, the predictive index displays the probability with which an ideal observer can predict the direction of attention from the lateralization of the respective response between the left and right hemispheres. Predictive indices larger or smaller than chance level (0.5) correspond to an attentional enhancement or suppression of activity, respectively, in the hemisphere contralateral to the attended hemifield. Asterisks indicate the level of significance: */**/***p < 0.05/0.01/0.001 (corrected); (*)p < 0.05 (uncorrected).
Figure 5. Strength of Attentional Modulations in Single Subjects
Receiver operating characteristic (ROC) analysis of attentional modulations during the delay (A) and stimulus (B) interval for all individual subjects. Bar plots display for each subject the predictive index of attentional lateralization for the strongest attention effects in the low-and high-frequency range in each temporal interval and beta band activity in FEF. Asterisks indicate the level of significance: */**/***p < 0.05/0.01/0.001 (uncorrected).
single-subject comparisons between regions showed the same sign of difference as the group-level comparison. 46% of these consistent interregional differences were statistically significant (p < 0.05) even on the single-subject level. The stimulus dependence showed a similar consistency: 86% of the temporal comparisons that showed a significant stimulus dependence on the group level (V1/V2, MT+, vIPS, and pIPS) displayed the same sign of difference for single subjects. 62% of these differences were statistically significant (p < 0.05) for individual subjects. Furthermore, we found a significantly lower stimulus dependence in FEF compared to the posterior regions in 63% of the direct comparisons on the single-subject level (p < 0.05). In sum, most of the effects observed at the group level were also statistically significant on the single-subject level.
Time Course of Attentional Modulations Reflects Sustained Deployment of Attention
The temporal evolution of attentional modulations resembled the sustained maintenance of covert attention on the peripheral target location. We focused on V1/V2 and vIPS, which showed the strongest effects of attention. During the cue interval, there was a transient but strongly lateralized response from about 100-400 ms post cue onset ( Figure 6 ). This transient could reflect lateralized stimulus responses to the cue (presented at 0.4 deg to the right or left from fixation), the attention shift, or both. This transient was followed by tonic attentional modulations up to stimulus onset that matched those effects observed for the fixed delay interval analyzed above. These tonic baseline modulations were statistically significant (p < 0.05; corrected) in the alpha band for V1/V2 and vIPS and in the beta band for vIPS. During stimulus presentation, we found that attentional modulations evolved about 100 ms post stimulus onset and were again tonically sustained up to the behavioral response. For the stimulus interval, we found statistically significant tonic modulations in the low and high gamma band in vIPS (p < 0.05; corrected).
Attentional Modulations Predict Behavioral Discrimination Performance
If the reported modulations of oscillatory activity are functionally relevant for the enhanced processing of attended visual information, their strength should be correlated with behavioral performance. We thus tested, for those intervals, ROIs, and frequency bands that showed significant attentional modulations (see Figure 4) , whether these were stronger before correct than before incorrect behavioral responses. Indeed, we found a significant behavioral effect for several attentional modulations: the strength of alpha band suppression in MT+, vIPS, and pIPS during the delay interval as well as the strength of high gamma band enhancement in pIPS during the stimulus interval significantly predicted the correctness of the behavioral response (p < 0.01). In other words, the stronger these spatially selective attentional modulations were on a given trial, the more likely the subjects would successfully complete that trial. Thus, in support of a functional relevance, the lateralization of oscillatory activity along the dorsal stream allowed for predicting not only the focus of attention but also the subjects' behavioral discrimination performance.
Attention Modulates Interregional Coherence in the Dorsal Visual Pathway
It has been proposed that attention flexibly routes relevant sensory signals through the cortical hierarchy by selectively modulating the synchronization between the corresponding neuronal groups across different cortical processing stages (Fries, 2005) . We predicted that this should be reflected in a spatially selective modulation of the interregional phase coherence (see Experimental Procedures), specifically between areas MT+, pIPS, and the FEF. Selecting these relatively distant (>37 mm) regions allowed for probing synchronization between The red and blue traces display the time course of population activity in V1/V2 (A) and vIPS (B) in the cortical hemisphere contralateral (red) and ipsilateral (blue) to the attended hemifield. Rows correspond to activity in the four investigated frequency bands. Responses are measured in percent signal amplitude change relative to the 500 ms blank precue baseline. Solid vertical black lines mark cue and stimulus onset. Light gray regions mark the temporal interval of cue and stimulus presentation. Significant differences between contralateral and ipsilateral activity are marked by dark gray shadings and bars above traces (p < 0.05; corrected; random effects). The data were realigned to cue onset, stimulus onset, and response, and the time axis is displayed relative to these three events. The dotted vertical black lines mark the temporal boundaries of the realigned data.
the key processing stages involved in the spatially cued motion discrimination task (Sapir et al., 2005) while minimizing confounding effects of volume conduction between nearby areas. We estimated the coherence between these regions at the cortical source level (see Experimental Procedures) and isolated spatially selective effects of attention by contrasting coherence in the hemispheres ipsilateral and contralateral to the attended hemifield.
Across all bands and both intervals, we found significant spatially selective attentional modulations of interregional synchronization between each pair of ROIs (Figure 7 ). Attention enhanced high-frequency synchronization (35-100 Hz) in the hemisphere contralateral to the attended hemifield, while in the low frequency range (5-35 Hz), we found a relative decrease of synchronization. Importantly, this antagonistic pattern was expressed both in the absence and in the presence of the visual stimulus, closely resembling an attentional control mechanism. Overall, 6 out of the 8 significant modulations were consistent across intervals. In particular, synchronization between MT+ and pIPS showed the most significant attentional effects that were all consistent across intervals. These effects were spatially specific and could not be explained by a spatial distance confound. For each ROI pair, we performed a control analysis testing for an attentional effect between these two ROIs and a third control ROI placed at equal mutual distance (see Experimental Procedures). There was no significant attentional effect on interregional synchronization for any of these control analyses (p > 0.05). Taken together, these results show that visuospatial attention modulates frequency-specific neuronal synchronization between MT+, pIPS, and FEF in a spatially selective fashion.
DISCUSSION
We have characterized the modulation of local population activity and interregional synchronization by visuospatial attention in the human dorsal visual pathway during a spatially cued motion discrimination task. Before and during visual stimulation, attention modulated local population activity along the entire dorsal visual pathway in a spatially selective manner. Attentional effects were tonically sustained throughout the delay and stimulus intervals and were consistently observed in individual subjects, and their strength predicted subjects' behavioral performance on single trials. The spectral signature and stimulus dependence of attentional effects differed markedly between visual, parietal, and frontal cortex. While attentional modulations were strongly stimulus dependent in V1/V2, MT+, and IPS, they were relatively stimulus independent in the FEF. Spatial attention also selectively modulated the coherence between areas MT+, pIPS, and the FEF in different frequency ranges in a relatively stimulusindependent fashion.
Attentional Modulation of Rhythmic Population Activity
The present data show at which processing stages of the human dorsal visual pathway visuospatial attention modulates the rhythmic patterning of neuronal activity. Previous studies have shown enhancement of gamma band activity and suppression of alpha band activity by visuospatial attention in macaque areas V4 and LIP Saalmann et al., 2007; Taylor et al., 2005) , in human scalp EEG/MEG (Gruber et al., 1999; Thut et al., 2006; Worden et al., 2000; Wyart and Tallon-Baudry, 2008) , and for feature-based attention in human EEG (Mü ller and Keil, 2004) . However, the processing stages at which visuospatial attention modulates rhythmic activity along the human sensorimotor pathway remained unclear. By combining MEG and sourcereconstruction techniques, we have demonstrated that such modulations are expressed across the entire dorsal pathway, from low-level areas such as V1/V2, through MT+ and parietal cortex, up to premotor stages (FEF). Thus, spatially selective oscillatory activity is linked to the focus of visuospatial attention not only at mid-level processing stages but also at the earliest processing stages (V1/V2) as well as in frontal regions implicated in the control of attentional signals. Furthermore, our data demonstrate that the spectral profile of these modulations is not homogenous but varies strongly between regions, a finding that has important functional implications to be discussed below.
Our present results are based on hemifield-selective attentional modulations. Thus, the magnitude of the reported effects depends on both the strength of the attentional modulation itself and the hemifield selectivity of each region under study. Although selectivity decreases at higher levels of the visual pathway such as the IPS and the FEF (Hagler and Sereno, 2006; Koyama et al., 2004; Silver et al., 2005; Wandell et al., 2007) , we found robust hemifield-selective attentional effects in these regions. This suggests that, in accordance with single-unit results (Colby and Goldberg, 1999; Schall and Thompson, 1999), attentional modulations are particularly strong in these areas. Our findings on oscillatory activity accord well with recent functional magnetic resonance imaging (fMRI) data that show spatially selective attentional modulations of the blood oxygenation level-dependent (BOLD) signal in early visual areas as well as in the IPS and FEF (Sylvester et al., 2007) .
Role of Rhythmic Population Activity in Attentive Visual Processing
Cortical activity engages in rhythmic population activity over a broad range of spectral scales (Buzsaki and Draguhn, 2004; Steriade, 2000) , but the functional role of this rhythmic patterning of activity remains debated. In the visual system, population activity in the gamma band has been linked to stimulus properties (Gray et al., 1989; Liu and Newsome, 2006; Siegel et al., 2007; Siegel and Kö nig, 2003) , selective attention Gruber et al., 1999; Mü ller and Keil, 2004; Taylor et al., 2005) , working memory (Pesaran et al., 2002) , and visual awareness (Rodriguez et al., 1999; Wyart and Tallon-Baudry, 2008) . Gamma band activity has also been attributed to selective attention in the auditory and somatosensory domain (Bauer et al., 2006; Ray et al., 2008) . The gamma power of population measures such as the local field potential (LFP) seems tightly correlated with synaptic drive and average firing in a neuronal population (Henrie and Shapley, 2005) and presumably reflects local neuronal synchronization, which has been suggested to enhance the functional impact of spiking activity on postsynaptic processing stages (Engel et al., 2001; Kö nig et al., 1996; Salinas and Sejnowski, 2001) . By contrast, population activity in the alpha band has traditionally been thought to reflect reduced thalamocortical transmission (Steriade, 2000) and cortical ''deactivation'' (Pfurtscheller et al., 1996; Thut et al., 2006; Worden et al., 2000) . Our observations of an attentional gamma band enhancement in extrastriate and parietal cortex during stimulus presentation and a widespread baseline suppression of alpha band activity are in line with these hypotheses. The strength of these modulations was positively correlated with perceptual discrimination performance, ensuring that subjects maintained attention on the peripheral target throughout the trial and that the reported modulations reflect this shift. More importantly, and in accordance with previous reports (Thut et al., 2006; Wyart and Tallon-Baudry, 2008) , this behavioral correlation provides strong evidence that the demonstrated modulations of rhythmic activity play a functional role in the preferential processing of the attended stimulus.
Gamma Band Suppression and Beta Band Enhancement with Attention
In light of the above concept of the functional role of gamma band activity, it is surprising that spatial attention consistently suppressed gamma band activity in V1/V2 before stimulus onset. However, this counterintuitive finding accords with single-unit data demonstrating a relative suppression of spiking activity by visuospatial attention in macaque area V4 before stimulus onset (Ghose and Maunsell, 2002) . The gamma band suppression may thus reflect a gain regulation at the first cortical processing stage that reduces baseline firing in the absence of sensory drive. Surprisingly, this prestimulus gamma band suppression and the beta band enhancement during stimulation in V1/V2 (see below) were observed not only at the ROI location corresponding to the stimulated peripheral visual field but also at the foveal representation near the occipital pole (see Figure 3) . Thus, further invasive studies are needed to investigate the exact spatial extent and profile of these attentional modulations relative to the focus of visuospatial attention.
We found dissociated attentional modulations of beta band activity between early visual and premotor areas. During stimulus processing, attention specifically enhances such activity in primary visual cortex. This adds to a recent body of evidence pointing toward a positive correlation between beta band activity and active processing in the visual system. Beta band activity in macaque V1 correlates with perceptual dominance during binocular rivalry (Gail et al., 2004) and generalized flash suppression (Wilke et al., 2006) . Beta band activity in ventral (Tallon-Baudry et al., 2001 ) and dorsal Gross et al., 2004; Pesaran et al., 2002) extrastriate areas correlates with behavioral performance in various visual tasks requiring visual attention and/or short-term memory. In accordance with these findings, our data suggest that in primary visual cortex, beta band activity serves to facilitate processing of attended visual locations. By contrast, in the FEF we observed an attentional suppression of beta band activity. This suppression accords well with the contralateral beta band suppression observed in primary motor cortex preceding voluntary limb movements (Crone et al., 1998) . Beta band suppression may thus be a common spectral signature of neural activation in the primary motor cortex and FEF.
Taken together, these observations challenge a simple antagonistic concept of the role of low-and high-frequency population activity in visual attention. The dissociated spectral profile of attentional modulations along the dorsal pathway suggests that the mechanisms and the functional role of such rhythmic activity may differ between cortical areas.
Attentional Modulation of Interregional Synchronization
Interregional synchronization may control the communication between cortical areas (Womelsdorf et al., 2007) . Top-down visual attention is thought to be mediated by large-scale neural interactions between frontoparietal and visual cortex (Corbetta and Shulman, 2002; Kastner and Ungerleider, 2000; Serences and Yantis, 2006) . It has been proposed that attention routes selected sensory information through the cortical hierarchy by dynamically altering the coherence between neuronal groups across distant cortical areas (Buzsaki and Draguhn, 2004; Fries, 2005) . Recent monkey (Buschman and Miller, 2007; Saalmann et al., 2007) and human (Doesburg et al., 2008; Gross et al., 2004) MEG/EEG studies support this hypothesis but did not simultaneously investigate spatially selective attentional effects on synchronization between early visual, parietal, and prefrontal areas. The present data show that before and during stimulus presentation, synchronization between these processing stages is modulated by attention in a spatially selective fashion. Furthermore, in contrast to local population activity, the attentional modulation of interregional coherence showed little stimulus dependence. In particular, attention enhanced the coherence between MT+ and LIP in the gamma band and suppressed it in the alpha band both before and during visual stimulation. Comparison of the power and coherence effects observed here clearly suggests that the attentional effects on coherence do not simply reflect modulations of local oscillatory activity but rather reflect genuine changes of interregional synchronization. For instance, during the delay interval, gamma band coherence between MT+ and LIP shows an attention enhancement, while local gamma band activity in these regions shows no modulation or even an attentional reduction. This also indicates that distinct mechanisms might underlie local, as compared to interregional, neuronal communication. In summary, the present data suggest that frequency-specific synchronization of extrastriate, parietal, and frontal regions subserves the selective routing of attended visual information in the human brain.
Control and Effects of Attention
Invasive and noninvasive studies suggest dissociated substrates for the control and effect of attentional signals in frontoparietal and visual cortex, respectively. Human imaging studies have identified a frontoparietal network of regions along the IPS and the FEF as a potential attentional control network (Corbetta et al., 1993; Corbetta and Shulman, 2002; Kastner and Ungerleider, 2000; Serences and Yantis, 2006) . More recently, this hypothesis has received further support from invasive studies in monkeys (Buschman and Miller, 2007; Moore et al., 2003) . However, direct physiological evidence for a strict dissociation of attentional control and effects remained sparse. Prestimulus enhancements of the BOLD signal were observed not only in frontoparietal regions (Corbetta et al., 2000; Hopfinger et al., 2000; Kastner et al., 1999; Sapir et al., 2005) but also, albeit more weakly, in early visual areas (Hopfinger et al., 2000; Kastner et al., 1999; Ress et al., 2000; Sapir et al., 2005) . Furthermore, attention effects in the firing rates of frontoparietal regions are not stimulus independent but are modulated by visual input (Colby and Goldberg, 1999; Schall and Thompson, 1999) .
The present data provide two new lines of evidence in support of a functional dissociation. First, we demonstrate that the spectral signature of attentional effects differs widely between frontal, parietal, and early visual areas. This dissociation may reflect distinct neuronal mechanisms underlying the control and effect of attention within these regions. Second, we show differences in the stimulus dependence of attentional effects between areas. While many attentional modulations even reversed between the delay and stimulus intervals in V1/V2, MT+, and the IPS, this stimulus dependence was absent in FEF. In other words, the stimulus independence in FEF matches precisely the type of effect predicted for an attentional control region. By contrast, the stimulus dependence of effects in posterior cortex suggests that it expresses the effects of attentional top-down signals on incoming sensory signals. Moreover, a purely additive model of bottom-up and top-down factors would predict attentional effects to be independent of the sensory input. Thus, rhythmic population activity in early visual and parietal cortex likely reflects a complex nonadditive interaction between bottom-up and top-down signals. These effects on rhythmic population activity accord well with fMRI evidence demonstrating stimulus dependence and independence of attentional BOLD modulations in IPS and FEF, respectively (Shulman et al., 2003) .
Together, these data indicate that attentional effects along the IPS are incompatible with pure attentional control but suggest that rather than being strictly segregated, control and effects of attention are implemented in a functional continuum along the fronto-occipital axis (Serences and Yantis, 2006; Silver et al., 2005) . However, it should be noted that MEG, like fMRI, cannot separate different neuronal populations or layer-specific effects within the same region. Thus, invasive studies are required to investigate the microstructure of attentional effects and test the possibility that in regions like the IPS, stimulusdriven signals are locally segregated from endogenous attentional signals.
In contrast to locally synchronized oscillatory activity, visuospatial attention established a selective pattern of interregional coherence in the dorsal visual pathway that was only weakly influenced by the visual input. Thus, interregional synchronization across multiple stages of the cortical hierarchy might specifically reflect the top-down control of attention.
Conclusions
We have demonstrated in humans that, in the presence and absence of visual stimuli, visuospatial attention profoundly modulates locally synchronized oscillatory activity as well as interregional synchronization along the entire dorsal visual pathway from early visual up to prefrontal regions. Importantly, we found an unanticipated dissociation of the spectral signatures and stimulus dependencies of attentional effects between different processing stages. Our data indicate that regionally and spectrally specific synchronization within most stages of the human dorsal visual pathway may underlie the enhanced processing of attended visual stimuli. Furthermore, our results provide strong evidence for the hypothesis that attentional selection is mediated by frequency-specific synchronization between prefrontal, parietal, and early visual cortex.
EXPERIMENTAL PROCEDURES Subjects and Experimental Design
Eight subjects (7 male, 1 female; age range 23-32 years; 2 authors, 6 naive) participated in the study, which was conducted in accordance with the Declaration of Helsinki and approved by the local ethics committee (CMO Regio Arnhem-Nijmegen). Informed consent was obtained from all subjects prior to the measurements. All subjects were in good health, had no past history of psychiatric or neurological illness, and had normal or corrected-tonormal vision.
We used a spatially cued two-alternative forced-choice motion discrimination paradigm. Each trial was started by the onset of a red fixation cross on a uniform black background. After a random baseline (1000-1500 ms), a visual cue instructed subjects to covertly shift their visual attention to either the left or right visual hemifield. A small green dot of 0.1 deg diameter presented randomly for 100 ms at 0.4 deg eccentricity to the left or right of the fixation cross served as the cue. Cue presentation was followed by a variable (1000-1500 ms) delay interval during which only the fixation cross was presented. Then, two dynamic random dot patterns were simultaneously displayed in circular apertures in the left and right visual hemifield (22.4 deg diameter; 14.4 deg eccentricity). In each trial, the coherent fraction of dots in each aperture independently moved either upward or downward with equal probability. For each frame, the level of motion coherence determined the fraction of dots that was displaced according to a common motion vector, while all other dots were displaced randomly (dot diameter $0.2 deg; dot density 1.7 deg
À2
; motion speed 11.5 deg/s; local dot contrast 100%). The coherently moving dots were randomly selected anew on each frame. Subjects were instructed to covertly shift their attention to the cued visual hemifield directly following cue presentation and to report the perceived direction of motion in the cued aperture by button press with either the left or right index finger. Stimulus response mapping was counterbalanced across subjects. Stimuli were turned off immediately after the subject's response, or 3 s after onset if no response had been delivered by then. Auditory feedback (a beep) was provided after each incorrect response via plastic tubes and earpieces. Following the response, subjects were allowed to make eye movements or blinks during an intertrial interval of 1500 ms duration. Each of the eight subjects participated in six recording sessions with 480 trials, resulting in a total number of 23,040 recorded trials.
The level of motion coherence was adjusted to each subject's individual motion discrimination threshold based on a psychophysical recording session prior to the MEG recording: subjects performed the task in the MEG setup at six constant levels of motion coherence, and thresholds were determined by fitting a Weibull function to the psychophysical data.
All stimuli were constructed offline using MATLAB (The MathWorks, Inc.), and stimulus presentation was controlled using Presentation software (NeuroBehavioral Systems). All stimuli were presented via a mirror system on a back-projection screen using a calibrated LCD projector (60 Hz refresh rate).
Data Acquisition and Preprocessing
MEG was recorded using a 151-channel whole-head system (Omega 2000, CTF Systems Inc.) in a magnetically shielded room. The electrooculogram (EOG) was recorded simultaneously for offline artifact rejection. Head position relative to the MEG sensors was measured before and after each recording session. For all analyzed data sets, head displacements were below 5 mm. MEG signals were low-pass filtered online (cutoff 300 Hz) and sampled at 1200 Hz.
Trials containing eye blinks, eye movements, muscle artifacts, or signal jumps were rejected offline from further analysis using semiautomatic procedures. Line noise removal was performed by selecting data segments of 10 s length with the epochs of interest in the center. These segments were Fourier transformed; the 50, 100, 150, and 200 Hz components of the spectra were zeroed; the time courses were reconstructed by inverse Fourier transformation; and epochs of interest were cut out of these denoised 10 s data segments.
T1-weighted structural MRIs were recorded for all subjects. For source reconstruction, individual single-shell models (Nolte, 2003) were derived from the segmentation of these structural MRIs.
Data Analyses
All analyses were performed in MATLAB using the ''FieldTrip'' open-source toolbox (http://www.ru.nl/fcdonders/fieldtrip) and custom software. Cortical segmentation and surface reconstruction were performed using BrainVoyager QX (Brain Innovation B.V.) and SPM2 (http://www.fil.ion.ucl.ac.uk/spm). Spatial alignment of structural MRIs and functional maps was performed using SPM2.
Spectral Analyses and Response Quantification
Spectral analyses of the MEG data were performed using ''multitaper'' spectral estimates based on discrete prolate spheroidal sequences. Transformations to the frequency domain were performed on the single-trial level before averaging across trials. We characterized oscillatory responses as the percentage change R in signal amplitude (square root of power) relative to the blank prestimulus baseline.
Time-frequency transformation was performed by a sliding-window multitaper analysis (250 ms length; 25 ms step size; ±12 Hz spectral smoothing; 5 Slepian tapers) after realigning all data to cue onset, stimulus onset, and the behavioral response. Source Reconstruction To estimate the spectral amplitude of responses at the cortical source level, we used the ''beamforming'' adaptive linear spatial filtering technique (Gross et al., 2001; Van Veen et al., 1997) as described previously Siegel et al., 2007) . In short, for each frequency and source location, a linear filter was computed that passes activity from that location with unit gain while maximally suppressing activity from other sources. All source-level analyses were independently performed for four frequency bands: 5-15 Hz, 15-25 Hz, 35-60 Hz, and 60-100 Hz. For each recording session, forward models were computed using individual single-shell volume conductor models and the measured head positions. Whole-brain source reconstructions were performed on a regular 3D grid of 6 mm resolution and linearly interpolated to 1 mm resolution.
For each subject and session, differences of source-level activity across conditions were quantified as z scores in the individual head space. These z score maps were nonlinearly aligned to a template brain (Montreal Neurological Institute) based on the individual structural MRIs and pooled across subjects by taking their sum normalized by the square root of the number of subjects. To test the resulting statistical map for a significant deviation from zero across subjects (random effects), we applied a nonparametric permutation test based on spatial clustering: The sign of each subject's statistical maps was randomly flipped, resulting in a set of 256 permuted statistical maps that approximated the distribution of measured z score maps under the null hypothesis. For each of these permuted maps as well as the measured map, spatial clusters were defined as continuous volumes of absolute pooled z scores > 1.96. z scores were summed within each cluster, and the p value of each cluster of the measured map was computed as the probability of obtaining a cluster with a larger summed z score in the distribution of the maximum summed z scores across the permuted maps. This procedure conservatively accounts for multiple comparisons across space. All statistical maps were thresholded at p < 0.05 (corrected) and displayed on the reconstructed and inflated cortical surface of the template brain.
Region of Interest Analyses
We defined the following ROIs based on anatomical criteria on the template brain and nonlinearly aligned their position to the individual subjects' anatomical MRIs. The V1/V2 position was defined at the calcarine representation of the stimulated peripheral visual field halfway between the occipital pole and the parieto-occipital sulcus (Wandell et al., 2007) . The MT+ position was defined at the junction of the inferior temporal sulcus and the lateral occipital sulcus (Dumoulin et al., 2000) . Functional definitions of MT+ obtained from standard fMRI localizers were available for four subjects and were in close correspondence with the anatomical criteria. The vIPS position was defined at the junction of the intraparietal sulcus with the transverse occipital sulcus. When tracing the horizontal ramus of the IPS in the posterior-anterior direction, one typically encounters a sharp transition from a deep and poorly truncated segment to a shallower and more extensively truncated segment. The pIPS position was defined halfway between this transition and the vIPS location. The FEF position was defined at the junction of the precentral sulcus and the superior frontal sulcus.
We used beamforming to reconstruct single-trial responses for each ROI and computed a lateralization index L by subtracting the response in the right hemisphere from the response in the left hemisphere. We then used receiver operating characteristic (ROC) analysis to compute a ''predictive index'' I that approximates the probability with which an ideal observer can predict the direction of attention from the hemispheric lateralization of the neural response on a single trial (Green and Swets, 1966) . I was estimated as the area under the ROC curve for the distributions of L for ''attend right'' and ''attend left'' trials. For data pooled across subjects, L was independently z-transformed for each subject and session. We tested for a significant deviation of I from chance level (0.5) using a nonparametric permutation test (Efron and Tibshirani, 1998) with 10 6 permutations randomly shuffling trials between attentional conditions. p values were false discovery rate (FDR) corrected for multiple comparisons across regions, bands, and intervals. To compare attentional modulations between intervals and regions, we computed an attentional index M for each trial as the average difference in response R between the hemispheres contralateral and ipsilateral to the focus of attention. In analogy to the above analysis, we used ROC analysis to test for a difference in M between regions and temporal intervals. p values for these comparisons were FDR corrected. To compare the stimulus dependence of attentional modulations between regions, we computed, for each trial, band, and region, the difference of M between the stimulus and delay intervals. We then computed, for each region, the normalized stimulus dependence by averaging the absolute values of the z-transformed differences of M across bands. To test for differences in normalized stimulus dependence between regions, we performed a permutation test (10 6 permutations) randomly
shuffling M between regions. The resulting p values were FDR corrected. Time Course of Band-Limited Source-Level Activity For each frequency band, the sensor-level data were band-pass filtered using a 4th-order zero-phase forward-reverse digital Butterworth filter, and sourcelevel time courses of these band-limited signals were reconstructed using the time-domain implementation of the beamforming technique (Van Veen et al., 1997) . Time courses were derived along the dominant dipole direction, and the band-limited activity was computed as the absolute of the Hilbert transform, smoothed with a Hanning window of 150 ms full width at half maximum. The difference between time courses contralateral and ipsilateral to attention was tested across subjects (random effects) in analogy to the analysis in the spatial domain based on a temporally clustered permutation test. Temporal clusters of significant differences were thresholded at p < 0.05 (corrected).
Source-Level Coherence
For the standard beamforming technique, highly coherent sources that are relatively distant or closely separated can cancel out or merge, respectively (Van Veen et al., 1997) . We thus estimated source-level coherence with a two-dipole beamformer that explicitly models the leadfields of two sources. This technique allows the reliably estimation of source-level coherence even under conditions of very high source correlation (Schoffelen et al., 2008) . For the two-dipole beamformer, the spatial filter was computed using a combined leadfield L c = [L(r 1 );L(r 2 )], with r 1 and r 2 as the locations between which coherence was estimated. We used singular-value decomposition to project estimated dipole moments for both locations in their dominant spatial direction. From the resulting two-by-two source-level cross-spectral density matrix S 0 , we derived the source-level coherence for each condition (attend left or right) according to the equation Coherence is biased by degrees of freedom. We thus stratified the data to the same number of tapers for both conditions. We then tested across all recording sessions (n = 48) for a significant difference between coherence in the hemispheres contralateral and ipsilateral to the focus of attention using paired t statistics. To rule out a simple distance confound, for each of the three pairs of ROIs, we placed a control ROI with the same distance to both ROIs as between the original two ROIs ventrally within the gray matter at the same cortical depth as the original pair of ROIs. The control ROIs were located near the dorsal superior temporal sulcus (control for MT-pIPS interaction), in the ventrolateral prefrontal cortex (control for MT-FEF interaction), and in the lateral temporal cortex (control for pIPS-FEF interaction).
SUPPLEMENTAL DATA
Supplemental Data include one figure and can be found online at http://www. neuron.org/supplemental/S0896-6273(08)00757-5.
