We consider a second order, two-point, singularly perturbed boundary value problem, of reaction-convection-diffusion type with two small parameters, and we obtain regularity results for its solution. First we establish classical differentiability bounds that are explicit in the order of differentiation and the singular perturbation parameters. Next, for small values of these parameters we show that the solution can be decomposed into a smooth part, boundary layers at the two endpoints and a negligible remainder. Derivative estimates are obtained for each component of the solution, which again are explicit in the differentiation order and the singular perturbation parameters. and the references therein). As is well known, a main difficulty in these problems is the presence of boundary layers in the solution, which appear due to fact that the limiting problem (i.e. when the singular perturbation parameter(s) tend to 0), is of different order than the original one, and the ('extra') boundary conditions can only be satisfied if the solution varies rapidly in the vicinity of the boundary -hence the name boundary layers.
Introduction
Singularly perturbed problems, and the numerical approximation of their solution, have been studied extensively over the last few decades (see, e.g., the books [9] , [10] , [12] Finally, the notation "a b" means "a ≤ Cb" with C being a generic positive constant, independent of any discretization or singular perturbation parameters.
The model problem and its regularity
We consider the following model problem (cf. [8] ): Find u such that
where 0 < ε 1 , ε 2 ≤ 1 are given parameters that can approach zero and the functions b, c, f are given and sufficiently smooth. In particular, we assume that they are analytic functions satisfying, for some positive constants γ f , γ c , γ b , independent of ε 1 , ε 2 ,
∞,I n!γ n b ∀ n = 0, 1, 2, ... .
In addition, we assume that there exist constants β, γ, ρ, independent of ε 1 , ε 2 , such that ∀ x ∈ I there holds
The solution to (1) , (2) satisfies (see, e.g. [3] ) u ∞,I 1.
We would like to obtain a similar estimate for u ′ . This is achieved in the following.
Lemma 1. Let u be the solution of (1), (2) and assume (3), (4) hold. Then
Proof. The proof follows [7] . Let
and note that A(1) = 0 and A ′ (x) = − ε 2 ε 1 b(x). Then, multiplying (1) by e A(x) and integrating from x to 1, gives
Multiplying by e −A(x) yields
Integrating from 0 to 1, we further get
Since we wish to first estimate u ′ (1), we need upper and lower bounds for
Similarly,
Also, to estimate the remaining terms in (7), we consider
for some ζ between t and x. Hence,
. Using (7)-(9), we get
Inserting this bound in (6) gives
as desired.
Using an inductive argument we are able to prove the following.
Theorem 2. Let u be the solution of (1), (2) . Then, there exists a positive constant K, independent of ε 1 , ε 2 and u, such that for n = 0, 1, 2, ...
Proof. The proof is by induction on n and follows [5] . Equation (5) and Lemma 1 give the result for n = 0, 1, so we assume it holds for 0 ≤ ν ≤ n + 1 and show that it holds for n + 2. Differentiating (1) n times gives
By the induction hypothesis we have
Using the estimates below (which follow by standard considerations)
Choose the constant K > max{1, γ f , γ b , γ c } such that the expression in brackets above is bounded by 1, and we have
Dividing by ε 1 , gives the desired result.
More details arise if one studies the structure of the solution to (1) , which depends on the roots of the characteristic equation associated with the differential operator. For this reason, we let λ 0 (x), λ 1 (x) be the solutions of the characteristic equation and set
or equivalently,
The following hold true [13, 15] :
The values of µ 0 , µ 1 determine the strength of the boundary layers and since |λ 0 (x)| < |λ 1 (x)| the layer at x = 1 is stronger than the layer at x = 0. Essentially, there are three regimes [3] : It was shown in [3] (see also [13] ) that under the assumptions b, c, f ∈ C q (I) for some q ≥ 1 and q b ′ ∞,I (1 − ℓ) for some ℓ ∈ (0, 1), the solution u to (1), (2) can be decomposed into a smooth part S, a boundary layer part at the left endpoint E 0 and a boundary layer part at the right endpoint E 1 , viz.
for all x ∈ I and for n = 0, 1, 2, ..., q. This regularity result is sufficient for proving convergence of a fixed order h FEM, but not for an hp FEM -a more refined regularity result is needed for the smooth part. The above considerations suggest the following two cases:
1. ε 1 is large compared to ε 2 : this is similar to a 'regular perturbation' of reactiondiffusion type. If one considers the limiting case ε 2 = 0, then one sees that there are two boundary layers, one at each endpoint, of width O ε . This situation has been studied in the literature (see, e.g., [5] ) and will not be considered further in this article.
2. ε 1 is small compared to ε 2 : before discussing the different regimes, it is instructive to consider the limiting case ε 1 = 0. Then there is an exponential layer (of length scale O(ε 2 )) at the left endpoint. The homogeneous equation (with constant coefficients) suggests that the different regimes are ε 1 << ε 2 2 , ε 1 ≈ ε 2 2 , ε 1 >> ε 2 2 .
(a) In the regime ε 1 << ε 2 2 we have µ 0 = O(ε −1 2 ) and µ 1 = O(ε 2 ε −1 1 ). Hence µ 1 is much larger than µ 0 and the boundary layer in the vicinity of x = 1 is stronger. Consequently, there is a layer of width O(ε 2 ) at the left endpoint (the one that arose from the analysis of the case ε 1 = 0) and additionally, there is another layer at the right endpoint, of width O(ε 1 /ε 2 ). The above information will be utilized in obtaining regularity estimates for the solution in all regimes.
The asymptotic expansion
We focus on Case 2 (a)-(c) above, i.e. ε 1 < ε 2 , and choose an appropriate asymptotic expansion for u, in what follows. For simplicity, for the rest of the paper we assume that the coefficients are constant, i.e. b(x) = b ∈ R + , c(x) = c ∈ R + . The proofs of each result in the subsections that follow are very similar, hence we will provide the details for Section 3.1 and ommit certain proofs in Sections 3.2 and 3.3.
3.1
The regime ε 1 << ε 2 2 << 1
In this case we anticipate a layer of width O(ε 2 ) at the left endpoint and a layer of width O (ε 1 /ε 2 ) at the right endpoint. To deal with this we define the stretched variables x = x/ε 2 andx = (1 − x)ε 2 /ε 1 and make the formal ansatz
with u i,j ,ũ BL i,j ,û BL i,j to be determined. Substituting (14) into (1), separating the slow (i.e. x) and fast (i.e.x,x) variables, and equating like powers of ε 1 and ε 2 , we get (the details appear in [14] )
The last two equations are supplemented with the following boundary conditions (in order for (2) to be satisfied) for all i, j ≥ 0:
Note that by (16) , and the fact that b, c > 0, we automatically have lim x→∞ũ BL i,j (x) = 0.
Next, we would like to describe the regularity of the functions u i,j ,ũ BL i,j ,û BL i,j , defined by (15)-(18) above. We begin with u i,j , and we have the following. Lemma 3. Let u i,j be defined by (15) and assume (3) holds. Then there exists a positive constant K and a complex neighborhood G of I such that the complex extension of u (denoted again by u) satisfies
Proof. The proof is by induction on i. The case i = 0 holds trivially, so assume the result holds for i and establish it for i + 1. Let κ ∈ (0, 1) and let K > 0 be a constant so that 2 K 2 + 1 K 1. We have by (15) , the induction hypothesis with G (1−κ)δ ⊃ G δ , and Cauchy's Integral Theorem,
Choose κ = 1/(i + 1). Then we get
so by the choice of K the expression in brackets is bounded and this completes the proof.
Lemma 4. Let u i,j be defined by (15) and assume (3) holds. Then there exist positve constants K 1 , K 2 such that
Proof. This follows immediately from Lemma 3 and Cauchy's Integral Theorem for derivatives: u (n) i,j ∞,I n! (n + 1) n δ −i K i i i e n n!K n 1 i!K i 2 , with K 1 = e, K 2 = K/δ.
The following auxiliary lemma, which is an analog of Lemma 7.3.6 in [5] , will be used in the proof of Lemma 6.
Lemma 5. Let λ, γ ∈ C with Re λ > 0, Re γ > 0. Let F be an entire function satisfying, for some i, j ∈ N 0 ,
Let α ∈ C and let v : (0, ∞) → C, be the solution of the problem
Then v can be extended to an entire function (denoted again by v), which satisfies
Proof. Using an integrating factor we find v(z) = e −Re(λz) α + 
where we used the assumption on F . The result follows. Lemma 6. The functionsũ BL i,j , which satisfy (16) , are entire and there exist positive constantsK,γ, depending only on the data, such that ∀ n ∈ N,
Proof. We claim the following:
To establish the claim, we first note that from (16) we may calculatẽ
Thus, using Lemma 4 to bound the term |u i,0 (0)| , we get
whereγ = K 2 , β = c/b, hence the claim holds for j = 0 and for all i ≥ 0. We then proceed by induction on j. We assume (20) holds for j ≥ 1 (and for all i ≥ 0) and show it for j + 1. We note that by (16) ,
By the induction hypothesis and Cauchy's Integral Theorem for Derivatives (we take as the contour the unit circle centered at z), we get
Lemma 5 is then applicable (with λ = c b , γ =γ, F = 1 b ũ BL i,j ′′ and α = −u i,j+1 (0)) and
with the aid of Lemma 4 (to bound |α|) we obtain
where we used the fact thatγ = K 2 . The quantity in brackets above can be absorbed in the preceeding parenthesis and the induction is complete. Now, Cauchy's Integral Theorem for Derivatives allows us to infer (19) from (20) as follows:
The proof is completed by observing that
Remark 7. An analogous result may be proven for the functionsû BL i,j which satisfy (17), (18):
Indeed, from (17) we findû 3.3 The regime ε 2 2 << ε 1 << 1
We anticipate layers at both endpoints of width O √ ε 1 . So we define the stretched variablesx = x/ √ ε 1 andx = (1 − x)/ √ ε 1 and make the formal ansatz
with u i,j ,ǔ BL i,j ,ȗ BL i,j to be determined. Substituting (38) into (1), separating the slow (i.e. x) and fast (i.e.x,x) variables, and equating like powers of ε 1 and ε 2 we get (see [14] for details) u 0,0 = f c , u 1,0 = u 0,j = 0, j ≥ 1, u i,0 = 1 c u ′′ i−2,0 , i ≥ 2, u 2i+1,0 = 0, i ≥ 1 u 1,1 = − b c u ′ 0,0 , u 1,j = 0, j ≥ 2 u i,j = 1 c u ′′ i−2,j − bu ′ i−1,j−1 , i ≥ 2, j ≥ 1,
The above equations are supplemented with the following boundary conditions (in order to satisfy (2)):ǔ
