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Abstract
We consider a shear flow of a scale invariant Gaussian random velocity
field which does not depend on the coordinates in the direction of the flow.
We investigate a heat advection coming from a Gaussian random homo-
geneous source. We discuss a relaxation at large time of a temperature
distribution determined by the forced advection-diffusion equation. We
represent the temperature correlation functions by means of the Feynman-
Kac formula. Jensen inequalities are applied for lower and upper bounds
on the correlation functions. We show that at finite time there is no ve-
locity dependence of long range temperature correlations (low momentum
asymptotics) in the direction of the flow but the equilibrium heat distri-
bution has large distance correlations (low momentum behavior) with an
index depending on the scaling index of the random flow and of the index
of the random forcing. If the velocity has correlations growing with the
distance ( a turbulent flow) then the large distance correlations depend
in a crucial way on the scaling index of the turbulent flow. In such a
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case the correlations increase in the direction of the flow and decrease in
the direction perpendicular to the flow making the stream of heat more
coherent.
1 Introduction
We investigate a heat advection in a random flow which is supposed to be ”tur-
bulent”. The turbulence is a complex phenomenon difficult to define and avoid-
ing a description in precise mathematical terms. The complexity of turbulence
can be related to its dependence on the length scale relevant for undergoing
experiments. In this paper we apply only some aspects of the turbulent flow:
randomness of the velocity field, its self-similarity and long range correlations .
The appearance of the turbulence should have an impact on transport phenom-
ena described by an advection-diffusion equation of a passive scalar [1]. Such an
equation can describe a transport of heat, a mass or some impurities. We are
interested in the equilibrium distribution of solutions of the random advection-
diffusion equation . The equilibrium is possible only under an external forcing
(a heat source). We are interested in the equilibrium distribution at all scales.
Such an equilibrium will depend on the forcing. The universality is possible
only in the inertial range [2][3] [4] where the external forcing should not be rel-
evant(see ref.[5] for some recent shear flow experiments) . Although the precise
equilibrium distribution depends on the form of the forcing the asymptotic be-
havior of correlation functions depends solely on the asymptotic behavior of the
random forcing. We investigate the way the long range correlations of the fluid
velocity influence the long range correlations of the temperature.
We assume that there is a distinguished direction of the fluid velocity V.
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We make a decomposition X = (x, z) ∈ RD with x ∈ Rd and z ∈ RD−d ;
V(τ,x) depends only on x ∈ Rd and has the non-vanishing components only in
RD−d (in such a case it satisfies automatically ∇V = 0;for physical applications
D = 3 and d = 2 or d = 1). As a typical example we could consider a fluid
flow Vz(x, y) in the direction of the z-axis which does not depend on z. We can
impose such an anisotropy of the flow by an external force R which depends
only on x and has non-zero components solely in the z direction. So, we consider
the Navier-Stokes equation with such a random force R
∂tV +V∇V − ν△V = R
The (0,V(x)) solution of the Navier-Stokes equation is the solution of the linear
equation ( for the z-component)
∂tV − ν△xV = R
( together with a zero solution for the x-component). By a proper choice of the
external force R we can simulate a large class of x-dependent flows.
In secs.2-3 we discuss the advection-diffusion equation, the random veloc-
ity and a random forcing. The advection-diffusion equation can be solved by
means of the Feynman-Kac formula. The Feynman-Kac solution has already
been discussed by other authors [6]-[7]. These authors have been interested
in the asymptotic behavior of the advection-diffusion equation without forcing.
Our main interest (secs.4-5) is in the asymptotic behavior for large time and
distances of correlation functions of the temperature field resulting from the
advection-diffusion equation with forcing describing the heat injection. First, in
sec.3 we simulate forcing by a constant gradient term in the temperature. We
obtain a simple soluble model of advection illustrating some general features.
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In general, we can obtain some lower and upper bounds on the correlation func-
tions by means of the Jensen inequalities (sec.5). For the sake of simplicity we
concentrate on the two-point correlations. In sec.6 we show how our methods
can be extended to multi-point correlations. We obtain asymptotic behavior of
the Fourier transform of the correlation functions for small and large momenta.
We compare our methods and results (in secs.4-6 and in the Appendix B) with
an exactly soluble model of Kraichnan [8][4][9] (defined by a velocity field which
is a white noise in time). The random advection is closely connected with a
diffusion. In fact, under some natural assumptions random advection enforces
diffusion [10][11][12] and vice versa the diffusion can be expressed as a white
noise advection [13]. However, when we choose no diffusion (zero molecular
diffusivity) in the initial equation of advection describing the temperature evo-
lution then we obtain a model of advection (discussed in Appendix A) as a limit
of the solution of the random advection-diffusion equation. The limit of zero
molecular diffusivity has been discussed earlier in refs.[14][15].
In the text some positive constants arise (denoted usually as K,c1, etc.)
which are not described at each case and are not related one to another.
2 The advection-diffusion equation
We consider the advection in a random velocity field V ( described in the In-
troduction) forced by a random source f
∂τθτ +V∇θτ − µ
2
2
△θτ = f (1)
where µ2 is the molecular diffusivity. If the random velocity V has correlation
functions singular at small time then eq.(1) needs a careful interpretation. If
the singularity of the velocity’s covariance is of the form δ(t− t′)D(x−x′) then
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there are two standard interpretations either Ito or Stratonovitch [16] [17]. The
difference between them in eq.(1)is 12D(0)∇2zθ. Hence, choosing one of them will
change only the diffusion constant. We choose the Stratonovitch interpretation
throughout the paper and also in the Appendix B.
First, let us consider V = 0 and f = 0. Let N be a (deterministic) solution
of the heat equation
∂τNτ − µ
2
2
△Nτ = 0 (2)
We expand θ around the solution N of the diffusion equation
θ = T +N
(if the mean value ofV is zero then T describes fluctuations of the temperature).
From eq.(1)
∂τTτ +V∇Tτ − µ
2
2
△Tτ = F (3)
where
F = f −V∇Nτ
As the simplest example of a physical relevance we consider the mean gra-
dient [18][19]
N = −gX (4)
where g is a constant vector. The mean gradient is a stationary solution of the
heat equation between two planes kept at fixed temperatures. For such a static
solution
F = f +Vg (5)
We can see that even if f = 0 then F is non-trivial. This is a frequent realization
of an advection in experiments [20][21]. In such a case the source F has the
same distribution as the velocity. A constant mean gradient is distinguishing
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a direction in space. It breaks the rotational symmetry. As a model we could
consider g = (0, 0, gz) and V = (0, 0, Vz).
We define the spectral measure ρ of the temperature T which is directly
measurable in experiments [22]
〈Tτ (x, z)Tτ (x′, z′)〉 − 〈Tτ (x, z)〉〈Tτ (x′, z′)〉
=
∫
dkdp exp(ik(x− x′) + ip(z− z′))ρτ (k,p)
(6)
We have
∫
dx(〈T˜τ (x,p)T˜τ (x′,p′)〉 − 〈T˜τ (x,p)〉〈T˜τ (x′,p′)〉)
= δ(p+ p′)ρτ (0,p)
(7)
and
〈T˜τ (x,p)T˜τ (x,p′)〉 − 〈T˜τ (x,p)〉〈T˜τ (x,p)〉 = δ(p+ p′)
∫
dkρτ (k,p)
〈Tτ (x, z)Tτ (x, z)〉 − 〈Tτ (x, z)〉〈Tτ (x, z)〉 =
∫
dp
∫
dkρτ (k,p)
When the spectral function has singularities at low momenta then the Fourier
transform in eq.(6) may need a careful definition in the sense of generalized
functions. Instead of the correlation functions of Tτ (x,y) we could consider the
structure functions
G(2n)τ (x, z) = 〈(Tτ (0,0)− 〈Tτ (0,0)〉 − Tτ (x, z) + 〈Tτ (x, z)〉)2n〉
For n = 1 we have
G(2)τ (x, z) = 2
∫
dkdpρτ (k,p)(1 − exp(ikx + ipz))
G(2)τ scales in the same way as 〈TT 〉 but has better infrared behaviour.The struc-
ture functions G(2n) are expressed by the correlation functions of the Fourier
transforms of Tτ .
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It can be seen that the spectral measure ρ of the temperature T depends on
the spectral measure of the source f and the scaling properties of the random
velocity field.
3 Gaussian model of the shear flow
We decompose the fluid velocity
V = U+ v
into the mean value U and random fluctuations v. We assume that the velocity
v is a Gaussian Euclidean Rd invariant random field with the mean zero and
the covariance
〈vj(s,x)vk(s′,x′)〉 = Gjk(s− s′,x,x′) (8)
where j, k = d + 1, ..., D. For the sake of simplicity of the arguments we shall
sometimes separate the time-dependence choosing G of the product form ΓD.
If G is a decaying function of the distance |x − x′| then a model of the vector
field v can be determined by a translation invariant G, e.g.,
Gjk(s−s′,x,x′) ≡ δjkΓ(s−s′)D(x−x′) = δjkΓ(s−s′)
∫
dp exp(ip(x−x′))D˜(p)
(9)
where D˜ is a locally integrable function.
In a description of the turbulence we consider growing long range correla-
tions. In such a case G cannot be translation invariant . We consider a model
with Euclidean Rd invariant correlation functions of v(x) − v(x′). Then
Gjk(s− s′,x,x′) = δjkΓ(s− s′)(|x|2β + |x′|2β − |x− x′|2β) (10)
This G is positive definite if Γ is positive definite and 0 < β < 1 (the co-
variance (10) determines Levy’s model [23] of the Brownian motion depending
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on d-parameters ). When 2β < 2 then the vector field v(x) does not satisfy
the Lipschitz condition. In such a case we could expect difficulties with the
uniqueness of the flow and the uniqueness of the solution of eq.(1) at µ = 0.
Fortunately, a definition of the unique solution of eq.(1) in a weak probabilistic
sense is possible [24][25]even without the Lipschitz condition.
The source f is an independent Gaussian field with the covariance
〈f(s,x, z)f(s′,x′, z′)〉 =M(s− s′,x− x′, z− z′) (11)
We take the Fourier transform of eq.(3) in the z variable. Then, this equation
reads
∂τ T˜τ (x,p) + (ipV(τ,x) +
µ2p2
2
− µ
2
2
△x)T˜τ (x,p) = F˜ (τ,x,p) (12)
We apply the Feynman-Kac formula [17] in order to express the solution of
eq.(12) with the initial condition T0 ∈ L2(dX) in the form (the uniqueness of
the solution is discussed in [24][25])
T˜τ (x,p) = exp(−µ
2
p
2τ
2 )E[exp(−ip
∫ τ
0
V(τ − s,x+ µb(s))ds)T˜0(x+ µb(τ),p)]+∫ τ
0 dt exp(−µ
2
p
2(τ−t)
2 )E[exp(−ip
∫ τ−t
0 V(τ − s,x+ µb(s))ds)F˜ (t,x+ µb(τ − t),p)]
(13)
In eq.(13) bj (j = 1, 2, ..., d) is the Brownian motion defined as the Gaussian
process with the covariance [17]
E[bj(s)bk(t)] = δjkmin(s, t)
We are interested in the equilibrium distribution of Tτ , i.e.,in the limit τ →∞.
When τ →∞ and T0 ∈ L2(dX) then the first term in eq.(13) is vanishing . For
this reason we may set T0 = 0 from the beginning. The stationary solutions
N being harmonic functions are not square integrable in RD. Admitting such
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functions as initial conditions we could regain the solution N from eq.(13) (with
F = 0 ). In particular, the mean gradient (4) comes from a generalized function
T˜0 with its support concentrated at p = 0.
Before discussing more general correlations let us consider the constant mean
gradient (eqs.(4)-(5)) with f = 0 and F = gV. Then, from eq.(13) (with T0 = 0)
T˜τ (x,p) = δ(p)E[
∫ τ
0 dtgV(t,x+ µb(τ − t))] (14)
We shall see that some properties of the general advection (3) appear already
at the level of the simple model (14). It follows from eq.(14) that
〈Tτ (X)〉 = δ(p)E[
∫ τ
0
dtgU(t,x+ µb(τ − t))]
and
〈T˜τ (x,p)T˜τ (x′,p′)〉 − 〈T˜τ (x,p)〉〈T˜τ (x′,p′)〉 = δ(p)δ(p′)∫ τ
0
dt
∫ τ
0
dt′E[gG(t − t′,x− x′ + µb(τ − t)− µb′(τ − t′))g]
We calculate the integral over time. First, if the covarianceG is time-independent
(a steady flow) then
〈Tτ (x, z)Tτ (x′, z′)〉 − 〈Tτ (X)〉〈Tτ (X′)〉
= 4µ−4
∫
dk exp(ik(x− x′))gG˜(k)g|k|−4(1− exp(−µ22 k2τ))2
(15)
Next, let us consider
G(t− t′,x− x′) = δ(t− t′)D(x− x′) (16)
The covariance (16) does not have any physical foundations but the virtue of
the assumption (16) is the solubility of the model (3) [8](the Kraichnan model)
in the sense that one can obtain a closed set of partial differential equations for
the correlation functions (see the Appendix B). In our simplified version (14)
〈Tτ (x, z)Tτ (x′, z′)〉 − 〈Tτ (X)〉〈Tτ (X′)〉
= µ−2
∫
dk exp(ik(x − x′))gD˜(k)g|k|−2(1− exp(−µ2k2τ))
(17)
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If the v correlations are growing as in eq.(10) then the expression (17) can
be infrared divergent (especially at τ = ∞). In such a case we should rather
consider
〈(Tτ (0,0)− 〈Tτ (0,0)〉 − Tτ (x, z) + 〈Tτ (x, z)〉)2〉
= 8µ−4
∫
dk(1− exp(ikx))G˜(k)|k|−4(1 − exp(−µ22 k2τ))2
(18)
In general, let
G(t− t′,x− x) =
∫
dωdkG˜(ω,k) exp(iω(t− t′) + ik(x− x′)) (19)
then
〈T˜τ (x,p)T˜τ (x′,p′)〉 − 〈T˜τ (x,p)〉〈Tτ (x′,p′)〉 = δ(p)δ(p′)∫ τ
0 dt
∫ τ
0 dt
′
∫
dkgG˜(t− t′,k)g exp(ik(x− x′)− 12µ2k2(2τ − t− t′))
After the time integration
〈Tτ (x, z)Tτ (x′, z′)〉 − 〈Tτ (X)〉〈Tτ (X ′)〉 =
∫
dkdω exp(ik(x− x′))gG˜(ω,k)g
(14µ
4|k|4 + ω2)−1|1− exp(− 12µ2k2τ − iωτ)|2
(20)
We assume that G is scale invariant
G(ct, λx) = c−αλ−2γG(t,x) (21)
(α + γ < 1 if the time integral in eq.(14) is to be finite). This assumption has
simple consequences for the heat transport. It may be not exact in mathematical
models. As an example, for the shear flow solution of the Navier-Stokes equation
discussed in the Introduction if Cjl(ω,k) is the spectral function of the force
distribution R then the spectral function of the stationary velocity distribution
(obtained as a solution of the Navier-Stokes equation with the initial condition
at t0 and then letting t0 → −∞) is
G˜jl(ω,k) = Cjl(ω,k)
(
(
ν
2
k2)2 + ω2
)
−1
(22)
10
We must choose a specific C in order to obtain a scale invariant G˜.
We can see from eqs.(15)-(20) that at finite τ the large distance behavior
of the temperature correlations is the same as that of the velocity correlations
because the behavior of ρτ for small momenta does not change. However,if
〈v(x)v(0)〉 ≃ |x|2β then at τ =∞ for a steady flow we obtain in eq.(18)
〈(T∞(x, z) − 〈T∞(x, z)〉 − T∞(0,0) + 〈T∞(0,0)〉)2〉 ≃ |x|2β+4
and for the Kraichnan model [8]
〈(T∞(x, z) − 〈T∞(x, z)〉 − T∞(0,0) + 〈T∞(0,0)〉)2〉 ≃ |x|2β+2
in eq.(17) . For a general time dependent G(t,x) of the form (19) we shall have
the |x|2β−2α+4 behavior of the structure functions S(2)∞ in eq.(20) if G scales
as in eq.(21) ( γ = −β). We can establish the behavior for large x − x′ by
means of a change of variables in the integrals (15)-(20) k = k˜|x − x′|−1 and
ω = ω˜|x − x′|−2 and an estimate of the remainder. Note that the long range
correlations of the velocity field (γ < 0) lead to an increase of the temperature
correlations.
4 Gaussian white noise source
In this section we consider F = f as a Gaussian random field independent of
v. Estimates on the equilibrium distribution are simplified if the sources at
different times are independent
M(t− t′,x− x′, z− z′) = δ(t− t′)m(x− x′, z− z′) (23)
We assume the form (23) of M as a technical simplification. This is a mathe-
matical idealization still justified by an application of physical sources of heat
(as heat injections independent at each time).
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For a lower bound we need an assumption that the dependence on x − x′
is of the form of the Laplace transform (such an assumption includes the scale
invariant distributions m which do not increase at large distances) either in the
form
m(x− x′, z− z′) ≡ m1(x− x′)m0(z− z′)
=
∫
dkdp exp(ik(x− x′) + ip(z− z′))m˜1(k)m˜0(p)
=
∫
∞
0
daν1(a) exp(−a|x− x′|2)m0(z− z′)
(24)
or in the Euclidean invariant way
m(x− x′, z− z′) = ∫∞0 daν(a) exp(−a(|x− x′|2 + |z− z′|2))
≡ ∫∞
0
da
∫
dp exp(ip(z− z′)) exp(−a|x− x′|2)ν(a,p)
(25)
In eqs.(24)-(25) ν1 and ν are non-negative functions.
v in eq.(13) enters Tτ in the form
exp(iv(J))
where
v(J) =
∫
du
∫ τ
0
dsv(s,u)J(s,u)
with
J(s,u) = −θ(s)pδ(u − x− µb(τ − s))
It follows that the expectation values of n products of Tτ are expressed by
〈exp(iv(Jn))〉 = S(Jn)
where S(J) is the characteristic function of the random field v. For a Gaussian
random field
S(J) = exp(−1
2
JGJ) (26)
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Let us note that because of the translation invariance in the z variable of the
source f we have a conservation of momenta
〈T˜τ (x1,p1).....T˜τ (xn,pn)〉 = δ(p1 + ...+ pn)H (27)
The correlation functions (27) are expressed by the characteristic function (26)
with Jn satisfying the condition (for n > 1)
∫
Jn(s,u)du = 0 (28)
It follows that in the Gaussian case with the covariance (10) the part of G which
is not translation invariant does not contribute to the correlation functions.
We calculate the equal time expectation values of Tτ ( eq.(13)with the zero
initial condition) under the assumption that the random fields f and v are
independent
〈T˜τ (x,p)T˜τ (x′,p′)〉 = δ(p+ p′)
∫ τ
0
dt exp(−µ2p2(τ − t))
E[exp(−ip ∫ τ−t
0
U(τ − s,x+ µb(s))ds)
m˜(x− x′ + µb(τ − t)− µb′(τ − t),p)S(J2)]
(29)
where
J2(u) = pθ(s)δ(u − x− b(τ − s))− pθ(s)δ(u − x′ − b′(τ − s))
For the Gaussian field (26)
S(J2) = exp
(
− 12
∫ τ−t
0
∫ τ−t
0 dsds
′pG0(s− s′, µb(s)− µb(s′))p
− 12
∫ τ−t
0
∫ τ−t
0
dsds′pG0(s− s′, µb′(s)− µb′(s′))p
+
∫ τ−t
0
∫ τ−t
0 dsds
′pG0(s− s′,x− x′ + µb(s)− µb′(s′))p
) (30)
where G0 is the translation invariant part of G.
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If
|m˜(x,p)| ≤ K|m˜0|(p) (31)
then from |S(J)| ≤ 1 there follows the bound
|〈T˜τ (x,p)T˜τ (x′,p′)〉| ≤ Kδ(p+ p′)|m˜0|(p)µ−2p−2(1 − exp(−µ2p2τ)) (32)
For a small p and a finite τ the correlations (32) are bounded by τ |m˜0|(p)
whereas at τ =∞ by |m˜0|(p)p−2.
Next, we apply the scale invariance of the Brownian motion
b(at) =
√
ab(t) (33)
in eq.(29).We write s = (τ − t)σ. Then, using the scaling properties (21) and
(33) and denoting by G0 the translation invariant part of G we can rewrite
eqs.(29)-(30) in the form
〈T˜τ (x,p)T˜τ (x′,p′)〉 = δ(p+ p′)
∫ τ
0
dt exp(−µ2p2(τ − t))
E[exp(−ip ∫ τ−t0 U(τ − s,x+ µb(s))ds)m˜(x− x′ + µ√τ − tb(1)− µ√τ − tb′(1),p)
exp
(
− 12 (τ − t)2−α−γ
∫ 1
0
∫ 1
0 dσdσ
′pG0(σ − σ′, µb(σ) − µb(σ′))p
− 12 (τ − t)2−α−γ
∫ 1
0
∫ 1
0
dσdσ′pG0(σ − σ′, µb′(σ) − µb′(σ′))p
+(τ − t)2−α−γ ∫ 10 ∫ 10 dσdσ′pG0(σ − σ′, (τ − t)− 12 (x− x′) + µb(σ)− µb′(σ′))p
)
]
(34)
For the Kraichnan model [8] Γ(s− s′) = δ(s− s′) in eqs.(9)-(10),then α = 1 in
eq.(22) and the formula (34) reads
〈T˜τ (x,p)T˜τ (x′,p′)〉 = δ(p+ p′)
∫ τ
0
dt exp(−µ2p2(τ − t))
E[exp(−ip ∫ τ−t
0
U(τ − s,x+ µb(s))ds)m˜(x− x′ + µ√τ − tb(1)− µ√τ − tb′(1),p)
exp
(
− (τ − t)1−γpD(0)p+ (τ − t)1−γ ∫ 10 dσpD((τ − t)− 12 (x− x′) + µb(σ)− µb′(σ))p
)
]
(35)
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5 Jensen inequalities for the temperature corre-
lations
We are going to estimate the spectral measure (6)-(7) by an application of the
Jensen inequality. We can obtain an upper bound on the correlation functions
applying the Jensen inequality (
∫
dν exp f ≥ exp(∫ dνf) if ∫ dν = 1) [26] to the
time integral in eqs.(29)-(30)
|〈T˜τ (x,p)T˜τ (x′,p′)〉| ≤
2δ(p+ p′)
∫ τ
0
dr
∫ 1
0
dσ
∫ σ
0
dσ′ exp(−µ2p2r)
E[|m˜(x− x′ + µ√rb(1)− µ√rb′(1),p)|
exp
(
− 12r2−α−γpG0(σ − σ′, µb(σ) − µb(σ′))p
− 12r2−α−γpG0(σ − σ′, µb′(σ) − µb′(σ′))p
+r2−α−γpG0(σ − σ′, r− 12 (x− x′) + µb(σ)− µb′(σ′))p
)
]
(36)
Let p(s,u; t,w) be the transition function for the Brownian motion to pass from
u at time s to w at time t. Then, the expectation value (36) reads
|〈T˜τ (x,p)T˜τ (x′,p′)〉| ≤
2δ(p+ p′)
∫
dudu′dwdw′
∫ τ
0
dr
∫ 1
0
dσ
∫ σ
0
dσ′ exp(−µ2p2r)
p(0,0;σ′,u)p(σ′,u;σ,w)p(σ,w; 1, z)p(0,0;σ′,u′)p(σ′,u′;σ,w′)p(σ,w′; 1, z′)
|m˜(x− x′ + µ√rz− µ√rz′,p)|
exp
(
− 12r2−α−γpG0(σ − σ′, µw − µu)p− 12r2−α−γpG0(σ − σ′, µw′ − µu′)p
+ 12r
2−α−γpG0(σ − σ′, r− 12 (x− x′) + µw − µu′)p
+ 12r
2−α−γpG0(σ − σ′, r− 12 (x− x′) + µw′ − µu)p
)
(37)
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Till now we have kept the mean velocityU as an arbitrary non zero function.We
can obtain a lower bound only if
U = 0
As claimed by some authors (see ,e.g.,the standard text-book [27]) the mean
velocity does not play any essential role in turbulence. So, setting it equal to
zero we do not lose much. Moreover, for the lower bound we must assume m
of the form (24) (or (25)) with m˜0(p) ≥ 0. Then, we can apply the Jensen
inequality to the expectation value over the Brownian motion
〈T˜τ (x,p)T˜τ (x′,p′)〉 ≥
δ(p+ p′)
∫ τ
0
dr exp(−µ2p2r) ∫∞
0
daν1(a)
m˜0(p) expE
[
− 12r2−α−γ
∫ 1
0
∫ 1
0 dσdσ
′pG0(σ − σ′, µb(σ) − µb(σ′))p
− 12r2−α−γ
∫ 1
0
∫ 1
0
dσdσ′pG0(σ − σ′, µb′(σ) − µb′(σ′))p
+r2−α−γ
∫ 1
0
∫ 1
0 dσdσ
′pG0(σ − σ′, r− 12 (x− x′) + µb(σ) − µb′(σ′))p
−a|x− x′ + µ√rb(1)− µ√rb′(1)|2
]
(38)
For m of the form (25) the inequality (38) reads
〈T˜τ (x,p)T˜τ (x′,p′)〉 ≥
δ(p+ p′)
∫ τ
0
dr exp(−µ2p2r) ∫∞
0
daν(a,p)
expE
[
− 12r2−α−γ
∫ 1
0
∫ 1
0
dσdσ′pG0(σ − σ′, µb(σ)− µb(σ′))p
− 12r2−α−γ
∫ 1
0
∫ 1
0
dσdσ′pG0(σ − σ′, µb′(σ) − µb′(σ′))p
+r2−α−γ
∫ 1
0
∫ 1
0
dσdσ′pG0(σ − σ′, r− 12 (x− x′) + µb(σ)− µb′(σ′))p
−a|x− x′ + µ√rb(1)− µ√rb′(1)|2
]
(39)
The correlation functions (36)-(39) in general will essentially depend on the
source distribution m. We consider m such that:i) m1 is bounded from above
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by a constant (eq.(31)) and in addition ii) m1(x) is decreasing like a power 2Ω
of |x|. From eq.(32) it follows that under the assumption (31) the limit τ →∞
exists. We wish to estimate the correlation functions at τ = ∞ under various
conditions on m1(x) . Using the inequality (for A ≥ 0)
2 exp(−µ2p2r−A(x−x′,b)r2−α−γp2) ≤ exp(−µ2p2r)+exp(−A(x−x′,b)r2−α−γp2)
and a change of variables in the r-integral in eqs.(36)-(37) r = t|p|− 22−α−γ we
obtain ( when m1 is a bounded function (31))
〈T˜∞(x,p)T˜∞(x,p′)〉
≤ δ(p+ p′)|m˜0|(p)
(
c1θ(|p| − 1µ )|p|−2 + c2θ( 1µ − |p|)|p|−
2
2−α−γ
) (40)
where on the rhs of eq.(36) after an integral over r (which can be performed
by a change of variables) we obtain a function |A(x − x′,b)|− 12−α−γ (where b
depends on σ and σ′) whose expectation value is expressed by the rhs of eq.(37).
This is an integrable function of u,w, z,u′,w′ and z′. Hence, it can be bounded
by a constant c2. Under a stronger assumption that
∫
dxm1(x) <∞ (41)
from eq.(37) we obtain in a similar way the bound
∫
dx〈T˜∞(x,p)T˜∞(x′,p′)〉
≤ δ(p+ p′)|m˜0|(p)
(
c3θ(|p| − 1µ )|p|−2 + c4θ( 1µ − |p|)|p|−
2
2−α−γ
) (42)
This is a bound on the spectral measure on the rhs of eq.(7).
We wish to estimate the dependence of the correlation functions (34) on
x−x′ in a more explicit form. Note that if the velocity correlations are defined
by eq.(9) where D˜(k) is an integrable function then on the basis of the Lebesgue
lemma G is vanishing at large |x − x′|. In such a case the term depending on
17
x − x′ in the exponential on the rhs of eq.(34) can be neglected. If m is in
addition a slowly varying function of x− x′ then
〈T˜τ (x,p)T˜τ (x′,p′)〉 ≃ 〈T˜τ (x,p)T˜τ (x,p′)〉 (43)
There remains to discuss the turbulent flow (10). We are unable to prove precise
upper bounds for large |x−x′| and general β. However, if 0 < 2β < 1 and d = 1
then g(x) = −|x|2β is a convex function [26]
g(
1
2
(x + y)) ≤ 1
2
g(x) +
1
2
g(y)
As a consequence
exp
(
− r2−α+βp2Γ(σ − σ′)|r− 12 (x− x′) + µb(σ)− µb′(σ′)|2β
)
≤ exp
(
− 12r2−α+βp2Γ(σ − σ′)|2r−
1
2 (x − x′)|2β − 12 |2µb(σ)− 2µb′(σ′)|2β
)
Hence, under the assumption (31) (after the r-integration) the inequalities (36)-
(37) at τ =∞ for 0 < 2β < 1 read
〈T˜∞(x,p)T˜∞(x′,p′)〉
≤ K|p|− 22−α |m˜0|(p)|x − x′|−
2β
2−α
(44)
We expect the inequality (44) to hold true in general (under the assumption
(31))for large |x−x′| because we obtain such a behavior of the two-point function
if in a formal way we take the limit |x− x′| → ∞ in eq.(34) neglecting terms of
order |x− x′|−1.
We discuss now the Jensen inequality (38) for the lower bound. It is suffi-
cient to calculate the expectation value in the exponential (38). First, in the
Kraichnan model (35) for the term −W in the exponential appearing in eq.(38)
we obtain
exp(−W (x− x′)) = exp
(
− r1−γ ∫ dkpD˜ (k)p(
1− µ−2k−2 exp
(
ikr−
1
2 (x− x′)
) (
1− exp (−µ2k2))) ) (45)
18
It is easy to see that
exp(−W (0)) = exp
(
− r1−γ ∫ dkpD˜ (k)p
(
1− µ−2k−2 (1− exp (−µ2k2))) ) ≥ exp(−cr1−γp2) (46)
under the assumptions that pD˜p ≥ |D˜|p2, ∫ dk|D˜|(k)θ(|k| − 1
µ
) <∞ and
∫
dk|D˜|(k)k2θ( 1
µ
− |k|) <∞.
In such a case we can take the limit τ →∞. In this limit
〈T˜∞(x,p)T˜∞(x,p′)〉 ≥ δ(p+ p′)m˜0(p)
∫
∞
0
dr
∫
daν1(a)
exp(−µ2p2r − cp2r1−γ − 2aµ2r)
= m˜0(p)δ(p+ p
′)
∫
∞
0
drm1(µ
√
2r) exp(−µ2p2r − cp2r1−γ)
(47)
The behavior of the integral (47) depends on the behavior of the source corre-
lations m1 as a function of |x− x′|. If
m1(µ
√
2r) ≥ K (48)
then
〈T˜∞(x,p)T˜∞(x,p′)〉 ≥ δ(p+p′)m˜0(p)
(
c5θ(|p|− 1
µ
)|p|−2+c6θ( 1
µ
−|p|)|p|− 21−γ
)
(49)
This lower bound coincides with the upper bound (40) (where α = 1). If m1
satisfies a stronger condition ( Ω < 1)
m1(|x|) ≥ K|x|−2Ω (50)
( Ω ≥ 0 if it is to be of the form (24),i.e., ν1(a) ≥ KaΩ−1) then
〈T˜∞(x,p)T˜∞(x,p′)〉 ≥ δ(p+p′)m˜0(p)
(
c7θ(|p|− 1
µ
)|p|−2+2Ω+c8θ( 1
µ
−|p|)|p|− 2−2Ω1−γ
)
(51)
19
The inequality (51) results from the following estimate (for α+ γ < 1)
∫
∞
0 drr
−Ω exp(−µ2p2r − cp2r2−α−γ)
=
∫ 1
0
drr−Ω exp(−µ2p2r − cp2r2−α−γ) + ∫∞
1
drr−Ω exp(−µ2p2r − cp2r2−α−γ)
≥ ∫ 10 drr−Ω exp(−(µ2p2 + cp2)r) + ∫∞1 drr−Ω exp(−(µ2p2 + cp2)r2−α−γ)
= |p|−2+2Ω ∫ p2
0
t−Ω exp(−(µ2 + c)t)dt+ |p|− 2−2Ω2−α−γ ∫∞
a(p)
t−Ω exp(−(µ2 + c)t2−α−γ)dt
(52)
where a(p) = |p| 22−α−γ and α = 1 in application to eq.(47).
Next, we wish to estimate the behavior of the temperature correlations at
large x − x′ in the turbulent case (10) when γ = −β < 0 (if γ > 0 and m1 is
a bounded function then the temperature correlations are bounded from below
and from above as functions of x−x′ ,eq.(43)). First, we consider the Kraichnan
model (35) (Γ(s− s′) = δ(s− s′) in eq.(10)) with the mean velocity U = 0 and
D˜(k) ≃ |k|−d+2γ (53)
The integral in eq.(45) is convergent for large k if γ < 0 and for small k if
−γ < 1. We consider the model (10) with 0 < β = −γ < 1. Let us change the
integration variable in eq.(45)
k = |x− x′|−1√rq (54)
Then, after an estimate of the remainder
exp(−W (x− x′)) ≥ exp(−crp2|x− x′|2β) (55)
As a consequence
〈T˜τ (x,p)T˜τ (x′,p′)〉
≥ δ(p+ p′)m˜0(p)(µ2p2 + cp2|x− x′|2β)−1
(
1− exp(−τ(µ2p2 + cp2|x− x′|2β))
)
Hence, for large |x− x′| we obtain
〈T˜∞(x,p)T˜∞(x′,p′)〉 ≥ δ(p+ p′)m˜0(p)c−1p−2|x− x′|−2β (56)
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This lower bound for the Kraichnan model is the same as the upper bound (44)
(here α = 1).
Let us calculate the expectation value in the exponential of eq.(38) (denoted
by −W ) for the general G of eq.(19)
W (x− x′) = r2−α−γ ∫ dωdkpG˜ (ω,k)p(
2
(
1
2µ
2k2 − iω)−1 (1− ( 12µ2k2 − iω)−1 (1− exp (− 12µ2k2 + iω))
)
− (14µ4|k|4 + ω2)−1 exp
(
ikr−
1
2 (x− x′)
)
|1− exp (− 12µ2k2 + iω) |2
) (57)
We estimate this integral at x = x′ first. Similarly as in eq.(46) the scale
invariance (21) leads to
W (0) ≥ cr2−α−γp2 (58)
if ∫
dkdωG˜ (ω,k)
(
1
2
µ2k2 − iω
)
−1
θ(|k| − 1
µ
) <∞
and ∫ ∫
dkdωG˜ (ω,k)
(
1
4
µ4|k|4 + ω2
) 1
2
θ(
1
µ
− |k|) <∞
Hence, under the assumption (50) on the basis of the inequalities (52) and (58)
we have the lower bound ( generalizing that of eq.(51) to α 6= 1)
〈T˜∞(x,p)T˜∞(x,p′)〉 ≥ δ(p+p′)m˜0(p)
(
cθ(|p|− 1
µ
)|p|−2+2Ω+c′θ( 1
µ
−|p|)|p|− 2−2Ω2−α−γ
)
(59)
(at Ω = 0 this lower bound coincides with the upper bound (40)). Next, if
|x− x′| is large then for 0 < −γ = β < 1 we obtain from eqs.(21) and (57) the
lower bound
exp(−W (x− x′)) ≥ exp(−cp2r2−α|x− x′|2β)
where the form of the rhs comes from a change of variables k = k′|x − x′|−1
and ω = ω′|x− x′|−2 and an estimate of the remainder in eq.(57).
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If we restrict ourselves to G of the form (10) and 2β ≥ 1 then we can derive
a more precise lower bound for exp(−W ) with an application of the Ho¨lder
inequality
|x+ y|2β ≤ 22β−1(|x|2β + |y|2β)
From eq.(38) and the Ho¨lder inequality we obtain after an elementary calculation
of the expectation value over the Brownian paths
exp(−W (x− x′)) ≥ exp
(
− Cr2−α−γp2 − cr2−α|x− x′|2βp2
)
(60)
Hence, after a calculation of the expectation value in the exponential in eq.(38)
the remaining r and the a integrals (from the representation (24)) in the corre-
lation function (38) read
∫
∞
0
dr
∫
daν1(a) exp(−W − a|x− x′|2 − 2µ2ra)
≥ 12
∫
∞
0 dr
∫
daν1(a) exp(−W − a|x− x′|2) + 12
∫
∞
0 dr
∫
daν1(a) exp(−W − 2µ2ra)
where exp(−W ) is lower bounded by eq.(60). An easy estimate of this integral
leads to the following inequality large x− x′
〈T˜∞(x,p)T˜∞(x′,p′)〉
≥ (δ(p+ p′)m˜0(p)(K1|p|−
2−2Ω
2−α |x− x′|−2σ +K2|p|−
2
2−α |x− x′|− 2β2−α−2Ω)
(61)
where
σ =
β(1 − Ω)
2− α (62)
For 0 < 2β < 1 this lower bound coincides with the upper bound (44)(derived
for Ω = 0). We expect that eq.(61) gives the asymptotic behavior of the two-
point correlation function for any 0 < 2β < 2 because such a behavior is a
consequence of a formal exchange of the limit |x − x′| → ∞ with the integral
over t and the expectation value over the Brownian motion in eq.(34).
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The lower bound (59) for small p is obtained by neglecting the |x − x′|-
dependent term on the rhs of eq.(60). We can see from eq.(59) that if m˜0(p) ≃
|p|−ν and m1(k) ≃ |k|−d+2Ω then the 〈T˜ T˜ 〉 correlations behave as |p|−2−ν+2Ω
for large momenta (short distances in the z direction), whereas the low mo-
mentum behaviour (large distance ) is |p|−ν− 2−2Ω2−α−γ . These estimates show the
effect of the random flow on the temperature correlations in the z direction.
The effect on the temperature correlations in the x direction is described by
the lower bound (61) and the upper bound (44). Again the decay of temper-
ature correlations is determined by scaling indices of the velocity and source
correlations.
6 Higher order correlation functions
Let us consider the multi-point correlation functions
〈T˜τ (x1,p1)......T˜τ (x2n,p2n)〉 =
∑
pairs
∫ τ
0 dt1....dt2n∏
(j,k) δ(pj + pk)δ(tj − tk) exp(− 12µ2
∑
j p
2
j(τ − tj))
E[
∏
(j,k) m˜(xj − xk + µbj(τ − tj)− µbk(τ − tk),pj)
exp
(
− 12
∑
il
∫ τ−ti
0
∫ τ−tl
0 dsds
′piG0(s− s′,xi − xl + µbi(s)− µbl(s′))pl
)
]
(63)
where the sum is over all pairings in accordance with the Gaussian combina-
torics. From (63) we have
|〈T˜τ (x1,p1)......T˜τ (x2n,p2n)〉| ≤
∑
pairs
∫ τ
0 dt1....dt2n∏
(j,k) δ(pj + pk)δ(tj − tk) exp(− 12µ2
∑
j p
2
j(τ − tj))
E[
∏
(j,k) |m˜(xj − xk + µbj(τ − tj)− µbk(τ − tk),pj)|] <∞
Hence, the equilibrium limit τ →∞ exists.
Ifm is either of the form (24) or (25) then we can apply the Jensen inequality
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to the expectation value in the formE[exp f ] ≥ expE[f ]. We obtain an analogue
of the lower bound (38). For the upper bound we apply the Jensen inequality
to the time integral
exp(− 12
∫ τ
0
∫ τ
0
dsds′
∫ ∫
Jk(s)Jl(s
′)〈vk(s)vl(s′)〉)
≤ τ−2 ∫ τ
0
∫ τ
0
dsds′ exp(− τ22
∫ ∫
Jk(s)Jl(s
′)〈vk(s)vl(s′)〉)
(64)
where
J(s,u) = −θ(s)
2n∑
k=1
pkδ(u− xk − µbk(τ − s))
and the additional integral in eq.(64) is over the spatial variable u.
We can repeat the basic estimates concerning the behavior for low zmomenta
and large x distances by means of the methods applied for the two-point cor-
relations. First, by means of the Jensen inequalities we reduce the estimates of
the expectation values to finite dimensional integrals. From the Jensen inequal-
ities we can see that the correlation functions are bounded in τ when τ → ∞.
Next, the results concerning the scaling behavior for 2n-point functions can be
obtained by an introduction of spherical coordinates in the dt1...dtn integral in
eq.(63). Then, the correlation functions scale in a simple way with respect to
the temporal radius r. Let us explain such estimates in more detail for n = 2.
Then,
〈T˜τ (x1,p1)......T˜τ (x4,p4)〉 = δ(p1 + p3)δ(p2 + p4)∫ τ
0
dt1
∫ τ
0
dt2 exp(−µ2p21(τ − t1)− µ2p22(τ − t2))
E[m˜(x1 − x3 + µb1(τ − t1)− µb3(τ − t1),p1)
m˜(x2 − x4 + µb2(τ − t2)− µb4(τ − t2),p2)
exp
(
−∑j=1,2 ∫ τ−tj0 ∫ τ−tj0 dtdt′pjG0(t− t′, µbj(t)− µbj(t′))pj
+
∑
j<k
∫ τ−tj
0
∫ τ−tk
0 dtdt
′pjG0(t− t′,xj − xk + µbj(t)− µbk(t′))pk
)
] + permut.
(65)
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where the sum is over permutations of the numbers from 1 to 4 in accordance
with the Gaussian combinatorics; in the sum in the exponential we set t1 = t3
and t2 = t4. Let τ − t1 = r cos θ , τ − t2 = r sin θ, t = rσ cos θ and t′ =
rσ′ sin θ. In such a case r scales in the exponential in the same way as in
eqs.(37)-(38). The integral dt1dt2 = drrdθ adds an additional power of r. Under
the assumption (31) the small p behavior of the correlation functions (65) at
τ =∞ is determined by the integral
|〈T˜∞(x1,p1)......T˜∞(x4,p4)〉|
≃ |m˜0|(p1)|m˜0|(p2)
∫
∞
0 drrE[exp(−r2−α−γ
∑
jk pjG0pk)] + permut.
≃ |m˜0|(p1)|m˜0|(p2)E[|
∑
jk pjG0pk|−
2
2−α−γ ] + permut.
(66)
For large distances , γ = −β < 0 andG of eq.(10) we can expand the dependence
on the Brownian motion in eq.(66) in powers of µ|xj−xk|−1. The leading order
reads
|〈T˜∞(x1,p1)......T˜∞(x4,p4)〉|
≃ |m˜0|(p1)|m˜0|(p2)|
∑
jk pjpk|xj − xk|2β|−
2
2−α + permut.
(67)
Note that the power describing the low p behavior in eq.(66) and large x be-
havior in eq.(67) is twice as big as that for the two-point function (34) and (40)
indicating the asymptotic scale invariance of the temperature T˜∞(x,p) at low
momenta or large distances. This property can be extended to the 2n correlation
functions where the scaling index is proportional to n as a consequence of the
drrn−1 time integral in the spherical time coordinates. Such a behavior of the
integrals suggests that if the velocities and the sources are scale invariant then
the temperatures scale at large distances with the scale dimension determined
by the two-point function.
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7 Discussion
The power-law behavior of turbulent velocity correlation functions and pas-
sive scalar correlation functions in a homogeneous isotropic turbulent flow has
been widely discussed in the literature since the basic papers of Kolmogorov [2]
followed by Obukhov [28],Corrsin[29] and Batchelor[30] (concerning the scalar
advection). The universal Kolmogorov 53 law for spectral velocity distribution as
well as passive scalar distribution is derived by means of dimensional arguments
(independent of any dynamical model). A statistical homogeneity and isotropy
of the turbulence at a microscale in a sufficiently large space interval (called
the ” inertial range”) is at the base of the Kolmogorov theory. Under these
assumptions the velocity (or passive scalar) correlation functions are universal
,i.e.,independent of the source distribution m. An experimental verification is
not simple. Turbulent flows are usually non-homogeneous and non-isotropic at
a macro scale. However, if a flow satisfying Kolmogorov assumptions is created
then the spectral Kolmogorov law is satisfied in the inertial range [31]. Nev-
ertheless, it is common for flows in nature that Kolmogorov assumptions are
not satisfied (for some studies of such turbulent flows see [32][33]). Even if the
velocity is satisfying the Kolmogorov law the analogous Obukhov law for ρ may
fail [32][33][34]. As the authors in [32] point out some problems with the verifi-
cation of Kolmogorov’s theory concerns a construction of a flow which would be
homogeneous and isotropic in a sufficiently large inertial range ( usually bound-
ary conditions or sources violate a global symmetry). They suggest a study of
non-isotropic flows.
An investigation of a general class of dynamical models of randomly forced
Navier-Stokes and passive scalar equations is still beyond the reach of analytical
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as well as numerical methods. A substantial progress has been achieved in the
white noise randomly forced passive scalar (Kraichnan model)[8] [4][9]. How-
ever, the white noise distribution of velocities is quite unrealistic. Our main
motivation in these studies was a derivation of the scaling behavior for veloc-
ities which are not of the white noise type. A passive scalar in a shear flow
independent of the coordinates in the direction of the flow was studied before
in [6][7]. However, these authors were interested in the anomalous free decay of
solutions of the advection-diffusion equation.
Our results predict a power-law of the passive scalar correlations in non-
isotropic flows. The results depend on the source distribution m because the
source f is present at any scale. We do not specify any inertial range in our
model. In general, the correlations must depend on the source (for a discussion
of random forcing see [35]). This can be seen from the detailed calculations in
[36][37] performed in the isotropic Kraichnanmodel (white noise in time)[8][4][9].
The two-point passive scalar correlations depend explicitly on the source and
on the molecular diffusivity µ2. Only in a proper limit of the source covariance
m and µ→ 0 the universal scaling law comes out.
Before we summarize our results let us begin with simple models. First,
consider a pure diffusion corresponding to V = 0. Then
〈T˜τ (x,p)T˜τ (x′,p′)〉 = 2δ(p+ p′)
∫ τ
0 dr exp(−µ2p2r)
E[m˜(x− x′ + µ√rb(1)− µ√rb′(1),p)]
= 2δ(p+ p′)(2pi)−D+d
∫ τ
0 dr exp(−µ2p2r)∫
dudw exp(−u22 − w
2
2 )m˜(x− x′ + µ
√
ru− µ√rw,p)]
= µ−2δ(p+ p′)
∫
dk exp(ik(x − x′))m˜1(k)m˜0(p)(p2 + k2)−1(
1− exp(−µ2(p2 + k2)τ)
)
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In the limit τ →∞
〈T∞(x, z)T∞(x′, z′)〉 = µ−2
∫
dkdp exp(ik(x−x′)) exp(ip(z−z′))m˜(k,p)(p2+k2)−1
(68)
Hence
ρ∞(k,p) = µ
−2(p2 + k2)−1m˜1(k)m˜0(p) (69)
Let us note that the behavior of the temperature correlations changes abruptly
for large |z − z′| at τ = ∞ in this simple model. At finite τ it is the same
as that of the source (say |z − z′|−d+ν) whereas at τ = ∞ it becomes |z −
z′|−d+ν+2. However, it can be seen from eq.(68) that after the limit τ → ∞
the limit µ → 0 does not exist in the model without the advection. If we
first take µ → 0 then the subsequent limit τ → ∞ is linearly divergent in τ .
The strong µ-dependence of the asymptotic behavior means that this parameter
sets a scale on time and space which determines different scaling behavior. In
Appendix A we show that the limits µ → 0 and τ → ∞ can be interchanged
in the model with a random advection . The correlation functions S(2n) in
a non-isotropic Kraichnan model are discussed in Appendix B. The correlation
functions S(2n)(x1,p1, .....,x2n,p2n) can be calculated exactly in the limit µ→ 0
(eq.(86)). They show no anomalous scaling (encountered in the isotropic model
[8][4]) as long as the points xj are different. The scaling behavior can change
after a transformation to the configuration space (the Fourier transform does
not exist in the usual sense).
Let us compare the two-point temperature correlation function (68) with the
one in a random flow which is bounded in space and time ,i.e., G = 〈vv〉 ≃ const.
Under the assumption (31) we obtain
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〈T˜∞(x,p)T˜∞(x′,p′)〉 ≃ Kδ(p+ p′)m˜0(p)
∫
∞
0 dr exp(−µ2p2r − cp2r2) (70)
The integral (70) behaves as m˜0(p)p
−2 for large p and as m˜0(p)|p|−1 for a
small p in agreement with eq.(59) for Ω = α = γ = 0. Our results of secs.4 and
5 give an extension of the simple observations on the temperature correlation
functions derived in this section for a pure diffusion and for an advection by a
uniformly bounded random flow.
In our model (defined by the assumption that the velocity does not depend
on coordinates in the direction of the flow) the spectral distribution in the cor-
responding momentum is proportional to the source distribution m˜ as can be
seen from eq.(34). We could consider a source f with the covariance m(x, z)
which (approximately in a certain range as in refs.[36][37]) is independent of
x. In such a case the spectral equilibrium distribution (6) for a pure diffu-
sion ρ∞(k,p) (67) is δ(k)m˜0(p)p
−2 where the p−2 behavior comes from the
molecular diffusivity. The temperature correlations remain independent of x
and the limit µ → 0 does not exist. A random advection is changing the be-
havior of temperature correlations in x as well as in p. This change involves a
non-perturbative mechanism which could not be seen in an expansion in V. It
comes from an exponential of G in eq.(34). In particular, a steady flow bounded
in x gives ρ∞(k,p) = δ(k)|p|−1 for |p| ≪ 1µ whereas for the random velocity
growing in space with the index β (eq.(10)) we have for a small k the behavior
ρ∞(k,p) ≃ |k|−d+
2β
2−α as follows from eq.(61).
In experiments (D = 3) we could create an anisotropic flow with the Kol-
mogorov index (10) β = 13 in d = 2 or d = 1. In such a case we obtain definite
predictions concerning the temperature distribution. This will be
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|x− x′|− 23 |z− z′|ν where
ν =
2
2− α − (D − d)
and D − d is either 1 or 2 and there is a restriction α− β < 1 coming from the
requirement of the integrability of the expression in the exponential of (34).
In general, we can see from eqs.(40),(42),(44),(59) and (61) that the tur-
bulent behavior γ = −β < 0 of the velocity field will (in comparison to pure
diffusion) decrease the temperature correlations in the direction orthogonal to
the flow and increase the correlations (at the fixed α)in the direction of the flow.
These effects contribute to the more coherent heat distribution in a turbulent
stream.
Appendix A: The limit µ→ 0
If there is no diffusion (µ = 0) then our formulas in secs.4-6 at finite τ remain
valid but need some interpretation. There is no expectation value over the
Brownian motion. In such a case in some formulas (as in eqs.(34)-(35)) γ = 0.
Let us consider as an example the formula (34) at µ = 0
〈T˜τ (x,p)T˜τ (x′,p′)〉 = δ(p+ p′)m˜(x− x′,p)
∫ τ
0
dt exp(−ip ∫ τ−t
0
dsU(τ − s,x))
exp
(
− (τ − t)2−α ∫ 10 ∫ 10 dσdσ′pG0(σ − σ′,0)p
+(τ − t)2−α ∫ 1
0
∫ 1
0
dσdσ′pG0(σ − σ′,x− x′)p
)
(71)
For the Kraichnan model [8] (35) the formula (71) reads (with the Stratonovitch
interpretation of the gradient term, see the discussion at the beginning of sec.2).
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〈T˜τ (x,p)T˜τ (x′,p′)〉 = δ(p+ p′)m˜(x− x′,p)
∫ τ
0
dt exp(−ip ∫ τ−t
0
U(τ − s,x)ds)
exp
(
− (τ − t)pD0(0)p+ (τ − t)pD0(x− x′)p
)
(72)
In the limit τ → ∞ and for U = 0 we can calculate the integral over time in
eq.(71) with the result
〈T˜∞(x,p)T˜∞(x′,p′)〉 = Cδ(p+ p′)m˜(x− x′,p)( ∫ 1
0
∫ 1
0
dσdσ′pG0(σ − σ′,0)p−
∫ 1
0
∫ 1
0
dσdσ′pG0(σ − σ′,x− x′)p
)
−
1
2−α
(73)
in agreement with the bounds (56) and (61). We can also calculate the higher
order correlation functions. As an example, the four point function (65) reads
〈T˜τ (x1,p1)......T˜τ (x4,p4)〉
= δ(p2 + p4)δ(p1 + p3)m˜(x1 − x3,p1)m˜(x2 − x4,p2)∫ τ
0 dt1
∫ τ
0 dt2 exp
(
−∑j=1,2 ∫ τ−tj0 ∫ τ−tj0 dtdt′pjG0(t− t′,0)pj
+
∑
j<k
∫ τ−tj
0
∫ τ−tk
0
dtdt′pjG0(t− t′,xj − xk)pk
)
+ permut.
We can obtain detailed estimates of the time integrals for any α. In some
special cases the integrals can be explicitly calculated. In Appendix B we give
the formula (eq.(88)) for the Kraichnan model (α = 1). For a steady flow
(Γ(s) = 1 in eq.(10),α = 0) at τ =∞ the integration over tj gives
〈T˜∞(x1,p1)......T˜∞(x4,p4)〉
= δ(p2 + p4)δ(p1 + p3)m˜(x1 − x3,p1)m˜(x2 − x4,p2)(
4p21p
2
2D0(x1 − x3)D0(x2 − x4)
−(p1p2)2(D0(x1 − x4) +D0(x2 − x3) +D0(x1 − x2) +D0(x3 − x4))2
)
−
1
2
+ permut.
(74)
where D0(xj − xk) = −|xj − xk|2β in the model (10).
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Appendix B:The Kraichnan model
If Γ(t− t′) = δ(t− t′) then we obtain a closed set of equations for the correlation
functions
S(n)τ (x1, ...,xn;p1, ....,pn) = 〈T˜τ (x1,p1)....T˜τ (xn,pn)〉 (75)
These equations have been derived by Kraichnan [8] for velocities depending
on all coordinates. In our simplified model (9)-(10) they read (the odd order
correlation functions are zero)
∂τS(2n)τ = 12µ2
∑j=2n
j=1 △jS(2n)τ − 12 (µ2 +D0(0))
∑j=2n
j=1 p
2
jS(2n)τ
+
∑
<j,k> pjD0(xj − xk)pkS(2n)τ +
∑
<j,k> δ(pj + pk)m˜(xj − xk,pj)S(2n−2)τ (jk)
≡MS(2n)τ +RS(2n−2)τ
(76)
where D0 is the translation invariant part of D and S(jk) means that the
coordinates xj and xk are lacking in S. The term D(0) (adding to µ2) comes
from the Stratonovitch interpretation of eq.(1).The solution of eq.(76) reads
S(2n)τ = exp(τM)S(2n)0 +
∫ τ
0 dt exp((τ − t)M)RS
(2n−2)
t
(77)
If the operator M is strictly negative in the space L2(R2dn) then the limit
τ →∞ exists and does not depend on the initial condition S(2n)0 .
We can express the solution of eq.(76) by means of the Feynman-Kac formula
for the heat kernel
(exp(rM)g)(x1, .....,x2n) = E[exp(
∫ r
0
dsW (b(s)))g(x1+µb1(r), ...,x2n+µb2n(r))]
(78)
where
W (s) = − 12 (µ2 +D0(0))
∑j=2n
j=1 p
2
j +
∑
<j,k> pjD0(xj + µbj(s)− xk − µbk(s))pk
(79)
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We obtain an upper bound on the correlation functions (78) from the Jensen
inequality as applied to the time integral
(exp rM)g)(x1, .....,x2n) ≤ 1
r
∫ r
0
dsE[exp(rW (b(s)))|g|(x1+µb1(r), ...,x2n+µb2n(r))]
(80)
If g = exph (or a superposition with positive coefficients of such functions as in
eq.(25))then we have the lower bound from the Jensen inequality as applied to
the expectation value
(exp(rM) exp h)(x1, .....,x2n) ≥ expE[
∫ r
0
dsW (b(s)))+h(x1+µb1(r), ...,x2n+µb2n(r))]
(81)
As an example, the formula for the two point function (in the limit τ → ∞)
with the velocity correlations defined by eq.(10) reads
S(2)∞ (x1,x2,p1,p2) = δ(p1 + p2)
∫
∞
0
dr exp(−rµ2p21)
E[exp(−p21
∫ r
0
ds|x1 − x2 + µb1(s)− µb2(s)|2β)m˜(x1 + µb1(r) − x2 − µb2(r),p1)]
(82)
Then, the resulting correlation functions are controlled from below and from
above by the Jensen inequalities. For the lower bound (81) we obtain an explicit
formula (using the representation (24) for m1)
S(2)∞ (x1,x2,p1,p2) ≥ δ(p1 + p2)m˜0(p)
∫
dν1(a)
∫
∞
0 dr exp(−rµ2p21)
exp(−p2rβ+1h(r− 12 |x1 − x2|)− a|x1 − x2|2 − 2µ2ra)
(83)
where
h(ρ) = Kρ2(1+β)
∫ ρ−2
0 dλ
∫
∞
0 dbb
−1−β
(
1− (1 + 2µ2λb)− d2 exp(− b2(1+2µ2bλ) )
)
(84)
here K is a positive constant. From eq.(84) it can easily be seen that for large
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x− x′ (small ρ in eq.(84)) the r-integrand in eq.(83) behaves as
exp(−Krp2|x1 − x2|2β − a|x1 − x2|2 − 2µ2ra)
(as shown in another way in eq.(60);here α = 1)leading as a consequence to the
estimate (61) for the correlation functions. We can continue the Jensen inequal-
ities for higher correlation functions as from eqs.(77) and (78) it follows that the
correlation functions are again in the form of superpositions of exponentials.
For lower order correlations a direct study of the differential equation (76)
can be equally efficient. As an example, if D = 3 and d = 2 then the equation
(76) at τ =∞ (with the velocity covariance (10)) reads (here ρ = |x1 − x2|)
(µ2
1
ρ
∂ρρ∂ρ − µ2p2 − p2ρ2β)T (2)∞ (ρ, p;µ) = m˜(ρ, p) (85)
where we defined
S(2)(ρ, p1, p2;µ) = δ(p1 + p2)T (2)(ρ, p1;µ)
In contradistinction to the spherically symmetric case [8] eq.(85) is not explicitly
soluble but its asymptotic solution (61) is easy to obtain. This asymptotic
behavior is the same as the limit µ = 0 of the solution (85)
T (2)
∞
(ρ, p; 0) = −p−2ρ−2βm˜(ρ, p) (86)
In general, from eq.(76) the limit µ = 0 can be obtained inductively
S(2n)∞ (x1, ...,x2n;p1, ...,p2n; 0) =
(
1
2D0(0)
∑j=2n
j=1 p
2
j −
∑
<j,k> pjD0(xj − xk)pk
)
−1
∑
<i,l> δ(pi + pl)m˜(xi − xl,pi)S(2n−2)∞ (il; 0)
(87)
The formulas for the asymptotic behavior (61) (α = 1) and (66) (α = 1, γ = 0)
agree with the exact solution (87). For n = 1 the solution (82) takes the form
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(86) whereas for n = 2 we have
S(4)∞ (x1, ...,x4;p1, ...,p4; 0) =
(
1
2D0(0))
∑j=4
j=1 p
2
j −
∑
<j,k> pjD0(xj − xk)pk
)
−1
(
δ(p1 + p2)δ(p3 + p4)
(
p1D0(0)p1 − p1D0(x1 − x2)p1
)
−1
m˜(x1 − x2,p1)m˜(x3 − x4,p3) + permut.
)
(88)
For the scale invariant random velocity field (10) D0(0) = 0 and D0(xj −xk) =
−|xj − xk|2β . It follows from eqs.(87)-(88) that the temperature correlation
functions are scale invariant under scale transformations of the coordinates xj
as well as pj . When µ = 0 then the correlation functions S(2n)∞ are singular at
coinciding points (the limit µ→ 0 has been studied earlier by other methods in
[14][15]). The bound (40) is valid for µ > 0.
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