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We study an O(N) scalar model under shear flow and its Nambu-Goldstone modes associated
with spontaneous symmetry breaking O(N)→ O(N −1). We find that the Nambu-Goldstone mode
splits into an infinite number of gapless modes, which we call the rainbow Nambu-Goldstone modes.
They have different group velocities and the fractional dispersion relation ω ∼ k
2/3
1
, where k1 is the
wavenumber along the flow. Such behaviors do not have counterparts in an equilibrium state.
Introduction.— Gapless modes appear universally in
various systems, and they govern macroscopic behav-
iors [1, 2]. For example, phonons, which are the gap-
less modes in a solid crystal, have the liner dispersion
ω ∼ k, where ω is the frequency, and k is the wavenum-
ber. It leads to the Debye T 3 law of the specific heat
at low temperature [2]. Similarly, magnons in a ferro-
magnet, which have ω ∼ k2, explain the temperature
dependence of magnetization known as the Bloch T 3/2
law [3]. The role of gapless modes becomes more signif-
icant in lower dimensions; they change the infrared be-
haviors: The magnons cause the infrared divergence in
two dimensions at finite temperature, and it breaks the
magnetization [1]. A diffusion mode in a fluid, ω ∼ −ik2,
leads to a long-time tail of a correlation function in a two
dimensional system [4, 5]. Therefore, it is important to
study behaviors of the gapless modes.
An important class of gapless modes is due to sponta-
neous symmetry breaking. The Nambu-Goldstone (NG)
theorem [6–8] shows the existence of gapless modes when
a continuous symmetry is spontaneously broken. Sym-
metry also restricts the number of NG modes and their
dispersions as well as the interactions [6–15]. For an iso-
lated system without the Lorentz symmetry, when a con-
tinuous internal symmetry is spontaneously broken, the
number of NG modes is generally expressed as [9–13]
NNG = NBS − 1
2
rankρ, (1)
where NBS is the number of broken symmetries or gen-
erators. ρβα := −〈[iQβ, jα0(x)]〉 is a NBS × NBS ma-
trix, where Qβ and jα0(x) are the Noether charge and
its charge density, respectively [16]. The indices α and
β run over the index of broken generators. The charges
belonging to the kernel of ρ are called type-A, whose
number is equal to NBS − rankρ =: NA. The others are
called type-B. The type-B charges form (rank ρ)/2 =: NB
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canonical pairs, and each pair corresponds to each type-
B NG mode. The sum of NA and NB is equal to the
number of NG modes, which satisfies Eq. (1) [9, 10]. The
dispersion relation of type-A and type-B NG modes are
typically ω ∼ k and ω ∼ k2, respectively. This classi-
fication can be generalized for symmetries of extended
objects called higher-form symmetries [17–19].
Furthermore, the NG modes in open systems, where
conservation laws are violated by interactions with an
environment, are recently discussed in terms of sponta-
neous symmetry breaking [14, 15, 20, 21]. An example of
NG modes in an open system is an exciton-polariton in
a microcavity. The exciton of a semiconductor strongly
couples to cavity photons and it causes a new bosonic
mode considered as an NG mode [22, 23]. The NG mode
associated with U(1) breaking is diffusive [24, 25], which
is not propagating and not classified into the types of NG
modes in isolated systems.
The Nambu-Goldstone theorem has been extended to
open systems in Ref. [14, 15]. The Noether charges dou-
ble in the path-integral formalism for open systems [14].
Using the doubled charges, the NG modes are classified
into four types: type-A propagation, type-A diffusion,
type-B propagation, and type-B diffusion modes, and it
is shown the relation between these NG modes and bro-
ken symmetries [15]. Although the obtained results are
general and widely applicable, it is limited in homogenous
systems where translational symmetry is not broken.
One of the interesting generalizations is to consider NG
modes in a system under a nonequilibrium steady flow,
which explicitly breaks translational symmetry. In such a
system, we expect that a new type of NG modes appears.
A known interesting phenomenon specific to nonequilib-
rium steady states is long-range correlations, which are
absent in equilibrium states [26, 27]. In a three dimen-
sional fluid with a constant temperature gradient ∇T ,
the spatial correlation of the density fluctuation behaves
as [26]
Snn(k) =
∫
dxe−ik·x〈δn(x)δn(0)〉TNESS,
∼ Seq(k)
(
1 +
(kˆ⊥ · ∇T )2
k4
)
, (2)
2where 〈....〉TNESS is the average in the steady state under
the temperature gradient, and kˆ⊥ is the unit vector per-
pendicular to k. Seq(k) is the correlation in the equilib-
rium state without the temperature gradient. The tem-
perature gradient enhances the long-range correlation at
k → 0, and it is singular. Similarly, in a three dimen-
sional critical fluid under shear flow, the spatial corre-
lation of the entropy fluctuation δs, which is the order
parameter of the liquid-gas transition, behaves as [27]
∫
dxe−ik·x〈δs(x)δs(0)〉sNESS ∼ |k1|−2/5, (3)
where 〈...〉sNESS is the average in the steady state under
the shear flow and k1 is the wavenumber along the flow.
The spatial correlation has the fractional behavior, and
singular at k1 → 0.
These results indicate that nonequilibrium steady flows
drastically change the behavior of the gapless modes. In
this letter, we study behaviors of NG modes under a
nonequilibrium steady flow by using a toy model. We
shall find that the NG mode splits into an infinite number
of gapless modes, which we call the rainbow NG modes;
they have the fractional dispersion relation ω ∼ k2/31 and
different group velocities. In our best knowledge, such
behaviors do not have counterparts in equilibrium states.
Model.— We consider a Langevin equation of an O(N)
scalar model under a flow in (3 + 1) spacetime dimen-
sions [28, 29],
∂tφ
a + (v · ∇)φa = −Γ δF
δφa
+ ηa, (4)
where φa(t,x) is the N -component real scalar fields, v(x)
the steady flow velocity, Γ the diffusion constant, and F
the free energy. η(t,x) represents the noise satisfying the
fluctuation dissipation relation,
〈ηa(t,x)ηb(t′,y)〉 = 2TΓδabδ(t− t′)δ(x− y), (5)
where T is the temperature. As the flow v(x), we con-
sider the shear flow shown in Fig. 1,
v(x) = (γx2, 0, 0), (6)
where γ represents the magnitude of the velocity gradi-
ent, and we assume γ > 0. Here, we suppose that x2
direction has the boundary at x2 = 0, i.e., the fields φ
a
are located on 0 ≤ x2 < ∞, while the other directions
have no boundary, −∞ < x1, x3 < ∞. We assume that
the free energy F has the form,
F =
∫
dx
[1
2
(∇φa)2 − µ
2
2
(φa)2 +
u2
4
((φa)2)2
]
, (7)
where µ and u are parameters. Without loss of generality,
we take that µ and u are positive valued. The equation
of motion under the shear flow is written as
(
∂t + γx2
∂
∂x1
)
φa = Γ
(
(∇2 + µ2)−u2(φb)2)φa + ηa. (8)
FIG. 1. The blue arrow shows the velocity of shear flow. The
flow is along the x1 axis, and the velocity has the constant
gradient along the x2 axis.
This equation and the fluctuation dissipation relation (5)
are covariant under φa → Rabφb and ηa → Rabηb, and
thus, the equation has O(N) symmetry.
Let us find the steady state solutions within the mean
field approximation. They are obtained as the homoge-
neous saddle points of the free energy,
δF
δφa
∣∣∣∣
φa=φ¯a
= (−µ2 + u2(φ¯b)2)φ¯a = 0. (9)
There are two types of solutions: One is the trivial so-
lution, φ¯a = 0. However, the trivial solution is not
favored because it is unstable against a small fluctua-
tion, δφa ∼ eΓµ2t. The other satisfies (φ¯a)2 = µ2/u2.
This equation determines only the radius of φa, so that
the solutions are degenerate on (N − 1)-dimensional sur-
face. Since these solutions are equivalent, we may choose
φ¯a = (µ/u,0) as the solution. Obviously, the solution
is not invariant under a general O(N) rotation, but still
invariant under O(N − 1) transformation that does not
rotate the first component. Therefore, O(N) is sponta-
neously broken into O(N − 1).
The Nambu-Goldstone theorem implies that there are
gapless modes as fluctuations around the steady state [6–
8, 14, 15]. To see this, we expand the field variables as
φa(t,x) = φ¯a + (σ(t,x), πb(t,x)), where the suffix runs
b = 2, 3, .., N . In this parametrization, the Langevin
equations for σ and πb are expressed as(
∂t + γx2∂x1 − Γ∇2 + 2Γµ2
)
σ =η1 + · · · , (10)(
∂t + γx2∂x1 − Γ∇2
)
πb =ηb + · · · , (11)
where the last terms “· · · ” represent the nonlinear terms.
Because there is the nonvanishing term 2Γµ2σ in the left-
hand side of Eq. (10) for a constant σ, it is gapped. In
contrast, the left-hand side of Eq. (11) vanishes for a
constant πb, i.e., πb are gapless.
Linearized Langevin equation.— To derive the disper-
sion relation of πb, we need to solve the linearized equa-
tion for fluctuations, which we obtain by dropping the
nonlinear term in Eq. (11). Performing the Fourier trans-
form for t, x1 and x3, we obtain the following linearized
Langevin equation,
(
−iω + iγx2k1 + Γk2⊥ − Γ
∂2
∂x22
)
πb(x2,k⊥, ω)
= ηb(x2,k⊥, ω). (12)
3Here, ω is the frequency and we define k⊥ := (k1, k3). It
is useful to introduce dimensionless parameters as X =√
γ/Γx,K =
√
Γ/γk, and Ω = ω/γ. Then, the equation
for πb becomes
(
− ∂
2
∂X22
+ iK1X2 − iΩ +K⊥2
)
πb(X2,K⊥,Ω)
= ζb(X2,K⊥,Ω). (13)
Here, we define πb(X2,K⊥,Ω) := π
b(x2,k⊥ω), and
the noise ζb(X2,K⊥,Ω) := η
b(x2,k⊥, ω)/γ. To solve
Eq. (13), we consider the following operator and its eigen-
value equation,
Lˆ = − ∂
2
∂X22
+ iK1X2, (14)
Lˆψn(X2,K1) = λn(K1)ψn(X2,K1), (15)
where ψn is the eigenfunction, and λn is the eigenvalue.
We impose the boundary condition such that the fluctu-
ation vanishes at the boundary and the infinity,
ψn(0,K1) = 0 and lim
X′
2
→∞
ψn(X
′
2,K1) = 0. (16)
The operator (A1) is called the complex Airy opera-
tor [30], which is non-Hermitian, but complex symmetric.
By writing the eigenvalue equation as
[ ∂2
∂X22
− iK1X2 + λn(K1)
]
ψn(X2,K1) = 0, (17)
and changing the variable as Y = (iK1)
1/3X2 −
(iK1)
−2/3λn(K1), we obtain (∂
2/∂Y 2 − Y )ψn(Y ) = 0.
That is, the eigenvalue equation turns to the Airy equa-
tion [31]. The general solution is written by the Airy
functions Ai(Y ) and Bi(Y ) as ψn(Y ) = anAi(Y ) +
bn Bi(Y ), where an and bn are superposition coefficients.
Now, we determine the eigenvalues and the eigenfunc-
tions by imposing the boundary condition (16). First, we
consider the condition at infinity. An asymptotic behav-
ior of the Airy function depends on the argument of Y
at |Y | → ∞. In our model, it is calculated as | arg(Y )| ∼
| arg((iK1)1/3X2)| = π/6. From the asymptotic formu-
las for | arg(Y )| < π/3, Ai(Y ) → 0, Bi(Y ) → ∞ at
|Y | → ∞ [31], and thus, the coefficient b must vanish.
Next, we consider the condition at X2 = 0. It leads to
Ai(Y0) = 0 with Y0 := −(iK1)−2/3λn(K1), so that Y0
have to be equal to zeros of Ai(x). The zeros are simple
and only located on the negative real axis. Denoting n-th
zero as −tn, we find the eigenvalues and eigenfunctions
as
λn(K1) = (iK1)
2/3tn, (18)
ψn(X2,K1) = Nn(K1)Ai((iK1)1/3X2 − tn). (19)
Here, Nn(K1) is the normalization constant,
Nn(K1) = (iK1)
1/6
Ai′(−tn) . (20)
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FIG. 2. The real and imaginary parts of the eigenfunctions.
The blue, orange, and green lines show the eigenfunctions at
n = 1, 20, 60, respectively. We have set K1 = 1 and divided
the eigenfunctions by Cn =
√∫
dX2|ψn|2 for comparison.
The derivation is given in the Appendix B.
Figure 2 shows the real and the imaginary parts of
the eigenfunctions for several n. The blue, orange, and
green lines show the eigenfunctions at n = 1, 20, 60,
respectively. The eigenfunctions are localized oscillating
functions.
It is shown that the eigenfunction system forms a com-
plete system and spans an orthonormal basis [30]. We
can expand an arbitrary square-integrable function as
f(X2,K1) =
∞∑
n=0
fn(K1)ψn(X2,K1), (21)
fn(K1) =
∫ ∞
0
dX2ψn(X2,K1)f(X2,K1). (22)
Expanding Eq. (13) by Eq. (19), we obtain the diagonal
representation of the linearized Langevin equation,
(
λn(K1)− iΩ +K21 +K23
)
πbn(K1,Ω) = ζ
b
n(K1,Ω). (23)
Dispersion relation of NG modes.— The dispersion of
NG modes can be obtained by the zero point of the left-
hand side of Eq. (23). The solution is
Ω = −i(iK1)2/3tn − i(K21 +K23), (24)
=
√
3
2
sgn(K1)tn|K1|2/3 − i
2
|K1|2/3tn − i(K21 +K23 ).
Here, sgn(x) is the sign function, and we decomposed
it into the real and imaginary parts by using (±i)2/3 =
1/2 ± i√3/2. In the original variables, the dispersion
relation becomes
ω =
√
3
2
sgn(γk1)Γ
1/3tn|γk1|2/3 − i
2
Γ1/3tn|γk1|2/3
− i Γ(k21 + k23). (25)
This is the main result of this letter. There are several
remarkable features: First, the dispersion has the novel
fractional exponent 2/3. Gapless modes with fractional
dispersion themselves are not surprising. Such modes of-
ten appear if a spatial symmetry is broken, e.g., on the
interface or domain-wall of a matter [32]. A typical ex-
ample is the gravity wave that is a surface wave on a
4fluid under gravity [33]. It has a fractional dispersion,
ω ∼ k1/2 [34]. Another example is the wave on an inter-
face between two phase-separated Bose-Einstein conden-
sates, which shows ω ∼ k3/2 [35]. These power behavior
can be understood as follows: The equation of motion
for a small fluctuation form a second order differential
equation, and then the dispersion relation is obtained by
solving the quadratic equation with respect to ω. If the
coefficients of the quadratic equation are polynomials of
k, the dispersion relation behaves like ω ∼ kn/2, with
some integer n.
In this sense, the power of 2/3 is somewhat unusual.
Nevertheless, we can understand the power from the scale
analysis: Since ω ∼ λn at small k1 and k3, the be-
havior is determined by the complex Airy operator Lˆ.
Let ∆X2 be the typical length scale of eigenfunctions.
Then, X2 and ∂/∂X2 in Lˆ behave like X2 ∼ ∆X2, and
∂/∂X2 ∼ 1/∆X2, respectively. Therefore, the complex
Airy operator is Lˆ ∼ (∆X2)−2 − iK1∆X2. The first and
second term must be balanced for the eigenstate, so that
we obtain the typical scale ∆X2 ∼ K−1/31 for given K1.
This leads to ω ∼ Lˆ ∼ K2/31 as we expected.
Second is the existence of a real part in Eq. (24), which
means that the NG modes are propagation modes. The
system that we have considered is an open system in
the sense that the system described by φa couples with
the thermal bath. The NG modes in such a system are
typically diffusive [14, 15]. In fact, if we take γ → 0,
the dispersion of NG modes is ω ∼ −ik2. The shear flow
gives a new propagation mechanism of NG modes.
Third is the group velocity of NG modes. The group
velocity vg := ∂(Reω)/∂k1 is calculated as
vg =
1√
3
sgn(γk1)(Γγ
2)1/3tn|k1|−1/3 (26)
for k1 6= 0. For a given k1, the different n gives the
different group velocity. The group velocity also depends
on k1 and it increase as k1 decreases.
Finally, we discuss the degeneracy of number of the
gapless modes. The dispersion approaches to zero in the
limit k1, k3 → 0 for any n. This means the infinite
number of NG modes exists. One might think the infinite
degeneracy causes a singularity. This will not be the case.
The number of NG modes under the shear flow is finite
in a unit volume because the eigenfunction is a localized
function as shown in Fig. 2. We note that the same
phenomenon, the infinite degeneracy of zero modes, is
observed in massless Dirac particles in the presence of
a magnetic field. As a concrete example, we consider a
graphene under a magnetic field B, whose Hamiltonian
is given as [36]
H = vF
(−σ∗ · (p− ecA) 0
0 σ · (p− ecA)
)
, (27)
where vF is the Fermi velocity of the graphene electron,
σ = (σ1, σ2) the Pauli matrix, p the momentum, e the
electric charge, and c the speed of light. We choose the
Landau gauge for the vector potential A = (−Bx2, 0, 0).
Diagonalizing the Hamiltonian, we obtain the energy
eigenvalues as ǫn = sgn(n)
√
2~eB|n|/c, where n is an
integer, n = 0,±1,±2, .... In particular, the state with
n = 0 is the gapless mode. The Hamiltonian commutes
with the momentum p1 and the eigenvalue of each Lan-
dau level is independent of p1, so that the state is in-
finitely degenerate, which is similar to our results. It is
known that the number of zero modes in a unit volume
is finite, and they do not lead to a singular behavior.
Concluding remarks.— We compare our results with
the NG modes in isolated and open systems without the
flow [14]. In an isolated system, the type-A NG modes
associated with O(N) → O(N − 1) have a linear dis-
persion ω ∼ k. In an open system, it turns to diffusion
modes ω ∼ −ik2. The number of the modes in both
systems is equal to the number of broken symmetries,
dim(O(N)/O(N − 1)). In contrast, under the shear flow,
the diffusion mode turns to the fractional dispersion and
the number of the modes changes to infinite.
In other words, the diffusion mode splits into the in-
finite number of the fractional modes by the shear flow.
We call the splitting modes as the rainbow NG modes
by making an analogy to the rainbow splitting sunlight
by a reflection at a surface of a raindrop. We also note
that the Airy function is first developed to describe the
intensity of the light in neighborhood of a caustic such
as the rainbow [37].
The rainbow NG modes do not belong to the clas-
sification in Ref. [15], where homogeneity is assumed.
The shear flow explicitly breaks the homogeneity, and
it drastically changes the behaviors of NG modes. It
is a challenging work to establish the NG theorem for
systems without homogeneity such as under a nonequi-
librium steady flow.
We also compare our results to dynamics of a magneti-
zation with a constant magnetic field gradient, where the
external field simply violates the homogeneity. The equa-
tion of motion, called the Bloch-Torrey equation [38, 39],
is given as
∂tM(t,x) =
(− iγGgx2 + Γ∇2)M(t,x). (28)
Here, M(t,x) is the transverse magnetization, γG the
gyromagnetic ratio, g the magnetic field gradient, and
Γ the diffusion constant. The Bloch-Torrey equation is
almost the same as Eq. (12). However, x2 does not couple
to the wavenumber k1 but just the parameter γGg. The
dispersion relation of (28) is calculated as
ω =
√
3
2
sgn(g)(Γγ2G)
1/3tn|g|2/3 − i
2
(Γγ2G)
1/3tn|g|2/3
− i Γ(k21 + k23), (29)
where −tn is the zeros of the Airy function. There are
the two differences. First, the dispersion is not gapless,
ω 6= 0 at k1, k3 → 0 for any n. Second, there is no
infinite degeneracy at k1 → 0 because it does not have
the cross terms of tn and k1. Therefore, the coupling
5between x2 and k1 due to the shear flow is important for
the remarkable behaviors of the rainbow NG modes.
We expect that the nonlinear terms of Eqs. (10) and
(11) will not change the our results by the mean field
approximation. In a critical fluid under the shear flow,
it is known that the critical exponents are the same as
those by the mean field even if we renormalize nonlinear
terms [27].
There are several directions for future work. One is
to clarify the possibility of a realization of a long-range
order in a two-dimensional system. In the thermal equi-
librium system, the ordered phase does not exist because
the fluctuations of NG modes break the order parame-
ter φ¯a = (µ/u,0) in the thermodynamic limit [40]. The
effect of fluctuations to the order parameter can be esti-
mated as the integral of the response function at ω = 0
with respect to k. For the diffusion mode, it is calculated
as
∫
dkG(ω = 0,k) = 2π
∫ Λ
µ
dkk
1
k2
∼ − ln µ
Λ
. (30)
Here, µ and Λ are the infrared and the ultraviolet cutoffs,
respectively. In the limit of µ→ 0, the integral diverges,
which breaks the long-range order [1]. On the other hand,
under the shear flow, the diffusion mode turns to the frac-
tional mode ω ∼ k2/31 whose power is smaller than k21 ,
so that the infrared divergence is expected to disappear
in the thermodynamic limit. To actually show the re-
alization of the long-range order in the two-dimensional
system, we have to numerically evaluate the correlation
function from Eqs. (8) and (5), and perform a finite-size
scaling analysis [41].
Another direction is to study NG modes under heat
flow. The heat flow in a fluid changes a long-range be-
havior of a spatial correlation [26]. We expect that the
flow also changes the behaviors of NG modes.
The final direction is to find a realistic system that
exhibits spontaneous symmetry breaking under the
shear flow. In the real system, the shear flow is realized
by moving two adjacent walls of the system each other.
It is then interesting to study a liquid crystal confined
by the two moving walls. The liquid crystal is a fluid
where we can make the shear flow, and the symmetry
is spontaneously broken in the nematic and the smectic
phases. We leave the study on the liquid crystal as
future work.
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Appendix A: Orthonormality and completeness of the eigenfunction system
We discuss that the eigenfunction system of the complex Airy operator forms a complete system and spans an
orthonormal basis. The complex Airy operator and the eigenvalue equation are written as
L(X2, X ′2;K1) =
(
− ∂
2
∂X22
+ iK1X2
)
δ(X2 −X ′2), (A1)∫ ∞
0
dX ′2L(X2, X ′2;K1)ψn(X ′2,K1) = λn(K1)ψn(X2,K1). (A2)
Since the operator (A1) is complex symmetric,
L(X2, X ′2;K1) = L(X ′2, X2;K1), (A3)
the left-eigenvalues and eigenfunctions are the identical to the right ones. That is, ψn(X2,K1) satisfies
∫
dX2ψn(X2,K1)L(X2, X ′2;K1) = λnψn(X ′2,K1). (A4)
The orthogonality of eigenfunctions can be shown from this property by considering
∫ ∞
0
dX2dX
′
2 ψm(X2,K1)L(X2, X ′2;K1)ψn(X ′2,K1). (A5)
This leads to
λn(K1)
∫ ∞
0
dX2ψn(X2,K1)ψm(X2,K1) = λm(K1)
∫ ∞
0
dX2ψn(X2,K1)ψm(X2,K1). (A6)
Since the eigenvalues are simple, ψn(X2,K1) and ψm(X2,K1) are orthogonal if n 6= m. For n = m, we normalize the
eigenfunction as
∫ ∞
0
dX2
(
ψn(X2,K1)
)2
= 1, (A7)
which leads to the normalization constant to be
Nn(K1) = (iK1)
1/6
Ai′(−tn) . (A8)
The detailed derivation is given in the next section B. In this normalization, the orthonormality is expressed as
∫ ∞
0
dX2ψn(X2,K1)ψm(X2,K1) = δnm. (A9)
7We note that this is different from the Hermitian or self-adjoint operator. For the Hermitian case, the eigenfunction
is orthogonal to its complex conjugate. In our operator, the left eigenfunction is identical to the right one. We also
note that, since the eigenfunctions are written by the Airy function Ai(Y ), the eigenfunctions are square-integrable,
∫ ∞
0
dX2|ψn(X2,K1)|2 <∞. (A10)
The completeness is less trivial because the complex Airy operator (A1) is not Hermitian. Fortunately, these eigen-
functions are known to form the complete system [30], so that we can write
∑
n
ψn(X2,K1)ψm(X
′
2,K1) = δ(X2 −X ′2), (A11)
on X2 > 0 and X
′
2 > 0. From the orthogonality (A9) and the completeness (A11), we can expand an arbitrary
square-integrable function as
f(X2,K1) =
∞∑
n=0
fn(K1)ψn(X2,K1), (A12)
fn(K1) =
∫ ∞
0
dX2ψn(X2,K1)f(X2,K1). (A13)
Appendix B: Derivation of normalization constant
We derive Eq. (A8). The normalization condition reads
(Nn)−2 =
∫ ∞
0
dX2Ai
2(Y ), (B1)
where Y = (iK1)
1/3X2 − tn. By changing the integral variables from X2 to Y = (iK1)1/3X2 − tn, we have
∫ ∞
0
dX2Ai
2(Y ) = (iK1)
−1/3
∫ ∞e±ipi/6
−tn
dY Ai2(Y ). (B2)
Here, we have used
Y = (iK1)
1/3X2 − tn = e±ipi/6|K1|1/3X2 − tn,
where ± in the exponent is the sign of K1. Using integration by parts, we obtain
∫ ∞
0
dX2Ai
2(Y ) = (iK1)
−1/3
[
YAi2(Y )
]Y=∞e±ipi/6
Y=−tn
− 2(iK1)−1/3
∫ ∞e±ipi/6
−tn
dY YAi(Y )Ai′(Y ), (B3)
where we define Ai′(Y ) := dAi(Y )/dY . Noting that the first term vanishes and using the Airy equation for the second
term, we arrive at
∫ ∞
0
dX2Ai
2(Y ) = −2(iK1)−1/3
∫ ∞e±ipi/6
−tn
dY Ai′′(Y )Ai′(Y )
= −(iK1)−1/3
∫ ∞e±ipi/6
−tn
dY
d
dY
Ai′
2
(Y )
= (iK1)
−1/3Ai′
2
(−tn). (B4)
Here, we have introduced Ai′′(Y ) := d2Ai(Y )/dY 2 and used limY→e±ipi/6∞Ai
′(Y ) = 0. Substituting Eq. (B4) into
Eq. (B1), we obtain Eq. (A8).
