Abstract. In 2003 it was proved that the open quadrant Q := {x > 0, y > 0} of R 2 is a polynomial image of R 2 . This result was the origin of an ulterior more systematic study of polynomial images of Euclidean spaces. In this article we provide a short proof of the previous fact that does not involve computer calculations, in contrast with the original one. The strategy here is to represent the open quadrant as the image of a polynomial map that can be expressed as the composition of three simple polynomial maps whose images can be easily understood.
Introduction
In the 1990 Reelle Algebraische Geometrie Seminar held in Oberwolfach Gamboa [G] proposed the following problem:
Characterize geometrically the images of polynomial maps between Euclidean spaces.
The effective representation of a subset S ⊂ R m as a polynomial or regular image of R n reduces the study of certain classical problems in Real Geometry to its study in R n with the advantage of avoiding contour conditions. Examples of these problems are Optimization or Positivstellensätze certificates [FG2, FU2] .
When facing the problem above, the fact of working over the field of real numbers introduces extra difficulties that are not present when working over the field of complex numbers. As a simple example, it is a basic result in the theory of one complex variable that the image of a non-constant polynomial map f : C → C is always equal to C. However, the equivalent statement in the real setting no longer holds. The reader can easily verify that: The image of a real, non-constant polynomial function is an unbounded closed interval.
If we broaden our interest to polynomial maps f : R n → R m between Euclidean spaces the characterization of their images becomes a tougher task. By Tarski-Seidenberg's principle [BCR, 1.4 ] the image of an either polynomial or regular map is a semialgebraic set. A subset S ⊂ R n is semialgebraic when it has a description by a finite boolean combination of polynomial equations and inequalities. During the last decade we have approached the problem of characterizing which (semialgebraic) subsets S ⊂ R m are polynomial or regular images of R n .
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On the one hand, we have obtained some necessary conditions that a semialgebraic set must satisfy in order to be a polynomial or regular image of R n (see [Fe, FG1, FG2, FU1] ). On the other hand, we have described how to obtain constructively notable families of semialgebraic sets as images of polynomial or regular maps. In particular, we have focused our attention in convex polyhedra, their interiors and their complementaries [FGU, FU2, FU3, U2] .
Even in low dimensions we have to deal with situations that at first sight look harmless, but when considered more carefully become unexpectedly hard to handle because of the lack of precise tools to determine the image of a polynomial map. A particular case is the positive answer to the famous 'quadrant problem':
This problem was stated in [G] and solved in [FG1] . The proof proposed in [FG1] makes use of Sturm's algorithm applied to a high degree polynomial and the complexity of the involved calculations required computer assistance. This fact makes the reading of the proof rather disappointing, for it becomes a tedious task to verify that all the performed computations are indeed correct.
We have always wondered whether a less technical and less demanding approach was possible. In this work we present a very short and elementary proof for the quadrant problem, which completely avoids the use of computers. Our approach is different to the one chosen in [FG1] . Our strategy here is to provide a map f : R 2 → R 2 that can be expressed as the composition of three simple polynomial maps whose images are easily estimated and has the open quadrant as image. To be more precise, we will show that Q is the image of the polynomial map
Apart from providing a shorter and more comprehensible proof of the open quadrant problem, we have other reasons to revisit the issue. One is related to its importance: The representation of the open quadrant as a polynomial image is a key step in order to construct polynomial or regular images of higher complexity, as is the case for the family of convex polyhedra that we mentioned before. Another one is related to the still pending question of finding an optimal polynomial map that achieves the goal. In other words:
Which is the simplest polynomial map f : R 2 → R 2 whose image is the open quadrant?
Here the term 'simplest' is rather vague and ambiguous. In Section 3 we try to be more specific and provide questions that at present we are unable to answer.
The new proof
In order to prove Theorem 1.1 we need some preliminary work. As we have already announced, Q is the image of a composition of three simple polynomial maps. We present next three auxiliary lemmas that show some properties of the images of the polynomial maps F, G, H introduced in (1.1). 
Proof. It is clear that F 1 , F 2 are strictly positive on R 2 . Consequently, F (R 2 ) ⊂ Q. To prove the first inclusion we show that if a > 0, b > 0 satisfy ab− 1 ≥ 0, then the system of equations
has a solution (x, y) ∈ R 2 . Set z := xy − 1 and rewrite the system (2.1) in terms of the variables {x, z}. We have y = z+1 x and (2.1) becomes z 2 + x 2 = a,
We eliminate x and deduce that z must satisfy the polynomial equation
Observe that P is a monic polynomial of even degree such that
Thus, P has a real root z 0 such that 0 ≤ z 0 < √ a. Set x 0 := a − z 2 0 and y 0 :=
Proof. The inclusion G(A) ⊂ G(Q) is obvious. Observe that G 1 and G 2 are strictly positive on Q. Consequently, G(Q) ⊂ Q.
Next, we prove the inclusion B ⊂ G(A). Notice first that we can express B as follows:
where y x := min{x, 1/x}. For each x > 0 consider the polynomial function in the variable y
These polynomials have odd degree and positive leading coefficient because x > 0. Observe also that φ x (
as required.
Lemma 2.3. The polynomial map
Proof. The inclusion H(B) ⊂ H(Q) is obvious. Observe that H 1 and H 2 are strictly positive on Q. Consequently, H(Q) ⊂ Q.
Next, we prove Q ⊂ H(B) and consequently we will have Finally, Theorem 1.1 follows straightforwardly from the previous three Lemmas.
Proof of Theorem 1.1. Applying Lemmas 2.1, 2.2 and 2.3 we deduce that
Effectiveness of the new map
The problem of the open quadrant, together with its already known positive constructive answers, invites to search for alternative polynomial maps that also solve the problem and are optimal with respect to their algebraic complexity. This algebraic complexity can be understood in several ways. We briefly describe two possible approaches to this question.
(A) Optimal algebraic structure of the polynomial map. On a first look it is natural to wonder how our new obtained polynomial map looks like when completely expanded and how it compares to the previous known example in [FG1] . We care about the total degree of the involved polynomial map (the sum of the degrees of its components) and its total number of (non-zero) monomials. We would like to find a polynomial map with the least possible total degree and the least possible number of monomials.
In Table 1 appear the components of the polynomial map g(x, y) := (g 1 (x, y), g 2 (x, y)) proposed in [FG1] , while Table 2 shows those of our new map f (x, y) := (f 1 (x, y), f 2 (x, y)). Observe that the total degree of g is 56 while the total degree of f is 72. In addition the total number of monomials of g is 168 while the total number of monomials of f is 350. We wonder:
Question 3.1. (1) Which is the minimum total degree for the set of polynomial maps R 2 → R 2 whose image is the open quadrant?
(2) Which is the sparsest polynomial map R 2 → R 2 whose image is the open quadrant? [BCS, Chap.4] and [W] ). Here we are particularly interested in evaluating the polynomial coordinates of our map in an effective way. As multiplications have a higher cost to compute than additions/subtractions, non-scalar complexity seems a reasonable approach to consider in the first place. In our particular case, expressing our map f as a composition of three simpler maps helps to lower the complexity required to evaluate f at a point. More precisely, if we rewrite (1.1) as F : R 2 → R 2 , (x, y) → ((xy − 1) 2 + x 2 , (xy − 1) 2 + y 2 ), G : R 2 → R 2 , (x, y) → (x, y((xy) 2 − 4xy + 4) + x((xy) 2 − 2xy + 1)), (3.1)
H : R 2 → R 2 , (x, y) → (xy(x · (xy) − 4x + 4 + 1 2 y), y), an ocular inspection gives us an upper bound for the non-scalar complexity (working with real coefficients) of 4 + 4 + 3 = 11
1 . It is not so clear whether this bound can be achieved with the polynomial map proposed in [FG1] . At this point, we wonder:
Question 3.2. Which is the minimum non-scalar complexity for the set of polynomial maps R 2 → R 2 whose image is the open quadrant?
Of course, we can formulate diverse variants of this question if we consider other measures of complexity. In any case, regardless of the different approaches considered, the authors are convinced that more effective examples can be found for the open quadrant problem, and perhaps even shorter proofs.
