Introduction
In 2], J. A. Kalman presents axiomatizations of the left group tautologies and the right group tautologies. In this paper we sharpen those results by showing that Kalman's axiomatizations are dependent and by giving other simpler axiomatizations, including ones that consist of single formulas.
A left group formula is an expression constructed from variables and a binary function symbol E. A left group formula is a left group tautology i = 1 is valid in (multiplicative) group theory when E(x; y) is interpreted as x 1 y. The left group calculus consists of left group formulas and the inference rules variable instantiation and modus ponens, where E is treated as implication (i.e., from and E( ; ) infer ). An axiomatization of the left group calculus is a nite set of left group tautologies from which every left group tautology is derivable in the left group calculus. A single axiom for the left group tautologies is a left group formula such that f g is an axiomatization of the left group calculus.
There are analogous de nitions for the right group calculus, in which E(x; y) is interpreted as x y 1 . (Ordinary modus ponens, rather than reverse modus ponens is used for the right group calculus. This is discussed in Section 3.)
The inference rule used for the proofs in this paper is C. A. Meredith's condensed detachment 5, 9] , which uses uni cation to combine the operations of modus ponens and instantiation: consider premises and E( ; ), in which variables have been renamed, if necessary, so that they have no variables in common; if and unify, then infer the (most general) corresponding instance of . Every formula that can be derived by modus ponens and instantiation either can be derived by condensed detachment or is a instance of a formula that can be derived by condensed detachment 4] . See the proof of Theorem 4 below for simple examples of the application of condensed detachment. Section 2 contains condensed detachment proofs that three (L1, L4, and L5) of Kalman's ve axioms for the left group calculus are dependent on the remaining two axioms. It is then shown that E(E(E(E(x; y); z); E(E(u; v); E(E(E(w; v); E(w; u)); s))); E(z; E(E(y; x); s))) (S1) is a single axiom for the left group calculus. Several other simple axiomatizations (which are not single axioms) are also given. Section 3 contains condensed detachment proofs that four (R1, R3, R4, and R5) of Kalman's ve axioms for the right group calculus are dependent on the remaining axiom R2: E(x; E(x; E(E(y; z); E(E(y; u); E(z; u))))). Let the mirror image of a formula be obtained by rewriting each occurrence of E to E .
Note that each of the ve axioms R1{R5 is the mirror image (after renaming variables) of the the corresponding axiom in L1{L5. When the inference rule used with the right group tautologies is reverse modus ponens, it is easy to see that the resulting calculus is isomorphic to the left group calculus. However, Kalman states (without proof) that ordinary modus ponens can also be used with R1{R5 to axiomatize the right group tautologies. We sketch a proof of this result here. For the right group calculus, we use ordinary modus ponens rather than reverse modus ponens in order to have a system that is substantially di erent from the left group calculus. In addition, it appears that the right group calculus has axiomatizations that are simpler than the left group calculus has. Theorem 5. Formula R2 is a single axiom for the right group calculus.
Proof (Otter). The following (ordinary) condensed detachment proof derives R3, R1, R4, and R5 0 , which is a generalization of R5, from R2: 4 The Role of Otter
The program Otter 6] is a general-purpose, resolution/paramodulation theorem prover for rst-order logic with equality. The main consideration in the design of Otter was the ability to quickly explore large search spaces rather than the use of heuristics to carefully control the searches.
We used Otter in two ways to obtain these results. First, to nd the multi-formula axiomatizations listed at the end of Section 2, we iterated as follows: take a known axiomatization, replace a complex axiom, say , with a set of simpler tautologies, then search for a proof of ; if a proof is found, search for dependencies in the new axiomatization. Second, to nd the single axioms, we generated large sets of tautologies, and with each, searched for a known axiomatization. The main method for generating the large sets of candidate single axioms was to enumerate tautologies not containing instances of E(x; x). (Most tautologies contain instances of E(x; x), but the interesting axiomatizations usually do not.) Approximately 10,000 Otter searches were run, consuming about four days of computer time. Another paper 7] contains a detailed presentation of the use of Otter to obtain the results presented in this paper.
