Main Text
As organizational psychologists, our group studies the influence of emotions expressed in a work-related context on various aspects of work. Our previous research in this area relied primarily on experimental manipulations or on self-reports of emotion (as reviewed by Hareli & Rafaeli, 2008; see Rafaeli et al., 2012 for an empirical example). More recently, we have been collaborating with Computer Science colleagues, using automated tools to analyze data generated in online service conversations and study the effects of customer emotion on service agents. We analyzed 677,936 conversations to explore the evolution of customer emotion within conversations (G. B. Yom-Tov et al., 2018) and to test the effects of negative customer emotion on actual employee behavior. Our analysis demonstrated that employees respond more slowly (Altman, Rafaeli, & Yom-Tov, 2017 ) and take longer breaks after interacting with customers expressing negative emotions. In another study, analyzing 8,259 conversations between customers and service agents, we showed that discrete emotions expressed by customers (e.g., anger) predict emotional behaviors of agents (Herzig et al., 2016) . These recent studies--using large data samples representing actual behaviors of employees and customers --differ drastically from our previous lab/self-report based research and reveal the exciting opportunities that Digital Traces hold for psychological research. We review these opportunities, in the hope of encouraging other psychological science researchers to embrace them.
Technology -which increasingly mediates and supports human activities--retains
Digital Traces of people's behaviors, creating a goldmine of data for psychological science.
Digital traces can imply people's intents, preferences and emotions, and also include aspects of the context (e.g., when actions occur; Stephens-Davidowitz & Pinker, 2017) .
Organizations use such data to define or assess business goals, and some analyses of such data are conducted as part of "Computational Social Science" (Table 1; Alvarez, 2016 ), yet Page 4 of 20 use in psychological research is still scant. Computer Science researchers are increasingly using tools common in their field to investigate topics more conventionally addressed by psychological scientists. Figure 1 documents, for example, the extensive growth of emotion research in Computer Science. However, the limited familiarity of this field with the theory and methodological rigor of psychological science research on emotion limits the potential depth of this research. Furthermore, psychology researchers are not likely to review this research, because of the unfamiliar journals, concepts and methods it uses. Psychological scientists are currently less likely to use Digital Traces, which severely limits the potential breadth and impact of their research on this growing trend in Computer Science. We urge psychological scientists to step in and join Digital Traces research, both to enhance and to benefit from the versatility of this emerging field.
We thus describe how Digital Traces data can enrich psychological research, review tools and resources for collection and analysis of Digital Traces data, note useful hands-on guides for research with such data, and conclude with a review of challenges in such research. (ii) Digital Traces provide fine-grained tracking of expressions and behaviors of large samples of people. To illustrate, Twitter archives more than 500 million Tweets on an average day (http://www.internetlivestats.com/twitter-statistics/), and over 4 million blog posts appear daily (http://www.worldometers.info/blogs/). These archives include information on both behavior (e.g., posts) and context (e.g., location). Sensors embedded in everyday objects (e.g., smart-televisions) accrue a large volume of data (e.g., shows watched) on large numbers of participants (Greengard, 2015) . The omnipresence of sensors, labeled the 
DIGITAL TRACES: NEW TOOLS AND RESOURCES FOR PSYCHOLOGICAL RESEARCH
Using Digital Traces in psychology research requires familiarization with new terminology and new tools for collecting and analyzing data. We briefly review must-know concepts and refer readers to comprehensive resources. Single rows in a dataset --called logs--record an expression (e.g., a published text, or picture), and/or a behavior (e.g., logging into a forum, heart rate), and include contextual data (e.g., time of action, location). Logs quickly accumulate into huge amounts of multiple-type data (e.g., textual, numeric, images or videos), hence the term Big Data. Such data can be extracted from archives or collected through sensors. Publicly accessible archives include, for example, Wikipedia, and Reddit, and there are search engines and platforms for finding datasets (cf. Sensors facilitate collection of fine-grained behavioral data (as opposed to surveys, experiments or even diary studies), since they continuously document behaviors (cf. . Smartphones-which are today ubiquitous-can add another element to data collection, allowing communication with participants and collection of participant selfreports. To illustrate, Lathia, Sandstrom, Mascolo, and Rentfrow (2017) studied over 10,000 smartphone users, and showed that physical activity (objectively measured with sensors) relates to (self-reported) happiness. Digital Traces data collected using sensors, smartphones, and wearables (e.g., Fitbit) frees research from the constraints of labs and specific locations, but requires the complex translation of raw sensor data into meaningful indices of behavior and mental states (Mohr, Zhang, & Schueller, 2017) . Matusik et al. (2018) describe the use of wearable bluetooth sensors for capturing relational variables and temporal variability in relationships. Lakens (2013) illustrates the use of sensors in an experimental paradigm, by manipulating recalled emotion and measuring heart rate with a Smartphone app.
Automated tools allow efficient analyses of large volumes of Digital Traces data.
Transcribing and coding voice and video can be done automatically (cf.
https://vi.microsoft.com/), reducing laborious research assistant work. Written text can be analyzed using Computer Aided Text Analysis (CATA), which relies on pre-defined dictionaries of terms. CATA can identify word clusters (Short, McKenny, & Reid, 2018) and Page 8 of 20 topics (topic modeling; cf. . The Linguistic Inquiry and Word Count (LIWC) tool described by Pennebaker, Boyd, Jordan, and Blackburn (2015) provides a word count of texts in predefined categories (e.g. counting words associated with power, emotions, etc.). Reyt, Wiesenfeld, and Trope (2016) , for example, used word counts to study the impact of (high vs. low) construal level of advice givers on advice taking.
Dictionary analyses can be supplemented by incorporating grammatical structures into text analysis. Thelwall (2017) , for example, used lexical supplements to separate texts such as "not angry" and "very angry", which would not differentiated in a simple word count analysis. State of the art text analyses rely on Deep Learning (or other Machine Learning methods), which use computations to "train" machines to automatically code content. In these approaches one sample of data "trains" a tool to classify content into categories. "Trained" tools are tested (validated) with other samples and allow coding of additional samples for further studies. Speer (2018) , for example, used text analysis to derive narrative sentiment scores from qualitative performance evaluations in one sample, and then applied these scores to an additional sample of (textual) performance data. 
Sentiment Analysis

CHALLENGES FOR PSYCHOLOGICAL SCIENCE RESEARCH
We do not suggest Digital Traces as a replacement for current methods. Rather Digital Traces can provide insights using more diverse, larger and less biased data, as demonstrated above.
Together with these opportunities, Digital Traces research presents some challenges. First, the magnitude, redundancy, inaccuracies and complexity of Digital Traces data mean that raw data must be "cleaned" (sometimes referred to as "wrangling" (cf. Braun, Kuljanin, & DeShon, 2018) ), a process that can be extremely time consuming. Raw data often includes duplicate records, typos, symbols or characters and other "noise" that can distort even simple descriptive statistics, let alone inferential tests. Computing variables from "raw" data typically requires transforming data from its original form into a format that allows statistical analysis to address the research questions. The necessity for quality control of such transformations cannot be overemphasized; numbers are easy to produce and to compute, but the degree to which computed variables measure intended theoretical constructs is hardly straightforward. Speer (2018) illustrates this laborious process for Computer-Aided Text Analysis. Mohr et al. (2017) attempt to ease use of sensor data for research. Although a real challenge, the cleanup and quality control of transformations is rarely recognized or sufficiently thought through (Braun et al., 2018) .
Second, the choice of platform from which data is obtained can create sampling biases (Ruths & Pfeffer, 2014 ) that require concerted attention. For example, Twitter data is attractive because it is relatively easy to retrieve (Murphy, 2017) Traces research when Computer Science colleagues asked us for assistance with their research on emotion. We discovered a plethora of research on emotion being published in
Computer Science outlets, but for the most part the data-driven nature of this research was not building on fundamental elements of psychological research; content and construct validity, reliability and validity of measures and constructs for example are often missing.
Psychology can help Computer Science researchers create more "theory-driven" web scraping (Landers et al., 2016) , as well as clarify variable definitions and hypothesized effects. Psychology can help itself by embracing Digital Traces research and joining the big data revolution.
