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An algebraic isomorphism from a convolution algebra of Laplace trans- 
formable functions with support on the half-line to a complete discrete normed 
convolution algebra of sequences is used to construct generalized functions. 
The extension of this function-to-sequence map to a commutative Banach 
algebra of generalized functions is shown to be a Banach algebra isomorphism 
which can be utilized to establish a discrete formulation of a Mikusinski-type 
operational calculus and to construct algorithms for the numerical solution of 
half-line convolution equations. 
1. INTRODUCTION 
There are many ways to introduce generalized functions with support on 
a half-line [l-10]. Many of these approaches were designed to justify and to 
extend Heaviside’s operational calculus. The formulation of half-line con- 
volution equations (such as, e.g., linear ordinary differential equations with 
constant coefficients, or Volterra integral equations with displacement kernel) 
in terms of generalized functions is usually disconnected from the construc- 
tion of algorithms for their numerical solution or approximation. The realiza- 
tion of this situation gave the impetus for the present investigation. The 
object of this paper is to present a theory of generalized functions which is 
designed to bridge the gap between operational calculus in a generalized 
function setting on the one hand, and the methods of numerical analysis 
on the other. This task can be accomplished by exhibiting a discretization 
map from a Banach algebra of generalized functions to a discrete convolution 
algebra of sequences. 
In Section 2 we introduce a discretization map (i.e., a function-to-sequence 
map) which we term exponential moment transform, and show that this map 
is an algebra isomorphism on a convolution algebra U of functions of the 
form x = x(t) = e-+(t), where K > 0 and Q is a polynomial. As a conse- 
quence of the isomorphism, the algebra U can be normed by a so-called 
pulling back norm. We also show that the resulting normed algebra is not 
complete. 
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In Section 3 we introduce generalized functions, with what seem to us rather 
modest means of technical preparation. In particular, we complete the normed 
algebra U of Section 2 to a commutative Banach algebra X, which we show 
to be entire and to have a unit element. The extension of the exponential 
moment transform to X is shown to be a surjective algebra isomorphism 
whose range is a Banach algebra of sequences. 
In Section 4 we assign to every P-sequence a generating function and 
discuss the relationship between the exponential moment transform and 
the one-sided Laplace transform. As a major result we show that there are 
four entire B-algebras which are mutually isomorphic, each of these having 
some significance of its own. 
It is well known that the system of Laguerre functions constitutes a 
Schauder basis for the Banach space of Lebesgue square integrable functions 
on the half-line. In Section 5 we prove the stronger result that the Banach 
space of generalized functions, defined via the pulling back norm, also has a 
Schauder basis. 
In Section 6 we establish an inversion formula and a representation theorem 
for Laplace transformable locally Lebesgue integrable functions; this repre- 
sentation theorem enables us to classify those generalized functions which 
happen to be functions. 
Finally, in Section 7, we show how the discretization map introduced in 
Section 2, together with its inverse, can serve as the analytical foundation for 
the construction of algorithms for the numerical solution of half-line equa- 
tions. 
2. THE EXPONENTIAL MOMENT TRANSFORM 
Let .E”toC be the class of complex-valued locally Lebesgue integrable 
functions with support on the half-line t 3 0. For any two x, y E Z& half- 
line convolution is defined by 
(x * y) (t) = 11 x(t - u) y(u) du. 
(Occasionally we will delete the * and denote x *y simply by juxtaposition 
as xy.) A commutative ring R that need not have a unit element but has a 
least one element differing from the zero element is entire if it contains no 
(proper) divisor of zero, i.e., if R is an integral domain. We say that an algebra 
A over the coefficient field @ is entire if A is entire as a ring. 
’ With half-line convolution as product, 9roC becomes a convolution algebra; 
the latter contains an ideal Mof all null functions, i.e., all functions of 9i0, 
which are zero almost everywhere. As a consequence of a result by Titchmarsh 
[II, Theorem VII], the quotient algebra (or residue-class algebra) 
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Go0 = Y&,/Nis entire. (The elements of L&, are, of course, equivalence 
classes of functions, two Y&,-functions being equivalent if they are equal for 
almost all t.) Denote the zero element of Lf,,, by 0. It may be instructive 
to express the fact that L& is an entire algebra in terms of the implication X, 
Y 4, 9 x # 0, y # 03 xy # 0, i.e., the nonzero elements of L:,, possess 
relative to half-line convolution the semigroup property. 
The exponential moment transform is, in a way, the discrete counterpart 
of the standard one-sided Laplace transform. Therefore, we consider, as 
Miller [8] and Weston [12] have done, only a subalgebra of Lt,, , namely, 
a convolution algebra of (Laplace-) transformable functions on [0, co). 
Rather than to work quite generally with locally integrable functions that 
have convergent Laplace integrals, we find it convenient to consider functions 
that have exponential order of growth, i.e., L&,-functions x(t) which satisfy 
the condition e-%(t) E L1(O, oz) for some c > 0. For conciseness, we propose 
the following. 
DEFINITION 2.1. Let L1 = L1(O, co) be the normed linear space of 
(equivalence classes of) complex-valued Lebesgue integrable functions on 
the half-line t >, 0, with L1-norm I/ . /IL’ , and let c > 0. An element x EL:,,, 
is called c-dump&e (or, for short, just dumpable) if it can be represented as 
x(t) = ecty(t), where y ELM. A subalgebra s Lfo, of c-dampable functions 
is denoted by L1*“. By an L1sc-norm is meant the functional 
II x II L~,e = // e+x(t)ilLl = fm ecct 1 x(t)/ dt. 
0 
Let s = 0 + in be complex. It is clear that all dampable functions are, 
for sufficiently large u > 0, (Laplace) transformable; in fact x EL~s~ implies 
that the complex-valued Laplace integral P(S) = sz e-%(t) dt is holomorphic 
in a half-plane determined by .9?(s) > c. In this context it is not without 
interest to note that Berens and Butzer [13, p. I311 have stated necessary 
and sufficient conditions for a complex-valued function holomorphic in a 
right half-plane to be the Laplace transform image of a dampable function, in 
terms of the (C, I)-means of a complex inversion integral. 
We are now in a position to introduce exponential moments and the expo- 
nential moment transform, for elements in the entire convolution algebra L1mc. 
DEFINITION 2.2. Denote the (index-) set of all nonnegative integers by 
Z,+ and let k E Z,,+ (i.e., k = 0, 1, 2 ,... ). Let x E Lfpc and suppose that S, > 0 
is sufficiently large. The (Lebesgue) integral 
a,(~,) = 
J^ 
m (P/k!) e-@x(t) dt 
0 
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is termed exponential moment of order k and parameter s, . By exponential 
moment sequence is meant the sequence 
32’bo) = @k(SO)h k E Z,+. 
The discretization map mentioned in the introduction will be realized as a 
bounded linear function-to-sequence map T: L1-c + T(L1sc), sending damp- 
able functions to exponential moment sequences, i.e., T: x F+ i = T(x). 
(This, by the way, explains the otherwise overloaded notation for moments 
and sequences.) 
To discuss the range of T, it is essential to note that the totality of complex- 
valued sequences defined on Z,+ can be made an algebra over the complex 
field by explaining finite sums of finite products of sequences. The role of 
the product is played by Cauchy convolution, which, for any two sequences 
9 = (&J and 9 = ($J, is defined by 
k E Z,+. 
(Occasionally we drop the Q and denote 4 0 9 merely by juxtaposition as 
~$0.) The resulting discrete convolution algebra of sequences is entire and has 
been discussed in [14]-[17], primarily in the context of its algebraic extension 
to a division algebra of “generalized sequences.” 
From the point of view of analysis it is not satisfactory to let the develop- 
ment rest here, as we need a notion of convergence in the entire discrete 
convolution algebra discussed above. Fortunately, we have considerable 
freedom in choosing a topology, as long as we make sure that we end up 
with a topological algebra. For simplicity we pick a complete normed algebra, 
i.e., a Banach algebra. (We do not insist that every Banach algebra have a 
unit element.) 
Let k E Z,+. A sequence a = {ak} is an P-sequence if 
II a IllI = f I ak I < co; 
k=O 
in this case we write a E P. It is well known (see, e.g., Dunford and Schwartz 
[18, p. 8811) that 11 is a Banach algebra with unit element. Moreover, Ii is an 
entire algebra. 
We can now clarify what was meant in Definition 2.2 by “sufficiently 
large.” 
LEMMA 2.3. Let x E Ll-c and suppose that so > c + 1. Then 
+o> = {~k(SO)l E 11, 
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i.e., the real parameter s,, can always be chosen such that the exponential moment 
sequences of dampable functions are P-sequences. 
Proof. We have 
11 i(so)/lll = f 1 jx (t”/k!) eCSotx(t) dt 1 
k=O 0 
< ,fo 1 1,” (t”/k!) e-sotect 1 eectx(t)l dt 1 
s 
co 
d 
0 
e+-c)t i. (t”/k!) 1 e-%(t)/ dt 
=s a’ e-(so-c-l)t / e-etx(t)l dt < 11 e-ctx(t)l/LI = I/ X(t)lia,, < ~0, 0 
for so > c + 1, as the interchange of summation and integration is legitimate 
by a corollary of Lebesgue’s dominated convergence theorem (cf. Hewitt 
and Stromberg [19, p. 1751). 
We now have everything necessary to define exponential moment trans- 
form. 
DEFINITION 2.4. Let & E L~J. By exponential moment transformation (also 
exponential moment transform, or EMT) with parameter so 3 0 is meant a 
linear function-to-sequence mapping T: L1rc + l1 which is determined by 
T(x) = a(~,) = [ jm (t’/k!) e-@x(t) dt/ , k E ZO+, 
0 
taking dampable functions to exponential moment sequences. 
At this point we are interested in some of the properties of T. First, it 
follows directly from the proof of Lemma 2.3 that T is bounded and therefore 
continuous. Second, among other things, we are interested in finding out 
whether T is injective (i.e., one-to-one), whether the range of T is all of 11, 
and whether T happens to be, analogous to the one-sided Laplace trans- 
formation, an algebra isomorphism. We will scrutinize T in the following 
sections. However, here we exhibit those properties of T that will enable 
us to introduce a useful new norm on certain special L1*c-functions. 
Let C be the field of complex numbers and denote by U the set of all 
expressions of the form x(t) = e-Ktq(t), where K > 0, 
q(t) = i a$/i!, 
i=O 
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ai E C for all i < n, n E Z,,+. It is then seen that the elements of U constitute 
for K > 0 a subalgebra of U, the latter being a subalgebra of L1*c for any 
c > 0. 1f.K = 0, then U is still a subalgebra of USC whenever c > 0. In this 
case, the elements of U are polynomials which by Lemma 2.3 are c-dampable 
functions for any c > 0. For U, some of the questions raised above can be 
settled immediately. 
THEOREM 2.5. The restriction T 1 U: U + 11 is an injective algebra homo- 
morphism (i.e., an algebraic isomorphism into). The image of U under T is not 
all of P. 
Proof. As a first step toward proving that T 1 U is an algebra homomor- 
phism, we show that U is a polynomial algebra over C (i.e., a polynomial ring 
which is also an algebra over C). To this end, denote by h the Heaviside unit 
step function, whose values are h(t) = 1 for all t 3 0 and h(t) = 0 for all 
t < 0. One can verify at once that the expressions ti/i! can be expressed in 
terms of convolutional powers of h, in such a manner that to ti/i! corresponds 
uniquely hi+l, where hifl stands for h*h* ... *h, h appearing i + 1 times as 
convolutional factor. As a consequence we have 
(tiji!) * (tj/j!) = hi+1 * hjfl = ti+j+l/(i +j + I)! = hi+i+z. (2.1) 
Next, we want to show that 
(fptti/i!) * (e-Kttj/j!) = p++j+l/(i + j + I)!. (2.2) 
Equation (2.2) can be verified by a straightforward evaluation of the half- 
line convolution integral 
s 
t 
Thus 
x(t) = eeKt f aiti/i! 
i=O 
is seen to be a convolutional polynomial, with zero constant term, in the 
indeterminate e-Kth(t). 
The exponential moment transform T is certainly a vector-space homo- 
morphism; for T / U to be an algebra homomorphism, it is necessary that 
T(x *r> = T(x) 0 T(Y), for all X, y E U. 
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The Li-function g(t) = e-%(t) IS a g enerator of U, in the sense that any 
element of U is a finite sum of finite (convolutional) products of g. Because 
g i+1 =g*g* . . . *g = pcttiji!, 
it suffices to show that 
qgi+1 * gj'l) = qgi+l) (YJJ qgj+l), all i E Z,+. (2.3) 
To verify (2.3), we compute first the image of e+V/i! under T: 
T(eCY/i!) = 1 jm (P/k!) e- 
0 
sote-K”(ti/i!) dt/ 
m ti+” e-(so+Kh dt 
o (i + k)! (2.4) 
Inspection of (2.4) shows that 0 # T(e-Kt ti/i!) E El whenever so + K > 1, 
for all i E Z,+ and finite so and K. Similarly, we find 
It remains to be shown that 
j+l 
1 1 (so + ‘,,l+z+1 
=]~o(i:“r’) (so+Kfi+k-z+l (‘3 (so t)“‘“~ 
_ i+j+k+l 
-I( 
1 
k (so + ,++j+k+2 ! 
; 
k>O 
this becomes evident after noting that the (binomial coefficient) identity 
holds for all i, j, k E Z,+. Thus T is an algebra homomorphism on U. 
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Next, we show that T 1 U is injective, which means that x E U, T(x) = 0 
implies x = 0, i.e., T on U is one-to-one (unique). Let e be the unit element 
of the discrete convolution algebra P. We note first that the image T(g) = j 
of the generator g(t) = eYz(t) satisfies the inequality g # ale for all OL E C. 
Next we note that 6 generates a polynomial algebra 0 = T(U) C P which is 
the image of the polynomial algebra U under T. Every element of U has a 
representation of the form 
It 
9 = 1 a,gi+l. 
i=O 
The next step in proving that T / U is injective is to verify the following 
statement. Let A be a normed entire algebra over C with unit element e and 
let x E A be such that x # aze for all 01 E C. The only polynomial Cr-, a& 
with aj E C for all j = 0, 1,2 ,..., n whose norm is zero is the zero polynomial, 
i.e., the polynomial all of whose coefficients are zero. To see this, suppose 
there were a nonzero polynomial with zero norm, i.e. suppose 
II II go UjXj = 0 * aj # 0 
for some j, 0 < j < it. From /I En= 5 o ajxj /I = 0, we get a, = - x cjnEl apj-1. 
The element x E A generates a proper principal ideal in the algebra of all 
C;=, a,xj, II E Zo+, of which a, = a,e is a member only if a, = 0. Since x # 0 
and A is entire, 
ta II 12 
x C ajxj-l = 0 + C ajXiwl = 0 3 a, = - x 1 ajxj-2, 
i=l i=l 542 
A repetition of this argument leads to a, = a, = *** = a, = 0, contrary to 
the assumption that there is at least one nonzero coefficient. Hence the asser- 
tion. 
It follows that t CL, a# = 0 implies that u. = a, = u2 = ... = a, = 0, 
i.e., that 4 = 2 Cf=, Uigi is the zero polynomial in 0 = T(U). Since the two 
algebras U and I? are isomorphic as polynomial algebras, the zero polynomial 
in U and the zero polynomial in 0 are in one-to-one correspondence. Thus 
0 = x = g i aigi E U 
i=O 
and T I U is injective. 
Finally, T(U) is not all of P as there is a unit element in P, whereas there is 
none in T(U) = fr. This completes the proof of Theorem 2.5. 
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Remark. In a polynomial algebra that can be normed it is possible that a 
nonzero polynomial has norm zero. For example, the nonzero polynomial 
1 + i2 over the reals with indeterminate i has norm zero once i is identified 
as the imaginary unit and the norm is explained as absolute value in the 
complex plane. 
Up to this point our treatment was mainly algebraic as it was not necessary 
to specify a topology on the convolution algebra U. We have a considerable 
freedom of choice in this respect, and choose to topologize U by just one 
seminorm. 
Let R be the reals; let I/ and W be linear spaces over C; letf: I’ + W be a 
linear map; and let p be a seminorm on W. Then the composite map p of: 
V + R is a seminorm on V, termed pulling back seminorm. If f is injective 
and if p is a norm, then p of: V -+ R is a norm, termed pulling back norm 
(see Loomis [20, p. 141). 0 ne use of Theorem 2.5 now becomes evident in 
the following. 
COROLLARY 2.6. Let R be the reals and C the field of complex numbers. Let 
T: U---f I1 be the exponential moment transform defined on the convolution 
algebra U of Theorem 2.5 and let p be the II-norm. Then the linear functional 
and composite map p 0 T: U + R determined by 
X ++ f 1 Se (t”/k!) e-‘otx(t) dt / 
k=O 0 
is a norm on U. With respect to this norm, U is an incomplete normed algebra 
over c. 
Proof. The composite p 0 T is a seminorm; the implications 
II T(x)ll,, = 0 3 T(x) = 0 G- x = o 
are clear, since p is the P-norm and T is one-to-one on U by Theorem 2.5. 
In order for U to be a normed algebra, the inequality 
11 T(x~)ll,~ = !I T(x)il,, /I T(y)llll 
must hold for all x, y E U. Since T is an algebra isomorphism by Theorem 2.5 
we have T(xy) = T(x) T(y), where T(x), T(y), and T(xy) are all elements of 
the normed algebra 11, in which the inequality holds by definition. To show 
that the normed algebra U is not complete, it suffices to exhibit a Cauchy 
sequence of elements in U which has no limit in U. To this end, suppose 
so > 1 and K > 0. A Cauchy sequence with the required properties is then 
given by, for instance, {e-Kt~~=, KV/i!},ao . This is seen by computing the 
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P-norms of the exponential moment sequences of the n-th terms of the 
Cauchy sequence 
and noting that 
! 
K 
1 
nt1 
lim 
= n+a, so + K - 1 
0. 
The exponential moment sequences of the n-th terms of the Cauchy 
sequence have a limit since I1 is complete, namely, 
which is the EMT-image of the Heaviside unit step function, which happens 
to be (for c > 0) anL l*c-function, but not an element of U. Thus U is not a 
complete normed algebra. 
3. CONSTRUCTION OF A BANACH ALGEBRA OF GENERALIZED FUNCTIONS 
In view of the incompleteness of U, we are motivated to construct a 
Banach algebra by means of the standard completion process. 
Let I’ be a normed algebra over C. The completion of V is a pair (v, p’) 
consisting of a Banach algebra rover C and a continuous linear map q: V + v 
which is a norm-preserving algebra homomorphism (i.e., an algebra isomor- 
phism which, owing to Ij TX /I = /I x // f or all x E V, is isometric) such that 
v(V) is dense in V. The Banach algebra V is uniquely determined up to a 
norm-preserving algebra homomorphism; i.e., more precisely expressed, 
if (v, 4) is another completion, then there is a unique invertible map h: r-+ 7 
such that the completion map 4 has the composite map representation 
#=X0,. 
Let us review briefly the actual construction of the Banach algebra 
(B-algebra) r = v(V). Denote the algebra of all Cauchy sequences in V by 
C(V) and denote the subalgebra of all null sequences in Y (i.e., Cauchy 
sequences in V tending to zero) by co(V). It is clear that co(V) is an ideal in 
C(Y). Two Cauchy sequences are declared equivalent if their difference is a 
null sequence; the resulting equivalence relation defines equivalence classes 
(forming a quotient set) which can be normed; the normed algebra of equiv- 
642 KOHLMAYR 
alence classes turns out to be complete. This can also be expressed as 
follows. The B-algebra v is obtained as the quotient algebra (residue-class 
algebra) v = C( V)/co( V) of C(V) modulo the ideal co(Y). For some of the 
details see [21, p. 731 or [22, p. 561. (L oosely speaking, we occasionally refer to 
V alone as completion of V.) 
Of particular significance relative to the definition of generalized functions 
is the following example of a completion of a normed algebra. 
THEOREM 3.1. Let U be the convolution algebra of Theorem 2.5, normed 
according to x H II $(s,,)/lll , for all x E U, where 
4 = T(x) = T aa(ti/i!) 
and T is the exponential moment transform with parameter s0 . Then there is an 
entire B-algebra X and a mapping y: U --f X such that (X, ZJI) is a completion of 
U. Furthermore, ;f so >, K > 1, then X has a unit element. 
Proof. Since U is a normed algebra by hypothesis, there exists a comple- 
tion (X, 9) of U. Therefore, what remains to be proved is that X is entire 
and has a unit element. 
First we show that X is entire. Every norm-preserving algebra isomorphism 
on a normed algebra has a unique norm-preserving extension to the comple- 
tion of the normed algebra. Thus the exponential moment transform T 
defined on U has a unique extension to X. We denote it also by T. Let x, 
yEXbesuchthat x#O,y#O.Then T(x)=s#Oand T(y)=P#O. 
Since $, 9 E P. since F is entire, and since the extension of T is an algebraic 
isomorphism, we find @ = T(q) # 0. Because the unique extension of an 
algebraic isomorphism is injective, we obtain xy # 0. Thus X is entire. 
The proof that X has a unit element is somewhat more involved. X has a 
unit if there is a 6 E X such that x - XS = 0 for all x E X. One way to 
demonstrate the existence of 6 is to construct it as the limit of a Cauchy 
sequence (6,) of elements in X, where i E Z+ and Z+ denotes the index set of 
positive integers. Since X is obtained from the normed convolution algebra U 
by completion, we choose a Cauchy sequence in X which has also a repre- 
sentation in U. Denote the convergence lim,,, 11 x - xi IIy in a B-space Y 
by s-lim( Y)<,, xi = x or simply by Aim,+, xi = x and refer to x as the 
strong limit of xi in Y. Let e be the unit element in P. The equation 
x - x8 = 0 in X implies 11 T(x - x s-limi,, 8& = 0 which implies further 
&(e - s-lim(Z1)i+co Q = 0. S’ mce P is entire, the last equation can hold for all 
x E X only if s-lim,,, & = e. Th us we are left with the problem of exhibiting 
a Cauchy sequence {S,} 2 U such that di converges in the F-norm to e E Z1. 
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Let h = h(t) be the Heaviside unit step-function. The sequence 
is then seen to be Cauchy with respect to the norm stipulated in Theorem 3.1 
and to converge strongly in X to h. Let /z = T(h) be the image of h under (the 
continuous extension of) T. Then R has a Cauchy convolutional inverse in P 
which is given by h-l = a = {sO , - 1, 0, 0 ,... >. This is seen by verifying that 
Z% = e and by evaluating the P-norm of D, for which we find 11 fi II11 = s,, + 1. 
The generator g = g(t) = e-%(t) of U has an image under T which is 
given by g = {(s,, + K)-(k+l)}k>o. We establish now that J E Z? s P has a 
representation in terms of D, namely, 6 = (B + K)-‘, where we have abbre- 
viated Ke by K. This is accomplished by verifying that (8 + K) f = e. We 
find further that 
/I g i/p = (so + K - I>-‘. 
We are now prepared to show that 
is a Cauchy sequence in U which is such that 
Aim 8, = e, 
i+x (3.2) 
where the strong limit is taken in Z1. In an entire B-algebra with unit element, 
fractions are not defined, in general. However, in order to avoid clumsiness, 
we will not hesitate in the following to write x/y instead of xy-I, provided 
only that y-l exists in P when x, y E P. Note that the image under T in I1 of 
{Si} as given by (3.1) has the representation 
= 
I 
&$ (e-&r/ 
n-0 
I 
2~ 
zzzz- 
e - [(b - K)/@ + K)li” 
b + K e - [@ - K)/(d + K)] I 
(3.3) 
= {e - [(B - K)/(d + K)]“+l>, iEZ+. 
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Furthermore, we find 
s-h&3 - K)/(D + K)y” < him[ll(Li - K)/(B -t fc)!~p]@l 
i 
so - K + 1 i-1 
= lim i’3: 
~~ =o, 
S,SK-I 1 
as s0 > K > 1 implies s0 - K + 1 < s0 + K - 1. Therefore, (3.1) holds 
true and X has a unit element. Q.E.D. 
At this point we consider the significance of Theorem 3.1. Since the 
B-algebra X is entire, it can be embedded, as an entire algebra, in a division 
algebra (field) of fractions (or quotients). Since the commutative B-algebra X 
has a unit element, the apparatus and the methods of the Gelfand [23] spectral 
representation theory become applicable, a fact which can be of considerable 
advantage. 
The following definition introduces a useful verbal device. 
DEFINITION 3.2. Let X be the entire B-algebra of Theorem 3.1. An 
infrafunction is an element of X. 
Nevertheless, it should be noted here that we still have to vindicate the 
tacit presumption that infrafunctions are generalized functions. The next 
theorem prepares for a discussion of the following facts. 
(i) E ver c am a e y -d p bl f unction (i.e., member ofLl*c) can be identified 
with an infrafunction, provided that s,, is sufficiently large. 
(ii) Generalized differentiation can be explained as a continuous 
mapping from X to X. 
(iii) I f f t n ra uric ions have generalized derivatives of all orders. 
We arrive at the following result. 
THEOREM 3.3. Let U and X have the significance of Theorem 3.1; let 
T: X + 11 be the continuous extension of the norm-preserving algebra isomorphism 
U + II, and suppose sO > K > 1. Then the extended map T: X + P is a norm- 
preserving surjective algebra isomorphism, i.e., T(X), the image under the expo- 
nential moment transform of the B-algebra of infrafunctions, is all of II. 
Proof. The sequence 7 = (0, 1, 0,O ,... } . is a g enerator of the B-algebra 11, 
i.e., every {ak> E El has a repfesentation as a (Cauchy convolutional) power 
series Cr=‘=, ak+. Therefore, it suffices to show that the generator 7 of l1 is 
the image under T of an element of X. To this end, consider first the sequence 
{oi> =/2w’ i. (2n + 1) i. (- 1)” i”,) (2K)-gmL1/ , iEZ+, (3.4) 
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where g is the generator g(t) = e-%(t) of U. Thus the whole sequence given 
by (3.4) is in U. Its exponential moment transform is then seen to be 
= 
I 
$& 6 (2n + 1) (e - &-)“I 
n-0 
(3.5) 
after setting s,,e = s, and noting the identity 
6 = (D + K)-’ = (So - 7 + K)-‘, 
In virtue of the inequality 
it follows readily that the sequence (3.5) is Cauchy in I1 and has the strong 
limit 
S-lim(Z1)i+, -ai = So - 7 = D E P. (3.6) 
As a consequence, noting that by definition AD = e, we obtain 
h^s-lim(P),, Di = T(hs-lim(X),, Di) = e E El ; 
since T is an algebra isomorphism on a B-algebra with unit element 6 we 
further obtain 
S-lim(X),,, Di = D E X. (3.7) 
Thus the unit step-function h E X has a convolutional inverse in X. In 
other words, h is invertible (or regular) in X. Let us write D = h-1. Equation 
(3.6) can now be expressed as 
-r = so - B = T(s$ - D), (3.8) 
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and T is seen to be the exponential moment transform of an infrafunction. 
Thus, T: X+ I1 is surjective. Q.E.D. 
It is now a simple matter to verify that the convolution algebra L~J is 
algebraically isomorphic to a subalgebra of X. To see this, note that x EL~,c 
implies R = T(x) E P. Since there is no unit element in L~J, we obtain 
T(L1sc) 2 P, and as a consequence of Theorem 3.3 we find T-t(P) = X. 
Next, we can define a generalized derivative of an infrafunction x E X by 
x’ = Dx. Since D E X and X is a B-algebra, generalized differentiation 
x t-+ x’ is a continuous map from X to X. Since every L~J-function can be 
identified with an element of X, generalized differentiation has been also 
defined in this manner for all dampable functions. 
Finally, it is clear that higher generalized derivatives of arbitrary order can 
be defined accordingly, viz. x” = D%, x”’ = D3x, etc. 
The facts discussed in the last three paragraphs is for us sufficient justifica- 
tion to speak of X as a Banach algebra of generalized functions. 
4. A FOURFOLD ISOMORPHISM 
We have shown in Section 3 that the exponential moment transform plays 
a key role in constructing infrafunctions. In this section, we wish to establish 
a connection between exponential moment sequences, generating functions, 
and one-sided Laplace transforms. Although we have already mentioned 
in Section 3 that every L l’c-function can be identified with an infra- 
function, i.e., with an element of the Banach algebra X of Theorem 3.1, 
we concentrate here on a more concrete treatment of the exponential moment 
transform T: L1sc -+ P of Definition 2.4. 
THEOREM 4.1. The function-to-sequence mapping T: L1*c -+ P is an algebra 
isomorphism. The image T(L1sC) is not all of I’. 
Proof. First, we intend to show that T: x H 3;(s,,) is an algebra homo- 
morphism. Clearly, T is a vector space homomorphism. Therefore it remains 
to show that 
T(x *Y) = T(x) 0 T(Y), all x, y E L1sc. 
By introducing two new variables on integration, namely, w = t - u and 
w = U, the integral 
sy (tk/h!) ewsot (JI x(t - u) y(u) du) dt 
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is, by an application of Fubini’s theorem, equal to 
II y 1 ((w + zy/k!) e-s~(w+v~*(w) y(zJ) d  det 
= g” [jr (my@ - Z)!) e-%(w) d ] [ 1, (v/Z!) e.-~~yzJ) dv] 
Hence T(xy) = T(x) T(y) and T is seen to be an algebra homomorphism. 
The proof that T is injective (one-to-one) on L~J can be organized in 
three steps. 
In the first step we show that if T is injective on L1 A Lz, then T is also 
injective on Ll. This follows at once from the fact that L1 n L2 is dense in Ll 
with respect to the L1-norm, and that the completion of the normed linear 
space L1 II L2 is vector-space isomorphic with L1. 
The second step consists in showing that T is injective on Ll n La. The set 
(&(t; so)), n E Z,+ of Lagwrrefunctiom 
A,(t; so) = (2~~)“~ es@ i. (- 1)” Q cw%! 
is orthonormal on (0, co). Every x E Ll n L2 has a representation as a strong 
limit in L2, namely, 
x = S-lim(L2),, i an(x) A, 
9l=O 
(meaning that lima+m II x - CL, Zn(x) A, IlLo = 0), where 
Z,(x) = jr A,(t; so) x(t) dt = (2~,,)l’~ i (- 1)” (i) jy (P/m!) e-‘%(t) dt 
m=O 
the coefficient of the Fourier-Laguerre expansion of x is a linear functional 
of x, and is expressed in terms of the exponential moments of x. It is now 
evident that 9(so) = {2m},ao = 0 implies 0 = x EL’ n La. 
In the third and last step we show that if T is injective on Ll, then it is also 
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injective on L l*O. To be quite explicit, denote the exponential moment trans- 
form of x E L1.c, parameter s,, , by 
kys,) = T(x) = T{x(t); so> = 1 joy (t”,‘h!) e-%(t) dt/ , k E z,--. 
By writing x = ectePtx one can verify immediately that the identity 
2(so) = T(x(t); so> = T(e@k(t); so - c> 
holds, where c has been chosen such that e-ctx ELM. It is now clear that 
0 = 52(s,) E P =s 0 = T{e-%(t); so - c> E I1 a 0 = e-“%(t) EL1 
=- 0 = x EL1.C. Q.E.D. 
Murk. A more elementary, computational proof of the foregoing 
“first step” is given in Stone [24, p. 761; we include it here because Stone’s 
proof, although correct in spirit, is incorrect in detail. Suppose f eLl(O, co), 
assume s,, > 0, and set 
s 
t 
g(t) = e-sot’4 ePo“‘4f(u) du. 
0 
Theng E L2(0, co), as 1 g j2 < (2/s,) /If ilil . We aim to show, by contradiction, 
that the implication 
0 = f(s,) = (~j(so)}jao u 0 = f E Ll 
is obtained as a consequence of 
0 = $(soP) = b&o/2)hc,o -3 0 = g EL2* 
For if there were an f E L1 such that f # 0, while &so) = 0, then g # 0 
would result. Because 
djdt (11 e-3s@“‘4(uk/k!) du) = e--Ysot’4(tK/k!) 
we find, by integration by parts, 
~,(s,/2) = jr (t”/k!) e-S”t’Zg(t) dt = jr (t”/k!) ~~‘0~‘~ ( ~me-P~u’~(u) du) dt 
0 
t 
zzz 
m 
e--3so”‘4(uk/k!) du) (1’ e-‘@‘4f(u) du)]: 
0 
- 
s 
m 
0 
evsot’4f(t) (11 e-3sou’4(uk/k!) du) dt 
= i. a5 f,r (ii/j!) e-@f(t) dt = i ajji(so) = 0, 
j=O 
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sincefj(s,) = 0, all j E Zsf, and 
s 
t e-3s@“4(Uk/k!) du = e-3sot’4p(t), co 
where 
p(t) = i a&j/j!) 
j=O 
is a polynomial of degree k in t. HenceJ(s,/2) = 0 > g = 0, a contradiction 
estabishing the truth of the assertion. 
The isomorphism of Theorem 4.1 enables us to renorm the convolution 
algebra L1*” with a useful pulling back norm. 
DEFINITION 4.2. Let T be the function-to-sequence mapping of Theo- 
rem 4.1; let ss >, c + 1, and let x E L1vc. The pulling back norm determined by 
x b II x /lEM(s,) = II T(x)ll,~ = II ~(~,)ll,~ 
is termed exponential moment (EM) norm with parameter s,,. (We occasionally 
abbreviate )( . //eM(S0) by // . // and simply call I/ . )/ exponential moment norm, 
or EM-norm.) 
It is clear from Lemma 2.3 that 
II x I/EM(s,) d II x llL1.C for all x E L1sc. 
The next lemma puts us in a position to utilize the EM-norm. 
LEMMA 4.3. Let 
fl,(t; so) = (2~)~‘~ e+ io (- 1)” (g (~oWm! 
and set 
Then we have 
L&o> = (- l>” (i)/(2sJk+? h 3 n, 
0, k < n, (4-l) 
and 
II La /lEM(so) = @13Y’2/@% y- l)n+l. (4.2) 
40914113-8 
650 KOHLMAYR 
Proof. Every x eL2(0, 00) has a Fourier-Laguerre expansion of the form 
X = s-lim(L”),,, i K,(X) fl, , 
n-0 
where the coefficients I, = Zn(x) are linear functionals of x determined by 
3, = j,” 4G; so) x(t) dt = (2q,)1’2 i. (- 1)” (3 (&Jk &(so), (4.3) 
and are such that C,“=, / f, I2 < co, i.e., (?Jn>,, E 12. The infinite triangular 
system of algebraic Eqs. (4.3) has a unique solution, namely, 
$&) = (2s,)-‘k+112’ i (- l>” (;j f, . 
VI=0 
(4.4) 
Now suppose x = A9 . Since sy A&l, dt = 6,,j , (4.1) follows immediately. 
The evaluation of xz=, 1 R,,,(s@)l is straightforward and leads to (4.2). 
DEFINITION 4.4. By~5&,~, is meant the convolution algebralls” renormed 
with II 4 IIEM(~~) . 
Let E be an entire algebra over C, the complex numbers. The algebraic 
extension of E is a pair (Q(E), ) L consisting of a division algebra Q(E) over C 
and an injective algebra homorphism (i.e., an algebraic isomorphism) 
L: E-Q(E) which maps E into a subalgebra contained in Q(E). (Q(E) hap- 
pens to be a field.) Occasionally we refer to Q(E) alone as algebraic extension. 
Q(E) is the set of all quotients, i.e. equivalence classes of ordered pairs 
x/y = ((x’, y’) IO # y, x, x’, y’ E E; xy’ = x’y}. 
It is also common to say that E is embedded in its field of quotients Q(E). 
In the following theorem we assume less than in Theorem 3.3, which it 
resembles somewhat. We gain a concrete relationship to the convolution 
algebra L1*c and its algebraic extension Q(L~J). 
THEOREM 4.5. Let c > 0 and assume s, > c + 1. The normed convolution 
algebra L&s0) is not complete. There is a B-algebra X and a mapping 
y:L&,, --f X such that (X, 9) is a completion of L&&,, _ There exists a 
norm-preserving algebraic isomorphism T: L&s0, ---f Z1 which has a surjective 
norm-preserving continuous extension T,: X-t ll. Furthermore, T, can be 
extendedfrom the algebra X to the division algebra of quotients Q(X), resulting 
in To: Q(X) ---t Q(F). 
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Proof. L&,o, is not complete if there is a Cauchy sequence (xi} E Li&, 
such that ~-lim(L&&aO~)i-,m x1 $L$cpo, . Consider the sequence {xi>, where 
iEZ+ and 
Since II Lo 4 II d CL, II & II , and since /j A, 1) = (2~~)r~~/(2~~ - l)“+l 
by Lemma 4.3, we find limi,,(2so)1/2 xi=, /I A, Ij = so/(so - 1) so that 
(xi} is Cauchy. The image of (xi} $ &&,) under the algebraic isomorphism 
of Theorem 4.1 is {~~(s~)}~,~ and we find 
s-lim(Z1)i+m ai = s-lim(Q, [ (2so)1/2 i A,(s,)] = e, 
fl=O 
where e denotes the unit element of El. However, e cannot be the image under 
T of a dampable function, i.e., e 4 T(L1gc). This we show by contradiction. 
Suppose there were x E L1sc such that T(x) = a(~,) = e. Let 0 # y # x EL~J. 
Then T(q) = $3 = eg = 9 = T(y), which implies y = y and further 
y(hx - h) = 0, where h EVES is the Heaviside unit step function. Since the 
convolution algebra L~J is entire, there follows hx = h or $X(U) du = 1 
for all t > 0, which is impossible for x ELBOW. Thus the normed algebra 
L1.C nMtsO) is not complete. 
The existence of a completion (X, v) need not be proved. The isomorphism 
T: L1*c -+ I1 was established in Theorem 4.1; that T: L$&so, -+ I1 is norm- 
preserving follows immediately from Definition 4.2. It is clear that 
T: Gii,,, + lr has a norm-preserving continuous extension T,: X -+ II. 
Thus what remains to be proved is that TX is surjective. 
The sequence 7 = (0, 1, 0, O,...} E P is a generator of P in the sense that 
each a = {al,) E F has a representation of the form a = CT=‘=, ~~7~. Hence the 
demonstration that TX maps X onto II reduces to showing that T&T) E X, 
i.e., that the inverse image of 7 is a member of X. 
The sequence 
is Cauchy since 
ll~onA+~o It 11 A, 11 = (2s,)‘/2 i (2so - l)-‘n+l’ n-0 
by Lemma 4.2 and since 
{Ll i n/(2so - 1)“+1 < co. 
VI=0 
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The image under TX of &=, n/l, is C”,=, nAn(so); we find further 
s-lim(P),,, i nfI, = - 7/(2so)31a 
?l=O 
so that 
S-lim(Z1),+a [ - (2s,)3’3 i n/q = T 
TL=O 
and 7 is seen to be the image of an infrafunction (an element of X). 
The strong limit 
s-lim(Z1),,,(2s0)1/2 i (1^, = e E I1 
R=O 
is the image of the unit element in X, which we denote by 6. Hence 
e = 8 = T,(6). We know that /z = T,(h) = (~;(~+‘)}~~s is regular (inver- 
tible in Zt. Let D be the inverse of h, i.e., 
D = R-l = {so , - 1, 0,O ,... } = Sse - 7 E I’. 
Since TX is a norm-preserving algebraic isomorphism, there exists 
D = h-l E X, that is, D is the convolutional inverse of the integration 
operator, and we have D = T,(h-l) = T,(D). As a consequence, we find 
7 = sse - 2j = T,(s,6 - D). Thus 7 is the image of the generator $3 - D 
of the B-algebra X. This shows that TX: X-t I1 is bijective (one-to-one 
and onto). 
Every algebraic isomorphism linking two entire algebras has an extension 
to the resulting division algebras of quotients; this observation completes the 
proof of Theorem 4.5. 
Henceforth, we will abbreviate both TX and T, by T without fear of 
confusion. 
The following corollary of Theorem 4.5 establishes a connection with 
Mikusinski’s convolution quotients (or operators) as Q(Lr,C) is a subdivision- 
algebra (subfield) of Q&t,,). 
COROLLARY 4.6. The algebraic isomorphism T: L1.c - P has an extension 
T: Q(Lls”) ---t Q(Zl). 
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Proof, The algebra X contains properly a subalgebra which is a copy 
of L1.C (i.e., a subalgebra which is an algebraically isomorphic image of L1*c). 
Consequently, the division algebra Q(X) contains properly a subdivision- 
algebra (subfield) which is a copy of Q(LlJ). Therefore, the extension 
T: Q(L1,“) -Q(/l) b t p is u a s ecial case of T: Q(X) -+ Q(P) of Theorem 4.5. 
Remark. Moore [17] has shown that every element of Q(P) has a repre- 
sentation as an entering sequence. In view of Corollary 4.6, there exist con- 
volution quotients in Q(L&,) that have images under T which are entering 
sequences. 
In the proof of Theorem 4.5 we used the concept of a generator of a 
B-algebra. As an immediate consequence, we obtain another corollary of 
Theorem 4.5 which to us seems sufficiently important to be stated as follows. 
THEOREM 4.7. Let c > 0, let s,, > c + 1, and let X be the B-algebra of 
Theorem 4.5. Then every x E X (termed infrafunction) has a representation 
of the form 
x = s-lim(X),,, i 4,(s,) (so - 0)” = i Z,(s,) (s, - O)“, 
k=O k=O 
where D is the convolutional inverse of the Heaviside unit-step function h E X. 
Proof. To any infrafunction x E X corresponds a sequence 
i(s,) = T(x) = 5 &(so) TV E Z1. 
k-0 
Since the generator 7 of P is the image under T of the generator 
so - D = so6 - D 
of X and since T: X-+ P is a bijective algebra homomorphism by Theorem 
4.5, we have 
Since T: X-+ I1 is norm-preserving, we obtain 
II so - D II = II 7 IIt1 = 1 
and further 
II x II d z. I $k III so - D II’ < kEo I @,)I = II +o)ll,~; 
thus it is clear that the strong limit exists and is bounded. Q.E.D. 
654 KOHLMAYK 
We come now closer to the exhibition of a fourfold isomorphism. 
Let [ = E + in be a complex variable. With any a = {uk} E P we can 
associate an absolutely convergent Taylor series (i(c) = Cz=‘=, akck on the 
disc 1 4 / < 1. It is clear that the Taylor series represents a complex-valued 
continuous function on 11 511 < 1 and a holomorphic function on the open 
disc 1 5 / < 1. The function 6(c) is termed generating function of the sequence 
u = {uk} = f akrk. 
k=O 
Let a(~,) E I1 be an exponential moment sequence, or, more precisely, 
the image under T of an infrafunction x E X. To 3z’(s,) corresponds then the 
generating function 2(t) = Cz=‘=, a (~,)<” which is also an absolutely con- 
vergent Taylor series. The set of all such Taylor series is an entire algebra 
with unit element; we denote this algebra by 8. In J!? a norm can be defined 
as follows: 
(4.5) 
where C denotes a small circle around the origin in the t-plane which may 
coincide with 1 5 1 = 1. To see that 11 xY({)ljr = 0 implies indeed i = 0, note 
that 2 is holomorphic in a neighborhood of [ = 0 and has the Taylor series 
representation 
(4.6) 
It follows immediately from the implication 
11 R II2 = 0 s- (277i)-1 J‘, S(5) (-‘“fl’ d{ = 0 
for all k E Z,+ that 2(t) = 0 for all < in the disc 1 5 1 < 1. Henceforth, we 
denote the normed algebra obtained by equipping X with the norm 11 . 112 of 
(4.5) also by 2. It can be readily verified that X is complete and that 5 is a 
generator of the B-algebra X. 
We now turn to the role of Laplace transforms. To each x ELBOW corresponds 
X(S) = -Y(x) = S{x(t); s} = J,” e-%(t) dt, 
s being a complex variable. The (one-sided) Laplace transform of x, P(s), is 
a holomorphic function in the open half-plane determined by W(S) > c 
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which is bounded for all s whenever W(S) 3 c. Let the real parameter S, 
be sufficiently large, that is, let ss > c + 1. We find then, in view of Defini- 
tion 2.4, the equality 
x(s) = 2 6 - SoJk 3(kYS) 
k! ( dsk s=so = goa, (so - 41i, (4.7) k=O 
which expresses the fact that %((s) has, about s = so , a Taylor series expansion, 
the coefficients of which are given by (- 1)” &(s~). Denote the closed disc 
determined by 1 s - so / < 1 by d. As d = {ak} E P, it is seen that the Laplace 
transform of x has a representation as an absolutely convergent Taylor 
series on A. 
The totality (S(S) 1 x EJ?P, s E A) of all Taylor series of the form (4.7) 
constitutes an entire algebra without unit element. This algebra, which we 
denote by (Lt’), is the image of L1sc under (the Laplace transformation) 
9 on A; moreover, 9: L1gc -+ (L;‘) remains an algebra isomorphism. 
(L:‘) can be normed as follows 
(4.8) 
where 8A denotes the boundary of A, the circle ) s - so 1 = 1. The resulting 
normed algebra, i.e., (L:‘) normed with )/ . /lx, will again be denoted simply 
by (L:‘). As a matter of routine by now, the completion of the normed 
algebra (Li,‘) leads to an entire B-algebra which we denote by X. We can 
now state our theorem on the fourfold isomorphism. 
THEOREM 4.8. The four B-akebras X, k, X, and 2 = F are linked pair- 
wise by norm-preserving bijective algebra homomorphisms, making the following 
diagram commutative: 
Proof. First we recall that X is a convolution algebra of infrafunctions, 
X = F is a discrete convolution algebra of P-sequences, and both X and X 
are algebras of absolutely convergent Taylor series with pointwise multiplica- 
tion on a unit disc in the complex plane. Let 5 = 6 + z$ be in the complex 
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plane and let 7 = (0, 1, 0, O,...}. The resolvent set relative to the generator 
TofPisgivenbyI1;1>1,since 
i.e., (5 - 7))’ E P for / 5 1 > 1. Hence we find that the spectrum of 7 is the 
closed disc / 5 1 < 1. For any E > 0 we have by Dunford’s theorem (see, 
e.g. [22, p. 2261) 
(4.9) 
the integral in (4.9) is usually referred to as Dunford’s integral. Furthermore, 
since the polynomials 
Lq() = i f,(s,) 5” 
k=O 
are holomorphic in any neighborhood of the spectrum of 7, we obtain 
and the linear map 
which takes generating functions into P-sequences, is, again by Dunford’s 
theorem, an algebraic isomorphism. The latter is norm-preserving since 
(I c -+kbO) 5” ill = /I i ‘k(‘O) ?-k I( 11 . 
k=O k=O 
The set of all polynomials 
h(c) = c $k@O) 5” 
k=O 
constitutes a normed subalgebra of 2 which is dense in x relative to the 
norm (( . j/d. It follows immediately that the norm-preserving algebraic 
isomorphism 
j. ik(sO) 4’ * i 3i’k(sO) ?-k 
k=O 
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has a continuous extension from 2 to P. Also, it is clear that the 
map k-+8 = I1 is bijective. 
By Theorem 4.5, the map T: X + 2 = I1 is a norm-preserving bijective 
algebraic isomorphism; therefore it suffices now to demonstrate such an 
isomorphism for the two B-algebras X and 2;. This is accomplished at once 
by observing that the substitution 5 t, s,, - s maps k onto x, a copy of 2. 
It seems desirable at this point to discuss the usefulness of the four dif- 
ferent B-algebras X, 2 = P, 8, and x of Theorem 4.8. X is the algebra in 
which the convolution equations to be solved are formulated (e.g., linear 
ordinary differential equations with constant coefficients or Volterra integral 
equations with displacement kernel), that is, X is required for the “problem 
formulation.” The B-algebra I1 is of value as it is discrete; we need F for the 
computer implementation of solution algorithms, with the understanding 
that infinite sequences are truncated in a suitable way. The B-algebra 2 
of generating functions allows us to operate with holomorphic functions 
rather than with sequences-a definite theoretical advantage in many cir- 
cumstances. Finally, the B-algebra 1 is useful because it enables us to 
interpret every equation in X in terms of conventional Laplace transforms. 
Finally, we mention here, although we have no occasion to use this fact in the 
sequel, that the four B-algebras X, 2, k, and 1 have all the same Gelfand 
representation. 
5. EXISTENCE OF A SCHAUDER BASIS 
A sequence {xn} in a B-space W over C, the field of complex numbers, is 
called a Schauder 6asis (or simply basis) for W if to each x E W there corre- 
sponds a unique sequence {&(x)} of scalars such that 
x = s-lim( W)i+m i X,(x) x, = f Z,(x) X, , 
n=0 TZ=O 
i.e., if the partial sums converge in norm to x. For each n E Z,+ the scalars 
ZJx) are the values of continuous linear functionals 2,: W + C on W, or 
2,: x t-+ a,(x) in particular, and are such that 2,(x,) = S, nz, where 
6 n,m denotes a Kronecker delta. 
It is known that the Laguerre functions d,(t; so) of Lemma 4.3 constitutes 
a basis for L2(0, co), the space of (equivalence classes of) Lebesgue square 
integrable functions on the half-line t 3 0. In what follows, we state a 
much stronger result. 
THEOREM 5.1. Let X be the B-space of infrafunctions with parameter 
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sO > 1 and let A,(t; s,,) be as in Lemma 4.3. Then the set of Laguerre functions 
{An} is a Schauder basis for X. 
Proof. In view of the norm-preserving bijective algebra homomorphism 
X-k of Theorem 4.9, we find it expedient to work directly with the 
B-algebra X of generating functions on the disc / 5 1 < 1. Given the expo- 
nential moment sequence a(~,,) = {&(s,)},~, E P, our choice for the scalars 
Z,(x) is 
%L(x) = GkP2 kg* (- 1)” (3 G3,)‘” Use). (5.1) 
Upon noting that /i,(c) = (2~a)l/~ (- 5)“/(2s0 - <)n+l is the generating 
function of A, , our problem reduces to the demonstration that for any 
2 E 8 the representation 
g(r) = s-lim(X),+m A 
0 
lto (i. (- 1)” (3 POY Sk(SO)) ( 2s--- 5 )n 
(5.2) 
is valid. For brevity set w = (- 5)/(2so - 5). As an immediate consequence 
we find 2so/(2so - 5) = 1 - w and furthermore I/ w 11~ = (2s, - 1)-l < I 
as well as 
11  - w 112 = [l - 1/2s,]-1 < 2. 
Consider now the identity in w, 
(1 - w) f: wn i (- 1)” (3 (2s,)k ik(SO) 
TL=O k=O 
= (1 - w) i (- 1)” (2s,)k a&,) i (3 wk 
k=O n=k 
= (1 - w) i. (- 2s,w)” &,“(s,) z. (” ,’ “) w”, 
(5.3) 
which is required for studying the strong limit of (5.2). 
The next crucial step in proving Theorem 5.1 is to verify the identity 
(5.4) 
= (1 J w)” 1 -,i-,+I;: 
i-;+j) (l-ww)j . 
i=O I 
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Substitution of both (5.4) and (5.3) in (5.2) and recognizing that 
5 = - 2s,w/(l - w) shows that {d,J is a Schauder basis for X if 
i(l) = s-lim(X)i,, i f,(s,,) ck[ I - zu--k+l i (i -/” $3 (1 - w)j] , 
k=O 3=0 
(5.5) 
which is certainly true if 
S-lim(X),+, e&--k+1 ~ji-,R+3(L-w))-o 
for all finite K = 0, 1, 2 ,.... Since 
and since 11 w J/;p < 1, we see that, for all finite K = 0, 1, 2 ,..., 
li+i(ll w l *)i-k+l to (i - ; +q 2’ = 0. 
Thus (5.5) holds true and we obtain 
w = Lzo 32’k(SO) 5” = f %(x) &(t;) 
?L=O 
in 8, and, in view of the isomorphism X t) X, 
in X. 
x = i. 'k@O) ('0 - D)k = ~o%a(+,(t; so> (5.6) 
Q.E.D. 
6. THE EXPONENTIAL MOMENT PROBLEM FOR DAMPABLE FUNCTIONS 
The exponential moment transform T: Ll-6 -+ 11 of Definition 2.4 maps 
Lr J-functions into P-sequences. By the exponential moment problem we mean 
the following converse situation: Given c > 0, a parameter s,, satisfying 
so > c f 1, and an P-sequence a = (a&go, determine conditions which 
are necessary and sufficient in order for a to have a representation of the 
form a = T(x), x EL~.o. 
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As is customary in Laplace transform theory, we base the solution of this 
representation problem on an inversion formula. Therefore, we next study 
the inversion of the exponential moment transform for dampable functions 
and state the following corresponding inversion theorem. 
THEOREM 6.1. Let c > 0 and assume so > c f 1. Let T: L1*c -+ 1’ be the 
function-to-sequence map of Dejinition 2.4 and let {s?~(s,)} = T(x) E I1 be the 
image under T of a c-dampable function x E L1zG. Then the inversion formula 
x(t) = s-lim(LIQ, 5 
TL=O 
(e-n’i @sO)1’2 io (- I)" (i) (2%)” ik(SO)) &tt; sO) 
(6.1) 
holds. 
Proof. It is convenient to employ Laplace transforms. Let s = u + i7 
be complex and let X(S) = s: e-stx(t) dt be the Laplace transform of x E L1,c. 
The complex-valued function X(S) is then bounded on the half-plane W(s) 3 c 
and holomorphic for 9?(s) > c. For brevity, put a(i) = e-lli, where i E Z+ 
is a positive integer. (We trust the reader will not be confused by our 
ambiguous use of the two symbols T and i in two completely different 
contexts.) With any x we can associate a sequence of holomorphic functions 
2% -- 
‘ds) = s[l - a(i)] + so[l + a(i)] 
(6.2) 
X s[1 + &@)I + sO[l - di)l t 
s[l - a(i)] + s,[l + 441 
which are such that as i grows without bounds, 
it<(s) + E(S) = jr e@x(t) dt; 
conversely, we can associate with any X(S) a sequence of mappings &Ii: x t-t .%$ , 
each taking a Laplace transform to a holomorphic function of the form (6.2). 
In particular, we find for the Laplace transforms of the Laguerre functions 
of Lemma 4.3 
Mi : (2so)V2 (’ - So)n 
(s + %Jn+l (6.3) 
or Mi: Am(s) I-+ e-“/“&(s). For brevity, set 
2, = (2s,)‘/2 i (- 1)” (“K) (2s,)k 9&J. 
k=O 
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In view of (6.3), we see that 
x$(t) = f e-“&&t; so) 
Vl=O 
661 
(6.4) 
is formally the inverse image under the Laplace transform of 
q(s) = f e-“%,A&). (6.5) 
72=0 
To prove Theorem 6.1, we must show that xi ~~5’9~ for all i E Z+ and, 
furthermore, that {xi} is a Cauchy sequence in L1sc. 
First, to demonstrate that xi EL~.~, note that 
&En = s m A&; so) x(u) du. 0 
Thus, we obtain the integral representation 
xi(t) = jm K,(t, u) x(u) du, 
0 
(6.6) 
whose kernel satisfies the identity 
Ki(t, u, = f [&(;)I” An(t; sO) An(“; sO) 
T&=0 
(6.7) 
O2 [4a(i) so2]n P 
= & n;. [I - a(i)]“” a exp ll 
-so*t] $exp [-Ss*z4]1 
By an application of Fubini’s theorem, we see that 
II xi llL*,C = jr et / x,(t)1 dt = j,” ct / j,” Ki(t, U) X(U) du ) dt 
m 02 w3) 
,< s (S epct I Ki(t, u)I ecu dt e-cu / x(u)[ du < m(i) 11 x IILlsE ,0 0 ) 
provided that all the integrals 
s 
m e-et j Ki(t, u)/ ecu dt < m(i), all i E Z+, (6.9) 
0 
are bounded functions of u for all u > 0, m(i) representing some positive 
constants. To verify the validity of (6.9), substitute the second infinite series 
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of (6.7) in (6.9) and integrate with respect to t over the interval (0, co); since 
Ki = 1 Ki j , there follows 
s 
m 
emctKi(t, u) ecu dt 
0 
m [4(x(i) so2p 
= &F) n;o,rl - a(i)]“” c so 
H + c]-(~+‘) g exp [ - so * u&P 
[l - a(z)] (So2 - c”) 
= qi + a(i)]2-s: c [l - IX(i)] exp - so [l + +)I + c [1 - 4 u -- 1 I 
2so 
d so [l + a(i)] + c [l - +>I ’ all 24 > 0, (6.10) 
as so2 > c2. Thus (6.8) holds, proving that xi EPIC, all i = 1, 2 ,.... 
We must next show that (~~}~~a is a Catchy sequence in ~5~~~. All %i(s) 
are Laplace transforms of L1gc-functions. Given any 3((s) = P{%(t); s}, 
x EL~J can be recovered by means of the complex inversion formula (see 
Widder [25, p. 79, Theorem 9.31) 
the integral being summable (C, 1) for almost all positive t. Or, more precisely, 
we have, for T > 0, 
In view of the representation (6.2), the sequence {z~(s)) converges uniformly 
on all compact subsets of the half-plane B?(s) > c to S(S), in particular on all 
compact subintervals [- T, T] on the line, parallel to the imaginary axis, 
s = c + ir, whose abscissa is s = c. Thus we obtain 
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The images z(s) of Ll,c-functions under 8: L1.c --f .A?(Ll*c) can be normed 
according to 
II XII Z(Ll,C) = II -w~)lIL’,o; 
in this case the Laplace transformation 2 becomes a norm-preserving 
B-space isomorphism. The implications \ 
Gm(St(s) - 5(s)) = 0 
are now immediate. Thus there exists the strong limit in L1sc, 
where 
x = s-lim(L1$+ol, xi , 
xi = f e-nQJ,. 
T&=0 
To arrive at our result concerning the representation of P-sequences in 
terms of exponential moment transforms of L1*c-functions, amazingly little 
additional effort is required. 
THEOREM 6.2. Let c > 0 and assume s,, > c + 1. Let T: L1sc + P be the 
function-to-sequence map of Definition 2.4 and let a = (ak)k20 E 11. A necessary 
and su&ient condition for {ak} to have a representation of the form a = T(x), 
where x ~Ll,c, is that the sequence 
{Y,} = ]zo &” (@o)‘/~ i. (- 1)” (I) (2~~)” ak) A(t; a)ii,l (6.11) 
be Cauchy in L1nc. 
Proof. The condition is necessary. Given x ELBOW, one has 
Set 
$(s,) = {4(so)} = T(x) E P. 
fn = (zo>1’2 i (- ljk (I) @Soy ak(so> 
k-0 
and 
Then the strong limit s-lim(L1~C)i,, xi exists and is, by Theorem 6.1, a 
representation of x. Thus (xi> converges in L1sG and hence is Cauchy; the 
substitution uL = a,(~,) shows that {yi} is Cauchy. 
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The condition is sufficient. Since the sequence {yi> determined by (6.11) 
is Cauchy, the strong limit y = S-lim(L1xC)i,cu yi is an L1,c-function. Its 
image under T is 
p = s-lim(Q,, iO e-“li ((2~a)l:I? & (- l)k (3 (2.Q aIc) R, 
L (6.12) 
= ,fjo eii (PWz go (- 1)” (i) (&Jk ak) A, . 
To 
a = {Uk} = f akrk E P 
k-0 
corresponds by Theorem 4.5 uniquely the infrafunction 
x = T-‘(a) = f uk(so - D)” E X, 
k=O 
which by Theorem 5.1 has the unique representation 
x = 2 ((Zso)‘;2 i (- 1)” (3 (2s,)” ah) rl, ) 
V&=0 k=O 
whose image under T is 
9 = T(x) = a = f’ ((2s,)‘/z f (- l)‘e !“K) (2~~)” ak) A, . . 
TL=O k=O 
Thus a = 9 = 9 E T(Llsc); by the uniqueness of T: L1vc + P we find 
a = $Z = T(x), x E,?Y.~, as asserted. 
7. THE EXPONENTIAL MOMENT ALGORITHM 
We mentioned in the introduction that one principal reason for studying 
the exponential moment transform is the objective to construct algorithms 
for the numerical solution of half-line equations. Although we do not discuss 
here the details of numerical solution procedures, we wish to point out that a 
discrete convolution algebra formulation of such equations is a suitable 
starting point. 
Let k, f E X be known infrafunctions and let y E X be an unknown infra- 
function. The basic idea of the exponential moment algorithm can be well 
exhibited in terms of the following diagram. 
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ky=f T D ;;=; 
I 
I 
I 
y=T-‘(ii-‘?) 4 T-, ;,i;;lp 
Given a convolution equation ky = f in X, the application of the exponen- 
tial moment transform T yields the discrete convolution equation & = f^ in 
X = P. The solution of the latter in P is 9 = a-$ an exponential moment 
sequence which can be formally (occasionally, numerically) inverted to give 
the solution y = T-I( 9) in X. The infrafunction y may (or may not) be an 
Ll*c-function. Expressed differently, the above diagram may also be explained 
by saying that the following three computational subprocedures constitute 
the exponential moment algorithm: 
(1) computation of exponential moments of both k and f, 
(2) solution of the sequence equation & =f, 
(3) numerical function reconstruction, y = T-l( 9). 
Very closely related to the problem of finding a solution of ky = f is that 
of finding the convolutional inverse of an infrafunction, whenever the latter 
exists. The following theorem, rather elementary from the point of view of 
Gelfand theory [23], takes care of this situation, telling us when an infra- 
function is invertible. It is included here primarily for reasons of complete- 
ness . 
THEOREM 7.1. Let X be a Banach algebra of infrafuxtion with parameter 
s,, and let 3?,2, and 1 be as in Theorem 4.8. The following four statements are 
equivalent: 
(a) x E X is invertible (regular); 
(b) 9 = &(&a, E 2 = 11 is invertible; 
(c) 2 = %(lJ = cf, a,(~,,) 5” E if has no zero on the disc 1 5 1 < 1; 
(d) x = f(s) = xF=‘=, Gk(s) (s,, - s)~ E X has no zero on the disc 
Is-sol <l. 
Proof. By Theorem 4.8, the B-algebras X, 8, X, and X are mutually 
isometrically isomorphic. The absolutely convergent Taylor series 
g = c;z(, ak(s,,) 5" is invertible iff it has no zero on the closed unit 
409/4d3-9 
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disc j 5 1 < 1. Since 5 has no zero on ) [ / < 1, it is invertible, and so are x, 
R, and X. Since x is invertible, it cannot have a zero on j s - s0 / < 1. 
Q.E.D. 
Consider the convolution equation ky = f in X. A sufficient condition 
for ky = f to have a solution y E X is that k be invertible. To see that this 
condition is not necessary, assume It f 0 and let f be of the form f = kg, 
where g E X. The unique solution of ky = f is then clearly y = g, as X is an 
entire algebra and k(y - g) = 0, 12 f 0 implies y - g = 0, even though 12 
is not invertible. 
In what follows we present two examples which indicate how to select the 
parameter s,, of the exponential moment transform T: X --+ I1 such as to 
assure the invertibility of the infrafunction k of ky = f in X. 
EXAMPLE A. Let k = Cy=, ajDj, i.e., let k be a linear ordinary differential 
operator with constant coefficients. Convolve C,“=, ajDjy = f by hn and 
divide by the scalar a, # 0. This results in 
(7.1) 
The exponential moment norm of the Heaviside unit step function D-l = h 
is 11 h jl = (s,, - 1)-l; f or sufficiently large s,, we obtain 
II h II > II h II2 > ... > II h IIn. 
The infrafunction 8 + Cy=s (ada,) h”-j h as a convolutional inverse in X if 
II 6 + Cy=, (+,) h”-j II < 1, which translates into the condition 
f (I aj l/l a, I) II h II < 1, 
i=o 
from which follows 
so > 1 + i I aj l/l %z I . 
j=O 
(7.2) 
Inequality (7.2) shows that so depends only on the coefficients of the differen- 
tial operator cj”=, ajDi. Exactly the same result can be obtained by geometrical 
considerations in the Laplace transform plane. The polynomial Cy=, a@ 
is the Laplace transform of the differential operator Cy=, ajDj. No zero of 
x7=,, ajsi is in the exterior of the circle I s I = Cy=, I aj I/I a, I . In order to 
assure that C,“, ai@ has no zero on the disc I so - s 1 < 1 of Theorem 7.1, 
we must locate the center s = s,, of the circle / so - s 1 = 1 sufficiently far 
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off the center s = 0 of the circle ) s 1 = Cj”, 1 aj I/I a, ] , by more than the 
radius of the unit disc. Again the result is inequality (7.2). 
EXAMPLE B. Let k = 6 - K, where K E L1sc and assume also f E L1sc. 
This means that ~JJ = f represents the following Volterra integral equation 
of the second kind with displacement kernel: 
r(t) - j: K(t - 4 Y(U) du = f(u) 
within the convolution algebra L1*c. The infrafunction k = 6 - K E X 
has a convolutional inverse if jl K/I < 1. For 11 K Ij we have by Lemma 2.3 the 
following estimate: 
II Kll < II Kll,, c = I m ecct I K(t)/ dt = U{/ K I; c}. 0 
It is clear that 
II K II = II K Ilmso) = f 1 jrn (t’/k!) eesotK(t) dt 1 -+ 0 
k=O 0 
as so -+ co; thus there is a parameter so such that // K/I < 1. It follows that 
with this so the exponential moment algorithm can be used to construct a 
solution of (7.3). 
To review Example B from different perspectives might enhance the 
understanding of the significance of Theorems 4.8 and 7.1. Denote the 
spectrum of K E X, i.e., the set of all complex h such that h - K is not 
invertible, by A(K). The spectral norm (see, e.g. Loomis [20, p. 1061) of K, 
II K lh = max@ I h E WQ, is always bounded and satisfies the inequality 
1) K ljsr, < II K II . We have II K lisp < // K/I --+ 0 as so+ oo; by choosing so 
such that 11 K llsP < 1 we accomplish that the complex number h = 1 lies, 
owing to the shrinking spectral norm (or spectral radius), in the resolvent 
set of K so that k = 6 - K becomes invertible. 
The generating function of T(S - K), 
1 - z(c) = j,* e-cs~-r)t[S(t) - K(t)] dt 
has for sufficiently large so no zero on the unit disc 1 5 I < 1 so that k = 6 - K 
becomes invertible. 
The Laplace transform 1 - E(s) of S - K has no zeros in the exterior of 
some circle of finite radius around the origin s = 0 in the s-plane; since 
K E L1*c we find that R(s) --+ 0 as s + co. Therefore, there is some so < co 
such that 1 - K(s) has no zero on the unit disc 1 so - s I < 1. 
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Examples A and B give some indications regarding the application of the 
exponential moment algorithm, but to convey a more rounded picture of 
the latter, we wish to discuss, as a third example, some aspects concerning 
the solution of a linear Volterra equation of the first kind with displacement 
kernel. Consider the half-line convolution equation 
.r 
t k(u - t) y(u) du =f(t), 
0 
(7.4) 
where both k and f are given L lJ-functions. There is, of course, always a 
unique solution of (7.4) in Q(L1*c), the algebraic extension of L~J which is, 
as discussed in Section 4, a division algebra of convolution quotients. A 
theory of the half-line convolution equation, in the more extensive setting 
of locally Lebesgue integrable functions, but with the restriction on the 
kernel k that it be locally of bounded variation and such that k(0 +) # 0, is 
due to Boehme [26, Theorem 4.1, p. 2281. In view of the results of the pre- 
ceding sections, we are concerned here with a solution of (7.4) in a Banach 
algebra of infrafunctions. 
A difficulty which arises when one attempts to solve (7.4) in the fashion 
of Examples A and B is the following. As Miller [8, p. 4191 has noted, there 
exist L1*G-functions the zeros of whose Laplace transforms have unbounded 
abscissas; e.g., k(t) = N2 sin($t-I) has the Laplace transform 
k(s) = n-1&1j2 exp( - s112) sin(Nz), 
Given any such k E L1*c, a corresponding invertible T(k) = &so) E 6 cannot 
be found with certainty just by increasing the value of real parameter s,, 
of the exponential moment transform. We have, nevertheless, the following 
result. 
THEOREM 7.2. Let c 3 0 and let k, f E L1*c, k # 0. There is a parameter 
so > c + 1 such that 5(so) =3((s,)/&,) E I’ and that the convolution quotient 
y = f/k E Q(L1pc) can be represented by the infrafunction T-l( 3). 
Proof. Consider the sequence of discs determined by 1 c + n - s 1 < 1, 
n = 1,2 ,***> in the half-plane W(s) > c. The Laplace transform 
k(s) = 1,” e-stk(t) dt 
of 0 # k EL~.~ cannot have a real zero in each of these discs. This is seen as 
follows. According to an observation by Wintner [27], if g = g(t) is continu- 
ous on (0, co) and such that&s) = J’z e-““g(t) dt is absolutely convergent for 
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9?(s) > c, where s = (r + in is complex, and if all real zeros of g((s), i.e., all 
(7, such that #(a,) = 0, constitute a strictly monotone increasing unbounded 
sequence c < o0 < u1 < u2 < ‘.. < a, < ... which is such that the infinite 
series Cp=, (u&l diverges, then g(t) = 0 for all t 3 0. This result carries 
over to Ll*c-functions. Set g(t) = $ k(u) du, k ELIJ. In terms of Laplace 
transforms, we then haveg(s) = k(s)/s. If h(s) has zeros at CT,, m = 0, 1, 2,..., 
then so has k(s)/s. Thus g(t) = 0 f or all t 3 0 implies that k(t) = 0 a.e. on 
(0, co) or that 0 = k EL~,~, contrary to the hypothesis. 
Therefore, there is an integer 11 3 1 such that k(s) has no zero on the 
disc 1 c + n - s j < 1. Since k(s) is holomorphic in the half-plane J%(S) > c, 
k(s) has an absolutely convergent Taylor series about s = c + n = s,, . The 
coefficients of this Taylor series are the exponential moments of R. By 
Theorem 7.1, A($,) is invertible. Since T(f) =[((s,,) E P, it is clear that 
$(s,,) = a-4, P. By Corollary 4.6, to the convolution quotient f/k E Q(LI*c) 
corresponds the discrete convolution quotient &‘f” = f/A E Q(P), which 
happens to have a concrete representation as an P-sequence since & is invert- 
ible in P. Q.E.D. 
Remark. Although, given x, y iL1sc, y # 0, for every convolution quo- 
tient x/y E Q(Ll*c) a p arameter s,, can be found such that x/y has a representa- 
tion as an infrafunction, it is not true that Q(L1+c) C X, as two different 
convolution quotients can lead to different values of s,, , i.e., to different centers 
of the unit discs 1 s,, - s 1 < 1 in the complex s-plane, and consequently to 
different B-algebras X and X. 
8. NOTES AND COMMENTS 
We collect here a number of notes on material that can merely be 
mentioned, as well as miscellaneous comments which would have distracted 
from the main discourse. 
8.1. Exponential Moment Transform as Bochner Integral 
Symbolically we can write 
(Tkt’/k!) evsotx(t) dt 
= Jrn e-(S0-5)tx(t) dt = Z{x(t); so - 73 
0 
such that 9(s,) E I1 is seen to have a symbolic representation as a Laplace 
transform with “parameter” so - 7 E Il. The series Cr=‘=, Tktk/k! = exp(Tt) 
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is an element in I1 (partial sums strongly converging in the Zl-norm) and so is 
exp[- (sa - T) t]; thus the exponential moment transform for L1sc-functions 
has a (rigorous) representation as a Bochner integral. For a definition of the 
latter, see Yosida [2, p. 1321. 
8.2. Infrafunctions as Bochner Integrals 
Since X = T-l(P), and since exp(uD) E X, an infrafunction also has a 
representation as a Bochner integral (whenever x E L1sc): 
x= 
s 
m eeuDx(u) du = T(D) = 9(x(t); D}, 
0 
i.e., a Laplace transform with “parameter” D = h-l. Compare this with the 
integral of convolution-quotient-valued functions on the half-line proposed 
by Mikusinski [l, p. 337, p. 3771. 
8.3. (L)-analyticity of Infrafunctions 
In a commutative B-algebra with unit element, Larch has introduced 
definitions for the (L)-derivative and for (L)-analyticity (see Hille and 
Phillips [28, p. 115, p. 7701 and the references therein). It follows immediately 
from Theorem 4.7 that infrafunctions are (L)-analytic in the differentiation 
operator D. 
8.4. Entering Functions 
Let supp(x) be the support of x EL&,, . By edge (or support number) of x 
is meant the number edge (x) = inf supp(x). An entering function is a func- 
tion with finite edge, or, equivalently, a function which vanishes in a neigh- 
borhood of t = -co. The differentiation operator D E X is the infinitesimal 
generator of the one-parameter semigroup of left translations eaD E X. 
Therefore, as observed by Miller [8, p. 4171, completion of L1vc to X induces 
an extension of the domain of definition from the half-line (0, CO) to 
(- 00, co), and X contains properly a convolution algebra of entering 
functions. 
8.5. Schwartz Distributions 
Benedetto [29] has characterized Laplace transforms on the convolution 
algebra of Schwartz distributions with support on the half-line (cf. also the 
original reference in [29]) and stressed the important property of a half- 
plane of convergence. A holomorphic function F(s) is the Laplace transform 
of a distribution E g+’ iff there are a nonnegative integer n and constants K 
and c such that / F(s)1 < K 1 s In, all o > c (where s = o + ;T). From this it 
follows that the B-algebra of infrafunctions contains properly a convolution 
algebra of distributions g+‘. 
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8.6. An Infrafunction that has no Representation as a Convolution Quotient 
in Q(U*“) 
Consider the generating function $5) = XT=, c2’lj! E k that is a Taylor 
series absolutely convergent on the unit disc / 5 / < 1, which is also a gap (or 
lacunary) series. According to Theorem 4.7, g(c) generates the infrafunction 
whose Laplace transform on the unit disc d = {s 1 / so - s 1 < l> is 
Since X(S) is also a gap series, its circle of convergence being a natural boundary 
beyond K(S) cannot be analytically continued,f(s) is not a function of bounded 
characteristic in a right half-plane. Krabbe [30] has constructed an extended 
Laplace transformation as a bijective map on the division algebra Q(Ll*C) 
and shown that the image under this map of a convolution quotient in 
Q(L~J) is a function of bounded characteristic (hence a meromorphic function) 
in some right half-plane. Thus 4s) cannot be the extended Laplace transform 
of a convolution quotient in Q(Lr*c) although it is the Laplace transform of an 
infrafunction x E X. We conclude that there are infrafunctions which cannot 
be represented by convolution quotients in Q(Ll*c). 
8.7. Sharpened (minimal) Transform Parameter 
According to a theorem of Hardy and Littlewood (see, e.g. Hoffman [31, 
p. 701 and the original references cited therein) a function in H1 and of 
bounded variation on the unit circle has an absolutely convergent Taylor 
series. For this reason, it is conceivable (although we made no attempt to 
prove it) that the condition so > c + 1 of Theorem 4.5 can be sharpened to 
so > c + 1, in which case the disc 1 so - s / < 1 would touch the line 
a = c parallel to the imaginary axis. 
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