Abstract. The exponential structural measurement error regression model is studied. The corrected T (q)-likelihood estimator of regression coefficients is constructed. A sufficient condition for the strong consistency of the estimator is presented for the case where the sample size tends to infinity, q depends on the sample size, and q → 1.
Introduction
A general nonlinear regression model with measurement errors is studied in the paper. We assume that the conditional distribution with respect to the hidden variable in the model is exponential.
If the distribution of the hidden variable is unknown, then the so-called corrected score procedure yields a consistent estimator; see [4] . It is also known that the corrected score estimator is unstable if the size of a sample is small or moderate. A modification of the corrected score estimator is constructed in the papers [1] and [5] for small samples. This modification is more stable for a small or moderate size of a sample. Moreover, this estimator is asymptotically equivalent to the corrected score estimator as the size of a sample tends to infinity.
Another modification of the corrected score estimator for a small and moderate size of a sample is constructed in the current paper. Our approach is different from that in [1] and [5] .
There are a number of papers related to the so-called T (q)-likelihood estimator for the case where there is no measurement error in the variables. Some properties of the T (q)-likelihood estimator are studied in the papers [2, 3] by using the methods of the asymptotic analysis and computer simulation.
The aim of the current paper is to consider a corrected T (q)-likelihood estimator for the measurement error regression model.
By the same symbol E we denote the expectation of random variables, vectors, or matrices, while Var stands for the variance. The expectation E b f is considered under the condition that b is the true value of the parameter β. The upper index T means the transposition.
The paper is organized as follows. A model for observations is described in Section 2. A corrected T (q)-likelihood estimator is presented in Section 3. The strong consistency of the T (q)-likelihood estimator is proved in Section 4. Concluding remarks are collected in Section 5. Section 6 contains two auxiliary results used in Section 4.
A model for observations
Consider the response y with the probability density f (y|λ) = λe −λy , y ≥ 0, and let ξ be an unobservable random variable such that λ = e β 0 +β 1 ξ . The variable x = ξ + δ is observed instead of the hidden variable ξ, where δ ∼ N (0, σ 2 δ ). The random variable δ is called a measurement error. We assume that δ is independent of both ξ and y. The variance σ 2 δ of the variable δ is known. Independent realizations of the model z i = (y i , x i ), i = 1, . . . , n, are observed. The aim is to estimate the vector β = (β 0 ; β 1 )
T (here β is the true value of the parameter). Put f (y, ξ, β) = f (y|λ) and λ = e β 0 +β 1 ξ . We assume that all exponential moments of the random variable ξ are finite, that is Ee aξ < ∞ for all a ∈ R. Then
Consider the Box-Cox transformation
for u > 0 and q > 0. A T (q)-likelihood estimating function is defined by
If q = 1, then S (q) coincides with the estimating function of the maximum likelihood method. The function S (q) is considered in the papers [2, 3] for the case where the model does not involve measurement errors. If q = q n → 1 and √ n(q n − 1) → 0 as n → ∞, then the T (q)-likelihood estimating function yields a consistent estimator β which is as effective as the maximum likelihood estimator, but the behavior of the T (q)-likelihood estimator is nicer for small samples. We denote the maximum likelihood estimator by β n . The estimator β n is given by
where β n = β 0,n , β 1,n T and the set of parameters Θ is a subset of R 2 , Θ ⊂ R 2 .
Construction of the estimating equation
We modify the estimating function S (q) in order to consider models with measurement errors. For this, we construct a corrected estimating function S (q)
almost surely for all β of Θ.
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The corrected T (q)-likelihood estimator β n (q) is defined as a measurable solution of the equation
where λ = e β 0 +β 1 ξ . A solution of the deconvolution equation (3) can be found in the following form:
Here ϕ n (x) and ψ n (x) satisfy the deconvolution equations
First we solve equation (5) . Let a n = β 0 (n − q + 1) and r n = β 1 (n − q + 1). Then we rewrite (5) with a n and r n as E [ϕ n (x)|ξ] = e a n +r n ξ . We search for a solution ϕ n (x) such that ϕ n (x) = C n e r n x . For such a function ϕ n (x), we have E e r n (ξ+δ) · C n ξ = C n e r n ξ Ee r n δ = e a n +r n ξ ,
This means that
Now we solve equation (6) . Using the notation a n and r n introduced above, we rewrite equation (6) as
We search for a solution ψ n (x) such that ψ n (x) = e r n x (C 1,n + C 2,n x). Similarly to the reasoning above, we conclude that
As a result, we get h(y, x) from (4), (7), and (8). The series on the right-hand side of (4) converge absolutely by the d'Alembert ratio test. The order of summation can be changed by Fubini's theorem which allows us to evaluate
This confirms that the function h(y, x) defined by (4) with the functions ϕ n (x) and ψ n (x) given by (7) and (8), respectively, satisfies equation (1) . If q = 1, then equality (4) implies that
Note that the distribution of ξ does not matter for the construction of the estimator β n (q), q > 0, described above.
Consistency of the estimator
Below we use the word "eventually" to abbreviate the following text. Let
be a sequence of random variables and let A n (U n ) denote a statement about U n . We say that a sequence of statements A n (U n ) holds eventually with respect to the probability measure P if there exists a random event Ω 0 ⊂ Ω such that P(Ω 0 ) = 1 and, for all ω ∈ Ω 0 , there exists a positive integer number N (ω) for which the statement A n (U n (ω)) holds for all n ≥ N . Proof of Theorems 4.1 and 4.2. We use Usol'tseva's lemma [6] (see Lemma 6.1 in Section 6). The estimating equation
is such that q n → 1 as n → ∞, where
and rewrite the estimating equation as follows: 2 .
The expectations on the right-hand side of the latter relation are finite by assumption 3 of Theorem 4.1. Consider assumption 1 of Lemma 6.1. The inclusion S C (y i , x i , ·, 1) ∈ C 1 (Θ) almost surely follows from the definition of the vector function S C (y i , x i , ·, 1) (we say that S C (y i , x i , ·, 1) belongs to the class
) is a continuously differentiable function in an open set containing Θ).
We introduce a norm in R 2 by z = |z 1 | + |z 2 |, z ∈ R 2 . Using the independence of the random variables ξ and δ and the inequality E|δ|e Cauchy-Schwartz inequality, we obtain the following bound for the expectation
since the distribution of δ is normal. The terms on the right-hand side of this inequality are bounded from above by assumption 3 of Theorem 4.1. Thus,
The function
T involved in assumption 2 of Lemma 6.1 is continuous with respect to β = (β 0 ; β 1 ) T in the set Θ. Now we check assumption 3 of Lemma 6.1. The Jacobi matrix
∂S
(1)
is a 2 × 2 matrix in the cases under consideration. Herein, we use the matrix norm
The expectation of the norm of the matrix ∂S (1) C (y, x, β) ∂β T is bounded from above by assumption 3 of Theorem 4.1 as follows: 2 Ee
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Next we consider assumption 4 of Lemma 6.1. The Jacobi matrix
is symmetric; the matrix
is nonsingular, since its determinant is nonzero in view of assumption 4 of Theorem 4.1:
To check assumption 5 of Lemma 6.1 we solve the following system of equations with respect to the unknown β:
This system reduces to
According to Rolle's theorem, there exists τ ∈ (0, 1) such that g (τ ) = 0 and
where the pointb belongs to the interval whose end points are b and β. The Cauchy inequality implies that
In fact, this inequality is strict, since we estimate
We require that, for k = 1, 2, there exists a numberδ > 0 such that
C (y, x, β) with respect to q we obtain the vector whose first component corresponding to the case of k = 1 is such that
Since x ≤ |x| ≤ |ξ| + |δ|, |β 0 | ≤ C 0 , and
Lemma 6.2 implies the inequalities E sup
since δ = σ δ τ and τ ∼ N (0, 1). Equality (9) together with assumptions 2 and 3 of Theorem 4.1 imply that the expectation
is finite. Choose a numberδ such that
The second component ∂S 2 (y, x, β, q) ∂q is estimated similarly to the first component.
Finally, we check assumption 7 of Lemma 6.1. Let n 0 be a number such that q n ≥ 1 −δ for all n ≥ n 0 , where the numberδ chosen above satisfies (11). Then
is finite almost surely.
Consider
Reasoning as in the proof of assumption 6 of Lemma 6.1, we conclude that the expectation is finite. The true value of the parameter is the same as that presented in the expression for λ.
It is easy to check that
kl is the entry (k, l) of a 2 × 2 matrix. This implies that
Therefore, all the assumptions of Lemma 6.1 are checked and thus Theorems 4.1 and 4.2 hold by Lemma 6.1.
Concluding remarks
We studied the exponential structural model with normal measurement error. It is assumed that the variance σ T , we construct a corrected T (q)-likelihood estimator. Some sufficient conditions are given for this estimator to be strongly consistent.
6. Appendix 6. For all β ∈ Θ, Φ n (β) → 0 with probability one as n → ∞, and Φ n (·) ∈ C 1 (Θ) almost surely for all n ≥ 1. 7. sup n≥1 sup β∈Θ ∂Φ n (β)/∂β T < ∞ almost surely. Then a) eventually there exists a solution of the estimating equation S n (β) + Φ n (β) = 0, β ∈ Θ; b) the estimator β n of the parameter β for which S n ( β n ) + Φ n ( β n ) = 0 eventually is strongly consistent. 
