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Electron spins in silicon have long coherence times and are a promising qubit platform. However,
electric field noise in semiconductors poses a challenge for most single- and multi-qubit operations in
quantum-dot spin qubits. We investigate the dependence of low-frequency charge noise spectra on
temperature and aluminum-oxide gate dielectric thickness in Si/SiGe quantum dots with overlapping
gates. We find that charge noise increases with aluminum oxide thickness. We also find strong dot-
to-dot variations in the temperature dependence of the noise magnitude and spectrum. These
findings suggest that each quantum dot experiences noise caused by a distinct ensemble of two-
level systems, each of which has a non-uniform distribution of thermal activation energies. Taken
together, our results suggest that charge noise in Si/SiGe quantum dots originates at least in part
from a non-uniform distribution of two-level systems near the surface of the semiconductor.
Electron spins in silicon quantum dots are a promising
platform for quantum computation [1–8]. Long coherence
times enable high fidelity qubit operations required for
universal quantum computing. Although silicon qubits
largely avoid nuclear spin noise, charge noise in the semi-
conductor still limits both single- and multi-qubit gate
fidelities. Moreover, charge noise levels appear to be sim-
ilar in different silicon devices and materials [4, 9–15].
Because noise mitigation strategies such as device engi-
neering, dynamical decoupling [16, 17], and dynamically
corrected gates [18] rely on a detailed understanding of
the noise, a thorough characterization of charge noise is
essential.
Here, we characterize the low-frequency charge noise
in Si/SiGe quantum dots with overlapping gates [19, 20].
We investigate the dependence of the charge noise spec-
trum on temperature and Al2O3 gate-oxide thickness.
We generally find that the noise increases with the alu-
minum oxide thickness. Although on average the noise
follows a 1/f power-law with a linear temperature depen-
dence, we find strong dot-to-dot variations in the noise
spectrum. As we discuss below, we suggest that each
quantum dot experiences noise caused by an ensemble of
two-level systems (TLSs). Furthermore, we suggest that
separate quantum dots experience noise caused by differ-
ent TLS ensembles, each of which have a different and
non-uniform distribution of thermal activation energies.
In turn, variations in the TLS ensembles between dots
give rise to the dot-to-dot variations in the noise. Specif-
ically, we analyze our measurements in the context of
the Dutta-Horn (D-H) model [21] which considers noise
generated by an non-uniform distribution of TLSs, and
we find good qualitative agreement with our data. In
light of these findings, we conclude that charge noise in
Si/SiGe quantum dots is caused, at least in part, by a
non-uniform distribution of two-level systems near the
surface of the semiconductor.
Devices are fabricated on an undoped Si/SiGe het-
erostructure with an 8 nm thick Si quantum well ap-
proximately 50 nm below the surface and a 4 nm Si
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Fig. 1 Experimental setup. a False color scanning electron
microscope image of an overlapping-gate quantum-dot device
identical to those measured. Dots are formed under plunger
gates (blue) using screening gates (dark grey) and tunneling
gates (yellow) to confine the electrons in the underlying two-
dimensional electron gas (2DEG). A source drain bias VSD is
applied to the 2DEG to drive a current (dashed white arrow)
through the dot. Current is measured with a current pream-
plifier and spectrum analyzer (SA). b Cross section of the de-
vice along the current path. The gate-oxide consists of Al2O3
grown by atomic layer deposition. c Differential conductance
∂I/∂VSD showing representative Coulomb blockade diamonds.
cap, which forms a thin native SiO2 layer on its sur-
face. Voltages applied to three layers of electrostatically
isolated overlapping aluminum gates defined with elec-
tron beam lithography accumulate and confine electrons
in the Si quantum well forming the quantum dots [Fig.
1(a), (b)] [19, 20].
Prior to quantum-dot fabrication, we deposit Al2O3 on
the entire wafer surface via atomic layer deposition. On
certain devices, we remove some or all of the Al2O3 in
the device region, allowing us to adjust the thickness of
the gate dielectric. Table I shows the parameters of the
devices used here. On Device 1, we nominally removed
all of the Al2O3 with H3PO4 (Transene Transetch-N),
which selectively etches Al2O3 compared with SiO2. We
did not attempt to modify the native SiO2 layer. We
also note that deposition of aluminum gates directly on
an Al2O3 or SiO2 surface leads to interfacial layers of
AlOx and modification of the underlying oxide [22, 23].
It is therefore likely that a few nm of additional AlOx
exists underneath the aluminum gates on all devices, in-
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Fig. 2 Noise spectrum measurement. a Current noise power
spectral density measurement. Charge noise is measured by
acquiring current noise spectra with the plunger gate VP set
on both sides of a transport peak where |dI/dVP | is large as
shown in the inset. Additional spectra are measured with VP
set within the Coulomb blockade region for a baseline mea-
surement of our experimental setup, and with VP set on top
of the peak where |dI/dVP | is small as checks to ensure the
measurement is sensitive to charge noise. A dashed trend-
line proportional to f−1 is shown. b Measured current noise
spectum showing non-power-law behavior (magenta). The
green line is a fit of the measured data to a function of the
form A
fβ
+ B
f2/f20+1
, where A, B, β, and f0 are fit parameters.
Dashed lines proportional to f0 and f−2 are shown.
cluding Device 1 where we remove the deposited Al2O3
by wet etch. In the following, we will refer to the de-
posited Al2O3 layer that exists over the device region
as the gate-oxide [Fig. 1(b)]. We measured the gate-
oxide thicknesses with a combination of white-light opti-
cal reflectometry, contact profilometry, and atomic force
microscopy. See Supplemental Material [24] for further
device fabrication details.
All devices are cooled in a dilution refrigerator with
a base temperature of approximately 50 mK and then
tuned to the Coulomb blockade regime [Fig 1(c)]. We
apply a filtered source-drain bias of less than 1 mV across
the device and measure the current I with a SR570 low-
noise current preamplifier. Current noise spectra are ac-
quired on a SR760 spectrum analyzer with the plunger
gate voltage VP set on the left, right, and top of a trans-
port peak, as well as in the Coulomb blockade regime
where I = 0 [Fig 2(a)]. We observe that the current fluc-
tuations are most pronounced on the sides of the peak,
where |dI/dVP | is largest, indicating that electrochemi-
cal potential fluctuations make the dominant contribtion
to current noise [9, 25].
In the regime where chemical potential fluctuations
dominate the current noise, small current fluctuations δI
are given by
δI =
dI
dVP
δ
α
, (1)
where δ is a small change in the electrochemical poten-
tial and α is the lever arm. We extract dI/dVP from a
fit of the transport peak and use Equation 1 to convert
the acquired current noise spectrum SI to a charge noise
spectrum S via the relationship
S =
α2SI
|dI/dVP |2
. (2)
Note that Equation 1 applies only when δ ∆, where
∆ is the width of the transport peak [26]. When
δ ≈ ∆, Equation 2 underestimates the charge noise.
Based on simulations, we estimate that measured values
of S differ from actual values by at most a factor of ap-
proximately 1.4 at low temperature (see Supplemental
Material [24]). Lever arms are extracted from Coulomb
diamond measurements [Fig. 1(c)] and, when possible,
confirmed from a fit of the transport peak width ver-
sus temperature. Lever arms range from 0.036 to 0.092
eV/V, with smaller lever arms corresponding to quantum
dots in devices with more gate-oxide (see Supplemental
Material [24]).
Generally, the measured charge noise spectra have a
power-law frequency dependence [Fig. 2(a)]. However,
some spectra are better described by the sum of a power-
law and a Lorentzian [Fig 2(b).] Spectra of this type are
observed on all devices. As we discuss below, Lorentzian
noise spectra suggest the presence of individual or small
numbers of TLSs.
We fit the measured S(f) to a function of the form
A
fβ
+ B
f2/f20+1
, which is the sum of a power law and a
Lorentzian, from 0.5-9 Hz. Here A, B, β, and f0 are fit
parameters. From this fit we directly extract the charge
noise at 1 Hz, S
1/2
 (1 Hz), and also obtain the frequency
exponent at 1 Hz, γ = −∂ lnS/∂ ln f |f=1 Hz, by differ-
entiating the fit at 1 Hz. In total, we measured noise spec-
tra on quantum dots on three separate devices with gate-
oxide thicknesses of 0 nm, 15 nm, and 46 nm. At the base
temperature of our dilution refrigerator, we measured
three quantum dots on each device to find S
1/2
 (1 Hz) to
be 0.84± 0.04 µeV/√Hz on Device 1 (0 nm gate-oxide),
0.94±0.18 µeV/√Hz on Device 2 (15 nm gate-oxide), and
1.77± 0.09 µeV/√Hz on Device 3 (46 nm gate-oxide). A
compilation of device parameters and charge noise val-
ues is given in Table I. At base temperature, the charge
noise generally increases with the gate-oxide thickness.
We discuss this observation further below.
We investigate the temperature dependence of the
charge noise at 1 Hz by sweeping the sample tempera-
ture from 50 mK to 1 K in fine-grained step sizes rang-
ing from 2-10 mK, with larger step sizes used at higher
temperatures. Temperature sweeps were conducted on
three quantum dots on Device 1, two quantum dots on
Device 2, and one quantum dot on Device 3. Figure 3(a)
shows the average temperature dependence of S(1 Hz)
for devices with varying gate-oxide thicknesses, averaged
across all quantum dots measured on each device. Again,
3Device Gate-Oxide (nm) QD α (eV/V) S1/2 (1 Hz) (µeV/
√
Hz)
QD Avg Device Avg
R1 0.088* 0.89
1 0 L1 0.092* 0.77 0.84 ± 0.04
L2 0.070* 0.87
R1 0.073* 1.04
2 15 L1 0.080* 0.59 0.93 ± 0.18
L2 0.073* 1.17
R1 0.048 1.87
3 46 R2 0.036 1.84 1.77 ± 0.09
L1 0.038 1.59
Table I Table of parameters of devices measured at base tem-
perature of our dilution refrigerator. Quantum dots are spec-
ified by the plunger gate which they exist beneath as shown
in Figure 1(a). For example, QD R1 is formed underneath
plunger gate RP1. Values of α labeled with an asterisk (*)
have been verified via a fit of the transport peak width versus
temperature. Values for S
1/2
 (1 Hz) are given for both individ-
ual dots and for each device. The reported value of the aver-
age S
1/2
 (1 Hz) at each dot is calculated by averaging all mea-
surements taken on that respective dot at base temperature of
the dilution refrigerator.
we see that the noise increases with the gate-oxide thick-
ness, especially at high temperature. Figure 3(b) shows
the spread in γ(1 Hz) as a function of temperature. See
Supplemental Material [24] for a detailed description of
the analysis of the measured data.
Although on average, the charge noise is approximately
1/f and varies approximately linearly with temperature,
there is significant dot-to-dot variation in the temper-
ature dependence of S and γ. This is especially pro-
nounced at low temperatures. In some cases, the temper-
ature dependence of the noise experienced by a quantum
dot differs depending on which side of a transport peak
VP is set [Fig. 4(b)-(c)].
It is generally thought that 1/f noise in semiconduc-
tors results from a distribution of bistable charge states.
Such fluctuators are regularly observed in various solid
state platforms [25, 27–37]. A simple model for TLSs
causing 1/f noise proposed by McWhorter [38] considers
a distribution of TLSs, each of which switches between
two states and contributes a Lorentzian power spectrum
to the overall noise spectrum. Under the assumption that
τ , the switching time of the TLSs, is thermally activated
such that τ = τ0e
E/kBT , the spectrum of a single TLS is
given by
s(f, T ) =
τ0e
E/kBT
4pi2f2τ20 e
2E/kBT + 1
. (3)
Here, E and τ0 are the activation energy and the char-
acteristic attempt time of the TLS, respectively. The
total power spectrum, S(f, T ), is simply the integral of
all TLS power spectra over a distribution of activation
energies D(E)
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Fig. 3 Temperature dependence of the charge noise. a Plot
of the averaged S(1 Hz) versus temperature across three dif-
ferent samples with 0 nm, 15 nm, and 46 nm of gate-oxide.
Measurements of S(1 Hz, T ) were made on three quantum
dots on the Device 1, two quantum dots on Device 2, and one
quantum dot on Device 3. The inset shows the same data near
base temperature of the dilution refrigerator. The data show
a clear trend of increasing noise with gate-oxide thickness, es-
pecially at high temperature. Error bars are included on ev-
ery third point and represent the standard error in the mean.
b Plot of the spread of γ(1 Hz, T ) of all measured samples.
The colored shadow represents the distribution of γ(1 Hz) at a
given temperature, and is centered about the mean value. The
dashed lines indicate one standard deviation above and below
the mean.
S(f, T ) =
∫
τ0e
E/kBT
4pif2τ20 e
2E/kBT + 1
D(E)dE. (4)
If the distribution of TLS activation energies, D(E), is
constant, one arrives at a total noise spectrum that is
proportional to kBT/f [38].
As shown in Figure 4, however, data from individual
dots show strong deviations from a 1/f spectrum and
linear temperature dependence. Non-linear temperature
dependence and anomalous frequency dependence of the
charge noise have also previously been observed in semi-
conductor quantum dots [10, 39, 40]. In the following,
we describe how a non-uniform distribution of TLSs can
give rise to this behavior. One might generally expect a
non-uniform distribution of TLSs to result in anomalous
temperature and spectral dependence of the noise. Con-
sider, for example, a single TLS with a Lorentzian noise
spectrum. On one hand, for frequencies f  1/2piτ the
noise is white and exponentially decreases with tempera-
ture (τ = τ0e
E/kBT is the temperature-dependent switch-
ing time). On the other hand, for frequencies f  1/2piτ
the noise varies as f−2 and exponentially increases with
temperature.
The model of Dutta and Horn [21] extends the
McWhorter model to account for a non-uniform distribu-
tion of TLSs. The D-H model has successfully described
1/f noise in a large variety of solid state systems [21, 41–
43]. Under the assumption that the width of the distri-
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Fig. 4 Measured temperature dependence of the noise magnitude and exponent. a S(1 Hz) versus temperature on the left side
of a transport peak for quantum dot L1 on device 1. b S(1 Hz) versus temperature on the left side of a transport peak for dot
R1 on device 2. c S(1 Hz) versus temperature on the right side of a transport peak for dot R1 on device 2. d Averaged measure-
ments of γ(1 Hz) versus temperature on the left side of the transport peak for dot L1 on device 1. e Averaged measurements of
γ(1 Hz) versus temperature on the left side of the transport peak for dot R1 on device 2. f Averaged measurements of γ(1 Hz)
versus temperature on the right side of the transport peak for dot R1 on device 2. The smooth yellow lines are generated by taking
a moving average of the data. The black lines in a, b, and c are the estimates for S(1 Hz, T ) using Equation 6 of the Dutta-Horn
model and the data in d, e, and f, respectively. Error bars in d, e, and f represent the standard error associated with averaging the
data over temperature ranges of 25 mK. The solid lines in d, e, and f are estimates for γ(1 Hz, T ) using Equation 6 of the Dutta-
Horn model and the smoothed yellow lines in a, b, and c, respectively.
bution of activation energies is larger than kBT , one can
expand the result of Equation 4 in powers of T to obtain
S(f, T ) =
kBT
2pif
D(E˜), (5)
where E˜ = −kBT ln (2pifτ0). Equation 5 shows that if
D(E) is not constant, then S(f, T ) will not vary linearly
with temperature. Additionally, if γ 6= 1, then Equa-
tion 5 suggests D(E˜) must not be constant. Moreover,
by defining γ ≡ −∂ lnS/∂ ln f , one can use Equation 5
to obtain the following relation between the noise power
S(f, T ) and the frequency exponent γ(f, T )
γ(f, T ) = 1− 1
ln (2pifτ0)
[
∂ lnS(f, T )
∂ lnT
− 1
]
. (6)
Equations 5 and 6 are the basis of the D-H model. Equa-
tion 5 relates the temperature dependence of the noise
to the density of the TLSs. Equation 6 relates the tem-
perature dependence of the frequency exponent to that
of the noise magnitude. Note that Equation 6 implies
that deviations from γ = 1 imply a non-uniform dis-
tribution of TLSs and a non-linear temperature depen-
dence of S(f, T ) as discussed above. Figure 4 shows
representative plots of our measurements of S(1 Hz, T )
and γ(1 Hz, T ). All data sets show deviations from both
γ = 1 and linear temperature dependence of S(1 Hz, T ).
According to the D-H model, these data suggest a non-
uniform distribution of activation energies D(E). We
show that our data is in qualitative agreement with the
D-H model in several ways. First, using the measure-
ments of γ(1 Hz, T ), we integrate Equation 6 to gener-
ate a prediction for S(1 Hz, T ). We generally observe
good qualitative agreement with our measurements of
S(1 Hz, T ) using this approach, although some of the
sharp features are not perfectly captured [Fig. 4(a)-(c)].
Second, to generate a predicted form of γ(1 Hz, T ) from
5our measured noise power spectral density, we smooth
the data using a moving 50-point average. We then take
the logarithmic derivative of the smoothed line to ex-
tract a prediction for γ(1 Hz, T ) based on Equation 6
(see Supplemental Material [24] for details regarding gen-
erating predictions for S(1 Hz, T ) and γ(1 Hz, T ) via the
D-H model). Again, our predictions based on the D-H
model show reasonable qualitative agreement with the
data [Fig. 4(d)-(f)]. In all cases, we fixed the maxi-
mum attempt frequency ω0 = 1/τ0 at 5 s
−1 to maximize
the fit quality across all data sets. The required value
of ω0, which controls the size of deviations from γ = 1
and linear temperature dependence in the D-H model, is
puzzling because 1/f noise has been observed at higher
frequencies in Si/SiGe quantum dots [4, 14]. One possible
explanation is that the assumptions of the D-H model are
not entirely satisfied in our experiment. For example, the
presence of sharp features in the activation energy distri-
bution, as suggested by individual Lorentzian features in
the measured spectra, may cause strong deviations from
γ = 1. However, we note that predictions of the D-H
model depend logarithmically on ω0, so our results only
weakly depend on its precise value.
Figure 4 shows the predictions for S(1 Hz, T ) and
γ(1 Hz, T ) made by the D-H model for three represen-
tative cases with varying quality of agreement between
measurements and predictions. Given the generally good
qualitative agreement between our data and the D-H pre-
dictions, we suggest that the charge noise results from
a non-uniform distribution of TLSs. We note that the
observation of Lorentzian features in the noise spectra
corroborate this view [Fig 2(b)]. See Supplemental Ma-
terial [24] for comparisons between our data and the D-H
model for all devices measured.
We obtain further insight into the nature of the noise
source by measuring the temporal correlation of the
charge noise on two neighboring quantum dots. First,
we tune dots L1 and R1 on Device 2 to the Coulomb
blockade regime. We set both plunger gates to the sides
of their respective transport peaks, and we acquire a time
series of current fluctuations on each dot simultaneously
for 3200 seconds and repeat this procedure 20 times. We
calculate correlation coefficients of the current fluctua-
tions between dots for each 3200-second time series and
average the result across the 20 repetitions and find a cor-
relation coeffecient ρ(δIL1, δIR1) = −0.006±0.032, which
indicates that the noise at each dot is independent and lo-
cal. See Supplemental Material [24] for details regarding
the calculation of the correlation coefficient. Together
with our earlier results, it seems plausible that charge
noise is caused by a small number of TLSs in close prox-
imity to each quantum dot.
Our data suggest several possible explanations for the
charge noise. One explanation is that the aluminum ox-
ide itself contains the TLSs. In this case we would ex-
pect that reducing the oxide thickness would reduce the
overall noise. It is also possible that the TLSs exist in
the semiconductor near its surface or at the SiO2/AlOx
interface, and decreasing the aluminum oxide thickness
improves screening effects from the metallic gates. If the
individual TLSs consist of dipole charge traps [44–47],
however, the metal gates will only screen dipoles oriented
parallel to the surface. Image charges associated with
dipoles oriented perpendicular to the surface would in-
crease their contribution to the noise. For randomly ori-
ented dipoles, one would not expect a significant change
in the noise as the distance to the metal gates decreases.
Thus, we suggest that the charge noise is caused at least
in part by TLSs in the aluminum oxide, or dipole TLSs
oriented parallel to the wafer surface and located either in
the semiconductor near its surface or at the SiO2/AlOx
interface. However, it seems more likely that interface
TLSs would be oriented parallel to the wafer surface than
TLSs in the bulk of the semiconductor. In all of these
cases, we emphasize that reducing the AlOx thickness is
expected to reduce the noise, as suggested by this and
previous work [48].
In summary, we find that the presence of an aluminum-
oxide gate dielectric layer tends to increase charge noise
in Si/SiGe quantum dots. We observe that most quan-
tum dots on a given device suffer from similar levels of
noise, though there often exist significant dot-to-dot vari-
ations in the temperature dependence of the noise across
dots in the same device. In the context of the Dutta-Horn
model, our findings suggest that a non-uniform distribu-
tion of TLSs is responsible for the charge noise. Based
on our results, it seems plausible that a small number
of TLSs near the surface of the semiconductor or in the
gate-oxide cause the charge noise. Our data underscore
the importance of controlling defect densities in the gate-
stack on top of silicon quantum dots. Our results also em-
phasize the importance of fully characterizing the charge
noise of individual quantum dots to determine optimal
spin qubit dynamical decoupling protocols. Furthermore,
we suggest the use of as little aluminum oxide as possible
in the active region of Si/SiGe spin qubits as an effective
means to reduce charge noise.
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8SUPPLEMENTAL MATERIAL
Device
All devices were fabricated on an undoped Si/SiGe
heterostructure, and Al2O3 was deposited on the entire
surface via atomic layer deposition. The Al2O3 in the
active region of Device 1 was etched completely via
Transene Transetch-N. The Al2O3 in the active region
of Device 3 was partially etched using buffered oxide
etch such that 46 nm of gate-oxide remained. A forming
gas anneal step was performed on Device 2 immediately
following aluminum oxide deposition. We measured
Al2O3 thicknesses in both the unetched and etched
(if the device was etched) regions of each device using
white-light optical reflectometry. On Devices 1 and 3,
we cross-checked these measurements by measuring the
height of the etch boundary via contact profilometry and
atomic force microscopy, respectively. Once the Al2O3
gate-oxide was deposited or removed, three layers of
overlapping aluminum gates were defined on all devices
via a combination of photolithography and electron
beam lithography steps. Aluminum was deposited via
thermal evaporation on Devices 1 and 2, and electron
beam evaporation on Device 3. For thermally deposited
aluminum layers, we created a buffer layer by depositing
3 nm of Al at a rate less than 0.1 A˚/s before depositing
the rest of the Al at rate of approximately 2.0 A˚/s.
Empirically, the buffer layer minimizes gate-to-gate
leakage.
Extraction of α
The lever arm α is extracted on each quantum dot from
Coulomb diamond measurements as seen in Figure 1(c)
in the main text. Slopes of the diamonds mS and mD,
corresponding to the electron source and drain, respec-
tively, are measured. The lever arm is determined via
the equation
α =
∣∣∣∣ mSmDmS −mD
∣∣∣∣ . (7)
On some quantum dots, we verify this measurement of α
using the traces of the transport peaks acquired during
the temperature sweep. We can then extract α by fitting
the transport peaks, I(V ), to a function of the form
I(V ) = A+B cosh−2
(
α(V0 − V )
2kBTe
)
, (8)
where A, B, V0, and Te are fit parameters [26]. We
then extract α from fitting the measured electron tem-
perature, Te, versus the mixing chamber temperature,
T , to a straight line with unit slope and zero offset for
T > 500 mK. In all cases, we get reasonable agree-
ment in our determination of α across these two methods.
S Measurement Simulation
We measure charge noise on a quantum dot by set-
ting the voltage of its corresponding plunger gate VP on
the left and right sides of a transport peak, and mea-
suring current noise spectra. Since |dI/dVP | is large,
fluctuations in the electrochemical potential of the dot
are the dominant contribution to the current noise. We
then use Equations 1 and 2 from the main text to relate
the measured current noise to electrochemical potential
noise. However, these equations are valid when δ ∆,
where δ is the elctrochemical potential fluctuation and
∆ is the width of the transport peak. If δ ≈ ∆, large
fluctuations in the electrochemical potential reduce the
time-averaged value of |dI/dVP |. As a result, the mea-
sured noise, Sm , will underestimate the real noise, S
r
 . At
high temperature the transport peak is thermally broad-
ened such that the width is much larger than fluctuations
in the electrochemical potential, but at low temperature
this source of error can can become relevant.
To estimate the impact of this effect on our measure-
ments, we simulate 1/f charge noise, Sr , for each sepa-
rate spectrum acquired on both the left and right sides
of the transport peak during all temperature sweeps. We
fix the magnitude of Sr (1 Hz) at the measured value for
the corresponding acquired spectrum. The noise is sim-
ulated in a bandwidth of f1 = 0.12 Hz to f2 = 60 Hz,
where f1 corresponds to the total acquisition time per
spectrum and f2 corresponds to the sampling rate in our
measurements of the transport peak shape. We simu-
late the resulting current noise using fits of the measured
transport peaks. We convert this simulated current noise
back to charge noise, Sm , using Equations 1 and 2 from
the main text. We plot the ratio Sr (1 Hz)/S
m
 (1 Hz) in
Supplementary Figure 1. Based on our simulations, we
expect that the measured noise power differs from the
real value by at most a factor of 1.4 at low temperature.
Analysis of S
1/2
 (1 Hz) and γ(1 Hz)
For each device measured, current noise spectra are
acquired on a SR760 spectrum analyzer with the plunger
gate voltage VP set on the left, right, and top of a trans-
port peak, as well as in the Coulomb blockade regime
where I = 0. A minimum of 10 spectra are acquired at
each position. Each spectrum contains 400 points from
0.1224 to 48.96 Hz. Spectra acquired on the top of the
transport peak and in the Coulomb blockade regime are
9used only to verify that electrochemical potential fluctu-
ations make the dominant contribtion to current noise
for each measurement, and are not used in the analysis
of the charge noise. We extract dI/dVP from a fit of
the transport peak and use Equation 2 of the main text
to convert the current noise spectrum acquired on the
left and right sides of the transport peak to charge noise
spectrum. We fit the measured charge noise spectrum,
S(f), to a function of the form
A
fβ
+ B
f2/f20+1
from 0.5-
9 Hz, where A, B, β, and f0 are fit parameters. From
this fit we directly extract the charge noise at 1 Hz,
S
1/2
 (1 Hz), and also obtain the frequency exponent at
1 Hz, γ = −∂ lnS/∂ ln f |f=1 Hz, by differentiating the
fit at 1 Hz. All data reported in this work pertaining
to a particular quantum dot are acquired from the same
transport peak on that dot.
The average value of S
1/2
 (1 Hz) at base tempera-
ture for each quantum dot is reported in Table I of the
main text, and is calculated by averaging all values of
S
1/2
 (1 Hz) extracted from spectra acquired at base tem-
perature of the dilution refrigerator on a particular quan-
tum dot. In all but three cases, the reported value is
determined by averaging S
1/2
 (1 Hz) extracted from 20
measured spectra (10 spectra on each side of the trans-
port peak). On three separate dots we made a large num-
ber of measurements of the charge noise spectra at base
temperature, and the reported value of S
1/2
 (1 Hz) in Ta-
ble I is the average value of S
1/2
 (1 Hz) extracted from
all measured spectra. On dot R1 on Device 2, a total of
7780 spectra were acquired. On dot L1 on Device 2, a
total of 6280 spectra were acquired. On dot L1 on Device
3, a total of 920 spectra were acquired. The standard de-
viations of the acquired values of S
1/2
 (1 Hz) across these
measurements were 0.026, 0.075, and 0.138 µeV/
√
Hz,
respectively. As the standard deviation of these mea-
surements is much less than the dot to dot variation of
S
1/2
 (1 Hz), we report the average S
1/2
 (1 Hz) of the de-
vice as the mean of the average value of each dot.
We investigate the temperature dependence of the
charge noise at 1 Hz by sweeping the sample temperature
from 50 mK to 1 K in fine-grained step sizes ranging
from 2-10 mK, with larger step sizes used at higher
temperatures. At each temperature, 10 spectra are
aquired on each side of a transport peak. Temperature
sweeps were conducted on three quantum dots on Device
1, two quantum dots on Device 2, and one quantum
dot on Device 3. Data shown in Figure 3(a) of the
main text are downsampled by averaging together all
measured values of S
1/2
 (1 Hz) acquired at temperatures
within 20 mK ranges, including measurements on both
sides of a transport peak, as well as measurements made
on different quantum dots on the same device. Error
bars represent the standard error of the mean in the
downsampled data. To analyze our measurements of
γ(1 Hz), we determine the mean value of γ(1 Hz) as a
function of temperature across all quantum dots on all
devices measured by averaging together all measured
values of γ(1 Hz) acquired at temperatures within
25 mK ranges. The spread of γ(1 Hz) is simply the
standard deviation of these data. These data are shown
in Figure 3(b) of the main text.
Dutta-Horn Model
Extended Data Figure 2 shows measurements of
S(1 Hz, T ) and γ(1 Hz, T ) on all quantum dots, as well
as the predictions made using Equation 6 in the main
text. Measured values of S(1 Hz) and γ(1 Hz) are ob-
tained from a fit of the measured spectra to a function
of the form A
fβ
+ B
f2/f20+1
from 0.5-9 Hz.
Dutta-Horn predictions for S(1 Hz, T ) are made from
the measured values of γ(1 Hz, T ) via integrating Equa-
tion 6. In most cases, D-H predictions of S(1 Hz, T )
capture the broad features in the data.
We make predictions for γ(1 Hz, T ) using the mea-
sured values of S(1 Hz, T ) with Equation 6. We smooth
S(1 Hz, T ) by taking a moving 50-point average, and
then we take the logarithmic derivative of the smoothed
line. Most temperature sweeps are done in 2-5 mK steps,
so a 50-point average results in a smoothing of points
across a range of approximately 250 mK, possibly ex-
plaining why the predictions made by the D-H model
often miss narrow features in the data.
Temporal Correlation Measurement
In order to measure the temporal correlation of the
charge noise, we tune gate voltages on Device 2 such
that quantum dots L1 and R1 are formed approimaxtely
100 nm apart underneath plunger gates LP1 and RP1, re-
spectively. Because the dots are separated by a screening
gate there is negligible interdot tunneling. We separately
bias each dot and adjust their respective tunnel barriers
such that the peak current is a few hundred pA. We set
each plunger gate voltage to the side of a transport peak.
We then simultaneously acquire 3200-second time series
of the current fluctuations through the each device at a
sampling rate of 1 kHz, and we repeat this until a total
of 20 time series have been acquired from each dot. Our
data acquisition card has spurious peaks at multiples of
0.33 Hz and multiples 0.5 Hz. Thus, we digitally ap-
ply a low-pass filter by first calculating the FFT of each
time series, multiplying each of the resulting spectra by
a transfer function of the form f(ω) = 1/(1+iω/ωC) and
then taking the inverse Fourier transform of the filtered
spectra. Here, ωC/2pi = 0.3 Hz is the cutoff frequency of
the low-pass filter. We determine the correlation coeffi-
cient
10
ρ(A,B) =
cov(A,B)
σAσB
(9)
for each of the 20 pairs of simultaneously acquired time
series and average correlation coefficients across all pairs
to get an average correlation coefficient of ρ(δIL1, δIR1) =
−0.006± 0.032.
11
Device 1 | QD R1 Device 1 | QD L1 Device 1 | QD L2
Device 2 | QD R1 Device 2 | QD L1 Device 3 | QD R1
200 400 600 800
T (mK) T (mK)
200 400 600 800
T (mK)
200 400 600 800
T (mK)
200 400 600 800
T (mK)
200 400 600 800
T (mK)
200 400 600 800
1
1.1
1.2
1.3
1.4
S
εr
(1
 H
z)
/S
εm
(1
 H
z)
(d) (e) (f)
(c)(b)(a)
S
εr
(1
 H
z)
/S
εm
(1
 H
z)
(g)
Left Side
Right Side
Left Side
Right Side
Left Side
Right Side
Left Side
Right Side
Left Side
Right Side
Left Side
Right Side
1
1.1
1.2
1.3
1.4
0
20
40
60
80
C
ou
nt
s
1 1.1 1.2 1.3
Sε
r(1 Hz)/Sε
m(1 Hz)
1.4
Supplementary Fig. 1 Simulation of systematic underestimation of charge noise measurements. The ratio Sr (1 Hz)/S
m
 (1 Hz), as
a function of temperature, is shown for all measurements made on all quantum dots on which charge noise as a function of tem-
perature was measured. a Device 1 quantum dot R1. b Device 1 quantum dot L1. c Device 1 quantum dot L2. d Device 2 quan-
tum dot R1. e Device 2 quantum dot L1. f Device 3 quantum dot R1. g Histogram of all values of Sr (1 Hz)/S
m
 (1 Hz) shown in
a-f.
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Supplementary Fig. 2 Measured S(1 Hz, T ) and γ(1 Hz, T ) of all quantum dots measured, and their corresponding Dutta-Horn
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dot R1. q-t Device 2 quantum dot L1. u-x Device 3 quantum dot R1.
