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ABSTRACT
DEVELOPMENT, DEPLOYMENT, AND
CHARACTERIZATION OF A KU-BAND
INTERFEROMETER
SEPTEMBER 2011
ANTHONY F. SWOCHAK
B.Sc., UNIVERSITY OF MASSACHUSETTS AMHERST
M.S.E.C.E., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Paul R. Siqueira
Space-borne radar interferometry provides a global vantage point to understand
climate change, global weather phenomenon, and other Earth dynamics. For climate
change observations, space-borne interferometers can be utilized to relate ocean to-
pography to temperature, thus providing a global map of ocean temperatures. Since
the oceans are in constant motion, a single-pass interferometer is needed to success-
fully make these measurements of ocean height. The feasibility of a single-pass mea-
surement is dependent on the physical size of the instrument, hence it is cheaper and
more practical to launch a small, light weight instrument into space. Since instrument
size scales inversely with operating frequency, high frequency microwave technology
(Ku-band and Ka-band) is preferred for these types of applications. However, space-
borne deployments become more dicult to implement at these frequencies since the
physical structure of the instrument changes in the harsh environment of space. For
that reason, a ground-based Ku-band (13.245GHz) radar interferometer has been
viii
developed at the University of Massachusetts, Amherst Microwave Remote Sensing
Laboratory (MIRSL). In this thesis, a description of the radar hardware as well as
interferometric results from Mount Sugarloaf provide a measure of the performance
of the radar and demonstrate the capabilities of using a ground-based interferometer
as a test-bed for space-borne applications.
ix
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CHAPTER 1
INTRODUCTION
1.1 History and Motivation
Knowledge of the Earth's climate and geology are important to our understanding
of the dynamics of this planet. Eorts to collect and catalog ocean height and surface
topography using radar interferometers have contributed signicantly to understand-
ing climate change, weather forecasting, and other crucial environmental changes.
Thus far, our investment into the study of radar interferometry has ranged from to-
pographic maps of the Moon [22] and Venus [13] to the SRTM1, which cataloged
80% of the Earth's topography over an 11 day period. Future endeavors in Earth
science, oceanography, and cryospheric studies, with interferometers like SWOT2 and
DESDynI3, are in place to explore these phenomenon, and improve the technology
necessary for global scale deployments to measure topographic changes over short
time scales.
Because the physical structure of the interferometer is inversely proportional to
the operating frequency of the instrument, the challenge of improving high frequency
microwave technology for space deployments is crucial to the future of radar interfer-
ometry. This is most critical at Ku- and Ka-band frequency ranges which are known
to be suitable for oceanic and cryospheric applications because of their ability to
1Shuttle Radar Topography Mission. See http://www2.jpl.nasa.gov/srtm/ for more details.
2Surface Water and Ocean Topography. Visit http://swot.jpl.nasa.gov/ for more details.
3Deformation, Ecosystem Structure and Dynamics of Ice. Visit http://desdyni.jpl.nasa.gov/ for
more details.
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achieve single-pass interferometry from low Earth orbit [2]. At these frequencies, the
temperature uctuations that satellites experience in space present a problem in the
performance of microwave circuitry. Under these conditions, temperature modeling
and calibration are needed to compensate for errors introduced by the expansion and
contraction of metal, among other eects. This added complexity in the radar system
necessitates the need to design, develop, and deploy simpler, ground-based platforms
to serve as test-beds for future space-borne interferometers.
The goal of this thesis is the development and implementation of a Ku-Band radar
interferometer. Previously, a Ku-band radar interferometer [19] was designed and de-
veloped at the University of Massachusetts (UMass) for testing a 20MHz dual-channel
microwave receiver; however, the range resolution and data acquisition limitations in-
hibited successful deployment of the radar system. As a result, a 100MHz version
of the same receiver was built at Ka-band and Ku-band, and was successfully imple-
mented in a Ka-band radar interferometer [18], but was never integrated into a radar
system at Ku-band. It is the objective of this master's thesis to build a working Ku-
band radar interferometer around the existing revised dual-channel Ku-band receiver.
The outcome of this thesis will compare data collected over a region with known to-
pography, thus providing an opportunity to measure the accuracy, performance, and
limitations of the UMass Ku-band interferometer.
1.2 Summary of Chapters
Chapter 2 will describe radar interferometry from the perspective of a ground-
based radar. This chapter will illustrate the interferometric viewing geometry, discuss
interferometric phase estimation, and other mathematical relationships formed from
interferometric radar observations. Chapter 3 will describe the basic principles of FM-
2
CW4 radar and describe the radar processing. Chapter 4 will provide a description
of the radar system hardware and also give a detailed description of the antenna.
Chapter 5 discusses hardware performance of the receiver, transmitter, and antenna.
Chapter 6 describe the locations where the radar was deployed as well as initial
results, the improvements made to the hardware, and subsequent results obtained
from Mt. Sugarloaf. Chapter 7 will provide a summary of work completed as well as
recommendations for future work.
4Frequency Modulated - Continuous Wave
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CHAPTER 2
FUNDAMENTALS OF RADAR INTERFEROMETRY
2.1 Introduction
Radar interferometry is a remote sensing technique that has evolved over the
years into an excellent way to measure topography, topographic change, and other
geophysical phenomenon. Our understanding of radar interferometry as an eective
means of measuring these global scale phenomena is owed to the contribution from
scientists and engineers in the years following World War II. The rst description of
aircraft based interferometry was introduced by Graham [6] in 1974, detailing airborne
synthetic aperture radar (SAR) interferometry as viable alternative to stereography
from photographs where the requirement of fair weather limits deployment. Today,
UAVSAR1, a JPL (Jet Propulsion Laboratory) and NASA (National Aeronautics and
Space Administration) supported project, represents one of the latest airborne plat-
forms in operation, providing high-resolution images for missions ranging from topo-
graphical surveys to earthquake damage assessment [10]. One of the rst spaceborne
interferometric observations utilized data collected from the Seasat SAR mission con-
ducted in 1978. Originally launched for the purpose of measuring the ocean surface,
Seasat data was eventually used to demonstrate the capabilities of spaceborne inter-
ferometry using a technique called repeat-pass interferometry [11][14]. It should be
noted that there are numerous interferometric congurations, each geared to a specic
measurement or observation. Repeat-pass interferometry is one technique in which
1Uninhabited Aerial Vehicle Synthetic Aperture Radar. Visit http://uavsar.jpl.nasa.gov/ for
more detail
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measurements rely on the temporal coherence between observations taken at dierent
times along the same ight-path or orbit. The dual to cross-track interferometry is
along-track interferometry, which measures a targets velocity. In this chapter, dis-
cussion of cross-track interferometry will be the main focus, and is more suited for
measurements of topography and topographic change. Thus, the successful analy-
sis and interpretation of data from the Ku-band radar interferometer will require an
understanding of the interferometric viewing geometry, the mathematical principles
governing interferometry, and the measurement of topography.
2.2 Interferometric Phase Estimation
Radar interferometers work on the principle of \interfering" backscattered radio
waves. When two antennas, A1 and A2, are separated by a baseline B, the range, R,
to the observed target is dierent between antennas by R. Since R is usually large,
it can assumed that the returning echo is a plane wave. The phase dierence between
observations can be written as,
 = kR (2.1)
where k is the free-space wavenumber. This phase dierence can be estimated by
taking the cross-correlation between the complex baseband voltages initially measured
at A1 and A2,
 =
hV1V 2 iq
jV1j2 
jV2j2 = 0e j (2.2)
where (2.2) is referred to as a radar interferogram. Figure 2.1 shows the geometric
conguration for a cross-track interferometer where a complete description of key
interferometry parameters are listed in Table 2.1.
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Figure 2.1. Illustration of the interferometer geometry.
2.3 Height Estimation
In the past, the height of terrain was measured with the use of human operated
surveying tools. These tools paved the way for cartographers and surveyors alike,
making the tasks they performed using levels, rope, and measuring sticks faster and
ecient using radar interferometers. Using Figure 2.1, the height can be estimated
by using the viewing geometry to express height as a function of the measure inter-
ferometric phase. By doing so, height can be expressed mathematically as,
jhj = j Hj  Rcos(): (2.3)
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Parameters Description
 Look-angle with respect to nadir.
p() Observation point.
0 \Flat-Earth" look-angle with respect to nadir.
p(0) \Flat-Earth" observation point.
 Baseline tilt angle.
r Slant distance between p() and p(0).
A1 Antenna #1.
l^1 A1 unit look-vector.
A2 Antenna #2.
l^2 A2 unit look-vector.
B Baseline vector.
R Range to target.
H Height of the radar assembly.
R Range dierence between A1 and A2.
h Elevation of the terrain.
T Lateral distance from radar p().
Table 2.1. Key Interferometry Parameters
where the relationship between look-angle, , and interferometric phase, , is dened
by rewriting the observation point or resolution element, p(), in terms of the vectors
illustrated in Figure 2.1 and described in Table 2.1. The observation vector, p(), can
be written as,
p() = T + h = H +R  l^2() (2.4)
p() = T + h = H + B + (R +R)  l^1(): (2.5)
By assuming a far-eld approximated geometry, mathematically represented as l^1() 
l^2() = l^, it becomes possible to equate (2.4) and (2.5) resulting in the following,
R =   B  l^ =  B sin (  ): (2.6)
By substituting (2.6) into (2.1), an expression of  indicative of the interferometric
geometry can be shown as
 =  kB sin (  ): (2.7)
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By rearranging terms in (2.7),  can be expressed as
 =   sin 1


kB

: (2.8)
From (2.8), a relationship between look-angle, , interferometric phase, , and base-
line separation, B, can be shown. Thus, by substituting (2.8) into (2.3), a formula
for height as a function of the measured interferometric phase can be expressed as
jhj = j Hj  R cos

  sin 1


kB

: (2.9)
Because interferograms are products obtained over large swaths, most of the to-
pographic information is modulated by 0, denoted as the \at-Earth" look-angle due
to the local appearance of the Earth's surface from the perspective of the radar. As a
result, the measured interferometric phase shown in (2.1) and (2.7) can be written as
a sum of the phase quantities representing eects by both the ground topography and
the \at-Earth" look-angle [3] since these quantities are measured simultaneously by
the radar. Mathematically this can be expressed as
 = topography + at Earth (2.10)
where by subtracting out the at Earth, a \attened" interferogram representative of
only topography can be obtained.
An alternative expression for the height of the terrain can be achieved by interpret-
ing topographic relief in terms of small perturbations in the \at-Earth" look-angle,
0. In other words, topography can be thought as changes in look-angle between the
\at-Earth" observation point, p(0), and the target observation point, p(), in which
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the range from the radar to each of these two observation points are equal. Thus, an
expression for the target look-angle can be written as
 = 0 + (2.11)
where  is the look-angle dierence between p() and p(0). By assuming  to
be very small, the distance between p() and p(0) can be approximated as the arc
length between the two points. As a result,  can be expressed as
  j
hj
R sin (0)
: (2.12)
By combining (2.11) and (2.7), a new result for  in terms of 0 can be shown as
 =  kB sin ((  0) ): (2.13)
By applying a trigonometric identity, (2.13) expands into the following form
 =  kB[sin (  0) cos ()  cos (  0) sin]: (2.14)
Since (2.12) was established to be very small, a small argument approximation can
be used to simplify (2.14) into the following expression,
   kB sin (  0) + kB cos (  0) j
hj
R sin (0)
; (2.15)
which is equivalent to the far-eld approximation of having a planar phase front. Here
the phase components from (2.10) are clearly represented as the following
at Earth =  kB sin (  0) (2.16)
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topography = kB cos (  0) j
hj
R sin (0)
: (2.17)
Hence, by measuring  using (2.2), it becomes possible to estimate the topography
jhj for all line-of-sight directions.
2.4 Interferometric Performance Assessment
Assessment of radar performance can be determined by focusing attention to the
accuracy and sensitivity of height measurements as well as spatial resolution. These
parameters not only give us a useful way of determining performance but also pro-
vides a quantitative method for determining which components of the hardware will
most inuence the measurement error. How the radar conguration eects accuracy,
sensitivity, and resolution can be shown using the illustration of the interferometric
viewing geometry given by Figure 2.1.
2.4.1 Height Accuracy
As seen earlier, height is obtained by triangulating range data collected from A1
and A2. It can be shown from (2.3), that the accuracy of height measurements is
dependent on known parameters of baseline, B, radar height, j Hj, slant range, R,
cross-track tilt angle, , interferometric phase, , and radar wavelength,  . Hence,
the error in height can be treated as a weighted sum of error sources within the radar
system [5]. By applying a Taylor series approximation to each error source, it becomes
possible to determine how each source contributes to the overall height error,
jhj
2 = (aRR)
2 + (aBB)
2 + (aj Hjj Hj)
2 + (a)
2 + (a)
2 + (a)
2; (2.18)
where
aR =
@jhj
@R
+
@jhj
@
@
@R
(2.19)
aB =
@jhj
@
@
@B
(2.20)
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aj Hj =
@jhj
@j Hj (2.21)
a =
@jhj
@
(2.22)
a =
@jhj
@
@
@(R)
@(R)
@
(2.23)
a =
@jhj
@
@
@(R)
@(R)
@
: (2.24)
2.4.2 Ground Resolution
Figure 2.2. Illustration of Resolution Element p().
The ability to distinguish between objects between observations depends on the
spatial resolution of the radar. In this case, the resolution is determined by the radar's
bandwidth, f and the antenna azimuthal half-power beamwidth, 3dB. Determining
the spatial resolution requires denition of each resolution element, p(), seen in
Figure 2.1. Figure 2.2 describes the radar observed terrain as a collection of facets
or resolution elements. The area illuminated by the radar's antenna is dened as
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A = s, where the  and s are dened as the cross- and along-track resolution,
respectively, their mathematical representations are given as follows,
 =
r
sin(   el) (2.25)
s =
R3dB
cos(az)
(2.26)
where el and az represent the relative cross- and along-track slopes in terrain. Note
that (2.26) neglects the contribution of baseline tilt in azimuth.
In order to fully grasp the concept of radar interferometry requires a detailed un-
derstanding of the interferometric viewing geometry and corresponding mathematical
representations. Thus far, a description of radar interferometry has been presented
in terms of the estimation of interferometric phase, the geometric interpretation of
interferometry, the estimation of height, and the performance assessment of height.
By understanding these fundamental concepts, it becomes clear as to the role of the
radar and the types of radars capable of making interferometric measurements. In the
following chapter, a description of FM-CW radar fundamentals and data processing
are presented, thus providing an explanation as to how interferometric measurements
are obtained.
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CHAPTER 3
FUNDAMENTALS OF FM-CW RADAR
An FM-CW radar operates based on a pulse compression technique used in low
peak-power applications such as marine navigation and radar interferometry. Re-
garding interferometric applications, this technique has been shown to be useful for
ground-based measurements [18][20]. In this chapter, a discussion and description of
the basic principles of FM-CW radar is provided. A section on data processing is also
covered.
3.1 Basic Principles
In conventional pulsed-radar systems, the range-to-target is measured by calcu-
lating the round-trip time between the radar and target. Because the speed of the
transmitted pulse, c = 3  108m=s, it is possible to calculate the range using the
round-trip time, t, measured from the radar echo. Thus,
R =
ct
2
(3.1)
The maximum unambiguous range, Runamb, is determined by substituting the pulse
repetition time (PRT), T , with the round-trip time, t, from (3.1). The range resolution
is a function of the pulse-width of the transmitted waveform,  ; thus,
r =
c
2
: (3.2)
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In the case of pulsed radar, there is a tradeo between increasing range resolution
and sensitivity of the radar. The sensitivity for a single pulse radar can be expressed
in terms of the signal-to-noise ratio (SNR) shown as
SNR1 =
PtG
20
2
(4)3R4kT0fF
(3.3)
where Pt is peak transmit power, G is gain of the antenna, 0 is the radar wavelength,
 is the radar cross-section (RCS) of the target, k = 1:38 10 23 J/K is Boltzmann's
constant, T0 is the reference temperature, f is the radar bandwidth, and F is the
receiver noise gure.
Figure 3.1. Frequency-Time Plot for Linear FM-CW Radar
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FM-CW radar systems [16] operate similar to pulsed radars with the exception
that the transmitted pulse is encoded in frequency, thus, requiring an additional
decoding stage for the receiver. In order to fully understand FM-CW radar, it is
sometimes helpful to illustrate the problem by using a frequency-time plot. Figure
3.1 describes a situation in which there are three distinct point-targets in view of the
radar. The transmitted \sawtooth" waveform is a linear frequency modulated chirp
with a pulse repetition time interval of T . Observing the rst, second, and third
echoes, we notice a corresponding return time, t1, t2, and t3, and a downconverted
\beat" frequency, fb1, fb2, and fb3. The beat frequency of the n
th echo is given as,
fbn =
(fH   fL)tn
T
=
2Rnf
cT
=
Rn
Tr
(3.4)
where r represents the range resolution in an FM-CW radar system. Using (3.2),
and letting  = 1=f , the range resolution of an FM-CW radar can be written as
r =
c
2f
: (3.5)
The beat frequency is the spectral representation of range and is obtained by sub-
tracting the received radar echo from the transmitted waveform. This is achieved in
a hardware system using a mixer, amplier, and lter. This conguration decodes
our encoded waveform upon receive. The mixing of the transmitted waveform with
the returning radar echo results in a sum and dierence signal. A lter is required
in order to select the desired dierence signal while also setting the maximum range
visible to the radar. The maximum range is set by two parameters. First, the cut-o
frequency, fc, of the \range" or anti-aliasing lter that follows the ampliers, and
second, the sample frequency, fs, of the analog-to-digital converter (ADC). This is
an important aspect of the decoding stage of the radar given the proportionality be-
tween range and frequency as seen from (3.4). Properly choosing the sampling rate
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and lter cut-o frequency ensures successful data collection given the location of
the radar. The maximum range, Rmax, of the FM-CW system can be expressed by
rearranging terms in (3.4) where
Rmax = fcTr =
fsTr
2
: (3.6)
The radar range equation for an FM-CW radar is written as
Pr =
(Tf)PtG
20
2
(4)3R4
(3.7)
where Tf is the compression gain or time-bandwidth product of the system.
The advantages of using this type of radar system are its excellent range resolution,
low peak-power, and increased sensitivity due to the ability to have a long integration
time. Using (3.3), the sensitivity of an FM-CW radar can be expressed as
SNR =
TfPtG
20
2
(4)3R4kT0fF
: (3.8)
The main disadvantage for a FM-CW radar systems is the isolation requirement
between the transmitter and receiver, and that the target and instrument cannot
move for the duration of the pulse. A conventional way to maintain a large isolation
between the transmitter and receiver is to use separate antennas. This requirement
reduces the complexity within the radar system; however, increases the overall cost
through the additional antenna required. Furthermore, in spite of the isolation set by
the distance separating the transmit and receive antenna, it is important, especially
for CW radars, that the transmitter's peak power is set such that no harm is done to
the receiver.
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3.2 Data Processing
As discussed in Section 3.1, Fourier analysis of the received waveform is essential in
FM-CW radar processing. The proportionality between range and frequency makes
the use of a FFT1 useful in sorting range data. The science data collected from
the radar is acquired and stored using a data acquisition card, a peripheral device
onboard a computer purchased from National Instrument (NI). Timing and control
are accounted for using LabView in combination with other external devices including
an arbitrary waveform generator, positioner, and 10MHz reference.
Figure 3.2. Radar Data Structure
Data is sampled by the ADC at a rate of fs, assigning an upper limit of the
maximum unambiguous frequency as fs=2 with respect to the Nyquist sampling cri-
terion. However, this setting, among others, can be adjusted to customize the radar
for a variety of applications. For example, the maximum unambiguous range of the
1Fast-Fourier Transform.
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radar can be adjusted by increasing or decreasing the sample frequency, fs. The data
acquisition parameters are listed in Table 3.1.
Parameters Description
fs ADC sample rate (Hz)
Ns Samples per pulse
Np Pulses per position
Naz Scan size [degrees]
Naz Scan resolution [degrees per position]
Vpp;0 Scope range for ADC channel 0
Vpp;1 Scope range for ADC channel 1
T Pulse duration
ft Trigger rate (Hz)
Table 3.1. Data Acquisition Parameters
Upon reception, the sampled waveforms are stored as binary les which are later
read into MATLAB (Matrix Laboratory) for post-processing. Figure 3.2 illustrates
how each binary le is structured. It is important to notice the eect of the data
acquisition parameters, Table 3.1, on the storage mechanics. In Figure 3.2, a 29 byte
timestamp is stored at the beginning of each position denoting the date and time
while also providing information of the duration between adjacent data sets during
the data collection. After the timestamp is stored, channel 0 and channel 1 voltage
waveforms are collected from the analog-to-digital converter (ADC) and stored in an
alternating fashion where the sampling window between adjacent pulses is controlled
by an external trigger provided by the Tektronix arbitrary waveform generator. The
trigger also keeps an account of all the pulses transmitted and received by the radar,
providing the information needed to eectively control the QuickSet positioner. This
basic ow of data repeats every new azimuth position. Thus, when referring to Figure
3.2, the storage ows from left-to-right and top-to-bottom.
Before any processing is performed, the timestamp at the beginning of each data
set is removed. As previously established, the data format repeats every new position.
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Following (2.2), the raw data is read into MATLAB in the form of a voltage matrix,
v(q) =
0BBBBBBB@
v1;1 v1;2    v1;2Np
v2;1 v2;2    v2;2Np
...
...
. . .
...
vNs;1 vNs;2    vNs;2Np
1CCCCCCCA
(q)
: (3.9)
Here channel 0 and channel 1 are acquired from the odd and even columns of the raw
data matrix (3.9) which are expressed mathematically as vm;2n 1 and vm;2n where
m = 1; 2; 3; : : : ; Ns, n = 1; 2; 3; : : : ; 2Np, and q = 1; 2; 3; : : : ;
Naz
Naz
. The parameters
i, j, and q correspond to the time domain samples, pulses, and azimuth positions in
(3.9). Table 3.1 provides a description of Ns, Np, Naz, and Naz. Before performing
any spectral analysis on (3.9), the columns in raw data matrix are windowed with a
Hann window function shown as
wm =
1  cos

2i
Ns 1

2
: (3.10)
The Hann window function minimizes the eect of high frequency contributions at
pulse edges which would otherwise distort and alias the desired signal. Once this
is accomplished, the time domain signals measured from channel 0 (odd-pulse) and
channel 1 (even-pulse) are converted into the frequency domain by
V
(q)
k;2n 1 =
NsX
n=1
v
(q)
m;2n 1wme
 j 2
Ns
(m 1)(k 1) (channel 0) (3.11)
V
(q)
k;2n =
NsX
m=1
v
(q)
m;2nwme
 j 2
Ns
(m 1)(k 1) (channel 1) (3.12)
19
where the frequency domain index k = 1; 2; 3; : : : ; Ns
2
since only half of the spectral
data is unique. By applying (3.11) and (3.12) to (2.2), the computational represen-
tation for an interferogram can be written as
 
(q)
k =
PNp
n=1 V
(q)
k;2nV
(q)
k;2n 1qPNp
n=1 jV (q)k;2nj2 
PNp
n=1 jV (q)k;2n 1j2
: (3.13)
Since the correlation is independent of time and frequency, it becomes possible to
proceed with (3.13) using MATLAB to perform the numerical processing.
As describe earlier, FM-CW radar is a pulse compression technique implemented
by continuously transmitting a chirp waveform where upon reception a homodyne
receiver architecture decodes the incoming radar echo into a collection of beat fre-
quencies proportional to range. During post-processing, these beat frequencies or
range bins are sorted by running the radar data through a FFT. In order to im-
plement a FM-CW radar, the hardware supporting this operating mode has to be
congured properly. Thus, a detailed description of the radar hardware is presented
in the following chapter, providing substantial framework to the radar interferometer.
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CHAPTER 4
RADAR SYSTEM HARDWARE DESCRIPTION
Modularity was an essential aspect to the development of the new Ku-band radar
system. For that reason, it was decided to utilize as much of what already existed from
past projects in terms of cables, power supply units, and data acquisition units. Fur-
thermore, a 100MHz version of the 25MHz Ku-band dual-downconverter (Ku-DDC)
served as the basis for developing a better working Ku-band radar interferometer.
The basic layout of the radar system is illustrated in Figure 4.1. The transmitter and
receiver hardware descriptions are presented along with a detailed description of the
antenna design. The electrical and mechanical aspects of the radar system are also
presented.
Figure 4.1. FM-CW Radar Block Diagram
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Radar System Parameters Value
Radar Type FM-CW
Frequency Ku
RF (Radio Frequency) Band 13.195-13.295GHz
IF (Intermediate Frequency) Band 1.195-1.295GHz
BB (baseband) 5-105MHz
RF Source Solid State
Radar bandwidth 100MHz
Range resolution 1.5m
Polarization Single (VV)
Peak Power 100mW (capable of 2W)
Waveform Linear FM Chirp
Antenna Slotted-waveguide-horn
Table 4.1. Instrument Parameters
4.1 Receiver
The Ku-band receiver is a three-stage, dual-channel microwave receiver consisting
of a dual-IF receiver and FM decoder. The dual-IF receiver consists of a Ku-band
to L-band downconversion stage and a L-band to baseband downconversion stage
constructed on two microwave printed circuit boards, one board for each stage. A
dual-IF architecture is favorable because of the amount of image rejection obtained as
a result. The FM-CW decoder stage takes the downconverted signal from the dual-IF
receiver and converts it into a usable waveform that is digitized and stored by a Na-
tional Instrument data acquisition unit. This stage is constructed from connectorized
components with 50
 characteristic impedance. In this section, a detailed description
of the Ku-band to L-band downconverter is given where as only a brief description
of the L-band to baseband downconverter is presented. A hardware description of
the FM-CW decoder and data acquisition unit are also present. Table 4.1 provides
details on some of the key system parameters.
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4.1.1 Ku-band to L-band Downconverter
The rst stage in the radar receiver is the Ku-band to L-band downconverter de-
picted in Figure 4.2. It is powered through a ribbon cable fed from the L-band to
baseband downconverter board. The RF is fed from the antenna assembly to the
rst stage in the receiver via rectangular waveguides and low loss SMA cables. The
eciency of the feed network is important since the presence of loss before the rst
amplier adds to the overall noise gure in the receiver. Measurements of noise gure
are presented in Chapter 5. From the feed, the signal arrives at the receiver through
low loss SMA cables which are adapted to 2.4mm in order to connect with a pair of
Southwest 2.4mm end-launch connectors, illustrated in Figure B.2 of Appendix B.
Upon leaving the connectors, a Hittite HMC516 20dB low noise amplier (LNA) sets
the noise gure for each channel in the receiver. Edge-coupled lters can be seen
at the output of each LNA, selecting the desired RF band while setting the initial
bandwidth of the receiver. The RF lters have an insertion loss of -4.5dB and a
bandwidth of 810MHz centered at 13.24GHz, hence, the 100MHz radar bandwidth
is established by subsequent ltering in the L-band to baseband downconverter. Ap-
pendix B describes the analysis of edge-coupled lters at Ka-band using measured
data and simulations. At the lter output are Hittite HMC521 image-reject mixer
with a conversion loss of 8dB. This particular mixer suppresses the undesired image
band while also performing the downconversion from Ku-band to L-band. Image re-
jection performance is discussed in Chapter 5. The downconversion is enabled by a
+10dBm Lu Research 12GHz local oscillator or LO. The LO connects to the receiver
via a 2.4mm end-launch connector, and is amplied by a Hittite HMC490 27dB am-
plier. The amplier is crucial in this case because of the +15dBm requirement at
the LO port of the mixers. A \rat-race" power splitter also known as a 180o hybrid
splitter delivers the LO to each channel in the receiver, branching into subsequent
edge-coupled lters that provide rejection against RF leakage between the adjacent
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channels. The LO lter have an insertion loss of -4.8dB and a bandwidth of 650MHz
centered at 12GHz. These lters are important not only for their ability to pass the
LO but also for their ability to suppress the RF, hence acting as an electrical bar-
rier between each channel. Channel isolation measurements are presented in Chapter
5. After downconverting from Ku-band to L-band, the L-band signal arrives at the
input of the second stage in the receiver through a coaxial jumper cable and SMA
end-launch connector.
Figure 4.2. Picture of the Ku-band to L-band downconverter PCB.
4.1.2 L-band to Baseband Downconverter
The second stage in the receiver is the L-band to baseband downconverter. It is
powered by an external 15V source that regulates power for all the active components
on both boards. For this stage in the receiver, a +17dBm Lu Research 1.3GHz LO
provides the necessary means for downconversion from L-band to baseband. For a
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detailed description of the L-band to baseband downconverter, the reader is encour-
aged to refer to [18] since the hardware is identical to that of the Ka-band radar
interferometer.
4.1.3 FM-CW Decoder
The third stage in the receiver is the FM-CW decoder depicted in Figure 4.3. As
described in Section 3.1, the FM-CW decoder stage converts the baseband output of
the Ku-DDC into a dierence frequency. The dierence frequency, or beat frequency,
fb, is a spectral representation of range, obtained by mixing the transmit chirp with
the downconverted chirp echo. In order to successfully produce a beat frequency, the
transmit power at the mixer should be between +7dBm and +10dBm exceeding the
power level of the chirp echo. Once decoded, the beat frequency is amplied by a
pair of Minicircuit ZFL-500 20dB ampliers. This amplication ensures that the beat
signal falls within the dynamic range of the ADC on the National Instrument com-
puter. A 870kHz anti-aliasing lter sets the maximum range of the radar, eliminating
any data contamination from aliasing that could appear in band upon digitization. A
5MHz low-pass lter is strategically placed after the anti-aliasing lters to ensure any
baseband leakage and spurious signals that may exist at this point in the decoding
process are suciently suppressed.
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Figure 4.3. Picture of the FM-CW decoder circuit.
4.1.4 Data Acquistion Unit
The data acquisition unit used in [19] was comprised of a Hewlett Packard (HP)
8022C vector network analyzer connected via a MATLAB user interface. This method
proved to be cumbersome and unreliable because of inherent phase problems when
using the network analyzer for interferometry. Luckily, similarities in the baseband
signal helped assimilate the new Ku-band radar system with another data acquisition
unit which was incorporated into the Ka-band radar interferometer [18]. The current
data acquisition unit consisted of a National Instrument, NI PXIe-1062Q, computer
system capable of sampling and storing data in real-time to a 1TB RAID1. A Lab-
View program, developed by Michael Shusta and Mandy Liem, served as the primary
software tool during data collection. As described in Section 3.2, data is collected
on the channel 0 and channel 1 ports of the National Instrument ADC. Timing and
1Redundant Array of Independent Disks.
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control are controlled by an input trigger supplied by the transmit waveform genera-
tor. Details on data processing can be found in Section 3.2. The option to timestamp
each position with GPS2 coordinates was also available via an external AC12 Magel-
lan GPS receiver controlled through LabView. This option was rarely implemented
however since the same information could be obtained from sources such as Google
Earth.
4.2 Transmitter
In the same way as the receiver, upconversion is performed in two steps, rst, from
baseband to L-band and, second, from L-band to Ku-band. Due to the complexity
and design time of a PCB, the transmitter was developed using 50
 connectorized
components, allowing a prototype to be constructed within a short period of time. In
this section, a hardware description of the two chirp generators is given along with a
description of the hardware that comprises the upconverter.
4.2.1 Tektronix Waveform Generator
A Tektronix AFG3252 Dual Channel Arbitrary/Function Generator was the pri-
mary waveform generator in the radar system. The waveform generator's versatility
is shown in its ability to produce sine, square, and chirp waveforms via an easily
navigable user interface. For the purpose of FM-CW radar, a linear FM chirp was
used. The chirp waveform was created through the Tektronix frequency sweep func-
tion. The sweep parameters are shown in Table 4.2. These values are entered into
the device using a push-button interface located on the face of the instrument. The
waveform was fed from the generator via a 72 inch BNC cable to the baseband input
of the radar. A trigger output port on the Tektronix connects to the trigger input on
2Global Positioning System
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the National Instrument ADC providing the necessary timing and feedback control
for the data acquisition unit.
Sweep Parameters Value
Amplitude 4Vpp (+16dBm)
Start Frequency 5MHz
Stop Frequency 105MHz
Sweep Time 4ms
Hold Time 0ms
Return Time 0ms
Trigger Interval 4ms
Type Linear
Mode Repeat
Source Internal
Table 4.2. Tektronix Sweep Parameters
4.2.2 Agilent Arbitrary Waveform Generator
The Agilent N8241A Arbitrary Waveform Generator (AWG) was procured to serve
as the replacement to the Tektronix instrument since the method in which Tektronix
creates the chirp waveform is thought to be reducing the range resolution in the far
range because of non-linearities in the waveforms phase. The Agilent waveform gen-
erator uses a 1.25GHz sample clock with 10-bits of resolution. Communication with
the Agilent AWG is done using the N8241A Control Utility leaving the user with a
less useful interface in comparison to the Tektronix instrument. Unlike the Tektronix
instrument, waveforms are dened in MATLAB by the user. Once dened, the wave-
form is saved in a binary format recognizable by the N8241A Control Utility. An
external amplier is required for applications above 500mVpp due to the lack of inter-
nal amplication. Hence, a Teledyne AC238 32dB amplier with a 1dB compression
gain of approximately +16dBm was used for external amplication.
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4.2.3 Ku-band Dual-IF Upconverter
In the same way as the receiver, the transmitter performs upconversion in two
stages. First, a linear FM chirp is provided to the input of the radar by one of
two devices either from the Tektronix waveform generator or the Agilent arbitrary
waveform generator. The waveform is ltered through a 120MHz low-pass lter, thus
passing only the desired baseband signal e.g. 5MHz to 105MHz. After being ltered,
a splitter divides the baseband signal for transmission and reception. In order to
account for the power division losses, a +16dBm chirp waveform is required at the
radar input. This provides enough LO drive to both channels in the decoder stage
while also providing sucient power upon transmission. A 20dB attenuator was
placed before the rst mixing stage in order to set the eventual transmit power to a
peak level of approximately 100mW (+20dBm). Upconversion from baseband to L-
band is performed with a Teledyne MC1502 double-balanced mixer with a conversion
gain of -6dB. A 1.3GHz Lu Research LO provides the LO drive of +7dBm while
a Lorch Microwave ceramic band-pass lter selects the band between 1.195GHz and
1.295GHz. The subsequent conversion from L-band to Ku-band utilizes a Marki
Microwave double-balanced mixer with a conversion gain of -5dB. A 12GHz Lu
Research LO provides the +7dBm LO drive while a Teledyne band-pass lter selects
the band between 13.195GHz and 13.295GHz. Once at Ku-band, a Cernex 40dB solid-
state power amplier (PA) boosts the signal to the desired 100mW level. Having a
1dB compression point at +33dBm, the PA allowing for a potential operating power
of up to 2W. After amplication, the transmit waveform travels through a coaxial
transmission line and a waveguide bulk head connector to the transmit antenna. As a
note to the reader, it is important to recognize the proximity of the transmit antenna
to the receive antennas, and how the amount of the leakage from the transmitter may
consequently saturate the receiver. If the receiver can only tolerate a maximum input
power level of +5dBm and the transmitter peak power level does not exceed +33dBm,
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then up to a 28dB coupling factor can be tolerated between the transmit and receive
antennas. Measured coupling between the transmitter and receiver indicate that
the couple factor is actually much higher than 28dB, alleviating any doubt that the
receiver performance would degrade for peak power levels at +20dBm.
4.3 Antenna
A Ku-band corporate-fed patch array antenna was used in a previous Ku-band
radar interferometer [19]. This antenna beneted from it's low cost, light weight,
and high bandwidth, but lacked in eciency and sturdiness. Due to the losses in the
feed structure the receiver noise gure suered, thus making an antenna with better
eciency more desirable.
A resonant slotted waveguide-horn antenna showed considerable potential with
it's prior success in the Ka-band radar interferometer [18]. Its simplistic design,
sturdiness, and high eciency outweighed a potentially higher cost caused by high
machining tolerances and the possible need for multiple prototyping. As a result,
cost and strict matching requirements necessitated careful design. In the following,
a detailed description of antenna design methodology is provided, including analytic
formulation and computer simulation. Table 4.3 provides antenna specications that
were important factors in the design.
3dB 45
o Half-power elevation beamwidth
3dB 1
o Half-power azimuthal beamwidth
BW 100MHz Antenna bandwidth
SLL 13dB Uniform aperture illumination
D0 29.6dB Estimated directivity,
41;253
3dB3dB
fc 13.245GHz Antenna center frequency
Table 4.3. Antenna Specications
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4.3.1 Linear End-Fed Slotted Waveguide Array
Figure 4.4. Illustration of the slotted waveguide with equivalent circuit model
The slotted waveguide array antenna is easily fabricated since it requires only pre-
cision milling of slots on the rectangular waveguides broad-wall. However, attention
to slot conguration, spacing, and dimensioning along with waveguide loading, feed-
ing, and dimensioning is a signicant part of the design process. Figure 4.4 presents
an illustration of the slotted waveguide array, describing some of the variables which
characterize the antenna and inuence it's performance.
The positioning of slot elements are along the length of the waveguide, making
machining uncomplicated. Slot separation, length, and oset are dimensions which
are used to tune the antenna to the desired frequency range.
The process of design begins by choosing a slot separation of g=2, thus creating a
180o phase dierence between adjacent slots. By alternating slot displacement o the
center-line axis while still maintaining g=2 separation, the phasing across the array
remains constant, keeping the main beam at broadside. The slots alternating pattern
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can be best understood through the modeling of surface currents in a rectangular
waveguide, as described in Section A.2.
Next, a slot length, ls, is chosen to be resonant, 0=2. As a result, the resonant
length in combination with the longitudinal slot conguration allows for the simpli-
cation of the physical model to a circuit model of shunt resistors. In Figure 4.4, the
antenna is loaded with an electrical open, spaced g=4 away from the last slot; this
creates a standing wave in the array further ensuring proper matching and broadside
radiation.
Finally, the resonant slot oset from the center-line (Figure 4.4), x, is used to
determine the normalized3 conductance at each slot using the following equation,
g0 = 2:09
a
b
g
0
cos2


2
0
g

sin2
x
a

(4.1)
Equation (4.1) is giving by Stevenson [17], where a and b are the inner dimensions
of WR-62 Ku-Band waveguide and g and 0 are the dominant mode waveguide
and free-space wavelengths. Equation (4.1) is compared with computer simulations
and discussed in Section 4.3.4. The normalized input conductance of the antenna is
written as
gin =
NX
n=1
gn = 1; (4.2)
where N is the total number of slot elements in the array. A uniformly illuminated
array aperture simplies (4.2) to the following,
gin = Ng0 = 1: (4.3)
Equation (4.3) indicates that the conductance at each slot should be inversely propor-
tional to the total number of slot elements in the array; hence, g0 = 1=N . Referring
3Normalized to the waveguide characteristic conductance, G0.
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to Table 4.3, an N -element array is required in order to satisfy 3dB = 1
o where N
is determined, rst, by approximating the element pattern of a slot with that of a
magnetic dipole,
F () =

cos(kls
2
cos())  cos(kls
2
)

sin()
; (4.4)
where ls is the length of the slot or magnetic dipole, k is the free-space wavenumber,
and  is the angle from broadside in the direction of the array axis in the far-eld.
A uniformly weighted and normalized array factor is dened as the following,
AF () =
1
N
sin(N
2
kdcos())
sin(kd
2
cos())
; (4.5)
where N is the number of elements in the linear array and d is the spacing between
each element, recall d = g=2. By multiplying (4.4) and (4.5), the radiation pattern
of the slot array can be written as,
E() = F ()AF (): (4.6)
From (4.6), it becomes possible to determine what N is needed to obtain 3dB = 1
o.
For this case, a 70-element array was chosen. Using (4.3), g0 = 1=70  0:014, thus
providing a good approximation for single-slot conductance.
4.3.2 Parallel-Plate Feed Structure
The design of the parallel-plate feed structure is constrained by the separation,
d, and height, h, of the parallel-plates. The height is chosen to be one free-space
wavelength, 0, ensuring that the only the dominant mode, TE0, is supported. The
separation is chosen to be d = 2
5
0; this, satises the relation developed by Gruenberg
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[7], where the normalized conductance of resonant waveguide slots radiating into an
innite parallel-plate section can be characterized by,
g = 2:75
dg0
0
for d < 0=2: (4.7)
4.3.3 E-Sectoral Horn
A standard slotted waveguide array has high gain in azimuth but low gain in
elevation. For the purpose of creating a topographic map of ground terrain, a 45o
beamwidth is desired (4.3). Hence, additional gain in elevation can be achieved
by shaping the beam using a E-plane sectoral horn. Designing this horn section
of the antenna requires an understanding of how the horn dimensions correspond
with the matching and beamwidth of the antenna. To understand the impedance
matching better, a wedge geometry was used to approximate the internal structure
of the horn. This approximation is useful because eld solutions to the wedge exist
in most electromagnetic textbooks [9]. These eld solutions are used to approximate
for the horns characteristic impedance, ZTE0() where  is the radial dimension from
the horn's throat to the horn's aperture. Section A.1 provides a detailed derivation
of ZTE0().
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Figure 4.5. E-plane sectoral horn.
Referring to (A.5), it is shown that the impedance of the horn depends on the
radial distance, . By minimizing the amount of reected energy between the horn
and the air surrounding the antenna, it becomes possible to determine the value for
. The return-loss equation [12] that gives the reection coecient looking out of the
horn section using the horn's aperture as the reference plane is written as
 air() =
120   ZTE0()
120 + ZTE0()
: (4.8)
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Figure 4.6.  air versus 
Figure 4.6 is a plot of (4.8) with respect to . Balancing the options of the horn's
physical size with the matching characteristics gives the design curve shown in Figure
4.6 from which the radial distance, , was chosen to be 1:50. Once the matching
criterion was fullled, it became possible to focus on the beamwidth specication. In
order to satisfy beamwidth requirements, the far-eld approximation for an E-plane
sectoral horn antenna was used. This approximation can be found in most antenna
handbooks [1].
Using Figure 4.5 as a reference for the actual physical geometry, the equations
that represent the analytical formulation of the electric eld in the far-eld region are
E = ^K1
e j(k(r r1) 

2
)
r
[1 + cos()]F (t
0
1; t
0
2) (4.9)
K1 =
w
p
k1Ey
22
(4.10)
r1 = 1sin
2(=2) (4.11)
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(4.14)
where Ey represents the magnitude of the y-polarized electric eld inside the horn
structure, b1 = 2sin() is the dimension of the mouth opening, and 1 = cos()
is the distance from the throat to the mouth of the horn section. Using the above
equations it is determined that   22o forms a pattern where 3dB = 45o.
4.3.4 Computer Simulations
Figure 4.7. Single antenna cell modeled in Ansoft HFSS.
To move the antenna design beyond the theoretical treatment described thus far,
the antenna structure was modeled and simulated in the frequency domain using the
Ansoft HFSS4 software package. Figure 4.7 illustrates the model used to represent the
4High Frequency Structure Simulator
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physical antenna structure. Because the computer resources to model and simulate
the entire 70-element nite antenna array would be immense, innite array theory to
employing a single cell model with periodic boundary conditions was used. Parametric
sweep simulations on this model for various slot lengths, ls, and osets, x, were used
to optimize the values of slot impedance. This technique was adopted from Elliot's
analytical approach in determining the correct resonant length and slot oset [4].
Figure 4.8 shows the normalized conductance, G=G0, and susceptance, B=G0, as a
function of slot length for xed values of slot oset. The required slot length is
approximated by comparing the normalized slot conductance values with the value
obtained from (4.3) in which G=G0 = g0  0:014. From Figure 4.8, it was determined
that ls = 443 mil (1.12522 cm) for x = 19:8 mil (0.50292 mm) would work best. To
go one step further, HFSS was then used to check the validity of (4.1) and (4.7).
Figure 4.8 shows good agreement between Gruenberg's approximation and computer
simulations. Notice that the HFSS approximation of slot conductance begins to
deviate from analytical formulations as B=G0 becomes non-zero.
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4.3.5 Antenna Mounting, Conguration, and Fabrication
Figure 4.9. Antenna Mounting Bracer.
The antenna mount was designed for the Ka-band slotted-waveguide antennas
and was built in such a way that the heavier, larger Ku-band slotted waveguide
antennas could be retrotted to the existing mount. As a result, antenna mounting
braces were fabricated to be used with the existing structure, providing the support
needed. It was important to make these special bracers in order to prevent bowing
along the length of the antenna which could result in an undesirable change in the
antennas radiation pattern. An exploded view of the antenna brace is illustrated
in Figure 4.9. The antennas are supported through special antenna brackets via
three metal push-pins which t into holes spaced along three vertical support beams.
Each beam consists of 16 holes spaced 20mm apart allowing for a maximum baseline
separation of 30cm. In the current antenna conguration, the two receive antennas
are separated by 28cm while the transmit antenna lies in the middle between the two
receive antennas. Although the system was designed for variability and versatility,
hardware conguration is limited in terms of antenna placement. For that reason, the
feed from antenna assembly to the radar box will require longer exible waveguides
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as well as a larger, more capable antenna mount in order to accommodate various
baseline separations. Refer to [18] for a detailed description of the antenna mount.
Antenna fabrication5 was started by rst, acquiring the necessary raw materials
for the horn and array. These materials included an aluminum block and three
50 inch long aluminum straight-section waveguides6. The antennas were fabricated
through an automated process where machining tolerances were limited to be within
0.1 mil, requiring all design dimensions to be within this limitation. Appendix C
provides the nal antenna design plans as well as an exploded view of the antenna
after fabrication.
4.4 Power Distribution
Figure 4.10. Radar Power Supply Unit.
There are two power supply units that power the radar and positioner. One of the
two power supply units was reused from the previous Ka-band radar interferometer
5Supervised by Jim Bernotas of Amherst Machine Shop located in Amherst, MA.
6Purchased from Flann Microwave.
40
which mainly supplies 24V to a QuickSet positioner while also providing a 10MHz
reference oscillator for synchronizing the entire radar system. The other power supply
unit was taken from the Ku-band radar interferometer [19] consisting of a 15V power
supply at 3A and Vicor power unit supplying three voltage channels rated for 15V,
12V, and 5V at 2.1A each. The Vicor unit supplies power to the Ku-DDC and the
two solid state local oscillators. The extra 15V supply was added in order to provide
enough current to the power amplier described in Section 4.2.3. Cross-talk between
components in the radar was prevented by isolating the biasing circuitry, while volt-
age ripple was maintained by adding Vicor ripple attenuator modules (RAM) to the
biasing network. This power conguration was necessary in that it helped remove
some of the striping eects in the FM-CW imagery due to various oscillating signals
riding on the various power supplies of the interferometer's active components. Sec-
tion 6.4 provides a detailed explanation of the debugging process that was used to
detect these oscillating signals, as well as the hardware modications put in place as
a response to these problems. Figure 4.10 shows a photograph of the primary power
supply for the radar.
4.5 Positioner
The positioner is a QuickSet integrated controller xed-mounted to a tripod with
telescoping legs. The positioner is capable of scanning in azimuth and elevation.
However, the elevation scan remains unused due to large swath coverage in elevation
provided by the antenna. The positioner is controlled through a LabView program on
board the National Instrument computer. The control signals generated by LabView
are sent to the positioner via a serial cable connecting the National Instrument and
positioner. The serial controls and power are wired through a military connector that
mates with a military socket at the base of the positioner. Figure 4.11 presents a
photograph of the Quickset positioner, highlighting some of the important features.
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Figure 4.11. A photograph of the Quickset positioner, tripod, and antenna/radar
mount.
The hardware descriptions presented in this chapter illustrate the components that
comprise the FM-CW radar. However, hardware description alone does not present
a complete description of the radar hardware. For that reason, metrics such as gain,
isolation, noise gure, and linearity are useful when evaluating the performance of
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the radar hardware. In the following chapter, a concise look into the radar hardware
performance is presented, providing measurable data highlighting the capabilities and
limitations of the instrument.
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CHAPTER 5
RADAR SYSTEM HARDWARE EVALUATION
In this chapter, a comprehensive evaluation of the radar system hardware is pre-
sented, providing measurement results of the receiver, transmitter, and antennas in
terms of performance metrics such as return loss, gain, isolation, noise gure, linearity,
and peak power.
5.1 Ku-Band Dual-Channel Dual-IF Downconverter
5.1.1 Return Loss Measurement
Figure 5.1. Ku-DDC Input Return Loss
The receiver return loss, S11, was measured at the waveguide-feed interface im-
mediately before the receiver antenna using a HP8722C vector network analyzer,
calibrated at a power level of -30dBm. The return loss is an important metric be-
cause of it's ability to show how well-matched the system is over the radar bandwidth.
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Figure 5.1 shows the matching performance for both channels in the receiver, empha-
sizing the performance over the radar bandwidth, RF , and image bandwidth, I2.
The S11 measurement observed at these frequencies is below -10dB, indicating a good
impedance match over the radar and image bandwidths. It is important to take no-
tice of the matching at the image band due it's close proximity to the desired RF
band, see Section 5.1.5. The matching performance can be attributed to the design of
the transmission lines inside the PCB as well as the pin-placement of the end-launch
connector. An end-launch connector with proper pin-placement is depicted in Figure
B.2 of Appendix B.
5.1.2 Receiver Gain Measurements
The gain performance of the receiver is described in this section. It is dened as
a ratio of output power delivered to the load and the available power at the input of
the receiver. The following equation describes this relationship,
G =
PL
Pin
(5.1)
where Pin was the power supplied at the input of the receiver board using a Rohde &
Schwarz signal generator and PL was the power measured at the output of the receiver
board using an Agilent Power Spectrum Analyzer. This measurement was made for
each channel and subsequent stages in the receiver except for the FM decoding stage.
Gain measurement results are shown in Figures 5.2 and 5.3. Analysis of Figure
5.2 shows that for both channel 0 and channel 1, the gain response is fairly at
over the radar bandwidth; however, upon further examination, the gain response of
channel 1 is approximately 5dB lower than that of channel 0. In order to explain
this gain dierence, it is important to realize the inherent problems with PCB design
to tolerances during fabrication and imperfections from human error during design.
The source of this gain dierence potentially stems from an insucient supply of LO
45
power to channel 1 resulting in poor conversion gain from the mixer. An asymmetric
split in power along the LO distribution could also explain the gain dierence between
channel 0 and channel 1. Another explanation to this problem comes from the manner
in which the HMC521 image-reject mixer is oriented on the side of channel 1. Since
this mixer is a prepackage component, the LO, IF, and RF ports have asymmetric
qualities when placed side-by-side. Hence, placement of this component causes the
LO and RF ports to be swapped and repurposed for channel 1. Luckily, for this
particular mixer, the LO and RF share the same bandwidth, hence, the resulting
downconversion from Ku-band to L-band remain unaected as long as the LO drive
at the RF port is larger than the RF drive at the LO port.
Figure 5.2. Ku-band to L-band Downconverter Gain Measurement
The gain measurement shown in Figure 5.3 shows a large dierence in gain when
compared to Figure 5.2. It is important to understand that receiver was originally
developed for a airborne/spaceborne platform in which a pulsed radar was envisioned.
As a consequence, a pulsed radar would require a large amount of gain to increase
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sensitivity. Since the radar is being implemented as a FM-CW radar, the gain required
at this stage of the receiver is unnecessary. Further analysis of Figure 5.3 shows that
channel 1 has fairly good gain atness over the radar bandwidth, while channel 0
shows a 10dB gain dierence at the 5MHz band edge suggesting a problem with one
of the baseband ampliers. Figure 5.4 shows the total gain measured for the Ku-DDC,
essentially, the combination of Figures 5.2 and 5.3.
Figure 5.3. L-band to Baseband Downconverter Gain Measurement
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Figure 5.4. Ku-DDC Gain Measurement
5.1.3 Channel Isolation Measurements
Isolation between two channels on the receiver is desired when using the radar
receiver for interferometry. This is important because contamination from interchan-
nel coupling can bias phase estimation when correlating data between channel 0 and
channel 1. Isolation can be measured by injecting a known source at the input of the
receiver while measuring the corresponding output power on the opposite channel.
This measurement was performed for the Ku-band to L-band downconverter as well
as the L-band to baseband downconverter. Figures 5.5 and 5.6 show the measured
coupling between channel 0 and channel 1. The Ku-band to L-band downconverter is
shown in Figure 5.5 having interchannel isolation values ranging between 65dB and
76dB over the radar bandwidth while analysis of Figure 5.6 shows isolation values as
low as 50dB over the radar bandwidth. Thus, interchannel isolation can only be as
good as observations for the L-band to baseband downconverter.
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Figure 5.5. Ku-band to L-band Downconverter Channel Isolation Measurement
Figure 5.6. L-band to Baseband Downconverter Channel Isolation Measurement
There are numerous signal paths where interchannel coupling can occur. The
two main paths can be attributed to the supply for each channel of their carrier
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signals through the LO distribution network, which physically connects each channel.
The interchannel coupling is partially controlled with lters used to pass the 1.3GHz
and 12GHz carrier frequencies while rejecting the RF signals from the LO path.
Other coupling paths exist besides the main LO distribution circuit which include
unshielded connector junctions at the edge of the PCB, waveguide ange junctions,
and the receiver antenna interfaces, just to name a few.
Prevention of interchannel coupling can be done through ltering, shielding, or
other hardware modications. Thus far, ltering combined with the inherent component-
level isolation have been the primary mechanisms for preventing cross-talk at the LO
distribution interface. Consequently, problems encountered in [19][18] have also lead
to special enclosure designs that further prevent coupling through the air and PCB
interface. Presently, a new PCB and enclosure are being designed for Ka-band ap-
plications. The goal is to see whether or not hardware modications to the PCB
and enclosure aect isolation performance. Details on this particular topic are not
presented in this thesis.
5.1.4 Noise Figure Measurement
The noise gure is a measure that quanties how much of desired signal is degraded
noise. The noise factor, F , a dimensionless representation of noise gure, can be
calculated for a cascade of microwave components using the Friis equation [12],
F = F1 +
F2   1
G1
+
F3   1
G1G2
+    (5.2)
where subscripts 1, 2, and 3 represent the order of each component in the cascaded
microwave system. Equation (5.2) is typically used for calculating the total noise g-
ure from components in a radar system that have individually known noise gure and
gain. For instance, F1 and G1 could represent the parameters for a lossy transmission
line or a low noise amplier, typical components for all radar receivers.
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Figure 5.7. Experimental setup for measuring noise gure using the Y -Factor
Method.
For this system, the noise gure was measured and calculated using a technique
called the Y -Factor Method. Figure 5.7 shows the Y -Method experimental setup
including some of the equipment such as a 28V noise source, a 28V power supply,
and a spectrum analyzer with the capability of measuring channel power. For this
measurement, the spectrum analyzer's resolution, video, and integrating bandwidths
were adjusted to 1kHz, 10kHz, and 1MHz, respectfully, allowing for a more accurate
measurement of noise power at the output of the receiver.
The Y -factor method calculates the noise power by taking the ratio between the
noise power measured for hot and cold loads, measured at the output of the receiver.
This ratio is given as,
Y =
PHOT
PCOLD
; (5.3)
where PHOT and PCOLD represent the measured noise power when the noise source is
turned on and o, with the on state relating to the condition of elevated noise. Since
the noise source is a known quantity in the experiment, a parameter called ENR or
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excess noise ratio is given. This parameter is provided by the noise source and varies
depending on the frequency of operation. The ENR is expressed as,
ENR =
(THOT   TCOLD)
TREF
(5.4)
where THOT and TCOLD represent on and o temperature of the noise source while
TREF is the reference temperature. The reference temperature was measured using a
temperature probe. Typically, TCOLD = TREF , in which case, (5.4) is rewritten as,
ENR =
THOT
TCOLD
  1: (5.5)
By rearranging the terms in (5.5), it becomes possible to solve for THOT . Using (5.3),
the value of Y -factor is determined by understanding that power and temperature
are proportional quantities. Thus, (5.3) can be rewritten as,
Y =
THOT
TCOLD
: (5.6)
Since heat is a primary source of noise for any electronic device, temperature becomes
an intuitive quantity to deal with when calculating noise gure. Thus, noise gure
can be expressed as,
FREC = 1 +
Te
TREF
; (5.7)
where
Te =
THOT   Y TCOLD
Y   1 (5.8)
represents the equivalent noise temperature of the receiver. Applying the Y -factor
method, the measurement of noise gure for the Ku-DDC is illustrated in Figure 5.8.
It should be noted that representation of noise gure shown in Figure 5.8 is calculated
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for the receiver alone. Incorporating the loss from the transmission lines connecting
the receiver to the antennas adds to the overall noise gure,
F jdB = FREC jdB + LTLjdB; (5.9)
where LTLjdB is the loss in the transmission line connecting the antennas to the
receiver. The transmission line loss was approximated 1.5dB, thus, by using (5.7)
and (5.9), it can be seen that the line loss adds 1.5dB of noise to the measurements
shown in Figure 5.8. Further analysis of Figure 5.8 shows that the noise gure between
channel 0 and channel 1 diered by approximately 2dB. The dierence in noise gure
was attributed to the dierence in gain described in Section 5.1.2. By using (5.2), it
can be seen that changes in a component's individual gain and noise gure directly
aect the overall system noise gure.
Figure 5.8. Noise Figure Measured using Y -Factor Method.
5.1.5 Image Rejection Measurement
An image is a frequency or band of frequencies resulting from the non-linear
operation of a mixer. For this particular radar system three images are created
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from the two-stage downconverter. Figure 5.10 shows where the images occur with
respect to the RF band. These image frequencies are undesired and unavoidable if
left unchecked. Image frequencies can hinder the performance of the radar since they
exist outside the intended bandwidth of the radar. This becomes problematic for the
antenna if the image band is well matched. A discussion of beam and impedance
matching is present in Section 5.3 of this chapter. As a consequence for having a two-
stage design, three image bands emerge; specically, I1, I2, and I3 shown in Figure
5.10. From this gure, it is apparent that I1 and I3 are distant enough from the RF
band that they are likely to be suppressed by the lters in the receiver. On the other
hand, suppressing I2 with ltering alone is very dicult since the amount of cut-o
necessary would require a lter well out-of-reach in terms of design capability. As
discussed in Section 4.1.1, two image-reject mixers were employed to help suppress
the image band. Figure 5.9 shows image-reject ratio measurement, which represents
the amount of rejection between the I2 and RF bands. The rejection of I2 displays
behavior contradictory to that of an image-reject mixer, and more towards rejections
enforced primarily from ltering. This is most apparent in the shape of the rejection
ratio, which is similar to a lter's roll-o. Thus, poor rejection of I2 can be observed
from Figure 5.9 which is unfortunate due to the introduction of data contamination
since RF and I2 downconvert to the same baseband signal. The image rejection ratio
can be improved by increasing the frequency of the baseband signal, thus increasing
the separation of the desired RF band and undesired image band.
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Figure 5.9. Image rejection measurement of the Ku-DDC
Figure 5.10. Image Frequency Chart
5.1.6 Linearity Measurements
The receiver is a nonlinear device where observations such as gain compression
and third-order intermodulation distortion are products of this nonlinear behavior.
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In this section, measurements of gain compression and third-order intermodulation
distortion are presented.
Gain compression is dened as the point at which the gain of the receiver saturates
and deviates from an ideal gain track. Typically, the 1dB compression point, P1dB,
references the point when the receiver's output power saturates, decreasing by 1dB
down from the ideal gain. The measurement of gain compression is straight-forward
and was conducted in a manner similar to the gain measurements discussed in Section
5.1.2.
Intermodulation distortion is a type of interference measured by injecting a two-
tone signal at the input of the receiver. This two-tone signal is represented as,
x(t) = cos (2f1t) + cos (2f2t); (5.10)
where f1 < f2. For this experiment, f1 = 13:240GHz and f2 = 13:250GHz are
translated after downconversion to 60MHz and 50MHz, respectively. The output
response of the receiver can be modeled as a Taylor series,
y(t) = y(0) +
MX
m=1
xm(t)

dmy(t)
dxm(t)

x(t)=0
; (5.11)
where M = 3 is the maximum number of terms taken in the model. The frequency
locations of the third-order intermodulation products can be determined by expanding
(5.11). As a result, the location of these spurious signals are found within the radar
bandwidth at 2f1 f2 = 13:230GHz and 2f2 f1 = 13:260GHz, which translate, after
downconversion, to 70MHz and 40MHz, respectively. Thus, the measurement made
at the spectrum analyzer is the downconverted representation of (5.11). Figure 5.11
shows the setup for measuring the third-order intermodulation product.
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Figure 5.11. Experimental Setup: Third-Order Intermodulation Product
Figure 5.12. Linearity Measurements
Measurements such as P1dB, OIP3, and DRl describe the linearity performance of
the receiver. Figure 5.12 shows these measurements for both channel 0 and channel
1. The 1dB compression point was measured for both channels to be approximately
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+18dBm. As mentioned prior, this measurement establishes the maximum output
power level of the receiver. Using this measurement, the linear dynamic range of the
receiver is calculated as,
DRl =
P1dB
N0
; (5.12)
where N0 is the output noise power of the receiver. The output noise power is given
as,
N0 = k(F   1)T0fG; (5.13)
where k = 1:38  10 23 J/K is Boltzmann's constant, F is the receiver noise gure,
T0 is the reference temperature of the receiver, f is the receiver bandwidth, and G
is the total gain of the receiver. Using (5.12) and (5.13), the linear dynamic range
was calculated to be 24.7dB and 27.9dB for channel 0 and channel 1, respectively.
The next measurement involved nding the intersection point between the ideal
rst- and third-order responses of the receiver also known as the OIP3 or third-order
intercept point referred to the output. The OIP3 measurement was approximated to
be +22dBm and +21dBm for channel 0 and channel 1, respectfully. This measurement
represents the point when the output power level of the third-order intermodulation
product matches the power level of (5.10) after downconversion. Further analysis of
Figure 5.12 shows the OIP3 in close relation to the P1dB suggesting a chance that
a saturated receiver could introduce spurious signals at the output of the receiver.
Thus, receiver saturation is an undesired aect, preventable by increasing antenna
separation or reducing transmit power recall Section 3.1 on transmitter and receiver
isolation for continuous-wave or FM-CW type radars.
5.2 Ku-Band Dual-IF Upconverter Evaluation
5.2.1 Peak Power Measurement
The transmitter peak power is set by a solid state amplier, calibrated to +20dBm
or 100mW. This relatively low peak power level is set because the radar operates in
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FM-CW mode, allowing for long integration times over coherent targets such as trees,
crops, and buildings. Peak power was measured using an Agilent spectrum analyzer;
before setting up this measurement, however, a control measurement was required to
ensure that the correct power was being measured on the spectrum analyzer. The
control source in this experiment was a Rohde & Schwarz signal generator. Figure
5.13 shows the transmitter peak power measured over the signal bandwidth, RF, as
well as the image bandwidth, I2, (see Figure 5.10). Analysis of Figure 5.13 shows
that part of I2 is transmitted with the desired RF signal. This transmission occurs
because the RF and I2 bands are separated by 10MHz making it dicult to suppress
the image through ltering alone. Section 5.3.2 discusses and illustrates the antenna
performance when operating out-of-band.
Figure 5.13. Peak Power Measurement
5.2.2 Chirp Generator Measurement
The phase of a linear chirp waveform can be described as the following equation,
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(t) =
f
T
t2 + 2f0t+ 0; (5.14)
where f is the bandwidth of the chirp, T is the duration of the chirp, f0 is the
start frequency of the chirp, t is time, and 0 is some constant phase oset. The
phase was estimated by solving for the coecients of the quadratic in (5.14). This
was accomplished by using a least squares algorithm [15] in conjunction with a best
t curve. The chirp waveform was measured with an Agilent oscilloscope connected
through LAN1 via MATLAB. Before measuring the chirp waveform, a controlled
experiment was conducted to ensure that the setup worked properly. In this exper-
iment, a single-tone waveform was measured on the oscilloscope and conrmed in
post-processing using MATLAB. A linear FM chirp was created from both of the
waveform generators described in Sections 4.2.1 and 4.2.2. The chirp generators were
setup with a start and stop frequency at 5 and 105MHz and chirp duration of 1ms.
The waveform was captured over a 10ms sample window and digitized at a rate of
400MHz. Figure 5.14 shows measurement results taken from both the Tektronix and
Agilent waveform generators. The left plot compares estimated phase with that of
a simulated chirp while the right plot gives the frequency-time representation of the
measured phase. This measurement is obtained by taking the time-derivative of (5.14)
shown as
f(t) =
1
2
d(t)
dt
: (5.15)
1Local Area Network
60
0 0.5 1
0
0.5
1
1.5
2
2.5
3
3.5
x 105
Sample Window [ms]
E
st
im
at
ed
 P
ha
se
 θ
 
[ra
dia
ns
]
 
 
Tektronix
Agilent
Simulated θ
sim
0 0.5 1
0
20
40
60
80
100
120
Sample Window [ms]
Fr
eq
ue
nc
y 
[M
Hz
]
 
 
Tektronix
Agilent
Simulated
Figure 5.14. Phase estimation measurement compared with simulated chirp phase
(left). Frequency-time representation for phase estimates (right).
Linearity tends to be an important factor concerning the performance of the wave-
form generator. From the results presented in Figure 5.14, it is not completely evident
whether or not non-linearities are a dominating factor during waveform generation.
These non-linearities can be described as additional time-dependent terms to (5.14)
or as a piece-wise type non-linearity introduced from an imperfect digital-to-analog
conversion process. The electrical interaction between the radar hardware and chirp
waveform is also signicant factor since the radar hardware consists of non-linear
components that may or may not operate in the preferred linear region. This poten-
tial non-linear interaction between the hardware and signal has not been covered, but
should be measured and explored for further future performance assessment. This is
important because these nonlinear eects introduce ambiguities in the radar image
that become unusable during data processing.
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5.3 Antenna Measurements
5.3.1 Impedance Matching
Tuning the antenna to the desired operating frequency was necessary before be-
ginning any measurements in the near-eld chamber. This was accomplished by
measuring the return loss on a 20GHz vector network analyzer using a precision ad-
justable short2 connected to the end of the slotted-waveguide antenna as the tuning
mechanism. Having the ability to precisely adjust the position of the short made
it possible to enforce the g=4 spacing between the short and the nal slot in the
antenna array. This is important because the placement of the short in this way
produces an electrical open-circuit which simplies the antenna model established in
Section 4.3. It should be noted that the spacing between the short and nal slot can
also be an integer multiple of g=4. Figure 5.15 shows the return loss measurement
of one of the three slotted-waveguide antennas. It should be noted that the antenna
bandwidth is less than the 100MHz receiver bandwidth when dened for a VSWR
<= 2. However, this impedance mismatch at the band edges allows for a natural ta-
per across the waveform behaving similar to a window function used for minimizing
range sidelobes during data processing. The narrow band response of the antenna
is due to the fact that for a resonant or standing wave antenna, the bandwidth is
inversely proportional to the number of elements in the array, and can be estimated
using the following equation [8],
BW = 50%
N
; (5.16)
where N is the number of elements in the array for a VSWR <= 3. Using (5.16),
the 70-element slotted-waveguide array, as described in Section 4.3.1, should have a
predicted bandwidth of 1.42% or 189MHz, which is close to the measured bandwidth
2Precision adjustable shorts were produced by Robert A. Rivers at Aircom, Inc.
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of 120MHz or 0.91% shown in Figure 5.15. In order to double the bandwidth of the
slotted-waveguide array the number of elements in the array must be reduced by a
factor of 2. One way to achieve this doubling eect is to feed the array from the
center, creating two subarrays that half the input impedance, eectively, reducing
the size of the array without changing the radiation pattern.
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Figure 5.15. Return Loss Measurement.
5.3.2 Beam Matching
Impedance matching of the antenna is important in that it ensures that the an-
tenna radiates energy instead of storing or reecting it. Figure 5.15 shows that the
antenna is well matched at 13.245GHz. Further analysis of Figure 5.15 suggests other
potential matching location seen as multiple resonances surrounding this frequency.
While the input impedances are well matched at these are frequencies the match does
not necessarily imply good beam performance in the desired broadside direction. For
this reason, a combination of impedance and beam matching is enforced to ensure
proper antenna performance. Figure 5.16 shows a collection of azimuthal pattern
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measurements spanning over the RF and image frequency bands. Figure 5.16 also
shows the consequence of deviating too far from 13.245GHz, demonstrating the eects
of beam splitting. This behavior results from the antenna's resonant structure design.
Hence, when the antenna operates o resonance, it starts behaving less like a reso-
nant antenna and more like two opposed traveling wave antennas. A traveling wave
antenna is used in frequency scanning applications and has behavior characterized by
observations seen in Figure 5.16.
Figure 5.16. Illustration of beam mismatching.
5.3.3 Near-Field Measurements
Antenna measurements were conducted using the near-eld antenna chamber lo-
cated in the basement of Marcus Hall at the University of Massachusetts. Figure 5.17
shows how the antenna was setup inside the near-eld chamber. Measurements were
taken using the NSI (Neareld System, Inc.) 2000 software. This was implemented
by measuring the magnitude and phase of the voltage in a rectangular grid in front of
the antenna aperture, thus requiring the painstaking process of aligning the antenna
to the measuring probe, which was necessary in obtaining good radiation patterns.
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Once measurements were completed, a spatial-Fourier transform converted the mea-
sured near-eld data to far-eld radiation patterns in azimuth and elevation. Figure
5.18 shows good agreement between the measurements and simulations. Simulations
were written in MATLAB using (4.6) and (4.9) for measurements of azimuthal and
elevation patterns, respectively.
Figure 5.17. The slotted-waveguide-horn antenna measured inside the near-eld
chamber.
Figure 5.18. Azimuth (left) and elevation (right) far-eld patterns.
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So far, a comprehensive analysis and discussion of the hardware performance has
been presented, breaking down the receiver, transmitter, and antenna components by
highlighting some of their key characteristics and gures of merit. Hence, a measure
of their collective performance can be obtained by deploying the radar in a location
suitable for interferometry. In the following chapter, detailed analysis and discussion
of results obtained from Mount Sugarloaf are presented, providing measures which
demonstrate the radar's ability to produce interferometric results.
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CHAPTER 6
INTERFEROMETRIC RESULTS
In this chapter, interferometric observations from Mount Sugarloaf are presented
as well as a comprehensive look into some of the troubleshooting techniques used
to improve the quality of the radar image. A description of hardware modications
is also presented followed by an assessment of image quality. Lastly, analysis and
discussion on topographic estimates from Mount Sugarloaf are provided along with
geographically transformed results.
6.1 Site Background
In order to provide initial feedback on the overall performance of the radar, exper-
iments have been conducted at sites located in the area surrounding the University of
Massachusetts, Amherst. These tests site include Skinner State Park and Sugarloaf
State Park.
6.1.1 Mount Holyoke
Mount Holyoke, located in South Hadley, MA, elevation 285m, is part of Skinner
State Park. This location was chosen, historically, for the success with deployments
using a UMass built Ka-band radar interferometer [18]. Prior to the development of
the Ku-band radar interferometer, access to the second level observation deck of the
Mount Holyoke Summit House provided an excellent view of the Connecticut River
Valley, however, in the following year, access to the observation decks were denied
based on the condition of the deck support beams. As a result, a location in the
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near vicinity of the Summit House was chosen to supplement the original location.
Unfortunately, setup diculties and constant shadowing from trees and other plant-
life located in the foreground of the radar discouraged any future deployments at this
location.
6.1.2 Mount Sugarloaf
Figure 6.1. An aerial photograph is presented of the deployment site located at Mt.
Sugarloaf in South Deereld, MA (Google Earth). Areas highlighted in red and yellow
(dashed) indicate scan locations for August 26, 2010 and June 3, 2011 deployments.
Sugarloaf State Park, located in South Deereld, MA, elevation 199m, is part
of Sugarloaf State Park. This location was chosen for its short commute from the
university, access to the observation deck, and similar viewing geometry to that of
Mount Holyoke. From this location, Sunderland, Mount Toby State Park, and the
Connecticut River can be seen. Unlike Mount Holyoke, the Mount Sugarloaf ob-
servation deck was located several meters from the mountain's edge, hence, larger
shadowed regions appear in directions where the mountain's edge was furthest from
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the radar. Despite the inherent shadowing eects at each location, Mount Sugarloaf
was chosen for future deployments.
6.2 Radar Deployment
Figure 6.2. A photograph taken of the Ku-band interferometer at the Mount Sug-
arloaf observation deck looking out over downtown Sunderland, MA.
The radar interferometer was deployed at one corner of the lower observation
deck looking out over Sunderland and South Deereld, MA. An aerial view of the de-
ployment site is presented in Figure 6.1 highlighting the approximate scan locations.
Power was accessible via 20A outlets located in the stairwell leading to the upper-level
observation decks. This was a critical requirement in that the radar was not battery
operated. For each experiment, the radar was assembled and disassembled on site per
deployment. As depicted in Figure 6.2, lifting the radar in it's assembled state would
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have been quite cumbersome. As a result, experiments conducted at the mountain
logistically required at least three people to ensure a successful deployment. The bulk
of the radar assembly consists of setting up the positioner, securing the radar box to
the positioner, attaching the three antennas to the radar box, and connecting power,
control, and signal cables. Once deployed, conguration parameters were entered into
the radar through a data acquisition program in LabView. Using this program, a con-
guration report was created, outlining some of the basic data acquisition parameters
such as sample rate and pulse count; these parameters are described in Table 3.1 of
Section 3.2.
Figure 6.3. The backscattered power from channel 0 (left) and channel 1(right)
collected in real-time on August 26, 2010 deployment at Mount Sugarloaf using the
LabView data acquisition program.
For mountain observations, the radar was congured to make 90o or 120o scans at
0:5o per position delivering 256 looks per position at a rate of 250Hz. Since the sample
rate was usually kept at 2MHz, the digitizer can uniquely sample signal frequencies as
high as 1MHz, or ranges as far as 6km. The source generator is congured to provide
a 100MHz bandwidth chirp resulting in a slant range resolution of 1.5m. Depending
on the signal strength of the returning echo, the amplitude range on the ADC can
also be congured to increase the gain of the incoming signal. In order to determine
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the signal strength before automating the collection process, a quick-scope program
in LabView was used to display the digitally converted voltage data in real-time.
To maximize the success rate of the radar deployment, a large number of scans can
be programmed into the conguration report; this was common practice since the
radar was interruptible at any time during the acquisition process. Figure 6.3 shows
real-time backscattered power computed after subsequent position data acquisitions.
This real-time data display was incorporated into the main data acquisition program
used with the Ka-band interferometer. This capability provided instant feedback to
the performance of the radar reassuring condence in the collected data.
6.3 Initial Results
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Figure 6.4. Correlation magnitude (left) and interferometric phase (right) observed
from Mount Sugarloaf on August 26, 2010.
Initial results from Mount Sugarloaf are shown in Figure 6.4 in the form of cor-
relation magnitude and phase taken between the two spatially separated antennas
using 2.2 to perform the calculation. These results were collected over a 120o az-
imuthal swath presenting a panoramic snap-shot of downtown Sunderland and South
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Deereld, MA. From the correlation magnitude in Figure 6.4, the Connecticut River
shows low correlation magnitude while trees and other xed objects such as building,
mountains, and parked cars show correlation magnitudes close to unity. Low corre-
lation values over the river are a result from the random phase of the signal reected
from the water surface. Because of the uidity of a water target, the phase of the
reected signal changes at time scales on the order of milliseconds, hence resulting
in a low value for the interferometric correlation. Other physical phenomenon can
also contribute to low correlations values through behavior such as forward scattering
and absorption consistent with results having low SNR. However, the trees along the
shoreline of the river exhibit very high correlation values providing contrast between
the river and river's edge. This observation can be explained by dihedral scatterers
formed by the orientation of trees and shoreline. Although observations of correlation
magnitude show typical behavior over water, observations of the correlation phase be-
have unusually, portraying deterministic behavior in some areas. According to Figure
6.4, the interferometric phase appears to have measured values of approximately 0o
in locations with consistently low SNR, where the phase is expected to be more
random. These locations include areas over water, shadowed regions, and locations
in the far-eld where the angle of incidence is near grazing. Despite these unusual
results, observations over Mount Toby State Park exhibit phase fringes typical for
topographic terrain.
Further analysis of Figure 6.4 shows \striping" at xed range bins. By creat-
ing range prole of the correlation magnitudes averaged over all azimuth angles,
it becomes possible to dierentiate range anomalies from actual data. Figure 6.5
shows some of the more dominant interferers located at ranges (frequencies) of 1597m
(266kHz), 3011m (501kHz), 3196m (532kHz), 4012m (668kHz), 4793m (798kHz), and
5609m (934kHz).
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Figure 6.5. Mean range prole from data collected on August 26, 2010.
6.4 Hardware Modications
Hardware modications were required in order to address the problems observed in
Figures 6.4 and 6.5. As discussed in Section 6.3, these problems appeared as unusual
phase behavior and range striping, both hypothesized to be products of external
and/or internal interference. This hypothesis was partially refuted after numerous
laboratory experiments suggested internal sources to be the problem. During ex-
perimentation, the method which seemed most useful in determining these problems
was to operate the radar in a receive-only mode. Using this approach, the receiver's
role in image degradation could be determined. Isolating these types of problems to
specic locations in the receiver required step-by-step observations. By meticulously
de-embedding each receiver section, these measurements could deduce the general
location of problems in the receiver. Figure 6.6 shows a crude receiver block diagram,
pre-modication, representing the receive-only setup used to isolate areas aected
by hardware interference. The letters circled in red represent specic locations in
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hardware considered problematic. Table 6.1 shows ve probable paths of interference
leading to the data acquisition unit.
Figure 6.6. Receive-Only Block Diagram
Paths of Interference
A! B ! C
A! E ! B ! C
B ! C
D ! E ! B ! C
E ! B ! C
Table 6.1. Pre-modication paths of interference to the NI ADC
At each termination point, matched loads were utilized to isolate portions of the
receiver. For example, by connecting a matched load to the input of the NI ADC,
collected measurements would characterize only the NI ADC, completely isolating any
contributions from the FM-CW decoder and the Ku-DDC. Figure 6.7 shows results
using the LabView data acquisition program collected at several termination points
in the radar. Figure 6.7a shows measurements of the NI ADC as described in the
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previous example. From these results, it can be shown that interferers located at fNI1,
fNI2, fNI3, and fNI4 are inherent to the NI ADC and are, consequently, beyond the
scope of change or modication by the user. Figure 6.7b shows measurements of NI
ADC combined with the FM-CW decoder obtained when the termination point was
moved to baseband. As a result, interferers from the FM-CW decoder were detected
consisting of a fundamental interferer, fI , and subsequent harmonics, 2fI and 3fI as
well as low-level spurious signals throughout the sample space. As in Figure 6.7b,
Figures 6.7c and 6.7d present similar observations as to the locations of fI , 2fI , and
3fI , however, dierences in power levels provide further insight suggesting that the
problem lies closer to the Ku-DDC.
Another noticeable problem is the interference band ranging between 25kHz and
500kHz, detected using both the L-band and Ku-band termination points. Appendix
D Figure D.1 provides a better depiction of this interference band. Upon further
analysis, it appears that this interference band is only detected on channel 0, fur-
ther complicating the troubleshooting process. Fortunately, an explanation to this
anomaly can be found by comparing power levels at channel 0 and channel 1. Figure
6.8 shows subplots of results collected as the receiver was terminated at Ku-band.
In this gure, markers clearly show a gain dierence of approximately 13dB between
channel 0 and channel 1 suggesting that the interference band detected on channel 0
could be hidden below the noise oor of channel 1. As a result, it was assumed that
both channels shared this problem, thus simplifying experimentation and eventually
hardware modications.
So far, the receive-only technique has been able to establish a general idea of
where to locate interference within the receiver block. The step that followed in this
debugging process involved using an oscilloscope to probe areas in the receiver with
suspected hardware problems. In reference to the red circled areas from Figure 6.6 as
well as the interference paths listed in Table 6.1, it was determined that all suspected
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Figure 6.7. Measurement results using the receive-only technique. Termination
points include the NI ADC (a), the baseband output of the Ku-DDC (b), the L-band
output of the Ku-DDC (c), and the Ku-band input of the Ku-DDC (d).
areas, except for (C), required further analysis. After implementing a variety of
power-up combinations using an external DC source and ripple attenuator modules
(RAM), it was clear as to where the interference was originating from using the
oscilloscope. From this debugging process, it was determined that interferers located
at fI , 2fI , and 3fI were originating from the Ku-DDC (A), interfering with other
circuitry through the 15V supply line. This observation was veried by unplugging
the Ku-DDC during a baseband terminated receive-only measurement in which no
interferers were observed. As for the other spurious signals, they were assumed to
be caused by intermodulation distortion produced from the numerous cascade of
ampliers in the receiver (A and B). The interference band shown in Figures 6.7c,
6.7d, 6.10a, and 6.10 were determined to be caused by excessive voltage ripple from
voltage regulators used in the system (A, D, and E). Originally, DC power was sourced
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to the receiver from two 15V supplies requiring circuitry to regulate 15V to 5V and
12V in order to supply the correct voltages to the local oscillators facilitating the
upconversion and downconversion. Similarly, the Ku-DDC takes in a 15V supply,
internally regulating that voltage to levels usable by the low-power ampliers and
other low voltage circuits on that PCB. Unfortunately, these regulators produce a
voltage ripple or ringing modulated on top of the DC, shared on both channels,
between 25kHz and 500kHz. Coincidently, the voltage ripple seen on channel 0 and
channel 1 can explain the interferometric phase problems observed in Figure 6.4. As a
consequence to the voltage ripple's presence on each channel, a correlation performed
in post-processing would have resulted in a zero phase contribution in addition to the
resultant interferogram.
Figure 6.8. Results shown at the Ku-band termination point pre-modications for
the following frequency ranges: 0kHz to 275kHz (a), 250Hz to 575kHz (b), 550kHz
to 775kHz (c), and 750kHz to 1000kHz (d).
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In response to these ndings, subsequent hardware changes were needed to mit-
igate this receiver interference. Figure 6.9 highlights the areas changed using green
and yellow circles. Closer analysis shows that the Ku-DDC and the NI ADC remain
unchanged due to their inherent complexity and fundamental role in the system. Con-
sequently, modication to the NI ADC are beyond any scope of change as mention
earlier; however, despite also being unable to modify the hardware in the Ku-DDC, a
solution to minimize the eects of interference was determined. This involved sepa-
rating the biasing circuitry for each component in the receiver in order to bypass the
problems contained in the Ku-DDC. As a result, the Ku-DDC, the FM-CW decoder,
and the local oscillators were all isolated to their own power supplies. Ripple attenu-
ator modules (RAM) were also added to each line eectively reducing any potential
ringing that could occur. Section 4.4 provides a description of the radar power supply.
Lastly, the lters and ampliers inside the FM-CW decoder were rearranged in order
to suppress any spurious signals created before being sampled by the ADC.
Figure 6.9. Hardware Modications Diagram.
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In order to reinforce the eectiveness of these changes, a post-modication, receive-
only measurement was taken at the Ku-band termination point. The results from
this experiment are presented in Figure 6.10. By comparing these results with cor-
responding pre-modication results, it was clear that these changes in hardware had
signicantly improved the performance of the receiver. As a result, interferers located
at fI , 2fI , and 3fI were completely eliminated from the spectrum. The narrow-band
interference between 25kHz and 500kHz has also been removed while the localized in-
terferers created by the NI ADC remain visible. Lastly, the paths of interference from
Table 6.1 have been bypassed as a result of these changes leaving only A! B ! C,
which, coincidently, has less signicance than the other paths primarily because active
components encountered along this path are band-limited, naturally rejecting these
interferers before allowing them to reach the ADC.
Figure 6.10. Post-modication results shown for the Ku-band termination point at
the following frequency ranges: 0kHz to 275kHz (a), 250Hz to 575kHz (b), 550kHz
to 775kHz (c), and 750kHz to 1000kHz (d).
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6.5 Results from Mount Sugarloaf
6.5.1 Post-modication Assessment
The interferometric results following hardware modications are presented in Fig-
ure 6.11 taken over a 90o azimuthal swath. Considerable improvements to the radar
image can be shown as a result of these modications; however, persistent striping
in the middle of the radar image is still observable as well as contributions from the
ADC. These particular interferers are most noticeable in Figure 6.12 showing the
mean correlation prole as function of range. Just as in Figure 6.4, the stripes at
ranges (frequencies) of 3011m (501kHz) and 4220m (703kHz) persist even after hard-
ware modications. Unfortunately, the cause for the middle range stripe is yet to
be determined, and should be explored in future endeavors. Closer examination of
Figure 6.11 shows streaks in range for multiple azimuth positions. This phenomenon
is hypothesized to be caused by nonlinearities encountered after the decoder stage in
which a very bright target such as a building amplies this eect.
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Figure 6.11. Correlation magnitude (left) and interferometric phase (right) observed
from Mount Sugarloaf on June 3, 2011.
80
Figure 6.12. Mean range prole from data collected on June 3, 2011.
In comparison to the deployment made in August 2010, the updated radar cong-
uration parameters remained constant with the exception of two changes. First, the
maximum scan angle was changed from 120o to 90o, and second, the ADC amplitude
range was adjusted from the more typical value of 2Vpp to 0.4Vpp. This was employed
to increase the receiver gain compensating for an unusually weak signal observed at
the ADC. Unfortunately, it was determined later that a reduction in peak transmit
power was responsible for this weak signal. As described by (3.8), not only can a loss
of transmit power and range, which is proportional to 1
R4
, aect the sensitivity of a
radar. This is important for ground-based radars since at this vantage point ranges
varies as a function look-angle. Hence, high SNR is crucial for estimating interfero-
metric phase. Thus, the correlation can be written as a function of SNR expressed
as
thermal =
1
1 + 1
SNR
(6.1)
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showing that for high and low values of SNR, thermal approaches 1 and 0, respectfully.
Thus, a more complete expression for correlation [21] can be written by multiplying
(6.1) and (2.2) (Chapter 2) to form the following equation,
total = 0  thermal: (6.2)
Since the radar interferometer is a two-channel device, an expression taking this
characteristic into account is presented in [14] as,
thermal =
1q
1 + 1
SNR(0)
q
1 + 1
SNR(1)
(6.3)
where SNR(0) and SNR(1) correspond to the channel 0 and channel 1 SNR. Figure
6.13 shows the power measurements at channel 0 and channel 1 collected at the NI
ADC for respective deployment dates. Closer examination of Figure 6.13 shows a
weaker signal on channel 1 for the June deployment when compared to the same
channel 1 data on the August deployment date. When compared to channel 0 this
loss of sensitivity proves problematic when computing correlations using (6.2) and
(6.3). Hence, the ability to have good interferometric phase estimates becomes more
dicult for the June 2011 deployment than for the August 2010 deployment in spite
of interference problems encountered by the August 2010 data. Thus, for better mea-
sured correlations the accuracy of topographic estimates improves. The relationship
between correlation and height estimations are presented in the following section.
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Figure 6.13. Channel 0 and channel 1 power measurement collected at the NI ADC
of the August 26, 2010 and June 3, 2011 data.
6.5.2 Estimation of Topography
In this section estimations of topography are presented utilizing some of the fun-
damental concepts of interferometry described in Chapter 2. For these results, the
estimation of topography did not take the direct approach, utilizing a phase un-
wrapping algorithm1, instead, a dierential interferogram was calculated between the
1Phasing unwrapping is a technique converting the topographic induced 2 modulo phase fringes
of an interferograms into a map of topography.
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measured interferogram, , and a simulated interferogram, simulated, derived from a
SRTM digital elevation model (DEM) of the Mount Sugarloaf area. By using this
technique, the SRTM DEM acts as a reference point for estimating the topography
from the measured interferometric phase. A mathematical expression for the radar
DEM is given as
hradar = hSRTM +
  simulated
kz
: (6.4)
where hSRTM represents the SRTM DEM,  represents the measured interferometric
phase, simulated is the SRTM simulated interferometric phase, and kz is the interfer-
ometric wavenumber expressed as the following equation (see also (2.17))
kz =
kB cos (  0)
R sin (0)
: (6.5)
Since, the dierence between the simulated and measured interferometric phase is
expected to be small, it is likely that hradar  hSRTM, thus eliminating the 2 modulo
phase ambiguity from the measured interferogram. As a result, the second term in
(6.4) can be thought as height dierence, h, between the SRTM DEM (C-band)
and the radar DEM (Ku-band). Hence, (6.4) can be rewritten as
hradar = hSRTM +h (6.6)
where h =  simulated
kz
is a measure of the dierence between the radar DEM and
the SRTM DEM reference.
In (6.5), the baseline separation B can be approximated as B = B0 + B and
radar tilt angle  can be approximated as  = 0 + , where B and  are
small adjustable parameters with the ability to better t the computed dierential
phase, thus accounting for baseline separation and tilt angle errors due to movement
or improper positioning during the radar deployment.
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Figure 6.14. A masked prole of the radar DEM overlayed with the SRTM DEM
(top) are present with a masked plot of the correlation magnitude (bottom) of data
collected on August 26, 2010.
In order to separate usable phase data from unusable phase data contained in
areas aected by range stripes, shadowing, and low SNR, a masking process was
implemented by partitioning the interferograms into a binary matrix of usable and
unusable data pixels. Figure D.2 in Appendix D shows results of a heavily segmented
correlation plot. Figures 6.14 and 6.15 present the radar DEM overlayed onto the
SRTM DEM, highlighting regions in red where the mask was applied. For both
Figures 6.14 and 6.15, the baseline separation and tilt angle were originally assumed
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to be 28cm and 90o implying that B = 0 and  = 0. However, compensation for
a phase oset encountered in the June 2011 data using (6.4) required an adjustment
to the baseline tilt angle of  =  3:2o. Accompanying the DEM plots of Figures
6.14 and 6.15 is a masked prole of the correlation magnitude eectively showing
the relationship between well correlated data and good height estimations. Closer
examination of Figures 6.14 and 6.15 shows higher variation in height estimations for
low correlated areas, typically, below values of 0.3.
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Figure 6.15. A masked prole of the radar DEM overlayed with the SRTM DEM
(top) are present with a masked plot of the correlation magnitude (bottom) of data
collected on June 3, 2011.
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In order to explain the results of overestimated and underestimated heights in
the topography, it is important to recognize that imperfections during the masking
process may necessitate renements to the mask. When considering the data used
to create the simulated interferogram, small, regional changes in the DEM since the
time of the SRTM mission (2000) are expected to have little eect on the overall
t of observation to SRTM data. Furthermore, changes to the landscape during
that time period in regard to added vegetation and infrastructure such as buildings,
roads, waterways, and farmland are good examples of time-variant targets, providing
a potential explanations for masking errors, and, ultimately, height estimation errors.
6.5.3 Geographic Transformation
Figure 6.16. The August 26, 2010 radar DEM overlayed in Google Earth
In order to convert from a radar coordinates system (range,azimuth) to a ge-
ographic coordinates system (latitude,longitude,altitude), three GPS locations were
required in order to properly transform the radar data. These locations were obtained
for the radar deployment site as well as two other points in the upper left and upper
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right corners of the radar's eld of view. These marker locations are listed in Table 6.2
corresponding to the August 2010 and June 2011 radar deployments. These marker
locations act as \tie-points" to physical locations on the ground, providing a point
of reference during the transformation from radar to geographic coordinates. Figure
6.16 shows the radar DEM from the August 2010 data set in geographic coordinates
overlayed into Google Earth.
August 26, 2010 June 3, 2011 Description
42o2807:5600N 42o2807:5600N Upper left marker latitude location.
72o29059:4700W 72o29059:4700W Upper left mark longitude location.
148m 148m Upper left marker altitude.
42o25055:0200N 42o2408:7800N Upper right marker latitude location.
72o37055:8700W 72o35039:9900W Upper right mark longitude location.
55m 37m Upper right marker altitude.
42o28012:6600N 42o28012:6600N Radar latitude location.
72o35031:5100W 72o35031:5100W Radar longitude location.
199m 199m Radar altitude.
Table 6.2. Marker Locations
The radar deployments conducted at Mount Sugarloaf were used to assess the
overall performance of the radar interferometer. However, in the initial test phase of
the radar, results collected from the mountain exhibited range striping and interfero-
metric phase problems which were, partially, eliminated following extensive debugging
and hardware modications. Consequently, improvements to the radar's image qual-
ity were evident in the plots of the interferogram. As for the overall performance of
the radar, the UMass built Ku-band interferometer has demonstrated the capability
of a ground-based radar to generate interferometric results and height estimations.
For this reason, an airborne application of this radar is highly encouraged and should
be employed in the near future. Details on an airborne interferometer are described
in Section 7.2.
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CHAPTER 7
CONCLUSION
7.1 Summary of Work
In conclusion, this thesis has demonstrated the practical implementation of a
ground-based Ku-band radar interferometer, a topic in microwave remote sensing,
motivated by the need to characterize high frequency electronics for space appli-
cations and the desire to understand the dynamics of Earth on a global scale. In
response to these motivating factors, hardware and software developments have con-
tributed into a complete transformation of the original Ku-band radar interferometer
[19], increasing the range resolution and sensitivity of the radar. This thesis has de-
scribed the fundamentals of radar interferometry, and has provided an understanding
of the basic principles of FM-CW radar and FM-CW data processing. A detailed
description of the instrument has also illustrated some of the key components in the
interferometer including the Ku-DDC and slotted-waveguide horn antennas. As part
of the quantitative analysis, metrics such as gain, noise gure, isolation, and linear-
ity have provided insight into the performance and capabilities of the instrument.
As for the interferometric results observed from Mount Sugarloaf, they have demon-
strated the capability of the interferometer to produce high resolution images with
the added ability to diagnose and troubleshoot problems that could be encountered
on an airplane or spacecraft.
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7.2 Recommendations for Future Work
The following sections present recommendations for future work on the current
Ku-band radar interferometer.
7.2.1 The Future Airborne Interferometer and Suggested Hardware Mod-
ications
The future outlook for the current Ku-band radar interferometer will involve an
airborne conversion that should evolve in two phases, rst, as a side-looking aperture
radar (SLAR), and nally, as a SAR. In comparison with the ground-based platform,
the airborne platform is much better suited for this purpose since there is less re-
striction in terms of the deployment location. An advantage to deploying the radar
from the perspective of an aircraft is that saturation from near-eld targets as well
as shadowing have less of an aect where as the disadvantage for this type of deploy-
ment lies in the aircraft dynamics such as pitch and roll that play a role in the data
processing. There are also inherent disadvantages when deploying from an airplane
in that the dwell times are limited due to the speed of the aircraft. Fortunately, this
can be compensated for by adjusting the pulse rate of the radar and data rate of the
NI ADC.
In general the process of converting to an airborne platform will involve a consid-
erable amount of hardware modications in order to retrot the current setup to an
aircraft setting. In order to meet this challenge, careful attention to the weight and
size restrictions of the aircraft as well as the power consumption should be addressed
when planning for this type of deployment. Adapting the current antenna assembly
to the aircraft's hatchway is an obvious challenge, possibly requiring research into a
center-fed Ku-band slotted-waveguide horn antenna designs and perhaps patch an-
tenna designs in order to congure the antennas properly to the body of the airplane.
It is recommended that the FM-CW mode of operation be used for this application
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due to the low peak power requiring an inexpensive solid-state amplier. In this
mode, modications will consist of bypassing the L-band to baseband downconver-
sion stage with an equivalent L-band to baseband downconverter that diers from
the current downconversion stage by a reduction in gain. This modication to the
receiver architecture is advantageous because it lessens the amount of spurious sig-
nals introduced by saturation eects caused by coupling between the transmit and
receive antennas. Also, the start frequency of the baseband chirp waveform should
be increased in order to minimize the contribution of the second image band I2.
As for the current connectorized transmitter and FM-CW decoder, an upgrade
to a PCB layout is recommended in order to reduce the size of the radar by consoli-
dating the transmitter and FM-CW decoder components. In particular, the FM-CW
decoder should implement digitally recongurable anti-aliasing lters in order to add
versatility for various deployment altitudes. For example, this can be implemented
either by purchasing surface mount programmable lters capable of providing a vari-
ety of lter responses, or by designing a lter bank at various cut-o frequencies by
which a multiplexer can by incorporated to switch between dierent lter responses
depending on the deployment location.
The upgraded radar system should also investigate ways to cool the system while
in the conned space of the aircraft. As a suggestion, a Peltier cooler, an active
electronic cooling system, should be an eective way to transfer heat. These active
cooling systems usually draw large amounts of current however, bringing attention to
the importance of the aircraft's power budget.
7.2.2 Future Radar Troubleshooting
As mentioned in Chapter 6, range stripes observed around 3011m (501kHz) as well
as range streaks observed at multiple azimuth positions have continue to negatively
inuence the visual performance of the radar image. The purpose of this section is
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to provide a troubleshooting scheme that may be helpful in determining the source
of these errors.
The recommended method for determining the striping interferer requires nding
a relationship between the interferer and a possible alias at the ADC. This can be
easily related by collecting data at various sample rates such as 1MHz, 2MHz, 3MHz,
and 4MHz. By changing the sample rate of the ADC, the source of this interferer
can be designated as an alias if it's position in frequency changes with respect to the
sample rate.
The suggested method for determining the eects of the range streaks encountered
in radar data will require deploying corner reector targets in the radar's eld of
view. By deploying these known targets, it becomes possible not only to determine
actual range resolution of the radar but also provides the ability to compare the
observed response to the actual response of the reector. If the reector response
is smeared over multiple range bins, it can be determined that non-linearities in the
radar hardware are, in part, responsible for some of the ambiguities in the radar
image.
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APPENDIX A
WAVEGUIDE ANALYSIS
A.1 Impedance of Wedge Radial Waveguide
Figure A.1. Illustration of wedge radial waveguide used to approximate the charac-
teristic impedance of an E-plane sectoral horn.
In order to address confusion regarding the expression for wedge impedance found
in [18], an analytical formulation for the impedance of a wedge radial waveguide is
presented. The wedge radial waveguide can be described using the following TE wave
function,
 TEp(; ) =
1X
p=0
cos

p
0


H
(2)
p=0
(k) (A.1)
where H
(2)
p=0
(k) is the second-order Hankel function for outgoing waves. Given the
determination of height, h, presented in Section 4.3.2, a dominant TE0 mode can be
assumed from which (A.1) can be rewritten as
 TE0 = H
(2)
0 (k): (A.2)
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Using (A.2), the TE eld equations of the wedge can be calculated where the electric
and magnetic elds can be expressed as
E =
@ TE0
@
=  kH(2)1 (k) (A.3)
Hz =
k2 TE0
j2f0
=
k2H
(2)
0 (k)
j2f0
: (A.4)
By taking the ratio between these two eld equations the wedge radial waveguide
impedance is given as
ZTE0() =
E
Hz
=
c0H
(2)
1 (k)
jH
(2)
0 (k)
: (A.5)
A.2 Surface Currents in a Rectangular Waveguide: Slot Con-
guration
The TE10 surface currents in a rectangular waveguides are presented in Figure
A.2a. Figures A.2b and A.2c highlighting the polarization orientations of surface cur-
rents for non-alternating and alternation slot congurations. As discussed in Section
4.3.1, the spacing between adjacent slots is set as g=2, corresponding to locations
along the length of the waveguide where the electric eld is strongest, hence, where
the surface currents are strongest. Since these surface currents are phased 180o every
g=2, the slot cuts along the length of the waveguide need to match the current direc-
tions suggested by the red highlighted areas in Figures A.2c. Otherwise by following
the slot conguration depicted in Figure A.2b, the required uniform phase progres-
sion across the array becomes impossible to obtain. Thus, by properly conguring
the slots in an alternating pattern, the slot elements, as expected, radiate in-phase
forming a beam in the broadside direction.
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Figure A.2. Illustrations of the TE10 surface currents for a rectangular waveguide
(a). Highlighted in red are current directions for non-alternating (b) and alternating
(c) slot congurations.
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APPENDIX B
EDGE-COUPLED FILTERS
Edge-coupled lters are a type of microwave lter where the \staircase" arrange-
ment of microstrip transmission lines along with the coupling interaction between
adjacent sections establish a bandpass lter response. Because each section dictates
the overall lter response, obtaining a specic type of response such as a Butterworth
or Chebychev requires applying the proper weighting coecients to each section. This
ultimately aects the dimensions of each section described by the width, separation,
and length. An edge-coupled lter design was recommended because of the lack of
surface mount components available at higher microwave frequencies. When designing
these types of lters it is important to note that for high frequency designs machining
tolerances as well as simulation accuracy may necessitate an iterative approach to the
design process. Figure B.1 shows how an edge-coupled lter would appear rendered
in Ansoft Designer.
Figure B.1. Edge-Coupled Filter Rendered and Simulated in Ansoft Designer.
96
The following provides a description of results obtained from existing Ka-band
coupled line lters, and demonstrates the simulation capability of Ansoft Designer.
Ansoft Designer was chosen for its ability to render the lter problem eectively and
produce results in a timely fashion. Unlike Ansoft HFSS, which employs a Finite
Element Method (FEM) solver over a three-dimensional space, Designer simulates
two-dimensional current meshes using a Method of Moments (MoM) solver, dramati-
cally reducing the complexity of the problem. The Designer suite is appropriate in this
regard since edge-coupled lters are planar in structure, thus simplifying the entire
design process from drawing to simulation. Figure B.2 shows the actual edge-coupled
lters1 and the end-launch connectors used to connect the lters to test equipment.
Figure B.2 also demonstrates how crucial pin-placement is for solderless connections.
Figure B.2. A picture of the edge-coupled lters (left), the 2.4mm end-launch
connectors (top-right), and the proper way to place an end-launch connector (bottom-
right).
The design specications for the edge-coupled lters required a Butterworth or
maximally at response centered at 35.7GHz with 1GHz of bandwidth. The number
of sections in the physical structure were dictated by the three pole design. Higher
pole designs are problematic and more dicult to implement due to light coupling
1Designed by Mark Deluca.
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between multiple sections in the physical center of the lter. The design parameters
for the edge-coupled lter are described in Table B.1 using Figure B.1 as a reference.
Design Parameter Value
Substrate relative permittivity (Rogers 6002) r 2.94
Substrate thickness h 10mil
Section 1 width w1 16mil
Section 1 separation s1 12mil
Section 2 width w2 17mil
Section 2 separation s2 32mil
Section 1 and 2 length l1 = l2 = l f49, 49.5, 50, 50.5, 51gmil
Table B.1. Edge-Coupled Filter Design Specications
An incremental design approach was implemented in the physical fabrication of
these lters. This design approach was accomplished by changing the physical length
of each lter section by 0.5mil increments. S-parameter measurements were obtained
using a HP8022C vector network analyzer (40GHz) and acquired through a GPIB2
port connected to LAN switch via a MATLAB user interface. In order to demonstrate
the practicality of this design approach, a relationship between frequency and physical
length is presented in Figure B.3 showing a plot of S11 for section length increments
of 1mil. From this plot, it becomes possible to see the inverse proportionality be-
tween physical length, l, and frequency, f . This relationship is better understood
when describing the lter sections in terms of their electrical length where the typical
electrical length for an edge-coupled lter section is given as
l =
2
g
l =

2
(B.1)
where g is the eective center frequency wavelength (or guide wavelength) for mi-
crostrip transmission lines. By rearranging terms in (B.1), l = =4 from which the
2General Purpose Interface Bus
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relationship between frequency and physical length can be expressed mathematically
as
f / 1
g
/ 1
l
: (B.2)
The relationship presented in (B.2) emphasizes the capability of producing designs in
a timely fashion where changes in the physical length are inuential to the frequency
response of the lter. It is also important to recognize the considerable impedance
mismatch from the measured results. This mismatch is primarily a product of the
actual design, however, it is possible that poor pin-placement of the endlaunch con-
nector was inuential in this poor impedance match.
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Figure B.3. S11 measurements for 1mil increments.
As a prerequisite to simulations, design equations can be used to characterize
the lter's performance through even- and odd-mode characteristic impedances, Z0e
and Z0o, respectively. These equations [12] allow for a lter design to be synthesized
electrically rather than physically, thus, providing a good starting point for initial
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designs. The comparison of simulation results to measurement is presented in Figure
B.4. Three dierent simulations were implemented in order to illustrate the sensitivity
of the solver when changing simulation parameters. These simulations are listed,
presenting specic current mesh scenarios:
1. Simulation #1: Absolute Edge Length, Edge Factor = 12.
2. Simulation #2: Absolute Edge Length, Edge Factor = 36.
3. Simulation #3: Edge Mesh Length Ratio = 0.05, Edge Factor = 36.
As a consequence to increasing the mesh density, simulation results tend to converge
to the actual measurement providing sucient prediction to the actual response of
the lter. Hence, by establishing the predicted lter response, a suitable response
can be obtained by imposing variation to the dimensions used in the simulation. In
most cases, a lter bank consisting of various section lengths, l, allows the designer
to exploit the relationship described in (B.2).
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Figure B.4. Simulation versus design.
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APPENDIX C
ANTENNA
Figure C.1. Exploded view of the slotted-waveguide horn antenna.
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APPENDIX D
RADAR PLOTS
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Figure D.1. An image plot of an ensemble average calculated over four scans of the
correlation magnitude collected on August 26, 2010. Notice that shadowed regions
and areas covered in water which should be uncorrelated are highly correlated.
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Figure D.2. An illustration of a masked data set collected on August 26, 2010.
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