Desincronizzazione/sincronizzazione e variabilita' interindividuale del ritmo alpha in segnali elettroencefalografici: applicazione ad un compito di memoria prospettica by Parpaiola, Fabio
UNIVERSITÀ DEGLI STUDI DI PADOVA
Facoltà di Ingegneria
Corso di Laurea Specialistica in Bioingegneria
TESI DI LAUREA
Desincronizzazione / Sincronizzazione
e Variabilità Interindividuale del
Ritmo Alpha in Segnali
Elettroencefalografici: Applicazione ad
un Compito di Memoria Prospettica
Relatore: Ch.mo Prof. Giovanni Sparacino
Correlatori: Ing. Anahita Goljahani
Ing. Costanza D’Avanzo
Laureando: Fabio Parpaiola
20 Aprile 2010ai miei nonniAbstract
In questa tesi viene indagato ed approfondito uno dei fenomeni di varia-
zione evento-relati del segnale elettroencefalograﬁco (EEG): la desincroniz-
zazione/sincronizzazione. Al ﬁne di caratterizzare individualmente le ban-
de di manifestazione di tale fenomeno, è stato inoltre trattato l’argomen-
to delle frequenze alpha individuali al ﬁne di contibuire al miglioramento
degli approcci già presenti in letteratura. L’analisi della desincronizzazio-
ne/sincronizzazione, integrata dalla procedura per la determinazione delle
bande individuali, è stata applicata ai segnali EEG registrati durante un
esperimento di memoria prospettica.Indice
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La nascita dell’elettroencefalograﬁa (EEG) applicata all’uomo risale agli
anni 20 del secolo scorso, quando Hans Berger per primo misurò una diﬀe-
renza di potenziale tra due elettrodi posti sullo scalpo. Il segnale EEG che
si misura è un segnale complesso, le cui caratteristiche statistiche dipendono
sia dal tempo che dallo spazio. Il suo utilizzo come strumento di indagine dei
meccanismi cerebrali correlati ad attività cognitive e sensoriali ha portato
alla deﬁnizione di diverse grandezze in grado di catturare le variazioni del
segnale EEG legate ai fenomeni d’interesse.
Tradizionalmente, l’analisi EEG viene divisa in analisi nel dominio del
tempo e della frequenza. Le tecniche nel dominio del tempo sono principal-
mente volte alla quantiﬁcazione dei potenziali evento-relati (ERPs); tra esse
la media temporale è la più utilizzata. La necessità di caratterizzare altri
fenomeni, per i quali non sono adatti approcci nel dominio del tempo, ha
portato allo sviluppo di altri strumenti di analisi, prima nel dominio della
frequenza (trasformata di Fourier, calcolo della coerenza) e, successivamen-
te, nel dominio tempo-frequenza (i.e. STFT, Wavelets). In particolare si
colloca nell’ambito dell’analisi tempo-frequenza lo studio del fenomeno della
desincronizzazione/sincronizzazione, approfondito in questa tesi. Questo fe-
nomeno consiste nella variazione, in determinati range di frequenza dell’atti-
vità oscillatoria dell’EEG di fondo in seguito a fenomeni sensoriali, cognitivi,
motori autoindotti o legati a stimoli esterni.
La desincronizzazione dell’attività elettrica cerebrale in risposta a stimoli
esterni è stata riportata per la prima volta da Beck nel 1890, in seguito alle
osservazioni dei cambiamenti di potenziale tramite un galvanometro diretta-2 Introduzione
mente collegato (senza ampliﬁcatore) alla corteccia cerebrale di un coniglio.
Quaranta anni dopo, osservando una delle prime registrazioni fotograﬁche di
un tracciato cerebrale umano, anche Berger descrisse questo fenomeno. Egli
si accorse di una componente oscillatoria visibile ad occhio nudo (chiama-
ta in seguito ritmo alpha), scompariva dal tracciato quando il soggetto era
concentrato su un compito, mentre era ben visibile quando il soggetto era
in uno stato rilassato. Per molto tempo è stata diﬀusa la convinzione che
il ritmo alpha rispondesse solo in termini di soppressione (o desincronizza-
zione). Negli ultimi anni è stato invece dimostrato che in certe condizioni,
in cui bisogna trattenere o controllare l’esecuzione di una risposta, il ritmo
alpha presenta una sincronizzazione. Ciò ha portato alla diﬀusione dell’ipo-
tesi inibitoria. Altre bande presentano caratteristiche diverse, ad esempio si
è osservata la presenza di una componente (identiﬁcata con la lettera beta)
caratterizzata da un aumento dell’attività subito dopo lo svolgimento di un
compito motorio.
Fin dai primi studi è stato quindi possibile distinguere all’interno del se-
gnale, alcuni ritmi caratteristici dell’EEG di un essere umano. Si riportano
di seguito le 5 componenti tradizionali1: delta (1-4 Hz), theta (4-6 Hz), alpha
(7-13 Hz), beta (14-30 Hz) e gamma (30-70 Hz). Di questi il più evidente
risulta essere il ritmo alpha, specie se il soggetto è in stato di veglia rilassata
ad occhi chiusi. Nonostante un largo utilizzo delle bande sopra riportate, i
limiti delle stesse variano da soggetto a soggetto, in funzione di molteplici
fattori, tra cui il principale è l’età. In letteratura sono presenti varie tecni-
che per deﬁnire le bande individualmente, ma nessuna di loro è diventata
uno standard. Nell’aﬀrontare tale questione sono emersi alcuni limiti delle
varie tecniche che hanno portato alla formulazione di una procedura per la
determinazione delle bande individuali.
Nello studio della desincronizzazione/sincronizzazione uno degli strumenti
maggiormente diﬀusi è l’analisi ERD/ERS (acronimo di Event-Related De-
synchronization/Synchronization). Questo strumento consente di quantiﬁca-
re la modulazione dell’EEG di fondo legata ad un evento, corrispondente alla
1Facciamo notare che i limiti variano leggermente in letteratura a seconda dell’autoreIntroduzione 3
desincronizzazione/sincronizzazione dell’attività di una popolazione di neuro-
ni. Per poter applicare questo metodo è necessaria la deﬁnizione delle bande
di frequenza di interesse. L’analisi ERD/ERS abbinata ad una procedura per
la determinazione delle bande individuali è stata applicata ai segnali EEG
registrati durante un esperimento condotto con le ﬁnalità di indagare i pro-
cessi di memoria prospettica. Con tale dicitura si identiﬁcano le dinamiche
coinvolte in processi in cui la programmazione futura di un’azione richiede
che questa venga richiamata alla memoria in tempi lontani dalla formulazio-
ne dell’intenzione. Ad esempio, ricordare di trasmettere un messaggio ad un
collega quando lo si vede coinvolge un circuito di memoria prospettica basato
su un evento (vedere il collega, appunto). Ricordare di prendere un medici-
nale in un certo momento della giornata è un esempio di memoria prospettica
associata al trascorrere del tempo. Tali processi sono stati studiati principal-
mente attraverso approcci nel tempo, rendendo l’ERD/ERS uno strumento
dalle potenzialità ancora inesplorate in questo campo.
Struttura della tesi
Di seguito viene riportata una breve guida utile alla comprensione di come
è articolata questa tesi:
Capitolo 1 Viene spiegato il concetto di desincronizzazione / sincronizza-
zione e sono descritti alcuni aspetti metodologici, con particolare ri-
guardo al metodo ERD/ERS. Successivamente è introdotto il concetto
di frequenza alpha individuale (IAF).
Capitolo 2 Vengono presentati un metodo per il calcolo dell’ERD ERS ed
un nuovo metodo per la determinazione delle frequenze individuali.
Capitolo 3 Viene presentato il caso di studio.
Capitolo 4 Pre-processing dei dati; sono inoltre illustrati alcuni concetti
riguardanti gli artefatti nei tracciati EEG, e viene presentata una tec-
nica avanzata per la loro rimozione basata sull’Independent Component
Analisys (ICA).4 Introduzione
Capitolo 5 Sono riportati brevemente tutti i passi che dai tracciati elet-
troencefalograﬁci grezzi portano al calcolo dell’ERD/ERS. Successiva-
mente vengono riportati i risultati ottenuti.
Capitolo 6 Sono prese in considerazione alcune considerazioni riassuntive e
alcuni aspetti ancora aperti, a partire dalla signiﬁcatività statistica dei
valori ERD/ERS trovati. Inﬁne sono riportati possibili sviluppi futuri.Capitolo 1
Il fenomeno della
desincronizzazione /
sincronizzazione nell’EEG e la
frequenza alpha individuale
In questo capitolo viene introdotto il fenomeno della desincronizzazione /
sincronizzazione. Di seguito, sono sinteticamente illustrati alcuni metodi di
quantiﬁcazione. Inﬁne, viene presentato il concetto di frequenza individuale.
1.1 Desincronizzazione / sincronizzazione
Diversi tipi di eventi (sensoriali, cognitivi, motori) inducono dei cambia-
menti nell’EEG. A seconda delle caratteristiche di questi cambiamenti, si
distinguono i seguenti tipi di risposte:
 Potenziali Evento Relati (ERP);
 Phase Resetting Evento Relati (ERPR);
 Desincronizzazione / Sincronizzazione (ERD/ERS).
Con il termine ERP ci si riferisce a deﬂessioni monofasiche dell’EEG, che
avvengono a ritardi più o meno ﬁssi rispetto allo stimolo, e che sono dovute6 Capitolo 1
al cambiamento nell’attività post-sinaptica delle popolazioni di neuroni. La
ricostruzione del segnale è possibile attraverso una semplice operazione di
media aritmetica, se si considera il resto dell’attività come rumore additivo
stazionario tra un trial e l’altro. Recentemente alcuni autori hanno ipotiz-
zato che vari eventi possano determinare una temporanea riorganizzazione
delle fasi dell’EEG di fondo, provocando il fenomeno dell’ERPR. Inoltre si è
portato all’attenzione che alcuni eventi interpretati come ERPs sono invece
dovuti al fenomeno dell’ERPR.
Il termine ERD (acronimo di Event Related Desynchronization) venne
originariamente proposto da Pfurtsheller e Aranibar nel 1977 [29]. Con il
terminte ERS (Event Related Synchronization) si intende invece il fenomeno
opposto. L’ERD/ERS consiste nella temporanea modulazione dell’attività
oscillatoria dell’EEG di fondo e riﬂette la desincronizzazione / sincronizza-
zione dell’attività di una popolazione di neuroni. Dal momento che l’EEG di
fondo non ha una fase stazionaria tra un trial e l’altro, la modulazione della
sua attività non è quantiﬁcabile con una semplice media temporale (come
per l’ERP). È necessario quindi ricorrere a strumenti matematici più adatti,
che coinvolgono uno studio selettivo in frequenza ed il calcolo delle potenze
nelle relative bande.
Il signiﬁcato funzionale dell’ERD/ERS dipende quindi da che banda si
considera. Ad esempio il blocco (o desincronizzazione) del ritmo alpha
è legato a compiti motori e all’elaborazione cognitiva. Questo fenomeno
generalmente viene associato alla maggiore eccitabilità nei sistemi talamo-
corticali durante l’elaborazione dell’informazione. La sincronizzazione del
ritmo alpha è tradizionalmente associata ad uno stato di inibizione, anche
se, inizialmente, si pensava che fosse indice di ridotta attività di elaborazione
dell’informazione. Il concetto di inibizione venne introdotto successivamente
in seguito all’osservazione di sicronizzazione alpha in casi in cui l’informazione
imparata andava trattenuta, e in corrispondenza di regioni non rilevanti ai
ﬁni del compito.
Altre bande presentano comportamenti diversi, ad esempio la banda beta
è caratterizzata da un aumento dell’attività subito dopo lo svolgimento di un
compito motorio (a cui ci si riferisce con Post Movement Beta Synchroniza-Capitolo 1 7
tion o PMBS). Tale fenomeno è relativamente robusto, si manifesta in quasi
tutti i soggetti con aumento della sincronizzazione che ha un massimo circa
600 ms dopo aver svolto il compito motorio. In letteratura è stato riportato
che ciascun soggetto ha le proprie speciﬁche componenti di frequenze beta
reattive.
Oscillazioni indotte sono presenti anche in banda gamma, attorno alla
frequenza di 40 Hz. Generalmente si è osservato che tali oscillazioni si mani-
festano sia con la stimolazione visiva che con compiti motori, pertanto pos-
sono essere associate sia al recepimento dell’informazione che all’integrazione
sensomotoria.
I valori dell’ERD/ERS vengono espressi come variazione percentuale del-
la potenza rispetto ad un intervallo di riferimento, detto anche baseline. In
particolare, valori positivi indicano sincronizzazione, mentre valori negativi
desincronizzazione. Per quantiﬁcare questa grandezza sono necessari un cer-
to numero di trials event-triggered, comprendenti alcuni secondi di attività
precedenti e seguenti l’evento. Inoltre è buona norma che tra un evento e l’al-
tro trascorrano alcuni secondi. Perché abbia un senso parlare di ERD/ERS è
necessario speciﬁcare la banda di frequenza a cui è riferita l’analisi. Citando
esattamente Pfurtscheller and Lopes da Silva, 1999 [30]:
Per la ricerca con l’ERD/ERS è consigliato:
1. quando ci si riferisce all’ERD/ERS dell’EEG/MEG è neces-
sario speciﬁcare la banda di frequenza;
2. il termine ERD è signiﬁcativo solo se il baseline misurato
alcuni secondi prima dell’evento rappresenta un ritmo iden-
tiﬁcabile come un chiaro picco nello spettro di potenza. Allo
stesso modo, il termine ERS ha un signiﬁcato se con l’e-
vento si manifesta con l’apparizione di un ritmo e con es-
so un picco nella potenza spettrale che non era inizialmente
individuabile.8 Capitolo 1
1.1.1 Quantiﬁcazione
Una delle principali caratteristiche della misurazione dell’ERD/ERS è
che la potenza del segnale EEG in una determinata banda di frequenza vie-
ne messa in relazione (come percentuale) rispetto alla potenza in un deter-
minato intervallo di riferimento. Esistono diversi metodi per quantiﬁcare
l’ERD/ERS.
Metodo 1 (classico)
Il metodo standard per calcolare l’andamento temporale dell’ERD ERS
comprende i seguenti passi:
 ﬁltraggio passa banda dei dati;
 elevamento al quadrato per ottenere la potenza per campione;
 media su tutti i trial;
 media su alcuni campioni consecutivi allo scopo di rendere i dati più
smooth e ridurre la varianza.
Inﬁne, per ottenere valori percentuali è necessario mettere la potenza ’istan-
tanea’ in rapporto con quella calcolata nell’intervallo baseline, generalmente
preso alcuni secondi prima dell’evento. Come già detto, valori positivi in-
dicano sincronizzazione, mentre valori negativi desincronizzazione. Questo
metodo non consente di distinguere tra attività phase locked e non (ovvero
tra attività evocata e attività indotta).
Metodo 2 (varianza intertrial)
Alternativamente è possibile calcolare l’ERD ERS sfruttando il concetto
di varianza intertrial (cfr. Kaufman et al., 1989 [16]). Il vantaggio di questo
metodo è che consente di isolare l’attività non-phase locked, depurando il
segnale da quella phase locked. I passi sono i seguenti:
 ﬁltraggio passa banda dei dati;Capitolo 1 9
 calcolo della media su tutti i trial ﬁltrati;
 sottrazione della media da ciascun campione ed elevamento al quadrato
della diﬀerenza;
 media su tutti i trial delle diﬀerenze al quadrato;
 media su alcuni campioni consecutivi allo scopo di rendere i dati più
smooth e ridurre la varianza.
inﬁne si passa a valori percentuali come per il metodo 1.
Dato che l’attività evocata per frequenze relativamente alte gioca un ruolo
di secondo piano, nella banda alfa e beta i due metodi portano generalmente
a risultati molto simili, tanto che non si distingue quasi tra l’uso di essi. Il
discorso è leggermente diverso per la banda delta e theta, dove i potenziali
evocati giocano un ruolo di maggior rilievo. Pertanto è opportuno scegliere
il metodo a seconda di ciò a cui si è maggiormente interessati.
Metodi tempo-frequenza
Finora sono stati presi in considerazione due metodi che partono dai trac-
ciati EEG grezzi per ricavare gli ERD/ERS. È possibile ricavare gli andamen-
ti ERD/ERS anche da una trasformata tempo-frequenza del segnale. Tra le
principali trasformate tempo-frequenza utilizzate a tal ﬁne ricordiamo: short
time fourier transform (STFT), applicazione di un modello autoregressivo
e decomposizione spettrale, perturbazione spettrale evento-relata (ERSP) e
trasformata Wavelet. Questi metodi permettono di ottenere delle stime della
densità di potenza del segnale sotto forma di mappe tempo-frequenza. In
generale è possibile ricostruire i valori di ERD/ERS da tali mappe, tramite
l’integrazione in frequenza su opportune bande di frequenza. Ciò permet-
te di ottenere dei valori di potenza in funzione del tempo. Per ottenere i
valori percentuali di ERD/ERS è suﬃciente dividere i valori trovati trami-
te integrazione per il valore medio della potenza calcolato nell’intervallo di
riferimento.10 Capitolo 1
1.1.2 Esempio di applicazione: contributo dei fenomeni
phase locked
In questa sezione viene riportato un esempio di analisi ERD/ERS svol-
ta su dati acquisiti durante un esperimento basato sul paradigma oddball
visivo, presentato da Klimesch et al. in [23]. Nell’ articolo viene proposto
un metodo per calcolare i cambiamenti di band power depurandoli dall’at-
tività phase-locked. I risultati dell’applicazione di questo metodo, indicato
nella precedente sottosezione come metodo della varianza intertrial, vengono
confrontati con i risultati ottenuti con il metodo classico. Si noti che la deﬁni-
zione di ERD/ERS riportata in sezione 1.1.1, ormai comunemente accettata,
richiede che tale grandezza catturi solo fenomeni non phase-locked. Si è scel-
to, quindi, di riportare tale esempio per mostrare l’entità dell’inﬂuenza dei
fenomeni phase-locked nella quantiﬁcazione dell’ERD/ERS.
Il paradigma sperimentale consiste nella presentazione di due tipi di sti-
moli, uno denominato target, che appare con probabilità 0.3 e al quale il
soggetto deve rispondere, l’altro denominato non-target con probabilità 0.7
e al quale il soggetto non deve rispondere. In tutto sono presentati 200 sti-
moli, e dopo la pulizia dei segnali rimangono mediamente 140 epoche. Le
bande di frequenza vengono determinate individualmente per ogni soggetto
in base alla cosiddetta Frequenza Alpha Individuale che verrà introdotta nel-
la prossima sezione e gli ERD/ERS sono stati calcolati con il metodo classico
e della varianza intertrial.
Come è possibile capire osservando le diﬀerenze tra linea tratteggiata
(varianza intertrial) e continua (classico) in ﬁg. 1.1 i risultati ottenuti so-
no molto simili nelle frequenze della banda alpha; al contrario nelle bande
theta il secondo metodo in diversi intervalli temporali non riporta signiﬁca-
tiva sincronizzazione come ritrovata dal primo. Questo dimostra l’inﬂuenza
dell’attività phase locked in questa banda e la necessità dell’utilizzo del me-
todo intertrial variance per ottenere una grandezza rappresentativa solo dei
fenomeni non phase locked.Capitolo 1 11
Figura 1.1: Confronto del metodo classico per il calcolo dell’ERD/ERS
(tratto continuo) con il metodo dell’intertrial variance (tratteggiato). Ven-
gono presentati gli andamenti per tre elettrodi (Cz, Pz e O1) nelle tre
bande Upper alpha, Lower alpha 1 e Theta (vedi sez. 1.2 per maggiori
dettagli). Le bande orizzontali tratteggiate rappresentano le soglie di con-
ﬁdenza per la signiﬁcatività. Come si può vedere i risultati sono molto
simili per le bande alpha, mentre in banda theta ci sono diﬀerenze impor-
tanti durante la sincronizzazione legata al segnale di warning (WS). Tratto
da Klimesch et al. [23].12 Capitolo 1
1.2 Frequenza Alpha Individuale (IAF)
Bande convenzionali
La quantiﬁcazione dell’ERD/ERS implica la deﬁnizione preliminare delle
bande di frequenze su cui svolgere l’analisi. Una possibilità può essere quella
di ﬁssare delle bande corrispondenti alle classiche bande alpha (7-13 Hz),
beta (14-30 Hz), gamma (30-70 Hz), delta (1-4 Hz) e theta (4-6 Hz).
Tuttavia numerosi studi hanno messo in evidenza come anche all’interno
della stessa banda sia possibile evidenziare frequenze che si comportano in
modo diverso (cfr. Pfurtscheller and Lopes da Silva, 1999 [30]). Pertanto
nell’ambiente scientiﬁco è comunemente accettata la deﬁnizione di alcune
sotto bande. Per convenzione la banda alpha viene divisa in 3 sotto bande di
ampiezza 2 Hz. Per quanto riguarda la banda theta si individua un intervallo
di frequenze immediatamente sotto la banda alpha, sempre largo 2 Hz. Si
distinguono quindi:
theta: 4-6 Hz
lower alpha 1: 6-8 Hz
lower alpha 2: 8-10 Hz
upper alpha: 10-12 Hz
Anche se non sono state riportate, convenzionalmente anche le bande beta
e gamma si dividono in sotto bande di ampiezza 4 Hz.
La scelta di ﬁssare le bande a priori non include alcuna considerazione
sulla variabilità individuale delle stesse, e pertanto introduce il rischio di
catturare in una preﬁssata banda fenomeni riguardanti bande individuali
diverse. Nel caso si tratti di eﬀetti opposti, una loro cancellazione potrebbe
invalidare i risultati.
Il ritmo alpha presenta infatti una certa variabilità tra soggetti diversi.
Esso varia inoltre nel corso del ciclo di vita del soggetto in funzione del-
l’età, aumentando la propria frequenza dalla nascita alla pubertà, per poi
diminuirla con il passare degli anni. A causa di questa variabilità, grandi
porzioni di potenza alpha possono cadere al di fuori dei canonici limiti 7-13
Hz, e quindi delle bande sopra deﬁnite. Per ottenere dei risultati signiﬁcativiCapitolo 1 13
è perciò consigliabile deﬁnire le frequenze in maniera speciﬁca soggetto per
soggetto.
1.2.1 Selezione delle frequenze individuali
Bande individuali a larghezza ﬁssa
Una prima possibilità è quella di ﬁssare come riferimento la frequenza
che presenta il picco di potenza più alto nell’intervallo 7-13 Hz e disporre
in funzione di quest’ultimo le sotto bande. Un possibile problema è dovuto
al fatto che, come è già stato detto in precedenza, il ritmo alpha desincro-
nizza durante lo svolgimento di un compito, per cui la distribuzione della
potenza diventa abbastanza piatta in questa banda, e di conseguenza non
sempre si può individuare un chiaro picco. Come soluzione, il gruppo di Kli-
mesch negli anni ’90 ([17]-[25]) ha proposto il metodo dell’IAF (Individual
Alpha Frequency), che consiste nell’individuare un’anchor frequency tramite
il centroide di gravità dello spettrogramma P(f) (calcolato sull’intera epo-
ca) prendendo come estremi le frequenze limite della banda alpha (7-13 Hz).
Le sotto-bande sono poi ﬁssate in funzione di tale frequenza. Si richiama la
deﬁnizione di centroide nell’intervallo ab, dove con P(f) si indica la densità
di potenza spettrale e con f la frequenza:
C
P
ab =
Z b
a
f P(f)df
Z b
a
P(f)df
(1.1)
Come si vede dalla formula, il centroide fornisce un utile strumento per
sintetizzare in un unico numero l’informazione fornita dallo spettrogramma
sulla distribuzione delle frequenze in un dato intervallo. Questo è molto utile
quando si ha una distribuzione piatta oppure quando sono presenti diversi
picchi. Inoltre, dato che non esiste una sola frequenza alpha, quanto piut-
tosto una famiglia di frequenze distribuite in una certa banda, l’utilizzo di
questo metodo è coerente con tale deﬁnizione. Klimesch et al. suggeriscono
che l’intervallo su cui è determinato il centroide venga centrato attorno al14 Capitolo 1
Figura 1.2: bande a larghezza ﬁssa (2 Hz) in funzione di IAF.
picco di potenza calcolato in un intervallo temporale precedente la presen-
tazione dello stimolo; in questo intervallo il soggetto teoricamente è in uno
stato di sincronizzazione, per cui la frequenza di picco (fpeak) dovrebbe essere
relativamente semplice da individuare. A questo punto, ﬁssato il riferimento,
il parametro da deﬁnire è la larghezza dell’intervallo su cui calcolare il cen-
troide. I propositori del metodo deﬁnivano gli estremi semplicemente come
(fpeak 4) e (fpeak+3), dando una larghezza ﬁssa (ed arbitraria) all’intervallo.
Una volta calcolati i centroidi su tutti gli elettrodi, IAF viene scelto come
la loro media aritmetica. Quindi, basandosi sull’IAF le sotto bande alpha
diventano:
theta: (IAF 6) - (IAF 4) Hz
lower alpha 1: (IAF 4) - (IAF 2) Hz
lower alpha 2: (IAF 2) - (IAF) Hz
upper alpha: (IAF) - (IAF+2) HzCapitolo 1 15
Bande individuali a larghezza variabile
Alla luce di quanto visto sopra risulta spontaneo chiedersi quanto sia va-
lida l’assunzione di traslare semplicemente le sotto-bande alpha attorno ad
IAF. Ad esempio se IAF fosse 8 Hz, la banda lower alpha 1 partirebbe da 4
Hz per arrivare a 6 Hz, il che porta ad interrogarsi sulla validità di un metodo
che comprenda all’interno della banda alpha delle frequenze che tipicamente
vengono considerate appartenenti alla banda theta. A questo punto risulta
molto utile introdurre il concetto di Transition Frequency: si tratta della
frequenza a cui avviene la transizione tra banda alpha e theta, caratterizzata
dal fatto che la sincronizzazione del ritmo theta lascia il posto alla desin-
cronizzazione caratteristica del ritmo alpha. Come IAF, anche TF varia da
soggetto a soggetto, ed è possibile averne una stima nel seguente modo: dap-
prima si calcola il periodogramma in una ﬁnestra temporale precedente la
presentazione dello stimolo, in cui il ritmo alpha dovrebbe essere ben espres-
so; poi lo si calcola in una ﬁnestra temporale successiva la presentazione dello
stimolo, in cui il ritmo alpha dovrebbe essere inibito; TF viene stimata come
la frequenza in cui i due periodogrammi si sovrappongono nell’intervallo 4-10
Hz.
Il concetto di TF è stato approfondito da Doppelmayr et al. in [9], dove
vengono presentati alcuni risultati relativi alla correlazione tra TF e IAF e
ai diversi approcci per l’individuazione di bande individuali, valutati su dati
acquisiti durante un compito di oddball visivo analogo a quello presentato
in sez. 1.1.2. Il dataset a disposizione comprende 19 soggetti giovani di età
compresa tra 21 e 30 anni, che sono divisi in 2 gruppi in base alla frequenza
alpha: il primo gruppo comprende i soggetti con IAF “bassa” (IAF-), il
secondo con IAF “alta” (IAF+). Le IAF sono calcolate come in sez. 1.2.1.
La correlazione tra IAF e TF, pari a 0.467 (p < 0:05) permette agli
autori di dimostrare che TF tende a crescere al crescere di della IAF. Suc-
cessivamente, il calcolo della correlazione tra (TF   IAF) e IAF, anch’essa
risultata pari a 0.580 (p < 0:01), porta all’introduzione di bande individuali
di larghezza dipendente dalla IAF in modo che la deﬁnizione delle stesse
porti a coprire un range di frequenze in cui la banda theta e la banda alpha16 Capitolo 1
Figura 1.3: larghezza delle bande in funzione di IAF (20%): diﬀerenze
maggiori si hanno per IAF lontane da 10
mantengano il loro conﬁne in corrispondenza circa della TF.
In [9] viene proposto di calcolare la larghezza delle bande come il 20%
dell’IAF. Dato che IAF statisticamente ha un valore di 10 Hz circa, in media
la larghezza delle bande sarà comunque di 2 Hz, quindi rispetto alla tecnica
con larghezza di banda ﬁssa si avranno diﬀerenze apprezzabili per IAF molto
più alti o molto più bassi di 10 Hz. (cfr. ﬁg.1.2-1.3). Riassumendo le bande
sono deﬁnite nel seguente modo:
theta: (IAF0.4) - (IAF0.6) Hz
lower alpha 1: (IAF0.6) - (IAF0.8) Hz
lower alpha 2: (IAF0.8) - (IAF) Hz
upper alpha: (IAF) - (IAF1.2) Hz
Un limite che abbiamo riscontrato nelle deﬁnizioni delle precedenti tecni-
che è la speciﬁcazione di un’intervallo ﬁsso (7-13 Hz) per il calcolo di IAF. La
correlazione tra TF e IAF, chiaramente riscontrata nell’osservazione dei dati
analizzati in questa tesi, e la morfologia degli spettri ci hanno condotti allaCapitolo 1 17
Figura 1.4: Nel pannello superiore di questa ﬁgura viene riportato un
ipotetico spettro per un soggetto con IAF = 12.5 Hz; TF viene individuata
tramite l’intersezione tra spettro nel pre-stimolo (tratto continuo) e nel
post-stimolo (tratteggiato). Nella parte inferiore della ﬁgura sono riportate
le ampiezze delle bande nei tre casi FBFW (bande ﬁsse a larghezza ﬁssa),
IBFW (bande individuali a larghezza ﬁssa) e IBIW (bande individuali a
larghezza variabile). Tratto da Doppelmayr et al. [9].
proposta di una nuova deﬁnizione dell’intervallo su cui calcolare il centroide,
basata su fpeak e TF. La procedura verrà riportata dettagliatamente in sez.
2.2.
1.3 Scopo della tesi
Lo scopo di questa tesi è analizzare la desincronizzazione / sincronizzazio-
ne del segnale EEG durante un compito di memoria prospettica, per poterne
identiﬁcare i correlati elettroﬁsiologici. Lo strumento utilizzato è l’analisi
ERD/ERS, per applicare la quale è necessaria la deﬁnizione preliminare del-
le bande di frequenza interesse. Come abbiamo visto, in letteratura non si è18 Capitolo 1
aﬀermato alcun metodo standard per fare ciò. In questa tesi è stato svilup-
pato un nuovo metodo per la deﬁnizione delle bande di interesse che viene
illustrato nel prossimo capitolo.Capitolo 2
Calcolo dell’ERD/ERS e una
nuova metodologia per la
determinazione dell’IAF
Nella prima sezione di questo capitolo viene presentato in dettaglio il
metodo utilizzato in questa tesi per il calcolo dell’ERD ERS. Successivamente
viene presentata una nuova procedura per il calcolo dell’Individual Alpha
Frequency (IAF) e delle bande individuali.
2.1 Metodo dell’intetrial-variance per il calcolo
dell’ERD/ERS
Nel precedente capitolo abbiamo dato una visione d’insieme dei metodi
per il calcolo dell’ERD/ERS. Ora verrà presentato nel dettaglio il metodo
basato sulla varianza intertrial. Come già detto questo metodo ha il vantaggio
di non tener conto dell’attività phase locked. Sono necessari un certo numero
di trials (Ni), ciascuno dei quali comprende Nj campioni temporali. I passi
sono i seguenti:
1. ﬁltraggio passa banda dei trials;
2. calcolo della media su tutti i trials ﬁltrati:20 Capitolo 2
 xj =
1
Ni
Ni X
i=1
xij (2.1)
dove xij sono i campioni ﬁltrati attraverso il passa banda del trial
i-esimo all’istante j e Ni è il numero di trial.  xj rappresenta la media
su tutti i trial del campione j-esimo.
3. sottrazione della media da ciascun campione ed elevamento al quadrato
della diﬀerenza:
yij = (xij    xj)
2 (2.2)
4. media su i trials delle diﬀerenze al quadrato;
Bj =
1
Ni   1
Ni X
i=1
yij (2.3)
Bj rappresenta perciò la varianza intertrial per il campione j-esimo.
5. media su alcuni campioni consecutivi allo scopo di rendere i dati più
smooth.
A
0
j =
1
Nk
jNk+Nk=2 X
k=jNk Nk=2+1
Bk j = [1 : Nj=Nk] (2.4)
dove Nj è il numero originale di campioni temporali j ed Nk rappresenta
il numero di campioni mediati. Generalmente si scelglie Nk in modo da
mediare su ﬁnestre temporali di 125-250 ms. Ciò comporta una perdita
di informazione (e di risoluzione temporale), in quanto il nuovo numero
di campioni temporali diventa N0
j = Nj=Nk.
Il punto 5. sopra illustrato può essere leggermente modiﬁcato, adottando
uno smoother running mean su una ﬁnestra temporale di Nk campioni, in
modo da mantenere la risoluzione temporale originale. L’eq. 2.4 diventa:Capitolo 2 21
Aj =
1
Nk
j+Nk=2 X
k=j Nk=2+1
Bk j = [Nk=2 + 1 : Nj   Nk=2] (2.5)
In questo modo si ottiene un vero e proprio time course dell’ERD/ERS,
invece di un singolo valore per ogni ﬁnestra temporale di Nk campioni.
Inﬁne, per ottenere valori percentuali è necessario mettere la potenza
istantanea in rapporto con quella calcolata in un intervallo di riferimento
(tref) generalmente preso alcuni secondi prima dell’evento. La potenza di
riferimento è indicata con il simbolo R e si calcola nel seguente modo:
R =
1
Nr
X
j2tref
Aj (2.6)
dove NR è il numero di campioni contenuti in tref.
I valori ERD o ERS all’istante j sono deﬁniti come:
ERDj% =

(Aj   R)
R

 100% (2.7)
dove valori positivi indicano sincronizzazione, mentre valori negativi de-
sincronizzazione. In ﬁgura 2.1 viene riportato un esempio con dati reali.
In ﬁg. 2.2 riportiamo invece un esempio del risultato ﬁnale che si ottiene
applicando la tecnica dello smoothing running mean.
2.2 Una nuova procedura per il calcolo dell’IAF
e delle bande individuali
In questa sezione presentiamo un metodo alternativo sviluppato in questa
tesi per la determinazione di IAF e riportiamo i passaggi successivi per
la determinazione delle bande. Come anticipato nel precedente capitolo, il
concetto di Transition Frequency (TF) è stato utilizzato nella deﬁnizione
dell’intervallo su cui calcolare il centroide per la determinazione dell’IAF.
Preliminarmente, vengono calcolati due spettrogrammi, indicati con P1(f) e
P2(f), come la media su tutti i trial nelle seguenti ﬁnestre temporali:22 Capitolo 2
Figura 2.1: ERD/ERS passo per passo: a) ﬁltraggio passa banda, rap-
presentazione degli Ni trials; b) sottrazione delle medie sui trials e squa-
ring (ancora Ni trials); c) l’intertrial variance viene ottenuta mediando sui
trials; d) averaging sui campioni temporali e relative power (senza running
mean smoother).
1. intervallo pre-stimolo: alcuni secondi prima dello stimolo;
2. intervallo post-stimolo: immediatamente dopo lo stimolo.
Generalmente lo spettro dell’intervallo post-stimolo è (per quanto riguarda la
banda alpha) decisamente più piatto, mentre nell’intervallo pre-stimolo è di
solito possibile individuare un picco di potenza spettrale nell’intervallo 7-13
Hz. (vedi ﬁg. 1.4) Per l’elettrodo i-esimo si ha:
fpeak
i = ~ f : P1
i( ~ f) = max(P1
i(f)) con f 2 [7;13] (2.8)
Tecnicamente ogni elettrodo avrebbe la propria frequenza individuale, ma
per motivi di semplicità si considera una media sugli elettrodi:Capitolo 2 23
Figura 2.2: Esempio di ERD/ERS calcolato con running mean smoother
su una ﬁnestra temporale di 250 ms.
fpeak =
1
NE
NE X
i=1
fpeak
i (2.9)
dove NE rappresenta il numero degli elettrodi presi in considerazione per
il calcolo della frequenza individuale. Passare alla media mette al riparo dalla
possibilità di errori dovuti alla determinazione automatica del picco, tuttavia
nel caso in cui il picco così selezionato sia poco rappresentativo della realtà
(per esempio, in caso di spettro quasi piatto), viene eﬀettuata una scelta
manuale tramite ispezione visiva.
La frequenza nell’intervallo 4-10 Hz in cui gli spettri calcolati nel pre
e post-stimolo sono più vicini viene presa come riferimento per TF. Per
l’elettrodo i-esimo vale:
TF
i = ~ f : jP2
i( ~ f)   P1
i( ~ f)j = min
 
jP2
i(f)   P1
i(f)j

con f 2 [4;10]
(2.10)24 Capitolo 2
Anche per TF valgono le stesse considerazioni fatte per fpeak e si passa
alla media sugli elettrodi:
TF =
1
NE
NE X
i=1
TF
i (2.11)
Una volta determinato TF è naturale prenderlo come limite inferiore (Lb
o Lower Bound) dell’intervallo su cui calcolare il centroide per la determina-
zione dell’IAF. Per quanto riguarda il limite superiore (Ub o Upper Bound),
dato che la banda alpha viene convenzionalmente divisa in 3 sottobande, ed
IAF rappresenta il conﬁne tra lower 2 e upper alpha, esso viene calcolato
come:
Ub = fpeak +
1
2
(fpeak   TF) (2.12)
Deﬁniti i limiti dell’intervallo su cui va calcolato, il centroide per l’elet-
trodo i-esimo viene deﬁnito come:
CLbUb
i =
Z Ub
Lb
f P1
i(f)df
Z Ub
Lb
P1
i df
(2.13)
Una volta calcolati i centroidi per ogni elettrodo, IAF viene calcolato
come la loro media pesata, dove per pesi si intende quelli deﬁniti in eq. 2.14.
wc
i =
Z Ub
Lb
f P1
i(f)df
Z Ub
Lb
f df
(2.14)
IAF =
1
NE
NE X
i=1
wc
iCLbUb
i
NE X
i=1
wc
i
(2.15)
A questo punto facendo riferimento a quanto detto in sez. 1.2.1, le bande
vengono determinate comeCapitolo 2 25
theta: (IAF0.4) - (IAF0.6) Hz
lower alpha 1: (IAF0.6) - (IAF0.8) Hz
lower alpha 2: (IAF0.8) - (IAF) Hz
upper alpha: (IAF) - (IAF1.2) Hz
2.3 Conclusioni
Abbiamo ora gli strumenti per quantiﬁcare la desincronizzazione / sin-
cronizzazione, e per poter svolgere un’analisi coerente deﬁnendo le bande in
maniera soggetto-speciﬁca. Nei prossimi capitoli vengono presentati il caso
di studio (relativo alla memoria prospettica) ed alcuni dettagli riguardanti il
pre-processing. Nel capitolo 5 vengono invece presentati i risultati ottenuti
con l’applicazione delle tecniche illustrate in questo capitolo.26 Capitolo 2Capitolo 3
Studio della memoria prospettica:
database
Questo capitolo è dedicato al caso di studio preso in esame in questa tesi.
Vengono descritti l’esperimento, i dati a nostra disposizione e le caratteristi-
che dei partecipanti all’esperimento.
3.1 L’Esperimento
I segnali EEG sono stati registrati durante un esperimento condotto con
le ﬁnalità di indagare i processi di memoria prospettica. Ricordiamo che con
il termine memoria prospettica si identiﬁcano le dinamiche coinvolte in pro-
cessi in cui la programmazione futura di un’azione richiede che questa venga
richiamata alla memoria in tempi lontani dalla formulazione dell’intenzione.
In laboratorio questo è stato ottenuto tramite l’introduzione di alcuni sti-
moli rari, in corrispondenza dei quali il soggetto deve ricordare di compiere
un’azione diversa dal solito.
3.1.1 Descrizione dell’esperimento
Di seguito viene riportata una breve descrizione dell’esperimento, per
maggiori dettagli si veda [4].28 Capitolo 3
Il soggetto è posto di fronte ad un monitor sul quale vengono presentate
a brevi intervalli di tempo gli stimoli, consistenti in stringhe di 5 lettere:
L1 L2 L3 L4 L5
Le lettere target sono quelle in posizione pari (L2 e L4) mentre le altre sono
sempre uguali tra loro. Contemporaneamente viene registrato l’elettroencefa-
logramma (EEG) e in un apposito canale sono coregistrati i trigger relativi a
stimoli presentati e risposte date dal soggetto. Il soggetto svolge due compiti.
Compito 1: single task (’Base Line’ o BL)
Questo è il più semplice dei due compiti e viene detto ’Baseline’ in quanto
rappresenta la condizione basale per ciò che riguarda la memoria prospettica:
il soggetto non deve ricordare di compiere alcuna azione speciﬁca. Al soggetto
viene richiesto di discriminare se le lettere in posizione 2 e 4 siano uguali o
diverse tramite la pressione di un tasto oppure un altro.
es.: ACACA ! uguali
A tale condizione viene associata l’etichetta On-ST.
Compito 2: dual task (’Memoria Prospettica’ o MP)
In questo secondo compito entra in gioco la memoria prospettica. Infatti
a diﬀerenza del primo compito, dove al soggetto viene richiesto solo di pren-
dere una decisione a seconda dello stimolo presentato, in questo compito è
previsto che il soggetto ricordi di compiere un’altra azione quando riconosce
sullo schermo la presenza di una particolare lettera (in questo caso la B)
in posizione chiave. Operativamente la prima parte del compito è del tutto
identica al compito single task, ma al soggetto viene inoltre richiesto di pre-
mere la barra spaziatrice nel caso in cui riconosca tra le lettere dello stimolo
la presenza della B in posizione 2 o 4 (sottolineamo che la pressione della
barra spaziatrice avviene successivamente alla prima risposta).
es.: ACABA ! diverse e B presente)Capitolo 3 29
3.1.2 Stimoli
Per entrambi i compiti i diversi stimoli visivi sono etichettati come evi-
denziato in Tabella 3.1
Codice 2/4 lett. Pres. B Pos. B esempio
’1’ uguali NO — ACACA
’2’ diverse NO — ACADA
’3’ uguali SI chiave ABABA
’4’ diverse SI chiave ABADA
’5’ uguali SI n/chiave BCBCB
’6’ diverse SI n/chiave BDBCB
Tabella 3.1: Descrizione e codiﬁca degli stimoli
Quando svolge il compito single task il soggetto non è ancora stato istruito
sull’importanza della lettera ’B’, pertanto è possibile raggruppare gli stimoli
e deﬁnire due soli sottocasi, come illustrato in Tabella 3.2.
Per quanto riguarda il compito dual task, si deﬁniscono 3 condizioni
riassunte in tabella 3.3:
1. la condizione ongoing che rappresenta lo stimolo standard, senza la
lettera B; a tale condizione è associata l’etichetta On-DT;
Stimolo descrizione
’1’
’3’ 2-4 lettera uguali
’5’
’2’
’4’ 2-4 lettera diverse
’6’
Tabella 3.2: Tipologia di stimoli per il compito single task30 Capitolo 3
Stimolo Condizione
’1’ B assente
’2’ Ongoing
’3’ B in posizione target
’4’ Prospective Memory (PM)
’5’ B in posizione non target
’6’ Distractor
Tabella 3.3: Tipologia di stimoli per il compito dual task
2. la condizione prospective memory che rappresenta lo stimolo tar-
get, ovvero presenza della lettera B in posizione chiave; a tale condi-
zione è associata l’etichetta PM-DT;
3. la condizione distractor che rappresenta lo stimolo non target, ov-
vero presenza della lettera B in posizione non chiave; a tale condizione
è associata l’etichetta DST-DT;
.
3.1.3 Risposte
Le risposte date dal soggetto sono etichettate come illustrato dalle tabelle
seguenti (con la X si indica lo stimolo):
Compito Single Task
Facciamo notare che per il compito single task la risposta 2 viene sem-
pre inserita automaticamente dal sistema in quanto al soggetto non viene
richiesto di premere la barra spaziatrice.
Risp. 1 codice Risp. 2 codice
corretta ’1X’
sbagliata ’2X’ n/inserita ’99’
omessa ’3X’Capitolo 3 31
Compito Dual Task
Risp. 1 codice Risp. 2 codice
corretta ’5X’
corretta ’1X’ sbagliata ’6X’
omessa ’99’
corretta ’5X’
sbagliata ’2X’ sbagliata ’6X’
omessa ’99’
omessa ’3X’ n/inseribile ’99’
A seconda degli stimoli per la risposta 2 si potranno perciò presentare i
seguenti casi1:
Risp. 2 codice
corretta: ’53’
space andava premuto ’54’
’61’
sbagliata: ’62’
space non andava premuto ’65’
’66’
corretta: space non andava premuto ’99’
sbagliata: space andava premuto ’99’
3.1.4 Deﬁnizione temporale dell’esperimento
La sequenza temporale dell’esperimento può essere schematizzata nel
seguente modo:
1. inizio della sequenza temporale;
2. 700 ms di blank screen;
3. appare un segnale di warning (una croce al centro dello schermo) 800
ms prima dello stimolo che resta ﬁssa anche durante lo stimolo;
1facciamo notare che per come è conﬁgurato l’esperimento, il ’99’ può codiﬁcare sia
una risposta corretta che una sbagliata.32 Capitolo 3
Figura 3.1: schematizzazione della deﬁnizione temporale dell’esperimen-
to
4. compare lo stimolo visivo che resta sullo schermo ﬁno all’inserimento
di entrambe le risposte;
5. dall’apparizione dello stimolo il soggetto ha a disposizione 1900 ms per
rispondere alla prima domanda;
6. dopo aver inserito la prima risposta il soggetto ha altri 1900 ms per ri-
spondere (se necessario) alla seconda domanda. Se non ha risposto alla
prima domanda il sistema inserisce automaticamente anche la seconda
come risposta non data e viene iniziata una nuova sequenza.
7. 1000 ms di blank screen prima che inizi una nuova sequenza.
Da notare come i tempi disponibili per le risposte sopra illustrati corri-
spondono ai tempi limite dopo i quali il sistema interviene inserendo automa-
ticamente il codice corrispondente a risposta omessa. Quindi, a meno che il
soggetto non risponda, l’intera sequenza ha una durata che varia in funzione
del tempo di risposta del soggetto stesso.
3.2 Database
I dati a disposizione sono relativi a 16 soggetti divisi in due gruppi a
seconda dell’età. In tabella 3.4 vengono riportate le età (media e deviazione
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Gruppo Età media (anni) dev. st. min max
gruppo 1 56,40 7,57 46 70
gruppo 2 25,71 3,15 23 30
Tabella 3.4: Descrizione dei due gruppi in base all’età
un tracciato EEG ed un canale MKR sul quale sono registrati i triggers di
stimoli e risposte. È possibile ricavare per ogni soggetto e per ogni gruppo
le percentuali di accuratezza per ogni compito e per ogni condizione.
Gruppo 1: Adulti maturi
Questo gruppo di controlli sani è composto da 9 soggetti, 6 maschi e 3
femmine. Ad ogni soggetto sono associate due registrazioni corrispondenti ai
compiti single task e dual task.
ID sogg. Età Sesso
1 49 M
4 48 F
10 70 M
12 60 M
15 60 M
16 61 F
19 46 F
21 56 M
23 62 M
Tabella 3.5: Età e sesso dei componenti del Gruppo 1 (controlli maturi)
Gruppo 2: Adulti giovani
Questo gruppo di controlli sani è composto da 7 soggetti, 3 maschi e 4
femmine. Ad ogni soggetto sono associate due registrazioni corrispondenti ai
compiti single task e dual task.34 Capitolo 3
ID sogg. Età Sesso
6 25 F
7 26 M
8 30 F
11 23 F
30 30 F
31 23 M
32 23 M
Tabella 3.6: Età e sesso dei componenti del Gruppo 2 (controlli giovani)Capitolo 4
Sviluppo e applicazione di una
metodologia di pre-processing
In questo capitolo si forniscono dettagli sul pre-processing dei dati, con
particolare riguardo alla pulizia dei segnali EEG. Nella relativa sezione, ven-
gono introdotti i principali artefatti individuabili all’interno di un tracciato
EEG e viene presentata una tecnica avanzata per la loro rimozione, basata
sull’Independent Component Analisys.
4.1 Analisi preliminare del segnale
Le procedure di elaborazione ed analisi del segnale sono state eﬀettuate
in ambiente Matlab R 
 e con l’aiuto del toolbox EEGLAB.
Il primo passo è stato il caricamento dati grezzi. Si tratta di dati Mi-
cromed in formato TRC, registrati per 32 canali e campionati a 512 Hz, per
dettagli si veda [4]. La reference per queste registrazioni è stata posta in
corrispondenza dei mastoidi. In questa fase il canale relativo all’elettrodo
FPZ è stato eliminato in quanto risulta scollegato dallo scalpo.
4.1.1 Preﬁltraggio
I dati relativi all’EEG a 31 canali sono stati ﬁltrati attraverso due ﬁl-
tri ellittici (un passa alto e un passa basso) messi in serie. I ﬁltri sono36 Capitolo 4
Speciﬁche passa alto: passa basso:
Type ’elliptic’ ’elliptic’
Order 5 14
Sample Freq. 512 Hz 512 Hz
Pass-band edges 0.8 Hz 100 Hz
Stop-band edges 0.5 Hz 110 Hz
Pass-band ripple 0.01 dB 0.01 dB
Stop-band attenuation 40 dB 100 dB
Tabella 4.1: speciﬁche dei ﬁltri passa alto e passa basso
caratterizzati dalle speciﬁche riportate in tabella 4.1
Si tratta di ﬁltri IIR a fase non lineare, per cui è necessario utilizzare
la function filtfilt presente in Matlab R 
. Questa function ﬁltra due
volte i dati, prima in senso diretto e poi inverso, in modo tale da non avere
distorsione di fase. Di fatto però avvengono due ﬁltraggi con lo stesso ﬁltro,
quindi è equivalente a ﬁltrare per il modulo del ﬁltro originale al quadrato.
4.1.2 Divisione dei dataset in epoche
Coerentemente con la deﬁnizione temporale dell’esperimento, ad ogni sti-
molo viene associata un’epoca, estraendo dal dataset originale si i dati da 2.5
s prima dello stimolo a 4 s dopo di esso. La ﬁnestra pre-stimolo (o referen-
ce/baseline) è deﬁnita come l’intervallo tra ( 2 -  1 s), mentre la ﬁnestra
post-stimolo necessaria per la deﬁnizione di IAF come (0 - 1 s).
4.2 Artefatti
Nonostante l’elettroencefalografo sia progettato per registrare l’attività
cerebrale, esso cattura anche altre attività che hanno come sorgenti fonti
diverse. Si deﬁnisce artefatto qualsiasi segnale che entra nella registrazione
EEG senza rappresentare attività cerebrale. È possibile distinguere tra ar-Capitolo 4 37
tefatti aventi origine ﬁsiologica ed artefatti aventi origine extra-ﬁsiologica. I
primi sono segnali generati da fonti interne al soggetto stesso, ovvero da altre
parti del corpo; i secondi hanno fonti esterne al corpo, ad esempio attrezza-
tura o disturbi ambientali. Di seguito riportiamo una breve descrizione di
alcuni degli artefatti più comuni evidenziabili all’interno delle registrazioni
elettroencefalograﬁche e dei metodi standard che si utilizzano per eliminarne
gli eﬀetti. Per dettagli ulteriori si rimanda a Benbadis and Rielo, 2008 [3].
4.2.1 Artefatti ﬁsiologici
Artefatto oculare
Il bulbo oculare rappresenta un dipolo, orientato con il polo positivo po-
sto anteriormente, in corrispondenza della cornea. Quando l’occhio ruota
sul suo asse, genera un campo di corrente che può essere rilevato da qual-
siasi elettrodo posto nelle vicinanze dell’occhio, producendo una deﬂessione
simmetricamente opposta in questi elettrodi. Perciò, qualora vi sia a di-
sposizione l’elettrooculogramma (EOG) è possibile notare come l’artefatto
oculare si presenti all’interno dell’EEG come una polarizzazione di segno
opposto rispetto a quella dell’EOG. Un’ulteriore fonte di disturbo è rappre-
sentata dall’elettromiogramma dei muscoli che muovono l’occhio e le palpe-
bre (i potenziali EMG sono presi in considerazione nella sezione Artefatto
muscolare).
Generalmente il soggetto è istruito sull’importanza di mantenere ﬁsso lo
sguardo durante il compito. Tuttavia questo è impossibile per soggetti malati
o bambini. Inoltre è suﬃciente anche solo battere le palpebre per generare il
tipico artefatto da movimento verticale degli occhi(blink). Il metodo standard
per rimuovere questo artefatto è l’eliminazione del segmento di segnale dove
appare.
Artefatto muscolare
Uno degli artefatti più comuni è rappresentato dai potenziali muscolari.
L’elettroencefalografo registra tutti i segnali elettrici a livello dello scalpo, per38 Capitolo 4
Figura 4.1: Esempio di tracciato contenente un artefatto oculare.
cui viene registrata anche l’attività elettrica (elettromiogramma o EMG) dei
muscoli della testa (principalmente frontali e temporali). Non trattandosi di
attività cerebrale, questo segnale va considerato come artefatto. Tipicamente
i potenziali mioelettrici hanno una durata inferiore a quelli cerebrali, e si di-
stribuiscono in una banda di frequenze più alta. Una possibilità per attenuare
questi artefatti è rappresentata dall’attento uso di ﬁltri passa-basso.
Artefatto cardiaco
Questo artefatto è legato alla variazione di potenziale cardiaco che si pro-
paga ﬁno allo scalpo. Generalmente è possibile notarlo meglio su soggetti con
collo corto e largo. La sua ampiezza varia a seconda della reference utilizzata
per le registrazioni (si esprime maggiormente nel caso dell’uso dei lobi co-
me reference). Facilmente individuabile, presenta l’andamento ritmico tipico
dei potenziali cardiaci, ed in caso di coregistrazione dell’elettrocardiogrammaCapitolo 4 39
Figura 4.2: Esempio di tracciato contenente un artefatto muscolare.40 Capitolo 4
Figura 4.3: Esempio di tracciato contenente un artefatto da pelle.
(ECG) è possibile notare la sincronizzazione con esso. Non esiste un metodo
standard per eliminare questo artefatto.
Artefatto da pelle
I processi ﬁsiologici comuni (come il sudore) possono modiﬁcare le impe-
denze degli elettrodi, causando lente derive dei potenziali (onde a bassissima
frequenza). Un’altra possibilità è la presenza di un ematoma nell’area sotto
l’elettrodo. In questo caso le registrazioni degli elettrodi posti in quella zona
saranno caratterizzate da una generale attenuazione. Per quanto riguarda le
derive, possono essere eliminate tramite un ﬁltraggio passa-alto. La tipica
frequenza di taglio utilizzata è < 1 Hz.Capitolo 4 41
Figura 4.4: Esempio di tracciato contenente un artefatto da elettrodo.
4.2.2 Artefatti extra-ﬁsiologici
Artefatto da elettrodo
Il più comune artefatto extra-ﬁsiologico è rappresentato dal non corretto
posizionamento dell’elettrodo, che non garantisce un contatto adeguato con la
pelle. Questo causa la presenza nelle registrazioni di onde dal proﬁlo netto,
dovute alle brusche variazioni di impedenza generate in concomitanza del
distacco. In alcuni casi è possibile che il distacco sia solo parziale, in tal caso
i potenziali generati saranno molto simili ad onde delta. Il metodo standard
per rimuovere questo artefatto è l’eliminazione del segmento di segnale dove
appare.42 Capitolo 4
Artefatto da rete
Una buona messa a terra del soggetto permette di eliminare quasi toltal-
mente gli eﬀetti dovuti alla rete elettrica. Tuttavia, a volte la strumentazione
utilizzata non è perfetta (i.e. l’impedenza tra elettrodo e terra dell’ampliﬁca-
tore è troppo grande), ed il disturbo della rete elettrica entra accidentalmente
nella registrazione. Questo si manifesta tipicamente come rumore additivo
alla frequenza di 50 Hz. Il metodo standard per attenuare questo artefatto è
l’uso di un ﬁltro notch alla frequenza di 50 Hz.
4.3 Identiﬁcazione e rimozione degli artefatti in
segnali EEG tramite ICA
I metodi standard di eliminazione degli artefatti prevedono di sottoporre
il segnale ad un ﬁltraggio o di scartare dall’analisi la porzione corrotta. Da
un lato il ﬁltraggio può eliminare componenti legate ad attività cerebrale (i.e.
notch per l’eliminazione dell’artefatto da rete elettrica, ﬁltro passa alto per
l’eliminazione di artefatti da pelle); dall’altro lato l’eliminazione dei segmen-
ti con artefatto porta spesso ad una forte riduzione del segnale disponibile
per l’analisi. Questa eliminazione, in particolare, può essere fatta in maniera
manuale (ispezione visiva) o automatica, tipicamente tramite sogliatura. Ov-
viamente il primo metodo porta a problemi legati alla soggettività dell’analisi
(tipo di visualizzazione utilizzata, esperienza dell’operatore ecc.), mentre il
secondo metodo può fallire (i.e. nell’individuazione di potenziali oculari più
piccoli). Recentemente, l’applicazione dell’Independent Component Analisys
(ICA) ha consentito di depurare i tracciati dalle componenti che non rap-
presentano attività cerebrale. Il principale vantaggio di questo approccio è
il grande guadagno che porta in termini di segnale utile, su cui andare ad
eﬀettuare le analisi successive.
Riportiamo di seguito le linee guida delineate dagli sviluppatori del tool-
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1. eliminare le porzioni di segnale inaccettabili (i.e. onde quadre, satura-
zione di un elettrodo) tramite check visivo;
2. dividere i dati in epoche suﬃcientemente corte;
3. ricavare le componenti indipendenti da queste epoche;
4. selezionare le epoche da eliminare tramite analisi semi-automatica e
ispezione visiva delle componenti derivate;
5. ispezionare visivamente le epoche originali marcate per essere rigettate
per confermarne l’eliminazione.
6. eliminare le componenti e le epoche selezionate.
7. lanciare nuovamente l’ICA su questo set di epoche pulite, in maniera
da ottenere una serie di componenti indipendenti che contengono più
attività neuronale rispetto a prima.
Il metodo sviluppato in questo lavoro (ispirato alle linee guida sopra
riportate) può essere riassunto nei seguenti punti:
1. Divisione del dataset in epoche.
2. Primo raﬃnamento delle epoche tramite analisi semi-automatica ov-
vero ispezione visiva assistita: mediante il calcolo della distribuzione
di probablità dei valori e della kurtosi il sistema seleziona le epoche
più improbabili o con distribuzione più anomala1. L’operatore deve
confermare l’eliminazione delle epoche, o modiﬁcare la selezione dove
necessario. Ulilizzare un sistema semi-automatico mette parzialmen-
te al riparo da potenziali errori, dovuti alla soggettività dell’ispezione
visiva. A questo punto abbiamo ottenuto un primo dataset ’pulito’.
Mediamente questo passo porta ad eliminare circa il 5% delle epoche.
3. Le componenti indipendenti sono estratte da questi dataset ’puliti’.
Per fare questo si utilizza un’algoritmo ICA (all’interno del toolbox
1le soglie vanno settate manualmente44 Capitolo 4
EEGLAB sono presenti sia Infomax ICA che fastICA; si è optato per
l’utilizzo del primo).
4. Secondo raﬃnamento delle epoche: sfruttando le componenti ICA ap-
pena ottenute, si scartano le epoche che presentano andamento ano-
malo su una o più componenti. Il metodo utilizzato è analogo a quello
illustrato al punto 1, ovvero ispezione visiva assistita. Utilizzare le
componenti invece del segnale EEG grezzo porta ad un aumento della
sensibilità per quanto riguarda l’individuazione degli artefatti secondo
quanto riportato da Delorme et al., 2006 [6]. Le epoche scartate in
questa fase di solito non superano il 5-10%.
5. Una volta eliminate le epoche di cui sopra si ricalcola la matrice dei pesi
ICA. In questo modo le componenti ICA ottenute dovrebbero contenere
meno attività mista (cerebrale + artefatto), e quindi ‘isolare’ meglio gli
artefatti. A questo punto si procede con l’ispezione delle componenti,
per identiﬁcare (quando possibile) quelle corrispondenti ad artefatto.
4.3.1 Identiﬁcazione delle componenti ICA corrispon-
denti ad artefatto
Una volta calcolate le componenti indipendenti, generalmente si va a ve-
dere come si distribuiscono sullo scalpo, in modo da avere una visione d’insie-
me. EEGLAB mette a disposizione una serie di strumenti utili ad identiﬁcare
correttamente le componenti corrispondenti ad artefatto. Le ﬁgure di seguito
riportate (4.5-4.7) sono tratte dal caso di studio, e sono prese da EEGLAB: il
pannello in alto a sinistra mostra la proiezione topograﬁca, il pannello in alto
a destra riporta gli ERP (media su tutti i trial in basso e epoca per epoca
in alto), inﬁne il pannello in basso presenta il periodogramma calcolato su
un campione delle epoche. Andiamo ora ad analizzare nel dettaglio quali
artefatti possono essere identiﬁcati.Capitolo 4 45
Figura 4.5: esempio di una componente identiﬁcata come artefatto
oculare.
Artefatto oculare
L’approccio classico per limitare questo artefatto consiste nell’istruire il
soggetto ad evitare per quanto possibile di muovere gli occhi e battere le
palpebre. I segmenti di segnale corrotti vengono semplicemente scartati.
L’utilizzo dell’ICA in questo senso rappresenta un chiaro vantaggio.
Quando si analizzano le componenti indipendenti, si tratta dell’artefatto
più comune e semplice da individuare. Come si può vedere dall’esempio in
ﬁgura 4.5 l’artefatto oculare si distingue per tre principali caratteristiche:
1. la mappa dello scalpo mostra una spiccata localizzazione nell’area fron-
tale;
2. è possibile identiﬁcare i singoli movimenti oculari sulla mappa ERP;
3. lo spettrogramma presenta il tipico andamento uniformemente decre-
scente.46 Capitolo 4
Figura 4.6: Esempio di una componente identiﬁcata come artefatto
muscolare.
Artefatto muscolare
Il metodo classico per attenuare questo disturbo è l’uso di un ﬁltro passa
basso. Le principali caratteristiche che identiﬁcano una compoenente in-
dipendente come artefatto muscolare sono la forte localizzazione spaziale e
l’alta potenza alle alte frequenze. In ﬁgura 4.6 ne abbiamo un esempio.
Artefatto da rete
Questo artefatto si presenta come rumore additivo alla frequenza di 50 Hz.
Le caratteristiche che identiﬁcano una componente corrispondente a questo
artefatto sono:
 (ovviamente) un picco nello spettro di potenza molto evidente a 50 Hz
e multipli;
 una distribuzione spaziale pressoché uniforme su tutto lo scalpo.
In ﬁgura 4.7 è riportato un esempio.Capitolo 4 47
Figura 4.7: esempio di una componente identiﬁcata come artefatto da
rete.
4.3.2 Eliminazione degli artefatti
Le componenti ICA identiﬁcate come artefatti sono state eliminate tra-
mite semplice sottrazione dal dataset originale. Per veriﬁcare la bontà delle
scelte fatte, sono stati confrontati visivamente gli spettrogrammi calcolati
sulla stessa ﬁnestra post-stimolo (per tutti i trial), per i segnali pre- e post-
rimozione. Generalmente la sottrazione delle componenti identiﬁcate come
artefatti non comporta grossi cambiamenti per le frequenze comprese nel-
la banda alpha2. Quest’ispezione visiva ci ha permesso di correggere alcuni
errori di inesperienza, soprattutto nelle prime fasi del lavoro.
In ﬁg. 4.8 riportiamo un esempio dei risultati ottenuti. Come si può
notare in questo segmento di segnale gli artefatti oculari risultano evidenti,
data la loro ampiezza, mentre è diﬃcile distinguere ad occhio nudo gli altri
2Si evidenziano invece marcate diﬀerenze per quanto riguarda le frequenze < 4 Hz,
corrispondenti alla rimozione degli artefatti oculari, caratterizzati da componenti in bassa
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artefatti. Per confronto in ﬁg. 4.9 sono riportate le componenti ICA identiﬁ-
cate sullo stesso tracciato di ﬁg. 4.8. In rosso sono evidenziate le componenti
eliminate. Le componenti 1, 2 ed 11 sono identiﬁcate come artefatti oculari
(sottolineamo che le ampiezze di 1 e 2 vanno fuori scala). Le componenti 4
e 21 sono state identiﬁcate come artefatto da rete, mentre le componenti 24
e 29 sono state identiﬁcate come artefatto muscolare.
4.3.3 Considerazioni sull’ICA
In questa sede è opportuno evidenziare che l’applicazione dell’ICA con-
sente di ottenere dei tracciati puliti, ma il costo computazionale che richiede
è molto elevato. Inoltre rimarchiamo che in questa fase sono state elimina-
te dai tracciati anche tutte le epoche corrispondenti a risposte non esatte
(sbagliate ed omesse).
4.4 Ricampionamento
I dati originali hanno una frequenza di campionamento pari a 512 Hz e
in sede di preﬁltraggio la frequenza di taglio superiore è stata ﬁssata a 100
Hz. In queste condizioni è possibile ricampionare i dati ad una frequenza di
256 Hz (corrispondenti ad 1
2 la frequenza originale) senza perdita signiﬁca-
tiva di informazione (Teorema di Shannon). Questo passaggio ha permesso
di implementare più facilmente i ﬁltri passa banda che verranno utilizzati
nell’estrazione delle bande ERD/ERS.Capitolo 4 49
Figura 4.8: Esempio di rimozione degli artefatti: prima (blu) e dopo
(rosso) la rimozione delle componenti identiﬁcate come artefatto.50 Capitolo 4
Figura 4.9: Esempio di componenti ICA: in rosso quelle identiﬁcate come
artefatto.Capitolo 5
Risultati
In questo capitolo sono presentati i risultati ottenuti dall’analisi di dati
registrati durante un compito di memoria prospettica. In particolare nella
prima sezione sono riportati i dati comportamentali relativi all’esperimento,
ovvero percentuali di accuratezza e tempi di risposta medi. Nella seconda
parte sono presentati i risultati per quanto riguarda le IAFs per mezzo del-
la procedura illustrata in sez. 2.2. Inﬁne vengono riportati gli andamenti
ERD/ERS e le interpretazioni funzionali.
5.1 Dati comportamentali
Le tabelle contenute in questa sezione riportano il numero di trials cor-
rispondenti ad ogni condizione ed il numero di risposte corrette. Le perfor-
mance dei vari soggetti sono valutate in termini di percentuale di correttezza
delle risposte e tempo medio con cui sono state date. In particolare nelle tab.
5.1-5.4 sono riportati l’ID identiﬁcativo di ogni soggetto, la sua età, il nu-
mero di trial presentato (# stim.), il numero di risposte corrette (# corr.)
e la relativa percentuale rispetto al numero totale di stimoli (%), ed inﬁne il
tempo di risposta medio in ms (t), cioè il tempo medio trascorso tra l’onset
dello stimolo e la risposta del soggetto. Inoltre per ogni gruppo sono riportati
le percentuali medie di accuratezza e i tempi di risposta medi. La leggera
diﬀerenza tra soggetto e soggetto nel numero di stimoli presentati è dovuta al52 Capitolo 5
fatto che le registrazioni sono state eﬀettuate in sessioni sperimentali diverse
in cui non è stato mantenuto costante il numero di trials.
Compito Single Task
Per primi, in tab. 5.1, sono presentati i dati relativi alla condizione indi-
cata con On-ST, relativa al compito Single Task. Si ricorda che lo stimolo
consisteva in una stringa di cinque lettere ed al soggetto veniva solo richiesto
di indicare se la seconda e la quarta lettera fossero uguali o diverse; tale ri-
sposta viene indicata con R1. Sul piano dell’accuratezza i dati sono piuttosto
omogenei, presentando una media rispettivamente del 95% per i soggetti ma-
turi e del 96% per quelli giovani. Si può invece notare un’evidente diﬀerenza
per quanto riguarda i tempi di risposta medi, rispettivamente di 980 ms per i
soggetti maturi e 684 ms per i soggetti giovani. Tale risultato testimonia un
processo di elaborazione dell’informazione più lungo per i soggetti maturi,
fatto riscontrato anche nei dati relativi all’ERD/ERS.
Compito Dual Task
Passiamo ora ad illustrare i dati relativi al compito Dual Task. Ricordia-
mo la presenza all’interno del compito Dual Task di tre condizioni indicate
con le sigle On-DT (lettera B assente), PM-DT (lettera B presente in po-
sizione 2 e/o 4) e DST-DT (lettera B presente solo in posizione 1,3 e 5). Si
ricorda inoltre che la condizione PM-DT prevede due risposte successive, R1
e R2, relative rispettivamente alla diversità/uguaglianza delle lettere in posi-
zione 2 e 4, e alla presenza della lettera B in almeno una delle due posizioni.
Nelle prossime tabelle le percentuali di accuratezza e i tempi di risposta medi
saranno comunque riportati per entrambe le risposte. Facciamo notare che le
due percentuali sono state considerate indipendenti (cioè rispondere in ma-
niera errata alla prima risposta non pregiudica la correttezza della seconda)
e che nel caso delle condizioni On-DT e DST-DT, per cui non è prevista
la seconda risposta, l’errore è rappresentato dal fatto di aver risposto. Per
queste condizioni quindi, il tempo di risposta t2 si riferisce pertanto alla
risposta automatica del sistema (cfr sez. 3.1.3).Capitolo 5 53
# R1 On-ST
ID Età stim. #corr. % t1(ms)
Gruppo 1 (maturi)
1 49 150 141 94 798
4 48 149 149 100 773
10 70 186 164 88 1404
12 60 150 132 88 1218
15 60 150 141 94 997
16 61 150 142 95 987
19 46 150 146 97 872
21 56 150 149 99 829
23 62 150 145 97 944
Media: 95 980
Gruppo 2 (giovani)
6 25 185 183 99 559
7 26 185 176 95 720
8 30 185 180 97 725
11 23 185 178 96 833
30 30 185 179 97 605
31 23 185 172 93 657
32 23 185 180 97 690
Media: 96 684
Tabella 5.1: Dati comportamentali relativi alla condizione Ongoing del
compito Single Task (On-ST). Le colonne riportano rispettivamente ID ed
Età dei soggetti, numero di stimoli proposti(# stim.), numero di risposte
corrette (# corr.), percentuale rispetto al numero totale di stimoli (%), e
il tempo di risposta medio in ms (t).
La tab. 5.2 riporta i dati relativi alla condizione On-DT. Questi sono
i trial più numerosi (circa il 65% del totale per il compito Dual Task) e
generalmente sono caratterizzati dalle risposte più accurate, dato che non è54 Capitolo 5
prevista alcuna diﬃcoltà aggiuntiva rispetto al compito Single Task.
Facciamo notare che per quanto riguarda la risposta R1 valgono le stesse
considerazioni fatte per il compito Single Task, ovvero la marcata diﬀerenza
tra i due gruppi per quanto riguarda i tempi di risposta medi (rispettivamente
956 ms per il gruppo dei soggetti maturi e 690 ms per quello dei soggetti
giovani). Le accuratezze per i due gruppi sono rispettivamente del 96 e del
97%; rispetto al compito Single Task è possibile osservare un miglioramento
delle accuratezze per entrambi i gruppi. Inoltre per il gruppo dei soggetti
anziani diminuisce leggermente anche il tempo di risposta medio (da 980 a
956 ms). Questo potrebbe essere spiegato con il fatto che i soggetti sono
più “allenati”. In ogni caso anche in questa condizione il gruppo dei soggetti
maturi conferma dei tempi di risposta medi più lunghi rispetto al gruppo dei
soggetti giovani, come evidenziato precedentemente nella condizione On-ST.
I risultati per quanto riguarda R2 mostrano qualche raro errore senza
evidenziare diﬀerenze signiﬁcative tra i due gruppi.
La tab. 5.3 riporta i dati relativi alla condizione PM-DT. Questi sono i
trial meno numerosi (circa il 5% del totale), dato che gli stimoli che sollecitano
la memoria prospettica devono essere rari e non prevedibili.
Questa condizione comporta un aumento della diﬃcoltà del compito. In-
fatti le percentuali di accuratezza per quanto riguarda R1, pari ad 85% e 93%
per i maturi ed i giovani rispettivamente, sono signiﬁcativamente inferiori a
quelle delle altre condizioni. Si noti inoltre che le due percentuali di accura-
tezza sono signiﬁcativamente diverse tra i due gruppi. Il gruppo dei maturi
sembra infatti subire un deterioramento maggiore delle proprie performance
in seguito alla presenza dell’azione prospettica. Questo è particolarmente
evidente per quanto riguarda il soggetto 12 (21% di accuratezza). Per quan-
to riguarda i tempi di risposta per R1, si nota un eﬀetto analogo. I tempi
di reazione medi per i soggetti maturi sono di 1231 ms, mentre per i sog-
getti giovani sono di 864 ms. Notiamo che entrambi sono signiﬁcativamente
più lunghi rispetto alle altre condizioni, ma il peggioramento è maggiore per
quanto riguarda il gruppo dei soggetti maturi.
Per quanto riguarda la risposta R2 le percentuali di accuratezza medie
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soggetti giovani. Notiamo un’ulteriore peggioramento del gruppo dei maturi,
che si riconferma anche per quanto riguarda i tempi di risposta medi t2,
rispettivamente di 1828 e 1381 ms per i due gruppi. Anche nella diﬀerenza
tra t2 e t1 i soggetti giovani presentano dei tempi di reazione inferiori ai
maturi.
Inﬁne in tab. 5.4 sono presentati i dati relativi alla condizione DST-DT.
Questi trial rappresentano circa il 30% del totale.
Nel confronto con la condizione On-DT, notiamo che le percentuali di
accuratezza, pari rispettivamente al 97 e al 98% per il gruppo dei soggetti
maturi e dei giovani, sono ottime per quanto riguarda R1, mentre come
prevedibile, data la presenza della lettera B, ci sono alcuni errori in più nelle
risposte R2. Infatti, in questo caso le accuratezze medie scendono al 98%
per entrambi i gruppi. I tempi di risposta sono molto buoni, rispettivamente
di 995 e 728 ms per i due gruppi, anche se leggermente peggiori rispetto alla
condizione On-DT.56 Capitolo 5
# R1 On-DT R2 On-DT
ID età stim. #corr. % t1(ms) #corr. % t2(ms)
Gruppo 1 (maturi)
1 49 192 181 94 684 192 100 2592
4 48 194 191 98 772 193 99 2673
10 70 194 185 95 1129 194 100 2986
12 60 194 169 87 1257 194 100 2984
15 60 194 190 98 1031 193 99 2924
16 61 194 189 97 1008 194 100 2917
19 46 194 193 99 754 194 100 2663
21 56 193 189 98 965 193 100 2856
23 62 194 189 97 1007 194 100 2907
Media: 96 956 100 2834
Gruppo 2 (giovani)
6 25 191 185 97 642 189 99 2567
7 26 194 187 96 720 192 99 2624
8 30 192 189 98 753 192 100 2662
11 23 203 196 97 785 203 100 2686
30 30 193 188 97 615 192 99 2527
31 23 194 187 96 662 193 99 2562
32 23 194 193 99 653 194 100 2562
Media: 97 690 99 2599
Tabella 5.2: Dati comportamentali relativi alla condizione Ongoing del
compito Dual Task (On-DT). Le colonne riportano rispettivamente ID ed
Età dei soggetti, numero di stimoli proposti(# stim.), numero di risposte
corrette (# corr.), percentuale rispetto al numero totale di stimoli (%), e
il tempo di risposta medio in ms (t). Le ultime tre colonne sono ripetute
per le risposte R1 ed R2.Capitolo 5 57
# R1 PM-DT R2 PM-DT
ID età stim. #corr. % t1(ms) #corr. % t2(ms)
Gruppo 1 (maturi)
1 49 14 13 93 907 14 100 1434
4 48 14 13 93 1078 12 86 1584
10 70 14 11 79 1370 11 79 1783
12 60 14 3 21 1815 3 21 2320
15 60 14 13 93 1257 10 71 1910
16 61 14 13 93 1184 13 93 2034
19 46 14 14 100 871 13 93 1507
21 56 14 13 93 1376 13 93 2066
23 62 14 14 100 1218 12 86 1813
Media: 85 1231 80 1828
Gruppo 2 (giovani)
6 25 14 12 86 752 12 86 1362
7 26 14 14 100 841 14 100 1267
8 30 14 12 86 991 13 93 1578
11 23 15 14 93 931 15 100 1409
30 30 15 15 100 830 14 93 1276
31 23 14 12 86 863 13 93 1358
32 23 14 14 100 843 12 86 1415
Media: 93 864 93 1381
Tabella 5.3: Dati comportamentali relativi alla condizione Prospective
Memory del compito Dual Task (PM-DT). Le colonne riportano rispet-
tivamente ID ed Età dei soggetti, numero di stimoli proposti(# stim.),
numero di risposte corrette (# corr.), percentuale rispetto al numero to-
tale di stimoli (%), e il tempo di risposta medio in ms (t). Le ultime tre
colonne sono ripetute per le risposte R1 ed R2.58 Capitolo 5
# R1 DST-DT R2 DST-DT
ID età stim. #corr. % t1(ms) #corr. % t2(ms)
Gruppo 1 (maturi)
1 49 82 76 93 723 78 95 2568
4 48 82 81 99 786 80 98 2635
10 70 82 82 100 1047 80 98 2924
12 60 82 69 84 1266 81 99 2904
15 60 82 81 99 1132 80 98 3005
16 61 82 81 99 1101 81 99 2973
19 46 82 82 100 769 80 98 2647
21 56 82 78 95 1175 80 98 3052
23 62 82 82 100 960 80 98 2829
Media: 97 995 98 2837
Gruppo 2 (giovani)
6 25 82 80 98 665 80 98 2541
7 26 82 81 99 715 80 98 2586
8 30 82 82 100 764 80 98 2640
11 23 84 79 94 889 82 98 3043
30 30 81 80 99 658 80 99 2547
31 23 82 76 93 731 80 98 2602
32 23 82 82 100 673 80 98 2545
Media: 98 728 98 2643
Tabella 5.4: Dati comportamentali relativi alla condizione Distractor del
compito Dual Task (DST-DT). Le colonne riportano rispettivamente ID ed
Età dei soggetti, numero di stimoli proposti(# stim.), numero di risposte
corrette (# corr.), percentuale rispetto al numero totale di stimoli (%), e
il tempo di risposta medio in ms (t). Le ultime tre colonne sono ripetute
per le risposte R1 ed R2.Capitolo 5 59
5.2 Variabilità inter-individuale delle frequen-
ze alpha
Il metodo scelto per il calcolo delle IAFs è stato illustrato in dettaglio
nella sezione 2.2. In questo lavoro gli elettrodi considerati maggiormente
signiﬁcativi per il computo delle frequenze alpha individuali sono stati O1,
O2, T5, T6, PO3, PO4, P3, Pz, P4 (vedi ﬁg. 5.1), cioè quelli in cui il
ritmo alpha si esprime maggiormente, data la scelta della reference nelle
registrazioni (elettrodi mastoidi congiunti). Riassumendo brevemente i passi
necessari sono i seguenti:
 per ogni elettrodo si computano 2 spettrogrammi, uno sulla ﬁnestra
pre-stimolo, l’altro sulla ﬁnestra post-stimolo1;
 per ogni elettrodo vengono ﬁssati fpeak e TF rispettivamente come la
frequenza di picco per lo spettrogramma calcolato nel pre-stimolo nel-
l’intervallo 7-13 Hz e la frequenza in cui i due spettrogrammi (pre- e
post-stimolo) si incrociano nell’intervallo 4-10 Hz;
 si passa ad un valore di fpeak e TF mediato su tutti gli elettrodi;
 si deﬁniscono i limiti superiore ed inferiore dell’intervallo di frequenze
su cui calcolare il centroide:
Lb = TF, Ub = fpeak + 1
2(fpeak   TF);
 per ogni elettrodo viene calcolato il centroide su questo intervallo (vedi
eq. 2.13)
 come IAF del soggetto viene presa la media pesata dei centroidi di
ogni elettrodo (eq. 2.15).
Il metodo proposto in questa tesi per il calcolo delle IAF ci ha permesso di
calcolare per ogni soggetto una frequenza attorno alla quale centrare le bande
per l’analisi ERD/ERS. Tale metodo è stato applicato non solo ai soggetti
1cfr. sez. 4.1.260 Capitolo 5
Figura 5.1: Location degli elettrodi, in rosso sono evidenziati gli elettrodi
scelti per il computo delle IAFs.
presentati ﬁnora, ma anche ad un campione di altri 7 soggetti (che svolgevano
un compito del tutto analogo) etichettato come gruppo 3. La ﬁgura 5.2
riassume i risultati ottenuti, attraverso un istogramma della distribuzione
delle IAF per tutti i soggetti e un boxplot per ogni gruppo. Si ricorda che il
graﬁco a boxplot è composto da:
un rettangolo i cui lati corti rappresentano il primo e il terzo quartile;
una linea rossa all’interno del rettangolo che rappresenta la mediana;
due segmenti esterni che rappresentano il minimo e il massimo.Capitolo 5 61
Figura 5.2: a) Distribuzione delle IAFs calcolate con il metodo propo-
sto e b) box-plot dei dati relativi al gruppo dei maturi (1), giovani (2) e
controlli (3).
Le IAFs si distirbuiscono da 9.0 a 12.4 Hz; l’istogramma evidenzia che è
presente una maggiore concentrazione attorno ai 10 Hz, con 7 soggetti con
IAF compresa tra 9.75 e 10.25 Hz. Viene pertanto confermata la variabilità
individuale di tale grandezza, che raggiunge una diﬀerenza di 3.4 Hz. Emerge
poi dall’osservazione del box-plot un comportamento diﬀerente per il gruppo
dei soggetti maturi e quello dei soggetti giovani. In particolare i graﬁci con-
fermano la tendenza nei maturi ad avere delle IAFs più basse. Tale risultato
è in accordo con le evidenze riportate in letteratura (cfr. [25]). Tuttavia per
poter trarre delle conclusioni sarebbe sicuramente necessario un campione
più numeroso. Infatti il gruppo 3 sembra più simile al gruppo 1 (maturi),
anche se si tratta di soggetti con un’età paragonabile a quelli del gruppo 2
(giovani).
Per confronto in ﬁg. 5.3 abbiamo riportato anche i risultati ottenuti con
il metodo della ricerca della frequenza di picco fpeak dello spettro calcolato
nel pre-stimolo, nell’intervallo 7-13 Hz. Tale metodo, in maniera del tutto62 Capitolo 5
Figura 5.3: a) Distribuzione dei picchi nella banda 7-13 Hz e b) diﬀerenza
tra le distribuzioni dei gruppi.
automatica, individua fpeak per ogni elettrodo come la frequenza con la mas-
sima densità spettrale di potenza tra 7 e 13 Hz, e poi media i risultati sugli
elettrodi. Per analogia sono stati usati gli stessi elettrodi su cui sono state
calcolate IAFs. Le fpeak variano da 7.4 Hz a 12.8 Hz e, come si può vedere
dall’istogramma, evidenziano una dispersione maggiore rispetto al metodo
proposto in questa tesi. Inoltre, i box-plot mostrano che le fpeak hanno di-
stribuzioni meno omogenee anche all’interno dei gruppi. In particolare si noti
che i valori estremi del gruppo 2 (giovani) non sono plausibili, in quanto nelle
successive fasi di deﬁnizione delle bande porterebbero a risultati discordanti
con le ragionevoli considerazioni su cui si basa la deﬁnizione di Transition
Frequency.
Dal confronto dei due metodi si può vedere come le IAFs presentino una
distribuzione più omogenea all’interno dei gruppi, mentre per quanto riguar-
da fpeak notiamo che sono presenti alcuni valori agli estremi dell’intervallo
7-13, poco plausibili nella realtà. Tali considerazioni portano ad aﬀermare
che il metodo proposto è più robusto.Capitolo 5 63
5.3 Applicazione della metodologia per il cal-
colo ERD/ERS
Scelta delle bande
Una volta calcolato l’IAF per ogni soggetto, le bande su cui calcolare
l’ERD/ERS sono state ﬁssate nel modo illustrato in sez. 1.2.1 (Bande in-
dividuali a larghezza variabile). Tale metodo prevede la deﬁnizione di
3 sotto bande alpha e una theta della larghezza pari al 20% di IAF. Le 4
bande ottentute sono pertanto:
theta: (IAF0.4) - (IAF0.6) Hz
lower alpha 1: (IAF0.6) - (IAF0.8) Hz
lower alpha 2: (IAF0.8) - (IAF) Hz
upper alpha: (IAF) - (IAF1.2) Hz
Filtraggio passa-banda
Per l’implementazione dei ﬁltri passa-banda sono stati scelti dei ﬁltri di-
gitali Chebyshev Tipo 1, caratterizzati da un comportamento eq-ripple in
banda passante, e monotono decrescente in banda oscura.
Per ogni banda di ogni soggetto è stato progettato un ﬁltro. Le speciﬁche
dei ﬁltri, deﬁniti gli estremi della banda passante come flo e fhi sono calcolate
come riportato in tab. 5.5.
Type Chebyshev type 1
Order 4
Sample Freq. 256
Pass-band edges flo, fhi Hz
Stop-band edges flo   0:8, fhi + 0:8 Hz
Pass-band ripple 0.1 dB
Stop-band attenuation 20 dB
Tabella 5.5: Speciﬁche dei ﬁltri passa-banda adottati.64 Capitolo 5
Anche questi ﬁltri digitali sono di tipo IIR a fase non lineare, per cui è
stato necessario utilizzare la function filtfilt presente in Matlab R 
 (cfr.
4.1.1).
Computo dell’ERD/ERS
Una volta ﬁltrati i dati, è stato possibile passare al calcolo dell’ERD/ERS
vero e proprio. La tecnica usata è quella dell’Intertrial Variance, illustrata
in dettaglio nella sezione 2.1. Si ricorda che l’intervallo di riferimento per la
quantiﬁcazione percentuale delle variazioni dell’ERD/ERS va da  2 a  1 s
rispetto all’onset dello stimolo. Si speciﬁca inoltre che è stato adottato uno
smoother running mean con ﬁnestra temporale di 250 ms.
5.4 Correlati elettroﬁsiologici del compito pro-
spettico
In questa sezione vengono presentati i risultati relativi all’andamento
temporale dell’ERD/ERS. I risultati vengono presentati in ﬁgure (si veda
ad esempio ﬁg. 5.4) contenenti 29 graﬁci che ricalcano la disposizione de-
gli elettrodi sullo scalpo. Nel titolo di ogni graﬁco viene riportato il nome
dell’elettrodo a cui si riferisce. Per ogni elettrodo, il graﬁco riporta sull’asse
x il tempo (in secondi) e sull’asse y i valori percentuali degli ERD/ERS. In
particolare il tempo 0 corrisponde all’onset dello stimolo e viene evidenziato
con un tratto verticale rosso, mentre il segnale di warning ( 0:8 s) viene
evidenziato con un tratto verticale viola. La legenda riporta le condizioni
mostrate nei graﬁci. In particolare sono plottate le medie su tutti i soggetti
dello stesso gruppo.
Dapprima vengono analizzati i risultati ERD/ERS On-ST (condizione
Ongoing, compito Single Task), On-DT (condizione Ongoing, compito Dual
Task) e DST-DT (condizione Distractor, compito Dual Task). Successiva-
mente è presa in considerazione la condizione PM-DT (condizione di Memoria
Prospettica, compito Dual Task).Capitolo 5 65
5.4.1 Risultati relativi alle condizioni On-ST, On-DT e
DST-DT
Banda theta
Nelle ﬁg. 5.4-5.5 sono riportati i risultati relativi alla banda theta rispet-
tivamente per i soggetti maturi (gruppo 1) e per quelli giovani (gruppo 2).
In questa banda di frequenze le ﬁgure evidenziano la presenza di sincroniz-
zazione (tipica dell’attività theta) subito dopo il warning e subito dopo lo
stimolo.
Osservando la ﬁg. 5.4 per i soggetti del Gruppo 1 (adulti maturi) possia-
mo distinguere due principali diﬀerenze tra gli andamenti corrispondenti alle
condizioni prese in esame: per gli elettrodi in area centro-parietale-occipitale
nei primi 500 ms successivi allo stimolo On-DT e DST-DT sono visibilmente
inferiori rispetto a On-ST. In seguito è possibile notare che in area fronta-
le On-ST e On-DT tendono a desincronizzare, mentre DST-DT si mantiene
sincronizzato. Osservando invece la ﬁg. 5.5 che si riferisce ai soggetti del
Gruppo 2 (adulti giovani) rimane valida solo questa seconda osservazione.
Possiamo inoltre sottolineare la maggiore ampiezza della sincronizzazione
attorno a 500 ms, particolarmente in area frontale, rispetto al Gruppo 1.
Notiamo quindi che per entrambi i gruppi le condizioni On-DT e DST-DT
tendono a sincronizzare maggiormente rispetto alla condizione On-ST nelle
aree fronto-polari (Fp1-Fp2) e temporali (T3-T4). A tale fatto è stata data
anche un’interpretazione funzionale, coerentemente con gli studi dimostranti
che i network coinvolti nei processi prospettici comprendono l’area Broadman
10 (PM-intention recall) e l’ippocampo (retrospective memory).
Banda lower alpha 1
In ﬁg. 5.6-5.7 sono riportati gli andamenti dell’ERD/ERS per quanto
riguarda la banda lower alpha 1 rispettivamente per i soggetti del gruppo 1
(maturi) e 2 (giovani).
Nelle frequenze associate a questa banda a diﬀerenza della banda theta
si osserva una tendenza alla desincronizzazione. Per entrambi i gruppi le tre66 Capitolo 5
Figura 5.4: Andamenti temporali dell’ERD/ERS in banda theta per il
gruppo 1 (adulti maturi) relativamente alle condizioni On-ST (blu), On-
DT (verde) e DST-DT (rosso).Capitolo 5 67
Figura 5.5: Andamenti temporali dell’ERD/ERS in banda theta per
il gruppo 2 (adulti giovani) relativamente alle condizioni On-ST (blu),
On-DT (verde) e DST-DT (rosso).68 Capitolo 5
condizioni presentano un andamento simile. Osservando le ﬁgure, si nota-
no delle dinamiche più pronunciate nel gruppo 2 (giovani) soprattutto nelle
regioni che vanno dalla centrale alla parietale, dove è visibile una certa desin-
cronizzazione, assente invece nel gruppo 1 (maturi). Tale desincronizzazione
inizia subito dopo il segnale di warning e si protrae per oltre un secondo dopo
l’onset dello stimolo.
Banda lower alpha 2
In ﬁg. 5.8-5.9 sono riportati gli andamenti dell’ERD/ERS per quanto
riguarda la banda lower alpha 2 rispettivamente per i soggetti del gruppo 1
(maturi) e 2 (giovani).
Questa banda è caratterizzata da una diﬀusa desincronizzazione su tutto
lo scalpo, che si manifesta a partire dal segnale di warning e può mantenersi
ﬁno a più di 1 secondo dopo lo stimolo, per poi progressivamente esaurirsi
per tutte e tre le condizioni. Anche in questo caso per entrambi i gruppi
le tre condizioni presentano andamenti simili. Confrontando le due ﬁgure si
nota una più decisa desincronizzazione per il gruppo 2 con un ritorno alla
sincronizzazione in un intorno di 2 secondi per quanto riguarda le condizioni
On-DT e DST-DT abbastanza evidente ad esempio nei siti F7, Fc5, T3. Il
gruppo 1 presenta, a diﬀerenza della banda lower alpha 1 delle chiare de-
sincronizzazioni, più pronunciate nei siti Fp1, F7, F3, Fc5. Il fatto che le
condizioni On-DT e DST-DT tendano a mantenere una desincronizzazione
più breve rispetto alla condizione On-ST potrebbe essere sintomo di un mag-
giore allenamento dei soggetti al compito. Questa ipotesi è supportata anche
dal fatto che i tempi di risposta, nonostante il compito Dual Task presen-
ti obiettivamente delle diﬃcoltà maggiori, restano paragonabili a quelli del
Single Task (cfr. sez. 5.1).
Banda upper alpha
In ﬁg. ﬁg. 5.10-5.11 sono riportati gli andamenti dell’ERD/ERS per
quanto riguarda la banda upper alpha rispettivamente per i soggetti del
gruppo 1 (maturi) e 2 (giovani).Capitolo 5 69
Figura 5.6: Andamenti temporali dell’ERD/ERS in banda lower alpha 1
per il gruppo 1 (adulti maturi) relativamente alle condizioni On-ST (blu),
On-DT (verde) e DST-DT (rosso).70 Capitolo 5
Figura 5.7: Andamenti temporali dell’ERD/ERS in banda lower alpha 1
per il gruppo 2 (adulti giovani) relativamente alle condizioni On-ST (blu),
On-DT (verde) e DST-DT (rosso).Capitolo 5 71
Figura 5.8: Andamenti temporali dell’ERD/ERS in banda lower alpha 2
per il gruppo 1 (adulti maturi) relativamente alle condizioni On-ST (blu),
On-DT (verde) e DST-DT (rosso).72 Capitolo 5
Figura 5.9: Andamenti temporali dell’ERD/ERS in banda lower alpha 2
per il gruppo 2 (adulti giovani) relativamente alle condizioni On-ST (blu),
On-DT (verde) e DST-DT (rosso).Capitolo 5 73
Questa banda presenta un comportamento molto simile alla lower alpha
2. Di nuovo si nota una decisa desincronizzazione nel gruppo 2 (giovani), dif-
fusa su tutto lo scalpo e maggiormente pronunciata nei siti parieto-occipitali.
Come mostra la ﬁg. 5.10 le desincronizzazioni, seppur meno accentuate, so-
no chiaramente visibili anche per il gruppo 1 (maturi) su tutto lo scalpo,
e presentano un andamento più delineato rispetto al lower alpha 2 nei siti
parietali e occipitali.
5.4.2 Risultati relativi alla condizione PM-DT
Questa condizione è stata separata dalle altre dato il minor numero di
trials a disposizione. Si osserva infatti che la necessità di un confronto equo
con le altre condizioni pone di fronte al problema dello sbilanciato numero
di trials, il quale è dell’ordine della decina per soggetto per la condizione
PM-DT, mentre è dell’ordine delle centinaia per le altre condizioni. Dal mo-
mento che in questa tesi non si è entrati nel merito del confronto statistico
tra le condizioni, lasciando questa ed altre considerazioni di tipo statisti-
co nell’ambito di futuri approfondimenti, si riportano di seguito le medie
per gruppo relative alla condizione PM-DT, le quali permettono di avere,
comunque, una prima informazione di tipo complessiva sull’andamento dei
dati e uno strumento per osservare diﬀerenze qualitative tra i due gruppi. Le
ﬁgure sono strutturate analogamente a quelle presentate nella sezione prece-
dente, con l’unica diﬀerenza che ognuna di esse corrisponde ad una banda,
ma comprende l’informazione su entrambi i gruppi (maturi e giovani).
Banda theta
In ﬁg. 5.12 sono riportati i risultati per quanto riguarda la banda theta,
la quale presenta per entrambi i gruppi un picco di sincronizzazione attrono
ai 500 ms diﬀuso su tutto lo scalpo. Nei siti fronto-polari (Fp1 e Fp2) per
i soggetti del gruppo 2 (giovani) il picco è più accentuato e leggermente in
anticipo rispetto a quello del gruppo 1 (maturi). Questo pattern è simile negli
altri siti, ad eccezione di F7 ed Fc5 in cui il picco del gruppo 1 è al di sopra
del picco del gruppo 2. Nei siti parieto-occipitali le sagome dei picchi sono74 Capitolo 5
Figura 5.10: Andamenti temporali dell’ERD/ERS in banda upper alpha
per il gruppo 1 (adulti maturi) relativamente alle condizioni On-ST (blu),
On-DT (verde) e DST-DT (rosso).Capitolo 5 75
Figura 5.11: Andamenti temporali dell’ERD/ERS in banda upper alpha
per il gruppo 2 (adulti giovani) relativamente alle condizioni On-ST (blu),
On-DT (verde) e DST-DT (rosso).76 Capitolo 5
più irregolari per quanto riguarda il gruppo 1 e molto attenuate per quanto
riguarda il gruppo 2. Anche per la condizione PM-DT esiste una tendenza a
sincronizzare nelle aree fronto-polari (Fp1-Fp2) e temporali (T3-T4). Come
già detto a tale fatto è stata data anche un’interpretazione funzionale. Per
un confronto diretto delle 4 condizioni si veda la ﬁg. 5.13.
Banda lower alpha 1
In ﬁg. 5.14 sono riportati i risultati per quanto riguarda la banda lower
alpha 1. In questa banda passiamo dalla sincronizzazione della banda the-
ta alla desincronizzazione alpha. Le desincronizzazioni sono diﬀuse su tutto
lo scalpo, con una deﬁnizione maggiore nei siti parieto-occipitali, in corri-
spondenza dei quali le curve del gruppo 2 (giovani) presentano una maggiore
desincronizzazione. Si riporta una nota sul picco attorno a 3000 ms dopo lo
stimolo nel gruppo 2, visibile in area fronto-centrale-parietale, specie nell’e-
misfero sinistro. Da un controllo sui singoli soggetti risulta che è presente un
picco molto alto (che sposta la media di tutto il gruppo) in un solo soggetto.
Questo ci ha portato ad etichettare come artefatto quell’attività.
Banda lower alpha 2
In ﬁg. 5.15 sono riportati i risultati per quanto riguarda la banda lower al-
pha 2. In questa banda possiamo osservare una diﬀusa e decisa desincronizza-
zione a partire dal segnale di warning, che si mantiene più a lungo nel gruppo
dei soggetti maturi, soprattutto nelle regioni centrale e temporale. La de-
sincronizzazione è maggiormente pronunciata in area parietale-occipitale, in
corrispondenza della quale si nota di nuovo una maggiore desincronizzazione
per quanto riguarda il gruppo 1 (giovani).
Banda upper alpha
In ﬁg. 5.16 sono riportati i risultati per quanto riguarda la banda upper
alpha. Per questa banda valgono grossomodo le stesse considerazioni fatte
per la banda upper alpha 2. La desincronizzazione rimane diﬀusa su tutto lo
scalpo, ma a diﬀerenza degli andamenti relativi alla banda lower alpha 2, leCapitolo 5 77
Figura 5.12: Risultati banda theta condizione PM-DT78 Capitolo 5
Figura 5.13: Andamenti temporali dell’ERD/ERS in banda upper alpha
per il gruppo 2 (adulti giovani) relativamente alle condizioni On-ST (blu),
On-DT (verde), PM-DT (rosso) e DST-DT (celeste). Sono presentati 4
siti: Fp1, Fp2, T3 e T4.
diversità tra i due gruppi sono più accentuate in zona fronto-polare, nei siti
F7 e F3 e nella regione parieto-occipitale, in cui le curve di desincronizzazione
per il gruppo 2 (giovani) sono più accentuate rispetto al gruppo 1, e tendono
a risincronizzare prima. Si noti che anche in questo caso i picchi evidenziabili
attorno a 2500 ms sia per il gruppo 1 che per il gruppo 2 (in aree diverse) sono
da considerare artefatti, dato che sono concentrate in un singolo soggetto che
sposta la media dell’intero gruppo.Capitolo 5 79
Figura 5.14: Risultati banda lower alpha 1 condizione PM-DT80 Capitolo 5
Figura 5.15: Risultati banda lower alpha 2 condizione PM-DTCapitolo 5 81
Figura 5.16: Risultati banda upper alpha condizione PM-DT82 Capitolo 5Capitolo 6
Conclusioni e possibili sviluppi
futuri
In questo capitolo riportiamo le conclusioni a cui siamo giunti. Inol-
tre vengono aﬀrontati alcuni temi rimasti aperti, primo fra tutti la questio-
ne legata alla signiﬁcatività dei valori trovati. Inﬁne sono presentati alcuni
possibili sviluppi futuri.
6.1 Conclusioni
Lo scopo di questa tesi è analizzare la desincronizzazione / sincronizzazio-
ne del segnale EEG durante un compito di memoria prospettica, per poterne
identiﬁcare i correlati elettroﬁsiologici. Lo strumento utilizzato è l’analisi
ERD/ERS, per applicare la quale è necessaria la deﬁnizione preliminare del-
le bande di frequenza interesse. Come abbiamo visto, in letteratura non si
è aﬀermato alcun metodo standard per fare ciò. In questa tesi è stato svi-
luppato un nuovo metodo per la deﬁnizione di IAF. Tale metodo sintetizza
diversi approcci presenti in letteratura (uso del centroide, concetto di Tran-
sition Frequency, bande individuali a larghezza variabile) utilizzando tutte
le informazioni derivabili dai dati per deﬁnire delle bande di frequenza il più
possibile coerenti con essi. Tale metodo si è dimostrato più robusto del meto-
do della ricerca del picco; inoltre il suo utilizzo ci ha permesso di evidenziare84 Capitolo 6
una certa diﬀerenza tra i due gruppi di soggetti analizzati, coerentemente
con gli studi sulle diﬀerenze nella distribuzione di IAF in relazione all’età
dei soggetti. I risultati sono perciò promettenti.
Per quanto riguarda la desincronizzazione / sincronizzazione, i risultati
trovati incoraggiano ulteriori analisi per quanto riguarda le frequenze pre-
se in esame. Dal confronto degli ERD/ERS sono emerse alcune diﬀerenze
qualitative tra gli andamenti delle diverse condizioni. Riassumendo breve-
mente per quanto riguarda la banda theta è stato possibile evidenziare una
sincronizzazione più prolungata in area frontale per la condizione DST-DT.
Sottolineamo che per entrambi i gruppi le condizioni On-DT e DST-DT ten-
dono a sincronizzare maggiormente rispetto alla condizione On-ST nelle aree
fronto-polari e temporali, e che tale fatto è coerente con gli studi sulle aree
sollecitate durante i compiti prospettici. Per quanto riguarda la banda lower
alpha 1 è emersa una certa diﬀerenza tra i due gruppi, in quanto i giovani
presentano desincronizzazione in area centrale-parietale, mentre i maturi no.
Per quanto riguarda la banda lower alpha 2, è possibile notare che le condi-
zioni On-DT e DST-DT presentano una desincronizzazione più breve rispetto
ad On-ST in quasi tutti i siti, soprattutto nei giovani. A tal proposito è stata
proposta l’interpretazione di un eﬀetto “allenamento”. Per quanto riguarda
la banda upper alpha non sono emerse diﬀerenze apprezzabili tra i diversi
andamenti.
6.2 Problemi aperti
6.2.1 La questione della signiﬁcatività
Come abbiamo visto, il metodo ERD/ERS da noi applicato ci permet-
te di ottenere l’andamento temporale del cambiamento medio di potenza in
una data banda di frequenza. Ad ogni modo non abbiamo ancora introdotto
la questione dell’eﬀettiva signiﬁcatività di questi cambiamenti. Infatti, data
la natura stocastica del segnale EEG, ogni visibile incremento o decremen-
to di potenza potrebbe essere dovuto al puro caso oppure ad un fenomeno
non legato all’evento. Le operazioni riportate in sez. 2.1 per il calcolo del-Capitolo 6 85
l’ERD/ERS percentuale portano ad aﬀermare che si ha un valore ERD/ERS
positivo al tempo tj se la potenza in una ﬁnestra di 250 ms centrata attorno
a tj mediata su tutti i trials è maggiore della potenza nell’intervallo di riferi-
mento mediata su tutti i trials. Una prima considerazione può essere quindi
nella direzione di accostare alla semplice operazione di diﬀerenza tra le due
medie, informazioni sulla signiﬁcatività di tale diﬀerenza derivate dall’appli-
cazione di un test statistico. In tal caso, per una corretta stima del livello di
signiﬁcatività dell’ERD/ERS è necessario prendere in considerazione diversi
aspetti, quali ad esempio la possibile non-normalità della distribuzione delle
potenze tra i diversi trials e il problema dei confronti multipli che appare
quando si ha a che fare con molteplici bande di frequenza ed epoche.
Un’approccio di natura generale, riconducibile al nostro caso, illustrato
da Durka et al. in [10], prevede di:
 dividere il piano tempo-frequenza in resels, cioè rettangoli t  f, e
calcolare per ogni trial i sia il valore dell’energia nel resel di interesse,
integrando su di esso una densità di energia, che l’energia nei resels
corrispondenti all’intervallo di riferimento;
 scegliere una statistica per veriﬁcare l’ipotesi nulla di nessun cambia-
mento signiﬁcativo tra i resel di interesse e quelli dell’intervallo di
riferimento;
 scegliere una soglia di conﬁdenza per l’ipotesi nulla, corretta per i
confronti multipli che si eﬀettuano.
In questo modo è possibile ottenere delle mappe tempo-frequenza sulle
quali mostrare i cambiamenti di energia signiﬁcativi. Se osserviamo che le
potenze da noi calcolate in una ﬁnestra temporale di 250 ms e in bande di
(circa) 2 Hz possono essere interpretate come l’integrale di una densità di
potenza su un resel 250 ms  2 Hz centrato nell’istante e nella banda di
interesse, l’analogia con il nostro caso diventa evidente.86 Capitolo 6
Resels
In questa fase è necessario scegliere una dimensione per il resel, sulla scala
temporale e su quella della frequenza. Il limite inferiore per la risoluzione
tempo-frequenza è (teoricamente) dato dal principio di indeterminazione,
che dice che il prodotto tra la varianza nel tempo e la varianza in frequenza
maggiora una certa costante che per la frequenza deﬁnita dall’inverso del
periodo è uguale a 1=162.
Nella pratica non si sceglie mai la risoluzione minima per i resels, in quan-
to è conprovato che aumentare il numero di confronti porta ad un maggior
“rumore” nei risultati, producendo mappe diﬃcili da interpretare. Pertanto
è preferibile ridurre la risoluzione in maniera da avere dei risultati più leggi-
bili ed aree di signiﬁcatività più coerenti. Un buon compromesso è ottenuto
ﬁssando a 0.5 il prodotto tra risoluzione in frequenza e nel tempo. Si noti
che è un valore molto vicino al nostro caso.
Statistica per l’ipotesi nulla
L’ipotesi nulla è che non ci siano diﬀerenze nell’energia media in un dato
resel rispetto all’energia media dell’intervallo di riferimento. Per veriﬁcare
quest’ipotesi sarebbe in teoria possibile usare un qualsiasi test statistico per
la diﬀerenza delle medie su due gruppi non uniformi. Tuttavia non è lecito
assumere che la distribuzione dei valori di energia nell’istante tj di ogni trial
sia normale. Il test di ipotesi migliore sarebbe quindi un test non parame-
trico, basato ad esempio sul ricampionamento (i.e. bootstrap), con i relativi
problemi di complessità computazionale. In alternativa è possibile applicare
la trasformazione di Box-Cox1 ai dati, ottenendo con buona approssimazione
una distribuzione gaussiana. Questo consente di applicare un test statistico
parametrico ottenendo dei risultati molto simili.
1per dettagli su questa trasformazione si rimanda a [31]Capitolo 6 87
Soglia di conﬁdenza e correzione per test multipli
Il risultato di un test di ipotesi può essere sintetizzato in un numero,
chiamato p-value. Preliminarmente, è necessario scegliere un livello di si-
gniﬁcatività per accettare o riﬁutare l’ipotesi nulla, cioè una soglia con cui
confrontare il p-value trovato. Tale soglia, chiamata anche , coincide con la
probabilità di rigettare l’ipotesi nulla quando questa è vera, e generalmente
si sceglie pari a 0.05. Nel caso in cui siano previsti molteplici confronti, come
nel nostro caso (per ogni ﬁnestra temporale e per ogni banda si ha un con-
fronto), la probabilità di commettere un errore è molto maggiore del livello di
signiﬁcatività dei singoli confronti, per cui se si mantiente il livello di signi-
ﬁcatività costante è possibile che si veriﬁchi un aumento inaccettabile degli
errori di questo tipo, altresì detti Falsi Positivi (FP). Una possibile soluzio-
ne prevede l’applicazione della correzione di Bonferroni, che semplicemente
divide il livello di signiﬁcatività  per il numero di confronti che si vanno a
fare. In Durka et al. [10] è stato provato che applicare questo metodo porta
a risultati troppo consevativi (aumenta il numero di Falsi Negativi (FN),
ovvero accetto l’ipotesi nulla quando questa è falsa), pertanto viene sugge-
rito di applicare la cosiddetta correzione FDR (False Discovery Rate), che
in sostanza fornisce un compromesso tra il valore atteso di FP e FN. Tale
tecnica può essere riassunta nei seguenti passi:
1. ordinare in senso crescente gli m p-value trovati: p1 < p2 < ...< pm;
2. trovare
k = max
(
i : pi 
i
m
Pm
j=1
1
j
q
)
(6.1)
dove q è il livello di signiﬁcatività desiderato (generalmente 5%);
3. riﬁutare l’ipotesi nulla per tutti quei valori minori di pk.
6.2.2 Applicazione pratica
Passiamo ora ad illustrare alcuni risultati ottenuti applicando questo me-
todo ai dati a nostra disposizione. Come prima cosa introduciamo la nota-
zione delle mappe tempo-frequenza: sull’asse x rimane il tempo, sull’asse y88 Capitolo 6
c’è la frequenza (nel nostro caso delle bande di frequenza), e su z l’ampiezza
dell’ERD/ERS. Questa notazione ci permette di rappresentare contempora-
neamente tutte le bande di frequenza su righe orizzontali nello stesso graﬁco,
utilizzando i colori per quantiﬁcare i valori di ERD/ERS. Nelle ﬁgure è man-
tenuta la disposizione dei graﬁci che ricalca la disposizione degli elettrodi
sullo scalpo che abbiamo introdotto nel capitolo precedente.
Nel nostro caso le bande di frequenza sono larghe (circa) 2 Hz, pertanto
la larghezza delle ﬁnestre temporali è stata ﬁssata a 250 ms. Abbiamo inol-
tre utilizzato per semplicità la trasformata Box-Cox in modo da non dover
ricorrere ad un test non parametrico. Il test di ipotesi utilizzato è un t-test
standard, con livello di signiﬁcatività corretto con il metodo della FDR.
Il risultato ﬁnale è una sorta di “maschera” da applicare sopra ai valori
originali. Come è possibile vedere in ﬁg. 6.1, si ottiene una mappa dove
il colore verde indica che non è stata trovata una diﬀerenza signiﬁcativa;
nel caso in cui siano mostrati colori diversi invece signiﬁca che in quel resel
il test ha trovato delle diﬀerenze signiﬁcative, a meno di un 5% di Falsi
Positivi. Per confronto in ﬁg. 6.2 è mostrata la mappa dello stesso soggetto di
ﬁg. 6.1. Come si può vedere la leggibilità della mappa aumenta ed è possibile
concentrare l’attenzione solo dove la sincronizzazione o la desincronizzazione
sono statisticamente signiﬁcative.Capitolo 6 89
Figura 6.1: Mappa di signiﬁcatività dell’ERD/ERS relativa al Soggetto
1 (Gr. 1) e alla condizione On-DT, in verde i valori non signiﬁcativi.90 Capitolo 6
Figura 6.2: Mappa dell’ERD/ERS relativa al Soggetto 1 (Gr. 1) e alla
condizione On-DT.Capitolo 6 91
6.3 Possibili sviluppi futuri
Nell’ambito di questa tesi sono emerse diverse problematiche.
Una prima questione riguarda la numerosità dei trials relativi alla condi-
zione di memoria prospettica. Dato che per la natura di questi esperimenti
gli stimoli prospettici devono essere rari, non è possibile risolvere questo pro-
blema aumentando la percentuale relativa di tali stimoli. Un’altra soluzione
potrebbe essere quella di aumentare il numero complessivo di trial, man-
tenendo invariati i rapporti percentuali tra i diversi stimoli; tuttavia una
sessione di test nella conﬁgurazione attuale dura circa 30 minuti, pertanto
allungare ulteriormente questo tempo potrebbe aumentare le problematiche.
Al momento è oggetto di studio l’applicazione di un metodo di tipo bootstrap
ai trial di Memoria Prospettica.
Per quanto riguarda la signiﬁcatività, abbiamo visto nella sezione 6.2.1
una possibile applicazione. Sottolineamo l’assenza in letteratura di uno stan-
dard per estendere a più soggetti il concetto di signiﬁcatività. In questo
momento pensiamo che un grande contributo potrebbe essere rappresentato
dall’applicazione di un modello cosiddetto Mixed-eﬀect (cfr. [5]).
Altri sviluppi si potrebbero avere con l’estensione del dataset ad un cam-
pione di soggetti più numeroso o che comprenda al suo interno anche soggetti
patologici. Inﬁne ampliare la gamma di bande analizzate potrebbe portare a
risultati interessanti riguardo alle frequenze coinvolte nei processi di memoria
prospettica.92 Capitolo 6Bibliograﬁa
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