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a b s t r a c t
In the past, research on multiple criteria scheduling assumes that the number of available
machines is fixed during the whole scheduling horizon and research on scheduling with
limited machine availability assumes that there is only a single criterion that needs to be
optimized. Both assumptions may not hold in real life. In this paper we simultaneously
consider both bicriteria scheduling and scheduling with limited machine availability. We
focus on two parallel machines’ environment and the goal is to find preemptive schedules
to optimize both makespan and total completion time subject to machine availability. Our
main contribution in this paper is that we showed three bicriteria scheduling problems are
in P by providing polynomial time optimal algorithms.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Over the past couple of decades two very active areas in manufacturing and operations management research have been
multicriteria scheduling and scheduling subject to machine availability constraints. While a lot of work has been done in
both areas described above, research in these two areas has been conducted independently from one another.
In this paper, we simultaneously consider bicriteria scheduling and scheduling with limited machine availability. We
focus on preemptive schedules on two parallel machines’ environment. We are concerned with makespan and total
completion time. The research in this paper is motivated not only by the lack of research results in this area, but also by
its important applications in reality. The makespan and total completion time are two objectives of considerable interest.
Minimizingmakespan can ensure a good balance of the load among themachines andminimizing the total completion time
can minimize the inventory holding costs. It is quite common that the manufacturers wish to minimize both objectives. On
the other hand, each machine may have a maintenance period during which it cannot process any jobs. The production
manager has to decide: with limited machine availability due to the preventive maintenance or periodical repair, how jobs
should be scheduled in order to optimize both makespan and the total completion time?
Let us first introduce some notations.We use J = {J1, J2, . . . , Jn} to denote a set of n jobs. Each job Ji has a processing time
pi. Without loss of generality, the processing times of jobs are assumed to be an integer. A job can be preempted by another
job or interrupted by machine unavailability and resumed later on any available machine. Let S be a feasible schedule of
these jobs, the completion time of job Ji in schedule S is denoted by Ci(S). If S is clear from the context, we will use Ci for
short. The makespan of S is Cmax(S) = max{Ci(S)}, and the total completion time of S is∑ Cj(S). We will use C∗max and C∗
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to denote the minimummakespan and minimum total completion time, respectively. The goal is to schedule the set of jobs
on two parallel machines so as to minimize
∑
Ci subject to the condition that Cmax is optimized, denoted by
∑
Cj/Cmax; or
to minimize Cmax subject to the constraint that
∑
Ci is optimized, denoted by Cmax/
∑
Cj.
To denote our problems, we extend the 3-field notation α | β | γ introduced by Graham et al. [4]. The first two problems
we study assume that one machine is always available, and the problems are denoted by P1,1 | r − a, prmt | ∑ Cj/Cmax
and P1,1 | r − a, prmt | Cmax/∑ Cj, respectively. We say an interval to be a zero-availability interval when both machines
are not available. Since we are considering preemptive schedules, it is easy to see that for two machines, if there is no zero-
availability interval, then themachine environment can be treated as if there is onemachine always available. Note that it is
practical to assume that there is no zero-availability interval since the preventive maintenance or periodical repair is usually
done on a rotation basis instead of maintaining or repairing all themachines simultaneously.We also study a problemwhen
there is a zero-availability interval; and the problem is denoted by P2 | r − a, prmt | Cmax/∑ Cj.
Literature review. So far there is no research paper onmulticriteria schedulingwith limitedmachine availability constraints.
In the following we will review the relevant results in the area of bicriteria scheduling and in the area of scheduling subject
to limited machine availability. We will survey the results concerned with makespan and total completion only. For details
about multicriteria scheduling, see [3,2,13,6]. For details about scheduling with limited machine availability, see [12,11].
Research on parallel machine multicriteria scheduling problems has not been adequately dealt with in the literature.
Gupta et al. [5] proposes an exponential algorithm to solve optimally the bicriteria problem ofminimizing theweighted sum
of makespan and mean flowtime on two identical parallel machines. When preemption is allowed, P | prmt | Cmax/∑ Cj
and P | prmt |∑ Cj/Cmax are polynomially solved by Leung and Young in [7], and Leung and Pinedo in [8], respectively.
With limited machine availability, when there are multiple machines, if preemption is not allowed, most problems are
NP-hard. When preemption is allowed and the machines have limited availability constraints, the makespan and lateness
problem are shown to be both solvable in P by Liu and Sanlaville [10]; additionally if the number of available machines does
not go down by 2 within a period of pmax, Leung and Pinedo [9] solved the total completion time minimization problem
using preemptive SPT. An online version of makespan minimization has been considered by Albers and Schmidt [1].
New contributions. We note that if a multicriteria problem is NP-hard when the machines are constantly available, then it
is also NP-hard when the machines have limited availability. Moreover, if a single criterion problem is NP-hard with limited
machine availability, the multiple criteria problem with this single criterion as primary criterion is also NP-hard. However,
for the problemswhich are polynomially solvable in the area ofmulticriteria scheduling or schedulingwith limitedmachine
availability, their complexity becomes openwhenwe consider simultaneouslymulticriteria scheduling and limitedmachine
availability constraint.
In this paper, wemainly study three such problems (1) P1,1 | r− a, prmt |∑ Cj/Cmax; (2) P1,1 | r− a, prmt | Cmax/∑ Cj;
(3) P2 | r − a, prmt | Cmax/∑ Cj with a single zero-availability interval, [t, t + x]. Our first contribution is to show that the
existing optimal algorithms in bicriteria scheduling or scheduling with machine availability constraint cannot be applied
directly to our problems. Thenwe show all these problems are still in P by developing optimal algorithms. One intermediate
result for problem (3) is an optimal algorithm for the problem P2 | r−a, prmt |∑ Cj with a single zero-availability interval.
All our algorithms are efficient, running in O(n log n) time. Besides they are quite simple and easy to implement. These
features are very important in reality when we want to apply the algorithms in industry. On the other hand, the proofs of
the optimality of our algorithms are very technical and quite involved.
Organization. Our paper is organized as follows. In Section 2, we show existing algorithms cannot be applied to solve our
problems and give some preliminary results. In Section 3, we study P1,1 | r−a, prmt |∑ Cj/Cmax ≤ T , where T is a constant
greater than or equal to C∗max. In Section 4, we study P1,1 | r − a, prmt | Cmax/
∑
Cj. In Section 5, we first give an optimal
algorithm for P2 | r−a, prmt |∑ Cj with a single zero-availability interval, and based on this result, we then give an optimal
algorithm for P2 | r − a, prmt | Cmax/∑ Cj with a single zero-availability interval. In Section 6, we draw the conclusion.
2. Preliminaries
In this section, we first use a simple example to illustrate that the existing optimal algorithms cannot be applied to the
first two problemswe study. The example consists of three jobs, p1 = 10, p2 = 5, p3 = 3; and twomachines wheremachine
2 is unavailable during the interval [2, 4]. The optimal schedules for different criteria of these three jobs are shown in Fig. 1.
• With only one criterion Cmax: the problem is solved by Liu and Sanlaville [10] using LRPT (Largest Remaining Processing
Time first) rule and processor sharing procedure (1995)). The optimal schedule is shown in Fig. 1(a).
• With only one criterion∑ Cj: the problem is solved by Leung and Pinedo [9] using SPT (Shortest Processing Time first)
rule. The optimal schedule is shown in Fig. 1(b).
• With two criteria∑ Cj/Cmax, the optimal schedule is shown in Fig. 1(c). Apparently, neither 1(a) nor (b) is optimal, and
we cannot apply the results of Leung and Pinedo [8] who solved this problem when machines are always available.
• With two criteria Cmax/∑ Cj, the optimal schedule is shown in Fig. 1(d). Again, neither 1(a) nor 1(b) is optimal, and we
cannot apply the results of Leung and Young [7] who solved this problem when machines are always available.
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Fig. 1. Schedules of 3 jobs on 2 machines: machine 2 is unavailable during the interval [2, 4]; p1 = 10, p2 = 5, p3 = 3. (a) Optimal schedule for makespan
generated by LRPT rule and processor sharing; (b) Optimal schedule for total completion time generated by SPT rule; (c) Optimal schedule for total
completion time subject to the constraint that makespan is minimum; (d) Optimal schedule for makespan subject to the constraint that total completion
time is minimum.
Fig. 2. Illustration of Lemma 1.
In the following, we will introduce PSPT rule and three lemmas which will facilitate us to solve our problems.
PSPT: preemptive SPT rule, i.e., at any time, if a machine becomes available, the job with the minimum remaining time get
scheduled. Throughout this paper, we assume jobs J1, J2, . . . , Jn are indexed in nondecreasing order of their processing time.
Lemma 1. For two machines and each of the objectives
∑
Cj, Cmax,
∑
Cj/Cmax and Cmax/
∑
Cj, there is a corresponding optimal
schedule such that if pi < pj, then Ci ≤ Cj.
Proof. Weprove by contradiction. Suppose in an optimal schedule for some objective above, there are two jobs Ji and Jj such
that pi < pj and Ci > Cj. We can divide all the intervals that Jj is scheduled into two parts such that the total length of the
intervals in the first part is pi and the total length of the intervals in the second part is pj − pi. We exchange the first part
of Jj with Ji to form a new schedule (see Fig. 2 for an illustration). In this way, the completion time of job Ji is decreased by
more than Ci − Cj, and the completion time of job Jj is increased by (Ci − Cj) and all other jobs have same completion time
as before. This is a contradiction to the assumption that the original schedule is optimal. 
Lemma 2. For two machines with no zero-availability interval, PSPT generates an optimal schedule for
∑
Cj.
Proof. By the above lemma, we can assume that the jobs finish in SPT order in an optimal schedule. It is obvious that PSPT
rule generates a schedule where the jobs finish in SPT order. To show that this schedule is optimal, we describe how to
convert an optimal schedule into the schedule generated by PSPT rule without increasing the total completion time.
Suppose that in an optimal schedule, the jobs are not scheduled in PSPT order. Let t be the earliest time such that pi < pj,
Jj is scheduled at t but Ji is not. We have two cases:
1. Job Jj is not scheduled at [Ci− 1, Ci]. For this case, we can get a new schedule by exchanging job Ji at [Ci− 1, Ci] and job Jj
at [t, t + 1]. In this way, Ci is decreased by at least 1, and Cj and all other jobs have same completion time as before, see
Case 1 of Fig. 3;
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Fig. 3. Illustration of Lemma 2.
2. Job Jj is scheduled at [Ci−1, Ci]. Let Jl be a job scheduled at [Cj, Cj+1]; if there is no such job, we assume Jl is a dummy job
scheduled at [Cj, Cj + 1] (this is always possible when there is no zero-availability interval). We can get a new schedule
without increasing the total completion time (but may increase the makespan) as follows: move job Jj at [t, t + 1] to
[Cj, Cj + 1], move Ji at [Ci − 1, Ci] to [t, t + 1], and move Jl at [Cj, Cj + 1] to [Ci − 1, Ci]. In this way, Ci is decreased by
at least 1, Cj is increased by 1 and Cl is not increased, all other jobs have same completion time as before, see Case 2 of
Fig. 3.
If we repeat the above conversion procedure, we get the schedule in PSPT rule at the end. 
Lemma 3. Let A be an optimal algorithm for an objective from
∑
Cj, Cmax,
∑
Cj/Cmax and Cmax/
∑
Cj on two machines with
no zero-availability interval. Then A also generate an optimal schedule for the same objective on two machines with a single
zero-availability interval [t, t + x], if no job can finish before t in any schedule.
Proof. For twomachines with a single zero-availability interval [t, t+x], if we remove the zero-availability interval, we get
a new machine environment. Observe that there is one to one correspondence between schedules in the new environment
and those in the original environment: let any S be a schedule in the original machine environment, if we simply remove
the zero-availability interval, we get a new schedule Sˆ for the new environment. Furthermore, if no job can finish before t in
any schedule, then we have, Cmax(S) = Cmax(Sˆ)+ x; and∑ Cj(S) =∑ Cj(Sˆ)+ nx. Thus the optimal schedule in the original
environmentmust correspond to the optimal schedule in the new environment which can be generated by Algorithm A. 
3. P1,1 | r − a, prmt |∑ Cj/Cmax ≤ T
In this section, we study the problem P1,1 | r − a, prmt |∑ Cj/Cmax ≤ T , where T is a constant greater than or equal to
the optimal makespan C∗max. We give an optimal polynomial time algorithm for this problem. The basic idea of our optimal
algorithms is to schedule the jobs one by one using PSPT rule, subject to the condition that job Jn can finish by T .
Algorithm 1. Let S be an empty schedule.
Set overlap := false and i := 1
While (i ≤ n and overlap = false)
Add job Ji to S by PSPT rule.
If Jn can be fully scheduled backwards from T using PSPT rule in S
i := i+ 1
Else
overlap := true
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Fig. 4. Illustration Case (0) and Case (1) of Theorem 4.
Schedule as much of Jn as possible backwards from T using PSPT rule in S.
Let l be the length of the unscheduled part of Jn.
Backwards from the time that Ji finishes, find intervals of total length lwhere Ji is scheduled but Jn is not.
Schedule the remaining of Jn in these intervals.
Reschedule the part of Ji in these intervals as early as possible.
If i < n, add jobs Ji+1, . . . , Jn−1 in this order to S after Ji.
Return S
Theorem 4. Algorithm 1 find the optimal schedule for P1,1 | r − a, prmt |∑ Cj/Cmax ≤ T .
Proof. If overlap is never reset to be true in the algorithm, then it is easy to see that all the jobs are scheduled before T using
PSPT rule. By Lemma 2, the final schedule S must be optimal.
Otherwise overlap is set to be true when some i, i < n, is processed. Note that after Jn is completely scheduled and Ji
is rescheduled, at any time after Ji finishes and before T , at most one machine is available, and the total length of available
intervals before T must be greater than or equal to the total processing time of Ji+1, . . . , Jn−1. Thus the schedule S is feasible.
Now we prove that S is optimal by showing that there exists an optimal schedule that schedules the jobs same as S; i.e.,
smaller jobs are scheduled as early as possible subject to the condition that job Jn can finish by time T . Suppose that there
is one optimal schedule S∗, that does not schedule the smaller jobs as early as possible. Then there exist a time t1 and two
jobs Ji and Jj such that (1) i < j; (2) i is the smallest index such that at t1, Ji is scheduled in S but not in S∗; (3) j is the largest
index such that at t1, Jj is scheduled in S∗ but not in S.
Let t1 be the earliest such time. Then the schedule before t1 in S must be the same as in S∗ and all the jobs J1, J2, . . . , and
Ji−2 must have been completed. By Lemma 1, we have Ci ≤ Cj in S∗.
Case 0: In S∗, there is a time instant t ′ > t1 such that Ji is scheduled but Jj is not scheduled, then we can exchange Jj at t1
with Ji at t ′, see Case (0) of Fig. 4. The completion time of Ji and Jj are not increased and the completion time of other
jobs are unchanged, so the total completion time is not increased.
Next we assume t ′ does not exist in S∗; i.e. for S∗, at any time after t1, if Ji is scheduled, then Jj must also be
scheduled, which we denote as property 1. We have the following two cases.
Case 1: Cj ≠ T . Since there is a machine always available, then there must exist a job Jl (l ≠ i) scheduled at [Cj, Cj + 1]. We
can convert S∗ as follows: move Jj at [t1, t1 + 1] to [Cj, Cj + 1], move Ji at [Ci − 1, Ci] to [t1, t1 + 1], and move Jl at
[Cj, Cj+1] to [Ci−1, Ci]. In this way, Ci is decreased by at least 1, Cj is increased by 1 and Cl is not increased, all other
jobs have same completion time as before, and the total completion time is not increased. See Case (1) of Fig. 4.
Case 2: Cj = T . By Lemma 1, either j = n− 1 or j = n.
Case (2a): j = n− 1.
We prove this case does not exist by contradiction. By Property 1, we know at any time after t1, if Ji is
scheduled, Jn−1 must also be scheduled. Since pn−1 ≤ pn, there must exist a time instant t2, t1 < t2 < T ,
such that Jn is scheduled at t2, and Jn−1 and Ji are not scheduled at t2. See Case (2a) of Fig. 5.We can convert
S∗ as follows: move Jn−1 at [t1, t1 + 1] to [t2, t2 + 1], move Ji at [Ci − 1, Ci] to [t1, t1 + 1], and move Jn at
[t2, t2 + 1] to [Ci − 1, Ci]. In this way, Ci is decreased by at least 1, all other jobs have same completion
time as before, and the total completion time is decreased. This contradicts to the fact that S∗ is optimal.
So j could not be n− 1.
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Fig. 5. Illustration of Case 2 of Theorem 4.
Fig. 6. Illustration of Case 2b (x = i− 1) of Theorem 4.
Case (2b): j = n.
We prove by contradiction that this case does not exist either. Since Jn is not scheduled at t1 in S, there
must exist a time instant t2 > t1 such that Jn is not scheduled at t2 in S∗. Because of property 1, Ji is not
scheduled at t2 either. Let Jx be the job that is scheduled at t2. Then x ≥ i−1 and x ≠ i. Suppose x > (i−1)
which implies Cx > Ci, see Case (2b) of Fig. 5. We can convert S∗ as follows: move Jn at [t1, t1 + 1] to
[t2, t2+ 1], move Ji at [Ci− 1, Ci] to [t1, t1+ 1], and move Jx at [t2, t2+ 1] to [Ci− 1, Ci]. In this way, Ci is
decreased by at least 1, all other jobs have same completion time as before, and the total completion time
is decreased, which is in contradiction to the fact that S∗ is optimal. Thus x = i−1. Thismeans that at any
time t2 when Jn is not scheduled in S∗, only job Ji−1 can be scheduled at the time. This implies during the
interval [t1 + 1, Ci−1] in S∗, either Jn is scheduled, or only one machine is available and Ji−1 is scheduled;
and after Ci−1, Jn is continuously scheduled. Furthermore, we can assume that Ji−1 is scheduled before Ji,
which is before Ji+1, . . . , Jn−1, see Fig. 6. Otherwise, we can do simple exchange without increasing the
total completion time. However, in this case, if we schedule Ji at t1, it is impossible to finish Jn by T , this
contradicts to the fact that Ji is indeed scheduled at t1 in S.
To summarize, if there is an optimal schedule S∗ does not schedule the jobs as early as possible, then we can find a time
t1 such that Ji is scheduled in S but not in S∗ and Jj, j > i, is scheduled in S∗ but not in S. Then we know either Case 0 or Case
1 must happen, and we can convert S∗ so Ji is also scheduled at t1, without increasing the total completion time. We can
repeat this process until S∗ is completely the same as S. This means that S is also optimal. 
4. P1,1 | r − a, prmt | Cmax/∑ Cj
In this section, we show that the problem P1,1 | r − a, prmt | Cmax/∑ Cj is in P by developing a polynomial time optimal
algorithm. The basic idea of our optimal algorithms is first scheduling the jobs one by one using PSPT rule, which guarantees
the optimal total completion time; then adjusting the jobs Jn−1 and Jn to further minimize the makespan.
Algorithm 2. Let S be the PSPT schedule of J1, . . . , Jn
Let Cn−1 and Cn be the completion time of the jobs Jn−1 and Jn in S, respectively.
Let [Cn−1, Cn−1 + δ1] be the continuous idle interval after Cn−1 and before Cn, i.e. for any time t , Cn−1 ≤ t < Cn−1 + δ1,
there is one machine available during [t, t + 1].
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Fig. 7. Illustration of Theorem 5.
Let δ2 be the total length of the intervals such that job Jn−1 is scheduled during the interval but Jn is not.
Let δ = min(δ1, δ2, 12 (Cn − Cn−1)).
Reschedule job Jn−1 of length δ from those intervals during which job Jn is not scheduled, to [Cn−1, Cn−1 + δ], reschedule
the part of Jn from [Cn − δ, Cn] to those intervals where Jn−1 is rescheduled.
Return S
Theorem 5. Algorithm 2 is optimal for P1,1 | r − a, prmt | Cmax/∑ Cj.
Proof. We first show that the schedule S is feasible: i.e, the total completion time is equal to C∗. This is so initially since
PSPT generates the optimal schedule for
∑
Cj. We thenminimize themakespan by preempting n−1, so that the completion
time of Jn−1 is increased by δ, and the completion time of Jn is decreased by δ, thus the total completion time is unchanged.
Now we show that there is an optimal schedule such that three properties hold: (1) the jobs finish in SPT order; (2) the
jobs J1, J2, . . . , Jn−2 are scheduled in PSPT rule; (3) for any job Jj, 1 ≤ j ≤ n − 2, Jj will not be preempted by Jn−1 or Jn such
that at some time t Jn−1 and/or Jn are scheduled, while Jj is not finished but not scheduled at t .
By Lemma 1, property (1) is obviously true. By the same argument in the proof of Lemma 2, property (2) is true. Nowwe
consider property (3). Suppose that an optimal schedule S∗ has properties (1) and (2) but not property (3). Then there is a
time t in S such that Jj, j ≤ n− 2, is not scheduled at t , but job Jk, k = n− 1, n, is scheduled. Let t be the earliest such time.
We show that we can convert S∗ into a new schedule S ′ such that Jj is scheduled at time t in S ′ without increasing the total
completion time and the makespan. There are three cases (see Fig. 7):
Case 1: There is a time t2 > t such that Jj is scheduled but Jk is not. We exchange Jk at [t, t + 1] with Jj at [t2, t2 + 1]. This
will not increase the completion time of Jj and Jk.
Case 2: Time t2 does not exist, i.e, whenever Jj is scheduled after t , Jk is also scheduled in S∗. Find the earliest time t3,
Cj ≤ t3 ≤ Cmax, such that Jk is not scheduled at t3, and a job Jk′ , k′ ≠ j, is scheduled at t3. If t3 exist, Jk must be
continuously scheduled between Cj and t3 in S, thus Ck ≥ t3 in S∗. We do triple exchange: move Jk′ from [t3, t3 + 1]
to [Cj−1, Cj], move Jj from [Cj−1, Cj] to [t, t+1], move Jk from [t, t+1] to [t3, t3+1]. In this way, the completion
time of Jj is decreased by at least 1, the completion time of Jk is increased by at most 1, and the completion time of
Jk′ is not increased. Thus neither the total completion time, nor the makespan is increased.
Case 3: Neither t2, nor t3 exists, whichmeans that whenever Jj is scheduled after t , Jk is also scheduled, and Jk is continuously
scheduled from time Cj to Cmax, so Ck = Cmax. We show this case is impossible.
Since j ≤ n − 2, by Lemma 1, besides job Jk, there is at least one other job Jk′ that has completion time greater
than or equal to Cj. Furthermore, Jk′ cannot be scheduled at [Cj − 1, Cj] since Jk and Jj are scheduled at this time.
Thus C ′k > Cj. Now we convert S as follows: move the last time unit of Jk′ to [Cj − 1, Cj], move the last time unit of Jj
from [Cj − 1, Cj] to [t, t + 1], move Jk from [t, t + 1] to [Cmax, Cmax + 1]. The completion time of Jj and Jk′ are both
decreased by at least 1, and the completion time of Jk is increased by exactly 1. So we get a schedule with a smaller
total completion time, which contradicts to the fact that S is an optimal schedule.
By repeatedly applying the above conversion procedure, finally we get a schedule so that properties (1)–(3) are all
satisfied. Properties (2) and (3) implies there is an optimal schedule such that jobs J1, J2, . . . , Jn−2 are scheduled in PSPT
rule, and job Jn may preempt only job Jn−1 to minimize makespan.
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Fig. 8. Illustration of four cases for Algorithm 3.
Nowwe are ready to show that Algorithm 2 returns an optimal schedule. Since the first n− 2 jobs are scheduled in PSPT
rule, all we need to show is that δ = min(δ1, δ2, 12 (Cn− Cn−1)) is the upper bound that Jn−1 can be preempted by Jn in order
to improve themakespan and keep the total completion time optimal. δ1 is an upper bound of preemption since tomake the
total completion time minimum, the increased amount of completion time of Jn−1 has to be equal to the decreased amount
of completion time of Jn (note that job Jn is scheduled continuously after Cn−1); δ2 is an upper bound since job Jn cannot
overlap itself; 12 (Cn − Cn−1) is an upper bound for preemption since it is a lower bound of the makespan. 
5. P2 | r − a, prmt | Cmax/∑ Cj
In this section, we study the problem P2 | r − a, prmt | Cmax/∑ Cj. We assume that there is only one zero-availability
interval, [t, t+x], and at any other time, there is at least onemachine available. Beforewe give the algorithm for this problem,
we first give the optimal algorithm for P2 | r − a, prmt |∑ Cj, which will be used to solve P2 | r − a, prmt | Cmax/∑ Cj.
5.1. P2 | r − a, prmt |∑ Cj
Algorithm 3. 1. Let S denote the PSPT schedule of jobs J1, J2, . . . , Jn. Let J1, J2, . . . , Ji be the jobs finish before t .
2. Case 1: No job spans the zero-availability interval, [t, t + x] (see Fig. 8 Case 1), return S.
3. Case 2: Single job, Ji+1 (i+ 1 ≠ n), spans [t, t + x] (see Fig. 8 Case 2), return S.
4. Case 3: Single job, Jn, spans [t, t + x] (see Fig. 8 Case 3):
(a) Let [Cn−1, Cn−1 + δ1] be the total length of idle intervals between Cn−1 and t. Let δ2 = Cn − (t + x).
(b) If δ1 < δ2, then return S.
(c) Otherwise
i. Let S ′ be the schedule obtained by applying Algorithm 1 to all jobs with T = t .
ii. Return the schedule S or S ′ whichever has a smaller total completion time.
5. Case 4: Two jobs, Ji+1, Ji+2, span the interval [t, t + x] (see Fig. 8 Case 4).
(a) Let δ1 be the length of the part of Ji+2 that is scheduled before t , whichmay span several intervals. Let δ2 be the length
of the part of Ji+1 that is scheduled after (t + x) in S.
(b) If δ1 < δ2, then return S.
(c) Otherwise
i. Apply Algorithm 1 to jobs J1, J2, . . . , Ji+1 with T = t .
ii. Schedule the jobs Ji+2, . . . , Jn, using PSPT rule.
iii. Let S ′ be the schedule obtained from above.
iv. Return S or S ′ whichever has a smaller total completion time.
Theorem 6. Algorithm 3 is optimal for P2 | r − a, prmt |∑ Cj when there is a single zero-availability interval.
Proof. For schedule S, we use Sˆ to denote its corresponding schedule without the zero-availability interval [t, t + x]. Since
only the first i jobs finish before t , the total completion time is C(S) = C(Sˆ) + (n − i) · x. Also by Lemma 2, Sˆ is optimal if
the zero-availability interval [t, t + x] is removed.
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Now we prove that Algorithm 3 returns the optimal schedule in all cases.
Case 1: No job spans the zero-availability interval. This means the first i jobs fit exactly the available intervals before t .
Since the first i jobs are the shortest jobs, for any optimal schedules S∗, there are at least (n − i) jobs scheduled
after zero-availability interval. Let Sˆ∗ be the schedule that corresponds to S∗ without the interval [t, t+ x]. The total
completion time is C(S∗) ≥ C(Sˆ∗)+ (n− i) · x. By Lemma 2, C(Sˆ) ≤ C(Sˆ∗), thus C(S) ≤ C(S∗) and S is an optimal
schedule.
Case 2: Single job, single job Ji+1, i+ 1 ≠ n, spans [t, t + x]. As Case 1, any optimal schedule has at least (n− i) jobs finish
after t , thus we can show S is optimal.
Case 3: Single job, Jn, spans [t, t + x]. The total completion time of S is thus C(Sˆ)+ x.
We have two subcases. In the first subcase, δ1 < δ2, this means that any optimal schedule S∗ has to have at least
one job finish after t + x, thus has a total completion time at least C(Sˆ∗) + x ≥ C(Sˆ) + x = C(S). So S is optimal.
In the second subcase, δ1 ≥ δ2, one may have a better schedule S ′ in which job Jn preempts some jobs and finishes
before t . By Theorem 4, Algorithm 1 returns a schedule that minimizes the total completion time subject to all jobs
finish before t . On the other hand, S minimizes the total completion time subject to at least one job finishes after t .
So the optimal schedule of our problemmust be either S or S ′ depending on which has the smaller total completion
time.
Case 4: Two jobs, Ji+1, Ji+2, span [t, t + x].
Depending onwhether the first i+1 jobs can be scheduled so that they finish before t , we also have two subcases.
If δ1 < δ2, any schedule can have at most i jobs finish before t . Similar to Case 3, one can show S is optimal.
Otherwise, some schedules may have (i + 1) jobs finish before t . We claim that among such schedules, S ′ has
the minimum total completion time. For convenience, given any partial schedule, we use ‘‘profile’’ to describe the
available intervals of themachines.We are specifically interested in the profile, after the first i+1 jobs are scheduled.
In S ′, after the first i + 1 jobs are scheduled, the available intervals before t are all on a single machine and have a
total length of δ1 − δ2.
For any schedule S∗ such that i+1 jobs are finished before t , by Lemma 1, these jobsmust be the first (i+1) jobs.
After these jobs are scheduled, the available intervals after t are exactly the same as that of S ′; the available intervals
before t have a total length same as that of S ′, δ1 − δ2, and these available intervals may be all on a single machine,
or may be on two machines. No matter what profile S∗ has after the first i + 1 jobs are scheduled, corresponding
to the schedule of the remaining jobs Ji+2, . . . , Jn, we can get a new schedule Sˆ∗ of the remaining jobs that fits into
the profile of S ′ without changing the completion time of any job in S∗: Let Ji1 , . . . , Jiu be the partial jobs which are
scheduled before t in S∗. Given the profile of S ′, we simply schedule the same amount of Ji1 , . . . , Jiu to the available
intervals before t at any order; and schedule the remaining jobs exactly the same way as S∗. So we must have∑
Cj(Sˆ∗) =∑ Cj(S∗) and Sˆ∗ is a feasible schedule for the profile of S ′ after the first i+ 1 jobs are scheduled.
On the other hand, given the profile of S ′ after the first i+1 jobs are scheduled, by Lemma3, S ′ optimally scheduled
the remaining jobs for the objective of total completion time. By Lemma 2, the first (i+ 1) jobs are also scheduled
in S ′ so they have the minimum total completion time. Therefore S ′ must be optimal. 
5.2. P2 | r − a, prmt | Cmax/∑ Cj
Based on the optimal algorithm for P2 | r−a, prmt |∑ Cj, we give our optimal algorithm for P2 | r−a, prmt | Cmax/∑ Cj
as follows assuming there is a zero-availability interval, [t, t + x].
Algorithm 4. 1. Apply Algorithm 3, and get a schedule S.
2. If Jn−1 completes before t and Jn completes after (t + x), let [Cn−1, Cn−1+ δ1] be the continuous idle interval before t , let
δ2 be the total length of intervals where (n− 1) is scheduled but n is not, let δ = min(δ1, δ2, 12 (Cn − Cn−1 − x)).
3. Else, Jn−1 and Jn both complete before or both after (t + x).
Let [Cn−1, Cn−1 + δ1] be the continuous idle interval after Cn−1 and before Cn, let δ2 be the total length of intervals
where Jn−1 is scheduled but Jn is not, let δ = min(δ2, δ1, 12 (Cn − Cn−1)).
4. Reschedule the part of Jn−1 of length δ from those intervals during which job Jn is not scheduled, to [Cn−1, Cn−1 + δ],
reschedule the part of Jn from [Cn − δ, Cn] to those intervals where Jn−1 was rescheduled. Let the new schedule be S ′.
5. Return S ′.
Theorem 7. Algorithm 4 is optimal for P2 | r − a, prmt | Cmax/∑ Cj when there is a single zero-availability interval.
Proof. First of all, the schedule S produced by Algorithm 3 is optimal for the total completion time and the reschedule of Jn
and Jn−1 does not change the total completion time, thus S ′ is feasible.
Next we prove that S ′ is optimal. We have to look at how S is generated in Algorithm 3. There are two cases.
Case 1: S is the schedule produced by PSPT rule.
In this case, Algorithm 4 is the same as Algorithm 2. If Cmax(S) ≤ t , by Theorem 5, S∗ must be optimal. So we
assume Cmax(S) ≥ t + x, i.e. at least one job that finishes after the zero-availability interval. From the proof of
1090 Y. Huo, H. Zhao / Theoretical Computer Science 412 (2011) 1081–1091
Theorem 6, we know to minimize the total completion time, every schedule must have at least one job finishes
after the zero-availability in this case. Let S∗ be the optimal schedule. Then we must have Cmax(S∗) ≥ t + x.
If we remove the interval [t, t+x] from S∗, we get a schedulewhosemakespan is Cmax(S∗)−x. If we remove zero-
availability interval from S ′, then we get an optimal schedule for the new machine environment whose makespan
is Cmax(S ′)− x. So wemust have Cmax(S∗)− x ≥ Cmax(S ′)− x, and therefore, Cmax(S∗) ≥ Cmax(S ′), which means that
S ′ is optimal.
Case 2: S is not the schedule produced by PSPT rule, then S must be produced from either Case 3 or Case 4 of Algorithm 3.
• S is generated from Case 3 of Algorithm 3, which calls Algorithm 1.
ThenAlgorithm4 reschedules Jn−1 and Jn in S to get S ′which has the same total completion time as S.Weprove
S ′ is optimal by showing that, any schedule whose makespan is less than Cmax(S ′), must have a total completion
time greater than that of S ′ and S.
Let Ji be the job which is being scheduled when overlap is set to be true in Algorithm 1, and let l be the length
of the unscheduled part of Jn.
Let T = Cmax(S ′) − ϵ and apply Algorithm 1. Let S ′′ be the produced schedule and we compare its total
completion time with that of S. When S ′′ is produced by Algorithm 1, we must have: either (a) when overlap is
set to be true, Ji is being considered and the length of the unscheduled part of Jn is l + ϵ; or (b) when overlap is
set to be true, job Jj, j < i, is considered. For (a), the completion times of jobs Ji, . . . , Jn−1 are all increased by at
least ϵ compared with that of S, and the completion time of job Jn is decreased by ϵ. Thus the total completion
time is more than that of S. For (b), compared with that of S, the completion time of Jn is decreased by ϵ; in S Jn
is continuously scheduled after Ji is finished while in S ′′, Jn is continuously scheduled after Jj is finished. Because
Jn finishes ϵ time units earlier and we have ϵ more units of Jn scheduled before Ji, the completion time of Ji is
increased by at least ϵ; and the completion time of Jj is increased since we have to reschedule Jj. Overall the total
completion time is more than that of S.
• S is generated from Case 4 of Algorithm 3, which calls Algorithm 1.
From the proof of Theorem 6, in order tominimize the total completion time, the optimal schedulemust have
the first i+ 1 jobs finish before t . As in the proof of Theorem 6, no matter how the jobs Ji+2, . . . Jn, are scheduled,
we can get a corresponding schedule that fits into the profile of S ′ after the first i + 1 jobs finishes without
increasing the total completion time and the makespan. Given the profile with the first i + 1 jobs scheduled,
our problem becomes minimizing makespan of the remaining jobs subject to the total completion time of the
remaining jobs is minimum. Since no remaining job can finish before the zero-availability interval, by Lemma 3,
we can use Algorithm 2 to solve the subproblem, this is exactly what Algorithm 3 does. Thus S ′ is optimal. 
6. Conclusion
In this paper we study the problems of two parallel machine bicriteria scheduling subject to limited machine availability
concerned with makespan and total completion time. When there is no zero-availability interval, we give the optimal
polynomial time algorithms for the objective of makespan subject to total completion time is minimized and the objective
of total completion time subject to makespan is minimized.
When both machines are not available at time [t, t + x], we give an optimal algorithm for the objective of makespan
subject to total completion time is minimized. And one intermediate result for this problem is the optimal algorithm for the
problem P2 | r − a, prmt |∑ Cj when both machines are not available at time [t, t + x].
When there are two or more zero-availability intervals, one can easily show that the optimal algorithm for the problem
P2 | r − a, prmt | ∑ Cj with single zero-availability does not work any more and seems difficult to be extended. So this
still leaves the complexity of the general problem, P2 | r − a, prmt | ∑ Cj, open. Consequently, the complexity status
of P2 | r − a, prmt | Cmax/∑ Cj is also open when there are multiple zero-availability intervals. Another open problem
is the complexity of P2 | r − a, prmt | ∑ Cj/Cmax with one or more zero-availability intervals. For the multiple parallel
machines’ environment, it will be interesting to determine the complexity result of P | r − a, prmt | Cmax/∑ Cj and
P | r − a, prmt |∑ Cj/Cmax when the number of available machines does not go down by 2 within a period of pmax.
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