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Abstract. Achieving effectively adiabatic dynamics in finite time is a ubiquitous
goal in virtually all areas of modern physics. So-called shortcuts to adiabaticity refer
to a set of methods and techniques that allow to produce in a short time the same
final state that would result from an adiabatic, infinitely slow process. In the present
work we generalize one of these methods – the fast-forward technique – to driven
Dirac dynamics. As a main result we find that shortcuts to adiababticity for the
(1 + 1)-dimensional Dirac equation are facilitated by a combination of both, scalar
and pseudoscalar potentials. Our findings are illustrated for two analytically solvable
examples, namely charged particles driven in spatially homogeneous and linear vector
fields.
PACS numbers: 03.65.Ta, 03.30.+p
1. Introduction
Although initially not even fully appreciated by its discoverer the “Dirac equation” [1]
has turned out to be one of the most important and versatile results of theoretical
physics. In particle physics, the Dirac equation is a relativistic wave equation, which
describes massive spin-1/2 particles, such as electrons and quarks [2, 3]. Among its
achievements are the explanation of spin as a consequence of special relativity and the
discovery of the existence of antimatter. Even almost a century after its inception the
analysis of Dirac dynamics and the enhancement of pair production – the creation of
antimatter– still attracts vivid research activity [4–7].
However, study and applications of the Dirac equation are no longer only restricted
to problems in particles physics. For instance, Dirac dynamics have been recently
analyzed in the context of the quantum speed limit [8], in optomechanics [9], and in
quantum thermodynamics [10]. More importantly, however, in a wide rage of materials,
such as d-wave superconducters and graphene, low-energy excitations behave as massless
Dirac particles rather than fermionic Schro¨dinger particles. So-called “Dirac materials”
share many universal properties and are subject to intense experimental and theoretical
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research [11]. Similarly to electron-positron pair production in particles physics it has
been studied how the pair-creation can be enhanced in Dirac materials [12].
All mechanisms to enhance pair-production, in particle physics as well as in
condensed matter physics, have to overcome the limitations rooted in the quantum
adiabatic theorem for Dirac dynamics [13–16]. In the present analysis we are interested
in the reverse problem. Imagine, e.g., a situation in which a Dirac material is subjected
to an externally controlled electric field. For finite-time variation of such a field
electron-hole pairs are created. For instance, in superconductors these electron-hole
pairs can be described as quasiparticles, which are normal conducting and experience
Joule heating. Such nonequilibrium excitations are often undesirable, but they are an
inevitable consequence of finite-time driving. In this case one is interested in particular
finite-time processes that mimic adiabatic evolution – shortcuts to adiabaticity. In
recent years a great deal of theoretical and experimental research has been dedicated
to the design of shortcuts to adiabaticity for Schro¨dinger dynamics [17]. To this end
a variety of techniques has been developed: the use of dynamical invariants [18], the
inversion of scaling laws [19], the fast-forward technique [20–25], transitionless quantum
driving [26–29], optimal protocols from optimal control theory [30–32], optimal driving
from properties of the quantum work statistics [33], “environment” assisted methods
[34], using the properties of Lie algebras [35], and approximate methods such as linear
response theory [36] and fast quasistatic dynamics [37].
Among these methods the fast-forward technique stands out. Within this approach
one determines an auxiliary potential such that the time-dependent wave function
becomes identical to a “target state” at the end of the finite-time process [23]. For
intermediate times, however, the time-dependent state is allowed to stray arbitrarily far
from the adiabatic manifold. This is in stark contrast to, for instance, counterdiabatic
driving for which the time-dependent solution remains on the adiabatic manifold of the
“unperturbed” Hamiltonian at all times [28]. However, the counterdiabatic fields tends
to be highly complicated and highly non-local [29,32], whereas the auxiliary fast-forward
potential is more tractable [24]. Therefore, generalizing the fast-forward technique to
facilitate shortcuts to adiabatictity for Dirac dynamics appears to be more promising
than, for instance, counterdiabatic driving. Generally, one would expect optimal control
techniques to require even less resources that the fast-forward technique. However,
solving optimal control problems can be become rather mathematically involved [38].
Thus, the present work focuses on a mathematically rather “simple”, yet effective
method – the fast forward technique.
In the following we will briefly review the main properties of Dirac dynamics in
Sec. 2, before we will develop the fast-forward technique for Dirac particles in time-
dependent fields in Sec. 3. We will see that shortcuts to adiabaticity for Dirac dynamics
are facilitated by pseudoscalar potentials, which will be illustrated for two analytically
solvable examples in Sec. 4.
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2. Relativistic quantum mechanics: The Dirac equation
We start by briefly reviewing the main properties of the Dirac dynamics. In its original
formulation for free particles the Dirac equation reads [1, 2]
i~ Ψ˙(x, t) =
(−i~cα · ∇+ α0mc2) Ψ(x, t) . (1)
Here, Ψ(x, t) is the wave function of an electron with rest mass m at position x =
(x1, x2, x3), and c is the speed of light. In covariant form the matrices α = (α1, α2, α3)
and α0 can be expressed as [2, 3],
α0 = γ0 and γ0 αk = γk . (2)
The γ-matrices are commonly written in terms of 2 × 2 sub-matrices with the Pauli-
matrices σx, σy, σz and the identity I2 as,
γ0 =
(
I2 0
0 −I2
)
γ1 =
(
0 σx
−σx 0
)
γ2 =
(
0 σy
−σy 0
)
γ3 =
(
0 σz
−σz 0
)
. (3)
The solution of Eq. (1), the Dirac wave function Ψ(p, t), is a bispinor, which can be
interpreted as a superposition of a spin-up electron, a spin-down electron, a spin-up
positron, and a spin-down positron [2, 3]. ‡
We will now be interested in situations in which Dirac particles are driven by a
time-dependent vector field A(x, t). Note that considering only situations with time-
dependent vector field, but no scalar potential is not a loss of generality, since electric
and magnetic fields, E(x, t) and B(x, t), are gauge invariant. In particular, the physical
fields are given by
E(x, t) = −∇V (x, t)− ∂tA(x, t) and B(x, t) = ∇×A(x, t) . (4)
Furthermore, for the sake of simplicity we will restrict ourselves in the following
analysis to a one-dimensional system in x-direction. In this case the 4-component Dirac
spinor can be separated into two identical 2-component bispinors, and we choose a
representation in which the (1 + 1)-dimensional Dirac-equation reads [39,40],
i~ Ψ˙(x, t) =
[
(−i~c ∂x + A(x, t)) σx +mc2 σz
]
Ψ(x, t) . (5)
For time-dependent, but spatially homogeneous vector fields this situation has been
recently solved analytically for oscillating A(t) in Ref. [5] and for linear and exponential
parametrization in Ref. [10]. In addition, Eq. (5) describes particle-antiparticle
production in counterpropagating laser light, which has been proposed to be observable
in an experiment [5].
‡ The momentum of Dirac particles is confined by the light cone, whereas Schro¨dinger particles can
travel with arbitrary velocities. This has interesting consequences for the quantum work statistics [10].
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3. Fast-forward technique
In the following we will generalize the fast-forward technique to facilitate shortcuts to
adiabaticity for the time-dependent Dirac equation (5). We begin by reviewing notions
and by establishing notations for the corresponding Schro¨dinger case.
3.1. Schro¨dinger dynamics
In the paradigm of the fast-forward technique [20,21,23–25] we are interested in finding
a shortcut for the “unperturbed” time-dependent dynamics,
i~ ∂tψ0(x, t) =
1
2m
(
−i~ ∂x + 1
c
A(x, αt)
)2
ψ0(x, t) , (6)
where ψ0(x, t) denotes the “unperturbed”, non-adiabatic solution and the vector field
is controlled externally according to some protocol αt. Now, we consider an ansatz of a
time-dependent wave function,
ψ(x, t) = exp
(
− i
~
∫ t
0
ds (αs)
)
exp (i f(x, t))φ(x, αt) , (7)
where (αt) is the instantaneous eigenenergy corresponding to an instantaneous
eigenstate φ(x, αt),
(αt)φ(x, αt) =
1
2m
(
−i~ ∂x + 1
c
A(x, αt)
)2
φ(x, αt) . (8)
The task is to determine the phase f(x, t) and the auxiliary scalar potential V (x, t) such
that ψ(x, t) (7) is a solution of
i~ ∂tψ(x, t) =
1
2m
(
−i~ ∂x + 1
c
A(x, αt)
)2
ψ(x, t) + V (x, t)ψ(x, t) . (9)
A shortcut to adiabaticity during finite time τ is achieved if we additionally have
ψ(x, 0) = φ(x, α0) and ψ(x, τ) = exp
(−i/~ ∫ τ
0
ds (αs)
)
φ(x, ατ ), that is f(x, 0) = 0
and f(x, τ) = 0. Therefore, ψ(x, τ) becomes identical to the final state of adiabatically
driving Eq. (6), that means ψ(x, τ) is given by the instantaneous eigenstate times a
space-independent phase.
For the following analysis it will prove convenient to express the instantaneous
eigenstate in polar representation,
φ(x, αt) = β(x, αt) exp (i γ(x, αt)) (10)
with real amplitude β(x, αt) and phase γ(x, αt). Substituting the ansatz (7) into the
modified Schro¨dinger equation (9) we obtain after a few lines
V (x, t) = −~ ∂tf(x, t)− ~ ∂tγ(x, αt) + ~
2mc
A(x, αt) ∂xf(x, t)
+
~2
2m
[∂xf(x, t)]
2 +
~2
m
∂xf(x, t) ∂xγ(x, αt) .
(11)
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The time-dependent phase f(x, t) is determined by the second-order differential
equation,
~ β(x, αt) ∂2xf(x, t) + 2~ ∂xβ(x, αt) ∂xf(x, t)− 2m∂tβ(x, αt) = 0 . (12)
It is then easy to see that a shortcut to adiabaticity is obtained for all parametrizations
with α˙0 = 0 and α˙τ = 0 [24], where the dot is a short notation for a derivative with
respect to time
It is interesting to note that the auxiliary potential V (x, t) explicitly depends on
the eigenstate φ(x, αt). This is in stark contrast to counterdiabatic driving, for which
the counterdiabatic field constitutes a shortcut to adiabaticity for all eigenstates [29].
3.2. Dirac dynamics
In complete analogy to the previous case of Schro¨dinger dynamics (6) we are now
interested in constructing a shortcut to adiabaticity for the time-dependent Dirac
problem,
i~ ∂t Ψ0(x, t) =
[
(−i~c ∂x + A(x, αt)) σx +mc2σz
]
Ψ0(x, t) , (13)
where the vector field, A(x, αt), is again parametrized by a control parameter αt. As
before (7), we consider an ansatz
Ψ(x, t) = exp
(
− i
~
∫ t
0
ds (αs)
)
exp (i f(x, t)) Φ(x, αt) , (14)
where Φ(x, αt) = (φ1(x, αt), φ2(x, αt)) is an eigenspinor with
(αt) Φ(x, αt) =
[
(−i~c ∂x + A(x, αt)) σx +mc2 σz
]
Φ(x, αt) . (15)
In complete analogy to the Schro¨dinger case the task is now to determine phase, f(x, t),
and an auxiliary potential matrix, V(x, t), such that Ψ(x, t) (14) is a solution of
i~ ∂tΨ(x, t) =
[
(−i~c ∂x + A(x, αt)) σx +mc2σz + V(x, t)
]
Ψ(x, t) . (16)
In the most general case the Lorentz invariant, hermitian potential matrix, V(x, t), can
be written as [2, 40],
V(x, t) = I2 Vt(x, t) + σx Ve(x, t) + σy Vp(x, t) + σzVs(x, t) . (17)
Here, Vt and Ve are the time and space components of the 2-vector potential, Vs is the
scalar potential, and Vp denotes the pseudoscalar potential [2, 40–43]. The existence of
pseudoscalar potentials is an important consequence of Dirac dynamics [2], and such
potentials can be obtained by means of the “inverse scatting method” [44]. Physically,
pseudoscalar potentials are induced by circularly polarized fields [45].
As before, we work in a gauge such that Ve(x, t) ≡ 0, i.e., the space component of the
vector potential is fully determined by the “unperturbed” problem (13). Substituting
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the ansatz (15) into the modified evolution equation (16) and rearranging terms we
obtain from the first component,
Vt(x, t)φ1(x, αt) =− Vs(x, t)φ1(x, αt) + iVp(x, t)φ2(x, αt)− ~φ1(x, αt) ∂tf(x, t)
− c~φ2(x, αt) ∂xf(x, t) + i~ ∂tφ1(x, αt) ,
(18)
and from the second component
Vt(x, t)φ2(x, αt) =Vs(x, t)φ2(x, αt)− iVp(x, t)φ1(x, αt)− ~φ2(x, αt) ∂tf(x, t)
− c~φ1(x, αt) ∂xf(x, t) + i~ ∂tφ2(x, αt) .
(19)
Multiplying Eq. (18) with φ2(x, αt) and Eq. (19) with φ1(x, αt), and subtracting the
resulting equations we have,
c~
(
φ21(x, αt)− φ22(x, αt)
)
∂xf(x, t) = 2Vs(x, t)φ1(x, αt)φ2(x, αt)
− iVp(x, t)
(
φ21(x, αt) + φ
2
2(x, αt)
)− i~ (φ2(x, αt) ∂tφ1(x, αt)− φ1(x, αt) ∂tφ2(x, αt))
(20)
Finally, noting that Vs(x, t), Vp(x, t) ∈ R and f(x, t) ∈ R Eqs. (18)-(20) allow to fully
determine the auxilliary potential matrix V(x, t) and the phase f(x, t).
Separating real and imaginary parts in Eq. (20) is a simple exercise, however the
resulting expressions are rather lengthy. Therefore, we will continue in the next section
with two illustrative and analytically solvable examples.
4. Illustrative examples
4.1. Spatially homogeneous electric field
We start with the simplest possible example. Imagine charged particles driven by a
time-dependent, but spatially homogeneous vector field, and we simply have
A(x, αt) = αt . (21)
This situation has been recently analyzed in detail in the context of pair production [5]
and the quantum work distribution [10].
4.1.1. Schro¨dinger dynamics To build intuition and as a point of reference we treat
the corresponding Schro¨dinger case first. The “unperturbed“, but driven dynamics (6)
becomes,
i~ ∂tψ0(x, t) =
1
2m
(
−i~ ∂x + αt
c
)2
ψ0(x, t) . (22)
It is then easy to see that the instantaneous eigenstates are given by [10]
φ(x, αt) = exp
(
i
~
(
~κ+
αt
c
)
x
)
, (23)
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with the corresponding eigenenergies κ(α) = (~κ+ α/c)2 /2m, and κ denotes the
quantum number. Comparing Eq. (23) with Eq. (10) we identify β(x, αt) = 1 and
γ(x, αt) = (c ~κ+ αt) x/~c. Then, the determining equation for the phase f(x, t)
becomes, ∂2xf(x, t) = 0, for which a solution is given by
f(x, t) = a(t) + b(t)x . (24)
Substituting the instantaneous eigenstate (23) and Eq. (24) into Eq. (11) we obtain
V (x, t) = −~
(
a˙(t) + b˙(t)x
)
− α˙t
c
x+
~αt b(t)
2mc
+
~2 b(t)2
2m
+
~ b(t)
m
(
~κ+
αt
c
)
, (25)
where the dot is again a short notation for a derivative with respect to time. Choosing
a(t) = 0 and b(t) = 0 (26)
the phase and auxiliary potential simplify to read,
f(x, t) = 0 and V (x, t) = − α˙t
c
x . (27)
From Eq. (27) it is obvious that for α˙0 = 0 and α˙τ = 0 the auxiliary potential V (x, t)
realizes the desired shortcut. It is interesting to note that the phase f(x, t) vanishes.
This, however, is to be expected as the solution of the “unperturbed” problem (22) is
fully determined by a time-dependent phase [10].
4.1.2. Dirac dynamics The solution of the analogous, time-dependent Dirac problem is
mathematically more involved [10]. In general, a solution to the “unperturbed” equation,
i~ ∂t Ψ0(x, t) =
[
(−i~c ∂x + αt) σx +mc2σz
]
Ψ0(x, t) , (28)
can only be written in terms of special functions [5,10]. Nevertheless, we will see shortly
that finding a shorcut to adiabaticity is a straight-forward exercise.
The instantaneous eigenspinor reads [10]
Φ(x, αt) =
exp (i/~ (~κ+ αt/c) x)√
1 +
(√
Π2t + 1− Πt
)2
(
1√
Π2t + 1− Πt
)
, (29)
with Πt = (c ~κ+ αt)/mc2 and the eigenenergies are κ(α) = ±
√
(c ~κ+ αt)2 + (mc2)2.
Therefore, Eq. (20) becomes
2√
1 + Π2t
(c~Πt ∂xf(x, t)− Vs(x, t)) + i
(
2Vp(x, t) +
~ Π˙t
1 + Π2t
)
= 0 (30)
which is already separated into real and imaginary parts. Hence, the pseudoscalar
potential is determined to read
Vp(x, t) = − ~ Π˙t
2 + 2 Π2t
(31)
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which vanishes for all parametrizations with α˙0 = 0 and α˙τ = 0, whereas the scalar
potential is given by
Vs(x, t) = c~Πt ∂xf(x, t) . (32)
Substituting Eqs. (29), (31), and (32) into Eq. (18) we obtain
Vt(x, t) = −mc Π˙t x− ~ ∂tf(x, t)− ~c
√
1 + Π2t ∂xf(x, t) . (33)
Now, choosing in complete analogy to the Schro¨dinger case the space-dependent phase
to vanish, f(x, t) ≡ 0, we have f(x, 0) = 0 and f(x, τ) = 0, and Vs(x, t) ≡ 0. In
conclusion, a shortcut to adiabaticity for the driven Dirac equation (28) is facilitated
by the auxiliary potential matrix,
V(x, t) = −mc Π˙t x I2 − ~ Π˙t
2 + 2 Π2t
σy = − α˙t
c
x I2 − ~ α˙t
2 (αt + c ~κ+mc2)
σy (34)
for all parametrizations with α˙0 = 0 and α˙τ = 0. It is interesting to note that the
Vt(x, t)-component is identical the auxiliary potential of the Schro¨dinger case (27), and
the pseudoscalar potential Vp(x, t) ensures the suppression of pair production at the
final state.
Numerical verification and illustration Our analytical results (34) can be easily
verified. To this end, we solved the “unperturbed”, but driven Dirac equation (28) as
well as the fast-forwarded dynamics (16) with the auxiliary potential (34) numerically.
The vector field (21) is parametrized by the protocol,
αt = sin (pit/2τ)
2 + 1 (35)
which fulfills α˙0 = 0 and α˙τ = 1. We further introduce the notation for the final state
of the “unperturbed” dynamics (28), Ψ0(x, τ) = (ψ
1
0, ψ
2
0), for the fast-forwarded state
(16), Ψ(x, τ) = (ψ1FF, ψ
2
FF), and for the instantaneous eigenstate, Φ(x, ατ ) = (φ
1
τ , φ
2
τ ).
In Fig. 1 we plot the real and imaginary parts of the ratios ψ10/φ
1
τ , ψ
2
0/φ
2
τ , ψ
1
FF/φ
1
τ ,
and ψ2FF/φ
2
τ . We observe that these ratios are independent of position x for the fast-
forwarded state, whereas the solution of the “unperturbed” dynamics (28) yields a
strong dependence on x. This is in full agreement with the analytical treatment, for
which we expect the fast-forwarded state Ψ(x, τ) to be identical to an eigenspinor up to
a space-independent phase.
4.2. Linear electric field
As a second example we consider charged particles driven by a linear electric field. The
electromagnetic vector field is then given by,
A(x, αt) = αt x . (36)
As before, we will first solve the Schro¨dinger case, and then analyze the fast-forwarded
Dirac dynamics.
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Figure 1. (color online) Illustration of the successfully fast-forwarded dynamics for
spatially homogeneous vector field (21) for the protocol (35). Real (a) and imaginary
(b) parts of the ratios of the first components, ψ10/φ
1
τ and ψ
1
FF/φ
1
τ , and real (c) and
imaginary (d) parts of the second components, ψ20/φ
2
τ and ψ
2
FF/φ
2
τ . Parameters are
m = 1, c = 1, ~ = 1, κ = 0, and τ = 1.
4.2.1. Schro¨dinger dynamics The “unperturbed”, but driven Schro¨dinger equation (6)
becomes for Eq. (36),
i~ ∂tψ0(x, t) =
1
2m
(
−i~ ∂x + αt
c
x
)2
ψ0(x, t) . (37)
It is easy to see that an instantaneous solution of Eq. (37) can be written as,
φ(x, αt) = exp
(
− i
~
(αt
2c
x2 − ~κx
))
(38)
with the instantaneous eigenenergies κ = (~κ)2/2m. Accordingly, we identify β(x, αt) =
1 and γ(x, αt) = −αtx2/2~c + κx. Therefore, the differential equation for the phase
f(x, t) again simplifies to, ∂2xf(x, t) = 0, for which we write the solution as
f(x, t) = a(t) + b(t)x . (39)
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Substituting Eqs. (37) and (27) into Eq. (11) we have,
V (x, t) =
α˙t
2c
x2 −
(
~
2mc
b(t)αt + ~ b˙(t)
)
x+
~2κ
m
b(t) +
~2
2m
b(t)2 − ~ a˙(t) . (40)
In order to have a shortcut, we have to demand that phase, f(x, t) and auxiliary potential
V (x, t), vanish for t = 0 and t = τ . This requirement is met for the particular choice
a(t) = 0 and b(t) = 0, and we have
V (x, t) =
α˙t
2c
x2 (41)
which facilitates a shortcut to adiabaticity for all protocols with α˙0 = 0 and α˙τ = 0.
4.2.2. Dirac dynamics As a final example we now consider the corresponding Dirac
problem. The driven Dirac equation (13) becomes
i~ ∂t Ψ0(x, t) =
[
(−i~c ∂x + αt x) σx +mc2σz
]
Ψ0(x, t) , (42)
for which the instantaneous eigenstates are given by
Φ(x, αt) =
exp (−i/~ (αtx2/2c− ~κx))√
1 +
(√
Λ2 + 1− Λ)2
(
1√
Λ2 + 1− Λ
)
, (43)
where Λ = ~κ/mc. In Appendix A we summarize how to determine Φ(x, αt), and for the
three dimensional case the derivation can be found in Ref. [46]. Accordingly, Eq. (20)
simplifies to
1√
Λ2 + 1
(~cΛ ∂xf(x, t)− Vs(x, t)) + iVp(x, t) = 0 , (44)
from which we determine Vp(x, t) ≡ 0 and Vs(x, t) = ~cΛ ∂xf(x, t). Thus, Vt(x, t) can
be written as
Vt(x, t) =
α˙t
2c
x2 − ~ ∂tf(x, t)− ~c
√
1 + Λ2 ∂xf(x, t) . (45)
Again choosing f(x, t) ≡ 0 a shortcut to adiabaticity is induced by the auxiliary
potential matrix
V(x, t) =
α˙t
2c
x2 I2 (46)
for all protocols with α˙0 = 0 and α˙τ = 0. Note that in the case of a linear electric field
(36) the auxiliary potentials for Schro¨dinger dynamics (41) and for Dirac dynamics (45)
are identical and no peseudscalar potential is necessary to suppress pair creation at the
final state.
Numerical verification and illustration In Fig. 2 we plot again real and imaginary
parts of the ratios ψ10/φ
1
τ , ψ
2
0/φ
2
τ , ψ
1
FF/φ
1
τ , and ψ
2
FF/φ
2
τ for the sinusoidal protocol (35).
As before in Fig. 1 we observe that the fast-forwarded dynamics results only in a space-
independent phase, whereas the final state for “unperturbed” equation (42) lies far from
the instantaneous eigenspinor.
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Figure 2. (color online) Illustration of the successfully fast-forwarded dynamics for
linear vector field (36) for the protocol (35). Real (a) and imaginary (b) parts of the
ratios of the first components, ψ10/φ
1
τ and ψ
1
FF/φ
1
τ , and real (c) and imaginary (d) parts
of the second components, ψ20/φ
2
τ and ψ
2
FF/φ
2
τ . Parameters are m = 1, c = 1, ~ = 1,
κ = 0, and τ = 1.
5. Concluding remarks
In the present work we have generalized the fast-forward technique to shortcuts to
adiabaticity for Dirac dynamics. For the Dirac equation such a shortcut not only
suppresses parasitic nonequilibrium excitations, but also hinders the production of pairs.
Therefore, our results could be applied in particle physics for problems, in which one
is interested in loss-free transport of charged particles, as well as in condensed matter
physics, where one is interested in the dissipationless control of Dirac materials. As
an illustration of the technique we have worked out two analytically solvable examples,
namely charged particles in spatially homogeneous and linear fields. We have found
that the scalar component of the auxiliary potential matrix is identical to the auxiliary
potential in the analogous Schro¨dinger problem. However, we have also seen that in
order to facilitate a shortcut in Dirac dynamics pseudoscalar potentials are important.
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As a final observation we remark that in all examples we were able to choose
the fast-forward phase to vanish at all times. Hence, for the present examples the
auxiliary potential matrix is identical to the counterdiabatic field [29], and the fast-
forwarded Dirac spinor does not stray from the adiabatic manifold of the “unperturbed”
Hamiltonian.
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Appendix A. Dirac particles in linear electric field
The instantaneous eigenvalue problem for the driven Dirac equation (42) reads separated
into its components(
−mc2)φ1(x, α) = −i~c ∂xφ2(x, α) + αxφ2(x, α)(
+mc2
)
φ2(x, α) = −i~c ∂xφ1(x, α) + αxφ1(x, α) .
(A.1)
Multiplying the first equation by (+mc2) and substituting the second one into the first
we obtain (
2 −m2c4)φ1(x, α) = (−i~c ∂x + αx)2 φ1(x, α) , (A.2)
which is similar to the corresponding Schro¨dinger equation (37). Accordingly, a solution
is given by
φ1(x, α) = exp
(
− i
~
(αt
2c
x2 − ~κx
))
(A.3)
for which the eigenenergies read
κ(α) = ±
√
(~κc)2 + (mc2)2 . (A.4)
Re-substituting Eq. (A.4) into Eq. (A.1) we obtain the second component as
φ2(x, α) =
~κc√
(~κc)2 + (mc2)2 +mc2
exp
(
− i
~
(αt
2c
x2 − ~κx
))
. (A.5)
Combining φ1(x, α) and φ2(x, α), and normalizing in momentum space we have the
instantaneous eigenspinors (43), see also Ref. [10, 46]
[1] P. A. M Dirac. The quantum theory of the electron. Proc. R. Soc. A, 117:778, 1928.
[2] B. Thaller. The Dirac equation. Springer, Berlin, Germany, 1956.
[3] M. E. Peskin and D. V. Schroeder. An Introduction To Quantum Field Theory (Frontiers in
Physics). Westview Press, Boulder, CO, USA, 1995.
[4] P. Pickl and D. Du¨rr. On adiabatic pair creation. Commun. Math. Phys., 282:161, 2008.
[5] F. Fillion-Gourdeau, E. Lorin, and A. D. Bandrauk. Landau-Zener-Stu¨ckelberg interferometry in
pair production from counterpropagating lasers. Phys. Rev. A, 86:032118, 2012.
Shortcuts to adiabaticity: Suppression of pair production in driven Dirac dynamics 13
[6] F. Fillion-Gourdeau, E. Lorin, and A. D. Bandrauk. Resonantly enhanced pair production in a
simple diatomic model. Phys. Rev. Lett., 110:013002, 2013.
[7] F. Fillion-Gourdeau, E. Lorin, and A. D. Bandrauk. Enhanced Schwinger pair production in
many-centre systems. J. Phys. B: At. Mol. Opt. Phys., 46:175002, 2013.
[8] D. V. Villamizar and E. I. Duzzioni. Quantum speed limit for a relativistic electron in a uniform
magnetic field. Phys. Rev. A, 92:042106, 2015.
[9] M. Schmidt, V. Peano, and F. Marquardt. Optomechanical Dirac physics. New J. Phys.,
17:023025, 2015.
[10] S. Deffner and A. Saxena. Quantum work statistics of charged Dirac particles in time-dependent
fields. Phys. Rev. E, 92:032137, 2015.
[11] T. O. Wehling, A. M. Black-Schaffer, and A. V. Balatsky. Dirac materials. Adv. Phys., 63:1,
2014.
[12] F. Fillion-Gourdeau and S. MacLean. Time-dependent pair creation and the Schwinger mechanism
in graphene. Phys. Rev. B, 92:035401, 2015.
[13] G. Nenciu. On the adiabatic theorem of quantum mechanics. J. Phys. A: Math. Gen., 13:L15,
1980.
[14] G. Nenciu. On the adiabatic limit for Dirac particles in external fields. Commun. Math. Phys.,
76:117, 1980.
[15] G. Nenciu. Adiabatic theorem and spectral concentration. Commun. Math. Phys., 82:121, 1981.
[16] F. H. M. Faisal. Adiabatic solutions of a Dirac equation of a new class of quasi-particles and high
harmonic generation from them in an intense electromagnetic field. J. Phys. B: At. Mol. Opt.
Phys., 44:111001, 2011.
[17] E. Torrontegui, S. Iba´n˜ez, S. Mart´ınez-Garaot, M. Modugno, A. del Campo, D. Gue´ry-Odelin,
A. Ruschhaupt, X. Chen, and J. G. Muga. Shortcuts to Adiabaticity. Adv. At. Mol. Opt.
Phys., 62:117, 2013.
[18] X. Chen, A. Ruschhaupt, S. Schmidt, A. del Campo, D. Gue´ry-Odelin, and J. G. Muga. Fast
optimal frictionless atom cooling in harmonic traps: Shortcut to adiabaticity. Phys. Rev. Lett.
, 104:063002, 2010.
[19] A. del Campo and M. G. Boshier. Shortcuts to adiabaticity in a time-dependent box. Sci. Rep.,
2:648, 2012.
[20] S. Masuda and K. Nakamura. Fast-forward of adiabatic dynamics in quantum mechanics. Proc.
R. Soc. A, 466:1135, 2010.
[21] S. Masuda and K. Nakamura. Acceleration of adiabatic quantum dynamics in electromagnetic
fields. Phys. Rev. A, 84:043434, 2011.
[22] E. Torrontegui, S. Mart´ınez-Garaot, A. Ruschhaupt, and J. G. Muga. Shortcuts to adiabaticity:
Fast-forward approach. Phys. Rev. A, 86:013601, 2012.
[23] E. Torrontegui, X. Chen, M. Modugno, S. Schmidt, A. Ruschhaupt, and J. G. Muga. Fast transport
of Bose-Einstein condensates. New J. Phys., 14:013031, 2012.
[24] S. Masuda, K. Nakamura, and A. del Campo. High-fidelity rapid ground-state loading of an
ultracold gas into an optical lattice. Phys. Rev. Lett., 113:063003, 2014.
[25] A. Kiely, J. P. L. McGuinness, J. G. Muga, and A. Ruschhaupt. Fast and stable manipulation of
a charged particle in a penning trap. J. Phys. B: At. Mol. Opt. Phys., 48:075503, 2015.
[26] M. Demirplak and S. A. Rice. Adiabatic population transfer with control fields. J. Chem. Phys.
A, 107:9937, 2003.
[27] M. Demirplak and S. A Rice. Assisted adiabatic passage revisited. J. Phys. Chem. B, 109:6838,
2005.
[28] M. Berry. Transitionless quantum driving. J. Phys. A: Math. Theor., 42:365303, 2009.
[29] S. Deffner, C. Jarzynski, and A. del Campo. Classical and quantum shortcuts to adiabaticity for
scale-invariant driving. Phys. Rev. X, 4:021013, 2014.
[30] X. Chen, E. Torrontegui, Di. Stefanatos, J. Li, and J. G. Muga. Optimal trajectories for efficient
atomic transport without final excitation. Phys. Rev. A, 84:043415, 2011.
Shortcuts to adiabaticity: Suppression of pair production in driven Dirac dynamics 14
[31] D. Stefanatos. Optimal shortcuts to adiabaticity for a quantum piston. Automatica, 49:3079,
2013.
[32] S. Campbell, G. De Chiara, M. Paternostro, G. M. Palma, and R. Fazio. Shortcut to Adiabaticity
in the Lipkin-Meshkov-Glick Model. Phys. Rev. Lett., 114:177206, 2015.
[33] G. Xiao and J. Gong. Suppression of work fluctuations by optimal control: An approach based
on Jarzynski’s equality. Phys. Rev. E, 90:052132, 2014.
[34] S. Masuda and S. A. Rice. Fast-Forward Assisted STIRAP. J. Phys. Chem. A, 119:3479, 2015.
[35] E. Torrontegui, S. Mart´ınez-Garaot, and J. G. Muga. Hamiltonian engineering via invariants and
dynamical algebra. Phys. Rev. A, 89:043408, 2014.
[36] T. V. Acconcia, M. V. S. Bonanc¸a, and S. Deffner. Shortcuts to adiabaticity from linear response
theory. Phys. Rev. E, 92:042148, 2015.
[37] S. Mart´ınez-Garaot, A. Ruschhaupt, J. Gillet, Th. Busch, and J. G. Muga. Fast quasiadiabatic
dynamics. Phys. Rev. A, 92:043406, 2015.
[38] S. Deffner. Optimal control of a qubit in an optical cavity. J. Phys. B At. Mol. Opt. Phys.,
47:145502, 2014.
[39] A. S. de Castro. Bound states by a pseudoscalar coulomb potential in one-plus-one dimensions.
Phys. Lett. A, 318:40, 2003.
[40] D. Solomon. An exact solution of the Dirac equation for a time-dependent Hamiltonian in 1-1
dimension space-time. Can. J. Phys., 88:137, 2010.
[41] A. S. de Castro. Bound states by a pseudoscalar Coulomb potential in one-plus-one dimensions.
Phys. Lett. A, 318:40, 2003.
[42] S. Haouat and L. Chetouani. The (1+1)-Dimensional Dirac Equation With Pseudoscalar
Potentials: Path Integral Treatment. Int. J. Theo. Phys., 46:1528, 2007.
[43] S. Haouat and L. Chetouani. The (1+1)-dimensional Dirac equation with pseudoscalar potentials:
quasi-classical approximation. Phys. Scri., 78:065005, 2008.
[44] F. M. Toyama and Y. Nogami. Harmonic oscillators in relativistic quantum mechanics. Phys.
Rev. A, 59:1056, 1999.
[45] F. Finelli and M. Galaverni. Rotation of linear polarization plane and circular polarization from
cosmological pseudoscalar fields. Phys. Rev. D, 79:063002, 2009.
[46] M. Moshinsky and A. Szczepaniak. The Dirac oscillator. J. Phys. A: Math. Gen., 22:L817, 1989.
