Abstract. Let σ be a simple involution of an algebraic semisimple group G and let H be the subgroup of G of points fixed by σ. If the restricted root system is of type A, C or BC and G is simply connected or if the restricted root system is of type B and G is adjoint, then we describe a standard monomial theory and the equations for the coordinate ring k[G/H] using the standard monomial theory and the Plücker relations of an appropriate (maybe infinite dimensional) Grassmann variety.
The aim of this paper is the description of the coordinate ring of the symmetric varieties and of certain rings related to their wonderful compactification. The main tool to achieve this goal is a (possibly infinite dimensional) Grassmann variety associated to a pair consisting of a symmetric space and a spherical representation.
More precisely, let G be a semisimple algebraic group over an algebraically closed field k of characteristic 0 and let σ be a simple involution of G (i.e. G ⋊{id, σ} acts irreducibly on the Lie algebra of G). Let H = G σ be the fixed point subgroup. The quotient G/H is an affine variety, called a symmetric variety.
A simple finite dimensional G-module V is called spherical (for H) if V H = 0. By results of Helgason [9] and Vust [24] , these modules are parametrized by a submonoid Ω + of the dominant weights of a suitable root system, called the restricted root system. As a G-module, k[G/H] is well understood: it is the direct sum V spherical V * .
Fix a spherical dominant weight ε in Ω + . We add a node n 0 to the Dynkin diagram of G and, for all simple roots α, we join n 0 with the node n α of the simple root α by ε(α ∨ ) lines, and we put an arrow in direction of n α if ε(α ∨ ) ≥ 2. In the cases relevant for us, the Kac-Moody group e G associated to the extended diagram will be of finite or affine type. Let L be the ample generator of Pic(Gr) for the generalized Grassmann variety Gr = e G/ e P . The homogeneous coordinate ring Γ Gr = j≥0 Γ(Gr, L j ) is the quotient of the symmetric algebra S(Γ(Gr, L)) by an ideal generated by quadratic relations, the generalized Plücker relations.
Since our aim is to relate these Plücker relations to k[G/H], we say that the monoid Ω + is quadratic if (it is free and) its basis has the following property with respect to the dominant order of the restricted root system: any element of Ω + that is less than the sum of two elements of the basis is the sum of at most two elements of the basis. In 1.2 we show that this condition is equavalent to: either the group G is simply connected and the restricted root system is of type A, BC or C, or the group G is of adjoint type and the restricted root system is of type B.
To analyse the structure of k[G/H], we construct a G-equivariant ring homomorphism ϕ : Γ Gr −→ k [G/H] . If e G is of finite type, then the morphism is just the pull back of a canonical G-equivariant map G/H → Gr. In the general case, the underlying idea is the same, but the construction is more involved.
Roughly speaking, the main result of this paper can be formulated as follows:
if and our aim is to describe of the kernel Rel of Ψ.
We need to recall a few facts about the generalized Plücker relations. In [17] , a basis F ⊂ Γ(Gr, L) has been constructed together with a partial order "≥", such that the
) form a basis. For a pair f, f ′ ∈ F of not comparable elements let R f,f ′ ∈ S 2 (Γ(Gr, L)) be the relation expressing the product f f ′ as a linear combination of elements in F 2 . It was shown in [13] that the R f,f ′ generate the defining ideal of Gr ֒→ P(Γ(Gr, L) * ).
Consider the generalized Grassmann variety Gr = e G/ e P , let L be as above and continue to assume that the monoid Ω + is quadratic. We show that there exist a G-stable Moreover we are able to show that the previous theorem may be strengthened to We need this hypothesis of course also for the definition of e h -1 . However, we want to point out that in most of the cases where the restricted root system of type A, it is possible to directly define the point x. If one is able to check the conclusions of Theorem 40 in these cases, then the corresponding result is valid in arbitrary characteristic since the remaining arguments are characteristic free.
The standard monomial theory is compatible with the decomposition in G-modules in the following sense: there exists a filtration of k[G/H] by G-modules F i with simple quotients such that for all i the set SM 0 ∩ F i is a k-basis of F i (Remark 43).
We want to stress that the relationsR describing the ideal Rel cannot be considered as completely explicit. The actual computation of the functions F f depends only on the exponential e h −1 and on the representation theory of G (see remark 44). Such computations may be considered as algorithmic, but it seems very difficult to obtain more explicit formulas. Clearly it should be interesting to have more information on such formulas.
If e G is of finite type (or, equivalently, the restricted root system is of type A) we can
show that F 1 is given by just two elements f 0 , f 1 and that
In particular, in these cases the explicit relations may be summarized in the following description of the coordinate ring of the symmetric variety:
.
The study of the coordinate rings k[G/H] is strongly related to the study of the multicone associated to the wonderful compactification of the symmetric varieties of adjoint type. De Concini and Procesi [7] defined the wonderful compactificationX of G/H wherē H is the normalizer of H. In [3] the total ring of sections Γ = ⊕ M∈Pic(X) Γ(X, M) and a canonical set of generators for these rings had been introduced. The computation of the relations among these generators is equivalent to the computation of the relations in the ring k[G/H] above.
In some special cases a standard monomial theory for k[G/H] had been developed before -for G/H = SL(n), corresponding to the involution (x, y) → (y, x) of the group SL(n)×SL(n) and whose restricted root system is of type A, here our construction gives the same as the construction of De Concini, Eisenbud and Procesi [6] ;
-for G/H ='symmetric quadrics', corresponding to the involution x → (x -1 ) t of the group SL(n) and whose restricted root system is of type A, a theory of standard monomials has been introduced by Strickland [23] and Musili [19, 18] ; however, we do not know whether their SMT is equivalent to ours; -for G/H = Sp(2 n), corresponding to the involution (x, y) → (y, x) of the group Sp(2 n) × Sp(2 n) and whose restricted root system is of type C, a theory of standard monomials has been introduced by De Concini in [5] . Also in this case we do not know whether this SMT is equivalent to ours.
The results above cover almost all cases with restricted root system of type A; there are only two families missing whose restricted root system is of type A 1 (and hence they are very simple), the 'symplectic quadrics' and an involution of E 6 which we discuss briefly at the end of the paper.
Finally we want to stress that the condition on the restricted root system to be of type A, B, C or BC, while looking strong, is actually fulfilled for many involutions. In the Tables in [20] it holds for 12 families of involutions out of a total of 13 families and in 4 exceptional cases out of a total of 12. Moreover one should add to such list of families the involutions such that G = H × H, H is simple and the involution is given by (x, y) → (y, x); for these cases k[G/H] is the coordinate ring of H and our condition is equivalent to H equals to SL(n) or Sp(2n) or SO(2n + 1).
Now we want to describe the structure of the article. In the first section below we introduce notation and gives some preliminary result on the comninatorics of the set of spherical weights.
In Section 2 we review the main properties of the De Concini Procesi wonderful compactification of a symmetric variety. We relate the multiplication of sections of line bundles on such compactification and the multiplication of functions on the symmetric variety.
In Section 3 we study some simple properties of the group e G. In the cases related to our problem stated above, the group e G is of finite type if and only if the restricted root system is of type A, and it is of affine type if and only if the restricted root system is of type B, BC, C or D (see Proposition 21) .
In Section 4 we introduce and study a certain module of the extended Lie algebra corresponding to the new node of the extended Dynkin dagram. In the same section we study also the Richardson variety R.
In Section 5 all results of the previous sections are used to relate the symmetric variety and the Grassmannian Gr. And in Section 6 we study the simpler situation where the Grassmannian Gr is finite dimensional.
In the Appendix we prove that two standard monomial bases related to the symmetric variety coincide. One of the two bases is the one considered above, the other is the standard monomial basis one may construct via lifting and pull back from the standard monomial theory of the multicone over the closed orbit in the wonderful compactification.
Finally, for the convenience of the reader, we have reported in the Appendix B the Satake diagrams of the involutions together with the additional node relevant for the constructions and other informations.
The coordinate ring of G/H and quadratic lattices
In this section we introduce some notation and we make some remarks on the combinatorics of spherical weights.
Let G be a semisimple simply connected algebraic group over an algebraically closed field of characteristic zero. Let σ be an involution of G and H sc its fixed point subgroup.
Since G is simply connected H sc is known to be connected (see for example [20] ).
Let now q : G −→ G q be an isogeny and let K q be the kernel of q. If σ(K q ) = K q , then we can consider an involution σ q of G q induced by σ and its fixed points G σ. We define also H q as the inverse image of G σin G. The groups H q are reductive so the quotients X q = X q (σ) = G q /G σ= G/H q are affine varieties. These varieties are called symmetric varieties. When q is the identity, then we use the subscript sc instead of q = id. We also denote by q = ad the adjoint quotient; in this case H ad is known to be equal to the normalizer of H sc in G (see [7] §1).
Spherical representations.
If V is an irreducible representation of G, then we say that it is q-spherical (resp. spherical) if there exists a non zero vector fixed by H q (resp. H sc ). The subspace V
Hq of H q -fixed vectors is then one dimensional, and hence
We want now to give a more precise description of the set of q-spherical representations.
Let T be a maximally split σ stable maximal torus of G, that is a maximal torus of G stable under σ such that the dimension of {t ∈ T : σ(t) = t -1 } is maximal, and let S be the identity component of this subgroup. The dimension of S is called the rank of the symmetric variety G/H and we denote it by ℓ. Let Λ be the weight lattice of T and let Λ q be the sublattice of weights trivial on K q . The Killing form κ defines a positive definite bilinear form on Λ and on Λ q . A weight λ is said to be special if σ(λ) = −λ and we denote by Λ s (resp. Λ s q ) the sublattice of Λ (resp. Λ q ) of special weights. Denote by Φ ⊂ Λ the set of roots. We choose the set of positive roots Φ + in such a way that if α is positive, then σ(α) is either equal to α or is a negative root (see [7] §1).
We denote by ∆ the set of simple roots of Φ defined by the choice of Φ + . In exactly the same way let Λ + ⊂ Λ be the monoid of dominant weights. If α ∈ Φ is not fixed by σ, then we define the restricted rootα as α − σ(α) and the restricted root systemΦ ⊂ Λ s as the set of all restricted roots. This is a (not necessarily reduced) root system (see [21] ) of rank ℓ and the subsetΦ + (resp. ∆) of restricted rootsα with α positive (resp. α simple)
is a choice of positive roots (resp. a basis of simple roots) forΦ. Forα ∈Φ we definẽ α ∨ ∈ t such that α ∨ , λ = 2κ(λ,α)/κ(α,α) for all λ ∈ t * . A special weight λ ∈ Λ s is said to be spherical if α ∨ , λ ∈ Z for allα ∈Φ. 
We can now describe the set of spherical representations. For λ ∈ Λ + let V λ be the irreducible representation of G of highest weight λ. Define the set
and let Ω q be the lattice generated by Ω + q . If λ ∈ Ω + sc , then we denote by h λ ∈ V λ a non zero vector fixed by H sc . Given λ, µ ∈ Ω q , we can think of V λ , V µ as sections of a line bundles over the flag variety of G, and hence the product of the sections h λ · h µ is a nonzero vector fixed by H q in V λ+µ . In particular, we see that Ω + q is a monoid. In the simply connected case this definition of Ω sc coincides with the one given above using the restricted root system (see Helgason [9] ). In general the set of q-spherical weights has been characterized by Vust [24] who proved the following Theorem.
Theorem 1 (Vust [24] Théorème 3). Let S q = q(S) and let Λ(S q ) be the weight lattice of S q and let λ ∈ Λ + q . Then λ ∈ Ω + q if and only if σ(λ) = −λ and λ Sq ∈ 2Λ(S q ).
In the following corollary we collect some consequences of the characterization by Helgason and Vust.
Corollary 2. i) For every q we have
ii) For every q we have
iii) For every q we have
iv) In the adjoint case we have
Proof. In the simply connected case, the statements are part of the results of Helgason.
The condition given by Vust's criterion is linear, so i) follows by Vust's characterization.
In particular, if λ ∈ Λ q , then λ ∈ Ω q if and only if σ(λ) = −λ and λ Sq ∈ 2Λ(S q ).
To prove the converse notice that the restriction map ρ : Λ q −→ Λ(S q ) is surjective, ρ Λ s is injective and ρ• σ = −ρ. Let now µ∈Ω q and consider ρ(µ). By Vust's criterion there exists λ ∈ Λ q such that 2ρ(λ) = ρ(µ). Now 2ρ(λ) = ρ(λ − σ(λ)) and µ, λ − σ(λ) ∈ Λ s so µ = λ − σ(λ).
This proves ii).
Point iv) follows directly from ii), and iii) follows from iv) and ii). Finally, v) is an obvious consequence of the description of the coordinate ring of X q given above.
1.2. Quadratic lattices. As explained in the introduction, our construction of a standard monomial theory for G/H q starts with a choice of canonical generators of the coordinate ring. For this reason we want Ω + q to be freely generated. The following combinatorial conditions will ensure in addition that the relations between these generators are going to be quadratic. Definition 3. Let R be a root system with a choice of positive roots R + , let P be the weight lattice with P + as the monoid of dominant weights, and let Q ⊆ P be the root
ii) L + is a finitely generated free commutative monoid.
The (unique) basis B of the free monoid L + (note that B is also a basis of L) is called the admissible basis of L. If λ ∈ L and λ = ε∈B a ε ε, then we define hgt B (λ) = ε∈B a ε .
An admissible lattice L is called quadratic if the following additional property holds:
iii) If λ ∈ L + is such that λ ≤ ε + η for some ε, η ∈ B (with respect to the dominant
This definition is strongly related to the description of the coordinate ring of G/H q :
take R =Φ and suppose that Ω q is admissible. Let B = {ε 1 , . . . , ε ℓ }, then fixing a basis
is a canonical choice for fixing a generating set of C[X q ]. A rough description of the relations between the generators is given in the next section. From that description it will be clear that if Ω q is quadratic, then also the relations in these generators are quadratic (see Corollary 15) . ii) R is of type BC 1 and L = P ;
iii) R is of type A ℓ , C ℓ or BC ℓ with ℓ 2 and L = P ; iv) R is of type B ℓ with ℓ 2 and L = Q.
Proof. Let ω 1 , . . . , ω ℓ be the fundamental weights, α 1 , . . . , α ℓ the simple roots and let n = card P/Q. For a quadratic lattice L let B be as in definition 3. Notice that L is a lattice of rank ℓ so let B = {ε 1 , . . . , ε ℓ }. By condition i) we know n ω i ∈ L + for all i, and hence by condition ii) the ε i have to be multiples of the fundamental weights. So, up to renumbering them, we have ε i = c i ω i for some c i ∈ N.
So given a simple root
, D ℓ or E ℓ , for every i there exists j such that c ij = −1, and hence L = P in these cases. In the cases BC ℓ , F 4 and G 2 we have n = 1, so L = P = Q.
The condition for L to be quadratic is obviously equivalent to hgt B (α) 0 for all simple roots α. So if L = P and the root system is of type A ℓ , C ℓ , BC ℓ , then the condition is satisfied; for the root systems of type D ℓ or E ℓ , if α is the simple root corresponding to the ramification node in the diagram, then we have hgt B (α) < 0; and for the root systems of type B ℓ with ℓ 3, G 2 and F 4 , if α is the simple long root "near" a short root, then we have hgt B (α) < 0.
It remains to consider the cases A 1 and B ℓ with L = Q. (Note in both cases n = 2, so the only possibilities are L = P or L = Q). For A 1 the proposition is trivially true, and for B ℓ one has Q = ω 1 , . . . , ω l−1 , 2ω ℓ , again the fact that the lattice is quadratic is easily verified.
The proof shows also that the only admissible lattices L for which L = P are the ones with R = B ℓ or A 1 and L = Q.
Let X q be a symmetric variety such that Ω q is quadratic. In section 3 we will construct a group e G with the properties briefly explained in the introduction. In these cases the restricted root system is always of type A, B, C or BC. For convenience we introduce the following convention that will be used in the next sections.
Convention 6. Let R be a simple root system of type A ℓ , B ℓ , C ℓ or BC ℓ . Notice that a simple basis of R is linearly ordered and we number it according to Bourbaki [1] . In particular notice that we number in a different way the simple basis of B 2 and C 2 . Let ω 1 , . . . , ω ℓ be the fundamental weights and define
2ω ℓ if i = ℓ and R is of type B ℓ .
We refer to ε 1 , . . . , ε ℓ as the quadratic basis since the lattice spanned by ε 1 , . . . , ε ℓ is quadratic and all quadratic lattices (with the exception of L = Q and R of type A 1 ) of simple root systems are of this form. In order to have a uniform notation we consider root systems of type A 1 and B 1 as different and we choose in the first case L = P and ε 1 = ω 1 and in the second case L = Q and ε 1 = 2ω 1 .
We will need later the following combinatorial lemma about basis of quadratic lattices. 
Proof. i) follows by α 1 + · · · + α i−1 = ε 1 + ε i−1 − ε i for all i and all types. ii) is trivial for R of type A. Assuming R of type B we have that
is a complete list of elements less or equal to ε i for all i. So the statement follows from
is a complete list of elements less or equal to ε i . So the claim follows from ε i ε 1 + ε i−3 .
Finally notice for this problem the arguments for R of type BC are the same as in the case R of type B.
The ring of sections of a complete symmetric variety
In this section we recall some facts about the wonderful compactification of a symmetric variety of adjoint type defined by De Concini and Procesi in [7] . We describe the relation between the multiplication of sections of line bundles on this compactification and the multiplication of functions on the symmetric variety. Definition-Theorem 8 (Theorem 3.1 and Proposition 8.1 in [7] ). Up to isomorphism, the closure of X ad in P(V λ ) does not depend on the choice of the spherical regular weight λ. We call it the wonderful compactification of X ad and we denote it byX =X(σ). This variety has the following properties:
i)X is a smooth projective G variety;
ii)X X ad is a divisor with normal crossings and smooth irreducible components S 1 , . . . , S ℓ ;
iii)X has a unique closed orbit Y = Y (σ) and the restriction of line bundles Pic(X) −→ Pic(Y ) is injective. In particular Pic(X) is identified with a sublattice of Λ and we denote by L λ the line bundle corresponding to a weight λ ∈ Pic(X);
By the properties iii) and iv) we know that Ω sc ⊂ Pic(X). Moreover, the weights α 1 , . . . , α ℓ ∈ ∆ are the weights corresponding to the line bundles O(S 1 ), . . . , O(S ℓ ). In particular, there exists a G invariant section
Now we can describe the sections of a line bundle as a G-module. Observe that every line bundle L λ with λ ∈ Ω sc has a natural G linearization and, since the variety has a dense orbit under the Borel subgroup, any irreducible G-module appears in Γ(X, L λ ) with multiplicity at most one (see Lemma 8.2 in [7] ).
If µ ∈ Ω + sc , then by the construction of L µ we have a submodule of Γ(X, L µ ) isomorphic to V * µ obtained by the pull back of the homogeneous coordinates of P(V µ ) toX. Since the multiplicity of any irreducible submodule is at most one, we can speak of the submodule V * µ of Γ(X, L µ ) without ambiguity. If now λ ∈ Ω is such that µ σ λ, then we can consider the image of V * µ ⊂ Γ(X, L µ ) under the multiplication by s λ−µ . We denote this image by s λ−µ V * µ . We have the following Theorem:
Standard monomial theories.
We recall the definition of standard monomial theory.
Let A be a commutative k-algebra. Let A be a finite subset of A and "<" a partial order on A. If a 1 a 2 · · · a n , then we say that the monomial a 1 · a 2 · · · a n is a standard monomial. We denote by SM(A) the set of all standard monomials. We say that (A, <) is a standard monomial theory (for short SMT) for
The construction of a standard monomial theory comes often together with the description of the straightening relations, i.e. a set of relations in the elements of A which provide an inductive procedure to rewrite a non-standard monomial as a linear combination of standard monomials.
Let (A, <) be a SMT for the ring A. In particular, A generates A and we denote by Rel A the kernel of the natural morphism form the symmetric algebra S(A) to A. Let M(A)
be the set of all monomials in the generators A and let < t be a monomial order which refines the order < on A. (We recall that a monomial order is a total order on the set of monomials such that (i) if m, m ′ , m ′′ are monomials and m ′ < t m ′′ then mm ′ < t mm ′′ and (ii) 1 < t m for all monomials m = 1 (see [8] , section 15.2).) For any a, a ′ ∈ A which are not comparable assume now that there exists R a,a ′ ∈ Rel A such that
and P a,a ′ is a sum of monomials which are strictly smaller to a a ′ with respect to the order < t . A set of relations satisfying these properties is called a set of straightening relations.
In this case we have the following simple lemma.
Lemma 10. Let (A, <) be a SMT for the ring A and let R = {R a,a ′ : a, a ′ ∈ A are not comparable} be a set of straightening relations. Then R generates Rel A .
Proof. Let I be the ideal generated by R. We have a natural surjective morphism ϕ : . We are going to recall the main properties of this SMT.
Fix a maximal torus T and a Borel subgroup B in G such that T ⊂ B. Let L be a line bundle generated by global section over F and consider the ring
A basis F L of Γ(F , L) has been constructed in [17] together with an order < on this set For f, f ′ ∈ F L that are not comparable, the product f f ′ can be expressed as a sum P f,f ′ of standard monomials of degree two. In [17] a total order < t has been introduced on M(F L ) with the properties required in the previous discussion of a general SMT, so the Furthermore, this theory is adapted to Schubert varieties. Let S ⊂ F be a closed B stable subvariety and set
comparable form a set of straightening relations. Summarizing we have:
are a set of straightening relations. Moreover, the kernel I S of the restriction map has as basis the set of all standard monomials which contain elements not in F L (S).
The elements of F L are eigenvectors for the action of T and we denote by weight(f ) the weight of f ∈ F L w.r.t. the action of T . The order < is compatible with the dominant order in the following way:
order. Moreover F L has a minimum f 0 which is a lowest weight vector f 0 .
The SMT described for a Schubert variety S immediately generalizes to the Richardson variety S 0 = {y ∈ S : f 0 (y) = 0} by choosing as set of generators F 0 (S 0 ) = F(S) {f 0 }. In this paper we will only need the SMT for these particular types of Richardson varieties, a SMT for general Richardson varieties has been constructed by Lakshmibai and Littelmann [12] .
In the case of the multicone over a flag variety some changes to this general setting is needed (see [2] ). We will not need these results in this paper but we will briefly explain these changes to recall some results for the total ring ofX proved in [3] . Let L + ⊂ Pic(F ) be a free monoid contained in the set of elements of Pic(X) generated by global sections and let
It is still possible to define an order < on F L + and a total order < t on the set of all monomials with the same properties of the total order in section 2.2 such that the standard monomials of degree two are a basis
and such that the products f f ′ with f, f ′ ∈ F L + not comparable are a sum P f,f ′ of standard monomials that are strictly smaller to f, f ′ with respect to the total order < t .
Moreover the straightening relations R f,f ′ = f f ′ − P f,f ′ generate the ideal of relations in the generators F L + . However, if one defines in this case the standard monomials as above as monomials of ordered elements, then they are not anymore linearly independent. One has to give a more restrictive definition of a standard monomial (see [2] ). For L ∈ L + we denote by SM L + (L) the set of all standard monomials w.r.t. to this new definition belonging to Γ(F , L), and we denote by SM L + the set of all standard monomials.
2.4. Standard monomial theory for the total ring ofX. We describe now the connection between k[G/H] and the ring of total sections onX, and we recall some properties of this ring.
For an admissible sublattice L ⊂ Ω sc we introduce an analogue of the total ring studied in [3] (in that paper the ring was called the ring of all sections):
Set L + the subset of elements λ such that L λ restricted to the closed orbit Y is generated by global sections. To construct a SMT for Γ L (X) we use the SMT for the multicone
We order this set by setting s 1 < · · · < s ℓ < f X for all f ∈ F L + and we order the elements f X as in the set F L + .
We define the standard monomials SM X L as the set s ν m X , where ν is a positive sums of the roots α i and m ∈ SM L + . This set is a k-basis of Γ L (X) and more precisely:
We can also give a rough description of a set of straightening relations in terms of the elements of F X L . We define a total order on the set of monomials: let µ, ν be positive sums of the restricted roots α i and let m, n be monomials in the elements in F L + . We set s µ m X < t s ν n X if µ is less to ν with respect to the lexicographic order, or if µ = ν and m < t n with respect to the total order of the monomials in the elements in
be such that they are not comparable as elements of F L + . Since the standard monomials form a basis of Γ L (X), we can express the product f X h X as a sum of standard monomials
This is a straightening relation. In fact:
The proof in [3] of the theorem above has been only given for L = Pic(X), but extends to the general case without changes.
The part of highest degree of the relation R f,h is easy to describe. Indeed by restricting this equation to Y we see that f h − P
is the usual straightening relation for the multicone L + over Y . In a certain sense the aim of this paper is to give a description of the polynomials P µ π,π ′ for µ = ε i + ε j .
2.5.
A first description of the coordinate ring of X q . In the construction above we choose now L = Ω q and we describe the relation between Γ Ωq and k[X q ].
We consider the map  : X q −→X given by the composition X q −→ X ad ֒→X and we observe that for all λ ∈ Ω q the pull back  * (L λ ) is the trivial line bundle. Indeed, as a representation of H q , the fiber of  * (L λ ) over the point H q ∈ X q is the line k h λ , so the bundle is trivial.
In particular, if λ ∈ Ω q and we choose an isomorphism
If Ω q is admissible and B is its admissible basis, then we can choose isomorphisms ϕ ε for ε ∈ B and define ϕ λ = ε∈B ϕ
With this choice of isomorphisms we get for all λ, µ ∈ Ω q the following commutative diagram:
Hence we can define a morphism of rings
Observe also that  * α i (s i ) is a nonzero G invariant function on X q , so we can normalize this function so that  * α i
(s i ) = 1. The relation between the ring Γ Ωq and the coordinate ring of X q is given by the following proposition whose proof is easy.
In particular we have the following corollary.
Corollary 15.
If Ω q is quadratic, then the ring k[X q ] has quadratic relations in the
We believe that also the opposite is true:
If Ω q is not quadratic, then also the relations are not quadratic.
2.6. Surjectivity of multiplication and applications. We now discuss some consequences of the surjectivity of multiplication of sections of line bundles generated by global sections.
We consider now the restriction n λ,µ of the multiplication map to the submodules
and we define N(λ, µ) = {ν ∈ Λ + : ν σ λ + µ and s λ+µ−ν V * ν ⊂ Im n λ,µ }. We provide now a different construction of the set N(λ, µ).
Lemma 17. With the same notation as above: for all λ, µ ∈ Ω + , we have N(λ, µ) =
Proof. Consider the Segre embedding S :
). The image of ∆X is the closure of the G orbit of the vector h λ ⊗ h µ and ∆ * X :
and this happen if and only if
The following corollary will be needed in section 4. 
Proof. The corollary follows by Lemma 7, Lemma 17, the description of the sections of a line bundle in Proposition 9 and the surjectivity of the multiplication map m λ,µ proved in [4].
3. Construction and properties of the group e G and it's Lie algebra
In this section we describe the Lie algebra e g and some of its properties.
e g is a KacMoody algebra endowed with a grading and an involution. The involution contains the Lie algebra g of G as a Levi factor in the part of degree 0 and a spherical representation in degree 1. This construction depends on the choice of a spherical weight ε that we consider to be fixed.
We assume from now on the involution σ to be simple (i.e., g is an irreducible G ⋊ {id, σ}-module) or equivalently,Φ is an irreducible root system. We keep the notation introduced in the previous sections. In particular, the enumeration of the basis α 1 , . . . , α ℓ of the irreducible root systemΦ is as in [1] . Let ω 1 , . . . , ω ℓ ∈ Ω sc be the fundamental weights corresponding to this basis.
3.1. The extended Lie algebra. To define the extended Lie algebra we define its Dynkin diagram. The new Dynkin diagram is constructed by adding a node that we index with 0 to the old Dynkin diagram. We join the new node 0 with the node corresponding to the simple root α ∈ ∆ with ε, α ∨ lines and we put an arrow towards the node corresponding to α if this number is bigger or equal to 2. In general this is not a Dynkin diagram of finite type. The new matrix coefficients of the extended Cartan matrix are given by the following rules: if α ∈ ∆, then we have and an element D ∈ t * ⊥ such that D, α 0 = 1. We normalize C in such a way that α We grade e g according to the action of D:
We define now an involution σ of e g in the following way:
We denote by σ also the induced involution of e t * and we observe that, since σ(t * ⊥ ) = t * ⊥ , we have σ t * = σ. To verify that σ is well defined note that by definition for all α ∈ ∆ we have σ(α), α
and σ(α 0 ) = −α 0 .
3.2. Some remarks and conventions concerning the weights of g and e g. For α ∈ ∆ we denote by ω α ∈ t * the corresponding fundamental weight with respect to the basis ∆. Let ∆ 0 be the set of simple roots fixed by σ and let ∆ 1 be the complement of ∆ 0 in ∆. Recall ( [7] ) that σ induces an involutionσ of ∆ 1 characterized by σ(α) +σ (α) is in the vector space spanned by ∆ 0 . Furthermore, σ is the restriction to ∆ 1 of an automorphism of the Dynkin diagram of Φ.
The following connection between fundamental weights with respect to ∆ and fundamental weights with respect to∆, as explained in [3] , is a direct consequence of the Helgason criterion. For a weight ω i we have three possibilities:
We fix some notation for the fundamental weights of e g. Choose γ, δ ∈ t ⊥ univocally determined by γ, C = δ, D = 1 if the new Dynkin diagram is not affine and by γ, C = δ, D = 1 and γ, D = δ, C = 0 if it is affine. Notice that we have
where ω ∨ α ∈ t are the fundamental weights w.r.t. ∆ ∨ . Notice also that for α ∈ ∆ the weight ω α ∈ t * is not anymore the fundamental weight of α w.r.t. to Beware that in the affine case, with these choices, we do not have α = β∈ e ∆ α, β ∨ e ω β for all α ∈ e ∆. Indeed this formula holds for α = α 0 while for α 0 we have α 0 = β∈ e ∆ α 0 , β ∨ e ω β + δ. In particular α e t ′ = β∈ e ∆ α, β ∨ e ω β e t ′ still holds for every α ∈ e ∆.
3.3. The restricted root system of the extended Lie algebra. We want to study now some properties of the involution σ.
As in the case of the root system Φ, if α ∈ e Φ and σ(α) = α, then we define α := α − σ(α). In particular, we have α 0 := α 0 − σ(α 0 ) = 2 α 0 . For i = 1, . . . , ℓ we consider the elements α ∨ i ∈ t defined in section 1 as elements of e t ⊃ t and we define α In general we do not know if the set of the α with α ∈ e Φ is a root system (see Conjecture 31 below for some comments). But we can define always the Cartan matrix of this hypothetical root system as the (ℓ + 1) × (ℓ + 1) matrix
The next proposition implies that the Cartan matrixÃ is determined only by the restricted root system and the weight ε. In particular, it is very easy to compute.
Proposition 19. The Cartan matrixÃ is given by the coefficients of the Cartan matrix
ofΦ and by the following numbers, where i = 1, . . . , ℓ:
Proof. Let α ∈ ∆ be such that α = α i . We have
which proves the third equality, while using (1) we obtain α 0 ; α
In the same way the restricted root system controls many properties of g related to the involution σ, the Cartan matrixÃ controls some of the properties of Proof. Recall that we assume that g is simple for the action of G ⋊ {id, σ} (the proof in the general case is similar). In this case there are two possibilities: either g is simple or g = h ⊕ h, with h a simple Lie algebra and σ(x, y) = (y, x).
Assume first that g is simple. Let and that α 0 , α ∨ = 2 α 0 , α ∨ and since α ∨ ∈ t * which is spanned by the coroots α
So the two conditions are equivalent andd 0 = 4d 0 .
Assume now that g = h ⊕ h and σ(x, y) = (y, x), let t h be a maximal toral subalgebra of h and ∆ h a choice of a simple basis for the roots of h.
Φ is simple the condition forÃ to be symmetrizable is the same given in the discussion of g simple while the condition for e g to be symmetrizable becomes equivalent to the existence of d 0 and two non zero scalars λ 1 and λ 2 such that d 0 α, α
. Now if ε 1 = 0 the statement is trivial while if ε 1 , β ∨ = 0 and α 1 = (β, 0) and α 2 = (0, −β) we deduce that we must have λ 1 = λ 2 . The proofs can now be completed as above.
From Let E be the real span of ∆ and letẼ be the real span of ∆, then e E = E ⊕ RC and eẼ =Ẽ ⊕ RC. The restriction of the bilinear form κ to E respectivelyẼ is positive definite, and recall that C is orthogonal to E.
Hence κ ′ is positive definite (resp. semidefinite) if and only if κ(C, C) > 0 (resp. κ(C, C) = 0). The same condition holds forκ ′ so e g is of finite (resp. affine) type if and only if the Cartan matrixÃ is of finite (resp. affine) type. If g is spherical and z ∈ g is a spherical vector, then it is easy to prove that H = Z G (z) and hence it is a Levi subgroup. On the other hand, if H is a Levi subgroup, then g is obviously spherical. So σ(θ) = −θ andθ = θ − σ(θ), which is clearly the highest root of Φ, is equal to 2θ. Soθ divided by 2 must be in the weight lattice ofΦ. This happens if and only ifθ = 2 ω 1 and the restricted root system is of type C or BC or A 1 (but it is not always true that if the restricted root system is of type C or BC, then g is a spherical representation).
In particular, θ = ε if and only if H is a Levi factor and ε = ω 1 (in the reduced case of rank two the numbering is given by the fact that here we consider the root system to be of type C 2 and not B 2 ).
Remark 23. For us the cases ε = ω 1 or ε = 2 ω 1 andΦ of type B 1 (see Convention 6) will be of particular interest. We make explicit the results of Proposition 19 in these cases.
Notice 2ℓ . In all other casesÃ is the Cartan matrix associated to the Dynkin diagram obtained by adding a "longer" node and a double arrow from this node to the node associated to α 1 , so it is very easy to compute.
In particular, note thatÃ is a Cartan matrix of finite type if and only ifΦ is of type A and it is of affine type if and only ifΦ is of type B, BC, C or D. Here is the list of what we obtain in these cases.
with ε = ω 1 or 2 ω 1 for B 1 3.4. First properties of the extended Lie algebra. From now on we assume e g to be symmetrizable and we denote by κ the standard symmetric bilinear form on e g as defined in [10] . In general it is not true that the restriction of κ to g is a multiple of the Killing form κ. So if we identify e t * with e t using κ and we define
for an element x of non zero length, then for x ∈ t this definition does not need to agree with definition of x ∨ given in section 1. However, if one has an ideal of g which is simple for the action of G ⋊ {id, σ}, then by the uniqueness of the σ-invariant bilinear form, the restriction of κ to such an ideal must be a multiple of the Killing form. So the two possible definitions of x ∨ coincide for elements which belongs to such an ideal. In particular, they coincide for all elements in Φ andΦ. For this reason we keep the same symbol α ∨ .
We list now some properties of the Lie Algebra e g.
Proposition 24.
i) e g = i∈Z e g i and σ(
ii) Proof. i) and ii) are a direct consequence of the definition.
To
g i . By [10] it is contained in the subalgebra generated by the elements f i . Hence e g −1 it is generated by the elements of the form [ We introduce now a triple of elements in 3.5. The Weyl group of the extended Lie algebra. Notice that if α ∈ e Φ + and
If e g is finite dimensional, then this implies that the maximal toral subalgebra e t is maximally split. In the infinite dimensional case we would like to consider this property as the analogue for the toral subalgebra e t to be maximally split and we would like to prove for this situation the analogous basic structural properties as in the finite dimensional case.
In [21] the relation between the Weyl group W of the root system Φ and the Weyl group W of the root systemΦ is described. Let s ⊂ t be the (−1) eigenspace of the action of σ on t and set W 1 = {w ∈ W : w(s) ⊂ s} the subgroup of W preserving the span of spherical weights and W 2 = {w ∈ W : w s = id s } the subgroup of W 1 acting trivially on spherical weights. The restriction to s gives an injective map r :
The relation between W and W is given by the following Proposition.
Proposition 26 (Richardson [21] , Proposition 4.7). r defines an isomorphism between W 1 /W 2 and W .
We generalize now this result to the extended situation. We prove first a weak form. Let remains to prove thats 0 ∈ Im r. But α 0 = 2α 0 ands 0 = r(s α 0 ).
It is possible to describe explicit covers of the generators of the Weyl group by describing explicit elements w i ∈ e W 1 such that r(w i ) =s i .
Proposition 28.
i) Let w ∆ be the longest element in W (with respect to the simple roots ∆), then
iii) Denote by w i the longest element of the Weyl group of Σ i . Then w i ∈ e W 1 and r(w i ) =s i .
Proof. We prove first that ii) implies iii). For i = 0 it is trivial:
e s is orthogonal to ∆ 0 so if w ∆ 0 is the longest element of the Weyl group associated to ∆ 0 , then w ∆ 0 ∈ e W 2 . Also notice that α 0 is not joined to ∆ 0 , so we have w 0 = s α 0 •w ∆ 0 and r(w 0 ) =s 0 follows from r(s α 0 ) =s 0 .
So we can reduce the proof to the finite dimensional case. Let ω h be a fundamental weight ofΦ orthogonal to α i . Then ω h is sum of fundamental weights ω α orthogonal to any root in Σ i . This shows that w i ( ω h ) = ω h . So it suffices to show that w i ( α i ) = − α i .
Let t i be the vector space spanned by Σ i and Φ i the root system generated by Σ i . σ preserves Φ i , so by considering σ g i we can assume that the rank of the involution σ is 1. In particular, w ∆ = w i in this case and it commutes with σ, hence w i preserves s i := s ∩ t i . We have already seen that the orthogonal complement to α i in s i is fixed by w i and hence, since w i is a real isometry, Finally i) is a special case of Lemma 15.5.8 in [22] .
Let now ii) A ∩ eẼ =Ã and U ∩ eẼ =Ũ ;
, then x = w( β) with β ∈ ∆ and, by Lemma 27, w ∈ W 1 . So x = w(β) − w(σ(β)) = w(β) − σ(w(β)) = α with α = w(β) ∈ e Φ re .
ii) The statement about A is obvious since x, α = 2 x, α for all x ∈ e s and for all α ∈ e ∆. Moreover,
by point i) and x, α = 2 x, α we have also x ∈Ũ .
In the next section we will need the following integral form of eẼ :
e Ω = Ω + Z γ + Z δ.
Corollary 30. Proof. We prove ii), the proof of i) is similar.
Choosew ∈ e W such thatw(λ) ∈Ã ⊂ A. By Corollary 27,w is the restriction to e s of an element of e W , so since A is a fundamental domain we havew(λ) = w(λ).
Hence it is enough to prove that if λ ∈ WhenΦ is of type BC we could adjust the conjecture to give it a reliable appearance but there seems to be no general theory of nonreduced Kac-Moody root system.
Notice that the conjecture is true in the case e g is finite dimensional or in the case σ e t = −ide t . It is also easy to verify the conjecture in the case e g is the affinization of g since we have an explicit description of the root system.
The representation Z and the Richardson variety R
In this section we introduce a representation Z of e g and a Richardson variety R and we prove the main technical results of the paper.
We keep the notation introduced in the previous section. Moreover, from now on we fix a simple involution of G and a subgroup of the form H q (see section 1) such that Ω q is quadratic. We denote Ω q by Ω and H q by H. We denote by ε 1 , . . . , ε ℓ the admissible basis of Ω as in Convention 6 and we choose ε = ε 1 in the construction of e g given in the previous section. We set for convenience ε 0 = 0 and we define if it is of finite type.
This can be easily computed by noticing that in finite type case eΦ is of type C ℓ+1 and
We need some information on the decomposition of Z n into g modules. We denote by As we have already noticed in the proof of the proposition, the root system generated by α 0 , . . . , α ℓ−1 is always of type C ℓ so we can easily compute the orbit e W ℓ e ω 0 . In particular, we are interested in the weights in this orbit that are dominant with respect to ∆ (or equivalently ∆). We describe now these weights. Recall that a root system of type C ℓ can be realized in R ℓ , with standard basis e 1 , . . . , e ℓ , as the set {±e i ±e j : i, j = 1, . . . , ℓ} {0}
and α 
ii) For i = 0, . . . , ℓ we have
Proof. To prove i) note that this is a computation which involves only objects related to the Weyl group e W . So it is enough to notice that g is of affine type. ii) and iii) now follows from i) and the fact that by the discussion above the set on the right side in iii) has ℓ + 1 elements.
We now restate the results of this discussion in the form we will use it in section 5. For λ ∈ Ω and λ = i a i ε i we define gr(λ) = i i a i . Consider the Schubert variety S τm := e Bτ m e P / e P and the module of sections Γ(S τm ) = Γ(S τm , L). This module is a graded quotient of Z * and we denote by Γ n (S τm ) its graded components.
Lemma 36. For m = 1, . . . , ℓ we have S τm = e P τ m e P / e P , in particular, the Schubert varieties S τm are G stable.
Proof
Note that Γ(S τm ) is a e P module, so it is also a G-module. The following two theorems collect the essential properties of Γ(S τm ) that we will need for the constructions in the next section. We describe first the structure of Γ n (S τm ) as a G-module.
Theorem 37. Let m ∈ {1, . . . , ℓ}, then
as a G-module and Γ i (S τm ) = 0 for any i > m;
Proof. For ρ ∈ 
It follows that e α vτ = 0 for all root operators corresponding to a simple root α = α 0 , and
Now we prove i) using the LS-path branching rule [15] . Let B be the LS-path model for the e g-module Z and let B(τ m ) be the path submodel for the e P -module Γ(S τm ) and recall that
t where the sum runs over all LS-paths π ∈ B(τ m ) of degree n such that π(x) t belongs to the dominant Weyl chamber of g for all 0 x 1. Let us write such a path as π = π 1 * · · · * π r with π i = π a i η h ( e ω 0 ) for some elements η 1 < · · · < η r in S(τ m ) and some rational numbers 0 < a 1 , . . . , a r such that a 1 + · · · + a r = n. The requirement π(
for some 0 h m.
Now the requirement for π to be a LS path implies that a r−1 τ h (
0 is equal to −1 if h > 0 and to 1 if h = 0, so if n = 1 this implies a r = 1 and r = 1, π = π η h ( e ω 0 ) and π(1) t = ε h which prove our claim since τ h (
To simplify the presentation, we prove ii) only in the case n = 2, the proof for the general case is completely analogous. In this case we can have a r = 2 and r = 1, π = π 2η h ( e ω 0 ) and π(1) t = 2ε h or a r = 1 and r > 1. In this second case the requirement π(x) t dominant for all x implies (a r−1 η r−1 (
Indeed, if α ∈ ∆, then τ h ( The previous theorem will be be more convenient for us in the following form. For m = 1, . . . , ℓ define R m as the Richardson subvariety of S τm defined by z * 0 = 0 and set also R = R ℓ .
Corollary 38. For m = 1, . . . , ℓ we have the following isomorphism of G-modules
In particular
We need the following simple result in the proof of the next theorem:
Lemma 39. The module V ε i+1 appears with multiplicity one in the tensor product
Proof. Let us denote by B a path model for the G-module V ε k and denote by π ε 1 the path Q ∋ t → tε 1 ∈ Λ ⊗ Q. We have the path tensor product formula (see [15] )
where the sum runs on all paths η ∈ B such that the concatenation η * π ε 1 is completely contained in the dominant Weyl chamber. So in order to obtain the module V ε k+1 we must look for the paths in B ending in ε k+1 − ε 1 .
Using the same description of restricted roots we have used in the proof of Lemma 34,
we have s e α 1 s e α 2 · · · s e α k (ε k ) = ε k+1 − ε 1 . Since the restricted Weyl group is a quotient of a subgroup of the Weyl group of G we have proved that the weight ε k+1 − ε 1 is an extremal weight for the G-module V ε k . This shows that exactly one path in B ends in ε k+1 − ε 1 and finishes our proof.
The non-vanishing of the following specific vector will be important for us in the next section. Recall that by Proposition 24 we have
, so we can choose a spherical
Theorem 40. For any 0 i ℓ the element h
Proof. Consider the enveloping algebra of
Notice that it is generated by e g 1 ⊂ e g + ⊂ U + and that the map from U + to Z * given by x → x · z * 0 is surjective. Moreover, U + and Z * are compatibly graded, hence for all n > 0 we have a surjective morphism:
Similarly we have a surjective map from e g ⊗n 1 onto Γ n (S τ ) and by induction a surjective map a :
By the previous lemma, the multiplicity of
is one. Since a is G-equivariant, the morphism a must be equal to the projection π
. In particular, a(h 1 ⊗ h ε i ) = 0 by Corollary 18. The image is H-invariant and must hence be a nonzero multiple of h ε i+1 , which proves the claim by induction.
The equations of the symmetric variety
In this section we describe the relation between the symmetric space G/H and the Grassmannian Gr. The naive approach is the following: let h -1 ∈ e g -1 be fixed by H as in 3.4 and define x = e h -1 (kz 0 ) ∈ P(Z). The point x is certainly fixed by H (since both h -1
Of course, this naive approach has a problem since the exponential map is not defined for all elements in the Lie algebra in the affine case. Nevertheless, the reader should keep this simple idea as a travel guide in mind. To make the idea work despite the obvious mistake we have to go a sometimes rather technical looking detour. 
be the open cell and set A η = A ∩ S η . The projection from P(Z) P(J η ) to P(Z/J η )
becomes an isomorphism when restricted to A η , and its image is contained inÂ η .
5.2.
The immersion ı η . Let S η be the closure of a e P -orbit and set x η := e h -1 (kz 0 ) ∈ P(Z/J η ). Consider the G-equivariant map
Since e h -1 z 0 is fixed by H the pull back ı * η (O P(Z/Jη) ) on G/H is trivial and we have an induced map ı *
We can normalize this map in such a way that ı * η ((z * 0 )) is the constant function with value 1 on G/H. Note that if S η ′ ⊂ S η , then we have the following commutative diagram
If we normalize the pull back (p be the ideal defining Γ Gr .
Lemma 41. Sı * (I) = 0, so Sı * determines a morphism of rings ϕ :
Proof. Let f ∈ I. We can assume that f is a homogeneous element contained in the symmetric product of Y ∨ η for an appropriate η so that Sı * (f ) = Sı * η (f ). We want to prove that f (ı η (x)) = 0 for all x ∈ G/H. By For an element η ∈ e W we define F(η) = {f ∈ F : f Sη = 0} and
If η is the special element η = τ (see section 4.2), then we denote F 0 (η) just by F 0 . Recall that F 0 = {f ∈ F : f R = 0}. Let SM 0 (respectively M 0 ) be the set of all standard monomials (respectively all monomials) in the elements of F 0 . Recall that, as in 2.3, the
We are finally ready to apply all the various technical results of this and previous sections and to conclude with our main theorem.
By Theorem 40, for all f ∈ F 0 the functions g f do not vanish identically. Hence by
Corollary 38 the set
We introduce the following order on G 0 induced by the order on
Proof. Let E be the span in Γ Gr of the monomials g m with m ∈ SM 0 , this set is G stable. By Corollary 38, E is isomorphic to λ∈Ω V * λ as a G-module. Let E λ be the G-submodule of E isomorphic to V * λ . By Theorem 40, we know that ϕ(E ε i ) = 0, and hence also ϕ(E λ ) = 0 because k[G/H] is a domain (the product of the two highest weight vectors in E µ and E ν is an highest weight vector in E µ+ν ). So ϕ E is injective, and by the descriptions of k[G/H] and Γ R as G-modules (Corollary 38), it follows that the map is surjective. 
Straightening relations for k[G/H].
We describe now straightening relations for the standard monomial theory using the Plücker relations for the Grassmannian. We denote by < t the total order on M and for f, f
be the Plücker relation as in section 2.3. 
This order has the properties explained in section 2.2. The compatibility of this order with the order ≺ on G 0 follows from the compatibility of the order < between elements of F with the dominant order of the associated weights recalled in section 2.3.
Fix an element η τ such that for all f, f ′ ∈ F 0 that are not comparable, the relation
. Equivalently: P f,f ′ is a polynomial in the functions in F(η). We define
For each f ∈ F let n f = − D, weight(f ) + n 0 . Recall that weight(f ) is the weight of f with respect to e t, so f ∈ (Z * ) n f . Note that the set {f : f / ∈ F 0 , and n f = n} is a G-stable complement for V * εn in (Z * ) n for n = 1, . . . , ℓ and is equal to (Z * ) n otherwise.
Hence if f ∈ F 1 , then by Corollary 35 we have
In particular, for each f ∈ F 1 we can choose an element
Remark 44. The computation of the polynomials F depends only on the expansion of e h −1 z * 0 and on the representation theory of G and not anymore on the geometry of G/H. . In particular, the G-equivariant projection π from T P to V * λ is unique up to scalar. Now consider product the map from T P to the ring k[G/H] followed by the projecting onto V * λ . This is also a G-equivariant non zero map, so it has to coincide with π up to a non zero scalar. By fixing highest weight vectors, this scalar can be normalized to be 1. So the functions F f are determined by the decomposition of the tensor product T P .
We will use the set G 1 = {g f : f ∈ F 1 } as a set of auxiliary variables, so for each f ∈ F 1 we introduce a new variable v f and we set v = (v f ) f ∈F 1 .
For non-comparable elements f, f ′ ∈ F 0 we have the polynomials R f,f ′ and P f,f ′ in the symmetric algebra S(
is a homogeneous polynomial of degree two which is the sum of monomials of the form u 
Now we can substitute equations (3) in equations (4) and definê 
Proof. We have to prove for all f, f ′ ∈ F 0 that are not comparable: the polynomial
, by the discussion above, so all the monomials which Despite the fact that the computation of the polynomials F f depends only on the expansion of e h −1 and the representation theory of G, it seems complicated to get explicit formulas and check basic properties for these polynomials. For example, by Corollary 15 we know that the relations in the generators G 0 are quadratic. However, a priori the relationsR f,f ′ can be of higher degree. From this point of view it is natural to ask whether it is possible to fix η ≥ τ such that the functions F f can be chosen to be linear in the generators, in this case it would be clear that the relationsR f,f ′ are quadratic.
A more precise way to state this is the following: let η be minimal such that p η τ (S η ) contains x τ . Is it true that any spherical module in Γ(S η , L) is one of the modules V * ε i ? In the last section we show that in the case e g is of finite type this question has an affirmative answer.
Remark 46. We have seen above that the coordinate ring of G/H and Γ R have similar properties. Indeed, we can perform a two steps flat and G-equivariant deformation of
n ) and define A to be the quotient of Γ τ modulo the ideal generated by (f 0 − 1). It is clear that the ring A can be deformed to Γ R in a flat and G equivariant way. We exhibit now a deformation of k[G/H] to A. To this order we need first to change the choice of our generators F 1 .
Let F ′ 1 be a set of elements such that:
is a basis of the vector space generated by F 1 ; iii) the elements of F Proof. To prove i) it is enough to show that [s 0 τ ] = [we ∆ ] in e W /W or equivalently, since s 0 =s 0 that τ (ω 0 ) = ω 0 − ε 1 . This is a computation essentially in the restricted root system that in this case we know to be of type A ℓ . We have τ = w ∆τ so by Lemma 34
ii) and iii) follows immediately and iv) follows using Lemma 25.
Remark 48. In the case the restricted root system is of type B, C or BC a similar computation gives τ (ω 0 ) = −ε ℓ + 3ω 0 .
The theory developed in the previous section becomes particularly simple in this case and we restate parts of Theorem 42 and Theorem 45 in the following more explicit way.
ii) we can normalize f 0 and f 1 in such a way that
iii) The map ϕ induces the following isomorphism:
It should also be pointed out that for some of the involutions in which the restricted root system is of type A the results described where already obtained as special cases by other authors: in particular in the case of the group SL(n) this was obtained by De
Concini, Eisenbud and Procesi in [6] and for symmetric quadrics by Strickland [23] and Musili [19, 18] . There are other three families of involutions in which the restricted root system is of type A: the case of antisymmetric quadrics, a family for the group SO(n)
in which the restricted root system is of type A 1 and that for this reason is particularly simple, and the involution of E 6 with fixed point subalgebra of type F 4 . In the last part of this section we want to make as explicit as possible the case of this exceptional involution.
In this case we have that e G is of type E 7 . In the picture below we have numbered the nodes of E 7 following the notations of the previous sections and we have colored the nodes according to the Satake diagram of the corresponding involution.
The module Z is of dimension 56 and it is a minuscule module so we can identify an element of the basis F by giving its weight. Also S 2 Z ≃ Z 2ω 0 ⊕ e g, so the Plücker relations are generated as e G modules by the following single relation: (satisfying certain properties, see [15] ).
Let η = (κ, b) be a second LS-path of shape where κ = (κ 1 , . . . , κ s ). We say π ≤ η if and only if x r ≤ κ 1 .
Note that π ≥ κ and κ ≥ π implies r = s = 1 and hence π = η = (x). By definition, a product f π 1 · · · f πs is standard if and only if π 1 ≤ π 2 ≤ . . . ≤ π s .
As mentioned in Remark 43, in the multicone picture the definition of a standard monomial is much more involved. The generators are again indexed by certain LS-paths, but of a different type. Let ǫ 1 , . . . , ǫ n be the generators of the admissible lattice. The generators of type ǫ i (see 2.3) are indexed by LS-paths of type ǫ i , i.e., pairs of sequences π = (x, a), where x = (x 1 , . . . , x r ) is a strictly increasing sequence (in the Bruhat order) of elements in the quotient W/W ǫ i , and a is a strictly decreasing sequence of rational numbers (satisfying certain conditions, see [15] ). By a defining sequence for π we mean a weakly increasing sequencex = (x 1 , . . . ,x r ) of elements in W such thatx j ≡ x j mod W ǫ i .
Given LS-paths π 1,1 , . . . , π 1,a 1 ,. . ., π n,1 , . . . , π n,an , where π i,j = (x i,j , a i,j ) is an LS-path of type ǫ i , the monomial 
This definition of a standard monomial is far away from the definition given in section 2.2.
It depends on the choice of the enumeration ǫ 1 , . . . , ǫ n of the basis of the admissible lattice, and there is no obvious canonical choice.
In the case where the admissible lattice is the weight lattice, there exist special "nice enumerations" for certain groups (see [14] , for a Young diagram like version see [16] ). In 
and theτ j are of minimal length with this property. Consider first an LS-path π = (x, a)
of type ǫ i , where x = (x 1 , . . . , x r ). By abuse of notation we write also x j ∈ W for a minimal representative. By the definition of an LS-path and by (8) it follows that It remains to check that the notion of a standard monomial in both pictures is the same. To not get drowned in indices, we consider only a product of two elements. Let π = (x, a) be of type ǫ i and η = (y, b) of type ǫ j such that i > j and f π f η is standard. By definition, this implies that we can find defining sequences (x 1 , . . . ,x r ) for x = (x 1 , . . . , x r ) and (ỹ 1 , . . . ,ỹ s ) for y = (y 1 , . . . , y s ) such that in W we havẽ Recall that an elementx k is of the form x k w k , where w k is an element in the stabilizer W ǫ i .
Similarly,ỹ m is of the form y m w m , where w m ∈ W ǫ j . So the linearly ordered sequence in induces a bijection between the standard monomials from below and the standard monomials from above, i.e., the set {g m : m ∈ SM 0 } (Theorem 42).
Appendix B: The Satake diagrams
In this Appendix we list the Satake diagrams of all involutions. We add a node to a Satake diagram as described in the previous sections and we obtain in this way the extended Dynkin diagram; this special node is joined to the rest of the diagram with a dotted line (or lines). Beside each diagram we indicate the Lie algebra h of the set of fixed points, the type of the restricted root system and the isogeny type of the group, in particular 'SC' means 'simply connected' and 'ADJ' means 'adjoint'. 
