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Zusammenfassung
Das Gebiet der Wortkombinatorik wurde 1906 von Axel Thue begründet
und umfasst inzwischen viele verschiedene Unterbereiche. In dieser Arbeit
werden die Bereiche der gestreuten Faktoren, die eine Repräsentation nicht
vollständiger Informationen darstellen, sowie zwei Maße auf Wörtern,
genauer die Lokalität und die Präfixnormalität, welche Anwendungen im
Pattern Matching haben, untersucht.
Der erste Teil beschäftigt sich mit gestreuten Faktoren (auch bekannt
als Teilwörter oder Teilsequenzen): Ein Wort u ist ein gestreuter Faktor
eines Wortes w, wenn u aus w durch das Löschen von Buchstaben entsteht.
Formal heißt das, dass u ein gestreuter Faktor von w ist, wenn mögli-
cherweise leere Wörer u1, u2, . . . , un und v0, v1, . . . , vn existieren, so dass
u = u1u2 ¨ ¨ ¨ un und w = v0u1v1u2v2 ¨ ¨ ¨ unvn gelten. In diesem Bereich
untersuchen wir als erstes die Menge aller k-langen gestreuten Faktoren,
das sogenannte k-Spektrum ScatFactk(w), eines Wortes w. Wir beweisen
zunächst Aussagen über ScatFactk(w) für binäre, schwach-0-balancierte
und schwach-c-balancierte Wörter. Dies sind binäre Wörter, in denen ein
Buchstabe c-mal häufiger vorkommt als der andere. Insbesondere beschäf-
tigen wir uns mit der Frage, welche Kardinalitäten die k-Spektren für
eine gegebene Länge der gestreuen Faktoren haben können, wenn w ein
beliebiges schwach-0-balanciertes Wort der Länge 2k bzw. ein schwach-c-
balanciertes Wort der Länge 2k´ c ist. Aufbauend auf diesen Erkenntnissen
untersuchen wir die Wörter genauer, deren k-Spektrum alle Wörter der
Länge k enthält. Diese Wörter nennen wir k-universelle Wörter. In die-
sem Zusammenhang präsentieren wir auch einen Algorithmus der in
optimaler Zeit entscheidet, ob die k-Spektren zweier Wörter gleich sind
bei gegebenem k. Neben diversen Ergebnissen zu k-universellen Wörtern,
liegt ein Schwerpunkt auf der Berechnung des Universalitätsindizes von
Wiederholungen von Wörtern. Hierfür wird der Begriff der Universalität
zur zirkulären Universalität erweitert. Als letztes beschäftigen wir uns
in diesem Teil der Arbeit mit dem Rekonstruktionsproblem für gestreute
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Faktoren. Dieses Problem ist folgendermaßen definiert: finde die minimale
Information, z.B. in Form von Multimengen von gestreuten Faktoren einer
bestimmten Länge oder die Anzahl der Vorkommen bestimmter gestreuter
Faktoren einer gegebenen Menge, die nötig ist, um ein Wort eindeutig
zu bestimmen. Wir zeigen zunächst, dass ein Wort w P {a, b}˚ eindeutig
rekonstruierbar ist mit Hilfe der Anzahl der Vorkommen von höchstens
min(|w|a, |w|b) + 1 gestreuten Faktoren der Form aib - hierbei ist |w|a die
Anzahl der Vorkommen von a in w. Dieses Ergebnis verallgemeinern wir
auf Alphabete der Form {1, . . . , q}, in dem wir zeigen, dass höchstens
∑
q´1
i=1 |w|i (q´ i + 1) gestreute Faktoren nötig sind, um w eindeutig zu re-
konstruieren. Beide Ergebnisse sind besser als die bisher bekannten oberen
Schranken. Außerdem behandeln wir auch die zeitliche Komplexität der
vorgestellten Algorithmen.
Im zweiten Teil der Arbeit stehen Muster (pattern) im Vordergrund
und das damit verbundene Pattern Matching Problem. Muster sind Wörter,
die neben Buchstaben auch Variablen enthalten. Insbesondere beschäftigen
wir uns mit dem Maß der Lokalität: ein Muster heißt k-lokal, wenn beim
Markieren des Musters in jedweder Möglichkeit nie mehr als k markierte
Blöcke entstehen. Als erstes zeigen wir, dass das Problem, die Lokalität
eines Musters zu bestimmen, NP-vollständig ist. Danach stellen wir eine
Reihe von Ergebnissen vor, die sich mit der Lokalität von Wiederholun-
gen und Palindromen beschäftigen. Dieses Kapitel beenden wir mit dem
für uns interessanten Ergebnis, dass das Matching Problem NP-schwer
werden kann, wenn Muster gematcht werden, die Wiederholungen von
Mustern sind, deren Matching-Problem effizient möglich ist. Dies zeigen
wir anhand von regulären Mustern.
Im letzten Teil der Arbei untersuchen wir präfixnormale Wörter. Dies
sind binäre Wörter, bei denen jedes Präfix mindestens soviele Einsen ent-
hält wie der Faktor derselben Länge mit den meisten Einsen. Das Problem,
den Index der präfixnormalen Äquivalenzrelation zu bestimmen, welches
als erstes von Fici und Lipták 2011 vorgestellt wurde, ist noch offen. In
dieser Arbeit betrachten wir zwei Aspekte dieses Problem. Wir untersu-
chen präfixnormale Palindrome und sogenannte kollabierende Wörter, die
eine Erweiterung der verlängerungskritischen Wörter sind. Wir beweisen
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für beide Teile Charakterisierungen und zeigen den Zusammenhang zwi-
schen diesen Klassen von Wörtern. Darauf aufbauend zeigen wir, dass





The domain of Combinatorics on Words, first introduced by Axel Thue in
1906, covers by now many subdomains. In this work we are investigating
scattered factors as a representation of non-complete information and
two measurements for words, namely the locality of a word and prefix
normality, which have applications in pattern matching.
In the first part of the thesis we investigate scattered factors: A word u
is a scattered factor of w if u can be obtained from w by deleting some of
its letters. That is, there exist the (potentially empty) words u1, u2, . . . , un,
and v0, v1, . . . , vn such that u = u1u2 ¨ ¨ ¨ un and w = v0u1v1u2v2 ¨ ¨ ¨ unvn.
First, we consider the set of length-k scattered factors of a given word
w, called the k-spectrum of w and denoted by ScatFactk(w). We prove a
series of properties of the sets ScatFactk(w) for binary weakly-0-balanced
and, respectively, weakly-c-balanced words w, i.e., words over a two-
letter alphabet where the number of occurrences of each letter is the
same, or, respectively, one letter has c occurrences more than the other. In
particular, we consider the question which cardinalities n = | ScatFactk(w)|
are obtainable, for a positive integer k, when w is either a weakly-0-
balanced binary word of length 2k, or a weakly-c-balanced binary word
of length 2k´ c. Second, we investigate k-spectra that contain all possible
words of length k, i.e., k-spectra of so called k-universal words. We present
an algorithm deciding whether the k-spectra for given k of two words are
equal or not, running in optimal time. Moreover, we present several results
regarding k-universal words and extend this notion to circular universality
that helps in investigating how the universality of repetitions of a given
word can be determined. We conclude the part about scattered factors
with results on the reconstruction problem of words from scattered factors
that asks for the minimal information, like multisets of scattered factors of
a given length or the number of occurrences of scattered factors from a
given set, necessary to uniquely determine a word. We show that a word
w P {a, b}˚ can be reconstructed from the number of occurrences of at
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most min(|w|a, |w|b) + 1 scattered factors of the form aib, where |w|a is
the number of occurrences of the letter a in w. Moreover, we generalise
the result to alphabets of the form {1, . . . , q} by showing that at most
∑
q´1
i=1 |w|i (q´ i + 1) scattered factors suffices to reconstruct w. Both results
improve on the upper bounds known so far. Complexity time bounds on
reconstruction algorithms are also considered here.
In the second part we consider patterns, i.e., words consisting of not
only letters but also variables, and in particular their locality. A pattern
is called k-local if on marking the pattern in a given order never more
than k marked blocks occur. We start with the proof that determining
the minimal k for a given pattern such that the pattern is k-local is NP-
complete. Afterwards we present results on the behaviour of the locality
of repetitions and palindromes. We end this part with the proof that the
matching problem becomes also NP-hard if we do not consider a regular
pattern - for which the matching problem is efficiently solvable - but
repetitions of regular patterns.
In the last part we investigate prefix normal words which are binary
words in which each prefix has at least the same number of 1s as any
factor of the same length. First introduced in 2011 by Fici and Lipták, the
problem of determining the index (amount of equivalence classes for a
given word length) of the prefix normal equivalence relation is still open.
In this paper, we investigate two aspects of the problem, namely prefix
normal palindromes and so-called collapsing words (extending the notion
of critical words). We prove characterizations for both the palindromes
and the collapsing words and show their connection. Based on this, we
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The domain of Combinatorics on Words dates back to Axel Thue in 1906
[109]. A word is a sequence of elements, called letters, from a given set,
called alphabet and denoted by Σ, X, or A, depending whether it is finite,
infinite, or arbitrary in size. Since then the investigation of words led its
an own research field with many well established subdomains. In this
work we investigate three different parts of the domain, namely scattered
factors, k-local words, and prefix normal words.
Given a word w, a scattered factor (also called scattered subword, or
simply subword in the literature) is a word obtained by removing one or
more parts (called factors) from w. More formally, u is a scattered factor
of w if there exist u1, . . . , un P Σ˚, v0, . . . , vn P Σ˚ such that u = u1u2 ¨ ¨ ¨ un
and w = v0u1v1u1 ¨ ¨ ¨ unvn. Consequently, a scattered factor of w can be
thought of as a representation of w in which some parts are missing,
e.g., do take tart is a scattered factor of do not take the sausage from the
table (ignoring the spaces). As such, there is considerable interest in the
relationship of a word and its scattered factors from both a theoretical and
practical point of view. For an introduction to the study of scattered factors,
see Chapter 6 of [81]. On the one hand, it is easy to imagine how, in any
situation where discrete, linear data is read from an imperfect input – such
as when sequencing DNA or during the transmission of a digital signal
– scattered factors form a natural model, as multiple parts of the input
may be missed, but the rest will remain unaffected and in-sequence. For
instance, various applications and connections of this model in verification
are discussed in [111, 55] within a language theoretic framework, while
applications of the model in DNA sequencing are discussed in [34] in
an algorithmic framework. On the other hand, from a more algebraic
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perspective, there have been efforts to bridge the gap between the non-
commutative field of combinatorics on words with traditional commutative
mathematics via Parikh matrices (cf., e.g., [90, 104, 106]) which are algebraic
structures in which the number of specific scattered factors occurring in
a word are stored. In an algorithmic framework, scattered factors play
an important role in many classical problems, e.g., the longest common
subsequence and the shortest common supersequence problems [83, 9],
and the string-to-string correction problem [110]. More recently, scattered
factors appear in applicative works related to bioinformatics [34]. This
versatility of scattered factors is also highlighted by the many contexts in
which this concept appears. For instance, in [111, 55, 74], various theories
of logic were developed around the notion of scattered factors which are
analysed mostly with automata theory tools and discussed in connection
to applications in formal verification.
The set (or also in some cases, multi-set) of scattered factors of a word w,
denoted ScatFact(w) is typically exponentially large in the length of w, and
contains a lot of redundant information in the sense that, for k1 ă k ď |w|,
a word of length k1 is a scattered factor of w if and only if it is a scattered
factor of a scattered factor of w of length k. This has led to the idea of k-
spectra: the set of all length-k scattered factors of a word. For example, the
3-spectrum of the word ababbb is the set {aab, aba, abb, bab, bbb}. Note
that unlike some literature, we do not consider the k-spectra to be the
multi-set of scattered factors in the present work, but rather ignore the
multiplicities when talking about k-spectra. This distinction is non-trivial
as there are significant variations on the properties based on these different
definitions (cf., e.g., [85]). Also, the notion of k-spectra is closely related
to the classical notion of factor complexity of words, which counts, for
each positive integer k, the number of distinct factors of length k of a word.
Here, the cardinality of the k-spectrum of a word gives the number of
the word’s distinct scattered factors of length k. The study of a word’s
scattered factors of a fixed length has its roots in [108], where the relation
„k (called Simon congruence) defines the congruence of words that have
the same full k-spectra.
One of the most fundamental questions about k-spectra of words, and
indeed sets of scattered factors in general, is that of recognition: given a
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set S of words (of length k), is S the k-spectrum of some word? In general,
it remains a long standing goal of the theory of scattered factors to give
a nice descriptive characterisation of scattered factor sets (and k-spectra),
and to better understand their structure, cf. [81, 108].
In the current work in Section 3.1, we consider k-spectra in the re-
stricted setting of a binary alphabet Σ = {a, b}. For such an alphabet,
we can always identify the natural number c P N0 which describes how
weakly balanced a word is: c is the difference between the amount of letters
a and b. Thus, it seems natural to categorise all words over Σ according
to this difference: a binary word where one letter has exactly c more oc-
currences than the other one is called weakly-c-balanced. In Section 3.1
the cardinalities of k-spectra of weakly-c-balanced words of length 2k´ c
are investigated. Our first results concern the minimal and maximal cardi-
nality the k-spectrum ScatFactk might have. We show that the cardinality
ranges for weakly-0-balanced words between k + 1 and 2k, and determine
exactly for which words of length 2k these values are reached. In the case
of weakly-c-balanced words, we are able to replicate the result regarding
the minimal cardinality of ScatFactk, but the case of maximal cardinal-
ity is more complicated. To this end, it seems that the words containing
many alternations between the two letters of the alphabet have larger sets
ScatFactk. Therefore, we first investigate the scattered factors of the words
which are prefixes of (ab)ω and give a precise description of all scattered
factors of any length of such words. In particular, we do not compute only
the cardinality of ScatFactk(w), for all such words w, but also describe a
way to obtain directly the respective scattered factors without repetitions.
We use this to describe exactly the sets ScatFacti for the word (ab)k´cac,
which seems a good candidate for a weakly-c-balanced word with many
distinct scattered factors.
In Section 3.2 we investigate in more detail the maximum cardinality
of a k-spectrum for a given k P N, i.e., we are interested in a special con-
gruence class w.r.t. „k: the class of words which have the largest possible
k-spectrum. A word w is called k-universal if its k-spectrum contains all
words of length k over a given alphabet. That is, k-universal words are
those words that are as rich as possible in terms of scattered factors of
length k (and, consequently, also scattered factors of length at most k): the
3
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restriction of their downward closure to words of length k contains all
possible words of the respective length, i.e., is a universal language. Thus,
w = aba is not 2-universal since bb is not a scattered factor of w, while
w1 = abab is 2-universal. Calling the words universal whose k-spectra
contain all possible words of length k is rooted in formal language the-
ory. The classical universality problem (cf., e.g., [58]) is whether a given
language L (over an alphabet Σ) is equal to Σ˚, where L can be given,
e.g., as the language accepted by an automaton. A variant of this problem,
called length universality, asks, for a natural number ` and a language L
(over Σ), whether L contains all strings of length ` over Σ. See [53] for a
series of results on this problem and a discussion on its motivation, and
[96, 73, 53] and the references therein for more results on the universality
problem for various types of automata. The universality problem was also
considered for words [88, 10] and, more recently, for partial words [18,
54] w.r.t. their factors. In this context, the question is to find, for a given `,
words w over an alphabet Σ, such that each word of length ` over Σ occurs
exactly once as a contiguous factor of w. De Bruijn sequences [10] fulfil this
property, and have been shown to have many applications in various areas
of computer science and combinatorics, see [18, 54] and the references
therein. As such, our study of scattered factor-universality is related to,
and motivated by, this well developed and classical line of research.
While „k is a well studied congruence relation from language theo-
retic, combinatorial, or algorithmic points of view (see [108, 81, 45] and
the references therein), the study of universality w.r.t. scattered factors
seems to have been mainly carried out from a language theoretic point of
view. In [63] as well as in [65, 64] the authors approach, in the context of
studying the height of piecewise testable languages, the notion of `-rich
words, which coincides with the `-universal words we define here; we will
discuss the relation between these notions, as well as our preference to
talk about universality rather than richness, later in this work. A combi-
natorial study of scattered factor universality was started in [26], where
a simple characterisation of k-universal binary words was given. In the
combinatorics on words literature, more attention was given to the so
called binomial complexity of words, i.e., a measure of the multiset of
scattered factors that occur in a word, where each occurrence of such a
factor is considered as an element of the respective multiset (see, e.g., [102,
4
49, 78, 77]). As such, it seemed interesting to us to continue the work on
scattered factor universality: try to understand better (in general, not only
in the case of binary alphabets) their combinatorial properties, but, mainly,
try to develop an algorithmic toolbox around the concept of (k-)universal
words. One of the main tools we are going to use is the arch factorisation
introduced by Hebrard [57] which is recalled in the preliminaries. There
we also explain in detail the connection to richness introduced in [63].
We start Section 3.2 with one of our main results: testing whether
two words have the same full k-spectrum (set of all scattered factors up
to length k), for given k P N, can be done in linear time. Our result
works under the common assumption that the input alphabet is an integer
alphabet (or that it can be sorted in linear time) and improves the results
of [45]. Afterwards we prove that the arch factorisation can be computed
in time linear w.r.t. the word-length and, thus, we can also determine
whether a given word is k-universal. Afterwards, we provide several
combinatorial results on k-universal words (over arbitrary alphabets);
while some of them follow in a rather straightforward way from the
seminal work of Simon [108], other require a more involved analysis.
One such result is a characterisation of k-universal words. Moreover, we
investigate the similarities and differences of the universality if a word
w is repeated or wR and π(w) resp. are appended to w, for a morphic
permutation π of the alphabet. As consequences, we get a linear run-time
algorithm for computing a minimal length scattered factor of ww that is
not a scattered factor of w. This approach works for arbitrary alphabets,
while, e.g., the approach of [57] only works for binary alphabets. We
finish this section by analysing the new notion of k-circular universality,
connected to the universality of word repetitions. We finish this section
with considering the problem of modifying the universality of a word by
repeated concatenations or deletions. Motivated by the fact that, in general,
starting from an input word w, we could reach larger sets of scattered
factors of fixed length by iterative concatenations of w, we show that, for
a word w over Σ and a positive integer k, we can compute efficiently the
minimal ` such that w` is k-universal. This result is extensible to sets of
words. Finally, the shortest prefix or suffix we need to delete to lower the
universality index (the maximal k such that a word is k-universal) of a word
to a given number can be computed in linear time. Interestingly, in all of the
5
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algorithms where we are concerned with reaching k-universality we never
effectively construct a k-universal word (which would take exponential
time, when k is given as input via its binary encoding, and would have
been needed in order to solve these problems using, e.g., [45, 34]). Our
algorithms run in polynomial time w.r.t. |w|, the length of the input word,
and log2(k), the size of the representation of the number k.
The last section of Chapter 3 is dedicated to the aforementioned re-
construction problem. The general scheme for a so-called reconstruction
problem is the following one: given a sufficient amount of information
about substructures of a hidden discrete structure, can one uniquely de-
termine this structure? In particular, what are the fragments about the
structure needed to recover it all. For instance, a square matrix of size at
least 5 can be reconstructed from its principal minors given in any order
[87].
In graph theory, given some subgraphs of a graph (these subgraphs may
contain some common vertices and edges), can one uniquely rebuild the
original graph? Given a finite undirected graph G = (V, E) with n vertices,
consider the multiset made of the n induced subgraphs of G obtained by
deleting exactly one vertex from G. In particular, one knows how many
isomorphic subgraphs of a given class appear. Two graphs leading to
the same multiset (generally called a deck) are said to be hypomorphic. A
conjecture due to Kelly and Ulam states that two hypomorphic graphs
with at least three vertices are isomorphic [70, 92]. A similar conjecture in
terms of edge-deleted subgraphs has been proposed by Harary [56]. These
conjectures are known to hold true for several families of graphs. A finite
word can be seen as an edge- or vertex-labeled linear tree. So variants of the
graph reconstruction problem can be considered and are of independent
interest. Participants of the Oberwolfach meeting on Combinatorics on
Words in 2010 [7] gave a list of 18 important open problems in the field.
Amongst them, the twelfth problem is stated as reconstruction from subwords
of given length.
For natural numbers k, n, words of length n over a given alphabet are
said to be k-reconstructible whenever the multiset of scattered factors of
length k (or k-deck) uniquely determines any word of length n. Notice
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that the definition requires multisets to store the information how often
a scattered factor occurs in the words. For instance, the scattered factor
ba occurs three times in baba which provides more information for the
reconstruction than the mere fact that ba is a scattered factor. The chal-
lenge is to determine the function f (n) = k where k is the least integer
for which words of length n are k-reconstructible. This problem has been
studied by several authors and one of the first traces goes back to 1973
[62]. Results in that direction have been obtained by Schützenberger (with
the so-called Schützenberger’s Guessing game) and Simon [108]. They show
that words of length n sharing the same multiset of scattered factors of
length up to bn/2c + 1 are the same. Consequently, words of length n
are (bn/2c+ 1)-reconstructible. In [72], this upper bound has been im-
proved: Krasikov and Roditty have shown that words of length n are
k-reconstructible for k ě b 16
√
n
7 c+ 5. On the other hand Dudik and Schul-
mann [32] provide a lower bound: if words of length n are k-reconstructible,
then k ě 3(
√
2/3´o(1)) log1/23 n. Bounds were also considered in [86]. Algorith-
mic complexity of the reconstruction problem is discussed, for instance, in
[30]. Note that the different types of reconstruction problems have applica-
tion in philogenetic networks, see, e.g., [59], or in the context of molecular
genetics [35] and coding theory [79].
Another motivation, close to combinatorics on words, stems from the
study of k-binomial equivalence of finite words and k-binomial complexity
of infinite words (see [102] for more details). Given two words of the same
length, they are k-binomially equivalent if they have the same multiset
of scattered factors of length k, also known as k-spectrum ([6], [85], [103]).
Given two words x and y of the same length, one can address the following
problem: decide whether or not x and y are k-binomially equivalent? A
polynomial time decision algorithm based on automata and a probabilistic
algorithm have been addressed in [49]. A variation of our work would
be to find, given k and n, a minimal set of scattered factors for which the
knowledge of the number of occurrences in x and y permits to decide
k-binomial equivalence.
Over an alphabet of size q, there are qk pairwise distinct length-k factors.
If we relax the requirement of only considering scattered factors of the
same length, another interesting question is to look for a minimal (in
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terms of cardinality) multiset of scattered factors to reconstruct a word
entirely. Let the binomial coefficient (ux) be the number of occurrences of x
as a scattered factor of u. The general problem addressed in Section 3.3 is
therefore the following one: For a given alphabet Σ and a natural number
n, find a minimal number of k words u1, . . . , uk (not necessarily of the same
length) such that no two words of length n over Σ have the same length-k
vector of coefficients
[





and, thus, uniquely determine w by
knowing the binomial coefficients of these k given words. In this new
context, we naturally look for a value of k less than the upper bound for
k-reconstructibility.
In Section 3.3, we recall first the use of Lyndon words in the context
of reconstructibility. A word w over a totally ordered alphabet is called
Lyndon word if it is the lexicographically smallest amongst all its rotations,
i.e., w = xy is smaller than yx for all non trivial factorisations w =
xy. Every binomial coefficient (wx) for arbitrary words w and x over the
same alphabet can be deduced from the values of the coefficients (wu) for
Lyndon words u that are lexicographically less than or equal to x. Thus,
we are considering an alphabet equipped with a total order on the letters.
Words of the form anb with letters a ă b and a natural number n are a
special form of Lyndon words, the so-called right-bounded-block words. We
consider the reconstruction problem from the information given by the
occurrences of right-bounded-block words as scattered factors of a word
of length n. In Section 3.3.1 we show how to reconstruct a word uniquely
from m + 1 binomial coefficients of right-bounded-block words where m is
the minimum number of occurrences of a and b in the word. We also prove
that this is less than the upper bound given in [72]. In Section 3.3.2 we
reduce the problem for arbitrary finite alphabets {1, . . . , q} to the binary
case. Here we show that at most ∑
q´1
i=1 |w|i (q ´ i + 1) ď q|w| binomial
coefficients suffice to uniquely reconstruct w with |w|i being the number of
letter i in w. Again, we compare this bound to the best known one for the
classical reconstruction problem (from words of a given length). In the last
subsection we also propose several results of algorithmic nature regarding
the efficient reconstruction of words from given scattered factors.
A special case of scattered factors are the projections. While a scattered
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factor is obtainable by deleting arbitrary parts of the word, for projections
all letters but the ones of a given set are deleted. Taking w = banana as
example and the set ∆ = {a, b}, the projection of w on ∆ is w∆ = baaa.
This kind of scattered factors are investigated in the context of pattern
matching in the domain of k-locality. The locality number is rather new
and we shall discuss it in more detail. A word is k-local if there exists an
order of its symbols such that, if we mark the symbols in the respective
order (which is called a marking sequence), at each stage there are at most
k contiguous blocks of marked symbols in the word. This k is called the
marking number of that marking sequence. The locality number of a word
is the smallest k for which that word is k-local, or, in other words, the
minimum marking number over all marking sequences. For example, the
marking sequence σ = (x, y, z) marks α = xyxyzxz as follows (marked
blocks are illustrated by overlines): xyxyzxz, xyxyzxz, xyxyzxz, xyxyzxz;
thus, the marking number of σ is 3. In fact, all marking sequences for α
have a marking number of 3, except (y, x, z), for which it is 2: xyxyzxz,
xyxyzxz, xyxyzxz. Thus, the locality number of α, denoted by loc(α), is 2.
The locality number has applications in pattern matching with vari-
ables [27]. A pattern is a word that consists of terminal symbols (e. g., a, b, c),
treated as constants, and variables (e. g., x1, x2, x3, . . .). A pattern is mapped
to a word by substituting the variables by strings of terminals. For ex-
ample, x1x1babx2x2 can be mapped to acacbabcc by the substitution
(x1 ÞÑ ac, x2 ÞÑ c). Deciding whether a given pattern matches (i. e., can be
mapped to) a given word is one of the most important problems that arise
in the study of patterns with variables (note that the concept of patterns
with variables is part of several different domains like combinatorics on
words (word equations [67], unavoidable patterns [80]), pattern match-
ing [1], language theory [2], learning theory [2, 36, 91, 97, 69, 40], database
theory [4], as well as in practice, e.g., extended regular expressions with
backreferences [48, 50, 105, 51], used in programming languages like Perl,
Java, Python, etc.). Unfortunately, the matching problem is NP-complete [2]
in general (it is also NP-complete for strongly restricted variants [41, 39]
and also intractable in the parameterised setting [42]).
As demonstrated in [98], for the matching problem a paradigm shift
yields a very promising algorithmic approach. More precisely, any class
of patterns with bounded treewidth (for suitable graph representations)
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can be matched in polynomial-time. However, computing (and therefore
algorithmically exploiting) the treewidth of a pattern is difficult (see the
discussion in [39, 98]), which motivates more direct string parameters
that bound the treewidth and are simple to compute (virtually all known
structural parameters that lead to tractability [27, 39, 98, 107] are of this
kind (the efficiently matchable classes investigated in [28] are one of the
rare exceptions)). This also establishes an interesting connection between
ad-hoc string parameters and the more general (and much better studied)
graph parameter treewidth. The locality number is a simple parameter
directly defined on words, it bounds the treewidth and the corresponding
marking sequences can be seen as instructions for a dynamic program-
ming algorithm. However, compared to other tractability parameters, it
seems to cover best the treewidth of a word, but whether it can be ef-
ficiently computed is unclear. For Loc, the problem to determine the
locality number, only exact exponential-time algorithms are known and
whether it can be solved in polynomial-time, or whether it is at least fixed-
parameter tractable is mentioned as open problems in [27]. In Chapter 4
it is shown that Loc is NP-complete. The treewidth approach was inves-
tigated in [15]: there the reductions from MinCutwidth to MinLoc and
from MinLoc to MinPathwidth are plugged together. By this, a reduction
is obtained which transfers approximation results from MinPathwidth
to MinCutwidth, which yields an O(
√
log(opt) log(n))-approximation
algorithm for MinCutwidth. This improves, to our knowledge for the
first time since 1999, the best approximation for Cutwidth from [76]. In
this work only the combinatorial results of k-local words are investigated
like the locality of palindromes and repetitions.
The last chapter of this work is dedicated to so called prefix normal
words - a generalisation of abelian equivalence. Two words are called
abelian equivalent if the amount of each letter is identical in both words,
e.g., rotor and torro are abelian equivalent albeit banana and ananas are not.
Abelian equivalence has been studied with various generalisations and
specifications such as abelian-complexity, k-abelian equivalence, avoidabil-
ity of (k-)abelian powers and many more (cf., e.g., [16, 22, 33, 24, 71, 95, 101,
100] ). The number of occurrences of each letter is captured in the Parikh
vector (also known as Parikh image or Parikh mapping) ([93]): given a
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lexicographical order on the alphabet, the ith component of this vector is
the amount of the ith letter of the alphabet in a given word. Parikh vectors
have been studied in [25, 66, 89] and are generalised to Parikh matrices for
saving more information about the word (cf. eg., [90, 104]).
A recent generalisation of abelian equivalence, for words over the
binary alphabet {0, 1}, is prefix normal equivalence [44]. Two binary
words are prefix normal equivalent if their maximal numbers of 1s in any
factor of length n are equal for all n P N. [14] showed that this relation
is indeed an equivalence relation and, moreover, that each class contains
exactly one uniquely determined representative - called a prefix normal
word. A word w is said to be prefix normal if the prefix of w of any
length has at least the number of 1s as any of w’s factors of the same
length. For instance, the word 110101 is prefix normal but 101101 is not,
witnessed by the fact that 11 is a factor but not a prefix. Both words are
prefix normal equivalent. In addition to being representatives of these
equivalence classes, prefix normal words are also of interest since they
are connected to Lyndon words, in the sense that every prefix normal
word is a pre-necklace [44]. Furthermore, as shown in [44], the indexed
jumbled pattern matching problem (see, e.g., [11, 12, 75]) is connected to
prefix normal forms: if the prefix normal forms are given, the indexed
jumbled pattern matching problem can be solved in linear time O(n)
of the word length n. The best known algorithm for this problem has
a run-time of O(n1.864)(see [17]). Consequently, there is also an interest
in prefix normal forms from an algorithmic point of view. An algorithm
for the computation of all prefix normal words of length n in run-time
O(n) per word is given in [19]. [3] showed that the number of prefix
normal words of length n is 2n´Θ(log
2(n)) and the class of a given prefix
normal word contains at most 2n´O(
√
n log(n)) elements. A closed formula
for the number of prefix normal words is still unknown. In “OEIS” [61]
the number of prefix normal words of length n (A194850), a list of binary
prefix normal words (A238109), the number of prefix normal palindromes
of length n (A308465), and the maximum size of a class of binary words of
length n having the same prefix normal form (A238110), can be found. An
extension to infinite words is presented in [20].
In Chapter 5 we investigate two conspicuities mentioned in [44, 13]:
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palindromes and extension-critical words. Generalising the result of [13]
we prove that prefix normal palindromes play a special role since they are
not prefix normal equivalent to any other word. Since not all palindromes
are prefix normal, as witnessed by 101101, determining the number of
prefix normal palindromes is an (unsolved) sub-problem. We show that
solving this sub-problem brings us closer to determining the index, i.e.,
the number of equivalence classes w.r.t. a given word length, of the prefix
normal equivalence relation. Moreover, we give a characterisation based
on the maximum-ones function for prefix normal palindromes. The notion
of extension-critical words is based on an iterative approach: compute the
prefix normal words of length n + 1 based on the prefix normal words
of length n. A prefix normal word w is called extension-critical if w1 is
not prefix normal. For instance, the word 101 is prefix normal but 1011
is not and, thus, 101 is called extension-critical. This means that all non-
extension-critical words contribute to the class of prefix normal words of
the next word-length. We investigate the set of extension-critical words
by introducing an equivalence relation collapse, grouping all extension-
critical words that are prefix normal equivalent w.r.t. length n + 1. Finally,
we prove that (prefix normal) palindromes and the collapsing relation
(extensional-critical words) are related. In contrast to [44], we work with
suffix-normal words (least representatives) instead of prefix-normal words.
We prove that both notions lead to the same results.
Structure of this work. In Chapter 2, the basic definitions and notions are
presented; first, we give the general definitions and afterwards the specific
preliminaries for scattered factors, k-locality, and prefix normal words.
In Chapter 3, we present the results on scattered factors. This Chapter
covers the topics of weakly c-balanced words, scattered factor universality,
and the reconstruction from right-bounded block words. In Chapter 4
we first present the NP-completeness proof of k-locality. Afterwards the
combinatorial results in this domain are presented. Finally, in Chapter 5
we present the results on prefix normal words, especially on prefix normal
palindromes and the collapsing relation.
All results that are contributions of my co-authors in the respective




In this chapter the basic definitions and notions from the domain of
combinatorics on words will be introduced divided into parts that reflect
the different subdomains scattered factors, patterns and k-locality, and prefix
normal words. For further fundamental information regarding the domain
of combinatorics on words the reader may consult [81, 80]. Definitions
belonging to single proofs or concepts are given directly in the according
context within the next chapters.
2.1 General Definitions
Let N be the set of natural numbers and N0 = NY {0}. By Nąk (Něk
resp.) denote the set of natural numbers greater than (or greater than and
equal to resp.) k P N. Let [n] denote the set {1, . . . , n} and [n]0 = [n]Y {0}
for an n P N and abbreviate [n]\[k ´ 1] and [n]\[k] by [n]ěk and [n]ąk,
respectively.
An alphabet A is a set of symbols and A˚ denotes the free monoid over
A with the neutral element ε called the empty word under concatenation.
The free semigroup over A is A+ = A˚\{ε}. A word is an element of
A˚, i.e., a finite sequence of letters from A. The set of all infinite words
a1a2 . . . with ai P A is denoted by Aω. In this work finite and infinite
alphabets will be distinguished by the notion: Σ will always represent
a finite alphabet and the elements are called letters, whereas potentially
infinite alphabets are denoted by X and the elements are called variables.
Assume, if both alphabets are considered in a setting, that they are disjoint,
i.e., ΣXX = H. For given Σ and X, words α in (XYΣ)˚ are called patterns
and they are called terminal-free in the case α P X˚. Let PatΣ = (XY Σ)˚
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be the set of patterns and define Pat =
⋃
Σ PatΣ for a given set of variables
X. Variable-free patterns, i.e., patterns α P Σ˚, are called terminal-words or
simply words.
The length of a word w P A˚ is denoted by |w|. For k P N set Aďk =
{w P A˚||w| ď k} and Ak = {w P A˚||w| = k}. A word u P A˚ is a factor
of w P A˚ if w = xuy for some x, y P A˚. In the case x = ε, u is called
a prefix of w, and called a suffix of w in the case y = ε. Factors, prefixes,
and suffixes are called proper if they are neither the empty word nor the
complete word itself. Let Fact(w), Pref(w), Suff(w) denote the set of w’s
factors, prefixes, and suffixes respectively. Moreover, for all sets, the indexes
k,ď k,ă k,ě k,ą k denote a length restriction of the contained words, e.g.,
Factďk(w) = {v P Fact(w)| |v| ď k}. Moreover, PropFact(w), PropPref(w),
and PropSuff(w) denote the sets of proper factors, prefixes, and suffixes
respectively. For better readability, we are using dots to highlight a factor
which is of interest in the given context. For instance, b.an.an.a is for
highlighting that the factor an occurs twice in the word banana.
The ith letter of w P A˚ is denoted by w[i] for i P [|w|] and set w[i..j] =
w[i]w[i + 1] ¨ ¨ ¨w[j] for 1 ď i ď j ď |w|. By convention, w[i..j] = ε, if i ą j.
By |w|a denote the number of occurrences of the letter a P A in w P A˚.
Since for patterns two disjoint alphabets are necessary, the access of
the symbols of a word w P (XY Σ)˚ is split into
alph(w) = {a P Σ| |w|a ą 0} and var(w) = {x P X| |w|x ą 0}.
Thus, all symbols in the word w P (XYΣ)˚ are given by alph(w)Yvar(w),
and var(w) = H holds for (terminal) words.
The reverse of w = w[1] ¨ ¨ ¨w[n] P Σ˚ is defined by wR = w[n] ¨ ¨ ¨w[1].
A palindrome is a word w with w = wR. For a word u P A˚ we define
u0 = ε, ui+1 = uiu, for i P N. A word w P A˚ is called power (repetition)
of a word u P A˚, if w = ut for some t P Ną1.
Given a word w P Σ˚ and a property P : Σ Ñ {0, 1}, a P-block in w is a
factor u of w such that all of u’s letters fulfil P and u is not contained in
a larger factor v of w also fulfilling P. Formally, u P Fact(w) is a P-block
if P(u[i]) = 1 for all i P [|u|] and for all v P Fact(w) with u P PropFact(v)
there exists j P [|v|] with P(v[j]) = 0. For convenience the defining property
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will be abbreviated if it is clear from the context: For instance the word
abaaabaabb has three a-blocks and three b-blocks (instead of defining a
property Pa with Pa(u[i]) = 1 iff u[i] = a and speaking of three Pa-blocks).
Let [x]b denote an x-block for x P A and xb similarly a block that contains
at least one x. The first notation seems artificial since the empty block only
corresponds to an inserted ε in the word, but it allows to define classes of
words and patterns: if w is in [a]bb[a]b then w is defined by the regular
expression {a}˚b{a}˚. In the context of k-locality this definition will be
refined such that the benefits become clearer.
A word u P A˚ is a conjugate of a word w P A˚ if there exist x, y P A˚
with w = xy and u = yx. If Σ has a total order ă - that is implicitly
extended to the lexicographical order ă on Σ˚ - Lyndon words are defined
as follows: a word w P Σ˚ is called Lyndon word (or simply Lyndon) if w
is the strictly lexicographically smallest word amongst all its conjugates,
i.e., w is lexicographically smaller than yx for all factorisations w = xy
for x, y P Σ+. A special form of Lyndon words are the right-bounded block
words that are of the form a`b for a, b P Σ with a ă b, and ` P N.
For `, n P N and w1, . . . , wn P A˚, define 〈w1, . . . , wn〉` as the set
of all words w = x1 ¨ ¨ ¨ x` with xi P {w1, . . . , wn}. Let 〈w1, . . . , wn〉 =⋃
`PN 〈w1, . . . , wn〉`.
Over a binary alphabet Σ = {a, b} a word w P Σ˚ is called weakly
c-balanced if ||w|a ´ |w|b| = c, i.e., the difference between the amount of
a and b in w is c P N0. For instance, abaa is weakly 2-balanced, aba is
weakly 1-balanced, while abbaba is weakly 0-balanced. Let Σ˚wzb denote
the set of weakly 0-balanced words.
A function f : A˚1 Ñ A
˚
2 for alphabets A1,A2 is called a morphism if
f (uv) = f (u) f (v) for u, v P A˚1 . Notice that it suffices to define morphisms
on the letters of A1 to define it on longer words.
Finally, since some of the results are of algorithmic nature, we introduce
the necessary setting. The computational model we use is the standard
unit-cost RAM with logarithmic word size: for an input of size n, each
memory word can hold log n bits. Arithmetic and bitwise operations with
numbers in [n] are, thus, assumed to take constant time. In the upcoming
algorithmic problems, we assume that the processed words are sequences
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of integers (called letters or symbols, each fitting in a constant number
of memory words). In general, after a linear time preprocessing, we can
assume that for an input word of length n over an alphabet Σ, its letters
are in the set {1, 2, ..., |Σ|} (where, clearly, |Σ| ď n). For a more detailed
discussion see, e.g., [23].
2.2 Definitions Regarding Scattered Factors
In this subsection the main definitions surrounding the domain of scattered
factors (also known as (scattered) subwords and subsequences) are given.
In contrast to factors, scattered factors are not necessarily consecutive parts
of the words: a scattered factor can be obtained by deleting some letters
of a given word w and concatenating the remaining parts in order. Thus,
every factor is especially a scattered factor. In the context of scattered
factors only finite alphabets are going to be considered and, consequently,
Σ will be the only alphabet.
2.2.1 Definition. A word v = v[1] ¨ ¨ ¨ v[k] P Σk, k P N0, is a scattered factor
of a word w P Σ˚ if there exist k + 1, not necessarily distinct and possibly
empty, words x1, . . . , xk+1 P Σ˚ such that w = x1v[1] ¨ ¨ ¨ xkv[k]xk+1. Let
ScatFact(w) be the set of all scattered factors of w and define ScatFactk(w)
(ScatFactďk) as the set of all scattered factors of w of length (up to) k P N.
A word u P Σ˚ is a common scattered factor of two words w, v P Σ˚, if
u P ScatFact(w)X ScatFact(v). Accordingly, the word u is an discommon
scattered factor of w and v if u is a scattered factor of exactly one of them.
Regarding scattered factors it is an important difference whether the
multiplicity of the scattered factor in a word is taken into account (cf., e.g.,
[85]). Notice that the scattered factor set in Definition 2.2.1 is an ordinary
set without multiplicities.
The scattered factor sets ScatFactďk(w) and ScatFactk(w) are also
known as full k-spectrum and, respectively, k-spectrum of a word w P Σ˚
(see [6], [85], [103]). Obviously the k-spectrum is empty for k ą |w| and
contains exactly w’s letters for k = 1 and only w for k = |w|.
A special kind of scattered factors is given by the projections. A word
u is the projection of a word w on ∆ Ď Σ if u is obtained by removing all
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letters from w belonging to alph(w)\∆. For instance, bnn is the projection
of banana on {b, n}.
2.2.2 Definition. A word v = v1 ¨ ¨ ¨ vk P Σ˚ is a projection w∆ of a word
w P Σ˚ on ∆ Ď Σ if v P ScatFact(w) X ∆˚ and there exist x1 ¨ ¨ ¨ xk+1 P
(alph(w)\∆)˚ with w = x1v1 ¨ ¨ ¨ xkvkxk+1.
Alternatively, projections can be defined by erasing morphisms. Let
h∆ : Σ˚ Ñ ∆˚ be the morphism defined by h(a) = a for all a P ∆ and
h(b) = ε for b P Σ\∆. Then w∆ is defined as h(w).
Simon [108] defines the congruence„k where u „k v if ScatFactďk(u) =
ScatFactďk(v) for u, v P Σ˚ and k P N0. Since the k-spectrum is a subset of
Σk for k P N0, the questions arise for which words u P Σ˚, ScatFactk(u) =
Σk holds, and of which form u is. In [64] the notion of richness in the
context of scattered factors is introduced: a word u P Σ˚ is called rich if
alph(u) = Σ holds. Notice that this is equivalent to ScatFact1(u) = Σ. This
definition is extended to `-richness: a word is `-rich if it is a concatenation
of ` possibly different rich (w.r.t. the same given alphabet Σ) words. The
concatenation of ` rich words is also fundamental in the arch factorisation
introduced by Hebrard [57]. Since this factorisation is fundamental and
the basis for most of the results in Section 3.2, it is recalled here.
2.2.3 Definition ([57]). For w P Σ˚ the arch factorisation of w is given by
w = arw(1) ¨ ¨ ¨ arw(k)r(w)
for a k P N0 with
Ź alph(arw(i)) = Σ,
Ź arw(i)[| arw(i)|] R alph(arw(i)[1..| arw(i)| ´ 1] for all i P [n], and
Ź alph(r(w)) Ă Σ.
The words arw(i) are called arches of w and r(w) is called the rest. Define
the word containing the unique last letters of the arches by
m(w) = arw(1)[| arw(1)|] ¨ ¨ ¨ arw(k)[| arw(k)|].
As by the notion stressed, the focus each in the arch factorisation and in
the factorisation into rich words is on decomposing the word into specific
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factors. Taking the aforementioned perspective of asking whether the set
of scattered factors of a given length k P N equals Σk leads to the following
notion.
2.2.4 Definition. A word s P Σ˚ is called k-universal, for k P N0, if
ScatFactk(w) = Σk. For convenience a word is simply called universal
if it is 1-universal. Define the universality-index ι(w) of w P Σ˚ as the
largest k such that w is k-universal.
In the context of Simon congruence also the following definition is
helpful: it defines a representative amongst all words with the same k-
spectrum for a given k P N.
2.2.5 Definition. The shortlex normal form of a word w P Σ˚ w.r.t. „k, where
Σ is an ordered alphabet, is the shortest word u with u „k w which is also
lexicographically smallest (w.r.t. the given order on Σ) amongst all words
v „k w with |v| = |u|.
It is a simple observation that a word is `-rich if and only if it is `-
universal and a rich-factorisation, i.e., the factorisation of an `-rich word
into ` rich words, can also be efficiently obtained. Nevertheless, we will
use the name of `-universal word rather than `-rich word, as richness is
used as a name also for other properties of words, such as the property of
a word of length n to have n + 1 distinct palindromic factors, see, e.g., [31,
82] and the references therein. As w is `-universal iff w is the concatenation
of ` P N universal words it follows immediately that, if w is over the
ordered alphabet Σ = {1 ă 2 ă . . . ă σ} and it is `-universal then its
shortlex normal form w.r.t. „` is (1 ¨ 2 ¨ ¨ ¨ σ)` (as this is the shortest and
lexicographically smallest `-universal word).
2.2.6 Remark. Notice that k-universality is always w.r.t. a given alphabet Σ:
the word abcba is 1-universal for Σ = {a, b, c} but 2-universal for Σ\{c}.
If it is clear from the context, we omit explicit mention of Σ, otherwise we
state it.
The following observation leads to the next definition: considering the
word w = abc we notice that it is 1-universal and ws is s-universal for all
s P N; on the other hand v = ababcc which is also 1-universal behaves
differently on repeating it - v2 is 3-universal.
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2.2.7 Definition. A word w P Σ˚ is called k-circular universal if a conjugate
of w is k-universal. Define the circular universality index ζ(w) of w as the
largest k such that w is k-circular universal. Again we call a word simply
circular-universal if it is 1-circular universal.
In the previous example v is 2-circular universal since v is a conjugate
of abccab. Another natural generalisation of universality is to consider
sets of words. The words w1 = ab, w2 = bc, w3 = ca over {a, b, c}˚ are
not 1-universal but, e.g., w1w2 is 1-universal and w1w3w2 is 2-universal.
2.2.8 Definition. Let n P N. The set S = {w1, . . . , wn|wi P Σ˚, i P [n]}
is called universal if there exists a u P 〈w1, . . . , wn〉 which is universal.
Moreover, S is called k-universal if there exist p P N0 and u1, . . . , up P
〈w1, . . . , wn〉 such that u1 ¨ ¨ ¨ up is k-universal.
2.2.9 Remark. It is worth noting that, unlike the case of factor universality
of words and partial words [88, 10, 18, 54], in the case of scattered factor
universality of words it does not make sense to try to identify a k-universal
word w P Σ˚, for k P N0, such that each word from Σk occurs exactly
once as scattered factor of w. Indeed, if |w| ě k + |Σ| then there exists
a word from Σk which occurs at least twice as a scattered factor of w.
Moreover, the shortest word which is k-universal has length k|Σ|, because
each k-universal word must have ak as a scattered factor, for all a P Σ. As
k|Σ| ě k + |Σ| for k, |Σ| P Ně2, all k-universal words have scattered factors
occurring more than once: there exists i, j P [|Σ|+ 1] such that w[i] = w[j]
and i ‰ j. Then w[i]w[|Σ|+ 2..|Σ|+ k] and w[j]w[|Σ|+ 2..|Σ|+ k] are both
scattered factors of w and w[i]w[|Σ|+ 2..|Σ|+ k] = w[j]w[|Σ|+ 2..|Σ|+ k].
For the last definition of this subsection the multiplicities of scattered
factors are of interest. Here the notion of the binomial coefficient of two
words is important.
2.2.10 Definition. For u, v P Σ˚, the number of different occurrences of v
as a scattered factor of u is denoted by (uv).
2.2.11 Remark. Notice that |w|x = (wx) for all x P Σ.
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2.3 Definitions Regarding k-Locality
In this subsection the main definitions regarding patterns and especially
the notion of k-locality will be given. Since patterns are investigated, both
a finite alphabet Σ and an potentially infinite alphabet X are considered.
The locality of a word is a measurement of how the position of letters
are w.r.t. each other, e.g., in abcbabcab the letter b only occurs next to a.
The locality can be investigated for (terminal) words as well as for patterns.
For this reason the more general definition for patterns are introduced
before the peculiarities for (terminal) words are enlarged upon.
2.3.1 Definition. For a pattern α P PatΣ, a substitution is a morphism
h : var(α) Ñ Σ˚. This notion can be extended to var(α) Y alph(α) by
h(a) = a for a P Σ. The substitution is called non-erasing if it maps into
Σ+ and erasing otherwise. The pattern language L(α) of α is defined by
{h(α)| h is a substitution for α}.
In this work only non-erasing substitutions are considered.
2.3.2 Definition. The matching problem, denoted by Match, is to decide
for a given pattern α and word w, whether there exists a substitution h
with h(α) = w. For any P Ď Pat, the matching problem for P is to decide for
a given pattern α P P and word w, whether there exists a substitution h
with h(α) = w.
Regarding patterns the focus of the measurement locality is in solv-
ing the pattern matching problem efficiently for subclasses of patterns.
Therefore, the letters are not taken into account. The following definition
captures the structure of the variables within a pattern by removing the
letters.
2.3.3 Definition. Let β P (X Y Σ)˚. The skeleton of β is the (unique and
terminal-free) pattern α = βX , i.e., the projection of β on var(β).
The relative positions of letters is defined via a marking process. Given
a sequence of all variables, the variables are substituted one by one by a
marked version of this variable. Thus, variables can be distinguished by
how many occurrences are neighbours to already marked variables.
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2.3.4 Definition. Let X = {x | x P X} be the set of marked variables. For the
skeleton α of a pattern β P (X Y Σ)˚, a marking sequence of the variables
occurring in β, is an enumeration x1, x2, . . . , x|var(β)| of var(β). A variable
xi is called marked at point k P N (both in β and α) if i ď k. Moreover, we
define αk, the marked skeleton of β at point k, as the string obtained from α
by replacing all xi with i ď k by xi. A marked block in αk is a block u with
the property Pblock : XY X Ñ {0, 1} with Pblock(y) = 1 iff y P X.
Marking the skeleton α = y1 ¨ ¨ ¨ yk P X˚ of a pattern β with a marking
sequence σ induces a sequence of natural numbers b = (b1, . . . , b`) where
bi is the number of marked blocks at stage i for all i P [`] and k, ` P N.
This sequence is called blocksequence.
Notice that in the context of k-locality, repetitions of letters in a word
are of minor interest: if a word w contains an a-block for an a P Σ all these
a are marked simultaneously when a is marked. This observation leads to
the following definition.
2.3.5 Definition. For w = xk11 x
k2
2 ¨ ¨ ¨ x
k`
` P (ΣY X)
˚ with ki, ` P N, i P [`],
the print of w is defined by x1 ¨ ¨ ¨ x` assumed that xj ‰ xj+1 for j P [`´ 1].
The print is also called condensed form of w and a word is called condensed
if it is its own print.
The idea of marking non-terminalfree patterns (patterns with letters)
is to mark the letters implicitly if they are neighbouring marked variables.
For this reason the notations [x]b and xb are extended in this setting to
({x}Y Σ)˚ and ({x}Y Σ)+ resp.
Using the idea of a marking sequence, we can now define the k-locality
of a pattern.
2.3.6 Definition. Let β P (X Y Σ)˚ be pattern with skeleton α P Σ`, for
` P N, and σ be a marking sequence for β. Then α is k-local w.r.t. σ for
k P N0 if for all i ď `, αi, the marked skeleton of α at point i, has at most
k marked blocks. The locality-number of α is the smallest k P N such that
there exists a marking sequence σ and α is k-local w.r.t. σ. Let locσ(α)
denote the k such that α is k-local w.r.t. σ and let loc(α) denote the locality
number of α. A pattern is called strictly k-local if it is k-local but not (k´ 1)-
local. Let Patk-loc denote the class of k-local patterns. The minimal k such
that a pattern β is k-local is called the locality number of β.
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The definition of k-locality is based generally on patterns that may
contain letters as well as variables. In specific, the definition is reduced to
the skeleton of a pattern, whereas the possible infinity of the alphabet X is
not taken into account: the locality is a property of a single finite pattern
that contains only finitely many different variables. Thus, also words
w P Σ˚ have a locality-number if the letters in Σ are marked (substituted
by copies from Σ) instead of the variables.
2.4 Definitions Regarding Prefix Normal Words
Following [44], for prefix normal words only binary alphabets are consid-
ered, namely Σ = {0, 1} with the fixed lexicographic order induced by
0 ă 1 on Σ. In analogy to binary numbers we call a word w P Σn odd if
w[n] = 1 and even otherwise.
For a function f : [n] Ñ ∆, for n P N0, and an arbitrary alphabet
∆ the concatenation of the images defines a finite word serialize( f ) =
f (1) f (2) ¨ ¨ ¨ f (n) P ∆˚. Since serialize is bijective, serialize( f ) is identified
with f and, thus, f is used in both cases (as long as it is clear from the
context). This definition allows us to access f ’s reversed function g : [n]Ñ
∆; k ÞÑ f (n´ k + 1) easily by f R.
2.4.1 Definition. The maximum-ones function is defined for a word w P Σ˚
by fw : [|w|]0 Ñ [|w|]0; k ÞÑ max { |v|1 | v P Factk(w)} ,
giving for each k P [|w|]0 the maximum number of 1s occuring in a factor
of length k. Likewise the prefix-ones and suffix-ones functions are defined by
pw : [|w|]0 Ñ [|w|]0; k ÞÑ |Prefk(w)|1 and
sw : [|w|]0 Ñ [|w|]0; k ÞÑ | Suffk(w)|1.
2.4.2 Definition. Two words u, v P Σn are called prefix normal equivalent
(u ”n v) if fu = fv holds and the equivalence class of v is denoted by
[v]” = {u P Σn| u ”n v}. A word w P Σ˚ is called prefix (suffix) normal
iff fw = pw ( fw = sw resp.) holds. Let σ(w) = ∑iP[n] fw(i) denote the
maximal-one sum of w P Σn.
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2.4.3 Remark. Notice that sw = pwR , fw = fwR , pw(i), sw(i) ď fw(i) hold for
all i P N0. By pwR = sw and fw = fwR , it follows immediately that a word
w P Σ˚ is prefix normal iff its reversal is suffix normal.
The authors of [44] showed that for each word w P Σ˚ there exists ex-
actly one w1 P [w]” that is prefix normal - the prefix normal form of w. We
introduce the concept of least representative, which is the lexicographically
smallest element of a class and, thus, also unique.
2.4.4 Definition. A word w P Σn is called the least-representative of the
class [w]” if all other elements in [w]” are lexicographically larger, i.e.,
w ď v for all v P [w]”.
As mentioned in [14] palindromes play a special role: immediately by
w = wR for w P Σ˚, we have pw = sw, i.e., palindromes are the only words
that can be prefix and suffix normal. Notice that not all palindromes are
prefix normal as witnessed by 101101.
2.4.5 Definition. A palindrome is called prefix normal palindrome if it is
prefix normal. Let NPal(n) denote the set of all prefix normal palindromes
of length n P N and set npal(n) = |NPal(n)|. Let Pal(n) be the set of all
palindromes of length n P N.
word length prefix normal palindromes
1 0, 1
2 02, 12
3 03, 101, 13
4 04, 1001, 14
5 05, 10001, 10101, 11011, 15
6 06, 100001, 110011, 16





In this chapter we are investigating three topics regarding scattered fac-
tors. As a reminder u P Σ˚ is a scattered factor of w P Σ˚ if there exist
v1, . . . , v|u|+1 P Σ˚ with w = v1u[1]v2u[2] ¨ ¨ ¨ v|u|u[|u|]v|u|+1. Two long out-
standing problems are determining the index of Simon congruence and
the reconstruction problem for scattered factors. In the first two sections
we tackle the first problem from a new perspective: instead of investigating
the index itself we explore which cardinalities of k-spectra are possible
and which words lead to which cardinalities of k-spectra. This approach
can be seen as a bridge since only words leading to k-spectra with the
same cardinality may fall in the same equivalence class. In the second
section we look deeper into the maximal possible cardinality a k-spectrum
may have, i.e., the scattered factor universality. We finish this chapter
with a new approach for the reconstruction problem: while so far only
words of the same length has been investigated regarding the problem, we
allow words of different length - namely right-bounded block words - for
reconstructing a word uniquely.
The following three well-known properties of scattered factors are
mentioned before the subsections since they are of general interest. It is
worth noting that if u is a scattered factor of w, and v is a scattered factor
of u, then v is a scattered factor of w. Additionally, notice two important
symmetries regarding k-spectra. For w P Σ˚ and a morphic permutation f
on Σ (i.e., a renaming) we have
ScatFact(wR) = {uR | u P ScatFact(w)} and
ScatFact( f (w)) = { f (u) | u P ScatFact(w)}.
Thus, from a structural point of view, it is sufficient to consider only
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one representative from the equivalence classes induced by the equiva-
lence relation where w1 is equivalent to w2 whenever w2 is obtained by a
composition of reversals and renamings from w1. Considering an order
on Σ, we choose the lexicographically smallest word from each class as
representative.
3.1 Weakly c-balanced Words
In the current subsection which is mainly based on [26], we consider the
combinatorial properties of k-spectra of weakly-c-balanced finite words
over the alphabet Σ = {a, b}. In particular, we are interested in the cardi-
nalities of the k-spectra and in the question: which cardinalities are (not)
possible? Since the k-spectra of an and bn are just ak and bk respectively
for all n P N0 and k P [n]0, we assume |w|a, |w|b ą 0 for given w P Σ˚. It is
a straightforward observation that not every subset of Σk is a k-spectrum
of some word w. For example, for k = 2, aa and bb can only be scattered
factors of a word containing both as and bs, and therefore having either
ab or ba as a scattered factor as well. Thus, there is no word w such that
ScatFact2(w) = {aa, bb}.
In general, for any word containing only as or only bs, there will be
exactly one scattered factor of each length, while for words containing both
as and bs, the smallest k-spectra are realised for words of the form w = anb
(up to renaming and reversal), for which ScatFactk(w) = {ak, ak´1b} for
each k P [|w| ´ 1]. On the other hand, as Proposition 3.1.5 shows, the
maximal k-spectra are those containing all words of length k – and, hence,
have size 2k, achieved by, e.g., w = (ab)n for n ě k. These k-universal words
are further investigated in Section 3.2. Note that when weakly-0-balanced
words are considered, the same maximum applies, since (ab)n is weakly-0-
balanced, while the minimum does not, since anb is not weakly-0-balanced.
It is straightforward to enumerate all possible k-spectra, and describe
the words realising them for k ď 2, hence, we shall generally consider only
k-spectra in the sequel for which k ě 3. Our first result generalises the
previous observation about minimal-size k-spectra.
3.1.1 Theorem. For k P Ně3, c P [k´ 1]0, i P [c]0, and a weakly-c-balanced
word w P Σ2k´c, we have | ScatFactk´i(w)| ě k ´ c + 1, where equality
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holds if and only if w P {akbk´c, ak´cbk, bkak´c, bk´cak}. Moreover, if w P
Σ2kwzb\{a
kbk}, then | ScatFactk(w)| ě k + 3.
Proof. First, consider only weakly-0-balanced words, i.e., c = 0 and w.l.o.g.
only w = akbk (this is the lexicographically smallest word in the class of
words obtained by renaming the letters or reversal). The cases k = 1 and
k = 2 are the induction basis.
The word akbk has obviously all arbs for r, s P [k]0 as scattered factors,
and there are k + 1 of these. This proves the ð-direction.
Consider now a word w P Σ2kwzb\{a
kbk, bkak}.
Since w is not akbk, w contains a factor ab`a or ba`b for an existing
` P N. Assume w.l.o.g. that w = xabay holds for some x, y P Σ˚ with
|x|+ |y| = 2k ´ 3. By w P Σ2kwzb, it follows that |x|b or |y|b is not zero.
Choose w.l.o.g. z1, z2 P Σ˚ with y = z1bz2 which implies w = xabaz1bz2.
Consequently, |xz1z2|a = |xz1z2|b = k´ 2 holds.
case 1: xz1z2 = ak´2bk´2
By induction hypothesis, | ScatFactk´2(xz1z2)| = (k´ 2) + 1 = k´ 1. Let u
be a scattered factor of xz1z2 of length k´ 2. Then there exist u1, u2, and
u3 such that u1 is a scattered factor of x, u2 of z1, and u3 of z3 respectively.
Consequently,
u1aau2u3, u1abu2u3, and u1bau2u3
are different elements of ScatFactk(w). Each scattered factor of xz1z2 is of
the form arbs for r, s P [k´ 2]0. We will now explore in which cases the
aforementioned scattered factors are different. Consider u = u1u2u3 = arbs







to be different scattered factors of this form, i.e.,
r ‰ r1 and s ‰ s1. Set










α3 = u1abu2u3, β3 = u1abu2u3.
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Consequently, α1 and α2 are all different and we get 2(k´ 1) many different
scattered factors. Additionally, assume now that |r´ r1| = 3. If u1 = ar1 ,
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Consequently, we have another b k´23 c+ 1 different scattered factors. This
sums up to | ScatFactk(w)| ě 7k´83 ą k + 1. An immediate result is that the
k-spectrum has at least k + 3 elements for k ě 5. For k = 3 and k = 4 the
results can be easily verified by testing.
case 2: xz1z2 ‰ ak´2bk´2
In this case all words of the form arabaas for r + s = k ´ 3, r P [|x|a]0,





with r1 + s1 = k´ 3, r1 P [|x|b]0, s1 P [|y|b]0 are
|x|b + 1 different scattered factors of length k of w. All these factors are
different and, additionally, w has ak and bk as scattered factors. Hence,
| ScatFactk(w)| ě |x|a + |x|b + 4 = |x|+ 4 holds. Since the length of w is 2k,
the length of xy is 2k´ 3 and, consequently, x and y have different lengths.
Assume w.l.o.g. |x| ą |y|, i.e., |x| ě k´ 1. This implies | ScatFactk(w)| ě
k + 3 follows. This proves the claim for c = 0.
Assume now c ą 0 and let w = akbk´c. By the previous part, we
know | ScatFactk´c(u)| = k´ c + 1 if and only if u = ak´cbk´c. The claim
about the (k ´ c)-spectrum follows immediately by ScatFactk´c(w) =
ScatFactk´c(akbk´c) since the prepended letters a do not change the (k´ c)-
spectrum. For i P [c´ 1]0 notice that x P ScatFactk´i(akbk´c) implies that
ax (resp. xb, xa, bx) is a scattered factor of akbk´c of length k´ i + 1. Thus,
| ScatFactk´i+1(w)| ě k ´ c + 1 follows. On the other hand a scattered
factor of akbk´c of length k ´ i + 1 is exactly of this form, since it can
neither start with b (akbk´c has only (k´ c) occurrences of b) nor contain
ba resp. ab (this would be the implication of a scattered factor being of the
form ax1 with |x1| = k´ i, x1 R ScatFactk´i(akbk´c)).
3.1.2 Remark. Theorem 3.1.1 answers immediately the question, whether
a given set S Ď Σk, with |S| ă k + 1 or |S| = k + 2, is a k-spectrum of a
29
3. Scattered Factors
weakly-0-balanced word w in the negative.
Theorem 3.1.1 shows that the smallest cardinality of the k-spectrum
of a word w is reached when the letters in w are nicely ordered, both for
weakly-0-balanced words as well as for weakly-c-balanced words with
c ą 0. The largest cardinality is, not surprisingly, reached for words where
the alternation of a and b letters is, in a sense, maximal, e.g., for w = (ab)k.
To this end, one can show a general result.
3.1.3 Theorem. For w P Σ˚, the k-spectrum of w is Σk if and only if
{ab, ba}k X ScatFact2k(w) ‰ H.
Proof. We will show this result by induction. For k = 1, the equivalence is:
ScatFact1(w) = Σ iff {ab, ba}X ScatFact2(w) ‰ H.
If both a and b are scattered factors of w, ab or ba has to be a factor and,
thus, a scattered factor of w. On the other hand if w has ab or ba as a
scattered factor, it has a and b as scattered factors.
Assume now that the equivalence holds for an arbitrary but fixed
k´ 1 P N. We will show that it holds for k.
For the ð-direction consider u P {ab, ba}k X ScatFact2k(u). Thus, u P
{ab, ba}k´1{ab, ba} and, hence, there exists u1 P {ab, ba}k´1 with u P
u1{ab, ba}. By induction hypothesis, we have ScatFactk´1(u1) = Σk´1. For
any x P Σk there exists x1 P Σk´1 with x P x1{a, b}. This implies that
there exist a0, . . ., ak´1 P Σ˚ with u1 = a0x1[1]a1 ¨ ¨ ¨ x1[k ´ 1]ak´1 since
x1 P ScatFactk´1(u1). By
u P a0x1[1]a1 ¨ ¨ ¨ x1[k´ 1]ak´1{ab, ba},
it follows in both cases, namely x = x1a or x = x1b, that x P ScatFactk(w).
This proves the inclusion Σk Ď ScatFactk(w). By ScatFactk(w) Ď Σk, the
first direction is proven.
For the ñ-direction assume ScatFactk(w) = Σk. Assume w.l.o.g. that
w[|w|] = a. Choose x, y P Σ˚ with w = xy and x[|x|] = b, and y P a˚. As
Σk´1b Ă Σk, it follows that Σk´1b Ď ScatFactk(x). Clearly, this means that
Σk´1 Ď ScatFactk´1(x[1..|x| ´ 1]). By the induction hypothesis, we get that
{ab, ba}k´1 X ScatFact2(k´1)(x[1..|x| ´ 1]) ‰ H. Thus, {ab, ba}k´1x[|x|]aX
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ScatFact2k(w[1..|x| + 1]) ‰ H, because w[1..|x| + 1] = x[1..|x|]b. Hence,
{ab, ba}k´1baX ScatFact2k(w) ‰ H. The conclusion follows.
The previous theorem has an immediate consequence that characterises
exactly the weakly-0-balanced words of length 2k for which the maximal
cardinality of ScatFactk(w) is reached.
3.1.5 Proposition. For k P Ně3 and w P Σ2kwzb we have w P {ab, ba}
k if and
only if ScatFactk(w) = Σk.
Proof. If w P {ab, ba}k, then {ab, ba}k X ScatFact2k(w) ‰ H and the claim
follows by Theorem 3.1.3. On the other hand if ScatFactk(w) = Σk then
{ab, ba}kX ScatFactk(w) ‰ H and since |w| = 2k we get w P {ab, ba}k.
To see why, from w P {ab, ba}k, it follows that ScatFactk(w) = Σk,
note that, by definition, a word w P {ab, ba}k is just a concatenation of
k blocks from {ab, ba}. To construct the scattered factors of w, we can
simply select from each block either the a or the b. The resulting output
is a word of length k, where in each position we could choose freely the
letter. Consequently, we can produce all words in Σk in this way. The other
implication follows by induction.
Generalising Proposition 3.1.5 for weakly-c-balanced words requires
a more sophisticated approach. A generalisation would be to consider
w P {ab, ba}k´cac. By Theorem 3.1.3, we have ScatFactk´c(w) = Σk´c. But
the size of ScatFactk´i(w) for i P [c]0 depends on the specific choice of
w. To see why, consider the words w1 = baabba and w2 = (ba)3. Then
by Proposition 3.1.5, | ScatFact3(w1)| = 8 = | ScatFact3(w2)|. However,
when we append an a to the end of both w1 and w2, we see that in
fact | ScatFact4(w1a)| = 11 ‰ 12 = | ScatFact4(w2a)|. The main difference
between weakly-0-balanced and weakly-c-balanced words for c ą 0, re-
garding the maximum cardinality of the scattered factors-sets, comes from
the role played by the factors a2 and b2 occurring in w.
In the remaining part of this section we present a series of results for
weakly-c-balanced words. Intuitively, the words with many alternations
between a and b have more distinct scattered factors. So, we will focus on
such words mainly. Our first result is a direct consequence of Theorem 3.1.3.
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The second result concerns words in which a2 and b2 do not occur. Here,
we give a method to identify efficiently the `-spectra of words which are
prefixes of (ab)ω , for all `. Finally, we are able to derive a way to efficiently
enumerate (and count) the scattered factors of length k of (ab)k´cac.
3.1.6 Corollary. For k P Ně3, c P [k]0, and w P Σ2k´c weakly-c-balanced, the
cardinality of ScatFactk´c(w) is exactly 2k´c if and only if ScatFact2(k´c)(w)X
{ab, ba}k´c ‰ H.
Proof. The claim follows directly by Theorem 3.1.3.
As announced, we further focus our investigation on the words w =
(ab)k´cac. By Theorem 3.1.3, we have | ScatFacti(w)| = Σi for all i P [k´ c]0.
For all i with k´ c ă i ď k, a more sophisticated counting argument is
needed. Intuitively, a scattered factor of length i of (ab)k´cac consists of
a part that is a scattered factor (of arbitrary length) of (ab)k´c followed
by a (possibly empty) suffix of as. Thus, a full description of the `-spectra
of words that occur as prefixes of (ab)ω, for all appropriate `, is useful.
To this end, we introduce the notion of a deleting sequence: for a word w
and a scattered factor u of w the deleting sequence contains (in a strictly
increasing order) w’s positions that have to be deleted to obtain u.
3.1.7 Definition. For w P Σ˚, σ = (s1, . . . , s`) P [|w|]`, with ` ď |w| and
si ă si+1 for all i P [`´ 1], is a deleting sequence. The scattered factor uσ asso-
ciated to a deleting sequence σ is uσ = u1 ¨ ¨ ¨ u`+1, where u1 = w[1..s1´ 1],
u`+1 = w[s` + 1..|w|], and ui = w[si´1 + 1..si ´ 1] for 2 ď i ď `. Two
sequences σ, σ1 with uσ = uσ1 are called equivalent.
For the word w = abbaa and σ = (1, 3, 4) the associated scattered
factor is uσ = ba. Since ba can also be generated by (1, 3, 5), (1, 2, 4) and
(1, 2, 5), these sequences are equivalent.
In order to determine the `-spectrum of a word w P Σn for `, n P N,
we can determine how many equivalence classes the equivalence defined
above does have, for sequences of length k = n´ `. The following three
lemmata characterise the equivalence of deleting sequences.
3.1.8 Lemma. Let w P Σn be a prefix of (ab)ω . Let σ = (s1, . . . , sk) be a deleting
sequence for w such that there exists j ě 2 with sj´1 ă sj ´ 1 and sj + 1 = sj+1.
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Then σ is equivalent to σ1 = (s1, . . . , sj´1, sj ´ 1, sj+1 ´ 1, sj+2, . . . , sk), i.e., σ1
is the sequence σ where both sj and sj+1 were decreased by 1.
Proof. Since sj´1 ă sj ´ 1, the factor uσ contains the letter w[sj ´ 1]. If
w[sj] = a then w[sj+1] = w[sj + 1] = b and w[sj ´ 1] = b. Clearly, when
deleting w[sj ´ 1] and w[sj] according to the sequence σ1, the b that was
corresponding to w[sj ´ 1] will be replaced by a letter b corresponding to
w[sj+1], which is not deleted. So, in the end, uσ1 = uσ. The case w[sj] = b
is analogous.
3.1.9 Lemma. Let w P Σn be a prefix of (ab)ω. Let σ = (s1, . . . , sk) be a
deleting sequence for w. Then there exists an integer j ě 0 such that σ is




j+1 ą j + 1
and s1i ą s
1
i´1 + 1, for all j ă i ď k. Moreover, j ě 1 if and only if σ contains two
consecutive positions or σ started with 1.
Proof. Let σ0 = σ. For i ě 0, we iteratively transform σi into σi+1 as follows:
if σi contains on consecutive positions the numbers g, t, t + 1, h, such that
g ă t´ 1 and h ą t + 2, we replace them by g, t´ 1, t, h and obtain the
sequence σi+1. By Lemma 3.1.8, σi is equivalent to σi+1. It is clear that in
O(n2) steps we will reach a sequence σ` which cannot be transformed
anymore. We take σ1 = σ` and it is immediate that it will have the required
form.
3.1.10 Lemma. Let w P Σn be a prefix of (ab)ω. Let σ1 = (1, 2, . . . , j1, s1j1+1,
. . . , s1k), where s
1
j1+1
ą j1 + 1 and s1i ą s
1
i´1 + 1, for all j1 ă i ď k, and
σ2 = (1, 2, . . . , j2, s2j2+1, . . . , s
2
k ), where s
2
j2+1
ą j2 + 1 and s2i ą s
2
i´1 + 1, for all
j2 ă i ď k. If σ1 ‰ σ2 then σ1 and σ2 are not equivalent (i.e., uσ1 ‰ uσ2 ).
Proof. First, we consider the case j1 = j2. Let ` be minimal such that s1` ‰ s
2
` .
We can assume without losing generality that s1` ă s
2
` . Then uσ1 and uσ2
share the same prefix of length t = (s1`´ 1)´ (`´ 1). This prefix ends with
w[s1` ´ 1] and is followed by w[s
1
` + 1] in uσ1 and, respectively, by w[s
1
`] in
uσ2 . But w[s
1
` + 1] ‰ w[s
1
`], so uσ1 ‰ uσ2 .
Further, we consider the case when j1 ă j2 (the case j2 ă j1 is symmet-
ric); assume, as a convention, that s2k+1 = 0 and let d = j2 ´ j1. Clearly, j1
and j2 must have the same parity, or uσ1 and uσ2 would start with different
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letters, so they would not be equal. Let ` be minimal integer such that
s1` ´ j1 ‰ s
2
`+d ´ j2; because s
2
k+1 = 0 by convention, we have ` ď k. If both
` and `+ d are at most k, then we get similarly to the case j1 = j2 that
uσ1 ‰ uσ2 . In the case when ` ď k ă `+ d, then, by length reasons, all posi-
tions j ą s` (so, including s` + 1) in w should belong to σ1, a contradiction.
This concludes our proof.
The previous lemmata allow us to determine the cardinality of the
`-spectrum of a prefix of (ab)ω.
3.1.11 Theorem. Let w be a word of length n which is a prefix of (ab)ω. Then
| ScatFact`(w)| = ∑jP[n´`]0 (
`
n´`´j).
Proof. Lemmata 3.1.8, 3.1.9, and 3.1.10 show that the representatives of
the equivalence classes w.r.t. the equivalence relation between deleting
sequences, introduced in Definition 3.1.7, are the sequences (1, 2, . . . , j, s1j+1,
. . . , s1k), where s
1




i´1 + 1, for all j ă i ď k. For a fixed
j ě 1, the number of such sequences is ((n´j´1)´(k´j)+1k´j ) = (
n´k
k´j). For
j = 0, we have ((n´1)´k+1k ) = (
n´k
k ) nonequivalent sequences (note that
none starts with 1, as those were counted for j = 1 already). In total,
we have, for a word w of length n, which is a prefix of (ab)ω, exactly
∑jP[k]0 (
n´k
k´j) nonequivalent deleting sequences of length k, so ∑jP[k]0 (
n´k
k´j)
different scattered factors of length n´ k. In the above formula, we assume
that (ab) = 0 when a ă b.
Moreover, the distinct scattered factors of length ` = n´ k of w can be
obtained efficiently as follows. For j from 0 to `, delete the first j letters
of w. For all choices of `´ j positions in w[j + 1..n], such that each two
of these positions are not consecutive, delete the letters on the respective
positions. The resulted word is a member of ScatFact`(w), and we never
obtain the same word twice by this procedure.
A straightforward consequence of the above theorem is that, if ` ď n´ `
then | ScatFact`(w)| = 2`. With Theorem 3.1.11, we can now completely
characterise the cardinality of the `-spectra of the weakly-c-balanced word
(ab)k´cac for ` ď k.
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3.1.12 Theorem. Let w = (ab)k´cac for k P N, c P [k]0. Then, for i ď k´ c
we have | ScatFacti(w)| = 2i. For k ě i ą k ´ c we have | ScatFacti(w)| =
1 + 2k´c + ∑jP[(i+c)´k´1]0 | ScatFacti´j´1((ab)
k´c´1a)|.
Proof. We will need to show the proof for k ě i ą k´ c, as the other part
follows immediately from Theorem 3.1.3.
We give a method to count the scattered factors of w = (ab)k´cac. To
begin with, we have the scattered factor ai. All the other scattered factors
must contain a letter b. Thus, we count separately the scattered factors of
the form ubaj, for each j P [i´ 1]0. This is equivalent to counting in how
many ways we can choose u. For each such u we will just have to append
baj at the end to get the desired scattered factors. Thus, |u| = i ´ j´ 1.
If j ě c then u should occur as a scattered factor of (ab)k´j´1a (in order
to be able to append baj at its end and still stay as a scattered factor of
w), while if j ă c then u should occur as a scattered factor of (ab)k´c´1a.
In the first case, the length of the scattered factor u we want to generate
is less than half of the length of the word (ab)a from which we generate
it. So, there are 2i´j´1 choices for u. In the second case, if j ě (i + c)´ k,
again, the length of the scattered factor u we want to generate is less than
half of the length of the word (ab)k´c´1a from which we generate it. So,
there are 2i´j´1 choices for u again. Finally, if j ă (i + c)´ k, then there
holds i´ j´ 1 ą k´ c´ 1, and we need Theorem 3.1.3 to generate u. There
are | ScatFacti´j´1((ab)k´c´1a)| ways to choose u in this case. Summing








= 1 + 2k´c + ∑
jP[i+c´k´1]0
ScatFacti´j´1((ab)k´c´1a).
This concludes our proof.
As in the case of the scattered factors of prefixes of (ab)ω, we have a
precise and efficient way to generate the scattered factors of w = (ab)k´cac.
For scattered factors of length i ď k´ c of w, we just generate all possible
words of length i. For greater i, on top of ai, we generate separately the
scattered factors of the form ubaj, for each j P [i ´ 1]0. It is clear that,
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in such a word, |u| = i ´ j´ 1, and if j ě c then u must be a scattered
factor of (ab)k´j´1a, while if j ă c then u must be a scattered factor of
(ab)k´c´1a. If j ě (i + c)´ k then, by Theorem 3.1.11, u can take all 2i´j´1
possible values. For smaller values of j, we need to generate u of length
i´ j´ 1 as a scattered factor of (ab)k´c´1a, by the method described after
Proposition 3.1.5.
Nevertheless, Theorems 3.1.11 and 3.1.12 are useful to see that in
order to determine the cardinality of the sets of scattered factors of words
consisting of alternating as and bs or, respectively, of (ab)k´cac, it is not
needed to generate these sets effectively.
So far, a characterisation for the smallest and the largest k-spectra
of words of a given length were presented (Theorem 3.1.1 and Proposi-
tion 3.1.5). Now the part in between will be investigated for weakly-0-
balanced words (i.e., words of length 2k with k occurrences of each letter).
As before, we shall assume that k P Ně3. In the particular case that k = 3,
we have already proven that the k-spectrum with minimal cardinality
has 4 elements and that the maximal cardinality is 8. Moreover, as men-
tioned in Remark 3.1.2 a k-spectrum of cardinality 5 does not exist for
weakly-0-balanced words of length 2k. The question remains if k-spectra
of cardinalities 6 and 7 exist, and if so, for which words.
Before showing that a k-spectrum of cardinality 2k ´ 1 for weakly-
0-balanced words of length 2k also exists for all k P Ně3, we prove
that only scattered factors of the form bi+1ak´i´1 for i P [k ´ 2]0 (up
to renaming, reversal) can be “taken out” from the full set of possible
scattered factors independently, without additionally requiring the removal
of more scattered factors as well. In particular, if a word of length k
of another form is absent from the set of scattered factors of w, then
| ScatFactk(w)| ă 2k ´ 1 follows.
3.1.13 Lemma. If for w P Σ2kwzb there exists u R ScatFactk(w) with u R
{biak´i | i P [k´ 1]}Y {aibk´i | i P [k´ 1]}, then | ScatFactk(w)| ă 2k ´ 1.
Proof. Let be i P [k ´ 2]0. First, consider u = bras for r + s = k and
r R [i]Y {k´ i, . . . , k} and Σk\{u} Ą ScatFactk(w) for a word w P Σ2kwzb. If
br+1as´1 is also not a scattered factor of w, the claim is proven (in this
case two elements of Σk are missing in ScatFactk(w)). Assume br+1as´1 P
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ScatFact(w). This implies that (possibly intertwined) (s´ 1) occurrences
of a follow (r + 1) occurrences of b. Since u is not a scattered factor
of w, after these (s ´ 1) as only bs may occur. If br´1asb is not a scat-
tered factor, the claim is again proven and so suppose that it is one. This
implies that the (r ´ 1) bs are preceded by as and not by bs. Hence,
br+1as´1 is not a scattered factor which contradicts the assumption. Con-
sider now u = u1brasbtu2 with |u| = k not to be a scattered factor of w for
r, s, t P N. Following the same arguments as before, the claim is proven
if u1br´1asbt+1u2 is not a scattered factor and, hence, it is assumed to be
one. This implies that exactly |u1|b bs occur before br´1. This implies that
u1br+1asbt´1u2 is not a scattered factor of w of length k. Analogously it
can be proven that scattered factors containing the switch from a to b and
back to a cannot lead to the cardinality 2k ´ 1.
3.1.14 Proposition. For k P Ně3 and w P Σ2kwzb, the set ScatFactk(w) has
2k ´ 1 elements if and only if w P {(ab)ia2b2(ab)k´i´2 | i P [k´ 2]0} (up to
renaming and reversal). In particular ScatFactk(w) = Σk\{bi+1ak´i´1} holds
for w = (ab)ia2b2(ab)k´i´2 with i P [k´ 2]0.
Proof. Let be i P [k´ 2]0. First, the ð-direction will be proven and for that
consider w = (ab)ia2b2(ab)k´i´2. By Lemma 3.1.5, it follows
ScatFacti((ab)i) = Σi and ScatFactk´i´2((ab)
k´i´2) = Σk´i´2.
With ScatFact2(a2b2) = {aa, ab, bb} the k-spectrum of w has at least 3 ¨ 2i ¨
2k´i´2 = 3 ¨ 2k´2 = 2k ´ 2k´2 elements. Notice that by this construction,
scattered factors with a ba at the middle position cannot be reached. For
this reason we have to have a look at w’s remaining scattered factors not
being gained by the above construction. This means that not only i letters
are allowed to be taken of the first part and not only k´ i´ 2 letters from
the last part.
Having a deeper look into (ab)i one can notice that all binary numbers
(encoded by a, b) of length i are scattered factors of (ab)i´1a. Appending
to these scattered factors a b implies that nearly all binary numbers are in
the i + 1-spectrum of abi. Appending now an a from the middle part and
then each of the words from the last part leads to nearly all remaining
scattered factors of the k-spectrum of w. The only missing word is bi+i,
since the last b cannot be reached within the first part. This implies that
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the word bi+1ak´i´1 is not in the k-spectrum of w since with the (i+1)th b
the middle part is reached and the last part contains only k´ i´ 2 as. This
concludes | ScatFactk(w)| = 2k ´ 1.
On the other hand if | ScatFactk(w)| = 2k ´ 1 an element of the form
bi+1ak´i´1 for an i P [k ´ 2]0 is missing in the k-spectrum of w. More-
over, this is exactly the only element missing. Fix an i P [k´ 2]0 and set
u = bi+1ak´i´1. The proof will be very technical and exclude step by
step all other possibilities than w being (ab)ia2b2(ab)k´i´2. First, consider
i = k´ 2. This implies u = bk´1a. In this case w has to end in b2 but not in
b3 since otherwise bk´2a2 would not be a scattered factor. If w were of the
form w1bab2, |w1|a = k´ 1 and |w1|b = k´ 3 would hold which would im-
ply that bk´2a2 is not a scattered factor. If w ended in a3b2, ak´2ba would
be excluded. Hence, w ends in a2b2. Suppose at last that w = (ab)`a2b2w2
holds for ` ă k´ 2 and w2 P Σ˚. Then w2 has each (k´ `´ 2) occurrences
of a and b. Thus, b`+1ak´`´1 is not a scattered factor of length k. This
proves that for i = k´ 2, w = (ab)k´2a2b2 is implied by bk´2a1 being the
only excluded scattered factor from Σk. Hence, assume i P [k´ 3]0.
Supposition: w ends in b` for ` ě 2
If i ă k´ 2 holds, then bk´1a R ScatFactk(w) follows and since i + 1 ă k´ 1
holds, this element is different from u.
In the next step it will be shown that exactly k´ i´ 2 repetitions of ab are
a suffix of w.
Supposition: w = w1b2(ab)`
If ` ą k´ i´ 2 held, bi+1ak´i´1 would not be a scattered factor of w. If
` ă k´ i´ 2 held, bk´`´1a`+1 would not be a scattered factor since w1 has
(k´ 1) occurrences of a and (k´ `´ 2) occurrences of b.
Supposition: w = w1a2(ba)`b
In this case |w1|a = k´ 2´ ` and |w1|b = k´ `´ 1 holds. This implies that
ak´2´`b`+1a is not in the k-spectrum of w.
Consequently, there exists a w1 such that w = w1b2(ab)k´i´2 holds. In the
next step it will be shown that b2 has to be preceded by a2.
Supposition: w = w1b3(ab)k´i´2
Here w1 has (i + 2) a and (i´ 1) b and, hence, biak´i´2b2 is not a scattered
factor of length k of w.
Supposition: w = w1bab2(ab)k´i´2
This implies ai+2babk´i R ScatFactk(w) since w1 has i + 1 occurrences of a
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and i´ 1 occurrences of b.
This proves that a2b2(ab)k´i´2 is a suffix of w. The case that this is pre-
ceded by another a is excluded since then aibak´i´1 would not be in the
k-spectrum of k. In the last step it will be shown that the first occurrence
of a2 is at the point 2`.
Supposition: w = (ab)`a2w2 for ` ‰ i
If ` is smaller than i, |w2|a = k ´ ` ´ 2 and |w2|b = k ´ ` hold and
b`+1ak´`´1 R ScatFactk(w) follows. If ` is greater than i, in contradic-
tion to the main assumption bi+1ak´i´1 is a scattered factor, because bi+1
is a scattered factor of (ab)` and k´ `+ `´ (i + 1) = k´ i´ 1 a are left in
the rest of w.
Combining w = (ab)ia2w2 and w = w1a2b2(ab)k´i´2 the claim that w is
of the form (ab)ia2b2(ab)k´i´2 is proven.
By Proposition 3.1.14, we get that 7 is a possible cardinality of the set
of scattered factors of length 3 of weakly-0-balanced words of length 6
and, moreover, that exactly the words a2b2ab and aba2b2 (and symmetric
words obtained by reversal and renaming) have seven different scattered
factors. The following theorem demonstrates that there always exists a
weakly-0-balanced word w of length 2k such that | ScatFactk(w)| = 2k.
Thus, for the case k = 3 also the question if six is a possible cardinality of
ScatFact3(w) can be answered positively.
3.1.15 Theorem. The k-spectrum of a word w P Σ2kwzb has exactly 2k elements
if and only if w P {ak´1babk´1, ak´1bka} holds (up to renaming and reversal).
Moreover, there does not exist a weakly-0-balanced word w P Σ2kwzb with a k-
spectrum of cardinality 2k´ i for i P [k´ 2].
Proof. First, consider w = ak´1babk´1. Since the k-spectrum of akbk is
a subset of the k-spectrum of w, the k-spectrum of w has at least k + 1
elements. Additionally, w has the scattered factors of the form aibabk´2´i,
which sum up to k´ 1. Hence, | ScatFactk(w)| = k + 1 + k´ 1 = 2k holds.
Moreover, ak´1bka has all elements of akbk’s k-spectrum as scattered factors.
Here the word has in addition all words of the form aibk´1´ia as scattered
factors which sum up to k´ 1 as well. This proves that both words have a
scattered factor set of cardinality 2k.
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The other direction will be proven by contraposition following the two
main cases
ak´1babk´1 and ak´1bka.
First, assume w = a`bx for ` P [k´ 2]ě2. Notice that it does not have to
be considered that the word starts with one a, since this is symmetric to
the reversal of the case ak´1bka. This implies |x|a = k´ ` and |x|b = k´ 1.
Notice here k´ ` ă k´ 1. Thus, there exists a scattered factor x1 of x of
length 2(k´ `) with |x1|a = |x1|b = k´ `. By Lemma 3.1.1, it follows
| ScatFactk´`(y)| = k´ `+ 1 ô y P {ak´`bk´`, bk´`ak´`}
and | ScatFactk´`(y)| ą k´ `+ 1 otherwise. This implies that the (k´ `)-
spectrum of x1 is minimal with respect to cardinality if x1 is either ak´`bk´`
or bk´`ak´`. For giving a lower bound of the cardinality of w’s scattered
factor set of length k, it is sufficient to only take these both options into
consideration. This implies that it is not necessary to examine the cases
where x contains other scattered factors with both k´ ` a and b.
case 1: x1 = ak´`bk´`
Thus, x contains `´ 1 b which are not in x1.
case a: x = b`´1ak´`bk´`
In this case w = a`b`ak´`bk´` holds and that the k-spectrum of akbk is a
subset of ScatFactk(w) follows.
case i: ` ă k´ `
For all s P [`] the words a`´sbsak´`, . . . , a`bsak´`´s are well-defined and
sum up to s + 1. Moreover, for every s2 P [k´ `] exists r1 P N0 and exist
r2, s2 P N such that the words ar1bs1ar2bs2 with s1 + r1 + s2 + r2 = k are
all distinct and distinct to the aforementioned. Thus, in this case




(s + 1) + k´ ` = 2k + 1´ `+
`(`+ 1)
2
+ ` ě 2k + 4
is a lower bound for ScatFactk(w).
case ii: ` ą k´ `
Consider here for r P [k ´ `] the words b`´rarbk´`, . . . , b`arbk´`´r. For
fixed r these are r + 1. Moreover, in this case for all r1 P [`] exist s1, r2 P N
and s2 P N such that the words ar1bs1ar2bs2 with s1 + r1 + s2 + r2 = l are
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all distinct and distinct to the aforementioned. In total this sums up to




(r + 1) + ` = k + 1 +
(k´ `)(k´ `+ 1)
2
+ (k´ `) + ` ě 2k + 4
different scattered factors.
case b: x = ak´`bk´1
Thus, w = a`bak´`bk´1 holds. Here it holds as well that the k-spectrum
of akbk is a subset of ScatFactk(w). Moreover, all words of the form barbs
for r + s = k´ 1 and r P [k´ `] are different scattered factors, i.e., k´ `
many. Additionally, the words arbabs for r + s = k´ 2 and r, s ą 0 are
different scattered factors and distinct to the aforementioned. This sums
up to k + 1 + k ´ 1 + k ´ 2 = 3k ´ 2 for the cardinality of ScatFactk(w).
This proves the claim for k ě 3.
case 2: x1 = bk´`ak´`
Consequently, x P {bk´1ak´`, bk´`ak´`b`´1} holds.
case a: x = bk´1ak´`
Hence, w = a`bkak´`. Here only `+ 1 different scattered factors of the
form arbs exist and k ´ ` of the form bsar with r + s = k (notice that
the latter ones are only k´ ` since among all of them one is in common
with the first ones). Finally, consider the words of the form ar1bsar2 with
r1 + r2 + s = k and r1, r2, s ą 0. This sums up to ` + 1 + k ´ ` + k. By
ak P ScatFactk(w), | ScatFactk(w)| ě 2k + 2 follows.
case b: x = bk´`ak´`b`´1
In this case w = a`bk´`+1ak´`b`´1 holds. Here the cardinality of the
k-spectrum of w is determined analogously to case 1a.
By Proposition 3.1.14 and Theorem 3.1.15, the possible cardinalities of
ScatFact3(w) for weakly-0-balanced words w of length 6 are completely
characterized. Theorem 3.1.15 determines the first gap in the set of car-
dinalities of | ScatFactk(w)| for w P Σ2kwzb: there does not exist a word
w P Σ2kwzb with | ScatFactk(w)| = k + i + 1 for i P [k´ 2] and k ě 3, since
all words that are not of the form akbk, bkak, ak´1babk´1, or ak´1bka have
a scattered factor set of cardinality at least 2k + 1. As the size of this first
gap is linear in k, it is clear that the larger k is, the more unlikely it is to
find a k-spectrum of a small cardinality.
In the following we will prove that the cardinalities 2k + 1 up to 3k´ 4
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are not reachable, i.e., 3k´ 3 is the third smallest cardinality after k + 1
and 2k (witnessed by, e.g., ak´2bka2).




and j P [k´ 1] for k ě 4 we get
| ScatFactk(a
k´ibkai)| = k(i + 1)´ i2 + 1.




ě2. The k-spectrum of a
k´ibkai contains exactly all
words of the form arbsat with r + s + t = k for t P [i]0, r P [k´ i]0, and s P
[k]0. If t and r are fixed, s is uniquely determined. Since all these scattered
factors are different, the k-spectrum has (i+ 1)(k´ i+ 1) = k(i+ 1)´ i2´ 1
elements.




and j P [k´ 1] we have
| ScatFactk(a
k´1b2abk´2)| = 3k´ 2.
Proof. The scattered factors ak´1b2abk´2 are of four different forms: brabt,
arbsa, arbs, and arbs1abs2 . Notice that all these scattered factors are dif-
ferent if in the second one s is chosen greater than or equal to 1 and
in the last one r, s1, s2 ě 1 holds. The first and second one lead to two
scattered factors, since for every s P [2] there are enough as at the begin-
ning for padding from the left. The third form leads to k + 1 different
scattered as shown in Theorem 3.1.1. The last one is a little bit more
complicated. Notice that r is at most k ´ 3 since s1, s2 ą 0 holds. In
this case there exists only one possibility for choosing s1 and s2, namely
s1, s2 = 1. If r is k ´ 4 there exist two possibilities, namely s1 = 1 and
s2 = 2 or vice versa. For r P [k´ 5] there exist always 2 possibilities for
the bs between the as. This leads to 2(k´ 5) possibilities. Thus, we get
2 + 2 + k + 1 + 1 + 2 + 2(k´ 5) = 8 + 3k´ 10 = 3k´ 2.




and j P [k´ 1] for k ě 5 we get
| ScatFactk(a
k´2bjabk´ja)| = k(2j + 2)´ 6j + 2
and
| ScatFactk(a
k´2bja2bk´j)| = k(2j + 1)´ 4j + 2.
Proof. As in the proof of the second part of Lemma 3.1.16 the scat-
tered factors can be categorized in the form arbs, br1asbr2 , ar1bsar2 , and
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ar1bs1ar2bs2 , where with appropriately chosen exponents no factor is





wise the proof is analogous for k ´ i. The first form contributes k + 1
elements. The second and third form contribute 2i each, since s and r2
are in [2]. For the last form a distinction is necessary. If r = k´ 3 holds,
ak´3bab is the only scattered factor. If r is smaller than k ´ 3, 2i possi-
bilities for each r P [k ´ 3] lead to scattered factors. This sums up to
k + 1 + 2i + 2i + 1 + 2i(k´ 4) = k(2i + 1)´ 4i + 2. By this, the first claim
is proven.
For the second claim again scattered factors of different forms will be
distinguished. Since also here the minimal k-spectrum is a subset of the
k-spectrum of w, these k + 1 elements count for the cardinality. There exists
i many scattered factors of the form arbsa2 and k´ 2 of the form arbsa,
since with the last a all occurrences of b are before it. Assuming w.l.o.g.
again that i is at most k2 only b
k´1a is a scattered factor of the form bsar.
The scattered factors of the form br1abr2a contribute i many. The remaining
two forms need again a case analysis. There exists exactly one scattered
factor of the form arbs1abs2 for r = k´ 3 and exactly one scattered factor
of the form ar1bs1abs2a for r1 = k´ 4. If r resp. r1 are smaller there exists
i different scattered factors for each choice of r P [k´ 4] resp. r1 P [k´ 5].
This sums up to k + 1 + k´ 2 + i + i + 1 + i + 1 + i(k´ 5) + 1 + k(i´ 4) =
2k + 2 + 3i + ik´ 5i + ik´ 4i = k(2 + 2i)´ 6i + 2.




the sequence (k(2i + 1)´ 4i + 2)i is increasing




the sequence (k(2i + 2)´
6i + 2)i is increasing and its minimum is 4k ´ 4. The following lemma
only gives lower bounds for specific forms of words, since, on the one
hand, it proves to be sufficient for the Theorem 3.1.23 which describes the
second gap, and, on the other hand, the proofs show that the formulas
describing the exact number of scattered factors of a specific form are
getting more and more complicated. It has to be shown that also words
starting with i letters a, for i P [k´ 3], have a k-spectrum of greater (as
lower is already excluded) cardinality. By Lemma 3.1.16, only words with
another transition from as to bs need to be considered (w = ar1bs1 w1ar1bs2 ).
W.l.o.g. we can assume s1 to be maximal, such that w1 starts with an a,
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and similarly, by maximality of r2, ends with a b, thus, only words of the
form ar1bs1 ¨ ¨ ¨ arnbsn have to be considered, and by Proposition 3.1.5, it is
sufficient to investigate n ă k.
3.1.19 Lemma. We have | ScatFactk(ak´2biabjabk´i´j)| ě 3k ´ 3 for i, j P
[k´ 2], i + j ď k´ 1.
Proof. Choose i, j P [k´ 2]. Then all words of the form arbs for r, s P [k]0 are
scattered factors of some wij and, by Lemma 3.1.1, it follows that wij has
k + 1 scattered factors of this form. Scattered factors of the form ar1bsar2
can occur in three variants. In the first variant only the second block of
as is involved after the first block of bs, namely the second single a is not
involved. Since i P [k´ 2] holds, for each s P [i] exists r1, r2 (r2 = 1) such
that ar1bsar2 is a scattered factor of wij, i.e., wij has additionally i scattered
factors. The second variant uses the a of the second and the third a-block.
Thus, only scattered factors of the form ar1bsar2 are of interest, the second
b-block is not involved. If i + j = k´ 1 holds only i´ 1 scattered factors of
this form occur, otherwise again i new elements are in the k-spectrum. If
only the a from the third block is involved then j (resp. j´ 1) new elements
are in the spectrum. This sums up to at least 2i + j´ 2 elements of the
form ar1bsar2 . A similar distinction leads to the number of scattered factors
of the form ar1bs1ar2bs2 . Assume first r2 = 1 and for this only the a from
the second a-block. This implies that either only b from the second block
or from the second and third block can be taken for the last b-block in the
scattered factor. Moreover, r1, s1, s2 are at most k´ 3. For each choice of r1
in [k´ 3] there are min{j, k´ 2´ i} possibilities, which leads to
i
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If b from the second and third block are allowed, all as of the second block






























3.1. Weakly c-balanced Words
If both, the second and the third a-block, are involved, there are ik´ 1 12 i
2´
ij´ 12 i additional scattered factors in the k-spectrum. This all sums up to


































Notice that, additionally, there exist scattered factors of other forms, which
enlarge the k-spectrum.
3.1.21 Lemma. We have | ScatFactk(ak´2bs1ar1bs2ar2bs3)| ě 3k ´ 4 for s1 +
s2 + s3 = k, r1 + r2 = 2,s1 ą 0, r1, r2, s2, s3 ě 0.
Proof. Consider first the case when s2 = 0, r1 = 0, or r2 = 0. This leads
to words of the form matching Lemma 3.1.16 and, consequently, the k-
spectrum has k(2i + 1) ´ 4i + 2 ě 3k ´ 2 ą 3k ´ 4 elements. Consider
now the case that s3 = 0 holds and all other exponents are at least
1. By Lemma 3.1.16, it follows again that each such word has at least
k(2i + 2)´ 6i + 2 ě 4k´ 4 ą 3k´ 4 elements. Finally, by Lemma 3.1.19, it
follows that the remaining words of the given form have at least 3k´ 3
scattered factors.
3.1.22 Lemma. We have | ScatFactk(ar1bs1 ¨ ¨ ¨ arnbsn)| ě 3k´ 3 for r1 ď k´ 3,
∑iP[n] ri = ∑iP[n] si = k, and ri, si ě 1.
Proof. Obviously ak and ak´ibi are scattered factors of sn. Notice here,
that the proof leads to sn´1 scattered factors, if in the claim sn = 0
would be allowed. Consider now the scattered factors of the form aibj for
i, j P [k]. Let m be the number of the block in which the ith a occurs. If
sm + . . . + sn ě k´ i holds, aibk´i is a scattered factor of w. Consider the
opposite. This implies that from the mth until the nth block less then k´ i
b occur. Thus, in the blocks 1 to i there occur more than i b. Since the ith a
is in the mth block, from this point until the end there are k´ i a. Hence,
biak´i is a scattered factor of w. So in each case at least one scattered factor
occurs, i.e., at least k+ 1 scattered factors of this form are in the k-spectrum.
Notice here, that the argument still holds if sm = 0 is allowed. With a
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similar argumentation the number of occurrences of the form aibjak´i´j
will be shown. If for a specific i, j-combination aibjak´i´j is not a scattered
factor, then choose m1, m2 such that the ith a is in block m1 and the jth
b after that is in block m2. Thus, in the blocks m2 + 1 to n are less than
k´ i´ j occurrences of a. Let r1m1 be the a in the m1
th block which does not
belong to ai. Then r1m1 + . . . + rm2 contains more than k´ j letters a since
k´ j´ i a occur in the m1th to the nth block. Thus, a
r1m1bsm1 ¨ ¨ ¨ arm2b
s1m2 is
a scattered factor of length at least k + 1 where s1m2 describes the part of
the m2th block until the jth b. If 1 ă m1, m2 ă n holds, bak´j´1bj´2 is a
scattered factor of w. If m1 = m2 = 1 holds, ak´j´3bab is a scattered factor.
If both are equal to n, bak´j´1bj´2 is a scattered factor. In both cases the
last b exists even if sm = 0 holds, since the scattered factor ends in the
examined block m2. If m1 ă m2 holds, there exists a factor of length ą k
which can be narrowed to a factor starting in a, ending in b, and having at
least one switch from b back to a and back to b. This gives at least (k´ 2)2
scattered factors of the form aibjak´i´j (or a different one in exchange). By
k2 ´ k + 3 ě 3k´ 3 for k ě 5 follows the claim.
By Lemmata 3.1.16 and 3.1.19, we are able to prove the following
theorem, which shows the second gap in the set of cardinalities of ScatFactk
for words in Σ2kwzb.
3.1.23 Theorem. For k ě 5 there does not exist a word w P Σ2kwzb with k-
spectrum of cardinality 2k + i for i P [k´ 4]. In other words between 2k + 1 and
3k´ 4 is a cardinality gap.
Proof. Theorems 3.1.1 and 3.1.15 show that exactly the words akbk, ak´1,
babk´1, and ak´1bka have k-spectra of cardinality less than or equal to
2k. By Lemma 3.1.16 and Lemma 3.1.19, it follows that ak´2bka2 has
a k-spectrum of cardinality 3k ´ 3. Assume a w P Σ2kwzb\{a
kbk, ak´1ba
bk´1, ak´1bka, ak´2bka2}. Since renaming and reversal do not influence
the cardinality, it can be assumed that w starts with a. By assumption, w
does not start with ak. If w starts with ak´1, w = ak´1biabk´i follows with
i P [k´ 1]ě2 and, by Lemma 3.1.16, the k-spectrum has (i + 1)k´ 4i + 6 ě
3k´ 2 ą 3k´ 4 elements. By Lemma 3.1.19, the claim follows for words
starting with (k´ 2) a and it is shown that words starting with at least two
and at most k´ 3 a lead to k-spectra of cardinality greater than 3k´ 3.
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Going further, we analyse the larger possible cardinalities of ScatFactk,
trying to see what values are achievable (even if only asymptotically, in
some cases).
3.1.24 Corollary. All square numbers, greater or equal to four, occur as the











Proof. Apply Lemma 3.1.16 to i = k2 . This implies that the cardinality of
























Inspired by the previous Corollary, we can show the following result
concerning the asymptotic behaviour of the cardinality of ScatFactk for
words of length 2k.
3.1.25 Proposition*. Let i ą 1 be a fixed (constant) integer. Let d = b ki c and
r = k´ di, and d1 = b ki´1c and r
1 = k´ d1(i´ 1) . Then the following hold:
Ź the word arbr(adbd)i has Θ(k2i´1) scattered factors of length n;




)i´1ad has Θ(k2i´2) scattered factors of length n.
3.1.26 Remark*. Let i be an integer, and consider k another integer divisible




i )i. The exact number of scattered





compositions of k, whose terms are bounded by ki , i.e., the number of























































2i´1 ą 0. This seems to be
an interesting combinatorial inequality in itself.
One can also show as in Proposition 3.1.25 that the number of scattered
factors of length k of wk, which have, at their turn, (ab)i as a scattered factor,





compositions of k whose terms are strictly positive integers upper bounded










0. Again, this inequality seems interesting to us.
We will end this analysis with the conjecture that, in contrast to
the first gap, which always starts immediately after the first obtainable
cardinality, the last gap ends earlier the larger k is. More precisely, if
w = a2b2(ab)k´3´iba(ab)i for k P Ně4, i P [k´ 2]0 then | ScatFactk(w)| =
2k ´ 2´ i.
At the end of this section, we will briefly introduce θ-palindromes in
this specific setting. Let θ : Σ˚ Ñ Σ˚ be an antimorphic involution, i.e.,
θ(uv) = θ(v)θ(u) and θ2 is the identity on Σ˚. If Σ = {a, b} then only
the identity and renaming are such mappings. The fixed points of θ are
called θ-palindromes (ab3.θ(b)3θ(a)) and they exactly the words where
wR = w holds. They were well studied in different fields (see, e.g., [37],
[68]). A word w P Σ2kwzb is a θ-palindrome iff either w P {aw
1b, bw1a} for




2 in the case
that k is even. Two cardinality results for θ-palindromes are presented in
Lemma 3.1.16 and Corollary 3.1.24. We believe that persuing the k-spectra
of θ-palindromes may lead to a deeper insight into which cardinalities
can be reached, but due to space restrictions we will only mention one
conjecture here, which may already show that cardinalities are somehow
propagating for θ-palindromes. Notice that this conjecture implies that
48
3.2. Scattered Factor Universality
indeed similar to the second gap here 4k´ 4 is always reached but that in
contrast to the second gap, the third gap is not of the form 4k´ 4´ i for
i P [k´ 4].
3.1.27 Conjecture. The k-spectrum of w = abk´1ak´1b has 4(k´ 1) elements
and, moreover, if w1 = wR with a k-spectrum of cardinality ` P Ně12 then the
scattered factor set of awb has cardinality 2 14 `´ 5.
3.2 Scattered Factor Universality
This subsection is mainly based on [5]. Recall that a word w P Σ˚ is called
k-universal w.r.t Σ (for a given k P N) if ScatFactk(w) = Σk.
Our first result extends and improves the results of Fleischer and
Kufleitner [45].
3.2.1 Theorem*. Given a word w over an integer alphabet Σ, with |w| = n,
and a number k ď n, we can compute the shortlex normal form of w w.r.t. „k in
time O(n). Moreover, given two words w1, w2 over an integer alphabet Σ, with
|w1| ď |w2| = n, and a number k ď n, we can test if w1 „k w2 in time O(n).
Proof. The main idea of the algorithm is that checking w1 „k w2 is equiv-
alent to checking whether the shortlex normal forms w.r.t. „k of w1 and
w2 are equal. To compute the shortlex normal form of a word w P Σn w.r.t.
„k the following approach was used in [45]: first, for each position of w
the x- and y-coordinates were defined. The x-coordinate of i, denoted xi,
is the length of the shortest sequence of indices 1 ď i1 ă i2 ă . . . ă it = i
such that i1 is the position where the letter w[i1] occurs in w for the
first time and, for 1 ă j ď t, ij is the first position where w[ij] occurs
in w[ij´1 + 1..i]. Obviously, if a occurs for the first time at position i in
w, then xi = 1 (see [45] for more details). A crucial property of the x-
coordinates is that if w[`] = w[i] = a for some i ą ` such that w[j] ‰ a
for all ` + 1 ď j ď i ´ 1, then xi = min{x`, x`+1, . . . , xi´1} + 1. The y-
coordinate of a position i, denoted yi, is defined symmetrically: yi is the
length of the shortest sequence of indices n ě i1 ą i2 ą . . . ą it = i such
that i1 is the position where the letter w[i1] occurs last time in w and, for
1 ă j ď t, ij is the last position where w[ij] occurs in w[i..ij´1 ´ 1]. Clearly,
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if w[`] = w[i] = a for some i ă ` such that w[j] ‰ a for all `´ 1 ě j ě i + 1,
then yi = min{yi+1, . . . , y`´1, y`}+ 1.
Computing the coordinates is done in two phases: the x-coordinates
are computed and stored (in an array x with elements x1, . . . , xn) from left
to right in phase 1a, and the y-coordinates are stored in an array y with
elements y1, . . . , yn and computed from right to left in phase 1b (while
dynamically deleting a position whenever the sum of its coordinates is
greater then k + 1 (cf. [45, Prop. 2])). Then, to compute the shortlex normal
form, in a third phase, labelled phase 2, if letters b ą a occur consecutively
in this order, they are interchanged whenever they have the same x- and
y-coordinates and the sum of these coordinates is k + 1 (until this situation
does not occur anymore).
We now show how these steps can be implemented in O(n) time for
input words over integer alphabets. For simplicity, let x[i..j] denote the se-
quence of coordinates xi, xi+1, . . . , xj; min(x[i..j]) denotes min{xi, . . . , xj}.
It is clear that in O(n) time we can compute all values last[i] = max({0}Y
{j ă i|w[j] = w[i]}).
First, phase 1a. For simplicity, assume that x0 = 0. Increasing i from 1 to
n, we maintain a list L of positions 0 = i0 ă i1 ă i2 ă . . . ă it = i such that
the following property is invariant: xi`´1 ă xi` for 1 ď ` ď t and xp ě xi`
for all i`´1 ă p ď i`. After each i is read, if last[i] = 0 then set xi = 1;
otherwise, determine xi = min(x[last[i]..i´ 1]) + 1 by L, then append i to
L and update L accordingly so that its invariant property holds. This is
done as follows: we go through the list L from right to left (i.e., inspect the
elements it, it´1, . . .) until we reach a position ij´1 ă last[i] or completely
traverse the list (i.e., ij´1 = 0). Let us note now that all elements x` with
i´ 1 ě ` ě last[i] fulfil x` ě xij and ij ě last[i]. Consequently, xi = xij + 1.
Moreover, xij+1 ě xij + 1. As such, we update the list L so that it becomes
i1, . . . , ij, i (and xi is stored in the array x).
Note that each position of w is inserted once in L and once deleted
(but never reinserted). Also, the time needed for the update of L caused
by the insertion of i is proportional to the number of elements removed
from the list in that step. Accordingly, the total time needed to process L,
for all i, is O(n). Clearly, this procedure computes the x-coordinates of all
positions of w correctly.
Second, phase 1b. We cannot proceed exactly like in the previous case,
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because we need to dynamically delete a position whenever the sum of its
coordinates is greater than k + 1 (i.e., as soon as we finished computing
its y-coordinate and see that it is strictly greater than k + 1; this position
does not influence the rest of the computation). If we would proceed just
as above (right to left this time), it might be the case that after computing
some yi we need to delete position i, instead of storing it in our list and
removing some of the elements of the list. As such, our argument showing
that the time spent for inspecting and updating the list in the steps where
the y-coordinates are computed amortises to O(n) would not work.
So, we will use an enhanced approach. For simplicity, assume that
yn+1 = 0 and that every time we should eliminate position i we actually set
yi to +8. Also, let y[i..j] denote the sequence of coordinates yi, yi+1, . . . , yj;
note that some of these coordinates can be +8. Let min(y[i..j]) denote
the minimum in the sequence y[i..j]. Similarly to what we did in phase
1a, while increasing i from n to 1, we maintain a list L1 of positions
n + 1 = i0 ą i1 ą i2 ą . . . ą it ě i such that the following property
is invariant: yi`´1 ă yi` for 1 ď ` ď t and yp ě yi` for all i`´1 ą p ě
i`. In the current case, we also have that yp = +8 for all it ą p ě i.
The numbers i0, i1, i2, . . . , it ě i contained in the list L1 at some moment
in our computation define a partition of the universe [1, n] in intervals:
{1}, {2}, . . . , {i´ 1}, [i, it´1´ 1], [it´1, it´2´ 1], . . . , [i1, i0´ 1] for which we
define an interval union-find data structure [52, 60]; here the singleton {a} is
seen as the interval [a, a]. According to [60], in our model of computation,
such a structure can be initialized in O(n) time such that we can perform
a sequence of O(n) union and find operations on it in O(n) time, with
the crucial restriction that one can only unite neighbouring intervals. We
assume that find(j) returns the bounds of the interval stored in our
data structure to which j belongs. From the definition of the list L1, it
is clear that, before processing position i (and after finishing processing
position i + 1), yi` = min(y[i + 1..i`´1 ´ 1]) holds. We maintain a new
array next[¨] with |Σ| elements: before processing position i, next[w[i]] is
the smallest position j ą i where w[i] occurs after position i, which was
not eliminated (i.e., smallest j ą i with yj ‰ +8), or 0 if there is no such
position. Position i is now processed as follows: let [a, b] be the interval
returned by find(next[i]). If a = i + 1 then let min = yit ; if a ą i + 1 then
there exists j such that [a, b] = [ij, ij´1 ´ 1] and t ą j ą 0, so let min = yj.
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Let now y = min+1, and note that we should set yi = y, but only if
xi + i ď k + 1. So, we check whether xi + i ď k + 1 and, if yes, let yi = y
and set next[w[i]] = i; otherwise, set yi = +8 (note that position i becomes,
as such, irrelevant when the y-coordinate is computed for other positions).
If yi = +8 then make the union of the intervals {i} and [i + 1, it´1 ´ 1]
and start processing i´ 1; L1 remains unchanged. If yi ‰ +8 then make
the union of the intervals {i}, [i + 1, it´1 ´ 1], . . . , [ij+1, ij ´ 1] and start
processing i´ 1; L1 becomes i, ij, ij´1, . . . , i0.
As each position of w is inserted at most once in L1, and then deleted
once (never reinserted), the number of list operations is O(n). The time
needed for the update of L1, caused by the insertion of i in L1, is propor-
tional to the number of elements removed from L1 in that step, so the total
time needed (exclusively) to process L is O(n). On top of that, for each
position i, we run one find operation and a number of union operations
proportional to the number of elements removed from L1 in that step. Over-
all we do O(n) union and find operations on the union-find data structure.
This takes in total, for all i, O(n) time (including the initialisation). Thus,
the time complexity of phase 1b is linear.
Third, phase 2. Assume that w0 is the input word of this phase. Clearly,
|w0| = m ď n, and we have computed the coordinates for all its positions
(and maybe eliminated some positions of the initial input word w). We
partition in linear time O(n) the interval [1, m] into 2t + 1 (possibly empty)
lists of positions L1, . . . , L2t+1 such that the following conditions hold. First,
all elements of Li are smaller than those of Li+1 for 1 ď i ď 2t. Second, for
i odd, the elements j in Li have xj + yj ă k + 1; for each i even, there exist
ai, bi such that ai + bi = k + 1 and for all j in Li we have xj = ai, yj = bi.
Third, we want t to be minimal with these properties. We now produce,
also in linear time, a new list U: for each i ď t and j P L2i we add the
triplet (i, w[j], j) in U. We sort the list of triples U (cf. [45, Prop. 10]) with
radix sort in linear time [21]. After sorting it, U can be decomposed in t
consecutive blocks U1, U2, . . . , Ut, where Ui contains the positions of L2i
sorted w.r.t. the order on Σ (i.e., determined by the second component of
the pair). As such, Ui induces a new order on the positions of w0 stored in
L2i. We can now construct a word w1 by just writing in order the letters of
w0 corresponding to the positions stored in Li, for i from 1 to 2t + 1, such
that the letters of Li are written in the original order, for i odd, and in the
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order induced by Ui, for i even. Clearly, this is a correct implementation
of phase 2 which runs in linear time. The word w1 is the shortlex normal
form of w.
Summing up, we have shown how to compute the shortlex normal
form of a word in linear time (for integer alphabets). Both our claims
follow.
The above theorem improves the complexity of the algorithm reported
in [45], where the problem was solved in O(n|Σ|) time. As such, over
integer alphabets, testing Simon congruence for a given k can be done in
optimal time, that does not depend on the input alphabet or on k. When
no restriction is made on the input alphabet, we can first sort it, replace the
letters by their ranks, and, as such, reduce the problem to the case of integer
alphabets. In that case, testing Simon congruence takes O(|Σ| log |Σ|+ n)
time which is again optimal: for k = 1, testing if w1 „1 w2 is equivalent
(after a linear time processing) to testing whether two subsets of Σ are
equal, and this requires Θ(|Σ| log |Σ|) time [29].
3.2.1 Combinatorial Results
In this section we present several algorithmic and combinatorial results.
3.2.2 Remark. Theorem 3.2.1 allows us to decide in linear time O(n)
whether a word w over Σ = {1 ă 2 ă . . . ă σ} is k-universal, for a
given k ď n. We compute the shortlex normal form of w w.r.t. „k and
check whether it is (1 ¨ 2 ¨ ¨ ¨ σ)k.
Actually, we can compute the universality index ι(w) efficiently by
computing its arch factorisation in linear time in |w|. Moreover this allows
us to check whether w is k-universal for some given k by just checking if
ι(w) ě k or not.
3.2.3 Proposition*. Given a word w P Σn, n P N, we can compute ι(w) in
linear time O(n).
Proof. We actually compute the number ` of arches in the arch factorisation.
For a lighter notation, we use ui = arw(i) for i P [`]0. The factors ui can
be computed in linear time as follows. We maintain an array C of |Σ|
elements, whose elements are initially all 0, and a counter h, which is
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initially |Σ|. For simplicity, let m0 = 0. We go through the letters w[j] of
w[mi´1 + 1..n], from left to right, and if C[w[j]] equals 0, we decrement h
by 1 and set C[w[j]] = 1. Intuitively, we keep track of which letters of Σ we
meet while traversing w[mi´1 + 1..n] using the array C, and in h we store
how many letters we still need to see. As soon as h = 0 or j = n, we stop:
set mi = j (the position of the last letter of w we read), ui = w[mi´1 + 1..mi]
(the ith arch), and h = |Σ| again. If j ă n then reinitialize all elements of
C to 0 and restart the procedure for i + 1. Note that if j = n then ui is
r(w) as introduced in the definition of the arch factorization. The time
complexity of computing uj is O(|uj|), because we process each symbol
of ui = w[mi´1 + 1..mi] in O(1) time, and, at the end of the procedure, we
reinitialize C in O(|Σ|) time iff ui contained all letters of Σ, so |ui| ě |Σ|.
The conclusion follows.
The following combinatorial result characterises universality by repeti-
tions.
3.2.4 Remark. For all w P Σ˚ and all i, k P N we have ScatFactk(wi) Ď
ScatFactk(wi+1) since wi is a factor of wi+1.
3.2.5 Theorem. A word w P Σěk with alph(w) = Σ is k-universal for k P
N0 iff ScatFactk(wn) = ScatFactk(wn+1) for all n P N. Moreover, we have
ι(wn) ě kn if ι(w) = k.
Proof. For the second claim, we get immediately that wn is at least kn-
universal if ι(w) = k, since the arch factorisation of w occurs in each w of
the repetition. For the first claim, assume first w to be k-universal, i.e., we
have ScatFactk(w) = Σk. This implies Σk Ď ScatFactk(wn) for all n P N. On
the other hand we have ScatFactk(wn) Ď Σk and, thus, ScatFactk(wn) =
Σk = ScatFactk(wn+1) for all n P N. For the second direction assume that
there exists an n P N with ScatFactk(wn) ‰ ScatFactk(wn+1). Choose n
minimal. By Remark 3.2.4, we get ScatFactk(wn) Ă ScatFactk(wn+1). Let
v P ScatFactk(wn+1)\ ScatFactk(wn). Again by Remark 3.2.4, if v were a
scattered factor of w, v would be a scattered factor of wn - a contradiction.
Thus, w is not k-universal.
As witnessed by w = aabb P {a, b}˚, the universality index ι(wn) can
be greater than n ¨ ι(w): w is universal but w2 = aab.ba.ab.b is 3-universal.
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We study this phenomenon at the end of this section. Theorem 3.2.5 can
also be used to compute an discommon scattered factor of w and ww over
arbitrary alphabets; note that the shortest such a factor has to have length
k + 1 if ι(w) = k.
3.2.6 Proposition*. Given a word w P Σ˚ we can compute in linear time O(|w|)
one of the discommon scattered factors of w und ww of minimal length.
Proof. Just like in the proof of Theorem 3.2.3, we compute the decom-
position (arch factorisation) w = u1 ¨ ¨ ¨ uk such that, for i P [k ´ 1], the
factor w[1..mi] = u1 ¨ ¨ ¨ ui is the shortest prefix of w such that Σi Ď
ScatFacti(w[1..mi]), and uk (called in the arch factorisation the rest) either
does not contain all letters of Σ or it does, but if we remove its last letter
then it does not contain all letters of Σ anymore, i.e., Σk Ď ScatFactk(w)
but Σk * ScatFactk(w[1..n´ 1]).
If uk does not contain all letters of Σ, then k ą 1 (as w contains
all letters of Σ). The procedure described in the proof of Theorem 3.2.3
identifies a letter a that does not occur in uk. We construct the word
x = w[m1]w[m2] ¨ ¨ ¨w[mk´1]a = m(w)a (where m(w) is defined w.r.t. the
arch factorisation). Then x is not a scattered factor of w (and all shorter
words are scattered factors of w), but x is scattered factor of ww (as a
occurs in w, because k ą 1). Indeed, if x were a scattered factor of w, then
its ith letter should correspond to the letter occurring at position ji ě mi
of w. This is clear for m1: if w[m1] occurred also to the left of m1 in w,
then u1 would not be the shortest prefix of w[1..n] that contains all letters
of Σ. Then, for i ě 1, assume the property holds for the first i letters of
x. We show it for i + 1. So, x[i + 1] should correspond to a letter of w
occurring to the right of x[i], i.e., at a position strictly greater than mi. But
x[i + 1] = w[mi+1] occurs for the first time to the left of mi at position
mi+1. So, our statement is correct. Now, if the (k´ 1)th letter of x occurs
on a position greater or equal to mk´1, then the last letter of x, namely a,
should occur in uk = w[mk´1 + 1..mk], a contradiction.
If uk contains all letters of Σ, then let x = w[m1]w[m2] ¨ ¨ ¨w[mk]a =
m(w)a, for some a P Σ. Just like before, we can show that x is not a
scattered factor of w, but all shorter words are scattered factors of w; also
x is clearly a scattered factor of ww.
Running the procedure described in Theorem 3.2.3 takes linear time,
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and constructing x also takes linear time. The conclusion follows.
3.2.7 Remark. By Proposition 3.2.6, computing the shortest discommon
scattered factor of w and ww takes optimal O(n) time, which is more
efficient than running an algorithm computing the shortest discommon
scattered factor of two arbitrary words (see, e.g., [34, 45]. Note that we are
not aware of any linear time algorithm performing this task for integer
alphabets). In particular, we can use Theorem 3.2.1 to find by binary search
the smallest k for which two words have distinct k-spectra in O(n log n)
time. In [57] a linear time algorithm solving this problem is given for
binary alphabets; an extension seems non-trivial.
Continuing the idea of Theorem 3.2.5, we investigate even-length palin-
dromes, i.e., appending wR to w. The first result is similar to Theorem 3.2.5
for n = 1. Notice that ι(w) = ι(wR) follows immediately with the arch
factorisation.
3.2.8 Corollary. A word w is k-universal iff ScatFactk(w) = ScatFactk(wwR).
Proof. The proof is analogous to the one of Theorem 3.2.5.
In contrast to ι(w2), ι(wwR) is never greater than 2ι(w).
3.2.9 Proposition. Let w P Σ˚ be a palindrome and u = Prefb |w|2 c
(w) with
ι(u) = k P N. Then ι(w) = 2k if |w| even and ι(w) = 2k + 1 iff w[ n+12 ]Y
alph(r(u)) = Σ if |w| is odd.
Proof. First, consider |w| ”2 0, i.e., w = uuR. By ι(u) = k, u has an arch
factorisation with k factors which also occur in uR. This implies ι(wwR) ě
2k. Suppose ι(uuR) = 2k + 1. Let uuR = aruuR(1) ¨ ¨ ¨ aruuR(2k + 1)r(uu
R)
be the arch factorisation. Since k is maximal, aruuR(1) ¨ ¨ ¨ aruuR(k + 1) is
not a prefix of u, i.e., aruuR(k + 2) is a factor of u
R and, thus, aruuR(k +
2) . . . aruuR(2k + 1)r(uu
R) is a suffix of uR. Hence, we get aruuR(k + 1) =
r(u)y for a prefix y of uR. If |r(u)| = |y| we have r(u) = yR and, thus, Σ =
alph(aruuR(k + 1)) = alph(r(u)) Ă Σ. If |r(u)| ă |y|, then r(u)
R is a prefix
of y. This implies Σ = alph(aruuR(k + 1)) = alph(y) and, consequently,
we found an arch factorisation of w (the second one) with k + 1 factors.
Consider now |r(u)| ą |y|. Then yR is a suffix of r(u) but, by the definition
of the arch factorisation, y[|y|] does not occur in r(u)[1..|r(u)| ´ 1]. Since
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we get a contradiction in all three cases, the claim is proven for even-length
palindromes.
By a similar argument, odd-length palindromes have to have exactly
the letter in the middle which is missing in r(u) to be 1-universal.
3.2.10 Remark. If we consider the universality of a word w = w1 ¨ ¨ ¨wm for
m P N with wi P {u, uR} for a given word u P Σ˚, then a combination of
the previous results can be applied. Each time either u2 or (uR)2 occurs
Theorem 3.2.5 can be applied (and the results about circular universality
that finish this section). Whenever uuR or uRu occur in w, the results of
Proposition 3.2.9 are applicable.
Another generalisation of Theorem 3.2.5 is to investigate concatenations
under permutations: for a morphic permutation π of Σ can we compute
ι(wπ(w))?
3.2.11 Lemma. Let π : Σ˚ Ñ Σ˚ be a morphic permutation. Then ι(w) =
ι(π(w)) for all w P Σ˚ and especially the image of the arch factorisation is the
arch factorisation of the image.
Proof. Let w P Σ˚ and w = arw(1) ¨ ¨ ¨ arw(k)r(w) be the arch factorisa-
tion of w for an appropriate k P N0. By the definition of the arch fac-
torisation, arw(i)[| arw(i)|] does not occur in arw(i)[1..| arw(i)| ´ 1] for all
i P [k]. Set ki = ∑ij=1 | arw(j)| for i P [k]. Thus, π(arw(i)[| arw(i)|]) oc-
curs only once in π(w)[ki + 1..ki+1] and exactly as the last letter. Hence,
π(arw(1)) ¨ ¨ ¨π(arw(k))π(r(w)) is the arch factorisation of π(w). The other
direction follows by applying π´1 as a permutation to π(w).
By Lemma 3.2.11, we have 2ι(w) ď ι(wπ(w)) ď 2ι(w) + 1. Consider
the 1-universal word w = abcba. For π(a) = c, π(b) = b, and π(c) = a
we obtain wπ(w) = abc.bac.babc. which is 3-universal. However, for the
identity id on Σ we get that w id(w) is 2-universal. We can show exactly
the case when ι(wπ(w)) = 2ι(w) + 1.
3.2.12 Proposition. Let π : Σ˚ Ñ Σ˚ be a morphic permutation and w P
Σ˚ with the arch factorisation w = arw(1) ¨ ¨ ¨ arw(k)r(w) and π(w)R =
arπ(w)R(1) ¨ ¨ ¨ arπ(w)R(k)r(π(w)
R) for an appropriate k P N0. Then ι(wπ(w))




Proof. First, consider that r(w)r(π(w)R) is 1-universal. Then we get
wπ(w) = arw(1) ¨ ¨ ¨ arw(k)r(w).r(π(w)R)R(arπ(w)R(k))
R ¨ ¨ ¨ (arπ(w)R(1))
R.
Since all arches are 1-universal by definition, the assumption implies
that wπ(w) is (2ι(w) + 1)-universal and, thus, ι(wπ(w)) ě 2ι(w) + 1. The
equality follows by the definition of ι. For the other direction assume
ι(wπ(w)) = 2ι(w) + 1. Here, we get the arch factorisation
wπ(w) = arwπ(w)(1) ¨ ¨ ¨ arwπ(w)(2ι(w) + 1)r(wπ(w)).
This implies
arwπ(w)(1) ¨ ¨ ¨ arwπ(w)(2ι(w) + 1)r(wπ(w))
= arw(1) ¨ ¨ ¨ arw(k)r(w)r(π(w)R)R(arπ(w)R(k))
R ¨ ¨ ¨ (arπ(w)R(1))
R.
By ι(w) = k, only the first k arches can be contained in w. This implies
that r(w) is a prefix of arwπ(w)(k + 1). Choose y P Σ+ with arwπ(w)(k +
1) = r(w)y. By Lemma 3.2.11, we have arw(i) = π(arπ(w)(i)) and, thus,
y = r(π(w)R))R. By arwπ(w)(k + 1) = Σ, the claim is proven.
Proposition 3.2.12 ensures that, for a given word with a non-empty
rest, we can raise the universality-index of wπ(w) by one if π is chosen
accordingly.
3.2.13 Remark. Appending permutations of the word instead of its images
under permutations of the alphabet, i.e., appending to w abelian equivalent
words, does not lead to immediate results as the universality depends
heavily on the permutation. If w is k-universal, a permutation π may
arrange the letters in lexicographical order, so π(w) would only be 1-
universal. On the other hand, the universality can be increased by sorting
the letters in 1-universal factors: am1 a
m
2 ¨ ¨ ¨ a
m
|Σ| for Σ = {a1, . . . , a|Σ|} is
1-universal but (a1 ¨ ¨ ¨ a|Σ|)m is m-universal, for m P N.
In the rest of this section we present results regarding circular univer-
sality. Recall that a word w is k-circular universal if a conjugate of w is
k-universal. Consider Σ = {a, b, c, d} and w = abbccdabacdbdc. Note that
w is not 3-universal (dda R ScatFact3(w)) but 2-universal. Moreover, the
conjugate bbccdabacdbdca of w is 3-universal; accordingly, w is 3-circular
universal.
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3.2.14 Lemma. Let w P Σ˚. If ι(w) = k P N then k ď ζ(w) ď k + 1. Moreover,
if ζ(w) = k + 1 then ι(w) ě k.
Proof. Since w is a conjugate of itself, w is at least k-circular univer-
sal. Suppose ζ(w) = k + 2. Choose x, y P Σ˚ with w = xy and yx =
aryx(1) ¨ ¨ ¨ aryx(k + 2)r(yx). Since ι(w) = k there is no i such that y =
w1 ¨ ¨ ¨wi (otherwise w = xy would be (k + 1)-universal). Thus, there exists
a j P [k + 2] and a proper prefix y1 of wj such that y = w1 ¨ ¨ ¨wj´1y1; let x1
be such that wj = y1x1. This implies w = xy = x1wj+1 ¨ ¨ ¨wk+2w1 ¨ ¨ ¨wjy1
and we get that k + 1 arches are contained in w. This contradicts the
maximality of k.
For the second claim let w = xy and yx = aryx(1) ¨ ¨ ¨ aryx(k + 1)r(yx).
If y contains all arches then ι(w) = k + 1. If y does not contain all arches,
there exists an i P [k + 1] such that a prefix of aryx(i) is a suffix of y and the
corresponding suffix of aryx(i) is a prefix of x. Thus, aryx(1) ¨ ¨ ¨ aryx(i´
1) aryx(i + 1) aryx(k + 1) is a scattered factor of w.
3.2.15 Lemma. Let w P Σ+. If ι(w) = k and ζ(w) = k + 1 then there exist
v, z, u P Σ˚ such that w = vzu, with u, v ‰ ε and ι(z) = k.
Proof. By ζ(w) = k + 1, there exist x, y P Σ˚ with w = xy and yx =
aryx(1) ¨ ¨ ¨ aryx(k + 1)r(yx). Since ι(w) = k there is no i such that y =
w1 ¨ ¨ ¨wi (otherwise w = xy would be (k + 1)-universal). Thus, there exists
i P [k + 1]0 with wi+1 = uv and u is a proper and non-empty suffix of y
and v is a proper and non-empty prefix of x with alph(u), alph(v) Ă Σ.
This implies
yw = xy = v arw(i + 2) ¨ ¨ ¨ arw(k + 1) arw(1) ¨ ¨ ¨ arw(i)u.
Let z = arw(i + 2) ¨ ¨ ¨ arw(k + 1) arw(1) ¨ ¨ ¨ arw(i). Clearly, z contains 1-
universal words, so ι(z) ě k. By ι(w) = k, it follows immediately ι(z) ď
k.
The following theorem connects the circular universality index of a
word with the universality index of the repetitions of that word.
3.2.16 Theorem. Let w P Σ˚. If ι(w) = k and ζ(w) = k + 1 then ι(ws) =
sk + s´ 1, for all s P N.
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Proof. By Lemma 3.2.15, there exist v, z, u P Σ˚ with w = vzu, ι(z) = k,
and alph(v), alph(u) Ă Σ. Consequently, we have that
ws = (vzu)s = v(zuv)s´1zu
is ((s´ 1)(k + 1) + k)-universal, thus, ι(ws) ě (sk + s´ 1). Since ι(w) = k
and ws only contains s´ 1 transitions from one w to another, ws cannot
have a higher universality.
The other direction of Theorem 3.2.16 does not hold for arbitrary
alphabets: Consider the 2-universal word w = babccaabc. We have that w2
is 5-universal but w is not 3-circular universal. Nevertheless, Lemma 3.2.15
helps us to show that the converse of Theorem 3.2.16 holds for binary
alphabets:
3.2.17 Theorem. Let w P {a, b}˚ with ι(w) = k and s P N. Then ι(ws) =
sk + s´ 1 if ζ(w) = k + 1 and sk otherwise.
Proof. By Theorem 3.2.16, it suffices to prove ζ(w) = k + 1 if ws is (sk + 1)-
universal. Assume ι(w) ě sk + 1. If for all conjugates v of w we have
v[1] ‰ v[|w|] then w is of even length and we have w = (ab)k or w = (ba)k;
this implies immeditaly ζ(w) = k by the arch factorisation. Thus, we
know that there exists a conjugate v of w with v[1] = v[|w|]. Since ws is a
conjugate of vs and ws is (sk+ 1)-universal, vs is (sk+ 1)-circular universal.
By Lemma 3.2.14, we get that vs is (sk)-universal and, by Theorem 3.2.16,
it follows that v2s is (2sk + 1)-universal. By [26, Theorem4], v2s contains
2sk + 1 disjoint occurrences of ab or ba. By v[1] = v[n], none of these
occurrences can start in one v and end in the following. This implies that
one v contains k + 1 of these occurrences and therefore ι(v) ě k + 1. Hence,
we get ζ(w) = k + 1.
3.2.2 Algorithmic Results
In this section we present algorithms answering the questions that are
most natural to us. The questions regard: is a specific factor v of w P Σ˚
universal?, what is the minimal ` P N such that w` is k-universal for a
given k P N?, how many (and which) words from a given set do we have to
concatenate such that the resulting word is k-universal for a given k P N?,
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what is the longest (shortest) prefix (suffix) of a word being k-universal
for a given k P N? We introduce in the following lemma some preliminary
data structures.
3.2.18 Lemma*. Given a word x P Σn with alph(x) = Σ, we can compute for
all j P [n] in O(n) and
Ź the shortest 1-universal prefix of x[j..n]: ux[j] = min{i | x[j..i] is universal},
Ź the value ι(x[j..n]): tx[j] = max{t | ScatFactt(x[j..n]) = Σt}, and
Ź minimal ` P [n] with ι(x[j..`]) = ι(x[j..|x|]): mx[j] = min{i | ScatFacttx [j]
(x[j..i]) = Σtx [j]}.
Proof. For each j P [n] and letter a P Σ, denote ga[j] = min{i | i ě j, w[i] =
a} (by convention, ga[j] = +8 if a does not occur in x[j..n]). Clearly,
ux[j] = max{ga[j] | a P Σ} holds, i.e., ux[j] is the end position of the
shortest word starting at position j in x which contains all letters of Σ
(the value ga[j] is strongly related to the value Xa(w[j..n]) - read "next a
in w[j..n]"- used in [45] to denote the first position of a in w[j..n]). It is
essential to note that we will not compute all the values ga[j], but only the
values ux[j], for all j. As such, x[j..ux[j]] is the shortest universal prefix of
x[j..n].
Computing the elements of ux[¨] is done as follows: let C be an array
with |Σ| elements, all initialised to 0. As Σ is considered to be the set of
numbers {1, . . . , |Σ|}, we will consider that C is indexed by the letters of
Σ. Also, initialise the variable h with |Σ|.
While h ą 0, we consider the positions j of x from the right to the
left, i.e., from n downwards. When reading x[j], we set C[x[j]] = j, and if
C[x[j]] was 0 before setting it to j, then we decrement h by 1. As soon as
we have h = 0 we stop. At this point we have C[a] = ga[j] for all a P Σ,
so C[a] is the leftmost occurrence of a to the right of j, and x[j..n] is the
shortest suffix of x that contains all letters of Σ. We can set ux[j1] = +8,
for all j1 ą j, and ux[j] = max{C[a] | a P Σ}.
Now let m = ux[j], and d = j + 1 (x[d..n] is the longest suffix of x
which is not universal).
For i from j´ 1 downto 1, we do the following. If m ‰ C[x[i]] (i.e., x[i]
is not the same as the letter whose leftmost occurrence in x[i + 1..n] was
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the rightmost among all letters of Σ), we just set C[x[i]] = i. If m = C[x[i]]
(i.e., x[i] is the same as the letter whose leftmost occurrence in x[i + 1..n]
was the rightmost among all letters of Σ), we first set C[x[i]] = i and then
we need to recompute m, the maximum of C (the position of the letter
whose first occurrence in x[i..n] is the rightmost among all letters). To do
this, we decrement m by 1 repeatedly, until it reaches a value p such that
C[x[p]] = p. At that point, m = p is the leftmost position on which the
letter x[m] occurs in x[i..n], and all letters of Σ occur in x[i..m]. In this way,
we ensure that C[a] = ga[i] for all a P Σ and m points to the maximum
element of C. In both cases, we set ux[i] = m, and repeat the process for
i´ 1.
At the end of the computation described above, we computed ux[j] for
every position j of x, i.e., we know for each position j of x the shortest
universal prefix of x[j..n]. The computation described above runs in time
O(n). For each value j we set C[x[j]] in constant time and then, if needed,
recompute the value of m; this last part is not carried in constant time for
each j, but in total m traverses only once the entire word x from right to
left, so, summing the time spent to update m for all values of j, we still get
O(n) time in total.
We now move on to the main phase of our algorithm. For j P [n], we
want to compute tx[j] = max{t | ScatFactt(x[j..n]) = Σt} and mx[j] =
min{i | ScatFacttx [j](x[j..i]) = Σ
tx [j]}.
We show how to compute mx[j] and tx[j] for all positions j of x, in O(n)
total time, by a simple dynamic programming algorithm. For j ě d, we
have tx[j] = 0 and mx[j] = ux[j]. For smaller values of j, we have mx[j] =
ux[j] + mx[ux[j] + 1] and tx[j] = 1 + tx[ux[j] + 1]. Indeed, the maximum
exponent tx[j] such that Σtx [j] = ScatFacttx [j](x[j..n]) is obtained by taking
the shortest prefix x[j..ux[j]] of x[j..n] that contains all letters of Σ, and
returning 1 plus the maximum exponent tx[ux[j] + 1] such that Σtx [ux [j]+1]
is included in the set of scattered factors of the suffix x[ux[j] + 1..n] that
follows x[j..ux[j]]. The value mx[j] is computed according to a similar idea.
Clearly, computing mx[j] and tx[j] takes constant time for each j, so linear
time overall.
The data structures constructed in Lemma 3.2.18 allow us to test in O(1)
time the universality of factors w[i..j] of a given word w, w.r.t. alph(w) = Σ:
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w[i..j] is Σ-universal iff j ě uw[i]. The combinatorial results of Section 3.2.1
give us an initial idea on how the universality of repetitions of a word
relates to the universality of that word: Theorem 3.2.16 shows that in
order to compute the minimum s such that ws is `-universal, for a given
binary word w and a number `, can be reduced to computing the circular
universality of w. Unfortunately, this is not the case for all alphabets, as
also shown in Section 3.2.1. However, this number s can be computed
efficiently, for input words over alphabets of all sizes. While the main
idea for binary alphabets was to analyse the universality index of the
conjugates of w (i.e., factors of length |w| of ww), in the general case we
can analyse the universality index of the suffixes of ww, by constructing the
data structures of Lemma 3.2.18 for x = ww. The problem is then reduced
to solving an equation over integers in order to identify the smallest ` such
that w` is k-universal.
3.2.19 Proposition*. Given a word w P Σn with alph(w) = Σ and k P N, we
can compute the minimal ` such that w` is k-universal in O(n + log klog n ) time.
Proof. Consider the word x = ww. In a preprocessing phase, using Lemma
3.2.18, we compute in O(|x|) = O(n) time the values tx[j] and mx[j] for
j P [2n].
We want to compute the minimum ` such that w` is k-universal. The
general idea is the following: for p ě 1, we compute the largest value ip
such that Σip = ScatFactip(w
p) as well as the shortest prefix wp´1w[1..sp]
of wp which is ip-universal (as each w contains all letters of Σ, it is clear that
the shortest prefix of wp which is ip-universal must extend inside the pth
w). These values can be computed for a certain p using the corresponding
values for p´ 1 and the arrays we constructed in the preprocessing phase:
ip = ip´1 + tx[sp´1] and sp = sp´1 + mx[sp´1]´ n. Essentially, for each p,
we just extend to the right in wp, as much as we can, the shortest prefix
with the desired property constructed for wp´1. In a simple version of
our algorithm we could do that until ip ě k (which happens after at most
k iterations), and return p as the value we are searching for. However,
this would lead to an algorithm with running time O(n + ` log k/ log n)
(where the log k/ log n factor comes from the fact that the operands in
each addition ip = ip´1 + tx[sp´1] may have up to log k digits). As ` ď k
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and it is natural to assume that k is given in its binary representation, this
algorithm could be exponential in the worst case.
We can optimise the idea above to work faster by exploiting the peri-
odicity that occurs in the sequence (sp)pPN, defined for the repetitions of
a word w. By the pigeonhole principle, there always exist p1, p2 ď n + 1
such that sp1 = sp2 . So, while p ď n + 1 we compute ip and sp, as above,
but keep track of the values taken by sp and stop this loop as soon as the
current sp has the same value as some previously computed sp1 or ip ě k
(in the latter case, we proceed as above and return p as the value ` we look
for). More precisely, we use an array S with n elements, all set initially to
0. After computing sp, if S[sp] = 0 then we set S[sp] = p; if S[sp] ‰ 0 we
proceed as follows. We stop the loop and compute two values p1 = S[sp]
and p2 = p. It is immediate that p2 is the smallest p such sp1 = sp and
there are no other p, p1 ă p2 such that sp = sp1 . Computing p1 and p2
takes O(n) time. Note that all arithmetic operations we did so far are done
on numbers that fit in constant memory.
Assume now that we have computed p2 = p1 + δ and ip2 = ip1 + d. It is
clear that, for all j ě 0, we have sp1+jδ = sp1 and ip1+jδ = ip1 + jd. Now, let
m = k´ ip1 and g = bmd c. Computing these numbers takes O(log k/ log n)
time.
Let p3 = p1 + gδ (again, we need O(log k/ log n) time to compute
p3). We have sp3 = sp1 and ip3 = ip1 + gd ď k (these operations take
O(log k/ log n) time). Also, ip3+d ą k. Let z = k´ ip3 (and we have z ď
d). So, for p from p3 to p3 + δ, we proceed as follows. If ip ´ ip3 ě z
(i.e., ip ě k), return p as the value ` we search for. Otherwise, compute
ip+1 ´ ip3 = (ip ´ ip3) + tsp (in time O(1) as it can be done with only
adding numbers which are smaller than d) and sp+1 = sp + msp ´ n, and
iterate. Because we certainly reach, in this loop, a p such that ip ě k, and
δ ď n, the execution of the loop takes O(n) time.
Hence, we get the smallest ` such that w` is k-universal (i.e., i` ě k), in
O(n + log k/ log n) time.
We can extend the previous result to the more general (but less mo-
tivated) case of arbitrary concatenations of words from a given set, not
just repetitions of the same word. The following preliminary results are
obtained. In all cases we give the number of steps of the algorithms, includ-
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ing arithmetic operations on log k-bit numbers; the time complexities of
these algorithms are obtained by multiplying these numbers by O( log klog n ).
1. Given k P N and the words w1, . . . , wp P Σ˚ with |w1 ¨ ¨ ¨wp| = n and
alph(w1 ¨ ¨ ¨wp) = Σ, we can compute the minimal ` for which there ex-
ist {i1, . . . , i`} Ď [k] such that wi1 ¨ ¨ ¨wi` is k-universal in O(2
3|Σ|p2 log `+
n) steps.
2. Given k P N and w1, . . . , wp P {a, b}˚ with alph(w1 ¨ ¨ ¨wp) = {a, b}
and |w1 ¨ ¨ ¨wp| = n, we can compute the minimal ` for which there
exist {i1, . . . , i`} Ď [k] such that wi1 ¨ ¨ ¨wi` is k-universal in O(n + log `)
steps.
3. Given k P N and w1, . . . , wp P Σ˚ with alph(wi) = Σ for all i P [p] and
|w1 ¨ ¨ ¨wp| = n, we can compute in O(n + p3|Σ| log `) steps the minimal
` for which there exist {i1, . . . , i`} Ď [k] with wi1 ¨ ¨ ¨wi` is k-universal.
Recall, for `, n P N and w1, . . . , wn P Σ˚, the definitions 〈w1, . . . , wn〉` as
the set of all words w = x1 ¨ ¨ ¨ x` with xi P {w1, . . . , wn} and 〈w1, . . . , wn〉 =⋃
`PN 〈w1, . . . , wn〉`.
3.2.20 Definition. Let n P N. The set S = {w1, . . . , wn|wi P Σ˚, i P [n]} is
k-universal if there exists u P 〈w1, . . . , wn〉 such that u is k-universal.
First, we need to introduce some notation for convenience and to prove
an auxiliary lemma. To each S Ď Σ we associate a word uS with |uS| = |S|
and alph(uS) = S (i.e., uS is a linear ordering of the letters from S).
Following the notations from Lemma 3.2.18, for a word x, let tx = max{t P
N0 | ScatFactt(x) = Σt} and mx = min{i P N0 | ScatFacttx (x[1..i]) = Σtx};
clearly, if tx = 0, then mx = 0, too. Note now that, for a word u with
alph(u) = S and |u| = |S|, we have tuSw = tuw and muSw = muw, for all
w P Σ˚. Consider w1, . . . , wp P Σ˚, and take j P [p]. For ` P N and S1 Ă Σ,
we define max`(S, j, S1) = max{tw | w = uSw1wj, w1 P
〈
w1, . . . , wp
〉
`´1
and alph(w[mw + 1..|w|]) = S1}. By the remarks regarding the choice of
the word uS, max`(S, j, S1) is clearly well defined.
3.2.21 Lemma*. For w1, . . . , wp P Σ˚, S Ď Σ, ` P Ně2, and all `1 P [`´ 1],
we have max`(S, j, S1) = max{max`1(S, k, S2) + max`´`1(S2, j, S1)) | k P
[p], S2 Ď Σ}.
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Proof. Let `1 be a natural number such that 1 ď `1 ă `. Let i1, . . . , i` P [p]
such that i` = j, max`(S, j, S1) = tw, and alph(w[mw + 1..|w|]) = S1, for
w = uSwi1 ¨ ¨ ¨wi` . Take x
1 = uSwi1 ¨ ¨ ¨wi`1 , S
2 = alph(x1[mx1 ..|x1|]), and
x2 = uS2wi`1+1 ¨ ¨ ¨wi` . It is not hard to see that max`(S, j, S
1) = tx1 + tx2 .
Assume that max`1(S, i`1 , S2) ą tx1 . Let h1, . . . , h`1 P [p] and wh1 , . . .,
wh`1 P Σ
˚ with h`1 = i`1 , max`1(S, h`1 , S2) = tv1 , and for v1 = uSwh1 ¨ ¨ ¨wh`1
there holds alph(v1[mv1 + 1..|v1|]) = S1. Then, for
v2 = uSwh1 ¨ ¨ ¨wh`1wi`1+1 ¨ ¨ ¨wi`
we have tv2 ą tw = max`(S, j, S1) - a contradiction. Consequently, we have
max`1(S, i`1 , S2) = tx1 . We can similarly show that max`´`1(S2, j, S1) = tx2 .
Assume now that there exists r P [p] and T Ď Σ with max`1(S, r, T) +
max`´`1(T, j, S1) ą tx1 + tx2 = tw. Let j1, . . . , j` P [p] and wj1 , . . . , wj` P Σ
˚
such that j`1 = r, j` = j, max`1(S, j`1 , T) = tx and alph(x[mx + 1..|x|]) = T,
for x = uSwj1 ¨ ¨ ¨wj`1 , and max`(T, j`1 , S
1) = ty and alph(y[my + 1..|y|]) =
S1, for y = uTwj`1+1 ¨ ¨ ¨ xj` . Then, clearly, for v = uSxj1 ¨ ¨ ¨ xj` we have
tv ą tw = max`(S, j, S1), a contradiction to the form of v.
3.2.22 Theorem*. Given k P N and w1, . . . , wp P Σ˚ with |w1 ¨ ¨ ¨wp| = n
and alph(w1 ¨ ¨ ¨wp) = Σ, we can compute the minimal ` for which there exist
{i1, . . . , i`} Ď [k] such that wi1 ¨ ¨ ¨wi` is k-universal in O(2
3|Σ|p2 log ` + n)
steps, some being arithmetic operations on numbers with log k bits. The overall
time complexity of our algorithm is O( log klog n (2
3|Σ|p2 log `+ n)).
Proof. Note first that, because Σ = alph(w1 ¨ ¨ ¨wp), we have ` ď pk. We
shall first sketch the algorithm computing `. The general idea is first to
construct, by dynamic programming, concatenations of 2e factors of the set
{w1, . . . , wp}, for larger and larger e, until we find one such concatenation
with 2 f elements that is k1-universal, for some k1 ě k. That is, we compute
the values Ne[S, S1, j] = max2e(S, i, S1), for e from 0 until we reach an array
N f which contains a value N f [H, S1, j] ě k. Note that 2 f is the smallest
power of 2 such that the concatenation of 2 f numbers is k-universal, so,
consequently, f ď 2`. The values in each of the arrays Ne are computed
by dynamic programming based on the values in the array Ne´1, using
Lemma 3.2.21 for ` = 2e and `1 = 2e´1. Once this computation is com-
pleted, we use binary search to obtain the exact value of `, as required.
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However, we now have the benefit that we can perform this binary search
in an interval upper bounded by 2 f P O(`).
In the following we describe the algorithm in detail. We will evaluate
its complexity first as the number of steps (including arithmetic operations
on numbers with up to log k bits) it performs. Then we compute its actual
time complexity.
We start with a preprocessing phase. We construct the pˆ |Σ| matrix
F[¨, ¨], indexed by the numbers between 1 and p and the letters of Σ (which
are numbers between 1 and |Σ|). We have that F[i, x] is the position of the
first (i.e., leftmost) occurrence of each letter x P Σ in wi. This matrix can
be computed as follows. Initialise all elements of F with 0. For each i, we
traverse wi, letter by letter, from left to right. When the letter x P Σ is read
at position j of wi, if F[i, x] = 0 then we set F[i, x] = j. The total number of
steps needed to do this is O(|Σ|p + n) (as it includes the initialisation of F).
Similarly, we construct the pˆ |Σ| matrix L[¨, ¨], indexed by the numbers
between 1 and p and the letters of Σ, where L[i, x] is the position of the
rightmost occurrence of each letter x P Σ in wi.
Also in the preprocessing phase, we compute the data structures from
Lemma 3.2.18, for each word wi, with i P [p]. So, we have for each word wi
the arrays twi [j] = max{t | ScatFactt(wi[j..n]) = Σt} and mwi [j] = min{g |
ScatFacttwi [j](wi[j..g]) = Σ
twi [j]}. This is done in O(n) steps.
Then, for each set S Ď Σ and i P [p], we compute in O(|Σ|), the value
j = max{F[x, i] | x P ΣzS}. Basically, wi[1..j] is the shortest prefix of wi
such that uSwi contains all letters of Σ. Let g = mwi [j + 1], and let S
1 Ď Σ
be the set of letters contained by wi[g+ 1..|wi|]. The set S1 can be computed
in O(|Σ|) time, by selecting in S1 the letters x P Σ with L[i, x] ą g. We set
M1[S, i] = (1 + twi [j], S
1), where M1 is an additional matrix we use. The
computation of M1[S, i], performed for a set S and a number i P [p], takes
O(|Σ|) time. So, in total we compute the matrix M1 in O(2|Σ||Σ|p) time. It
is worth noting that if M1[S, i] = (h, S1), then max1(S, i, S1) = h.
The main phase of the algorithm follows. If there is an element M1[H, i]
= (h, S1) such that h ě k, then we return ` = 1. If not we proceed as
described next.
For e natural number such that log(pk) + 1 ě e ě 1, we define the
3-dimensional array Ne[¨, ¨, ¨], whose first two indices are subsets of Σ,
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and the third is a number from [p], and Ne[S, S1, i] = max2e(S, i, S1). That
is, Ne[S, S1, i] stores the maximum k such that there exists a k-universal
word w which is the concatenation of uS followed by 2e words from
{w1, . . . , wp}, ending with wi, and, moreover, if w1 is the suffix of w that
follows the shortest k-universal prefix of w, then alph(w1) = S1. The
elements Ne[S, S1, i] will be computed by dynamic programming, using
Lemma 3.2.21 for ` = 2e and `1 = `2 .
For e = 1, the elements of the array Ne are computed as follows.
By Lemma 3.2.21, N1[S, S1, i] = max{g | g = g1 + g2 where M1[S, j] =
(g1, S2) and M1[S2, i] = (g2, S1), with j P [p], S2 Ď Σ}. For e ą 1, we
have Ne[S, S1, i] = max{g | g = g1 + g2 where Ne´1[S, S2, j] = g1 and
Ne´1[S2, S1, i] = g2, with j P [p], S2 Ď Σ}. Clearly, computing each of the
arrays Ne takes O(23|Σ|p2). It is not hard to see that the maximum element
of Ne is strictly greater than the maximum element of Ne´1.
We stop the computation of the arrays Ne as soon as we reach such
array N f such that there exists i and S1 with N[H, S1, i] ě k. We get that
2 f´1 ă ` ď 2 f (where ` is the value we want to compute), so the total time
needed to compute all these arrays is O(23|Σ|p2 log `).
Now we need to search for ` between b = 2 f´1 and s = 2 f . We will
do this by an adapted binary search. Denote N1 = N f´1 and N2 = N f .
Let h be maximal such that b + 2h ă s. We compute the 3-dimensional
array Nmid[¨, ¨, ¨], indexed just as the arrays Ne. We have Nmid[S, S1, i] =
max{g | g = g1 + g2 where N1[S, S2, j] = g1 and Nh[S2, S1, i] = g2, with
j P [p], S2 Ď Σ}. If Nmid contains an element greater or equal to `, we
repeat this search for the same b and N1, and s = b + 2h and N2 = Nmid.
Otherwise, we repeat the search for the same s and N2, and using b + 2h
instead of b and Nmid instead of N1. We stop the process if b = s ´ 1,
and return s. This procedure is iterated O( f ) = O(log `) times. Thus,
computing ` is done in O(23|Σ|p2 log `) steps, some of which are arithmetic
operations on numbers with up to log k bits.
The overall complexity of the algorithm is, thus, O( log klogn (2
3|Σ|p2 log `) +
n).
Note that, in the case stated in the previous theorem, computing the
minimal number of words (from a given set) that should be concatenated
in order to obtain a k-universal word is fixed parameter tractable w.r.t.
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the parameter |Σ|, the size of the alphabet of the input words. If both
p, the number of input words, and |Σ| are constant, the algorithm runs
in O(n + log `) steps, which is linear w.r.t. the size of the input because
log ` ď log(pk) = log p + log k (but the overall time is still affected by the
operations on large numbers). In fact, we can give a solution with a linear
number of steps for this problem in the case of words over binary alphabets
(and p is not necessarily constant). The main idea is in this case, that we
can show that from an input set of words, only a constant number are
useful when trying to construct a k-universal word by a minimal number
of concatenations. The following result is based on the arch factorisation
and Proposition 3.2.3.
3.2.23 Theorem*. Given k P N and w1, . . . , wp P {a, b}˚ with alph(w1 ¨ ¨ ¨wp)
= {a, b} and |w1 ¨ ¨ ¨wp| = n, we can compute in O(n+ log `) steps the minimal
` for which there exist {i1, . . . , i`} Ď [k] such that wi1 ¨ ¨ ¨wi` is k-universal. The
overall complexity of the algorithm is, thus, O( log klogn log `+ n).
Proof. Let u0 P {w1, . . . , wp} be such that tu0 ě twi , for all i P [p]. For
each x P {a, b}, let ux P {w1, . . . , wp} be such that ux starts with x
and tux [2..|ux|] ě twi [2..|wi|], for all i P [p]. For each x P {a, b}, let vx P
{w1, . . . , wp} be such that vx ends with x and tvx [1..|vx|´1] ě twi [1..|wi|´1], for
all i P [p]. For each pair x, y P {a, b}, let ux,y P {w1, . . . , wp} be such that
ux,y starts with x and ends with y and tvx [2..|vx|´1] ě twi [2..|wi|´1], for all
i P [p]. In case of equalities, we just take any word that fulfils the desired
property.
Let S = {u0} Y {ux | x P {a, b}} Y {vx | x P {a, b}} Y {ux,y | x, y P
{a, b}}. Clearly, S contains at most 9 words. Note that all words of S can
be computed in O(n) time, using the same strategy as in Proposition 3.2.3.
One can show that for every concatenation of m words from the set
{w1, . . . , wp} which is k-universal, there exist a concatenation of m words
from S which is k1-universal, for some k1 ě k. Thus, it is enough to solve
the problem for the input set S, of constant size, instead of the whole
{w1, . . . , wp}. Hence, by Theorem 3.2.22, the conclusion follows.
Indeed, let w = wi1 ¨ ¨ ¨wi`´1 wi`wi`+1 ¨ ¨ ¨wim , such that wi` R S. To com-
pute tw = t we can proceed as in Proposition 3.2.3 and identify t factors
d1, . . . , dt P {ab, ba} of w such that w = s0d1s1 ¨ ¨ ¨ dtst, where si P {a, b}˚
69
3. Scattered Factors
for i P [t]0. Clearly, |alph(si)| ď 1, for all i P [t]0. Now, we do a case
analysis.
Let x = wi` [1] and y = wi` [|wi` |]. If the first letter of wi` is the last
letter of a factor di and the last letter of wi` is the first letter of a factor
dj (with i ă j), let w1 = wi1 ¨ ¨ ¨wi`´1 ux,ywi`+1 ¨ ¨ ¨wim ; it is immediate that
tw1 ě tw. If the first letter of wi` is the last letter of some di but the
last letter of wi` is not the first letter of any factor dj (where j ą i), let
w1 = wi1 ¨ ¨ ¨wi`´1 uxwi`+1 ¨ ¨ ¨wim ; it is immediate that tw1 ě tw. If the first
letter of wi` is not the last letter of any factor di but the last letter of wi`
is the first letter of a factor dj, let w1 = wi1 ¨ ¨ ¨wi`´1 uywi`+1 ¨ ¨ ¨wim ; it is
immediate that tw1 ě tw. Finally, if the first letter of wi` is not the last letter
of any factor di and the last letter of wi` is not the first letter of any factor
dj, let w1 = wi1 ¨ ¨ ¨wi`´1 u0wi`+1 ¨ ¨ ¨wim ; it is immediate that tw1 ě tw.
So, if a concatenation of m words wi1 ¨ ¨ ¨wim is t-universal, we could
iteratively replace all the words which are not part of S by words of S and
obtain a concatenation with m input words, which is t1-universal, with
t1 ě t. Therefore, to solve the problem from the statement of the theorem,
it is enough to produce the set S and then solve the problem for the input
set S instead of {w1, . . . , wp}. For that we can use the algorithm from
Theorem 3.2.22, which will run in O(n + log k log `log n ) steps, because both S
and Σ are constant.
In a particular case of Theorem 3.2.22 each of the input words contains
all letters of Σ. Once again, we obtain a polynomial algorithm.
3.2.24 Theorem*. Given w1, . . . , wp P Σ˚, with alph(wi) = Σ for all i P
[p] and |w1 ¨ ¨ ¨wp| = n, and k P N, we can compute in polynomial time
O(n + p3|Σ| log ` log klogn ) the minimal ` for which there exist {i1, . . . , i`} Ď [k]
with wi1 ¨ ¨ ¨ wi` is k-universal.
The proofs of Theorems 3.2.22 and 3.2.24 are based on a common
dynamic programming algorithm: for all subsets S Ă Σ and increasing
values of an integer ` ą 1, we compute the maximal universality index
m that we can obtain by concatenating 2t words from the input set such
that the respective concatenation consists of a prefix which is m-universal,
followed by a suffix over S. We stop as soon as we reach an m ě k as
universality index. We then optimise the number of concatenated words
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needed to obtain the universality index k by binary search. Now, for
Theorem 3.2.22 we have to consider all the sets S, in each step, while in
the case of Theorem 3.2.24 it is enough to consider only the sets that occur
as alphabets of the suffixes of the input words. This is why this strategy
can be implemented more efficiently in the case when all input words are
universal to begin with.
Proof of Theorem 3.2.24. We follow the idea of the algorithm of Theorem
3.2.22: construct, by dynamic programming, longer and longer concate-
nations of factors of the set {w1, . . . , wp}, until one such concatenation
which is k-universal is obtained. The main difference is that in each con-
catenation w = wi1 ¨ ¨ ¨wim , the shortest prefix of w which is k-universal
ends inside wim , because alph(wi) = Σ for all i P [p]. As such, the ` we
search for is at most k, but also this allows us to get rid of the exponen-
tial dependency on Σ from Theorem 3.2.22, as we can now work with
certain suffixes of the words wi, instead of subsets of Σ, when defining
our dynamic programming structures. Informally, our algorithm works
as follows: we find the highest universality index of a concatenation of 2e
words of {w1, . . . , wp}, which starts inside wi and ends inside wj, for all i
and j, and suitable starting and, respectively, ending positions. This can
be efficiently computed for several reasons. First, such a concatenation is
obtained by putting together two concatenations of roughly 2e´1 words of
{w1, . . . , wp} which have the highest universality index, the first starting
in the same place within wi, followed by 2e´1 ´ 2 words of the input set,
and ending with a prefix of length c of some wq, and the second one
starting with wq[c + 1..|wq|] followed by 2e´1 words from the input set,
ending in the same place within wj. Second, a concatenation of 2e words
of {w1, . . . , wp} with the highest universality index, ending inside wj, can
actually only end on some very specific positions of wj: the positions
where each letter of Σ occurs for the first time in the shortest prefix of
wj that contains all letters of Σ. Consequently, the starting positions of
such concatenations (useful in our algorithm either directly as solutions,
or as building blocks for larger concatenations) are also restricted. Putting
these two ideas together, and using an adapted binary search to find `, we
obtain an algorithm with the stated complexity.
Once again, we start with some preliminaries and a preprocessing
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phase. Let σ = |Σ|.
To begin with, let us consider a concatenation w = wi1 ¨ ¨ ¨wim , and let t
be the maximum number such that w is t-universal. By Lemma 3.2.3, we
can greedily decompose w = d1 ¨ ¨ ¨ dtd1, such that alph(dj) = Σ, alph(d1)
is a strict subset of Σ, and d1 ¨ ¨ ¨ dj is the shortest prefix of w which is
j-universal, for all j P [t]. Because alph(wi) = Σ for all i, we have that
each factor dj is either fully contained in one of the words wig , for j P [t]
and g P [m], or it starts inside wig and ends inside wig+1 , for some g P [m].
In the following, we call a factor dj crossing if it starts inside wig and
ends inside wig+1 , for some g P [m]. If dj is such a factor, then dj can only
start on some very specific positions inside wig . First, the suffix of wig
that comes after dj´1 cannot contain all letters of Σ. So dj´1 must end
inside the shortest suffix of wig that contains all letters of Σ. Assume this
suffix starts at position r and note that it starts with the last occurrence
of some letter of Σ in wig . So, dj´1 ends at a position r
1 ě r. Due to the
greedy construction of dj´1, it follows that the last letter of dj´1 occurs in
w[r..r1] exactly once. So, dj´1 ends on the first occurrence of a letter of Σ to
the right of r. There are at most σ such positions. Consequently, dj starts
exactly at the next position after dj´1 ends, and we also have at most σ
positions where dj may start.
In conclusion, in each word wi, part of a concatenation w = wi1 ¨ ¨ ¨wim ,
there are at most Σ positions where a crossing factor can start. Each cross-
ing factor dj is constructed by appending to dj (in a left to right traversal,
from the starting position of the factor) the letters of the considered con-
catenation until Σ = alph(dj). Therefore, dj is uniquely determined by the
two factors it crosses (wig and wig+1) and its starting position inside wig .
Hence, there can be at most O(p2|Σ|) crossing factors overall, and we will
determine all of them in our preprocessing.
In the preprocessing phase, we construct the pˆ |Σ| matrices F[¨, ¨] and
L[¨, ¨] as in the proof of Theorem 3.2.22. Using L[i, ¨] we also determine
the position ri of wi such that wi[ri..|wi|] is the shortest suffix of wi that
contains all letters of Σ. Also, in another traversal of wi we can compute
the increasingly sorted list Li of positions where each letter of Σ occurs
for the first time in wi[ri..|wi|]. More precisely, we construct the lists Li =
(i1, x1), . . . , (iσ, xσ), where ig ă ig+1 for g P Σ, and {x1, . . . , xσ} = Σ. The
time needed to compute all these structures is O(n).
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Now, we compute the factors crossing from wi to wj. They should
start on one of the positions i1 + 1, i2 + 1, . . . , iσ + 1, obtained using Li.
Let ci,j[ig + 1] be the crossing factor that starts at position ig + 1 for some
g P [σ]. The prefix of ci,j[ig + 1] contained in wi contains only the letters
xg+1, . . . , xσ and none of the letters x1, . . . , xg. Thus, ci,j[ig + 1] extends
in wj until it contains all the missing letters, i.e., until the maximum
position among F[j, x1], F[j, x2], . . ., F[j, xg]. This observation allows us
to compute the respective crossing factors efficiently. Let C[i, j, g] be the
last position (inside wj) of ci,j[ig + 1]. Then C[i, j, 1] = F[j, x1]. For g ą 1,
C[i, j, g] = max{F[j, xg], C[i, j, g´ 1]}.
The time needed to compute the values C[i, j, ¨] is O(σ). We do this
computation for all i and j, and, as such, we identify the starting and
ending positions for all possible crossing factors in O(p2σ).
Still in the preprocessing phase, we compute the data structures from
Lemma 3.2.18, for each word wi, with i P [p]. So, we have for each word wi
the arrays twi [j] = max{t | ScatFactt(wi[j..n]) = Σt} and mwi [j] = min{g |
ScatFacttwi [j](wi[j..g]) = Σ
twi [j]}. Let twi = twi [1] and mwi = mwi [1]. This
takes O(n) time.
Further, we present the main phase of our algorithm, that computes
the value ` for which there exist {i1, . . . , i`} Ď [k] such that wi1 ¨ ¨ ¨wi` is
k-universal.
First, if there exists i such that twi ě k, we have ` = 1. Otherwise, we
continue as follows.
For e P [k], e ě 1, we define the 3-dimensional arrays Re[¨, ¨, ¨], whose
first and third indices are numbers i, j P [p], and second index is a number
from {0}Y Li (so each Re has size O(p2σ)). We define Re[i, j, c] = (t, d)
where t is the maximum number for which there exist i2, . . . , i2e´1 P [p]
such that tw = t, where w = wi[c + 1..|wi|]wi2 ¨ ¨ ¨wi2e´1 wj, and d is the
minimum number for which there exist i2, . . . , i2e´1 such that tw = t,
where w = wi[c + 1..|wi|]wi2 ¨ ¨ ¨wie´1 wj[1..d]. That is, Re[i, j, c] stores, on its
first component, the maximum t such that there exists a t-universal word
w which is the concatenation of the suffix of wi that starts at position c + 1,
followed by 2e ´ 2 words from the set {w1, . . . , wp}, and then followed by
wj. Moreover, Re[i, j, c] also stores, on its second component, the minimum







1+Ci ,j [mwi [c]+1] mwj [1+Ci ,j [mwi [c]+1]]+1
Figure 3.1. The computation of R1[i, j, c ´ 1]
for which tw = t (i.e., tw is as large as possible). We define also the 3-
dimensional arrays Pe[¨, ¨, ¨], exactly as the above with the single difference
that in the definition of the elements of Pe we consider the concatenation
of 2e + 1 elements, not just 2e as it was the case for Re.
The elements Re[i, j, c] and Pe[i, j, c] can be computed by dynamic pro-
gramming, somehow similarly to the approach of Theorem 3.2.22. To
simplify the exposure we also define the array R0[¨, ¨, ¨], in which only the
elements R0[i, i, c´ 1] = (twi [c], mwi [c]) are defined (the others are set to
´8). Clearly, R0 can be computed in O(p2σ).
To describe the general computation, we need to compare pairs of
numbers. We say that (a, b) is more useful than (c, d) if a ą b or a = b
and c ď d. Also, if p = (a, b) is a pair of natural numbers, then its first
projection is π1(p) = a and its second projection is π2(p) = b.
To compute R1 we can use the formula:
R1[i, j, c´ 1] =
(twi [c] + 1 + π1(R0[j, j, Ci,j[mwi [c] + 1]]), mwj [1 + Ci,j[mwi [c] + 1]]),
for i, j P [p] and c P {0}Y Li.
Indeed, when computing R[i, j, c´ 1] we start at position c of wi and
essentially try to identify as many consecutive strings whose alphabet is
Σ in the concatenation of wi and wj as possible. Using twi [c] and mwi [c]
we find the shortest factor wi[c..mwi [c]] which has the highest universality
index among all factors of wi starting at position c. Then we use the
crossing factor that corresponds to mwi [c] to move into wj, at position
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c mwi [c]+1
1+Ci ,q[mwi [c]+1]]
mwq [1+Ci ,q[mwi [c]+1]]]+1 2(Re[q, j ,mwq [1+Ci ,q[mwi [c]+1]]]])
wi wq
crossing factor
computed via Re, 2
e
2 factors in between
wj
Figure 3.2. The computation of Pe[i, j, c ´ 1]
has the highest universality index among all factors of wj starting at
position c1. Following similar arguments to those in the proof of Lemma
3.2.3 we get that R0 is correctly computed in this way: our strategy here
corresponds exactly to the greedy strategy employed in the respective
lemma.
After we compute Re, for some e ě 1, we first compute Pe. The formula
for the elements of Pe is given in the following. Let q P [p] be such that
Re[q, j, 1 + mwq [1 + Ci,q[mwi [c] + 1]]] is more useful than any other pair
Re[q1, j, 1 + mwq1 [1 + Ci,q1 [mwi [c] + 1]]] for q
1 P [p]. We then can compute
Pe[i, j, c´ 1] =
(twi [c] + 1 + twq [1 + Ci,q[mwi [c] + 1]]
+ π1(Re[q, j, mwq [1 + Ci,q[mwi [c] + 1]]]),
π2(Re[q, j, mwq [1 + Ci,q[mwi [c] + 1]]]),
for i, j P [p] and c P {0}Y Li. Similarly to the computation of R1, when
computing Pe[i, j, c ´ 1] we start at position c of wi and try to add to
wi[c..|wi|] a concatenation of 2e words of {w1, . . . , wp} (ending with wj),
which contains as many consecutive strings over the alphabet Σ, as possible.
This is done using the greedy approach of Lemma 3.2.3. As such, using
twi [c] and mwi [c] we find the shortest factor wi[c..mwi [c]] which has the
highest universality index among all factors of wi starting at position c.
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Then we identify the word wq, such that after using the crossing factor
that corresponds to mwi [c] to move from wi into wq we can reach wj by
concatenating another 2e ´ 2 factors in between, to obtain a word with
the highest universality index among all such possible concatenations.
Once again, it is not hard to see that this formula is correct (see also the
figure below). First, the choice of the factor wi[c..mwi [c]] as the first group
of consecutive strings, each with the alphabet Σ, is correct due to the
greedy approach in Lemma 3.2.3. Then, we need to cross into the rest
of the factors in the concatenation of words from {w1, . . . , wp}. For each
choice wq1 of the factor following wi in this concatenation, we cross into
this word from wi in an optimal way: we use the crossing string ending
on Ci,q1 [mwi [c] + 1]. Any shorter word would not work, any longer word
does not make sense due to the greedy strategy of Lemma 3.2.3. Then,
using the already computed mwq and Re we start from 1 + Ci,q1 [mwi [c] + 1]
and follow the optimal selection of the concatenated strings given by these
arrays. We then select from all these possibilities (computed for each q1)
the one that produces a string with higher universality index. So, the
computation of Pe[i, j, c´ 1] is correct.
After computing Pe for some e ě 1, we compute Re+1. For some
i, j P [p] and c with c P {0}Y Li, let q P [p] be such that π1(Re[i, q, c]) +
π1(Pe[q, j, π2(Re[i, q, c])]) ě π1(Re[i, q1, c]) + π1(Pe[q1, j, π2(Re[i, q1, c])]) for
all q1 P [p]. To break equalities, we select q with π2(Pe[q, j, π2(Re[i, q, c])])
is minimal. Then, we can compute Re+1[i, j, c] by the following formula
Re+1[i, j, c´ 1] = (π1(Re[i, q, c´ 1]) + π1(Pe[q, j, π2(Re[i, q, c´ 1])]),
π2(Pe[q, j, π2(Re[i, q, c´ 1])])),
for i, j P [p] and c P {0} Y Li. The idea is pretty similar to how we
computed the other arrays. We start at position c + 1 of wi and try to
add to wi[c + 1..|wi|] a concatenation of 2e+1 ´ 1 words of {w1, . . . , wp}
(ending with wj), which contains as many consecutive strings over the
alphabet Σ, as possible. We iterate over all possible choices for the 2e-th
word in this concatenation, namely wq. We use the value computed found
in Re(i, q, c) to find the concatenation of 2e words with highest universality
index that starts with wi[c..|wi|] and ends with wq1 . Then we continue this
concatenation again in the best way (i.e., by the concatenation of 2e+1 words
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c
wi wq wj
1+2(Re[i,q,c1]) 2(Pe(q, j ,2(Re[i,q,c1])))
2e2 factors in between, computed via Re
2e1 factors in between, computed via Pe
Figure 3.3. The computation of Re+1[i, j, c ´ 1]
with the highest universality index), as given by Pe[q1, j, π2(Re[i, q1, c])].
Then we just take the value q for which we obtained the most useful
pair (π1(Re[i, q, c]) + π1(Pe[q, j, π2(Re[i, q, c])]), π2(Pe[q, j, π2(Re[i, q, c])])).
Once more, the greedy approach shown to be correct in Lemma 3.2.3
proves that the formula used for the elements of Re+1 is also correct.
Clearly, the complexity of computing each element of Pe and Re is O(p).
So, computing each of these matrices takes O(p3σ).
As in the proof of Theorem 3.2.22, we stop as soon as we computed
an array R f that contains an element R f [i, j, 0] with π1(R f [i, j, 0]) ě k. We
have f P O(log `).
Now we need to search for ` between b = 2 f´1 and s = 2 f . And we
can proceed exactly as in the proof of the aforementioned theorem, by an
adapted binary search. Set R1 = R f´1 and R2 = R f and let h be maximum
with b + 2h ă s. We compute the 3-dimensional array Rmid[¨, ¨, ¨], indexed
just as the arrays Re. We have
Rmid[i, j, c´ 1] =
(π1(R1[i, q, c´ 1]) + π1(Ph[q, j, π2(R1[i, q, c´ 1])]),
π2(Ph[q, j, π2(R1[i, q, c´ 1])])),
for i, j P [p] and c P {0}Y Li.
If Rmid contains an element whose first component is greater or equal
to `, we repeat this search for the same b and R1, and s = b + 2h and
R2 = Rmid. Otherwise, we repeat the search for the same s and R2, and
using b + 2h instead of b and Rmid instead of R1. We stop the process if
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b = s´ 1, and return s. This procedure is iterated O( f ) = O(log `) times.
The overall number of steps of the algorithm we described is, thus,
O(p3σ log `+ n). Of course, in the part where we compute concatenations
with large universality index we need to manage arithmetic operations
with log k-bit numbers. So, our algorithm requires O(p3σ log ` log klog n + n)
time.
Finally, we consider the case of decreasing the universality of a word
by an operation opposed to concatenation, namely the deletion of a prefix
or a suffix.
3.2.25 Theorem*. Given w P Σn with ι(w) = m and a number ` ă m, we can
compute in linear time the shortest prefix (resp., suffix) w[1..i] (resp., w[i..n])
such that w[i + 1..n] (resp., w[1..i´ 1]) has universality index `.
Proof. To compute the longest prefix w[1..i´ 1] of w which has universality
index `, we use data structures from Lemma 3.2.18. We start with j = 1
and k = 0. While k ‰ ` + 1 do t = uw[j], increase k, set j = t + 1. If
k = `+ 1 then w[1..t] is the shortest prefix of w which is `+ 1 universal.
Therefore, the longest prefix w[1..i´ 1] of w which has universality index
` is w[1..t´ 1]. A similar approach can be used for suffixes.
Theorem 3.2.25 allows us to compute which is the shortest prefix (suffix)
we should delete so that we get a string of universality index `. Its proof is
based on the data structures of Lemma 3.2.18. For instance, to compute the
longest prefix w[1..i´ 1] of w which has universality index `, we identify
the first `+ 1 factors of the decomposition of Theorem 3.2.3, assume that
their concatenation is w[1..i], and remove the last symbol of this string. A
similar approach works for suffixes.
3.2.26 Theorem. Given a word w P Σn with alph(w) = {a, b} and k P N,
we can compute in O(n) time the minimal number of insertions i needed to be
applied to w to reach a k-universal word. Particularly, if ` is the universality
index of w, we have i = 0 if k ď `, i = k´ ` if ` ă k ď n´ 2`, and i = 2k´ n
if n´ 2` ă k.
Proof. We show that, if ` is the universality index of w, we have that the
number i of insertions, that we want to compute, is i = 0 if k ď `, i = k´ `
if ` ă k ď n´ 2`, and i = 2k´ n if n´ 2` ă k.
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Define the mapping ¨ : Σ Ñ Σ by a = b and b = a. The claim
holds immediately for k ď ` by Theorem 3.1.3. Assume k ą `. Since
{ab, ba}` Ď ScatFact2`(w) there exist w1, . . . , w` P {ab, ba} and r1, . . . , r` P
[n] with w[rj, rj + 1] = wj for all j P [`´ 1]. Notice that by the choice of
` we have rj + 1 ă rj+1. Set u1 = w[1..r1 ´ 1], u`+1 = w[r` + 2..n], and
uj = w[rj´1 + 2..rj ´ 1] with us = ε if the first index is strictly greater than
the second, for 2 ď j ď ` and s P [`]. This implies w = u1w1u2 ¨ ¨ ¨ u`w`u`+1
and u = u1 ¨ ¨ ¨ u`+1 is of length n´ 2`. If n´ 2` ě k ą ` set
u1 = u[1]u[1]u[2]u[2] ¨ ¨ ¨ uk´`u[k´ `]u[k´ `+ 1] ¨ ¨ ¨ u[n´ 2`]
and u1s accordingly for s P [` + 1]. Then w1 = u11w1u
1





obtained from w by k´ ` insertions and by the definition of u1, we have
{ab, ba}k Ď ScatFact2k(w1). This implies that w1 is k-universal. If k ą n´ 2`
set
u1 = u[1]u[1]u[2]u[2] ¨ ¨ ¨ uk´`u[k´ `]u[k´ `+ 1]u[k´ `+ 1]
¨ ¨ ¨ u[n´ 2`]u[n´ 2`]
and u1s accordingly for s P [`+ 1]. Then w1 = u11w1u
1






is obtained from w by n´ 2`+ 2(k´ n + `) = 2k´ n insertions. By defi-
nition of u1 and the appended (ab)k´n+`, we get {ab, ba}`+n´2`+k´n+` =
{ab, ba}k is a subset of ScatFactk(w1) and by Theorem 3.1.3, w1 is k-
universal. This proves that with i insertions a k-universal word can be
obtained from w.
We prove now that i is minimal. Suppose that i is not minimal and let
i1 ă i be the minimal number of insertions such that the obtained word w1
is k-universal. By Theorem 3.1.3, we have {ab, ba}k Ď ScatFact2k(w1) and
there exist w1, . . . , wk P {ab, ba} such that w1 ¨ ¨ ¨wk is a scattered factor of
w1. Let j2 be the number of ws which were inserted completely and j1 be
the number of ws in which one letter was already in w and one is inserted,
i.e., i1 = j1 + 2j2. This implies k ď `+ j1 + j2. By the first part of the proof,
we have k = i + `. If ` ă k ď n´ 2` we get i1 + ` ă i + ` = k ď `+ j1 + j2
and, thus, i1 ă j1 + j2 which contradicts i1 = j1 + 2j2. If k ą n´ 2` we get
with n + i1 ě 2`+ 2j2 + 2j1 (for w1’s length)
2(`+ j1 + j2) ď n + i1 ă n + i = 2k = 2(`+ j1 + j2).
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Hence, i is minimal.
By Theorem 3.2.3, the decomposition into w1, . . . , w` can be found in
time O(n). The word u1s for s P [`+ 1] can be constructed by going once
from left to right while inserting after each letter x the opposite letter x
until k´ ` insertions are reached. If k ą n´ 2` for each letter a new one is
inserted and the remaining (ab)k´n+` letters are simply appended.
We complete this section with an estimation of the shortest length of a
word w P Σ˚ such that ι(w) = k for a given k P N, i.e., how many equally
distributed letters have to be chosen such that the generated word is k-
universal with probability at least 12 . This problem is related to the Coupon
Collector Problem [94] (for an overview see [38]): how many packages of
coupons have to be bought before each coupon was seen at least once. In
our scenario each package contains exactly one letter and for k-universality
we have to collect each letter (coupon) not only once but k times (including
the deletion of all letters we saw more than once when we restart to collect
all coupons again).
Formally, we fix the alphabet Σ with |Σ| = σ and consider the proba-
bility space Σω. We define a probability measure µ by the finite prefixes
u P Σ˚ of a word w P Σω, i.e., µ{w P Σω| u P Pref(w)} = 1
σ|u|
. Let w P Σω.
We define three random variables for modelling that the word contains
specific letters: For a given set A Ă Σ˚ with |A| = j, define XA by
XA = min{k P N|w[k] P A},
i.e., XA = ` implies that the first `´ 1 letters of w consist of letters from






σ . By the geometric series ∑iPN0 q
i = 11´q , or especially its
first derivative ∑kPN kqk´1 =
1
(1´q)2 , we obtain for the expected value
E[XA] = ∑
`PN



























In a second random variable we capture that we have seen all elements
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Table 3.1. Expected number of letters and their variance.
σ 2 3 4 5 6 7 8 9 10
no. of letters 2 5 8 12 16 20 24 29 34
variance 3.6 9.3 18.0 29.7 44.5 62.5 83.5 107.8 135.2
from A. Define X by
X = min{k P N| alph(w[k]) = A}.






for the σth partial sum Hσ of the harmonic series. Notice that we have
E[X1A] P Θ(σ log(σ)) (see Table 3.1). Finally, we use a third random variable
Xk for describing that a word is k-universal. We get immediately E[Xk] =
kσHσ. Using Markov’s inequality leads to
Prob({w P Σě2kσHσ | ι(w) ě k}) ě 1
2
, (3.2.27)
i.e., if we have chosen Θ(kσ log(σ)) letters we have a k-universal word with
probability at least 12 . To obtain a better understanding of the estimation
in (3.2.27), we calculate as well the standard deviation. First, by the second
derivative of the geometric series, we get
















































































































Chebyshev’s inequality, we finally get for λ ą 0





which is indeed a better estimation than provided by the Markov inequal-
ity.
3.3 Reconstruction from Right-Bounded-Block
Words
This section is mainly based on [47]. Recall that a word w P Σ˚, with a
total order ă on Σ, is called right-bounded-block word if there exist x, y P Σ
with x ă y and ` P N0 with w = x`y.
The following definition addresses the reconstruction problem for
scattered factors.
3.3.1 Definition. A word w P Σn is called uniquely reconstructible/determined
by the set S Ď Σ˚ if for all words v P Σn\{w} there exists a word u P S
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with (wu) ‰ (
v
u).







= [2, 2] is also the 2-vector of binomial coefficients
of baab. On the other hand S = {a, ab, ab2} reconstructs w uniquely. The
following remark gives immediate results for binary alphabets.
3.3.2 Remark. Let Σ = {a, b} and w P Σn. If |w|a P {0, n} then w contains
either only b or a and by the given length n of w, w is uniquely determined
by S = {a}. This fact is in particular an equivalence: w P Σn can be
uniquely determined by {a} iff |w|a P {0, n}. If |w|a P {1, n´ 1}, w is not
uniquely determined by {a} as witnessed by ab and ba for n = 2. It is
immediately clear that the additional information (wab) leads to unique
determinism of w.
Lyndon words play an important role regarding the reconstruction
problem. As shown in [99] only scattered factors which are Lyndon words
are necessary to determine a word uniquely, i.e., S can always be assumed
to be a set of Lyndon words.
3.3.3 Definition. Let ă be a total ordering on Σ. A word w P Σ˚ is a
Lyndon word iff for all u, v P Σ+ with w = uv, we have w ălex vu where
ălex is the lexicographical ordering on words induced by ă.
3.3.4 Proposition ([99]). Let w and u be two words. The binomial coefficient
(wu) can be computed using only binomial coefficients of the type (
w
v) where v is a
Lyndon word of length up to |u| such that v ďlex u.
To obtain a formula to compute the binomial coefficient (wu) for w, u P
Σ˚ by binomial coefficients (wvi) for Lyndon words v1, . . . , vk with vi P Σ
ď|u|,
i P [k], and k P N the definitions of shuffle and infiltration are necessary
(see, e.g., [81]).
3.3.5 Definition. Let n1, n2 P N, u1 P Σn1 , and u2 P Σn2 . Set n = n1 + n2.
The shuffle of u1 and u2 is the polynomial u1 u2 = ∑I1,I2 w(I1, I2) where
the sum is taken over all pairs (I1, I2) of sets that form partitions of
[n] such that |I1| = n1 and |I2| = n2. If I1 = {i1,1 ă . . . ă i1,n1} and
I2 = {i2,1 ă . . . ă i2,n2}, then the word w(I1, I2) is defined such that
w[i1,1]w[i1,2] ¨ ¨ ¨w[i1,n1 ] = u1 and w[i2,1]w[i2,2] ¨ ¨ ¨w[i2,n2 ] = u2 hold.
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The infiltration is a variant of the shuffle in which equal letters can be
merged.
3.3.6 Definition. Let n1, n2 P N, u1 P Σn1 , and u2 P Σn2 . Set n = n1 + n2.
The infiltration of u1 and u2 is the polynomial u1 ↓ u2 = ∑I1,I2 w(I1, I2),
where the sum is taken over all pairs (I1, I2) of sets of cardinality n1 and
n2 respectively, for which the union is equal to the set [n1] for some n1 ď n.
Words w(I1, I2) are defined as in the previous definition. Note that some
w(I1, I2) are not well defined if i1,j = i2,k but u1[j] ‰ u2[k]. In that case they
do not appear in the previous sum.
Considering for instance u1 = aba and u2 = ab gives the polynomials
u1 u2 = 2ababa+ 4aabba+ 2aabab+ 2abaab,
u1 ↓ u2 = aba ab+ aba+ 2abba+ 2aaba+ 2abab.
Based on Definitions 3.3.5 and 3.3.6, we are able to give a formula
to compute a binomial coefficient from the ones making use of Lyndon
words. This formula is given implicitely in [99, Theorem 6.4]: Let u P Σ˚
be a non-Lyndon word. By [99, Corollary 6.2], there exist non empty words
x, y P Σ˚ such that every word appearing in the polynomial x y is























where (P, v) is a notation giving the coefficient of the word v in the
polynomial P. One may apply recursively this formula until only Lyndon
factors are considered.
3.3.7 Example. Considering Σ = {a, b} the binomial coefficient (wba) can be

































Regarding word length three, the Lyndon words are aab and abb. Let us
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bba). Having x = ab and




















For u = baa, we can either choose x = b and y = aa or x = ba and y = a.








































































































3.3.1 The Reconstruction for Binary Alphabets
In this section we present a method to reconstruct a binary word uniquely
from binomial coefficients of right-bounded-block words. Let n P N be
a natural number and w P {a, b}n a word. Since the word length n is
assumed to be known, |w|a is known if |w|b is given and vice versa. Set for
abbreviation ku = (wu) for u P Σ
˚. Moreover, we assume w.l.o.g. ka ď kb
and that ka is known (otherwise substitute each a by b and each b by a,
apply the following reconstruction method and revert the substitution).
This implies that w is of the form
bs1abs2 . . . bskaabska+1 (3.3.8)
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for si P N0 and i P [|w|a + 1] with ∑iP[ka+1] si = n´ ka = kb and, thus, we















3.3.10 Remark. Notice that for fixed ` P [ka]0 and ci = (
i´1
` ) for i P [ka +
1]\[`], we have ci ă ci+1 and especially c`+1 = 1 and c`+2 = `+ 1.
Equation (3.3.9) shows that reconstructing a word uniquely from bino-
mial coefficients of right-bounded-block words equates to solve a system
of Diophantine equations. The knowledge of kb, . . . , ka`b provides `+ 1
equations. If the equation of ka`b has a unique solution for {s`+1, . . . , ska+1}
(in this case we say, by abuse of language, that ka`b is unique), then the
system in row echelon form has a unique solution and, thus, the binary
word is uniquely reconstructible. Notice that kakab is always unique since
kakab = ska+1.
Consider n = 10 and ka = 4. This leads to w = bs1abs2abs3abs4abs5
with ∑iP[5] si = 6. Given kab = 4 we get 4 = s2 + 2s3 + 3s4 + 4s5. The si are
not uniquely determined. If ka2b = 2 is also given, we obtain the equation
2 = s3 + 3s4 + 6s5 and, thus, s3 = 2 and s4 = s5 = 0 is the only solution.
Substituting these results in the previous equation leads to s2 = 0 and
since we only have six b, we get s1 = 4. Hence, w = b4a2b2a2 is uniquely
reconstructed by S = {a, ab, a2b}.
The following definition captures all solutions for the equation defined
by ka`b for ` P [ka]0.





for fixed ` P [ka]0. We call ka`b unique if |M(ka`b)| = 1.
By Remark 3.3.10, the coefficients of each equation of the form (3.3.9)
are strictly increasing. The next lemma provides the range each ka`b may
take under the constraint ∑ka+1i=1 si = n´ ka.
3.3.12 Lemma. Let n P N, k P [n]0, j P [k + 1] and c1, . . . , ck+1, s1, . . . , sk+1 P
N0 with ci ă ci+1, for i P [k], and ∑k+1i=1 si = n ´ k. The sum ∑
k+1
i=j cisi is
maximal iff sk+1 = n´ k (and, consequently, si = 0 for all i P [k]).
Proof. The case k = 0 is trivial. Consider the case n = k, i.e., ∑k+1i=1 si = 0.
This implies immediately si = 0 for all i P [k + 1] and the equivalence
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holds. Assume for the rest of the proof k ă n. If sk+1 = n´ k, then si = 0
for all i ď k and ∑k+1i=j cisi = ck+1(n´ k). Let us assume that the maximal
value for ∑k+1i=j cisi can be obtained in another way and that there exist
s11, . . . , s
1




i = n´ k and s
1













+ ck+1(n´ k´ `).
This implies ∑ki=j cis
1
i ě ck+1`. Since the coefficients are strictly increasing
we get ∑ki=j cis
1




i ă ck+1`, hence, the contradiction.
3.3.13 Corollary. Let ka P [n]0, ` P [ka]0, and s1, . . . , ska+1 P N0 with








Proof. The claim follows directly from Equation (3.3.9) and Lemma 3.3.12.
The following lemma shows some cases in which ka`b is unique.
3.3.14 Lemma. Let ka P [n], ` P [ka]0 and s1, . . . , ska+1 P N0 with ∑
ka+1
i=1 si =
n´ ka. If ka`b P [`]0 Y {(
ka
` )(n´ ka)} or ka`b = (
ka´1
` )r + (
ka
` )(n´ ka ´ r) for
r P [kb]0 then ka`b is unique.
Proof. First, consider ka`b P [`]0. By Remark 3.3.10, we have c`+1 = 1
and c`+2 = ` + 1. By ci ă ci+1, we obtain immediately si = 0 for i P
[ka + 1]\[` + 1]. By setting s`+1 = ka`b, the claim is proven. If ka`b =
(ka` )(n´ ka), ska+1 = (n´ ka) and si = 0 for i P [ka]0 is the only possibility.
Second, let be r P [kb]0 and ka`b = (
ka´1
` )r + (
ka
` )(n´ ka ´ r) and suppose
that ka`b is not unique. This implies ska+1 ă n ´ ka ´ r. Assume that
ska+1 = n´ ka ´ r
1 for r1 P [kb]ąr. Thus, there exists x P N with (ka` )(n´
ka ´ r1) + x =
(ka´1)!(ka(n´ka)´`r)
`!(ka´`)!
, i.e., x = (ka´1)!(kar
1´`r)
`!(ka´`)!
. By kb = n´ ka,




(we only have r1 occurrences of b
left to distribute). By r1 ą r, we have (ka´1)!(kar
1´`r)
`!(ka´`)!







Since we are not able to fully characterise the uniquely determined
values for each ka`b for arbitrary n and `, the following proposition gives
the characterisation for ` P {0, 1}. Notice that we use ka immediately since
it is determinable by n and ka0b = kb.
3.3.15 Proposition. The word w P Σn is uniquely determined by ka and kab iff
one of the following occurs
Ź ka = 0 or ka = n (and obviously kab = 0),
Ź ka = 1 or ka = n´ 1 and kab is arbitrary,
Ź ka P [n´ 2]ě2 and kab P {0, 1, ka(n´ ka)´ 1, ka(n´ ka)}.
Proof. Let us first prove that w is uniquely determined in these cases.
The claim is obvious if ka = 0 or ka = n since the word is composed of
the same letter repeated n times. If ka = 1, then w = bs1abn´1´s1 and
(wab) = n´ 1´ s1 = kab. Therefore, w is uniquely determined. If ka = n´ 1,
then w = bs1abs2 ¨ ¨ ¨ absn with exactly one of the si being non zero and,
in fact, equal to one. We have (wab) = ∑
n
i=2(i ´ 1)si and, if kab is given
(between 0 and n ´ 1), then skab+1 = 1 is the only non zero exponent.
Consider now ka P [n´ 2]ě2, i.e., w = bs1abs2 . . . bskaabska+1 . Thus, kab = 0
implies s1 = n´ ka and s2 = 0, . . . , ska+1 = 0 while kab = 1 implies s2 = 1,
s1 = n ´ ka ´ 1 and s3 = 0, . . . , ska+1 = 0. By Lemma 3.3.12, we know
that (3.3.9) is maximal if and only if ska+1 = n´ ka and all the other si
are equal to zero. In that case, the value of the sum equals ka(n ´ ka).
Therefore, if (wab) = ka(n´ ka), the word w is uniquely determined. Finally,
if kab = ka(n ´ ka)´ 1, we must have ska+1 ď n ´ ka ´ 1. If we choose
ska+1 = n´ ka ´ 1, it remains that ∑
ka
i=1 si = 1 and ∑
ka
i=2(i´ 1)si = ka ´ 1.
We must have ska = 1 and the other ones equal to zero. In fact, choosing
ska+1 = n´ ka ´ 1 is the only possibility: if otherwise ska+1 = n´ ka ´ `
with ` ą 1, we obtain that ∑kai=2(i´ 1)si ě `ka ´ 1 with ∑
ka
i=1 si = `. It is
easy to check with Lemma 3.3.12 that these conditions are incompatible.
We now need to prove that w cannot be uniquely determined if ka P
[n´2]ě2 and kab P [ka(n´ ka)´2]ě2. To this aim we will give two different
sets of values for the si. The first decomposition is the greedy one. Let us
put ska+1 = b
kab
ka
c, s(kab mod ka)+1 = 1 and the other si equal to 0. Let us
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finally modify the value of s1 (which is, at this stage, equal to 0 or 1) by
adding the value needed. By ∑ka+1i=1 si = n´ ka, we get s1 Ð s1 + (n´ ka)´
b kabka c´ 1. This implies ∑
ka+1











and si ě 0 for all i. Moreover, we have ∑
ka+1







Now we provide a second decomposition for the si. First, let us assume
that 2 ď kab ă ka. In that case, the greedy algorithm sets skab+1 = 1,
s1 = n´ ka ´ 1 and the other si to 0. Let us now set s1 = n´ ka ´ 2 and
all the other si to 0. Then, update skab Ð skab + 1 and s2 Ð s2 + 1 (in the
case where kab = 2, s2 will be equal to 2 after these manipulations). We
have that the sum in (3.3.9) is equal to 1 + (kab ´ 1) as needed. Finally,
if kab ě ka, then ska+1 was non zero in the greedy decomposition, and
the idea is to reduce it by 1. Let us set ska+1 = b
kab
ka
c´ 1 and the other si
to 0. Then, let us update some values: s(kab mod ka)+2 Ð s(kab mod ka)+2 + 1
and ska Ð ska + 1 if (kab mod ka) ‰ ka ´ 1, and ska = 2, s2 = 1 otherwise.
Finally, set s1 to the right value, i.e., n ´ ka ´ ∑
ka+1
i=2 si. It can be easily
checked that, in both cases, s1 ě 0 (notice that (kab mod ka) = ka ´ 1
implies that b kabka c ď n´ ka ´ 2) and that all si sum up to n´ ka. Similarly,
we can check that ∑ka+1i=2 (i´ 1)si is equal to kab in both cases.
To sum up, we gave two different decompositions for the si in cases
where ka P [n ´ 2]ě2 and kab P [ka(n ´ ka) ´ 2]ě2. That implies that w
cannot be uniquely determined in those cases.
In all cases not covered by Proposition 3.3.15, the word cannot be
uniquely determined by (wa) and (
w
ab). The following theorem combines the
reconstruction of a word with the binomial coefficients of right-bounded-
block words.
3.3.16 Theorem. Let j P [ka]0. If kajb is unique, then the word w P Σ
n is
uniquely determined by {b, ab, a2b, . . . , ajb}.
Proof. If kajb is unique, the coefficients sj+1, . . . , ska+1 are uniquely deter-
mined. Substituting backwards the known values in the first j´ 1 equations
(3.3.9) (for ` = 1, . . . , j´ 1) we can now obtain successively the values for
sj, . . . , s1.
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3.3.17 Corollary. Let ` be minimal such that ka`b is unique. Then w is uniquely
determined by {a, ab, a2b, . . . , a`b} and not uniquely determined by any
{a, ab, a2b, . . . , aib} for i ă `.
Proof. The claim follows directly from Theorem 3.3.16.
By [72], an upper bound on the number of binomial coefficients to
uniquely reconstruct the word w P Σn is given by the amount of the
binomial coefficients of the (b 167
√
nc+ 5)-spectrum. Notice that implicitly
the full spectrum is assumed to be known. By Proposition 3.1.3, Lyndon
words up to this length suffice. Since there are 1n ∑d|n µ(d) ¨ 2
n
d Lyndon
words of length n, the combination of both results presented in [72, 99]











binomial coefficients are sufficient for a unique reconstruction with the
Möbius function µ. Up to now, it was the best known upper bound.
Theorem 3.3.16 shows that min{ka, kb}+ 1 binomial coefficients are
enough for reconstructing a binary word uniquely. By Proposition 3.3.15,
we need exactly one binomial coefficient if n P [3] and at most two if n = 4.
For n P {5, 6} we need at most n´ 2 different binomial coefficients. The
following theorem shows that, by Theorem 3.3.16, we need strictly less
binomial coefficients for n ą 6.
3.3.19 Theorem*. Let w P Σn. We have that min{ka, kb}+ 1 binomial coef-
ficients suffice to uniquely reconstruct w. If ka ď kb, then the set of sufficient
binomial coefficients is S = {b, ab, a2b, ..., ahb} where h = b n2 c. If ka ą kb, then
the set is S = {a, ba, b2a, ..., bha}. This bound is strictly smaller than (3.3.18).
Proof. Assume w.l.o.g. ka ď kb. Then ka ď n2 and Theorem 3.3.16 shows
that words in the set {b, ab, . . . , ab n2 cb} can reconstruct w uniquely. If
ka ą kb, the set S is obtained by replacing the letter a by b and vice-versa.
Set N2(i) := 1i ∑d|i µ(d)2
i
d for all i P [b 167
√






which is Equation (3.3.18), binomial coefficients suffice. By [43, Lemma 2.4],
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for all x ą 0, which is the continuous extension on R+ of the quantity we
are interested in. It is easy to verify by hand that f (1), f (2), f (3) and f (4)
are positive. Let us formally show that f (x) ą 0 for all x ě 5. Since this


































x = 7y´3516 and y ě 7 for all x ě 1. By injecting y in the



















(128 ln(2)y´ 256) + 256´ 49y3(
√







365 + 256´ 49y3(
√
2´ 1) + 245y2(
√
2´ 1)
is strictly positive. Let us call the last quantity g(y). We will show that it is
positive for all y ě 10.05, which means that f (x) is positive for all x such
that 167
√


































and g3(7) ą 50, g2(8.5) ą 2, g1(10.05) ą 8 and finally g(10.05) ą 1787.
Since g3(y) is increasing and positive in 7, g2(y) is increasing for y ě 7.
Therefore, g1(y) is increasing for y ě 8.5 and finally g(y) is increasing for
y ě 10.05 and positive.
3.3.20 Remark. By Lemma 3.3.14, we know that ka`b is unique if it is in [`]0
or exactly (ka` )(n´ ka). The probability for the latter is
1
2n for w P {a, b}n.
If ka`b = m P [`]0 we get, by (3.3.9), immediately s`+1 = m and si = 0 for
`+ 2 ď i ď ka + 1. Hence, the values for sj for j P [`] are not determined.





to fulfil the constraints, i.e., we have a probability of d2n to have such a
word.
3.3.2 Reconstruction for Arbitrary Alphabets
In this section we address the problem of reconstructing words over
arbitrary alphabets from their scattered factors. We begin with a series of
results of algorithmic nature. Let Σ = {a1, . . . , aq} be an alphabet equipped
with the ordering ai ă aj for 1 ď i ă j ď q P N.
3.3.21 Definition. Let w1, . . . , wk P Σ˚ for k P N, and K = (ka)aPΣ a
sequence of |Σ| natural numbers. A K´valid marking of w1, . . . , wk is a
mapping ψ : [k]ˆN Ñ N such that for all j P [k], i, ` P [|wj|], and a P Σ it
holds
Ź if wj[i] = a then ψ(j, i) ď ka,
Ź if i ă ` ď |wj| and wj[i] = wj[`] = a then ψ(j, i) ă ψ(j, `).




2 , . . ., w
ψ
k ,
where wψj [i] = (wj[i])ψ(j,i) for fresh letters (wj[i])ψ(j,i).
For instance, let k = 2, Σ = {a, b}, and w1 = aab, w2 = abb. Let
ka = 3, kb = 2 define the sequence K. A K-valid marking of w1, w2 would
be wψ1 = (a)1(a)3(b)1, w
ψ
2 = (a)2(b)1(b)2 defining ψ implicitly by the
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indices. We used parentheses in the marking of the letters in order to avoid
confusions.
We recall that a topological sorting of a directed graph G = (V, E),
with V = {v1, . . . , vn}, is a linear ordering vσ(1) ă vσ(2) ă . . . ă vσ(n) of
the nodes, defined by the permutation σ : [n]Ñ [n], such that there exists
no edge in E from vσ(i) to vσ(j) for any i ą j (i.e., if va comes after vb in the
linear ordering, for some a = σ(i) and b = σ(j), then we have i ą j and
there should be no edge between va and vb). It is a folklore result that any
directed graph G has a topological sorting if and only if G is acyclic.
3.3.22 Definition. Let w1, . . . , wk P Σ˚ for k P N, K = (ka)aPΣ a sequence
of |Σ| natural numbers, and ψ a K´valid marking of w1, . . . , wk. Let Gψ be
the graph that has ∑aPΣ ka nodes, labelled with the letters (a)1, . . . , (a)ka ,
for all a P Σ, and the directed edges ((wj[i])ψ(j,i), (wj[i + 1])ψ(j,i+1)), for all
j P [k], i P [|wj|], and ((a)i, (a)i+1), for all occurring i and a P Σ. We say
that there exists a valid topological sorting of the ψ-marked letters of the
words w1, . . . , wk if there exists a topological sorting of the nodes of Gψ,
i.e., Gψ is a directed acyclic graph.
The graph associated with the K-valid marking of w1, w2 from above
would have the five nodes (a)1, (a)2, (a)3, (b)1, (b)2 and the six directed
edges ((a)1, (a)3), ((a)3, (b)1), ((a)2, (b)1), ((b)1, (b)2), ((a)1, (a)2), ((a)2,
(a)3) (where the direction of the edge is from the left node to the right
node of the pair defining it). This graph has the topological sorting
(a)1(a)2(a)3(b)1(b)2.
3.3.23 Theorem*. For w1, . . . , wk P Σ˚ and a sequence K = (ka)aPΣ of |Σ|
natural numbers, there exists a word w such that wi is a scattered factor of w with
|w|a = ka, for all i P [k] and all a P Σ, if and only if there exist a K-valid marking
ψ of the words w1, . . . , wk and a valid topological sorting of the ψ-marked letters
of the words w1, . . . , wk.
Proof. Let us now assume that there exists a K-valid marking ψ of the
words w1, . . . , wk, and there exists a valid topological sorting of the ψ-
marked letters of the words w1, . . . , wk. Let w1 be the word obtained by
writing the nodes of Gψ in the order given by its topological sorting and
removing their markings. It is clear that w1 has wi as a scattered factor, for





1|a is the concatenation of the factors aka´|w
1|a , for a P Σ
in some fixed order. Now w has wi as a scattered factor, for all i P [k], and
|w|a = ka, for all a P Σ.
Next we show that in Theorem 3.3.23 uniqueness propagates in the
ð-direction.
3.3.24 Corollary*. Let w1, . . . , wk P Σ˚ and K = (ka)aPΣ a sequence of |Σ|
natural numbers. If the following statements hold
Ź there exists a unique K-valid marking ψ of the words w1, . . . , wk,
Ź in the unique K-valid marking ψ we have that for each a P Σ and ` P [ka]
there exists i P [k] and j P [|wi|] with ψ(i, j) = `, and
Ź there exists a unique valid topological sorting of the ψ-marked letters of the
words w1, . . . , wk
then there exists a unique word w such that wi is a scattered factor of w, for all
i P [k] and |w|a = ka for all a P Σ.
Proof. Let w be the word obtained by writing in order the letters of the
unique valid topological sorting of the ψ-marked letters of the words
w1, . . . , wk and removing their markings. It is clear that w1 has wi as a
scattered factor, for all i P [k], and that |w|a = ka, for all a P Σ. The
word w is uniquely defined (as there is no other K-valid marking nor
valid topological sorting of the ψ-marked letters), and |w|a = ka, for all
a P Σ.
In order to state the second result, we need the projection πS(w) of a
word w P Σ˚ on S Ď Σ: πS(w) is obtained from w by removing all letters
from ΣzS.
3.3.25 Theorem*. Set W = {wa,b | a ă b P Σ} such that
Ź wa,b P {a, b}˚ for all a, b P Σ,
Ź for all w, w1 P W and all a P Σ, if |w|a ¨ |w1|a ą 0, then |w|a = |w1|a.
Then there exists at most one w P Σ˚ such that wa,b is π{a,b}(w) for all a, b P Σ.
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Proof. Notice |W| = q(q´1)2 . Let ka = |wa,b|a, for a ă b P Σ. These numbers
are clearly well defined, by the second item in our hypothesis. Let K =
(ka)aPΣ. It is immediate that there exists a unique K-valid marking ψ of
the words (wa,b)aăbPΣ. As each two marked letters (a)i and (b)j (i.e., each
two nodes (a)i and (b)j of Gψ) appear in the marked word w
ψ
a,b, we know
the order in which these two nodes should occur in a topological sorting
of Gψ. This means that, if Gψ is acyclic, then it has a unique topological
sorting. Our statement follows now from Corollary 3.3.24.
3.3.26 Remark. Given the set W = {wa,b | a ă b P Σ} as in the statement of
Theorem 3.3.25, with ka = |wa,b|a, for a ă b P Σ, and K = (ka)aPΣ, we can
produce the unique K-valid marking ψ of the words (wa,b)aăbPΣ in linear
time O(∑aăbPΣ |wa,b|) = O((q ´ 1)∑aPΣ ka): just replace the ith letter a
of wa,b by (a)i, for all a and i. The graph Gψ has O((q´ 1)∑ ka) edges
and O(∑ ka) vertices and can be constructed in linear time O((q´ 1)∑ ka).
Sorting Gψ topologically takes O((q´ 1)∑ ka) time (see, e.g., the handbook
[21]). As such, we conclude that reconstructing a word w P Σ˚ from its
projections over all two-letter-subsets of Σ can be done in linear time w.r.t.
the total length of the respective projections.
Theorem 3.3.25 is in a sense optimal: in order to reconstruct a word
over Σ uniquely, we need all its projections on two-letter-subsets of Σ. That
is, it is always the case that for a strict subset U of {{a, b} | a ă b P Σ},
with |U| = q(q´1)2 ´ 1, there exist two words w
1 ‰ w such that {πp(w1) |
p P U} = {πp(w) | p P U}. We can, in fact, show the following results:
3.3.27 Theorem*. Let S1, . . . , Sk be subsets of Σ. The following hold:
1. If each pair {a, b} Ď Σ is included in at least one of the sets Si, then we can
reconstruct any word uniquely from its projections πS1(¨), . . . , πSk (¨).
2. If there exists a pair {a, b} that is not contained in any of the sets S1, . . . , Sk,
then there exist two words w and w1 such that w ‰ w1 and πS1(w) =
πS1(w
1), . . . , πSk (w) = πSk (w
1).
Proof. The first part is, once again, a consequence of Corollary 3.3.24. The
second part can be shown by assuming that Σ = {a1, . . . , aq} and the
pair {a1, a2} is not contained in any of the sets S1, . . . , Sk. Then, for w =
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a1a3a4 . . . aq and w1 = a2a3a4 . . . aq, we have that πS1(w) = πS1(w
1), . . . ,
πSk (w) = πSk (w
1).
In this context, we can ask how efficiently can we decide if a word
is uniquely reconstructible from the projections πS1(¨), . . ., πSk (¨) for
S1, . . . , Sk Ă Σ.
3.3.28 Theorem*. Given the sets S1, . . . , Sk Ă Σ, we decide whether we can
reconstruct any word uniquely from its projections πS1(¨), . . . , πSk (¨) in O(q
2k)
time. Moreover, under the Strong Exponential Time Hypothesis (see the
survey [8] and the references therein), there is no O(q2´dkc) algorithm for solving
the above decision problem, for any d, c ą 0.
Proof. We begin with a series of preliminaries. Let us recall the Orthogonal
Vectors problem: Given sets A, B consisting of n vectors in {0, 1}k, decide
whether there are vectors a P A and b P B which are orthogonal (i.e., for
any i P [k] we have a[i]b[i] = 0). This problem can be solved naïvely in
O(n2k) time, but under the Strong Exponential Time Hypothesis there is no
O(n2´dkc) algorithm for solving it, for any d, c ą 0 (once more, see the
survey [8] and the references therein).
We show that our problem is equivalent to the Orthogonal Vectors
problem.
Let us first assume that we are given the sets S1, . . . , Sk Ă Σ, and we
want to decide whether we can reconstruct any word uniquely from its
projections πS1(¨), . . . , πSk (¨). This is equivalent, according to Theorem
3.3.27, to checking whether each pair {a, b} Ď Σ is included in at least one
of the sets Si. For each letter a of Σ we define the k-dimensional vectors xa
where xa[i] = 1 if a P Si and xa[i] = 0 if a R Si. This can be clearly done
in O(qk) time. Now, there exists a pair {a, b} that is not contained in any
of the sets S1, . . . , Sk if and only if there exists a pair of vectors {xa, xb}
such that xa[i]xb[i] = 0 for all i P [k]. We can check whether there exists a
pair of vectors {xa, xb} such that xa[i]xb[i] = 0 for all i P [k] by solving the
Orthogonal Vectors problem by using for both input sets of vectors the set
{xa | a P Σ}. As such, we can check whether there exists a pair {a, b} that
is not contained in any of the sets S1, . . . , Sk in O(q2k) time.
Let us now assume that we are given two sets A, B consisting of n
vectors in {0, 1}k, and we want to decide whether there are vectors a P A
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and b P B which are orthogonal (i.e., for any i P [k] we have a[i]b[i] = 0).
We can compute the set of (k + 2)-dimensional vectors A1 containing the
vectors of A extended with two new positions (position k + 1 and position
k + 2) set to 10 and the vectors of B extended with two new positions
(position k + 1 and position k + 2) set to 01. To decide whether there are
vectors a P A and b P B which are orthogonal is equivalent to decide
whether there are vectors a, b P A1 which are orthogonal (if two such
vectors exist, they must be different on their last two positions, so one
must come from A and one from B). Assume that A1 = {x1, x2, . . . , x2n}.
Now we define an alphabet Σ = {a1, . . . , a2n} of size 2n and the sets
S1, . . . , Sk, where aj P Si if and only if xj[i] = 1. Computing A1 and then
the alphabet Σ and the sets Si, for i P [k], takes O(nk) time. Now, to decide
whether there are vectors xi, xj P A1 which are orthogonal is equivalent
to decide whether there exists a pair of letters {ai, aj} of Σ that is not
contained in any of the sets S1, . . . , Sk. The conclusion of the theorem now
follows.
Coming now back to combinatorial results, we use the method devel-
oped in Section 3.3.1 to reconstruct a word over an arbitrary alphabet.
We show that we need at most ∑iP[q] |w|i(q + 1´ i) different binomial
coefficients to reconstruct w uniquely for the alphabet Σ = {1, . . . , q}. In
fact, following the results from the first part of this section, we apply this
method on all combinations of two letters. Consider for an example that
for w P {a, b, n}6 the following binomial coefficients ( wa0b) = 1, (
w
a0n) = 2,
( wa1b) = 0, (
w
a1n) = 3, (
w
b1n) = 2, and (
w
a2n) = 1 are given. By |w| = 6,
|w|b = 1, and |w|n = 2, we get |w|a = 3. Applying the method from
Section 3.3.1 for {a, b}, {a, n}, and {b, n}, we obtain the scattered factors
ba3, anana, and bn2. Combining all these three scattered factors gives us
uniquely banana. Notice that in this example we only needed six binomial
coefficients instead of ten, which is the worst case.
3.3.29 Remark. As seen in the example we have not only the word length
but also (wx) for all but one x P Σ. Both information give us the remaining




For convenience in the following theorem consider Σ = {1, . . . , q} for
q ą 2 and set α := b 167
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is smaller than the best known upper bound on the number of binomial
coefficients sufficient to reconstruct a word uniquely.
The following theorem generalises Theorem 3.3.19 on an arbitrary
alphabet.
3.3.31 Theorem. For uniquely reconstructing a word w P Σ˚ of length at least
q´ 1, ∑iP[q] |w|i(q + 1´ i) binomial coefficients suffice, which is strictly smaller
than (3.3.30).
Proof. The claim that ∑iP[q] |w|i(q + 1´ i) binomial coefficients suffice to
reconstruct w uniquely follows by Theorem 3.3.25: for each pair of letters
we apply the method of the binary case. Thus, we are going to reconstruct
words wa,b for all pairs of letters a ă b. If a is the ith letter in the alphabet,
there are q´ i such pairs. To determine wa,b uniquely, min(ka, kb) + 1 ď
ka + 1 binomial coefficients from the set {kb, kab, . . . , ka|w|ab} suffice. In
total, thus, we need the binomial coefficients of the set
{kajb : a ă b, j P [|w|a]}Y {kb : b P Σ\{1}}.
There are ∑iP[q] |w|i(q´ i) + (q´ 1) such coefficients. This quantity is less
than or equal to ∑iP[q] |w|i(q + 1´ i) for every w of length at least q´ 1.
We show the second claim about the bound by induction on q where
the binary case in Theorem 3.3.19 serves as induction basis. This implies
∑
iP[q]
|w|i(q + 1´ i) =
 ∑
iP[q´1]
|w|i(q + 1´ i)


































On the other hand, we have to compare this quantity with (3.3.30) which


















Thus, the claim is proven, if the substraction of the latter one and the




(q´ 1)((q + 1)
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´ n ą 0. (3.3.33)





iq(q´1) for all i P [α], the proof of (3.3.33) contains
the following steps
1. For all i ě 2 we have f (i) ě 0,
2. f (5) + f (1) ě 0,
3. f (α)´ n ą 0.




(q´ 1)(q + 1)´ q2 + 1
q(q´ 1)
=









(q´ 1)(q + 1)
√





Consider the function g : R Ñ R; q ÞÑ q4 ´ 2q3 ´ 2q2 + q + 1. This function
has two minima (between ´0.75 and ´0.5 as well as between 1.75 and
2) and one maximum (between 0.125 and 0.25). Since g has only two
inflexion points and g is strictly greater than zero at the first minimum, g
has only two roots. The first root is between 0.7 and 0.8 and the second
root is between 2.5 and 2.75. Thus, for all q ě 2.75, we have g(q) ą 0.
This implies q5 + q4 ´ 2q3 ´ 2q2 + q + 1 ą q5. Hence, equivalently we
get (q + 1)(q4 ´ 2q2 + 1) ą q5, i.e., (q + 1)(q2 ´ 1)2 ą qq4. This implies√
q + 1(q2´ 1) ą
√
qq2 which proves that the numerator of f (3) is positive
and, hence, f (3) ą 0. Before we prove the claim for i ě 4, we will prove
that (q´ 1)(q + 1)j ě qj+1 for j ě 2. Thus, we get













+ qj+1 ´ 1.
Due to the central symmetry of each row of the Pascal triangle and since


































+ qj+1 ´ 1.
Since k ď bj/2c, we have j´ k + 1 ą k and each term of the above sum
is, thus, positive. This shows that (q´ 1)(q + 1)j ě qj+1. This leads to the
following estimations for f (i). For i = 2j and j ě 2 we get
f (i) =
(q´ 1)(q + 1)j ´ qqj + 1
iq(q´ 1)
ě
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Finally, for i = 2j + 1 and j ě 2 we get
f (i) =
(q´ 1)(q + 1)j
√












ad 2. Notice that α ě 7 holds and, thus, f (5) is always a summand. For
f (5) + f (1) we have to prove
(q´ 1)(q + 1)2
√












Thus, we get for the numerator
(q´ 1)(q + 1)2
√
q + 1´ qq2
√
q + 1 + 5(q´ 1)
√





q + 1((q + 1)2 + 5)´ q
√
q(q2 + 5) + 6
= (q´ 1)
√
q + 1(q2 + 2q + 6)´ q
√
q(q2 + 5) + 6
= q3
√
q + 1 + q2
√
q + 1 + 4q
√
q + 1´ 6
√







q + 1 ą q3
√
q and, since q ě 3,
q2
√





q + 1 + 4q
√
q + 1 ě 6
√
q + 1 + 5q
√
q and the numerator is
positive.
ad 3. Notice that for fixed i, f (i) is monotonically increasing for in-











2 +1 + 1
6α
.
We are going to prove that
2α+1 ´ 3
α
2 +1 + 1 ą 6αn. (3.3.34)
Recall that α is a function of n, given by α = b 167
√
nc+ 5.
First, we have 2α+1 ´ 3
α




























We can check that this last inequality is true by taking the logarithm of
both sides, since α ą 5.







2´1 ´ 1) ą 6αn.
Note that 2
α
2 ą n (indeed, b 167
√
nc+ 5 ą 2
√











n ą n holds.
To verify (3.3.34), it remains to show that 2
α
2´1 ´ 1 ě 6α or that 2
α
2´1 ą
6α. Taking the logarithms, it is equivalent to
α
2
´ 1 ą log(6) + log(α)
ôα´ 2 log(α) ą 2 log(6) + 2,
which is true for α ě 15, that is for n ě 16. Equation (3.3.34) can be verified
by a computer for q´ 1 ď n ă 16.
By 1., 2., and 3., Equation (3.3.33) is proven and this proves the claim.
3.3.35 Remark. Since the estimation in Theorem 3.3.31 depends on the dis-
tribution of the letters in contrast to the method of reconstruction, it is wise
to choose an order ă on Σ such that x ă y if |w|x ď |w|y. In the example
we have chosen the natural order a ă b ă n which leads in the worst case
to fourteen binomial coefficients that have to be taken into consideration.
If we chose the order b ă n ă a the formula from Theorem 3.3.31 provides
that ten binomial coefficients suffice. This observation leads also to the
fact that less binomial coefficients suffice for a unique determinism if the
letters are not distributed equally but some letters occur much more often
than others.
3.3.36 Remark. Let’s note that the number of binomial coefficients we need
is at most qn. Indeed, we will prove that ∑iP[q] |w|i(q+ 1´ i) ď qn. We have
qn = qn + n ´ n = q ∑iP[q] |w|i + ∑iP[q] |w|i ´ ∑iP[q] |w|i ě q ∑iP[q] |w|i +
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∑iP[q] |w|i ´∑iP[q](|w|ii) = ∑iP[q] |w|i(q + 1´ i).
This result finishes not only the reconstruction section but also the





The results of this chapter are mainly based on [27, 28, 15]. Recall that in
the context of patterns, we have a finite alphabet Σ of letters and a possibly
infinite alphabet X of variables.
The structure of 1-local and 2-local words is characterised in [27]. The
simplest 1-local words (patterns) are repetitions of one letter (variable) xk
for some k ě 0 and x P Σ or x P X. Furthermore, if a pattern α is 1-local,
then y`αyr is 1-local, where y R alph(α), `, r ě 0. Marking sequences for
1-local words can be obtained by going from the “inner-most” letters to
the “outer-most” ones. The English words radar, refer, blender, or rotator
are all 1-local. Generally, in order to have a high locality number, a word
needs to contain many alternating occurrences of (at least) two letters.
For instance, (x1x2)n is n-local for x1, x2 P X and n P N. The number
of occurrences of a letter alone is not always a good indicator of the
locality of a word. The German word Einzelelement (basic component of
a construction) has 5 occurrences of e, but is only 3-local, as witnessed
by marking sequence (l,m,e,i,n,z,t). Nevertheless, a repetitive structure
often leads to high locality. The Finnish word tutustuttu (perfect passive
of tutustua - to become aquainted with) is nearly a repetition and 4-local,
while pneumonoultramicroscopicsilicovolcanoconiosis is an (English) 8-local
word, and lentokonesuihkuturbiinimoottoriapumekaanikkoaliupseerioppilas is a
10-local (Finnish) word.
In this chapter we investigate the complexity of Loc, the problem to
determine the locality number, as well as the behaviour of the locality for
palindromes and under repetitions. In before we present two helpful defi-
nitions: reversing a marking sequence and the notion of near-optimality.
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4.0.1 Definition. Given a marking sequence σ = (x1, . . . , xn) with xi P X
for i P [n], n P N, let σR be the marking sequence obtained by reversing σ,
i.e., σR(i) = σ(n´ i + 1) for i P [n]).
4.0.2 Definition. Let α be the skeleton of a pattern β. We say that a marking
sequence σ is near-optimal (for α) if locσ(α) P {loc(α), loc(α) + 1}.
4.1 The Hardness of Computing the Locality
Number
In this section we prove that Loc is NP-complete. The first result shows
that, given two letters xi, xj of a word α, it is guaranteed that there exists a
near-optimal marking sequence which marks xi before xj.
4.1.1 Lemma*. Let α be a word over the alphabet X = {x1, x2, . . . , xn}. Let
σ : {1, 2, . . . , |X|}Ñ X be a marking sequence. Then | locσ(α)´ locσR(α)| ď 1.
Proof. Let 1 ď i ď |X| and consider the marking of the first i letters in α
according to σR. Note that these letters are exactly the last i letters to be
marked according to σ. In particular, the number of marked blocks after
stage i of marking α according to σR corresponds exactly to the number of
unmarked blocks – or gaps – after stage |X| ´ i of marking α according to
σ. Since the number of unmarked blocks/gaps can be at most one higher,
and at most one lower than the number of marked blocks, the lemma
follows immediately.
We show now, via a many-one reduction, that Loc is NP-hard. To this
end, we devise a reduction from the well-known NP-complete Clique
problem, i. e., the problem to decide, for a given graph G = (V, E) and
` P N, whether G contains a clique (i. e., a complete subgraph) of size `.
Let G = (V, E) be an undirected graph with V = {v1, v2, . . . , vn} and
let ` P N with ` ď n. Note that the number of edges in a clique of size ` is
exactly µ` =
`(`´1)
2 . We define the alphabet X = {x1, x2, . . . , xn, z1, z2, z3}
containing a unique letter for each vertex of the graph, along with three
extra ‘control’ letters. Let d(i) denote the degree of each vertex vi, and let
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{d(i)}. Next, we define the word α = α1α2α3, where
α1 = (z1z2z3z2)γ1 ,









and γ1, γ2 and γ3 are chosen such that γ1 ą |α2α3|, γ2 ą |α3|+ 1, and
γ3 ą 2. Finally, let ρ = γ1 + nγ2 + (`∆´ 2µ`)γ3 + µ` + 1.
4.1.2 Lemma. The word α is ρ-local if and only if G contains a clique of size `.
Proof. We first consider some general observations on the k-locality of α.
For clarity, and to avoid counting marked blocks more than once, we use
the convention that a marked block which starts in α1 and ends in α2 (or
α3) belongs to α2 (or α3, respectively), and not to α1.
Claim 1. α is (γ1 + nγ2 + |α3|)-local.
Proof. (Claim 1) Consider the marking sequence z1, x1, x2, . . . , x`, z2, z3, x`+1,
. . . , xn. After marking the first letter, z1, we have γ1 + γ2(n´ `) blocks.
Marking the letters xi, 1 ď i ď `, introduces exactly `γ2 additional blocks in
α2 (each single xi accounting for γ2 blocks), and altogether, they introduce
fewer than |α3| additional blocks in α3, resulting always in a total of less
than γ1 + nγ2 + |α3| blocks. Marking z2 introduces no new blocks in α1
(the last occurrence is adjacent to the first z1 in α2), and joins together
nγ2 blocks in α2 while simultaneously introducing nγ2 more, giving a net
increase of one. Since z2 does not occur in α3, no new blocks are introduced
there. Thus, we have at most γ1 + nγ2 + |α3| blocks. Marking z3 joins all
the γ1 blocks in α1, and α1 is completely marked. Since no more than
|α2α3| blocks can exist elsewhere, and since γ1 ą |α2α3|, all further steps
will have less than γ1 + 1 marked blocks, so the maximum used is less
than γ1 + nγ2 + |α3|+ 1 as claimed.
Claim 2. In any optimal marking sequence, z2 is marked between z1 and
z3. Consequently, there exists a near-optimal marking sequence in which
z1 is marked before z2, which in turn is marked before z3.
Proof. (Claim 2) If z2 were the first (resp. last) out of the three to be marked,
then α1 would contain 2γ1 ą γ1 + nγ2 + |α3| marked blocks and, thus,
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by Claim 1, the marking sequence is not optimal. The second statement
follows from Lemma 1.
For the rest of the proof, consider a near-optimal marking sequence in
which z1 is marked before z2, and z2 is marked before z3. Such a sequence
exists, by Claim 2. Let `1 be the number of xis which are marked be-
fore z2. If `1 ă `, then exactly after z2 is marked, we have γ1 marked
blocks in α1. The number of marked blocks in the suffix (z3z2)`γ2 z3 of
c α2 is `γ2. To count the marked blocks in the rest of α2 (i.e., the prefix
(z1z2)γ2(n´`)(x1z2)γ2(x2z2)γ2 . . . (xnz2)γ2 ), note that since both ends of this
factor are marked, the number of marked blocks is exactly one more than
the number of gaps. Moreover, since z1 and z2 are marked, the only gaps
come from occurrences of the unmarked xis. Since no two occurrences
of these are adjacent, this means that each occurrence is a unique gap
so there are (n ´ `1)γ2 gaps in total. Consequently, α2 contains exactly
(n´ `1 + `)γ2 + 1 marked blocks. Since γ2(n´ `1 + `) ě γ2(n + 1), and
γ2 ą |α3|+ 1, this means we have more than γ1 + nγ2 + |α3|+ 1 blocks
in total. By Claim 1, this contradicts our assumption that the sequence is
near optimal. Similarly, if `1 ą `, then exactly before z2 is marked, we have
γ1 marked blocks in α1 and γ2(n´ `+ `1) ě γ2(n + 1) marked blocks in
α2. Again this implies that we have more than γ1 + nγ2 + |α3|+ 1 marked
blocks altogether, contradicting the assumption that our sequence is near-
optimal. Consequently, `1 = `, and there exist i1, i2, . . . , i` such that the set
of letters marked before z2 is {xi1 , xi2 , . . . , xi` , z1}.
Now, we observe that after z2 is marked, the number of marked blocks
is never increased. To see why, suppose z1, z2, xi1 , xi2 , . . . , xi` are marked
(note that we do not exclude the case that more letters may also be marked).
Suppose we mark z3. Then γ1 marked blocks will be joined together in α1,
and, hence, decrease the number of marked blocks in α1 by γ1 ´ 1 (and α1
is completely marked). Since γ1 ą |α2α3|, the total number of blocks cannot
increase overall. Similarly, suppose we mark some xj, 1 ď j ď n. Then γ2
marked blocks are joined together in α2, thus, reducing the number of
marked blocks by γ2 ´ 1. The number of blocks in α1 remains the same,
and since γ2 ą |α3|, the total number of marked blocks cannot increase
overall.
It is reasonably straightforward to observe that until z2 is marked, the
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total number of marked blocks is never decreased (in order to be fully
precise, one can make an argument symmetric to the above). Thus, the
maximum number of marked blocks in our sequence is obtained (not
necessarily for the first time) when z2 is marked. In other words, if exactly
z1, z2, xi1 , xi2 , . . . , xi` are marked, we have the maximal number of blocks.
Clearly, this implies that there are γ1 blocks in α1 and nγ2 + 1 blocks in α2.
We now consider the number of marked blocks in α3, which is given
by γ3 (∆`´ 2t) + t, where t = |{(j, j1) | 1 ď j ă j1 ď `^ {vij , vij1 } P E}|. To
see this, first suppose there are gaps (or a new unmarked letter #) between
all adjacent letters. This hypothetical situation would give a total of ∆γ3`
blocks. Then consider how many blocks are lost or joined by removing the
gaps (or #s). In particular, precisely 2γ3 blocks are joined together for each
pair xij , xij1 such that {vij , vij1 } P E. No further blocks are joined together -
so for each such pair we must subtract 2γ3 ´ 1 from the total.
Note that t can be at most µ` and is exactly µ` if and only if the vertices
vi1 , vi2 , . . . , vi` form a clique. Consequently, if G contains a size-` clique, a
(near-optimal) marking sequence can be chosen such that the maximum
number of blocks used is γ1 + nγ2 + γ3(∆`´ 2µ`) + µ` + 1 = ρ. Hence,
in this case, α is ρ-local. On the other hand, if G does not contain a size-`
clique, then regardless of the choice of xi1 , xi2 , . . . , xi` , we have t ď µ` ´ 1,
and any near optimal marking sequence requires at least
γ1 + nγ2 + γ3 (∆`´ 2µ` + 2) + µ` = γ1 + nγ2 + (∆`´ 2µ`) γ3 + 2γ3 + µ`
ą ρ
marked blocks, meaning α is not ρ-local. Thus, α is ρ-local if and only if G
contains a size-` clique. Since α and ρ can be constructed in polynomial
time, the theorem follows.
4.1.3 Theorem. Since Loc is obviously in NP, we get that Loc is NP-complete.
4.2 Locality of Palindromes and Repetitions
In this section we investigate the locality of palindromes and repetitions
motivated by the fact that both sets of words follow a structure which may
help to determine the locality more easily.
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Recall that in any case it suffices to consider condensed words since
any factor xk for x P X and k P N would be marked in a single stage
simultaneously.
4.2.1 Remark. An important observation is that condensed palindromes
of even length do not exist (the even length would imply that the both
letters surrounding the middle are the same). Thus, only palindromes of
odd length are of interest when determining the locality number.
4.2.2 Lemma. Define the morphism f : XY X Ñ {0, 1} by
f (x) =
{
0 if x P X,
1 if x P X.
If w is a palindrome and σ a marking sequence for w then f (wi) is a palindrome
for all i P [|var(w)|].
Proof. Let w = uxuR be a palindrome with u P X˚ and x P XYX and |w| =
n P N. Moreover, let σ be a marking sequence for w and i P [|var(w)|].
Since w is a palindrome, w[j] = w[n´ j]. This implies wi[j], wi[n´ j] are
both either in X or in X. Thus, either are both mapped to 0 or to 1.
Consequently, f (wi) is a palindrome.
Before we can present our results, we need to recall the definition of
border priority markable from [27].
4.2.3 Definition. A strictly k-local word w = avb P XX˚X is called border
priority markable (bpm) if there exists a marking sequence σ of w such that
in every stage i P [|var(w)|] of σ where k blocks are marked, a and b are
marked as well. Analogously right-border priority markable and left-border
priority markable are defined: A strictly k-local word w = avb P XX˚X
is called right-border priority markable (rbpm) if there exists a marking
sequence σ of w such that in every stage i P [|var(w)|] of σ where k blocks
are marked, b is marked as well - respectively, for left-border priority
markable, a is marked as well.
4.2.4 Remark. If w P X˚ is right-border priority markable, then wR is
left-border priority markable.
4.2.5 Lemma. Let w = uauR be an odd-length condensed palindrome with
u P X˚ and a P X. Let u be strictly k-local witnessed by the marking sequence σ.
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Ź If u is rbpm then loc(w) = 2k´ 1,
Ź if u is not rbpm and a R var(u) then loc(w) = 2k,
Ź if u is not rbpm and a P var(u) and for all optimal marking sequences for u
there exists a stage i P [|var(u)|] such that a is marked, k blocks are marked,
and u[|u|] is unmarked then loc(w) = 2k + 1, and
Ź else loc(w) = 2k.
Proof. Let σ be an optimal marking sequence of u. If a P var(u) then σ is
a marking sequence for w. Marking w w.r.t. σ leads to locσ(w) ď 2k + 1
since there are at most k blocks marked each in u and uR, and, additionally,
the single a in the middle. If a R var(u) then σ1 = σY {(|u|+ 1, a} is a
marking sequence for w with locσ1(w) ď 2k, since by marking w.r.t. σ
maximal k blocks are marked by σ each in u and uR and afterwards on
marking a two blocks are joined. Thus, in any case loc(w) ď 2k + 1.
case 1: Consider u to be rbpm. Thus, in every stage i P [|var(u)|] where k
blocks are marked, u[|u|] is marked. This implies that locσ(w) ď 2k´ 1 or
locσ1(w) ď 2k´ 1 with σ1 defined as above.
Supposition: loc(w) =: ` ă 2k´ 1
Let µ be an optimal marking sequence for w. Then µ is also a marking
sequence for u and, thus, locµ(u) ě k. By loc(u) = k, there exists a stage
i P [|var(w)|] of µ such that k blocks are marked in u, or more precisely
| cond( f (ui))|1 = k. On the other hand | cond( f (wi))|1 ď `. Since u is rbpm





x is marked, | cond( f (ui))|1 ď `´12 ă
2k´2
2 = k´ 1. This is in both cases a
contradiction to | cond( f (ui))|1 = k.
case 2: Consider now that u is not rbpm. Thus, there exists a stage i P
[|var(u)|] in which k blocks are marked but u[|u|] is unmarked. If a is not
in var(u) marking a before stage i leads to 2k + 1 blocks for the largest
such i. Considering σ1 then at the beginning u and uR are completely
marked and in the end two blocks are joined by marking a. This leads to
loc(w) ď 2k.
Supposition: loc(w) ă 2k
As described, a needs to be marked after the last stage where in u k blocks
are marked without u[|u|] being marked. But this sums up to k blocks
111
4. Patterns and k-Locality
marked in u and k blocks marked in uR, hence, overall 2k blocks. This
concludes the case a R var(u).
Consider a P var(u) and assume that a is marked by σ when k blocks are
marked in u and u[|u|] is unmarked. Thus, locσ(w) = 2k + 1.
Supposition: loc(w) =: ` ă 2k + 1
Let µ be an optimal marking sequence for w.
Additional supposition: µ not optimal for u
Then there exists a stage i P [|var(w)|] such that | cond( f (ui))|1 = k + 1. If
a is unmarked in this stage, | cond( f (wi))|1 = 2k+ 2 ą ` which contradicts
the first supposition. If a is marked in this stage | cond( f (wi))|1 = 2k + 1
which contradicts the first supposition.
Thus, µ is optimal for u. By assumption, there exists a stage i P [|var(u)|]
such that a is marked, k blocks are marked, and u[|u|] is unmarked. This
implies since cond( f (wi)) is a palindrome that at most `´12 blocks are
marked in u. Thus, k ď `´12 ă
2k+1´1
2 = k.
case 3: In the remaining case u is not rbpm, a P var(u), and there exists an
optimal marking sequence for u such that in every stage a is unmarked or
less than k blocks are marked or u[|u|] is marked. Let σ be such a marking
sequence. Then locσ(w) = 2k.
Supposition: loc(w) =: ` ă 2k
Let µ be an optimal marking sequence for w. Since u is not rbpm there
exists a stage i P [|var(u)|] such that | cond( f (ui))|1 = k and u[|u|] is
unmarked. If a were unmarked in stage i, k = | cond( f (ui))|1 ď `2 ă k and
if a were marked in stage i, k = | cond( f (ui))|1 ď `´12 ă
2k´1
2 = k ´
1
2 .
Thus, 2k + 1 ď ` ă 2k would hold.
The following lemma investigates the behaviour of the locality if a
word is repeated.




ik´ i + 1, if u is bpm,
ik, otherwise.
Proof. Let σ be a marking sequence with locσ = loc(u) = k. By alph(u) =
alph(ui), for all i P N, σ is also a marking sequence for w. If u is not bpm,
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there exists a stage during the marking in which k blocks are marked by σ
and at least one of u[1] or u[|u|] is unmarked. Thus, marking w according
to the sequence σ leads to locσ(w) = ik.
If u is bpm, in any stage in which k blocks are marked, u[1] and u[|u|]
are marked and, thus, in w, while being marked according to σ, the last
marked block of an occurrence of u and the first marked block of the next
occurrence of u coincide, as soon as the prefix of length |u| of w contains k
marked blocks. So, we get locσ(w) = ik´ i + 1.
For proving loc(w) = ik or loc(w) = ik´ i + 1 respectively, first con-
sider i = 2. Assume first that w is bpm. Suppose loc(w) = ` ă 2k ´ 1.
Let σ1 be the marking sequence witnessing loc(w) = `. Since u is strictly
k-local, there exists a stage in marking w by σ1 in which u has k marked
blocks. The second u has exactly as many marked blocks as the first one,
so also k. In the best case, in w the last marked block of the first u and the
first marked block of the second u are connected. Anyway, the number of
marked blocks of w is, in that case, exactly 2k´ 1. A contradiction to the
assumption loc(w) = ` ă 2k´ 1. If u is not bpm, then, once again, there
exists a stage in marking w by σ1 in which u has k marked blocks. The
second u has also exactly k marked blocks. But, in this case, in w the last
marked block of the first u and the first marked block of the second u do
not touch (as either the last letter of u or its first letter are not marked). So
w has 2k marked blocks, a contradiction.
This reasoning can be trivially extended for i ą 2.
The well-known Zimin words [80] also have high locality numbers
compared to their lengths. These words are important in the domain of
avoidability, as it was shown that a terminal-free pattern is unavoidable
(i.e., it occurs in every infinite word over a large enough finite alphabet) if
and only if it occurs in a Zimin word.
4.2.7 Definition. The Zimin words Zi, for i P N, are inductively defined
by Z1 = x1 and Zi+1 = Zixi+1Zi.
Clearly, |Zi| = 2i ´ 1 for all i P N. Regarding the locality of Zi, note
that marking x2 leads to 2i´2 marked blocks; further, marking x1 first and
then the remaining symbols in an arbitrary order only extends or joins
marked blocks. Thus, we obtain a sequence with locality 2i´2. In fact, we
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i´2 for i P Ně2. Notice that both Zimin words
and 1-local words have an obvious palindromic structure. However, in
the Zimin words the letters occur multiple times, but not in large blocks,
while in 1-local words there are at most 2 blocks of each letter.




Proof. Clearly, x1 and x1x2x1 are 1-local. Consider a fixed i P N and the
marking sequence (x2, x1, y1, y2, . . . , yi´2) for i ě 3 and {y1, . . . , yi´2} =
{x3, . . . , xi}. Notice that for all j P N, xj occurs 2i´j times in Zi. Thus, by
marking x2, there are 2i´2 marked blocks. Since all occurrences of x1 are
adjacent to occurrences of x2, marking x1 does not change the number
of marked blocks. As marking the remaining variables only leads to the
merging of some pairs of consecutive blocks into one, we never have more
than 2i´2 marked blocks.
In the following we will show the converse. More precisely, we show
that if a sequence is optimal for Zi then it starts with x2, x1. Let us note
first that, for 2 ď p ă r, between two consecutive occurrences of xr in Zi
there is one occurrence of xp. More precisely, each occurrence of a variable
xp, with p ě 2, is directly between two occurrences of x1. Also, notice that
xj has 2i´j occurrences in Zi. Now, if x1 is marked before x2, because Zi
starts with x1x2 and ends with x2x1, it is immediate that after the marking
of x1 we will have at least 2i´2 + 1 marked blocks in the word (separated
by the 2i´2 unmarked occurrences of x2). This is, thus, a marking sequence
that is not optimal. So x2 is marked before x1 in an optimal sequence.
Assume that there exists xj, with j ą 2, which is also marked before x1
in an optimal sequence. Let w be a word such that Zi = x1wx1. There
are 2i´1 ´ 2 occurrences of x1 in w, and w starts with x2x1 and ends with
x1x2. As each two consecutive (marked) occurrences of the letters x2 and
xj are separated by unmarked occurrences of x1 we have that, just before
marking x1, there are at least min{2i´1 ´ 1, 2i´2 + 2i´j} marked blocks
in w (and the same number in Zi). This again shows that this is not an
optimal marking sequence. So, before x1 is marked, only x2 should be
marked. This concludes the proof of our claim, and of the proposition.
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4.3 The Hardness of Matching Repetitions
In this last section of Chapter 4 we present again an NP hardness proof
regarding patterns. Whereas for regular patterns, i.e., each variable occurs
only once, there exist quite efficient matching algorithms (cf. [39]), we
prove the rather strong negative result that even to decide whether β1β2
for patterns β1, β2 P (Σ Y X)˚ matches a word w P Σ˚ is NP-hard. We
are going to reduce the perfect code problem for 3-regular graphs to the
matching problem of this specific kind (similar to reductions in [41, 84]).
4.3.1 Definition. An undirected graph is defined by G = (V, E) with the
set of vertices V = {t1, . . . , tn}, n P N0, and E Ď {U Ď V | |U| = 2}.
The closed neighbourhood of a vertex v P V for a graph G is defined
by NG[v] = {u P V | {u, v} P E}Y {v} and the edge-degree in G for a
given vertex v P V is defined by degG(v) = |NG[v]| ´ 1. A graph is called
3-regular if degG(v) = 3 holds for all v P V. A vertex set C Ď V is a perfect
code for G if, for every v P V, |NG[v]X C| = 1. Notice that the cardinality
of a perfect code is given by n4 . Let G = (V, E) with V = {t1, . . . , tn} be a
3-regular graph. To get a convenient access to the neighbours of a given
v P V define for r P [4] the (not unique) mappings ℘r : [n] Ñ [n] where
℘r(i) = j indicates that the rth neighbour of ti is tj (they are assumed to
be arbitrary but fixed).
Define for a given graph G a pattern matching instance: let
X = {xi,j | i, j P [n]}Y {yi, y1i | i P [n]}
be the set of variables and Σ = {a, #, ‹} be the set of terminal symbols. For
all i P [n] set
αi = x℘1(i),i ¨ ¨ ¨ x℘4(i),i,
α1i = yi#xi,℘1(i) ¨ ¨ ¨ xi,℘4(i)#y
1
i,
wi = a5, w1i = (#a
8)2#(a4#)2,





1 ‹ ¨ ¨ ¨ ‹ α
1
n,









4. Patterns and k-Locality
Finally, set β = β1β2 and v = v1v2. Notice that, in contrast to β, v contains
only terminal symbols and, hence, (β, v) is a pattern matching instance.
By definition, β1 and β2 are regular and, since, for every i, j P [n], xi,j
occurs in αj if and only if it occurs in α1i, and all variables yi, y
1
i, i P [n]
occur in both β1 and β2, we get var(β1) = var(β2), i. e., the skeleton of β1
is a permutation of β2’s skeleton. This, alongside the next result, allows us
to reach the conclusion.
4.3.2 Lemma. The patterns β1 and β2 are regular and their projections onto the
set of variables are abelian equivalent, i.e., they are permutations of each other.
Proof. If xi,j for i, j P [n] is a variable of β1 then there exists k P [4] with
i = ℘k(j). On the other hand, α1℘k(j) is a factor of β2 and, consequently,
x℘k(j),℘k1 (℘k(j)) is a variable in β2 for all k
1 P [4]. Since i and j are adjacent
there exists k̂ P [4] with ℘k̂(i) = j. Thus, xi,j = xi,℘k̂(i) = x℘k(j),℘k̂(℘k(j))
occurs in β2. Since in both β1 and β2 the number of occurrences of x’s
(with some subscript) is each 4n and each occurrence in β1 is also in β2,
both contain exactly the same variables xij for some i, j. Additionally, both
patterns have each exactly one occurrence of yi and y1i for i P [n]. Thus, the
skeletons of β1 and β2 are abelian equivalent.
4.3.3 Lemma. The graph G has a perfect code if and only if β matches v.
Proof. First, assume that G has a perfect code C. Define the substitution
h : (ΣY X)˚ Ñ Σ+ by h(`) = ` for all ` P Σ and
xi,℘r(i) ÞÑ
{








a4#a4# if ti P C,
a4# otherwise,
for all i P [n], r P [4]. Since C is a perfect code, exactly for one r P [4], x℘r(i),i
is mapped to a2 for each i P [n]. Thus, wi matches αi for all i P [n]. Moreover,
the definition of h implies immediately h(xi,℘1(i) ¨ ¨ ¨ xi,℘4(i)) P {a
8, a4} for
all i P [n]. In the first case yi is mapped to #a8 and y1i to (a
4#)2 whereas in
the second case yi is mapped to (#a8)2 and y1i to a
4# for all i P [n]. Hence,
α1i matches w
1
i . Finally, due to the fact that exactly |C| many of the yi are set
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to #a8 (and the remaining ones to #a8#a8) and |C| many of the y1i are set





4 matches y1 ¨ ¨ ¨ yny11 ¨ ¨ ¨ y
1
n. Overall this proves that
β matches v.
Assume now that (β, v) is a yes-instance of the pattern matching
problem, i.e., there exists a substitution h : (ΣY X)˚ Ñ Σ+ with h(`) = `
for all ` P Σ and h(β) = v. Since there are as many occurrences of ‹
in β as in v, we can conclude that, for every i P [n], h(αi) = wi and
h(α1i) = w
1
i . Consequently, for all i P [n] there exists exactly one r P [n]
with h(x℘r(i),i) = a
2. Thus, h(x℘s(i),i) = a follows for all s P [4]\{r}.
Moreover, since h(α1i) = #a
8#a8#a4#a4#, i P [n], we can also conclude that
h(xi,℘1(i) ¨ ¨ ¨ xi,℘4(i)) P {a
4, a8}, which implies that h(yi) P {#a8, (#a8)2}
and h(y1i) P {a4#, (a4#)2} for all i P [n]. Set
C = {ti P V | i P [n], ` P [4], h(xi,℘`(i)) = a
2}.
Since h(x℘1(i),i ¨ ¨ ¨ x℘4(i),i) = a
5 holds for all i P [n], for all these i P [n]
exists exactly one r P [4] with h(x℘r(i),i) = a
2 and for all s P [4]\{r}
follows h(x℘s(i),i) = a. Thus, h(x℘r(i),℘1(℘r(i)) ¨ ¨ ¨ x℘r(i),℘4(℘r(i))) = a
8 holds
and t℘r(i) is in C whereas t℘s(i) is not in C for all s P [4]\{r}. This proves
that C is a perfect code of G.
4.3.4 Theorem. Deciding whether a pattern β1β2, with var(β1) = var(β2) and
regular patterns β1, β2, matches a word w is NP-hard.
Proof. Follows directly by Lemma 4.3.3.
4.3.5 Remark. The reduction from above can easily be modified for erasing
substitutions: Set wi = a and w1i = #a
4##, and the factor matched against
y1 . . . yny11 . . . y
1
n is then (#a4)
n´ n4 #
n





This chapter is mainly based on [46]. Recall that for prefix normality
we only consider Σ = {0, 1} and that a word is called prefix normal if
pw = fw, i.e., every factor of a given length has at most as many 1s as the
prefix of the same length. The least representative is the lexicographically
smallest element within the class of equivalent words, i.e., words with the
same maximum-ones function.
5.1 Least Representatives and Prefix Normal
Palindromes
Before we present specific properties of the least representatives for a given
word length, we mention some useful properties of the maximum-ones,
prefix-ones, and suffix-ones functions (for the basic properties we refer to
[44, 14] and the references therein). Since we are investigating only words
of a specific length, we fix n P N0.
Beyond the relation pw = swR the mappings pw and sw are determinable
from each other. Counting the 1s in a suffix of length i and adding the 1s
in the corresponding prefix of length (n´ i) of a word w, gives the overall
amount of 1s of w, namely
pw(n) = pw(n´ i) + sw(i) and sw(n) = pw(i) + sw(n´ i).
For suffix (resp. prefix) normal words this leads to pw(i) = fw(n) ´
fw(n´ i) resp. sw(i) = fw(n)´ fw(n´ i) witnessing the fact pw = sw for
palindromes (since both equation hold). Before we show that indeed prefix
normal palindromes form a singleton class w.r.t. ”n, we need the relation
between the lexicographical order and prefix and suffix normality.
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5.1.1 Lemma. The prefix normal form of a class is the lexicographically largest
element in the class and the suffix-normal form is the least representative.
Proof. Let w P Σn be the prefix normal form of the class [w]”. Suppose
there existed v P [w]” with v ą w. Let i P [n] be the smallest index with
v[i] ‰ w[i]. Since we are only considering binary alphabets we get v[i] = 1
and w[i] = 0. By the prefix normality of w, we have fw(i) = pw(i) =
pw(i´ 1) but on the other hand, v P [w]” and the minimality of i implies
fv(i) = fw(i) = pw(i´ 1) = pv(i´ 1) = pv(i)´ 1 ď fv(i)´ 1 ă fv(i).
This contradiction shows that the prefix normal form of a class is the lexico-
graphically largest element. The reverse wR is, thus, the lexicographically
smallest element of the class which is, by definition, the least representative.
By Remark 2.4.3, follows
swR = pw = fw = fwR
and, hence, the suffix normality of the least representative..
Lemma 5.1.1 implies that a word being prefix and suffix normal forms
a singleton class w.r.t. ”n. As mentioned pw = sw only holds for palin-
dromes.
5.1.2 Proposition. For a word w P Σn it holds that |[w]”| = 1 iff w P NPal(n).
Proof. Already in [14], the authors proved that |[w]”| = 1 implies w P
NPal(n) for w P Σn. The other direction follows from Lemma 5.1.1: if w
is a prefix normal palindrome it is, by definition, prefix normal and, by
w = wR, w is the lexicographically largest and smallest element of the
class. This implies that the class is a singleton.
The general part of this section is concluded by a somewhat artificial
equation which is nevertheless useful for prefix normal palindromes : by
sw(i) = pRw(i)´ pRw(i + 1) + sw(i´ 1) with pRw(n + 1) = 0 for i P [n] and





w(i + 1)´ pwR(i´ 1).
The rest of the section will cover properties of the least representatives of
a class.
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5.1.3 Remark. For completeness, we mention that 0n is the only even least
representative w.r.t. ”n and the only prefix normal palindrome starting
with 0. Moreover, 1n is the largest least representative. As we show later
in this work 0n and 1n are of minor interest in the recursive process to
determine representatives for the classes due to their speciality.
The following lemma is an extension of [14, Lemma 1] for the suffix-one
function by relating the prefix and the suffix of the word sw for a least
representative. Intuitively the suffix normality implies that the 1s are more
at the end of the word w rather than at the beginning: consider for instance
sw = 1123345 for w P Σ7. The associated word w cannot be suffix normal
since the suffix of length two has only one 1 (sw(2) = 1) but, by sw(5) = 3,
sw(6) = 4, and sw(7) = 5 we get that within two letters two 1s are present
and, consequently, fw(2) ě 2. Thus, a word w is only least representative
if the amount of 1s at the end of sw does not exceed the amount of 1s at
the beginning of sw.
5.1.4 Lemma. Let w P Σn be a least representative. Then we have
sw(i) ě
{
sw(n)´ sw(n´ i + 1) if sw(n´ i + 1) = sw(n´ i),
sw(n)´ sw(n´ i + 1) + 1 otherwise.
Proof. Since w P Σn is least representative we have fw(i) = sw(i) =
| Suffi(w)|1 and | Suffi(w)|1 ě |Prefi(w)|1 for all i P [n]. Let i P [n],
| Suffn´i(w)|1 = s, and |Prefi(w)|1 = r. This implies sw(n ´ i) = s
and sw(n) = s + r. If sw(n ´ i + 1) = sw(n ´ i) then w[i] = 0 and
sw(n´ i + 1) = s. This implies
sw(i) = | Suffi(w)|1 ě |Prefi(w)|1 = r = s + r´ s = sw(n)´ sw(n´ i + 1).
If sw(n´ i + 1) ‰ sw(n´ i) then w[i] = 1, sw(n´ i + 1) = s + 1 and
sw(i) = | Suffi(w)|1 ě |Prefi(w)|1 = r = s + r´ s = sw(n)´ sw(n´ i)
= sw(n)´ sw(n´ i + 1) + 1.
This concludes the proof.
The remaining part of this section presents results for prefix normal
palindromes. Notice that for w P NPal(n) with w = xvx with x P Σ, v is not
necessarily a prefix normal palindrome; consider for instance w = 10101
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with 010 P Pal(3)\NPal(3). The following lemma shows a result for prefix
normal palindromes which is folklore for palindromes substituting fw by
pw or sw.
5.1.5 Lemma*. For w P NPal(n)\{0n}, v P Pal(n) with w = 1v1 we have
fw(k) =

1 if k = 1,
fv(k´ 1) + 1 if 1 ă k ď |w| ´ 1,
fw(|v|+ 1) + 1 if k = |w|.
Proof. For k = 1 we have fw(1) = |Pref1(w)|1 = 1 since w ‰ 0n. If
k P [|w| ´ 1]ą1 then we get
fv(k´ 1) + 1 = |Prefk´1(v)|1 + 1 = |Prefk(w)|1 = pw(k).
Finally, we have
fw(|v|+ 1) + 1 = |Pref|v|+1(w)|1 + 1 = |Prefk´1(w)|1 + 1
= fw(k´ 1) + 1 = fw(k)
for k = |w|.
In the following we give a characterisation of when a palindrome w is
prefix normal depending on its maximum-ones function fw and a derived
function fw. In particular we observe that fw = fw
R
if and only if w is a
prefix normal palindrome. Intuitively fw captures the progress of fw in
reverse order. This is an intriguing result because it shows that properties
regarding prefix and suffix normality can be observed when fw, sw, pw are
considered in their serialised representation.
5.1.6 Definition. For w P Σn define f w : [n]Ñ [n] by
f w(k) = f w(k´ 1)´ ( fw(k´ 1)´ fw(k´ 2))
with the extension fw(´1) = fw(0) = 0 of f and f w(0) = fw(n). Define
pw and sw analogously.
5.1.7 Example. Consider the prefix normal palindrome w = 11011 with
fw = 12234. Then f w is 43221 and we have fw = f
R
w. On the other hand
for v = 101101 P Pal(6)\NPal(6) we have pv = 112334 and fv = 122334
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The following lemma shows a connection between the reversed prefix-
ones function and the suffix-ones function that holds for all palindromes.
5.1.8 Lemma. For w P Pal(n) we have sw ”n pRw.
Proof. Let w P Pal(n). We get pRw(n) = p
R
w(1) = |w|1 = sw(n). Now let
i P [n]0. Assume that sw(n´ i + 1) = pRw(n´ i + 1) holds. We have, by
induction,
pRw(n´ i) = pw(n´ (n´ i) + 1) = pw(i + 1)
= pw(i)´ (pw(i)´ pw(i´ 1))
= pRw(n´ i + 1) + (´sw(i) + sw(i´ 1))
= sw(n´ i + 1)´w[i]
= sw(n´ i) + w[n´ i + 1]´w[i]
= sw(n´ i).
This proves the claim.
By Lemma 5.1.8, we get pw ” pRw since pw ” sw for a palindrome w.
As advocated earlier, our main theorem of this part (Theorem 5.1.9) gives
a characterisation of prefix normal palindromes. The theorem allows us
to decide if a word is a prefix normal palindrome by only looking at the
maximum-ones-function, thus, a comparison of all factors is not required.
5.1.9 Theorem*. Let w P Σnz{0n}. Then w is a prefix normal palindrome if and
only if fw = f
R
w.
Proof. Let w P Σn. By definition of NPal(n), w is prefix normal and a
palindrome, i.e., sw = fw. By Lemma 5.1.8 and Definition 5.1.6, we get
fw = sw = pRw = f
R
w. This proves ñ. Let w P Σ
nz{0n} such that fw = f
R
w. If
w = ε, then obviously w P NPal(n) holds. Otherwise, if w ‰ ε, there exists





v , therefore the assumption also holds for v. First, we will prove that v is a
palindrome. Let x P {0, 1} and i P [n]. Thus, we have fv(i´ 1) + x = fv(i).
Since v is least representative this implies v[i] = x. By the assumption, we
get f
R
v (i´ 1) + x = f
R
v (i) and applying the definition of the reversal and
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f v leads to
f v(n´ i + 1) = f
R
v (i) = f
R
v (i´ 1) + x
= f v(n´ i + 2) + x
= f v(n´ i + 1)´ ( fv(n´ i + 1)´ fv(n´ i)) + x.
Hence, we get fv(n´ i + 1) = fv(n´ i) + x, i.e., v[n´ i + 1] = x. Thus,
v[n ´ i + 1] = v[i] and therefore v is a palindrome. As proven in [14],
prefix normal (and, thus, suffix normal) palindromes are not prefix normal-
equivalent to any different word. Consequently, v = w and w P NPal(n).
Table 5.1 presents the amount of prefix normal palindromes up to
length 30. These results support the conjecture in [14] that there is a
different behaviour for even and odd length of the word.
Table 5.1. Number of prefix normal palindromes. [61] (A308465)
i 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
# 2 2 3 3 5 4 8 7 12 11 21 18 36 31 57
i 16 17 18 19 20 21 22 23 24 25 26
# 55 104 91 182 166 308 292 562 512 1009 928
i 27 28 29 30
# 1755 1697 3247 2972
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5.2 Recursive Construction of Prefix Normal
Equivalence Classes
In this section we investigate how to generate least representatives of
length n + 1 using the least representatives of length n. Our approach is
similar to the work of [44] except that the authors of [44] investigated
appending a letter to prefix normal words while we explore the behaviour
on prepending letters to least representatives. Consider the words v = 1001
and w = 0011, both being (different) least representatives of length 4.
Prepending a 1 to them leads to 11001 and 10011 which are prefix-normal
equivalent. We say that v and w collapse and denote it by v Ø w. Hence, for
determining the index of ”n based on the least representatives of length
n´ 1, only the least representative of one class matters.
5.2.1 Definition. Two words w, v P Σn collapse if 1w ”n+1 1v holds. This is
denoted by w Ø v.
Prepending a 1 to a non least representative will never lead to a least
representative. Therefore, it is sufficient to only look at least representatives.
Since collapsing is an equivalence relation, denote the equivalence class
w.r.t. Ø of a word w P Σ˚ by [w]Ø. Next, we present some general results
regarding the connections between the least representatives of lengths n
and n + 1. As mentioned in Remark 5.1.3, 0n and 1n are for all n P N least
representatives. This implies that they do not have to be considered in the
recursive process.
5.2.2 Remark. By [44], a word w0 P Σn+1 is prefix-normal if w is prefix-
normal. Consequently, we know that if a word w P Σn is suffix normal,
0w is suffix normal as well. This leads in accordance to the naïve upper
bound of 2n + 1 to a naïve lower bound of |Σn/ ”n | for |Σn+1/ ”n+1 |.
5.2.3 Remark. The maximum-ones functions for w P Σ˚ and 0w are equal
on all i P [|w|] and f0w(|w|+ 1) = fw(|w|) since the factor determining the
maximal number of 1’s is independent of the leading 0. Prepending 1 to a
word w may result in a difference between fw and f1w, but notice that since
only one 1 is prepended, we always have f1w(i) P { fw(i), fw(i) + 1} for all
i P [n]. In both cases we have sw(i) = sxw(i) for x P {0, 1} and i P [|w|] and
s0w(n + 1) = sw(n) as well as s1w(n + 1) = sw(n) + 1.
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First, we improve the naïve upper bound to 2|Σn/ ”n | by proving that
only least representatives in Σn can become least representatives in Σn+1
by prepending 1 or 0.
5.2.4 Proposition. Let w P Σn not be least representative. Neither 0w nor 1w is
a least representative in Σn+1.
Proof. Suppose 0w is a least representative, i.e., f0w(i) = s0w(i) for all
i P [n + 1]. By s0w(i) = sw(i) and f0w(i) = fw(i) for i P [n], we have
sw(i) = fw(i) and, thus, w would be a least representative. Now, suppose
that 1w is a least representative. Since w is not a least representative there
exists a j P [|w|] with sw(j) ‰ fw(j). Choose j minimal. Since 1w is a least
representative, we get
f1w(j) = s1w(j) = sw(j) ‰ fw(j).
By Remark 5.2.3, we have f1w(j) = fw(j) + 1 sw(j) ď fw(j) implies fw(j) ě
sw(j) = f1w(j) = fw(j) + 1 - a contradiction.
By Proposition 5.1.2, prefix (and, thus, suffix) normal palindromes
form a singleton class. This implies immediately that a word w P Σn such
that 1w is a prefix normal palindrome, does not collapse with any other
v P Σn\{w}. The next lemma shows that even prepending once a 1 and
once a 0 to different words leads only to equivalent words in one particular
case.
5.2.5 Lemma. Let w, v P Σn be different least representatives. Then 0w ”n 1v if
and only if v = 0n and w = 0n´11.
Proof. The equivalence of 00n´11 = 0n1 and 10n is immediate. This proves
the ð-direction. For the other direction assume 0w ”n 1v. By definition,
we get f0w(i) = f1v(i) for all i P [n + 1] and, moreover, by Remark 5.2.3,
fw(i) = f1v(i) for all i P [n]. By sw(1) = fw(1) = f1v(1) = 1, we get
w[|w|] = 1 and, by sw(n) = f1v(n) = |w|1, there exists u P Factn(1v) with
|u|1 = |w|1. The equivalence of 0w and 1v implies |w|1 = |v|1 + 1 and,
thus, u has to be a prefix of 1v. Hence, u[2..n] is a prefix of v of length
n´ 1 with |w|1 ´ 1 1s. Since this is the overall amount of 1 in v, v[n] = 0
follows. Lemma 5.1.3 implies immediately v = 0n. By sw(1) = f1v(1) = 1,
w[n] = 1 follows and the claim follows with |0w|1 = |1v|1.
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By Lemma 5.2.5 and Remark 5.2.2, it suffices to investigate the collaps-
ing relation on prepending 1s. The following proposition characterises
the least representative 1w among the elements 1v P [1w]” for all least
representatives v P Σn with w Ø v for w P Σn.
5.2.6 Proposition. Let w P Σn be a least representative. Then 1w P Σn+1
is a least representative if and only if f1w(i) = fw(i) holds for i P [n] and
f1w(n + 1) = fw(n) + 1.
Proof. Let w P Σn be a least representative. First, consider 1w P Σn+1 to
be a least representative as well. Since w is a least representative we have
sw(i) = fw(i) for all i P [n]. By Remark 5.2.3, sw(i) = s1w(i) follows for
all i P [n] and with 1w being a least representative we get fw(i) = f1w(i)
for all i P [n]. By the same arguments, we get f1w(n + 1) = s1w(n + 1) =
sw(n) + 1 = fw(n) + 1. Similarly we get for the second direction f1w(i) =
fw(i) = sw(i) = s1w(i) for all i P [n] and f1w(n + 1) = fw(n) + 1 =
sw(n) + 1 = s1w(n + 1).
5.2.7 Corollary. Let w P NPal(n). Then fw1(i) = fw(i) for i P [n] and
fw1(n+ 1) = fw(n)+ 1. Moreover, sw1(i) = sw(i) for i P [n] and sw1(n+ 1) =
sw(n) + 1.
Proof. Since w is a prefix normal palindrome, we have (1w)R = wR1 =
w1. This implies fw(i) = f1w(i) = f(1w)R(i) = fw1(i) for all i P [n] and
fw1(n + 1) = fw(n) + 1. If sw1(i) = sw(i) + 1 then sw1(i) = sw(i) + 1 =
fw(i)+ 1 = fw1(i)+ 1 would contradict sw1(i) ď fw1(i) for some i P [n+ 1].
This proves the claim for the suffix-ones function.
This characterisation is unfortunately not convenient for determining
either the number of least representatives of length n + 1 from the ones
from length n or the collapsing least representatives of length n. For a
given word w, the maximum-ones function fw has to be determined, fw
to be extended by fw(n) + 1, and finally the associated word - under
the assumption f1w ” s1w - has to be checked for being suffix normal.
For instance, given w = 10101 leads to fw = 11223, and is extended to
f1w = 112234. This would correspond to 110101 which is not suffix normal
and, thus, w is not extendable to a new least representative. The following
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two lemmata reduce the number of least representatives that need to be
checked for extensibility.
5.2.8 Lemma. Let w P Σn be a least representative such that 1w is a least
representative as well. Then for all least representatives v P Σn\{w} collapsing
with w, fv(i) ď fw(i) holds for all i P [n], i.e., all other least representatives have
a smaller maximal-one sum.
Proof. Let v P Σn\{w} a least representative with w Øn v. By the property
of being least representative, the definition of the maximum-ones and
suffix-ones functions follows for all i P [n]
fv(i) = sv(i) = s1v(i) ď f1v(i) = f1w(i) = s1w(i) = sw(i) = fw(i).














5.2.9 Corollary. If w, v P Σn and 1w P Σn+1 are least representatives with
w Ø v and v ‰ w then w ď v.
Proof. By v ‰ w, there exists an i P [n] minimal with w[i] ‰ v[i]. Suppose
w[i] = 1 and v[i] = 0. By f1v ” f1w, we get |w[i + 1..n]|1 + 1 = |v[i + 1..n]|1.
Thus,
s1v(n´ i) = sv(n´ i) = sw(n´ i) + 1 = fw(n´ i) + 1 = f1w(n´ i) + 1
= f1v(n´ i) + 1.
This contradicts s1v(n´ i) ď f1v(n´ i).
5.2.10 Remark. By Corollary 5.2.9, the lexicographically smallest collapsing
least representative w leads to the least representative of [1w]. Thus, if w
is a least representative not collapsing with any lexicographically smaller
word then 1w is least representative.
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Before we present the theorem characterising exactly the collapsing
words for a given word w, we introduce a symmetry property of the least
representatives which are not extendable to least representatives, i.e., a
property of words which collapse.
5.2.11 Lemma. Let w P Σn be a least representative. Then f1w(i) ‰ fw(i) for
some i P [n] iff f1w(n´ i + 1) ‰ fw(n´ i + 1).
Proof. Since w is least representative, we have
fw(n´ i + 1) = sw(n´ i + 1) = | Suffn´i+1(w)|1 = |w|1 ´ |Prefi´1(w)|1.
From fw(i) ‰ f1w(i), it follows f1w(i) = fw(i) + 1 = sw(i) + 1. Thus,
1w has a factor of length i with sw(i) + 1 1s. The suffix normality of
w implies that this factor needs to be the prefix of 1w of length i, i.e.,
|Prefi´1(w)|1 = sw(i). Thus, we get fw(n´ i + 1) = |w|1 ´ sw(i). On the
other hand we have
|Prefn´i+1(1w)|1 = |Prefn´i(w)|1 + 1 = |w|1 ´ | Suffi(w)|1 + 1
= |w|1 ´ sw(i) + 1.
Consequently, f1w(n´ i+ 1) ě |w|1´ sw(i)+ 1 ą fw(n´ i+ 1). The second
direction follows immediately with j := n´ i + 1 and f1w(j) ‰ fw(j).
By [14, Lemma 10], a word w1 is prefix normal if and only if | Suffk(w)|1
ă |Prefk+1(w)|1 for all k P N. The following theorem extends this result
for determining the collapsing words w1 for a given word w.
5.2.12 Theorem. Let w P Σn be a least representative and w1 P Σn\{w} with
|w|1 = |w1|1 = s P N. Moreover, let v = w for all v P Σ˚ with v ď w. Then
w Ø w1 iff
1. fw1(i) P { fw(i), fw(i)´ 1} for all i P [n],
2. fw1(i) = fw(i) implies f1w1(i) = fw(i),
3. fw1(i) ě
{
fw1(n)´ fw1(n´ i + 1) if fw1(n´ i + 1) = fw1(n´ i),
fw1(n)´ fw1(n´ i + 1) + 1 otherwise.
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Proof. Notice that |w|1 = |w1|1 = s P N implies immediately fw(1) =
fw1(1) = 1 and fw1(n) = fw(n) = s. Moreover, for all i P [n] we have
fw1(i) P { fw1(i´ 1), fw1(i´ 1) + 1} and fw(i) P { fw(i´ 1), fw(i´ 1) + 1}
and, by Lemma 5.2.11, we get fw1(i) ‰ f1w1(i) iff fw1(n´ i + 1) ‰ f1w1(n´
i + 1).
First, consider the ð-direction, i.e., let w1 P Σn with |w|1 = s and
the properties 1, 2, and 3. We have to prove w1 Ø w, hence, we have
to prove f1w(i) = f1w1(i) for all i P [n]. Since w does not collapse with
any lexicographically smaller v P Σn, 0w is a least representative by
Remark 5.2.10. From Proposition 5.2.6, it follows fw(i) = f1w(i) for all
i P [n]. Obviously we have f1w(1) = 1 = f1w1(1) and, hence, the claim
holds for i = 1. By fw1(n) = s ,we get f1w1(n) P {s, s + 1}. If f1w1(n) were
s + 1 then, by f1w1(n) ‰ fw1(n) and, consequently, by Lemma 5.2.11, we
would have 1 = f1w1(1) ‰ fw1(1) = 1. Hence, the claim holds for i = n.
Let i P [n ´ 1]ą1. The claim holds by Property 1 and Proposition 5.2.6
if fw1(i) = fw(i). Hence, assume fw1(i) ‰ fw(i) for an i P [n´ 1]ą1, i.e.,
fw1(i) = fw(i) ´ 1 by Property 1. By Remark 5.2.3 we have f1w1(i) P
{ fw1(i), fw1(i) + 1}.
case 1: fw1(i) = f1w1(i)
If w1’s prefix of length i ´ 1 had more (or equal) 1s than the suffix of
length i, then the prefix of 1w1 of length i would have strictly more 1s
than the suffix of length i. This contradicts fw1(i) = f1w1(i) and, thus, we
have |Prefi´1(w1)|1 ă | Suffi(w1)|1. By fw1(n´ i + 1) ě | Suffn´i+1(w1)|1
and | Suffn´i+1(w1)|1 + |Prefi´1(w1)|1 = s, we get
s´ fw1(n´ i + 1) ď s´ | Suffn´i+1(w
1)|1 = |Prefi´1(w1)|1
ă | Suffi(w1)|1 ď fw1(i).
This is a contradiction to property 3.
case 2: fw1(i) + 1 = f1w1(i)
In this case we get immediately
f1w1(i) = fw1(i) + 1 = fw(i)´ 1 + 1 = fw(i) = f1w(i).
Thus, f1w1(i) = fw(i) for all i P [n] which means that f1w1 and f1w are
identical, i.e., w and w1 collapse.
For the ñ-direction, assume w Ø w1, i.e., f1w1 = f1w. Proposition 5.2.4
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implies that w1 can be assumed as a least representative since 1w is a
least representative and by w and w1 collapsing, 1w1 is one as well. By
Proposition 5.2.6, we have f1w(i) = fw(i) for all i P [n] and, thus, f1w1(i) =
fw(i) which proves (2). Since fw(i) = f1w1(i) P { fw1(i), fw1(i) + 1} for all
i P [n] we get property 1. Since w1 is a least representative, Lemma 5.1.4
implies property 3.
Theorem 5.2.12 allows us to construct the equivalence classes w.r.t. the
least representatives of the previous length but more tests than necessary
have to be performed: Consider, for instance w = 11101100111011111
of length 17 which is the shortest least representative of length 17 not
collapsing with any lexicographically smaller least representative. For w
we have fw = 1 ¨ 2 ¨ 3 ¨ 4 ¨ 5 ¨ 5 ¨ 6 ¨ 7 ¨ 8 ¨ 8 ¨ 8 ¨ 9 ¨ 10 ¨ 10 ¨ 11 ¨ 12 ¨ 13 where
the dots just act as separators between letters. Thus, we know for any
w1 collapsing with w, that fw1(1) = 1 and fw1(17) = 13. The constraints
fw1(2) P { fw1(2), fw1(2) + 1} and fw1(2) ď fw(2) implies fw1(2) P {1, 2}.
First the check that fw1(10) = 4 is impossible excludes fw1(2) = 1. Since
no collapsing word can have a factor of length 2 with only one 1, a band
in which the possible values range can be defined by the unique greatest
collapsing word w1. It is not surprising that this word is connected with
the prefix normal form. The following two lemmata define the band in
which the possible collapsing words fw are.
5.2.13 Lemma. Let w P Σn\{0n} be a least representative with v = w for all
v P Σn with v ď w. Set u := (1w[1..n´ 1])R. Then w Ø u and for all least
representatives v P Σn\{u} with v Ø w and all i P [n] fv(i) ě fu(i), thus,
σ(u) = ∑iP[n] fu(i) ď ∑iP[n] fv(i) = σ(v).
Proof. Set u = (1w[1..n´ 1])R. Then by w odd, it follows
f1w = f(1w)R = fwR1 = fw[n](w[1..n´1])R1 = fw[n](1w[1..n´1])R = f1(1w[1..n´1])R
= f1u,
i.e., w Ø u. Since w does not collapse with any lexicographically smaller
word, 1w is a least representative by Remark 5.2.10. By Remark 2.4.3,
(1w)R P [1w]” and wR1 is lexicographically the largest element in the
class. If there existed a v P [w]Ø with v ą w[n´ 1..1]1, then
1v ą 1w[n´ 1..1] = wR1 = (1w)R
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would hold which contradicts the maximality of (1w)R.
Notice that w1 = (1w[1..n´ 1])R is not necessarily a least representative
in Σn/ ”n witnessed by the word from the last example. For w we get
u = 1110111001101111 with fu(8) = fw(8) and fu(10) = 7 ‰ 8 = fw(10)
violating the symmetry property given in Lemma 5.2.11. The following
lemma alters w1 into a least representative which represents still the lower
limit of the band.
5.2.14 Lemma. Let w P Σn be a least representative such that 1w is also a least
representative. Let w1 P Σn with w Ø w1, and I the set of all i P [b n2 c] with
( fw1(i) = fw(i)^ fw1(n´ i + 1) ‰ fw(n´ i + 1)) or
( fw1(i) ‰ fw(i)^ fw1(n´ i + 1) = fw(n´ i + 1))
and fw(j) = fw1(j) for all j P [n]\I. Then ŵ defined such that fŵ(j) = fw1(j)
for all j P [n]\I and fŵ(n´ i + 1) = fw1(n´ i + 1) + 1 ( fŵ(i) = fŵ(i) + 1
resp.) for all i P I holds, collapses with w.
Proof. Let k P [n]. Since 1w is least representative, we have f1w(k) ě f1ŵ(k).
If k R I we get
f1w(k) = fw(k) = fw1(k) = fŵ(k) ď f1ŵ(k)
and, thus, f1w(k) = f1ŵ(k). If k P I we get in the first case
f1w(n´ k + 1) = fw(n´ k + 1) = fw1(n´ k + 1) + 1 = fŵ(n´ k + 1)
ď f1ŵ(n´ k + 1)
and, thus, f1w(n´ k + 1) = f1ŵ(n´ k + 1). The second case holds analo-
gously.
5.2.15 Remark. Lemma 5.2.14 applied to (1w[1..n´ 1])R gives the lower
limit of the band. Let ŵ denote the output of this application for a given
w P Σn according to Lemma 5.2.14.
Continuing with the example, we first determine ŵ for
w = 11110111001101111.
We get u = w[n´ 1..1]1. Since for all collapsing w1 P Σn we have fŵ(i) ď
fw1(i) ď fw(i), w1 is determined for i P [17]\{5, 9, 13}. Since the value
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for 5 determines the one for 13 there are only two possibilities, namely
fw1(5) = 5 and fw1(9) = 7 and fw1(5) = 4 and fw1(9) = 8. Notice that the
words w1 corresponding to the generated words fw1 are not necessarily
least representatives of the shorter length as witnessed by the one with
fw1(5) = 5 and fw1(9) = 7. In this example this leads to at most three words
being not only in the class but also in the list of former representatives.
Thus, we are able to produce an upper bound for the cardinality of the
class. Notice that in any case we only have to test the first half of w1’s
positions by Lemma 5.2.11. This leads to the following definition.
i 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
fw 1 2 3 4 5 5 6 7 8 8 8 9 10 10 11 12 13
fu 1 2 3 4 4 5 6 7 7 7 8 9 9 10 11 12 13
fŵ 1 2 3 4 4 5 6 7 7 8 8 9 9 10 11 12 13
Table 5.2. f for w = 11110111001101111.
5.2.16 Definition. Let hd : Σ˚ ˆ Σ˚ Ñ N0 be the Hamming-distance. The







Define the palindromic prefix length p` : Σ˚ Ñ N0 by
p`(w) = max { k P [|w|] | Du P Prefk(w) : pd(u) = 0 } .
The palindromic distance gives the minimal number of positions in
which a bit has to be flipped for obtaining a palindrome. Thus, pd(w) = 0
for all palindromes w, and, for instance, pd(110011001) = 2 since the first
half of w and the reverse of the second half mismatch in two positions. The
palindromic prefix length determines the length of w’s longest prefix being
a palindrome. For instance p`(1101) = 2 and p`(01101) = 4. Since a least
representative w determines the upper limit of the band and w[n´ 1..1]1
the lower limit, the palindromic distance of ww[n´ 1..1]1 is in relation to
the positions of fw in which collapsing words may differ from w.
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Proof. By Lemma 5.2.13, w[n´ 1..1]1 determines the lower bound of the
band for collapsing words. Let s1, . . . , s` P [n] with si ă si+1 for i P
[`], ` P [n] be the positions with w[si] ‰ (w[n´ 1..1]1)[si]. Thus, for all odd
i P [`´ 1], fw and fw[n´1..1]1 are different between si and si+1 ´ 1, since a
different bit leads to a different number of 1s. By the same argument, fw
and fw[n´1..1]1 are identical between si and si+1 ´ 1 for all even i P [`´ 1].
This implies that only the differences in odd positions lead to different
values of the corresponding maximum-ones function. Since each difference
in the maximum-ones functions can be altered independently for obtaining
a potential collapsing word, the number of collapsing words is exponential
in half the palindromic distance.
For an algorithmic approach to determine the least representatives
of length n, we want to point out that the search for collapsing words
can also be reduced using the palindromic prefix length. Let w1, . . . , wm
be the least representatives of length n´ 1. For each w we keep track of
|w| ´ p`(w). For each wi we check first if |wi| ´ p`(wi) = 1 since in this
case the prepended 1 leads to a palindrome. Only if this is not the case,
[wi]Ø needs to be determined. All collapsing words computed within the
band of wi and ŵi are deleted in {wi+1, . . . , wm}.
In the remaining part of the section we investigate the set NPal(n) w.r.t.
NPal(`) for ` ă n. This leads to a second formula for an upper bound and
a refinement for determining the least representatives of Σn/ ”n faster.
5.2.18 Lemma. If w P NPal(n)\{1n} then 1w is not a least representative but
w1 is a least representative.
Proof. It suffices to prove that w1 is a least representative. Then (w1)R =
1w is prefix normal and since w1 is not a palindrome, 1w is not a least
representative. By Corollary 5.2.7, follows immediately that w1 is a least
representative.
5.2.19 Remark. By Lemma 5.2.18, it follows that all words w P NPal(n)
collapse with a smaller least representative. Thus, for all n P N, an upper
bound for |Σn+1/ ”n+1 | is given by 2|Σn/ ”n | ´ npal(n).
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For a closed recursive calculation of the upper bound in Remark 5.2.19,
the exact number npal(n) is needed. Unfortunately we are not able to de-
termine npal(n) for arbitrary n P N. The following results show relations
between prefix normal palindromes of different lengths. For instance, if
w P NPal(n) then 1w1 is a prefix normal palindrome as well. The impor-
tance of the the prefix normal palindromes is witnessed by the following
estimation.
5.2.20 Theorem. For all n P Ně2 and ` = |Σn/ ”n | we have
`+ npal(n´ 1) ď |Σn+1/ ”n+1 | ď `+ npal(n + 1) +
`´ npal(n + 1)
2
.
Proof. The lower bound follows by the fact that 1w1 is a prefix normal
palindrome if w is one. For the upper bound all 0w, for w being a least
representative in Σn/ ”n, have to be counted and then all prefix normal
palindromes. All other elements collapse with at least one different element.
The following results only consider prefix normal palindromes that are
different from 0n and 1n. Notice for these special palindromes that 0n0n,
1n1n, 1n11n, 0n00n, 11n1n1, 10n0n1 P NPal(k) for an appropriate k P N but
0n10n R NPal(2n + 1).
5.2.21 Lemma. If w P NPal(n)\{1n, 0n} then neither ww nor w1w are prefix
normal palindromes.
Proof. Let k P [n ´ 1] be minimal with fw(k) = fw(k + 1) (exists by
w R {1n, 0n}). Thus, we have fw(k + 1) = k. Since w P NPal(n) we have
| Suffk(w)|1 = |Prefk(w)|1 = k and | Suffk+1(w)|1 = |Prefk+1(w)|1 = k.
This implies fww(k + 1) = k + 1 and, hence, fww(k + 1) ‰ sww(k + 1). The
proof of w1w R NPal(2n + 1) is similar to the proof of Lemma 5.2.21: in
the middle of w1w is a larger block of 1’s than at the end.
5.2.22 Lemma. Let w P NPal(n)\{0n} with n P Ně3. If w0w is also a prefix
normal palindrome then w = 1k or w = 1k01u101k for some u P Σ˚ and k P N.
Proof. By w ‰ 0n, it follows w = 1u1 for an u P Pal(n). If w ‰ 1k, there
exists k minimal with w[k] = 0. Suppose w = 1k0`u0`1k for some k P N
and ` P Ną1. Then pw0w(k + 2) = k but |w0w[n´ k, n + 2]|1 = k + 1. This
is a contradiction to w0w P NPal(2n + 1). This implies w = 1k01u101k.
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A characterisation for w1w being a prefix normal palindrome is more
complicated. By w P NPal(n), it follows that a block of 1s contains at most
the number of 1s of the previous block. But if such a block contains strictly
less 1s the number of 0s in between can increase by the same amount the
number of 1s decreased.
5.2.23 Lemma. Let w P NPal(n)\{1n, 0n}. If 1ww1 is also a prefix normal
palindrome then 10 P Pref(w).
Proof. Let 1ww1 P NPal(2n + 2). Since w ‰ 0n, there exists u P Σ˚ with
w = 1u1. Since w ‰ 1n there exists a minimal k P N with u[k] = 0. If k ą 1,
then 1ww1 = 1k012k01k or 1ww1 = 1k0v012k0v01k. In both cases we have a
contradiction to 1ww1 P NPal(2n + 2).
Lemma 5.2.21, 5.2.22, and 5.2.23 indicate that a characterization of




In this thesis we investigated three different subfields of the domain
combinatorics on words, namely scattered factors, locality, and prefix
normal words.
In Chapter 3 we looked into three different aspects of the domain of
scattered factors: the cardinality of k-spectra of weakly c-balanced words,
the scattered factor universality, and the reconstruction of words by the
binomial coefficients of right-bounded block words.
The idea of the first part was to give insights about the index of
Simon congruence by weakening it: instead of dealing with the index itself
(which is a problem we were not able to solve), we grouped words by the
cardinality of different spectra and investigated properties of the words
having the same cardinality of a k-spectrum for a given k. In particular,
we gave several insights into the structure of the set of all k-spectra of
weakly-0-balanced words of length 2k by considering for which numbers n
there exists w such that the k-spectrum of w has cardinality n. In particular,
we characterised the first two gaps in the possibilities for each k which
are regular (in the sense that the first and second gaps are always from
k + 2 to 2k´ 1 and 2k + 1 to 3k´ 4 (inclusive)). On the other hand, we saw
that the third gap is considerably less regular and, thus, resists a natural
characterisation. As mentioned, some of the weakly-0-balanced words
are θ-palindromes. Since the θ-palindromes of length 2k are constructible
from the ones of length 2(k ´ 1) (except for each even k exactly one θ-
palindrome) we surmised that the structure and properties propagate.
Moreover, we expected that the knowledge of the word’s second half helps
in finding the cardinalities of the k-spectra. Nevertheless, we were only
able to get results for θ-palindromes in the same manner as for the other
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words, but we still believe that the structure of the θ-palindromes can
reveal more insights with further work.
In the second part of Chapter 3 we looked in more detail into the words
having the maximal cardinality of k-spectra for given ks, namely words
whose k-spectrum is Σk. Following the notion of language theory we called
these words k-universal. We have proven how this universality behaves
if a word is repeated and how this characterisation can be exploited
to obtain linear-time algorithms for obtaining an discommon scattered
factor. Moreover, we set the universality of a palindrome into relation
with its first half (minus one letter if the length is odd) as well as the
generalised repetition wπ(w) for a morphic permutation π. The last part
of Section 3.2 dealt with circular universality. Here we have proven the
relation between universality and circular universality and we have shown
that the characterisation in Theorem 3.2.17 does not hold for arbitrary
alphabets. We conjecture that for an alphabet of cardinality σ the notion of
circularity has to be generalised such that, assuming the word as a circle,
not once but σ´ 1 times the word has to be read before the universality
is increased. Finally, in the last section we developed data structures that
allow us to determine the universality of factors of a given word.
The last part of Chapter 3 is dedicated to the reconstruction problem.
While in before the approaches to reconstructing a word uniquely by
scattered factors where restricted to scattered factors of the same length,
we relaxed the constraint on the length but therefore took only specific
scattered factors - the right-bounded block words. This relaxation of the
so far investigated reconstruction problem from scattered factors from
k-spectra to arbitrary sets yields that less scattered factors than the best
known upper bound are sufficient to reconstruct a word uniquely. Not only
in the binary but also in the general case the distribution of the letters plays
an important role: in the binary case the amount of necessary binomial
coefficients is smaller the larger |w|a´|w|b is. The same observation results
from the general case - if all letters are equally distributed in w then we
need more binomial coefficients than in the case where some letters rarely
occur and others occur much more often. Nevertheless, the restriction to
right-bounded-block words (that are intrinsically Lyndon words) shows
that a word can be reconstructed by fewer binomial coefficients if scattered
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factors from different spectra are taken. Further investigations may lead
into two directions: a better characterisation of the uniqueness of the
ka`b would be helpful to understand better in which cases less than the
worst case amount of binomial coefficients suffices and other sets than the
right-bounded-block words could be investigated for the reconstruction
problem.
In Chapter 4 we investigated the locality of patterns as well as the
hardness of matching repetitions. In Section 4.1 we have proven that Loc
is NP-complete. Notice that in [15] in addition to the reduction to Clique
also reductions to Cutwidth and Pathwidth are given. In Section 4.2 we
investigated the locality of repetitions and palindromes. We have shown
that the locality increases linear in the number of repetitions which also
holds for palindromes. Moreover, we have shown that even though Zimin
words have a nice and easy structure, the locality grows exponentially with
the word’s length. Chapter 4 ends with a proof that the matching problem
may turn out to be hard if patterns are repeated although the underlying
pattern can be matched efficiently. We have proven this by using regular
patterns and the repetition of regular patterns.
Finally, in Chapter 5 based on the work in [44], we investigated prefix
normal palindromes and gave a characterisation based on the maximum-
ones function. Moreover, results for a recursive approach to determine
prefix normal palindromes are given. These results show that easy connec-
tions between prefix normal palindromes of different lengths cannot be
expected. By introducing the collapsing relation we were able to partition
the set of extension-critical words introduced in [44]. This leads to a char-
acterization of collapsing words which can be extended to an algorithm
determining the corresponding equivalence classes. Moreover, we have
shown that palindromes and the collapsing classes are related.
The concrete values for prefix normal palindromes and the index of the
collapsing relation remain an open problem as well as the cardinality of
the equivalence classes w.r.t. the collapsing relation. Further investigations
of the prefix normal palindromes and the collapsing classes lead directly
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