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Abstract
Record fusion is the task of aggregating multiple records that correspond to the
same real-world entity in a database. We can view record fusion as a machine
learning problem where the goal is to predict the “correct” value for each attribute
for each entity. Given a database, we use a combination of attribute-level, record-
level, and database-level signals to construct a feature vector for each cell (or
(row, col)) of that database. We use this feature vector alongwith the ground-truth
information to learn a classifier for each of the attributes of the database.
Our learning algorithm uses a novel stagewise additive model. At each stage, we
construct a new feature vector by combining a part of the original feature vector
with features computed by the predictions from the previous stage. We then learn a
softmax classifier over the new feature space. This greedy stagewise approach can
be viewed as a deep model where at each stage, we are adding more complicated
non-linear transformations of the original feature vector. We show that our approach
fuses records with an average precision of ∼98% when source information of
records is available, and ∼94% without source information across a diverse array
of real-world datasets. We compare our approach to a comprehensive collection of
data fusion and entity consolidation methods considered in the literature. We show
that our approach can achieve an average precision improvement of ∼ 20%/ ∼
45% with/without source information respectively.
1 Introduction
Modern enterprises generate a huge amount of data. This data is then used to make many business-
critical and often mission-critical decisions. However ensuring consistency and correctness of the
database records is a challenging task. With passage of time, errors can creep into these datasets,
some being out-of-date, inexact, or incorrect. Besides human error, a major source of errors is the
following. Often that database is accumulated from multiple different sources. This can lead to
the same physical entity having multiple different records in the database. This severely affects the
quality of the downstream analytics. The increasing demand to ingest and to acquire large number of
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Cluster Id Src Company ZIP City State Webpage 
𝒄𝟏 𝑠ଵ Google 94043 Mountain View CA google.ca 
𝒄𝟏 𝑠ଶ Google Inc. 940 43 Mountains View California Google.com 
𝒄𝟐 𝑠ଵ Microsoft 98052 Redmond WA MS.com 
𝒄𝟐 𝑠ଷ MICROSOFT 98052 Seattle Washington msn.com 
𝒄𝟐 𝑠ସ Microsoft Corp. 56419 Redmond WA microsoft.com 
𝒄૜ 𝑠ଵ Amazon <Null> Seattle WA amazon.co 
𝒄૜ 𝑠ଶ Amazon Inc. 98109 Seattle <Null> amazon.ca 
𝒄૜ 𝑠ଷ AMZN INC 98109 Seattle Washington amazon.com 
𝒄૜ 𝑠ସ Amazon 98052 <Null> New York amazon.com 
Figure 1: An example dataset where the records have been gathered from multiple sources. There
are three entities or clusters. The correct value for each attribute is shown in Bold. Each row of
the database makes a claim about the actual value for this real-word entity. However, pieces of
information that are gathered from different sources can be conflicting. For instance, the first source
of cluster c3 claims that the Amazon headquarters is located in state "WA", while, the last source
claims that the state of the entity is "New York". In the record fusion problem, we want to resolve
such conflicts and obtain the correct values for the attributes of each real-world entity.
heterogeneous data source via inexpensive connectors has been the driving force behind many studies
in the field of entity consolidation and data integration [2, 7, 8, 9, 14, 19, 20, 27].
A common approach to solve the data integrity problem in the aforementioned paragraph is the
following. Given a dataset, first detect all the records which correspond to the same real-world
entity. This problem is referred to as data dedupliction or record deduplication [3, 4, 11, 13]. Once
the entities are detected, the next challenge is to merge the records of the same entity (possibly
conflicting) into one single record. This is referred to as Record Fusion and is the focus of this paper.
The problem of merging records corresponding to the same entity has been extensively studied in the
database community and also referred to as the golden record problem or the data fusion problem
[7, 9, 20, 27]. Fig. 1 gives a small toy example of the record fusion problem. We will refer back to
this during the paper as a suggestive example for some of our algorithms.
Previous approaches to tackle the record fusion problem make use of source information. In such
situations, for every record, on top of the cluster identities the source that generated the tuple is also
known. These works then build models to estimate the “trustworthiness” of the different sources
[10, 26, 27, 28, 7]. For example, in some instances, a limited ground truth is used for calculating an
initial estimation of the sources “trust score”[6, 12]. However, reliably estimating the trustworthiness
of a source is non-trivial. Furthermore, it is unclear that estimating trustworthiness of a source is the
only signal that determines how the records should be merged. In some scenarios, all sources might
be equally good/bad and theses source-dependant methods reduce to simple majority voting.
Moreover, in many real-world scenarios, we may not have explicit source information altogether. In
such scenarios, current approaches either use techniques like heuristic aggregation rules, majority vote,
or involve humans to resolve conflicts via learned transformations [4, 15]. We show experimentally
that naïve methods like choosing the value provided by the majority vote of sources often lead to
inaccurate and unreliable results (see Section 5.1). Human-in-the-loop approaches have multiple
challenges, including (1) they can be prohibitively expensive and time-consuming depending on the
number of clusters, and the difficulty of resolving conflicts; and (2) they often assume users do not
make mistakes, or they need to involve multiple voters introducing new types of conflicts that needs
additional resolution mechanisms.
In this paper, we show how to use a principled machine learning approach to solve the record
fusion problem taking into account all available signals (statistical properties and constraints). We
propose a learning framework for record fusion based on weak supervision [16, 23]; our framework
automatically fuses records by leveraging all related information, i.e., integrity constraints, and
quantitative statistics, and source information if available. We show that our approach is able to fuse
records when source information is unavailable with an average precision ∼94%; an improvement of
∼ 45% over previous approaches, also obtaining an average precision of ∼98%; an improvement of
over ∼ 20% from previous approaches, when source information is available.
2
1.1 Technical challenges and contributions
Our ML-approach addresses multiple technical challenges with concrete contributions. We highlight
these challenges and solutions in the following sections.
Feature representation
A characteristic of record fusion is homogeneity within an entity and heterogeneity across entities.
Hence, any feature design methodology needs to take this into account. As a concrete example,
consider the database in Fig. 1 and lets focus on the first column ‘Company Name’. For each entity,
the values for the first column are similar (‘Google’, ‘Google Inc.’ ) but are very different when
compared against that column values across entities, for example ‘Amzn’, ‘Microsoft’ etc. Hence,
naïve representations like one-hot encoded strings or even word2vec representations are not likely to
be able to uncover the relationship that governs which value is correct across that particular entity.
To address this issue, we design representation models that capture various characteristics of the
data that providing a rich input to a model. Attribute-level features which capture the distributions
governing the values and format of the cell attribute. Tuple-level features capture the joint distribution
of different attributes and perform weak predictions for possible values of each cell of final dataset.
Dataset-level features capture a distribution that governs the compatibility of tuples and values in the
dataset D. Section 3 provides details of each of these steps.
Model construction and Training Data Generation
Another property of the record fusion domain is the heterogeneity across different attributes. That is
each, column of the database is very different from other columns and sometimes has its own unique
format (e.g., Addresses, Zip codes, Webpages see Fig. 1). Representing all these different features
in a single domain is a challenge. A learning algorithm which tries to predict the correct value of
cells over the range of all possible values with heterogeneous formats is deemed to fail or require
prohibitively large number of data points. To tackle this problem, we propose to learn a different
classifier for each attribute. Hence, our learning framework outputs c different classifiers where c is
the number of columns in the dataset.
Once the features are constructed, we use a stage-wise additive model to learn a classifier. First,
we learn a softmax classifier using our original featurized dataset. While it is possible to use this
classifier to make predictions, we construct deeper models using non-linear features using a greedy
stage-wise approach. More concretely, we use the predictions from the previous stage to construct
a new feature set for current stage which comprises of the original features and also the ‘dynamic
features’ from the previous step. We again learn a logistic regression classifier using these sets of
features. We repeat this process for a fixed number of steps.
While the approach described in the previous items is sufficient for a comprehensive treatment of
the record fusion problem. We go one step further and also add data augmentation amidst this mix
so that our models are more robust. We discuss more about it in Section 4 and appendix. Adding a
data-augmentation at 10% seems to be the most effective in improving classifier accuracy.
Finally, we evaluate our framework on multiple real-world datasets, where we demonstrate its ability
to determine the correct values for real-world entities, and we show that probabilistic inferences with
sufficient training data are a valid modelling tool for the record fusion problem (Section 5).
2 Preliminaries
A relational database is a set of records D = {d1, . . . , dn} such that each record (or tuple) di =
(di1, . . . , dic) has c attributes or columns. For all i, let dij ∈ Rj . We say that the database D has a
schema S = {R1, . . . , Rc}. Each dij represents a cell in the database D.
A clustering C of the relational dataset D is a partition of its records into disjoint sets. That is
C = {E1, . . . , Ep}} where Ek ∩ Ek′ = ∅ and ∪Ek = D. We also say that the E1, . . . , Ep are the
set of p entities for the dataset. For each i, we define Id(i) := k if and only if di ∈ Ek. In this paper,
we assume that the true cluster identities are known for all the records in the database. For each
1 ≤ k ≤ p and for each 1 ≤ j ≤ c, define Ekj = {dij : di ∈ Ek}. That is, Ekj represents the set of
all possible values for the kth entity on the jth column.
Let G = {g1, . . . , gp} be a data set with schema S that contains the correct label of clusters in C. For
each row gi = {gi1, . . . , gic} ∈ G that corresponds to cluster ci ∈ C and attribute Rj ∈ S, gij is a
ρj-dimensional one-hot vector that represent the correct values, where dj = maxiEij .
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Besides D, we are provided with a labels set GT ⊂ G. gij is given for all attribute Rj ∈ S and every
Tuple gi ∈ GT , and also, optionally, a set of data rules as in form of denial constraints (Def. 3) Σ
might provided. We define GU = G\GT as the set of unknown labels. We are now ready to define
the record fusion problem.
Definition 1 (Record Fusion). Let D be a relational database with schema S. Let C be the set of
entities of the database, and Ekj be the set of all possible values of the kth entity for the jth attribute.
The goal is for each cell in GU , output a probability distribution over Ekj that determines the correct
label.
To solve the record fusion problem, we use the following strategy. From the given database, we learn
classifiers h1, . . . , hc for each of the attributes in the database. Before we introduce our framework
in more detail, it is useful to define the label dimension which will be used later.
Definition 2 (Label dimension). The label dimension is the maximum number of records that
correspond to a particular attribute. ρj := maxk |Ekj |
Let Dj = {dij : 1 ≤ i ≤ n}. That is Dj is the set of all values of jth column of the database. For
each dij ∈ Dj , we first convert it into a feature vector vij . The classifier fj is then trained on the
dataset Zj = {(vij , lij) : 1 ≤ i ≤ n} where lij is an ρj-dimensional one-hot encoded vector that
represents the ground truth. More precisely, let dij ∈ Ekj and the ground truth value for jth column
in the kth entity be given by the qth element in Ekj . Then lij has a one in the qth index and zero
on all the other dimensions. We will also frequently use the notation Xj = {vij : 1 ≤ i ≤ n} to
denote the features set and yj = {lij : 1 ≤ i ≤ n} to denote the label set. Under this notation,
Zj = (Xj , yj). For cells in GU in the first iteration, we assign majority vote as their weak labels.
That is we put one in the dimension that has the maximum frequency and zero in all other dimensions,
and if we have more than one maximum frequency, we select one randomly. In the next iterations, we
use prediction of the model in the previous iteration.
To conclude, we construct featurized datasets Z1, . . . , Zj , . . . , Zc for each of the attributes of the
database. Using these datasets, we are then able to train classifiers h1, . . . , hc. In the next section, we
describe our featurization step in detail.
3 Feature design
Our featurization strategy can be be broadly divided into three components; attribute-based, record-
level and database-level. Attribute-level features introduce signals specific to that particular cell while
the other two aim to capture more global signals. Finally, we combine the features obtained through
all the three strategies into a single vector. Next, we give a more detailed description of each of these
strategies. Note that formal algorithmic descriptions are included with the appendix (Section B).
3.1 Attribute-level Features
Attribute-level features use three strategies. The first is also referred to as a format model which
aims to capture the variations governing the style or format of the values. Here, each character is
replaced by a special token depending on its type. Like, all alphabets are replaced by a token ‘A’, all
numbers by token ‘N’ etc. The original string is then represented as a vector in an n-gram model.
In this paper, we fixed n = 2. For example, ‘Google’ would be represented as ‘AAAAAA’ while
‘Google Inc.’ would be represented as ‘AAAAAASAAAS’ and similarly for other cells. After this
transformation, each string is represented as a vector which represents the count of the different
n-grams in the string ([5, 0, 0, 0], [7, 2, 1, 0]). Second Strategy is Running cluster-value feature. As
our model uses an iterative algorithm, this signal captures the compatibility of the attribute value in
a mention with the running cluster value (after inference). For each possible value, we have a flag
that indicates if it was the predicted value in an earlier iteration. In the first iteration, the current
Running cluster-value feature is zero for each possible value as we do not want to give more weight
to the decision of the majority vote. Character and token sequence, the third strategy, makes use of an
embedding matrix M which maps all values of the jth column into an euclidean space. Given a cell
dij , we compute its distance to the entity average representation and include this value in the feature
vector. Next, lets take a look at the record-based featurization strategy.
3.2 Record-level features
Record-level features capture the ‘relationship’ of that particular attribute with other attributes in its
record (row). We have two signals. For the first signal, we include the counts of pairs of attributes.
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This is also referred to as co-occurrence counts. As an example, if the value “New York" in attribute
City appeared more often with “United States" of attribute “Country", the record-level signals should
reveal this effect. As we have multiple values for each attribute, we use the values that are predicted
in a previous iteration for each attribute in our calculations. This feature is updated in every iteration.
Finally, it should be noted that we use one co-occurrence feature per pair of attributes. Vote model as
another signal, captures how often the cell entry dij occurs amongst rows within its own entity. Next,
we take a look at the dataset-level featurization strategies.
3.3 Database-level Features
The first strategy that we use here is to include something called a source information. In many
record fusion applications, different rows (or records) come from different sources. Assume that there
are k different sources, where k is known a priori. Different sources have different levels of ‘trust’.
Hence, the knowledge of whether that cell came from a particular source is relevant to determine the
‘correctness’ of that cell. We include source information in our features as a k-dimensional one-hot
vector. Note that, in some cases, source information might be unavailable. In those cases, we ignore
this feature and include other features. The next information that might be available is a set of data
rules in form of denial constraints [21]. Before, we discuss how we capture this information, lets
formally define a denial constraint.
Definition 3 (Denial constraint). Given a database D with c attributes and schema S. A denial
constraint is a rule with the format φ : ∀dα, dβ , dγ , · · · ∈ D,¬(P1 ∧ · · · ∧ Pm) where Pi is of
the form v1φv2 or v1φC with v1, v2 ∈ dx.A, x ∈ {α, β, γ, . . . }, A ∈ S, C is a constant, and
φ ∈ {=, 6=,≥,≤, <,>}.
For example, the data rule Zip =⇒ City can be presented as ¬(di.Zip = dj .Zip ∧ di.City 6=
dj .City) for di, dj ∈ D. This means that any two rows in the database which have the same entry
for the attribute ‘Zip’ should also have same entry for the attribute ‘City’. Note that the converse
need not be true. That is, there can be two rows with the same value for the column ‘City’ but have
different zip codes. Denial constraints are the most general form of rules in first order logic. For each
cell dij , we look at the number of denial constraints that involve the jth column. For each of these
constraints, we count the number of violations of that denial constraint assuming that the current
record di is indeed correct. We include this information in the feature vector and call it constraint
violation.
As a final strategy, we include neighbourhood-based features which makes use of the embedding
matrix M (used earlier in the attribute-level features too) and another embedding matrix Q. The
matrix Q is able to map an entire record (or row) into an euclidean space. For each row, we combine
the embeddings obtained from M and Q into one joint attribute-record mapping. We compute the
average of such mappings across the entity and compute the distance of the current vector from the
average.
All the strategies are described in detailed in Algs. 2, 3 and 4 in the appendix. For every cell, dij
the complete featurization strategy is to call the three algorithms to obtain three vectors. We then
combine (or concatenate) these three vectors to obtain the final representation for that cell.
4 Learning Algorithm
Section 3 enables us to construct training datasets Zj for all columns in our database. Recall, that
Xj = {vij : 1 ≤ i ≤ n} is the set of all features corresponding to the jth column while yj = {lij}
is the set of ρj-dimensional one-hot encoded ground truth vectors and we use Zj = (Xj , yj) =
{(vij , lij) : 1 ≤ i ≤ n} for training the model. Our goal is to learn a mapping fj from the set Xj to
the set yj .
Since each fj outputs a ρj-dimensional one-hot vector, we can view this as a multi-class classification
problem. While the training phase can use some of the standard frameworks from supervised learning.
The prediction phase can not use the standard approach due to the peculiarities of our problem.
More precisely, observe that each entity Ek at the column j has size ρj ≤ ρ. However, this does not
present a problem during training as a one-hot vector of dimension |Ekj | can be trivially extended to
dimension ρj . However, during the inference phase, a vector of dimension ρj needs to be mapped
back to a dimension |Ekj | to get the predictions for that cell. We will address this problem in Section
4.1. But before that we first describe our training algorithm.
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Algorithm 1: Stage-wise additive learning
Input: Training dataset Z = (X, y) where yi ∈ {0, 1}ρ. Let IU determines indices of rows in GU . Let yT be
the labels in GT . f be the function that does all featurization in Section 3. #iterations T .
Output: Classifier h
1 Define X [0] := X .
2 Let h[0] be the softmax classifier obtained by training on (X [0], y)
3 for t = 1 to T do
4 y
[t]
U = {y[t]i = h[t−1](X [t−1]) : ∀i ∈ IU}
5 y[t] = yT ∪ y[t]U
6 Define X [t] = f(X [t−1], y[t])
7 Let h[t] be the softmax classifier obtained by training on (X [t], y[t])
8 end
9 return h[T ]
Given a training set Z = (X, y) such that X ∈ Rb and y ∈ {1, . . . , ρ}. A softmax classifier outputs
a function f : X → [0, 1]ρ according to the following rule.
f(x) = softmax(Wx) =: yˆ
where W is a learned matrix of size b× ρ.
Alg. 1 describes the training procedure for any one of the datasets Zj . We repeat Alg. 1 c times
to get classifiers h1, . . . , hc. For a particular Z = (X, y), the algorithm works as follows. We
first learn a softmax classifier h[0] over the entire dataset X . We then use the output h0(x) to
make better prediction for unlabeled data and concatenate it training data labels y[1]. Then we
update the dynamic feature vectors, the ones that need labels to be computed. More precisely,
X [1] = {f(x[0]i , y[1]i ) : xi ∈ X} is constructed by the output of the classifier h0 for unlabeled data
which is better estimation than maximum frequency that we used in first iteration. Then, these new
set of feature vectors X [1] and labels y[1] are used to train a softmax classifier. We repeat this process
iteratively for T steps. At each intermediate step t, we have that X [t] = {f(x[t−1]i , y[t]i ) : xi ∈ X} is
constructed by the output of the previous step for unlabeled cells. These features in fact induce a
deep-learning-like framework where at each stage, we are adding non-linear transformations from
the previous stage. However, unlike deep models, we do not train the previous layers but those are
fixed to the values we learned before. Due to space constraints, this discussion is only included
with the appendix (Section C.2). We finally output hT . At each stage, we use a multi-class softmax
as a classifier. Other choices for classification function are possible, namely multi-class logisitic
regression [18], decision trees [25] etc. In this paper, we stuck with the choice of softmax regression
as it gave good empirical performance as shown in the experiments sections.
In some record fusion applications, it might not be possible to get a large set of labelled entities. In
such situations, augmenting the training set with additional points might be very helpful. Even in
cases where we have a large number of training examples, data augmentation can prove to be helpful.
We generate and add artificial entities from existing entities using standard transformation techniques.
The output is a set of additional clusters that are legitimate to be used for training. Due to space
constraints the details of data augmentation are included in the appendix. (Section D).
4.1 Inferencing with Variable Domain Size
During inference, our goal is to predict the correct value for each column for each of the entities
Ek. We have two different type of inference. For a column j, we have learned a classifier fj which
outputs a ρj-dimensional vector for each cell. If the Ek is part of GU then y
[T ]
U is the prediction. But
if Ek 6∈ C, we first use h0, . . . , hT to obtain the feature vector of the cells in Ek. Then, for each of
the |Ek| values for the jth column, we can use our classifier to obtain |Ek| different ρj-dimensional
vectors. Now, we have two problems. The first is how to fuse the |Ek| predictions of the clusters into
a single output?. The second question is given a ρj-dimensional output how to do we use that to get
one value for that cell?
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Table 1: Datasets used in our experiments.
Dataset Size Clusters Attributes # Sources
Flight 57222 2313 6 37
Stock 1 113379 2066 10 55
Stock 2 107260 1954 8 55
Weather 43003 13689 6 11
Address 3287 494 6 N/A*
* N/A = Address dataset basically has been generated without
sources.
Table 2: Precision’s Median, Average, and Variance of different methods for different datasets.
Dataset
(T size) Prec HFS Count ACCU CATD SSTF SlimFast HFW MV USTL+MV
Flight
(5%)
Med 0.998 0.901 0.878 0.952 0.739 0.220 0.959 0.296 0.305
Avg 0.998 0.882 0.892 0.939 0.732 0.241 0.947 0.176 0.337
StE 3.4× 10−4 0.0 0.005 0.013 0.021 0.003 0.008 0.202 0.105
Stock 1
(5%)
Med 0.997 0.815 0.906 0.971 0.688 0.323 0.985 0.051 0.050
Avg 0.997 0.862 0.917 0.941 0.632 0.343 0.989 0.035 0.062
StE 0.002 0.021 0.014 0.023 0.005 0.006 0.003 0.024 0.034
Stock 2
(5%)
Med 0.988 0.840 0.853 0.823 0.779 0.767 0.938 0.765 0.856
Avg 0.991 0.825 0.812 0.737 0.652 0.795 0.935 0.782 0.856
StE 0.014 0.006 0.013 0.009 0.031 0.028 0.013 0.064 0.107
Weather
(5%)
Med 0.997 0.909 0.702 0.706 0.537 0.517 0.794 0.721 0.738
Avg 0.992 0.849 0.762 0.707 0.613 0.541 0.787 0.741 0.732
StE 0.004 0.018 0.009 0.017 0.011 0.003 0.021 0.060 0.023
Address
(10%)
Med n/a* n/a n/a n/a n/a n/a 0.912 0.817 0.822
Avg n/a n/a n/a n/a n/a n/a 0.899 0.740 0.780
StE n/a n/a n/a n/a n/a n/a 0.019 0.231 0.183
* n/a = Address dataset basically has no source information, so source-needed algorithms cannot be executed.
Both of these questions can be answered in several different ways. For the first question, our
approach is to simply take an average of all the different vectors to obtain a single vector. Other more
sophisticated approaches are possible but for now this gave us a good empirical performance. Again,
for the second question, we choose the index which has the maximum value for the probability vector
amongst the first |Ek| indices and ignored the output values in indices from |Ek|+ 1 up to ρj this
analogous to re-normalize the distribution over the first |Ek| indices and then take the maximum
from that range. Again, instead of an argmax other probabilistic approaches like selecting an index
with probability proportional to its value is possible. But the simple approach gave good empirical
performance as shown by our extensive experiments.
5 Experiments
We evaluate our record fusion framework using real datasets with various rules. We answer the
following questions: (1) how well does record fusion framework work as data fusion system compared
to the state-of-the-art data fusion systems when the source information of the entries is known. (2) how
well does it perform when the source of entries are not available compared to [4] and Majority Vote.
(3) what is the impact of different representation contexts on data fusion. (4) how well our cluster
augmentation and iterative algorithm can solve the problem of learning from noisy and incomplete
data. We use five benchmark datasets with different domain properties and usage described in Table 1.
We compare our approach, referred to as HFS when we have sources and HFW when sources are
unavailable, against several the-state-of-art methods. (see Appendix Section E.1 for more details).
5.1 End-to-End Performance
Table 2 summarizes the precision’s Median, Average, and Variance of methods and as it shows, our
method consistently outperforms all other methods. For Flight,Stock 1, Stock 2, and Weather, we
set the amount of training data to be 5% of the total dataset. For Address, we set the percentage
of training data to be 10% (corresponding to 40 clusters) since Address is small. In the no sources
information case, we see improvements of 70 points for Flight and Stock 1. More importantly, we
find that our method is able to achieve low standard error in all datasets despite the different cluster
and true record representation distribution in each dataset. This is something that seems challenging
for prior data fusion methods and reduce their results consistency and reliability. Despite the fact that
source information is an important factor for other algorithms, HFW can obtain high precision. This
is because HFW models estimates the actual data distribution by extracting source signatures using
attribute correlation from datasets. For instance, for Address, we see that MV can find many of the
true record representations—it has high precision—indicating that most true record representations
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Figure 2: Ablation studies to evaluate the effect of different representation models.
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correspond to statistical frequency. Overall, our method achieves an average precision of 91% without
sources information, and an average precision of 99% when sources information available across
these diverse datasets, while the performance of competing methods varies significantly and they are
not consistent on all datasets.
5.2 Representation Ablation Study
We perform an ablation study to evaluate the effect of different representation models on the quality
of our system. Specifically, we compare the performance of HFW when all representation models
are used versus variants of HFW , where a set of representation models is removed at a time.
Single Representation Effect: In Figure 2, we report the precision of the different variants as
well as the original HFW . It is shown that removing any feature has an impact on the quality of
predictions of our model. More importantly, we find that different representation models have a
different impact on various datasets. For instance, the most significant drop for Stock1 and Weather
is achieved when the co-occurrence model is removed, while for Flight and Address, the highest
drop is achieved when the voting model is removed. Therefor, the representation models that we
considered have a positive impact on the performance of our system. As it can be seen in Figure 2,
for example, in dataset Fight, we see that removing Running-cluster value representation from model
has the minimum impact on the performance, and if we see the parameters of this representation after
it trained, they have values that almost ignore the impact of this signal.
Group Contexts Effect Figure 3 shows the effect of a group of representation models correspond-
ing to different contexts. Removing any contexts group has an impact on the quality of predictions of
our model. Furthermore, for datasets that have various properties, different context groups have the
most prominent effect on the performance of HFW . This validates our design of considering repre-
sentation models from different contexts. Therefore, it is necessary to leverage cluster representations
that are informed by different contexts to provide robust and high-quality data fusion solutions.
5.3 Effects of Iterations on Performance
In this experiment, we validate the importance of the iterative process to improve learning performance.
Figure 4 shows the results of HF for a various number of iterations. The results validate that as the
number of iterations increases, we were able to get more accurate predictions. This observation has
significant meaning for the performance of HF as getting more accurate predictions in each iteration
results in recalculating the dynamic features more accurately in each round. For instance, in Weather,
HF was able to achieve precision less than 0.7 with only one iteration; however, after 15 iterations,
the precision was improved over 10 points. Therefore, the recurrent process is an effective approach
for calculating accurately dynamic features.
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5.4 The Augmentation Process Robustness
Figure 5 shows the performance of the augmentation process for different training data sizes. In
summary, we find that the augmentation is robust and can achieve high precision even if the training
data consist only 0.2% of the clusters in the dataset.
6 Conclusion
We introduce a machine learning framework for record fusion, which the underlying challenge
in two well-known classical problems: data fusion [6, 10, 24] and golden record [4]. We learn
rich data representation models, and resolve the training data shortage via data augmentation. We
iteratively obtain and apply a model that can predict the correct label for unlabeled data. Our proposal
outperformed previously proposed models, especially for the absence of source information.
7 Broader Impact
Record fusion is the main technology in almost all entity resolution and knowledge reconciliation
efforts, which are crucial steps in building large scale knowledge bases and knowledge graphs.
These consistent knowledge bases are powering many important downstream applications, including
question answering and training large machine learning models. The arms race to construct these
knowledge graphs among all major tech companies such as Google, Microsoft, and Amazon is a
strong evidence on the impact of record fusion solutions. Most current record fusion methods are
even simple methods to estimate the reliability of sources, or complicated and hard-to-maintain
rule-based engines that do not scale with web-scale knowledge graphs. We believe that our proposal
to automate record fusion, while taking into account all previous approaches as signals/features,
provides a principled, holistic and an extensible solution that scales well to modern large knowledge
graphs. We are currently in talks to deploy this proposal with major knowledge graph creators.
Appendix
A Related Work
Several pieces of research have been done on combining data from multiple sources. Bleiholder et
al. [1] surveyed existing strategies for resolving inconsistencies in structured data. The data fusion
methods can be categorized into four main regimes:
• Naïve method: In this method, all sources have a vote, and the correct value for each object
is decided by choosing the value that has maximum votes among all the conflicting values.
• Source-based: The main goal of these methods is to calculate how accurate each source is.
More specifically, the votes of the sources do not have the same "weight." The importance
of each vote depends on the quality of the source.
• Relation-based These methods use the main idea of Source-based methods. They also
consider the correlation between the sources (e.g., if a pair of sources copy from each other).
• Transformation-based These methods reduce cluster size by transforming values to each
other and use human-in-the-loop to fuse remained set.
In the field of discovering dependencies between data sources, many works have been done as well.
In [6], Dong et al. applied Bayesian analysis to decide on dependencies between sources. In [5],
Dong et al. also consider various types of copying on different data items. Moreover, the authors in
[7] explore the idea of integrating data and determining the way the sources are interacting with each
other by examining the update history of the sources.
Besides, there has been a lot of research in the field of evaluating trustworthiness resulting in
algorithms such as PageRank which assigns trust based on link analysis and TrustFinder[27] which
decides about the importance of a source based on its behavior in a P2P network. Moreover, in [9],
Dong et al. examine the problem of selecting a subset of sources before integration. The authors
claim that by choosing only the sources that can be beneficial for their algorithm, they can achieve
higher performance than by using all the available sources and data.
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Furthermore, in [22], Pasternack and Roth solve the data fusion problem by creating an iterative
model. The main idea of their fact-finding algorithm was to incorporate prior knowledge from the
users into their process, to integrate data from conflicting claims. In [24], Rekatsinas et al. propose
the SLiMFast framework to solve the data fusion problem as a learning and inference problem over
discriminative probabilistic graphical models. The method of this paper is also the first that came
with guarantees on its error rate for the estimation of the source accuracy.
Finally, in [4] human-in-the loop is used to solve entity consolidation; instead of using sources, the
system simulates source information for entity resolution by asking information from an oracle. To
the best of our knowledge, this is the only method that can work without source information.
A.1 Deduplication process
Since the input of record fusion problem is the output cluster of deduplication process, we give the
following example.
Example A.1. Figure 6 shows a tabular data containing tuple id’s, person names, occupation, and
address and illustrates the task of a typical deduplication approach. Deduplication produces a table
with the clustering of those records, where each cluster refers to the same real-world entities. The
process of finding the true records for entities is called “golden record problem”. In this setting,
there is no information about sources, as all records might have come from the same source.
Deduplication 
Process
 
ID Name Occupation Zip 
𝑡1 Bob Adams Student N2L 3G1 
𝑡2 L. Sims Manager 38241 
𝑡3 Bob Adams Intern 10011 
𝑡4 Alice J. Student 94309 
𝑡5 Lisa Sims Manager 38 241 
𝑡6 Alice J. Professor 53706 
𝑡7 B. Adams Intern 10-011 
Input 
 
ID Name Occupation Zip 
𝑡1 Bob Adams Student N2L 3G1 
𝑡3 Bob Adams Intern 10011 
𝑡7 B. Adams Intern 10-011 
𝑡2 L. Sims Manager 38241 
𝑡5 Lisa Sims Manager 38 241 
𝑡4 Alice J. Student 94309 
𝑡6 Alice J. Professor 53706 
⇢
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Figure 6: A typical deduplication task.
B Feature design
Regarding to the feature design described in Section 3, we have Alg 2 for Attribute-Level features
3.1, Alg 3 for Record-Level features 3.2, and Alg 4 for Database-Level features 3.3.
C Learning algorithm
C.1 Relation to iterative learning
Another way to view Alg. 1 is through the framework of iterative learning or ‘dynamic’ features.
Consider the original set of features in the data X . To this set of features, we have a set of dynamic
vectors. Denote the new dataset by X ′. If XS , the static part of X has dimension ν and the dynamic
parts of X has ψ then X and X ′ have dimension ν + ψ. The ψ-dimensional vector represents the set
of dynamic features. We initialize the dynamic features by the all zero vector. Observe that Alg. 1 is
identical to the algorithm with dynamic features as stated in the corollary below.
Corollary C.1. Given Z = (X, y) such that y ∈ {1, . . . , ρ}. Let X ′ = (XS ,0ψ) where 0ψ denotes
the ψ-dimensional vector of all zeros. Consider an iterative version of softmax classification on the
set Z ′ = (X ′, y) defined in Alg. 5. Then, the Alg. 1 is identical to the formulation in Alg. 5 with
dynamic features.
C.2 Relation to deep learning
In the previous sections, we saw how our algorithm can be viewed as a stagewise model or a model
with dynamic set of features. In this section, we look at another interpretation; namely, its relation to
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Algorithm 2: Attribute-level features
Input: Database D.
Cell dij with row i and column j such that Id(i) = k.
Set Ekj of all possible values for the kth entity on the jth column.
An embedding matrix M which maps all elements in Ekj to a vector in Rm.
Output: Vector vij representing the attribute-level features for dij .
1 Map dij is a string tij over the alphabet {A,N, S};
2 foreach character c in dij do
3 If c is a letter then map c to ‘A’ ;
4 If c is a number then map c to ‘N’ ;
5 If c is a space character then map c to ‘S’ ;
6 end
7 Let uij be the nine dimensional vector representing the counts of all 2-grams of pij ;
8 foreach d′ij in Ekj do
9 Compute the m-dimensional embedding of d′ij using the matrix M . Denote it by a
′
ij ;
10 end
11 Compute the average of the embeddings and denote by a.;
12 Let wij = dist(aij , a);
13 Make ρj-dimensional vector xij of zeros;
14 if ¬(first iteration) then
15 Use the model prediction in previous iteration and put one in corresponding dimension in xij ;
16 end
17 return vij := [uij , wij , xij ]
Algorithm 3: Record-level features
Input: Database D.
Cell dij with row i and column j such that Id(i) = k.
Set Ek. All rows corresponding to the kth entity.
Output: Vector vij representing the record-based features for dij .
1 foreach column j′ 6= j do
2 Let nj′ be the number of occurrences of (dij , dij′) over Ek;
3 Let mj′ be the number of occurrences of dij′ over attribute j′ in Ek;
4 end
5 Let uij = [. . . ,
nj′
mj′
, . . .] be the c− 1 dimensional vector representing the co-occurrence counts of
the given attribute dij ;
6 Let wij = t|Ek|where t is the number of occurrences of dij over Ekj ;
7 return vij := [uij , wij ]
deep learning. At each stage, our model does the following computation.
y
[t]
U = {y[t]i = h[t−1](X [t−1]) : ∀i ∈ IU}
y[t] = yT ∪ y[t]U
X [t] = f(X [t−1], y[t]) where we have that
ht−1(X [t−1]) = softmax(Wt−1 X [t−1] )
Note that in standard deep learning architectures, X [t] = ζt−1(X [t−1]). In our architecture, we also
concatenate it with the original set of features XS . While in deep learning the number of hidden
states is varied and is a hyper-parameter, in this framework the number of ‘hidden states’ is fixed at
ψ + ν (the sum of dimension of dynamic and static vectors).
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Algorithm 4: Dataset-level features
Input: Database D.
Source matrix S of size n× k. (Optional)
Cell dij with row i and column j such that Id(i) = k.
Set Ek of all rows belonging to the kth entity.
Set Σj of denial constraints for the jth column.
An embedding matrix M which maps all elements of the jth column to Rm.
An embedding matrix Q which maps all rows to Rq .
Output: Vector vij representing the database-level features for dij .
1 foreach row di′ ∈ Ek do
2 Compute the q-dimensional embedding for di′ using matrix Q. Call it ai′ ;
3 Compute the m-dimensional embedding for di′jusing matrix M . Call it bi′j ;
4 Let ni′ = [ai′ , bi′j ]
5 end
6 Let n = avg(ni′) be the average embedding vector ;
7 Let uij = dist(ni, n);
8 Let wij = []
9 foreach σ ∈ Σj do
10 Compute x = |{rows make violation with row i w.r.t. σ}|. That is compute the number of
violations of the constraint σ assuming the value dij is correct;
11 wij .append(x)
12 end
13 Let Si be the k-dimensional vector indicating the source information for the ith row.
14 return vij := [uij , wij , Si]
Algorithm 5: Iterative learning with dynamic features
Input: Training dataset Z′ = (X ′, y).
Number of iterations T .
Output: Classifier h : X ′ → y′
1 Let the dynamic features of X be equal to zero.
2 for t = 1 to T do
3 Let ht be the softmax classifier obtained by training on (X ′, y)
4 Let y′ be the set of new labels, that keep the training set label and update the rest
5 Let the new features of X ′ be equal to f(X ′, y′).
6 end
7 return hT
Another important distinction is regarding the training algorithm. The standard deep networks are
trained with backpropogation which updates the weights of all the layers of the network in one
backward pass. In this case, we train the network in a greedy manner. We first train the first layer of
the network by using the softmax loss on its output. The learned weights are then used to compute
the input features of the next layer. And then the process is repeated. Observe that this corresponds to
‘freezing’ the weights of the previous layers and only training the weights of the current layer. We
refer to this way of training as greedy-layerwise training.
The logical steps are illustrated in Fig. 7. The input features are shown in the box and are copied
through all the layers of the network. The nodes outside the boxes correspond to the ‘dynamic’
features which have a dimension of ψ. Each layer first computes a linear mapping of the features
of the previous layer using the computation WX [t−1]. Then a non-linearity (in this case a softmax
function) is applied to the linear map. Hence, deeper and deeper layers represent more and more
complex non-linear transformations of the original input space.
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X [t−1] X [t] X [t+1]
Figure 7: The nodes in the box represent the original set of features X . The two nodes outside
represent the ‘dynamic features’. At every layer t, non-linear function of the features of the previous
layer are added to the model. Compared to traditional deep learning, in this case the original set of
input features are always passed to next layer.
D Data Augmentation
In the previous sections, we described our featurization techniques and the learning algorithm.
Together they are sufficient as a learning framework for the record fusion problem. However, in this
section we go a step further and also propose a data augmentation mechanism.
In some record fusion applications, it might not be possible to get a large set of labelled entities.
In such situations, augmenting the training set with additional points might be very helpful. Even
in cases where we have a large number of training examples, data augmentation can prove to be
helpful in the following way. Recall that the domain of record fusion suffers from the homogeneity
versus heterogeneity problem. That is, all the entities are quite ‘different’ from one another while
records within the same entity (or cluster) are ‘similar’. In such cases, a data augmentation approach
introduces clusters which are similar to existing clusters and enables better model generalization.
Algorithm 6: Entity augmentation
Input: Database D.
Output: Augmented entities Eˆ1, . . . , Eˆo
1 Select a ‘source entity’ Es ∈ D uniformly at random.
2 foreach cell dij ∈ Es which does not belong to the ground truth do
3 Use Alg. 7 to map dij to another string gij over the alphabet Λ.
4 Select a ‘target entity’ Et ∈ D and then select row di′ ∈ Et uniformly at random.
5 Using the same procedure as above, map di′j to gi′j .
6 Compute b, the longest common sub-string between gij and gi′j .
7 Use the reverse mapping (Alg. 7) to map b back to the augmented string dˆij .
8 Add dˆij to the augmented entity Eˆ
9 end
10 Repeat the above procedure to get o augmented entities.
Our data augmentation procedure is described in Alg. 6. Before we discuss the procedure in greater
detail, lets first introduce some notation.
Definition 4 (Format alphabet). Let S1 be the set of all the letters of the English alphabets (small
case and capitalized). Let S2 = {s ∈ S+1 : |s| > 1} be the set of all strings of letters of length
greater than one. Similarly, let T1 = {0, . . . , 9} and T2 = {s ∈ T+1 : |s| > 1}. Also denote by
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U = {space,#, $, ?, . . .} the set of ‘special’ characters. Define the set of symbols
Λ = {S1,S2, T1, T2}
⋃
s∈U
s
Given a string in our database, we map it to the set of symbols Λ. Roughly, this captures the ‘format’
of the input string. For example, consider that the cell of a database has the value ‘New York-#401H3’.
Our mapping algorithm will map it to the string S2spaceS2#T2S1T1. Inuitively, this captures the
format that the input contains a letters followed by a space followed by letters etc. In this way we
represent the source string d as a format string g. Next, we repeat the same procedure to get the target
format string g′ from the target string d′. This gives us information that the source string could also
have the format g′ instead of g. Hence, our augmentation procedure involves ‘editing’ the string d to
obtain another string dˆ such that the format of dˆ is the same as g′. Thus by repeating this process for
all the cells of the entity, we obtain the augmented entity Eˆ.
Two details are missing from the discussion in the above paragraph. Firstly, how the mapping
algorithm works and secondly how to ‘edit’ a given string with format g to match another format g′.
Lets look at the former first. The editing or augmentation step then follows from that.
Algorithm 7: Format mapping
Input: String d.
Output: String g ∈ Λ+ which is mapping onto the format space.
τ−1 which maps each character of g to a substring of d.
1 Let g = ∅
2 foreach character c ∈ d do
3 If c is an english alphabet letter, add S1 to g.
4 Else if c is a number, add T1 to g.
5 Else add c to g.
6 end
7 Change g by replacing all consecutive occurences of S1 of length greater than one by S2.
8 Similarly, replace all consecutive occurences of T1 of length greater than one by T2.
9 foreach character f ∈ g do
10 Let τ−1(f) be the substring in d which mapped to f .
11 end
12 Return g and τ−1.
The algorithm works by first mapping the given string to another string over the alphabet
{S1,U1} ∪s∈U s. We then map all consecutive occurences of S1 to S2. For example, let the
source string be d =‘New York-#401H3’. Then, d is first mapped to S1S1S1spaceS1S1S1S1 −
#T1T1T1S1T1. In the second step, all the consecutive occurences of S1 and T1 are mapped to S2 and
T2 respectively. Hence, the final format representation for d is g = S2spaceS2 −#T2S1T1. The
mapping τ−1 keeps track that the first S2 corresponds to the string ‘New’, the seconf S2 corresponds
to ‘York’ and so on.
Once the mapping algorithm is known, the ‘editing’ or augmentation process is fairly straightforward.
Let the target string be d′ =‘Toronto-#21LG’ which maps to the format g′ = S2−#T2S2. In this case
the longest common sub-string between g and g′ is S2 −#T2. Using the (inverse) mapping τ−1, this
gives back the augmented string as dˆ =York-#401. And this is added as a cell to the corresponding
augmented entity.
E Experiments
E.1 Experimental Setup
We describe the datasets, metrics, and settings that we use in our experiments. We use five benchmark
datasets with different domain properties and usage described in Table 1.
Stock 1 and 2 contain data from 55 stock sources from popular financial aggregators such as Yahoo!
Finance, Google Finance, and MSN Money, official stock-market websites such as NASDAQ, and
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Table 3: Data augmentation performance for various amounts of training data T .
Dataset T HFw/oAUG 0.05 0.1 0.3 0.5 0.7 1
Flight
5% 0.779 0.869 0.919 0.958 0.949 0.946 0.928
10% 0.802 0.893 0.924 0.967 0.956 0.950 0.937
Stock 1
5% 0.826 0.942 0.985 0.928 0.939 0.920 0.914
10% 0.843 0.966 0.992 0.957 0.942 0.934 0.944
Stock 2
5% 0.825 0.923 0.913 0.902 0.903 0.903 0.901
10% 0.853 0.938 0.928 0.924 0.923 0.915 0.913
Weather
5% 0.737 0.749 0.798 0.763 0.755 0.749 0.760
10% 0.770 0.782 0.805 0.790 0.774 0.766 0.763
Address
5% 0.837 0.874 0.904 0.903 0.913 0.912 0.904
10% 0.869 0.904 0.915 0.914 0.930 0.927 0.910
financial-news websites such as Bloomberg and MarketWatch. Stock 1 contains 2066 objects (clusters)
and the ground truth is created by assuming that NASDAQ always provides the correct value. Stock 2
contains 1954 objects and the ground truth is created by taking the majority value provided by five
stock data providers [20].
Flight is a benchmark dataset that contains 37 sources from the flight domain. The sources include 3
airline websites (AA, UA, Continental), 8 airport websites (such as SFO, DEN), and 26 third-party
websites, including Orbitz, Travelocity, etc. The dataset focused on 2313 flights departing from or
arriving at the hub airports of the three airlines (AA, UA, and Continental). Each cluster is a specific
flight on a particular day [20]. The ground truth was created by taking the majority value of three
sources, including the source AA, which always has the correct value.
Weather is collected for 30 major USA cities from 11 websites about every 45 minutes. We consider
(city, time) as the key. There are in total 33 collections in a day, thus the dataset contains 990 clusters.
The attributes are manually mapped, and there are 6 distinct attributes. The ground truth is created by
taking the majority value provided by all the sources.
Address reflects applications for discretionary funding to be allocated by the New York City Council.
For each record, we select attributes that represent legal information, address and geographical
properties of location. The minimum size of each cluster is two and the ground truth has been
extracted from ISBNsearch organization website. An interesting feature of the Address dataset is that
it does not contain any source information.
These datasets are used as standard benchmarks for data fusion algorithms. Notice that we are given
data rules (denial constraints) only for Weather and Address datasets. (see Figure 5)
We compare our approach, referred to as HFS when we have sources and HFW when sources are
unavailable, against several data fusion methods. First, we consider five baseline data fusion models
that they need sources information: Counts: This corresponds to Naïve Bayes. Source accuracies
are estimated as the fraction of times a source provides the correct value for an object in ground
truth. ACCU: This is the Bayesian data fusion method introduced by Dong et al. [6] (without source
copying). CATD: A fusion method introduced by Li et al. [19] and extends source reliability scores
with confidence intervals to account for sparsity in source observations. SSTF: This data fusion
method by Yin et al. [28] leverages semi-supervised graph learning to exploit the presence of ground
truth data. SlimFast: A data fusion framework by Rekatsinas et al. [24] based on statistical learning
over discriminative probabilistic models.
We also compare to two approaches that require no sources information. Majority Vote (MV): In
each cluster-attribute, we consider the maximum frequency value as the true record representation.
USTL+MV: This entity consolidation method, which was introduced by Dong et al. [4], uses human-
in-the-loop to request user to verify the equivalence of records, and minimizes the number of queries
by transforming values in an unsupervised way. Then the Majority Vote can be used to obtain correct
records.
Evaluation Setup: To measure precision, we use Precision (P) defined as the fraction of true record
representation predictions that are correct. For training, we split the available ground truth into three
disjoint sets: (1) a training set T , used to find model parameters; (2) a validation set, which is used
for hyper parameter tuning; and (3) a test set, which is used for evaluation. To evaluate different
dataset splits, we perform 50 runs with different random seeds for each experiment. To ensure that we
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Table 4: Iterative algorithm performance for various amounts of training data T .
Dataset/Aug T 1 2 5 10 15
Flight/0.3
5% 0.682 0.712 0.853 0.930 0.953
10% 0.707 0.725 0.881 0.944 0.966
Stock 1/0.5
5% 0.813 0.859 0.928 0.966 0.984
10% 0.834 0.865 0.933 0.969 0.991
Stock 2/0.05
5% 0.746 0.763 0.808 0.899 0.923
10% 0.764 0.784 0.843 0.911 0.937
Weather/0.1
5% 0.694 0.713 0.770 0.785 0.797
10% 0.714 0.742 0.784 0.799 0.807
Address/0.5
5% 0.710 0.749 0.843 0.896 0.912
10% 0.721 0.754 0.888 0.907 0.929
maintain Precision, we report the median performance. The mean performance along with standard
error measurements are also reported. Seeds are sampled at the beginning of each experiment, and
hence, a different set of random seeds can be used for different experiments. We use ADAM [17] as
the optimization algorithm for all learning-based model and train all models for 500 epochs with a
batch-size of ten examples. We run Platt Scaling for 50 epochs. All experiments were executed on a
12-core Intel(R) Xeon(R) CPU E5-2603 v3 @ 1.60GHz with 64GB of RAM running Ubuntu 14.04.3
LTS.
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Figure 8: The effect of increasing the number of clusters via data augmentation.
E.2 Labeled Data Size Effect
In these experiments, we evaluate the effect of the size of the training data on the performance of the
augmentation policy and the iterative algorithm.
E.2.1 Effect on Augmentation Performance
Table 3 shows the data augmentation performance for various amounts of training data. In all datasets,
increasing the size of training data from 5% to 10% increase the performance. Moreover, in most
datasets, the size of the labeled data does not affect the best augmentation ratio. Only in the Address,
we see that to achieve the best precision, the augmentation ratio is 0.7 when we have 5% of the dataset
as training data in contrast with the 0.5 ratios when the training data are the 10% of the dataset. This
is likely behavior is due to the fact that Address is generally small, thus by using only 5% as training
data, our augmentation algorithm needs to create more augmented clusters for training.
E.2.2 Effect on Iterative Algorithm Performance
In Table 4, the iterative algorithm performance for various amounts of training data can be observed.
As was expected, the increase in training data enhances the performance of the iterative algorithm. It
can also be observed that HF needs at least 15 iterations in order to converge to the best precision
independently of the training size.
E.3 Effects of Augmentation on Performance
We evaluate the effectiveness of data augmentation to counteract the lack of training data. Figure
8 shows that using data augmentation yields high-quality record fusion models for datasets with
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c99013
<latexit sha1_base64="JpL7osefZuxhVg7e6kgLjKq1HtM=">AAAC7HicbVLLbhMxFHWmPEp4tbBkMyJCYoGimRSp7a6CDcsikbYojSLbc2fGil+yr6HRKF8Bu9Itf8MH8Dd4kiyYtFeyd Hyur+xzjpmVwmOW/e0lO/fuP3i4+6j/+MnTZ8/39l+ceRMchzE30rgLRj1IoWGMAiVcWAdUMQnnbP6x7Z9/A+eF0V9wYWGqaKVFKTjFSH3ls+b4OMsPlrO9QTbMVpXeBvkGDMimTmf7vT+XheFBgUYuqfeTPLM4bahDwSUs+5fBg6V8TiuYRKipAj9tVi9epm8iU6SlcXFpTFfs/xMNVd4vFIsnFcXab/da8q7eJGB5NG2EtgFB8/VFZZApmrSVnxbCAUe5iIByJ+JbU15TRzlGkzq3MGPmSJ nvKGmu1gI6XOWorQW/6rIqSBTOfO+yPjBObev98k5NHTIGx2JOqmumCxKKd23gXgfFwEERbZeViXJqNepa32DtIG4cRi1bsTS2Kq00GCX2+/ED5Ntx3wZno2F+MBx9fj84+bD5CrvkFXlN3pKcHJIT8omckjHhRJEf5Be5SXTyM7lObtZHk95m5iXpVPL7H5sX85M=</latexit>
Feedback
...<latexit sha1_base64="hx9vrypjtBJpcEsh1w05CZs9G34=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69BIvgqSRV0GPRi8cKthbaUDabTbt2 sxt2J4VS+h+8eFDEq//Hm//GbZuDtj4YeLw3w8y8MBXcoOd9O4W19Y3NreJ2aWd3b/+gfHjUMirTlDWpEkq3Q2KY4JI1kaNg7VQzkoSCPYbD25n/OGLacCUfcJyyICF9yWNOCVqp1R1FCk2vXPGq3hzuKvFzUoEcjV75qxspmiVMIhXEmI7vpRhMiEZOBZuWuplhKaFD0mcdSyVJmAkm82un 7plVIjdW2pZEd67+npiQxJhxEtrOhODALHsz8T+vk2F8HUy4TDNkki4WxZlwUbmz192Ia0ZRjC0hVHN7q0sHRBOKNqCSDcFffnmVtGpV/6Jau7+s1G/yOIpwAqdwDj5cQR3uoAFNoPAEz/AKb45yXpx352PRWnDymWP4A+fzB8y9j0Y=</latexit>
Estimation
...<latexit sha1_base64="hx9vrypjtBJpcEsh1w05CZs9G34=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69BIvgqSRV0GPRi8cKthbaUDabTbt2 sxt2J4VS+h+8eFDEq//Hm//GbZuDtj4YeLw3w8y8MBXcoOd9O4W19Y3NreJ2aWd3b/+gfHjUMirTlDWpEkq3Q2KY4JI1kaNg7VQzkoSCPYbD25n/OGLacCUfcJyyICF9yWNOCVqp1R1FCk2vXPGq3hzuKvFzUoEcjV75qxspmiVMIhXEmI7vpRhMiEZOBZuWuplhKaFD0mcdSyVJmAkm82un 7plVIjdW2pZEd67+npiQxJhxEtrOhODALHsz8T+vk2F8HUy4TDNkki4WxZlwUbmz192Ia0ZRjC0hVHN7q0sHRBOKNqCSDcFffnmVtGpV/6Jau7+s1G/yOIpwAqdwDj5cQR3uoAFNoPAEz/AKb45yXpx352PRWnDymWP4A+fzB8y9j0Y=</latexit>
Record Fusion with Cluster Augmentation
Cluster Augmentation Module Cell Value 
Representation
Module
Model Training and 
Classification
ModuleLearning Automatons 
Cluster Augmentation 
with Transformations  <latexit sha1_base64="R0dE9LFdX2Ly6O3iN7vHAtbhJ6k=">AAAC0HicbVHLahsxFJUnbZO4rzyW2Qw1hS6KmXEL7TK0my6dECcB2wRJc+0R1mOQrhqbwZRuu8g2+ZL8S/+mGtuLKskFwdG5V+iec1glhcMs+9tKtp49f7G9s9t++er1m7d7+wfnznjLYcCN NPaSUQdSaBigQAmXlQWqmIQLNvve9C9+gnXC6DNcVDBWdKrFRHCKDTXql+Jqr5N1s1Wlj0G+AR2yqf7Vfut+VBjuFWjkkjo3zLMKxzW1KLiEZXvkHVSUz+gUhgFqqsCN69Wyy/R9YIp0Ymw4GtMV+/+LmirnFoqFSUWxdA97DflUb+hx8nVcC115BM3XH028TNGkjfK0EBY4ykUAlFsRdk15SS3lGPyJfmHGzJAyFymp52sBETe1tCoFn8es8hKFNdcx6zzjtGpsXz6pKSJDZixEpGIzrZdQfGyydtorBhaKYLucmiCnVL3Y+hpLC+FiMWhpYmmHpPOHuT4G571u/qnbO/ncOf62yXyHHJF35APJyRdyTH6QPhkQTkpyQ27JXXKazJ Nfye/1aNLavDkkUSV//gEflOik</latexit><latexit sha1_base64="R0dE9LFdX2Ly6O3iN7vHAtbhJ6k=">AAAC0HicbVHLahsxFJUnbZO4rzyW2Qw1hS6KmXEL7TK0my6dECcB2wRJc+0R1mOQrhqbwZRuu8g2+ZL8S/+mGtuLKskFwdG5V+iec1glhcMs+9tKtp49f7G9s9t++er1m7d7+wfnznjLYcCN NPaSUQdSaBigQAmXlQWqmIQLNvve9C9+gnXC6DNcVDBWdKrFRHCKDTXql+Jqr5N1s1Wlj0G+AR2yqf7Vfut+VBjuFWjkkjo3zLMKxzW1KLiEZXvkHVSUz+gUhgFqqsCN69Wyy/R9YIp0Ymw4GtMV+/+LmirnFoqFSUWxdA97DflUb+hx8nVcC115BM3XH028TNGkjfK0EBY4ykUAlFsRdk15SS3lGPyJfmHGzJAyFymp52sBETe1tCoFn8es8hKFNdcx6zzjtGpsXz6pKSJDZixEpGIzrZdQfGyydtorBhaKYLucmiCnVL3Y+hpLC+FiMWhpYmmHpPOHuT4G571u/qnbO/ncOf62yXyHHJF35APJyRdyTH6QPhkQTkpyQ27JXXKazJ Nfye/1aNLavDkkUSV//gEflOik</latexit>  
Cluster Selection 
with Policy ⇧<latexit sha1_base64="ClyNa6O9TNCTmtbdQCMmuEbRGRA=">AAACz3icbVFNbxMxEHWWQttQoIVjL6tGlThU0W5AgmNVLhxTQdpKSVTZ3smuFX+s7DFttAriyoEr/BP+C/8Gb5JD3XYkS89vxvK891gthcMs+9dJnmw9fba9s9t9vvfi5av9g9cXznjLYcSN NPaKUQdSaBihQAlXtQWqmIRLNv/U9i+/gXXC6K+4qGGqaKnFTHCKgfoyGYrr/V7Wz1aVPgT5BvTIpobXB52/k8Jwr0Ajl9S5cZ7VOG2oRcElLLsT76CmfE5LGAeoqQI3bVa7LtPjwBTpzNhwNKYr9u6LhirnFoqFSUWxcvd7LflYb+xx9nHaCF17BM3XH828TNGkrfC0EBY4ykUAlFsRdk15RS3lGOyJfmHGzJEyFylpbtcCIq60tK4Ev41Z5SUKa25i1nnGad26vnxUU0SGyFhISMVmWi+hOGmjdtorBhaKYLssTZBTqUFsfYOVhXCxGLS0sXRD0vn9XB+Ci0E/f9cfnL/vnZ5tMt8hh+SIvCU5+UBOyWcyJCPCSUl+kd/kT3Ke3C Tfkx/r0aSzefOGRJX8/A/97egy</latexit><latexit sha1_base64="ClyNa6O9TNCTmtbdQCMmuEbRGRA=">AAACz3icbVFNbxMxEHWWQttQoIVjL6tGlThU0W5AgmNVLhxTQdpKSVTZ3smuFX+s7DFttAriyoEr/BP+C/8Gb5JD3XYkS89vxvK891gthcMs+9dJnmw9fba9s9t9vvfi5av9g9cXznjLYcSN NPaKUQdSaBihQAlXtQWqmIRLNv/U9i+/gXXC6K+4qGGqaKnFTHCKgfoyGYrr/V7Wz1aVPgT5BvTIpobXB52/k8Jwr0Ajl9S5cZ7VOG2oRcElLLsT76CmfE5LGAeoqQI3bVa7LtPjwBTpzNhwNKYr9u6LhirnFoqFSUWxcvd7LflYb+xx9nHaCF17BM3XH828TNGkrfC0EBY4ykUAlFsRdk15RS3lGOyJfmHGzJEyFylpbtcCIq60tK4Ev41Z5SUKa25i1nnGad26vnxUU0SGyFhISMVmWi+hOGmjdtorBhaKYLssTZBTqUFsfYOVhXCxGLS0sXRD0vn9XB+Ci0E/f9cfnL/vnZ5tMt8hh+SIvCU5+UBOyWcyJCPCSUl+kd/kT3Ke3C Tfkx/r0aSzefOGRJX8/A/97egy</latexit>
Learning Automaton 
Transformations  <latexit sha1_base64="R0dE9LFdX2Ly6O3iN7vHAtbhJ6k=">AAAC0HicbVHLahsxFJUnbZO4rzyW2Qw1hS6KmXEL7TK0my6dECcB2wRJc+0R1mOQrhqbwZRuu8g2+ZL8S/+mGtuLKskFwdG5V+iec1glhcMs+9tKtp49f7G9s9t++er1m7d7+wfnznjLYcCN NPaSUQdSaBigQAmXlQWqmIQLNvve9C9+gnXC6DNcVDBWdKrFRHCKDTXql+Jqr5N1s1Wlj0G+AR2yqf7Vfut+VBjuFWjkkjo3zLMKxzW1KLiEZXvkHVSUz+gUhgFqqsCN69Wyy/R9YIp0Ymw4GtMV+/+LmirnFoqFSUWxdA97DflUb+hx8nVcC115BM3XH028TNGkjfK0EBY4ykUAlFsRdk15SS3lGPyJfmHGzJAyFymp52sBETe1tCoFn8es8hKFNdcx6zzjtGpsXz6pKSJDZixEpGIzrZdQfGyydtorBhaKYLucmiCnVL3Y+hpLC+FiMWhpYmmHpPOHuT4G571u/qnbO/ncOf62yXyHHJF35APJyRdyTH6QPhkQTkpyQ27JXXKazJ Nfye/1aNLavDkkUSV//gEflOik</latexit><latexit sha1_base64="R0dE9LFdX2Ly6O3iN7vHAtbhJ6k=">AAAC0HicbVHLahsxFJUnbZO4rzyW2Qw1hS6KmXEL7TK0my6dECcB2wRJc+0R1mOQrhqbwZRuu8g2+ZL8S/+mGtuLKskFwdG5V+iec1glhcMs+9tKtp49f7G9s9t++er1m7d7+wfnznjLYcCN NPaSUQdSaBigQAmXlQWqmIQLNvve9C9+gnXC6DNcVDBWdKrFRHCKDTXql+Jqr5N1s1Wlj0G+AR2yqf7Vfut+VBjuFWjkkjo3zLMKxzW1KLiEZXvkHVSUz+gUhgFqqsCN69Wyy/R9YIp0Ymw4GtMV+/+LmirnFoqFSUWxdA97DflUb+hx8nVcC115BM3XH028TNGkjfK0EBY4ykUAlFsRdk15SS3lGPyJfmHGzJAyFymp52sBETe1tCoFn8es8hKFNdcx6zzjtGpsXz6pKSJDZixEpGIzrZdQfGyydtorBhaKYLucmiCnVL3Y+hpLC+FiMWhpYmmHpPOHuT4G571u/qnbO/ncOf62yXyHHJF35APJyRdyTH6QPhkQTkpyQ27JXXKazJ Nfye/1aNLavDkkUSV//gEflOik</latexit>  
D,GT ,⌃, src
<latexit sha1_base64="ot4KApqeUCJIscQ3aIyU1QbS4JA=">AAAC3nicbVHLbhMxFHWGVwmvFJYgNKJCYhFFk1aCdlcBEixb0bSVkijYnpsZK36M7OvSaJQl7BBbFmzhE1B/hW/gJ/AkFcK0V7J0fO61fM85rJLCYZb9aiVXrl67fmPtZvvW7Tt373XW7x864y2HATfS2GNGHUihYYACJR xXFqhiEo7Y7FXTPzoB64TRBzivYKxoocVUcIqBmnQ6r7tvJgfd0TtRKNp1lk86G1kvW1Z6EfTPwcbuo7P93x8fn+1N1ls/R7nhXoFGLqlzw35W4bimFgWXsGiPvIOK8hktYBigpgrcuF6uvkifBiZPp8aGozFdsv++qKlybq5YmFQUS/d/ryEv6w09TrfHtdCVR9B89dHUyxRN2viQ5sICRzkPgHIrwq4pL6mlHINb0S/MmBlS5iIl9elKQMQVllal4Kcxq7xEYc2HmHWecVo1ISwu1RSRIUEWAlOxmdZLyLtN8k57xcBCHmyXhQlySrUZW19jaSFcLAYtTSztZdI7TT3/m+tFcLjZ62/1tvZD5C/JqtbIQ/KEPCN98oLskrdkjwwIJyfkG/lOfiTvk0/J5+TLajRpnb95QKJKvv4BMV/xAQ==< /latexit>
TA
<latexit sha1_base64="R9NvtmN4gp/9qmL1oWx7n2rS/qA=">AAAC2XicbVG7bhNBFB0vr2BeCUg0NCsiJApk7ZoCyhAaykSKk0j2yroze+0deR7LzB2ItXJBh2gpaOEDaPkCfoKGb2HWTsEmudJIZ86dq7nnHF4r6Sn L/vSSa9dv3Ly1dbt/5+69+w+2dx4eexucwJGwyrpTDh6VNDgiSQpPa4egucITvnjb9k8+oPPSmiNa1lhomBs5kwIoUsVEA1UCVHO0mr6Zbu9mg2xd6WWQn4PdvceHf+XP/d8H053er0lpRdBoSCjwfpxnNRUNOJJC4ao/CR5rEAuY4zhCAxp90ay3XqXPIlOmM+viMZSu2f8nGtDeLzWPL9st/cVeS17VGweavS4aaepAaMTmo1lQKdm0tSAtpUNBahkBCCfjrqmowIGgaFTnF27tgoD7jpLmbCOgw80d1JUUZ11WB0XS2Y9d1gcuoG79X12pqUPG8HjMS nfNdEFh+aIN3ZugOToso+1qbqOcSg+71jdUOYwXR1FLG0s/Jp1fzPUyOB4O8peD4WGMfJ9taos9YU/Zc5azV2yPvWMHbMQEe8++se/sRzJOPiWfky+bp0nvfOYR61Ty9R94mfBA</latexit>
...<latexit sha1_base64="hx9vrypjtBJpcEsh1w05CZs9G34=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69BIvgqSRV0GPRi8cKthbaUDabTbt 2sxt2J4VS+h+8eFDEq//Hm//GbZuDtj4YeLw3w8y8MBXcoOd9O4W19Y3NreJ2aWd3b/+gfHjUMirTlDWpEkq3Q2KY4JI1kaNg7VQzkoSCPYbD25n/OGLacCUfcJyyICF9yWNOCVqp1R1FCk2vXPGq3hzuKvFzUoEcjV75qxspmiVMIhXEmI7vpRhMiEZOBZuWuplhKaFD0mcdSyVJmAk m82un7plVIjdW2pZEd67+npiQxJhxEtrOhODALHsz8T+vk2F8HUy4TDNkki4WxZlwUbmz192Ia0ZRjC0hVHN7q0sHRBOKNqCSDcFffnmVtGpV/6Jau7+s1G/yOIpwAqdwDj5cQR3uoAFNoPAEz/AKb45yXpx352PRWnDymWP4A+fzB8y9j0Y=</latexit>
...<latexit sha1_base64="hx9vrypjtBJpcEsh1w05CZs9G34=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69BIvgqSRV0GPRi8cKthbaUDabTbt 2sxt2J4VS+h+8eFDEq//Hm//GbZuDtj4YeLw3w8y8MBXcoOd9O4W19Y3NreJ2aWd3b/+gfHjUMirTlDWpEkq3Q2KY4JI1kaNg7VQzkoSCPYbD25n/OGLacCUfcJyyICF9yWNOCVqp1R1FCk2vXPGq3hzuKvFzUoEcjV75qxspmiVMIhXEmI7vpRhMiEZOBZuWuplhKaFD0mcdSyVJmAk m82un7plVIjdW2pZEd67+npiQxJhxEtrOhODALHsz8T+vk2F8HUy4TDNkki4WxZlwUbmz192Ia0ZRjC0hVHN7q0sHRBOKNqCSDcFffnmVtGpV/6Jau7+s1G/yOIpwAqdwDj5cQR3uoAFNoPAEz/AKb45yXpx352PRWnDymWP4A+fzB8y9j0Y=</latexit>
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Gate Distribution
<latexit sha1_base64="XQ5i+W6CGQtlz5VmCWMT3y5pi/E=">AAAFW3icfVRtb9MwEM7aFUY3YAPxiS8WExMfQpW2ewGhSEMg4OOQ9iY11eQ4bmLViSP7srVElfiD/AAk+C/YbvfibeK+9Pr4Lr675/HFJWcKguD3UqO53HrwcOVRe3Xt8ZOn6xvPjpWoJKFHRHAhT2OsKGcFPQIGnJ6WkuI85vQkHn8y5yfnVComikOYlnSY47RgI0YwaOhso1FFZToquQAFWCfp3GQgxQVStAyjyNc3WHdrWLeRNlY AleeYoy1EsDxEKIos/rG/Z340HHR2r1F0A+6ia/ytxQ3auwL729eBC2gW5dMEA25HMU1ZUQMb/ygZgUrSmQ1Y4HjC1GxgkUubxlj6DqKmeSw4I2iCiBAyUWGtq/ZNjb4pyO9vz9yMCTAyDk0B9+Acx1TPBqachrUUgIGGO4GPRqKAMNI3JTmG7NYXTSJyMv8brntAFyyBDIWou+OeZZSlGYSd7QjoBGyUG0ALjmVKdbuc5QxUGHT6t6sBU8JXXTr6rLUmWVwZWdyoYnjlRThJjE6Q1clgEl5KwZ+GRgrDekHW7MOcGlokc2La1nW4O1vfDDqBNXTX6S6cTW9hB2cbS7+iRJAqpwUQjpUadIMShjWWeqRcfzGqtEwxGeOUDrRb4JyqYW0fyAy91kiimZGWHWTRmxk1zpWRh440LKjbZ5aae84GFYzeDWtWlBXQgswvGlUcgUDmtaGESUqAT7WDiWS6VkQyLDHRo3NviYUY68kqp5N6Mm/AwVKJy4yRiYvmFQemH66LqiomuLSc3tuTA+o9Eeu1kLvDlBWniW/2iyqqPNYbItFj56nQ7WR5zx19DZmk+o8EqxL37HLRzNr tuQDeG9u9ovuuc9zrdPud/vfe5v6Xn3MprHgvvVfeG6/r7Xn73jfvwDvySONPs9Fcba4t/201W+3W2jy0sbSQz3PPsdaLf/51n3M=</latexit>
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Date Distribution
<latexit sha1_base64="UnsCCr/EDNwjjLn+80URYRK/FTE=">AAAF0nicfVRbb9MwFM5WCqPcNnjkxWJi4qFrk45xEYo0wR54HGI3qakmx3Ebq04c2SdbsqgPsFf+Gj+A/8CPwE67du4mztPxdy4+l88OM84UuO6fldXGveb9B2sPW48eP3n6bH3j+bESuST0iAgu5GmIFeUspUfAgNPTTFKchJyehOMvxn5yTqViIj2EMqODBI9SNmQEg4bONlb/BtlomHEBCrAO0 rFRX4oLpGjmB0Fb31CrW4OqhbSwFKg8xxxtIYLlIUJBUONer+t63Z7reeakrW6nNzcaeNvrbbsL4y5ahN6wGZNnxXXrzLdSToKkjDDgVhDSEUsrYOPLjBHIJZ3UDjMcF0xN+jVyLVTPo0TGgEzfKBMKuh0FJad+1dXT6KZ5ElKJhkImGLpDVtBo0rZylCGWNqLKJBScEVQgIoSMlF8tZtJeTKA9VxbdLSUvgJGxb7q7A+c4pHol02qlAAzU33XbutgU/ECXEOma46WMJhBZkf91182hCxZBjHzk7dq2mLJRDH7nbQC0gNrLdqApx3JE9Rw4Sxgo3+3sLFcDpoR9XTra1xSXLMwNG29UMZhrAY6iek01PfuFf83AdukbBg6qGRMmn6Z7p2k03XqrVi1inK1vuh23FnRb8WbKpjOTg7ONld9BJEie0BQIx0r1PTeDQYWlHinXGYNcvw5MxnhE+1pNcULVoKrf5QS91khkaFRvB9XozYgKJ8rwRnuaLahlW72aO2z9HIYfBhVLsxxoSqYXDXOOQCDzyFH EJCXAS61gIpmuFZEYS0z06OxbQiHGerLK6qQqpg1Y2EjiLGaksNEk58D0f2GjKg8Jzuqd3tmTBernGOrfKLGHKXNOo7b51tT0OdJIj52PhG4nTnr26CuIJdUHCTVLbNv1/zZptaYE+Gjk3Xzdt5XjXsfb6ex8623ufZ5RYc156bxy3jie897Zc746B86RQxrfG2XjZ+Oqedi8bP5oXk1dV1dmMS8cS5q//gEdUcDw</latexit>
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Departure Distribution
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Figure 9: Overview of Record Fusion with Augmentation.
varying sizes and properties (as they were described in section E.1). Hence, data augmentation is
robust to different domains of properties.
We also evaluate the effect of excessive data augmentation: We manually set the ratio between the
initial clusters and the lately generated cluster in the final training examples and use augmentation to
materialize this ratio. Our results are reported in Figure 8. We see that peak performance is achieved
when the ratio between the two types of clusters is about 10% to 30% for all datasets.We can conclude
that data augmentation is an effective and robust way to counteract the lack of enough training data.
F Record Fusion System Overview
An overview of how the different modules are connected is shown in Figure 9. First, Module 1
augments training data with additional artificial clusters. Then, Module 2 grounds the representation
model of our record fusion model. Subsequently, the representation model is connected with the
multi-class classifier model in Module 3, after generating record representation, the model gets
feedback from Module 4, and so it changes the representation and the predictions.
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