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Introduction
Evaluating peer effects in academic achievement is important for parents, teachers and schools. These effects also play a prominent role in policy debates concerning ability grouping, racial integration and school vouchers. However, despite a growing literature on the subject (e.g., Sacerdote 2001 , Hanushek et al. 2003 , Angrist and Lang 2004 , Stinebrickner, R. and Stinebrickner 2006 , Ammermueller and Pischke 2009 , the evidence regarding the magnitude of peer effects on student achievement is mixed. This lack of consensus partly reflects various econometric issues that any empirical study on peer effects must address. Identifying and estimating peer effects raises at least three challenges. First, the relevant peer groups must be determined. Who interacts with whom? Second, peer effects must be identified from confounding factors. Especially, spurious correlation between students' outcomes may arise from self-selection into groups and from common unobserved shocks.
Third, identifying the precise type of peer effect at work may be hard. The reflection problem may prevent separating contextual effects, i.e., the influence of peers' characteristics, from endogenous effects, i.e., the influence of peers' outcomes, see Manski (1993) . Researchers have used various approaches to solve these three issues; we discuss the methods and results of previous studies in more detail in the next section. As will be clear, however, there is no simple methodological answer to these three challenges.
In this paper, we provide, to our knowledge, the first application of a novel approach developed by Lee (2007) for identifying and estimating peer effects. This approach is promising, as it allows to solve the problem of correlated effects and the reflection problem with standard data and without imposing ad hoc exclusion restrictions.
The method does rely on structural assumptions, however, which makes its confrontation to real data particularly important. We have collected for this analysis original administrative data on test scores at the end of secondary school in the Canadian province of Quebec. We investigate the presence of peer effects in student achievement in mathematics, science, french, and history by applying Lee (2007) 's approach. In the process, we also advance our understanding of the method's properties.
Our econometric model relies on two key assumptions. First, individuals interact in groups that are known by the modeler. This means that the population of students is partitioned in groups (e.g., classes, grade levels) and that students are affected by all others in their groups but by none outside of it. This assumption is typical in studies of academic achievement but clearly arises from data constraints. 1 Second, individual outcome is determined by a linear-in-means model with group fixed effects. Thus, the test score of a student is affected 1 by his characteristics and by the average test score and characteristics in his peer group. In addition, it may be affected by any kind of correlated group-level unobservable. Lee (2007) shows that peer effects are fully identified in such a framework. The intuition for this result is the following. To address the problem of correlated effects, the group-level fixed effects must first be differentiated out. This removes any factor common to everyone in the group. In this model, however, a student is not assumed to be one of his own peer. This creates individual variations in average peer attributes, which are mechanically greater in smaller groups. 2 These variations survive the elimination of common unobservables. They lead to a non-linear impact of group sizes on reduced-form coefficients which can be used to recover the structural parameters. 3, 4 More precisely, contextual and endogenous peer effects are identified when there are at least three groups of different sizes, see Davezies et al. (2009) . When identified, the model can then be estimated through methods adapted from spatial econometrics, e.g. Cliff and Ord (1981) .
We use administrative data on academic achievement for a large sample of secondary schools in the province of Quebec obtained from the Ministry of Education, Recreation and Sports (MERS). Our dependent variables are individual scores on four standardized tests taken in June 2005 (Math, Sciences, French and History) by fourth and fifth grade secondary school students. All 4th and 5th grade students in the province must pass these tests to graduate. 5 One advantage of these data is that all candidates in the province take the same exams, no matter their school and location. This feature effectively allows us to consider test scores as draws of a common underlying distribution. Another advantage is that our sample is representative and quite large. We have the scores of all students for a 75% random sample of Quebec schools which, over the four subjects, yields 194,553 test scores for 116,534 students. In terms of interaction patterns, the structure of the data leads us to make the following natural assumption. We assume that the peer group of a student contains all other students in the same school qualified to take the same test in June 2005. In practice, a small number of students postpone test-taking to August 2005. We extend Lee's methodology in the empirical modelling to address this issue. However, since the difference between observed group sizes and actual group sizes is small, the correction has little effect on the results. Following Lee (2007) , we estimate the model in two ways: through generalized two-stage least squares (G2SLS) 6 and, under stronger parametric conditions, through conditional maximum likelihood (CML).
Overall, we find that the CML method yields relatively precise estimates of peer effects. 7 In contrast, estimates from instrumental variables methods are quite imprecise with our data. 8 Based on CML estimates, the endogenous peer effect is positive, significant and quite high in Math (0.82) and History (0.65) but not significantly different from zero in French (0.33) and Science (−0.23). 9 These results are on the high side, but still within the spectrum, of estimates obtained in other studies. We also find evidence that contextual peer effects matter. For instance, interacting with older students usually has a negative effect on own test score independent of the impact of others' scores. While endogenous peer effects may capture direct emulation and imitation, contextual peer effects may reflect more indirect social interactions. In any case, this approach allows us to test typical restrictions used in the literature to get around the reflection problem. We often reject these restrictions in favor of the full, unrestricted model. This shows, a posteriori, the interest of disentangling the different types of peer effects.
One potentially important limitation of the method, however, is that it may not perform well when group sizes are large, see Lee (2007) . More precisely, convergence in distribution of the peer effect estimates may occur at low rates when the number of groups is not much larger than average group size. Ratio between the two lies between 2.36 and 7.23 in our sample, so weak identification may be an issue. On the other hand, there is also much variance in group sizes in our samples. We suspect that this dispersion helps identification. We study this issue systematically through Monte-Carlo simulations. We find that indeed increasing group size variance has a strong positive impact on the precision of estimates. In addition, simulations calibrated on our data indicate that these small-sample problems are likely not an issue for our main empirical results.
The remainder of the paper is organized as follows. We discuss past research in section 2 and present our econometric model and the estimation methods in section 3. We describe our dataset in section 4. We present our empirical results in section 5 and run Monte Carlo experiments in section 6. We conclude in section 7. 6 The instruments are directly derived from the structural model (Kelejian and Prucha 1998 , Lee 2003 , Lee 2007 ), see section 3.2.2 for details. 7 The effect of individual characteristics, such as gender, age, and socioeconomic background, on test scores are precisely estimated by either method, and these estimates generally conform to expectations. 8 The higher precision of CML estimates is consistent with results in Lee (2007) showing that CML estimators are asymptotically more efficient than IV estimators. 9 For the French test, we also look at an alternative formulation under which the endogenous effect is equal to 0.51 and is significant.
2 Previous research
In this section, we give a brief overview of the recent literature on student achievement and peer effects, and we explain how our study complements and enhances current knowledge on peer interactions in academic outcomes.
As discussed above, measuring peer effects is complex as it raises three basic interrelated problems: the determination of reference groups, the problem of correlated effects and the reflection problem. The choice of reference groups is often severely constrained by the availability of data. In particular, there are still few databases providing information on the students' social networks; the Add Health dataset is an exception, see e.g. Lin (2008) and Calvo-Armengol et al. (2009) . 10 For this reason, many studies focus on the grade-within-school level (e.g., Hoxby 2000a , Hanushek et al. 2003 , Angrist and Lang 2004 . 11 Other studies analyze peer effects at the classroom level (e.g., Kang 2007 , Burke and Sass 2008 , Atkinson et al. 2008 , Ammermueller and Pischke 2009 ). Based on panel data covering Florida public school students in grades 3-10, Burke and Sass (2008) provide some evidence that peer effects tend to be weaker at the grade level than at the classroom level. This suggests two possible interpretations. On the one hand, learning and emulation effects between students are likely to be stronger at the classroom level. On the other hand, spurious correlated effects may also be more important at this level if the allocation of teachers and students to classes is not random (class-level selection biases). The administrative data we use in this study do not provide information on classes or teachers. Therefore, we assume that for each subject the relevant reference group for a student taking the test contains all other students in the same school who have completed all courses in the subject matter by June 2005. Thus, given that the reference group is likely to include students from other classes, one should probably expect peer effects to be smaller than at the classroom level. 12
Two main strategies have been used to handle the problem of correlated effects. A first strategy has been to exploit data where students are randomly or quasi-randomly assigned within their groups (e.g., Boozer and Cacciola 2001 , Sacerdote 2001 , Zimmerman 2003 , Kang 2007 . Results on the impact of contextual effects using randomly assigned roommates as peers are usually low though significant. Stinebrickner and Stinebrickner (2006) have argued that these studies tend to underestimate However, true peer effects as it is not clear that roomates represent peers of potential influence. Ammermueller and Pischke (2009) estimate peer effects for fourth grader in six European countries. They introduce school fixed effects to take into account nonrandom assignment 10 Bramoullé et al. (2009) and Lee et al. (2009) determine conditions under which endogenous and contextual peer effects are identified when students interact through a social network known by the modeller and when correlated effects are fixed within subnetworks. 11 These studies usually do not have information on teachers and classrooms. 12 In fact, at the end of secondary level, classes and teachers are usually different depending on the subject matter taught.
of students across schools but they argue that there is no "teacher shopping" by parents or "student shopping" by teachers within schools. Therefore students are roughly randomly assigned to classes once the school is chosen and identification of contextual effects relies on variation across classes within schools. In our estimation approach, we also introduce school fixed effects to capture the feature that schools are not formed randomly. As in Ammermueller and Pischke' study, we find it plausible to assume that students in a given secondary school are randomly assigned to classes, when they reach grades 4 or 5. 13 Therefore, in our econometric approach we ignore the presence of a possible correlation between unobserved characteristics of teachers and of students which could induce sorting biases in our estimates. A second strategy exploits the availability of large panel administrative databases to introduce fixed individual, school, grade-within-school and cohort-by-grade effects (e.g., Hoxby 2000a , Hanushek et al. 2003 , Vigdor and Nechyba 2004 , Carrell et al. 2008 . In these studies, contextual effects are typically identified by the mobility of students into and out of the school and by changes in student circumstances over time (e.g., parents' socioeconomic status). Of course, this approach cannot be used in our study since we do not have access to panel data.
The reflection problem is handled using three main strategies. In most papers, researchers estimate a reducedform linear-in-means model, and no attempt is made to separate the contextual and endogenous peer effects. Only composite parameters are estimated (Sacerdote 2001, Ammermueller and Pischke 2009) . In a second strategy, one uses instruments to obtain consistent estimates of the endogenous peer effect (e.g., Evans et al. 1992 , Gaviria and Raphael 2001 , Atkinson et al. 2008 . The problem here is to choose suitable instruments, that is, variables which are correlated with the endogenous peer effect but not correlated with the error terms in the structural model. For instance, Rivkin (2001) argues that the use of metropolitan-wide aggregate variables as instruments in the Evans et al. (1992) study exacerbates the biases in peer effect estimates. In our paper, we provide some results based on instrumental methods. However, our instruments are not ad hoc in the sense that they are derived from the structure of the model. A third strategy is to use lagged peer achievement as a proxy for current achievement (e.g., Hanushek et al. 2003, Burke and Sass 2008) . One problem is that this approach does not work when the error terms are autocorrelated. In any case, it requires panel data to be implemented.
In short, various strategies have been proposed to address the three basic issues that occur in the estimation of peer effects. But most rely on strong assumptions that are difficult to motivate and may not hold in practice.
Some of them require panel data while others rely on experiments that randomly allocate students within their peer group. This makes the results in Lee (2007) particularly interesting, as they show that peer effects may be 13 Informal discussions with secondary schools' administrators in the province of Quebec confirmed our intuition. 5 fully identified even with observational data in cross-section. This paper advances the literature on peer effects by providing the first application based on this new identification strategy.
3 Econometric model and estimation methods
Econometric model
We review and adapt the structural model suggested by Lee in the context of our application. Lee's model builds on and extends the standard linear-in-means model of peer effects (Moffitt 2001) to groups with various sizes.
The set of students { = 1, ... } is supposed to be partionned into groups of peers indexed by = 1, ..., . Let be the ℎ group of peers, of size . All students in the same group have the same number of peers since they interact with all others in the group. We assume that student who belongs to group is excluded from his own reference group. Let be student 's group of peers, of size − 1. 14 A peer is any fellow student whose academic performance and personal characteristics may affect 's performance. Let be the test score obtained by student . Let x be a 1 × vector of characteristics of and X be the × matrix of individual characteristics. For simplicity, the model is first presented with a unique characteristic ( = 1), which indicates whether the child comes from a low-income family. Another departure from the linear-in-means model is the inclusion of a term that captures all group invariant unobserved variables (e.g., same learning environment, similar preferences of school or motivation towards education). The error term reflects other unobservable characteristics associated with .
Importantly, we assume strict exogeneity of and { : = 1, ..., } conditional on the unobserved effect , i.e., ( | X r , , ) =0. This exogeneity assumption can notably accomodate situations where peer group size is endogenous. Suppose that, everything else equal, brighter students attend smaller schools,
i.e., schools where the cohort of students eligible to take the province-wide test in the subject matter (our peer groups) is small. In this case, peer group size may well depend on unobserved common characteristics of the student's group, : ( | X r , ) ∕ =0. Our model allows for this type of correlation. However, conditional on these common characteristics, peer group size is assumed to be independent of the student's idiosyncratic unobserved characteristics: ( | X r , , ) =0. We maintain this anonymity assumption throughout our analysis.
We do not change any other assumption of the linear-in-means model. In particular, we assume that a stu- 14 We thus have ∈ but / ∈ . 6 dent's performance to the standardized test may be affected by the average performance in his group of reference, by his family socioeconomic background, and by the average socioeconomic background in his group. Formally, the structural model is given by:
where captures the endogenous effect, the individual effect and the contextual effect. It is standard to require that | | < 1. Except for this restriction (which is not imposed in our estimations and therefore could be tested), the model does not impose any other constraints on the parameters. 15 One problem we face in our sample is that we do not always observe the scores of all students within a group.
For instance, some students may postpone test-taking to the next session due to illness. We next extend our model to allow for this possibility. Our setting is one where the total number of students (including those who postpone test-taking) in each group is known, but we only observe the test scores of subsamples of size of each group , with ≤ and ∑ =1 = . We show how to adapt Lee's analysis to this more general setting.
Let be the complement of , i.e., = − . 16 The structural equation becomes:
is the new group fixed effect. Thus, even if we do not observe test scores for all students in each group, results are not necessarily biased due to a selection effect. The key observation is that in our model, effects stemming from unobserved individuals are the same for all students in each peer group. They are therefore picked up by the group fixed effect.
To eliminate group-invariant correlated effects, we next apply a within transformation to eq. (2). In particular, as we noted above, when the effect of group size is separable from peer and individual effects, it is captured by˜ .
The model can address the problem of selection or endogenous peer group formation. For instance, school choice may depend on some unobserved factors specific to a school (e.g., reputation, unobserved quality) and determine the type of students who are attracted by these schools. The advantage of the within transformation is that we compare students of the same type. This transformation also allows to control for common environment effects.
Resources available at the school level (e.g., teaching, physical infrastructure) may affect the performance of all the students. Again, by comparing students within the same school, we can abstract from these effects.
Importantly, mean peer behavior and mean peer characteristics vary within groups as, by assumption, student is excluded from his reference group, that is, / ∈ . In addition, these variations as mechanically smaller in larger groups, reflecting the diminishing impact of an additional individual on group means. 17 The within reduced form equation for students in the ℎ group is:
where means¯ ,¯ and¯ are computed over all observed students in the group. Note that only one composite parameter can be recovered from the reduced form for each group size . At least three sizes are thus necessary to identify the three structural parameters , and .
An intuitive interpretation for the identification of the endogenous peer effect from contextual peer effects is given in Bramoullé et al. (2009) . In order to focus on the reflection problem, suppose that there are no correlated effects and that we observe the scores of all students within a group (for all ,˜ = 0 ). In the reduced form of this simpler model, own academic achievement only depends on own characteristics (e.g., whether one is from a low-income background) and the fraction of peers from a low-income background, as follows:
where is the error term 18 and where the proportion of peers from a low-income background¯ is now computed over all other observed students in the group, excluding student . The effect of the parents' background may then be decomposed into a direct effect and an indirect effect that works through feedback effects:
when belongs to 's group, 's background affects 's academic achievement, which in turn, affects 's academic achievement. 19 The indirect effect decreases with group size and becomes negligible as this size becomes larger. This reflects the diminishing role that plays, by himself, in determining other students' academic achievement when the size of the group grows. For a similar reason, the reduced form coefficient on the fraction of low-income among 's peers is increasing in the size of the group. As the role played by any peer
After some algebraic manipulations, one shows that:
decreases, the effect of the fraction of peers from a low-income background becomes larger. Thus, variation in group sizes creates exogenous variation in the reduced form coefficients across groups which, in turn, yields identification. At the limit, as group sizes (the 's) become infinitely large, we cannot identify the endogenous peer effect from the contextual peer effect from the reduced-form equation (4). This suggests that the model may suffer from weak identification when interactions are structured in groups with large sizes.
Estimation methods

CML Estimator
We consider estimation under both strong (Conditional Maximum Likelihood or CML) and weaker (Instrumental Variables or IV) identification conditions.
To present CML and IV estimators, it is easier to express model (2) in matrix notations. We now allow for any number of characteristics, so that is a × 1 vector of individual effects and a × 1 vector of contextual ones. Recall that in this setting, students are affected by all others in their group and by none outside of it. This means that the observed social interactions can be modelled as a × block-diagonal matrix
In other terms,
where is a × 1 vector of ones and I the identity matrix of dimension . Model (2) can be re-written in matrix form as follows:
where ( | X , , , )=0.
Applying the operator matrix J = I − 1 ′ allows us to obtain deviations with respect to the mean for the observed group members. Pre-multiplying eq. (5) by J eliminates the group fixed effect and yields :
Elementary linear algebra tells us that
which is equivalent to (3).
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To derive the conditional maximum likelihood estimator, we assume that the 's are i.i.d. N(0, 2 ). It follows that, given X , , and , y * follows a multivariate normal distribution with mean 20 The log likelihood function can then be expressed as follows:
where is a constant. This log likelihood function excludes any fixed effects. It is a conditional log likelihood function as it is conditional on the sufficient statistics y , (as well as on the X 's, the 's, and the 's), for = 1, ... . Lee (2007) shows that the CML estimators of , , and are consistent and asymptotically efficient under suitable regularity conditions and provided there is sufficient variation in group sizes.
2SLS and Generalized 2SLS estimators
Alternatively, the structural model (5) can be estimated by instrumental (IV) methods. To see how the methods work, define a × block-diagonal matrix J = (J 1 , ..., J ). Concatenating eq. (6) over all groups yields:
where y (resp. X) is obtained by stacking the vectors y (resp. the matrices X ), for = 1, ..., . The corresponding reduced-form is: (5) and exactly three different group sizes, there are 2 + 1 structural parameters and 3 reduced-form 20 Note that only − 1 elements of * are linearly independent. 21 Remarkably, the usual case of group interactions and the more complex case of network interactions can be analyzed within the same formalism. 22 In fact, J G = − 1 −1 J and J G 2 = 1 ( −1) 2 J , hence instruments are built here by premultiplying characteristics (in deviation) by group-dependent weights and by stacking them across groups.
parameters, so the model is over-identified. With > 3 groups of different sizes and one relevant characteristic ( = 1), the model is also over-identified and the instrument set includes (JG 2 X, JG 3 X, ..., JG −1 X).
One advantage of an IV approach over CML is that it requires less structure. Specifically, we do not assume that errors are homoskedastic (though we assume that they are independent across groups). Also we do not impose normality, nor use the structure on the error terms for identification purpose. Thus, identification in this case is semi-parametric, or "distribution-free".
In addition, we can obtain the "best" IV relatively easily from the structural model, see Lee (2007) . The idea is to first obtain consistent estimates of the parameters and then to use these estimates to build the best possible instrumental variable. The procedure adapts Generalized 2SLS strategies proposed in Kelejian and Prucha (1998) and refined in Lee (2003) to our current setting. It yields an asymptotically optimal estimator in the class of IV estimators. More precisely, our first step consists in estimating a 2SLS as described above, by using as instruments
At this step, the model is overidentified, and we obtainˆ
is the matrix of explanatory variables, P = S(S ′ S) −1 S ′ is the weighting matrix and, recall, y * = Jy. Then,
The second step consists in estimating a 2SLS estimator using as instrumentsẐ =
From the reduced-form equation, it follows that
At this step, the model is just identified, and we obtain
The variance matrix of the estimated parameters is consistently estimated by :
where D is an × block-diagonal matrix with entries in each block given by the products of the residuals from this second step.
Data
We gathered for this analysis original data from the Quebec Government MERS. These administrative data pro- One limitation of these data is that we can only group students into grade-level within each school. On the other hand, there are many advantages to its use. First, all 4th and 5th grade students must take these tests to qualify for secondary school graduation. This means that our results do not pertain to a selected sample of schools. In particular, both public and private school students have to take these tests. Another advantage is that the tests are standardized, i.e., designed and applied uniformly within the province of Quebec. We use test results gathered by the MERS, so there is less scope for measurement error with these data than with survey data on grades. Finally, although survey data may have provided information on a larger set of covariates, sample sizes in our study are larger than in typical school surveys.
Notwithstanding the limited information on the group of interaction, we know that in order to qualify for a test a student should complete all coursework in the subject matter. This helps us to limit peer groups to the population targeted by the tests. More specifically, we assume that the relevant reference group for a student taking a test is comprised of all other students in the same school who are qualified to take the test in June 2005.
Two test sessions are offered for those who completed coursework in the Spring semester. We thus consider as belonging to the same group all those who belong to the same school and who take a subject test in one of the two consecutive sessions of June and August 2005. We know the number of students in each of these groups.
But we only observe test scores for the set of students who took the test in June. Therefore we do not always observe the scores of all students within a group. We offered a correction for this problem in our discussion of the econometric model, and our empirical results below incorporate this correction. In any case an overwhelming majority of the students do take the tests in June, so the correction has little effect on the results.
We use for this study French, History, Science and Math test results as reported in the MERS administrative data. Students in a regular track take History and Science tests in Secondary 4. The French test is commonly taken in Secondary 5. For this test only, and because of the obvious impact of language spoken at home, we also look at the subsample of students whose mother tongue and language spoken at home are the same as the language of instruction (French2). 24 Finally, we focus on students who take the Math test in Secondary 5 (Math 514). This completes their mathematical training for secondary school. 25 We focus on this test in our analysis.
We provide descriptive statistics in and 13% of students speak a language at home which is different from the language of instruction. 26 Between 30
and 34% of students come from a relatively high socioeconomic background and between 40% and 42% from a medium one. 27 We observe test scores and characteristics of students taking the same test in June 2005. Sample sizes are 41, 778 for French, 54, 981 for Science, 15, 771 for Math, and 55, 057 for History. When we exclude students whose mother tongue or language spoken at home is different from the language of instruction, the number of observations for the French sample drops to 37, 143. We also observe the number of students who completed coursework but postpone test-taking to August 2005. There are 118 (89) students postponing French (French2), 186 postponing History, 195 postponing Science, and 160 postponing Math. We observe between 307 and 382 peer groups depending on the subject matter considered. The average group size is between 50 (Math) and 146
(Science). The ratio between the number of groups and the average group size varies between 2.36 (French) and
7.23 (Math). These numbers are relatively small, which suggests that our estimates could be subject to weak identification problems. The group size standard deviation is quite large, however, varying between 50 (in Math) and about 135 (in Science and History). We expect such dispersion in group sizes to help identification. We analyze these issues in more details in Section 6.
Empirical Results
Naive estimates
We first report naive OLS estimates in Table 2 . These estimates provide a useful benchmark with which to compare the results from our more sophisticated methods. We ignore here the two key econometric issues of correlated unobservables and simultaneity, and simply regress individual test score on individual characteristics, average score of peers and average characteristics of peers. So the OLS estimator is not consistent even under the null of no correlated effects. The estimated impact of others' test scores on one own test score is quite high (about 0.8) and statistically significant for all subjects. Also, most individual and contextual variables are significant.
Interestingly, individual and contextual effects corresponding to the same characteristic often have opposite signs.
We will see below that many of these features are not robust to addressing the main econometric issues.
CML estimates
We next report the results of CML estimation in Table 3 . The model estimated is the linear-in-means model with group fixed effects, individual impacts, and endogenous and contextual peer effects. We find that the estimated endogenous peer effect lies between −0.24 and 0.83. It is significantly different from zero and positive for French2 (ˆ = 0.51), Math (ˆ = 0.82), and History (ˆ = 0.65). It is not significant for French (ˆ = 0.33) and
for Science (ˆ = −0.23). Note that for all subjects the endogenous effect is smaller that the one obtained using a naive OLS. This is likely to reflect a positive correlation between unobservables and test scores. Such positive correlation could emerge, for instance, from variations in teacher quality.
How do these results compare with those obtained in other studies? As a number of other researchers (e.g., Carrell et al. 2008) , we find that the endogenous peer effect on achievement is the largest in Math. This may reflect the fact that Mathematics provide more opportunities for interactions among students. In Math, Hoxby (2000a) reports a 0.1 to 0.55-point increase in own score in relation with a 1-point increase in mean score of peers. Hanushek et al. (2003) show a 0.4-point increase in association with a 1-point increase in mean math score of peers. Zimmer and Toma (2000) report an endogenous math peer effect lying between 0.6 and 0.8. On the lowest side of the spectrum, Vigdor and Nechyba (2004) obtain an endogenous math peer effect of 0.07. 28 So our estimate lies on the high side of the range of previous estimates.
Most of the individual characteristics have a significant effect on test scores, and the signs of these effects essentially conform to expectations. All test scores decrease significantly with age. Since older students have often repeated a grade, being younger is a natural proxy for ability. Test scores are significantly higher for female students than for male students, except for History where male students perform significantly better than female students. This is broadly consistent with results from previous studies. 29 The performance of foreign students is, non surprisingly, significantly lower than for non-foreign students on the French test, but higher for Science and History and not significantly different for Math. Secondary 5 students tend to perform significantly better on all tests than Secondary 4 students, which reflects the positive impact of an additional year of schooling on test scores. Finally, students from a higher socioeconomic category perform significantly better in all tests.
Interestingly, estimates of individual effects are close to the ones obtained from naive OLS regressions.
However, this is not the case as far as contextual variables are concerned. A few of these variables have a significant impact on student performance. Average age of other students has a negative and significant effect on all test scores except Math where it is positive but not significant. Proportion of other students enrolled in Secondary 5 have a large positive and significant effect on own score in French. Peers' socioeconomic background has little effect on own schooling performance. When significant, the magnitude of contextual effects is always larger than the magnitude of individual effects. This is not surprising as it captures the effect of a unit change of the characteristic of every other student in the group. Contrary to the OLS estimates, when significant, contextual effects are in general of the same sign as the impact of the individual characteristic to which they are associated. 30 This is consistent, for instance, with situations where students work together and may pick up 28 Kang (2007, p. 475 ) provide a more complete survey of endogenous peer effects in achievement in mathematics. 29 For instance, results from the 2000 Program for International Student Assessment (PISA) show that Quebec female students perform better than males on reading literacy tests but that the differences in performance on mathematics and science tests are smaller and not significant, see Quebec Government (2001) . Similarly, in our analysis, the difference in performance is quantitatively large in French but much smaller in the other disciplines. 30 The only exception is the proportion of other female students which has a negative effect on own performance in the French test.
15 work habits of others. Thus, if older students exert less effort, being in a group with a higher proportion of older students may lead to work less, and this may have a depressing effect on grades independent of the other peer effects.
Reflection problem
We next take advantage of our framework to examine common ways of getting around the simultaneity problem that do not rely on variations in group sizes. One such way is simply to impose that = 0 (no endogenous effect). Thus, we estimate a model with individual and contextual effects only. In this case the CML estimator is equivalent to a fixed effects OLS estimator. We report results in Table 4 . We find that estimated coefficients of individual characteristics are similar to those of the full CML model. However, estimates of contextual effects are quite different. For instance, while a rise in own age is still associated with a decline in own test score, peers' average age is now found to have a positive and significant effect on own test score for all tests. 31 Of course, we know from the CML estimation of the full model that the endogenous effect is significantly different from zero for most subjects. Thus, imposing = 0 is not appropriate here, and the positive age contextual effect is likely picking up the omitted endogenous effect. Note, however, that we need the results from the full estimation to reach this conclusion.
Another possible way of addressing the simultaneity problem without exploiting group size variations is to exclude at least one contextual variable from the outcome equation and to use it as an instrument for average test score. We estimate a model similar to the one presented in Table 3 but with no contextual effects (i.e., imposing = 0); see Table 5 . Using likelihood ratio tests, we reject the null of no contextual effects for History and the two French samples but not for Science and Math. This suggests that the exclusion restrictions may be valid for these other samples. Therefore, the ML estimators provided in Table 5 should be consistent and asymptotically more efficient than those provided in Table 2 for the Science and Math tests. Observe again, however, that we could not have known this a priori without an estimation of the full model.
Overall, this shows the interest of Lee's solution to the reflection problem. Estimating a model with both endogenous and contextual peer effects is needed to recover precisely the different types of peer effects at work.
2SLS and G2SLS estimates
We next contrast IV and CML estimates. We present in Tables 6 and 7 the 2SLS and G2SLS estimation results of the linear-in-means model of peer effects with group fixed effects, individual impacts, and endogenous and contextual peer effects. In contrast to the CML estimates of Table 3 , none of the endogenous effects is now statistically significant. This is consistent with Lee's (2007, p. 345) result that the asymptotic efficiency of IV estimators is smaller than that of the CML. Estimated individual effects are quite similar to the corresponding CML estimates. Some contextual effects are similar while others are different. For instance, the proportion of other students in Secondary 5 still has a large and positive effect on own French score as well as no significant effects for the other subjects. In contrast, average age among peers now has a positive and significant effect on own score for most subjects, rather than a negative one. This could be explained by differences in small sample properties of both methods, possibly aggravated by the imprecision in the estimation of the endogenous peer effect. indicate a problem of model specification in these two last cases, one must be cautious in interpreting the test given the likely low convergence of peer effects IV estimates. We then compute Stock and Yogo (2005) 's test statistics on weak identification. 32 Based on the definition that a group of instruments is weak when the bias of the IV estimator relative to the bias of ordinary least squares exceeds a certain threshold , say 5%, one rejects the null that the instruments are weak for all subject matters.
Monte Carlo simulations
In this section, we study through simulations the effect of group sizes and their distribution on the precision and bias of our estimates. Lee (2007) shows that the CML and IV estimators may converge in distribution at low rates when the ratio between the number of groups and the average group size is small. Since this ratio varies between 2.36 and 7.23 in our samples, a problem of weak identification could in principle emerge. However, the standard deviation of the distribution of group sizes is also relatively large, and we suspect that this helps identification.
To study these issues, we realize two simulation exercices. First, we vary group sizes in a systematic manner 32 The Stock and Yogo test assumes that the instruments are valid, so it may be biased in the case of French and French2. and study how this affects the bias and precision of CML and IV estimators. We notably vary the group size standard deviation and partly calibrate simulation parameters on our data. Second, we look at bias and precision of estimates for fully calibrated simulations, when group sizes are exactly the same as in the data. Overall, while our analysis confirms Lee's earlier results, we also find a strong positive impact of the standard deviation of group sizes on the strength of identification. Especially, conditional maximum likelihood performs well on fully calibrated simulations. This indicates that the bias due to small sample issues is likely low in the results presented in Table 3 .
For each simulation exercise, we keep the number of observations fixed around 42, 000, and run 1, 000
replications. We first consider average sizes of 10, 20, 40, 80 and 120. We pick group sizes from the following intervals with decreasing standard deviation:
• Average size of 10 : [3, 17] , [5, 15] • Average size of 120 : [3, 237] , [28, 212] , [53, 187] , [78, 162] and [103, 137] .
For each of the intervals described above, we proceed in the following manner:
1. pick a group size from a uniform distribution for which the support is defined by the minimum and maximum value of the interval;
2. truncate this value by eliminating its decimal portion;
3. repeat step 1 and 2 as long as the total number of observations is below or equal 42, 000.
To reduce computing time, we assume that all students have the same characteristics except for age and gender. We assume that age follows a normal distribution and gender follows a Bernoulli distribution. We calibrate the moments of these distributions on the sample of students taking the French test: average age is 16, We assume that the values of in the structural equation are drawn randomly from a normal distribution with mean zero and variance 2 = 1. We generate the endogenous variable from the reduced-form equation in deviation form. We estimate the model using CML and IV (G2SLS).
Looking at Table 8 , we first compare simulation results across average group sizes and then we examine how estimators perform for a given average group size as variance in group size decreases. Separate horizontal panels in Table 8 pertain to different values of average group size. We report the average estimated coefficient and standard error by CML and G2SLS for the endogenous effect (first vertical panel), the exogenous effect associated with age (second vertical panel) and the exogenous effect associated with gender (third vertical panel).
We find that even for the largest average group size (i.e., 120), both CML and IV perform well in terms of bias and precision (first line in the last horizontal panel of Table 8 ). The biases of CML and IV get in general larger as average group size increases. The CML estimate of the endogenous effect attains a plateau at the value 1, while the IV estimate becomes rapidly larger (in absolute value) than 1. This is consistent with the fact that the CML estimator tends towards the naive OLS estimator as group sizes become larger. In contrast, the bias on the endogenous effect estimated by IV rapidly exceeds the bias of OLS. This is consistent with instruments becoming less correlated to peer average outcome as group sizes increase. In general, peer effects are also less precisely estimated in large groups than in small groups, regardless of the estimation method. But, for a given Monte Carlo experiment, the magnitude of the bias and the loss in precision are always larger for IV than for CML.
Our main new result concerns the effect of group size dispersion. When we fix the value of the average group size and reduce the length of the interval from which group sizes are picked, we find that the bias of both CML and IV typically increases while the precision typically decreases. In Table 8 , this amounts to looking at each horizontal panel separately. Since we roughly pick group sizes from a uniform distribution holding average group size fixed, reducing the interval's length corresponds to a reduction in variance. Not surprisingly, bias of IV rises more rapidly than bias of CML when the variance in group sizes is reduced, and the precision declines more rapidly as well.
We next fully calibrate the simulations' parameters on the data, We use observed group sizes in the French sample, calibrate the model parameters { , , , , } and moments of the explanatory variables as previously, and set the variance of the error term in the structural model equal to the estimated variance in the French sample (ˆ 2 = 154.7). Simulation results are reported in Table 9 . The CML estimator has small bias and standard error, while the IV estimator is not precisely estimated and the bias is large. These results confirm what we obtained from picking group sizes at random; they show that dispersion in group sizes help identification. Overall, this suggests that small sample bias may be relatively high in the IV estimates of Tables 6 and 7 but relatively low for the CML estimates of Table 3 .
Conclusion
It is now well documented that identification of peer effects on student achievement is challenging because of the difficulties to isolate them from other confounding effects. A number of studies have addressed this problem by exploiting data where students are randomly assigned to groups or by imposing ad hoc exclusion restrictions on the structural model determining student achievement. In this paper, we adopt a different identification strategy.
We provide the first empirical application of Lee (2007) in four subjects by fourth and fifth grade secondary school students in the province of Quebec (Canada). The results generally indicate that students benefit from their peers' higher test scores. Thus, based on our conditional maximum likelihood results, a point increase in the average test score of his peers increases a student's test score by 0.5 in French, 0.65 in History and 0.83 in Math. Contextual peer effects also matter. For instance, interacting with older students usually has a negative and significant effect on scores. Overall, our analysis confirm the interest of this new methodology to study peer effects with cross-section observational data. From a practical standpoint, its main limitation is that it needs enough variation in group sizes to perform well. Our Monte-Carlo simulations and empirical results show that the amount of variation present in our data is likely sufficient to obtain reasonable estimates, thank to the typically high variance in school sizes.
Our research could be extended in many directions. It would be interesting to evaluate the validity of this approach by using data where group membership is experimentally manipulated and group sizes are heterogenous (as in Sacerdote 2001) . Such data would also allow to test the validity of the structural model. It would also be 20 interesting to analyze how group size variations may help to identify peer effects when the outcome is a discrete variable (e.g., pass or fail). Durlauf (2001, 2007) have studied peer effects identification with discrete outcomes but they ignore group size variations. A third potentially fruitful direction of research would be to analyze and estimate a nonlinear version of Lee's approach. For instance, student achievement could depend on the mean and standard deviation of peers' attributes. Overall, we think that this first empirical application confirmed the interest of the method. Many more applications in different settings are needed, however, in order to gain a thorough understanding of the method's advantages, limitations, and applicability. 134.5 † The groups include only students for whom Foreign=0, that is, whose language of instruction is the same as the mother tongue and the language spoken at home. † † Math refers to Math 514 (Secondary 5 regular course). The groups include only students for whom Foreign=0, that is, whose language of instruction is the same as the mother tongue and the language spoken at home. The groups include only students for whom Foreign=0, that is, whose language of instruction is the same as the mother tongue and the language spoken at home. The groups include only students for whom Foreign=0, that is, whose language of instruction is the same as the mother tongue and the language spoken at home. The groups include only students for whom Foreign=0, that is, whose language of instruction is the same as the mother tongue and the language spoken at home. The groups include only students for whom Foreign=0, that is, whose language of instruction is the same as the mother tongue and the language spoken at home. The groups include only students for whom Foreign=0, that is, whose language of instruction is the same as the mother tongue and the language spoken at home. Table 8 .
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