We classify all finite growth representations of all infinite rank subalgebras of the Lie conformal algebra gc1 that contain a Virasoro subalgebra.
Introduction
In this paper we study representation theory of some infinite rank subalgebras of the Lie conformal algebra gc 1 associated to the Lie algebra D of differential operators on the circle. Recall that gc 1 = C[∂, x], with λ-bracket given by (see [3] , [7] ) The complete list of infinite rank proper subalgebras of gc 1 that contain a Virasoro subalgebra is (see [3] and Remark 3.10 in [5] ):
where the Virasoro element is x + α∂, with α = 0, 1 2 , 0 respectively. They are the most important gc 1 -subalgebras from the point of view of physics.
In the present paper we classify all finite growth representations of all infinite rank conformal subalgebras of gc 1 that contain a Virasoro subalgebra.
This problem reduces to the study of finite growth representations on the corresponding extended annihilation algebras, which are certain subalgebras of D (see [7] ). The main tools used here are the recent results ( [1] , [4] , [9] , [10] and [11] ) on the classification of quasifinite highest weight modules over the central extension of D and some of its important subalgebras.
The paper is organized as follows. In Section 2, we describe the infinite rank Lie algebra gℓ [m] ∞ and its classical subalgebras, and discuss their representation theory that will be needed. In sections 3,4,5, and 6, we obtain the classification of all finite growth representations of gc 1 , gc 1, x , oc 1 , and spc 1 respectively.
2 Lie algebra gℓ 
Denote by C
+∞ the set of all sequences λ = (λ 1 , λ 2 , . . .) for which all but a finite number of λ i 's are zero, and let d(λ) denote the number of non-zero λ i 's and |λ| denote their sum. Denote by Par + the subset of C +∞ consisting of non-increasing sequences of (non-negative) integers.
Denote by gℓ +∞ the Lie algebra of all matrices (a ij ) +∞ i,j=1 with a finite number of non-zero entries a ij ∈ C. Given λ ∈ C +∞ , there exists a unique irreducible gℓ +∞ -module L + (λ), also denoted by L(gℓ +∞ ; λ), which admits a non-zero vector v λ such that E ij v λ = 0 for i < j and E ii v λ = λ i v λ .
(2.1)
Here and further E ij denotes, as usual, the matrix whose (i, j)-entry is 1 and all other entries are 0. Each L + (λ) has a unique Z + -gradation. L + (λ) = ⊕ j∈Z+ L + (λ) j , called its principal gradation, which satisfies the properties
Since λ ∈ C +∞ , it is easy to see that dim L + (λ) j < ∞, hence we can define the q-character
For λ ∈ Par + , let d = d(λ) andλ = (λ 1 , . . . , λ d ). Let gℓ d be the Lie algebra of all d × d matrices (a ij ) d i,j=1 ; it may be viewed as a subalgebra of gℓ +∞ in a natural way. Denote byL + (λ) the (irreducible) gℓ d -submodule of L + (λ) generated by v λ . It is, of course, isomorphic to the finite-dimensional irreducible gℓ d -module associated toλ, so that its q-character is a (well-known) polynomial in q. Proof. Recall the well-known formula (see [6] ):
(1 − q λ+ρ,α )/(1 − q ρ,α ) .
(2.2)
Here the product is taken over the set of all positive coroots of gℓ +∞ , which are all elements E ii − E jj with i < j, λ, E ii = λ i and ρ, E ii = −i. Of course, a similar formula holds for ch qL + (λ); it is a part of the product (2.2) corresponding to i < j ≤ d.
It is also clear that the factors of (2.2) corresponding to d < i < j are equal to 1, and it is easy to see that the product over all pairs i, j with fixed
Recall that, given a vector space V with an increasing filtration by finitedimensional subspaces V [j] , the growth of V is defined by
We define the growth of L + (λ) using its filtration
Proof. It follows from Lemma 2.1 that for λ ∈ Par + , growth L + (λ) is equal to the growth of the polynomial algebra on generators of degree 1, 2, . . . , λ s ; 2, 3, . . . , λ s−1 +1; . . .; s, s+1, . . . , λ 1 +s−1. The total number of these generators is |λ|, and since growth of a polynomial algebra is independent of the degrees of generators, (a) is proved.
Let now λ ∈ C +∞ \ Par
Looking at the subalgebra of gℓ +∞ spanned by all E ij with i, j ≥ k + 1, we conclude from (a) that
This proves (b).
In a similar fashion one may consider the Lie algebra gℓ −∞ of all matrices (a ij ) −∞ i,j=0 with a finite number of non-zero entries and the irreducible gℓ −∞ -modules L − (λ), also denoted by L(gℓ −∞ ; λ), parameterized by the set C −∞ of sequences µ = (. . . , µ −1 , µ 0 ) with finitely many non-zero members. Results similar to Lemma 2.1 and Theorem 2.2 hold for the subset Par − ⊂ C −∞ consisting of non-increasing sequences of (non-positive) integers.
Let gℓ ∞ denote the Lie algebra of all matrices (a ij ) i,j∈Z such that a ij = 0 if |i − j| ≫ 0. Denote by gℓ +∞ (resp. gℓ −∞ ) the subalgebra of gℓ ∞ consisting of matrices with a ij = 0 for i or j ≤ 0 (resp. i or j > 0). Note that these two subalgebras commute and that gℓ ±∞ contains gℓ ±∞ as a subalgebra. Note also that the gℓ ±∞ -modules L ± (λ) extend uniquely to gℓ ±∞ .
The Lie algebra gℓ ∞ has a well-known central extension gℓ ∞ = gℓ + CC by C defined by the cocycle
3)
The restriction of this cocycle to gℓ +∞ and to gℓ −∞ is zero.
We will also need briefly the Lie algebra gℓ
∞ ⊕ R m is the central extension of gℓ ∞ is the Lie algebra of infinite matrices with finitely many nonzero diagonals with entries in R m .
The principal Z-gradation of all the above Lie algebras is defined by letting
(in the case of gℓ
∞ we also let deg R m = 0). This gives us a triangular decomposition
The Lie algebra gℓ ∞ has a family of modules L( gℓ ∞ ; λ, c), parameterized by λ ∈ C ∞ = {(λ i ) i∈Z | all but finitely many of λ i are 0} and c ∈ C, defined by (2.1) and Cv λ = cv λ . Similarly, gℓ
∞ has a family of modules L( gℓ
, defined in a similar fashion. That is, the highest weight gℓ
∞ ; Λ), with highest weight Λ ∈ ( gℓ
∞ ) * 0 that is determined by its labels λ 
Lie algebras b
[m]
The Lie algebra gℓ
∞ acts on the vector space R m [t, t −1 ] via the usual formula
where v i = t −i , i ∈ Z is an R m -basis. Now consider the following C-bilinear forms on this space:
∞ ) the Lie subalgebra of gℓ
∞ which preserves the bilinear form B (resp. D). We havē
∞ ) given by the 2-cocycle defined in gℓ ∞ the principal Z-gradation and the triangular decomposition, (see [11] and [6] for notation)
In particular when m = 0, we have the usual Lie subalgebras of gℓ ∞ , denoted
Denote by L(b
∞ ; λ)) the highest weight module over b
, with 
All these modules will appear in Section 5. Now, we are interested in representation theory of b ∞ .
The set of simple coroots of b ∞ , can be described as follows (cf. [11] ):
The set of roots:
The set of positive coroots is:
The set of simple roots:
Here ε i are viewed restricted to the restricted dual of the Cartan subalgebra of b ∞ , so that
, the labels and central charge are simply (in this case, we skip the superscript b)
Observe that the conjugate of the Young diagram corresponding to the partition (n 1 , n 2 , · · · , n k ) is (λ 1 , · · · , λ n1 ), and λ i = 0 for i > n 1 . Note that n 1 = n 1 (λ) = max{i ∈ N | λ, α iˇ = 0}. Observe that so(2n 1 + 1) may be viewed as a subalgebra of b ∞ in a natural way, whose set of simple roots is {−ε 1 , ε 1 − ε 2 , . . . , ε n1−1 − ε n1 }. Denote byλ the dominant integral weight of so(2n 1 + 1) g! iven byλ(2(E −1,−1 − E 1,1 )) = 2(c − λ 1 ) and
generated by its highest weight vector. It is, of course, isomorphic to the finite-dimensional irreducible so(2n 1 + 1)-module associated toλ, so that its q-character is a (well-known) polynomial in q.
Proof. The proof is completely similar to the one of Lemma 2.1, using the data introduced above (cf. proof of Proposition 1.1 in [11] ).
∞ ; λ) have infinite growth.
Proof. It is enough to consider the case m = 0. Given λ ∈ (b ∞ ) * 0 , we look at the subalgebra of b ∞ isomorphic to gℓ +∞ spanned by all E i,j − E −j,−i with i, j ≥ 1, and by Theorem 2.2, we conclude that L(b ∞ ; λ) has infinite growth if
Looking at the subalgebra of b ∞ isomorphic to gℓ +∞ previously defined, we conclude from Theorem 2.2 that
If 2c − 2λ 1 ∈ Z + , then by the same argument in the proof of Theorem 2.2, and looking at the last factor in Lemma 2.3, we conclude that L(b ∞ ; λ) has the same growth as the polynomial algebra in infinitely many generators, finishing the proof.
Lie algebra c [m] ∞
As before, we consider the vector space R m [t, t −1 ], and take the R m -basis
∞ the Lie subalgebra of gℓ
∞ which preserves the bilinear form:
We havē
Denote by c
∞ given by the 2-cocycle defined in gℓ
∞ . This subalgebra inherits form gℓ
∞ the principal Z-gradation and the triangular decomposition, (see [11] and [6] for notation)
In particular when m = 0, we have the usual Lie subalgebra of gℓ ∞ , denoted by c ∞ (see [6] ).
Denote by L(c
∞ ; λ) the highest weight module over c
, with
Now, we are interested in representation theory of c ∞ .
The set of simple coroots of c ∞ , denoted by Πˇ, can be described as follows (cf. [11] ):
Here ε i are viewed restricted to the restricted dual of the Cartan subalgebra of c ∞ , so that
, the labels and central charge are simply (in this case, we skip the superscript c):
and the module L(c ∞ , λ) has central charge c = k + h. Observe that the conjugate of the Young diagram corresponding to the partition (n 1 , n 2 , · · · , n k ) is (λ 1 , · · · , λ n1 ), and λ i = 0 for i > n 1 . Note that n 1 = n 1 (λ) = max{i ∈ N | λ, α iˇ = 0}. Observe that sp(2n 1 ) may be viewed as a subalgebra of c ∞ in a natural way, whose set of simple roots is {−2ε 1 , ε 1 − ε 2 , . . . , ε n1−1 − ε n1 }. Denote byλ the dominant integral weight of sp(2n 1 
) generated by its highest weight vector. It is, of course, isomorphic to the finite-dimensional irreducible sp(2n 1 )-module associated toλ, so that its q-character is a (well-known) polynomial in q.
Theorem 2.6. All non-trivial modules L(c [m]
Proof. It is enough to consider the case m = 0. Given λ ∈ (c ∞ ) * 0 , we look at the subalgebra of c ∞ isomorphic to gℓ +∞ spanned by all E i,j − E 1−j,1−i with i, j ≥ 1, and by Theorem 2.2, we conclude that L(c ∞ , λ) has infinite growth if
Looking at the subalgebra of c ∞ isomorphic to gℓ +∞ previously defined, we conclude from Theorem 2.2 that
If c − λ 1 ∈ Z + , then by the same argument in the proof of Theorem 2.2, and looking at the last factor in Lemma 2.3, we conclude that L(c ∞ , λ) has the same growth as the polynomial algebra in infinitely many generators, finishing the proof. 
Given a sequence of complex numbers ∆ = (∆ 0 , ∆ 1 , . . .) we define the highest weight module L(∆; D − ) over D − as the (unique) irreducible module that has a non-zero vector v ∆ with the following properties:
The principal gradation of
Quasifinite modules over D − can be constructed as follows. Consider the natural action of
, which gives us an embedding of D − in gℓ +∞ and gℓ −∞ , respectively, hence an embedding of D − in gℓ +∞ ⊕ gℓ −∞ . All these embeddings respect the principal gradations. Now take λ ± ∈ C ±∞ and consider the gℓ
The same argument as in [10] , gives us the following.
It follows immediately that
is an irreducible highest weight module over D − , which is obviously quasifinite. It is easy to see that we have:
It is also clear that for λ ± ∈ Par ± we have (cf. Theorem 1a):
We shall prove the following theorem. 
The principal gradation of D lifts toD by letting deg C = 0. Note also that the restriction of the cocycle Ψ to D − is zero. For each s ∈ C one defines a Lie algebra homomorphism ϕ s :
This homomorphism lifts to a homomorphism of central extensionφ s :D → gℓ ∞ byφ
More generally, for each m ∈ Z + one defines a homomorphism ϕ
which lifts toφ
∞ in a similar way. One of the main results of [10] 
∞ . All irreducible quasifinite highest weightD-modules are obtained in this way.
Proof of Theorem 3.2. Note that for j ≥ 1 one has: Recall that for any quasifiniteD-module one can extend the action ofD j for j = 0 toD s . Choosing f ∈ O such that for all j ∈ Z:
we see from (3.2) that all operators E r+1,r lie in the image ofφ 
Suppose that the m th coordinate of λ r is non-zero, and that m > 0. Then v := (u m E r+1,r ) N v λ = 0 for all N > 0. But
Therefore, restricting to the subalgebra of gℓ ∞ consisting of matrices (a ij ) i,j≤r or (a ij ) i,j≥r+1 we conclude by Theorem 2.2, that L( gℓ
∞ ; λ, c) is either trivial or is of infinite growth.
Thus, the only possibility that remains is s = m = 0. As has been already shown, the image ofφ s (D −O ) contains all E r+1,r except for E 1,0 , hence it contains all operators from gℓ −∞ ⊕ gℓ +∞ . Therefore, by Theorem 2.2 , the highest weight of a finite growth D − -module must be the same as one of the
Given two partitions λ ± ∈ Par ± , we denote by L(λ
t] is its maximal submodule (which is irreducible). Hence the D
− -module
is irreducible. It is clear that this is the highest weight D − -module of growth 1 with a highest weight vector t −1 + C[t]. It is immediate to deduce that V is isomorphic to L(ω 1 , 0) where
* is an irreducible highest weight module of growth 1 with a highest weight vector 1 * , hence it is isomorphic to L(0, ω −1 ), where ω −1 = (. . . , 0, −1) ∈ Par − . We denote this D − -module by V ′ . As in the Schur-Weyl theory, the
where U λ + (resp. λ − ) denotes the irreducible S M (resp. N ) -module corresponding to the partition λ + (resp. λ − ).
As in the proof of Theorem 3.2, we extend the action of
for each j = 0, to obtain that any D − -submodule of V λ + ⊗ V ′ λ − is a submodule over gℓ +∞ ⊕ gℓ −∞ . But, by Schur-Weyl theory, the gℓ +∞ ⊕ gℓ −∞ -module V λ + ⊗ V ′ λ − is irreducible, which completes the proof. Thus, we have proved
Remark. Considering λ = (λ − , λ + ) ∈ C ∞ we may say that irreducible highest weight D − -modules of finite growth are parameterized by non-increasing sequences of integers (λ j ) j∈Z ∈ C ∞ with the exception that λ 0 ≤ λ 1 . Equivalently, letting m i = λ i − λ i+1 we may say that these modules are parameterized by sequences of non-negative integers (m i ) i∈Z\{0} , all but finite numbers of which are zero.
Recall that the extended annihilation algebra Lie − (gc 1 ) for gc 1 is isomorphic to the direct sum of the Lie algebra D − and the 1-dimensional Lie algebra C(∂ + d dt ) and that conformal modules for a Lie conformal algebra coincide with the conformal modules over the associated extended annihilation algebra [7] .
Given a module M over a Lie conformal algebra R and α ∈ C, we may construct the α-twisted module M α by replacing ∂ by ∂ + α in the formulas for action of R on M . Theorems 3.2 and 3.5 and the above remarks imply N * ) α , where α ∈ C, exhaust all finite irreducible gc N -modules. This is an result of Kac, Radul and Wakimoto. Moreover, these authors completely described all finite gc N -modules, which amonted to prove a complete reducibility result for finite modules over the anninhilation algebra (see [8] The results of this section are almost the same as the previous one, as well as the proofs. Therefore, we will skip the details.
Let D 0 (resp. D − 0 ) be the Lie subalgebra of D (resp. D − ) of all regular differential operators on C * (resp. C) that kill constants. That is, D 0 consists of linear combinations of elements of the form t k Df (D), where f is a polynomial. Denote byD 0 the corresponding central extension. These algebras inherits the Z-gradation fromD.
In this section, we will need the representation theory of the Lie algebra D 
. The same argument as in [10] , gives us the following.
It follows immediately that
is an irreducible highest weight module over D − 0 , which is obviously quasifinite. We have the following theorem.
, where λ ± ∈ Par ± , exhaust all quasifinite irreducible highest weight D − 0 -modules that have finite growth. The proof of Theorem 4.2 is the same as Theorem 3.2, but in this case we reduce the problem to the representation theory of the universal central extensionD 0 of D 0 that was developed in [1] and [9] .
Let s ∈ Z and denote by gl ∞ generated by C and {u l E ij |0 ≤ l ≤ m, i = s and j = s}. Observe that gl
∞,s is naturally isomorphic to gl
∞ be the projection map composed with this isomorphism. If s / ∈ Z, we also denote byφ In this case, we should replace Lemma 3.3 by one of the results of [9] (see also [1] ):
∞ . All irreducible quasifinite highest weightD 0 -modules are obtained in this way. 
Given two partitions
λ ± ∈ Par ± , the D − -module L(λ + , λ − ) that is obtained by restriction via ϕ 0 from the gℓ +∞ ⊕ gℓ −∞ -module L + (λ + ) ⊗ L − (λ − ),
Irreducible finite growth oc 1 -modules
Now, consider the anti-involution σ on D defined by (cf. [11] )
Denote by D σ the fixed subalgebra of D by −σ, namely: D σ = {a ∈ D | σ(a) = −a }. This subalgebra corresponds to the Lie algebra denoted by D + in [11] . LetD σ = D σ + CC denote the central extension given by the restriction of the cocycle (3.1) on D.
We are interested in representation theory of the Lie subalgebra D 
In the case of (D 
gives us an embedding of D − σ in gℓ +∞ . This embedding respect the principal gradations. Now take λ + ∈ C +∞ and consider the gℓ +∞ -module L + (λ + ) introduced in (2.1). The same argument as in [10] , gives us the following.
Therefor L + (λ + ) is an irreducible quasifinite highest weight module over D − σ , and it is easy to see that we have:
We shall prove the following theorem. The basic idea of the proof of Theorem 5.2 is the same as in Theorem 3.2: to reduce the problem to the well developed (in [11] ) representation theory of the universal central extensionD σ .
Recall that the homomorphismφ
∞ . Now, the restrictionφ
∈ Z/2, and in the other cases, using (5.1), we have that (see [11] for details)
are surjective homomorphisms. Now, let us consider the restriction to D −O σ . Since the constrains given by (3.5) do not affect the case s = 0, we still have
∞ are surjective. One of the main results of [11] is the following.
remains irreducible when restricted toD σ via the embedding ⊕ r i=1φ
, where
or s i = 0). All irreducible quasifinite highest weightD σ -modules are obtained in this way. 
As in Theorem 3.2, restricting to the subalgebra of d 
Now we shall construct the
But, by Schur-Weyl theory, the gℓ +∞ -module V λ + is irreducible, which completes the proof.
Thus, we have proved
where U λ + denotes the irreducible S M -module corresponding to the partition λ + .
Remark. Considering λ + ∈ C +∞ we may say that irreducible highest weight D − σ -modules of finite growth are parameterized by non-increasing sequences of integers (λ j ) j∈N ∈ C +∞ . Equivalently, letting m i = λ i − λ i+1 we may say that these modules are parameterized by sequences of non-negative integers (m i ) i∈N , all but finite numbers of which are zero.
Recall that the extended annihilation algebra Lie − (oc 1 ) for oc 1 is isomorphic to the direct sum of the Lie algebra D − σ and the 1-dimensional Lie algebra C(∂ + d dt ) and that conformal modules for a Lie conformal algebra coincide with the conformal modules over the associated extended annihilation algebra [7] .
Theorems 5.2 and the above remarks imply Theorem 5.6. The oc 1 -modules L + (λ + ) α , where λ + ∈ Par + , α ∈ C, exhaust all irreducible conformal oc 1 -modules of finite growth.
, where λ + ∈ Par + , remain irreducible when restricted to oc 1 .
Corollary. The oc 1 -modules C[∂] α , where α ∈ C, exhaust all finite irreducible oc 1 -modules.
6 Irreducible finite growth spc 1 -modules Now, consider the anti-involutionσ on D 0 defined bȳ
This anti-involution was studied by Bloch [2] 
As in the previous section, the
gives us an embedding of D − 0,σ in gℓ +∞ . This embedding respect the principal gradations. Now take λ + ∈ C +∞ and consider the gℓ +∞ -module L + (λ + ) introduced in (2.1). The same argument as in [10] , gives us the following.
We shall prove the following theorem. ∞ . Now, the restrictionφ
∈ Z/2, and in the other case, using (6.1), we have that (see [BL] for details)φ
is a surjective homomorphism. Now, let us consider the restriction to D −O 0,σ . Since the constrains given by (3.5) do not affect the case s = 0, we still have
∞ are surjective. One of the main results of [4] is the following. ∞ (resp. c Choosing f ∈ O odd to vanish in all j ∈ Z up to m th derivative except for i th derivative (0 < i ≤ m) at j = −r, we see that all operators u i E r+1,r + (−u) i E −r+1,−r with 0 < i ≤ m lie in the image ofφ where U λ + denotes the irreducible S M -module corresponding to the partition λ + .
Recall that the extended annihilation algebra Lie − (spc 1 ) for spc 1 is isomorphic to the direct sum of the Lie algebra D − 0,σ and the 1-dimensional Lie algebra C(∂ + d dt ) and that conformal modules for a Lie conformal algebra coincide with the conformal modules over the associated extended annihilation algebra [7] . Theorems 6.2 and the above remarks imply Theorem 6.6. The spc 1 -modules L + (λ + ) α , where λ + ∈ Par + , α ∈ C, exhaust all irreducible conformal spc 1 -modules of finite growth.
Corollary. The gc 1 -modules L + (λ + ), where λ + ∈ Par + , remain irreducible when restricted to spc 1 .
Corollary. The spc 1 -modules C[∂] α , where α ∈ C, exhaust all finite irreducible spc 1 -modules.
