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Abstract 
A finite rational procedure of the Shemesh type is proposed to check whether given 
complex n × n matrices A and B have a common invariant subspace of dimension 
k, 2 ~< k < n. The only restriction is that at least one of A and B must have distinct ei- 
genvalues. This fact can also be verified by a finite rational computation. © 1999 
Published by Elsevier Science Inc. All rights reserved. 
1. Introduction 
Let A and B be complex n × n matrices. How can one check whether A and B 
have a common eigenvector by employing only a finite number of arithmetic 
operations? 
There are a number of classical theorems and some relatively recent results, 
which also have nearly become classics, that give conditions under which A and 
B can be simultaneously brought (by a similarity) to an identical triangular 
form. For definiteness, only the upper triangular form is used below. We re- 
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mind the reader of a few assertions of this genre. The symbol M, (C) stands for 
the set of complex n × n matrices. 
Theorem 1.1. Let A,B E M,(C) commute. Then A and B can be simultaneously 
brought o upper triangular .form. 
Definition 1.1. For A,B E M~(C), the matrix 
[A, B] = AB - BA 
is called the commutator of A and B. If A and B do not commute but their 
commutator C = [A,B] commutes with both A and B, then A and B are said to 
be quasi-commutative matrices. 
Theorem 1.2. Quasi-commutative matrices A and B can be simultaneously 
brought o upper triangular form. 
This statement was proved by McCoy in 1934 [l]. 
Theorem 1.3. Let A,B E M,(C), and 
rank[A, B] ~< 1 
Then A and B can be simultaneously brought o upper triangular form. 
This assertion is due to Laffey [2]. 
Note that, for any of Theorems 1.1-1.3, the hypothesis can be verified by a 
finite rational computation. Let A and B satisfy any of Theorems 1.1-1.3. Then 
a nonsingular matrix Q exists such that both matrices 
R ~- Q-IAQ (1.1) 
and 
S = Q-IBQ (1.2) 
are upper triangular. In fact, one can choose Q for similarities (1.1) and (1.2) to 
be a unitary matrix. Indeed, if Q is not unitary, one can replace Q in Eqs. (1.1) 
and (1.2) by the unitary factor of its unitary-triangular decomposition. It is 
easy to see then that the new R and S remain upper triangular matrices. 
Denote by ql the first column of Q. The relations (1.1) and (1.2) say that ql is 
a common eigenvector f A and B, the corresponding eigenvalues being r~t and 
s~l. Thus, each of theorems 1.1-1.3 ensures the existence of a common eigen- 
vector if its hypothesis valid. 
Beautiful though they are, the theorems above do not solve the problem just for 
the reason they are only sufficient conditions for the existence of a common 
eigenvector. The problem was solved completely only in 1984 by Dan Shemesh [3]. 
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Theorem 1.4 (The Shemesh criterion). Let A,B ¢ M,,(C). Define a subspace 
,/V'(A, B) o f  C" by the formula 
n 1 
~'P(A,B) = ["] ker[Ak,ff]. (1.3) 
k,,;=l 
Then the matrices A and B have a common eigenvector if  and only i f  
..... i f (A,B) # {0}. (1.4) 
It may not be immediately clear that the hypothesis of the Shemesh t eorem 
is indeed a finite rational condition. The assertion below makes this 
obvious. It is also taken from [3], and is simply a restated version of the main 
theorem. 
Theorem 1.5. For A ,B  ¢ Mn(C), build the matrix, 
n I 
K = Z[Ak,f f]*[Ak,Be].  (1.5) 
k.~=l 
Then A and B have a common eigenvector i f  and only i lK  is singular. 
Now we pose a related problem. 
Problem CIS. Let A and B be complex n x n matrices, k a fixed integer, 
2 ~< k < n. How can one check whether A and B have a common invariant sub- 
space of dimension k by employing a finite number of arithmetic operations? 
Our contribution i  this paper is to give a solution to Problem CIS under the 
additional assumption that at least one of the matrices A and B has distinct 
eigenvalues. The fact that, say, A has distinct eigenvalues can evidently be 
verified by a finite rational computation: just calculate the characteristic 
polynomial ~bA(2 ) of A, and check whether the discriminant of 4) A (i.e., the 
resultant of ~b A and its derivative qS'A) is nonzero. 
In general, the resultant of the polynomials 
f (x )  = aox" + alx ~ I + .. .  + a,, 
and 
g(x) = bo x~' + b lY  -l + . . .  + b, 
can be expressed as the following determinant of order n + s: 
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ao al . . . . . . . . . . . . . . . . . .  an 
ao . . . . . . . . . . . . . . . . . .  an- 1 an 
ao al . . . . . . . . . . . . . . . . . .  an 
R( f  ,g) = 
bo bi . . . . . .  bs 
bo . . . . . .  b~-l bs 
bo bl . . . . . .  bs 
The resultant R( f ,  g) is equal to zero if and only if the polynomials have a 
common root. 
The paper is organized as follows. Necessary definitions and some prepar- 
atory statements are given in Section 2. In Section 3 we prove our main result, 
Theorem 3.1. A Shemesh type procedure based on Theorem 3.1 is formulated 
in Section 4. 
2. Preliminaries 
We use the notation from Chapter I of [4]. If I ~< k ~< n, then -~k,, will denote 
the totality of strictly increasing sequences of k integers chosen from 1,. . . ,  n. 
Altogether, there are 
sequences in -~k,n- 
Suppose A E Mm,,(C),the set of m x n matrices; k and r are positive integers 
satisfying 1~< k ~< m, 1 ~< r ~< n; and 
= ( i l , . . . , i k )  G ~k,m, fl = ( J ' l , ' "  , Jr) E .~ .... 
Then the submatrix of A lying in rows ~ and columns fl is designated with the 
notation 
B = A[ lfl]. 
Let A ~ Mm,.(C), and 1 ~<k~< min(m,n). Along with Eq. (2.1), let 
The kth compound matrix of A is the M × N matrix whose entries are 
det(A[c~l/~]), • 6-~k,m, 3 6-~k,n arranged lexicographically in ~ and 3. This 
matrix is designated by Ck(A). 
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The properties of compound matrices that we will need later are summarized 
in the theorem below (see [2], Chapter I, Sections 2.7 and 2.15). 
Theorem 2.1. The correspondence between complex n × n matrices and their kth 
compound matrices enjoys the following properties: 
(1) Ck(I,) = IN. 
(2) Ck(A*) = (Ck(A))'. 
(3) l f  A is an upper (lower) triangular matrix, then Ck(A) is also upper (lower) 
triangular. 
(4) C~(AB) = Ck(A)Ck(B). 
(5) I f  A is nonsingular, then Ck(A) is also nonsingular, and 
C (A -1) = (Ck(A)) - ' .  
(6) To a similarity 
A ---* A = Q-1AQ, 
the following similarity of the compound matrices corresponds: 
Ck(A) ---* Ck(A) = (Ck(Q))-~Ck(A)Ck(Q). 
(7) I f21, . . . ,  2, are the igenvalues of A, then the eigenvalues of Ck(A) are the 
N products 2,1,..., 2ik where 
l <~ il < i2 < ... < ik <~ n. 
Now we prove our first result. 
Theorem 2.2 (The necessity of the extended Shemesh condition). Assume that 
A,B E Mn(C) have a common invariant subspace of dimension k, 1 <~ k < n. Then 
their kth compound matrices Ck(A) and Ck(B) have a common eigenvector, and 
hence Jt/'(Ck(A), Ck(B)) ~t {0}. 
Proof. The case k = 1 is trivial, since C1 (A) = A,VA E Mm,n(C). 
Suppose k >t 2. Let L~ a be a common k-dimensional invariant subspace of A 
and B, and Q a nonsingular matrix of which the first k columns constitute a 
basis of A a. Apply similarity (1.1), (1.2) to A and B. Then R = Q-1AQ and 
S = Q-1BQ are the upper block triangular matrices 
s=( 01 
where the diagonal blocks RH and $11 are of order k. 
Next, consider the corresponding similarity of the compound matrices 
Ck(R) = (C~(Q))-ICk(A)Ck(Q) (2.4) 
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and 
C,(S) = (C~(Q))-'Ck(B)Ck(Q). (2.5) 
Note that in the first k columns of R only one k × k submatrix may have a 
nonzero determinant, namely, the leading principal submatrix Rn. The same 
applies to the matrix S. It follows that, in the first column of both compound 
matrices C~(R) and Ck(S), only the diagonal entry may be nonzero. This im- 
plies that the first column of Ck(Q) is a common eigenvector of Ck(A) and 
C~(B). [] 
In the main body of the paper, we will need the three lemmas below. 
Lemma 2.3. Let B be a n x n matrix over an infinite fieM F. Then, with the use of 
a finite number of arithmetic operations of thefield F, a shift s can be found such 
that the matrix B - s! is nonsingular. 
Proof. Calculate do = det B. If do # 0 then s = 0 is a solution for the lemma. 
Otherwise, calculate the numbers 
d== det (B -s I ) ,  s= 1,2,. . .  (2.6) 
until a nonzero d= is found. Since the characteristic polynomial ~bB(2 ) has no 
more than n distinct roots, at most n - 1 steps of Eq. (2.6) will be needed. [] 
Lemma 2.4. Let A be a complex n × n matrix with distinct eigenvalues 21,. . . ,  2,, 
and k a positive integer, 2 <. k < n. Then, with the use of a finite number of 
arithmetic operations of the fieM C, a shift t can be found such that the compound 
matrix 
ol, = Ck(A - tl,) (2.7) 
has distinct eigenvalues. 1fall the entries of A are in fact rational numbers, then 
the shift t can be found using only arithmetic operations of the rational fieM Q. 
Proof. Consider t in Eq. (2.7) as a variable. Then, by property (7) of Theorem 
2.1, the eigenvalues of d t  are, up to the scalar factor ( -  1)k, monic polynomials 
of degree k in t of the form 
q),~...,~ (t) = (t - 2,,)(t - 2i2)''" ( t -  2,~). (2.8) 
Altogether, there are N = (k )  polynomials in the set (2.8). Since ,~1,..., 2, 
are distinct, any two different polynomials, 4) and q~ of the set (2.8) can coincide 
for at most k - 1 values of t. There are altogether 
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such pairs (~b, ~). Let 
P = L (k  - 1 )  
When calculating the discriminant of the matrix o4t for t = O, 1 ,2 , . . . ,P ,  we 
must necessarily encounter an index to with discriminant nonzero. [] 
Lemma 2.5. Let W be a complex n × k matrix of  rank k, k < n. Suppose the only 
k × k submatrix of  W with nonzero determinant is
W[1, . . . ,k l l , . . . ,k ] .  
Then the last n - k rows of  W are zero, i.e., W is a matrix of the form 
¢ 'WI1  . . .  W lk  ~ 
Wk 1 • " " Wkk  
W= 
0 ... 0 
0 ... 0 
Proof. The assertion is obvious. [] 
3. Main theorem 
In this section, we state and prove our main result which is the following. 
Theorem 3.1 (The almost-sufficiency of the extended Shemesh condition). 
Assume that A, B c Mn(C), B is nonsingular, and A is such that the kth compound 
matrix Ck(A) has distinct eigenvalues for some k, 2 <~ k < n. Then if  Ck(A) and 
Ck (B) have a common eigenvector, A and B have a common invariant subspace of  
dimension k. 
Proof. Let z be a common eigenvector of Ck(A) and Ck(B), and ~ the 
corresponding eigenvalue of Ck(A). If 21,. . . ,  2n are the igenvalues of A, then 
= )~i, 2,2 • " •/-ik (3.1) 
for a sequence ~ = ( i l , . . . ,  ik) c -~k,,,. Note that, according to the hypothesis of 
the theorem, the sequence ~is defined uniquely by Eq. (3.1). 
Denote by Q a unitary n × n matrix which transforms A into its Schur form 
R such that the first k diagonal entries of R are the eigenvalues 2~,,. . . ,~,. 
Apply the same similarity to B, and the corresponding similarity to each of the 
compound matrices C~(A) and G(B). Thus we have 
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and 
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R = Q*.4Q, Ck(R) = (Ck(Q))*C~(A)G(Q) (3.2) 
S = Q'BQ, ck(s)  = (Ck(Q))*Ck(B)Ck(Q). (3.3) 
Repeating the argument in the proof of Theorem 2.2, we conclude that the first 
column w of the matrix Ck(Q) is an eigenvector for Ck(.4), the corresponding 
eigenvalue being 
{Ck(R)},, = det(R[1, . . . ,k l l , . . . ,k])  = 2,,2,2...2,, = 4. 
Hence, up to a scalar factor, w coincides with z, and is an eigenvector also for 
Q(B). This implies that all off-diagonal entries of the first column of Ck(S) are 
zero (see Eq. (3.3)), and the diagonal entry is an eigenvalue of Ck(B), say, r/ 
associated with w. Since B is nonsingular, Ck(B) is nonsingular as well, and 
r /# 0. Now, if we examine the transition from S to Ck(S), it will be clear that 
the n × k matrix formed by the first k columns of S satisfies the conditions of 
Lemma 2.5. It follows that S is an upper block triangular matrix, as in 
Eq. (2.3), with the diagonal block Sll of order k. In other words, the subspace 
5e spanned by the first k columns of Q is a common invariant subspace of the 
matrices A and B. [] 
4. Algorithm 
Let .4,B E M,(C). If at least one of the matrices has distinct eigenvalues, 
then the procedure below determines whether A and B have a common in- 
variant subspace of a given dimension k, 2 ~< k < n. 
Algorithm for Problem CIS 
Step 1. Calculate the discriminant discr A of.4. If discr .4 # 0 go to Step 3. 
Step 2. Calculate the discriminant discr B of B. If discr B # 0 let Anew --- B, 
Baew = .4, and go to Step 3. Otherwise, print "Both matrices .4 and B have 
a multiple eigenvalue" and exit. 
Step 3. Form the compound matrix Ck(.4), and calculate the discriminant 
discr Ck(A). If discr Ck(A) ----- 0 apply the procedure in the proof of Lemma 
2.4 to find a shift t such that the matrix d ,  in Eq. (2.7) has a nonzero dis- 
criminant. Let A,ew = .4 - tin. 
Step 4. Calculate det B. If det B = 0 apply the procedure in the proof of 
Lemma 2.3 to find a shift s such that the matrix B-  sI, is nonsingular. 
Let Bn~w = B - sI,. 
Step 5. Calculate the compound matrices Ck(.4) and Ck(B). Apply the She- 
mesh criterion to these matrices. If Q(A) and Ck(B) have (do not have) a 
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common eigenvector, then ,4 and B have (do not have) a common invariant 
subspace of dimension k. 
We mention that the transition, on Steps 3 and 4, to shifted matrices is based 
on an elementary consideration, namely, that matrices differing by a shift have 
identical invariant subspaces. 
The fact that the algorithm above is finite is rather obvious. On the other 
hand, the algorithm is clearly impractical. At present, even a good way of  
calculating compound matrices is not known. We hope to design a more ef- 
fective algorithm for Problem CIS in the future. 
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