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We investigate both analytically and by computer simulations the ensemble averaged, time av-
eraged, non-ergodic, and ageing properties of massive particles diffusing in a medium with a time
dependent diffusivity. We call this stochastic diffusion process the (ageing) underdamped scaled
Brownian motion (UDSBM). We demonstrate how the mean squared displacement (MSD) and the
time averaged MSD of UDSBM are affected by the inertial term in the Langevin equation, both at
short, intermediate, and even long diffusion times. In particular, we quantify the ballistic regime
for the MSD and the time averaged MSD as well as the spread of individual time averaged MSD
trajectories. One of the main effects we observe is that—both for the MSD and the time averaged
MSD—for superdiffusive UDSBM the ballistic regime is much shorter than for ordinary Brownian
motion. In contrast, for subdiffusive UDSBM the ballistic region extends to much longer diffusion
times. Therefore, particular care needs to be taken when the overdamped limit indeed provides
a correct description, even in the long time limit. We also analyze to what extent ergodicity in
the Boltzmann-Khinchin sense in this non-stationary system is broken, both for subdiffusive and
superdiffusive UDSBM. Finally, the limiting case of ultraslow UDSBM is considered, with a mixed
logarithmic and power law dependence of the ensemble and time averaged MSDs of the particles.
In the limit of strong ageing, remarkably, the ordinary UDSBM and the ultraslow UDSBM behave
similarly in the short time ballistic limit. The approaches developed here open new ways for consid-
ering other stochastic processes under physically important conditions when a finite particle mass
and ageing in the system cannot be neglected.
I. INTRODUCTION
Anomalous diffusion processes feature a nonlinear
growth of the ensemble averaged mean squared displace-
ment (MSD) of particles with time [1–13], namely
〈
x2(t)
〉
=
∫
∞
−∞
x2P (x, t)dx ∼ 2Kαtα. (1)
Here P (x, t) is the probability density function (PDF)
to find the tracer particle at time t at position x and
Kα is the generalized diffusion coefficient with physical
dimensions [Kα]= cm
2sec−α. The anomalous—and in
general time local—scaling exponent α(t) distinguishes
the regimes of subdiffusive (0 < α < 1), normal (α = 1),
and superdiffusive (α > 1) particle motions. The ballistic
regime corresponds to α = 2. Hyperballistic MSD growth
with α > 2 can occur, for instance, for particle diffusion
in turbulent flows [14, 15] or for non-equilibrium initial
conditions [16].
Anomalous particle kinetics was detected in numerous
physical and biophysical systems. From the perspective
of crowded [17, 18] biological cells, the list of examples
includes protein diffusion in living cells [19–22], motion of
∗Electronic address: rmetzler@uni-potsdam.de
chromosomal loci [23–26] and polymeric molecules [27],
diffusion of virus particles [28], motion of lipid and in-
sulin granules inside cells [29, 30], diffusion of membrane
lipids [31–39] and membrane-crowding proteins [40–43],
dynamics of ion channels [44–47] in biomembranes, dif-
fusion of small molecules near cell membranes [48–50],
active transport in cells [51–53], and, finally, the motion
on the level of entire microorganisms [54].
In contrast to the universal Gaussian normal diffu-
sion, anomalous diffusion processes are non-universal.
There exists a variety of theoretical models sharing the
same form (1) of the MSD [11], including continuous
time random walks describing diffusion with a divergent
waiting time scale [55–57] and trapping models in ran-
dom energy landscapes [58]. In addition, models for
particle motion in heterogeneous environments [59–65]
and stochastic processes with distributed or time vary-
ing diffusion coefficient were considered [66–68]. Expo-
nentially fast [69–71] and logarithmically slow [10, 72–76]
anomalous diffusion processes are also worth mentioning
here. Moreover, fractional Brownian motion and frac-
tional Langevin equation motion with a power-law correl-
ated noise [77–79] can describe the dynamics of particles
in viscoelastic media such as the cell cytoplasm. Also,
correlated continuous time random walks should be men-
tioned here [80–82]. The adequate description of some
systems required the coupling of more than one anomal-
ous diffusion mechanism [29, 30, 44].
2Here we consider the remaining popular anomalous dif-
fusion model, scaled Brownian motion (SBM) with the
time dependent diffusion coefficient of the power law form
[83–88],
D(t) = αKαt
α−1. (2)
SBM is a Gaussian and inherently non-stationary pro-
cess. The power-law dependence (2) of the particle dif-
fusivity was widely used to describe i.a. subdiffusion in
cellular fluids [89], water diffusion in cells [90], and it
naturally arises for the self-diffusion in granular gases
[88, 91, 92]. For more examples the reader is refereed to
our recent study [88]. The exponent of D(t) is 0 < α < 1
for subdiffusion, 1 < α for superdiffusion, and α = 0 de-
notes ultraslow SBM diffusion (considered in Ref. [75]).
Despite a great interest in the SBM process, the stand-
ard approaches usually deal with massless particles, the
overdamped limit of the Langevin equation [11]. The re-
gime of underdamped motion—when the inertial term is
non-negligible [93]—is typically less studied for anomal-
ous diffusion processes. As exceptions we mention the
fractional Langevin and fractional Klein-Kramers equa-
tions studied in Refs. [94, 95]. In this case—under the
conditions of weak coupling of particles to the thermal
bath—the ballistic diffusion is known to govern the short
time dynamics [96–98]. Recently, the first results for the
underdamped SBM (UDSBM) process were obtained by
the authors in Ref. [88]. It was found [88] that for α > 1
the overdamped regime is reached rather soon, while for
small positive α values an intermediate regime for the
particle dynamics emerges and influences the particle dy-
namics, both for the MSD and the time averaged MSD.
Finally, for ultraslow SBM at α = 0 the overdamped limit
is not reached at all. Thus, a finite particle mass affects
the dynamics at all time scales [88] and the description
in terms of the conventional overdamped limit fails [75].
The current study clarifies which properties of UDSBM
[88] should be modified in the presence of ageing. The
latter means that one starts recording the particle posi-
tion after some ageing time ta. In particular, for out-of-
equilibrium processes such as SBM one expects severe
effects of ageing onto the particle dynamics [99, 100].
Therefore, the time interval ta impacts the statistical
properties [11, 101, 102]. Effects of ageing are observed,
for instance, in glassy systems [103–107], homogeneously
cooled granular fluids [108], for diffusion in plasma cell
membranes [109], protein dynamics [110, 111], in poly-
meric semiconductors [112], as well as for blinking stat-
istics of quantum dots [113, 114].
We here generalize the stochastic SBM process to the
underdamped and ageing situation. In Section II we in-
troduce the observables and describe the routine for com-
puter simulations. In Section III we present the main
findings for the MSD, the time averaged MSD, and the
ergodicity breaking parameter of ageing UDSBM. The
cases of subdiffusion and superdiffusion are considered
separately. We compare the results of analytical calcu-
lations and extensive computer simulations in different
ageing regimes. In Section IV the MSD and the time av-
eraged MSD for the spacial case of ultraslow UDSBM are
considered. In Section V we discuss some applications of
our results and conclude.
II. OBSERVABLES AND SIMULATIONS
MODEL
In addition to the standard characteristic of particle
spreading given by the ensemble averaged MSD [1], we
are interested hereafter also in the the time averaged
MSD. The latter is defined from a single particle tra-
jectory x(t) as [11]
δ2(∆) =
1
T −∆
T−∆∫
0
[x(t+∆)− x(t)]2 dt. (3)
The extension to higher dimensions is straightforward.
Here, the lag time ∆ is the width of the sliding window
and T is the total trajectory length. Expression (3) is
the standard measure to quantify particle displacements
in single particle tracking experiments, when few but long
time series x(t) are typically available [115]. It is comple-
mentary to the ensemble averaged MSD, widely used in
the theoretical analysis of stochastic processes: there the
averaging is performed at each time t over the ensemble
of N given trajectories of the same length. When the
measurement starts after time ta from the initiation of
the process, the ageing time averaged MSD is naturally
defined as [57]
δ2a(∆) =
1
T −∆
T+ta−∆∫
ta
[x(t+∆)− x(t)]2 dt. (4)
The average over N realizations of the diffusion process
yields the mean time averaged MSD,
〈
δ2(∆)
〉
=
1
N
N∑
i=1
δ2i (∆), (5)
and analogously for
〈
δ2a(∆)
〉
. This trajectory based av-
eraging gives rise to a smoother variation of the time av-
eraged MSD with the lag time, as compared to individual
realizations, (3). Note that for stochastic processes with
a pronounced scatter of individual time averaged MSD
realizations—such as continuous time random walks and
heterogeneous diffusion processes [11, 61]—the determ-
ination of the mean (5) requires a substantial averaging
sample to be generated [11].
For ergodic diffusion processes in the Boltzmann-
Khinchin sense the MSD (1) and the time averaged MSD
(3) coincide in the limit ∆/T ≪ 1 [11]. A quantitative
measure of the ergodic properties of a stochastic pro-
cess [116–118] is the ergodicity breaking parameter, EB,
3defined via the fourth moment of the time averaged MSD
[77, 119],
EB(∆) =
〈(
δ2(∆)
)2〉
−
〈
δ2(∆)
〉2
〈
δ2(∆)
〉2 = 〈ξ2(∆)〉−1. (6)
Here, the ratio
ξ(∆) =
δ2(∆)〈
δ2(∆)
〉 (7)
is a dimensionless parameter that quantifies the relative
deviation [120] of individual time averaged MSDs about
their mean. The characteristics employing the higher mo-
ments such as skewness and kurtosis can be implemented
additionally to the EB parameter, to characterize finer
details of the spread of time averaged MSD trajectories
[78].
For SBM considered herein, we numerically solve the
stochastic Langevin equation for massive particles [88]
d2x(t)
dt2
+ γ(t)
dx(t)
dt
=
√
2D(t)γ(t)η(t), (8)
driven by the Gaussian noise η(t) with zero mean 〈η(t)〉 =
0 and unit variance 〈η(t)η(t′)〉 = δ(t − t′). The friction
coefficient is a time dependent function, γ(t) = τ−1v (t),
where
τ−1v (t) = γ0
√
T (t)
T (0) (9)
contains the time dependent temperature T (t). For in-
stance, for force-free cooling granular gases this depend-
ence is characterized by the law [88]
T (t) = T0
(1 + t/τ0)
2−2α
. (10)
For viscoelastic granular gases the exponent is α = 1/6,
while for granular gases with a constant restitution coef-
ficient α = 0, see Refs. [74, 91, 92]. Correspondingly, the
time dependent diffusion coefficient of the particles is
D(t) =
D0
(1 + t/τ0)
1−α
, (11)
where the initial values are T0 = T (0) and D0 = D(0).
Putting the Boltzmann constant hereafter to unity (kB =
1) we get the time-local fluctuation-dissipation relation
[88]
D(t) =
T (t)
γ(t)m
. (12)
Note that the characteristic scale of the temperature vari-
ation, τ0, is much longer than the typical relaxation time
in the system,
τ0γ0 ≫ 1. (13)
This condition assures the applicability of the initial
Langevin equation (8).
The second order Langevin equation (8) is equivalent
to two differential equations of the first order for the in-
crements of the particle position x(t) and velocity v(t)
[122, 123], namely (assuming unit particle mass m = 1
from hereon)
dv(t) =
√
2D(t)γ(t)η(t)
√
dt− γ(t)v(t)dt, (14)
dx(t) = v(t)dt. (15)
We discretize this system of equations in T/δt steps and
use the unit time step in our simulations (δt = 1). Hence,
on time step tn+1 the following discrete scheme is solved
v(tn+1) =v(tn) +
√
2D(tn)γ(tn)η(tn)
√
tn+1 − tn
− γ(tn)v(tn)(tn+1 − tn), (16)
x(tn+1) = x(tn) + v(tn)(tn+1 − tn). (17)
III. MAIN RESULTS: AGEING UDSBM
In this section we present our results for the ensemble
and time averaged MSDs of UDSBM. We also quantify
the amplitude scatter of individual time averaged MSD
trajectories of this process. We first present the analyt-
ical results for the UDSBM process and then compare
them with computer simulations.
A. MSD
To obtain the ensemble averaged MSD, we start with
the velocity-velocity correlation function, that can be dir-
ectly obtained via integration of the Langevin equation
(8): assuming without loss of generality that t2 > t1 and
applying the same approximations as described in Ref.
[88] to evaluate the integrals, we find
〈v(t1)v(t2)〉 ≈D0γ0
(
1 +
t1
τ0
)2α−2
× exp
{
τ0γ0
α
[(
1 +
t1
τ0
)α
−
(
1 +
t2
τ0
)α]}
.
(18)
The correlation function (18) is obtained under the con-
dition The ensemble averaged MSD of diffusing particles
can be obtained via the integration of the correlation
function (18),
〈
x2(t)
〉
= 2
∫ t
0
dt1
∫ t
t1
dt2 〈v(t1)v(t2)〉 . (19)
4The reader is referred to our recent study [88] for details
on the derivation of 〈v(t1)v(t2)〉 and the MSD for the
non-ageing UDSBM process. In short, at ta = 0 one gets
〈
x2(t)
〉 ≈2D0
{
τ0
α
((
1 +
t
τ0
)α
− 1
)
+ γ−10
(
exp
(
−τ0γ0
α
[(
1 +
t
τ0
)α
− 1
])
− 1
)}
(20)
In the more general situation when the recording of
particle position starts after the ageing time ta, the MSD
of the ageing UDSBM process is described by
〈
x2a(t)
〉
= 2
∫ ta+t
ta
dt1
∫ ta+t
t1
dt2 〈v(t1)v(t2)〉 . (21)
The integration over t2 can be performed to yield〈
x2a(t)
〉
=
2D0τ0γ0
α
(
α
τ0γ0
) 1
α
∫ ta+t
ta
dt1
(
1 +
t1
τ0
)2α−2
× exp
(
τ0γ0
α
[(
1 +
t1
τ0
)α])
×
{
Γ
(
1
α
,
τ0γ0
α
[
1 +
t1
τ0
]α)
−Γ
(
1
α
,
τ0γ0
α
[
1 +
t+ ta
τ0
]α)}
, (22)
where Γ(n, x) is the generalized Gamma function [121].
Since throughout this paper we limit ourselves to the re-
gime (13) and the values of the scaling exponents α are
not very large (|α| . 2 − 5) for most realistic applica-
tions, the expansion of the Gamma functions for large
arguments can be performed. The same level of approx-
imations was implemented when obtaining the velocity-
velocity correlation function in Eq. (18). After expansion
(up to the appropriate order) this procedure yields the
following result for the MSD,
〈
x2a(t)
〉 ≈2D0τ0
α
[(
1 +
t+ ta
τ0
)α
−
(
1 +
ta
τ0
)α]
+
2D0
γ0
[
exp
(
−τ0γ0
α
[(
1 +
ta + t
τ0
)α
−
(
1 +
ta
τ0
)α])
− 1
]
. (23)
1. Limiting cases
Let us mention here some special cases. If we put ta =
0 in Eq. (23), the MSD of the non-aged UDSBM process
(20) is recovered. For α = 1 the MSD behaves as that
for standard Brownian motion [93], namely〈
x2a(t)
〉
=
〈
x2(t)
〉
= 2D0
[
t− γ−10 (1− exp(−γ0t))
]
.
(24)
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Figure 1: MSD of the ageing UDSBM process: analytical
results (solid lines, with the full expression of Eq. (23) and
with the asymptotes of Eqs. (27) and (28) shown) and the
results of our computer simulations (data points), plotted for
α = 1 (panel A) and α = 1.4 (panel B) and different ageing
times ta. Parameters: T = 10
4, τ0 = 100, γ0 = 0.02. Panel
C shows the MSD for the case of strong ageing ta = 10
6
≫ T
and different diffusion exponents. For superdiffusive UDSBM,
the ballistic MSD regime shrinks to shorter times t ≪ 1/γ0
for larger α values, in accord with the analytical prediction
(31).
This expression and its scaling behaviors are shown in
Fig. 1A.
In the limit of very long observation and long ageing
times, when τ0 ≪ ta ≪ t, we can neglect the second
square bracket term in Eq. (23). The final MSD then
coincides with the MSD of non-ageing UDSBM at long
5observation times [88], namely
〈
x2a(t)
〉 ∼ 2D0τ0
α
(
t
τ0
)α
≃ tα. (25)
The most interesting situation emerges when the age-
ing time is the longest time scale in the problem, γ−10 ≪
τ0 ≪ ta and t ≪ ta. For very small values of the argu-
ment (arg) of the exponential function in Eq. (23),
arg =
τ0γ0
α
[(
1 +
ta + t
τ0
)α
−
(
1 +
ta
τ0
)α]
≪ 1, (26)
after expanding Eq. (23) the ageing MSD shows the ini-
tial ballistic growth regime,
〈
x2a(t)
〉 ∼ D0γ0
(
ta
τ0
)2α−2
t2 ≃ t2. (27)
Conversely, in the limit arg≫ 1 expression (23) yields the
normal diffusion regime,
〈
x2a(t)
〉 ∼ 2D0t


(
ta
τ0
)α−1
, α > 1
(
τ0
ta
)1−α
, α < 1
. (28)
This long ageing time MSD behavior is equivalent to that
of ageing SBM considered in Ref. [86] and it features a
linear dependence on the diffusion time t. Therefore,
no anomalous diffusion regime at all is observed for the
UDSBM processes when the ageing time is the longest
time scale in the problem, see Fig. 1. This is a quite
remarkable effect of strong ageing.
For comparison, note that for the non-ageing situation
the MSD asymptotes for the initial, intermediate, and
long time behaviors of the MSD of UDSBM are, respect-
ively, 〈
x2(t)
〉 ∼ D0γ0t2, (29)
〈
x2(t)
〉 ∼ 2D0t, (30)
and
〈
x2(t)
〉 ∼ D0τ0α−1(t/τ0)α, as derived in Ref. [88].
2. Superdiffusion versus subdiffusion
Different effects in the particle dynamics take place for
superdiffusive as compared to subdiffusive scaling expo-
nents, as we show here. For α > 1 and at γ−10 ≪ τ0 ≪ ta
(strong ageing limit), the condition of arg≫ 1 is satisfied
for all diffusion times, starting from very short times
tmin ∼ γ−10
(
τ0
ta
)α−1
≪ γ−10 ≪ τ0 ≪ ta. (31)
The ballistic regime (27) is observed for t < tmin. In other
words, almost for the entire observation interval normal
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Figure 2: Delay of the overdamping transition for ageing
UDSBM. (A) Theoretical results (solid lines) and computer
simulations (data points) results for the MSD of the ageing
UDSBM process, obtained for α = 0.5. The initial ballistic
regime is the dashed line given by Eq. (27). The intermediate
normal diffusion asymptote is the dashed line according to Eq.
(28). The long time anomalous MSD asymptote follows Eq.
(35). The trace length is T = 105 and the ageing times ta are
indicated in the plots. Parameters: D0 = 1, γ0 = 1, τ0 = 30
and m = 1. (B) Theoretical results for the MSD, plotted for
different ageing times and for α = 0.5, D0 = 1, γ0 = 0.02,
τ0 = 10
3, m = 1, and T = 107, show three different regimes
of the MSD scaling. Note that the values of τ0, γ0, and T in
panel B differ from those in panel A. The dashed asymptotes
for the ageing UDSBM are according to Eqs. (27), (28), and
(35).
diffusion is observed, yet the effective diffusion constant
becomes much larger than in the non-ageing situation
(29), that is
Deff(ta) = D0γ0
(
ta
τ0
)α−1
≫ D0γ0, (32)
as follows from Eq. (28). The short initial region of
ballistic diffusion and the long domain of normal diffusion
for the situation α > 1 are clearly visible in Fig. 1B,C.
It is also seen that the region of normal diffusion extends
towards shorter times with growing ageing times and thus
the region of ballistic diffusion shrinks. This trend agrees
with the estimate (31) for tmin. This is another a priori
surprising behavior of ageing UDSBM.
For subdiffusive exponents 0 < α < 1 of the UDSBM
process the condition (26) is satisfied for much longer
6observation times, namely
t < tmin ∼ γ−10
(
ta
τ0
)1−α
≫ γ−10 (33)
Hence, the ballistic diffusion regime (27) extends for
times much longer than the relaxation time for normal
diffusion, γ−10 . Thus, this ballistic regime for subdiffusive
UDSBM persists even much longer than that for superdif-
fusive situation. However, the effective diffusion constant
following from Eq. (27),
Deff(ta) = D0γ0
(
τ0
ta
)2−2α
, (34)
becomes much smaller than the basal value D0γ0 in Eq.
(29).
The MSD behavior for subdiffusive UDSBM is illus-
trated in Fig. 2 for two sets of the model parameters.
Since the time tmin in Eq. (33) grows with the ageing
time ta, the region of ballistic diffusion becomes more
extended, as clearly seen when comparing the curves for
different ta values in Fig. 2. The MSD reveals a good
agreement of theory and computer simulations, for all
values of the model parameters examined. In Fig. 2 we
show the MSD for the trace lengths T = 105 and T = 107
on panels A and B, respectively. We observe that for long
ta the region of initial ballistic diffusion and the inter-
mediate regime of normal diffusion shift towards longer
times. For subdiffusive realizations, in the long time limit
t≫ ta the anomalous behavior
〈
x2a(t)
〉 ∼ 2D0τ0
α
(
t
τ0
)α
≃ tα (35)
persists, as follows from Eq. (23). In Fig. 2, however,
this regime is realized for ta = 0 only because of a relat-
ively short trajectory length T . For the case of superdif-
fusion in Fig. 1, this anomalous regime is not visible at
all because the values of the ageing time used are large
compared to the trace length T .
B. Time averaged MSD
1. General expressions
The time averaged MSD (4) for the ageing UDSBM
process is defined as [11]
〈
δ2a(∆)
〉
=
1
T −∆
∫ T+ta−∆
ta
dt
× [〈x2(t+∆)〉− 〈x2(t)〉− 2A(t,∆)] , (36)
where the last term is computed from the non-ageing
velocity-velocity correlation function (18) as
A(t,∆) =
∫ t
0
dt1
∫ t+∆
t
dt2 〈v(t1)v(t2)〉 . (37)
Following the strategy outlined in Ref. [88], we divide
the integral in Eq. (36) formally into two parts, namely〈
δ2a(∆)
〉
=
〈
δ20,a(∆)
〉
+ 〈Ξa(∆)〉 . (38)
The first term here corresponds to the time averaged
MSD of the ageing SBM process for massless particles
[86, 87],
〈
δ20,a(∆)
〉
=
2D0τ
2
0
α(1 + α)(T −∆)
×
[(
1 +
T + ta
τ0
)α+1
−
(
1 +
ta +∆
τ0
)α+1
−
(
1 +
T + ta −∆
τ0
)α+1
+
(
1 +
ta
τ0
)α+1]
,
(39)
corresponding to the overdamped limit of the process [86,
87]. The second term 〈Ξa(∆)〉 is due to the inertial term
in the Langevin equation, which is absent in the standard
SBM process. Under the condition (13) we obtain the
closed form solution
〈Ξa(∆)〉 ≈ 2D0
γ0(T −∆)
∫ T+ta−∆
ta
dt (40)
×
{
exp
(
−τ0γ0
α
[(
1 +
t+∆
τ0
)α
−
(
1 +
t
τ0
)α])
− 1
}
.
The final integration cannot be performed for arbitrary
values of α. Below, we consider the important limiting
cases.
2. Limiting cases
At ta → 0 we recover the time averaged MSD of the
non-ageing UDSBM process, see Eqs. (42), (43) in Ref.
[88]. For normal diffusion at α = 1 from Eqs. (38), (39),
and (40) we observe, as expected, no dependence on the
ageing time,〈
δ2a(∆)
〉
=
〈
x2a(∆)
〉
=
〈
x2(∆)
〉
(41)
= 2D0
[
∆− γ−10 (1− exp(−γ0∆))
]
.
In the most interesting limit of strong ageing, when the
condition
ta ≫ T ≫ {∆, τ0} (42)
is satisfied, the leading order term in Eq. (39) grows
linearly with the lag time,
〈
δ20,a(∆)
〉
∼ 2D0∆
(
ta
τ0
)α−1
≃ ∆. (43)
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Figure 3: Analytical results for the MSD (solid lines) and
time averaged MSD (points) of ageing superdiffusive UDSBM
at α = 1.5. The asymptotes for the initial ballistic, interme-
diate linear, and long time anomalous behavior are according
to Eqs. (27), (28) and (25), respectively. Note that long age-
ing times diminish and eventually remove the weak ergodicity
breaking for ageing UDSBM. Parameters: T = 105, τ0 = 10
3,
and γ0 = 0.02.
In the same limit Eq. (40) can be represented by
〈Ξa(∆)〉 ≈ −2D0
γ0
{
1− 1
T −∆
∫ T+ta−∆
ta
dt
× exp
[
−γ0∆
(
t
τ0
)α−1]}
. (44)
This expression will be used below, for instance, to estim-
ate the time intervals for the initial ballistic behavior of
the time averaged MSD of ageing UDSBM. We consider
the limit of strong ageing in Sec. III B 3, while the limit of
short ageing times is presented in Sec. III B 4, for the sake
of completeness. Note also that for non-ageing UDSBM
in the intermediate lag time regime τ0 ≪ ∆ ≪ T the
leading scaling for the time averaged MSD is linear, sim-
ilar to that of the overdamped SBM process [88],
〈
δ20(∆)
〉
∼ 2D0∆
α
(
T
τ0
)α−1
≃ ∆. (45)
3. Superdiffusion versus subdiffusion: strong ageing
We start our analysis with the case of superdiffusion,
presented in Fig. 3. As one can see, the argument of the
exponential function in Eq. (44) in the limit of strong
ageing becomes very large already for lag times much
shorter than the characteristic relaxation time, 1/γ0. The
contribution of the term 〈Ξa(∆)〉 to the time averaged
MSD (38) can then be neglected, as compared to the
leading Brownian term given by Eq. (43). The initial
ballistic regime in the time averaged MSD in this limit
ta ≫ T is then observed only for very short times ∆ ≪
1/γ0, as indeed demonstrated in Fig. 3.
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Figure 4: Theoretical results (solid curves, Eqs. (39) and
(40)) and the results of computer simulations (data points) for
the time averaged MSD of ageing UDSBM. The asymptotes
shown as the dashed lines are according to Eqs. (46) and Eqs.
(43), (45) for short and intermediate lag times, respectively.
The findings are plotted for α = 1/6 (panel A) and α =1/2
(panel B), with T = 105, τ0 = 10
2, and γ0 = 0.1.
Here we observe an interesting effect, namely, with in-
creasing lag times the MSD scaling exponent changes
from the ballistic value of α =2 to the normal diffusion
value α =1 and then back to a higher value of α =1.5.
The reader is also referred to Fig. 1 of Ref. [88] for
the behavior of non-ageing UDSBM processes. Also, it
is important to note that for long ageing times the age-
ing UDSBM process becomes more ergodic, as one can
judge from Fig. 3. In this limit the ensemble and time
averaged MSD nearly coincide in the range of diffusion
times we examined.
In the case of subdiffusion, see Fig. 4, we expand the
exponential function in Eq. (40) or Eq. (44) up to the
second order in ∆ and then integrate. The terms linear in
the lag time from the main contribution (39) and from the
additional term (44) vanish, while the second order in ∆
produces for the time averaged MSD the initial ballistic
regime
〈
δ2a(∆)
〉
∼ D0γ0
(
ta
τ0
)2α−2
∆2 ≃ ∆2. (46)
This regime extends up to lag times
∆ < ∆min ∼ (ta/τ0)1−α/γ0, (47)
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Figure 5: MSD (blue points and dashed lines) and time
averaged MSD (green lines and solid black line) for ageing
UDSBM processes, for α = 1/2 and two different ageing times
ta as indicated in panels A and B. The analytical expressions
for the MSD and time averaged MSD are given by Eqs. (23)
and (38), respectively. The red curves represent individual
time averaged MSD realizations. Other parameters are the
same as in Fig. 2A.
that is much longer than the characteristic time 1/γ0 as
ta/τ0 is a large parameter. Therefore, comparing Eq.
(27) for the MSD and Eq. (46) for the time averaged
MSD one can conclude that the initial ballistic behavior
of strongly ageing UDSBM processes is nearly ergodic.
This important effect is illustrated in Fig. 5B, which also
shows how the ergodicity of the ageing UDSBM process
is recovered in the limit of long ageing times.
The short lag time asymptote (46) and the full ex-
pression given by Eqs. (39), (40) are in a good agree-
ment with the results of our numerical modeling of the
Langevin equation, see Fig. 4. In the regime of strong
ageing when ta ≫ T , for strongly subdiffusive UDSBM
the quadratic scaling of
〈
δ2a(∆)
〉
with the lag time ex-
tends up to the entire observation period. This is an-
other a priori surprising feature, rendering a purely over-
damped description invalid.
The effects of varying ageing time for the small value
of α = 1/6—relevant to the behavior of granular gases
[74, 88]—can be seen in Fig. 6 for rather long traces with
T = 107. When the ageing time is shorter than the obser-
vation time and the relation T ≫ ∆≫ τ0 is satisfied, the
time averaged MSD has an extended intermediate linear
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Figure 6: Analytical results for the time averaged MSD of age-
ing UDSBM, plotted for α = 1/6 and varying ageing times.
The asymptotes are according to Eqs. (46) and (45). Para-
meters: T = 107, τ0 = 10
3, and γ0 = 0.02.
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Figure 7: Ratio of the ageing versus non-ageing time averaged
MSDs of UDSBM, Λα(ta), as obtained from our computer
simulations, plotted as a function of the ageing time ta for
∆ = 1 and different values of the scaling exponents. Para-
meters: T = 104, N = 103. The analytical asymptotes in the
limit of long ageing times (53) are shown by the dashed lines.
scaling regime, in accord with the analytical prediction
(45). This regime disappears in the limit of strong ageing
by virtue of the fact that the initial ballistic regime for
small α values extends to much longer times, in accord
with Eq. (47)—see also the curve for ta = 10
8 in Fig. 4.
This intermediate Fickean diffusion regime exists also for
non-ageing UDSBM [88].
4. Superdiffusion versus subdiffusion: weak ageing
When the lag time ∆ is the shortest time scale, we
expand the contribution to the time averaged MSD〈
δ20,a(∆)
〉
in Eq. (39) as well as the integrand of 〈Ξa(∆)〉
in Eq. (40) for short lag times up to second order. Tak-
ing the integral in Eq. (40) and summing the two terms,
we find that the contributions linear in ∆ cancel and the
leading order is quadratic in ∆. This approximate ex-
9pression for
〈
δ2a(∆)
〉
at the conditions of weak ageing
ta ≪ T and in the physically relevant limit of τ0/T ≪ 1
for 0 < α < 1/2 has the form〈
δ2a(∆)
〉
∼ D0γ0τ0
(1− 2α)T ∆
2, (48)
while at α > 1/2 the leading order is
〈
δ2a(∆)
〉
∼ D0γ0
(2α− 1)
(
T
τ0
)2α−2
∆2. (49)
At α = 1 this approximate procedure yields〈
δ2a(∆)
〉
∼ D0γ0∆2, (50)
as follows also from Eq. (41). The critical value of α =
1/2 demarcates the boundary for different scalings of the〈
δ2a(∆)
〉
prefactors with the trace length T in the short
time limits (48) and (49). At α = 1/2 the prefactor
becomes a logarithmic rather than a power law function
of the trace length, namely,〈
δ2a(∆)
〉
∼ D0τ0γ0
T
log
(
1 +
T
τ0
)
∆2. (51)
5. Time averaged MSD enhancement/suppression function
Let us now consider the degree of enhancement or sup-
pression of the time averaged MSD due to the presence
of ageing [57] in the UDSBM process. It is quantified by
the ratio of the ageing versus non-ageing time averaged
MSD magnitudes
Λα (ta,∆) =
〈
δ2a(∆)
〉
〈
δ2(∆)
〉 (52)
Using the relations (46) and (48), (49), (51) for short
lag times (corresponding to the ballistic regime), long
particle trajectories {∆, τ0} ≪ T and strong ageing ta ≫
T one gets the following asymptotic form
Λα (ta) ∼


(1− 2α) T
τ0
(
ta
τ0
)2α−2
, α < 1/2
T/τ0
log(1 + T/τ0)
(
ta
τ0
)2α−2
, α = 1/2
(2α− 1)
(
ta
T
)2α−2
, α > 1/2
.
(53)
In this limit, the quadratic dependence of Λα on the lag
time ∆ in time averaged MSDs cancels out in Eq. (53)
and the universal power law scaling in the leading order
is
Λα(ta) ≃ t2α−2a . (54)
Note here that for the standard overdamped SBM process
the suppression (enhancement) function Λα for subdiffus-
ive (superdiffusive) realizations of the scaling exponent α
is [64, 86]
Λα(ta) ≈
(
1 +
ta
T
)α
−
(
ta
T
)α
. (55)
This power law function is similar to that observed for
ageing continuous time random walks [57] and ageing het-
erogeneous diffusion processes [62].
For ageing superdiffusive UDSBM processes, as pre-
dicted by Eq. (53) at α > 1, the magnitude of the time
averaged MSD gets enhanced with the ageing time, while
for subdiffusive UDSBMs realized at α < 1 the time av-
eraged MSD gets suppressed with increasing ta. The
analytical estimate (53) is in good agreement with our
computer simulations of the ageing UDSBM process, as
presented in Fig. 7 for systematically varied exponent
α. We mention that the smaller the scaling exponent α,
the more pronounced is the decrease of the time aver-
aged MSD with the ageing time ta, while for α > 1 the
enhancement of the time averaged MSD is observed, in
accord with Eq. (54). In Fig. 5 for a special value of
α = 1/2 we also observe that the time averaged MSD
gets reduced for longer ageing times. Finally note a dif-
ferent dependence of Λα(ta) in Eq. (53) on the length of
the particle trajectory T for subdiffusive versus superdif-
fusive UDSBM processes, as well as for the critical value
of the scaling exponent α = 1/2.
C. Scatter of time averaged MSDs and ergodicity
breaking parameter
For a finite trajectory length all stochastic processes
exhibit trajectory-to-trajectory fluctuations. These lead
to fluctuating apparent mobilities of the particles. Fig-
ure 5 illustrates that the amplitude scatter of individual
time averaged MSD trajectories of both ageing and non-
ageing UDSBM processes. It appears to be quite narrow
and thus the process is fairly reproducible. In particu-
lar, the spread of time averaged MSD trajectories does
not change much with the ageing time. At short lag
times ∆ the spread is rather small, similar to that for
the Brownian motion with the same trace length T [11].
Fig. 8 shows the amplitude scatter of individual time
averaged MSD traces φ(ξ), for both the ageing and non-
ageing UDSBM processes, for a set of values of the diffu-
sion exponent α, lag time ∆, and ageing time ta. We first
start with UDSBM in the absence of ageing, complement
the results published in Ref. [88]. As follows from Figs.
8A,B evaluated at ta = 0, larger values of ∆ lead to more
asymmetric, non-centered φ(ξ) distributions. Comparing
φ(ξ) for non-ageing ultraslow (α = 0) and subdiffusive
(α = 1/2) UDSBM —see panels A and B of Fig. 8—we
clearly see a broader spread of time averaged MSD real-
izations for α = 0 situation. Systematically larger values
of the EB parameter found in simulations at α = 0, as
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Figure 8: (A,B): Distribution φ(ξ) of the relative amplitude
of the time averaged MSD for non-ageing UDSBM at α = 1/2
and ultraslow UDSBM, computed for different lag times, as
indicated in the panels. For longer lag times the distribu-
tion gets progressively wider and becomes asymmetric. (C):
Comparison between φ(ξ) for ageing and non-ageing UDSBM
processes for α = 0.5 and lag time ∆ = 1. In the strong ageing
regime the distribution becomes slightly wider. (D): Distri-
butions φ(ξ) for different α exponents as indicated in the plot
and for ∆ = 1. Parameters for all the plots are T = 104 and
N = 104.
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Figure 9: EB parameter obtained from computer simulations
versus the ageing time ta for the ageing UDSBM process,
computed for traces with T = 104 steps and averaged over
N = 103 trajectories, for different α values (as denoted in the
plot) and ∆ = 1. The black dashed lines show the phenomen-
ological strong ageing scaling relation (57).
demonstrated in Fig. 9, are in line with this larger widths
of φ(ξ) distributions for the ultraslow UDSBM process.
For fixed ∆ and α values, the presence of ageing in
the system makes the distributions of the time averaged
MSDs slightly wider, see Fig. 8C. According to Fig. 8D,
by increasing the scaling exponent α up to unity the
distributions φ(ξ) become narrower. For more superdif-
fusive α values however, the distribution φ(ξ) becomes
slightly broader again. This effect is similar to the de-
pendence of the ergodicity breaking parameter for the
standard SBM process as a function of the scaling expo-
nent (see the description and Fig. 3A in Ref. [87]).
A fairly reproducible behavior of time averaged
MSDs—that is narrow φ(ξ) distributions observed here—
is similar to that of otherwise ergodic fractional Brownian
motion and fractional Langevin equation motion [77, 124,
125]. Note that for these processes the effects of transi-
ent ageing and weak ergodicity breaking were also studied
[126–128]. This reproducibility of time averaged MSDs
for ageing UDSBM is in strong contrast, for instance, to
continuous time random walks in which time averages of
physical observables remain random quantities, even in
the limit T →∞ [11, 118].
A commonly used measure of these amplitude fluctu-
ations of time averaged MSD trajectories for UDSBM
and other anomalous diffusion processes is the ergodicity
breaking parameter, EB, defined via Eq. (6) [11]. In Fig.
9 we present the variation of EB for the ageing UDSBM
with the ageing time ta, as obtained from our computer
simulations. Performing a fitting to data points, we find
that for strong ageing the following scaling is valid,
EB(ta) ≃ t1−αa . (56)
Therefore, with increasing ageing time the EB parameter
decreases for superdiffusive and grows for subdiffusive
UDSBM. This is consistent with a somewhat broader
distributions of the time averaged MSD traces obtained
11
for superdiffusive UDSBMs in Fig. 8D, as compared to
the distribution φ(ξ) at α = 1. We note here that the
number of traces needed to reach a satisfactory statistics
for the EB parameter—containing the fourth moment of
the time averagedMSDs—is typically considerably larger
than that required for the convergence of
〈
δ2a(∆)
〉
[87].
For UDSBM we did not compute the ergodicity break-
ing parameter analytically, that might be a subject of a
future study.
The dependence of the EB parameter on the traject-
ory length T is presented in Fig. 10, for both ageing and
non-ageing UDSBM. In the absence of ageing, as shown
in Fig. 10A, the EB parameter in the limit of long tra-
jectories varies as
EBnon-ageing(T ) ≃ 1/Tα. (57)
Note that this exponent in this limit of short lag times
for UDSBM is different from that for the standard SBM,
where the dependence is EB(T ) ≃ 1/T 2α for 0 < α <
1/2 and EB(T ) ≃ 1/T for α > 1/2 [87]. However, in
the limit of strong ageing the decay of EB is inversely
proportionally with the trace length T ,
EBageing(T ) ≃ 1/T, (58)
see Fig. 10B for a short lag times, ∆ = 1. Note that the
same scaling relation of EB is observed also for longer
lag times (results not shown). Note also that this in-
verse proportionality of the EB parameter with the trace
length is typical for a number of other anomalous diffu-
sion processes, see Ref. [11].
IV. MAIN RESULTS: AGEING ULTRASLOW
UDSBM
Let us now consider inertial effects for the ageing
UDSBM process at α = 0. The motion of massive
particles in this case is governed by the underdamped
Langevin equation [88],
m
d2x(t)
dt2
+
γ0
(1 + t/τ0)
dx(t)
dt
=
√
2D0
1 + t/τ0
γ0η(t)
(1 + t/τ0)
.
(59)
A. MSD
We straightforwardly obtain the velocity auto-
correlation and find in the limit τ0γ0 ≫ 1 that
〈v(t1)v(t2)〉 ≈ T (0)
m
(
1 + t1/τ0
1 + t2/τ0
)τ0γ0 1
(1 + t1/τ0)2
.
(60)
Note that this expression can be directly obtained from
Eq. (18) by putting α → 0. After some simplifications,
the MSD of ageing ultraslow UDSBM process acquires
both a logarithmic and power law function of the diffu-
sion time t,
〈
x2a(t)
〉 ∼2D0τ0 log
(
1 +
t
ta + τ0
)
+
2D0
γ0
[(
1 +
t
ta + τ0
)
−τ0γ0
− 1
]
. (61)
We restrict the analysis of this equation to the most in-
teresting situation of strong ageing,
ta ≫ {t, τ0}. (62)
In this limit, Eq. (61) can be approximated by
〈
x2a(t)
〉 ∼ 2D0τ0 t
ta
− 2D0
γ0
(
1− exp
[
− t
ta
τ0γ0
])
. (63)
In the argument of the exponent we thus observe a
product of a large parameter τ0γ0 and a small parameter
t/ta. Therefore, for the range of diffusion times up to
t < tmin ∼ ta/(τ0γ0) (64)
the leading order expansion of Eq. (63) the MSD of age-
ing ultraslow UDSBM—similarly to the MSD for the non-
ageing UDSBM process [88]—shows the ballistic regime,
〈
x2a(t)
〉 ∼ D0τ20 γ0
t2a
t2 ≃ t2. (65)
Note that this regime extends to the times much longer
than the relaxation time 1/γ0 for standard diffusion [93]
of massive Brownian particles, as can be seen from Fig.
11A.
For the subsequent diffusion regime satisfying the con-
dition
t > tmin ∼ ta/(τ0γ0), (66)
the first term in Eq. (63) dominates, yielding the linear
growth of the MSD with time
〈
x2a(t)
〉 ∼ 2D0τ0 t
ta
≃ t. (67)
Similarly to non-ageing UDSBM [88], for long observa-
tion times t ≫ {ta, τ0} the MSD of ageing ultraslow
UDSBM demonstrates (as expected) a logarithmic de-
pendence on the diffusion time,
〈
x2a(t)
〉 ∼ 2D0τ0 log
(
t
ta
)
. (68)
B. Time averaged MSD
The ageing time averaged MSD of the ultraslow
UDSBM process acquires a form similar to Eq. (38),
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Figure 10: Ergodicity breaking parameter variation with the trace length T , computed for different α and two ageing regimes,
after averaging over N = 103 trajectories. The value of the lag time is ∆ = 1. The asymptotes shown in the plots are Eqs.
(57) and (58), in the limit of short and long ageing times, respectively.
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Figure 11: MSD (panel A) and time averaged MSD (panel
B) as obtained from computer simulations (data points) and
theoretically (solid lines; Eq. (61) for the MSD and Eqs.
(69), (70) for the time averaged MSD) for the ageing ultraslow
UDSBM process at α = 0. The short time ballistic asymptote
and the long time logarithmic behavior of the MSD are shown
as dashed lines, plotted according to Eqs. (65) and (68), cor-
respondingly. The ballistic asymptote for the time averaged
MSD is the dashed lines given by Eq. (71). The values of the
ageing time ta are as indicated in the plot. Other parameters
are D0 = 1, γ0 = 1, τ0 = 30, and m = 1.
namely a combination of two terms. Here, the main con-
tribution to the time averaged MSD coincides with that
of the non-ageing ultraslow UDSBM process in the limit
(13), namely (see Eq. (61) in Ref. [88])
〈
δ20,a(∆)
〉
≈ 2D0τ0
T −∆
∫ T+ta−∆
ta
dt′ log
(
1 +
∆
τ0 + t′
)
=
2D0τ0
T −∆
[
(T + ta + τ0) log
(
1 +
T + ta
τ0
)
− (ta + τ0 +∆) log
(
1 +
ta +∆
τ0
)
− (T + ta + τ0 −∆) log
(
1 +
T + ta −∆
τ0
)
+ (ta + τ0) log
(
1 +
ta
τ0
)]
. (69)
The second contribution to the time averaged MSD de-
scribes the inertial term in the original Langevin equation
(59), namely,
〈Ξa(∆)〉 ≈ 2D0
γ0(T −∆)
∫ T+ta−∆
ta
dt′
×
[(
1 +
∆
t′ + τ0
)
−τ0γ0
− 1
]
. (70)
Using for Eq. (70) the exponential representation analog-
ous to that used for Eq. (44) in the limit of long ageing
times, ta ≫ {T,∆}, we get the initial ballistic regime of
the time average MSD,
〈
δ2a(∆)
〉
∼ D0γ0
(
τ0
ta
)2
∆2 ≃ ∆2. (71)
Note that this relation can be also directly obtained from
Eq. (46) by putting α → 0. The ballistic regime (71)
extends up to lag times satisfying the condition
∆ < ∆min ∼ ta/(τ0γ0), (72)
that is much longer that the relaxation time, 1/γ0. We
remind the reader that the latter defines the time scale
of the ballistic regime for ordinary Brownian motion, Eq.
13
(29). Note that the effective diffusion constant for the
ageing ultraslow UDSBM process,
Deff(ta) = D0γ0
(
τ0
ta
)2
, (73)
in this limit of strong ageing becomes much smaller than
for normal Brownian motion, D0γ0. Figure 11 demon-
strates a good agreement between our computer simu-
lations of the underdamped equation (59) for the ageing
ultraslow UDSBM process and the theoretical results, for
both the MSD and the time averaged MSD. Finally, the
scatter of time averaged MSDs for the ultraslow UDSBM
process is illustrated in Fig. 8A.
V. DISCUSSION AND CONCLUSIONS
In the current study, we rationalized the effects of age-
ing on the ensemble averaged MSD, the time averaged
MSD, and the ergodic properties of the underdamped
SBM process (UDSBM). We explicitly considered the ef-
fects of a finite particle mass on the magnitude and dur-
ation of the short time ballistic regime, both for the MSD
and time averaged MSD. The thorough investigation of
the effects of ageing on the UDSBM process complements
and completes our recent study [88]. Ageing is shown to
reduce the magnitude of the time averaged MSD for the
case of subdiffusion and to increase it in the superdiffu-
sion case. We showed also that for longer ageing times in
the ballistic regime the MSD converges to the time aver-
aged MSD and thus ergodicity is restored for the ageing
UDSBM process.
The existence and unexpectedly long persistence of the
short time ballistic regime for the UDSBM process was
first predicted in Ref. [88]. In the presence of ageing,
however, the duration of this regime depends on the an-
omalous exponent as well as the ageing time. For subdif-
fusive exponents both the MSD and the time averaged
MSD show a ballistic behavior for times considerably
longer than that for ordinary Brownian motion, 1/γ0.
At later times, a transition to normal diffusion is ob-
served for the ageing and non-ageing UDSBM processes.
In contrast, for superdiffusive exponents α > 1 the nor-
mal diffusive regime dominates in the intermediate and
long time regime. Our analytical results are supported
by the findings of extensive computer simulations of the
stochastic Langevin equation for massive particles in a
medium with time varying diffusion coefficient.
We characterized the behavior of the system both for
subdiffusive and superdiffusive realizations of the scaling
exponent α, as well as for the limiting value of α = 0. The
latter gives rise to ultraslow UDSBM, with a character-
istic combined logarithmic and power law time depend-
ence of the averaged particle displacement. Particularly
for subdiffusive UDSBM processes we demonstrated that
in the limit of long ageing times the overdamping approx-
imation fails entirely. Instead, the initial ballistic regime
expected for massive particles extends for large ta values
up to the entire trace length, i.e. times much longer than
typical relaxation time 1/γ0.
We also analyzed the non-ergodicity of the ageing
UDSBM process based on the ergodicity breaking para-
meter, EB. Based on computer simulations, we demon-
strated that the presence of ageing changes the decay
of EB. Specifically, for long observation times the EB of
the UDSBM process in the limit of strong ageing tends
to zero as T−1, different from its T−α asymptotic scal-
ing for the non-ageing UDSBM process. Our findings
support the idea that in non-stationary diffusive systems
the presence of ageing can drastically alter the particle
dynamics, at initial, intermediate, and long time limits.
Additionally, the current study extends the range of scal-
ing behaviors predicted for the non-ageing UDSBM pro-
cess in Ref. [88].
The applications of our results to real physical systems
include the behavior and dynamics of particles in gran-
ular gases, with the power law decrease of the medium
temperature [74, 88, 91]. It will be interesting to compare
our results to more detailed simulations of these systems.
The development of underdamped particle dynamics and
approaches for other anomalous diffusion processes is also
of great interest. For instance, the limits of applicability
of the commonly used overdamping approximation for
continuous time random walks—known to be connected
to SBM in a mean field sense [85]—would be intriguing
to unravel in the future.
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