ABSTRACT. Recorded signals from a guided wave structural health monitoring system are sensitive to damage but also to even small temperature changes. Previous work has shown that reasonable temperature compensation can be achieved by first selecting an optimal baseline and then stretching it to match the current signal of interest. However, this method is not perfect and its efficacy depends upon many factors. This paper considers each step of this existing method and implements modifications to improve the efficacy of temperature compensation. The criterion for evaluation is a comparison of the residual signals after baseline subtraction before and after damage is introduced. Results show that damage detection performance is significantly improved with this new method.
INTRODUCTION
Sparse ultrasonic transducer arrays offer the potential of detecting damage at any location within a large area of interest. Previous studies have used the residual signals after baseline subtraction for structural damage detection [1] [2] [3] . As is described in these studies, the sensitivity to damage is significantly affected by temperature variations. Furthermore, it is shown that stretching the baseline signals can provide reasonable compensation for small temperature changes, and the temperature difference between the baseline and the signal can be restricted to a small range by optimal baseline selection. However, potential improvements can be made to the existing method of temperature compensation to further increase sensitivity to damage. For example, minimization of the residual signals after baseline subtraction is used both to determine parameter values, such as the amount of stretching and shifting, and to select the optimum baseline signal. This minimization process may suppress the signals due to damage, which in turn reduces the sensitivity to the damage. One attempt to improve sensitivity to damage has been made by using envelopes for baseline subtraction, but at the cost of introducing blind spots into the structural coverage [1] . To maintain the integrity of structural coverage, work presented here aims to improve the temperature compensation method by modifying both the existing stretch and shift algorithm and the baseline selection method as applied to the RF (unrectified) signals.
EXPERIMENTS
Data obtained from a previous study are used here [4] . Six 12.5 mm diameter PZT discs were mounted to a 610 mm × 610 mm × 4.8 mm aluminum plate. Figure 1 shows the configuration of these six surface-mounted transducers and the flaw locations on the plate. The S 0 mode centered at 200 kHz is dominant for the transducers. Table 1 summarizes the data sets acquired under a variety of conditions for all 15 combinations of transducer pairs. An artificial flaw is introduced at data set 62 as a through-hole, and its diameter increases from 1.5 mm to 6 mm in six steps through data set 67.
THEORY
This work compares algorithms for selecting, stretching and shifting baseline signals to achieve the best match between a signal of interest and a baseline that is possibly recorded at a different temperature. Signals are first filtered by convolution with a 3-cycle Hanning windowed tone burst centered at 200 kHz and normalized to compensate for different propagation paths between the transmitter and the receiver. The criterion for evaluation is a comparison of the sum of the squared error of residual signals after baseline subtraction before and after damage was introduced. The squared error is defined as, where x(t) is the measured signal in the time domain, and the superscript BL denotes the baseline signal. Figure 2(a) shows the squared error using the original temperature compensation method from signals of 4000 Ps duration sampled at 25 MHz for five transducer pairs. The squared errors after damage is introduced, data sets 68-110, are consistently higher than those from the no damage case, data sets 25-62. Transducer pair 1-3, for example, has a damage detection margin of 4.30 dB. This squared error profile is significantly degraded when the original method is applied to a shorter signal, 1000 Ps in duration, and sampled at 5 MHz. Figure 2 (b) shows that the damage detection margin has decreased for all five transducer pairs. Pair 1-3, for example, now has a detection margin of 1.30 dB. Also, for both cases, there are unexpected peaks for data sets 25-40, which were obtained from the undamaged plate.
The goal of the new method proposed in this paper is to improve the detection margin and reduce the unexpected peaks in the undamaged region of data sets 25-40 for the shorter duration signals sampled at 5 MHz. Table 2 summarizes the four changes made to the existing algorithm. Each change is discussed in the following subsections, and results from transducer pair 1-3 are shown to demonstrate the effect of each change. 
Time-Domain Stretch Using Sinc Interpolation
The original method stretches the baselines by zero padding or truncating in the frequency domain. The resolution of the amount of stretch is limited by the number of points in the signals, which limits the accuracy of the stretched signals [5] . Sinc interpolation, however, can interpolate values at any time location, which enables stretching of the signals by an arbitrary stretch factor. Sinc interpolation is defined as, sin .
Figure 3(a) shows an example of sinc interpolation on an example signal. Even though stretching with sinc interpolation is inherently more accurate that the original implementation done in the frequency domain, experimental results shows no noticeable improvement as shown in Figure 3(b) .
Modified Stretch/Shift Algorithm
It has been shown that the lags calculated from the short-time cross-correlation between the baseline and signal have a linear relation with time due to a temperature change [2, 6] . Here, the slope of the linear regression of the lags vs. time data is used to calculate the stretch factor [2] . The original method assumes uniform energy distribution, and plots each lag at the center of the time window. This assumption may not always be valid, such as when discrete echoes are not centered in the window. The new method plots the lags at the energy centers, t cen , to compensate for possible non-uniform local energy distribution, where t cen is calculated as This new approach using the energy center adjusts the data points of lags vs. time to a better linear fit. The significance of this change depends on the actual energy distribution for individual signals. Figure 4 (a) illustrates the comparison of the original approach and the new approach on signals with a nearly uniform energy distribution. The second aspect of the stretch and shift algorithm is the shift offset after stretching. A shift mismatch often remains after baselines are correctly stretched to match signals [3] . The original algorithm uses cross correlation of the signal and the stretched baseline to calculate the shift offset. This approach may suppress the signal due to damage and thereby undermine the capability for damage detection. The new algorithm obtains the shift offset values from the y intercept of the linear regression line of lags vs. time (i.e., the extrapolated lag at t = 0). This y intercept and the shift offset calculated by cross correlation were found to be approximately equal for both simulated and experimental data when applied to baselines and signals without damage. For non-dispersive signals, one contribution to the shift offset is related to the time reference of the excitation pulse, and another contribution is caused by the change in shape of individual echoes as baselines are stretched to match the arrival time of signals. There are undoubtedly additional effects for the dispersive case. Figure 4 (b) shows that the new stretch and shift algorithm results in slightly smaller squared errors in the undamaged region. Even though the new stretch and shift algorithm does not provide significant improvements to the squared error profile, the modification using the energy center leads to calculation of more accurate stretch factors that are useful in the next two parts of the new method. 
Individual Baseline Selection with Minimum Stretch
As previously explained, each data set consists of signals for all 15 transducer pairs. The original baseline selection method chooses a single optimal baseline set from the minimum of the sum of the squared errors over all the pairs. The squared error metric used for this baseline selection may not be optimal for some transducer pairs as shown in Figure 5 (a) for pair 1-3. The new baseline selection method selects an optimal baseline for each individual transducer pair based upon the minimum stretch factor, which should be the best temperature match, even if there is damage. Figure 5(b) shows that the resulting squared errors are significantly smaller for the undamaged state and comparable for the damaged state, resulting in an improved detection margin.
Weighted Average of Two Baselines
The original method selects one optimal baseline for each signal. The weighted average approach selects two baselines, one to be stretched and the other to be compressed, and calculates a weighted average of these two baselines:
where ȕ 1 and ȕ 2 are the slopes of the lag vs. time curves. This slope indicates the degree and direction of the temperature variation. Figure 6 (a) shows a schematic comparison of two methods. Figure 6(b) shows that the weighted average has a flatter profile of the squared error, indicating that this algorithm can provide more consistent detection profiles. Figure 7 shows the squared error results using the new method with all algorithm changes on the short signals; i.e., 1000 Ps data sampled at 5 MHz. Compared to results using the original method as shown in Figure 2(b) , the new method produces a flatter and more consistent squared error profile. Table 3 summarizes the margin of detection in dB for the results shown in Figures 2(a) , 2(b) and 7 for the five selected transducer pairs. The margin using the new method with the shorter signals is 4.82 dB more than that of the original method with the shorter signals, and 2.27 dB more compared to the original method with the longer signals. In general, the new temperature compensation method shows superior performance compared to the previous method even with a shorter time window and a lower sampling rate. 
RESULTS

CONCLUSIONS
An improved temperature compensation method has been developed by optimizing each step of the original method (optimal baseline selection followed by signal stretching). Results from these two methods are compared to evaluate the efficacy of each individual step and overall performance. The squared errors of the residual signals with the new method are more consistent than those with the original method for both the undamaged and damaged states. Unexpected variations for the undamaged data sets are reduced and the corresponding margin for damage detection is increased. The damage detection performance with the new method is significantly improved, even when using a shorter signal window and a lower sampling rate. All aspects of the new method contributed to the improved performance except the time domain stretch algorithm.
