An introduction to the theory of rotating relativistic stars by Gourgoulhon, Eric
ar
X
iv
:1
00
3.
50
15
v2
  [
gr
-q
c] 
 20
 Se
p 2
01
1
An introduction
to the theory of
rotating relativistic stars
Lectures at the COMPSTAR 2010 School
GANIL, Caen, France, 8-16 February 2010
Éric Gourgoulhon
Laboratoire Univers et Théories,
UMR 8102 du CNRS, Observatoire de Paris,
Université Paris Diderot - Paris 7
92190 Meudon, France
eric.gourgoulhon@obspm.fr
20 September 2011
2
Contents
Preface 5
1 General relativity in brief 7
1.1 Geometrical framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.1.1 The spacetime of general relativity . . . . . . . . . . . . . . . . . . . . . . 7
1.1.2 Linear forms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.1.3 Tensors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.1.4 Metric tensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.1.5 Covariant derivative . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.2 Einstein equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.3 3+1 formalism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.3.1 Foliation of spacetime . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.3.2 Eulerian observer or ZAMO . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.3.3 Adapted coordinates and shift vector . . . . . . . . . . . . . . . . . . . . . 17
1.3.4 Extrinsic curvature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.3.5 3+1 Einstein equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2 Stationary and axisymmetric spacetimes 21
2.1 Stationary and axisymmetric spacetimes . . . . . . . . . . . . . . . . . . . . . . . 21
2.1.1 Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.1.2 Stationarity and axisymmetry . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2 Circular stationary and axisymmetric spacetimes . . . . . . . . . . . . . . . . . . 27
2.2.1 Orthogonal transitivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.2.2 Quasi-isotropic coordinates . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.2.3 Link with the 3+1 formalism . . . . . . . . . . . . . . . . . . . . . . . . . 31
3 Einstein equations for rotating stars 33
3.1 General framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2 Einstein equations in QI coordinates . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2.1 Derivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2.2 Boundary conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2.3 Case of a perfect fluid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2.4 Newtonian limit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2.5 Historical note . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.3 Spherical symmetry limit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.3.1 Taking the limit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4 CONTENTS
3.3.2 Link with the Tolman-Oppenheimer-Volkoff system . . . . . . . . . . . . . 41
3.3.3 Solution outside the star . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.4 Fluid motion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.4.1 Equation of motion at zero temperature . . . . . . . . . . . . . . . . . . . 44
3.4.2 Bernoulli theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.4.3 First integral of motion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.4.4 Stellar surface and maximum rotation velocity . . . . . . . . . . . . . . . 50
3.5 Numerical resolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.5.1 The self-consistent-field method . . . . . . . . . . . . . . . . . . . . . . . . 51
3.5.2 Numerical codes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.5.3 An illustrative solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4 Global properties of rotating stars 59
4.1 Total baryon number . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.2 Mass . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.2.1 Komar mass . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.2.2 ADM mass . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.2.3 Binding energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.3 Virial identities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.3.1 GRV3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.3.2 GRV2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.4 Angular momentum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.5 Circumferential radius . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.6 Redshifts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.6.1 General expression of the redshift . . . . . . . . . . . . . . . . . . . . . . . 67
4.6.2 Polar redshift . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.6.3 Equatorial redshifts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.7 Orbits around the star . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.7.1 General properties of orbits . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.7.2 Orbits in the equatorial plane . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.7.3 Circular orbits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.7.4 Innermost stable circular orbit (ISCO) . . . . . . . . . . . . . . . . . . . . 74
A Lie derivative 77
A.1 Lie derivative of a vector field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
A.1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
A.1.2 Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
A.2 Generalization to any tensor field . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
B Lorene/nrotstar code 81
Bibliography 83
Preface
These notes are the written version of lectures given at the Compstar 2010 School1 held in Caen
on 8-16 February 2010. They are intended to introduce the theory of rotating stars in general
relativity. Whereas the application is clearly towards neutron stars (and associated objects
like strange quark stars), these last ones are not discussed here, except for illustrative purposes.
Instead the focus is put on the theoretical foundations, with a detailed discussion of the spacetime
symmetries, the choice of coordinates and the derivation of the equations of structure from the
Einstein equation. The global properties of rotating stars (mass, angular momentum, redshifts,
orbits, etc.) are also introduced. These notes can be fruitfully complemented by N. Stergioulas’
review [95] and by J.L. Friedman & N. Stergioulas’ textbook [44]. In addition, the textbook
by P. Haensel, A. Y. Potekhin & D. G. Yakovlev [55] provides a good introduction to rotating
neutron star models computed by the method exposed here.
The present notes are limited to perfect fluid stars. For more complicated physics (super-
fluidity, dissipation, etc.), see N. Andersson & G. L. Comer’s review [5]. Magnetized stars are
treated in J. A. Pons’ lectures [87]. Moreover, the stability of rotating stars is not investigated
here. For a review of this rich topic, see N. Stergioulas’ article [95] or L. Villain’s one [103].
To make the exposure rather self-contained, a brief overview of general relativity and the
3+1 formalism is given in Chap. 1. For the experienced reader, this can be considered as a mere
presentation of the notations used in the text. Chap. 2 is entirely devoted to the spacetime
symmetries relevant for rotating stars, namely stationarity and axisymmetry. The choice of co-
ordinates is also discussed in this chapter. The system of partial differential equations governing
the structure of rotating stars is derived from the Einstein equation in Chap. 3, where its numer-
ical resolution is also discussed. Finally, Chap. 4 presents the global properties of rotating stars,
some of them being directly measurable by a distant observer, like the redshifts. The circular
orbits around the star are also discussed in this chapter.
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Chapter 1
General relativity in brief
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1.1 Geometrical framework
1.1.1 The spacetime of general relativity
Relativity has performed the fusion of space and time, two notions which were completely distinct
in Newtonian mechanics. This gave rise to the concept of spacetime, on which both the special
and general theory of relativity are based. Although this is not particularly fruitful (except for
contrasting with the relativistic case), one may also speak of spacetime in the Newtonian frame-
work: the Newtonian spacetime M is nothing but the affine space R4, foliated by the hyperplanes
Σt of constant absolute time t: these hyperplanes represent the ordinary 3-dimensional space at
successive instants. The foliation (Σt)t∈R is a basic structure of the Newtonian spacetime and
does not depend upon any observer. The worldline L of a particle is the curve in M generated
by the successive positions of the particle. At any point A ∈ L, the time read on a clock moving
along L is simply the parameter t of the hyperplane Σt that intersects L at A.
The spacetime M of special relativity is the same mathematical space as the Newtonian one,
i.e. the affine space R4. The major difference with the Newtonian case is that there does not
exist any privileged foliation (Σt)t∈R. Physically this means that the notion of absolute time
is absent in special relativity. However M is still endowed with some absolute structure: the
metric tensor g and the associated light cones. The metric tensor is a symmetric bilinear
form g on M , which defines the scalar product of vectors. The null (isotropic) directions of g
give the worldlines of photons (the light cones). Therefore these worldlines depend only on the
absolute structure g and not, for instance, on the observer who emits the photon.
The spacetime M of general relativity differs from both Newtonian and special relativistic
spacetimes, in so far as it is no longer the affine space R4 but a more general mathematical
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Figure 1.1: The vectors at two points p and q on the spacetime manifold M belong to two different
vector spaces: the tangent spaces Tp(M ) and Tq(M ).
structure, namely a manifold. A manifold of dimension 4 is a topological space such that
around each point there exists a neighbourhood which is homeomorphic to an open subset of R4.
This simply means that, locally, one can label the points of M in a continuous way by 4 real
numbers (xα)α∈{0,1,2,3} (which are called coordinates). To cover the full M , several different
coordinate patches (charts in mathematical jargon) can be required.
Within the manifold structure the definition of vectors is not as trivial as within the affine
structure of the Newtonian and special relativistic spacetimes. Indeed, only infinitesimal vectors
connecting two infinitely close points can be defined a priori on a manifold. At a given point
p ∈ M , the set of such vectors generates a 4-dimensional vector space, which is called the
tangent space at the point p and is denoted by Tp(M ). The situation is therefore different
from the Newtonian or special relativistic one, for which the very definition of an affine space
provides a unique global vector space. On a manifold there are as many vector spaces as points
p (cf. Fig. 1.1).
Given a coordinate system (xα) around some point p ∈ M , one can define a vector basis
(~∂α)α∈{0,1,2,3} of the tangent space Tp(M ) by asking that the components of the infinitesimal
vector −→pp′ that connect neighbouring points p (coordinates (xα)) and p′ (coordinates (xα+dxα))
are the infinitesimal increments dxα in the coordinates when moving from p to p′:
−→pp′ =
3∑
α=0
dxα ~∂α = dx
α ~∂α. (1.1)
For the second equality in the above equation, we have used Einstein summation convention
on repeated indices, which amounts to omitting the Σ sign. We shall make a systematic use of
this convention in these notes. The vector basis (~∂α) is called the natural basis associated
with the coordinates (xα). The notation ~∂α is inspired by ∂/∂xα and is a reminiscence of the
intrinsic definition of vectors on a manifold as differential operators acting on scalar fields (see
e.g. [104]).
For any vector ~v ∈ Tp(M ) (not necessarily an infinitesimal one), one defines the components
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(vα) of ~v in the basis (~∂α) according to the expansion
~v = vα ~∂α. (1.2)
1.1.2 Linear forms
Besides vectors, important objects on the manifold M are linear forms. At each point p ∈ M ,
a linear form is a an application1
ω : Tp(M ) −→ R
~v 7−→ 〈ω, ~v〉 (1.3)
that is linear: 〈ω, λ~v + ~u〉 = λ〈ω, ~v〉 + 〈ω, ~u〉. The set of all linear forms at p constitutes a 4-
dimensional vector space, which is called the dual space of Tp(M ) and denoted by Tp(M )∗. A
field of linear forms on M is called a 1-form. Given the natural basis (~∂α) of Tp(M ) associated
with the coordinates (xα), there is a unique basis of Tp(M )∗, denoted by (dxα), such that
〈dxα, ~∂β〉 = δαβ , (1.4)
where δαβ is the Kronecker symbol : δ
α
β = 1 if α = β and 0 otherwise. The basis (dx
α)
is called the dual basis of the basis (~∂α). The notation (dxα) stems from the fact that if we
apply the linear form dxα to the infinitesimal displacement vector (1.1), we get nothing but the
number dxα:
〈dxα,−→pp′〉 = 〈dxα, dxβ ~∂β〉 = dxβ〈dxα, ~∂β〉 = dxβ δαβ = dxα. (1.5)
The dual basis can be used to expand any linear form ω, thereby defining its components ωα:
ω = ωα dx
α. (1.6)
In terms of components, the action of a linear form on a vector takes then a very simple form:
〈ω, ~v〉 = ωαvα . (1.7)
Given a smooth scalar field on M , namely a smooth application f : M → R, there exists a
1-form canonically associated with it, called the gradient of f and denoted df . It is the unique
linear form which, once applied to the infinitesimal displacement vector −→pp′, gives the change in
f between points p and p′:
df := f(p′)− f(p) = df(−→pp′). (1.8)
Since df = ∂f/∂xα dxα, formula (1.5) implies that the components of the gradient with respect
to the dual basis are nothing but the partial derivatives of f with respect to the coordinates (xα)
:
df =
∂f
∂xα
dxα. (1.9)
Remark : In non-relativistic physics, the gradient is very often considered as a vector and not as a
1-form. This is so because one associates implicitly a vector ~ω to any 1-form ω via the Euclidean
scalar product of R3: ∀~v ∈ R3, 〈ω,~v〉 = ~ω·~v. Accordingly, formula (1.8) is rewritten as df = ~∇f ·−→pp′.
But one shall keep in mind that, fundamentally, the gradient is a linear form and not a vector.
1We are using the same bra-ket notation as in quantum mechanics to denote the action of a linear form on a
vector.
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1.1.3 Tensors
In relativistic physics, an abundant use is made of linear forms and their generalizations: the
tensors. A tensor of type (k, ℓ), also called tensor k times contravariant and ℓ times
covariant, is an application
T : Tp(M )
∗ × · · · ×Tp(M )∗︸ ︷︷ ︸
k times
×Tp(M )× · · · ×Tp(M )︸ ︷︷ ︸
ℓ times
−→ R
(ω1, . . . ,ωk, ~v1, . . . , ~vℓ) 7−→ T (ω1, . . . ,ωk, ~v1, . . . , ~vℓ)
(1.10)
that is linear with respect to each of its arguments. The integer k+ ℓ is called the valence of the
tensor. Let us recall the canonical duality Tp(M )∗∗ = Tp(M ), which means that every vector
~v can be considered as a linear form on the space Tp(M )∗, via ~v : Tp(M )∗ → R, ω 7→ 〈ω, ~v〉.
Accordingly a vector is a tensor of type (1, 0). A linear form is a tensor of type (0, 1). A tensor
of type (0, 2) is called a bilinear form. It maps couples of vectors to real numbers, in a linear
way for each vector.
Given the natural basis (~∂α) associated with some coordinates (xα) and the corresponding
dual basis (dxα), we can expand any tensor T of type (k, ℓ) as
T = Tα1...αkβ1...βℓ
~∂α1 ⊗ . . .⊗ ~∂αk ⊗ dxβ1 ⊗ . . . ⊗ dxβℓ , (1.11)
where the tensor product ~∂α1 ⊗ . . . ⊗ ~∂αk ⊗ dxβ1 ⊗ . . . ⊗ dxβℓ is the tensor of type (k, ℓ) for
which the image of (ω1, . . . ,ωk, ~v1, . . . , ~vℓ) as in (1.10) is the real number
k∏
i=1
〈ωi, ~∂αi〉 ×
ℓ∏
j=1
〈dxβj , ~vj〉.
Notice that all the products in the above formula are simply products in R. The 4k+ℓ scalar
coefficients Tα1...αkβ1...βℓ in (1.11) are called the components of the tensor T with respect
the coordinates (xα). These components are unique and fully characterize the tensor T .
Remark : The notation vα and ωα already introduced for the components of a vector ~v or a linear form
ω are of course the particular cases (k, ℓ) = (1, 0) and (k, ℓ) = (0, 1) of the general definition given
above.
1.1.4 Metric tensor
As for special relativity, the fundamental structure given on the spacetime manifold M of general
relativity is themetric tensor g. It is now a field on M : at each point p ∈ M , g(p) is a bilinear
form acting on vectors in the tangent space Tp(M ):
g(p) : Tp(M )×Tp(M ) −→ R
(~u, ~v) 7−→ g(~u, ~v). (1.12)
It is demanded that
• g is symmetric: g(~u, ~v) = g(~v, ~u);
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• g is non-degenerate : any vector ~u that is orthogonal to all vectors (∀~v ∈ Tp(M ), g(~u, ~v) =
0) is necessarily the null vector;
• g has a signature (−,+,+,+): in any basis of Tp(M ) where the components (gαβ) form
a diagonal matrix, there is necessarily one negative component (g00 say) and three positive
ones (g11, g22 and g33 say).
Remark : An alternative convention for the signature of g exists in the literature (mostly in particle
physics): (+,−,−,−). It is of course equivalent to the convention adopted here (via a mere
replacement of g by −g). The reader is warned that the two signatures may lead to different signs
in some formulas (not in the values of measurable quantities !).
The properties of being symmetric and non-degenerate are typical of a scalar product,
thereby justifying the notation
~u · ~v := g(~u, ~v) = gαβ uαvβ (1.13)
that we shall employ throughout. The last equality in the above equation involves the components
gαβ of g, which according to definition (1.11), are given by
g = gαβ dx
α ⊗ dxβ . (1.14)
The isotropic directions of g give the local light cones: a vector ~v ∈ Tp(M ) satisfying
~v · ~v = 0 is tangent to a light cone and called a null or lightlike vector. If ~v · ~v < 0, the vector
~v is said timelike and if ~v · ~v > 0, ~v is said spacelike.
1.1.5 Covariant derivative
Given a vector field ~v on M , it is natural to consider the variation of ~v between two neighbouring
points p and p′. But one faces the following problem: from the manifold structure alone, the
variation of ~v cannot be defined by a formula analogous to that used for a scalar field [Eq. (1.8)],
namely d~v = ~v(p′) − ~v(p), because ~v(p′) and ~v(p) belong to different vector spaces: Tp′(M )
and Tp(M ) respectively (cf. Fig. 1.1). Accordingly the subtraction ~v(p′) − ~v(p) is not well
defined ! The resolution of this problem is provided by introducing an affine connection on
the manifold, i.e. of a operator ∇ that, at any point p ∈ M , associates to any infinitesimal
displacement vector −→pp′ ∈ Tp(M ) a vector of Tp(M ) denoted ∇−→pp′~v that one defines as the
variation of ~v between p and p′:
d~v =∇−→pp′~v. (1.15)
The complete definition of ∇ allows for any vector ~u ∈ Tp(M ) instead of −→pp′ and includes all
the properties of a derivative operator (Leibniz rule, etc...), which we shall not list here (see e.g.
Wald’s textbook [104]). One says that ~v is transported parallelly to itself between p and p′
iff d~v = 0.
The name connection stems from the fact that, by providing the definition of the variation d~v,
the operator ∇ connects the adjacent tangent spaces Tp(M ) and Tp′(M ). From the manifold
structure alone, there exists an infinite number of possible connections and none is preferred.
Taking account the metric tensor g changes the situation: there exists a unique connection,
called the Levi-Civita connection, such that the tangent vectors to the geodesics with respect
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to g are transported parallelly to themselves along the geodesics. In what follows, we will make
use only of the Levi-Civita connection.
Given a vector field ~v and a point p ∈ M , we can consider the type (1, 1) tensor at p denoted
by ∇~v(p) and defined by
∇~v(p) : Tp(M )
∗ ×Tp(M ) −→ R
(ω, ~u) 7−→ ω(∇~u~v) . (1.16)
By varying p we get a type (1, 1) tensor field denoted ∇~v and called the covariant derivative
of ~v.
The covariant derivative is extended to any tensor field by (i) demanding that for a scalar
field ∇f := df and (ii) using the Leibniz rule. As a result, the covariant derivative of a tensor
field T of type (k, ℓ) is a tensor field ∇T of type (k, ℓ+1). Its components with respect a given
coordinate system (xα) are denoted
∇γTα1...αkβ1...βℓ := (∇T )
α1...αk
β1...βℓγ
(1.17)
(note the position of the index γ !) and are given by
∇γTα1...αkβ1...βℓ =
∂
∂xγ
Tα1...αkβ1...βℓ +
k∑
i=1
Γαiγσ T
α1...
i
↓
σ...αk
β1...βℓ
−
ℓ∑
i=1
Γσγβi T
α1...αk
β1... σ
↑
i
...βℓ
, (1.18)
where the coefficients Γαγβ are the Christoffel symbols of the metric g with respect to the
coordinates (xα). They are expressible in terms of the partial derivatives of the components of
the metric tensor, via
Γαγβ :=
1
2
gασ
(
∂gσβ
∂xγ
+
∂gγσ
∂xβ
− ∂gγβ
∂xσ
)
, (1.19)
where gαβ stands for the components of the inverse matrix2 of (gαβ):
gαµgµβ = δ
α
β. (1.20)
A distinctive feature of the Levi-Civita connection is that
∇g = 0 . (1.21)
Given a vector field ~u and a tensor field T of type (k, ℓ), we define the covariant derivative
of T along ~u as
∇~u T :=∇T ( ., . . . , .︸ ︷︷ ︸
k+ℓ slots
, ~u). (1.22)
Note that ∇~u T is a tensor of the same type (k, ℓ) as T and that its components are
(∇~u T )
α1...αk
β1...βℓ
= uµ∇µTα1...αkβ1...βℓ . (1.23)
2Since g is non-degenerate, its matrix (gαβ) is always invertible, whatever the coordinate system.
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1.2 Einstein equation
General relativity is ruled by the Einstein equation:
R− 1
2
R g =
8πG
c4
T , (1.24)
where R is the Ricci tensor associated with the Levi-Civita connection ∇ (to be defined below),
R := trgR = g
µνRµν is the trace of R with respect to g and T is the energy-momentum tensor of
matter and electromagnetic field3 (to be defined below). The constants G and c are respectively
Newton’s gravitational constant and the speed of light. In the rest of this lecture, we choose
units such that
G = 1 and c = 1. (1.25)
The Ricci tensor R is a part of the Riemann tensor R, a type (1, 3) tensor which
describes the curvature of ∇, i.e. the tendency of two initially parallel geodesics to deviate
from each other. Equivalently the Riemann tensor measures the lack of commutativity of two
successive covariant derivatives:
∇µ∇νvα −∇ν∇µvα = Rαβµν vβ. (1.26)
The Ricci tensor R is defined as the following trace of the Riemann tensor:
Rαβ := Rµαµβ . (1.27)
It is expressible in terms of the derivatives of the components of the metric tensor with respect
to some coordinate system (xα) as
Rαβ =
∂Γµαβ
∂xµ
− ∂Γ
µ
αµ
∂xβ
+ ΓµαβΓ
ν
µν − ΓναµΓµνβ, (1.28)
where the Γµαβ have to be replaced by their expression (1.19). Although this not obvious on the
above expression, the Ricci tensor is symmetric : Rβα = Rαβ .
Having defined the left-hand side of Einstein equation (1.24), let us focus on the right-hand
side, namely the energy-momentum tensor T . To define it, let us introduce a generic observer
O in spacetime. It is described by its worldline L , which is a timelike curve in M , and the
future-directed unit vector ~u tangent to L (the so-called observer 4-velocity):
~u · ~u = −1. (1.29)
An important operator is the projector ⊥ onto the 3-dimensional vector space Eu orthogonal to
~u, which can be considered as the local rest space of the observer O. ⊥ is a type (1, 1) tensor,
the components of which are
⊥αβ = δαβ + uαuβ. (1.30)
In particular, ⊥αβuβ = uα + uαuβuβ = uα + uα(−1) = 0. The energy-momentum tensor T is
the bilinear form defined by the following properties which must be valid for any observer O:
3Or any kind of field which are present in spacetime.
14 General relativity in brief
• the energy density measured by O is
E = T (~u, ~u) = Tµν u
µuν ; (1.31)
• the momentum density measured by O is the 1-form p the components of which are
pα = −Tµν uν⊥µα ; (1.32)
• the energy flux “vector”4 measured by O is the 1-form ϕ the components of which are
ϕα = −Tµν uµ⊥να ; (1.33)
• the stress tensor measured by O is the tensor S the components of which are
Sαβ = Tµν⊥µα⊥νβ. (1.34)
A basic property of the energy-momentum tensor is to be symmetric. Anyway, it could not be
otherwise since the left-hand side of Einstein equation (1.24) is symmetric. From Eqs. (1.32) and
(1.33), the symmetry of T implies the equality of the momentum density and the energy flux
form5: p = ϕ . This reflects the equivalence of mass and energy in relativity.
Another property of T follows from the following geometric property, known as contracted
Bianchi identity :
∇µ
(
Rαµ − 1
2
Rgαµ
)
= 0, (1.35)
where ∇µ := gµν∇ν . The Einstein equation (1.24) implies then the vanishing of the divergence
of T :
∇µTαµ = 0 . (1.36)
This equation is a local expression of the conservation of energy and momentum.
An astrophysically very important case of energy-momentum tensor is that of a perfect
fluid :
T = (ε+ p)u⊗ u+ p g , (1.37)
where u is the 1-form associated by metric duality6 to a unit timelike vector field ~u representing
the fluid 4-velocity, ε and p are two scalar fields, representing respectively the energy density and
the pressure, both in the fluid frame. Indeed, plugging Eq. (1.37) into Eqs. (1.31)-(1.34) leads
respectively to the following measured quantities by an observer comoving with the fluid:
E = ε, pα = 0, , ϕα = 0, Sαβ = p⊥αβ.
1.3 3+1 formalism
The 3+1 decomposition of Einstein equation is the standard formulation used in numerical
relativity [4, 15, 46]. It is also very useful in the study of rotating stars. Therefore we introduce
it briefly here (see e.g. [46] for an extended presentation).
4For an electromagnetic field, this is the Poynting vector.
5Restoring units where c 6= 1, this relation must read p = c−2ϕ.
6The components of u are uα = gαβu
β.
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Figure 1.2: Foliation of the spacetime M by a family of spacelike hypersurfaces (Σt)t∈R.
1.3.1 Foliation of spacetime
The 3+1 formalism relies on a slicing of spacetime by a family of spacelike hypersurfaces (Σt)t∈R.
Hypersurface means that Σt is a 3-dimensional submanifold of M , spacelike means that every
vector tangent to Σt is spacelike and slicing means (cf. Fig. 1.2)
M =
⋃
t∈R
Σt. (1.38)
with Σt ∩ Σt′ = ∅ for t 6= t′. Not all spacetimes allow for a global foliation as in Eq. (1.38), but
only those belonging to the class of the so-called globally hyperbolic spacetimes7. However
this class is large enough to encompass spacetimes generated by rotating stars.
At this stage, t is a real parameter labelling the hypersurfaces Σt, to be identified later with
some “coordinate time”. We may consider t as a scalar field on M . It gradient ∇t = df is then
a 1-form that satisfies 〈∇t, ~v〉 = 0 for any vector ~v tangent to Σt. This is direct consequence of t
being constant on Σt. Equivalently the vector ~∇t associated to the 1-form ∇t by metric duality
(i.e. the vector whose components are ∇αt = gαµ∇µt) is normal to Σt: ~∇t · ~v = 0 for any vector
~v tangent to Σt. Since Σt is spacelike, it possesses at each point a unique unit timelike normal
vector ~n, which is future-oriented (cf. Fig. 1.2):
~n · ~n = −1. (1.39)
The two normal vectors ~∇t and ~n are necessarily colinear:
~n = −N ~∇t . (1.40)
7Cf. [36] or § 3.2.1 of [46] for the precise definition.
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The proportionality coefficient N is called the lapse function. The minus sign is chosen so that
N ≥ 0 if the scalar field t is increasing towards the future.
Since each hypersurface Σt is assumed to be spacelike, the metric γ induced8 by g onto Σt
is definite positive, i.e.
∀~v ∈ Tp(Σt), ~v 6= 0⇒ γ(~v, ~v) > 0. (1.41)
Considered as a tensor field on M , the components of γ are given in terms of the components
of the normal via
γαβ = gαβ + nαnβ. (1.42)
Note that if we raise the first index via gαβ , we get the components of the orthogonal projector
onto Σt [compare with (1.30)] :
γαβ = δ
α
β + n
αnβ, (1.43)
which we will denote by ~γ.
Let D be the Levi-Civita connection in Σt associated with the metric γ. It is expressible in
terms of the spacetime connection ∇ and the orthogonal projector ~γ as
DρT
α1...αp
β1...βq
= γα1µ1 · · · γ
αp
µp γ
ν1
β1
· · · γνqβq γσ ρ∇σT
µ1...µp
ν1...νq . (1.44)
1.3.2 Eulerian observer or ZAMO
Since ~n is a unit timelike vector, we may consider the family of observers whose 4-velocity is ~n.
Their worldlines are then the field lines of ~n and are everywhere orthogonal to the hypersurfaces
Σt. These observers are called the Eulerian observers. In the context of rotating stars or
black holes, they are also called the locally non-rotating observers [12] or zero-angular-
momentum observers (ZAMO) [102] . Thanks to relation (1.40), the proper time τ of a
ZAMO is related to t by
dτ = N dt, (1.45)
hence the name lapse function given toN . The 4-acceleration of a ZAMO is the vector ~a := ∇~n~n.
This vector is tangent to Σt and is related to the spatial gradient of the lapse function by (see
e.g. § 3.3.3 of [46] for details)
~a = ~D lnN = ~γ( ~∇ lnN). (1.46)
In general ~a 6= 0, so that the ZAMO’s are accelerated observers (they “feel” the gravitational
“force”). On the other side, they are non-rotating: being orthogonal to the hypersurfaces Σt,
their worldlines form a congruence without any twist. Physically this means that the ZAMO’s
do not “feel” any centrifugal nor Coriolis force.
Let us express the energy-momentum tensor T in terms of the energy E density, the momen-
tum density p and the stress tensor S, these three quantities being measured by the ZAMO:
setting ~u = ~n and ⊥ = ~γ in Eqs. (1.31), (1.32) and (1.34), we get
E = Tµνn
µnν (1.47)
pα = −Tµν uνγµα (1.48)
Sαβ = Tµνγ
µ
αγ
ν
β. (1.49)
The associated 3+1 decomposition of the energy-momentum tensor is then:
Tαβ = E nα nβ + pα nβ + nα pβ + Sαβ. (1.50)
8
γ is nothing but the restriction of g to Σt.
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Figure 1.3: Coordinates (xi) on the hypersurfaces Σt: each line xi = const cuts across the foliation
(Σt)t∈R and defines the time vector ~∂t and the shift vector β of the spacetime coordinate system (x
α) =
(t, xi).
1.3.3 Adapted coordinates and shift vector
A coordinate system (xα) is said to be adapted to the foliation (Σt)t∈R iff x0 = t. Then the
triplet9 (xi) = (x1, x2, x3) constitutes a coordinate system on each hypersurface Σt, which we
may call spatial coordinates. Given such a coordinate system, we may decompose the natural
basis vector ~∂t into a part along ~n and a part tangent to Σt:
~∂t = N~n+ ~β with ~n · ~β = 0. (1.51)
The spacelike vector ~β is called the shift vector. Indeed it measures the shift of the lines of
constant spatial coordinates with respect to the normal to the hypersurfaces Σt (cf. Fig. 1.3). The
fact that the coefficient of ~n in Eq. (1.51) is the lapse function N is an immediate consequence
of 〈dt, ~∂t〉 = 1 [Eq. (1.4)] and relation (1.40). As for any vector tangent to Σt, the shift vector
has no component along ~∂t:
~β = βi ~∂i. (1.52)
Equation (1.51) leads then to the following expression for the components of ~n:
nα =
(
1
N
,−β
1
N
,−β
2
N
,−β
3
N
)
. (1.53)
The covariant components (i.e. the components of the 1-form associated with ~n by metric
duality) are given by Eq. (1.40) and (1.6):
nα = (−N, 0, 0, 0). (1.54)
Remark : It is immediate to check on (1.53)-(1.54) that ~n is a timelike unit vector: ~n · ~n = nµnµ =
(−N)(1/N) = −1.
9Latin indices (i, j, ...) run in {1, 2, 3}, whereas Greek indices (α, β, ...) run in {0, 1, 2, 3}.
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The components (gαβ) of the spacetime metric are expressible in terms of the components
(γij) of the induced metric in Σt, the components of the shift vector and the lapse function:
gαβ dx
α dxβ = −N2dt2 + γij(dxi + βidt)(dxj + βjdt) . (1.55)
1.3.4 Extrinsic curvature
The intrinsic curvature of the hypersurface Σt equipped with the induced metric γ is given
by the Riemann tensor of the Levi-Civita connection D associated with γ (cf. § 1.2). On the
other side, the extrinsic curvature describes the way Σt is embedded into the spacetime (M ,g).
It is measurable by the variation of the normal unit vector ~n as one moves on Σt. More precisely,
the extrinsic curvature tensor K is the bilinear form defined on Σt by
∀(~u, ~v) ∈ Tp(Σt)×Tp(Σt), K(~u, ~v) := −~u ·∇~v ~n. (1.56)
It can be shown (see e.g. § 2.3.4 of [46]) that, as a consequence of ~n being hypersurface-
orthogonal, the bilinear form K is symmetric (this result is known as the Weingarten prop-
erty).
The components of K with respect to the coordinates (xi) in Σt are expressible in terms of
the time derivative of the induced metric γ according to
Kij = − 1
2N
(
∂γij
∂t
− L~β γij
)
=
1
2N
(
−∂γij
∂t
+ βk
∂γij
∂xk
+ γkj
∂βk
∂xi
+ γik
∂βk
∂xj
)
. (1.57)
L~β γij stands for the components of the Lie derivative of γ along the vector field ~β (cf. Ap-
pendix A) and the second equality results from the 3-dimensional version of Eq. (A.8). The
trace of K with respect to the metric γ is connected to the covariant divergence of the unit
normal to Σt :
K := γijKij = −∇µnµ. (1.58)
1.3.5 3+1 Einstein equations
Projecting the Einstein equation (1.24) (i) twice onto Σt, (ii) twice along ~n and (iii) once on Σt
and once along ~n, one gets respectively the following equations [4, 15, 46] :
∂Kij
∂t
− L~βKij = −DiDjN +N
{
3Rij +KKij − 2KikKkj + 4π [(S − E)γij − 2Sij ]
}
(1.59)
3R+K2 −KijKij = 16πE (1.60)
DjK
j
i −DiK = 8πpi . (1.61)
In this system, E, pi and Sij are the matter quantities relative to the ZAMO and are defined
respectively by Eqs. (1.47)-(1.49). The scalar S is the trace of S with respect to the metric γ:
S = γijSij . The covariant derivatives Di can be expressed in terms of partial derivatives with
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respect to the spatial coordinates (xi) by means of the Christoffel symbols 3Γi jk of D associated
with (xi):
DiDjN =
∂2N
∂xi∂xj
− 3Γkij
∂N
∂xk
, (1.62)
DjK
j
i =
∂Kji
∂xj
+ 3Γj jkK
k
i − 3ΓkjiKjk, (1.63)
DiK =
∂K
∂xi
. (1.64)
The L~βKij are the components of the Lie derivative of the tensor K along the vector ~β (cf.
Appendix A); according to the 3-dimensional version of formula (A.8), they can be expressed in
terms of partial derivatives with respect to the spatial coordinates (xi) :
L~βKij = βk
∂Kij
∂xk
+Kkj
∂βk
∂xi
+Kik
∂βk
∂xj
. (1.65)
The Ricci tensor and scalar curvature of γ are expressible according to the 3-dimensional analog
of formula (1.28):
3Rij =
∂ 3Γkij
∂xk
− ∂
3Γkik
∂xj
+ 3Γkij
3Γl kl − 3Γl ik3Γklj (1.66)
3R = γij 3Rij . (1.67)
Finally, let us recall that Kij is related to the derivatives of γij by Eq. (1.57).
Equations (1.60) and (1.61), which do not contain any second order time derivative of γij,
are called respectively the Hamiltonian constraint and the momentum constraint.
The 3+1 Einstein equations are at the basis of the formulation of general relativity as a
Cauchy problem and are much employed in numerical relativity (for reviews see e.g. [36, 46, 4]).
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Chapter 2
Stationary and axisymmetric
spacetimes
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2.1 Stationary and axisymmetric spacetimes . . . . . . . . . . . . . . . . 21
2.2 Circular stationary and axisymmetric spacetimes . . . . . . . . . . . 27
Having reviewed general relativity in Chap. 1, we focus now on spacetimes that possess two
symmetries: stationarity and axisymmetry, in view of considering rotating stars in Chap. 3.
2.1 Stationary and axisymmetric spacetimes
2.1.1 Definitions
Group action on spacetime
Symmetries of spacetime are described in a coordinate-independent way by means of a (sym-
metry) group acting on the spacetime manifold M . Through this action, each transformation
belonging to the group displaces points within M and one demands that the metric g is invariant
under such displacement. More precisely, given a group G, a group action of G on M is an
application1
Φ : G×M −→ M
(g, p) 7−→ Φ(g, p) =: g(p) (2.1)
such that
• ∀(g, h) ∈ G2, ∀p ∈ M , g(h(p)) = gh(p), where gh denotes the product of g by h according
to the group law of G (cf. Fig. 2.1);
• if e is the identity element of G, then ∀p ∈ M , e(p) = p .
The orbit of a point p ∈ M is the set {g(p), g ∈ G} ⊂ M , i.e. the set of points which are
connected to p by some group transformation.
1Do no confuse the generic element g of the group G with the metric tensor g.
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Figure 2.1: Group action on the spacetime manifold M .
An important class of group actions are those for which G is a one-dimensional Lie group
(i.e. a “continuous” group). Then around e, the elements of G can be labelled by a parameter
t ∈ R, such that gt=0 = e. The orbit of a given point p ∈ M under the group action is then
either {p} (case where p is fixed point of the group action) or a one-dimensional curve of M . In
the latter case, t is then a natural parameter along the curve (cf. Fig. 2.2). The tangent vector
corresponding to that parameter is called the generator of the symmetry group associated
with the t parametrization. It is given by
~ξ =
d~x
dt
, (2.2)
where d~x is the infinitesimal vector connecting the point p to the point gdt(p) (cf. § 1.1.1 and
Fig. 2.2). The action of G on M in any infinitesimal neighbourhood of p amounts then to
translations along the infinitesimal vector dt ~ξ.
Stationarity
A spacetime (M ,g) is said to be stationary iff there exists a group action on M with the
following properties:
1. the group G is isomorphic to (R,+), i.e. the group of unidimensional translations;
2. the orbits are timelike curves in M ;
3. the metric is invariant under the group action, which is translated by
L~ξ g = 0 , (2.3)
where ~ξ is the generator of G associated with some parameter t of G and L~ξ g denotes
the Lie derivative of g along the vector field ~ξ. The Lie derivative measures the variation
of g along the field lines of ~ξ, i.e. the variation under the group action, and is defined in
Appendix A.
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Figure 2.2: Orbit of a point p under the action of a one-dimensional Lie group, the elements gt of which
being labelled by the parameter t ∈ R. The vector ~ξ = d~x/dt is the group generator associated with this
parameter.
Remark 1: The property (2.3) expresses the fact that if two vectors ~u and ~v are invariant under trans-
port along the field lines of ~ξ, then their scalar product ~u · ~v is also invariant. Indeed, thanks to
the Leibniz rule:
∇~ξ (~u · ~v) = L~ξ (~u · ~v) = L~ξ [g(~u, ~v)] = (L~ξ g)(~u, ~v) + g(L~ξ ~u, ~v) + g(~u,L~ξ ~v),
so that if L~ξ ~u = 0 and L~ξ ~v = 0 hold, L~ξ g = 0 implies ∇~ξ (~u · ~v) = 0.
Remark 2: The property (2.3) is independent of the choice of the generator ~ξ, i.e. of the parametrization
t of G. Indeed, under a change of parametrization t 7→ t′, inducing a change of generator ~ξ 7→ ~ξ′,
the following scaling law holds:
L~ξ′ g =
dt
dt′
L~ξ g.
Expressing the Lie derivative L~ξ g according to Eq. (A.11) and using ∇µgαβ = 0 [property (1.21)]
as well as ξα = gαµξµ shows that the condition (2.3) is equivalent to
∇αξβ +∇βξα = 0 . (2.4)
This equation is known as Killing equation2. Accordingly, the symmetry generator ~ξ is called
a Killing vector.
For an asymptotically flat spacetime, as we are considering here, we can determine the Killing
field uniquely ~ξ by demanding that far from the central object ~ξ · ~ξ −→ −1. Consequently, the
associated parameter t coincides with the proper time of the asymptotically inertial observer at
rest with respect to the central source. In the following we shall employ only that Killing vector.
2Named after the German mathematician Wilhelm Killing (1847-1923).
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Staticity
A spacetime (M ,g) is said to be static iff
1. it is stationary;
2. the Killing vector field ~ξ is orthogonal to a family of hypersurfaces.
Remark : Broadly speaking, condition 1 means that nothing depends on time and condition 2 that
there is “no motion” in spacetime. This will be made clear below for the specific case of rotating
stars: we will show that condition 2 implies that the star is not rotating.
Axisymmetry
A spacetime (M ,g) is said to be axisymmetric iff there exists a group action on M with the
following properties:
1. the group G is isomorphic to SO(2), i.e. the group of rotations in the plane;
2. the metric is invariant under the group action:
L~χ g = 0 , (2.5)
~χ being the generator of G associated with some parameter ϕ of G and L~ξ g denoting the
Lie derivative of g along the vector field ~χ;
3. the set of fixed points under the action of G is a 2-dimensional surface of M , which we
will denote by ∆.
Carter [32] has shown that for asymptotically flat spacetimes, which are our main concern here,
the first and second properties in the above definition imply the third one. Moreover, he has
also shown that ∆ is necessarily a timelike 2-surface, i.e. the metric induced on it by g has the
signature (−,+). ∆ is called the rotation axis.
Remark : The 2-dimensional and timelike characters of the rotation axis can be understood by con-
sidering ∆ as the time development (history) of the “standard” one-dimensional rotation axis in a
3-dimensional space.
From the very definition of a generator of a symmetry group, the vector field ~χ must vanish on
the rotation axis (otherwise, the latter would not be a set of fixed points):
~χ|∆ = 0 . (2.6)
In addition, as for ~ξ, the condition (2.5) is equivalent to demanding that ~χ be a Killing vector:
∇αχβ +∇βχα = 0 . (2.7)
Given a SO(2) group action, we can determine uniquely the Killing vector ~χ by demanding
that the associated parameter ϕ takes its values in [0, 2π[. In the following, we shall always
employ that Killing vector.
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Figure 2.3: Commutativity of the stationary and axisymmetric actions.
2.1.2 Stationarity and axisymmetry
We consider a spacetime (M ,g) that is both stationary and axisymmetric. Carter has shown in
1970 [32] that no generality is lost by considering that the stationary and axisymmetric actions
commute. In other words, the spacetime (M ,g) is invariant under the action of the Abelian group
R×SO(2), and not only under the actions of R and SO(2) separately. Saying that the stationary
and axisymmetric actions commute means that starting from any point p ∈ M , moving to the
point q = Tt(p) under the action of an element Tt of the group (R,+) and then displacing q
via an element Rϕ of SO(2) yields the same point as when performing the displacements in the
reverse order (cf. Fig. 2.3):
∀p ∈ M , ∀t ∈ R, ∀ϕ ∈ [0, 2π[, Rϕ(Tt(p)) = Tt(Rϕ(p)). (2.8)
This property can be translated in terms of the Killing vectors ~ξ and ~χ associated respectively
with the parameter t of (R,+) and the parameter ϕ of SO(2). Indeed (2.8) is equivalent to the
vanishing of their commutator:
[~ξ, ~χ] = 0 , (2.9)
the commutator being the vector whose components are
[~ξ, ~χ]α = ξµ
∂χα
∂xµ
− χµ ∂ξ
α
∂xµ
= ξµ∇µχα − χµ∇µξα. (2.10)
An important consequence of the above commutation property is that the parameters t and
ϕ labelling the two symmetry groups (R,+) and SO(2) can be chosen as coordinates on the
spacetime manifold M . Indeed, having set the coordinates (t, ϕ) = (0, 0) to a given point p,
(2.8) implies that we can unambiguously attribute the coordinates (t, ϕ) to the point obtained
from p by a time translation of parameter t and a rotation of parameter ϕ, whatever the order
of these two transformations (cf. Fig. 2.3).
Let us complete (t, ϕ) by two other coordinates (x1, x2) = (r, θ) to get a full coordinate
system on M :
(xα) = (t, r, θ, ϕ) . (2.11)
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Figure 2.4: Spherical coordinates (r, θ, ϕ) and the associated natural basis (~∂r, ~∂θ, ~∂ϕ).
(r, θ) are chosen so that the spatial coordinates (r, θ, ϕ) are of spherical type: r ∈ [0,+∞[,
θ ∈ [0, π] and θ = 0 or θ = π on the rotation axis ∆ (cf. Fig. 2.4).
Remark : An alternative choice would have been (x1, x2) = (ρ, z) such that the spatial coordinates
(ρ, z, ϕ) are of cylindrical type: ρ ∈ [0,+∞[, z ∈ R and ρ = 0 on ∆. The relation between the two
types of coordinates is ρ = r sin θ and z = r cos θ.
By construction, the coordinate system (2.11) is such that the first and fourth vectors of the
associated natural basis (cf. § 1.1.1) are the two Killing vectors:
~∂t = ~ξ and ~∂ϕ = ~χ. (2.12)
Consequently, in terms of tensor components in the coordinates (xα), the Lie derivatives with
respect to ~ξ (resp. ~χ) reduce to partial derivatives with respect to t (resp. ϕ) [cf. Eq. (A.3)]. In
particular, the stationary and axisymmetry conditions (2.3) and (2.5) are respectively equivalent
to
∂gαβ
∂t
= 0 and
∂gαβ
∂ϕ
= 0 . (2.13)
For this reason, t and ϕ are called ignorable coordinates. The four coordinates (xα) are said
to be adapted coordinates to the spacetime symmetries.
There is some freedom in choosing the coordinates (xα) with the above properties. Indeed,
any change of coordinates of the form

t′ = t+ T (r, θ)
r′ = R(r, θ)
θ′ = Θ(r, θ)
ϕ′ = ϕ+Φ(r, θ) ,
(2.14)
where T , R, Θ and Φ are arbitrary (smooth) functions3 of (r, θ), lead to another adapted coor-
3Of course, to preserve the spherical type of the spatial coordinates, the functions R and Θ have to fulfill
certain properties.
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Figure 2.5: Change of coordinate t 7→ t′ according to (2.14). The solid lines represent the hypersurfaces
of constant t (Σt) and the dashed lines those of constant t
′ (Σ′t′). The dotted lines are the orbits of the
stationarity action (generator ~ξ).
dinate system:
~∂t′ = ~ξ and ~∂ϕ′ = ~χ. (2.15)
It is important to realize that in the above equation, ~ξ and ~χ are the same vectors than in
Eq. (2.12). The change of coordinate t 7→ t′ according to (2.14) is merely a reparametrization of
each orbit of the stationarity action — reparametrization which leaves invariant the associated
tangent vector ~ξ (cf. Fig. 2.5). A similar thing can be said for ϕ 7→ ϕ′.
Remark : As illustrated in Fig. 2.5, stationarity by itself does not introduce a privileged 3+1 slicing of
spacetime (cf. § 1.3), for the change of t coordinate according to (2.14) changes the hypersurfaces
of constant t.
2.2 Circular stationary and axisymmetric spacetimes
2.2.1 Orthogonal transitivity
Regarding the components of the metric tensor, the properties (2.13) are a priori the only ones
implied by the spacetime symmetries (stationarity and axisymmetry). There is however a wide
subclass of stationary and axisymmetric spacetimes in which, in addition to (2.13), we are allowed
to set to zero five metric components gαβ : the so-called circular spacetimes. Furthermore, these
spacetimes are much relevant for astrophysics.
Let us first remark that having gαβ = 0 for some value of (α, β) is an orthogonality condition:
that of the vectors ~∂α and ~∂β, i.e. of the lines {xα′ = const, α′ 6= α} and {xβ′ = const, β′ 6=
β}. Next, we note that, in the present context, there are privileged 2-dimensional surfaces in
spacetime: the orbits of the R×SO(2) group action. They are called the surfaces of transitivity
and denoted SA, where A is some label. The two Killing vectors ~ξ and ~χ are everywhere tangent
to these surfaces and, except on the rotation axis, they form a basis of the tangent space to SA
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at each point. Once adapted coordinates (xα) = (t, r, θ, ϕ) are chosen, the surfaces of transitivity
can be labelled by the value of (r, θ) since both r and θ are fixed on each of these surfaces:
SA = Srθ = {p ∈ M / x1(p) = r, x2(p) = θ}. (2.16)
Remark : rθ is a mere label for the surfaces Srθ; the latter depend only on the symmetry group
R × SO(2) and not on the choice of the (r, θ) coordinates. A coordinate change (r, θ) 7→ (r′, θ′)
according to (2.14) will simply result in a relabelling of the surfaces Srθ.
Given the family of 2-surfaces (Srθ), one may ask if there exists another family of 2-surfaces,
(MB) say, which are everywhere orthogonal to Srθ. If this is the case, the R × SO(2) group
action is said to be orthogonally transitive [31] and the spacetime (M ,g) to be circular.
One may choose the coordinates (r, θ) to lie in MB , i.e. the label B to be tϕ since both t and
ϕ are then fixed on each of these surfaces:
MB =Mtϕ = {p ∈ M / x0(p) = t, x3(p) = ϕ}. (2.17)
The 2-surfaces MB are called the meridional surfaces. In case of orthogonal transitivity, the
following metric components are identically zero, reflecting the orthogonality between Srθ and
Mtϕ:
gtr = 0, gtθ = 0, gϕr = 0, gϕθ = 0. (2.18)
The following theorem states under which conditions this is guaranteed:
Generalized Papapetrou theorem: a stationary (Killing vector ~ξ) and axisym-
metric (Killing vector ~χ) spacetime ruled by the Einstein equation is circular iff the
energy-momentum tensor T obeys to
ξµT [αµ ξ
βχγ] = 0 (2.19)
χµT [αµ ξ
βχγ] = 0, (2.20)
where the square brackets denote a full antisymmetrization.
This theorem has been demonstrated in the case of vacuum solutions (T = 0) by Papapetrou
(1966) [85] and extended to the non-vacuum case by Kundt & Trümper (1966) [68] and Carter
(1969) [31, 33] (see also § 7.1 of Wald’s textbook [104], § 7.2.1 of Straumann’s one [98], or § 19.2
of [94]). Note that Eqs. (2.19)-(2.20) are equivalent to
~V ∈ Vect(~ξ, ~χ) (2.21)
~W ∈ Vect(~ξ, ~χ), (2.22)
where ~V (resp. ~W ) is the vector whose components are V α = ξµT αµ (resp. W
α = χµT αµ ) and
Vect(~ξ, ~χ) denotes the vector plane generated by ~ξ and ~χ.
In the important case of a perfect fluid source, the energy-momentum tensor takes the form
(1.37), so that
ξµT [αµ ξ
βχγ] = (ε+ p)ξµuµ u
[αξβχγ] + p ξµδ [αµ ξ
βχγ]
= (ε+ p)ξµuµ u
[αξβχγ] + p ξ[αξβχγ]︸ ︷︷ ︸
0
= (ε+ p)ξµuµ u
[αξβχγ].
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Similarly,
χµT [αµ ξ
βχγ] = (ε+ p)χµuµ u
[αξβχγ].
Since ~ξ and ~u are both timelike, we have ξµuµ 6= 0. The circularity conditions (2.19)-(2.20) are
therefore equivalent to
u[αξβχγ] = 0, (2.23)
i.e. to
~u ∈ Vect(~ξ, ~χ) . (2.24)
Taking into account that ~ξ = ~∂t and ~χ = ~∂ϕ, the above condition is equivalent to ur = 0 and
uθ = 0, or
~u = ut
(
~ξ +Ω~χ
)
, (2.25)
with
Ω :=
uϕ
ut
=
dϕ
dt
. (2.26)
The 4-velocity (2.25) describes a pure circular motion of the fluid around the rotation axis,
hence the qualifier circular given to spacetimes that obeys the orthogonal transitivity property.
In such case, there is no fluid motion in the meridional surfaces, i.e. no convection. Stationary
and axisymmetric spacetimes that are not circular have been studied in Refs. [47, 18].
In all what follows, we limit ourselves to circular spacetimes.
2.2.2 Quasi-isotropic coordinates
In a stationary and axisymmetric spacetime (M ,g) that is circular, we may use adapted coor-
dinates (xα) = (t, r, θ, ϕ) such that (r, θ) span the 2-surfaces Mtϕ which are orthogonal to the
surfaces of transitivity Srθ, leading to the vanishing of the metric components listed in (2.18).
Moreover, we can always choose the coordinates (r, θ) in each 2-surfaceMtϕ such that the metric
induced by g takes the form4
gab dx
adxb = A2(dr2 + r2dθ2), (2.27)
where A = A(r, θ). Indeed, dr2 + r2dθ2 is the line element of the 2-dimensional flat metric in
polar coordinates and, in dimension 2, all the metrics are conformally related, meaning that
they differ only by a scalar factor A2 as in (2.27).
Remark : This is no longer true in dimension 3 or higher: in general one cannot write the metric line
element as a conformal factor times the flat one by a mere choice of coordinates.
Note that the choice of coordinates (r, θ) leading to (2.27) is equivalent to the two conditions:
grθ = 0 and gθθ = r
2grr. (2.28)
The coordinates (t, r, θ, ϕ) with the above choice for (r, θ) are called quasi-isotropic coordi-
nates (QI). The related cylindrical coordinates (t, ρ, z, ϕ), with ρ := r sin θ and z := r cos θ,
4Indices a and b take their values in {1, 2}.
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are called Lewis-Papapetrou coordinates, from the work of Lewis (1932) [72] and Papapetrou
(1966) [85].
Let us define the scalar function ω = ω(r, θ) as minus the scalar product of the two Killing
vectors ~ξ and ~χ, normalized by the scalar square of ~χ:
ω := −
~ξ · ~χ
~χ · ~χ . (2.29)
As we will see below, the minus sign ensures that for a rotating star, ω ≥ 0 (cf. Fig. 3.3). Since
gtϕ = ~ξ · ~χ and gϕϕ = ~χ · ~χ, we may write
gtϕ = −ωgϕϕ. (2.30)
Besides, let us introduce the following function of (r, θ):
B2 :=
gϕϕ
r2 sin2 θ
(2.31)
Collecting relations (2.18), (2.27), (2.30) and (2.31), we may write the components of the metric
tensor in the form
gαβ dx
α dxβ = −N2dt2 +A2(dr2 + r2dθ2) +B2r2 sin2 θ(dϕ− ωdt)2 , (2.32)
where N , A, B and ω are four functions of (r, θ):
N = N(r, θ) , A = A(r, θ) , B = B(r, θ) , ω = ω(r, θ) . (2.33)
Equivalently, in matrix form:
gαβ =


−N2 +B2ω2r2 sin2 θ 0 0 −ωB2r2 sin2 θ
0 A2 0 0
0 0 A2r2 0
−ωB2r2 sin2 θ 0 0 B2r2 sin2 θ

 . (2.34)
The inverse of this matrix is
gαβ =


−N−2 0 0 −ω/N2
0 A−2 0 0
0 0 A−2r−2 0
−ω/N2 0 0 (Br sin θ)−2 − ω2/N2

 . (2.35)
To prove it, it suffices to check that relation (1.20) holds.
The local flatness of spacetime implies that the metric functions A and B must coincide on
the rotation axis:
A|∆ = B|∆ . (2.36)
Indeed, let us consider a small circle around the rotation axis at a fixed value of both t and θ,
with θ ≪ 1, and centered on the point of coordinates (xα) = (t, r, 0, 0) (cf. Fig. 2.6). According
to the line element (2.32), the metric length of its radius is R ≃ A(r, 0) rθ, whereas its metric
circumference is C ≃ B(r/ cos θ, θ) r sin θ × 2π ≃ 2πB(r, 0) rθ. The local flatness hypothesis
implies that C = 2πR. Would this relation not hold, a conical singularity would be present on
the rotation axis. From the above values of C and R, we get A(r, 0) = B(r, 0), i.e. the property
(2.36) for the half part of ∆ corresponding to θ = 0. The demonstration for the second part
(θ = π) is similar.
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Figure 2.6: Radius R and circumference C of a small circle around the rotation axis (θ ≪ 1).
2.2.3 Link with the 3+1 formalism
In terms of the 3+1 formalism introduced in § 1.3, the comparison of (2.32) with (1.55) leads
immediately to (i) the identification of N as the lapse function, (ii) the following components of
the shift vector:
βi = (0, 0,−ω) , (2.37)
and (iii) the following expression of the induced metric in the hypersurfaces Σt :
γij dx
idxj = A2(dr2 + r2dθ2) +B2r2 sin2 θ dϕ2 . (2.38)
Therefore
γij = diag
(
A2, A2r2, B2r2 sin2 θ
)
(2.39)
and
γij = diag
(
1
A2
,
1
A2r2
,
1
B2r2 sin2 θ
)
. (2.40)
Remark : Comparing with (2.34)-(2.35), note that gij = γij but g
ij 6= γij .
Moreover, since in the present case ~∂t = ~ξ and ~β = −ω~∂ϕ = −ω~χ, relation (1.51) becomes
~ξ = N~n− ω~χ . (2.41)
In particular, if ω = 0, then ~ξ is colinear to ~n and hence orthogonal to the hypersurfaces Σt.
According to the definition given in § 2.1.1, this means that for ω = 0, the spacetime is static.
The reverse is true, assuming that in case of staticity, the axisymmetric action takes place in the
surfaces orthogonal to ~ξ. We may then state
ω = 0 ⇐⇒ (M ,g) static . (2.42)
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Let us evaluate the extrinsic curvature tensor K of the hypersurfaces Σt (cf. § 1.3.4). Since
∂γij/∂t = 0 and βi = 0 except for βϕ = −ω, Eq. (1.57) leads to
Kij =
1
2N
(
− ω ∂γij
∂ϕ︸︷︷︸
0
−γϕj ∂ω
∂xi
− γiϕ ∂ω
∂xj
)
.
Since (γij) is diagonal [Eq. (2.39)] and ∂ω/∂ϕ = 0, we conclude that all the components of K
vanish, except for
Krϕ = Kϕr = −B
2r2 sin2 θ
2N
∂ω
∂r
, (2.43)
Kθϕ = Kϕθ = −B
2r2 sin2 θ
2N
∂ω
∂θ
. (2.44)
In particular, the trace of K defined by (1.58) vanishes identically:
K := γijKij =
1
A2
Krr︸︷︷︸
0
+
1
A2r2
Kθθ︸︷︷︸
0
+
1
B2r2 sin2 θ
Kϕϕ︸︷︷︸
0
= 0. (2.45)
This is equivalent to the vanishing of the divergence of the unit normal ~n to Σt [cf. Eq. (1.58)].
Σt is then of maximal volume with respect to nearby hypersurfaces (see e.g. § 9.2.2 of Ref. [46] for
more details). This is fully analogous to the concept of minimal surfaces in a 3-dimensional Eu-
clidean space (the change from minimal to maximal being due to the change of metric signature).
For this reason, the foliation (Σt) with K = 0 is called a maximal slicing.
The quadratic term KijKij which appears in the Hamiltonian constraint (1.60) is
KijK
ij = KrϕK
rϕ +KϕrK
ϕr +KθϕK
θϕ +KϕθK
ϕθ = 2KrϕK
rϕ + 2KθϕK
θϕ
= 2γrrγϕϕ(Krϕ)
2 + 2γθθγϕϕ(Kθϕ)
2,
where to get the last line we used the fact that γij is diagonal. We thus get
KijK
ij =
B2r2 sin2 θ
2A2N2
∂ω∂ω, (2.46)
with the following short-hand notation for any scalar fields u and v :
∂u∂v :=
∂u
∂r
∂v
∂r
+
1
r2
∂u
∂θ
∂v
∂θ
. (2.47)
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3.1 General framework
We focus at present on the case of a single rotating star in equilibrium. The corresponding
spacetime (M ,g) is then stationary and asymptotically flat. In addition, it is reasonable to
assume that the spacetime is axisymmetric. This has been shown to be necessary for viscous
and heat-conducting fluids by Lindblom (1976) [78]. For perfect fluids, the general argument is
that a rotating non-axisymmetric body will emit gravitational radiation, and therefore cannot
be stationary. In this respect the situation is different from the Newtonian one, where stationary
non-axisymmetric rotating configurations do exist, the best known example being that of the
Jacobi ellipsoids.
In addition of being axisymmetric, we will assume that the spacetime is circular (cf. § 2.2.1),
since this is relevant for a perfect fluid rotating about the axis of symmetry [cf. Eq. (2.25)].
We may then use the QI coordinates (xα) = (t, r, θ, ϕ) introduced in § 2.2.2. Consequently, the
metric tensor is fully specified by the four functions N , A, B and ω listed in (2.33). In this
chapter we derive the partial differential equations that these functions have to fulfill in order
for the metric to obey the Einstein equation (1.24), as well as the equations of equilibrium for a
perfect fluid. We shall also discuss the numerical method of resolution.
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3.2 Einstein equations in QI coordinates
3.2.1 Derivation
We shall derive the equations within the framework of the 3+1 formalism presented in § 1.3.
Let us first consider the trace of the 3+1 Einstein equation (1.59) in which we make use of the
Hamiltonian constraint (1.60) to replace 3R+K2 by 16πE +KijKij, to get
∂K
∂t
− βi∂K
∂xi
= −DiDiN +N
[
4π(E + S) +KijK
ij
]
. (3.1)
In the present context, K = 0 and KijKij is given by Eq. (2.46). The Laplacian of N can be
evaluated via the standard formula:
DiD
iN =
1√
γ
∂
∂xi
(√
γ γij
∂N
∂xj
)
, (3.2)
where
√
γ is the square root of the determinant of the components γij of the metric γ. From
expression (2.39), we get √
γ = A2Br2 sin θ. (3.3)
Taking into account expression (2.40) for γij, we conclude that (3.1) is equivalent to
∂2N
∂r2
+
2
r
∂N
∂r
+
1
r2
∂2N
∂θ2
+
1
r2 tan θ
∂N
∂θ
= 4πA2N(E + S) +
B2r2 sin2 θ
2N
∂ω∂ω − ∂ lnB∂N. (3.4)
Let us now consider the Hamiltonian constraint (1.60). On the right-hand side, we have
K2 = 0 and KijKij given by Eq. (2.46). There remains to compute the Ricci scalar 3R. This
can be done by means of formulas (1.66)-(1.67). One gets
3R = − 2
A2
{
1
A
[
∂2A
∂r2
+
1
r
∂A
∂r
− 1
A
(
∂A
∂r
)2
+
1
r2
∂2A
∂θ2
− 1
r2A
(
∂A
∂θ
)2]
+
1
B
(
∂2B
∂r2
+
3
r
∂B
∂r
+
1
r2
∂2B
∂θ2
+
2
r2 tan θ
∂B
∂θ
)}
. (3.5)
The Hamiltonian constraint (1.60) thus becomes
1
A
[
∂2A
∂r2
+
1
r
∂A
∂r
− 1
A
(
∂A
∂r
)2
+
1
r2
∂2A
∂θ2
− 1
r2A
(
∂A
∂θ
)2]
+
B2r2 sin2 θ
4N2
∂ω∂ω
+
1
B
(
∂2B
∂r2
+
3
r
∂B
∂r
+
1
r2
∂2B
∂θ2
+
2
r2 tan θ
∂B
∂θ
)
= −8πA2E. (3.6)
Moving to the momentum constraint (1.61), we first notice that DiK = 0. We may use the
standard formula to evaluate the divergence of a symmetric tensor (such as K):
DjK
j
i =
1√
γ
∂
∂xj
(√
γKji
)
− 1
2
∂γjk
∂xi
Kjk. (3.7)
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In the present case, the last term always vanishes since Kjk is non-zero only for non-diagonal
terms (jk=rϕ, ϕr, θϕ or ϕθ) and γjk is diagonal [Eq. (2.39)]. Since in addition ∂/∂ϕ = 0, we
are left with
DjK
j
i =
1√
γ
[
∂
∂r
(
√
γKri) +
∂
∂θ
(√
γKθi
)]
. (3.8)
Now, Krr = K
θ
r = 0 and K
r
θ = K
θ
θ = 0. We thus conclude that the first two components of
the momentum constraint (1.61) reduce to
pr = 0 and pθ = 0. (3.9)
For the third component, we use Eq. (3.8) for i = ϕ, taking into account that Krϕ = γ
rjKjϕ =
γrrKrϕ = A
−2Krϕ and Kθϕ = γ
θjKjϕ = γ
θθKθϕ = A
−2r−2Kθϕ with the values (2.43)-(2.44) for
Krϕ and Kθϕ. We thus obtain
N
B3
[
sin θ
r3
∂
∂r
(
r4
B3
N
∂ω
∂r
)
+
1
r sin2 θ
∂
∂θ
(
sin3 θ
B3
N
∂ω
∂θ
)]
= −16πNA
2
B2
pϕ
r sin θ
. (3.10)
Finally, let us consider the ϕϕ component of the 3+1 Einstein equation (1.59). We have
Kϕϕ = 0 and, according to Eq. (1.65),
L~βKϕϕ = βk
∂
∂xk
Kϕϕ︸︷︷︸
0
+Kkϕ
∂βk
∂ϕ︸︷︷︸
0
+Kϕk
∂βk
∂ϕ︸︷︷︸
0
= 0.
Thus the left-hand side of the ϕϕ component of Eq. (1.59) vanishes identically. On the right-hand
side, we have DjN = ∂N/∂xj ,
DϕDϕN =
∂
∂ϕ
∂N
∂ϕ︸︷︷︸
0
−3Γkϕϕ
∂N
∂xk
= −3Γrϕϕ
∂N
∂r
− 3Γθϕϕ
∂N
∂θ
= r2 sin2 θ
B2
A2
[(
1
B
∂B
∂r
+
1
r
)
∂N
∂r
+
1
r2
(
1
B
∂B
∂θ
+
1
tan θ
)
∂N
∂θ
]
,
3Rϕϕ = −r2 sin2 θ B
A2
(
∂2B
∂r2
+
3
r
∂B
∂r
+
1
r2
∂2B
∂θ2
+
2
r2 tan θ
∂B
∂θ
)
.
and
KϕkK
k
ϕ = KϕrK
r
ϕ +KϕθK
θ
ϕ =
1
A2
(Kϕr)
2 +
1
A2r2
(Kϕθ)
2 =
B4r4 sin4 θ
4A2N2
∂ω∂ω.
In addition, the matter term is
(S −E)γϕϕ− 2Sϕϕ = (Srr +Sθθ +Sϕϕ−E)γϕϕ− 2γϕϕSϕϕ = r2 sin2 θ B2(Srr +Sθθ −Sϕϕ−E).
Accordingly, after division by r2 sin2 θ NB2/A2, the ϕϕ component of the 3+1 Einstein equation
(1.59) writes
1
B
(
∂2B
∂r2
+
3
r
∂B
∂r
+
1
r2
∂2B
∂θ2
+
2
r2 tan θ
∂B
∂θ
)
+
1
BN
∂B∂N +
B2r2 sin2 θ
2N2
∂ω∂ω
+
1
rN
(
∂N
∂r
+
1
r tan θ
∂N
∂θ
)
= 4πA2
(
Srr + S
θ
θ − Sϕϕ − E
)
. (3.11)
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At this stage, we have four equations, (3.4), (3.6) (3.10) and (3.11), for the four unknowns
N , A, B and ω. We construct linear combinations of these equations in which classical elliptic
operators appear. First, multiplying Eq. (3.4) by B, Eq. (3.11) by NB and adding the two yields
∂2
∂r2
(NB) +
3
r
∂
∂r
(NB) +
1
r2
∂2
∂θ2
(NB) +
2
r2 tan θ
∂
∂θ
(NB) = 8πNA2B(Srr + S
θ
θ). (3.12)
Second, dividing Eq. (3.4) by N , adding Eq. (3.6) and subtracting Eq. (3.11) yields
1
N
∂2N
∂r2
+
1
rN
∂N
∂r
+
1
r2N
∂2N
∂θ2
+
1
A
∂2A
∂r2
+
1
rA
∂A
∂r
+
1
r2A
∂2A
∂θ2
= 8πA2Sϕϕ +
1
A2
∂A∂A+
3B2r2 sin2 θ
4N2
∂ω∂ω. (3.13)
Reorganizing slightly Eqs. (3.4), (3.10), (3.12) and (3.13), we obtain the final system:
∆3ν = 4πA
2(E + S) +
B2r2 sin2 θ
2N2
∂ω∂ω − ∂ν∂(ν + lnB) (3.14)
∆˜3(ωr sin θ) = −16πNA
2
B2
pϕ
r sin θ
+ r sin θ ∂ω∂(ν − 3 lnB) (3.15)
∆2 [(NB − 1)r sin θ] = 8πNA2Br sin θ(Srr + Sθθ) (3.16)
∆2(lnA+ ν) = 8πA
2Sϕϕ +
3B2r2 sin2 θ
4N2
∂ω∂ω − ∂ν∂ν , (3.17)
where the following abbreviations have been introduced:
ν := lnN (3.18)
∆2 :=
∂2
∂r2
+
1
r
∂
∂r
+
1
r2
∂2
∂θ2
(3.19)
∆3 :=
∂2
∂r2
+
2
r
∂
∂r
+
1
r2
∂2
∂θ2
+
1
r2 tan θ
∂
∂θ
(3.20)
∆˜3 := ∆3 − 1
r2 sin2 θ
. (3.21)
Terms of the form ∂ν∂ν have been defined by (2.47).
The operator ∆2 is nothing but the Laplacian in a 2-dimensional flat space spanned by the
polar coordinates (r, θ), whereas ∆3 is the Laplacian in a 3-dimensional flat space, taking into
account the axisymmetry (∂/∂ϕ = 0). A deeper understanding of why these operators naturally
occur in the problem is provided by the (2+1)+1 formalism developed in Ref. [47].
3.2.2 Boundary conditions
Equations (3.14)-(3.17) forms a system of elliptic partial differential equations. It must be sup-
plemented by a set of boundary conditions. Those are provided by the asymptotic flatness as-
sumption: for r → +∞, the metric tensor tends towards Minkowski metric η, whose components
in spherical coordinates are
ηαβ dx
α dxβ = −dt2 + dr2 + r2dθ2 + r2 sin2 θ dϕ2. (3.22)
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Comparing with (2.32), we get immediately the boundary conditions:

N −→ 1
A −→ 1
B −→ 1
ω −→ 0
when r −→ +∞. (3.23)
Remark : Spatial infinity is the only place where exact boundary conditions can be set, because the
right-hand sides of Eqs. (3.14)-(3.17) have non-compact support, except for (3.16). This contrasts
with the Newtonian case, where the basic equation is Poisson equation for the gravitational poten-
tial Φ [Eq. (3.43) below]:
∆3Φ = 4πGρ. (3.24)
For a star, the right-hand side, involving the mass density ρ, has clearly compact support. The
general solution outside the star is then known in advance: it is the (axisymmetric) harmonic
function
Φ(r, θ) =
∞∑
ℓ=0
αℓ
Pℓ(cos θ)
rℓ+1
, (3.25)
where Pℓ is the Legendre polynomial of degree ℓ. In this case, one can set the boundary conditions
for a finite value of r and perform some matching of Φ and ∂Φ/∂r to determine the coefficients αℓ.
From the properties of the operators ∆3 and ∆˜3 and the boundary conditions (3.23), one can
infer the following asymptotic behavior of the functions N and ω:
N = 1 +
K0
r
+O
(
1
r2
)
, (3.26)
ω =
K1
r3
+O
(
1
r4
)
, (3.27)
where K0 and K1 are two constants. In Chap. 4, we will show that
K0 = −M and K1 = 2J, (3.28)
M and J being respectively the mass of the star and its angular momentum [cf. Eqs. (4.16) and
(4.41)].
3.2.3 Case of a perfect fluid
Since we are interested in rotating stars, let us write the matter source terms in the system
(3.14)-(3.17) for the case of a perfect fluid [cf. Eq. (1.37)]. Due to the circularity hypothesis,
the fluid 4-velocity is necessarily of the form (2.25): ~u = ut(~ξ +Ω~χ). We may use Eq. (2.41) to
express ~ξ in terms of the unit timelike vector ~n (the 4-velocity of the ZAMO) and ω~χ. We thus
get
~u = (Nut)
[
~n+
1
N
(Ω − ω)~χ
]
. (3.29)
Now, according to Eq. (1.54), ~n · ~χ = nµχµ = nϕ = 0. Therefore, Eq. (3.29) constitutes an
orthogonal decomposition of the fluid 4-velocity with respect to the ZAMO 4-velocity ~n:
~u = Γ
(
~n+ ~U
)
, (3.30)
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with
Γ = Nut and ~U =
1
N
(Ω− ω)~χ . (3.31)
Γ is the Lorentz factor of the fluid with respect to the ZAMO and the vector ~U is the fluid
velocity (3-velocity) with respect to the ZAMO (see e.g. Ref. [45] for details). ~U is a spacelike
vector, tangent to the hypersurfaces Σt. Let us define
U :=
B
N
(Ω− ω)r sin θ . (3.32)
Since ~χ · ~χ = B2r2 sin2 θ, we have
~U · ~U = U2. (3.33)
From ~n · ~n = −1 and ~n · ~U = 0, Eq. (3.30) yields the geometric interpretation of the Lorentz
factor as (minus) the scalar product of the ZAMO 4-velocity with the fluid one:
Γ = −~n · ~u . (3.34)
The normalization condition ~u·~u = −1 expressed in terms of (3.30) leads to the standard relation
Γ =
(
1− U2)−1/2 . (3.35)
The quantities E, pϕ, Srr, S
θ
θ and S
ϕ
ϕ which appear in the right-hand of Eqs. (3.14)-(3.17)
are computed by means of Eqs. (1.47)-(1.49), using the form (1.37) of the energy momentum
tensor. We get, using (3.30),
E = Tµνn
µnν = (ε+ p)uµn
µ︸ ︷︷ ︸
−Γ
uνn
ν︸ ︷︷ ︸
−Γ
+p gµνn
µnν︸ ︷︷ ︸
−1
= Γ2(ε+ p)− p,
pϕ = −Tµνnνγµϕ = −(ε+ p)uµγµϕ︸ ︷︷ ︸
ΓUϕ
uνn
ν︸ ︷︷ ︸
−Γ
+p gµνn
νγµϕ︸ ︷︷ ︸
0
= Γ2(ε+ p)Uϕ,
Sαβ = Tµνγ
µαγνβ = (ε+ p)uµγ
µα︸ ︷︷ ︸
ΓUα
uνγ
ν
β︸ ︷︷ ︸
ΓUβ
+p gµνγ
µαγνβ︸ ︷︷ ︸
γανγ
ν
β
= Γ2(ε+ p)UαUβ + p γ
α
β.
Now, from Eq. (3.31), Uα = (0, 0, 0, Uϕ), and from Eq. (3.33), UϕUϕ = U2 and Uϕ = Br sin θ U .
Besides γrr = γ
θ
θ = γ
ϕ
ϕ = 1. Accordingly, the above results can be expressed as
E = Γ2(ε+ p)− p , (3.36)
pϕ = B(E + p)Ur sin θ , (3.37)
Srr = p , S
θ
θ = p , S
ϕ
ϕ = p+ (E + p)U
2 , S = 3p+ (E + p)U2 . (3.38)
From the above expressions, the term E + S in the right-hand side of Eq. (3.14) can be written
E + S =
1 + U2
1− U2 (ε+ p) + 2p. (3.39)
3.2 Einstein equations in QI coordinates 39
3.2.4 Newtonian limit
In the non-relativistic limit, ν tends to the Newtonian gravitational potential Φ (divided by c2):
ν ≃ Φ
c2 Newt.
(3.40)
Moreover, Eq. (3.32) reduces to
U = Ωr sin θ Newt. (3.41)
and U2 ≪ 1, p≪ ε and ε ≃ ρc2, where ρ is the mass density. Accordingly, (3.39) gives
E + S ≃ ρc2. (3.42)
Since in addition A ≃ 1 and all the quadratic terms involving gradient of the metric potentials
tend to zero, the first equation of the Einstein system (3.14)-(3.17) reduces to (after restoring
the G and c’s)
∆3Φ = 4πGρ Newt.
(3.43)
The other three equations become trivial, of the type “0 = 0”. We conclude that, at the non-
relativistic limit, the Einstein equations (3.14)-(3.17) reduce to the Poisson equation (3.43), which
is the basic equation for Newtonian gravity.
3.2.5 Historical note
The Einstein equations for stationary axisymmetric bodies were written quite early. In 1917,
Weyl [105] treated the special case of static bodies, i.e. with orthogonal Killing vectors ~ξ and ~χ ,
or equivalently with ω = 0 [cf. Eq. (2.42)]. The effect of rotation was first taken into account by
Lense and Thirring in 1918 [71], who derived the first order correction induced by rotation in the
metric outside a spherical body. The first full formulation of the problem of axisymmetric rotating
matter was obtained by Lanczos in 1924 [69] and van Stockum in 1937 [97]. They wrote the
Einstein equations in Lewis-Papapetrou coordinates (cf. § 2.2.2) and obtained an exact solution
describing dust (i.e. pressureless fluid) rotating rigidly about some axis. However this solution
does not correspond to a star since the dust fills the entire spacetime, with an increasing density
away from the rotation axis. In particular the solution is not asymptotically flat. Rotating stars
have been first considered by Hartle and Sharp (1967) [60], who formulated a variational principle
for rotating fluid bodies in general relativity. Hartle (1967) [57] and Sedrakian & Chubaryan
(1968) [90] wrote Einstein equations for a slowly rotating star, in coordinates different from the
QI ones1. For rapidly rotating stars, a system of elliptic equations similar to (3.14)-(3.17) was
presented (in integral form) by Bonazzola & Machio (1971) [23]. It differs from (3.14)-(3.17)
by the use of ln gtt instead of lnN = ν. Bardeen & Wagoner (1971) [14] presented a system
composed of three elliptic equations equivalent to Eqs. (3.14), (3.15) and (3.16), supplemented
by a first order equation of the form
∂
∂θ
(lnA+ ν) = S(r, θ), (3.44)
where S(r, θ) is a complicated expression containing first and second derivatives of ν, A, B and
ω and no matter term [see Eq. (4d) of Ref. [30] (9 lines !) or Eq. (II.16) of [14]]. Equation (3.44)
1Namely coordinates for which gθθ = gϕϕ/ sin
2 θ instead of (2.28).
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results from the properties Rrr = Rθθ/r2 and Rrθ = 0 of the Ricci tensor. Note that these are
verified only for an isotropic energy-momentum tensor, such as the perfect fluid one [Eq. (1.37)].
For anisotropic ones (like that of an electromagnetic field), Eq. (3.44) should be modified so as to
include the anisotropic part of the energy-momentum tensor on its right-hand side. The full sys-
tem of the four elliptic equations (3.14)-(3.17) has been first written by Bonazzola, Gourgoulhon,
Salgado & Marck (1993)2 [22].
3.3 Spherical symmetry limit
3.3.1 Taking the limit
In spherical symmetry, the metric components gαβ simplify significantly. Indeed, we have seen
that A and B must be equal on the rotation axis [Eq. (2.36)]. But, if the star is spherically
symmetric, there is no privileged axis. Therefore, we can extend (2.36) to all space:
A = B spher. sym. (3.45)
Besides, to comply with spherical symmetry, the parameter Ω in the decomposition (2.25) of the
fluid 4-velocity must vanish. Otherwise, there would exist a privileged direction around which
the fluid is rotating. Hence we have
Ω = 0 spher. sym. (3.46)
and ~u is colinear to the Killing vector ~ξ. From Eqs. (3.37) and (3.32) with Ω = 0, we have
pϕ ∝ ω. Equation (3.15) is then a linear equation in ω. It admits a unique solution which is
well-behaved in all space:
ω = 0 spher. sym. (3.47)
According to (2.42), this implies that the spacetime is static.
Properties (3.46) and (3.47), once inserted in Eq. (3.32) leads to the vanishing of the fluid
velocity with respect to the ZAMO:
U = 0 spher. sym. (3.48)
Thanks to (3.45) and (3.47), the spacetime metric (2.32) becomes
gαβ dx
α dxβ = −N(r)2dt2 +A(r)2(dr2 + r2dθ2 + r2 sin2 θ dϕ2)
spher. sym.
. (3.49)
The coordinates (t, r, θ, ϕ) are in this case truly isotropic, the spatial metric being conformal to
a flat one. This justify the name quasi-isotropic given to these coordinates in the general case.
Since U = 0 implies Γ = 1, the Einstein equations (3.14)-(3.17) with a perfect fluid source
and spherical symmetry reduce to
d2ν
dr2
+
2
r
dν
dr
= 4πA2(ε+ 3p)− dν
dr
d
dr
(ν + lnA)
spher. sym.
(3.50)
2In the original article [22], the functions A˜ = (AB)1/4 and B˜ = (B/A)1/2 were employed instead of A and B.
The equations with the present values of A and B are given in Ref. [49].
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d2
dr2
(NA) +
3
r
d
dr
(NA) = 16πNA3p
spher. sym.
(3.51)
d2
dr2
(lnA+ ν) +
1
r
d
dr
(lnA+ ν) = 8πA2p−
(
dν
dr
)2
spher. sym.
(3.52)
We have omitted Eq. (3.15) since, as seen above, it is trivially satisfied in spherical symmetry.
Besides, we have used the equivalent form (3.12) of Eq. (3.16).
3.3.2 Link with the Tolman-Oppenheimer-Volkoff system
The reader familiar with static models of neutron stars might have been surprised that the spheri-
cal limit of the Einstein equations (3.14)-(3.17) does not give the familiarTolman-Oppenheimer-
Volkoff system (TOV). Indeed, the TOV system is (see e.g. [55, 58]):
dm
dr¯
= 4πr¯2 ε (3.53)
dν
dr¯
=
(
1− 2m(r¯)
r¯
)−1(m(r¯)
r¯2
+ 4πr¯p
)
(3.54)
dp
dr¯
= −(ε+ p)dν
dr¯
, (3.55)
which is pretty different from the system (3.50)-(3.52). In particular, the latter is second order,
whereas (3.53)-(3.55) is clearly first order. However, the reason of the discrepancy is already
apparent in the notations used in (3.53)-(3.55) : the radial coordinate is not the same in the
two system: in (3.50)-(3.52), it the isotropic coordinate r, whereas in the TOV system, it is the
areal radius r¯. With this radial coordinate, the metric components have the form
g¯αβ dx¯
α dx¯β = −N(r¯)2dt2 +
(
1− 2m(r¯)
r¯
)−1
dr¯2 + r¯2dθ2 + r¯2 sin2 θ dϕ2. (3.56)
This form is different from the isotropic one, given by (3.49). Note however that the coordinates
x¯α = (t, r¯, θ, ϕ) differ from the isotropic coordinates xα = (t, r, θ, ϕ) only in the choice of r. From
(3.56), it is clear that the area of a 2-sphere defined by t = const and r¯ = const is given by
A = 4πr¯2, (3.57)
hence the qualifier areal given to the coordinate r¯. On the contrary, we see from (3.49) that the
area of a 2-sphere defined by t = const and r = const is
A = 4πA(r)2r2, (3.58)
so that there is no simple relation between the area and r.
Outside the star, the solution is the Schwarzschild metric (see § 3.3.3) and the coordinates
(x¯α) are simply the standard Schwarzschild coordinates. In particular, outside the star m(r¯) =
M = const, where M is the gravitational mass of the star and N(r¯)2 = (1 − 2M/r¯), so that
we recognize in (3.56) the standard expression of Schwarzschild solution. The expression of this
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solution in terms of the isotropic coordinates (xα) used here is derived in § 3.3.3. The relation
between the two radial coordinates is given by
r¯ = r
(
1 +
M
2r
)2
(outside the star). (3.59)
Far from the star, in the weak field region (M/r ≪ 1), we have of course r¯ ≃ r.
There exist two coordinate systems that extend the TOV areal coordinates to the rotating
case:
• the coordinates employed by Hartle & Thorne [57, 61] and Sedrakyan & Chubaryan [90] to
compute stellar models in the slow rotation approximation (metric expanded to the order
Ω2);
• the so-called radial gauge introduced by Bardeen & Piran [13]; however the entire hypersur-
face Σt cannot be covered in a regular way by these coordinates, as shown in Appendix A
of Ref. [22].
3.3.3 Solution outside the star
Outside the star, ε = 0 and p = 0. Equation (3.51) reduces then to
d2
dr2
(NA) +
3
r
d
dr
(NA) =
1
r3
d
dr
[
r3
d
dr
(NA)
]
= 0,
from which we deduce immediately that
d
dr
(NA) =
2a
r3
, with a = const.
The factor 2 is chosen for later convenience. The above equation is easily integrated, taken into
account the boundary conditions (3.23):
NA = 1− a
r2
. (3.60)
Besides, subtracting Eq. (3.50) from Eq. (3.52), both with ε = 0 and p = 0, we get the following
equation outside the star:
d2
dr2
lnA+
1
r
d
dr
lnA− 1
r
dν
dr
=
dν
dr
d
dr
lnA. (3.61)
Now Eq. (3.60) gives, since ν = lnN ,
dν
dr
= − d
dr
lnA+
2a
r(r2 − a) .
Inserting this relation into Eq. (3.61), we get
d2A
dr2
+
2(r2 − 2a)
r(r2 − a)
dA
dr
− 2a
r2(r2 − a)A = 0. (3.62)
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The reader can check easily that the unique solution of this linear ordinary differential equation
which satisfies to the boundary condition (3.23) requires a ≥ 0 and is
A =
(
1 +
√
a
r
)2
. (3.63)
Relation (3.60) yields then
N =
(
1−
√
a
r
)(
1 +
√
a
r
)−1
. (3.64)
The constant
√
a is actually half the gravitational mass of the star. Indeed the asymptotic
expansion for r →∞ of the above expression is
N ≃
(
1−
√
a
r
)
×
(
1−
√
a
r
)
≃ 1− 2
√
a
r
.
Comparing with Eqs. (3.26) and (3.28), we get
√
a =
M
2
. (3.65)
Replacing a, A and N by the above values in (3.49), we obtain the following form of the metric
outside the star:
gαβ dx
α dxβ = −
(
1− M2r
1 + M2r
)2
dt2 +
(
1 +
M
2r
)4 [
dr2 + r2(dθ2 + sin2 θ dϕ2)
]
. (3.66)
We recognize the Schwarzschild metric expressed in isotropic coordinates. Actually, we have
recovered the Birkhoff theorem3: With spherical symmetry, the only solution of Einstein
equation outside the central body is the Schwarzschild solution.
Remark : There is no equivalent of the Birkhoff theorem for axisymmetric rotating bodies: for black
holes, the generalization of the Schwarzschild metric beyond spherical symmetry is the Kerr metric,
and the generic metric outside a rotating star is not the Kerr metric. Moreover, no fluid star has
been found to be a source for the Kerr metric (see e.g. [80]). The only matter source for the Kerr
metric found so far is made of two counterrotating thin disks of collisionless particles [17]. It has
also been shown that uniformly rotating fluid bodies are finitely separated from Kerr solutions,
except extreme Kerr [81]; this means that one cannot have a quasiequilibrium transition from a
star to a black hole.
3.4 Fluid motion
Having discussed the gravitational field equations (Einstein equation), let us now turn to the
equation governing the equilibrium of the fluid, i.e. Eq. (1.36).
3More precisely, we have established Birkhoff theorem under the hypothesis of stationarity; however this
hypothesis is not necessary.
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3.4.1 Equation of motion at zero temperature
We consider a perfect fluid at zero temperature, which is a very good approximation for a
neutron star, except immediately after its birth. The case of finite temperature has been treated
by Goussard, Haensel & Zdunik (1997) [51]. The energy-momentum tensor has the form (1.37)
and, thanks to the zero temperature hypothesis, the equation of state (EOS) can be written as
ε = ε(nb) (3.67)
p = p(nb), (3.68)
where nb is the baryon number density in the fluid frame.
The equations of motion are the energy-momentum conservation law (1.36) :
∇µTαµ = 0 (3.69)
and the baryon number conservation law:
∇µ(nbuµ) = 0. (3.70)
Inserting the perfect fluid form (1.37) into Eq. (3.69), expanding and projecting orthogonally to
the fluid 4-velocity ~u [via the projector ⊥ given by (1.30)], we get the relativistic Euler equation :
(ε+ p)uµ∇µuα + (δµα + uµuα)∇µp = 0. (3.71)
Now the Gibbs-Duhem relation at zero temperature states that
dp = nb dµ, (3.72)
where µ is the baryon chemical potential, µ := dε/dnb. Moreover, thanks to the first law of
Thermodynamics at zero temperature (see e.g. Ref. [45] for details), µ is equal to the enthalpy
per baryon h defined by
h :=
ε+ p
nb
. (3.73)
Thus we may rewrite (3.72) as dp = nb dh, hence
∇αp = nb∇αh.
Accordingly, Eq. (3.71) becomes, after division by nb,
huµ∇µuα + (δµα + uµuα)∇µh = 0,
which can be written in the compact form
uµ∇µ(huα) +∇αh = 0 . (3.74)
Thanks to the properties uµuµ = −1 and uµ∇αuµ = 0 (the latter being a consequence of the
former), Eq. (3.74) can be rewritten in the equivalent form
uµ [∇µ(huα)−∇α(huµ)] = 0 . (3.75)
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This makes appear the antisymmetric bilinear form Ωαβ := ∇α(huβ) − ∇α(huβ), called the
vorticity 2-form. The fluid equation of motion (3.75) has been popularized by Lichnerowicz
[75, 76] and Carter [34], when treating relativistic hydrodynamics by means of Cartan’s exterior
calculus (see e.g. Ref. [45] for an introduction).
Equation (3.74) [or (3.75)] is more useful than the original Euler equation (3.71). It leads
easily to the relativistic generalization of the classical Bernoulli theorem (§ 3.4.2) and to a first
integral of motion for a rotating star (§ 3.4.3).
3.4.2 Bernoulli theorem
Equation (3.74) is an identity between 1-forms. Applying these 1-forms to the stationarity Killing
vector ~ξ (i.e. contracting (3.74) with ξα), we get successively
ξνuµ∇µ(huν) + ξν∇νh︸ ︷︷ ︸
0
= 0,
uµ∇µ(huνξν)− huνuµ∇µξν = 0,
uµ∇µ(huνξν)− huµuν∇µξν︸ ︷︷ ︸
0
= 0,
uµ∇µ(huνξν) = 0.
Note that ξν∇νh = 0 stems from the stationarity of the fluid flow and uµuν∇µξν = 0 from
Killing equation (2.4). We thus have
∇~u(h~u · ~ξ) = 0 . (3.76)
In other words, the scalar quantity h~u · ~ξ is constant along any given fluid line. This results
constitutes a relativistic generalization of the classical Bernoulli theorem. To show it, let us first
recast Eq. (3.76) in an alternative form. Combining Eq. (3.30) with Eq. (2.41), we get (using
~n · ~n = −1, ~n · ~χ = 0 and ~n · ~U = 0)
h~u · ~ξ = hΓ(~n + ~U) · (N~n− ω~χ) = −hΓN
(
1 +
ω
N
~χ · ~U
)
. (3.77)
Accordingly, by taking the logarithm of −h~u · ~ξ, we obtain that property (3.76) is equivalent to
H + ν + lnΓ + ln
(
1 +
ω
N
~χ · ~U
)
= const along a fluid line , (3.78)
where we have introduced the log-enthalpy
H := ln
(
h
mb
)
, (3.79)
mb being the mean baryon mass : mb ≃ 1.66 × 10−27 kg. Defining the fluid internal energy
density by
εint := ε−mbnb (3.80)
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we have [cf. (3.73)]
H = ln
(
1 +
εint + p
mbnb
)
. (3.81)
At the Newtonian limit,
εint + p
mbnb
≪ 1,
andmbnb ≃ ρ (the mass density), so thatH tends towards the (non-relativistic) specific enthalpy:
H ≃ εint + p
ρ
Newt.
. (3.82)
Besides, thanks to (3.35) and U2 ≪ 1, we have ln Γ ≃ U2/2. Moreover we have already seen
that ν tends towards the Newtonian gravitational potential Φ [Eq. (3.40)]. In addition, at the
Newtonian limit, ω = 0. Consequently, the Newtonian limit of (3.78) is
H +Φ+
U2
2
= const along a fluid line
Newt.
, (3.83)
which is nothing but the classical Bernoulli theorem.
The general relativistic Bernoulli theorem (3.76) has been first derived by Lichnerowicz in
1940 [73, 74]. The special relativistic version had been obtained previously by Synge in 1937
[99].
Remark : That a symmetry (here stationarity, via the Killing vector ~ξ) gives rise to a conserved quantity
[Eq. (3.78)] is of course a manifestation of the Noether theorem. We will encounter another one in
§ 4.6.1.
To establish (3.76) we have used nothing but the fact that the flow obeys the symmetry and
~ξ is a Killing vector. For a flow that is axisymmetric, we thus have the analogous property
∇~u(h~u · ~χ) = 0 . (3.84)
The quantity h~u · ~χ is thus conserved along the fluid lines. Thanks to (3.30) and ~n · ~χ = 0, we
may write it as
h~u · ~χ = hΓ~χ · ~U = hΓB2r2 sin2 θ Uϕ. (3.85)
At the Newtonian limit, h → 1, Γ → 1, B → 1 and Uϕ ≃ ϕ˙, so that the conserved quantity
along each fluid line is the specific angular momentum about the rotation axis, r2 sin2 θ ϕ˙.
Remark : It is well known that, along a timelike geodesic, the conserved quantities associated with the
Killing vectors ~ξ and ~χ are ~u · ~ξ and ~u · ~χ [82, 104]. Here we have instead h~u · ~ξ and h~u · ~χ, for
the fluid lines are not geodesics, except when p = 0. In the latter case, h reduces to a constant
(typically mb, cf. Eq. (3.73) and Eq. (3.80) with εint = 0) and we recover the classical result.
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3.4.3 First integral of motion
In the derivation of the Bernoulli theorem, we have assumed a general stationary fluid. Let us
now focus to the case of a rotating star, namely of a circular fluid motion around the rotation
axis4. The fluid 4-velocity takes then the form (2.25):
~u = ut~k , (3.86)
with
~k := ~ξ +Ω~χ . (3.87)
Note that if Ω is a constant, ~k is a Killing vector: it trivially satisfies Killing equation since ~ξ
and ~χ both do. ~u is then colinear to a Killing vector and one says that the star is undergoing
rigid rotation. If Ω is not constant, the star is said to be in differential rotation.
To derive the first integral of motion, it is convenient to start from the fluid equation of
motion in the Carter-Lichnerowicz form (3.75). Thanks to the symmetry of the Christoffel
symbols (1.19) with respect to their last two indices, we may replace the covariant derivatives
by partial ones in Eq. (3.75):
uµ
[
∂
∂xµ
(huα)− ∂
∂xα
(huµ)
]
= 0. (3.88)
Assuming a circular motion, i.e. ~u of the form (3.86), we have uµ = (ut, 0, 0, utΩ), so that
uµ
∂
∂xµ
(huα) = u
t
[
∂
∂t
(huα) + Ω
∂
∂ϕ
(huα)
]
= 0.
Hence Eq. (3.88) reduces to (after division by ut)
∂
∂xα
(hut) + Ω
∂
∂xα
(huϕ) = 0,
or equivalently
∂
∂xα
[h(ut +Ωuϕ)]− huϕ ∂Ω
∂xα
= 0.
Noticing that ut = ~u · ~ξ and uϕ = ~u · ~χ, we may rewrite the above result as
∇(h~u · ~k)− h~u · ~χ∇Ω = 0. (3.89)
Dividing by h~u · ~k, we get
∇ ln(−h~u · ~k)− ~u · ~χ
~u · ~k
∇Ω = 0 . (3.90)
Remark : The minus sign in the logarithm is justified by the fact, that since ~u and ~k are both future
directed timelike vectors, ~u · ~k < 0.
4For more general motions see § VI.E of [50].
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The integrability condition of Eq. (3.90) is either (i) Ω = const (rigid rotation) or (ii) the factor
in front of ∇Ω is a function of Ω:
− ~u · ~χ
~u · ~k
= F (Ω). (3.91)
We shall discuss these two cases below. But before proceeding, let us give an equivalent form of
Eq. (3.90), based on the specific angular momentum
ℓ := − ~u · ~χ
~u · ~ξ
= −uϕ
ut
. (3.92)
This quantity is (minus) the quotient of the two Bernoulli quantities discussed in § 3.4.2. It is
thus conserved along any fluid line in a stationary and axisymmetric spacetime, irrespective of
the fluid motion. Its name stems from the fact that ℓ is the “angular momentum” (per unit mass)
h~u · ~χ divided by the “energy” (per unit mass) −h~u · ~ξ. By combining (3.77) with (3.85) and
Uϕ = (Ω− ω)/N [Eq. (3.31)], we get
ℓ =
B2(Ω− ω)r2 sin2 θ
N2 +B2ω(Ω− ω)r2 sin2 θ . (3.93)
At the Newtonian limit, B → 1, N → 1, ω → 0 and ℓ ≃ Ωr2 sin2 θ.
Since ~u · ~k = ut(1− Ωℓ), we may rewrite the equation of motion (3.90) as
∇ ln[−hut(1− Ωℓ)] + ℓ
1− Ωℓ∇Ω = 0. (3.94)
Besides, we have uµuµ = utut + uϕuϕ = ut(ut +Ωuϕ) = utut(1−Ωℓ), so that the normalization
uµu
µ = −1 leads to
ut(1− Ωℓ) = − 1
ut
.
Therefore, Eq. (3.94) can be recast as
∇ ln
(
h
ut
)
+
ℓ
1−Ωℓ∇Ω = 0 . (3.95)
This is a variant of the equation of motion (3.90).
Rigid rotation
If Ω = const, then ∇Ω = 0 and Eq. (3.90) leads immediately to the first integral of motion
ln(−h~u · ~k) = const. (3.96)
Thanks to (3.86) and (3.31), we have
~u · ~k = (ut)︸︷︷︸
Γ/N
−1
~u · ~u︸ ︷︷ ︸
−1
= −N
Γ
, (3.97)
so that the first integral (3.96) becomes
H + ν − ln Γ = const . (3.98)
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This first integral of motion has been obtained first in 1965 by Boyer [25] for incompressible fluids5
and generalized to compressible fluids by Hartle & Sharp (1965) [59] and Boyer & Lindquist
(1966) [27]. Note the difference of sign in front of ln Γ with respect to the Bernoulli theorem
(3.78).
Remark : Another important difference is that (3.78) provides a constant along each fluid line, but
this constant may vary from one fluid line to another one, whereas (3.98) involves a constant
throughout the entire star. However, (3.98) requires the fluid to be in a pure circular motion, while
the Bernoulli theorem (3.78) is valid for any stationary flow.
The Newtonian limit of (3.98) is readily obtained since ν ≃ Φ and ln Γ ≃ U2/2 (cf. § 3.4.2);
it reads
H +Φ− U
2
2
= const
Newt.
. (3.99)
Again notice the change of sign in front of U2/2 with respect to the Bernoulli expression (3.83).
Notice also that U2 = Ω2r2 sin2 θ [Eq. (3.41)] and that
Φtot := Φ− 1
2
Ω2r2 sin2 θ (3.100)
is the total potential (i.e. that generating the gravitational force and the centrifugal one) in the
frame rotating at the angular velocity Ω about the rotation axis.
Differential rotation
Equation (3.90) gives, thanks to (3.79), (3.91) and (3.97),
∇ (H + ν − ln Γ) + F (Ω)∇Ω = 0.
We deduce immediately the first integral of motion :
H + ν − ln Γ +
∫ Ω
0
F (Ω′)dΩ′ = const . (3.101)
Remark : The lower boundary in the above integral has been set to zero but it can be changed to any
value: this will simply change the value of the constant in the right-hand side.
Let us make explicit Eq. (3.91), by means of respectively Eqs. (3.97), (3.30), (3.31), (3.35) and
(3.32):
F (Ω) = − ~u · ~χ
~u · ~k
=
Γ
N
Γ(~n + ~U) · ~χ = Γ
2
N
~U · ~χ = Γ
2
N2
(Ω− ω)~χ · ~χ
=
1
N2(1− U2)(Ω− ω)B
2r2 sin2 θ =
B2(Ω − ω)r2 sin2 θ
N2[1− (B/N)2(Ω− ω)2r2 sin2 θ] .
Hence
F (Ω) =
B2(Ω− ω)r2 sin2 θ
N2 −B2(Ω− ω)2r2 sin2 θ . (3.102)
5More precisely, the first integral obtained by Boyer is (within our notations) N2(1−U2) = const/h2. Taking
the square root and the logarithm, we obtain (3.98).
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At the Newtonian limit, this relation reduces to
F (Ω) = Ωr2 sin2 θ
Newt.
(3.103)
and (3.101) to
H +Φ− U
2
2
+
∫ Ω
0
F (Ω′)dΩ′ = const
Newt.
. (3.104)
Equation (3.103) implies that Ω must be a function of the distance from the rotation axis:
Ω = Ω(r sin θ)
Newt.
. (3.105)
We thus recover a well known result for Newtonian differentially rotating stars, the so-called
Poincaré-Wavre theorem (see e.g. § 3.2.1 of Ref. [101]). In the general relativistic case, once
some choice of the function F is made, one must solve Eq. (3.102) in Ω to get the value of Ω at
each point. The first integral (3.101) has been first written6 by Boyer (1966) [26]. The relation
(3.102) has been presented by Bonazzola & Machio (1971) [23] (see also the work by Abramowicz
(1971, 1974) [1, 2]).
From the alternative form (3.95) of the equation of fluid motion, we get, as an integrability
condition, that ℓ/(1− Ωℓ) must be a function of Ω, i.e. that ℓ itselft must be a function of Ω:
ℓ = ℓ(Ω) . (3.106)
The relation between this function and F is obtained by comparing (3.94) with (3.90):
F (Ω) =
ℓ(Ω)
1− Ωℓ(Ω) ⇐⇒ ℓ(Ω) =
F (Ω)
1 + ΩF (Ω)
. (3.107)
3.4.4 Stellar surface and maximum rotation velocity
Let us consider a rigidly rotating star and rewrite the first integral of motion (3.98) as
H = Hc + νc − ν + lnΓ, (3.108)
where Hc and νc are the values of H and ν at r = 0 [we have ln Γc = 0 since U = 0 at r = 0 by
Eq. (3.32)]. The surface of the star is defined by the vanishing of the pressure:
stellar surface: p = 0 , (3.109)
which expresses the local equilibrium with respect to the ambient vacuum. Let H0 be the value
of H corresponding to p = 0 (usually, H0 = 0). As a solution of the Poisson-like equation (3.14),
ν is an increasing function of r, from νc < 0 to ν = 0 at r = +∞. For instance, at the Newtonian
limit and in spherical symmetry, ν = −M/r outside the star. Therefore −ν is a decreasing
function of r and if ln Γ = 0 (no rotation), (3.108) implies that H is a decreasing function of r as
well. Provided that Hc > H0, it always reaches H0 at some point, thereby defining the surface
of the star. If the star is rotating, ln Γ is an increasing function of r. It takes its maximum value
6in the equivalent form N2(1 − U2) = [1 + Γ(Ω)]2/h2, the link between the functions Γ(Ω) and F (Ω) being
ln[1 + Γ(Ω)] = −
∫ Ω
0
F (Ω′)dΩ′
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in the equatorial plane θ = π/2. For instance, for a Newtonian star, ln Γ = (Ω2/2)r2 sin2 θ. If
Ω is too large, it could be that ln Γ compensate the decay of −ν in such a way that H remains
always larger than H0. Therefore, for a given value of Hc, there exists a maximum rotation
speed. Physically this corresponds to the fluid particles reaching the orbital Keplerian velocity
at the stellar equator. For this reason, the maximal value of Ω is called the Keplerian limit
and denoted ΩK.
3.5 Numerical resolution
Having established all the relevant equations in the preceding sections, let us now discuss briefly
their numerical resolution to get a model of a rotating star.
3.5.1 The self-consistent-field method
To be specific, we consider rigidly rotating stars: Ω = const, but the following discussion can be
adapted to take into account differential rotation. A standard algorithm to numerically construct
a rotating stellar model is the following one. Choose
• a barotropic EOS, of the form
ε = ε(H) and p = p(H), (3.110)
assuming that H = 0 corresponds to p = 0;
• some central value Hc of the log-enthalpy H;
• some value for the constant angular velocity Ω.
In addition assume some values for the four metric functions N , ω, A and B. These may be
crude values, such as the flat spacetime ones: N = A = B = 1 and ω = 0. Next, initialize U to
zero and the enthalpy to a crude profile, like H = Hc(1− r2/R2) where R is some radius chosen,
also crudely, around the expected radius of the final model. Then
1. Via the EOS (3.110), evaluate ε and p. The surface of the star is then defined by p = 0.
2. From U , Γ, ε and p, compute via Eqs. (3.36)-(3.38) the matter sources E, pϕ, S, Srr, S
θ
θ,
Sϕϕ that appear in the right-hand side of Einstein equations.
3. Solve the Einstein equations (3.14)-(3.17) as flat Poisson-like equations, using the current
value of ν, ω, A and B on their right-hand sides, thereby getting new values of N = exp ν,
ω, A and B.
4. Compute the velocity field from Eq. (3.32): U = (B/N)(Ω−ω)r sin θ; evaluate the Lorentz
factor via Eq. (3.35): Γ = (1− U2)−1/2.
5. Use the first integral of fluid motion in the form (3.108):
H = Hc + νc − ν + lnΓ
to compute H in all space. Go to step 1.
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In practice, this method leads to a unique solution for a given value of the input parameters
(Hc,Ω) and a fixed EOS.
The above method is called the self-consistent-field method (SCF) and was introduced
for computing Newtonian rotating stars by Ostriker & Mark (1968) [84] (see Ref. [88] for some
historical account). The first application of this method to compute rapidly rotating stellar
models in full general relativity, along the lines sketched above is due to Bonazzola & Maschio
(1971) [23].
Remark : The procedure described above is only a sketch of the actual algorithm implemented in a
numerical code; the latter is generally more complicated, involving some relaxation, progressive
increase of Ω from null value, convergence to a given mass, etc.
The mathematical analysis of the self-consistent-field method applied to the Einstein equa-
tions (3.14)-(3.17) has been performed by Schaudt & Pfister [92, 91, 86]. They proved the
exponential convergence of the method and that the exterior and interior Dirichlet problem for
relativistic rotating stars is solvable, under some conditions on the boundary data. The full
mathematical demonstration of existence of rotating fluid stars in general relativity has been
given by Heilig in 1995 [62], by a method different from the self-consistent-field, and only for
sufficiently small angular velocities Ω. Let us stress that, up to now, we do not know any exact
solution describing both the interior and the exterior of a rotating star in general relativity (see
e.g. [79, 93] for a discussion).
3.5.2 Numerical codes
The first numerical models of rotating relativistic stars have been computed by Hartle & Thorne
(1968) [61] in the approximation of slow rotation (cf. § 3.2.5). The first rapidly rotating mod-
els were obtained by Bonazzola & Maschio (1971) [23] using a formulation very close to that
presented here, namely based on Lewis-Papapetrou coordinates (the cylindrical version of QI
coordinates, cf. § 2.2.2) and applying the self-consistent-field method to a system of equations
similar to (3.14)-(3.17) (basically using the variable
√−gtt instead of N). All the numerical codes
developed since then have been based on the self-consistent-field method. Almost all make use of
QI coordinates, an exception being the code of Lin & Novak (2006) [77] based on Dirac gauge. In
1972, Wilson [106] used the Bardeen-Wagoner formulation [14] (cf. § 3.2.5) to compute models
of differentially rotating stars without an explicit EOS. In 1974 Bonazzola & Schneider (1974)
[24] improved Bonazzola & Maschio’s code and computed the first models models of rapidly
rotating relativistic stars constructed on an explicit EOS (an ideal Fermi gas of neutron). In
1975, Butterworth & Ipser [29, 30] developed a code based on the Bardeen-Wagoner formulation
and computed homogeneous rotating bodies [29, 30] as well as polytropes [28]. Friedman, Ipser
& Parker (1986, 1989) [42, 43] applied their method to some realistic (i.e. based onto detailed
microphysics calculations) EOS. This study has been extended by Lattimer et al. (1990) [70] to
include more EOS.
In 1989, Komatsu, Eriguchi & Hachisu (KEH) [66] developed a new code, also based on the
Bardeen-Wagoner formulation, and applied it to differentially rotating polytropes [67]. Their
method has been improved by Cook, Shapiro & Teukolsky (CST) (1992,1994) [37, 38], by intro-
ducing the radial variable s = r/(r + req), where req is the r coordinate of the stellar equator,
in order that the computational domain extends to spatial infinity — the only place where the
boundary conditions are known in advance [Eq. (3.23)]. In 1995, Stergioulas & Friedman [96]
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Figure 3.1: Isocontours of the proper energy density ε in the meridional plane ϕ = 0 for the rotating
neutron star model discussed in § 3.5.3. The coordinates (x, z) are defined by x := r sin θ and z := r cos θ.
The thick solid line marks the surface of the star.
developed their own code based on the CST scheme, improving the accuracy, leading to the
famous public domain code rns [113].
In 1993, Bonazzola, Gourgoulhon, Salgado & Marck (BGSM) [22] developed a new code based
a formulation very close to that presented here (cf. § 3.2.5), using spectral methods [53], whereas
all previous codes employed finite differences. This code has been improved in 1998 [21, 49] (by
introducing numerical domains adapted to the surface of the star) and incorporated into the
Lorene library, to become the public domain code nrotstar [112]. It is presented briefly in
Appendix B.
In 1998, Nozawa et al. [83] have performed a detailed comparison of the KEH code, the rns
code and the BGSM code, showing that the relative difference between rns and BGSM is of the
order of 10−4 (at most 10−3 in some extreme cases). The relative difference between KEH and
BGSM is only of the order 10−3 to 10−2. This is due to the finite computational domain used
by KEH, implying approximate boundary conditions for some finite value of r. On the contrary,
thanks to some compactification, both rns and BGSM are based on a computational domain
that extends to r = +∞ where the exact boundary conditions (3.23) can be imposed.
A new multi-domain spectral code has been developed by Ansorg, Kleinwaechter & Meinel
(AKM) in 2002 [8, 6]. It is extremely accurate, leading to rotating stellar models to machine
accuracy (i. e. 10−15 for 16-digits computations). It is has been used recently to compute
sequences of differentially rotating stars, with a very high degree of differential rotating, leading
to toroidal stellar shapes [7].
For a more extended discussion of the numerical codes, see the review article by Stergioulas
[95]. In particular, a comparison between the AKM, KEH, BGSM, rns and Lorene/rotstar
codes can be found in Table 2 of that article.
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Gravitational mass M 1.400M⊙
Baryon mass Mb 1.542M⊙
Rotation frequency Ω/(2π) 716 Hz
Central log-enthalpy Hc 0.2262 c2
Central proper baryon density nb,c 0.5301 fm
−3
Central proper energy density εc 5.7838 ρnucc2
Central pressure pc 0.8628 ρnucc2
Coordinate equatorial radius req 9.867 km
Coordinate polar radius rp 8.649 km
Axis ratio rp/req 0.8763
Circumferential equat. radius Rcirc 12.08 km
Compactness GM/(c2Rcirc) 0.1711
Angular momentum J 0.7238 GM2⊙/c
Kerr parameter cJ/(GM2) 0.3693
Moment of inertia I 1.417 × 1038 kgm2
Kinetic energy ratio T/W 0.0348
Velocity at the equator Ueq 0.1967 c
Redshift from equator, forward zfeq −0.01362
Redshift from equator, backward zbeq 0.5529
Redshift from pole zp 0.2618
Table 3.1: Properties of the rotating neutron star model presented in § 3.5.3;
M⊙ := 1.989 × 1030 kg, ρnuc := 1.66 × 1017 kgm−3.
3.5.3 An illustrative solution
In order to provide some view of the various fields in a relativistic rotating star, we present
here some plots from a numerical solution7 obtained by the Lorene/nrotstar code described in
Appendix B. The solution corresponds to a neutron star of mass M = 1.4M⊙ rigidly rotating
at the frequency Ω/(2π) = 716 Hz. This value has been chosen for it is the highest one among
observed neutron stars: it is achieved by the pulsar PSR J1748-2446ad discovered in 2006 [63].
The EOS is the following one (see [55] for details):
• for the core: the model A18+δv+UIX* of Akmal, Pandharipande & Ravenhall (1998) [3],
describing a matter of neutrons, protons, electrons and muons via a Hamiltonian including
two-body and three-body interactions, as well as relativistic corrections;
• for the inner crust: the SLy4 model of Douchin & Haensel [41];
• for the outer crust: the Haensel & Pichon (1994) model [54], which is based on the exper-
imental masses of neutron rich nuclei.
A global (coordinate-based) view of the star is provided in Fig. 3.1 and some of its global
properties are listed in Table 3.1. All these quantities are properly defined in Chap. 4. The
metric functions N , ω and A are displayed in Figs. 3.2, 3.3 and 3.4 respectively. It appears that
7This solution can be reproduced by using the parameter files stored in the directory
Lorene/Codes/Nrotstar/Parameters/GR/APR_1.4Msol_716Hz
3.5 Numerical resolution 55
0 5 10 15 20 25 30
r  [km]
0.6
0.7
0.8
0.9
1
N
θ = 0
θ = pi/2
Figure 3.2: Profile of the lapse function N in two different directions: θ = 0 (rotation axis, dashed line)
and θ = π/2 (equatorial plane, solid line). The vertical solid line (resp. dashed line) marks the location
of the stellar surface in the equatorial plane (resp. along the rotation axis).
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Figure 3.3: Same as Fig. 3.2 but for the shift vector component ω = −βϕ.
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Figure 3.4: Same as Fig. 3.2 but for the metric coefficient A.
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Figure 3.5: Difference between the metric coefficients B and A in the equatorial plane. The vertical
solid line marks the location of the stellar surface in that plane.
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Figure 3.6: Profile of the fluid proper energy density ε in two different directions: θ = 0 (rotation
axis, dashed line) and θ = π/2 (equatorial plane, solid line). The small vertical solid line (resp. dashed
line) marks the location of the stellar surface in the equatorial plane (resp. along the rotation axis).
ρnuc := 1.66× 1017 kgm−3.
the deviations from the flat space values (N = 1, ω = 0 and A = 1) are maximal at the stellar
center. One may also check on these figures the tendency to fulfill the boundary conditions (3.23)
when r → +∞. Moreover, the faster decay of ω [in 1/r3, cf. Eq. (3.27)] with respect to that of
A [in 1/r, cf. (3.63)] is clearly apparent.
Remark : Figures 3.2 to 3.4 have been truncated at r = 30 km for graphical convenience, but the
computational domain of the Lorene/nrotstar code extends to r = +∞.
The metric function B turns out to be very close to A: on the rotation axis, it is exactly equal
to A [cf. Eq. (2.36)] and, in the equatorial plane, the difference B −A is at most 2.3× 10−3, as
shown in Fig. 3.5.
Two fluid quantities are displayed in Figs. 3.6 and 3.7: the proper energy density ε and the
fluid velocity U with respect to the ZAMO [cf. Eqs. (3.32) and (3.33)]. In the first figure, note
the presence of the neutron star crust, of width ∼ 0.4 km for θ = 0 and ∼ 0.6 km for θ = π/2.
The profile of U shown in Fig. 3.7 is deceptively simple: it looks very close to the Newtonian
profile Ωr [Eq. (3.41) with θ = π/2], with one difference however: the mean slope is not Ω but
∼ 1.3Ω. This slope is approximately constant due to some numerical compensation of the two
factors B/N and (1−ω/Ω) that appear in Eq. (3.32) once rewritten as U = (B/N)(1−ω/Ω)Ωr.
Indeed B/N is a decreasing function of r, taking the values 2.36 at r = 0 and 1.52 at r = req.
On the contrary, 1 − ω/Ω is an increasing function, taking the values 0.54 at r = 0 and 0.87 at
r = req. This results in (B/N)(1 − ω/Ω) taking almost the same values r = 0 and r = req (1.27
and 1.32 respectively), hence the straight behavior of the plot of U(r). Notice that at the stellar
surface, U is a non-negligible fraction of the velocity of light: U ≃ 0.2 c.
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Figure 3.7: Profile of the norm U of the fluid velocity with respect to the ZAMO, in the equatorial
plane.
Chapter 4
Global properties of rotating stars
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4.1 Total baryon number
The baryon 4-current is
~b = nb~u, (4.1)
where nb is the baryon number density in the fluid frame and ~u is the fluid 4-velocity. For a stellar
model computed along the method sketched in § 3.5.1, nb is obtained from the log-enthalpy H
and the EOS (3.110) via the formula
nb =
ε+ p
mb
exp(−H), (4.2)
which is easily deduced from Eqs. (3.79) and (3.73). The baryon 4-current obeys the conservation
equation (3.70):
∇µjµb = 0. (4.3)
Thanks to this property, it can be shown, via the Gauss-Ostrogradski theorem, that the integral
N := −
∫
Σt
~b · ~n√γ dx1 dx2 dx3 (4.4)
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is independent of the hypersurface Σt, i.e. of the slicing (Σt)t∈R of spacetime. It gives the total
number of baryons in the star. Note that, by definition of the baryon 4-current, the integrand,
n∗b = −~b · ~n, is nothing but the baryon number density as measured by the ZAMO, whose 4-
velocity is ~n. Thanks to the relation Γ = −~n · ~u [Eq. (3.34)], we have n∗b = Γnb. Choosing
(x1, x2, x3) = (r, θ, ϕ), we have in addition
√
γ = A2Br2 sin θ [Eq. (3.3)], so that expression (4.4)
can be explicited as
N =
∫
Σt
ΓnbA
2Br2 sin θ dr dθ dϕ . (4.5)
We may convert N to a mass, by multiplying it by the mean baryon mass mb ≃ 1.66×10−27 kg :
Mb := mbN . (4.6)
Mb is called the baryon mass of the star.
4.2 Mass
Due to the mass-energy equivalence, the mass of the star must involve all forms of energy,
including the gravitational field energy. Now the latter is not localizable (as a consequence of
the Equivalence Principle): there is no “energy density” of the gravitational field. This implies
that the mass of the star cannot be defined as a integral over Σt of some “mass density” as in
(4.4), which gives the N as the integral of the baryon density n∗b = −~b · ~n over Σt.
The are two major concepts of mass in general relativity (see Refs. [46], [100], [64] for more
details) : the ADM mass which applies to any asymptotically flat spacetime and the Komar
mass which holds only for stationary spacetimes. In the present case, both coincide. We shall
examine first the Komar mass definition.
4.2.1 Komar mass
Given the Killing vector ~ξ associated with stationarity, the Komar mass is
M := − 1
8π
∮
S
∇µξµ dSµν , (4.7)
where S is any closed 2-surface (sphere) surrounding the star and dSµν is the area-element
2-form normal to S . In the case where S is entirely contained in the hypersurface Σt and is
defined by r = const, it is spanned by the coordinates (θ, ϕ) and
dSµν = (sµnν − sνnµ)√q dθ dϕ, (4.8)
where the nµ’s are given by (1.54), the sµ’s are the covariant components of the unit normal
~s of S in (Σt,γ) and q is the determinant of the components qab of the metric induced by γ
(or equivalently g) on S . From the diagonal form (2.39) of γ, we have ~s = sr ~∂r and sr is
determined by the normalization condition ~s · ~s = 1. Hence
sα = (0, A−1, 0, 0) and sα = (0, A, 0, 0). (4.9)
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Since S is defined by {t = const, r = const}, we read on (2.38) the following components of the
metric q on S :
qab dx
a dxb = r2
(
A2dθ2 +B2 sin2 θ dϕ2
)
. (4.10)
Hence √
q = ABr2 sin θ. (4.11)
Remark : The Komar mass as defined by (4.7) is the flux integral through S of the type (2, 0) tensor
~∇~ξ. In dimension 3, there is locally only one direction ~s normal to a given sphere, so that instead
of the normal 2-form (4.8), one considers the normal 1-form dSi = si
√
q dθ dϕ; flux integrals are
then defined for vectors, i.e. type (1, 0) tensors. In the 4-dimensional spacetime (M , g), there
exists a whole plane of directions normal to the sphere and the vectors (~n, ~s) which appear in (4.8)
form a basis of that plane.
A priori the quantity M defined by (4.7) should depend on the choice of the surface S .
However, owing to the fact that ~ξ is a Killing vector, this is not the case, as long as S is located
outside the star. This was shown by Komar in 1959 [65]. To prove it, one may use the Gauss-
Ostrogradski theorem, the Killing equation (2.4) and the Einstein equation (1.24) to rewrite the
integral (4.7) as1
M = 2
∫
Σt
[
T (~n, ~ξ)− 1
2
T ~n · ~ξ
]√
γ dr dθ dϕ, (4.12)
where T is the energy-momentum tensor and T := gµνTµν its trace with respect to g. From
(4.12), it is clear that outside the support of T , i.e. outside the star, there is no contribution to
M , hence the independency of M upon the choice of S .
Expressing (4.7) in terms of 3+1 quantities, we get (cf. § 7.6.2 of [46] for details),
M =
1
4π
∮
S
(
siDiN −Kijsiβj
)√
q dθ dϕ. (4.13)
In the present case, substituting (4.9) for si, (2.43)-(2.44) for Kij , (2.37) for βj and (4.11) for√
q, we have
M =
1
4π
∮
S
(
∂N
∂r
− B
2r2 sin2 θ
2N
ω
∂ω
∂r
)
Br2 sin θ dθ dϕ. (4.14)
If we let the radius of the sphere extend to +∞, then the term containing ω does no longer
contribute to the integral, since (3.27) implies
r2ω
∂ω
∂r
= O
(
1
r5
)
.
Taking into account B → 1 when r → +∞, we may then write
M =
1
4π
lim
S→∞
∮
S
∂N
∂r
r2 sin θ dθ dϕ , (4.15)
where the limit means that the integral is to be taken on a sphere S of radius r → +∞. Plugging
the asymptotic behavior (3.26) of N into the above formula yields K0 = −M , hence
N = 1− M
r
+O
(
1
r2
)
. (4.16)
1See e.g. § 7.6.1 of [46] for the detailed demonstration.
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Let us now turn to the volume expression of M provided by formula (4.12). Introducing in it
the 3+1 decomposition (1.50) of the energy-momentum tensor, and making use of ~ξ = N~n+ ~β
[Eq. (1.51)] with ~∂t = ~ξ, we get
M =
∫
Σt
[
N(E + S)− 2piβi
]√
γ dr dθ dϕ. (4.17)
In the present case, taking into account expression (3.37) for pi, (2.37) for βi and (3.3) for
√
γ,
we obtain
M =
∫
Σt
[N(E + S) + 2ωB(E + p)Ur sin θ]A2Br2 sin θ dr dθ dϕ . (4.18)
At the Newtonian limit, only the term in E ≃ ρ remains in this expression:
M =
∫
Σt
ρr2 sin θ dr dθ dϕ
Newt.
. (4.19)
Of course, we recognize the expression of the mass as the integral of the mass density ρ.
4.2.2 ADM mass
The ADM mass has been introduced by Arnowitt, Deser & Misner in 1962 [9] for any asymp-
totically flat spacelike hypersurface Σt. It is expressible as [46, 64]
MADM =
1
16π
lim
S→∞
∮
S
[
Djγij −Di(fklγkl)
]
si
√
q dθ dϕ , (4.20)
where (i) f is a fiducial flat 3-metric on Σt: fij = diag(1, r2, r2 sin2 θ) and f ij = diag(1, r−2, r−2 sin−2 θ)
and (ii) D stands for the connection associated with f .
Remark : Contrary to the Komar mass definition (4.7), the surface integral in (4.20) has to be taken
at infinity. Note also that the ADM mass does not require stationarity to be defined. In non-
stationary spacetimes, the Komar mass can still be defined by an integral of the form (4.7) where
~ξ is an asymptotic Killing vector, but then the surface S has to be located at infinity.
We leave as an exercise to the reader to show that with the form (2.39) of γij , the formula
(4.20) can be explicited as
MADM = − 1
16π
lim
S→∞
∮
S
[
∂
∂r
(A2 +B2) +
B2 −A2
r
]
r2 sin θ dθ dϕ . (4.21)
Although the two definitions look very different, Beig (1978) [16] and Ashtekar & Magnon-
Ashtekar (1979) [10] have shown that for a stationary spacetime, the ADM mass is always equal
to the Komar mass, provided that Σt is orthogonal to the Killing vector ~ξ at spatial infinity,
which is our case here:
MADM = M . (4.22)
Therefore, for a stationary rotating star, the Komar mass and ADM mass coincide. This
common value, denoted here by M , is sometimes called gravitational mass, to distinguish it
from the baryon mass defined by (4.6).
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4.2.3 Binding energy
The binding energy of the star is defined by as the difference between the gravitational mass
and baryon mass:
Ebind := M −Mb . (4.23)
Physically, |Ebind| is the energy one should spend to disperse all the particles (baryons) consti-
tuting the star to infinity. The star is bound iff Ebind < 0. If Ebind ≥ 0, the star would be
unstable and would explode, releasing the energy Ebind.
4.3 Virial identities
4.3.1 GRV3
Taking the identity of ADM and Komar mass as a starting point, Gourgoulhon & Bonazzola
(1994) [48] have derived a formula that generalizes the Newtonian virial theorem to general
relativity for stationary spacetimes. It is called GRV3, for General Relativistic Virial theorem,
the “3” recalling that the integral is a 3-dimensional one. For a rotating star, it reads [Eq. (43)
of [48]]
∫
Σt
{
4πS − 1
A2
(
∂ν∂ν − 1
2AB
∂A∂B
)
+
1
2r
(
1
A2
− 1
B2
)[
1
A
(
∂A
∂r
+
1
r tan θ
∂A
∂θ
)
− 1
2B
(
∂B
∂r
+
1
r tan θ
∂B
∂θ
)]
+
3B2 sin2 θ
8r2A2N2
∂ω∂ω
}
A2Br2 sin θ dr dθ dϕ = 0, (4.24)
with S given by (3.38) :
S = 3p + (E + p)U2.
At the Newtonian limit, S ≃ 3p + ρU2, ν ≃ Φ/c2, lnA ≃ −Φ/c2, lnB ≃ −Φ/c2, A ≃ 1, B ≃ 1
and ω = 0, so that, after division by 4π, (4.24) becomes
2Ekin + 3P + Egrav = 0
Newt.
, (4.25)
where
Ekin =
1
2
∫
Σt
ρU2 r2 sin θ dr dθ dϕ (4.26)
P =
∫
Σt
p r2 sin θ dr dθ dϕ (4.27)
Egrav = − 1
8πG
∫
Σt
( ~∇Φ)2 r2 sin θ dr dθ dϕ. (4.28)
Ekin and Egrav are respectively the kinetic energy and the gravitational potential energy of the
star, and we recognize in (4.25) the classical virial theorem for stationary configurations (see e.g.
Eq. (2.180) of Ref. [101]).
The GRV3 identity proved to be very useful to check numerical solutions [83, 95].
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4.3.2 GRV2
Another virial identity has been obtained by Bonazzola (1973) [19] (see also Ref. [22, 20]).
Following [20], it is called GRV2, because contrary to GRV3, it involves a 2-dimensional integral.
The derivation of GRV2 is quite straightforward once we consider the last equation of the Einstein
system (3.14)-(3.17). The operator on the left-hand side of (3.17) is the 2-dimensional flat
Laplacian ∆2. It operates in the plane R2 spanned by the polar coordinates (r, θ) and its Green
function is
G(~x, ~x′) =
1
2π
ln ‖~x− ~x′‖, (4.29)
where ~x denotes the vector of R2 of coordinates (xa) = (r, θ) and ‖~x− ~x′‖ is the norm of ~x− ~x′
with respect to the flat Euclidean metric of R2. Accordingly, the generic solution of (3.17),
assuming its right-hand side is given, is
lnA+ ν =
I
2π
ln r +O
(
1
r
)
, (4.30)
where I is the integral of the right-hand side of (3.17),
σ := 8πA2Sϕϕ +
3B2r2 sin2 θ
4N2
∂ω∂ω − ∂ν∂ν, (4.31)
over R2 with respect to the flat area element r dr dθ:
I =
∫ r=+∞
r=0
∫ θ=2π
θ=0
σ r dr dθ. (4.32)
In the above integral, the coordinate θ spans the interval [0, 2π], whereas the QI coordinate θ
runs in [0, π] only. This is because the meridional surface Mtϕ covers only half of R2. To define
(4.32), we therefore use the analytical continuation of σ from [0, π] to [π, 2π]. More precisely, since
the regularity conditions imply that σ can be expanded into a series of cos(kθ), the analytical
continuation satisfies
∀θ ∈ [π, 2π], σ(r, θ) = σ(r, 2π − θ). (4.33)
Now, when r → +∞, the asymptotic behavior of ν is O(1/r) [cf. Eq. (3.26)] and the same things
holds for lnA [see (3.63) for the spherically symmetric case]. To have a regular asymptotically
flat solution, we must therefore have I = 0 in (4.30). In view of (4.31), (4.33) and expression
(3.38) for Sϕϕ, this implies
∫ r=+∞
r=0
∫ θ=π
θ=0
{
8πA2[p + (E + p)U2] +
3B2r2 sin2 θ
4N2
∂ω∂ω − ∂ν∂ν
}
r dr dθ = 0 . (4.34)
This is the GRV2 identity. Note that the integration domain in θ has been reduced to [0, π]
thanks to the property (4.33), thanks to which I is twice the integral in the left-hand side of
(4.34). As GRV3, it is very useful to check the accuracy of numerical solutions [83, 95].
The Newtonian limit of GRV2 is∫ r=+∞
r=0
∫ θ=π
θ=0
[
p+ ρU2 − 1
8πG
( ~∇Φ)2
]
r dr dθ = 0
Newt.
. (4.35)
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The identity (4.35) has been exhibited in 1939 by Chandrasekhar [35] in the special case of
spherical symmetry, but it seems that it has not been considered for axisymmetric Newtonian
bodies before the work [20].
Remark : Although it also involves a 2-dimensional Laplacian, Eq. (3.16) of the Einstein system does
not give birth to a virial identity because of the sin θ factor on its right-hand side, which leads to
σ(r, θ) = −σ(r, 2π − θ) instead of (4.33), implying that I is automatically zero.
4.4 Angular momentum
The Komar angular momentum (or angular momentum for brevety) is defined by a
integral similar to that used to define the Komar mass in § 4.2.1 but replacing the stationarity
Killing vector ~ξ by the axisymmetry Killing vector ~χ:
J :=
1
16π
∮
S
∇µχµ dSµν , (4.36)
where S is any closed 2-surface (sphere) surrounding the star and dSµν is the area-element
2-form normal to S given by (4.8). As for the Komar mass, J is independent of the choice of
S provided the star is entirely enclosed in S .
In terms of the 3+1 quantities J is expressible as (cf. [46] for details)
J =
1
8π
∮
S
Kijs
iχj
√
q dθ dϕ. (4.37)
By means of the Gauss-Ostrogradski theorem and Einstein equation, we can get a volume ex-
pression of J similar to (4.12), differing only by the replacement of ~ξ by ~χ and the overall factor
2 by −1. Since ~χ is tangent to Σt, we have T (~n, ~χ) = −~p · ~χ and ~n · ~χ = 0, so that the final
expression reduces to
J =
∫
Σt
piχ
i√γ dr dθ dϕ. (4.38)
For a perfect fluid rotating star, piχi = pϕ and we get, by combining Eqs. (3.37) and (3.3),
J =
∫
Σt
(E + p)UA2B2r3 sin2 θ dr dθ dϕ . (4.39)
At the Newtonian limit, this expression reduces to
J =
∫
Σt
ρUr sin θ × r2 sin θ dr dθ dϕ
Newt.
. (4.40)
We recognize the z-component of the star total angular momentum.
Let us make explicit the surface integral expression of J , Eq. (4.37), in the present case. We
have from Eq. (2.43)-(2.44) and (4.9),
Kijs
iχj = Krϕs
r = −B
2r2 sin2 θ
2AN
∂ω
∂r
∼ −r2 sin θ∂ω
∂r
when r → +∞.
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Therefore taking the limit S →∞ in Eq. (4.37) gives
J = − 1
16π
lim
S→∞
∮
S
∂ω
∂r
r4 sin3 θ dθ dϕ.
Now, from the asymptotic behavior of ω as given by (3.27), ∂ω/∂r = −3K1/r4+O(1/r5). Hence
J =
3K1
8
∫ π
0
sin3 θ dθ =
3K1
8
∫ π
0
(1− cos2 θ) sin θ dθ = K1
2
.
We may therefore rewrite the asymptotic behavior of ω as
ω =
2J
r3
+O
(
1
r4
)
. (4.41)
In particular, we recover the fact that if the star is not rotating (J = 0), then ω = 0 [cf. (2.42)].
Having defined both J and M , we can form the dimensionless ratio
j :=
J
M2
. (4.42)
j is called the Kerr parameter. For a Kerr black hole of parameters (a,M), j = a/M and
varies between 0 (Schwarzschild black hole) and 1 (extreme Kerr black hole).
Next, for a rigidly rotating star, one defines the moment of inertia by
I :=
J
Ω
. (4.43)
Remark : Due to the so-called supertranslation ambiguity, there is no equivalent of the ADM mass for
the angular momentum (see e.g. [64] for a discussion).
4.5 Circumferential radius
The stellar equator is the closed line at the surface of the star [p = 0, cf. (3.109)] defined by
t = const and θ = π/2 (equatorial plane). It has a constant value of the coordinate r, that we
have already denoted by req. A coordinate-independent characterization of the stellar equator is
the circumferential radius:
Rcirc :=
C
2π
, (4.44)
where C is the circumference of the star in the equatorial plane, i.e. the length of the equator
as given by the metric tensor. According to the line element (2.38), we have
Rcirc =
1
2π
∮
r=req
θ=π/2
ds =
1
2π
∮
r=req
θ=π/2
√
B2r2 sin2 θ dϕ2 =
B(req, π/2) req
2π
∫ 2π
0
dϕ,
hence
Rcirc = B(req, π/2) req . (4.45)
Of course, at the Newtonian limit, B = 1 and Rcirc = req. For a relativistic star, we have
B > 1 (cf. Fig. 3.4, taking into account that B is very close to A, as shown in Fig. 3.5), so that
Rcirc > req.
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4.6 Redshifts
4.6.1 General expression of the redshift
Consider a photon emitted by the fluid at the surface of the star. The photon follows a null
geodesic L of spacetime and is described by its 4-momentum2 ~p, which is a future directed null
vector:
~p · ~p = 0. (4.46)
~p is tangent to L in each point and obeys the geodesic equation
∇~p ~p = 0. (4.47)
For an observer who is receiving the photon, the relative shift in wavelength, called redshift,
is
z :=
λrec − λem
λem
, (4.48)
where λrec is the photon’s wavelength as measured by the observer (the “receiver”) and λem is the
photon’s wavelength in the fluid frame (the “emitter”). In terms of the photon energy E = ~c/λ,
the above formula can be written
z =
Eem
Erec
− 1. (4.49)
Now, by the very definition of the photon 4-momentum, the photon energy measured by an
observer O is
EO = −~uO · ~p, (4.50)
where ~uO is the 4-velocity of O. In the present case, ~uem = ~u (the fluid 4-velocity), whereas, for
an observer at infinity and at rest with respect to the star ~urec = ~ξ. Hence
z =
~u · ~p|em
~ξ · ~p
∣∣∣
rec
− 1 , (4.51)
where the indices ‘em’ and ‘rec’ indicate the location where the scalar products ~u · ~p and ~ξ · ~p
are to be taken.
A fundamental property for the scalar product ~ξ · ~p is to be conserved along the photon
geodesic worldline. To show it, let us take the scalar product of (4.47) by ~ξ; we have successively
ξνp
µ∇µpν = 0,
pµ[∇µ(ξνpν)− pν∇µξν ] = 0,
pµ∇µ(ξνpν)− pµpν∇µξν︸ ︷︷ ︸
0
= 0,
pµ∇µ(ξνpν) = 0, (4.52)
2We are using the same letter p as for the matter momentum density with respect to the ZAMO inside the
star [cf. Eq. (1.32)], but no confusion should arise.
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where we have used the Killing equation (2.4) to set to zero the term pµpν∇µξν :
pµpν∇µξν = 1
2
(pµpν∇µξν + pνpµ∇νξµ) = 1
2
pµpν(∇µξν +∇νξµ︸ ︷︷ ︸
0
) = 0.
Equation (4.52) can be rewritten as
∇~p(~ξ · ~p) = 0 . (4.53)
Since ~p is tangent to the photon worldline, this relation shows that
~ξ · ~p = const along the photon worldline . (4.54)
Hence the symmetry encoded by ~ξ (stationarity) gives birth to a conserved quantity. This is
another manifestation of the Noether theorem (cf. § 3.4.2). Similarly, we have
~χ · ~p = const along the photon worldline . (4.55)
The conservation laws (4.54) and (4.55) are particularly useful when we specialize ~u in (4.51)
to the circular form (2.25): ~u = (Γ/N)(~ξ+Ω~χ) (we have used (3.31) to replace ut by Γ/N). We
get then
~u · ~p = Γ
N
(
~ξ · ~p+Ω ~χ · ~p
)
,
so that Eq. (4.51) becomes
z =
Γ
N
∣∣∣∣
em

 ~ξ · ~p
∣∣∣
em
~ξ · ~p
∣∣∣
rec
+Ω
~χ · ~p|em
~ξ · ~p
∣∣∣
rec

− 1. (4.56)
Thanks to (4.54), ~ξ · ~p
∣∣∣
em
= ~ξ · ~p
∣∣∣
rec
, hence
z =
Γ
N
∣∣∣∣
em
(
1 + Ω
~χ · ~p
~ξ · ~p
)
− 1 . (4.57)
Note that we have suppressed the indices ‘em’ or ‘rec’ on ~χ · ~p and ~ξ · ~p thanks to (4.54) and
(4.55).
Remark : For differentially rotating stars, Ω is not a constant and the value to be used in Eq. (4.57) is
the value at the emission point.
4.6.2 Polar redshift
Let us apply formula (4.57) to an emission taking place at one of the poles of the star, i.e. at
one of the two points of intersection of the stellar surface with the rotation axis: θ = 0 or θ = π.
On the rotation axis ~χ = 0 [Eq. (2.6)]. Moreover, Γ = 1 since U = 0 on the rotation axis [cf.
Eq. (3.32) with sin θ = 0]. Accordingly, formula (4.57) simplifies to
zp =
1
N p
− 1 , (4.58)
where the index ‘p’ stands for polar values.
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4.6.3 Equatorial redshifts
Let us now consider the emission from the equator and in a direction tangent to it, i.e. an
emission from the left or right edge of the star as seen by the distant observer. The photon
4-momentum at the emission is then
~p = pt~ξ + pϕ~χ, (4.59)
with pϕ > 0 (resp. pϕ < 0) for an emission in the forward (resp. backward) direction with
respect to the fluid motion. The term in factor of Ω in formula (4.57) is then
~χ · ~p
~ξ · ~p
=
~χ · ~ξ + α ~χ · ~χ
~ξ · ~ξ + α~ξ · ~χ
=
gtϕ + α gϕϕ
gtt + αgtϕ
, with α :=
pϕ
pt
. (4.60)
Note that since ~p is a future directed null vector, we have pt > 0; in particular pt 6= 0, so that α
is always well defined.
Besides, Eq. (4.46) writes gtt(pt)2 + 2gtϕptpϕ + gϕϕ(pϕ)2 = 0, i.e.
gϕϕα
2 + 2gtϕα+ gtt = 0. (4.61)
From this relation, we can write (4.60) as
~χ · ~p
~ξ · ~p
= − 1
α
. (4.62)
Finally, we compute α by solving the second-order equation (4.61). We get two solutions:
α± =
−gtϕ ±
√
g2tϕ − gttgϕϕ
gϕϕ
=
Brω ±N
Br
,
where the second equality follows from the expression (2.34) of the metric components, specialized
at θ = π/2 (equatorial plane). Substituting the above value for α into Eq. (4.62) leads to
~χ · ~p
~ξ · ~p
=
Br
∓N −Brω . (4.63)
Since ~ξ and ~p are both future directed, we have always ~ξ · ~p < 0. For a emission in the forward
direction ~χ · ~p = B2r2(pϕ − ωpt) ≥ 0, so the − sign must selected in the above expression. On
the contrary, the + sign corresponds to an emission in the backward direction. Inserting this
result into Eq. (4.57), we thus get, for an emission in the forward direction
zfeq =
Γ
N
(
1− Ω Br
N +Brω
)
− 1 = Γ
N +Brω
[
1− Br
N
(Ω− ω)︸ ︷︷ ︸
U
]
− 1 = 1
N +Brω
1− U√
1− U2 − 1,
i.e.
zfeq =
1
N +Brω
√
1− U
1 + U
− 1 . (4.64)
In the right-hand side, all the functions are to be taken at the emission point. Similarly choosing
the + sign in (4.63) leads to the redshift in the backward direction:
zbeq =
1
N −Brω
√
1 + U
1− U − 1 . (4.65)
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Remark : As a check of the above expressions, we may consider the flat spacetime limit: N = 1 and
ω = 0. We then recover the standard Doppler formulas
zfeq =
√
1− U
1 + U
− 1 and zbeq =
√
1 + U
1− U − 1.
They imply zfeq ≤ 0, i.e. a blueshift (the emitter is moving towards the observer in the forward case)
and zbeq ≥ 0, i.e. a true redshift (the emitter is moving away from the observer in the backward
case).
4.7 Orbits around the star
4.7.1 General properties of orbits
Let us consider a test particle P of mass m ≪ M orbiting the star. Let ~v be the 4-velocity of
P; its components with respect to QI coordinates are
vα =
(
dt
dτ
,
dr
dτ
,
dθ
dτ
,
dϕ
dτ
)
, (4.66)
where τ is the proper time of P. The 4-momentum of the particle is
~p = m~v. (4.67)
The 4-velocity normalization relation ~v · ~v = −1 is equivalent to
~p · ~p = −m2. (4.68)
Assuming that P is submitted only to the gravitation of the star, its worldline is a timelike
geodesic of (M ,g). In particular ∇~v~v = 0 or equivalently
∇~p ~p = 0. (4.69)
Due to the symmetries of (M ,g), we have the same conserved quantities as those given by
Eqs. (4.54)-(4.55) in the photon case:
E := −~ξ · ~p = −pt = const (4.70)
L := ~χ · ~p = pϕ = const . (4.71)
Indeed the demonstration of (4.54)-(4.55) [cf. Eq. (4.52)] used only (i) the Killing character of ~ξ
and ~χ and (ii) the property (4.69), which holds for a photon as well as for a massive particle. If
the particle reaches spacelike infinity, where ~ξ ∼ ~n (the ZAMO 4-velocity), the constant E is the
particle energy as measured by the asymptotic ZAMO Similarly, L is the angular momentum of
the particle with respect to the rotation axis as measured by the same observer: when r → +∞,
L ∼ mr2 sin2 θ dϕ/dt (assuming that asymptotically, the proper time of the P coincides with t,
i.e. that P is not relativistic).
Everywhere is space, the energy of P as measured by the ZAMO is [cf. Eq. (2.41)]
EZAMO = −~n · ~p = − 1
N
(
~ξ + ω~χ
)
· ~p = 1
N
(
−~ξ · ~p− ω~χ · ~p
)
,
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hence
EZAMO =
1
N
(E − ωL) . (4.72)
Remark : Since N → 1 and ω → 0 when r → +∞, it is clear on this formula that E = EZAMO if the
particle reaches spatial infinity.
4.7.2 Orbits in the equatorial plane
We restrict ourselves to orbits in the equatorial plane: θ = π/2. Then, according to Eq. (4.66)
and (4.67), pθ = mdθ/dτ = 0. Given the form (2.32) of the metric coefficients, this yields
pθ = gθµp
µ = A2r2pθ = 0.
Combining with (4.70)-(4.71), we conclude that we have three constants among the four compo-
nents pα: pt, pθ and pϕ. The fourth component, pr, is obtained from the normalization relation
(4.68):
gµνpµpν = −m2.
Substituting the values of gµν given by (2.35), we get
− p
2
t
N2
− 2ωptpϕ
N2
+
p2r
A2
+
p2θ
r2A2
+
(
1
B2r2 sin2 θ
− ω
2
N2
)
p2ϕ = −m2.
Since θ = π/2, pt = −E, pθ = 0 and pϕ = L, we get :
p2r
A2
=
1
N2
(E − ωL)2 −m2 − L
2
B2r2
. (4.73)
Now, from (2.34), (4.66) and (4.67),
pr = grµp
µ = A2pr = A2mvr = A2m
dr
dτ
.
Thus, we can rewrite (4.73) as
1
2
(
dr
dτ
)2
+ V(r, E¯, L¯) = 0 , (4.74)
where E¯ and L¯ are the constants of motion defined by
E¯ :=
E
m
and L¯ :=
L
m
, (4.75)
and
V(r, E¯, L¯) := 1
2A2
[
1− 1
N2
(
E¯ − ωL¯)2 + L¯2
B2r2
]
. (4.76)
In view of Eq. (4.74), we conclude that the geodesic motion of a test particle in the equatorial
plane is equivalent to the Newtonian motion of a particle in a one-dimensional space (spanned
by the coordinate r) under the effective potential V(r, E¯, L¯).
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4.7.3 Circular orbits
Circular orbits are defined by r = const, i.e. by
dr
dτ
= 0 (4.77)
d2r
dτ2
= 0. (4.78)
Remark : Condition (4.77) is not sufficient to ensure a circular orbit, for it is satisfied at the periastron
or apoastron of non-circular orbits.
From Eq. (4.74), the two conditions (4.77)-(4.78) are equivalent to V = 0 and ∂V/∂r = 0, i.e. to
1− 1
N2
(
E¯ − ωL¯)2 + L¯2
B2r2
= 0 (4.79)
E¯ − ωL¯
N2
[
(E¯ − ωL¯)∂ν
∂r
+ L¯
∂ω
∂r
]
− L¯
2
B2r2
(
∂β
∂r
+
1
r
)
= 0, (4.80)
where
ν := lnN and β := lnB. (4.81)
As we did for the fluid, let us introduce the particle angular velocity as seen by a distant
observer,
ΩP :=
dϕ
dt
=
vϕ
vt
, (4.82)
as well as the particle velocity ~V measured by the ZAMO. Then, similarly to Eqs. (2.25), (3.30)
and (3.30) we have
~v = vt
(
~ξ +ΩP ~χ
)
, (4.83)
~v = ΓP
(
~n+ ~V
)
, (4.84)
ΓP = Nv
t and ~V =
1
N
(ΩP − ω)~χ. (4.85)
As for (3.33), the norm of ~V is |V | with [cf. Eq. (3.32) with sin θ = 1]
V :=
B
N
(ΩP − ω)r. (4.86)
The normalization relation ~v · ~v = −1 is then equivalent to
ΓP =
(
1− V 2)−1/2 . (4.87)
From Eq. (4.70) and (4.83), we have
E¯ = −vt = −gtµvµ = (N2 −B2ω2r2)vt + ωB2r2vtΩP = vt
[
N2 +B2ωr2(ΩP − ω)
]
.
Thanks to (4.85) and (4.86), we can write
E¯ = ΓP (N +BωrV ) . (4.88)
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Next, from Eq. (4.71) and (4.83), we have
L¯ = vϕ = gϕµv
µ = −ωB2r2vt +B2r2vtΩP = vtB2r2(ΩP − ω),
i.e. thanks to (4.85) and (4.86),
L¯ = BrΓPV . (4.89)
Combining (4.88) and (4.89), we have
E¯ − ωL¯ = ΓPN . (4.90)
This result leads to the following expression for the energy of P as measured by the ZAMO and
given by Eq. (4.72):
EZAMO = ΓP m . (4.91)
We thus recover Einstein’s mass-energy relation. This is not surprising since ΓP is the Lorentz
factor of P with respect to the ZAMO.
In view of the above relations, let us go back to the system (4.79)-(4.80). Thanks to (4.90)
and (4.89), Eq. (4.79) is equivalent to 1− Γ2
P
+Γ2
P
V 2 = 0. It is trivially satisfied since ΓP and
V are related by (4.87). Inserting (4.90) and (4.89) into Eq. (4.80) gives rise to a second order
equation for V : (
∂β
∂r
+
1
r
)
V 2 − Br
N
∂ω
∂r
V − ∂ν
∂r
= 0. (4.92)
This equation was first written by Bardeen (1970) [11]. It admits two solutions:
V± =
Br
N
∂ω
∂r ±
√
B2r2
N2
(
∂ω
∂r
)2
+ 4∂ν∂r
(
∂β
∂r +
1
r
)
2
(
∂β
∂r +
1
r
) . (4.93)
This formula gives the circular orbit velocity with respect to the ZAMO as a function of r. All
the metric coefficients in the right-hand side are to be taken at θ = π/2. The + (resp. −) sign
corresponds to a motion in the same sens (resp. opposite sens) than the stellar rotation: the
orbit is then called direct (resp. retrograde).
At the Newtonian limit, ω → 0, |∂β/∂r| ≪ 1/r and ν ∼ Φ/c2, so that (4.93) reduces to
V± = c
±
√
4
c2r
∂Φ
∂r
2
r
i.e.
V± = ±
√
r
∂Φ
∂r
Newt.
. (4.94)
We thus recover the standard formula obtained by equating the gravitational acceleration, −∂Φ∂r ,
and the centrifugal one, −V 2/r. In particular, in spherical symmetry, Φ = −GM/r and (4.94)
yields to the well known result : V± = ±
√
GM/r.
Remark : At the Newtonian limit, V− = −V+, whereas in the relativistic case, if the star is rotating
(ω 6= 0), V− 6= −V+.
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4.7.4 Innermost stable circular orbit (ISCO)
We have seen from Eq. (4.74) that a circular orbit corresponds to an extremum of the effective
potential: ∂V/∂r = 0. It is stable if, and only if, this extremum is actually a minimum, i.e. if,
and only if,
∂2V
∂r2
> 0. (4.95)
Taking into account that V = 0 and ∂V/∂r = 0 on a circular orbit, the above criteria is equivalent
to
E¯ − ωL¯
N2
{
(E¯ − ωL¯)
[
∂2ν
∂r2
− 2
(
∂ν
∂r
)2]
+ L¯
(
∂2ω
∂r2
− 4∂ν
∂r
∂ω
∂r
)}
+
L¯2
B2r2
[
−∂
2β
∂r2
+
4
r
∂β
∂r
+ 2
(
∂β
∂r
)2
+
3
r2
]
− L¯
2
N2
(
∂ω
∂r
)2
> 0. (4.96)
Substituting (4.90) for E¯ − ωL¯ and (4.89) for L¯, we get, after division by Γ2
P
,
∂2ν
∂r2
− 2
(
∂ν
∂r
)2
+
V Br
N
(
∂2ω
∂r2
− 4∂ν
∂r
∂ω
∂r
)
+V 2
[
−∂
2β
∂r2
+
4
r
∂β
∂r
+ 2
(
∂β
∂r
)2
+
3
r2
]
− V
2B2r2
N2
(
∂ω
∂r
)2
> 0. (4.97)
The marginally stable orbit, if any, corresponds to the vanishing of the left-hand side in the above
inequality. This orbit is called the innermost stable circular orbit (ISCO). To compute its
location, one has to solve the equation formed by replacing the > sign in (4.97) by an equal sign:
∂2ν
∂r2
− 2
(
∂ν
∂r
)2
+
V Br
N
(
∂2ω
∂r2
− 4∂ν
∂r
∂ω
∂r
)
+V 2
[
−∂
2β
∂r2
+
4
r
∂β
∂r
+ 2
(
∂β
∂r
)2
+
3
r2
]
− V
2B2r2
N2
(
∂ω
∂r
)2
= 0. (4.98)
In this equation, V is considered as the function of the metric potentials N , B and ω given by
(4.93) and all the potentials are to be taken at θ = π/2. So, once the metric is known, Eq. (4.98)
is an equation in r. If it admits a solution r > req (i.e. outside the star), then the ISCO exists.
Otherwise, all the circular orbits are stable down to the stellar surface.
At the Newtonian limit (ν ≃ Φ/c2, |β| ≪ 1 and ω → 0), Eq. (4.98) reduces to
∂2Φ
∂r2
+
3
r
∂Φ
∂r
= 0, (4.99)
where we have used (4.94) to express V 2.
There are basically two causes for the existence of the ISCO:
• The star is highly relativistic: for instance in spherical symmetry the metric outside the
star is Schwarzschild metric (cf. § 3.3.3); if the star is compact enough, its surface is located
under the famous r¯ = 6M which defines the ISCO in Schwarzschild metric. Note that via
the relation (3.59) between the areal coordinate r¯ and the isotropic coordinate r, r¯ = 6M
corresponds to r = (5/2 +
√
6)M .
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• The star deviates significantly from spherical symmetry: in Newtonian gravity, all the orbits
are stable around a spherically symmetric star. But if the gravitational potential deviates
significantly from Φ = −GM/r, an ISCO may exist, even in Newtonian gravity. This was
shown explicitly for very rapidly rotating low-mass strange quark stars in Ref. [109]. For
instance, assuming that the deviation from spherical symmetry arises only from the mass
quadrupole moment of the star Q (this is the leading non-spherical term when r → +∞),
we have3
Φ = −GM
r
+
GQ
r3
P2(cos θ), (4.100)
where P2(x) = (3x2 − 1)/2 is the Legendre polynomial of degree 2. Inserting the above
expression of Φ in Eq. (4.99), setting θ = π/2 and solving for r leads to
rISCO =
√
3Q
2M
. (4.101)
3Equation (4.100) is just Eq. (3.25) truncated at ℓ = 2 and with equatorial symmetry, so that the term ℓ = 1
vanishes.
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A.1 Lie derivative of a vector field
A.1.1 Introduction
We have seen in § 1.1.5 that the definition of the derivative of a vector field ~v on M requires
some extra structure on the manifold M . This can be some connection ∇ (such as the Levi-
Civita connection associated with the metric tensor g), leading to the covariant derivative ∇~v.
Another extra structure can be some reference vector field ~u, leading to the concept of derivative
of ~v along ~u; this is the Lie derivative presented in this Appendix. These two types of derivative
generalize straightforwardly to any kind of tensor field1.
A.1.2 Definition
Consider a vector field ~u on M , called hereafter the flow. Let ~v be another vector field on M ,
the variation of which is to be studied. We can use the flow ~u to transport the vector ~v from one
point p to a neighbouring one q and then define rigorously the variation of ~v as the difference
between the actual value of ~v at q and the transported value via ~u. More precisely the definition
of the Lie derivative of ~v with respect to ~u is as follows (see Fig. A.1). We first define the image
Φε(p) of the point p by the transport by an infinitesimal “distance” ε along the field lines of ~u
as Φε(p) = q, where q is the point close to p such that −→pq = ε~u(p). Besides, if we multiply the
vector ~v(p) by some infinitesimal parameter λ, it becomes an infinitesimal vector at p. Then
there exists a unique point p′ close to p such that λ~v(p) = −→pp′. We may transport the point p′
1For the specific kind of tensor fields constituted by antisymmetric multilinear forms, there exists a third type
of derivative, which does not require any extra structure on M : the exterior derivative (see the classical textbooks
[82, 104, 98] or Ref. [45] for an introduction).
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Figure A.1: Geometrical construction of the Lie derivative of a vector field: given a small pa-
rameter λ, each extremity of the arrow λ~v is dragged by some small parameter ε along ~u, to
form the vector denoted by Φε(λ~v). The latter is then compared with the actual value of λ~v at
the point q, the difference (divided by λε) defining the Lie derivative L~u ~v.
to a point q′ along the field lines of ~u by the same “distance” ε as that used to transport p to q:
q′ = Φε(p
′) (see Fig. A.1). −→qq′ is then an infinitesimal vector at q and we define the transport by
the distance ε of the vector ~v(p) along the field lines of ~u according to
Φε(~v(p)) :=
1
λ
−→qq′. (A.1)
Φε(~v(p)) is vector in Tq(M ). We may then subtract it from the actual value of the field ~v at q
and define the Lie derivative of ~v along ~u by
L~u ~v := lim
ε→0
1
ε
[~v(q)− Φε(~v(p))] . (A.2)
If we consider a coordinate system (xα) adapted to the field ~u in the sense that ~u = ~∂0 where
~∂0 is the first vector of the natural basis associated with the coordinates (xα) (cf. § 1.1.1), then
the Lie derivative is simply given by the partial derivative of the vector components with respect
to x0:
(L~u ~v)α =
∂vα
∂x0
. (A.3)
In an arbitrary coordinate system, this formula is generalized to
L~u vα = uµ
∂vα
∂xµ
− vµ∂u
α
∂xµ
, (A.4)
where use has been made of the standard notation L~u vα := (L~u ~v)α. The above relation shows
that the Lie derivative of a vector with respect to another one is nothing but the commutator of
these two vectors:
L~u ~v = [~u, ~v] . (A.5)
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A.2 Generalization to any tensor field
The Lie derivative is extended to any tensor field by (i) demanding that for a scalar field f ,
L~u f = df(~u) and (ii) using the Leibniz rule. As a result, the Lie derivative L~u T of a tensor
field T of type
(
k
ℓ
)
is a tensor field of the same type, the components of which with respect to
a given coordinate system (xα) are
L~u Tα1...αkβ1...βℓ = u
µ ∂
∂xµ
Tα1...αkβ1...βℓ −
k∑
i=1
T
α1...
i
↓
σ...αk
β1...βℓ
∂uαi
∂xσ
+
ℓ∑
i=1
Tα1...αkβ1... σ
↑
i
...βℓ
∂uσ
∂xβi
.
(A.6)
In particular, for a 1-form,
L~u ωα = uµ
∂ωα
∂xµ
+ ωµ
∂uµ
∂xα
(A.7)
and, for a bilinear form,
L~u Tαβ = uµ
∂Tαβ
∂xµ
+ Tµβ
∂uµ
∂xα
+ Tαµ
∂uµ
∂xβ
. (A.8)
Notice that, thanks to the symmetry properties of the Christoffel symbols defined by (1.19), the
partial derivatives the above equations can be replaced by the covariant derivatives ∇ associated
with the metric g, yielding
L~u Tα1...αkβ1...βℓ = u
µ∇µTα1...αkβ1...βℓ −
k∑
i=1
T
α1...
i
↓
σ...αk
β1...βℓ
∇σuαi +
ℓ∑
i=1
Tα1...αkβ1... σ
↑
i
...βℓ
∇βiuσ.
(A.9)
L~u ωα = uµ∇µωα + ωµ∇αuµ, (A.10)
L~u Tαβ = uµ∇µTαβ + Tµβ∇αuµ + Tαµ∇βuµ. (A.11)
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Appendix B
Lorene/nrotstar code
The nrotstar code is a free software based on the C++ Lorene library [112]. It comes along
when downloading Lorene, in the directory Lorene/Codes/Nrotstar. It is a descendant of
rotstar, a previous Lorene code described in [49] and used in many astrophysical studies (see
e.g. [56], [108] and references therein).
nrotstar solves the Einstein equations (3.14)-(3.17) via the self-consistent-field method ex-
posed in § 3.5.1. For this purpose it uses a multi-domain spectral method developed in [21] and
[52] (see [53] for a review about spectral methods). At least three domains are employed (cf.
Fig. B.1):
• a nucleus, covering the interior of the star;
• a intermediate shell, covering the strong field region outside the star;
• an external compactified domain, extending to r = +∞.
But more intermediate shells can be used, either inside the star or outside it. For instance, the
nucleus can be dedicated to the fluid interior and a the first shell to the solid crust [110], or two
domains inside the star can be used to describe a phase transition [111].
Not finished yet ! (to be continued...)
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Figure B.1: Domains used in the nrotstar code.
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