In order to decrease the fluid drag on an underwater robot manipulator, an optimal trajectory method based on the variational method is presented. By introducing the adjoint variables, which are Lagrange multipliers, we formulate a Lagrange function under certain constraints related to the target angle, target angular velocity, and dynamic equation of the robot manipulator. The state equation (the partial differentiation of the Lagrange function with respect to the state variables), adjoint equation (the partial differentiation of the Lagrange function with respect to the adjoint variables), and sensitivity equation (the partial differentiation of the Lagrange function with respect to torques) can be derived from the stationary conditions of the Lagrange function. Using the state equation, we can calculate the state variables (angles, angular velocities, and angular acceleration) at every time step in the forward time direction. These state variables are stored as data at every time step. Next, by using the adjoint equation, we can calculate the adjoint variables by using these state variables at every time step in the backward time direction. These adjoint variables are stored as data at every time step. Third, the sensitivity equation is calculated by using both the state variables and the adjoint variables. Finally, the optimal trajectory of the manipulator is obtained using the sensitivities. The proposed method is applied to the problem of two-link manipulators. It can obtain the optimal drag reduction trajectory of the manipulator under the constraints mentioned above.
Introduction
Presently, we are facing serious environmental problems such as global warming and abnormal climatic conditions, which are closely related to the ocean. Therefore, the establishment of ocean study technology is extremely important. Since the 1990s, researchers have investigated the development of underwater robot manipulators for oceanic studies [1] [2] [3] [4] [5] [6] .
In an extreme environment such as the abyssal ocean, it is difficult to supply energy to manipulators. However, because of fluid tractions, the energy consumption of an underwater manipulator is greater than that of a manipulator in air. In order to reduce the energy consumption, it is important to determine the optimal trajectory to reduce the drag on the manipulator.
Optimal time control for a manipulator trajectory was studied in the 1970s [7, 8] . Kahn and Roth first presented an optimal time control method based on kinematic dynamics [9] . Vukobratovic and Kiranski presented an optimal time control method based on dynamic programming [10] . Townsend et al. presented optimal control by approximating a function [11] . Lee et al. presented the formulation of a genetic algorithm based on trajectory planning [12] . Constantinescu et al. presented a method for determining smooth and time-constrained optimal path trajectories for a robot manipulator [13] . These studies were carried out with the objective of constructing an optimal time trajectory for a manipulator, from its initial position to the target position. On the other hand, Eiji presented a method for determining the minimum energy trajectory of an underwater manipulator [14] . Uno et al. presented a minimum torque change model [15] A method for drag reduction control has not been developed thus far. A marine robot has energy limitations during its operations. Therefore, drag reduction control under an extreme environment is crucial for low energy consumption.
In this study, we propose an optimal trajectory method for reducing the drag on the manipulator. As the manipulator moves from its initial position to the target position, the fluid generates an external force on the manipulator. A method based on the variational principle is developed to determine the optimal trajectory to reduce the drag. This method is called the adjoint variable method. The adjoint variable method is based on a variational method. By introducing Lagrange multipliers called adjoint variables, we transform the constrained optimization of the cost function into the unconstrained optimization of the Lagrange function. The cost function is defined as the fluid drag on the manipulator. The Lagrange function is formulated under the constraints of the robot manipulator dynamics. The stationary conditions (the state equation, adjoint equation, and sensitivity equation) are derived from the Lagrange function. An algorithm is developed on the basis of the stationary conditions. First, the state variables (the angle, angular velocity, and angular accelerations) are calculated by using the state equation in the forward time direction and stored as data at every time step. Next, by using the state variables at every time step, we calculate the adjoint variables by using the adjoint equation in the backward time direction. Finally, the sensitivity (gradient) is calculated at every time step, and the time history of the joint torques is determined.
Using this optimal trajectory algorithm developed in three phases (state analysis, adjoint analysis, and sensitivity analysis), we resolve the problem of the two-link manipulator. The effectiveness of the algorithm is then verified by comparing it with the optimal time control methods described in the literature.
Theory

Variable
In this paper, the two-dimensional motion of a manipulator with respect to the x-y plane is considered, as shown in the Figure 1 . The links are arranged in the shape of a circular cylinder. The manipulator consists of two links that are connected by joints. The coordinates at each joint are defined. The joints and links are numbered from the base to the tip.
The angles with respect to joint i are defined as
The angular velocities with respect to joint i are defined as: The angular accelerations with respect to joint i are defined as
In this study, the variables obtained from Eq.
(1) to Equation ( 
In order to derive the dynamics of an underwater robot m em order to minimize the cost function under certain conanipulator, the external force exerted by the fluid drag needs to be added to the robot manipulator dynamics. The fluid drag on an object is proportional to the square of the object's speed [16] . The fluid drag always has a positive value in the calculation of the robot manipulator dynamics. With respect to the motion direction of the manipulator, the fluid drag acts in the opposite direction in a real environment. Therefore, the sign of the fluid drag direction has to be determined according to the motion of the manipulator. The motion direction of the manipulator can be identified by the sign of the translational velocities.
.2. Probl 2
In straints, a Lagrange function is formulated by introducing the adjoint variables. The input data are the time histories of the torques (τ 1 , τ 2 ) from the start time 0 to the end time t. The optimal trajectory is searched for in the set of inputs. After determining the values of τ 1 and τ 2 , the angle, angular velocities, and angular accelerations are determined using the state equation from start time 0 to the end time t. The tip of the underwater manipulator moves from the initial position to the target position. The objective of this study is to reduce the fluid drag by the 2D trajectory of the manipulator. The cost function is defined as
where the parameters a, b, c, and d in Equation (16) are constants. The first and second terms in Equation (16) are the constraints with respect to the target angle a of joint 1 and target angle b of joint 2, respectively. The third and fourth terms in Equation (16) are the constraints with respect to the target angular velocity c of joint 1 and target angular velocity d of joint 2, respectively. Equations (17) and (18) represent the fluid drag on link 1 and link 2, respectively (see Appendix A). In order to simplify the formulation of the adjoint variable method in this study, it is assumed that the inequality
is satisfied at all times. The Lagrange function is defined as
where equations F and F co 
State Equation
The partial differential e ith respect to the adjo w equation:
Equations (20)- (21) represent the robot d nipulator as (21) ynamic ma-
The parameters M, C, f, and τ represent the i trix, vector of the coriolis and centrifugal fo nertia maforces, drag rce, and joint torque, respectively. By using the parameters in Appendix B, Eqaution (22) 
where parameters A 1 -A 14 , B 1 , and B 2 are discussed in Appendix B and Appendix C.
Adjoint Equations
uler-Lagrange equations erived from the stationary condition of the Lagrange ons are derived as
The adjoint equations are the E d function. The adjoint equati
The time derivation of the adjoint variable λ 1 is derived from Equation (25) 
The time derivation of the adjoint variable λ 2 is derived from Equaiton (26). 
The condition of the end time t f is derived from the partial differential equation of the Lagrange function with respect to the state variables as
Sensitivity Equations
rtial differential equation of the Lagrange function with respect to the torque τ is calle on:
The pa d the sensitivity equati
where the subscript (k) represents an iteration, as sh in the Figure 2 . The time histories of the torques are iteratively modified from the time histories of the initial torques. The algorithm determines the optimal trajectory by minimizing the Lagrange function. Finally, G i,(k) own (t) (I = 1, 2) reaches zero if the subscript (k) represents a sufficient number of iterations.
Steepest Descent Method
The time histories of the torques are modified by the gradient as Using Equation (29), we obtain the following equations:
er to robustly converge to the optimal trajectory and to avoid numerical vibration and di this study, the parameter α is set to 0.1.
3.
The data of the every time step are stored in the PC econd phase, using the state variable at The value of the coefficient α should be sufficiently small in ord vergence. In
Algorithm
The algorithm is shown in the Figure 2 . In the first phase, the state variable (q) is calculated from the start time to he end time in the forward direction. t state variable at emory. In the s m every time step, we can calculate the adjoint variables (λ) from the end time to the start time in the backward direction. The adjoint variables are also stored at every time step. In the third phase, by using the state variable and adjoint variable, we obtain sensitivity G, which is the gradient of the Lagrange function, at every time step. The time histories of the torques are modified by using the steepest descent method. Finally, the results are visualized in the case where the position of the manipulator almost agrees with the target position. In the case where the position of the manipulator does not reach the target position, this algorithm returns to the first phase. method r reducing the drag on a manipulator. Using this rag reduction trajectory can be obtained. he optimal trajectory obtained by the drag reduction optimal trajectory obtained by the time optimal control method described in the literature [17] (see Appendix E).
e time optimal control method, the manipulator requires a minimum amount of time to move from the Using th
Results
In Section 2, we formulated the adjoint variable fo method, the d T control method can be verified by comparing it with the initial position to the target position.
Calculation Conditions
Two trajectories for manipulators located at different initial positions are calculated using both the time optimal control and the drag reduction control. These two are summarized in able 1.
origin ( 
Computational Results in Case 1
The trajectories for case 1 are shown in the angle. During the first 0.4 s, angle 2 (q 2 ) i th get angle, the time optimal trajectory using the inertia force is created. As shown in the Figure 7 , the angular velocities ( 1 2 ,  ) almost become zero at end time t f and satisfy the constraint condition. In link 1 of the manipulator, the angular velocity 1 q  increases monotonically during approximately the first 0.4 s. After that, the angular velocity 1 q  decreases monotonically in order to satisfy 1 0 q   . In link 2 of the manipulator, the angular velocity 2 0 q   from 0 s to 0.4 s. After that, the angular The maximum torque of -10 (Nm) acts 0.0 s to 0.15 s. After that, the inverse maxim ue of +10 (Nm) acts on joint 2 during 0.19 s -. Again, the maximum torque of -10 (Nm) acts on
The drag reduction trajectory and t e history of angles are shown in Figure 4 and Fi pectively. The end time t f is 1.08 s. The angle s a constant value of zero. By avoiding any extr ment of the manipulator, a trajectory from sition to the end position is created for minimum
The time history of the angular vel shown in the Figure 8 . Equaiton (40) The time history of the torques for the drag reduction control is shown in Figure 10 . The maximum torque of +30 (Nm) acts on joint 1 from 0.0 s to 0.4 s. After that, by loading the inverse torque, torque 1 is adjusted such
. In the case of torque 2, in order to satisfy 2 q  and 2 0 q   positive torque and the negati , alternative torques using both the ve torque act on joint 2.
Computational Results in Case 2
For case 2, as shown in Table 1 , the trajectory of the manipulator obtained by the time optimal control is shown in the Figure 11 . The end time is 0.71 s. The tim nverges to the target angle. During e first 0.2 s, angle 2 (q 2 ) is away from the target angle. After that, by rapidly closing to the target angle, a time optimal trajectory is created using the pullback force e histories of the angles are shown in the Figure 13 . The angle q 1 constantly co th For case 2, as shown in Table 1 , the trajectory of the manipulator obtained by the drag reduction control and the time history of angles for drag reduction control in case 2 are shown in the Figure 12 and the Figure 14 , respectiv y. The end time is 1.08 s. In order to reduce st funct small angle for q 2 is selected at every time step. To prevent the generation of drag by any ex m from swinging link 2 with respect to the L respect to the target position.
The time histories of the angular velocities are shown in the Figure 16 . Equation (40) is satisfied. The absolute value of the velocities, 1 q  , increases monotonically. After that, the absolute value of the velocities, 1 q  , decreases monotonically in order to satisfy 1 0 q   . Angular velocity 2 q  increases monotonically. After that, 2 q  decreases monotonically in order to satisfy 2 0 q   . 
Conclusions
We proposed the adjoint variable method for obtaining an optimal trajectory in order to decrease the fluid drag on a manipulator when the manipulator moves from its initial position to the target position. By considering hydrodynamic effects, we formulated the dynamics of an ariable, we formulated the Lagrange function under certain constraints, which consisted of the target angle, target angular velocities, and robot manipulator dynamics equations. The gradient of the Lagrange function with respect to the torque was derived from the stationary condition. The algorithm was developed on the basis of the adjoint variable method. This algorithm can be sufficiently converged to the optimum value under the c straints, and it can determine an optimal trajectory to reduce the fluid drag under the constraints.
Simulation results showed that the performance ca enhanced for the control of an underwater manipulato By using this approach, we can use the motion to reduce fluid drag. The underwater manipulator receives a reactive force when it moves to the target position. In this section, the fluid force on the manipulator is derived. In this study, the link is defined as a circular cylinder. The translational velocity with respect to (=(0,0,0)) of link 1 is given by 
Using Equation (35) sgn q  The integration in Equation (37) 
