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A tout sommet d’un arbre binaire on associe son nornbre de S/r-ah/et-, puis on considkre une 
matrice dite de ramification, qui reflkte la distribution des nombres de Strahler des fils des 
sommets qui ont un nombre de Strahler donne. Cette notion est alors etendue a I’ensemble des 
arbres binaires d’une taille donnee et on montre la forme remarquable que prend cette matrice 
lorsque la taille tend vers I’infini. 
Abstracr. A Sfrahler number is associated with each node of a binary tree. Then, a ramifcaiion 
matrix, reflecting the distribution of the Strahler numbers, is constructed. This notion is extended 
to the family of binary trees having given size and the asymptotic behaviour of this matrix is 
shown. 
1. Introduction 
Le paramktre nombre de Strahler fut introduit par les hydrogkologues Horton [7] 
et Strahler 1131 pour rendre compte de la forme des bassins fluviaux modClisCs par 
des arbres. Ce paramktre intervient dans de nombreux domaines oh les arbres 
apparaissent, en particulier en informatique; appele alors nombre de registres, il 
determine le nombre minimal de registres nkessaires B l’kaluation d’une expression 
arithmktique, comme l’a ttabli Ershov [2]. La valeur moyenne asymptotique de ce 
paramtttre a Cte 6tudiCe par divers auteurs [11,8,4] et bijectivement en [6]. 
Pour le dessin d’arbres de la nature, Viennot [16] a introduit un raffinement de 
ce paramktre, la matrice de ramification; c’est une matrice stochastique dont la 
valeur donne des informations sur 1”‘allure” de l’arbre. Le lecteur trouvera dans 
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[17] une application de cette notion. Son application en physique B 1’Ctude des 
structures ramifites est exposCe dans [14]. 
Le but de ce papier est de prouver une conjecture de Viennot: la matrice de 
ramification d’un arbre binaire alCatoire prend, lorsque le nombre de sommets croit 
infiniment, la forme remarquable suivante, 
l/2 l/2 
l/2 l/4 l/4 
l/2 l/4 l/8 l/8 
l/2 l/4 l/8 l/16 l/16 
(l/2) (l/2)2 (l/2)3 . . . (l/2)“_’ (l/2)“_’ 
Pour Ctablir la preuve, nous montrons que les termes de la matrice sont la limite 
du quotient des coefficients de deux sCries entitires. Ces series se dCduisent de series 
&urn&ant des arbres selon leur taille et une certaine distribution du nombre de 
Strahler. Pour trouver ces dernikres, nous utilisons la dCmarche dCsormais classique, 
introduite en France par Schiitzenberger [12], qui consiste g coder les objets B 
CnumCrer par un langage algebrique non ambigu et dCduire des Cquations de ce 
langage un systkme d’kquations dont les solutions sont les sCries entieres &urn&ant 
les objets. Malheureusement, nous ne savons pas donner une formule cIose pour les 
coefficients, nous faisons alors une analyse asymptotique ?I la “Odlyzko” (cf. [5]), 
et par une application du lemme de transfert Ctabli par Flajolet dans [3], nous en 
dCduisons le resultat. 
La Paragraphe 2 contient les definitions et les notations utilisCes. Dans le 
Paragraphe 3 nous introduisons les langages algkbriques et nous Ctudions les pro- 
pri&s des sCries associCes aux matrices de ramification. Les rCsultats asymptotiques 
et le thCorkme final sont rassemblCs dans le Paragraphe 4. Les preuves dans ces deux 
paragraphes sont assez techniques, et furent facilitCes par le logiciel MACSYMA du 
MIT (voir g ce sujet [l] pour de nombreux exemples d’utilisation). Enfin nous con- 
cluons par quelques remarques dans le Paragraphe 5. 
2. DCfinitions et notations 
On considire la famille des arbres binaires complets au sens de Knuth [9], c’est-A- 
dire possCdant une racine et tels que tout sommet interne a exactement deux fils, 
un fils droit et un fils gauche. Le nombre de sommets internes est appelC la taille 
de l’arbre. 
Pour tout sommet d’un arbre binaire on dCfinit un parametre, le nombre de 
Strahler (cf. [13]), encore appelt nombre de registre (cf. [3]). C’est un entier compris 
entre 1 et Log, (n + 1) + 1, oh n est la taille de I’arbre, caIculC rCcursivement de la 
faGon suivante (on l’appellera plus brievement ordre): 
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Definition 1. L’ordre d’un sommet externe est 1, celui d’un sommet interne sera 
kgal au plus grand des ordres de ses fils si leurs ordres diffhent, A Ia valeur com- 
mune augmentCe de 1 sinon. 
Par extension on appellera or&e d’un arbre T, note ord(T), I’ordre de sa racine. 
Viennot a defini dans [16] le bi-ordre d’un sommet interne comme la paire non 
ordonnke formke par les ordres de ses fils. Pour un sommet d’ordre kr2, c’est soit 
(k,i) avec 15i<k, soit (k- l,k- 1). 
Pour un arbre T posons: 
blj = nombre de sommets de bi-ordre (k, i), 
ol=nombre de sommets d’ordre k. 
Cet auteur a alors introduit, pour caractkriser la forme d’un arbre, la malt-ice de 
ramification, matrice infinie, dont les coefficients sont don& par les expressions 
suivantes: pour 2 I ks ord( T), 
b’, T 
RT.=k,, 




et pour k>ord(T), 
RE, = 0 pour tout i. 
Figure 1 represente un arbre binaire et sa matrice de ramification. 
Pour une famille finie d’arbres 9, on peut etendre cette notion de deux faqons. 
Posons, 
ord( J3 = yfp (ord( T)). 
.’ 
Definition 2. On appelle matrice de ramification d’une famille B d’arbres binaires 
la matrice P” suivante, pour 2 5 k 5 ord( $), 
7 





et pour k>ord(r), 
P&=0 pour tout i. 
DCfinition 3. On appelle matrice de ramification d’un arbre akatoire d’une famille 
T d’arbres binaires la matrice Q” telle que, pour tout couple d’entiers k et i, kz 2 
et Isis/c, 
Ces deux matrices sont gentralement distinctes comme le montre l’exemple il- 
lustre par Fig. 2; settle la seconde permet de definir une matrice de ramification 
aleatoire comme moyenne des matrices de chacun des arbres qui composent la 
famille. Toutefois, dans le cas des arbres binaires, le resultat fondamental de ce 
papier est que leurs limites, lorsque la taille des arbres tend vers l’infini, sont tgales. 
La premiere definition conduit a un calcul de limite plus simple, dans lequel on in- 
troduit des outils utiles pour le calcul de la seconde limite; de plus, elle permet des 
calculs statistiques plus p&is. 
Exemple. 11 y a 6 arbres binaires complets de taille 4 et d’ordre 3. Parmi eux, 2, 
represent& en haut de la Fig. 2, ont 2 sommets d’ordre 3 et sont tels que, 
R3,1=R3,3=1/2, R,,,=O, 
et les 4 autres, sur le bas de la figure, ont un seul sommet d’ordre 3; la ligne 3 de 
leur matrice de ramification est, 
R,,, =R,,,=O, R3,3= 1. 
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Pour cet ensemble d’arbres, les lignes 3 des matrices de ramification sont done 
respectivement, 
et 
pour P: 2/S, 0, 6/8, 
pour Q: l/6, 0, 5/6. 
I1 est classique de coder les arbres binaires par le langage de tukasiewicz B sur 
I’alphabet d = {x, Z}. Ce langage verifie l’equation en variables non commutatives, 
qui reflete la definition recursive des arbres, x codant un sommet interne et R un 
sommet externe. Cette equation est non ambigue. Pour enumerer les mots du 
langage B selon leur longueur, on applique le morphisme r defini par <(x) =x, 
<(X) = 1, puis en prenant I’image commutative, on obtient l’equation a une inconnue 
B dans C[[x]], 
dont la solution analytique a l’origine, 
l-l/l-4x 
B’(x) = 2x > 
est la serie enumeratrice des arbres binaires selon le nombre de sommets internes. 
Le coefficient de x” est le nombre de Catalan bien connu c,, qui 
1 2n 
c =- n c > n+l n . 
Dans ce travail oti nous voulons Cnumerer les sommets ayant 
a pour expression, 
(1) 
un bi-ordre donne 
(k, j) dans la famille des arbres binaires, nous appliquerons la meme methode issue 
des travaux de Schtitzenberger [ 121. Pour cela, nous utilisons les notations 
suivantes: 
Notations. (1) Un alphabet GJ~ a k-t2 lettres, 
dk= {X,K,X,,X*, . . ..$I. 
ou: 
l x code un sommet externe, 
l x, un sommet interne d’ordre different de k, 
l x, (25i< k), un sommet interne de bi-ordre (k,i), 
l x,, un sommet interne de bi-ordre (k- 1, k- 1). 
(2) Les langages ci-apres, L, le langage codant les arbres d’ordre i (1 <i< k), Lk 
celui codant les arbres d’ordre exactement k, L^,k, celui codant les arbres d’ordre 
superieur a k et I%?~ le langage codant tous les arbres binaires. 
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Nous deduisons de ce codage le systeme suivant d’equations algebriques non 
ambigues qui traduit la definition recursive des arbres binaires d’un ordre donne (le 
caractere fi signalant dans un langage la presence des lettres indictes). 
Lk_1 =X C (LjL&,+Lk_1Lj)+X(L/._2)2 
Isj<k-I 
>k =X c (LjL^>k+L^>kLj)+X(L^kL^>k+L^>kL^k)+X(L^k)2+X(L^>k)2 
I<j<k 
&?k= c Lj+eL^,+L^,k 
L- Icj<k 
Les mots du langage fik, derniere composante de la solution du systeme Sk, 
cadent done tous les arbres binaires, et le nombre de lettres xi dans un mot est tgal 
au nombre de sommets de bi-ordre (k, i) dans l’arbre code par ce mot. 
3. Matrices de ramification de 27(n) 
Appelons g(n) la famille des arbres binaires complets de taille n. Nous allons 
dans ce paragraphe relier les entrees (k,j) des deux matrices PS(T(n) et Q.F(‘O aux 
coefficients de deux families de series entieres ~k,j(X) et Wk,j(X). Ces series a leur 
tour se dtduisent simpfement des series &k(X) et &j(x) composantes de Ia solution 
de deux systemes d’equations algebriques en variables commutatives gk et J!$, qui 
se deduisent de Sk. 
3.1. Calcul de P.‘(“’ 
Soit 
@kj(x) = c un, k, jX”v 
n>O 
la serie Cnumeratrice B une variable Oti u,, k, j est le nombre de sommets d’ordre k 
et de bi-ordre (k,j), pour j< k, ou de bi-ordre (k - 1, k - 1) pour j = k, parmi tous 
les arbres binaires complets de taille n. De la Definition 2 et de la remarque que, 
c oi= c Un,k,j, 
TE 9_(n) j= 1,k 
on deduit immediatement la proposition, 
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Proposition 4. Pour tout triple d’entiers n, k, j tels que 21 k< Llog,(n + l)J + 1 et 
lsjsk, on a 
ps!n, = un.k,j 
k3.i Ci= I,k ‘?I,k,i. 
(2) 
Les shies %k,j(~) ne sont pas directement calculables. ConsidCrons alors les 
skies B k+ 1 variables, qui Cnumhent les mots du langage &fk, 
Jtlk(X,XI,X*r . . ..%I = c ah i,, i2 , . . . , i,)xpx;‘x2.. . x: 
p.r\,rz ,...I h 
oti a(p,i,,i, ,..., ik) est le nombre d’arbres d’ordre supkrieur ou Cgal B k, ayant 
p+i,+iz+... + ik sommets internes dont p d’ordre diffkrent de k, et i, + i, -t a.. + i, 
d’ordre k; parmi ceux-ci, $ de bi-ordre (k, j) (15 jl k) et ik de bi-ordre 
(k- l,k- 1). 
Clairement on a, 
u n,k,i = c ija(P,il,&, . . ..ikh 
p,i,.i~,....ii 
entiers tels que 
p+il+i*+..‘+iX=n 
d’oh la proposition. 
Proposition 5. Pour tout couple d’entiers k, j tels que k 2 2 et 15 j % k, on a 
ak,j(X) = X 
adk 
-(x,x ,...) x). 
aXj 
Pour calculer la skrie &&k(x), nous utilisons un systkme d’kquations com- 
mutatives dCduit du systeme Sk et l’on peut honcer, 
Proposition 6. La s&rie Ak(x) est composante de la solution du systhne gk 
suivant, 
: 
9, = 1 
LZ* = x(9,)2/d, 
9%3 = x(@/dz 
(3) 




b;= I-2c X]Lz,, (6) 
j=l 
& = d; -4x2(&)2. (7) 
DCmonstration. En appliquant le morphisme q dtfini par q(x) =x, &x) = f (le mot 
vide), et &x,) =x, pour 1 sis k, puis en prenant l’image commutative du systkme 
Sk, nous obtenons le systkme d’kquations gk sur cC[[x,x,,x,, . . . , xk]], dont la solu- 
tion est constituke des skies 9; (1 s:i< k) &jk, .@,k, et .kk CnumCrant les arbres 
binaires en fonction de l’ordre, du nombre de sommets de bi-ordre (k,i) et de la 
taille. 0 
Remarque. Dans ce systkme, nous indiquons encore la presence des variables in- 
dikes Xi (1 i is k) dans une composante de la solution, par le caractke ^. 
Le systkme rCduit aux k - 1 premikres equations en une variable x a et6 Ctudie par 
divers auteurs (cf. Flajolet [4] et de Vauchaussade de Chaumont [15]). II admet pour 
solutions les skies qui &urn&rent les arbres d’ordre p en fonction de la taille. Ce 
sont des fractions rationnelles qui peuvent s’kcrire: 
2p ’ 
L??,(x) = A-- 
&(x) ’ 
oti Sri(z) sont les polyn6mes de Fibonacci, introduits par Kreweras [lo], 
(8) 
(9) 
Rappelons encore que &(r) designe le polyndme rkiproque du polyniime gn(f)= 
%,(t/2), avec W,,(t) polyni3me de Tchebychef de 2” espkce, dtfini par 
sin(n + l)cp= sin 9 %,(cos (D) (cf. 141). 
I1 n’est pas connu d’expression simple de kk(x), toutefois on peut Ctablir, 
Proposition 7. On a, pour k> 2 et 15 j< k, 
(10) 
DCmonstration. D’aprks la Proposition 5 ce calcul nkessite celui des dtrivtes par- 
tielles de ~k(~,~I,~2, . . . . xk) au point (x,x,x, . . . . x). 
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On a, pour 1 Ijlk, 
adi, agk + a&, -=- 
aXj dXj aXj ’ 
a&k 1 acl, i ao^, 1 
aXj = 2x axj / 
-____ 
2 aXj a 1 ' 
et enfin, 
adk a_@, 
~ zz -2x- 
ax, aXj ’ 
D’aprts les relations (5) et (7), on a, 
& = +4x2~; = dk_,(&2x&) = dk_,(dk_, -4x.53) 





En derivant l’expression de gk dans le systeme Yk (3), il vient, pour 1 <j<k, 
et pour k, 
ad?, 2 dkp, gk-l 
-lx -- 
axk &ak-l’ 
La preuve s’acheve en appliquant le lemme suivant. 0 
Lemme 8. Pour tout entier k positif, A, a une expression indbpendante de k gue 
I’on appellera A, et qui s’t!crit, 
A,=A =1-4X. (11) 
Demonstration. Lorsque l’on se place au point X = (x,x, . . . , x), on confond toutes 
les variables et alors 
6i;k = &?k et dk=&=dk. 
Dans ces conditions Ak ne depend plus de k: 
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soit, 
Ak = d2 - 4x29’ 
k k’ 
= dk- ,(dk_, - dxgk), 
d= = k-l -4x29?= k-l’ 
= Akp1, 
Ak=Al= 1-4x. 0 
(12) 
3.2. Calcul de Q”‘“’ 
Soit, d’autre part, 
%,j(x) = c vn,k,jX’ 
n>O 
la sCrie Oil V,, k, j est la somme, pour tous les arbres de taille n, de la probabilitk d’un 
sommet d’ordre k d’avoir le bi-ordre (k,j). On a done, par dkfinition, 
un,k,j = 
&!$ 
Comme c,, dtfini par relation (l), est le nombre d’arbres de taille n, on en dCduit, 
Proposition 9. Pour tout triplet d’entiers n, k, j tels que 2 I ks Llog,(n + l)] + 1 et 
lsjsk, on a, 
(13) 
Puis on construit la sCrie PnumCratrice A k + 2 variables, 
Ji;k(x,x& ,.*.,xk,Y) = ~k(X,X1y,X2y,...,XkY)r 
Cgale encore h, 
&(x,$,x,, .*.,xk,Y) 
=p;, F,,, jia(p,iI,il ,..., ik)xpx~lx~~...x~~i’+iz+‘~‘+iA, 
, 93. 3 
l’exposant de la variable y introduite ici comptant le nombre total de sommets d’or- 
dre k. 
Pour tout arbre T admettant la suite d’entier (ij) (15 j< k) comme distribution 
de ses bi-ordres (k, j), on a, 
bkT,j=iJ et Oi=il+i2+...+ik, 
et si l’on regroupe dans la somme definissant V,,k,j les arbres ayant m&me distribu- 
tion de sommets de bi-ordre (k, j), on obtient, 
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De cette relation entre coefficients, on deduit la relation entre les series, d’oti la 
Proposition 10. Pour tous entiers k et j tels que kz 2 et 15 j5 k, on a, 
?&(x) = x 
” 1 a$k 
! 
- ~ o y ax; (x,x,x, . . ..x.y)dy. 
Comme dans le cas de ?_kk(x), #k(x) eSt COmpOSante de la solution d’un systeme 
algebrique que l’on deduit de Sk defini en (3), et l’on enonce, 
Proposition 11. La shie “&(x) eSt composante de la solution du syst6me &, 
.L?, = 1 
LZ?~ =x(LZQ2/d, 
I: 
gt?, = x(9z)2/d, 
&k= c g;+@k+&>k 
oii les nouvelles notations sent, 
(14) 
+-2x C ~i+~j =dj_,-2X@j;j, 
i=l,j-1 > 






DCmonstration. Soit ,D le morphisme tel que ,u(x) =x, ,L@) = 1 et p(+) =xky. Le 
systeme 9; dont Jk est une composante de la solution se deduit de & par applica- 
tion de ,u; les expressions des gj, pour 1~ is k - 1, restent inchangtes et l’on prend 
pour @>k la solution analytique a I’origine. 0 
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Remarques. (1) L’accentuation - exprime ici que la fonction dCpend B la fois des 
variables indikes xi, et de y. 
(2) Les k - 1 premieres composantes de la solution de 9; sont les m?mes que 
pour &. 
I1 reste B exprimer les skies W&(x) B l’aide du systkme Yi, par la proposition 
suivante, 
Proposition 12. Si I’on pose, 
(Yk = kgk, &= I-&,, Yk = ak+bPk, (18) 
alors pour tout couple d’entiers k, j tels que 25 k et 1s j< k, on peut .&ire, 
DCmonstration. Du systkme 9; dCfini en (14), on dkduit, 
a”&?? a& $ a&, 
-=- 
aXi aXi 7’ 
De ce systkme 9; et de la relation (15) on tire, 
@k+@>k=, k 1 ’ (d -a). 







Ak = h-1 dkk,-4XkY -“““) = (dk_,)‘(I -4x&$). Dk_, 
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d’oti, pour 15 j<k, on obtient, 
a& 2dk_ 1XkLZ~.S?j Y2 
- = 
aXj X (1/l + y(d,_, - 1))31/1 + y(& I- 1-4X&z/J ’ 
aak dk-@k Y 
- = 
axk X 1/l +y(&_ 1 - l),h +y(d,_, - 1 -4x,&k) ’ 
Evaluons ces fonctions au point (X,X, . . . , x, y) alors Dk_ 1 = dk_ , . En utilisant les 
relations (18) il vient, 
aJk 








et, en reportant dans les expressions de la Proposition 10, 







Wk,k(X) = dk-,gk 
~OFiG1/1_yky 
0. 
Pour trouver la primitive de ces intkgrales elliptiques, posons selon l’usage, 
ek = f(l), 
soit, 
Les deux intkgrales s’tcrivent alors, 












Tous calculs faits, on obtient le rCsultat CnoncC. q 
4. Etude asymptotique des matrices de ramification 
Le calcul des limites de P$y’ et Q{jn) nkcessite la connaissance du comporte- 
ment de u,,k, j et de v,,$ j , it I’infini. Pour cela, il est classique d’utiliser les 
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ressources de l’analyse complexe en considerant les series ~k,j(X), et W,,j(x) comme 
des fonctions de la variable complexe x dans leur domaine de convergence. Ainsi, 
le theoreme de Cauchy, applique par exemple a GYk,](x), stipule que, 
dx 
@k, / (x) - x,1+ I
ou rest une courbe simple fermee dans le domaine d’analycite de ~~,j(X) et qui 
entoure l’origine. 
Nous allons montrer dans la Proposition 14 que les singularites de ozlk,j(X) et 
v(,j(x) sont reelles et de module superieur ou egal a l/4. Les relations Ctablies au 
paragraphe precedent permettent d’evaluer les fonctions ak,,(x) et W,,,(x) au 
voisinage de ce point. On Ccrira, par exemple pour la premiere, 
ou %!i,,(x) est une fonction Clementaire dont le developpement est connu. Pour 
traiter l’incidence du terme en grand 0 sur u~,~,~, on appliquera le lemme de 
transfert, Ctabli par Flajolet dans [3], dont nous rappelons I’enonce. 
Notations. (1) Dans la suite de I’article, l’expression (g(x),X) designe le coeffi- 
cient de x” dans le developpement en serie de g(x). 
(2) Si une fonction de la variable x a une expression f dependant de plusieurs 
autres fonctions, on notera [f](x) la valeur de cette fonction au point x. 
Lemme 13 (dit lemme de transfert [3]). (1) Si g(x) est analytique duns le domaine 
9,(a) = {x: 1x1 <a, xfa}, 
et si lorsque x tend vers a ir I’intPrieur de g, 
g(x) = O((a-xl-“) 
avec s > 1, alors: 
(g(x),X) = O(ap”ns- ‘). 
(2) Si g(x) est analytique duns le disque indent&, 
g2(a) = {x: Ix/ sa+A, o< lArtg(x-a)1 <2a} 
avec A > 0 et 0 < w < ~/2, et si lorsque x tend vers a ci l’int&ieur de g2, 
g(x) = 0(/a-xl’), 
avec r > 0, alors, 
(g(x),x”) = O(ap”nP-I). 
Le point l/4 du plan complexe est clairement un point singulier pour les fonctions 
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$Y~,Jx) et IZ,,~(X) en raison du facteur l/l-4x. La proposition suivante a pour ob- 
jet de preciser le domaine d’analycite de ces fonctions. 
Proposition 14. (1) Pour tout couple d’entiers (k, j) tel que k>2 et 15 j< k, les 
fonctions S?lk,J(~) et V,,,(x) sont analytiques duns le domaine &gal au plan com- 
plexe prive’ de la demi-droite des rPels suphieurs ou Pgaux ci l/4, que l’on notera 
@\R>1/4. 
(2) De plus les fonctions gk(x), ak(x), /Ik(x), dk_ ,(x) et yI((x) sont analytiques 
duns un voisinage de l/4 et valent en ce point, 
9/J/4) = ~~~(114) = dk_t(l/4) = 21Pk, (22) 
P/J/4) = 1-2’-k, y,(l/4) = 1. (23) 
DCmonstration. Elle se fait en trois &apes, d’abord etude pour Ix/ #O et 1x1 # l/4, 
puis au voisinage de l’origine et enfin au voisinage de l/4. 
(a) 6tude pour 1x1 #O et 1x1 #l/4. 
La facon la plus simple est d’utiliser les expressions trigonometriques obtenues en 
[4]. En faisant le changement de variable, 
1 1 
x= 
2cosq7+2 = 4cos2v/2’ 
on obtient les expressions, pour kr2, 
AkFk = 
sin p 
sin 2k-‘(o ’ 
(24) 
On en deduit aussitot, 
k-l 
Pk = 2x c pi = ’ 
sin(2k- ’ - l)y7/2 
i= 1 cos p/2 sin 2kP ‘v/2 ’ 




4 cos2p/2 (sin 2k-‘~/2)2 ’ 
1 sin v, 
(Yk = ~ 
cos29/2 sin 2kP ‘v, ’ 
1 sin p/2 COS(~~- ’ - 1)~/2 
Yk = dkp, cos29/2 sin 2kP ‘p/2 ’ 
On remarque que, pour toute determination de ~0, les poles et zeros 9 de ces fonc- 
tions sont done tous reels, et comme pour tout v, reel, 
0~2cosy,+2~4, 
les zeros et poles en x sont done reels et superieurs a l/4, c’est-a-dire dans RZ1,4. 
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De plus pour x+0, xe lR2rj4, les arguments des racines carrtes et du logarithme 
sont definis et non nuls: 
- pour yk/Pk et pour (1 - y#(l -pk) c’est evident d’apres les expressions ci- 
dessus et (19); 
- pour Bk, car d’apres sa definition (20), 
{&=Oou l/&=0} * &=yk * cQ=o, 
ce qui est impossible dans ce domaine et done ces fonctions sont uniformes et 
analytiques pour x#O, xe Rr,,4. 
(b) Etude au voisinage de l’origine. 
Pour k22, on deduit de (8) et (9) que LZ?~(O) = 0, ce qui implique d’aprb la Pro- 
position 7 que les fonctions %k,j(x) sont definies et nulles en zero, pour 15 jr k. 
Par contre les fonctions W,,j(x) calculees par la Proposition 12, contiennent des 
denominateurs nuls pour ce point. 11 convient done de verifier qu’elles ont une limite 
en ce point afin d’etendre par continuite leur definition. De (8) et (9) on obtient l’ex- 
pression suivante de LZ?~ valable dans un voisinage de zero, 
LZ?,&) =xZ8-‘-t(l +(2k-2)x+O(]xI)), 
d’oh l’on tire immediatement que les fonctions definies par les relations (18), (19), 
et (4), verifient, 
C+(X) = 4x2’-‘(l +(2k-2)x+O(ix12)), 
C&(x) = 1-2x(1 +x+O(lxl2), 
PAX) = 2x, &(x) =2x(1 +x+O(\x12)) (k>3), 
et en definissant la fonction c(k) par e(2) = 1, c(k) = 0 pour kz 3, 
d’oh, pour 
Y/~(X) = 2x(1+ Cl+ .$k))x+ 0(Ix12N, 
0,(x) = 1 -2xZA_‘(1 +O((x()), 
un voisinage de 0, 0 exclu, 
2”~‘-‘(1+(2k-3+~(k))x+O(JxI)), 
et par continuite, pour tout kz2, on peut poser, 
L 1 2 (0) = 0, I 1 2 (0) = 1. 
De meme on deduit des developpements de Taylor precedents la valeur suivante 
de la fonction 6, definie par (20), valable dans un voisinage de 0, 0 exclu, 
&(x) = 1+2x+O(~x~2). 
On peut done definir par continuite, au point zero, pour tout kr2, 6,(O) = 1. 
I1 resulte de cette etude que les fonctions 
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ok(x) 3 bk(x) 
sont done bien uniformes et analytiques dans un voisinage de zero. 11 suffit alors 
de dtvelopper l’expression suivante, pour k~2, dam un voisinage de zero, 
ok-l+? 
li 1 Y”h(6k) (x = -2x2’ ‘+‘+o(1x12” ‘+2), 2Pk bk 
et, en reportant ces developpements dans (21), on obtient, dans un voisinage de 
l’origine, zero exclu, pour kz2 et 15 j< k, 
w,,,(x) = 2x 2” ‘+2’ ‘_‘(I +0(1x1), 
%‘&(x) =x2” ‘-I(1 +0(1x1). 
On pose alors par continuite, pour kz 2 et 15 jl k, 
w,,j(o) = 0, w,,!m, 
et la premiere partie de la proposition est demontree. 
Remarque. Les fonctions ~k,j(x) et w&(x) SOnt done equivalentes dans un voisi- 
nage de zero, mais je ne connais pas de preuve plus directe de ce fait. 
(c) etude dans un voisinage de l/4. 
I1 est clair que pour k fix& les fonctions _!_??!&), ak(x), PI(&), Yk(x) et dk_ ,(x) sont 
definies dans un voisinage de l/4, l/4 inclus. En appliquant la regle de 1’Hospital 
a la relation (24) on obtient, pour k22, 
90,(1/b) = 21mk, 
d’oh d’apres (18) et (12), 
1 k (r,(l/4) = dk_,(1/4) = 2 - , 
et, 
pk(l/d) = 1 -2’-k, Y,(1/4) = 1, 
ce qui acheve la preuve de la proposition. 0 
Dans les deux propositions suivantes, nous appliquons le lemme de transfert avec 
commedomaine$B(1/4)={x: jxl~1/4+A,w<(Arctg(x-1/4)(<27r),avecA>Oet 
O< o < ~12, x# l/4, contenant le contour d’integration represent6 sur Fig. 3. 
Proposition 15. Lorsque n tend vers I’infini, /es coefficients des s&ies %!k,j pour 
kr2 et 15 j< k, vPrifient, 
lim un, k,j 
1 
lim 
&, k, k 1 =- 
R-m Cl<;<k Un,k,r+Un,k,k 2J ’ n-)m Cls;<k Un,k,i+Un,k,k =2k-l’ 
J. G. Penaud 
Fig. 3. 
DCmonstration. Au voisinage de la plus petite singularit l/4, les fonctions 9; sont 
rkgulihes et admettent un dheloppement de Taylor; on en dtduit un dCveloppement 
de ~k,j(X) h I’inthieur de %)*, soit, pour 15 j< k, 
Nous sommes alors dans le second cas du lemme de transfert ce qui donne, en 
utilisant les valeurs au point l/4, calcukes dans la Proposition 14, 
~~,~,j=2’~k-J(~,xn)+O(~,, pour llj<k, 
Or il est bien connu que dans le dheloppement de Newton de (1 - ~x)-I’~, on a, 
dont un equivalent est donnC par 
(&J) =+ 
Done il l’emporte sur le terme en 
la formule de Stirling, 
0, et l’on peut Ccrire, 
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u n,k,k = 22-2k(&~xn)~ 
et la limite, 
21-k-j 
lim ‘n> k,J 
1 
n*m Ct<;<k U,,/(,i+U,,k,k = x14;<k 2’-kp’+22-2k =g’ 
En recommencant le mCme calcul pour U,,Jk on acheve la preuve. q 
De meme, pour les series wk,j(x), on a la proposition suivante, 
Proposition 16. Lorsque n tend vets l’infini, les coefficients des shies wk,j(x) sent, 
pour k?2 et 15 j<k Equivalents Li, 
V n,k,J = 
-j, 
n, V n,k,k = 21 pkC,,, 
oti c, dt%igne le nombre de Catalan dPfini par la relation (1). 
Dkmonstration. Au voisinage du point l/4, la fonction [6kfik/yk](x) est definie et 
voisine de zero; en developpant le logarithme ln(ak), on a, 
oh Q est une fonction analytique en l/4. En developpant le premier terme de cette 
expression au voisinage de l/4, on peut alors ecrire, 
En reportant cette valeur dans l’expression (21) de %i,J(x) etablie dans la Pro- 
position 12 et en remarquant que yk - ak =Pk, on a, 
ou v,(x) regroupe tous les termes reguliers en l/4; en developpant cette derniere 
selon Taylor, on obtient finalement, 
Wk,j(x) = v1(1/4)- 2 (1/4)xJ1-4x+O(/l-4~~). 
j 1 
La meme demarche appliquee a %&(x) donne 
%&(X) = p2(l/4)-2 2 (1/4)xl/l_4x+0(/1 -4X1), 
L 1 
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oh (Do regroupe ici encore les termes reguliers en l/4. 
Nous sommes une nouvelle fois dans le second cas du lemme de transfert (avec 
a = l/4 et r= 1) ce qui donne, en Cvaluant les expressions au point l/4, 
~,,,~=2~~~(-l/i--4x,x”)+0(4”n~~), llj<k, 
u, kk = 22PX-(-~FG,xX”)+o(4”n~2). 7 > 
Or le developpement de Newton de -l/l-4x donne, 
(-fFG,x”) = 2(;,:I;;; = 2=, 
m 
coefficient trb voisin des nombres de Catalan c,, 
( 
1-dFG 
(-l/i----4x,Xx”) =2 2x ,xn =k-1; 
1 
comme pour IZ grand, c, = 4c,_ r, on obtient les expressions de la proposition. 0 
Nous sommes alors en mesure d’etablir le theoreme principal de ce papier, qui se 
deduit immediatement des deux propositions preddentes appliquees aux relations 
(2) et (13). 
Thkorkme 17. (1) Pour tom entiers k et j tels que k? 2 el 15 jc k, 
lim pcjn) et lim Q$” 
n-m n-m 
existent. 
(2) Ces deux limites sent &gales. Leur valeur commune est: 
R,,j = f , 
1 
pour 1 sj< k, etR - k,k = 
2 
k-, . 
La matrice constituee par ces coefficients sera appelee matrice de ramification des 
arbres binaires complets. 
5. Conclusion 
Un autre approche pour etablir ce resultat d’egalite serait l’etude des com- 
portements limites des systemes dynamiques dans lequels les populations seraient les 
arbres Cvoluant suivant la taille, et les variables Ctudiees les probabilites d’un som- 
met d’avoir tel ordre, tel bi-ordre, tel quotient de ces deux parametres. I1 suffirait 
alors de montrer que ces variables sont faiblement melangees, ce qui est cependant 
une condition plus forte. 
Un autre objectif serait d’examiner les matrices de ramification pour differentes 
familles d’arbres, par exemple celle des tournois binaires, Cnumeres par n! 
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