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STOCHASTIC HOMOGENIZATION
OF MULTICONTINUUM HETEROGENEOUS FLOWS
HAKIMA BESSAIH AND RAZVAN FLORIAN MARIS
Abstract. We consider a multicontinuum model in porous media applications, which is described
as a system of coupled flow equations. The coupling between different continua depends on many
factors and its modeling is important for porous media applications. The coefficients depend on
particle deposition that is described in term of a stochastic process solution of an SDE. The stochastic
process is considered to be faster than the flow motion and we introduce time-space scales to model
the problem. Our goal is to pass to the limit in time and space and to find an associated averaged
system. This is an averaging-homogenization problem, where the averages are computed in terms of
the invariant measure associated to the fast motion and the spatial variable. We use the techniques
developed in our previous paper [8] to model the interactions between the continua and derive the
averaged model problem that can be used in many applications.
Keywords: Multicontinuum, Averaging, homogenization, Invariant measures, porous media.
1. Introduction and formulation of the problem
1.1. Motivation. Multicontinua models arise in many applications [6], which include porous media,
material sciences, and so on. The main idea of multicontinua model is to prescribe multiple effective
properties in each macroscale point. These approaches are important in many real-world applications,
where classical homogenization fails. A typical example is flow in fractured media. One typically cannot
upscale fracture and surrounding media, called matrix. For this reason, different effective parameters
are prescribed in each coarse-grid block. In applications related to shale gas, one uses multiple continua
to describe organic and inorganic matter besides fractures [4, 2, 3, 5].
Multicontinua approaches have rigorously been justified recently using constraint energy minimizing
Generalized Multiscale Finite Element Method [13] and nonlocal multicontinua approaches [23]. It
turns out that these models can be used for general upscaling and multicontinua and can be employed
to separate different regions using spectral decompositions. The spectral decomposition allows iden-
tifying each continua and local basis functions allow coupling these continua with each others. These
approaches can also be applied to nonlinear problems [14].
In multicontinua approaches, the interaction between different continua is challenging to model. This
modeling requires complex local solves and can depend on the solution itself [15]. This dependence can
be a result of nonlinear modeling or due to particle deposition due to pore-scale modeling, which occur
in porous media applications. The latter can modify the interaction between the continua, which will
depend on the solution. The modeling the interaction coefficients in the presence of particle deposition
introduces additional challenges and their modeling requires some type of stochastic modeling. Our
goal is to study one such model, which is sufficiently general and can be generalized for more complex
cases. Currently, we can only rigorously analyze the proposed model, which we plan to generalize later.
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1.2. Mathematical model. Following the previous motivation, we consider a particular system given
by:
∂uε1
∂t
(t, x) = div
(
A1
(x
ε
)
∇uε(t, x)
)
+ α
(x
ε
, vε1(t, x), v
ε
2(t, x)
)
(uε2(t, x) − uε1(t, x)) + f1(t, x),
∂uε2
∂t
(t, x) = div
(
A2
(x
ε
)
∇uε(t, x)
)
+ α
(x
ε
, vε1(t, x), v
ε
2(t, x)
)
(uε1(t, x) − uε2(t, x)) + f2(t, x),
dvε1(t, x) = −
1
ε
(vε1(t, x)− β11uε1(t, x)− β12uε2(t, x))dt +
√
Q1
ε
dW1(t, x),
dvε2(t, x) = −
1
ε
(vε2(t, x)− β21uε1(t, x)− β22uε2(t, x))dt +
√
Q2
ε
dW2(t, x)
uε1(t, x)|∂D = 0,
uε2(t, x)|∂D = 0,
uε1(0, x) = u
ε
01(x),
uε2(0, x) = u
ε
02(x),
vε1(0, x) = v
ε
01(x),
vε2(0, x) = v
ε
02(x),
(1.1)
where x ∈ D a bounded domain of R3 with a smooth boundary ∂D, and t ∈ [0, T ]. uε1, uε2 and vε1, vε2 are
respectively the components of the velocity of the fluid and the velocity of the particles. W1(t), W2(t)
are two standard L2(D)-valued independent Brownian motions defined on a complete probability basis
(Ω,F ,Ft,P) with expectation E, and Q1, Q2 are bounded linear operators on L2(D) of trace class.
uε01, u
ε
02 and v
ε
01, v
ε
02 are the initial conditions, βij , 1 ≤ i, j ≤ 2 are constants, and f1, f2 are the
external forces.
Our main goal in this paper is to study the asymptotic behavior of the solution of the system
(1.1) when ε → 0. Notice that uε1, uε2, the slow components, are random through the function α
that depends on the stochastic processes vε1, v
ε
2, the fast ones, solutions of the stochastic differential
equations. Moreover, the function α as well as the matrices A1 = (a1ij)1≤i,j≤3 , A2 = (a2ij)1≤i,j≤3 are
multiscale. We will prove that uε1, u
ε
2 converge to averaged velocities u1, u2 solutions of the averaged
system (3.31) defined in subsection 3.4, where the averaged operators A1, A2 and α are given by (3.17)
and (3.30). The averages are taken with respect to the periodic variable y and the invariant measure
associated to the process (vε1, v
ε
2) for frozen (u
ε
1, u
ε
2).
The techniques used to pass to the limit in the mathematical model (1.1) are a generalization of the
techniques used in our recent paper [8], where a simpler reaction diffusion model was considered. Let
us mention that, like in [8] and [9] the random coefficient α does depend on the spatial variable x/ε
and the process (vε1, v
ε
2) which is ergodic for frozen (u
ε
1, u
ε
2). Hence, the passage to the limit involves
a combination of two kind of convergences: averaging (in time) and homogenization (in space). There
is an extensive literature on averaging principles for stochastic systems [17, 21, 24, 12, 11] and the
references therein. For the basic results on homogenization of periodic and random equations, we refer
to [1, 7]. Let us refer to an interesting paper [19] where the authors studied a particular model of
random homogenization, where the coefficients depend upon x/ε and a stationary diffusion process.
They effectively used averaging and homogenization techniques like in our current paper. However, the
big difference is that our stochastic process (vε1, v
ε
2) is solution of an SDE coupled with the slow motion
equation. And a consequence, the ergodic properties of the stochastic process have to be understood
when the solution (uε1, u
ε
2) is frozen. This added difficulty makes our convergence process quite different
from the convergence process in [19].
The existence of weak solution for (1.1) is proved in Theorem 3.1 by using a Galerkin approximation
(uε1n, u
ε
2n, v
ε
1n, v
ε
2n) that is a solution of a well posed system. We then pass to the limit on n after
showing some uniform estimates in n. These estimates are also uniform in ε. By using our assumption
on α and the special form of our system, we are able to prove the uniqueness of the weak solution
(uε1, u
ε
2, v
ε
1, v
ε
2). We prove that our weak solution is also strong, and get better uniform estimates in ε
for the solution uε in the Sobolev space W 1,2(0, T ;L2(D)).
We study then the asymptotic behavior of the fast motion variable (vε1 , v
ε
2) for frozen slow motion
variables (uε1, u
ε
2). Indeed, we consider the SDEs (3.18) for given ξ = (ξ1, ξ2). It has a mild solution
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which is also a strong solution. Its transition semigroup P ξt = P
(ξ1,ξ2)
t is well defined and has a unique
invariant measure µξ = µ(ξ1,ξ2) which is ergodic and strongly mixing. We define the operators αε and
αε in section 3 and αε refers to the average of αε wrt to the invariant measure µξ. The main difficulty
in showing the convergence stands in passing to the limit for φ ∈ H10 (D) on the term∫
D
(αε(vε1, v
ε
2)(u
ε
1 − uε2)− α(β11u1 + β12u2, β21u1 + β22u2)(u1 − u2))φdx. (1.2)
This is done by using a Khasminskii type argument, following an idea already introduced in [11]. The
key lemma 3.4, introduced previously in [8] is crucial for the passage to the limit in (1.2). This lemma
is a refined version of previous ergodic results used in [11]. By using the uniform estimates obtained
in Section 3, a tightness argument and some known results for periodic functions, see [1] (lemma 1. 3)
the passage to the limit is performed in distribution. We obtain a convergence in probability by using
the fact that the limit u is deterministic.
The paper is organized as follows, Section 2 is dedicated to the introduction of the functional setting
and assumptions. The main results are given in Section 3. In particular the existence and uniqueness of
weak solutions of system (1.1), the regularity of solutions and all the uniform estimates wrt ε, the cell
problems are introduced, the asymptotic behavior of the fast motion is analized and the main result to
the averaged system is stated. All the proofs for the results of Section 3 are postponed to Section 4,
including the proof of the main result and the passage to the limit to the averaged equation.
2. Preliminaries and Assumptions
We make the following notations for spaces that will be used throughout the paper. For any two
Hilbert spaces X and Y , with norms denoted by ‖ · ‖X and ‖ · ‖Y , C(X,Y ) denotes the space of
continuous functions, and Cb(X,Y ) the Banach space of bounded and continuous functions φ : X → Y
endowed with the supremum norm:
‖φ‖Cb(X,Y ) = sup
x∈X
‖φ(x)‖Y .
For any φ ∈ Cu(X,Y ), the subspace of uniformly continuous functions defined on X with values in
Y , we denote by [φ]Cu(X,Y ) : (0,∞)→ R, the modulus of uniform continuity of φ:
[φ]Cu(X,Y )(r) = sup
0<‖x−y‖X≤r
‖φ(x) − φ(y)‖Y ,
with
lim
r→0
[φ]Cu
b
(X,Y )(r) = 0.
Lip(X,Y ) denotes the space of Lipschitz functions defined on X with values in Y , for φ ∈ Lip(X,Y )
we denote by [φ]Lip(X,Y ) the Lipschitz constant of φ:
[φ]Lip(X,Y ) = sup
x 6=y
‖φ(x)− φ(y)‖Y
‖x− y‖X .
We notice that for any φ ∈ Lip(X,Y ) we have:
‖φ(x)‖Y ≤ ‖φ(x) − φ(0)‖Y + ‖φ(0)‖Y ≤ [φ]Lip(X,Y )‖x‖X + ‖φ(0)‖Y
≤ ([φ]Lip(X,Y ) + ‖φ(0)‖Y )(1 + ‖x‖X),
(2.1)
so the space will be naturally equipped with the norm
‖φ‖Lip(X,Y ) = ‖φ(0)‖Y + [φ]Lip(X,Y ). (2.2)
To simplify the notations, when there is no confusion we omit the use of subscripts from the notations,
and we simply write ‖x‖, ‖φ‖, [φ](r), [φ]. Also if Y = R we omit it from the notations, and the spaces
are denoted by C(X), Cb(X), C
u(X), and Lip(X).
For Y = [0, 1]3 the space C#(Y ) denotes the space of continuous functions on Y that are Y -periodic
and the space L2#(Y ) denotes the closure of C#(Y ) in L
2(Y ).
We now give the assumptions for the system (1.1) .
The function α : Y × R2 → R satisfies the following conditions:
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i) For any η1, η2 ∈ R the function α(·, η1, η2) is measurable and periodic in y ∈ Y .
ii) For almost every y ∈ Y , the function α(y, ·, ·) is bounded and Lipschitz, uniformly with respect
to y.
We notice that the function α : R2 → R, α(η1, η2) =
∫
Y
α(y, η1, η2)dy is Lipschitz and bounded.
The matrices A1 = (a1ij)1≤i,j≤3 , A2 = (a2ij)1≤i,j≤3 ∈ L∞(Y ;R3×3) are strictly positive and
bounded uniformly in y ∈ Y , i. e. there exist 0 < m < M such that
mξ2 ≤ A1(y)ξξ ≤Mξ2, mξ2 ≤ A2(y)ξξ ≤Mξ2, (2.3)
for almost every y ∈ Y and ξ ∈ R3.
We also assume that the external forces f1, f2 ∈ L2(0, T ;L2(D)) and the initial conditions uε01.uε02, vε01, vε02 ∈
L2(D).
3. Main results
In this section we state the main results of the paper while their proofs will be postponed to the the
following sections.
3.1. Well-posedness of the system (1.1). This subsection will be devoted to stating the existence
and uniqueness of the solution of the system (1.1) as well as some uniform estimates.
For any ε > 0 we denote by Aε1, A
ε
2 the matrices
Aε1, A
ε
2 : R
3 → R3×3, Aε1(x) = A1
(x
ε
)
, Aε2(x) = A2
(x
ε
)
(3.1)
and by αε the operator,
αε : L2(D)× L2(D)→ L∞(D), αε(η1, η2)(x) = α
(x
ε
, η1(x), η2(x)
)
. (3.2)
The operator αε is well defined. Indeed, given that α is bounded, we only need to show the measurability
in x of αε(η1, η2) for any η1, η2 ∈ L2(D). For such a function, we consider two sequences η1n, η2n ∈
C0(D) convergent to η1, η2 pointwise in D. The function (y, x)→ α(y, η1n(x), η2n(x) is a Carathe´odory
function, measurable in y and continuous in x, so x→ α
(x
ε
, η1n(x), η2n(x)
)
is measurable, and by the
Lipschitz condition of α is pointwise convergent to αε(η1, η2), which shows that α
ε(η1, η2) is measurable.
We have the following existence and uniqueness result:
Theorem 3.1. Assume that uε01, u
ε
02, v
ε
01, v
ε
02 ∈ L2(D) for every ε > 0, then for each T > 0, there exists
a unique Ft - measurable solution of the system (1.1), uε1, uε2 ∈ L∞(Ω;C([0, T ];L2(D))∩L2(0, T ;H10(D)))
and vε1, v
ε
2 ∈ L2(Ω;C([0, T ];L2(D))) in the following sense: P a. s.∫
D
uε1(t)φdx −
∫
D
uε01φdx +
∫ t
0
∫
D
Aε1∇uε1(s)∇φdxds =∫ t
0
∫
D
αε(vε1(s), v
ε
2(s))(u
ε
2(s)− uε1(s))φdxds +
∫ t
0
∫
D
f1(s)φdxds,
(3.3)
∫
D
uε2(t)φdx −
∫
D
uε02φdx +
∫ t
0
∫
D
Aε2∇uε2(s)∇φdxds =∫ t
0
∫
D
αε(vε1(s), v
ε
2(s))(u
ε
1(s)− uε2(s))φdxds +
∫ t
0
∫
D
f2(s)φdxds,
(3.4)
for every t ∈ [0, T ] and every φ ∈ H10 (D), and
vε1(t) = v
ε
01e
−t/ε +
1
ε
∫ t
0
(β11u
ε
1(s) + β12u
ε
2(s))e
−(t−s)/εds+
√
Q1√
ε
∫ t
0
e−(t−s)/εdW1(s), (3.5)
vε2(t) = v
ε
02e
−t/ε +
1
ε
∫ t
0
(β21u
ε
1(s) + β22u
ε
2(s))e
−(t−s)/εds+
√
Q2√
ε
∫ t
0
e−(t−s)/εdW2(s). (3.6)
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Moreover, if the initial conditions uε01, u
ε
02 are uniformly bounded in L
2(D), then the solutions uε1, u
ε
2
satisfy the estimates:
sup
ε>0
‖uεi‖L∞(Ω;L2(0,T ;H10 (D))) ≤ CT , (3.7)
sup
ε>0
‖uεi‖L∞(Ω;C([0,T ];L2(D))) ≤ CT , (3.8)
and
sup
ε>0
∥∥∥∥∂uεi∂t
∥∥∥∥
L∞(Ω;L2(0,T ;(H−1(D))))
≤ CT , (3.9)
for i ∈ {1, 2}. Also, if the initial conditions vε01, vε02 are uniformly bounded in L2(D) we also have the
estimates for vε1, v
ε
2:
sup
ε>0
E sup
t∈[0,T ]
‖vεi (t)‖2L2(D) ≤ CT , (3.10)
for i ∈ {1, 2}.
Theorem 3.2. Assume that the initial conditions uε01, u
ε
02 are uniformly bounded in H
1
0 (D). Then the
solutions uε1, u
ε
2 ∈ L∞(Ω;C([0, T ];H10 (D))) and satisfy the following uniform estimates:
sup
ε>0
‖uεi‖L∞(Ω;C([0,T ];H10(D))) ≤ CT , (3.11)
and
sup
ε>0
∥∥∥∥∂uεi∂t
∥∥∥∥
L∞(Ω;L2(0,T ;L2(D)))
≤ CT , (3.12)
for 1 ≤ i, j ≤ 2.
3.2. The cell problems. In this subsection we introduce χ1, χ2 : Y → R3 the solutions of the cell
problems that correspond to the system (1.1):{
div (Ai(y) (I +∇χi(y))) = 0 in Y,
χi −Y periodic, (3.13)
for i ∈ 1, 2, and the solutions of the adjoint equations χ∗1, χ∗2,:{
div (A∗i (y) (I +∇χ∗i (y))) = 0 in Y,
χ∗1 −Y periodic, (3.14)
where A∗1, A
∗
1 are the adjoints of A1, A2, A
∗
1 = ((a1)
∗
ij)1≤i,j≤3, (a1)
∗
ij = (a1)ji and A
∗
2 = ((a2)
∗
ij)1≤i,j≤3,
(a2)
∗
ij = (a2)ji for 1 ≤ i, j ≤ 3. It follows that χε1(y) = χ1
(y
ε
)
, χε2(y) = χ2
(y
ε
)
are the solutions for
the equations: {
div (Aε1(y) (I + ε∇χε1(y))) = 0 in εY,
χε1 −εY periodic, (3.15){
div (Aε2(y) (I + ε∇χε2(y))) = 0 in εY.
χε2 −εY periodic, (3.16)
We define now the homogenized operator Ai, for i ∈ 1, 2 as
Ai =
∫
Y
Ai(y) (I +∇χi(y)) dy. (3.17)
3.3. The fast motion equation. In this subsection, we present some facts for the invariant measure
associated with (3.18). We consider the following problem for fixed ξ = (ξ1, ξ2) ∈ L2(D)2, an L2(D)2-
valued Brownian motion W on a probability space (Ω,F ,Ft,P) and a bounded linear operator Q on
L2(D)2 with trace class: {
dvξ = −(vξ − ξ)dt+√QdW,
vξ(0) = η = (η1, η2).
(3.18)
This equation admits a unique mild solution vξ(t) ∈ L2(Ω;C([0, T ];L2(D)2)) given by:
vξ(t) = ηe−t + ξ(1− e−t) +
∫ t
0
e−(t−s)
√
QdW. (3.19)
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When needed to specify the dependence with respect to the initial condition the solution will be denoted
by vξ,η(t). The following estimate can be derived for vξ,η(t).
E‖vξ,η(t)‖2L2(D)2 ≤ 2
(
‖η‖2L2(D)2e−2t + ‖ξ‖2L2(D)2 + TrQ
)
. (3.20)
We define the transition semigroups P ξt associated to the equation (3.18):
P ξt Ψ(η) = EΨ(v
ξ,η(t)), (3.21)
for every Ψ ∈ Bb(L2(D)2), the space of real valued Borel functions defined on L2(D)2, and every
η ∈ L2(D)2. It is easy to verify that P ξt is a Feller semigroup because P a. s.
‖vξ,η1 − vξ,η2‖2L2(D)2 ≤ e−2t‖η1 − η2‖2L2(D)2 . (3.22)
We also denote by µξ the associated invariant measure on L2(D)2. We recall that it is invariant for the
semigroup P ξt if ∫
L2(D)2
P ξt Ψ(z)dµ
ξ(z) =
∫
L2(D)2
Ψ(z)dµξ(z),
for every Ψ ∈ Bb(L2(D)2). It is obvious that vξ is a stationary gaussian process. The equation (3.18)
admits a unique ergodic invariant measure µξ that is strongly mixing and gaussian with mean ξ and
covariance operator Q. All these results can be found in [16] or [10].
As a consequence of (3.22) we also have:∣∣∣∣∣P ξt Φ(η)−
∫
L2(D)2
Φ(z)dµξ(z)
∣∣∣∣∣ ≤ c[Φ]e−t(1 + ‖η‖L2(D)2 + ‖ξ‖L2(D)2), (3.23)
for any Lipschitz function Φ defined on L2(D)2, where [Φ] is the Lipschitz constant of Φ.
As described in the introduction, in order to pass to the limit on some terms of equation (3.3) and
(3.4), we will need to use the ergodic properties of the fast motion. However, the estimate (3.23) is not
enough and we will need to use a more refined ergodic result. The remark and the lemma below have
been introduced in our previous paper, see [8] in order to analyze a similar model. Indeed, the use of
Lemma 3.4 is essential to the analysis of our mathematical model (1.1).
Remark 3.3. For ξ, η ∈ L2(Ω,Ft0 , L2(D)2), let vξ,η be the solution of the following system, the
equivalent of the system (3.18) but with random initial conditions η and random parameter ξ:{
dvξ,η = −(vξ,η − ξ)dt+√QdW,
vξ,η(t0) = η.
(3.24)
The mild solution for (3.24) vξ,η(t) ∈ L2(Ω;C([t0, T ];L2(D)2)) exists and is given by:
vξ,η(t) = ηe−(t−t0) + ξ(1− e−(t−t0)) +
∫ (t−t0)
0
e−(t−t0−s)
√
QdW. (3.25)
The estimates provided by (3.20) and (3.23) remains valid also in the case when ξ and η are random.
So for any ξ, η ∈ L2(Ω,Ft0 , L2(D)2) we have:
E
(
‖vξ,η(t)‖2L2(D)2 |Ft0
)
≤ 2
(
‖η‖2L2(D)2e−2(t−t0) + ‖ξ‖2L2(D)2 + TrQ
)
, (3.26)
and
E
(∣∣∣∣∣(Pt)ξ(ω)Φ(η(ω))−
∫
L2(D)2
Φ(z)dµξ(ω)(z)
∣∣∣∣∣ ∣∣∣Ft0
)
≤ c[Φ]e−(t−t0)(1 + ‖η(ω)‖L2(D)2 + ‖ξ(ω)‖L2(D)2),
(3.27)
a. s. ω ∈ Ω, for any Lipschitz function Φ defined on L2(D)2.
The equation (3.27) implies the following Lemma that has been first introduced in [8] where a detailed
proof can be found.
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Lemma 3.4. Let Φ ∈ Cu([0, T ];L∞(Ω;Lip(L2(D)2))) be an Ft - measurable process on Lip(L2(D)2),
and let 0 ≤ t0 < t0+ δ ≤ T . For ξ, η ∈ L2(Ω,Ft0 , L2(D)2), let vξ,η be the solution of the system (3.24).
We have:
E
(∣∣∣∣∣1δ
∫ t0+δ
t0
(
Φ(s, vξ,η(s))−
∫
L2(D)2
Φ(s, z)dµξ(z)
)
ds
∣∣∣∣∣ ∣∣∣Ft0
)
≤
c
(
1 + ‖η‖L2(D)2 + ‖ξ‖L2(D)2
)(‖Φ‖√
δ
+
√
‖Φ‖[Φ](δ)
)
,
(3.28)
where [Φ] is the modulus of uniform continuity of Φ and c is a positive constant.
Proof. See [8] 
3.4. Main result: The averaged system. We introduce the following averaged operators:
αε : L2(D)2 → L∞(D), αε(ξ1, ξ2) =
∫
L2(D)2
αε(η1, η2)dµ
ξ(η1, η2) (3.29)
α : L2(D)2 → L∞(D), α(ξ1, ξ2) =
∫
L2(D)2
(∫
Y
α(y, z1, z2)dy
)
dµξ(z1, z2) (3.30)
We remark that αε as an operator from L2(D)×L2(D) to L2(D) is Lipschitz and L2(D) is separable,
so Pettis Theorem implies that αε : L2(D) × L2(D) → L2(D) is measurable. The boundedness of
αε implies the integrability with respect to the probability measure µξ(η1, η2) is well defined (see
Chapter 5, Sections 4 and 5 from [25] for details). The same considerations hold also for the operators
(z1, z2) ∈ L2(D)×L2(D)→ α(z1, z2) =
∫
Y
α(y, z1, z2)dy ∈ L∞(D), so α is also well defined. Our main
result is given in the next theorem.
Theorem 3.5. Assume the sequences uε01, u
ε
02 are uniformly bounded in H
1
0 (D)) and strongly conver-
gent in L2(D) to some functions u01, u02, and v
ε
01, v
ε
02 are uniformly bounded in L
2(D). Then, there
exist u1, u2 ∈ L2(0, T ;H10 (D)) ∩ C([0, T ];L2(D)) such that uε1, uε2 converge in probability to u1, u2 in
w-L2(0, T ;H10 (D))∩C([0, T ];L2(D)) and {u1, u2} is the solution of the following deterministic equation:
∂u1
∂t
= div
(
A1∇u1
)
+ α(β11u1 + β12u2, β21u1 + β22u2)(u2 − u1) + f1 in D,
∂u2
∂t
= div
(
A2∇u2
)
+ α(β11u1 + β12u2, β21u1 + β22u2)(u1 − u2) + f2 in D,
u1 = 0 on ∂D,
u2 = 0 on ∂D,
u1(0) = u01 in D,
u2(0) = u02 in D.
(3.31)
3.5. Well-possedness for the averaged equation (3.31). We state here that the averaged system
(3.31) is well posed while its proof will be postponed to the section on proofs.
Theorem 3.6. Assume f1, f2 ∈ L2(0, T ;L2(D)) and α ∈ Lipb(R2). Then, for any u01, u02 ∈
L2(D) the system (3.31) admits a unique solution u1, u2 ∈ C([0, T ];L2(D)) ∩ L2(0, T ;H10 (D))) with
∂u1
∂t
,
∂u2
∂t
∈ L2(0, T ;H−1(D)) in the following sense:∫
D
u1(t)φdx −
∫
D
u01φdx +
∫ t
0
∫
D
A1∇u1(s)∇φdxds =∫ t
0
∫
D
α(β11u1 + β12u2, β21u1 + β22u2)(u2 − u1)φdxds +
∫ t
0
∫
D
f1(s)φdxds∫
D
u2(t)φdx −
∫
D
u02φdx +
∫ t
0
∫
D
A2∇u2(s)∇φdxds =∫ t
0
∫
D
α(β11u1 + β12u2, β21u1 + β22u2)(u1 − u2)φdxds +
∫ t
0
∫
D
f2(s)φdxds,
(3.32)
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for every t ∈ [0, T ] and every φ ∈ H10 (D). Moreover, if the initial condition u01, u02 ∈ H10 (D), then
u1, u2 have the improved regularity, u1, u2 ∈ L∞(0, T ;H10 (D)) and
∂u1
∂t
,
∂u2
∂t
∈ L2(0, T ;L2(D)).
4. Proofs
4.1. Proof of Theorem 3.5. In order to prove the theorem, we first need to prove that
lim
ε→0
E
∣∣∣∣∣
∫ T
0
∫
D
(αε(vε1, v
ε
2)(u
ε
2 − uε1)− α(β11u1 + β12u2, β21u1 + β22u2)(u2 − u1))φεψdxdt
∣∣∣∣∣ = 0, (4.1)
for a particular sequence φε ∈ H10 (D) and ψ ∈ C[0, T ]. We rewrite it as a sum:∫ T
0
∫
D
(αε(vε1, v
ε
2)(u
ε
2 − uε1)− α(β11u1 + β12u2, β21u1 + β22u2)(u2 − u1))φεψdxdt = Sε1 + Sε2 + Sε3 ,
where
Sε1 =
∫ T
0
∫
D
(αε(vε1, v
ε
2)(u
ε
2 − uε1)− αε(β11uε1 + β12uε2, β21uε1 + β22uε2)(uε2 − uε1))φεψdxdt,
Sε2 =
∫ T
0
∫
D
(αε(β11u
ε
1 + β12u
ε
2, β21u
ε
1 + β22u
ε
2)(u
ε
2 − uε1)− αε(β11u1 + β12u2, β21u1 + β22u2)(u2 − u1))φεψdxdt,
and
Sε3 =
∫ T
0
∫
D
(αε(β11u1 + β12u2, β21u1 + β22u2)(u2 − u1)− α(β11u1 + β12u2, β21u1 + β22u2)(u2 − u1))φεψdxdt.
The convergence to 0 for Sε1 is performed by proving the more general result (4.1) where the equation
satisfied by uε is not important. The idea of proving (4.1) is to approximate uε and φε by step functions
in time and use Lemma 3.4 on each piece. Then the convergence of Sε2 and S
ε
3 to 0 are proved below.
The sequence u˜ε1 given by Skorokhod theorem converges a. s. to u˜1 weakly in L
2(0, T ;H10(D)) and
strongly in C([0, T ];L2(D)) so
lim
ε→0
∣∣∣∣∣
∫ T
0
∫
D
(
u˜ε1(t)− u˜1(t)
)
φεψ′(t)dxdt −
∫ T
0
∫
D
(
Aε1∇u˜ε1 −A1∇u˜1
)
∇φψ(t)dxdt
∣∣∣∣∣ = 0, a.s. (4.2)
The equations (4.1) and (4.2) imply that u˜1 satisfies almost surely the variational formulation associated
with (3.31), so u˜1 and u1 are deterministic and as a consequence the convergence of the sequence u
ε
1 to
u1 will be in probability. Similarly we get the convergence for u
ε
2 to u2.
4.1.1. Convergence of Sε1 .
Lemma 4.1. Assume that uε is a sequence of Ft - measurable processes in L2(D)2, uniformly bounded
in L∞(Ω,W 1,2(0, T ;L2(D)2)), φε a sequence of Ft - measurable processes in L2(D)2, such that φε ∈
L∞(Ω;Cu([0, T ];L2(D)2)) uniformly bounded and equiuniform continuous with respect to ε > 0 and
ω ∈ Ω. Let the sequence vε satisfy the equation dvε(t, x) = −1ε (vε(t, x) − uε(t, x))dt +
√
Q
ε
dW (t, x) in [0, T ]×D,
vε(0, x) = vε0(x) in D,
(4.3)
with the sequence vε0 uniformly bounded in L
2(D)2. Then we have that:
lim
ε→0
E
∣∣∣∣∣
∫ T
0
∫
D
(αε(vε(t))− αε(uε(t)))φε(t)dxdt
∣∣∣∣∣ = 0. (4.4)
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Proof. Fix nε a positive integer and let δε =
T
nε
. We define u˜ε as the piecewise constant function:
u˜ε(t) = uε(kδε) for t ∈ [kδε, (k + 1)δε). (4.5)
We define also the sequence v˜ε as the solution of: dv˜ε(t, x) = −1ε (v˜ε(t, x)− u˜ε(t, x))dt +
√
Q
ε
dW (t, x) in [0, T ]×D,
v˜ε(0, x) = vε0(x) in D.
(4.6)
A simple calculation shows that the sequence uε is Ho¨lder continuous, uniformly in ε and ω:
uε(t)− uε(s) =
∫ t
s
∂uε
∂t
(r)dr ⇒
‖uε(t)− uε(s)‖L2(D)2 ≤ (t− s)
1
2
(∫ T
0
∥∥∥∥∂uε∂t (r)
∥∥∥∥2
L2(D)
dr
) 1
2
≤ C(t− s) 12 .
This implies that:
lim
δε→0
‖u˜ε − uε‖L∞(0,T ;L2(D)2) = 0, (4.7)
uniformly in ε and ω. From (4.3) and (4.6) we get that v˜ε(t)− vε(t) = 1
ε
∫ t
0
e
−(t−s)
ε (u˜ε(s)− uε(s)) ds,
so we also have that
lim
δε→0
‖v˜ε − vε‖L∞(0,T ;L2(D)2) = 0, (4.8)
uniformly in ε and ω.
Now ∫ T
0
∫
D
(αε(vε(t))− αε(uε(t)))φε(t)dxdt −
∫ T
0
∫
D
(αε(v˜ε(t))− αε(u˜ε(t)))φε(t)dxdt =∫ T
0
∫
D
φε(t) (αε(vε(t))− αε(v˜ε(t))) dxdt +
∫ T
0
∫
D
φε(t) (αε(u˜ε(t))− αε(uε(t))) dxdt,
But: ∫ T
0
∫
D
φε(t) (αε(vε(t)) − αε(v˜ε(t))) dxdt ≤
‖φε‖L∞(Ω;C([0,T ];L2(D)2))
∫ T
0
(∫
D
|αε(vε(t)) − αε(v˜ε(t)|2dx
)1/2
≤
‖φε‖L∞(Ω;C([0,T ];L2(D)2))
∫ T
0
(∫
D
[α]2 |vε(t)− v˜ε(t)|2 dx
)1/2
≤
C
√
T‖φε‖L∞(Ω;C([0,T ];L2(D)2))[α]‖v˜ε − vε‖L∞(0,T ;L2(D)2),
and similarly ∫ T
0
∫
D
φε(t) (αε(u˜ε(t))− αε(uε(t))) dxdt ≤
C
√
T‖φε‖C([0,T ];L∞(Ω;L2(D)2))[α]‖u˜ε − uε‖1/2L∞(0,T ;L2(D)2),
which will imply based on (4.7) and (4.8) that
lim
δε→0
E
∣∣∣∣∣
∫ T
0
∫
D
(αε(vε(t)) − αε(uε(t)))φε(t)dxdt −
∫ T
0
∫
D
(αε(v˜ε(t)) − αε(u˜ε(t)))φε(t)dxdt
∣∣∣∣∣ = 0,
(4.9)
uniformly in ε.
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Let us study now the term
∫ T
0
∫
D
(αε(v˜ε(t))− αε(u˜ε(t)))φε(t)dxdt.
∫ T
0
∫
D
(αε(v˜ε(t))− αε(u˜ε(t)))φε(t)dxdt =
nε−1∑
k=0
∫ (k+1)δε
kδε
∫
D
(αε(v˜ε(t))− αε(u˜ε(t)))φε(t)dxdt. (4.10)
The process defined by
F ε(s, η) =
∫
D
αε(η)φε (εs)dx (4.11)
belongs to Cu([0, T/ε];Lip(L2(D)2)), with
|F ε(s, 0)| ≤ |α|‖φε‖C([0,T ];L2(D)2),
[F ε(s, ·)] ≤ [α] ‖φε‖C([0,T ];L2(D)2) ,
so
‖F ε(s)‖Lip(L2(D)2) ≤ (|α|+ [α])‖φε‖C([0,T ];L2(D)2)
and
[F ε](r) ≤ (|α|+ [α])[φε]Cu([0,T ];L2(D)2)(εr),
so we can apply Lemma 3.4 on the interval [kδε/ε, (k + 1)δε/ε] for ξ = u
ε(kδε) and η = v˜ε(kδε) to the
sequence F ε:
E
(∣∣∣∣∣ εδε
∫ (k+1)δε/ε
kδε/ε
F ε(s, vu
ε(kδε),v˜ε(kδε)(s))ds−
∫
L2(D)2
F ε(s, z)dµu
ε(kδε)(z)
∣∣∣∣∣ ∣∣∣Fkδε
)
≤
c
(
1 + ‖v˜ε(kδε)‖L2(D)2 + ‖uε(kδε)‖L2(D)2
)(√ε‖F ε‖√
δε
+
√
‖F ε‖[F ε](δε/ε)
)
≤
C
(
1 + ‖v˜ε(kδε)‖L2(D)2 + ‖uε(kδε)‖L2(D)2
)(√ε‖φε‖√
δε
+
√
‖φε‖ [φε] (δε)
)
.
(4.12)
But by a change of variables v˜ε (εt) is a solution for the equation (3.24) on the interval [kδε/ε, (k +
1)δε/ε] with ξ = uε(kδε) and η = v˜ε(kδε), so
vu
ε(kδε),v˜ε(kδε)(s) = v˜ε (εs) .
Also using formula (3.26):
E
(
‖v˜ε((k + 1)δε)‖2L2(D)2 |Fkδε
)
≤c
(
‖v˜ε(kδε)‖2L2(D)2e−2δ
ε/ε + ‖uε(kδε)‖2L2(D)2 + 1
)
⇒
‖v˜ε((k + 1)δε)‖2L2(Ω,L2(D)2) ≤c
(
‖v˜ε(kδε)‖2L2(Ω,L2(D)2)e−2δ
ε/ε + ‖uε‖2L2(Ω,C([0,T ];L2(D)2)) + 1
)
,
and we obtain by induction that:
‖v˜ε(kδε)‖2L2(Ω,L2(D)2) ≤ cke−2kδ
ε/ε‖v˜ε(0‖2L2(Ω,L2(D)2)+
(
k∑
i=1
cke−2kδ
ε/ε
)(
‖uε‖2L2(Ω,C([0,T ];L2(D)2)) + 1
)
,
so for ε/δε small enough we get the estimate:
‖v˜ε(kδε)‖2L2(Ω,L2(D)2) ≤ C
(
‖uε‖2L2(Ω,C([0,T ];L2(D)2)) + 1
)
, ∀k > 0. (4.13)
The equation (4.12) now becomes:
E
∣∣∣∣∣ εδε
∫ (k+1)δε/ε
kδε/ε
F ε (s, v˜ε (εs)) ds−
∫
L2(D)2
F ε (s, z)dµu
ε(kδε)(z)
∣∣∣∣∣ =
E
∣∣∣∣∣ 1δε
∫ (k+1)δε
kδε
F ε(
s
ε
, v˜ε (s))ds−
∫
L2(D)2
F ε(
s
ε
, z)dµu
ε(kδε)(z)
∣∣∣∣∣ ≤
C
(
1 + ‖uε‖2L2(Ω,C([0,T ];L2(D)2))
)(√ε‖φε‖√
δε
+
√
‖φε‖ [φε] (δε)
)
.
(4.14)
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If we sum over all 0 ≤ k ≤ nε − 1 and go back to the equation (4.10) we obtain that
E
∣∣∣∣∣
∫ T
0
∫
D
(αε(v˜ε(t))− αε(u˜ε(t)))φε(t)dxdt
∣∣∣∣∣
≤C (1 + ‖uε‖C([0,T ];L∞(Ω,L2(D)2)))(√ε‖φε‖√
δε
+
√
‖φε‖ [φε] (δε)
)
.
(4.15)
If we choose now nε = T/
√
ε use the equiuniform continuity of φε and the convergences given by (4.9)
we obtain that
lim
ε→0
E
∣∣∣∣∣
∫ T
0
∫
D
(αε(vε(t))− αε(uε(t)))φε(t)dxdt
∣∣∣∣∣ = 0,
which proves the Lemma. 
The convergence to 0 of Sε1 follows:
Lemma 4.2. If φε is a sequence uniformly bounded in H10 (D) and ψ ∈ C[0, T ] then:
lim
ε→0
E
∣∣∣∣∣
∫ T
0
∫
D
(αε(vε1, v
ε
2)(u
ε
2 − uε1)− αε(β11uε1 + β12uε2, β21uε1 + β22uε2)(uε2 − uε1))φεψdxdt
∣∣∣∣∣ =0. (4.16)
Proof. As uε1, u
ε
2 are uniformly bounded in L
∞(Ω, C([0, T ];H10 (D))) ∩ L∞(Ω,W 1,2(0, T ;L2(D))) and
Ψ ∈ C[0, T ], then the sequences (uε2 − uε1)φεψ is uniformly bounded and equiuniformly continuous in
C([0, T ];L∞(Ω;L2(D))). We then apply thes Lemma for vε = (vε1, v
ε
2) and u
ε = (β11u
ε
1+β12u
ε
2, β21u
ε
1+
β22u
ε
2). 
4.1.2. Convergence of Sε2 .
Lemma 4.3. Assume uε1, u
ε
2 are two sequences uniformly bounded in L
∞(Ω, C([0, T ], H10 (D))) that
converge in distribution to u2, u1 in C([0, T ], L
2(D))). Then, for any sequence φε uniformly bounded
in H10 (D) and ψ ∈ C[0, T ] we have:
lim
ε→0
E
∣∣∣∣∣
∫ T
0
∫
D
(αε(β11u
ε
1 + β12u
ε
2, β21u
ε
1 + β22u
ε
2)(u
ε
2 − uε1)− αε(β11u1 + β12u2, β21u1 + β22u2)(u2 − u1))φεψdxdt
∣∣∣∣∣ = 0.
(4.17)
Proof. We compute:
αε(β11u
ε
1 + β12u
ε
2, β21u
ε
1 + β22u
ε
2)(u
ε
2 − uε1)− αε(β11u1 + β12u2, β21u1 + β22u2)(u2 − u1) =
αε(β11u
ε
1 + β12u
ε
2, β21u
ε
1 + β22u
ε
2)(u
ε
2 − uε1 − u2 + u1)
+(u2 − u1)(αε(β11uε1 + β12uε2, β21uε1 + β22uε2)− αε(β11u1 + β12u2, β21u1 + β22u2)),
(4.18)
so
E |Sε2 | ≤ CE
∫ T
0
‖uε2(t)− u2(t)‖L2(D) + ‖uε1(t)− u1(t)‖L2(D)dt, (4.19)
based on the uniform Lipschitz condition of αε and the imbedding of H10 (D) into L
2(D). The uniform
bounds for uε1, u
ε
2 now give (4.17). 
4.1.3. Convergence of Sε3 .
Lemma 4.4. For u1, u2 ∈ L∞(Ω;C([0, T ];L2(D))), φε ∈ H10 (D) uniformly bounded and ψ ∈ C[0, T ]
we define by Sε3 the integral∫ T
0
∫
D
(αε(β11u1 + β12u2, β21u1 + β22u2)− α(β11u1 + β12u2, β21u1 + β22u2))(u2 − u1)φεψdxdt.
Then:
lim
ε→0
E |Sε3 | =0. (4.20)
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Proof. For fixed t ∈ [0, T ] and ω ∈ Ω we consider the sequence of functions F εt : L2(D)2 → L2(D),
F εt (z)(x) =
(
α
(x
ε
, z(x)
)
−
∫
Y
α (y, z(x))
)
(u2(t, x)− u1(t, x)).
We show now that F εt (z) converges in L
2(D) to 0, for every z ∈ L2(D)2. Let zn and wn two sequences
of continuous functions converging in L2(D)2 to z and in L2(D) to u2 − u1. We use Lemma 1. 3 from
[1] to get that (F εt )n(x) =
(
α
(x
ε
, zn(x)
)
−
∫
Y
α (y, zn(x))
)
wn(x) converges to 0 in L
2(D).
But
|(F εt )n(x)− F εt (z)(x)| ≤ c|wn(x) − u2(t, x) + u1)(t, x)|+ c|zn(x) − z(x)|,
based on the Lipschitz condition and boundedness for α so we deduce that F εt (z) converges in L
2(D) to
0. The sequence is uniformly bounded by C‖u1‖L∞(Ω;C([0,T ];L2(D)))+C‖u2‖L∞(Ω;C([0,T ];L2(D))), Vitali’s
convergence theorem implies that the sequence of the integrals with respect to the probability measure
on L2(D)2, µ = µ(β11u1(t)+β12u2(t),β21u1(t)+β22u2(t)) also converges to 0 in L2(D):
lim
ε→0
∫
L2(D)2
F εt (z)dµ(z) = 0 in L
2(D),
which can be rewritten as
lim
ε→0
(αε(β11u1 + β12u2, β21u1 + β22u2)− α(β11u1 + β12u2, β21u1 + β22u2)) (u2 − u1) = 0 in L2(D).
This implies that P a. s. and for every t ∈ [0, T ]
lim
ε→0
∫
D
(αε(β11u1 + β12u2, β21u1 + β22u2)− α(β11u1 + β12u2, β21u1 + β22u2))(u2 − u1)φεψdx = 0,
with the sequence being also uniformly bounded. We apply the bounded convergence theorem and
integrate over Ω× [0, T ] to get the result. 
Now, we are able to pass to the limit on the remaining terms of the variational equation (3.3). The
uniform bounds (3.11) and (3.12) hold for uε1 and u
ε
2. So the sequences are a. s. ω ∈ Ω contained in a
compact set K of w-L2(0, T ;H10 (D)) so they are tight in w-L2(0, T ;H10 (D)) ∩ C([0, T ];L2(D)). Then,
there exist subsequences uε
′
1 , u
ε′
2 and random elements u1, u2 ∈ L2(0, T ;H10(D))∩C([0, T ];L2(D)) such
that uε
′
1 , u
ε′
2 converge in distribution to u1, u2 in w-L
2(0, T ;H10 (D)) ∩ C([0, T ];L2(D)). Skorokhod
theorem gives us the existence of subsequences uε
′′
1 , u
ε′′
2 and u˜
ε′′
1 , u˜
ε′′
2 with the same distribution as
uε
′′
1 , u
ε′′
2 defined on another probability space Ω˜ that converges pointwise to u˜1, u˜2 with the same
distribution as u1, u2. It follows from here that u˜1, u˜2 ∈ K a. s. so u˜1, u˜2 ∈ L∞(Ω˜, L2(0, T ;H10(D))))
and u1, u2 ∈ L∞(Ω, L2(0, T ;H10(D))).
In the variational formulation (3.3) for uε
′′
1 we use a test function φ
ε′′ = φ + ε′′∇φ · χ∗ε′′1 where
φ ∈ C∞0 (D), multiply it with ψ′ where ψ ∈ C10 (0, T ) to get:∫
D
uε1(t)φ
ε′′ψ′dx−
∫
D
uε01φ
ε′′ψ′dx+
∫ t
0
∫
D
Aε1∇uε1(s)∇φε
′′
ψ′dxds =∫ t
0
∫
D
αε(vε1(s), v
ε
2(s))(u
ε
2(s)− uε1(s))φε
′′
ψ′dxds +
∫ t
0
∫
D
f1(s)φ
ε′′ψ′dxds,
(4.21)
We notice that
lim
ε′′→0
E
∣∣∣∣∣
∫ T
0
∫
D
(αε(vε1(t), v
ε
2(t))(u
ε
2(t)− uε1(t)) − α(β11u1(t) + β12u2(t), β21u1(t) + β22u2(t))φε
′′
ψ(t)dxdt
∣∣∣∣∣ = 0,
(4.22)
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rewriting the integral as Sε
′′
1 + S
ε′′
2 + S
ε′′
3 and using the convergences given by Lemmas 4.2, 4.3 and
4.4. We obtain that:
lim
ε′′→0
E
∣∣∣∣∣
∫ T
0
∫
D
uε
′′
1 (t)φ
ε′′ψ′(t)dxdt −
∫ T
0
∫
D
u01φ
ε′′ψ′(t)dxdt −
∫ T
0
∫
D
Aε
′′
1 ∇uε
′′
1 (t)∇φε
′′
ψ(t)dxdt+
∫ T
0
∫
D
α(β11u1(t) + β12u2(t), β21u1(t) + β22u2(t))(u2(t)− u1(t))φε
′′
ψ(t)dxdt+
∫ T
0
∫
D
f1(t)φ
ε′′ψ(t)dxdt
∣∣∣∣∣ =
lim
ε′′→0
E˜
∣∣∣∣∣
∫ T
0
∫
D
u˜ε
′′
1 (t)φ
ε′′ψ′(t)dxdt −
∫ T
0
∫
D
u0φψ
′(t)dxdt −
∫ T
0
∫
D
Aε
′′
1 ∇u˜ε′′1 (t)∇φε
′′
ψ(t)dxdt+
∫ T
0
∫
D
α(β11u1(t) + β12u2(t), β21u1(t) + β22u2(t))(u2(t)− u1(t))φψ(t)dxdt +
∫ T
0
∫
D
f1(t)φψ(t)dxdt
∣∣∣∣∣ = 0.
(4.23)
We make now several calculations under the integral in the above equation and then pass to the limit
pointswise in ω˜ ∈ Ω˜:∫ T
0
∫
D
Aε
′′
1 ∇u˜ε′′1 ∇
(
φ+ ε′′∇φ · χ∗ε′′1
)
ψ(t)dxdt =∫ T
0
∫
D
Aε
′′
1 ∇u˜ε′′1
(
∇φ + ε′′∇∇φχ∗ε′′1 + ε′′∇φ∇χε
′′
1
)
ψ(t)dxdt =∫ T
0
∫
D
Aε
′′
1 ∇u˜ε′′1 ∇φψ(t) + ε′′Aε
′′
1 ∇u˜ε′′1 ∇∇φχ∗ε
′′
1 ψ(t) + ε
′′Aε
′′
1 ∇u˜ε′′1 ∇φ∇χε
′′∗
1 ψ(t)dxdt =∫ T
0
∫
D
Aε
′′
1 ∇u˜ε′′1 ∇φψ(t) + ε′′Aε
′′
1 ∇u˜ε′′1 ∇∇φχ∗ε
′′
1 ψ(t) + ε
′′Aε
′′∇χε′′1 ∇u˜ε′′1 ∇φψ(t)dxdt.
From the equation (3.15) satisfied by χε
′′
1 we have that∫
D
Aε
′′
1
(
I + ε′′∇χε′′1
)
∇
(
u˜ε
′′
1 ∇φ
)
dx = 0⇒∫
D
(
Aε
′′
1 ∇u˜ε′′1 ∇φ + ε′′Aε
′′
1 ∇χε
′′
1 ∇u˜ε′′1 ∇φ
)
dx = −
∫
D
Aε
′′
1 u˜
ε′′
1 ∇∇φdx −
∫
D
ε′′Aε
′′
1 ∇χε
′′
1 u˜
ε′′
1 ∇∇φdx,
so we get that∫ T
0
∫
D
Aε
′′
1 ∇u˜ε′′1 ∇
(
φ+ ε′′∇φ · χ∗ε′′1
)
ψ(t)dxdt =∫ T
0
∫
D
(
ε′′Aε
′′
1 ∇u˜ε′′1 ∇∇φχ∗ε
′′
1 ψ(t)−Aε
′′
1 u˜
ε′′∇∇φψ(t) − ε′′Aε′′1 ∇χε
′′
1 u˜
ε′′∇∇φψ(t)
)
dxdt =∫ T
0
∫
D
(
ε′′Aε
′′
1 ∇u˜ε′′1 ∇∇φχ∗ε
′′
1 ψ(t)−Aε
′′
1
(
I + ε′′∇χε′′1
)
u˜ε
′′
1 ∇∇φψ(t)
)
dxdt,
and will converge pointwise in Ω˜ (see [1] Lemma 1. 3) to∫ T
0
∫
D
−A1u˜1∇∇φψ(t)dxdt =
∫ T
0
∫
D
A1∇u˜1∇φψ(t)dxdt.
The sequence given in (4.23) above converges in L1(Ω˜) to 0 and pointwise to
∫ T
0
∫
D
(
u˜1(t)φψ
′(t)− u01φψ′(t)−A1∇u˜1∇φψ(t) + f1(t)φψ(t)
)
dxdt
+
∫ T
0
∫
D
(
α(β11u˜1(t) + β12u˜2(t), β21u˜1(t) + β22u˜2(t))(u˜2(t)− u˜1(t))φψ(t)
)
dxdt,
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and similarly is true for u˜2 which means that u˜1, u˜2 is pointwise the weak solution of the deter-
ministic system (3.31) which, according to Theorem 3.6 has a unique solution, so u˜1, u˜2 and u1, u2
are deterministic. Then, the whole sequences uε
′′
1 , u
ε′′
2 converge to u1, u2 in distribution, and since the
limits are deterministic then the convergence is also in probability see [18] Theorem 18.3.
4.2. Proof of theorem 3.1. To prove the existence of solutions, we will follow a similar method used
previously in [8], through a Galerkin approximation procedure. We consider (ek)k≥1 a sequence of
linearly independent elements in H10 (D) ∩ L∞(D) such that span{ek | k ≥ 1} is dense in H10 (D). We
define the n-dimensional space H10 (D)n for every n > 0 as span{ek | 1 ≤ k ≤ n} and we denote by Πn
the projection operator from L2(D) onto H10 (D)n.
Let us denote by wεi (t), 1 ≤ i ≤ 2 the following processes
wεi (t) = e
−t/εvε0i +
√
Qi√
ε
∫ t
0
e−(t−s)/εdWi(s) ∈ L2(Ω;C([0, T ];L2(D)). (4.24)
Now, in order to prove the existence of solutions, we define the Galerkin approximation
(uε1n(t, ω), z
ε
1n(t, ω), u
ε
2n(t, ω), z
ε
2n(t, ω)) ∈ H10 (D)4n
a. s. ω ∈ Ω, solution of the following system
∫
D
∂uε1n
∂t
(t)φdx +
∫
D
Aε1∇uε1(t)∇φdx =
∫
D
f1(t)φdx+∫
D
αε(zε1n(t) + w
ε
1(t), z
ε
2n(t) + w
ε
2(t))(u
ε
2n(t)− uε1n(t))φdx∫
D
∂uε2n
∂t
(t)φdx +
∫
D
Aε2∇uε2(t)∇φdx =
∫
D
f2(t)φdx∫
D
αε(zε1n(t) + w
ε
1(t), z
ε
2n(t) + w
ε
2(t))(u
ε
1n(t)− uε2n(t))φdx,
(4.25)
for every φ ∈ H10 (D)n, uε1n(0, ω) = Πnuε01, uε2n(0, ω) = Πnuε02,
∂zε1n
∂t
(t) = −1
ε
(zε1n(t)− β11uε1n(t)− β12uε2n(t)), zε1n(0) = 0,
∂zε2n
∂t
(t) = −1
ε
(zε2n(t)− β21uε1n(t)− β22uε2n(t)), zε2n(0) = 0,
(4.26)
Then, we pass to the limit on (uε1n, z
ε
1n, u
ε
2n, z
ε
2n) when n→∞.
We write
uε1n(ω, t, x) =
n∑
k=1
aε1k(ω, t)ek(x), u
ε
2n(ω, t, x) =
n∑
k=1
aε2k(ω, t)ek(x)
and
zε1n(ω, t, x) =
n∑
k=1
bε1k(ω, t)ek(x), z
ε
2n(ω, t, x) =
n∑
k=1
bε2k(ω, t)ek(x)
Then, we make the following notations:
bij =
∫
D
ei(x)ej(x)dx, c
ε
1ij =
∫
D
n∑
p=1
n∑
q=1
a1pq
(x
ε
) ∂ei
∂xq
∂ej
∂xp
dx,
cε2ij =
∫
D
n∑
p=1
n∑
q=1
a2pq
(x
ε
) ∂ei
∂xq
∂ej
∂xp
dx, f1j(s) =
∫
D
f1(s, x)ej(x)dx, f2j(s) =
∫
D
f2(s, x)ej(x)dx,
where a1pq and a2pq are the entries of respectively the matrices A1 and A2 defined previously in Section
2. Moreover, we set
(F εn)ij(ω, t, b11, ...b1n, b21, ...b2n) =
∫
D
αε
(
wε1(t) +
n∑
k=1
bε1k(t)ek, w
ε
2(t) +
n∑
k=1
bε2k(t)ek
)
eiejdx
and get the following system:
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
n∑
k=1
∂aε1k
∂t
bkl +
n∑
k=1
aε1kc
ε
1kl −
n∑
k=1
(aε2k − aε1k)(F εn)kl(bε11, ..., bε2n) = f1l(t),
n∑
k=1
∂aε2k
∂t
bkl +
n∑
k=1
aε2kc
ε
2kl −
n∑
k=1
(aε1k − aε2k)(F εn)kl(bε11, ..., bε2n) = f2l(t),
∂bε1k
∂t
= −1
ε
(bε1k −−β11aε1k − β12a2k) , 1 ≤ k ≤ n
∂bε2k
∂t
= −1
ε
(bε2k −−β21aε1k − β22a2k) , 1 ≤ k ≤ n
aε1k(0) =
∫
D
uε01ekdx, 1 ≤ k ≤ n
aε2k(0) =
∫
D
uε02ekdx, 1 ≤ k ≤ n
bε1k(0) = 0, 1 ≤ k ≤ n
bε2k(0) = 0, 1 ≤ k ≤ n
(4.27)
for each 1 ≤ l ≤ n. Given the linearly independence of the sequence (ek)k≥1, the form of the func-
tions (F εn)ij and the Lipschitz condition satisfied by α, the system has for every T > 0 an unique
Ft - measurable solution (aε1k)1≤k≤n, (aε2k)1≤k≤n, (bε1k)1≤k≤n, (bε2k)1≤k≤n ∈ C([0, T ];L∞(Ω)), with
(aε1k)1≤k≤n, (a
ε
2k)1≤k≤n, (b
ε
1k)1≤k≤n, (b
ε
2k)1≤k≤n ∈W 1,2(0, T ) a. s. ω ∈ Ω. This means that uε1n, uε2n,
zε1n = v
ε
1n − wε1, zε2n = vε2n − wε2 are a. s. a solution for:
∫
D
∂uε1n
∂t
(t)φdx +
∫
D
Aε1∇uε1n(t)∇φdx−∫
D α
ε(zε1n(t) + w
ε
1(t), z
ε
2n(t) + w
ε
2(t))(u
ε
2n(t)− uε1n(t))φdx =
∫
D
f1(t)φdx,
∫
D
∂uε2n
∂t
(t)φdx +
∫
D
Aε2∇uε2n(t)∇φdx−∫
D α
ε(zε1n(t) + w
ε
1(t), z
ε
2n(t) + w
ε
2(t))(u
ε
1n(t)− uε2n(t))φdx =
∫
D
f2(t)φdx,
dzε1n = −
1
ε
(zε1n −−β11uε1n − β12uε2n) ,
dzε2n = −
1
ε
(zε2n − β21uε1n − β22uε2n) ,
uε1n(0) = Πnu
ε
01,
uε2n(0) = Πnu
ε
02,
zε1n(0) = 0,
zε2n(0) = 0,
(4.28)
for every φ ∈ H10 (D)n. We take φ = uε1n in the first equation of (4.28), and φ = uε2n in the second
equation to derive that a. s. ω ∈ Ω :
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∂
∂t
‖uε1n‖2L2(D) ≤ ‖f1(t)‖2L2(D) + C‖uε1n‖2L2(D) + C‖uε2n‖2L2(D),
∂
∂t
‖uε2n‖2L2(D) ≤ ‖f2(t)‖2L2(D) + C‖uε1n‖2L2(D) + C‖uε2n‖2L2(D),⇒
‖uε1n‖2L2(D) + ‖uε2n‖2L2(D) ≤ eCt
(‖f1‖L2(0,T ;L2(D)) + ‖f2‖L2(0,T ;L2(D)) + ‖uε01‖L2(D) + ‖uε02‖L2(D)) ,
so
sup
n>0
‖uε1n‖L∞(0,T ;L2(D)), sup
n>0
‖uε2n‖L∞(0,T ;L2(D)) ≤ CT (1 + ‖uε01‖L2(D) + ‖uε02‖L2(D)). (4.29)
We also obtain based on the positivity of A1 that∫ T
0
m‖∇uε1n‖2L2(D)3ds+
1
2
‖uε1n(T )‖2L2(D) ≤
∫ T
0
∫
D
f1(t)u
ε
1ndxdt+
1
2
‖uε01‖2L2(D) +
∫ T
0
C(‖uε1n‖2L2(D) + ‖uε2n‖2L2(D))ds
which infers that
∫ T
0
m‖∇uε1n‖2L2(D)3ds ≤ T ‖f1‖L2(0,T ;L2(D))‖uε1n‖L∞(0,T ;L2(D)) + CT (1 + ‖uε01‖L2(D) + ‖uε02‖L2(D))).
Hence,
sup
n>0
‖uε1n‖L2(0,T ;H10 (D)), sup
n>0
‖uε2n‖L2(0,T ;H10 (D)) ≤ CT (1 + ‖uε01‖L2(D) + ‖uε02‖L2(D)). (4.30)
The estimates (4.29) and (4.30) imply using the first equation of the system (4.28) that
sup
n>0
∥∥∥∥∂uε1n∂t
∥∥∥∥
L2(0,T ;(H10 (D)n)
′)
, sup
n>0
∥∥∥∥∂uε2n∂t
∥∥∥∥
L2(0,T ;(H10 (D)n)
′)
≤ CT (1 + ‖uε01‖L2(D) + ‖uε02‖L2(D)). (4.31)
This means that the sequences uε1n, u
ε
2n are bounded in L
2(0, T ;H10 (D))∩W 1,2(0, T ;H−1(D)) which
is compactly embedded in L2(0, T ;L2(D)) (Theorem 2. 1, page 271 from [22]) and in C([0, T ], H−1(D)).
Hence, there exists subsequences uε1n′ , u
ε
2n′ that converge P -a.s. in L
2(0, T ;L2(D))∩C([0, T ], H−1(D))
to some uε1, u
ε
2 which are also weak limits in L
2(0, T ;H10 (D)) ∩W 1,2(0, T ;H−1(D)) and weak∗ limits
in L∞(0, T ;L2(D)). So using Lemma 1.2, page 260 from [22] a. s. ω ∈ Ω, uε1, uε2 ∈ L2(0, T ;H10 (D)) ∩
C([0, T ];L2(D)) ∩W 1,2(0, T ;H−1(D)).
We also have from (4.28) that
zε1n′(t) =
1
ε
∫ t
0
e−(t−s)/εuε1n′(s)ds
will converge P -a.s. to zε1(t) =
1
ε
∫ t
0
e−(t−s)/εuε1(s)ds in C([0, T ];L
2(D)) and
zε2n′(t) =
1
ε
∫ t
0
e−(t−s)/εuε2n′(s)ds
to zε2(t) =
1
ε
∫ t
0
e−(t−s)/εuε2(s)ds in C([0, T ];L
2(D)).
We remark that the sequences uε1n′ , u
ε
2n′ are Ft - measurable in H−1(D).
We now pass to the limit when n′ →∞ in the first equation of the system (4.28) pointwise in ω ∈ Ω
using the convergences of the sequences uεn′ and
∂uεn′
∂t
:
lim
n′→∞
∫ t
0
∫
D
∂uε1n′
∂t
φdxds =
∫ t
0
∫
D
∂uε1
∂t
φdxds
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and
lim
n′→∞
∫ t
0
∫
D
Aε1∇uε1n′∇φdxds =
∫ t
0
∫
D
Aε1∇uε1∇φdxds.
Also∣∣∣∣∫ t
0
∫
D
αε(zε1n′ + w
ε
1, z
ε
2n′ + w
ε
2)(u
ε
2n′ − uε1n′)φdxds −
∫ t
0
∫
D
αε(zε1 + w
ε
1, z
ε
2 + w
ε
2)(u
ε
2 − uε1)φdxds
∣∣∣∣ ≤∣∣∣∣∫ t
0
∫
D
αε(zε1 + w
ε
1, z
ε
2 + w
ε
2)(u
ε
2 − uε1 − uε2n′ + uε1n′)φdxds
∣∣∣∣+∣∣∣∣∫ t
0
∫
D
(αε(zε1n′ + w
ε
1, z
ε
2n′ + w
ε
1)− αε(zε1 + wε1, zε2 + wε1)) (uε2n′ − uε1n′)φdxds
∣∣∣∣ ≤
C
(∫ t
0
∫
D
(uεn′ − uε)2dxds
)1/2
+ C
∫ t
0
∫
D
|zεn′ − zε| |uε||φ|dxds ≤
C‖uε1n′ − uε1‖L2(0,T ;L2(D)) + C‖uε2n′ − uε2‖L2(0,T ;L2(D))+
C
∫ T
0
(‖zε2n′ − zε2‖L2(D) + ‖zε1n′ − zε1‖L2(D)‖) (‖uε1‖L2(D) + ‖uε2‖L2(D)) ‖φ‖L∞(D)ds,
so we obtain that a. s.
lim
n′→∞
∫ t
0
∫
D
αε(zε1n′ + w
ε
1, z
ε
2n′ + w
ε
2)(u
ε
2n′ − uε1n′)φdxds =
∫ t
0
∫
D
αε(zε1 + w
ε
1, z
ε
2 + w
ε
2)(u
ε
2 − uε1)φdxds.
Using these convergences, we obtain in the limit:

∫ t
0
∫
D
(
∂uε1
∂t
+Aε1∇uε1∇− αε(zε1 + wε1, zε2 + wε2)(uε2 − uε1)
)
φdxds =
∫ t
0
∫
D
f1φdxds,
∫ t
0
∫
D
(
∂uε2
∂t
+Aε2∇uε1∇− αε(zε1 + wε1, zε2 + wε2)(uε1 − uε2)
)
φdxds =
∫ t
0
∫
D
f2φdxds,
dzε1 = −
1
ε
(zε1 − β11uε1 − β12uε2) ,
dzε2 = −
1
ε
(zε2 − β21uε1 − β22uε2) ,
uε1(0) = u
ε
01,
uε2(0) = u
ε
02,
zε1(0) = 0,
zε2(0) = 0,
(4.32)
pointwise in ω ∈ Ω for every φ ∈ H10 (D)n, so by density it is true for any φ ∈ H10 (D). Now, let us
denote
vε1n(t) = z
ε
1n(t)− wε1(t), vε2n(t) = zε2n(t)− wε2(t),
vε1(t) = z
ε
1(t)− wε1(t), vε2(t) = zε2(t)− wε2(t),
(4.33)
then we deduce that (uε, vε) is a solution for our initial system in the sense given by (3.3), (3.4) and
(3.6). The solution (uε, vε) is Ft - measurable as the limit of the Galerkin approximation (uεn′ , vεn′)
which is Ft - measurable by construction. Furthermore, given the uniform estimates for uε0 it is easy to
obtain from (4.29)–(4.31) the estimates (3.7)–(3.9) and (3.10) follows from the uniform bounds for vε0.
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Now, we prove the uniqueness. Let us assume that we have two solutions {uε11, uε12, vε11, vε12} and
{uε21, uε22, vε21, vε22} for the system. Then,∫
D
(uε21(t)− uε11(t))φdx +
∫ t
0
∫
D
Aε1(∇uε21 −∇uε11)∇φdxds =∫ t
0
∫
D
(αε(vε21, v
ε
22)(u
ε
22 − uε21)− αε(vε11, vε12)(uε12 − uε11))φdxds,
and
vε21(t)− vε11(t) =
1
ε
∫ t
0
(β11(u
ε
21(s)− uε11(s)) + β12(uε22(s)− uε12(s))) e−(t−s)/εds.
we take φ = uε21 − uε11 and we get:∫
D
(uε21(t)− uε11(t))2dx+
∫ t
0
∫
D
Aε1(∇uε21 −∇uε11)2dxds =∫ t
0
∫
D
αε(vε21, v
ε
22)(u
ε
22 − uε21 − uε12 + uε11)(uε21 − uε11)dxds+∫ t
0
∫
D
(αε(vε21, v
ε
22)− αε(vε11, vε12))(uε12 − uε11)(uε21 − uε11)dxds ≤
c
∫ t
0
‖uε21 − uε11‖2L2(D)ds+ c
∫ t
0
‖uε22 − uε12‖2L2(D)ds+
c
∫ t
0
∫
D
(|vε21 − vε11|+ |vε22 − vε12|)|uε12 − uε11|uε21 − uε11|dxds ≤
c
∫ t
0
‖uε21 − uε11‖2L2(D)ds+ c
∫ t
0
‖uε22 − uε12‖2L2(D)ds+
c
∫ t
0
(‖vε21 − vε11‖L2(D) + ‖vε22 − vε12‖L2(D))‖uε12 − uε11‖L4(D)‖uε21 − uε11‖L4(D)ds ≤
c
∫ t
0
‖uε21 − uε11‖2L2(D)ds+ c
∫ t
0
‖uε22 − uε12‖2L2(D)ds+
c
(∫ t
0
(‖vε21 − vε11‖2L2(D) + ‖vε22 − vε12‖2L2(D))‖uε12 − uε11‖2L4(D)ds
)1/2(∫ t
0
‖uε21 − uε11‖2L4(D)ds
)1/2
≤
c
∫ t
0
‖uε21 − uε11‖2L2(D)ds+ c
∫ t
0
‖uε22 − uε12‖2L2(D)ds+
c
∫ t
0
(‖vε21 − vε11‖2L2(D) + ‖vε22 − vε12‖2L2(D))‖∇uε12 −∇uε11‖2L2(D)3ds+
m
2
∫ t
0
‖∇uε21 −∇uε11‖2L2(D)3ds ≤
c
∫ t
0
‖uε21 − uε11‖2L2(D)ds+ c
∫ t
0
‖uε22 − uε12‖2L2(D)ds+
c
∫ t
0
(‖vε21 − vε11‖2L2(D) + ‖vε22 − vε12‖2L2(D))‖∇uε12 −∇uε11‖2L2(D)3ds+
m
2
∫ t
0
‖∇uε21 −∇uε11‖2L2(D)3ds,
where we used Ho¨lder’s inequality, the imbedding of H10 (D) into L
4(D) and the Lipschitz condition of
α. So: ∫
D
(uε21(t)− uε11(t))2dx ≤ c
∫ t
0
‖uε21 − uε11‖2L2(D)ds+ c
∫ t
0
‖uε22 − uε12‖2L2(D)ds+
c
∫ t
0
(‖vε21 − vε11‖2L2(D) + ‖vε22 − vε12‖2L2(D))‖∇uε12 −∇uε11‖2L2(D)3ds,
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and similarly∫
D
(uε22(t)− uε12(t))2dx ≤ c
∫ t
0
‖uε21 − uε11‖2L2(D)ds+ c
∫ t
0
‖uε22 − uε12‖2L2(D)ds+
c
∫ t
0
(‖vε21 − vε11‖2L2(D) + ‖vε22 − vε12‖2L2(D))‖∇uε22 −∇uε21‖2L2(D)3ds.
We add these two equations and use
‖vε21(t)− vε11(t)‖2L2(D) ≤ c
∫ t
0
(
‖uε21(s)− uε11(s)‖2L2(D) + (‖uε22(s)− uε12(s)‖2L2(D)
)
e−2(t−s)/εds
≤ cT sup
s∈[0,t]
(
‖uε21(s)− uε11(s)‖2L2(D) + (‖uε22(s)− uε12(s)‖2L2(D)
)
,
and
‖vε22(t)− vε12(t)‖2L2(D) ≤ cT sup
s∈[0,t]
(
‖uε21(s)− uε11(s)‖2L2(D) + (‖uε22(s)− uε12(s)‖2L2(D)
)
.
to obtain:
sup
s∈[0,t]
(
‖uε21(s)− uε11(s)‖2L2(D) + ‖uε22(s)− uε12(s)‖2L2(D)
)
≤
cT
∫ t
0
sup
r∈[0,s]
(
‖uε21(r) − uε11(r)‖2L2(D) + ‖uε22(r) − uε12(r)‖2L2(D)
) 2∑
i,j=1
‖∇uεij(s)‖2L2(D)3 + 1
ds.
We use Gro¨nwall’s lemma for the function sups∈[0,t]
(
‖uε21(s)− uε11(s)‖2L2(D) + ‖uε22(s)− uε12(s)‖2L2(D)
)
to obtain that:
sup
s∈[0,t]
(
‖uε21(s)− uε11(s)‖2L2(D) + ‖uε22(s)− uε12(s)‖2L2(D)
)
≤
(
‖uε21(0)− uε11(0)‖2L2(D) + ‖uε22(0)− uε12(0)‖2L2(D)
)
e
cT
∫ t
0
1 + 2∑
i,j=1
‖∇uεij(s)‖2L2(D)3
 ds
,
which gives the uniqueness and this completes the proof.
4.3. Proof of theorem 3.2. To show the estimates of the theorem, we go back to the Galerkin
approximation used to show the existence. In the system (4.28) we take φ =
∂uε1n
∂t
(t) and get∫
D
∣∣∣∣∂uε1n∂t (t)
∣∣∣∣2 dx+∫
D
Aε1∇uε1n(t)∇
∂uε1n
∂t
(t)dx ≤ C
∥∥∥∥∂uε1n∂t (t)
∥∥∥∥
L2(D)
(‖f1(t)‖L2(D) + ‖uε1n(t)‖L2(D) + ‖uε2n(t)‖L2(D)) .
We integrate on [0, t] and use the estimates already obtained for uε1n to get:∫ t
0
∥∥∥∥∂uε1n∂t (s)
∥∥∥∥2
L2(D)
ds+m ‖∇uε1n(t)‖2L2(D) ≤M ‖∇uε1n(0)‖2L2(D) + C
∫ t
0
∥∥∥∥∂uε1n∂t (s)
∥∥∥∥
L2(D)
,
and from here
sup
ε>0
sup
n>0
∫ t
0
∥∥∥∥∂uε1n∂t (s)
∥∥∥∥2
L2(D)
ds ≤ CT ,
and
sup
ε>0
sup
n>0
sup
t∈[0,T ]
‖∇uε1n(t)‖2L2(D) ≤ CT ,
which will give us by passing to the limit on the subsequence uε1n′
sup
ε>0
∥∥∥∥∂uε1∂t
∥∥∥∥
L∞(Ω;L2(0,T ;L2(D))
≤ CT ,
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and
sup
ε>0
‖uε1‖L∞(Ω;L∞(0,T ;H10 (D)))) ≤ CT ,
From the previous theorem, we know that uε1 ∈ L∞(Ω;C(0, T ;L2(D))) then using Lemma 1.4, Chap
III from [22] we deduce that uε1 ∈ L∞(Ω;C(0, T ;H10 (D))).
Similar arguments are used for uε2 which completes the proof of Theorem 3.2.
4.4. Proof of theorem 3.6. The proof of existence of solutions for the averaged system is similar to the
proof of system (1.1), using a Galerkin approximation procedure. The finite dimensional approximation
u1n, u2n, defined as in Theorem 3.1 will solve∫
D
∂u1n
∂t
(t)φdx+
∫
D
A1∇u1n(t)∇φdx =
∫
D
α(β11u1n+β12u2n, β21u1n+β22u2n)(u2n−u1n)φdx+
∫
D
f1(t)φdx,
(4.34)
for every φ ∈ C([0, T ], H10 (D))n), and u1n(0) = Πnu01. We take φ = u1n(t):∫
D
∂u1n
∂t
(t)u1n(t)dx +
∫
D
m‖∇u1n(t)‖2dx ≤ c
∫
D
(|u1n(t)|2 + |u2n(t)|2) dx+ ∫
D
f1(t)u1n(t)dx⇒
∂
∂t
‖u1n(t)‖2L2(D) ≤ ‖f1(t)‖2L2(D) + c‖u1n(t)‖2L2(D) + c‖u2n(t)‖2L2(D) ⇒
‖u1n(t)‖2L2(D) ≤ c+ c
∫ t
0
(
‖u1n(s)‖2L2(D) + ‖u2n(s)‖2L2(D)
)
ds.
We use Gro¨nwall’s lemma, and get that for 1 ≤ i ≤ 2 :
sup
n>0
‖uin‖C([0,T ];L2(D) ≤ CT , (4.35)
and from here we also obtain
sup
n>0
‖∇uin‖L2(0,T ;L2(D)3) ≤ CT , (4.36)
and
sup
n>0
∥∥∥∥∂uin∂t
∥∥∥∥
L2(0,T ;H−1(D)
≤ CT . (4.37)
So there exists a subsequence uin′ and function ui ∈ L∞(0, T ;L2(D)) ∩ L2(0, T ;H10 (D)) for 1 ≤ i ≤ 2
such that uin′ converges weakly star in L
∞(0, T ;L2(D)) and weakly to L2(0, T ;H10(D)) to ui and also
∂uin′
∂t
converges to
∂ui
∂t
weakly in L2(0, T ;H−1(D)). We apply again now Theorem 2. 1, page 271
and Lemma 1. 2 page 260 from [22] to obtain that uin′ converges strongly in L
2(0, T ;L2(D)) and in
C([0, T ];L2(D)) to ui for 1 ≤ i ≤ 2. We then pass to the limit and obtain that u1, u2 is a weak solution
for (3.31).
Uniqueness is proved similarly as in Theorem 3.1. Let us now assume that the initial condition
u01, u02 ∈ H10 (D). We use the equation (4.34) with φ =
∂u1n
∂t
:∫
D
(
∂u1n
∂t
)2
dx+
∫
D
A1∇u1n∇∂u1n
∂t
dx =∫
D
α(β11u1n + β12u2n, β21u1n + β22u2n)(u2n − u1n)∂u1n
∂t
dx +
∫
D
f1
∂u1n
∂t
dx,
(4.38)
we integrate it over [0, T ], and use Ho¨lder’s inequality:∥∥∥∥∂u1n∂t
∥∥∥∥2
L2(0,T ;L2(D))
+m‖∇un(T )‖2L2(D)3 −M‖∇un(0)‖2L2(D)3 ≤ C
∥∥∥∥∂u1n∂t
∥∥∥∥
L2(0,T ;L2(D))
,
which will imply that
∂u1n
∂t
∈ L2(0, T ;L2(D)) uniformly bounded and ∇u1n ∈ L∞(0, T ;L2(D)3) uni-
formly bounded. We deduce by passing to the limit that
∂u1
∂t
∈ L2(0, T ;L2(D)) and u1 ∈ C([0, T ];H10 (D))
and the same is true also for u2.
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