In this paper, a training method for continuous mixture density HMMs, named optimal discriminative training (ODT), and its implementation for speech recognition in noise are described. ODT is one of corrective learning methods, applied to continuous mixture density HMMs, and these HMMs are especially useful for speaker-independent speech recognition. Under noisy environments, the recognition categories are liable to confuse, so by using ODT the improvement of recognition accuracy is more expected. Here, we describe the training algorithm of ODT, and the effects of ODT to improve the robustness for adverse environments by the word recognition experiments in noise.
INTRODUCTION
Recently, for automatic speech recognition, a hidden Markov model (I-IMM) is widely used, rep -resenting a time sequence of acoustical features with a statistical way.
HMMs can be classified into two groups by ex -pressive form:discrete HMMs and continuous density HMMs.1) Discrete HMMs cannot avoid the influence of VQ distortion, but the continuous density HMMs are free from the distortion, and higher recognition performance can be obtained especially when that is continuous mixture density HMMs. Particularly, the latter is effectable for speaker-independent recognition where the varied acoustic features must be treated.
Generally, training methods for HMM parame -ters are based on the maximum likelihood estimates (MLE), but MLE has a problem that the discrimina -tive accuracy between the confusable categories is not considered in the training. To solve the prob -lem for continuous mixture density HMMs, we have already proposed an error corrective training method called the optimal discriminative training (ODT). In this method, some parameters of each HMMs are modified to minimize the misrecognition and near-misrecognition for training data set, so under the training condition, optimal discrimination for these data can be obtained. When using ODT, the improvement of recognition performance has been shown by some experiments. 2) Under noisy environments, the distance between data sets of different classes is close in pattern space, and the discrimination of these data becomes dif -ficult. In training methods based on MLE, the confusion of classes is not considered, so the methods cannot reduce the influence of the problem sufficiently. Therefore, the improvement of rec -ognition accuracy by using error corrective training, such as ODT, is more expected.
In this paper, firstly we describe the training pro -cedure of ODT. Then, we investigate the effects of ODT for noisy speech, from speaker-independent word recognition experiments. Figure 1 shows a block diagram of the recogni -tion system using continuous mixture density HMMs based on ODT. In ODT, each sample of the training data set is recognized using initial HMMs. These HMMs are trained by MLE. If the sample is misrecognized or nearly misrecognized the two HMMs are picked up : one belongs to the correct category, and the other belongs to the incorrect but most probable category. After that, the parame -ters of these two HMMs are re-trained, so that the correct category is more probable and the incorrect category is less probable.
OPTIMAL DISCRIMINATIVE TRAINING
This HMM training method is realized by the following procedure. 1. Train the initial HMM set S with the MLE method. 2. For each sample in the training data, calculate the probabilities for the HMMs, using Viterbi algorithm. 3. For a training sample L(c) of category c pick up the HMM H(c) of correct category and H(n) of most probable incorrect category, and com -pute the difference D(c, n) between the prob -abilities P (c), P(n) for these two HMMs.
D (c, n)=P(c)-P(n) (1) 4. For the ith frame of L(c), pick up the corre -sponding state s(c, i) of H(c) and s(n, 1) of H(n), using the Viterbi pathes computed at step 2. 
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