Introduction
The purpose of this paper is to prove the boundedness in vertical strips of finite width for all the L-functions that appear in constant terms of Eisenstein series, under a certain natural assumption on local normalized intertwining operators. As a corollary, we prove the boundedness for a number of important L-functions, among them the symmetric cube and triple product L-functions attached to cusp forms on GL(2), as well as several Rankin-Selberg product L-functions, where the local assumption was already proved to be valid in each case. Moreover, our main theorem plays a fundamental role in establishing certain new and striking cases of functoriality ( [CKPSS] , [K3] , [KSh4] ). Under the same assumption, the finiteness of poles on all of C for all of these L-functions is also proved, a necessary step in the proof of boundedness in vertical strips.
More precisely, let G be a quasisplit connected reductive group over a number field F whose ring of adeles is A F . Let P = MN be a maximal parabolic subgroup of G, containing a fixed F -Borel subgroup B of G. Let π be a globally generic (cf. Section 2 here and [Sh2] Let L(s, π, r i ), s ∈ C, be the completed automorphic L-function attached to π and r i , where local factors at ramified places are defined as in [Sh1] . We use the same local L-functions (and root numbers) to normalize the local standard intertwining operators (Section 2). Given a closed real interval I and a real number ε > 0, we let T ε,I be the set of all z ∈ C for which Re(z) ∈ I and | Im(z)| ≥ ε. For each i, there exists ε > 0 such that L(s, π, r i ) is holomorphic for s with | Im(s)| ≥ ε. The main result of this paper, Theorem 4.1, its Corollary, and Proposition 3.2, states:
It is needless to say that such results are quite important and absolutely necessary in establishing liftings of automorphic forms using converse theorems ([CPS1] , [CPS3] , [CPS4] , [Rag1] , [Rag2] ). In fact, recent striking developments ( [CKPSS] , [K3] , [KSh4] ), establishing important cases of functoriability, all rely in a fundamental way on our main Theorem 4.1. In particular, in [KSh4] one needs to employ the full power of our main theorem, since, to apply the converse theorem, one now has to deal with exceptional groups of type E 6 and E 7 with m = 3 and 4, respectively. We again refer to the discussions before and after each of the Corollaries 4.2 through 4.5 mentioned before. One hopes that there will be other applications for such results as in [A4] , [RS] .
As usual, we use the theory of Eisenstein series to prove the theorem ([L2] , [HC] , [MW1] ). We exploit the boundedness of constant terms in each T ε,I with I ≥ 0 (Lemma 101 of [HC] or page 242 in [L3] ). If m = 1, granting the functional equation (2.7), Assumption 2.1, and analytic properties of matrix coefficients of normalized operators (cf. [A1] , [Si] , [Sh1] ), this immediately implies the boundedness in each T ε,I .
The general case is then inductively reduced to this case. We refer to Proposition 3.1 (cf. [Sh1] , [Sh2] , and [A4] ) for the general induction involved.
It is here, i.e. when m > 1, that one needs to deal with the reciprocals of Lfunctions for Re(s) ≥ 1. For that, one appeals to a non-constant Fourier coefficient of the corresponding Eisenstein series which up to a product of values of local Whittaker functions equals 
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of F including all the ramified and archimedean ones [Sh2] . One then needs to solve two analytic problems. The first is to estimate non-constant Fourier coefficients of a cuspidal Eisenstein series. As was pointed out to us by Erez Lapid, one cannot expect to prove, within the existing techniques, that these coefficients are of finite order in the closed half plane Re(s) ≥ 0. In fact, to estimate them, one needs to study Langlands inner product formula ([A3] , [L3] ) for Arthur's truncated ([A2] , [A3] ) Eisenstein series. A simple calculation shows that one needs to deal with the logarithmic derivative of M (s), the global intertwining operator, as one approaches the unitary axis Re(s) = 0. Therefore, within our present state of knowledge, the best that one can expect is that a non-constant Fourier coefficient is given as a ratio of two analytic functions of finite order in the closed half plane Re(s) ≥ 0. We prove this in Section 6, using Muller's [Mu] results on analytic properties of M (s) (Proposition 5.4). We would like to thank Erez Lapid for his observation and several useful communications.
Each of our L-functions can now be expressed, through induction, as a ratio of two analytic functions of finite order in the closed half plane Re(s) ≥ 1/2. These quotients are obtained, not only from Fourier coefficients as explained earlier, but since we must also divide by values of Whittaker functions at archimedean places (Proposition 5.2 and Lemma 5.6).
Here is where the second problem shows up. In fact, to show that our L-functions are of finite order in vertical strips of finite width, to which we can now apply Phragmén-Lindelöf's theorem, we are led to use a fairly deep result from complex analysis which, strikingly enough, has itself been originally motivated by operator theory (Matsaev's theorem). Using Carleman and Poisson formulas in half disks we get an estimate for log |L 0 (s, π, r i )| in the open half plane Re(s) > 1/2 of the form
, for some ρ > 1 and C > 0, which using the functional equation we then extend to all of C with | cos θ| in the denominator, but with possibly a larger C. To this we then apply the main theorem in the proof of Matsaev's theorem (Theorem 3, lecture 26 of [Le] ) to conclude that L(s, π, r i ) is indeed of finite order in C (away from its poles). Here L 0 (s, π, r i ) is the entire function P i (s)L(s, π, r i ), where P i (s) is the monic polynomial which gives the poles of L(s, π, r i ) (cf. Sections 4 and 5).
This line of argument evolved from a large number of communications and conversations that we had with Misha Sodin. His ideas were communicated to us through several letters which we have included partly here as our Theorem 5.7. We are indebted to him for the countless hours that he has spent to help us with this problem.
Although the problem of boundedness in vertical strips for each L(s, π, r i ) is now resolved, the much harder question of finiteness of order of each L(s, π, r i ) −1 for Re(s) ≥ 1 still remains open which we state here as:
−1 is of finite order in Re(s) ≥ 1.
Remarks are now in order on Assumption 2.1, a result which beside its applications here and elsewhere ([KSh3] , [K1] , [K2]), is necessary in analysis of the residual spectrum for reductive groups. (One needs even the stronger result of validity of Assumption 2.1 for Re(s) ≥ 0 as opposed to Re(s) ≥ 1/2.) In recent years, significant progress has been made towards its resolution, mainly due to local work of several mathematicians ( [CSh] , [K1] , [K2] , [KSh1] , [KSh2] , [M1] , [M2] , [MSh] , [MW2] , [Z] , [Zh] ) and we would not be surprised if it is resolved within the next few years. One only needs to address the problem when the group is either exceptional of type different from G 2 , for which the problem has already been resolved in [KSh1] , or is a spin group, i.e. a simply connected covering of a special orthogonal group. We again refer to the discussions after and before each of the Corollaries 4.2 through 4.5 for appropriate credits and references. Significant progress has been recently made by Henry Kim on proving the assumption in general.
Due to the large number of equations in this paper, we were advised to explain how they are numbered. Equations in the main body of each section are given by two numbers, that of the section, followed by the number of the equation in it, e.g. equation (5.2), (5.7), (6.12). On the other hand, the equations which appear in the statements and proofs of lemmas and propositions are numbered by the proposition (or lemma) number, followed by that of the equation, e.g. (5.2.1) or (5.1.2), which refer to Proposition 5.2 and Lemma 5.1, respectively.
Besides expressing their gratitude to Erez Lapid and Misha Sodin, the authors would like to thank Armand Borel for his important advice on the material in Section 6 (see the first paragraph there), as well as James Cogdell, David Drasin, Ravi Raghunathan, and Dinakar Ramakrishnan for useful discussions.
Preliminaries and notation
Let F be a number field. Let G be a quasisplit connected reductive algebraic group over F . Fix a Borel subgroup B of G defined over F . Write B = TU where T is a maximal torus of G and U denotes the unipotent radical of B, both over F . Let P be an F -parabolic subgroup of G with P ⊃ B. Let P = MN, N ⊂ U, be a Levi decomposition of P. We will fix M by assuming M ⊃ T.
For every place v, G may be considered as a group over F v . We then set
For almost all places v, where G is defined over
. Otherwise, we fix a special maximal compact subgroup K v ⊂ G v which we will further assume to be adapted to A 0,v = A 0 (F v ), where A 0 is the maximal F -split torus in
Let A be the split component of the center of M. Then A ⊂ A 0 ⊂ T. For every F -group H, let X(H) F be the group of F -rational characters of H. Set a = Hom(X(M) F , R), the real Lie algebra of A. Then
and a * C = a * ⊗ R C is the complex dual of a.
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The embedding X(M) F ⊂ X(M) Fv induces a map a v → a (mistakenly called an embedding in [Sh2] ), where a v = Hom(X(M) Fv , R). There exists a homomorphism
Extend H M to all of G by making it trivial on N and K which we denote by H P . We can define H Pv for each v in precisely the same manner. Then
Denote by Σ the set of F -roots of A 0 . Then Σ = Σ + ∪ Σ − , where Σ + is the set of positive roots, i.e. those generating U. Let ∆ ⊂ Σ + be the set of simple roots. We shall identify the roots of A in N with a subset of Σ + . We shall say P is maximal if the roots of A in N, as identified with a subset of Σ + , contain a single simple root α ∈ ∆. Thus α denotes the unique reduced root of A in N. Throughout this paper we shall assume P is maximal. Let ρ P be half the sum of roots generating the Lie algebra of N. Thenα = ρ P , α −1 ρ P belongs to a * . We refer to Section 1 of [Sh2] for the definition of , in terms of the Killing form for non-restricted roots of T in U, restricting to Σ + . Observe that, for each v,α can be realized as an element in a * v through the embedding a * → a * v . From now on, we shall identify C with a subspace of a * C by identifying s ∈ C with sα ∈ a * C . For every connected reductive group H over F , let L H be its L-group [B] . We useĤ to denote
and index them according to an upper central series of L n. More precisely, m is equal to the nilpotence class of L N (or L n), and each r i corresponds to a factor in the series with r m corresponding to the action on the center V m of L n, and then increasing up on the series. Notice that
and therefore the order is that of the increasing eigenvalues of the action of
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L-Functions and intertwining operators
Let π = ⊗ v π v be a cuspidal representation of M = M(A F ). For our purposes, we may and will assume that π is trivial on A 0 ∞ and therefore is one of M 1 , the kernel of H M .
Let W be the Weyl group of A 0 in G. We use θ to denote the subset of ∆ which generated M. Then ∆ = θ ∪ {α}. There exists a unique elementw ∈ W satisfying w(θ) ⊂ ∆ butw(α) ∈ Σ − . Fix a representative w ∈ K ∩ G(F ) forw. Let I(s, π) be the induced representation
where we have identified C with a subspace of a * C by s → sα as in Section 1. Then I(s, π v 
Let M be the Levi subgroup of G with M ⊃ T and generated byw(θ). Let P ⊃ B be the parabolic subgroup of G which has M as a Levi factor. Let N ⊂ U be its unipotent radical. Given f in the space V (s, π) of I(s, π) and Re(s) sufficiently large, define
be the corresponding local intertwining operator defined for Re(s) sufficiently large by
Suppose v is such that both G and π v are unramified. If τ v is the Frobenius conjugacy class in Gal(L w /F v ), w|v, where L is a finite Galois extension of F over which G splits, then there exists [B] , [Sh2] ). We may and will assume that A v is fixed by τ v . The local Langlands L-function attached to π v and r v is then defined by
Let S be a finite set of places of F such that for every v ∈ S, π v and G are both unramified. Set Let ψ = ⊗ v ψ v be a non-trivial character of F \A F . Let χ be a non-degenerate character of U(F )\U , defined by ψ and compatible withw (cf. [Sh1] ). If U 0 = U ∩ M, we will use χ to also denote χ|U 0 . From now on, we shall assume π is χ-generic in the sense that there exists a cusp form ϕ in the space of π with a non-zero χ-Fourier coefficient (cf. Section 3 of [Sh2] ).
We shall now concentrate on places in S. We assume S is large enough so that for v ∈ S each ψ v and χ v is unramified. For each v, in [Sh1] , one defines a root number
Here we have fixed the representative w ofw as in [Sh3] , and we understand that in the normalizing factor for
We make the following assumption.
Assumption 2.1. Fix a place v and assume
The assumption is quite natural and is already verified in many cases including GL(n) [MW2] and a number of other groups ([K1] , [K2], [KSh1] , [KSh2] ). We will comment more on it in Section 4, where we discuss a number of important applications. One expects the validity of Assumption 2.1 even for Re(s) ≥ 0 which is necessary for the study of residual spectrums. But this is usually harder to prove.
Next, as in [Sh1] , we let
Then the functional equations (cf.
allow us to restrict ourselves to proofs of analytic properties of these L-functions only for Re(s) ≥ 1/2.
Induction and finiteness of poles
Assumption 2.1 allows us to prove that each L(s, π, r i ) has only a finite number of poles on all of C. While many cases of this result for L S (s, π, r i ) were proved in [Sh2] , [Sh5] with no assumptions, the general case is still not in hand unless Assumption 2.1 is used. We start by recalling the general induction ([Sh1] , [Sh2] ) which is needed in order to answer different questions about each individual L(s, π, r i ) using this approach. As observed by Arthur [A4] , our induction is endoscopic. For the sake of completeness, we include a result which captures the main induction step of [Sh1] (cf. Propositions 4.1, 4.2, 5.1, Theorem 3.5 of [Sh1] ). 
and a globally generic cuspidal representation π of
M i = M i (A F ) (an irreducible admissible generic representation π of M i = M i (F ), respectively) such that, if the adjoint action r of L M i on L n i decomposes as r = m j=1 r j , then L(s, π, r i ) = L(s, π , r 1 ) (3.1.1) and ε(s, π, r i ) = ε(s, π , r 1 ) (3.1.2) (ε(s, π, r i , ψ F ) = ε(s, π , r 1 , ψ F ),
respectively). Moreover m < m and for F a number field if the data outside S is unramified for (G, M, π), then the same is true for each
Remark. Arthur [A4] has shown that groups G i can be taken to be among the elliptic endoscopic groups of G. 
Proposition 3.2. Let F be a number field and π a globally generic cuspidal representation of
M 1 = M(A F ) 1 .
With notation and terminology as in Section 2 and this section, suppose for each v ∈ S, Assumption 2.1 holds for
Under our assumption (Assumption 2.1), the finiteness of poles for M (s, π) for s > 0 (cf. [L2] , [HC] ) implies the same for
for Re(s) ≥ 1/2. By (2.7) it is enough to prove the finiteness of poles for each L(s, π, r i ) only for Re(s) ≥ 1/2. We do this by induction on m.
By Lemma 5.6 of [Sh2] , applied to the completed L-functions rather than the L S 's, which by the nature of local L-functions is still valid,
has only a finite number of (simple) zeros for Re(s) ≥ 0.
Our induction hypothesis now becomes: Suppose i ≥ 2. Then each L(s, π, r i ) has only a finite number of poles for Re(s) ≥ 1 2 and zeros for Re(s) ≥ 1, respectively. Now, suppose L(s, π, r i ) has only a finite number of poles and zeros for Re(s) ≥ 1/2 and Re(s) ≥ 1, respectively, for 2 ≤ i ≤ m. Then it follows from applying (3.3.3) toπ, the contragredient of π, that L(s, π, r 1 ) also has only a finite number of zeros for Re(s) ≥ 1.
The finiteness of poles for Re(s) ≥ 1/2 for L(s, π, r 1 ) now follows from finiteness of poles for (3.3.2) applied toπ over the same range and our induction hypothesis for 2 ≤ i ≤ m. This completes the proof. 
Boundedness in vertical strips
Given a real number ε > 0 and a real closed finite integral I, let
which we call a pair of "half strips of finite width".
A meromorphic function f (s), s ∈ C, is said to be bounded in vertical strips of finite width or simply in finite vertical strips if for each I, there exists an ε > 0 such that f is bounded in T ε, I . In particular, f will have to be holomorphic on T ε,I . When f is entire this definition agrees with the usual boundedness in finite vertical strips.
By Proposition 3.2, for each i,
is meromorphic with at most a finite number of poles on C. The main result of this paper is the following theorem. We refer to [CPS1] , [CPS3] , [CPS4] , [Rag1] , [Rag2] , [Ra] , [CKPSS] , [KSh4] , [K3] for its applications in converse theorems. We shall prove Theorem 4.1 in the next few sections. But for the moment we shall state a number of results by specializing Theorem 4.1 to special cases where Assumption 2.1 is already verified. A collection of very important L-functions are among these which we shall now list. Each of these results is important at least when one tries to apply converse theorems to establish existence of automorphic forms and prove new cases of functoriality (cf. [CPS1] , [CPS3] , [CPS4] , [Rag1] , [Rag2] , [Ra] , [CKPSS] , [KSh4] 
, where each pole is counted with multiplicity. By Proposition 3.2, each s i is finite, and every 
We start with the Rankin-Selberg product L-functions for GL n (A F )×GL p (A F ), where n and p are two positive integers. Let π and π be cuspidal representations of GL n (A F ) and GL p (A F ), respectively. Recall that the local Rankin-Selberg Lfunction attached to π v and π v when they are unramified and attached to
At ramified places, the local factors are defined by either of two methods and are equal ( [JPSS] , [Sh3] , [Sh6] , [Sh1] ), and, in view of the recent proof of the local Langlands conjecture ( [HT] , [H] , [L4] , [Sh3] ), are all those of Artin. [JS2] , [MW2] ) and satisfies a standard functional equation ([Sh1] , [Sh3] , [Sh4] , [Sh6] ). Suppose π ∼ =π. Then L(s, π × π ) has simple poles at s = 0 and 1 (cf. [JS2] ).
In our setting G = GL n+p , M = GL n × GL p , and the representation of M is π ⊗π . In this case, m = 1 and L(s, π × π ) is the corresponding L-function. Consequently P 1 (s) = s(s − 1) if π ∼ =π. Our Theorem 4.1 then gives another proof of the following result which was first observed in print by Rudnick-Sarnak in [RS] , to which we refer the reader for some important applications on distribution of zeros for certain L-functions. Proof. We only need to verify Assumption 2.1. But a much stronger result is proved in this case by Moeglin-Waldspurger (Proposition I.10 of [MW2] ).
Next we let π be a cuspidal representation of GL 2 (A F ). Let Sym 3 (ρ 2 ) be the third symmetric cube representation of GL 2 (C) on symmetric tensors of rank 3. Here ρ 2 = Sym 1 (ρ 2 ) is just the standard representation of GL 2 (C). Recall that if π v is unramified and its corresponding semisimple conjugacy class is represented
At ramified places the local factors are defined in [Sh3] , [Sh7] and are again those of Artin attached to π v through the local Langlands conjecture (cf. [HT] , [H] , [Ku] , [L4] ). In our setting G is the split group of type G 2 and M ∼ = GL 2 is generated by the long simple root of G. Then m = 2, r 1 = r
) is entire unless π is defined by a grossencharacter χ of a quadratic extension of F , i.e. π is monomial (cf. [KSh1] ). Again assuming π is a cuspidal representation of GL 2 (A F ) 1 which amounts to ω π being trivial on R * + through the identification of the center of GL 2 (A F ) with
the poles of L(s, π, Sym
3 (ρ 2 )) are at s = 0, 1 and appear if and only if χ 3 = 1. Thus P 1 (s) = s(s − 1) in this case. We furthermore have: Proof. Again Assumption 2.1 is verified already in Propositions 3.1 and 3.2 of [KSh1] .
Remark. Observe that part b) is formulated so that whenever similar results about twists of r 0 3 with cusp forms on GL 2 (A F ) become available, the converse theorem can be used to imply the existence of the functorial lift r 0 3, * of r 0 3 . This would be a spectacular result (cf. [GJ] for Sym 2 (ρ 2 )). We refer to [KSh1] , [Sh8] for a discussion of these issues. Observe that if the functorial lift Π = r Next, we turn our attention to the Rankin triple product L-functions a lá Garrett [Ga] , Piatetski-Shapiro-Rallis [GPSR] , Ikeda [I] , Ramakrishnan [Ra] , and KimShahidi [KSh2] . More precisely, let π, π , π be three cuspidal representations of GL 2 (A F ). Assume for some place v that all these local components are unramified, and let A v , A v , A v be the corresponding conjugacy classes in GL 2 (C). The local Langlands L-functions, the local Rankin triple product L-function, is then defined by
Again, for each place v, ramified or otherwise, the local factors are defined by both methods and are equal to those defined through the local Langlands conjecture as Artin factors. This equality is due to Ramakrishnan [Ra] . Moreover, using either the method of Rankin-Selberg, or that of Eisenstein series, one can prove that the global L-function L(s, π × π × π ) is entire unless all three representations are monomial. The poles were then determined by Ikeda [I] . They are again at s = 0, 1 and therefore
In our setting G = Spin(8) and M is generated by {α 1 , α 3 , α 4 } with the middle root α 2 eliminated. It is easy to see 
is not entire, then P 1 (s) = s(s − 1). We have: Proof. Assumption 2.1 is Proposition 3.2 of [KSh2] in this case. Remark 1. This was first proved by Ramakrishnan using the Rankin-Selberg method in [Ra] (Section 3.4). As explained there, this is absolutely necessary in order to prove the functorial lift corresponding to the L-group embedding
using the converse theorem, which was established by Ramakrishnan in [Ra] as well. This is a very important result with many fundamental applications such as multiplicity one for SL 2 (A F ) (Section 4.1 of [Ra] ).
Remark 2. Ramakrishnan's proof is more specialized and complicated since he needs to deal with residual (non-cuspidal) Eisenstein series as opposed to ours. In spirit, our two proofs are close to each other (cf. Section 6).
Our final example is that of the Rankin-Selberg L-functions L(s, σ × τ ), where σ is a cuspidal representation of GL n (A F ) and τ is a generic cuspidal representation of G p , G p = G p (A F ) , where G p is a split classical group of rank p, i.e. either a split special orthogonal group or a symplectic one. The cases of similitude groups must be similar. But we have not checked that carefully.
Suppose v is such that σ v and τ v are both unramified. Let A v and A v be the corresponding conjugacy classes, respectively. The local Langlands L-function is then simply
An enormous amount of work has been done about these L-functions ( [GPSR] , [So1] , [So2] , [GRS1] , [GRS2] , [Sh1] ) and local factors are defined by both methods. Their equality can probably be verified using local-global methods along the lines of [Sh1] , [GRS2] , and [Ra] (cf. Proposition 6.3 of [GRS2] ). But nothing as strong as the earlier cases can be said about these. In our setting
The representation r 2 = Λ 2 ρ n , or Sym 2 (ρ n ), according as G is a symplectic or a special even orthogonal group, or a special odd orthogonal one. Here ρ n is the standard representation of GL n (C) and L G p acts trivially; in other words, according
When G = SO 2p+2n+1 and σ satisfies the weak Ramanujan property (cf. [M2] , it is totally similar.) Let P 1 (s) and P 2 (s) be the polynomials defined by the finite sets of poles of L(s, σ × τ ) and L(s, σ, r 2 ), r 2 = Λ 2 ρ n or Sym 2 (ρ n ) (Proposition 3.2). Then
are entire.
We have:
Corollary 4.5. Let σ and τ be cuspidal representations of GL n (A F ) and G p . Assume τ is globally generic. a) The L-function L(s, σ × τ ) has at most a finite number of poles in C and is bounded in vertical strips of finite width.
b) The same is true for L(s, σ,
Remark 1. The L-functions L(s, σ × τ ) are quite important if one tries to use the converse theorem to lift cusp forms from classical groups to GL r . This is a long-term project which has been studied by a number of experts and at present is being pursued by a subset of them, notably Cogdell and Piatetski-Shapiro. We observe that to apply the converse theorem a result such as that of Corollary 4.5a) is absolutely necessary ([CPS1] , [CPS3] , [CPS4] , [Rag1] , [Rag2] , [Ra] ). (The existence of a lifting from SO 2n+1 to GL 2n is now proved in [CKPSS] .)
Remark 2. We expect the situation of quasisplit classical groups as well as similitudes of all these groups to follow the same path. But one first needs to verify Assumption 2.1 for them.
Proof of Theorem 4.1
With no loss of generality we may assume that π is a representation of M 1 so that the poles are all real. Given a real number ε > 0 and a real closed finite interval I, let T ε,I be as in Section 4. Suppose I = [a, b] and c is a real number. We will say I ≥ c if and only if a ≥ c.
A complex function f (s), s = σ + it, is said to be of finite order in T ε, I if it is analytic in T ε, I , and there exist real numbers K > 0 and ρ > 0 such that A meromorphic function f (s) is said to be of finite order in a closed (open) half plane Re(s) = σ ≥ σ 0 (σ > σ 0 , resp.) if it has only a finite number of poles there, and if the monic polynomial P (s) gives the poles of f (s) in σ ≥ σ 0 (σ > σ 0 , resp.), with multiplicities counted, then there exist real numbers K > 0 and ρ > 0, both depending only on f and σ 0 , such that
We will use the same definition when dealing with finite strips (as opposed to half strips T ,I defined at the beginning of Section 4) or the whole complex plane.
The strategy of the proof is as follows. First, using some rather deep results in complex analysis (Matsaev Theorem; cf. Lecture 26 of [Le] ) and the functional equation, we show that each L(s, π, r i ) is of finite order in every T ε,I (in fact in the whole complex plane in the sense of our definition). Next we take a vertical strip T ε, I with a ≤ Re(s) ≤ b such that L(s, π, r i ) is bounded on Re(s) = a and Re(s) = b, for example by taking b larger than an abscissa of absolute convergence and a < −b. The theorem is now a consequence of Phragmén-Lindelöf's theorem applied to such T ε,I (see for example §5.6 of [T] , especially 5.61 and the first paragraph in 5.65). Thus the bulk of the proof falls on proving the finiteness of order for each L(s, π, r i ) in each T ε, I .
We start with the following lemma.
Lemma 5.1. Under Assumption 2.1 for every
is of finite order in the closed half plane Re(s) ≥ 1/2.
Proof. We start with equation (3.3.1) applied toπ. For simplicity of notation let
Evaluate both sides of (3.3.1) at the identity. Next let u = ⊗ v u v be a K-finite vector in the space of π = ⊗ v π v and consider the matrix coefficient of both sides of (3.3.1) at u = ⊗ v u v . We then have
In the notation of [HC] (cf. Theorem 5 of [HC] , as well as [L2] ), we may choose f such that (M (s,π)f )(e) = c(w, sα)ϕ for some ϕ in the space ofπ. Then by the Schwarz Lemma, the absolute value of the left hand side of (5.1.3) is bounded by
where |c(w, sα)| is the norm of c(w, sα), and ϕ and u are the L 2 -norms of ϕ and u inπ and π, respectively.
It follows from Lemma 101 of [HC] (also see page 242 of [L3] ) that
is bounded in every T ε,I with I ≥ 0. Combining this with Lemma 38 of [HC] and the finiteness of poles of c(w, sα), σ ≥ 0, we see that (5.1.4) is in fact of finite order in the closed half plane σ ≥ 0.
On the other hand, by part R6 of Theorem 2.1 of [A1] when v is archimedean, as well as the results of [Si] and [Sh1] Observe that the f v used in applying Assumption 2.1 need not be among the components of our f (and ϕ) which we have fixed throughout the proof.
Observe that the zeros of T (s) will all lie discretely on a finite number of lines parallel to the imaginary axis. Therefore there exists a real number δ < 1/2 such that all the zeros of T (s) with Re(s) ≥ δ are among those of M (s,π)f (e), u and consequently (s, π) is in fact analytic (except possibly for a finite number of poles) for Re(s) > δ. Since M (s,π)f (e), u and Π v N (sα,π v , w)f v (e), u v are both of finite order in the same half plane, a standard division theorem (cf. part a) of our Theorem 5.7) implies the finiteness of the order of (s, π) for Re(s) ≥ 1/2 > δ. The lemma is now proved.
Next, let E χ (s,φ, e, P ) be the χ-Fourier coefficient of the Eisenstein series attached to π and P as defined in [Sh2] , [Sh4] . Hereφ is the function attached to f coming from a cusp form ϕ on M 1 . We record equation (3.4) of [Sh2] as:
Proposition 5.2. One has
where W v,s is the Whittaker function attached to f v by equation (3.2) of [Sh2] .
Notice that we use the subscript s to emphasize its dependence on s ∈ C. We need: [Sh3] , this is the functional κ(ν, σ) with ν = sα and σ = π v . The result we are quoting is the corollary to Lemma 2.5 of [Sh3] .)
Next we state the following important proposition to whose proof our next section is devoted.
Proposition 5.4. The Fourier coefficient E χ (s,φ, e, P ) of E(s,φ, e, P ) is a ratio of two holomorphic functions of finite order in every T ε,I with I ≥ 0.
Using the estimate in Lemma 23 and Lemma 5a of [HC] (with Ω = {e}), we see that E χ (s,φ, e, p) is holomorphic and of finite order for Re(s) sufficiently large.
Let R(s) be the monic polynomial whose zeros are poles of Proof. The first statement is well known (cf. [Sh3] , [Sh9] , [GW] ). For simplicity we will drop the index v; then f will denote License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use of [Sh4] and Theorem 5.4 of [GW] ). By the inequality on Γ-functions given in page 37 of [A1] it is bounded by a rational function for Re(s) ≥ 0, since each λ β in equation (2.2.5) of [Sch] now has a positive real part.
On the other hand, supposeν is not in the closure of the positive Weyl chamber. This will only happen if Re(s) ≤ σ 0 for some σ 0 depending only on π = π v . To complete the lemma we only need to prove it in the strip 0 ≤ Re(s) ≤ σ 0 . We use the functional equation for Whittaker functions. Let A(ν, ω) be a standard intertwining operator for which w is of shortest length and wν is in the closure of the positive Weyl chamber. Thus A(ν, w) sends I(ν, η 0 ) into I(wν, wη 0 ). Let C χ (ν, w) be the corresponding local coefficient, i.e. the complex function C χ (ν, w) defined by
where λ is the canonical Whittaker functional for I(wν, wη 0 ) (cf. [Sh3] and [Sh4] ).
We will prove the finiteness of order in the strip 0 ≤ Re(s) ≤ σ 0 by induction on the length of w. Suppose for a simple reflection w γ , (ww −1 γ ) < (w), where (w) denotes the length of w. Then
Using the explicit formulas for the rank one local coefficients C χ (ν, w γ ) given in [Sh3] and [GW] and properties of Γ-functions, one immediately sees that C χ (ν, w γ ) is of finite order in the closed interval 0 ≤ Re(s) ≤ σ 0 , having only a finite number of poles there. Our induction hypothesis is now that: There exist seminorms µ j on I(ν, η 0 ) ∞ of the form
each for some X j in the universal enveloping algebra of the complexified Lie algebra of G = G v ; and complex functions ω j of finite order in the strip 0 ≤ Re(s) ≤ σ 0 such that
Clearly (5.6.1) implies the validity of the first step of induction. Now by the induction hypothesis there exist seminorms µ on I(w γ (ν), w γ (η 0 )) ∞ and functions ω of finite order in 0 ≤ Re(s) ≤ σ 0 such that
We now appeal to Schiffmann's estimates (2.3.12) and (2.3.14) for rank one intertwining operators in page 40 of [Sch] (applied to Ω = {ν} and Ω = {e}, also cf. estimate (7.38) of [GW] ) to conclude
with seminorms µ p of the above type on I(ν, η 0 ), where functions ω p are of finite order in Re(s) ≥ 0. Observe thatf depends onν and therefore s, and consequently the same is true of {µ p (f )}. To take this into account, we appeal to [GW] . We use notation as in [GW] . By Lemma 5.1 of [GW] there exist positive constants a, b, and M such that
Here {Z i } and {E j } are fixed bases for complex Lie algebras of G and K, respectively, and
(cf. Theorem 1.1 and definitions in pages 208 and 209 of [GW] ), which is obviously independent ofν. But for each i, definition (1.2) in page 208 of [GW] with n = λ = 1 implies
We conclude that given X in the universal enveloping algebra, there exists a positive integer N such that
The induction hypothesis for w is now proved. Since W v,s (e) is entire, it will be bounded on any compact set containing the poles of functions that appear in front of different f Y,1,1 (attached to different X's) in the interval 0 ≤ Re(s) ≤ σ 0 . The lemma now follows.
To continue we need the following theorem from complex analysis which was communicated to us by M. Sodin (cf. Lecture 26 of [Le] on Matsaev's Theorem). We are indebted to him for countless hours that he spent in helping us in resolving the division problem whose resolution is needed in order to handle the quotients that appear in different expressions for L-functions.
Theorem 5.7 (Matsaev, lecture 26 of [Le] ). Let f (z) and h(z) be analytic functions in the closed right half plane x ≥ 0, z = x + iy, satisfying
Then it is of (finite) order less than or equal to ρ + 1 in any vertical strip T I , I > 0. b) Suppose further that g(z) is entire and there exist constants α ∈ R and C 1 > 0 such that
for any x > 0. Then g(z) is of (finite) order less than or equal to ρ in all of C.
Proof. a) Since g = f /h is analytic, we can majorize log |g(z)| by the Poisson integral in each semi-disk {|z| < R, Re(z) > 0} (cf. equation 14, page 193 of [Le] ):
where
Using the positivity of Poisson kernels [Le] , we can replace log |g| by log + |g| under the integral sign, to conclude
Next, assuming r = |z| = R/2, r ≥ 2, θ = arg(z), we estimate the kernels K 1 and K 2 as follows: for K 1 we have (12), page 211 of [Le] for details); since
(cf. page 211 of [Le] again). Now, plugging estimates (5.7.5) and (5.7.6) in (5.7.4), we get
as R → ∞.
We now appeal to Carleman's formula (cf. [Le] ) to estimate the right hand side of (5.7.7). Observe that log + |g| ≤ log + |f | + log − |h|, and consequently 1 πR 7.8) as R → ∞. Applying Carleman's formula to h we conclude that (5.7.8) is bounded above by 1 πR
as R → ∞. Substituting this into (5.7.7) we obtain 7.9) where z = re iθ , R = 2r, and as r → ∞, for some constant D. Substituting (5.7.1) and (5.7.2) into (5.7.9), one immediately gets a bound log |g(z)| ≤ C (|z| ρ+1 + 1) (5.7.10) using the inequality (cos θ) −1 = r/a, if the interval I defining T I is given by I = [a, b], a > 0. This implies part a).
To prove part b) we again plug (5.7.1) and (5.7.2) into (5.7.8), but this time keeping cos θ. We get log |g(z)| ≤ C 1 cos θ (|z| ρ + 1) (5.7.11) for |θ| < π/2. Now using functional equation (5.7.3), we extend the estimate (5.7.11) to all of C with | cos θ| in the denominator and possibly a larger C 1 . The statement about the order of g(z) in part b) of the theorem is now a consequence of Theorem 3 in lecture 26, page 212, of [Le] .
Remark 5.8. The conditions of Theorem 5.7 can be further relaxed, if needed. Instead of (5.7.1) and (5.7.2), it is enough to have an upper bound of the form
A more general functional equation of the form
in which P and Q are entire functions of order less than or equal to ρ, can also replace (5.7.3).
Proof of Theorem 4.1. We are now ready to prove Theorem 4.1. We continue to assume Assumption 2.1 in everything that follows. Let us now state our induction hypothesis:
Induction Hypothesis. For each quasisplit connected reductive group over F and
is of finite order in the whole complex plane (in our sense, i.e. allowing a finite number of poles in C; cf. Proposition 3.2).
We will prove 
(We change our data to get r i rather thanr i .)
Next, it follows from (5.2) that
We will now assume that Re ( Finally, if P π (s) = P 1 (s) is the monic polynomial giving the poles of L(s, π, r 1 ) as in Section 4, then
where f 0 (s), h 0 (s), and L 0 (s, π, r 1 ) are analytic in the closed half plane Re(s) ≥ 1/2. Observe that, using the functional equation,
and therefore
The conclusion is that
where f 0 (s) and h 0 (s) are analytic functions of finite order in the closed half plane Re(s) ≥ 1/2, while L 0 (s, π, r 1 ) is entire. We now change variables s = z + 1/2, z = x + iy, and set
The functional equation implies
for x > 0, where C 1 > 0 and α ∈ R. Set f (z) = f 0 (z + 1/2) and h(z) = h 0 (z + 1/2), which are now analytic of finite order in Re(z) ≥ 0 and g(z) = f (z)/h(z). We now apply part b) of Theorem 5.7 to conclude the finiteness of order for g(z) on all of C. Thus, granting Proposition 5.4, which we will prove next, Theorem 4.1 is now proved.
Analytic behaviour of Fourier coefficients of cuspidal Eisenstein series; Proof of Proposition 5.4
In this section we complete the proof of Theorem 4.1 by proving Proposition 5.4. As before, we rely on Langlands' theory of Eisenstein series ([L2] , [L3] , [HC] , [MW1] ). Our main references are Arthur's truncation ( [A2] , [A3] ), Langlands' inner product formula ([A3] , [L2] , [L3] ), Harish-Chandra [HC] , and Muller [Mu] (see our Introduction). In fact, our original proof relied on [HC] , in which the inner product formula and more generally the analytic continuation of the Eisenstein series were proved using the Maass-Selberg relation for a semisimple algebraic group over Q. Since the Maass-Selberg relation was proved in [HC] with only sketches provided, we felt that it may attract criticism for the lack of a complete proof. For this reason, and due to our use of adelic language, we have decided to use results of Arthur and Langlands. We thank A. Borel for his insistence that we do this; indeed, it was Borel who first complained to us about the proof of Harish-Chandra's MaassSelberg relation, and wanted a better proof in the language of adeles.
Finally, we should point out that in the special case of a symplectic group of rank 3, the same kind of arguments are used by Ramakrishnan in [Ra] to establish the same result as our Proposition 5.4 but for a non-cuspidal Eisenstein series. We refer to Corollary 4.4 in our Section 4 to explain Ramakrishnan's results [Ra] .
The quasisplit group G 0 = Res F/Q G is defined over Q and G 0 (A Q ) = G(A F ). Therefore with no loss of generality we may and will assume that G is defined over Q so as to be able to use Arthur.
Let E(g) = E(s,φ, g, P ) be our Eisenstein series as in [HC] , [Sh4] , [L2] . Given any parabolic subgroup P 1 = M 1 N 1 , P 1 ⊃ B, let E P1 be the corresponding constant term
Next, let T be a sufficiently regular (cf. [A2] , [A3] ) element of a 0 , where a 0 is the real Lie algebra of A 0 . This means that β(T ) is sufficiently large for all β ∈ ∆.
Let Λ
T be the truncation operator of Arthur ([A2] , [A3] ). Then, π being cuspidal,
, where the first sum runs over the set {P, P },
Observe that if M is self-conjugate, then P = P and therefore the set {P, P } consists of only one element. Let us recall howτ P1 is defined (cf. page 916 of [A2] ). Let α 1 be the unique simple root of A 1 , the split component of 
As in [MW1] one can simply defineτ P to be the characteristic function of the sum of z, the real Lie algebra of the center of G, and the interior of the cone generated by α 1 . We then need to project T on a 1 .
From now on we use E(s, x), x ∈ G 1 , to denote our Eisenstein series. Then (cf. [Sh4] and Section 5 here)
Let Ω ⊂ G 1 be a compact set such that U(Q)\U Ω. Then there exists a constant c > 0 such that
Cover Ω by open neighborhoods chosen as in Lemma 3.4.7 of [Ra] and fix a finite set {V i } of such neighborhoods covering Ω, once and for all. Then by Lemma 3.4.7 of [Ra] , there exists a polynomialP (s) such that
We shall estimate each term in the right hand side of (6.5) separately. Choosing T sufficiently regular, we can now apply Lemma 4.2 of [A3] in which one only needs to stay away from the poles of E(s, x) to conclude that (6.6) (We refer to the formula for Ω 0 (z : z) in the middle of page 93 of [HC] , as well as page 242 in [L3] for the original version.)
Upon a close examination of (6.6) one sees immediately that, away from the poles of M (s), the singularities coming from (s +s) −1 and (s −s) −1 are removable.
One needs to recall that the adjoint of M (s) is M (s). While the limit on the real axis s =s is harmless for our purposes, its values on the imaginary axis are quite subtle and must be treated with care. It involves the logarithmic derivative of M (s). We are indebted to Erez Lapid for pointing this out to us upon reading an earlier version of this paper. Using L'Hospital's rule in the variable σ, s = σ + it, we compute the main part of the limit, i.e. the part coming from the first term in (6.6), as
To proceed, we need Muller's results [Mu] .
−1 as in Theorem 4.30 of [Mu] , with A(s) and B(s) meromorphic linear operators, defined in Lemma 4.27 of [Mu] . Clearly, to understand the growth of (6.7), we need to control the operators A(s), B(s) , their derivatives, and their inverses. For this, one needs to control det A(s), det B(s), det A (s), and det B (s). Observe that by estimates (5.9) of [Mu] , there exists an entire function P (s) of finite order, so that all the matrix coefficients of P (s)A(s) and P (s)B(s) are entire and of finite order. By Leibnitz's rule, P (s) 2 A (s) and P (s) 2 B (s) have matrix coefficients which are all entire and of finite order. From this, it is clear (cf. proof of Theorem 5.10 of [Mu] 
) that there exists an entire function R(s) of finite order such that R(s) det D(s) is entire and of finite order, where D(s) is either A(s), B(s), A (s), or B (S).
The fact that matrix coefficients of M (s), its derivatives, and inverses are of finite order now follows from the estimate (5.9) of [Mu] .
Similar statements are true about higher derivatives if needed. We recall that derivatives of an entire function of finite order are again of finite order.
It must now be repeated again that while (6.6) is valid away from the unitary axis, we must use (6.7) while we are on the axis and therefore we must understand how (6.7) behaves as |σ| increases, i.e. as we move away from the unitary axis. By the discussion in the previous paragraph, we first observe that one can multiply (6.7) by a function (in variable it) of exponential growth in a power of |t| so that the product has the same type of growth. The same statement is true if we replace it with σ + it and |t| with |s|, and in fact we can choose the multiplier to be an entire function of finite order. A similar kind of statement about (6.6) is valid on all of C. To be precise, one will need two entire functionsR 1 (s) andR 2 (s) such that the product ofR 1 (s)R 2 (s) with (6.6) is of the exponential type growth discussed above.
We can now estimate the growth of ∧ 2 E(s) 2 . In view of the preceding discussion, one sees that there exists a pair of entire functions of finite order R 1 (s) and R 2 (s) such that
is of exponential growth in some power of |s| on all of C.
We may replace |R 2 (s)| by |R 3 (s)| in (6.8), where R 3 is another entire function of finite order. Let Q(s) = R 1 (s)R 3 (s). We have proved: We start by recalling some well-known facts. The function ϕ on which our Eisenstein series is built, being both K M -finite,
1 , and z M -finite, we can let σ and ξ denote its K M -type and z M -type, respectively (cf. [HC] ). Here z M is the center of the universal enveloping algebra of the complexified Lie algebra of (the connected component of 1 in) M where ϕ = ϕ 2 and c w denotes the constant of equality (6.13) applied to 0 L 2 (M(Q)\M 1 , σ w , ξ w ) with obvious meanings for σ w and ξ w . Observe that c w only depends on this space and not s. If we now again apply Lemma 101 of [HC] (or the discussion on page 242 of [L3] ), we see that (6.12) is bounded by a constant multiple of ϕ in every T ε,I with I ≥ 0.
Since s ∈ T ε,I , which in particular implies that | Re(s)| is bounded, part b) of Lemma 5 of [HC] shows that there exist a constant d w > 0 and an integer M w such that
Mw . (6.15)
Here x denotes the norm of x (cf. [A2] , [HC] ).
Using the estimates (6.13), (6.14), and (6.15) in (6.12), we now conclude that there exist a constant κ > 0 and an integer L ≥ 0 such that 
