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Abstract
A class of Steffensen-type algorithms for solving generalized equations on Banach spaces is proposed. Using well-known fixed
point theorem for set-valued maps [A.L. Dontchev, W.W. Hager, An inverse function theorem for set-valued maps, Proc. Amer.
Math. Soc. 121 (1994) 481–489] and some conditions on the first-order divided difference, we provide a local convergence analysis.
We also study the perturbed problem and we present a new regula-falsi-type method for set-valued mapping. This study follows
the works on the Secant-type method presented in [S. Hilout, A uniparametric Secant-type methods for nonsmooth generalized
equations, Positivity (2007), submitted for publication; S. Hilout, A. Piétrus, A semilocal convergence of a Secant-type method
for solving generalized equations, Positivity 10 (2006) 673–700] and extends the results related to the resolution of nonlinear
equations [M.A. Hernández, M.J. Rubio, The Secant method and divided differences Hölder continuous, Appl. Math. Comput. 124
(2001) 139–149; M.A. Hernández, M.J. Rubio, Semilocal convergence of the Secant method under mild convergence conditions
of differentiability, Comput. Math. Appl. 44 (2002) 277–285; M.A. Hernández, M.J. Rubio, ω-Conditioned divided differences to
solve nonlinear equations, in: Monogr. Semin. Mat. García Galdeano, vol. 27, 2003, pp. 323–330; M.A. Hernández, M.J. Rubio,
A modification of Newton’s method for nondifferentiable equations, J. Comput. Appl. Math. 164/165 (2004) 323–330].
© 2007 Elsevier Inc. All rights reserved.
Keywords: Set-valued mapping; Generalized equation; Aubin continuity; Divided difference; Steffensen’s method; Secant method; ω-Conditioned
divided difference; Regula-falsi method
1. Introduction
Generalized equations were introduced by Robinson [30–32]. They characterize many problems related to mathe-
matical programming, optimal control problems, variational inequalities, complementarity problems and other fields.
This paper is concerned with the problem of approximating a locally unique solution x∗ of the generalized equation
0 ∈ f (x) + G(x), (1)
where f : X → Y is a continuous function, G is a set-valued map from X to the subsets of Y with closed graph, and
X, Y are a Banach spaces. For solving (1), we consider the following algorithm:
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x0 is given as starting point,
0 ∈ f (xk) +
[
g1(xk), g2(xk);f
]
(xk+1 − xk) + G(xk+1), (2)
where gi (i = 1,2) are a continuous functions from a neighborhood V of x∗ into X and [x, z;f ] denotes the divided
difference of order one of f at the points x and z (to be defined later).
For nonlinear equations (G ≡ 0 in (1)), (2) becomes the usual Steffensen method for solving equation f (x) = 0;
i.e.,
xk+1 = xk −
[
g1(xk), g2(xk);f
]−1
f (xk). (3)
A significant number of papers have appeared dealing with approximating methods for nonlinear equations. For ex-
ample, if g1(xk) = xk , the method (3) has been treated by Argyros [3] using a fixed point theorem and a special choice
of divided difference. If gi(xk) = xk for i = 1,2, then algorithm (3) reduces to the usual Newton method provided that
f is Fréchet differentiable on V , and if g1(xk) = xk and g2(xk) = xk−1, the method (3) describes the Secant method.
An improved Secant-type method is investigated in [22] in the case g1(xk) = xk + αk(xk−1 − xk) and g2(xk) = xk ,
where the sequence αk controls the good approximation of the derivative. A family of two-step Steffensen’s iterative
methods is presented by Amat and Busquier [1] under some differentiability assumptions on gi and f . The most
popular choice of parameters g1 and g2 is g1(x) = x and g2(x) = x − f (x).
When the function f is Fréchet differentiable and gi(x) = x, (2) is Newton’s method for solving generalized
equations based on the following partial linearization:
0 ∈ f (xk) + ∇f (xk)(xk+1 − xk) + G(xk+1). (4)
Dontchev [11,12] proved that the Aubin continuity of (f +G)−1 and the Lipschitz continuity of ∇f imply uniformly
the local quadratic convergence of the sequence (4). A convergence analysis of (4) is presented by Argyros [4,5]
using m (m  2) Fréchet differential operator. In [28], some Hölder continuity condition on ∇f is used to obtain a
superlinear convergence of the sequence (4). An acceleration of Newton’s method (4) using a second-order Taylor
polynomial expansion is investigated in [15].
When g1(xk) = ξxk + (1 − ξ)xk−1 for a fixed parameter ξ in [0,1) and g2(xk) = xk , (2) is a uniparametric Secant-
type algorithm for solving generalized equations (1). This method is developed in [24] under Hölder-type condition
on the first-order divided difference, and a superlinear convergence analysis is obtained. Using ω-conditioned divided
difference, we present in [23] a linear convergence for the Secant-type method.
Our purpose is to study the convergence of Steffensen-type algorithms (2) with respect to the parameters g1 and g2.
We analyze the convergence of sequence (2) using a fixed point theorem for set-valued maps and some conditions
on the first-order divided difference operator. This analysis follows the works on the Secant-type method presented
in [23,24] and extends the results restricted to the resolution of nonlinear equations [17,19–21]. Some part of our goal
is also to study the perturbed generalized equation by combination of Newton’s method (4) with our method (2).
The paper is organized as follows: In Section 2, we collect some definitions and assumptions and we recall the fixed
point theorem [13]. The main results of existence and convergence for Steffensen-type algorithm (2) are developed
in Section 3. In Section 4, we combine Newton-type method to our method (2) for solving perturbed generalized
equation. Finally, we present some new regula-falsi-type method for set-valued maps.
2. Background material and assumptions
Let us begin with some basic notations that will be used throughout this paper. The distance from a point x to a
set A in the Banach space (Z,‖.‖) is defined by dist(x,A) = infz∈A ‖x − z‖. Let C be some subset of Z , the excess e
from C to A is given by e(C,A) = supx∈C dist(x,A). Let Λ : X⇒ Y denote some set-valued mapping, we denote by
gphΛ = {(x, y) ∈ X × Y, y ∈ Λ(x)} the graph of Λ, and by Λ−1(y) = {x ∈ X, y ∈ Λ(x)} the inverse mapping of Λ.
We denote Br(x) a closed ball centered at x with radius r . ∇f denotes the Fréchet derivative of f . The norm in the
Banach spaces X and Y are both denoted by ‖.‖, and L(X,Y ) is the space of linear bounded operators from X to Y .
Definition 2.1. A set-valued Λ is said to be pseudo-Lipschitz around (x0, y0) ∈ gphΛ with modulus M if there exist
constants a and b such that
e
(
Λ(x′) ∩ Ba(y0),Λ(x′′)
)
M‖x′ − x′′‖, for all x′ and x′′ in Bb(x0). (5)
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Definition 2.2. (See [6].) An operator [x, z;f ] belonging to the space L(X,Y ) is called the first-order divided differ-
ence of the function f : X → Y at the points x, z in X if the following equality holds:
[x, z;f ](x − z) = f (x) − f (z). (6)
Of course the requirement (6) does not determine the divided difference uniquely. Let us note that the divided
difference has various definitions and characterizations in literature. Schröder [36] is the first to use (6) to call [x, z;f ]
a divided difference of f at x and z. A concrete methods for constructing such divided difference in important cases
are given in [35,37]. When f is Fréchet differentiable, Byelostotskij [9] seems to have been the first to have used
specifically the following form:
[x, z;f ] =
1∫
0
∇f (x + t (z − x))dt (7)
with ∇f the Fréchet derivative of f . In the particular case x = z, we have [x, x;f ] = ∇f (x) (for more details see
[2,6]).
Definition 2.3. A sequence (xn) in X is said to be linearly convergent to x∗ with parameter σ ∈ ]0,1[ if we have the
following inequality∥∥xn+1 − x∗∥∥ σ∥∥xn − x∗∥∥.
Our analysis derives from fixed point theorem proved by Dontchev and Hager [13].
Lemma 2.1. (See [13].) Let φ be a set-valued map from X into the closed subsets of X. We suppose that for η0 ∈ X,
r  0 and 0 λ < 1 the following properties hold:
(a) dist(η0, φ(η0)) r(1 − λ).
(b) e(φ(x1) ∩ Br(η0),φ(x2)) λ‖x1 − x2‖, ∀x1, x2 ∈ Br(η0).
Then φ has a fixed point in Br(η0). That is, there exists x ∈ Br(η0) such that x ∈ φ(x). If φ is single-valued, then x is
the unique fixed point of φ in Br(η0).
Suppose that for every points x and z in a convex neighborhood V of x∗, a divided difference [x, z;f ] is given.
We will make the following assumptions on V :
(H0) For i = 1,2; gi is αi -Lipschitz from V into V ; αi ∈ [0,1) and gi(x∗) = x∗.
(H1) There exists ω : R+ ×R+ → R+ a continuous nondecreasing function in both arguments such that∥∥[x, z;f ] − [u,v;f ]∥∥ ω(‖x − u‖,‖z − v‖), for all x, z,u, v ∈ V.
(H2) The set-valued map G−1 is pseudo-Lipschitz around (−f (x∗), x∗) with constants M , a and b (these constants
are given by Definition 2.1).
(H3) There exists κ > 0 such that∥∥[x, z;f ]∥∥ κ and M[κ + ω(α1a, (1 + α2)a)]< 1, for all x, z ∈ V.
Remark 2.1. It is known [2,29] that, if the function ω given in (H1) satisfies ω(0,0) = 0, then f is differentiable
on V .
756 S. Hilout / J. Math. Anal. Appl. 339 (2008) 753–761Remark 2.2. Hernández and Rubio [19,20] show a semilocal convergence result of the Secant method to solve non-
linear equations using assumption (H1). Under the same hypothesis and another assumption on the first Fréchet
derivative, a modification of Newton’s method is presented in [21] to solve f (x) = f1(x) + f2(x) = 0, where f1 is
differentiable and f2 is continuous but nondifferentiable.
We use a uniparametric Secant-type method in [23] for solving (1) and we present some results on convergence
using (H1).
Example 2.1. (See [18].) Consider X = Y = R2, with associated norm ‖.‖ = ‖.‖∞. The corresponding norm on
A = (aij )1i,j2 ∈ L(R2,R2) is ‖A‖ = ‖A‖∞ = max1i2∑j=2j=1 |aij |. We define f by f (x1, x2) = (f1(x1, x2),
f2(x1, x2)), where f1(x1, x2) = x21 − x2 + 1 + 19 |x1 − 1| and f2(x1, x2) = x22 + x1 − 7 + 19 |x2|. The first divided
difference of f satisfies∥∥[x, z;f ] − [u,v;f ]∥∥ ‖x − u‖ + ‖z − v‖ + 2
9
.
Therefore, By (H1), the function ω can be defined by ω(x1, x2) = x1 + x2 + 29 . This example shows that in the
particular case G ≡ 0; g1(xk) = xk−1 and g2(xk) = xk , our method (2) is equivalent to the Secant method considered
in [18] for solving f (x) = 0.
3. Convergence analysis
We are concerned in this section with the existence of the sequence defined by (2) and with the convergence
analysis of this algorithm to the solution x∗ of (1) under the previous assumptions. The main result of this section is
as follows.
Theorem 3.1. We suppose that assumptions (H0)–(H3) are satisfied. For every constant C such that
Mω(α1a, (1 + α2)a)
1 − Mκ < C < 1,
there exists δ > 0 such that for every starting point x0 in Bδ(x∗) (x0 and x∗ distinct), and a sequence (xk) defined
by (2) which is linearly convergent to x∗, i.e.,∥∥xk+1 − x∗∥∥ C∥∥xk − x∗∥∥. (8)
Before proving Theorem 3.1, we need to introduce some notations. First, for k ∈ N and xk defined in (2), let us
define the set-valued mappings Q : X⇒ Y and ψk : X⇒X by
Q(.) := f (x∗)+ G(.); ψk(.) := Q−1(Zk(.)), (9)
where Zk is defined from X to Y by
Zk(x) := f
(
x∗
)− f (xk) − [g1(xk), g2(xk);f ](x − xk). (10)
We first state a result which is the starting point of our algorithm. Let us mention that x1 is a fixed point of ψ0 if and
only if 0 ∈ f (x0) + [g1(x0), g2(x0);f ](x1 − x0) + G(x1).
Proposition 3.1. Under the assumptions of Theorem 3.1, one can find δ > 0 such that for every starting point x0 in
Bδ(x
∗) (x0 and x∗ distinct), the set-valued map ψ0 has a fixed point x1 in Bδ(x∗) satisfying∥∥x1 − x∗∥∥ C∥∥x0 − x∗∥∥, (11)
where C is given by Theorem 3.1.
Proof. Fix δ > 0 such that
δ < min
{
a; b
}
. (12)κ + 2ω(α1a, (1 + α2)a)
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e
(
Q−1(y′) ∩ Ba
(
x∗
)
,Q−1(y′′)
)
M‖y′ − y′′‖, ∀y′, y′′ ∈ Bb(0). (13)
Using Definition 2.2 we can write for all x ∈ Bδ(x∗) the following:∥∥Z0(x)∥∥= ∥∥f (x∗)− f (x0) − [g1(x0), g2(x0);f ](x − x0)∥∥
= ∥∥[x∗, x0;f ](x∗ − x + x − x0)− [g1(x0), g2(x0);f ](x − x0)∥∥

∥∥[x∗, x0;f ]∥∥∥∥x∗ − x∥∥+ ∥∥[x∗, x0;f ]− [g1(x0), g2(x0);f ]∥∥‖x − x0‖. (14)
By assumptions (H0), (H1) and (H3) we obtain∥∥Z0(x)∥∥ κ∥∥x∗ − x∥∥+ ω(∥∥x∗ − g1(x0)∥∥,∥∥x0 − g2(x0)∥∥)‖x − x0‖
 κ
∥∥x − x∗∥∥+ ω(α1a, (1 + α2)a)‖x − x0‖. (15)
We apply Lemma 2.1 to map ψ0 by choosing
η0 = x∗, λ = Mκ, r = r0 = C
∥∥x0 − x∗∥∥.
Using (13) and (15) we obtain
dist
(
x∗,ψ0
(
x∗
))
 e
(
Q−1(0) ∩ Bδ
(
x∗
)
,ψ0
(
x∗
))
Mω
(
α1a, (1 + α2)a
)∥∥x∗ − x0∥∥. (16)
Since C(1 − λ) > Mω(α1a, (1 + α2)a), then
dist
(
x∗,ψ0
(
x∗
))
 C(1 − λ)∥∥x0 − x∗∥∥. (17)
We can deduce from inequality (17) that the condition (a) in Lemma 2.1 is satisfied.
Further, by (12) and (15) we deduce that for all x ∈ Bδ(x∗) we have Z0(x) ∈ Bb(0). Then it follows that for all
x′, x′′ ∈ Br0(x∗) we have
e
(
ψ0(x
′) ∩ Br0
(
x∗
)
,ψ0(x
′′)
)
 e
(
ψ0(x
′) ∩ Bδ
(
x∗
)
,ψ0(x
′′)
)
M
∥∥Z0(x′) − Z0(x′′)∥∥
M
∥∥[g1(x0), g2(x0);f ]∥∥‖x′′ − x′‖
 λ‖x′′ − x′‖,
and thus condition (b) of Lemma 2.1 is satisfied. Since both conditions of Lemma 2.1 are fulfilled, we deduce the
existence of a fixed point x1 ∈ Br0(x∗) for the map ψ0 satisfying (11). 
Proof of Theorem 3.1. The proof is by induction on k. Keeping η0 = x∗ and setting r := rk = C‖x∗ − xk‖, the
application of Proposition 3.1 to the map ψk gives the existence of a fixed point xk+1 for ψk which is an element
of Brk (x∗). This last fact implies inequality (8), which is the desired conclusion. 
We present now a superlinear convergence result of a family of Steffensen-type method (2) using Hölder continuity
condition on the first divided difference; i.e.,∥∥[x, z;f ] − [u,v;f ]∥∥ ν(‖x − u‖p + ‖z − v‖p), for all x, z,u, v ∈ V and p ∈ [0,1]. (18)
Let us mention that assumption (H1) extends Hölder continuity condition (18) by considering ω in (H1) in the form
ω(t1, t2) = ν(tp1 + tp2 ). In [24], we present a study of the existence and the convergence of a uniparametric Secant-type
method under condition (18), we obtain a superlinear convergence. For nonlinear equations, a semilocal convergence
result is obtained by Hernández and Rubio [17] under condition (18). We present now an improvement of Theorem 3.1
involving a superlinear convergence of sequence (2) to x∗.
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C >
Mν(α
p
1 +[1+α2]p)
1−Mκ , there exists δ > 0 such that for every starting point x0 in Bδ(x∗) (x0 and x∗ distinct), and a
sequence (xk) defined by (2) which satisfies∥∥xk+1 − x∗∥∥ C∥∥xk − x∗∥∥p+1.
Idea of the proof. Proposition 3.2 can be proved in the same way as Theorem 3.1. The radius of convergence δ is
selected such that
δ < δ0 = min
{
a; p+1
√
b
4ν(αp1 + [1 + α2]p)
; 1
p
√
C
; b
2κ
}
. 
4. Perturbed problem
To solve perturbed nonlinear equations, Caˇtinas [10] considers a combination of Newton’s method with the
first-order divided difference iterative method by supposing the existence of the second-order divided difference.
A semilocal convergence result is given in [21] when mild conditions are required (see conditions IV and V in [21]).
The purpose of this section is to extend convergence results [21] to perturbed generalized equation in the form
0 ∈ f (x) + h(x) + G(x), (19)
where h : X → Y is differentiable at the solution x∗ of (19) but may be not differentiable on V . We suppose that
f has a continuous Fréchet derivative on V . We consider a combination of Newton-type method (see [11]) with
Steffensen-type algorithm proposed in this paper. More precisely, we associate to (19) the following algorithm:{
x0 is given as starting point,
0 ∈ f (xk) + h(xk) +
(∇f (xk) + [g1(xk), g2(xk);h])(xk+1 − xk) + G(xk+1). (20)
The following assumptions will be needed throughout this section.
(H1) There exists ω : R+ ×R+ → R+ a continuous nondecreasing function in both arguments such that∥∥[x, z;h] − [u,v;h]∥∥ ω(‖x − u‖,‖z − v‖), for all x, z,u, v ∈ V.
(H2) (∇f (x∗)(.− x∗)+h(.)+G(.))−1 is pseudo-Lipschitz around (−f (x∗), x∗) with constants M , a and b (these
constants are given by Definition 2.1).
(H3) There exists μ : R+ → R+ a continuous nondecreasing function such that∥∥∇f (x) − ∇f (z)∥∥ μ(‖x − z‖) for all x, z ∈ V.
Example 4.1. (See [21].) We consider X = Y = R2, with associated norm ‖.‖ = ‖.‖∞. The functions h and f
in (19) are defined by h(x1, x2) = (h1(x1, x2), h2(x1, x2)) and f (x1, x2) = (f1(x1, x2), f2(x1, x2)), respectively,
where h1(x1, x2) = 19 |x1 − 1|, h2(x1, x2) = 19 |x2|, f1(x1, x2) = x3/21 − x2 − 34 and f2(x1, x2) = x3/22 + 29x1 − 38 .
The first divided difference of operator h and ∇f satisfies
∥∥[x, z;h] − [u,v;h]∥∥ 2
9
(x = z, u = v)
and ∥∥∇f (x) − ∇f (z)∥∥ 3
2
‖x − z‖1/2,
respectively. By (H1), the function ω can be defined by ω(x1, x2) = 29 and by (H3), the function μ can be defined
by μ(z) = 32z1/2. This example shows that in the particular case G ≡ 0, g1(xk) = ξxk + (1 − ξ)xk−1, where ξ is a
fixed parameter in [0,1), and g2(xk) = xk , our method (20) is equivalent to the algorithm considered in [21] to solve
f (x) + h(x) = 0.
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Lemma 4.1. We suppose that the assumption (H3) is satisfied. Then for all x and z in V we have∥∥f (x) − f (z) − ∇f (z)(x − z)∥∥ μ(‖x − z‖)‖x − z‖.
Proof. We can write for all x and y in V ,
f (x) − f (z) − ∇f (z)(x − z) =
( 1∫
0
∇f (z + t (x − z))dt −
1∫
0
∇f (z) dt
)
(x − z).
Then we deduce
∥∥f (x) − f (z) − ∇f (z)(x − z)∥∥ ‖x − z‖
1∫
0
∥∥∇f (z + t (x − z))− ∇f (z)∥∥dt.
Since V is convex and by assumption (H3), the desired result is established. 
The local convergence result of algorithm (20) is as follows.
Theorem 4.1. We suppose that assumptions (H0)–(H1)–(H3) are satisfied and ρ = M(μ(a) + ω(α1a,
(1 + α2)a)) < 1. For every constant C′ such that 1 > C′ > ρ, there exists γ > 0 such that, for every starting point x0
in Bγ (x∗) (x0 and x∗ distinct), and a sequence (xk) defined by (20) which satisfies∥∥xk+1 − x∗∥∥ C′∥∥xk − x∗∥∥.
Idea of the proof. The proof of Theorem 4.1 is the same one as that of the proof of the main theorem (Theorem 3.1).
It is enough to make some modifications by replacing the mappings in (9) and (10) by
Q′(x) := f (x∗)+ h(x) + ∇f (x∗)(x − x∗)+ G(x); ψ ′k(x) := Q′−1(Z′k(x)),
Z′k(x) := f
(
x∗
)+ h(x) + ∇f (x∗)(x − x∗)− f (xk) − h(xk) − (∇f (xk) + [g1(xk), g2(xk);h])(x − xk). 
We present now a superlinear convergence result of algorithm (20) using Hölder-type conditions.
Proposition 4.1. We suppose that assumptions (H0)–(H1)–(H3) are satisfied with w(t1, t2) = ν(tp1 + tp2 ) and
μ(t) = σ tp . For every constant C′ such that C′ > M( σ
p+1 + ν[αp1 + (1 + α2)p]), there exists γ > 0 such that, for
every starting point x0 in Bγ (x∗) (x0 and x∗ distinct), and a sequence (xk) defined by (20) which satisfies∥∥xk+1 − x∗∥∥ C′∥∥xk − x∗∥∥p+1.
Yakoubsohn [38] considers a regula-falsi algorithm for solving nonlinear equations. An extension of this method for
generalized equations is presented in [16] using a second-order divided difference. We present now a new regula-falsi-
type method for perturbed generalized equation under Hölder-type condition (or ω-conditioned divided difference).
We consider our algorithm (20) by fixing g1(x0) of the arguments of divided difference of h; more precisely, we
associate to (19) the following algorithm (k = 1,2, . . .):{
x0 is given as starting point,
0 ∈ f (xk) + h(xk) +
(∇f (xk) + [g1(x0), g2(xk);h])(xk+1 − xk) + G(xk+1). (21)
We deduce the following results.
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1 > C > M(μ(a)+ω(α1a, (1 + α2)a)), there exists δ > 0 such that, for every starting point x0 in Bδ(x∗) (x0 and x∗
distinct), and a sequence (xk) defined by (21) which satisfies∥∥xk+1 − x∗∥∥ C∥∥xk − x∗∥∥.
Proposition 4.3. We suppose that the assumptions of Proposition 4.1 are satisfied. Then, for every constant C >
M( σ
p+1 + ν[1 +αp1 +αp2 ]), there exists δ > 0 such that, for every starting point x0 in Bδ(x∗) (x0 and x∗ distinct), and
a sequence (xk) defined by (21) satisfying∥∥xk+1 − x∗∥∥ C∥∥xk − x∗∥∥max{∥∥xk − x∗∥∥p,∥∥x0 − x∗∥∥p}.
5. Conclusion
We have introduced a new family of Steffensen-type methods to approximate a locally unique solution of general-
ized equations in Banach spaces. The main results of existence and convergence are provided using Dontchev–Hager’s
theorem. We have established a result of linear convergence using (ω,μ)-condition given by (H1) and (H3). We have
also provided a superlinear convergence under Hölder-type condition. This work extends the results related to the res-
olution of nonlinear equations (see [1,3,18–21]).
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