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1. Introduction
Throughout the paper, let E be a real Banach space, E∗ the dual space of E. Let C be a nonempty closed convex subset of
E. Recall that a mapping T : C → C is said to be nonexpansive if ‖Tx− Ty‖ ≤ ‖x− y‖ ,∀x, y ∈ C . A point x ∈ C is a fixed
point of T provided Tx = x. Denote by F(T ) the set of fixed points of T , that is F(T ) = {x ∈ C : Tx = x}. We denote by J the
normalized duality mapping from E to 2E
∗
defined by
Jx :=
{
f ∗ ∈ E∗ : 〈x, f ∗〉 = ‖x‖2 = ∥∥f ∗∥∥2} ,
where 〈., .〉 denotes the generalized duality pairing. It is well known that if E∗ is strictly convex then J is single valued and if E
is uniformly smooth then J is uniformly continuous on bounded subsets of E. Moreover, if E is a reflexive and strictly convex
Banach space with a strictly convex dual, then J−1 is single valued, one-to-one, surjective, and it is the duality mapping from
E∗ into E and thus JJ−1 = IE∗ and J−1J = IE (see, [2]). We note that in a Hilbert space H , J is the identity operator.
As we all know that if C is a nonempty closed convex subset of a Hilbert space H and PC : H → C is the metric projection
of H onto C , then PC is nonexpansive. This fact actually characterizes Hilbert spaces and consequently, it is not available
in more general Banach spaces. In this connection, Alber [1] recently introduced a generalized projection operatorΠC in a
Banach space E which is an analogue of the metric projection in Hilbert spaces. Consider the functional defined by
φ(x, y) = ‖x‖2 − 2 〈x, Jy〉 + ‖y‖2 for x, y ∈ E. (1.1)
Observe that, in a Hilbert space H , (1.1) reduces to φ(x, y) = ‖x− y‖2 , x, y ∈ H . The generalized projectionΠC : E → C is
a map that assigns to an arbitrary point x ∈ E the minimum point of the functional φ(x, y), that is,ΠCx = x¯, where x¯ is the
I This research is supported by the National Science Foundation of China under Grant (10771175), the key project of Chinese ministry of education
(209078) and the Natural Science Foundational Committee of Hubei Province (200722002).∗ Corresponding author.
E-mail addresses: caigang-aaaa@163.com (G. Cai), huchang1004@yahoo.com.cn (C.s. Hu).
0893-9659/$ – see front matter© 2009 Elsevier Ltd. All rights reserved.
doi:10.1016/j.aml.2009.08.006
74 G. Cai, C.s. Hu / Applied Mathematics Letters 23 (2010) 73–78
solution to the minimization problem: φ(x¯, x) = infy∈C φ(y, x). The existence and uniqueness of the operator ΠC follows
from the properties of the functional φ(x, y) and strict monotonicity of the mapping J (see, for example, [1–3]).
Let C be a closed convex subset of E, and let T be a mapping from C into itself. A point p in C is said to be an asymptotic
fixed point of T if C contains a sequence {xn} which converges weakly to p such that limn→∞(Txn − xn) = 0. The set of
asymptotic fixed points of T will be denoted by F̂(T ). A mapping T from C into itself is called relatively nonexpansive (see,
e.g., [4]) if F̂(T ) = F(T ) andφ(p, Tx) ≤ φ(p, x) for all x ∈ C and p ∈ F(T ).The asymptotic behavior of relatively nonexpansive
mappingswas studied in [4]. A point p in C is said to be strong asymptotic fixed point of T if C contains a sequence {xn}which
converges strongly to p such that limn→∞(Txn − xn) = 0. The set of strong asymptotic fixed points of T will be denoted by
F˜(T ). A mapping T from C into itself is called relatively weak nonexpansive if F˜(T ) = F(T ) and φ(p, Tx) ≤ φ(p, x) for all
x ∈ C and p ∈ F(T ). T is said to be relatively weak quasi-nonexpansive if F(T ) 6= ∅ and φ(p, Tx) ≤ φ(p, x) for all x ∈ C and
p ∈ F(T ).
Remark 1.1. The class of relatively weak quasi-nonexpansive mappings is more general than the class of relatively weak
nonexpansive mappings which requires the strong restriction: F˜(T ) = F(T ).
Remark 1.2. It is obvious that a relatively nonexpansive mapping is relatively weak nonexpansive mapping. In fact, for any
mapping T : C → C , we have F(T ) ⊂ F˜(T ) ⊂ F̂(T ). Therefore, if T is a relatively nonexpansive mapping, then F(T ) =
F˜(T ) = F̂(T ).
Moreover, if T : C → C is relatively weak quasi-nonexpansive then using the definition of φ one can show that F(T ) is
closed and convex.
Recently concerning the convergence problems of an implicit (or non-implicit) iterative process to a common fixed point
for a finite family of nonexpansive mappings and its extensions have been considered by a number of authors (see, for
example, [5–8]).
In 2001, Xu and Ori [9] introduced the following implicit iterative process for a finite family of nonexpansive mappings
{T1, T2, . . . , TN}, with {αn} a real sequence in (0, 1), and an initial point x0 ∈ C:
x1 = α1x0 + (1− α1)T1x1,
x2 = α2x1 + (1− α2)T2x2,
...
xN = αNxN−1 + (1− αN)TNxN ,
xN+1 = αN+1xN + (1− αN+1)T1xN+1,
...
which can be rewritten in the following compact form:
xn = αnxn−1 + (1− αn)Tnxn, ∀n ≥ 1, (1.2)
where Tn = Tn(mod N) (here the mod N function takes values in {1, 2, . . . ,N}). Xu and Ori [9] obtained the following results
in a real Hilbert space.
Theorem XO. Let H be a real Hilbert space, C a nonempty closed convex subset of H, and T : C → C be a finite family of
nonexpansive self-mappings on C such that F = ∩Ni=1 F(Ti) 6= ∅. Let {xn} be a sequence defined by (1.2). If {αn} is chosen so that
αn → 0, as n→∞, then {xn} converges weakly to a common fixed point of the family of {Ti}Ni=1.
On the other hand, Halpern [10] considered the following explicit iteration:
x0 ∈ C, xn+1 = αnu+ (1− αn)Txn, ∀n ≥ 0, (1.3)
where T is a nonexpansive mapping and u ∈ C is a fixed point. He proved the strong convergence of {xn} to a fixed point of
T provided that αn = n−θ , where θ ∈ (0, 1).
Very recently, Qin et al. [11] proposed the following modification of the Halpern iteration for a single relatively quasi-
nonexpansive mapping in a real Banach space. More precisely, they proved the following theorem:
Theorem QCKZ. Let C be a nonempty and closed convex subset of a uniformly convex and uniformly smooth Banach space E and
T : C → C a closed and quasi-φ-nonexpansive mapping such that F(T ) 6= ∅. Let {xn} be a sequence generated by the following
manner:
x0 ∈ E chosen arbitrarily,
C1 = C,
x1 = ΠC1x0,
yn = J−1(αnJx1 + (1− αn)JTxn), n ≥ 1,
Cn+1 = {z ∈ Cn : φ(z, yn) ≤ αnφ(z, x1)+ (1− αn)φ(z, xn)} , n ≥ 1,
xn+1 = ΠCn+1x1, n ≥ 1.
(1.4)
Assume that the control sequence satisfies the restriction: limn→∞ αn = 0, then {xn} converges strongly toΠF(T )x1.
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In this paper, motivated and inspired by the above results, we consider a hybrid projection algorithm to modify the
iterative processes (1.2) and (1.3) to have strong convergence for a finite family of relatively weak quasi-nonexpansive
mappings in the framework of Banach spaces.
2. Preliminaries
We need the following lemmas for the proof of our main results.
Lemma 2.1 ([1]). Let K be a convex subset of a real smooth Banach space E. Let x ∈ E and x0 ∈ K. Then φ(x0, x) = inf
{φ(z, x) : z ∈ K} if and only if
〈z − x0, Jx0 − Jx〉 ≥ 0, ∀z ∈ K .
Lemma 2.2 ([1]). Let K be a nonempty closed and convex subset of a real reflexive, strictly convex and smooth Banach space E
and let x ∈ E. Then ∀y ∈ K ,
φ(y,ΠK x)+ φ(ΠK x, x) ≤ φ(y, x).
Lemma 2.3 ([12]). Let E be a real smooth and uniformly convex Banach space and let {xn} and {yn} be two sequences of E. If
either {xn} or {yn} is bounded and φ(xn, yn)→ 0, as n→∞, then xn − yn → 0, as n→∞.
3. Main results
Theorem 3.1. Let C be a nonempty and closed convex subset of a uniformly convex and uniformly smooth Banach space E and
{T1, T2, . . . , TN} be a finite family of closed relatively weak quasi-nonexpansive mappings from C into itself with F 6= ∅, where
F = ∩Ni=1 F(Ti). Assume that Ti is uniformly continuous for all i ∈ {1, 2, . . . ,N}. Let {xn} be a sequence generated by the following
algorithm:
x0 ∈ C chosen arbitrarily,
C1 = C,
x1 = ΠC1x0,
zn = J−1(βnJxn−1 + (1− βn)JTnxn), Tn = Tn(mod N),
yn = J−1(αnJx1 + (1− αn)Jzn),
Cn+1 = {v ∈ Cn : φ(v, yn) ≤ αnφ(v, x1)+ (1− αn) [βnφ(v, xn−1)+ (1− βn)φ(v, xn)]} ,
xn+1 = ΠCn+1x1, ∀n ≥ 1.
(3.1)
Assume that {αn} and {βn} are real sequences in [0, 1 ]satisfying the restrictions: limn→∞ αn = 0 and limn→∞ βn = 0. Then
{xn} converges strongly toΠFx1.
Proof. We divide the proof of Theorem 3.1 into three steps.
(I) We show first that the sequence {xn} is well defined.
First, we prove by induction that Cn is closed and convex for all n ≥ 1. It is obvious that C1 = C is closed and convex.
Suppose that Ck is closed and convex for some k ∈ N . For v ∈ Ck, since
φ(v, yk) ≤ αkφ(v, x1)+ (1− αk) [βkφ(v, xk−1)+ (1− βk)φ(v, xk)]
is equivalent to
2(1− αk)βk 〈v, Jxk−1〉 + 2(1− αk)(1− βk) 〈v, Jxk〉 + 2αk 〈v, Jx1〉 − 2 〈v, Jyk〉
≤ αk ‖x1‖2 + (1− αk)βk ‖xk−1‖2 + (1− αk)(1− βk) ‖xk‖2 − ‖yk‖2 .
It can be seen easily that Ck+1 is bounded. We prove that Ck+1 is convex. In fact, let v1, v2 ∈ Ck+1, µ ∈ (0, 1). Put v′ =
µv1 + (1− µ)v2. From the definition of Cn+1, we have
2(1− αk)βk 〈v1, Jxk−1〉 + 2(1− αk)(1− βk) 〈v1, Jxk〉 + 2αk 〈v1, Jx1〉 − 2 〈v1, Jyk〉
≤ αk ‖x1‖2 + (1− αk)βk ‖xk−1‖2 + (1− αk)(1− βk) ‖xk‖2 − ‖yk‖2
and
2(1− αk)βk 〈v2, Jxk−1〉 + 2(1− αk)(1− βk) 〈v2, Jxk〉 + 2αk 〈v2, Jx1〉 − 2 〈v2, Jyk〉
≤ αk ‖x1‖2 + (1− αk)βk ‖xk−1‖2 + (1− αk)(1− βk) ‖xk‖2 − ‖yk‖2 .
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Therefore we have
2(1− αk)βk 〈µv1, Jxk−1〉 + 2(1− αk)(1− βk) 〈µv1, Jxk〉 + 2αk 〈µv1, Jx1〉 − 2 〈µv1, Jyk〉
≤ µ {αk ‖x1‖2 + (1− αk)βk ‖xk−1‖2 + (1− αk)(1− βk) ‖xk‖2 − ‖yk‖2}
and
2(1− αk)βk 〈(1− µ)v2, Jxk−1〉 + 2(1− αk)(1− βk) 〈(1− µ)v2, Jxk〉 + 2αk 〈(1− µ)v2, Jx1〉 − 2 〈(1− µ)v2, Jyk〉
≤ (1− µ) {αk ‖x1‖2 + (1− αk)βk ‖xk−1‖2 + (1− αk)(1− βk) ‖xk‖2 − ‖yk‖2} .
Add the last two inequalities, we obtain
2(1− αk)βk
〈
v′, Jxk−1
〉+ 2(1− αk)(1− βk) 〈v′, Jxk〉+ 2αk 〈v′, Jx1〉− 2 〈v′, Jyk〉
≤ αk ‖x1‖2 + (1− αk)βk ‖xk−1‖2 + (1− αk)(1− βk) ‖xk‖2 − ‖yk‖2 .
Since Ck is convex, we have v′ ∈ Ck. Therefore, we have v′ ∈ Ck+1. It follows that Ck+1 is closed and convex. Then, for all
n ≥ 1, Cn is closed and convex.
Next, we show F ⊂ Cn for all n ≥ 1. In fact, F ⊂ C1 = C is obvious. Suppose F ⊂ Cn for some n ∈ N . Then, for∀p ∈ F ⊂ Cn,
by virtue of the convexity of ‖.‖2 and the definition of φ, we have
φ(p, zn) = φ(p, J−1(βnJxn−1 + (1− βn)JTnxn))
= ‖p‖2 − 2βn 〈p, Jxn−1〉 − 2(1− βn) 〈p, JTnxn〉 + ‖βnJxn−1 + (1− βn)JTnxn‖2
≤ ‖p‖2 − 2βn 〈p, Jxn−1〉 − 2(1− βn) 〈p, JTnxn〉 + βn ‖xn−1‖2 + (1− βn) ‖Tnxn‖2
= βnφ(p, xn−1)+ (1− βn)φ(p, Tnxn)
≤ βnφ(p, xn−1)+ (1− βn)φ(p, xn). (3.2)
It follows that
φ(p, yn) = φ(p, J−1(αnJx1 + (1− αn)Jzn))
= ‖p‖2 − 2αn 〈p, Jx1〉 − 2(1− αn) 〈p, Jzn〉 + ‖αnJx1 + (1− αn)Jzn‖2
≤ ‖p‖2 − 2αn 〈p, Jx1〉 − 2(1− αn) 〈p, Jzn〉 + αn ‖x1‖2 + (1− αn) ‖zn‖2
= αnφ(p, x1)+ (1− αn)φ(p, zn)
≤ αnφ(p, x1)+ (1− αn) [βnφ(p, xn−1)+ (1− βn)φ(p, xn)] . (3.3)
So, p ∈ Cn+1. That is, F ⊂ Cn+1. Consequently, F ⊂ Cn for all n ≥ 1. This implies that {xn} is well defined.
(II) We show xn → q ∈ F .
From xn = ΠCnx1, we have
〈xn − v, Jx1 − Jxn〉 ≥ 0, ∀v ∈ Cn. (3.4)
It follows from F ⊂ Cn for all n ≥ 1 that
〈xn − z, Jx1 − Jxn〉 ≥ 0, ∀z ∈ F . (3.5)
From Lemma 2.2, we have
φ(xn, x1) = φ(ΠCnx1, x1) ≤ φ(p, x1)− φ(p, xn) ≤ φ(p, x1),
for each p ∈ F ⊂ Cn and for all n ≥ 1. Therefore the sequence {φ(xn, x1)} is bounded.
On the other hand, from xn = ΠCnx1 and xn+1 = ΠCn+1x1 ∈ Cn, we have
φ(xn, x1) ≤ φ(xn+1, x1), for all n ≥ 1.
This implies that {φ(xn, x1)} is nondecreasing. So limn→∞ φ(xn, x1) exists.
By the construction of Cn, we have Cm ⊂ Cn and xm = ΠCmx1 ∈ Cn for any positive integerm ≥ n. It follows that
φ(xm, xn) = φ(xm,ΠCnx1) ≤ φ(xm, x1)− φ(xn, x1). (3.6)
Letting m, n → ∞ in (3.6), we have φ(xm, xn) → 0. From Lemma 2.3, we have xn − xm → 0, as m, n → ∞. Hence, {xn}
is a Cauchy sequence. Since E is a Banach space and Cn is closed and convex, we can assume xn → q ∈ C , as n → ∞. Put
m = n+ 1 in (3.6), we have
lim
n→∞φ(xn+1, xn) = 0. (3.7)
It follows from Lemma 2.3 that
lim
n→∞ ‖xn+1 − xn‖ = 0, (3.8)
G. Cai, C.s. Hu / Applied Mathematics Letters 23 (2010) 73–78 77
as well as
lim
n→∞ ‖xn+l − xn‖ = 0, for all l ∈ {1, 2, . . . ,N} . (3.9)
Since xn+1 ∈ Cn+1, we obtain
φ(xn+1, yn) ≤ αnφ(xn+1, x1)+ (1− αn) [βnφ(xn+1, xn−1)+ (1− βn)φ(xn+1, xn)] .
Noticing the conditions limn→∞ αn = 0 and limn→∞ βn = 0. It follows from (3.7) that limn→∞ φ(xn+1, yn) = 0. From
Lemma 2.3, we have
lim
n→∞ ‖xn+1 − yn‖ = 0. (3.10)
Combining (3.8) and (3.10), we have
‖xn − yn‖ ≤ ‖xn − xn+1‖ + ‖xn+1 − yn‖ → 0, as n→∞. (3.11)
Since J is uniformly norm-to-norm continuous on any bounded sets, we have
lim
n→∞ ‖Jxn − Jyn‖ = 0. (3.12)
On the other hand, noticing
‖Jyn − Jzn‖ = αn ‖Jx1 − Jzn‖ → 0, as n→∞. (3.13)
and
‖Jzn − JTnxn‖ = βn ‖Jxn−1 − JTnxn‖ → 0, as n→∞. (3.14)
It follows from (3.12)–(3.14) that
‖Jxn − JTnxn‖ ≤ ‖Jxn − Jyn‖ + ‖Jyn − Jzn‖ + ‖Jzn − JTnxn‖ → 0, as n→∞. (3.15)
Since J−1 is also uniformly norm-to-norm continuous on bounded sets, we obtain
lim
n→∞ ‖xn − Tnxn‖ = 0. (3.16)
It follows that
‖xn − Tn+lxn‖ ≤ ‖xn − xn+l‖ + ‖xn+l − Tn+lxn+l‖ + ‖Tn+lxn+l − Tn+lxn‖ ,
for all l ∈ {1, 2, . . . ,N}. From the assumption on Tl, we know that Tl is uniformly continuous. On the other hand, it follows
from (3.9) and (3.16) that
lim
n→∞ ‖xn − Tn+lxn‖ = 0, for all l ∈ {1, 2, . . . ,N} . (3.17)
Thus
lim
n→∞ ‖xn − Tlxn‖ = 0, for all l ∈ {1, 2, . . . ,N} . (3.18)
From the closeness of Tl, we get q = Tlq. Therefore q ∈ F = ∩Ni=1 F(Ti).
(III) Finally, we prove q = ΠFx1.
Taking the limit as n→∞ in (3.5), we obtain
〈q− z, Jx1 − Jq〉 ≥ 0, ∀z ∈ F
and hence q = ΠFx1 by Lemma 2.1. This completes the proof. 
Remark 3.2. Theorem 3.1 improves Theorem3.1 of Qin et al. [11] from one relatively quasi-nonexpansive mapping to more
general a finite family of relatively weak quasi-nonexpansive mappings.
In a Hilbert space, Theorem 3.1 is reduced to the following.
Corollary 3.3. Let C be a nonempty and closed convex subset of a real Hilbert space H and {T1, T2, . . . , TN} be a finite family
of closed relatively weak quasi-nonexpansive mappings from C into itself with F 6= ∅, where F = ∩Ni=1 F(Ti). Assume that Ti is
uniformly continuous for all i ∈ {1, 2, . . . ,N}. Let {xn} be a sequence generated by the following algorithm:
x0 ∈ C chosen arbitrarily,
C1 = C,
x1 = PC1x0,
zn = βnxn−1 + (1− βn)Tnxn, Tn = Tn(mod N),
yn = αnx1 + (1− αn)zn,
Cn+1 =
{
v ∈ Cn : ‖v − yn‖2 ≤ αn ‖v − x1‖2 + (1− αn)
[
βn ‖v − xn−1‖2 + (1− βn) ‖v − xn‖2
]}
,
xn+1 = PCn+1x1, ∀n ≥ 1,
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where P is a metric projection. Assume that {αn} and {βn} are real sequences in [0, 1] satisfying the restrictions: limn→∞ αn = 0
and limn→∞ βn = 0. Then {xn} converges strongly to PFx1.
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