Text mining technologies, coupled with advanced user interfaces, have a great potential in the life sciences, for example supporting the process of database curation. We present a system which has achieved competitive results in several community-organized evaluations of text mining technologies and we discuss how such technologies can be integrated in a curation workflow.
example protein-protein interactions or drug-disease relationships. Examples of well known biomedical text mining tools are MetaMap (Aronson and Lang, 2010) , MedEvi (Kim et al., 2008) , WhatIzIt , Gimli (Campos et al., 2013) , iHOP (Hoffmann and Valencia, 2004; Hoffmann, 2007) , cTAKES (Savova et al., 2010) , Open Biomedical Annotator (Jonquet et al., 2009 ). The biomedical text mining community regularly verifies the progress of the field through competitive evaluations, such as BioCreative (Arighi et al., 2011; Krallinger et al., 2011) , BioNLP Cohen et al., 2009 ), i2b2 (Sun et al., 2013) , CALBC (Rebholz-Schuhmann et al., 2011) , CLEF-ER (Rebholz-Schuhmann et al., 2013) , DDI (SeguraBedmar et al., 2011) , BioASQ (Androutsopoulos, 2013) , etc. Each of these competitions targets different aspects of the problem, such as detection of mentions of specific entities (e.g. genes and chemicals), detection of protein interactions, assignment of Gene Ontology tags (BioCreative), detection of structured events (BioNLP), information extraction from clinical text (i2b2), large-scale entity detection (CALBC), multilingual entity detection (CLEF-ER), drug-drug interactions (DDI), question answering in biology (BioASQ).
The OntoGene group 1 at the Institute of Computational Linguistics of the University of Zurich has developed a platform for advanced text mining applications. The OntoGene system specializes in the detection of entities and relationships from selected categories, such as proteins, genes, drugs, diseases, chemicals. OntoGene sources its lexical resources from life sciences databases, thus allowing a deeper connection between the unstructured information contained in the literature and the structured information contained in databases. The quality of the system has been tested several times through participation in some of the community-organized evaluation campaigns, where it often obtained top-ranked results.
Within the scope of the SNF-funded SASEBio project (Semi-Automated Semantic Enrichment of the Biomedical Literature, SNF grant 105315 130558/1, 2010-2014) we developed tools aimed at supporting the process of database curation from the biomedical literature, and promote a move towards assisted curation. By assisted curation we mean a combination of text mining approaches and the work of an expert curator, aimed at leveraging the power of text mining systems, while retaining the high quality associated with human expertise.
In the rest of this paper, we briefly describe in Section 2 the overall architecture of our text mining system and mention evaluation results in the context of community-organized shared tasks, then we illustrate in Section 3 the usage of the text mining system within our integrated curation environment, providing a discussion on assisted curation and results of collaborations with major life science databases.
THE OntoGene TEXT MINING SYSTEM
In this section we provide a brief description of the OntoGene text mining environment, with a specific focus on its application to the detection of interactions. The first step in order to process a collection of biomedical literature consists in the annotation of names of relevant domain entities in biomedical literature (we consider in particular proteins, genes, species, experimental methods, and cell lines) and grounding them to widely accepted identifiers (IDs) assigned by reference knowledge bases, such as UniProt, EntrezGene, Cell Line Knowledge Base, etc. The term annotation uses a large term list that is compiled on the basis of the entity names extracted from the knowledge bases. This resulting list covers the common expression of the terms. A term normalization step is used to match the terms with their actual representation in the text, taking into account a number of possible surface variations. Finally, a disambiguation step resolves the ambiguity (i.e. multiple IDs proposed by the annotator) of the matched terms . In order to account for possible surface variants between the terms in the term list and the token sequences in the text, a normalization step is included in the annotation procedure. The same normalization is applied to the known terms of the term list and to the candidate terms in the input text, so that a matching between variants becomes possible despite the differences in the surface strings. In case the normalized strings match exactly, the input sequence is annotated with the IDs of the matching term.
Using the information concerning mentions of relevant domain entities, derived as described above, and their corresponding unique identifiers obtained by the process of disambiguation, it is possible to create candidate interactions using the co-occurrence of two entities in a given text span (typically a sentence, or observation window). However, using simple cooccurrence leads to low-precision extraction of interactions. In order to obtain better precision it is necessary to take into account the syntactic structure of the sentence, and other structural information. We parse relevant sentences (containing at least two entities) with a dependency parser, which has been adapted to and evaluated on the biomedical domain (Schneider et al., 2007) . After parsing, we collect all syntactic connections that exist between all the terms as follows. For each term-coocurrence a collector traverses the tree from one term up to the lowest common mother node, and down the second term, recording all intervening nodes. Paths which are extracted from the corpus can directly be used for interaction detection. The ranking of relation candidates can be further optimized if we apply a supervised machine learning method. First we automatically identify the noisy concepts that our term recognizer generates in order to penalize them. Second, we need to adapt to highly-ranked false positive relations which are generated by our frequency based approach. The goal is to identify some global preference oder biases which can be found in the reference database.
We have been active in the area of biomedical text mining since 2005, participating in several competitive evaluations, and often obtaining top-ranked results. Some significant examples are the following: best results in finding mentions of experimental methods in BioCreative 2006 (Rinaldi et al., 2008) , best results in detecting protein-protein interactions from the literature in BioCreative 2009 , best results in detecting some entity types (genes and diseases in particular) in the CALBC competition (Rebholz-Schuhmann et al., 2010), best overall results in the triage task of BioCreative 2012 (Rinaldi et al., 2013a) . In addition we have been actively promoting the idea that advanced text mining technologies can be a helpful support tool within the context of a curation workflow, as described in the next section. 
ASSISTED CURATION
The main motivation behind biomedical curation activities is "to help the life sciences community make sense of all the data that is accumulating" (Bairoch, 2009) . Although human curation offers the best guarantee of high quality results, it suffers from severe bottlenecks which have long been recognized in the curation community. The most pressing problem is that of efficiency of the process: despite the fact that typically several databases attempt to focus on a particular type of biological data, and often collaborate at least sufficiently to prevent duplication of effort and ensure compatibility of resulting data formats, it is impossible for human curators to keep up with the growing pace of publication: "Nobody will ever be able to manually annotate all the macromolecular biological entities that exist on this planet, and consequently automatization is the only solution" (Bairoch, 2009) .
However, automated text mining tools cannot offer sufficient reliability to be applied indiscriminately without human supervision. Therefore, the ideal solution is to combine the best capabilities of automated systems with human supervision by highly qualified domain experts. For this type of application, it is necessary to develop user friendly interfaces that will make text mining tools directly usable by curators, rather than hinder their work with technical complexities and poorly presented results. The OntoGene group has implemented a user-friendly curation framework called ODIN (Ontogene Document INspector, see figure 1), which aims at satisfying several of these requirements. Since every curation group has specific interests and needs, it cannot be expected that generic text mining solutions will be able to provide a satisfactory solution to all of them. Instead, we intend to provide a generic framework that can be then customized to the specific requirements of each group.
The usage of ODIN as a curation tool has been tested in a few collaborations with curation groups, including PharmGKB (Rinaldi et al., 2012a) , CTD (Rinaldi et al., 2012b ), RegulonDB (Gama-Castro et al., 2013 Rinaldi et al., 2013b; Gama-Castro et al., 2014) , which are briefly described here.
PharmGKB (The Pharmacogenomics Knowledge Base) (Sangkuhl et al., 2008 ) is a NIH-funded, publicly available online resource, developed and maintained at Stanford University, which aims at curating information pertaining to the effect of genetic variants in susceptibility to diseases and drugs. They curate publications which are related to genetic variants, and they annotate interactions between genes, drugs and diseases. In 2011 we performed an experiment in assisted curation in collaboration with PharmGKB, which demonstrated the high usability level of ODIN for a real-world curation task, as well as proved the quality of the results of the underlying text mining algorithms (Rinaldi et al., 2012a) .
In 2012, as part of our participation in the BioCreative 2012 text mining evaluation campaign, we analyzed data provided by the Comparative Toxicogenomics Database (CTD) (Davis et al., 2011) , which aims at collecting information related to the health effects of environmental chemicals. They curate relationships among chemicals, genes and diseases. We adapted our text mining pipeline to their specific purposes, and created for them a customized version of our ODIN tool. Once again, we obtained the best results in the competition, as described in detail in (Rinaldi et al., 2013a) .
RegulonDB (Gama-Castro et al., 2011) is another major biological database, focusing on regulatory interactions of one model organism (E. coli). RegulonDB is the primary reference database of the bestknown regulatory network of any free-living organism. A collaboration between OntoGene and RegulonDB was initiated in 2013 and resulted in a joint participation in the BioCreative 2013 interactive curation task. Once again, ODIN was customized for the specific needs of the RegulonDB database and was tested by RegulonDB curators. Novel sentence filters were implemented, which allow the curators to see only the sentences which satisfy a given logical condition. The joint experiment described in (GamaCastro et al., 2014) showed that the usage of such filters allows an expert curator to reduce the amount of text material under consideration by a factor of 10, without any loss of accuracy in the curated results.
CONCLUSION
We have presented an advanced text mining architecture (OntoGene Text Miner), which is embedded in a user-friendly curation interface (ODIN). The OntoGene Text Miner has been evaluated in a number of competitive evaluation tasks and shown to perform at state-of-the-art levels.
Besides, it has already been tested in a number of real-world curation tasks in collaboration with major life sciences databases.
