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vo, pero sin sobreproteger, me siento muy afortunada por haber trabajado contigo. Gracias
Juan G. Criado del Rey por cumplir el cometido más importante del hermano mayor:
estar siempre presente cuando te necesito, ya sea tomando unas cañas en Paŕıs o pasando una
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Presentación
Los puntos bien distribuidos en un espacio aparecen de forma natural en problemas de
muy diversa ı́ndole. Necesitamos puntos bien distribuidos para la integración numérica, la
aproximación e interpolación, el estudio de las funciones radiales, los métodos cuasi Mon-
tecarlo o los métodos de elementos finitos para ecuaciones diferenciales. Además de estar
relacionados con problemas clásicos en matemáticas, presentan muchas aplicaciones en la vi-
da real, como la modelización del fondo cósmico de microondas, la cristalograf́ıa y el estudio
de las estructuras v́ıricas. Cada una de estas aplicaciones requiere una definición diferente y
precisa del concepto “bien distribuidos”. A lo largo de las páginas de esta tesis estudiamos
distintas definiciones que responden a este concepto, aśı como distintos conjuntos de puntos
que verifican esas definiciones. En particular, los resultados de esta tesis han dado origen a
cuatro art́ıculos: [Etayo et al., 2018], [Beltrán and Etayo, 2018a], [Beltrán and Etayo, 2018b]
y [Beltrán and Etayo, 2018c].
El Caṕıtulo 1 es una extensa introducción en la cual presentamos varios problemas abier-
tos y, en el caso de que las haya, las soluciones parciales que existen hasta la fecha. En el
Caṕıtulo 2 damos solución a varios de los problemas planteados en la introducción demostran-
do la existencia de t-designs en variedades algebraicas con un número de puntos comparable
a la dimensión del espacio de polinomios de grado menor o igual que t en la variedad. Este
resultado generaliza el obtenido por Bondarenko, Radchenko y Viazovska para la esfera Sd,
véase [Bondarenko et al., 2013]. El Caṕıtulo 3 está dedicado al estudio de diferentes procesos
determinantales derivados de un proceso determinantal en S2 invariante por rotaciones lla-





bien distribuidos en los sentidos de minimizar las enerǵıas de Riesz y Green, respectivamente.
En el Caṕıtulo 4 definimos una estructura en la esfera S2 a la que denominamos estructura
de diamante y que depende de varios parámetros. Para cualquier elección de parámetros,
obtenemos familias de puntos aleatorios en la esfera. La propiedad principal de esas familias
es que podemos calcular la asintótica de la esperanza de su enerǵıa logaŕıtmica y además,
esta toma valores muy pequeños, lo más cercanos que se conoce hasta la fecha del valor
conjeturado para ser mı́nimo.
En la primera página de cada caṕıtulo el lector encontrará un dibujo de un matemático
junto con uno de sus resultados. Los resultados no están necesariamente relacionados con el
contenido del caṕıtulo, sino que son una selección personal y responden principalmente a un
criterio estético: son resultados que me parecen muy bonitos. Los fantásticos dibujos han sido





Posteriori modo praeterquam quod quilibet globus a quatuor circumstantibus in eodem plano
tangitur, etiam a quatuor infra se et a quatuor supra se, et sic in universum a duodecim
tangetur, fientque compressione ex globosis rhombica. Ordo hic magis assimilabitur octaedro
et pyramidi.
Conjetura de Kepler, demostrada por T. Hales en 2014.
J. Kepler (1611).
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1.1. Introducción
Es común que los preliminares de una tesis sean el caṕıtulo más costoso de escribir. Mi
caso no resulta excepcional en este sentido y esto se debe, esencialmente, a dos problemas.
El primero consiste en que los problemas aqúı tratados pertenecen a distintas ramas de las
matemáticas. Aśı, el lector encontrará en estas páginas resultados de distribución de puntos
en esferas y en variedades algebraicas compactas y lisas; problemas propios de la teoŕıa del
potencial y problemas relacionados con la integración numérica.
Por supuesto, siempre podemos encontrar un ambiente que incluya como propios todos
los resultados, pero el ambiente será, entonces, muy general. Es por esto que hemos optado
por no presentar todos los problemas en su definición más general, sino que hemos variado
nuestro grado de concrección dependiendo de la sección. Aśı, por ejemplo, cuando hablamos
de puntos óptimos para la integracción numérica, presentamos el problema en su contexto
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más general: espacios topológicos conexos por caminos; y sin embargo cuando hablamos de
la enerǵıa logaŕıtmica restringimos nuestra definición al caso de la esfera S2.
El segundo problema tiene que ver con la autocontención. Es una virtud de cualquier
documento que se pueda comenzar y terminar de leer sin haber tenido que consultar ninguna
otra fuente externa. Pero a lo largo de las páginas de esta tesis utilizamos técnicas de análisis
funcional, geometŕıa diferencial e incluso pruebas asistidas por ordenador. La gran cantidad
(que no implica refinamiento) de técnicas provoca la disyuntiva entre un texto no autoconte-
nido o un texto sumamente extenso. Hemos intentado dar solución al problema a través de
una introducción densa en definiciones y unos apéndices que cubran la parte más técnica de
las pruebas.
Varios de los resultados de esta tesis conciernen al tema “distribuir puntos en esferas”. El
art́ıculo Distributing points on spheres, [Kuijlaars and Saff, 1997] supone un punto de partida
para el estudio de esta disciplina. Parafraseando el t́ıtulo, el art́ıculo Distributing points on
spheres: minimal energy and designs, [Brauchart and Grabner, 2015] enfoca esa búsqueda de
puntos bien distribuidos en esferas en dos direcciones muy concretas: puntos que minimizan
ciertos potenciales llamados a veces enerǵıas y puntos óptimos para la integración numérica
o designs.
Tras el estudio de las esferas, las generalizaciones a otro tipo de espacios no tardaron en
llegar: los espacios proyectivos tan parecidos a las esferas en cierto sentido; los elipsoides,
tan parecidos en otro sentido, etc. Además del mero gusto por la generalización, las múlti-
ples aplicaciones han forzado la aparición de una gran cantidad de resultados nuevos cada
año: puntos bien distribuidos en superficies para hacer posible la integración por métodos
tipo Montecarlo, el estudio de potenciales para modelizar nuevas estructuras moleculares de
tipo cuasi-cristalinas,... Las referencias en este sentido son muchas e intentaremos cubrir un
número significativo de ellas a través de los distintos apartados de estos preliminares.
Terminamos estas ĺıneas con unas breves palabras sobre la notación. Denotamos por
ωN = {x1, . . . , xN} al conjunto de puntos con el que estemos trabajando independientemente
del espacio al que pertenezcan. Llamamos familia a una sucesión de conjuntos de puntos
(ωN ), con N →∞. Para ser completamente rigurosos, debeŕıamos denotar x1N , ..., xNN a los
elementos de ωN para un N fijo, incluyendo aśı en la notación de los puntos la dependencia
del conjunto al que pertenecen. Sin embargo, en un abuso de notación, les llamaremos simple-
mente x1, ..., xN asumiendo, claro está, que x1 ∈ ωi no tiene porqué ser el mismo punto que
x1 ∈ ωj si i 6= j. A continuación explicaremos brevemente en qué espacios estamos interesados
en distribuir puntos y qué significa que su distribución sea asintóticamente uniforme.
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1.1.1. Nuestros espacios ambiente
A lo largo de esta tesis, trabajamos con diferentes variedades algebraicas lisas y compactas.
De forma especial, en el Caṕıtulo 3 trabajamos con la esfera de dimensión real d, Sd y el espacio




y en el Caṕıtulo 4 trabajamos con
la esfera usual S2. Aśı que vamos a estudiar estas últimas variedades con un poco más de
profundidad.
Esferas
Definimos la esfera unidad de dimensión d como
Sd =
{
(x1, ..., xd+1) ∈ Rd+1 : x21 + ...+ x2d+1 = 1
}
.
Dotamos a Sd de la medida de Lebesgue, que denotamos por µ(x) cuando no está normalizada




= 1. Cuando trabajamos con la medida de
Lebesgue sin normalizar no escribiremos su dependencia en la dimensión, aunque siempre
quedará claro por el contexto.
La siguiente propiedad establece una relación entre la esfera de dimensión d y la esfera
de dimensión d− 1.
Lema 1.1.1. Sea f : Sd → R una función integrable o una función medible y no negativa. Si









Demostración. Fijamos el ecuador xd+1 = 0 y consideramos la aplicación ϕ : Sd −→ Sd−1 ×
(−1, 1) que lleva (x1, ..., xd+1) 7→ ( x1||(x1,...,xd)|| , ...,
xd
||(x1,...,xd)|| , xd+1). Por el Teorema de cambio








Aśı que calculamos el jacobiano de ϕ(x), esto es el volumen de la imagen de una base or-
tonormal de TxSd a través de Dϕ(x), en la Sección B encontramos un algoritmo para el
cálculo del jacobiano. Tomamos el punto x = (x1, ..., xd, xd+1) = (x̂, xd+1) y consideramos
los vectores ẋ1, ...ẋd−1 que son ortonormales dos a dos entre śı y ortonormales a (x̂, 0) y
cuya última coordenada es 0. Completamos la base con el vector ẋd = (a, b) = (x̂, ∗) tal
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Otro objeto recurrente en esta tesis serán los casquetes esféricos, que definimos de la siguiente
forma. Dado un punto x ∈ Sd y un número t ∈ [−1, 1],
C(x, t) = {y ∈ Sd : 〈x, y〉 ≥ t}. (1.2)
Podemos acotar el volumen de un casquete esférico gracias a la siguiente proposición.





el volumen de cualquier casquete esférico de




























































. Aplicamos la desigualdad de Gautschi (Proposición























Recordamos ahora una última propiedad para las esferas que nos será útil más adelante.
Lema 1.1.3. Sean x, y ∈ Cn, entonces
|1− 〈x, y〉 |2 = 1 + | 〈x, y〉 |2 − 2Re(〈x, y〉).
Lema 1.1.4. Para todo v, u ∈ Cd de norma 1 se verifica:
| 〈v, u〉 |2 ≥ 1− ||v − u||2.
Demostración. Sea ε = v − u, entonces, utilizando el Lema 1.1.3 tenemos que
| 〈v, u〉 |2 = | 〈v, v − ε〉 |2 = |1− 〈v, ε〉 |2 = 1 + | 〈v, ε〉 |2 − 2Re 〈v, ε〉 .
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Por otro lado tenemos:
||ε||2 = ||v − u||2 = 1 + 1− 2Re 〈v, u〉 = 2(1− Re 〈v, v − ε〉) = 2Re 〈v, ε〉 .
Si unimos las dos desigualdades obtenemos:
| 〈v, u〉 |2 = 1 + | 〈v, ε〉 |2 − ||v − u||2.
Como | 〈v, ε〉 |2 siempre es no negativo, tenemos
| 〈v, u〉 |2 ≥ 1− ||v − u||2.
Espacio proyectivo complejo









y ∈ Cd+1 : λy = x, ∀λ ∈ C
}
.
Una de sus interpretaciones geométricas consiste en verlo como el espacio de las ĺıneas com-
plejas de Cd+1 que pasan por el origen. Está dotado de la métrica de Fubini-Study, cuya
distancia viene dada por
dFS(p, q) = arcsin
(√





√1− ∣∣∣∣〈 pCd+1||pCd+1 || , qCd+1||qCd+1 ||
〉∣∣∣∣2
 ,
donde pCd+1 y qCd+1 son dos representantes cualesquiera en Cd+1 de los puntos p y q. Aśı mis-














Dependiendo del problema en el que trabajemos, utilizaremos la distancia de Fubini-Study o




∣∣∣∣〈 pCd+1||pCd+1 || , qCd+1||qCd+1 ||
〉∣∣∣∣2.
Muchas veces nos resultará últil considerar la siguiente inyección.
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Definición 1.1.5. Denotamos por ψd la aplicación:
ψd : Cd → P(Cd+1).
z 7→ (z, 1)
Lema 1.1.6. La aplicación diferencial de ψd en z es












(z + tż, 1) = (ż, 0)(z,1).
El jacobiano normal generaliza la noción de jacobiano, está definido en el Apéndice B.







Demostración. Escogemos una base ortonormal de TzP(Cd+1) ≈ Cd, concretamente{
z
||z||
, w1, ..., wd−1
}
,
donde los w1, ..., wd−1 no están definidos explicitamente pero son un complemento ortonormal





























































































































Los espacios proyectivos complejos y las esferas de dimensión impar están relacionados
de la siguiente forma. Consideramos la composición de funciones





donde primero tenemos la identidad que lleva a cada punto de la esfera S2d+1 a R2d+2 y
luego el isomorfismo (x, y) 7→ z = x + iy nos permite pasar de R2d+2 a Cd+1. Finalmente,




. Para el caso




≈ S2, se conoce como Fibración de Hofp y describe
S3 con circunferencias como fibras y una esfera ordinaria como espacio base. Este fibrado




manteniendo las circunferencias como fibras. A























para todo d ∈ N.
1.1.2. Puntos asintóticamente uniformemente distribuidos
Vamos a presentar la definición de puntos asintóticamente uniformemente distribuidos
en un contexto muy general, como aparece en [Kuipers and Niederreiter, 2012, Caṕıtulo 3].
Consideramos un espacio Hausdorff compacto X, µ una medida no negativa regular de Borel
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en X renormalizada tal que µ(X) = 1. En los espacios en los que vamos a trabajar basta
con que tomemos µ la medida de Lebesgue del espacio. Consideramos también el subálgebra
de Banach formado por todas las funciones continuas en X. Recordamos que un conjunto de
Borel C ⊂ X es µ-continuo si µ(δC) = 0, donde δC es la frontera de C. Entonces decimos



















χ(xj) = µ(C) (1.5)
donde χ es la función indicatriz del conjunto C, para todo conjunto µ-continuo C. Que una
familia de puntos sea asintóticamente uniformemente distribuida está considerada una de la
condiciones fundamentales para tener una buena distribución.
1.2. Caracterizaciones de una buena distribución
Hay muchas maneras de definir un conjunto de puntos bien distribuido. Como menciona-
mos en la introducción, podemos encontrar una buena presentación de las principales en el
estudio [Brauchart and Grabner, 2015].
1.2.1. Enerǵıas de Riesz en Sd













Vamos a calcular el valor de esa enerǵıa.











































Consideremos ahora la isometŕıa
θp :Sd −→ Sd.
p 7→ (1, 0, ..., 0)
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que no es más que la isometŕıa considerada en la Proposición B.0.7, restringida a la esfera.
La inversa de esa isometŕıa será de la forma:
θtp :Sd −→ Sd
(1, 0, ..., 0) 7→ p
Por el Lema B.0.4 sabemos además que su jacobiano normal vale 1, aśı que podemos aplicar
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Basta ahora con multiplicar por 1
Vol(Sd)
2 y concluimos la demostración.
Si d es la dimensión de la esfera en la que estamos trabajando y s es el parámetro de la
enerǵıa de Riesz, vemos que solo tiene sentido preguntarnos por la enerǵıa de Riesz continua
en el caso s < d, ya que si no, la integral (1.6) vale ∞.
De igual manera a como hemos definido la enerǵıa de Riesz continua podemos definir la








Podemos observar que la familia de enerǵıas de Riesz discretas engloba muchos potenciales
conocidos, algunos de ellos con claras interpretaciones f́ısicas, como el potencial de Coulomb
para s = 1 o el potencial de Newton para s = d−2 (d ≥ 3). Además, resulta muy interesante el
comportamiento de la enerǵıa de Riesz para los valores ĺımites de s. Aśı, veremos que cuando
s → 0 obtenemos la enerǵıa logaŕıtmica (Sección 1.2.2) y cuando s → ∞ nos encontramos
con el problema del empaquetamiento óptimo en la esfera (Sección 1.2.6).
Enerǵıa de Riesz mı́nima
El valor mı́nimo de la enerǵıa de Riesz cuando s > 0 y su comportamiento asintótico han
sido estudiados en profundidad, especialmente en el caso en que X = Sd ⊆ Rd+1 es la esfera
d–dimensional. En [Wagner, 1989; Wagner, 1990] se demuestra que las familias de puntos que
minimizan la enerǵıa de Riesz en Sd para 0 ≤ s ≤ d están asintóticamente uniformemente
distribuidas. En cuanto a la expansión asintótica de la enerǵıa de Riesz mı́nima, en [Brauchart,
2006; Kuijlaars and Saff, 1998] los autores prueban que para d ≥ 2 y 0 < s < d existen
constantes c > C > 0 (dependiendo únicamente de d y s) tales que
cN1+
s
d ≤ Vs(Sd)N2 −mı́n
ωN
(Es(ωN )) ≤ CN1+
s
d , (1.8)
donde Vs(Sd) es la s-enerǵıa continua para la medida normalizada de Lebesgue (definida en la
ecuación (1.6)). Dar cotas finas para las constantes en (1.8) es un problema abierto importante
en el área. Podemos consultar [Brauchart et al., 2012; Sandier and Serfaty, 2015; Bétermin
and Sandier, 2018; Rakhmanov et al., 1994] para algunas conjeturas precisas y [Brauchart
and Grabner, 2015] o [Borodachov et al., ] para conocer el estado actual del problema, que
se puede enunciar de la siguiente forma
Problema 1.2.2. Para s ∈ (0, d), sea Cs,d,N la constante:
0 < Cs,d,N =
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Encontrar valores asintóticos para Cs,d,N cuando N →∞. En particular, probar que el ĺımite
existe.
Análogamente a la enerǵıa de Riesz mı́nima para s > 0 se plantea el problema de la
enerǵıa de Riesz máxima para s < 0. Tal vez el problema más conocido de esta familia es
el de maximizar la suma de las distancias, el lector puede consultar [Alexander, 1972; Beck,
1984].
El caso hipersingular
Llamamos enerǵıa hipersingular de Riesz a la enerǵıa de Riesz cuando el parámetro s es
mayor o igual que la dimensión del espacio en el que estemos distribuyendo puntos. En [Hardin
and Saff, 2005] los autores demuestran que los conjuntos de puntos que minimizan la enerǵıa
hipersingular de Riesz están asintóticamente uniformemente distribuidos. Este resultado se
conoce popularmente como el Poppy seed bagel theorem. Se puede consultar [Hardin and Saff,
2005, Theorem 2.1] para el caso s > d y [Götz and Saff, 2001, Main Theorem] para el caso
s = d.
1.2.2. Enerǵıa logaŕıtmica en S2










log ‖xi − xj‖−1,
recibe el nombre de enerǵıa logaŕıtmica y está relacionada con el diámetro transfinito de un
conjunto, véase por ejemplo [Doohovskoy and Landkof, 2011].
Aunque esta enerǵıa se ha estudiado en esferas de cualquier dimensión, el caso d = 2
ha recibido especial atención por el siguiente hecho. En el art́ıculo [Shub and Smale, 1993]
los autores describen una relación entre el número de condición de un polinomio complejo
en una variable (una cantidad que mide la sensibilidad a la hora de encontrar ráıces de
polinomios) y la enerǵıa logaŕıtmica de sus puntos esféricos asociados. Dichos puntos se
obtienen proyectando en la esfera unidad a través de la proyección estereográfica las ráıces
del polinomio. Inspirados por esta relación, Shub y Smale propusieron el siguiente problema,
hoy conocido como Problema 7 de la lista de Smale.
Problema 1.2.3 ( [Smale, 2000]). Para cada N ∈ N encontrar una manera constructiva (un
algoritmo de números reales en el sentido Blum-Cucker-Smale, [Blum et al., 1998]) y rápida
(polinomial en N) de producir N puntos en la esfera unidad que verifiquen
Elog(ωN )−mN ≤ c logN,
donde c es una constante universal y mN es el valor mı́nimo de Elog entre todas las colecciones
de N puntos en S2.
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Tal vez una de las mayores dificultades para dar solución al Problema 1.2.3 consiste en
que no conocemos el valor de mN con precisión logN . Una serie de art́ıculos: [Wagner, 1989;
Rakhmanov et al., 1994; Dubickas, 1996; Brauchart, 2008] prueban cotas, tanto superiores
como inferiores para mN . El mejor resultado hasta la fecha está propuesto en [Bétermin and
Sandier, 2018]. En este art́ıculo los autores relacionan la enerǵıa logaŕıtmica en S2 con una
enerǵıa renormalizada definida en el plano en [Sandier and Serfaty, 2015], a partir de lo cual
prueban la existencia de un término O(N) en la expansión asintótica de la enerǵıa logaŕıtmica
mı́nima. Dicha expresión resulta entonces:
mN = Wlog(S2)N2 −
1
2







log ‖x− y‖−1 d(x, y) = 1
2
− log 2
es la enerǵıa cont́ınua y Clog es una constante. Combinando los resultados de [Dubickas, 1996]
y [Bétermin and Sandier, 2018] podemos acotar esa constante de la siguiente forma










= −0.0556053 . . .
Conjetura 1. [Brauchart et al., 2012; Bétermin and Sandier, 2018] El valor de la constante
Clog para la enerǵıa logaŕıtmica mı́nima en la esfera S2 es:










= −0.0556053 . . .
En la literatura se denota normalmente por puntos eĺıpticos de Fekete a los conjuntos de
puntos ωN tales que
Elog(ωN ) = mN .
1.2.3. Enerǵıa de Green
Ya sea por sus aplicaciones f́ısicas o por la sencillez de su definición, las enerǵıas de Riesz
parecen potenciales naturales a la esfera. Sin embargo, si nos preguntamos por los potenciales
naturales a una variedad diferencial compacta cualquiera entonces la respuesta no resulta tan
evidente. En [Beltrán et al., 2019], los autores definen el potencial de Green y argumentan que
en cualquier variedad compacta que presente una función de Green tiene sentido considerar
la siguiente enerǵıa.
Definición 1.2.4. Sea G : M×M → [0,∞] la función de Green de la variedad compacta
M, esto es, G(x, ·) tiene media cero para todo x, G es simétrica y ∆yG = δx(y)−Vol(M)−1,
con δx la función delta de Dirac, en el sentido de las distribuciones. Entonces la enerǵıa de
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Los puntos que minimizan la enerǵıa de Green están asintóticamente uniformemente dis-
tribuidos en cualquier variedad riemanniana compacta, véase [Beltrán et al., 2019, Main
Theorem].
El cálculo de la función de Green es complicado y para muchas variedades no se conoce una
fórmula expĺıcita. Aqúı hemos desarrollado esos cálculos para el espacio proyectivo complejo
de dimensión d (compleja).




está dada por la
siguiente fórmula.








(d− k) (sin r)2d−2k
)














donde r = dFS(x, y) = arcsin
√
1−
∣∣∣〈 x||x|| , y||y||〉∣∣∣2.
Demostración. Haremos la demostración siguiendo el algoritmo propuesto en [Beltrán et al.,

















d! , distancia de Riemann dada por r =
dFS(x, y) = arcsin
√
1−
∣∣∣〈 x||x|| , y||y||〉∣∣∣2 y




2d−1 t cos t dt




sin2d−1 r cos r
.










(d− k) (sin r)2d−2k
− log (sin r)
]
+ C.
Para calcular la constante, solo tenemos que imponer que la media de G(x, ·) sea 0 para todo
(o lo que es equivalente, para algún) x ∈ P(Cd+1). Sea x = (1, 0), hacemos un cambio de
variables usando la función ψd definida en la Definición 1.1.5 cuyo jacobiano está calculado
en la Proposición 1.1.7 y calculamos:
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Para calcular estas integrales hemos hecho un cambio de variables con s = t2/(1+t2) y hemos
utilizado la fórmula de [Gradshteyn and Ryzhik, 2015, 4.272–6]. Podemos conluir que para
r = dFS(x, y) :








(d− k) (sin r)2d−2k
)



















(K(xi, xj) +Q(xi) +Q(xj))
con ωN ⊂ X y ciertas condiciones en K y Q. Es común suponer que K y Q son semicont́ınuos
inferiormente y además K es simétrico. Estas dos hipótesis implican que entonces el problema
de minimizar la expresión anterior tiene una solución para cada N ≥ 2 en cualquier conjun-
to infinito compacto X, vease [Brauchart and Grabner, 2015]. Esta definición más general
de potenciales engloba muchos problemas conocidos, nombraremos dos de ellos. El primero
consiste en describir el estado de equilibrio de un sistema de part́ıculas (t́ıpicamente gaseoso)
que se relacionan entre ellas con repulsiones dadas por el potencial de Coulomb y está con-









donde K(x) = − log(x) si d = 2 y K(x) = ||x||2−d si d ≥ 3. Recomendamos al lector la
lectura de [Nodari and Serfaty, 2015] para avances recientes en este sentido.
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Otro ejemplo interesante lo conforman los FNTFs (finite normalized tight frames) intro-






En dicho art́ıculo los autores prueban que en R3, los puntos que minimizan esos potenciales
son los vértices de los sólidos platónicos y las configuraciones de hexágonos y pentágonos en
la esfera unidad. En [Ehler and Okoudjou, 2012] los autores estudian los FNTFs restringiendo
el espacio de definición a la esfera unidad.
Otro conjunto de puntos óptimos en la esfera lo forman las polarizaciones, a saber, el








En el art́ıculo [Borodachov et al., 2018] los autores demuestran que las de soluciones de ese
problema están asintóticamente uniformemente distribuidas.
1.2.5. Puntos de Fekete
Los puntos de Fekete (no confundir con los puntos eĺıpticos de Fekete), véase [Sloan and
Womersley, 2004], son las soluciones al problema de maximizar un determinante de tipo Van-
dermonde que aparece en la fórmula de la interpolación de Lagrange en la esfera S2. En [Marzo
and Ortega-Cerdà, 2010] los autores prueban que los puntos de Fekete están asintóticamen-
te uniformemente distribuidos. Cuando consideramos este problema en el intervalo unidad
[−1, 1], los puntos de Fekete son exactemente los puntos que minimizan la enerǵıa logaŕıtmica.
La solución en este caso es el conjunto de puntos ωN formado por los puntos {−1, 1} y los
ceros del polinomio de Gegenbauer C
3/2
N−2, véase [Fejér, 1932]. En general, el comportamiento
asintótico de los ceros de polinomios (en especial polinomios ortogonales) ha sido concien-
zudamente estudiado. Recomendamos al lector el art́ıculo [Marcellán et al., 2007] donde los
autores estudian las repulsión que muestran las ráıces de diferentes familias de polinomios,
aśı como referencias ah́ı contenidas.
1.2.6. Empaquetamientos y recubrimientos óptimos en Sd
El problema del empaquetamiento óptimo en la esfera se atribuye a Tammes, un botánico
y genetista holandés que en el art́ıculo [Tammes, 1930] realiza un estudio sobre la estructura
de los granos de polen. Uno de los problemas propuestos en el citado art́ıculo se puede
reformular de la siguiente manera.
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Problema 1.2.6 (Problema del empaquetamiento óptimo). Dar un conjunto ωN = {x1, ..., xN}
de N puntos en la esfera Sd tal que la distancia mı́nima entre dos puntos
δ(ωN ) = mı́n
1≤i≤j≤N
||xi − xj ||
sea máxima.





i, j ∈ (1, ..., N) con i 6= j, donde C es una constante que solo depende de d, la dimensión de la
esfera. En el art́ıculo [Borodachov et al., 2007] los autores prueban que todas las soluciones al
problema de minimizar la enerǵıa de Riesz cuando el parámetro s→∞ son soluciones para
el problema del empaquetamiento óptimo en la esfera Sd. Un problema similar al empaque-
tamiento óptimo es el siguiente.
Problema 1.2.7 (Problema del recubrimiento óptimo). Dar un conjunto ωN = {x1, ..., xN} ⊂
Sd tal que si centramos un casquete esférico de radio r en cada punto xi, la esfera quede cu-
bierta por completo y se minimize r. Equivalentemente, minimizar la cantidad





Normalmente llamamos a ρ(ωN ) el radio recubridor de la esfera. Si consideramos una
polarización (ecuación (1.10)) con K igual al núcleo de Riesz entonces todas las soluciones
cuando s → ∞ son soluciones del problema del recubrimiento óptimo, véase [Borodachov
et al., ].
En muchos problemas de distribución de puntos en la esfera lo que buscamos es una



















) + o(1) = √5− 1
2
+ o(1)
para todo N ∈ N y para cualquier familia de puntos (ωN ) en S2.
Ujué Etayo Rodŕıguez Universidad de Cantabria
22 1.2. CARACTERIZACIONES DE UNA BUENA DISTRIBUCIÓN
1.2.7. Discrepancia en Sd
Si tenemos una familia de puntos asintóticamente uniformemente distribuidos, es decir,
que convergen hacia la distribución uniforme, nos podemos preguntar por su velocidad de
convergencia. La fórmula (1.5) con µSd la medida de Lebesgue normalizada en Sd nos dice


















La discrepancia mide esa velocidad de convergencia. Aśı pues, seleccionamos una familia C
de subconjuntos de Sd (normalmente serán casquetes esféricos) y definimos la discrepancia
del conjunto ωN respecto de C por







Podŕıamos pensar en tomar la norma L2 en vez del supremo. Si tomamos C el conjunto de
casquetes esféricos de Sd (la definición se puede consultar en la fórmula (1.2)), la discrepancia

















La fórmula de invarianza de Stolarsky, demostrada en [Stolarsky, 1973], establece una
relación entre la (−1)-enerǵıa de Riesz y la discrepancia L2 respecto a los casquetes esféricos.















||xi − xj ||,
donde cd es una constante que depende solo de la dimensión.
Demostración. Se puede consultar el art́ıculo original: [Stolarsky, 1973] o estos art́ıculos poste-
riores que ofrecen pruebas más sencillas: [Brauchart and Dick, 2013] y [Bilyk et al., 2018].
Otro concepto que mide cómo se asemeja una familia de puntos a la distribución uniforme
es la hiperuniformidad. Estudiada desde hace años en f́ısica estad́ıstica, en [Brauchart et al.,
2017] los autores proponen una adaptación de la definición para espacios eucĺıdeos dada
en [Torquato and Stillinger, 2003] a la esfera Sd.
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1.2.8. Designs
Llamamos designs, fórmulas de cuadratura o nodos de cuadratura de Chebyshev a un
conjunto finito de puntos ωN en un espacio X con la propiedad de integrar exactamente
un conjunto de funciones definidas en dicho espacio. Los resultados sobre la cuadratura de
Chebyshev en intervalos de la recta real son un tema clásico en la teoŕıa de la aproxima-
ción. Una buena recopilación de ellos se encuentra en el estudio de Gautschi, comentado en
esta edición por Korevaar, [Gautschi, 2014]. Vamos presentar los diferentes tipos de designs
siguiendo el orden cronológico de su definición. Comencemos con el caso de las esferas.
Definición 1.2.9. Un conjunto de puntos x1, . . . , xN ∈ Sd es un t-design esférico si para
cualquier polinomio P (x) definido en la esfera de grado menor o igual que t se verifica∫
Sd






donde dµ(x) es la medida de Lebesgue en la esfera.
El concepto de t-design esférico fue introducido por Delsarte, Goethals y Seidel en su
art́ıculo [Delsarte et al., 1977] donde consideran problemas de combinatoria algebraica en
esferas. A partir de ese momento, los t-designs esféricos han resultado ser una herramienta
útil en ramas de las matemáticas tan distintas como la geometŕıa, la combinatoria algebraica
y geométrica y el análisis numérico. Además del ya citado estudio de Brauchart y Grabner
[Brauchart and Grabner, 2015], Banai y Banai tiene otro [Bannai and Bannai, 2009] dedicado
exclusivamente a los t-designs esféricos. De entre todas las propiedades que presentan los t-
designs esféricos, vamos a destacar la siguiente. Si los puntos están bien separados, como
definimos en la Sección 1.2.6, entonces se encuentran cercanos al óptimo de otros problemas,
como la minimización del potencial de Coulomb [Hesse and Leopardi, 2008], o en general, la
minimización de las enerǵıas de Riesz, [Hesse, 2009].
Poco después de la definición de los t-designs esféricos comenzaron las generalizaciones a
otros espacios distintos a la esfera. Aśı, inspirado por los trabajos de Neumaiers en espacios
de Delsarte, véase [Neumaier, 1981], Hoggar en su art́ıculo [Hoggar, 1982] definió y dotó de las
primeras propiedades a los t-designs en espacios proyectivos. Lyubich y Shalatova, se dieron
cuenta que los t-designs proyectivos eran una herramienta que permit́ıa crea un embebimiento
isométrico de `2(Rn) en `2t(Rm) (véase [Lyubich and Shatalova, 2004]), lo cual supuso una
de las primeras aplicaciones de los t-designs, aparte de la integración numérica. La existencia
de designs en un contexto más general fue demostrada por Seymour y Zaslavsky en [Seymour
and Zaslavsky, 1984] y Arias de Reyna en [Arias de Reyna, 1988].
Definición 1.2.10. Sea X un espacio topológico conexo por caminos dotado de una medida
µ finita y positiva con soporte en todo X. Sean
f1, ..., fm : X −→ Rd
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funciones continuas e integrables que generan un subespacio lineal finito dimensional F . Un











para 1 ≤ j ≤ m.
Teorema 1.2.11. Sean X,µ, f1, ..., fm como en la Definición 1.2.10. Entonces existen de-
signs en X con respecto a F . Es más, N ∈ N puede ser cualquier número natural salvo una
cantidad finita de excepciones.
Demostración. Véase [Seymour and Zaslavsky, 1984, Main Theorem].
Un espacio de particular interés son las variedades grassmannianas, ya que los designs
definidos ah́ı tienen propiedades importantes para la teoŕıa de códigos. En este contexto,
Bachoc, Coulangeon y Nebe realizan un estudio sobre los designs en grasmannianas, ver
[Bachoc et al., 2002]. Los autores no consideran los polinomios de grado acotado como en las
definiciones anteriores, sino que toman los t primeros autovectores del operador laplaciano
de la grassmanniana. En el art́ıculo [Breger et al., 2017] Breger, Ehler y Gräf realizan un
estudio numérico de problemas de aproximación en grassmannianas y consideran, esta vez śı,
designs para los polinomios de grado menor o igual que t. Además, en su art́ıculo observan
que estas dos posibles definiciones de t-designs están, de hecho, relacionadas, véase [Breger
et al., 2017, Section 4.2].
Un tema que ha cobrado bastante interés recientemente son los t-designs en grafos, donde
se toma como espacio de funciones algunas autofunciones del laplaciano discreto en el grafo
y se buscan los nodos que verifiquen las reglas de cuadratura, véase [Steinerberger, 2018]
para una introdución al tema. Otro espacio en el que tiene sentido considerar las primeras t
autofunciones del operador laplaciano son las variedades riemannianas compactas.
Desings con un número mı́nimo de puntos
Una vez demostrada su existencia en muchos y variados contextos, nos cuestionamos sobre
la existencia de designs formados por muy pocos puntos. El primer paso consiste en conocer
el número mı́nimo de puntos que hacen falta para una familia de funciones dada.
















para t = 2s y t = 2s+ 1 respectivamente, donde Ps(Sd) es el espacio de polinomios de grado
menor o igual que s en Sd.
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Demostración. Se puede consultar, por ejemplo, [de la Harpe and Pache, 2005].
Los t-designs formados por este número de puntos reciben el nombre de tight designs.
En [Bannai and Damerell, 1979], [Bannai and Damerell, 1980] se demuestra que los tight
designs sólo existen para d = 1 y todo t, o un conjunto finito de valores de t si d ≥ 2. En
la esfera Sd conocemos la existencia de unos pocos tight designs. Los tight designs para un
número grande de puntos son el kissing tight 4-design para S21 con 275 = dimP2(S21) puntos
y el 11−design en S23 formado por 196560 puntos provenientes del ret́ıculo de Leech.
Korevaar y Meyers en sus art́ıculos [Korevaar and Meyers, 1993; Korevaar and Meyers,
1994] conjeturan que existen t-designs en la esfera Sd con el número de puntos igual a una
constante por td. Es decir, que el orden mı́nimo para tener un t−design (por la Proposición
1.2.12) se alcanza. El art́ıculo de Bondarenko, Radchenko y Viazovska [Bondarenko et al.,
2013] demuestra que la conjetura de Korevaar y Meyers es cierta.
Teorema 1.2.13. Existen t-designs con O(td) puntos en la esfera de dimensión d.
En el mismo art́ıculo donde Korevaar y Meyers exponen su conjetura (demostrada en el
Teorema 1.2.13), realizan esta otra sobre las elipses en dimensión 1.
Conjetura 2. [Korevaar and Meyers, 1994, Remark 3.2] Existen t-designs en elipses con
un número de puntos N = Ct para todo t ∈ N.
Por la Proposición 1.2.12 y el Teorema 1.2.13 podemos concluir que O(td) es asintótica-
mente el mejor orden posible. La prueba del Teorema 1.2.13 sin embargo, no es constructiva,
aśı que seguimos sin conocer muchos ejemplos de t-designs con ese número de puntos. Además,
la prueba es bastante flexible, lo que permitió a los autores refinarla en [Bondarenko et al.,
2015] demostrando que existen designs con el mismo número de puntos que además están
bien separados tal como definimos en la Sección 1.2.6.
En contextos más generales se ha demostrado poco sobre el número mı́nimo de puntos para
tener un t-design. En el caso de espacios topológicos conexos por caminos (Definición 1.2.9),
Kane propone en [Kane, 2015] una cota para la asintótica que depende de muchos parámetros,
entre ellos la dimensión del espacio. Si particularizamos este resultado al caso de la variedad
grassmanniana G(k,Rn) con polinomios de grado menor o igual que t, se demuestra que
existen t-designs formados por un número de puntos del orden O(t2k(n−k)), [Kane, 2015,
Corollary 16].
Conjetura 3. [Kane, 2015, Conjecture 5.2] Existen t-designs en la Grassmanniana G(n, k)
con un número de puntos N = Ctk(n−k) para todo t ∈ N.
Las conjenturas 2 y 3 afirman que el número de puntos debe ser (salvo multiplicación por
una constante) la dimensión del espacio de polinomios en la variedad.
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Para variedades riemannianas compactas junto con autofunciones del operador laplaciano
el número de puntos mı́nimo es al menos lineal en el número de autofunciones que quera-
mos interpolar, véase [Steinerberger, 2017]. Recientemente, [Gariboldi and Gigante, 2018]
trabajando en una generalización de [Bondarenko et al., 2013] y de [Etayo et al., 2018] han
demostrado que ese número, de hecho, se alcanza.
Casi designs
En algunas ocasiones no necesitamos que un conjunto de puntos ωN integre exactamente
un espacio de funciones, sino que nos basta con que el error











sea suficientemente pequeño. En [Damelin and Grabner, 2003] los autores demuestran que
para la esfera Sd y los polinomios esféricos ese error está acotado, entre otros términos, por











por lo que, entre otras cosas, se dedican a estudiar el error E(X, {fj}, ωN ) definido ante-
riormente. Recomendamos al lector el libro [Lemieux, 2009] sobre los métodos Montecarlo y
quasi-Montecarlo y [Brauchart et al., 2014] para los métodos quasi-Montecarlo en la esfera
Sd.
1.3. Conjuntos de puntos conocidos
El conjunto de puntos que optimiza cualquiera de los problemas que hemos planteado
en la sección anterior en S1 = {(x, y) ∈ R2 : x2 + y2 = 1} son las ráıces de la unidad
o cualquier rotación de estas en S1. Dicho de otra forma, para cualquier número N ∈ N
existe un poĺıgono regular circunscrito en S1 y sus vértices son solución de los problemas de
minimización propuestos anteriormente. Sin embargo, basta con subir una dimensión para
ver que en la esfera de dimensión 2 no tenemos un poliedro regular con un número N de
vértices para cada N ∈ N, sino que solo existen 5: los sólidos platónicos. Este hecho dificulta
mucho la búsqueda de soluciones a los problemas anteriores ya que, de alguna forma, niega
la existencia de candidatos naturales. Tenemos el mismo problema en Sd para d > 2: la falta
de candidatos naturales dificulta mucho el estudio de los puntos óptimos.
El caso más estudiado con mucha diferencia es el de S2. Aśı pues, en el apartado de con-
juntos deterministas presentaremos únicamente conjuntos de puntos en S2. Aunque podamos
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describir explicitamente estas familias de puntos, solo se han conseguido resultados anaĺıticos
sobre las asintóticas respecto a los distintos potenciales de Riesz, potenciales logaŕıtmicos,
discrepancia o problemas de empaquetamiento para casos realmente aislados.
Ante la falta de resultados anaĺıticos para conjuntos deterministas, una estrategia que ha
resultado exitosa en varias ocasiones consiste en tomar familias de puntos aleatorios en Sd y
luego calcular la esperanza del potencial que estamos analizando. Si consideramos por ejemplo
el Problema 1.2.2, la esperanza de la enerǵıa de Riesz evaluada en un conjunto de puntos
aleatorio será mayor o igual que el valor mı́nimo que alcanza, aśı que podemos proporcionar
una cota superior para la constante Cs,d,N . Este procedimiento ha sido empleado en [Marzo
and Ortega-Cerdà, 2018] para el toro plano, en [Alishahi and Zamani, 2015] para la esfera S2
y en [Beltrán et al., 2016] para la esfera Sd.
Si tomamos simplemente N puntos con la distribución uniforme en la esfera Sd ya ob-
tenemos el primer término de la asintótica correcto Vs(Sd)N2. Si en vez de la distribución
uniforme tomamos distribuciones con buenas propiedades de separación entre puntos pode-
mos alcanzar más términos correctos en la asintótica. Resulta revelador el hecho de que las
mejores cotas conocidas para Cs,d,N provienen de conjuntos de puntos aleatorios. Entre los
distintos procesos aleatorios que presentamos en esta sección, destacan los procesos determi-
nantales cuya estructura algebraica proporciona las condiciones de separación entre puntos
deseadas.
Un caso muy particular es el de las configuraciones óptimas para un número pequeño de
puntos en S2. El menor número para el cual el problema no está completamente resuelto es
N = 5 (se puede ver un resumen de resultados en [Schwartz, 2018]). Los vértices de los sólidos
platónicos N = 4, 6, 12 y la configuración antipodal y equilateral son las soluciones conocidas.
Remitimos al lector a [Cohn and Kumar, 2007, Table 1] para las soluciones conocidas en Sd,
d ≥ 3.
1.3.1. Conjuntos deterministas en S2
Encontramos un muy buen resumen del estado de la cuestión en el art́ıculo [Hardin et al.,
2016], donde los autores presentan diferentes familias conocidas (algunas deterministas y
otras probabilistas) y aportan cálculos numéricos para evidenciar las buenas propiedes de las
familias. Dichos cálculos (cálculos de las enerǵıas logaŕıtimica y potencial, principalmente) se
han realizado para un total de hasta N = 50.000 puntos. Todas las familias que forman esta
sección están asintóticamente uniformemente distribuidas (véase [Hardin et al., 2016]).
Puntos espirales de Fibonacci y generalizados
Una espiral en la esfera S2 queda definida por la ecuación
θ = Lφ
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donde φ es el ángulo polar y θ es el ángulo azimutal. Los puntos espirales generalizados
propuestos por Bauer en [Bauer, 2000] se definen por los valores
L =
√
Nπ, φk = arc cos
(




donde N es el número de puntos, con 1 ≤ k ≤ N . Entre los puntos espirales más conocidos se
encuentran los de Fibonacci. Hay dos definiciones muy parecidas para estos puntos, una dada
en [Coxeter, 1972] y otra en [Swinbank and Purser, 2006]. La definición de Coxeter parte de
una malla cuadrada en [0, 1]2 formada por los puntos (xj , yk)1≤j,k≤m. Los puntos espirales
de Fibonacci se obtenen al proyectar la malla en la esfera S2 a través de la proyección de
Lambert, o lo que es lo mismo, definiendo los ángulos en función de dos parámetros:
φk = arc cos (2yk − 1) , θj = 2πxj
donde (xj , yk) con 1 ≤ j, k ≤M son una malla cuadrada en el cuadrado [0, 1]2. En [Aistleitner
et al., 2012], los autores calculan una cota para la discrepancia DL2,cap de los puntos espirales
de Fibonacci y demuestran que
DL2,cap(FN ) ≤ O(N
−1
2 ),
donde FN es el conjunto de N puntos de Fibonacci. Es decir, demuestran la misma cota que
sabemos que existe para puntos i.i.d. en la esfera. Aun aśı, es el único conjunto de puntos de
los que aqúı presentamos para el que se ha podido calcular una cota análiticamente. Además,
numericamente, estos puntos muestran una discrepancia DL2,cap(FN ) del orden N
−3
4 log(N)c
No hay ningún resultado anaĺıtico para la asintótica de la enerǵıa de Riesz o logaŕıtmica.
Puntos proyectados desde un sólido platónico
Una idea sencilla consiste en inscribir la esfera S2 en alguno de los sólidos platónicos, definir
una malla regular en cada una de las caras del poliedro y luego proyectar radialmente los
puntos. Aśı, dependiendo de qué poliedro partamos, podemos obtener los Radial Icosahedral
Nodes, [Teanby, 2006], los Cubed Sphere Nodes, [Loft et al., 2005], los Octahedral Points,
[Holhoş and Roşca, 2014] y los Mesh Icosahedral Equal Area Points, [Hardin et al., 2016].
También carecemos de resultados anaĺıticos para las asintóticas de la enerǵıa de Riesz o la
discrepancia para estas familias.
Particiones de área regular





Ri = S2, y µS2(Ri ∩Rj) = 0 para i 6= j.
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Existen muchas familias de puntos que se pueden obtener a partir de una partición regular de
una esfera. Por ejemplo, si tomamos una partición regular de S2 y en cada celda tomamos un
punto independiente uniformemente, el conjunto de puntos obtenido se conoce como jittered
sampling. El jittered sampling tiene discrepancia casi óptima en esperanza [Beck, 1984] y
enerǵıa de Riesz casi óptima [Wagner, 1989; Rakhmanov et al., 1994], también en esperanza.
En [Rakhmanov et al., 1994], los autores proponen una partición regular formada por dos
casquetes esféricos, situados uno en el polo norte y otro en el polo sur y celdas rectangulares
situadas en franjas de paralelos, permitiendo una rotación arbitraria en cada franja. Si to-
mamos el punto central de cada una de estas celdas obtenemos un conjunto de puntos en la
esfera conocido como Zonal Equal Area Nodes. Aunque carecemos de resultados anaĺıticos,
los Zonal Equal Area Nodes, junto con los puntos en espiral generalizada, tienen la me-
nor enerǵıa logaŕıtmica númericamente de entre todas las familias de puntos deterministas
conocidas (véase [Hardin et al., 2016]).
El último ejemplo de puntos que provienen de una partición regular que daremos está for-
mado por los HEALPix Nodes, una familia de puntos desarrollada por un equipo de la NASA
en [Banday et al., 2005] para el estudio de la radiación de fondo de microondas. La obten-
ción de los puntos pasa por la definición de una partición regular cuyas celdas forman una
estructura jerárquica. No tenemos resultados anaĺıticos sobre el comportamiento asintótico
de estos puntos respecto a nninguno de los potenciales presentados en el apartado anterior.
1.3.2. Conjuntos aleatorios
En esta sección presentamos varias familias de puntos aleatorios. En primer lugar vamos
a presentar unos puntos en la esfera S2 definidos en [Armentano et al., 2011] que tienen
la pecularidad de ser el conjunto de puntos fácilmente constructible que producen la mejor
asintótica conocida para la enerǵıa logaŕıtmica (la más cercana a la asintótica de la enerǵıa
logaŕıtmica mı́nima, hasta la elaboración de esta memoria). A continuación presentamos un
tipo muy particular de puntos aleatorios que reciben el nombre de proceso determinantal. Tras
presentar las propiedades básicas de estos procesos, introduciremos dos ejemplos concretos
que dan lugar a puntos muy bien distribuidos en las esferas S2 y Sd respectivamente. El
primero es el spherical ensemble estudiado en [Krishnapur, 2009] y el segundo el harmonic
ensemble presentado en [Beltrán et al., 2016].
1.3.3. Ráıces de polinomios aleatorios
En el art́ıculo [Armentano et al., 2011] los autores definen un conjunto de puntos aleatorios
en S2 de la siguiente forma. Consideramos un polinomio de grado N con coeficientes complejos
aleatorios normales gaussianos y calculamos sus N ráıces. Generalmente, las N ráıces serán
N números complejos distintos. Situamos las ráıces en el plano complejo y las proyectamos
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en la esfera de Riemann mediante la proyección estereográfica. Los puntos obtenidos en la





N logN + c2N + o(N), (1.12)
donde c2 = −Wlog(S2) = 0.1931471805 . . . Como mencionamos anteriormente, este es, hasta
la fecha y el Caṕıtulo 3, el conjunto de puntos que produce la enerǵıa logaŕıtmica más baja
en esperanza.
1.3.4. Procesos determinantales.
Durante esta sección, remitimos al lector a [Hough et al., 2009] para estudiar las propie-
dades teóricas de los procesos determinantales.
Definición 1.3.1. Sea Λ un espacio topológico localmente compacto, polaco, dotado de una
medida de Radón µ. Un proceso simple de N puntos en Λ es un punto aleatorio en ΛN (o lo
que es equivalente, N puntos aleatorios elegidos simultáneamente en Λ).
Hay algunos aspectos delicados en esta definición, como puede verse en [Hough et al., 2009,
Section 1.2]. Nosotros trabajaremos solo con procesos de puntos simples, que se caracterizan
por estar formados por un número fijo y finito de puntos. Para algunos procesos de puntos
existen las llamadas funciones de intensidad, que verifican la siguiente definición.
Definición 1.3.2. Sean Λ e X un espacio y un proceso de puntos como en la Definición 1.3.1.
Las funciones de intensidad son funciones (si existen) ρk : Λ
k ⇒ [0,∞), k ≥ 1 tales que para











ρk(x1, . . . , xk) dµ(x1, . . . , xk).
Aqúı, E denota la esperanza y por x ∼ X entendemos que x es un subconjunto de Λ con N
elementos, obtenido del proceso de puntos X.
Se sigue de la expresión anterior que para cualquier función medible φ : Λk −→ [0,∞) la




φ(xi1 , . . . , xik)
 = ∫
y1,...,yk∈Λ
φ(y1, . . . , yk)ρk(y1, . . . , yk) dµ(y1, . . . , yk).
(1.13)
A veces las funciones de intensidad se pueden escribir como
ρk(x1, . . . , xk) = det(K(xi, xj)1≤i,j≤k)
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para alguna función medible K : Λ × Λ → C. En este caso, decimos que X es un proceso
de puntos determinantal o, para no hacer tan cargante la notación, simplemente un proceso
determinantal. Entre las buenas propiedades de los procesos determinantales están el hecho
de que los puntos se pueden generar mediante un algoritmo y que muestran repulsión local
(véase [Scardicchio et al., 2009]).
Una colección especialmente buena de procesos determinantales se puede obtener a par-
tir de subespacios N–dimensionales del espacio de Hilbert L2C(Λ) (el conjunto de funciones
complejas cuadrado-integrables en Λ). Recordamos que el núcleo reproductor de H ⊂ L2C(Λ)
es la única función continua, hermı́tica, positiva definida KH : Λ× Λ→ C tal que
f(x) = 〈f,KH(·, x)〉 =
∫
y∈Λ
f(y)KH(x, y) dy, x ∈ Λ, f ∈ H.





El núcleo KH suele recibir el nombre de núcleo de proyección de traza N . Recomendamos al
lector el caṕıtulo [Istratescu, 1987, Chapter 11] donde se presentan algunas propiedades de
los espacios de Hilbert con núcleo reproductor.
Teorema 1.3.3 (Teorema de Macci-Shosnikov). Sea Λ como en la Definición 1.3.1 y sea
H ⊂ L2C(Λ) de dimensión N . Entonces existe un proceso de puntos XH en Λ de N puntos
con funciones de intensidad asociadas
ρk(x1, . . . , xk) = det(KH(xi, xj)i,j=1,...,k).








KH(p, p)KH(q, q)− |KH(p, q)|2
)
f(p, q) dµ(p, q),
y decimos que XH es un proceso determinantal con núcleo asociado KH .
Demostración. Podemos encontrar sendas pruebas del Teorema en [Macchi, 1975; Soshnikov,
2000], y con un enunciado más parecido al nuestro en [Hough et al., 2009, Theorem 4.5.5].
Corolario 1.3.4. Bajo las hipótesis del Teorema 1.3.3,




En particular, si KH(p, p) es constante entonces necesariamente KH(p, p) =
N
Vol(Λ) .
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Demostración. Tomamos φ ≡ 1 y sustituimos en la fórmula (1.13).
El Teorema de Macchi-Soshnikov (Teorema 1.3.3 en nuestra notación) propone un método
efectivo para obtener cotas para las enerǵıas de Riesz y logaŕıtmicas en Sd. No tenemos más
que considerar un subespacio de dimensión finita de L2C(Sd), calcular su núcleo reproductor
y entonces









∣∣∣∣∣ K(p, p) K(p, q)K(q, p) K(q, q)
∣∣∣∣∣ dpdq.
Aśı que la cuestión ahora se reduce a escoger buenos subespacios. Para ello jugará un papel
fundamental el siguiente lema.
Lema 1.3.5. Sean Ω1 y Ω2 dos variedades riemannianas y φ : Ω1 −→ Ω2 un difeomorfismo
C1. Sea H ⊂ L2(Ω1,C) un subespacio N–dimensional. Entonces el conjunto
H∗ =
{
f : Ω2 −→ C :
√






|NJac(φ−1)(·)| : g ∈ H
}










donde por NJac denotamos el jacobiano normal, véase el Apéndice B.
Demostración. Primero probamos que H∗ ⊂ L2C(Ω2). De hecho, para f ∈ H∗ tenemos∫
y∈Ω2
|f |2 dy =
∫
y∈Ω2
|g ◦ φ−1(y)|2|NJac(φ−1)(y)| dy,
para algún g ∈ H, por lo que H∗ ⊆ L2C(Ω2). Como H∗ está en correspondecia linear uno a
uno con H, la dimensión de H∗ es también N . Por el Teorema del cambio de variables esto
es igual a la norma L2 al cuadrado de g que es finita, ya que H ⊂ L2C(Ω1).
Ahora probamos la fórmula de KH∗. Sea ϕ1, . . . , ϕN una base ortonormal de H, entonces,
ϕi,∗ = ϕi ◦ φ−1(·)
√
|NJac(φ−1)(·)|, 1 ≤ i ≤ N , son elementos de H∗ y usando el Teorema del









ϕi(x)ϕj(y) dx = δij ,
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La otra fórmula para KH∗ se deduce a partir de esta última, usando que
NJac(φ)(φ−1(a)) = NJac(φ−1)(a)−1.
Propiedades de los núcleos
Cuando trabajamos con esferas, o más generalmente, con espacios que presentan un gru-
po de simetŕıas rico, nos conviene que los núcleos asociados a los procesos determinantales
tengan ciertas propiedades. De hecho, la propiedad fundamental que nos gustaŕıa tener es que
los núcleos fueran invariantes bajo el grupo de simetŕıas del espacio en el que estamos traba-
jando, pero propiedades más débiles también pueden resultar de gran ayuda. Como no hay
uniformidad en la literatura en cuanto a la terminoloǵıa para refererirnos a estas propiedades,
definimos aqúı la nuestra propia.
Definición 1.3.6. Decimos que el núcleo K(p, q) asociado a un proceso determinantal de N
puntos en X es isotrópico si existe una función f : R+ −→ R tal que
|K(p, q)| = f(||p− q||)
para todo p, q ∈ X.
Normalmente cuando el núcleo de un proceso determinantal en la esfera es isotrópico se
dice que el proceso determinantal es invariante por rotaciones.
Definición 1.3.7. Decimos que el núcleo K(p, q) asociado a un proceso determinantal de N
puntos en X es homogéneo si K(p, p) es constante para todo p ∈ X. Por el Corolario 1.3.4





Dado un proceso determinantal de N puntos con núcleo asociado K(p, q) en X entonces





K(p, p)dp = Vol(A)K(p, p),
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donde ρ1 es la primera función de intensidad. Aśı que si tenemos un proceso determinantal
con núcleo homogéneo entonces la esperanza del número de puntos contenido en cualquier
subconjunto de Borel depende solo de su volumen.
1.3.5. El spherical ensemble
En el art́ıculo [Alishahi and Zamani, 2015] los autores demuestran que un proceso de-
terminantal en S2 conocido como spherical ensemble produce puntos bien distribuidos en el
sentido de que las esperanzas de sus enerǵıas logaŕıtmica y de Riesz son muy pequeñas. El
proceso hab́ıa sido estudiado previamente por Krishnapur en [Krishnapur, 2009] donde de-
muestra que el spherical ensemble es equivalente a tomar los autovalores de la función A−1B
donde tanto A como B tienen entradas gaussianas complejas y luego proyectarlos en la esfera
mediante la proyección estereográfica. Esta caracterización proporciona una forma muy rápi-
da de producir puntos para ese conjunto. En esta sección repetimos algunos de los cálculos
realizados en [Alishahi and Zamani, 2015] con nuestra notación, no hay ninguna aportación
original.
Consideramos el espacio de los números complejos Λ = C dotado de la medida de Lebesgue







: 0 ≤ k ≤ N − 1} un subespacio de L2C(C) de
dimensión N.
Proposición 1.3.8. Los fk : 0 ≤ k ≤ N − 1 forman una base ortogonal de H.
Demostración. Suponemos que j < k y calculamos:














































































+ 1, N − k + j
2
)
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donde tanto k+j2 + 1 como N −
k+j
2 son positivos, y por lo tanto, B tiene un valor finito.
Entonces estamos en condiciones de aplicar el Teorema de Fubini y tenemos que:


































es una base ortonormal de H.
Demostración. Como hemos visto que los fk forman una base ortogonal, solo nos falta com-




























































dt = πB(k + 1, N − k) = πΓ(k + 1)Γ(N − k)
Γ(N + 1)
donde B es la función beta y Γ es la función gamma. Como todos los números son enteros
tenemos
π










Las integrales son finitas, aśı que queda justificado el uso del Teorema de Fubini y como
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Por el binomio de Newton, sabemos que







































Para trasladar nuestros resultados desde C hasta la esfera, vamos a utilizar la aplicación
inversa a la proyección estereográfica. Recordemos que dicha proyección viene dada por la
aplicación:


















← (x1, x2, x3)
(1.15)





Demostración. Para calcular el jacobiano normal de la aplicación π−1 seguimos el algoritmo
propuesto en el Apéndice B. Comenzamos calculando la aplicación diferencial de π−1 en un
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 ⇐⇒ w1 = w2 = 0.














































































Dπ−1(y) z||z|| , Dπ
−1(y) z||z||
〉 〈
Dπ−1(y) z||z|| , Dπ
−1(y) iz||z||
〉〈
Dπ−1(y) iz||z|| , Dπ
−1(y) z||z||
〉 〈
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Sustituimos el valor del jacobiano NJacπ(z) = 4








































(1 + |z|2)(1 + |w|2)
)N−1
.






1 + |z|2|w|2 + 2Re(zw)
(1 + |z|2)(1 + |w|2)
)N−1
.
Utilizamos la proyección estereográfica para escribir z y w en función de p = (p1, p2, p3) y
q = (q1, q2, q3):
1 + |z|2 = 2
1− p3
⇒ |z|2|w|2 =
(1 + p3)(1 + q3)
(1− p3)(1− q3)
⇒ Re(zw) = p1q1 + p2q2
(1− p3)(1− q3)
.
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Corolario 1.3.14. El proceso determinantal X∗ definido en la Proposición 1.3.12 tiene núcleo
homogéneo, es decir, K∗(p, p) siempre toma el valor
N
4π .
Proposición 1.3.15. Sea X∗ el proceso determinantal en S2 definido en la Proposición
1.3.12, entonces X∗ verifica que














para 0 < s < 2 y N ∈ N.
Demostración. El proceso determinantal X∗ verifica que











∣∣∣∣∣ N216π2 − N216π2
(












1 + 〈p, q〉
2
)N−1∣∣∣∣∣ dpdq.
















1 + 〈p, q〉
2
)N−1∣∣∣∣∣ dpdq.
Fijémonos en que la integral de arriba no vaŕıa si fijamos uno de los puntos. Para ello,
consideremos la isomorf́ıa θ : S2 −→ S2 que env́ıa el punto (0, 0, 1) a p. Podemos aplicar el
Teorema del cambio de variable (en nuestra notación Teorema B.3) teniendo en cuenta que
el jacobiano de una isometŕıa es 1 (Proposición B.0.4).

























1 + 〈p, θq〉
2
)N−1∣∣∣∣∣ dpdq,
donde, por las propiedades del producto interno, tenemos que










































1 + 〈n, q〉
2
)N−1∣∣∣∣∣ dpdq
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donde, por n denotamos al polo norte n = (0, 0, 1). Estamos en condiciones de aplicar el
Teorema de Fubini y separar la integral en dos partes:












































1 + 〈n, q〉
2
)N−1∣∣∣∣∣ dq.
Resolvemos esta integral utilizando el Lema 1.1.1,



































Tenemos ahora dos integrales que dependen de una sola variable, aplicamos el Teorema del
cambio de variable con u = 1+t2 y obtenemos:











































Tenemos entonces una cota para Ex∼X∗ [Es(ωN )], siempre que 0 ≤ s ≤ 2.
Corolario 1.3.16. Sea X∗ el proceso determinantal en S2 definido en la Proposición 1.3.12,
entonces X∗ verifica que





















para 0 < s < 2.






















y desarrollar la fórmula de la Proposición 1.3.15.
Corolario 1.3.17. Sea X∗ el proceso determinantal en S2 definido en la Proposición 1.3.12,
entonces X∗ verifica que
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Demostración. Resulta sencillo ver que E0(ωr) = dds
∣∣
s=0
Es(ωr). En particular, si cambiamos el
orden de la esperanza y la derivada (queda justificado, por ejemplo, por [Jost, 2005, Theorem
16.11]) entonces por la Proposición 1.3.15 tenemos









































1− s2 + j
.
Utilizando la expansión asintótica de la función beta definida en la ecuación (1.16) y la
aproximación como serie del logaritmo natural podemos concluir la demostración.
1.3.6. El harmonic ensemble






tos, para todo L ∈ N, en Sd propuesto en [Beltrán et al., 2016]. Para definirlo, consideramos
el espacio vectorial de los polinomios esféricos armónicos de grado menor o igual a L. Pode-










)P (1+ d−22 , d−22 )L (〈x, y〉) , x, y ∈ Sd.
En [Beltrán et al., 2016] los autores demuestran que los conjuntos de puntos obtenidos del
harmonic ensemble tienen las esperanzas de las distintas enerǵıas de Riesz muy bajas. En





























, 0 < s < d. (1.17)
Además, si d−1 < s < d, ĺım sup se puede cambiar por ĺım inf en (1.17) (véase [Beltrán et al.,
2016, Cor. 2]). La cota propuesta en (1.17) es la mejor cota propuesta hasta la fecha (y hasta el
Caṕıtulo 3) para un d general. Los autores también demuestran que ese proceso determinantal
es el óptimo (al menos para s = 2) de entre una clase de procesos determinantales obtenidos a
partir de subespacios de funciones reales definidas en Sd. Sin embargo, para d = 2, el spherical
ensemble (que involucra un subespacio de funciones con valores complejos) da cotas mejores.
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CAPÍTULO 2
t-designs en variedades algebraicas
Si superficies curva in quamcunque aliam superficiem explicatur, mensura curvaturae in sin-
gulis punctis invariata manet.
Theorema Egregium.
C. F. Gauß (1827).
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2.1. Definiciones y resultado principal
Sea M una variedad algebraica af́ın real lisa conexa y compacta de dimensión d en Rn
que podemos definir como el conjunto de ceros de un conjunto de polinomios con coeficientes
reales.
M = {x ∈ Rn : p1(x) = · · · = pr(x) = 0} , (2.1)
donde p1, . . . , pr ∈ R[X]. Por ser lisa podemos afirmar que el espacio normal a todo x ∈ M
tiene dimensión n − d. Para cada x ∈ M, dicho espacio está generado por los vectores
∇p1(x), . . . ,∇pr(x), donde ∇p es el gradiente del polinomio p en Rn. Consideramos la medida
d-dimensional de Hausdorff en M, es decir, la medida de Lebesgue µM normalizada tal que
µM(M) = 1 y denotamos por d(x, y) a la distancia geodésica entre x, y ∈M.
Sea X ⊂ Cn la complejificación de M, es decir, el conjunto de ceros complejos de los
polinomios p1(x), . . . , pr(x) que definen la variedad M (véase (2.1)). Consideramos también
la medida de Lebesgue en X y la denotamos por µX .
El espacio de polinomios en M con coeficientes reales de grado menor o igual que t, que
denotamos Pt = Pt(M), es la restricción a M del espacio de polinomios con coeficientes
reales en n variables. La dimensión del espacio Pt(M) viene dada por el polinomio de Hilbert
y verifica
dimPt(M) = deg(M)td +O(td−1).
Definición 2.1.1. Denotamos por P0t al espacio de Hilbert formado por los polinomios de
Pt con media nula en la variedad. Es decir, P ∈ Pt tales que∫
M
P (x) dµM(x) = 0,
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P0t tiene un núcleo reproductor, por lo tanto para cada x ∈M existe un único polinomio
Kx ∈ P0t tal que
〈Q,Kx〉 = Q(x),
para todo Q ∈ P0t .
Definimos un t-design enM de forma análoga a como están definidos en las esferas (véase
la Definición 1.2.9).
Definición 2.1.2. Dada una variedad real af́ın lisa algebraica compacta y conexaM dotada
de su medida de Lebesgue normalizada µM, una colección de puntos x1, . . . , xN ∈ M es un
t-design si ∫
M






para todo polinomio P ∈ Pt.
Además de la definición, tenemos la siguiente caracterización.
Proposición 2.1.3. x1, . . . , xN ∈M es un t-design si, y solo si
N∑
i=1
Kxi = 0. (2.2)
Demostración. Sea x1, . . . , xN ∈M un t-design y Q ∈ P0t , entonces por la Definición 2.1.2 y


























Esto solo es cierto si
∑N
i=1Kxi = 0.
Para demostrar el rećıproco, utilizamos un argumento muy parecido: dado P ∈ Pt, pode-
mos escribir
P (x) = A(x) + C
donde A(x) ∈ P0t y C =
∫
M P (x)dµM (x). Como
∑N
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Hemos definido y caracterizado los t-designs enM. Además, su existencia queda garanti-
zada por los resultados de [Seymour and Zaslavsky, 1984] en contextos mucho más generales
(véase el Teorema 1.2.11). Nos preguntamos entonces por el número mı́nimo de puntos que
necesitamos para tener un t-design en M y también en cómo depende el número de puntos
del espacio de polinomios Pt.
Proposición 2.1.4. Si x1, . . . , xN ∈M es un t-design en M, entonces N & td.
Demostración. Este resultado puede entenderse como un caso particular de [de la Harpe and
Pache, 2005, Proposition 1.7]. Sin embargo, en este contexto podemos elaborar una prueba
más sencilla y es esto lo que proponemos al lector.







P 2(xi), para P ∈ Ps.
Suponemos que N < dimPs = O(td). Entonces, para P1, . . . , PN ∈ Ps linearmente indepen-
dientes tenemos que
det(Pj(xi))i,j=1,...,N 6= 0.




αjPj(xi) = 0, i = 1, . . . , N,




















αjPj(x) = 0, i = 1, . . . , N,⇒ P1, ..., PN son linealente dependientes.
Como det(Pj(xi))i,j=1,...,N 6= 0, entonces existen Q1, . . . , QN ∈ Ps tales que Qj(xi) = δij ,







Q(xj), j = 1, . . . , N
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2dµM(x) = 0 obtenemos que Q(x) = 0. Luego necesitamos N ≥ dimPs =
O(td).
Tras esta demostración resulta fácil ver que si x1, . . . , xN ∈M es un t-design en M, t es
par, y N = dimPt/2(M), entonces el conjunto de núcleos reproductores del espacio Pt/2(M)
en x1, . . . , xN ,
Kt/2(·, xj), j = 1, . . . N,
consitituye una base ortogonal de Pt/2(M) y
Kt/2(xj , xj) = ‖Kt/2(·, xj)‖2L2(M) = N,
para todo j = 1, . . . , N .
Nuestro resultado principal es el siguiente teorema en el que demostramos la existencia de
t-designs con cardinalidad N para todo N & dimPt(M).
Teorema 2.1.5. Existe una constante CM que depende solamente de M tal que para cada
N ≥ CMtd existen t-designs en M con N puntos.
Demostración. La demostración sigue el esquema propuesto por Bondarenko, Radchenko y
Viazovska en [Bondarenko et al., 2013]. Dedicaremos a la demostración de este teorema la
Sección 2.4, pero antes tenemos que introducir varios conceptos.
2.1.1. Notas y corolarios del Teorema 2.1.5
El Teorema en variedades conocidas
El resultado demostrado en el Teorema 2.1.5 se conoćıa para algunas variedades algebrai-
cas. Bondarenko, Radchenko y Viazovska lo hab́ıan demostrado en [Bondarenko et al., 2013]
para la esfera Sd y Kuijlaars en [Kuijlaars, 1995] para el toro contenido en R3.
Teorema rećıproco
Podemos observar que una suerte de resultado rećıproco del Teorema 2.1.5 también se
verifica.
Teorema 2.1.6. SeaM⊂ Rn una variedad real diferenciable conexa compacta de dimensión
d. Si M admite t-designs de orden td para todo t ∈ N entonces es una subvariedad de una
variedad algebraica de la misma dimensión d.
Demostración. La existencia en M de un t−design de orden td implica que la dimensión del
espacio de polinomios en n variables de grado menor o igual que t/2, restringido a M, es de
orden td. Esto implica que M está definida por un sistema de ecuaciones polinomiales.
Retomaremos este estudio de subvariedades de una variedad algebraica en la Sección 2.5.1.
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Esquema de la demostración
Para probar el Teorema 2.1.5, seguiremos la estrategia de [Bondarenko et al., 2013]. Los
ingredientes principales de la prueba son un teorema de punto fijo, resultado clásico de topo-
loǵıa; las particiones regulares en variedades diferenciales, estudiadas recientemente en [Gi-
gante and Leopardi, 2017], y la existencia de desigualdades de tipo sampling o Marcinkiewicz-
Zygmund para espacios de polinomios Pt(M). En [Bondarenko et al., 2013] los autores usan
unas desigualdades de Marcinkiewicz-Zygmund para polinomios esféricos que ya se conoćıan
en el momento de la demostración, ver [Mhaskar et al., 2001, Theorem 3.1] o [Dai and Xu,
2013, Theorem 6.4.4]. Sin embargo, dichas desigualdades no estaban demostradas en varie-
dades algebraicas generales y su demostración es una de las partes fundamentales de este
trabajo.
Sobre las conjeturas existentes
El Teorema 2.1.5 da respuesta afirmativa a dos conjeturas sobre el orden asintótico de los
t-designs con número mı́nimo de puntos. En particular, confirmamos la Conjetura 3 de [Kane,
2015] para las Grassmanniana demostrando que existen t-desings de orden N = Ctk(n−k) para
todo t ∈ N. También confirmamos el orden correcto de las fórmulas de cuadratura definidas
en elipses expresada en la Conjetura 2 de [Korevaar and Meyers, 1994].
Extensiones del Teorema 2.1.5
Recientemente, Gigante, Ehler y Peter han demostrado una extensión del Teorema 2.1.5
para fórmulas de cuadratura con pesos positivos basándose en nuestras técnicas, véase [Ehler
et al., 2018]. Una fórmula de cuadratura con pesos positivos en M es un conjunto de puntos






para todo P ∈ Pt. Los t-designs son un caso particular de las fórmulas de cuadratura donde
todos los pesos son iguales, wi =
1
N para todo 1 ≤ i ≤ N . En [Ehler et al., 2018] los autores
demuestran que existe una constante CM que depende solamente de M tal que para cada
N ≥ CMtd y wi ∈ R+ (y algunas condiciones técnicas más para los pesos), entonces existen
fórmulas de cuadratura en M asociadas a dichos pesos con N puntos.
De igual forma, Gariboldi y Gigante han desarrollado las desigualdades del tipo Marcinkiewicz-
Zygmund necesarias para extender el Teorema 2.1.5 a variedades no algebraicas, véase [Gari-
boldi and Gigante, 2018]. En este caso, en vez de considerar el espacio de funciones formado
por los polinomios de grado acotado, consideran las primeras autofunciones del operador la-
placiano asociado a la variedad y utilizan las desigualdades desarrolladas por Mhaskar y Filbir
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en [Filbir and Mhaskar, 2011] para estos espacios de funciones. Para ordenar las autofunciones
basta con ordernar sus autovalores asociados de mayor a menor.
2.2. Particiones regulares
Hemos estudiado las particiones regulares en la esfera S2 en la Sección 1.3.1. Esa misma
noción se puede extender a nuestra variedad M. Decimos que una familia de conjuntos




Ri =M, y µM(Ri ∩Rj) = 0 para i 6= j.






En [Alexander, 1972] y [Rakhmanov et al., 1994] podemos encontrar ejemplos de particiones
regulares en la esfera. Partiendo de esas construcciones, no resulta dif́ıcil deducir la existencia
de particiones regulares con diámetro comparable a N
−1
d en cualquier variedad compacta y
conexa algebraica lisa. La existencia de particiones en nuestro caso también puede deducirse
de un resultado reciente de Gigante y Leopardi para espacios métricos de medida Ahlfors
regular, véase [Gigante and Leopardi, 2017].
Proposición 2.2.1. Para todo N ≥ N0 = N0(M) ∈ N existe una partición regular R =
{R1, . . . , RN} de M tal que
B(c1N
−1/d) ⊂ Ri ⊂ B(c2N−1/d), (2.4)
donde B(r) es una bola geodésica en M con radio r > 0 y las constantes c1, c2 dependen solo
de M.
Demostración. Este resultado es una consecuencia inmediata de [Gigante and Leopardi, 2017,
Theorem 2]. Debido a su larga extensión, no reproduciremos aqúı la prueba.
2.3. Desigualdades de Marcinkiewicz-Zygmund
Vamos a comenzar esta sección enunciando un resultado de Berman y Ortega-Cerdà
en [Berman and Ortega-Cerdà, 2018] sobre desigualdades de tipo Bernstein para polinomios
en variedades algebraicas. Este resultado es análogo a la desigualdad de Plancherel-Polya
para funciones enteras de tipo exponencial, véase [Young, 2001].
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Figura 2.1: Elemento de una partición regular con diámetro acotado como en la Proposición
2.2.1.
Lema 2.3.1. Existe una constante C = CM > 0 tal que para todo polinomio P ∈ Pt la















x ∈ X : d(x,M) ≤ 1t
}
.














de una variedad algebraica real.
Nuestro resultado sobre desigualdades de Marcinkiewicz-Zygmund es el siguiente.
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Teorema 2.3.2. Existe una constante A = A(M) > 0 tal que si N ≥ Atd y R = {R1, . . . , RN}
















para cualquier elección de xi ∈ Ri, con 1 ≤ i ≤ N .
Demostración. A lo largo de esta demostración, denotamos por C cualquier constante que
dependa de M. Fijamos el grado t ∈ N, sea N = td/ad ≥ Atd, donde A = A(M) > 0 es
alguna constante aún por determinar. Consideramos la partición regular con N puntos dada
por la Proposición 2.2.1. Por hipótesis, para cada elemento de la partición se verifica
B(ac1t
−1) ⊂ Ri ⊂ B(ac2t−1),
y por lo tanto el diámetro de R verifica
2ac1
t
≤ ‖R‖ ≤ 2ac2
t
.



















donde x′i es tal que |∇MP (x′i)| ≥ |∇MP (x)| para todo x ∈ Ri. Observemos que podemos
tomar x′i en la bola B(ac2t
−1) que contiene a Ri. Consideramos ahora cada x
′
i como un punto













−1) es una bola en cualquier métrica hermı́tica de X. Observamos que cualquier
métrica hermı́tica en X sigue siendo una métrica cuando la restringimos a M y como M es




−1) con intersección no vaćıa está acotado independientemente de t. De hecho, si









−1) 6= ∅, y Rj ⊂ B(x′j , Ct−1) para cada j ∈ I.
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Como cada Rj contiene una bola disjunta de radio ac1t
−1, tenemos entonces
card(I)ad ≤ C.
Podemos acotar la suma en la expresión (2.6) por la suma de las integrales en las correspon-
dientes bolas y usando la acotación en el número de bolas que intersecan, pasar a un entorno
























Usando el hecho de que N = td/ad y la cota superior para ‖R‖ deducimos que hay que tomar
A = (4Cc2)
d.
Resultados parecidos al Teorema 2.3.2 han sido probados por Filbir y Mhaskar para [Filbir
and Mhaskar, 2010; Filbir and Mhaskar, 2011] en variedades de Riemann compactas y espacios
de polinomios de difusión (autofunciones de operadores eĺıpticos diferenciales), en particular,
para el operador de Laplace-Beltrami.
Definición 2.3.3. Dada una función diferenciable f en M⊂ Rn, el gradiente tangencial de
f en el punto x ∈ M, que denotamos por ∇Mf(x), es la proyección ortogonal del gradiente
de f en Rn, ∇f(x), en el espacio tangente a M en el punto x.
Para demostrar la desigualdad de Marcinkiewicz-Zygmund para el gradiente tangencial
(Corolario 2.3.5) usamos la siguiente desigualdad para vectores de polinomios.
Corolario 2.3.4. Sea k ∈ N una constante fija. Existe una constante A = A(M, k) > 0
tal que si R = {R1, . . . , RN} con N ≥ Atd, es la partición regular dada por la Proposición
2.2.1 entonces para todo vector de polinomios Q(x) = (Q1(x), . . . , Qm(x)) con m ≤ 2d y


















para cualquier elección de xi ∈ Ri, donde por |v| denotamos a la norma del vector v.
Demostración. Sea A la constante dada por el Teorema 2.3.2 cuando reemplazamos t+k por







y aplicamos el resultado anterior para cada Qj(x).
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En [Bondarenko et al., 2013] el Corolario 2.3.4 es suficiente para tener una desigualdad de
Marcinkiewicz-Zygmund con los gradientes tangenciales de los polinomios, ya que el gradiente
tangencial de un polinomio esférico en la esfera puede escribirse como un vector de polinomios
esféricos. Este no es nuestro caso y necesitamos este segundo corolario.
Corolario 2.3.5. Existe una constante A = A(M) > 0 tal que si N ≥ Atd y R =
{R1, . . . , RN} es la partición regular de M dada por la Proposición 2.2.1, entonces para





















CM para CM > 0 dependiendo solamente de M y para cualquiera
elección de xi ∈ Ri, con 1 ≤ i ≤ N . De nuevo, denotamos por |v| a la norma del vector v.
Demostración. SeaM dada como el conjunto de ceros del conjunto de polinomios con coefi-
cientes reales p1(x), . . . , pr(x). ComoM es lisa y de dimensión d, para todo x ∈M el espacio
normal a M en x está generado por
∇pi1(x), . . . ,∇pin−d(x),
donde el ı́ndice i1 < · · · < in−d (que puede depender de x) es un subespacio de {1, . . . , r}.
Asumimos, para simplificar la notación, que ij = j para j = 1, . . . , n− d. Sea ui(x) una base
ortogonal del espacio normal a M en x. ui(x) puede obtenerse por la siguiente fórmula del
tipo determinante de Gram-Schmidt,
ui(x) =
∣∣∣∣∣∣∣∣∣∣∣∣∣
〈∇p1(x),∇p1(x)〉 〈∇p2(x),∇p1(x)〉 . . . 〈∇pi(x),∇p1(x)〉





〈∇p1(x),∇pi−1(x)〉 〈∇p2(x),∇pi−1(x)〉 . . . 〈∇pi(x),∇pi−1(x)〉
∇p1(x) ∇p2(x) . . . ∇pi(x)
∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Para calcular ui(x), no tenemos más que desarrollar por la última fila. Como cada ∇pi(x) es
un vector de polinomios, el producto 〈∇pi(x),∇pj(x)〉 es también un polinomio y entonces
ui(x) es también un vector de polinomios de grado total acotado por una constante que
depende solo de M. El gradiente tangencial de P en x ∈M es






Si hay n− d polinomios que definen el espacio normal a M en toda la variedad, como en la
esfera y cualquier otra hipersuperficie algebraica, el resultado es inmediato porque podemos
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y como M es lisa,




para algún CM > 0. En el caso más general, para cualquier I ⊂ {1, . . . , r} con |I| = n−d po-
demos definir los vectores de polinomios uIj (x) para j = 1, . . . , n−d (algunos de los polinomios
pueden ser el polinomio nulo) y por el Corolario 2.3.4 las desigualdades de Marcinkiewicz-















Claramente, las desigualdades de Marcinkiewicz-Zygmund también se verifican tomando el
supremo de los subconjuntos I ⊂ {1, . . . , r} con |I| = n− d. De hecho, como





|uIi (x)|2|∇MP (x)| ≤ CM|∇MP (x)|,














para todo x ∈M.
2.4. Demostración del Teorema 2.1.5
Al igual que en [Bondarenko et al., 2013], el último ingrediente de la prueba del Teorema
2.1.5 es el siguiente teorema.
Teorema 2.4.1. Sea f : Rn −→ Rn una función continua y Ω un subconjunto abierto y
acotado, con frontera ∂Ω, y tal que 0 ∈ Ω ⊂ Rn. Si 〈x, f(x)〉 > 0 para todo x ∈ ∂Ω, entonces
existe x ∈ Ω tal que f(x) = 0.
Demostración. Es un resultado conocido. Podemos consultar una prueba en [Chen and Cho,
2006, Theorem 1.2.9].
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Fijamos t ∈ N e identificamos el espacio Rn del Teorema 2.4.1 con P0t . Definimos
Ω =
{
P ∈ P0t :
∫
M
|∇MP (x)|dµM(x) < 1
}
,
que es claramente un subconjunto abierto y acotado de P0t tal que 0 ∈ Ω ⊂ P0t . Definimos
una función f : P0t −→ P0t como composición de dos funciones:
P0t −→MN −→ P0t














P (xi(P )). Sea A = A(M) > 0 definida como
en el Corolario 2.3.5. Sea N ≥ Atd y R = {R1, . . . , RN} la partición regular de M dada
por la Proposición 2.2.1. Dado un polinomio P , definimos en M el campo de vectores XP =
∇MP/Uε(|∇MP |), donde Uε : R+ → R es una función C2 creciente tal que Uε(x) = ε/2 si
0 ≤ x ≤ ε/2 y Uε(x) = x si x ≥ ε para algún ε fijo. Como Uε(x) es C2, el campo de vectores
XP es C
2 en M y depende continuamente de P . Ahora para cada 1 ≤ i ≤ N consideramos
la función yi : [0,∞) −→M que verifica la ecuación diferencial ∂∂syi(s) = XP (yi(s))yi(0) = xi (2.10)
donde xi ∈ Ri. La ecuación diferencial es distinta para cada P ∈ P, por lo que a veces
denotaremos por yi(P, s) a yi(s) para enfatizar su dependencia de P . Fijémonos en que la
cantidad
∑N
i=1 P (xi) es pequeña ya que
∫
M P (x)dµ(x) = 0. Como queremos que
∑N
i=1 P (xi)
sea positiva, nos movemos desde el punto xi en la dirección de mayor crecimiento de P (xi),
esto es, la dirección dada por el vector ∇MP (xi). Como el campo de vectores XP es C2, cada
yi está bien definida y es continua en P y s. Para un s0 > 0 fijo, todav́ıa por determinar,
definimos la función continua
P0t 3 P 7→ (x1(P ), . . . , xN (P )) = (y1 (P, s0) , . . . , yN (P, s0)) . (2.11)
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Podemos modificar la partición regular sin perder sus propiedades esenciales. De hecho, si
x′i pertenece a la bola B(CM‖R‖) que contiene a Ri, donde CM > 0 es una constante que
depende solo de M, entonces definimos
R′i = (Ri \ ∪Nj=1{x′j}) ∪ {x′i},
obteniendo una partición regular con las mismas propiedades, es decir
B(c′1N
−1/d) ⊂ R′i ⊂ B(c′2N−1/d), (2.13)
para algunas constantes c′1, c
′
2 que dependen solo deM. Como en (2.6) y usando que P ∈ P0t








donde x′i es un punto en la bola B(c
′
2N
−1/d) que contiene a Ri en el que |∇MP (x)| alcanza
su máximo. Aplicando la parte derecha de la desigualdad en (2.8) y la modificación de la




∣∣∣∣∣ ≤ KM‖R‖. (2.14)
Para cualquier 0 < s < CM‖R‖ fijo aplicamos la parte izquierda de la desigualdad (2.8) y de




















i : |∇MP (yi(P,s))|≥ε









Finalmente tomamos s0 = 3K
2
M‖R‖ y ε =
1
2KM









Aplicando el Teorema 2.4.1 obtenemos la existencia de Q ∈ Ω verificando
∑N
i=1Kxi(Q) = 0.
Por la Caracterización 2.1.3 podemos concluir que x1(Q), ..., xN (Q) es un t-design.
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2.5. Sobre las condiciones de la variedad
En esta sección, que no pertenece al art́ıculo [Etayo et al., 2018], repasamos las carac-
teŕısticas de M y estudiamos cuáles de entre ellas son necesarias para utilizar una prueba
tipo [Bondarenko et al., 2013] y cuales podŕıan no serlo.
Recordamos que tomamosM variedad algebraica real af́ın y lisa, compacta y conexa. En
cuanto a la compacidad, es una condición necesaria: o bien la variedad es compacta, o bien
consideramos en ella una medida compacta, ya que si no no tiene sentido considerar∫
M
P (x)dµM(x) =∞.
Aśı pues, queda considerar el resto de condiciones. Si no pedimos que M sea algebraica real
y lisa, tenemos dos opciones:
O bien la variedad no es algebraica, pero sigue siendo lisa, con lo que tendŕıamos una
variedad diferenciable conexa.
O bien la variedad deja de ser lisa, con lo que tendŕıamos una variedad algebraica real
y conexa con singularidades.
Además, está el caso de que M esté formada por varias componentes conexas.
2.5.1. Subvariedades de una variedad algebraica
Un caso particular del anterior es el de una variedad diferencial no algebraica contenida en
una variedad algebraica de la misma dimensión. Por ejemplo, podemos considerar la variedad
algebraica dada por
V = {(x, y) ∈ R2 : (x2 + y2)2 − 2a2(x2 − y2) + a4 − b4 = 0, b < a}. (2.15)
Esta variedad algebraica real irreducible, conocida como los óvalos de Cassini, presenta dos
componentes conexas lisas de dimensión 1 donde cada componente verifica todas las con-
diciones que exiǵıamos a M salvo la de ser algebraica. Para este caso tenemos el siguiente
Teorema.
Teorema 2.5.1. Sea M una variedad diferenciable conexa y compacta de dimensión d en
Rn y tal que su clausura de Zariski también tiene dimensión d. Existe una constante CM que
depende solamente deM tal que para cada N ≥ CMtd existen t-designs enM con N puntos.
Demostración. Fijémonos en que el espacio de polinomios de grado menor o igual que t en
una componente conexa de la variedad es igual al espacio de polinomios de grado menor
o igual que t en su clausura de Zariski. Además, aunque tomemos solo una componente
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conexa M1 de una variedad algebraica M, al considerar la complejificación X tenemos que
tomar la complejificación de toda la variedad. Teniendo en cuenta estas consideraciones, la
demostración del Teorema 2.1.5 se puede reproducir paso por paso, obteniendo t-designs del
orden esperado.
Figura 2.3: Óvalos de Cassini para a = 2 y b = 1.93.
2.5.2. Variedades algebraicas con singularidades
No conozco ninguna referencia a un estudio semenjante, lo que está claro es que el argu-
mento de [Bondarenko et al., 2013] todav́ıa no puede extenderse a este caso, ya hasta la fecha
no se conoce ningún teorema de existencia de particiones regulares en variedades algebraicas
con singularidades.
2.5.3. Variedades no conexas
La conexión es una de las condiciones más cŕıticas de la variedad. Incluso en sus defi-
niciones en los contextos más generales, la condición de la conexión está siempre presente,
véase [Seymour and Zaslavsky, 1984] o [Kane, 2015]. Supongamos que tenemos una variedad
M tal como está descrita en 2.1 pero formada por varias componentes conexas. Claramente,
las distintas componentes tienen que tener la misma dimensión para que tenga sentido la
integración respecto a una única medida y tenga sentido considerar resultados asintóticos.
Aśı pues, en esta sección todas las componentes conexas de una variedad tendrán la misma
dimensión. Además, en esta sección no consideramos la medida de Lebesgue normalizada,
µM (x), sino la medida de Lebesgue usual dx. Por eso la Definición 2.1.2 de t-design en M
pasa a ser ∫
M
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Consideramos una variedadM algebraica real af́ın lisa y compacta formada por (veámos el ca-
so más simple) dos componentes conexas. Sirva de ejemplo de nuevo los óvalos de Cassini des-
critos en la ecuación (2.15). Sabemos que existen t-designs del orden correcto en cada uno de
los dos óvalos (veáse el Teorema 2.5.1), pero ¿Cómo debemos definir un t-design en la variedad
general? Si denotamos porM1 yM2 a las dos componentes conexas y consideramos la medi-
da de Lebesgue sin normalizar podŕıamos definir {{x1, ..., xN1} ∈ M1}∪{{y1, ..., yN2} ∈ M2}































para todo P ∈ Pt. Si consideramos la Definición (2.17), entonces tenemos el siguiente resul-
tado.
Teorema 2.5.2. Sea M una variedad algebraica real af́ın y compacta de dimensión d en Rn
formada por m componentes conexas. Existe una constante CM que depende solamente de
M tal que para cada N ≥ CMtd existen t-designs siguiendo la Definición (2.17) en M con
N puntos.
















Esta es la definición que utilizan Ehler y Gräf en [Ehler and Gräf, 2018, Definition 6.4],
donde considerar t-designs en uniones de variedades Grassmannianas. De hecho, como per-
















Si consideramos la Definición (2.16), entonces el problema se complica y los resultados que
obtenemos son más débiles.
Proposición 2.5.3. Sea M una variedad algebraica af́ın real y lisa, compacta, formada por




para todo 1 ≤ j ≤ m, entonces existe un t-design {x1, ..., xN} en M según la Definición
(2.16) que es unión de t-designs en las distintas componentes conexas.
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Demostración. Sea {xi1, ..., xN i1} un t-desing enMi para 1 ≤ i ≤ m. Su existencia viene dada





















Si las relaciones entre los Vol(M1), ...,Vol(M2) son racionales, entonces por el Teorema 2.1.5
o 2.5.1 podemos aumentar el número de puntos de Nj hasta tener todos los coeficientes de
las sumas iguales.
Observamos que aunque garantizamos la existencia de t-designs en este caso, no podemos
asegurar que sean del orden td.
El rećıproco también es cierto si añadimos la hipótesis de que las distintas subvariedades
M1, ...,Mm no tengan la misma clausura de Zariski.
Proposición 2.5.4. Sea M una variedad algebraica af́ın real y lisa, compacta, formada por
m componentes conexas M1, ...,Mm. Supongamos además que ninguna componente tiene la
misma clausura de Zariski. Si existe un t-design {x1, ..., xN} enM según la Definición (2.16)




para todo 1 ≤ j ≤ m.
Demostración. Como las componentes no comparten clausura de Zariski, existe t0 ∈ N tal
que para todo t ≥ t0 existe Pj ∈ Pt tal que se anula todas las componentes salvo enMj para
cada 1 ≤ j ≤ m. Esto es posible ya que las componentes no comparten clausura. Supongamos



























N ∈ Q, entonces necesariamente
Vol(Mj)
Vol(M) ∈ Q.
Finalizamos el caṕıtulo con este curioso ejemplo.
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Ejemplo 2.5.5. Consideremos las variedades:
V1 = {(x, y) ∈ R2 : x2 + y2 − 1 = 0},








Y la unión de las anteriores
V1,3 = {(x, y) ∈ R2 :
(
x2 + y2 − 1
)(




V1,π = {(x, y) ∈ R2 :
(
x2 + y2 − 1
)(




Los volúmenes de las variedades vienen dados por




Para N1, N3 y Nπ ∈ N consideramos los correspondientes t-designs en cada una de las va-
riedades: {x1, ..., xN1} en V1; {y1, ..., yN3} en V3 y {z1, ..., zNπ} en Vπ. Por [Korevaar and
Meyers, 1994, Theorem 3.1] sabemos que los t-designs son precisamente las t + 1 ráıces de
la unidad del ćırculo permitiendo una rotación por cualquier ángulo θ ∈ [0, 2π) Evaluamos
ahora el polinomio
P (x, y) = x2 + y2 − 1








P (x, y)dxdy =
∫
V3

















⇐⇒ 4 = N1 +N3
N3
.
No tenemos más que fijar, por ejemplo, N3 y tomar en V1 un t-design con N1 = 3N3 puntos
para obtener un t-design en V1,3.








P (x, y)dxdy =
∫
Vπ

















⇐⇒ π + 1 = N1 +Nπ
Nπ
Como N1, Nπ ∈ N, la última igualdad no se verifica nunca, aśı que no podemos tener un
t-design en V1,π que sea unión de t-designs en V1 y Vπ.
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Figura 2.4: Variedad del Ejemplo 2.5.5.
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CAPÍTULO 3
Generalizaciones del spherical ensemble
Zu jeder kontinuierlichen Symmetrie eines physikalischen Systems gehört eine Erhal-
tungsgröße.
Teorema de Noether.
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En la Sección 1.3.5 hemos presentado el spherical ensemble, un proceso de puntos de-
terminantal definido por Krishnapur en [Krishnapur, 2009]. Algunas de las propiedades más
relevantes del spherical ensemble han sido probadas por Alishahi y Zamani en [Alishahi and
Zamani, 2015]. Entre ellas destacan los pequeños valores que toman las esperanzas de las
distintas enerǵıas de Riesz evaluadas en los puntos que provienen del proceso. De esta forma,
los conjuntos de puntos que provienen del spherical ensemble nos proporcionan varias de las
mejores cotas que se conocen a d́ıa de hoy para los valores mı́nimos de las s-enerǵıas. En
este caṕıtulo proponemos varias generalizaciones de este proceso determinantal a diferentes




, d ∈ N. Dado que el spherical ensemble utiliza la estructura
compleja de S2 (más concretamente, la identificación de S2 con C mediante la proyección
estereográfica), nuestra generalización será distinta para las esferas de dimensión par (con
proyección estereográfica a Cd) y las de dimensión impar. Dependiendo de la generalización
que tomemos nos será posible calcular la esperanza de las enerǵıas de Riesz y de Green para
los distintos conjuntos de puntos obtenidos en este caṕıtulo. Los resultados aqúı presentados
están recogidos en los art́ıculos [Beltrán and Etayo, 2018b] y [Beltrán and Etayo, 2018c].
A lo largo del caṕıtulo haremos referencia a distintos procesos de puntos determinanta-
les. Para no volver demasiado engorrosa la notación, hemos adjuntado una tabla al final del
caṕıtulo donde aparece un resumen con la nomenclatura asociada a cada proceso determi-
nantal. Además, durante este caṕıtulo trabajaremos indistintamente con Cd y R2d, obviando,
siempre que sea posible, el isomorfismo que hay entre estos dos espacios vectoriales.
68 3.1. EL SPHERICAL ENSEMBLE
3.1. El spherical ensemble
Comenzamos este caṕıtulo recordando brevemente en qué consiste el spherical ensemble
presentado en la Sección 1.3.5. Sean A,B matrices de talla N × N con entradas aleatorias
gaussianas complejas, es decir, cada entrada de A y B es independiente identicamente distri-
buida tomando sus partes real e imaginaria siguiendo la distribución real gaussiana con media
0 y varianza 1/2. Si calculamos los autovalores λ1, . . . , λN ∈ C del haz de matrices (A,B) y
los enviamos a la esfera S2 a través de la proyección estereográfica, obtenemos el spherical
ensemble. Fijémonos en que los λi son números complejos tales que det(λiA−B) = 0 y que
existen (para A,B genéricos) N soluciones para esta ecuación.
Krishnapur en [Krishnapur, 2009] demostró que este proceso es determinantal y que el
núcleo asociado al proceso determinantal en el plano complejo es el núcleo reproductor del











: 0 ≤ k ≤ N − 1
}
,
donde consideramos la medida de Lebesgue µ en C que hace que este conjunto sea ortonormal.
Dada una base ortonormal del espacio, podemos calcular fácilmente su núcleo reproductor
con la fórmula (1.14) y tenemos
K
(N)

























Consideramos la proyección estereográfica
π :S2\{(0, 0, 1)} −→ R2









Como dicha aplicación establece un difeomorfismo entre C y S2\{(0, 0, 1)}, podemos aplicar
la Proposición 1.3.5 y concluimos que existe un proceso de puntos determinantal en S2 cuyo
núcleo viene dado por:
K
(N)










donde z = π(p) y w = π(q). Fijémonos en que el núcleo verifica
K
(N)
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lo cual implica, en nuestra notación, que el proceso es homogéneo; e incluso más, es isotrópico
(véase la Sección 1.3.4), ya que
∣∣∣K(N)S2 (p, q)∣∣∣ = N4π
(





Es por esta propiedad (la isotroṕıa del núcleo) que se pueden calcular expĺıcitamente y son
pequeñas tanto la esperanza de la s-enerǵıa, como otras cantidades interesantes de un conjunto
de puntos provenientes del spherical ensemble, véase [Alishahi and Zamani, 2015].
3.2. Un proceso determinantal en Cd
Vamos a intentar generalizar este proceso determinantal partiendo de un proceso de puntos
determinantal en Cd y trasladándolo después a S2d\{(0, 0, 1)} o S2d+1\{(0, 0, 1)}.


























α1!...αd!(L− (α1 + ...+ αd))!
.
Denotemos por H el espacio que generan en L2C(Cd).

























elementos en grupos de i
elementos con repetición
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Proposición 3.2.3. La colección I propuesta en la Definición 3.2.1 es una base ortonormal
de H en L2C(Cd) y el núcleo reproductor K
(N)
Cd : C
d×Cd −→ C de H asociado a la medida de
Lebesgue usual en Cd es:
K
(N)
Cd (z, w) =
Nd!
πd
(1 + 〈z, w〉)L
(1 + ||z||2)
d+L+1



























































Usamos ahora el siguiente cambio de variables: z = (z1, ..., zd) 7→ (ρ1eiθ1 , ..., ρdeiθd), que tiene
jacobiano normal NJac = ρ1...ρd (para una definición de jacobiano normal, véase el apéndice
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α1!(d+ L− 1− α1)!

































































α1!α2!...αd!(d+ L− 1− α1)!(d+ L− 2− α1 − α2)!...(L− α1 − α2 − ...− αd)!
2d(d+ L)!(d+ L− α1 − 1)!...(1 + L− α1 − ...− αd)!
=
α1!α2!...αd!(L− α1 − α2 − ...− αd)!
2d(d+ L)!
.
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(d+ L)!α1!α2!...αd!(L− α1 − α2 − ...− αd)!2dπd
πdα1!...αd!(L− (α1 + ...+ αd))!2d(d+ L)!
= 1.
Aśı que las funciones tienen norma 1. Como hemos demostrado que I es una base ortonormal
de H, entonces el núcleo reproductor de H viene dado por
K
(N)















































Por el Teorema multinomial [DLMF, 2015, Formula 2.6.4(ii)],
K
(N)
















2 (1 + ||w||2)
d+L+1
2






(1 + 〈z, w〉)L
(1 + ||z||2)
d+L+1
2 (1 + ||w||2)
d+L+1
2
Gracias al Teorema de Macci-Shosnikov (en este documento, Teorema 1.3.3), podemos
dar la siguiente definición.
Definición 3.2.4. Existe un proceso de puntos determinantal de N puntos en Cd que deno-
taremos por X
(N)
Cd con núcleo asociado
K
(N)
Cd (z, w) =
Nd!
πd
(1 + 〈z, w〉)L
(1 + ||z||2)
d+L+1




Ujué Etayo Rodŕıguez Universidad de Cantabria
3.2. UN PROCESO DETERMINANTAL EN Cd 73
3.2.1. Un primer acercamiento a un proceso determinantal en S2d
Queremos transladar el proceso determinantal definido en la Definición 3.2.4 a la esfera S2d
imitando el método empleado para el spherical ensemble. Para ello, definimos la proyección
estereográfica en cualquier dimensión real par y calculamos su jacobiano.
Lema 3.2.5. Consideremos la aplicación estereográfica definida por
π :S2d\{(0, ..., 0︸ ︷︷ ︸
2d
, 1)} −→ R2d



































1− p2d+1 − tṗ2d+1
,
p2 + tṗ2
1− p2d+1 − tṗ2d+1
, ...,
p2d + t ˙p2d

















Lema 3.2.6. Sea π−1 : R2d −→ S2d la aplicación inversa de la proyección estereográfica







donde NJac denota el jacobiano normal. Para una definición de jacobiano normal, véase el
apéndice B.
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Para cada punto y ∈ R2d tomamos una base ortonormal de R2d de la siguiente forma: con-
sideramos el vector y||y|| y una base de vectores ortonormales a
y
||y|| en R
2d, que no daremos




























































































2 , ..., 0
)
.












donde, para que la notación resulte más sencilla, hemos denotado por w(2d) al vector y||y|| .

















(||y||2+1)2 0 ... 0
... ... ...
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S2d (p, q) =
Nd!
πd2L+d+1







Demostración. Utilizamos la Proposición 1.3.5 con la proyección estereográfica definida en el
Lema 3.2.5 y obtenemos:
K
(N)
S2d (p, q) =
Nd!
πd22d+1
(1 + 〈z, w〉)L
(1 + ||z||2)
L−d




































































S2d es un proceso determinantal con núcleo asociado no homogéneo.
Demostración. No tenemos más que calcular
K
(N)
S2d (p, p) =
Nd!
πd2L+d+1













S2d (p, p) depende de p2d+1, no es constante luego el núcleo no es homogéneo.
El núcleo de X
(N)
S2d (p, p) no es homogéneo, con lo que no puede ser isotrópico. Esta es
la principal caracteŕıstica del spherical ensemble y lo que provoca que podamos calcular la
esperanza de su s-enerǵıa. Aśı pues, esta primera generalización que hemos propuesto parece
no ser la deseada. Nos planteamos los siguientes problemas.
Problema 3.2.9. ¿Cómo modificamos el spherical ensemble en una esfera de dimensión par
para que el núcleo sea, por lo menos, homogéneo?
Problema 3.2.10. ¿Qué aplicación podemos definir de Cd a Sm con m impar que conserve
la buena distribución de los puntos en Cd como la proyección estereográfica?
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3.3. Un proceso determinantal en S2d
Para solucionar el Problema 3.2.9, vamos a seguir esta estrategia. En vez de utilizar la
proyección estereográfica para llevar X
(N)
Cd a un proceso determinantal en S
2d, vamos a hacer
un paso intermedio transformando X
(N)
Cd en otro proceso determinantal distinto en C
d. Aśı,
pretendemos dejar invariante la dirección de cada uno de los vectores de Cd pero cambiar
continuamente su norma para obtener finalmente un proceso en S2d con núcleo homogéneo.
Definición 3.3.1. Sea
g : [0,∞) −→ [0,∞)
una aplicación de clase C∞, creciente, con g(0) = 0 y ĺım
x→∞
g(x) =∞ y
ϕ :R2d −→ R2d
x 7→ g(||x||) x
||x||
.
Proposición 3.3.2. La aplicación ϕ definida en la Definición 3.3.1 es una biyección.
Demostración. Claramente g : [0,∞) −→ [0,∞) es una biyección: la inyectividad viene dada
por su monotońıa y la sobreyectividad por sus valores en los ĺımites. Para ver que ϕ : R2d −→
R2d también lo es, vamos a definir su aplicación inversa. Sea
































g(||x||) x||x|| = x.
Como (ϕ ◦ τ)(y) = Id y (τ ◦ ϕ)(x) = Id, podemos concluir que τ = ϕ−1 y por lo tanto, la
aplicación ϕ es biyectiva.
Tenemos entonces el siguiente diagrama:
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R2d ϕ // R2d π
−1
// S2d\{(0, ..., 0︸ ︷︷ ︸
2d
, 1)}











Considerando la aplicación (π−1 ◦ϕ) entre las variedades riemannianas R2d y S2d, gracias








−1 ◦ ϕ)−1(p), (π−1 ◦ ϕ)−1(q))√
|NJac((π−1 ◦ ϕ)((π−1 ◦ ϕ)−1(p)))NJac((π−1 ◦ ϕ)((π−1 ◦ ϕ)−1(q)))|
.
Vamos a calcular explicitamente dicho núcleo. Para hacer más sencillo el cálculo del jacobiano
normal, desglosaremos la demostración en diferentes lemas.
Proposición 3.3.3. Para cada x ∈ Rd, la isometŕıa θx definida en la Proposición B.0.7 hace







Demostración. No tenemos más que tomar un punto x = (x1, ..., x2d) ∈ Rd y aplicarle, por
un lado ϕ ◦ θx y por otro lado θx ◦ ϕ y ver que obtenemos lo mismo.
ϕ ◦ θx(x) = ϕ(θx(x)) = ϕ(||x||, 0, ..., 0) = g(||x||)
(||x||, 0, ..., 0)
||x||
.








(||x||, 0, ..., 0).
Podemos concluir entonces que el diagrama es conmutativo.
Corolario 3.3.4. En particular, tenemos que
NJacϕ(x) = NJacϕ(θx(x)).
Demostración. Es una consecuencia directa del Teorema B.0.6.
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Lema 3.3.5. La aplicación diferencial de la aplicación
|| || :Rm −→ R+
x 7→ ||x||
es D(|| ||)(x)ẋ = 〈x,ẋ〉||x|| .
Demostración. Comenzamos calculando










〈x+ tẋ, x+ tẋ〉
= 〈ẋ, x〉+ 〈x, ẋ〉
=2 〈x, ẋ〉 .
Como además sabemos que D(|| ||2)(x)ẋ = 2||x||D(|| ||)(x)ẋ, podemos deducir que
2 〈x, ẋ〉 = 2||x||D(|| ||)(x)⇒ D(|| ||)(x)ẋ = 〈x, ẋ〉
||x||
.
Lema 3.3.6. La aplicación diferencial de la aplicación ϕ definida en la Definición 3.3.1 en
un punto x ∈ R2d es
Dϕ(x)ẋ =g′(||x||)x 〈x, ẋ〉
||x||2
+ g(||x||)
ẋ||x|| − x 〈x,ẋ〉||x||
||x||2
.











g(||x+ tẋ||) x+ tẋ
||x+ tẋ||
.


















ẋ||x|| − x 〈x,ẋ〉||x||
||x||2
.
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Demostración. El cálculo de este jacobiano normal es el más dif́ıcil del caṕıtulo, ya que vamos
a hacer todos los cálculos explicitamente. Por eso recomendamos al lector poco experimen-
tado que lea antes el Apéndice B donde se demuestran las propiedades que utilizamos aqúı.
Tomamos una base ortonormal del espacio tangente al punto x en R2d (que también es R2d)






e1||x|| − x 〈x,e1〉||x||
||x||2
=g′(||x||)
(||x||, 0, ..., 0)t
〈



















ei||x|| − x 〈x,ei〉||x||
||x||2
=g′(||x||)
(||x||, 0, ..., 0)t
〈














Podemos observar que la imagen de los vectores de la base estándar de R2d a través de la
diferencial de ϕ en un punto x son ellos mismos multiplicados por un escalar. Dicho escalar,
además, nunca es nulo, puesto que si g′(||x||) = 0 para algún x, entonces la función g no seŕıa
monótona creciente. Por otro lado, g(||x||) sólo vale 0 en el punto 0. Luego, podemos concluir
que ker(Dϕ(x)) = 0 y podemos tomar como base de ker(Dϕ(x))⊥ la base estándar de R2d.
Tenemos, por el Teorema B.0.6 y el Corolario 3.3.4, que para cada x ∈ R2d podemos escribir
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el jacobiano de ϕ(x) como:


































donde θx es la isometŕıa definida en la Proposición B.0.7.
Proposición 3.3.8. Sean L ≥ 0, d ≥ 1, g : (0,∞) → (0,∞) como en la Definición 3.3.1 y












S2d (p, q) =
Nd!(1 + 〈z, w〉)LR(‖z‖)R(‖w‖)
πd22d
, (3.2)













Demostración. Por la regla de la cadena del Jacobiano normal (Lema B.0.5), sabemos que
NJac(π−1 ◦ ϕ)(z) = NJac(π−1)(ϕ(z))NJac(ϕ)(z).
Aśı que, utilizando los resultados de los lemas 3.2.6 y 3.3.7 tenemos











Nos fijamos en que ||ϕ(z)|| = ||g(||z||) z||z|| || = ||g(||z||)|| , por lo tanto, la expresión anterior
se reduce a:
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Por la Proposición 1.3.5,
K
(N)




−1 ◦ ϕ)−1(p), (π−1 ◦ ϕ)−1(q))√































(1 + 〈z, w〉)L(g(||z||)2 + 1)d||z||
2d−1









2 (1 + ||z||2)
d+L+1




Una situación ideal se da con g = Id y d = 1, en la cual recuperamos el spherical ensemble
original de Krihsnapur y |K(N)S2 (p, q)|
2 sólo depende de ||p−q||. Nos gustaŕıa que |K(N)S2d (p, q)|
2
dependiera solamente de ||p − q||, es decir, que el núcleo sea isométrico para todo d ≥ 1. Y
eso motivará nuestra definición de la función g.
Proposición 3.3.9. Para cada d ∈ N existe una única función g : [0,∞) −→ [0,∞) de clase
C∞, creciente, con g(0) = 0 y ĺım
x→∞









donde Ix(a, b) es la función beta incompleta regularizada. Se puede consultar su definición en
el apéndice A.
Demostración. Comenzamos demostrando la unicidad. Por el Corolario 1.3.4 sabemos que
todo proceso de puntos determinantal en S2d definido por un núcleo K(p, q) homogéneo
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para todo p ∈ Sd. En nuestro caso podemos calcular K(N)S2d (p, p) a través de la fórmula (3.2),







(1 + 〈z, z〉)L(g(||z||)2 + 1)d||z||
2d−1









2 (1 + ||z||2)
d+L+1
















S2d (p, p) depende sólo de una variable ||z|| ∈ [0,∞), para hacer la notación
más sencilla, sea ||z|| = t,
K
(N)






Si igualamos las ecuaciones (3.3) y (3.4) obtenemos
K
(N)






















) (g(t)2 + 1)2dt2d−1
g(t)2d−1(1 + t2)d+1
= g′(t).
Lo primero que vamos a hacer es ocuparnos de las constantes. Aplicamos la fórmula de la
duplicación de la función gamma [DLMF, 2015, Formula 5.5.5] (puede consultarse también













donde B(x, y) es la función beta (véase el apéndice A). Ahora continuamos con la resolución
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por [DLMF, 2015, Formula 8.17.4] sabemos que
Ix(a, b) = 1− I1−x(b, a) ,



















La existencia resulta trivial, pues toda función beta incompleta regularizada Ix(a, b) es la
función de distribución asociada a una distribución beta, por lo tanto, es biyectiva en el
intervalo [0, 1]. Además, ∀t ∈ (0,∞), 0 ≤ t2
t2+1





















. Vamos a ver que además dicha g verifica las condiciones que
exigimos en la Definición 3.3.1 :
g(0) = 0: si t = 0⇒ I g2
1+g2
(d, d) = 0⇒ g
2
1+g2
= 0⇒ g = 0.
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ĺım
t→∞





























) (g(t)2 + 1)2dt2d−1
g(t)2d−1(1 + t2)d+1
= g′(t),
donde podemos ver que cada término de la izquierda es positivo para d > 1 y por lo
tanto la derivada es positiva, con lo que la función es creciente.
Luego g verifica las condiciones de partida y aśı queda totalmente probada su existencia y
unicidad.
De ahora en adelante, siempre nos referiremos por g a la función definida en la Propo-
sición 3.3.9. De nuevo en [DLMF, 2015] podemos encontrar una forma de escribir esa beta





















j!(2d− j − 1)!
.
Tenemos aśı, para los primeros valores de d.
d = 2 ⇒ g






d = 3 ⇒ g






d = 4 ⇒ g






Hemos representado los 9 primeros casos en la Gráfica 3.1. Como apuntamos anterior-
mente, para d = 1, esto es, para la esfera de dimensión 2, la función g es la función identidad,
lo cual convierte al spherical ensemble en un caso particular del proceso aqúı descrito.








proceso determinantal homogéneo en S2d con núcleo
K
(N)
S2d (p, q) =
N
Vol(S2d)
(1 + 〈z, w〉)L
(1 + ‖z‖2)
L
2 (1 + ‖w‖2)
L
2
donde z = ϕ−1g (π(p)), w = ϕ
−1
g (π(q)).
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Figura 3.1: Función g(t) para distintos valores de d. Obsérvese que conforme crece d el cre-
cimiento de g se ralentiza.
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Demostración. Por la Proposición 3.3.8 sabemos que X
(N,g)
S2d es un proceso de puntos deter-
minantal en S2d con núcleo
K
(N,g)
S2d (p, q) =
Nd!(1 + 〈z, w〉)LR(‖z‖)R(‖w‖)
πd22d
,

























No tenemos más que sustituir (3.6) en la fórmula (3.2) y obtenemos
K
(N)








(1 + 〈z, w〉)L
(1 + ||z||2)
L






(1 + 〈z, w〉)L
(1 + ‖z‖2)
L












al espacio proyectivo complejo de
dimensión compleja d.
Una interpretación natural del spherical ensemble consiste en considerar el problema de
los autovalores generalizados del haz de matrices (A,B) descrito en la Sección 3.1 en el espacio




tales que det(αB−βA) = 0
e identificar P(C2) con la esfera de Riemann. Después basta con pasar los puntos a S2 a través
de una homotecia. Esta manera de enfocar el problema sugiere que el spherical ensemble
puede estudiarse como un proceso natural en el espacio proyectivo complejo, lo cual nos lleva
a plantearnos una generalización a espacios proyectivos de dimensión mayor. Comenzamos
esta sección proponiendo pues un proceso de puntos determinantal en P(Cd+1) para cualquier
d ≥ 2, al cual llamaremos el conjunto proyectivo. Este proceso también puede verse como un
caso espećıfico de una construcción mucho más general propuesta por Berman en [Berman,
2014].
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∣∣∣∣〈 pCd+1||pCd+1 || , qCd+1||qCd+1 ||
〉∣∣∣∣2. (3.7)
donde pCd+1 y qCd+1 son dos representantes cualesquiera en Cd+1 de los puntos p y q.











Cd a través de la aplicación ψd dada en la Definición 1.1.5 es un proceso de
puntos determinantal en P(Cd+1) con núcleo asociado dado por∣∣∣∣K(r)P(Cd+1)(p, q)
∣∣∣∣ = rd!πd
∣∣∣∣〈 p||p|| , q||q||
〉∣∣∣∣L .
Llamamos a los puntos obtenidos a partir de este proceso determinantal el conjunto proyec-
tivo.
Demostración. Por el Lema 1.3.5, sabemos que X
(r)
P(Cd+1)
















































|1 + 〈z, w〉|L
(1 + ‖z‖2)
L









El spherical ensemble es justamente el conjunto proyectivo para d = 1 si identificamos
P(C2) con la esfera de Riemann y transladamos el proceso a la esfera unidad.
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3.5. Un proceso de puntos en S2d+1
A partir del conjunto proyectivo podemos obtener un conjunto de puntos bien distribuido
en las esferas de dimensión impar. Para ello no tenemos más que considerar r puntos del
conjunto proyectivo. Después, a cada punto de los anteriores le asociamos k representantes
afines, equiespaciados y de norma 1. Permitimos que cada conjunto de representantes de un
mismo punto pueda rotar un ángulo aleatorio. Como resultado, obtenemos rk puntos en la
esfera de dimensión impar S(Cd+1) ≡ S2d+1.





y N = k r. Sean
x1, . . . , xr ∈ P(Cd+1) puntos del conjunto proyectivo X(r)P(Cd+1). Escogemos, para cada xi, un
representante af́ın, que denotaremos por la misma letra. Sean θ1, . . . , θr ∈ [0, 2π) un conjunto
de números escogidos de forma aleatoria y uniforme, definimos entonces
yji = e
ı(θi+ 2πjk )xi, 1 ≤ i ≤ r, 0 ≤ j ≤ k − 1. (3.8)
Denotaremos este proceso de puntos por X
(k,r)
S2d+1 .
Otra manera de describir este conjunto consiste en identificar cada punto proyectivo con
un ćırculo máximo en la esfera S2d+1 a través de la fibración de Hofp generalizada. De esta
forma, tenemos circunferencias bien repartidas en la esfera S2d+1 en vez de puntos bien
repartidos. Como vimos en la sección 1.1.1, la fibración de Hofp generalizada es un fibrado
principal, es decir, cada fibra S1 es un grupo de Lie que actúa en S2d+1 dando como resultado




y por ello no podemos escoger un puntos en cada fibra. Si









, lo cual es imposible,




). Aśı que ahora, en
cada circunferencia en vez de tomar K puntos equiespaciados fijos, permitimos que estos
roten una fase aleatoria. De esta forma obtenemos el mismo conjunto de puntos. Esta forma




a S2d+1 es una solución al Problema 3.2.10.
Obtenemos los conjuntos de puntos en S2d+1 a través de un proceso determinantal y otro
aleatorio pero con una estructura mucho más ŕıgida: permitimos una rotación aleatoria de las
ráıces de la unidad. Esta composición de procesos nos hace perder la estructura determinantal
del primer proceso, con lo cual los puntos obtenidos en la esfera serán aleatorios pero no
determinantales.
3.6. Nuevas cotas para la enerǵıa de Riesz
Los procesos de puntos (determinantales o no) que hemos ido describiendo en las secciones
anteriores nos proporcionan nuevas cotas para ciertas familias de enerǵıas. Como explicamos
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en la Sección 1.3.2, el cálculo de la asintótica de la enerǵıa asociada a una familia de con-
juntos de puntos es una operación extremadamente complicada. Sin embargo, el cálculo de
la asintótica de la esperanza de dicha enerǵıa puede resultar mucho más sencillo. Aśı pues,
utilizaremos la aleatoriedad de nuestros puntos y (cuando sea posible) su estructura deter-
minantal para calcular varias esperanzas. En particular, para el proceso determinantal en
S2d descrito en la Proposición 3.3.8 damos una cota para la asintótica de su s-enerǵıa para
0 < s < 2d. Para el conjunto de puntos en las esferas de dimensión impar descrito en la
Definición 3.5.1 podemos calcular exactamente su esperanza obteniendo una asintótica para
las 2m-enerǵıas, con m ∈ N y una cota en el resto de valores positivos de s. Además, calcula-
mos exactamente la esperanza de la enerǵıa de Green de los puntos que forman el conjunto
proyectivo. Con estos resultados, colaboramos en la resolución del Problema 1.2.2.
Las mejores cotas para la s-enerǵıa mı́nima en esferas de dimensión d > 2 están dadas
por el harmonic ensemble (véase la Sección 1.3.6). Si comparamos nuestra asintótica con la
del harmonic ensemble podemos concluir que para el caso de dimensión par, la asintótica
del harmonic ensemble es mejor que nuestra cota, en el sentido de que es más parecida a la
enerǵıa mı́nima; sin embargo, para las esferas de dimensión impar, nuestros puntos aportan





no podemos comparar el valor de nuestra asintótica con otra familia de puntos, aśı que la





3.6.1. Esferas de dimensión par
Recordamos que el núcleo del proceso determinantal X
(N,g)
S2d descrito en el Teorema 3.3.10
es homogéneo pero no isotrópico, lo cual dificulta mucho el cálculo de las esperanzas. La
cota que proponemos es suficientemente fina en el sentido de que el primer término en la
asintótica es el correcto y el segundo tiene el orden correcto. Llegar a esa finura en la cota nos
exige tener mucho cuidado en los cálculos, por lo que las pruebas que nos llevan al resultado
principal (Teorema 3.6.16) son largas y en ocasiones complicadas. De hecho, junto a los
cálculos aqúı contenidos, hemos tenido que desarrollar una nueva desigualdad que involucra
funciones betas incompletas que no hemos encontrado en la literatura y que puede consultarse
en el Apéndice A. Comenzamos definiendo la siguiente aplicación.
Definición 3.6.1. Llamamos θ a la aplicación
θ :Cd −→ S2d
x 7→ (x, 1)
||(x, 1)||
,
donde Cd y S2d tienen dimensión 2d real.
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(1− ‖φ(p)− φ(q)‖2)L, 0
}
,
donde φ(x) = (θ ◦ ϕ−1 ◦ π)(x) es una aplicación que lleva S2d a su mitad superior y K(N,g)S2d














(1 + 〈z, w〉)L
(1 + ||z||2)
L













(1 + 〈z, w〉)L
(1 + ||z||2)
L












|1 + 〈z, w〉 |2
(1 + ||z||2)(1 + ||w||2)
)L
=














∣∣∣∣∣∣∣∣ ((π−1 ◦ ϕ)−1(p), 1)||((π−1 ◦ ϕ)−1(p), 1)|| − ((π−1 ◦ ϕ)−1(q), 1)||((π−1 ◦ ϕ)−1(q), 1)||
∣∣∣∣∣∣∣∣2
)L
= (1− ||φ(p)− φ(q)||2)L.
Lema 3.6.3. Sean p, q ∈ S2d, entonces la siguiente desigualdad se verifica.
‖φ(p)− φ(q)‖ ≤
(
‖p− q‖+ ‖p− q‖3
)
sup ‖Dφ(x)‖,
donde tomamos el supremo de los x contenidos en cualquier geodésica entre p y q.
Demostración. Dados dos puntos p, q ∈ S2d, sea α = dS2d(p, q) donde denotamos por dS2d la
distancia esférica, y sea γ cualquier segmento geodésico entre p y q. Entonces tenemos








‖Dφ(γ(t))γ̇(t)‖ dt ≤ α sup ‖Dφ(x)‖.
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donde x pertenece a cualquier segmento geodésico entre p y q. Nos fijamos en que 2 arcsin(x/2) ≤
x + x3 para 0 ≤ x ≤ 2. Para demostrarlo basta con ver que ambas funciones se anulan en
x = 0, sus derivadas son positivas en el intervalo (0, 2) y que la derivada de 2 arcsin(x/2) es
más pequeña que la de x+ x3 en todo el intervalo (0, 2). Por lo tanto podemos concluir





≤ ‖p− q‖+ ‖p− q‖3.
Lema 3.6.4. Consideremos la aplicación





definida en la demostración de la Proposición 3.3.2, entonces su aplicación diferencial viene
dada por
Dϕ−1(y)ẏ = (g−1)′(||y||)y 〈y, ẏ〉
||y||2
+ g−1(||y||)
ẏ||y|| − y 〈y,ẏ〉||y||
||y||2
.











g−1(||y + tẏ||) y + tẏ
||y + tẏ||
.











ẏ||y|| − y 〈y,ẏ〉||y||
||y||2
.






Lema 3.6.6. Sea θ la aplicación definida en la Definición 3.6.1 entonces su aplicación dife-
rencial en el punto x ∈ R2d viene dada por
Dθ(x)ẋ =
(ẋ, 0)||(x, 1)|| − (x, 1) 〈(x,1),(ẋ,0)〉||(x,1)||
||(x, 1)||2
.
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(ẋ, 0)||(x, 1)|| − (x, 1) 〈(x,1),(ẋ,0)〉||(x,1)||
||(x, 1)||2
.





Proposición 3.6.8. Sea p 6= n = (0, 0, ..., 0, 1) un punto cualquiera de la esfera S2d. Consi-
deramos el conjunto {ṗi}2d−1i=1 de vectores de norma 1, ortogonales entre śı, ortogonales a p







base del espacio tangente a S2d en el punto p.
Demostración. Solo hace falta comprobar que
n−p2d+1p√
1−p22d+1
es ortogonal a p y a cada ṗi, 1 ≤ i ≤






























































))2 , 1 ≤ i ≤ 2d− 1
∣∣∣∣∣∣
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donde n = (0, ..., 0, 1) ∈ S2d y la aplicación φ está definida en la Proposición 3.6.2.
Demostración. Recordamos que φ(x) = (θ ◦ϕ−1 ◦π)(x). Consideremos entonces la aplicación
Dφ(p) :TpS2d −→ Tφ(p)S2d
donde TpS2d es el espacio tangente a S2d en el punto p. Por la regla de la cadena tenemos que
























Por el Lema 3.2.5 sabemos que:













Como ṗi tiene la última coordenada nula y p ⊥ ṗi, entonces si consideramos los vectores
resultantes de la proyección en el subespacio de las primeras 2d coordenadas (o lo que es equi-




La aplicación π es precisamente esa proyección modificando la norma de los vectores resultan-
tes y la aplicación diferencial de π en el punto p vuelve a ser simplemente una modificación
de la norma del vector que deja invariable su dirección. Por lo tanto, como p ⊥ ṗi etonces
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serva la ortogonalidad de los vectores.
Demostración. Es una consecuencia directa de las fórmulas (3.9) y (3.10).
Lema 3.6.11. Fijamos un d ≥ 1. Entonces las siguientes afirmaciones son equivalentes:
1. Para todo p = (p1, . . . , p2d+1) ∈ S2d tenemos
∥∥Dφ(p)ṗi∥∥ ≥
∥∥∥∥∥∥Dφ(p) n− p2d+1p√1− p22d+1
∥∥∥∥∥∥ ,
donde los ṗi, 1 ≤ i ≤ 2d−1, están definidos en la Proposición 3.6.8 y n = (0, ..., 0, 1) ∈
S2d.





d ≥ sd(1− s)d,
donde Bs(d, d) es una beta incompleta (para la definición de beta incompleta, puede
consultarse el Apéndice A).
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Demostración. Por la Proposición 3.3.9 sabemos que
g−1(s) =





En nuestro caso s =
√
1+p2d+1

























Sustituimos el término de la izquierda de la igualdad (3.11) en las expresiones de la Propo-













































































































Ujué Etayo Rodŕıguez Universidad de Cantabria
96 3.6. NUEVAS COTAS PARA LA ENERGÍA DE RIESZ











































Por lo que podemos concluir∣∣∣∣∣∣











































































Terminamos con el cambio de variables s =
1+p2d+1
2 , con lo que s






Proposición 3.6.12. Para todo d ≥ 1 y para todo p ∈ S2d
∥∥Dφ(p)ṗi∥∥ ≥
∥∥∥∥∥∥Dφ(p) n− p2d+1p√1− p22d+1
∥∥∥∥∥∥ ,
donde ṗi, 1 ≤ i ≤ 2d− 1, están definidos en la Proposición 3.6.8 y n = (0, ..., 0, 1) ∈ S2d.
Demostración. Es una consecuencia inmediata del Lema 3.6.11 y el Teorema A.0.5.
Corolario 3.6.13. Sea p, q ∈ S2d, ‖p − q‖ ≤ τ y p2d+1 < ε donde 0 < ε + τ < 1. Entonces,
















))2 ≤ 1√1− (τ + ε)2 = Mε,τ .
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Dφ(p)ṗi, Dφ(p) n− p2d+1p√1− p22d+1
 .




















Esta claro que si consideramos la expresión anterior como una función de x2d+1, esta es
creciente. Ahora solo tenemos que ver que p2d+1 ≤ ε y ‖p−q‖ ≤ τ implica |x2d−1−p2d+1| ≤ τ
y por lo tanto x2d+1 ≤ τ + ε.





























donde W (ε) es el volumen del conjunto de p ∈ S2d tales que p2d+1 ≤ ε.
Demostración. Utilizamos los resultados de los lemas 3.6.2 y 3.6.3 y el Corolario 3.6.13. Como
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1−(ε+τ)2 (2− 2〈p, q〉)
)L
√


































donde W (ε) es el volumen del conjunto de puntos de S2d que verifican que su última coorde-






















































. Al resolver esta última















Podemos reescribir este resultado de la siguiente forma.
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Demostración. Gracias al Teorema 1.3.3 sabemos que la esperanza de la enerǵıa de Riesz de
un conjunto de N puntos del proceso determinantal X
(N,g)




















































































La Proposición 3.6.14 nos proporciona una cota para esta integral dependiendo de ε y τ .
Comenzamos dando una cota para W (ε), para ello, basta con tomar n = 2d−1 en la fórmula















































donde 0 < τ < 1− 1/
√
d.
























N1+ s2d + o(N1+ s2d ).
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Fijamos un C > 0 y sea τ =
√
C/L (que verifica τ < 1 − 1√
d
para un L suficientemente


















donde QL es una sucesión con ĺım
L→∞





, lo que implica
Ld
d!


































lo que es válido para todo C > 0. Ahora basta con calcular el C óptimo. Para ello, considera-





y mediante el cálculo de su derivada, concluimos que el mı́nimo
global se encuentra en:
C = d− 1− d− 1
2d
s.
Concluimos sustituyendo el valor de C en la fórmula anterior.
Como mencionamos en la introducción, la cota proporcionada por el Teorema 3.6.15 es
peor que la dada por el harmonic ensemble. Podemos ver un ejemplo con valores concretos
para s y d en la Figura 3.2. Sin embargo, los puntos obtenidos de esta generalización del sphe-





para el segundo término de la expansión.
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Figura 3.2: Segundo término de la asintótica de la 6-enerǵıa del harmonic ensemble (la ĺınea
continua azul) y la 6-enerǵıa de nuestra generalización del spherical ensemble (ĺınea a trozos
roja) en S8. El harmonic ensemble muestra un resultado mejor asintóticamente.




En esta sección calculamos la esperanza de los potenciales análogos a la enerǵıa de Riesz
en el espacio proyectivo P(Cd+1) (Teorema 3.6.17 y Corolario 3.6.18) y de la enerǵıa de Green
(Teorema 3.6.19) para los puntos del conjunto proyectivo.





y ωr = (x1, . . . , xr) ∈ P(Cd+1)r. Definimos









donde dP(Cd+1)(xi, xj) es la distancia proyectiva, definida en la ecuación (3.7). Entonces, para





































Nos fijamos en que d/(d−s/2) es precisamente la s–enerǵıa continua para la medida uniforme
en P(Cd+1).
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Demostración. Llamamos J a la cantidad que queremos calcular. Gracias al Teorema 1.3.3 y
a la definición del núcleo K
(r)
P(Cd+1)




































donde escogemos representantes de norma 1 de p, q. Como el integrando depende solo de la












para lo que también hemos usado que el volumen de P(Cd+1) es igual a πd/d!. Para calcular
esta integral, usamos el Teorema del cambio de variables con la función ψd, cuyo jacobiano
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d− s2 + L+ 1
























































y ωr = (x1, . . . , xr) ∈ P(Cd+1)r. Definimos



































+ o (r log r) .
Demostración. Resulta sencillo ver que E0(ωr) = dds
∣∣
s=0
Es(ωr). En particular, si cambiamos
el orden de la esperanza y la derivada (justifica este cambio el Teorema [Jost, 2005, Theorem























Calculamos la derivada de B
(
d− s2 , L+ 1
)























































Utilizando la expansión asintótica de la función beta definida en la ecuación (3.15) y la
aproximación como serie del logaritmo natural podemos concluir la demostración.
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donde EPG (ωr) es la enerǵıa de Green definida en la Definición 1.2.4.
Demostración. Por las definiciones del Teorema 3.6.17, el Corolario 3.6.18 y el cálculo del
núcleo de Green para el espacio proyectivo complejo de dimensión d recogido en la Definición














































Cada una de las esperanzas que aparecen en A ha sido calculada, bien en el Teorema 3.6.17













































































































), el Teorema 3.6.19 queda probado.
Si tomamos r puntos aleatorios independientes con densidad uniforme en P(Cd+1), la es-
peranza de su enerǵıa de Green es exactamente 0, mientras para un conjunto de r puntos
tomados del conjunto proyectivo la enerǵıa de Green toma valores negativos. En otras pala-
bras, los puntos del conjunto proyectivo están mejor distribuidos que los puntos uniformes
en el sentido de minimizar la enerǵıa de Green. El Teorema 3.6.19 nos propone un criterio
para decidir cómo de bien distribuido está un conjunto de puntos en el espacio proyectivo
complejo: basta con calcular su enerǵıa de Green y compararla con la expresión obtenida en
el Teorema 3.6.19.
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3.6.3. Esferas de dimensión impar
El cálculo de la s-enerǵıa en las esferas de dimensión impar resulta más sencillo que su
homólogo en dimensión par. Esto se debe a que en el caso par no éramos capaces de calcular
exactamente el valor de las integrales que definen la esperanza y nos véıamos abocados a
dar una cota superior lo más fina posible. En el caso impar, en cambio, podemos calcular
exactamente el valor de las integrales. Consideramos ahora el proceso de puntos X
(k,r)
S2d definido
en la Definición 3.5.1. Comenzamos dando un resultado para un caso particular de las enerǵıas
de Riesz, la 2-enerǵıa.





y ωr = (y
0
1, ..., . . . , y
k−1
r ) ∈






E2(y01, ..., yk−11 , ..., y
0



























Para probar la Proposición 3.6.20 usamos el siguiente Lema.








Demostración. Se puede consultar, por ejemplo, [Gradshteyn and Ryzhik, 2015, 3.792–1].










E2(y01, ..., yk−11 , ..., y
0















i1 6=i2 o j1 6=j2
1∣∣∣∣∣∣yj1i1 − yj2i2 ∣∣∣∣∣∣2
 d(θ1, ..., θr)















1∣∣∣∣∣∣yj1i − yj2i ∣∣∣∣∣∣2














1∣∣∣∣∣∣yj1i1 − yj2i2 ∣∣∣∣∣∣2
 d(θ1, ..., θr).
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1∣∣∣∣∣∣∣∣eı(θ+ 2πj1k )xi − eı(θ+ 2πj2k )xi∣∣∣∣∣∣∣∣2
 dθ.






1∣∣∣∣∣∣eı 2πj1k − eı 2πj2k ∣∣∣∣∣∣2
es la 2–enerǵıa de las k ráıces de la unidad. Esta cantidad ha sido estudiada con detalle
en [Brauchart et al., 2009]. En particular, por el Teorema [Brauchart et al., 2009, Theorem



















dθi1dθi2∣∣∣∣∣∣∣∣eı(θi1+ 2πj1k )xi1 − eı(θi2+ 2πj2k )xi2∣∣∣∣∣∣∣∣2
 ,
donde podemos escoger cualquier representante de norma 1 de xi1 y xi2 . Para calcular la
integral, fijamos i1, i2 y asumimos que la elección que hemos hecho verifica 〈xi1 , xi2〉 ∈ [0, 1]
(i.e. es real y no negativa), lo que implica
sin dP(Cd)(xi1 , xi2) =
√
1− 〈xi1 , xi2〉
2. (3.18)


























2 sin dP(Cd+1)(xi1 , xi2)
,











sin dP(Cd)(xi1 , xi2)
 .
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Concluirmos sumando las cantidades de las ecuaciones (3.17) y (3.19).
Con este mismo tipo de procedimiento, podemos calcular también la esperanza de la s-
enerǵıa para N puntos del proceso X
(k,r)
S2d+1 para cualquier s ∈ 2N. Para el resto de valores
positivos del parámetro s podemos calcular una cota superior para la integral y por lo tanto,
para la esperanza de la s-enerǵıa.
La Proposición 3.6.20 describe como diferentes elecciones de L (es decir, de r) y k producen
diferentes valores de la 2–enerǵıa del conjunto de N = rk puntos asociado. El siguiente
corolario nos presenta la mejor elección.
Corolario 3.6.22. Tomamos el número natural k = Ar
1
2d para algún A ∈ R (por lo tanto






E2(y01, ..., yk−11 , ..., y
0


































Demostración. En la Sección 1.8 hemos visto el orden del segundo término en la asintótica de
la s–enerǵıa mı́nima: N1+2/(2d+1) = (rk)1+2/(2d+1), aśı que podemos concluir que los valores




Sustituimos este valor en la fórmula de la Proposición 3.6.20 y obtenemos el corolario.
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el coeficiente de N1+
2




























nos proporciona una cota para el ĺım inf dado en el Teorema 3.6.23. No podemos simplemente
tomar k = Adr
1
2d en el Corolario 3.6.22 porque podŕıa ocurrir que k 6∈ Z, pero este problema






A el único entero en el intervalo: [




tal que k = Ar
1
2d ∈ Z. Finalmente, sea N = NL = rk, que depende únicamente de d y L, y








≥ −f(A) ≥ −f(Ad)− ε.
La primera desigualdad se cumple por el Corolario 3.6.22 y la segunda desigualdad debido a
que r →∞ cuando L→∞, lo que implica que para alguna constante C > 0:
|f(A)− f(Ad)| ≤ Cr−
1
2d → 0, L→∞.









La cota del Teorema 3.6.23 es menor que la cota proporcionada por el harmonic ensemble
(véase la Sección 1.3.6), lo cual prueba que los puntos obtenidos a través de este proceso
son mejores (en el sentido de que su 2–enerǵıa media es menor) que los puntos obtenidos del
harmonic ensemble. En la Figura 3.3 podemos encontrar una comparación entre ambas cotas.
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Figura 3.3: Comparación de los valores de las constantes que acompañan al término N1+
2
2d+1
en nuestro conjunto (ĺınea discontinua) y el harmonic ensemble (ĺınea continua) para diferen-
tes valores de d, siguiendo la notación del Problema 1.2.2.




























3.7. Nomenclatura del caṕıtulo
En esta última sección del caṕıtulo hemos recogido en una tabla los nombres y los núcleos de los distintos procesos puntuales









































d ϕ−→ Cd π
−1



















para g óptima K
(N,g)











, con z = ϕ−1(π(p))







































La estructura de diamante
Dans un espace euclidien à n ≥ 3 dimensions deux ensembles arbitraires, bornés et con-
tenant des points intérieurs (p. ex. deux sphères à rayons différents), son équivalents par
décomposition finie.
Paradoja de Banach-Tarski.
S. Banach et A. Tarski (1924).
Sur la décomposition des ensembles de points en parties respectivement congruentes,
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En la Sección 1.3.1 hemos visto la importancia y la dificultad de definir familias de puntos
en S2 para los que se pueda calcular anaĺıticamente la asintótica de la enerǵıa logaŕıtmica y
que además esta sea lo más parecida posible a la asintótica de la enerǵıa logaŕıtmica mı́nima
(dada en la ecuación (1.9)).
En este caṕıtulo, definimos varias familias de puntos aleatorios en S2 que tienen en común
la estructura de diamante, definida como Diamond ensemble en [Beltrán and Etayo, 2018a].
El principal interés de estas familias de puntos es que la esperanza de su enerǵıa logaŕıtmica
puede ser calculada anaĺıticamente. En la Sección 4.5.1 presentamos una elección casi óptima
(en el sentido de que minimiza la enerǵıa logaŕıtmica) de los parámetros que definen la
estructura de diamante. Para ciertas elecciones de parámetros, nuestra estructura produce
familias de puntos muy parecidos a algunas familias ya conocidas en la esfera para las cuales
la expansión asintótica de la enerǵıa logaritmica era, hasta la fecha, desconocida. Entre estas
familias encontramos los octahedral points, definidos y estudiados en [Holhoş and Roşca, 2014]
y los zonal equal area nodes, véase [Rakhmanov et al., 1994]. De hecho, el resultado principal
de este caṕıtulo, el Teorema 4.5.8, se puede interpretar como la continuación de [Rakhmanov
et al., 1994, Theorem 3.2].
La estructura de diamante define familias de puntos constructivas: una vez establecido
el valor para los parámetros simplemente tenemos que escoger algunos números aleatorios
θ1, . . . , θp uniformemente en [0, 2π] y entonces los N puntos se obtienen directamente de las
fórmulas propuestas en la Sección 4.5.1.
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4.1. Una construcción general y una fórmula para calcular su
enerǵıa logaŕıtmica
Podemos definir cualquier paralelo de la esfera S2 ⊂ R3 mediante su altura z ∈ (−1, 1)
como el conjunto de puntos x ∈ S2 tales que 〈x, (0, 0, 1)〉 = z. Utilizando esta definición,
consideramos la siguiente familia de puntos:
1. Tomamos un entero positivo p y z1, . . . , zp ∈ (−1, 1). Consideramos los p paralelos
definidos por sus alturas z1, . . . , zp.
2. Para cada j, 1 ≤ j ≤ p, escogemos un número rj de puntos que pertenecen al paralelo
j.
3. Distribuimos rj puntos en el paralelo j (que es una circunferencia) simplemente proyec-
tando las rj ráıces de la unidad en la circunferencia y permitiendo que roten un ángulo
aleatorio θj tomado uniformemente en [0, 2π].
4. Añadimos los polos Norte y Sur, (0, 0, 1) y (0, 0,−1), al anterior conjunto de puntos.
Denotamos por Ω(p, rj , zj) al conjunto que acabamos de describir.
Podemos obtener fórmulas expĺıcitas para esta familia de puntos. Si tomamos coordenadas
ciĺındricas, los puntos que pertenecen al paralelo de altura zj son de la forma
x =
(√
1− z2j cos θ,
√
1− z2j sin θ, zj
)
, (4.1)
para algún θ ∈ [0, 2π] y por lo tanto, la familia que acabamos de describir se concreta en la
siguiente definición.
Definición 4.1.1. Sea Ω(p, rj , zj) el siguiente conjunto de puntos:
Ω(p, rj , zj) =




















s = (0, 0,−1)
(4.2)
donde rj es el número de ráıces de la unidad que consideramos en el paralelo j, 1 ≤ j ≤ p
es el número de paralelos, 1 ≤ i ≤ rj y θj está tomado de forma aleatoria uniformemente en
[0, 2π] para todo 1 ≤ j ≤ p.
Queremos dar una fórmula para la enerǵıa logaŕıtmica de Ω(p, rj , zj). Para ello, conside-
ramos el siguiente resultado.
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Proposición 4.1.2. Sea xi un punto aleatorio tomado uniformemente en el paralelo de altura
zi y sea xj un punto aleatorio tomado uniformemente en el paralelo de altura zj, con zi 6= zj.
Entonces,
Eθi,θj [− log (||xi − xj ||)] = −
log (1− zizj + |zi − zj |)
2
.
Antes de demostrar la Proposición 4.1.2, presentamos el siguiente Lema.
Lema 4.1.3. La igualdad∫ π
0







se verifica si a ≥ |b| > 0.
Demostración. Es una igualdad conocida, el lector puede encontrarla, por ejemplo en [Gradsh-
teyn and Ryzhik, 2015, Fórmula 4.224].
Demostración de la Proposición 4.1.2. Fijémonos en que
||xi − xj || =









1− z2j cos(θi − θj).
Calculamos










































































1− z2j y zi 6= zj
tenemos que















[log (1− zizj + |zi − zj |)− log(2)]
= − log (1− zizj + |zi − zj |)
2
.
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A partir de la Proposición 4.1.2 obtenemos los siguientes resultados.
Corolario 4.1.4. Sean xij , x
l











log (1− zjzk + |zj − zk|)
2
,
donde θj , θk están distribuidos uniformemente en [0, 2π].





















































































































log (1− zjzk + |zj − zk|)
2
Corolario 4.1.5. Sean xij , x
l













log (1− zjzk + |zj − zk|)
2
,











































































+ θj − θk
))
dθjdθk,




log (1− zjzk + |zj − zk|)
2
= −rkrj
log (1− zjzk + |zj − zk|)
2
.
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Gracias al Corolario 4.1.5 podemos demostrar el siguiente resultado, que nos proporciona
una expresión para la esperanza de la enerǵıa logaŕıtmica del conjunto de puntos Ω(p, rj , zj).
Proposición 4.1.6. La esperanza de la enerǵıa logaŕıtmica del conjunto de puntos Ω(p, rj , zj)
es















log (1− zjzk + |zj − zk|)
2
.
Demostración. Tenemos que sumar las siguientes cantidades:
A: el logaritmo de la distancia entre cada punto xij , 1 ≤ j ≤ p y 1 ≤ i ≤ rj y el polo
norte y el polo sur; y el logaritmo de la distancia entre el polo norte y el polo sur.
B: la enerǵıa logaŕıtmica de las ráıces de la unidad de cada paralelo j para 1 ≤ j ≤ p.
C: la esperanza de la suma de los logaritmos de la distancias entre los puntos que
pertenecen a diferentes paralelos, como en el Corolario 4.1.5.
Fijémonos en que el componente aleatorio del conjunto (θ1, ..., θp ∈ [0, 2π]) solo afecta a
la cantidad C.
Cálculo de la cantidad A
Sabemos que









1 + zj .
Por lo tanto, la cantidad A viene dada por





























Multiplicamos por 2 ya que por convenio, para calcular la enerǵıa logaŕıtmica contamos la
distancia del punto p a q y del punto q a p.
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Cálculo de la cantidad B
Para realizar este cálculo, nos remitimos a [Brauchart et al., 2009].
















Demostración. Puede consultarse la prueba en [Brauchart et al., 2009, Pg. 3].
Corolario 4.1.8. La enerǵıa logaŕıtmica asociada a los N puntos equidistribuidos en una
circunferencia de radio R es
ERlog(N) = −N logN −N(N − 1) logR.




























=−N logN − N(N − 1)
2
logR2
=−N logN + N(N − 1)
2
logR2.
Como el paralelo de altura zj es una circunferencia de radio
√




rj log rj +
rj(rj − 1)
2
log(1− z2j ). (4.4)
Cálculo de la cantidad C





log (1− zjzk + |zj − zk|)
2
. (4.5)
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Ahora solo tenemos que sumar las cantidades (4.3), (4.4) y (4.5).



























































Una vez definida la estructura general de nuestro conjunto de puntos, podemos definir la
estructura de diamante. Para ello, debemos responder a las siguientes preguntas.
Problema 4.1.9. ¿Qué paralelos tomamos?
Problema 4.1.10. ¿Cuántos puntos tomamos en cada paralelo?
Problema 4.1.11. Para unos puntos concretos, ¿la cantidad dada en la Proposición 4.1.6
se puede calcular exactamente hasta el orden o(N)?
Cada una de las siguientes secciones dará respuesta a una de estas preguntas. Las dos
primeras preguntas definen la estructura de diamante, y la tercera el cálculo de su enerǵıa
logaŕıtmica.
4.2. Elección de los paralelos
El resultado principal de esta sección consiste en que para cualquier elección de r1, . . . , rp
se puede calcular exactamente la elección óptima de alturas z1, . . . , zp. De esta forma, damos
respuesta al Problema 4.1.9, siempre que se conozca la respuesta del Problema 4.1.10.
Proposición 4.2.1. Dados {r1, ..., rp} tales que ri ∈ N, existe un único conjunto de alturas
{z1, . . . , zp} tales que z1 > . . . > zp y
f(z1, . . . , zp) = Eθ1,...,θp∈[0,2π]p [Elog(Ω(p, rj , zj))]
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donde N = 2 +
∑p
j=1 rj es el número total de puntos.
Demostración. Derivamos la fórmula de la Proposición 4.1.6 respecto de zl y obtenemos:






















































(1 + rl)zl + (1 + zl) l−1∑
j=1



















dEθ1,...,θp∈[0,2π]p [Elog(Ω(p, rj , zj))]
dzl























A partir de ahora denotaremos por Ω(p, rj) al conjunto Ω(p, rj , zj) donde los zj son los
definidos por la Proposición 4.2.1. Con esta elección de zj podemos simplificar la fórmula de
la Proposición 4.1.6.
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4.2. ELECCIÓN DE LOS PARALELOS 121
Teorema 4.2.2. Sea p = 2M − 1 un número entero impar. Si rj = rp+1−j y los zj están
definidos como en la Proposición 4.2.1 entonces tenemos
Eθ1,...,θp∈[0,2π]p [Elog(Ω(p, rj))]
= −(N − 1) log(4)−
p∑
j=1
rj log rj − (N − 1)
p∑
j=1
rj(1− zj) log(1− zj)




− (N − 1)
M∑
j=1
rj(1− zj) log(1− zj)− (N − 1)
M∑
j=1
rj(1 + zj) log(1 + zj).
Para probar el Teorema 4.2.2 utilizaremos el siguiente lema.







rjrk log (1− zjzk + |zj − zk|) =(N − 1)
p∑
j=1






aj,k = rjrk log (1− zjzk + |zj − zk|) , bj,k = rjrk log (1 + zjzk + |zj + zk|) ,
entonces se verifica:
aj,k = ak,j , aj,p+1−k = bj,k, ap+1−j,k = bj,k, ap+1−j,p+1−k = aj,k, aM,M = 0.
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rk log(1 + zk),
donde, en el último paso, hemos usado que zM = 0. Sustituimos esta última expresión en
(4.6) y hemos probado que la suma del lema es
M−1∑
j=1









































para lo cual hemos tenido en cuenta que ap+1−j,p+1−k = aj,k. Las dos últimas sumas de la













































rMrk log (1 + zk) ,
donde de nuevo estamos usando que aj,k = ak,j y zM = 0. Hasta el momento, tenemos que
la suma del lema iguala
M−1∑
j=1















rMrk log (1 + zk) .
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rk log(1 + zk).
(4.7)
Si cambiamos el orden de suma y el nombre de las variables, el segundo sumando del término































































r2j log(1− z2j )
+ (N − 2 + rM )
M−1∑
j=1






























+ (2N − 4)
M−1∑
j=1
rj log(1 + zj).
(4.8)
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Nos fijamos ahora en los dos primeros sumandos del término de la derecha de (4.8). Para ello
recordamos que
zj = 1−




=⇒ rj + 2
j−1∑
k=1
rk = (N − 1)(1− zj)− 1,








− (N − 1)
M−1∑
j=1
rj(1− zj) log(1 + zj) +
M−1∑
j=1
rj log(1 + zj)
+ (2N − 4)
M−1∑
j=1









+ (N − 1)
M−1∑
j=1
rj(1 + zj) log(1 + zj)−
M−1∑
j=1
rj log(1 + zj).








+ (N − 1)
p∑
j=M+1











rjrk log (1− zjzk + |zj − zk|) =(N − 1)
p∑
j=1
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Demostración del Teorema 4.2.2. Escribimos la fórmula de la Proposición 4.1.6 y sustituimos
el último sumando por la expresión obtenida en el Lema 4.2.3.









rj log rj − (N − 1)
p∑
j=1

































Por lo tanto ese término se cancela con el último y obtenemos




− (N − 1)
p∑
j=1
rj(1− zj) log(1− zj)
= −(N − 1) log(4)−
p∑
j=1
rj log rj − (N − 1)
p∑
j=1
rj(1− zj) log(1− zj).
4.3. El número de puntos apropiado por paralelo
El problema que nos ocupa ahora consiste en escoger ciertos números naturales r1, . . . , rp
tales que la esperanza de la enerǵıa logaŕıtmica asociada a r1, . . . , rp y los correspondientes
z1, . . . , zp dados por la Proposición 4.2.1 sea tan pequeña como sea posible. Buscamos, por
lo tanto, dar respuesta al Problema 4.1.10.
Para escoger el número correcto de puntos por paralelo, utilizaremos el siguiente argu-
mento heuŕıstico: definimos un conjunto llamado el conjunto modelo que sigue la estructura
general de la Definición 4.1.1, pero que no tiene un número natural de puntos en cada parale-
lo, sino un número real. Es decir, permitimos que rj tome cualquier valor real. La estructura
de diamante aproxima el conjunto modelo tomando un número entero de puntos en cada
paralelo.
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4.3.1. El conjunto modelo
Sean z1, . . . , zp tales que definen p paralelos equidistantes en la esfera. La distancia eucĺıdea





Nos gustaŕıa tomar rj de manera que la distancia entre dos puntos consecutivos del
mismo paralelo sea aproximadamente igual a una constante por la distancia esférica entre dos
paralelos consecutivos: 2 sin (π/2(p+ 1)). Como el paralelo de altura zj es una circunferencia





















Proposición 4.3.1. El número total de puntos del conjunto Ω(p, rj , zj) con zj definido en
la ecuación (4.9) y rj definido en la ecuación (4.10) entendido como N = 2 + r1 + ...+ rp es

















Para probar la Proposición 4.3.1 utilizaremos el siguiente Lema.



















Demostración. Es un resultado clásico, se puede encontrar por ejemplo en [Gradshteyn and
Ryzhik, 2015, Formula 1.344].
Demostración de la Proposición 4.3.1. Gracias al Lema 4.3.2 tenemos que:






















Para la asintótica, utilizamos los desarrollos de Taylor del seno y el coseno en torno al punto
0.











+ o ((p+ 1)−3)
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Olvidémonos por un momento de que esta elección de rj no es válida ya que no son
números naturales. Lo que śı que podemos hacer es sustituir las expresiones (4.9) y (4.10) en
la fórmula de la Proposición 4.1.6.
Teorema 4.3.3. Consideremos el conjunto Ω(p, rj , zj) con zj definido en la ecuación (4.9)
y rj definido en la ecuación (4.10). Entonces,
















donde N = 2 + r1 + · · ·+ rp es el número total de puntos.
Corolario 4.3.4. Consideremos el conjunto Ω(p, rj , zj) con zj definido en la ecuación (4.9)
y rj definido en la ecuación (4.10). Entonces,













donde 1−log(3)2 ≈ −0.0493.
Dedicaremos el resto de la sección a demostrar el Teorema 4.3.3 y el Corolario 4.3.4.
Comenzamos con algunos lemas técnicos.
Lema 4.3.5.∫ 1
0
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y definimos la función

































































• gj(y) = sin (yπ)
[





































+ log (1− cos(πy))
]
.
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es la derivada por la derecha.
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) − log (2e)
3
+ o(1).
Demostración del Teorema 4.3.3. Sustituimos los valores de zj y rj en la fórmula de la Pro-
posición 4.1.6 y obtenemos:
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Cálculo de la cantidad (I)





















































































N logN + o(N).
Y por lo tanto,
(I) =− 1
2







N + o(N). (4.15)
Cálculo de la cantidad (II)







) (2 log (2e)
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) − o((p+ 1)2).
Para N suficientemente grande tenemos N = K0
4(p+1)2
π aśı que,




N + o(N). (4.16)
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Cálculo de la cantidad (III)






































































































































N + o(N) (4.17)
Solo nos queda sumar las cantidades (I), (II) y (III) de las ecuaciones (4.15), (4.16) y (4.17):

























































f(K) presenta un mı́nimo global en K = 3π , aśı que basta con tomar K0 =
3
π .
4.4. La estructura de diamante
Inspirados por el argumento heuŕıstico presentado en la Sección 4.3.1, nuestro objetivo
ahora consiste en encontrar conjuntos de puntos de la forma Ω(p, rj , zj), con zj dados por
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forma de aproximar rj consiste en considerar diferentes aproximaciones lineales a trozos para
la fórmula (4.10) cuando K0 = 3/π.
Definición 4.4.1. Sean p,M dos números naturales con p = 2M − 1 impar y sea rj = r(j)
donde r : [0, 2M ] → R es una función continua lineal a trozos que satisface que r(x) =
r(2M − x) y
r(x) =

α1 + β1x si 0 = t0 ≤ x ≤ t1
...
...
αn + βnx si tn−1 ≤ x ≤ tn = M
Denotamos por [t0, t1, . . . , tn] a una partición de [0,M ] y asumimos que todos los t`, α`, β`
son números enteros.
Sea α1 = 0, α`, β` ≥ 0 y β1 > 0, y sea A ≥ 2 una constante que no depende de M tal que
α` ≤ AM y β` ≤ A. Suponemos también que t1 ≥ cM para algún c ≥ 0. Sean zj definidos
como en la Proposición 4.2.1.
Decimos que una familia de puntos sigue la estructura de diamante si sus zj y rj verifi-
can las expresiones anteriores. Denotamos por (N) a un conjunto de puntos que presenta
la estructura de diamante, omitiendo en la notación su dependencia de los parámetros n,
t1, . . . , tn, α1, . . . , αn, β1, . . . , βn. El número total de puntos de la estructura de diamante es











Nos fijamos en que si j ∈ [t`−1, t`] entonces
zj = 1−










= 1− 1 + 2Nj − (α` + β`j) + 2α`(j − t`−1 + 1) + β`(j + t`−1)(j − t`−1 + 1)
N − 1
.
Aśı que consideramos la función z(x) definida a trozos por parábolas
z`(x) = 1 −
1 + 2Nj − (α` + β`x) + 2α`(x− t`−1 + 1) + β`(x+ t`−1)(x− t`−1 + 1)
N − 1
(4.18)
donde zj = z(j).
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Zonal Equal Area Nodes
En [Rakhmanov et al., 1994] los autores definen una partición regular de S2 que consiste
en dos casquetes esféricos centrados en el polo norte y el polo sur y celdas rectangulares
situadas entre distintos paralelos de S2. Recordamos que en la Sección 2.2 se presentan la
definición y algunas de las propiedades de las particiones regulares. El parecido entre el
conjunto de puntos que obtenemos si consideramos el centro de cada celda de la partición
(llamado Zonal Equal Area Nodes) y la estructura de diamante es notable, y aunque las
distintas construcciones no dan lugar a los mismos puntos, estos son muy parecidos. De hecho,
tanto los autores de [Rakhmanov et al., 1994] como nosotros mismos intentamos aproximar el
valor de rj definido en la fórmula (4.10) por un número natural. Las cotas que obtenemos para
la enerǵıa logaŕıtmica son ligeramente mejores que las cotas numéricas obtenidas en [Hardin
et al., 2016] para los Zonal Equal Area Nodes.
La Proposición [Hardin et al., 2016, Proposition 2.3.] demuestra que la sucesión de los
Zonal Equal Area Nodes esta equidistribuida y es casi uniforme. Dada la similitud entre
nuestra estructura y esta última, deducimos que un resultado similar podŕıa probarse para
la estructura de diamante.
A continuación exploramos dos ejemplos diferentes (definidos por diferentes parámetros)
de la estructura de diamante. Ilustraremos cada ejemplo con un par de gráficas: un ejemplo de
puntos que corresponden al conjunto (véase los gŕaficas 4.1 y 4.3) y una gráfica que muestra
la función rj que define el conjunto y la curva original rj definida en la fórmula (4.10) con
K0 = 3/π (gráficas 4.2 y 4.4). En las gráficas 4.1 y 4.3 hemos usado diferentes colores para
los puntos obtenidos de las diferentes componentes lineales que definen r(x).
4.4.1. Un ejemplo sencillo
Tomamos n = 1, rj = Kj con K un número natural para 1 ≤ j ≤ M . Entonces para





El número total de paralelos es 2M − 1 y el número total de puntos del conjunto es
N = 2 +
p∑
j=1
rj = 2−KM + 2
M∑
j=1
Kj = 2 +KM2.
La familia de Octahedral points
En [Holhoş and Roşca, 2014] se define una aplicación de la esfera unidad al octaedro
regular circunscrito en ella que preserva las áreas. En el mismo art́ıculo, los autores definen
dos conjuntos de puntos en la esfera usando dicha aplicación en algunas mallas jerárquicas
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Figura 4.1: Una realización del ejemplo sencillo con K = 4 y N = 1602. Los diferentes colores
de los puntos corresponden a las diferentes componentes lineales que definen r(x).
triangulares definidas en las caras del octaedro. El primero de los conjuntos, ΩN , está definido
por los vértices de la malla y el segundo, ΛN , por los centros de los triángulos de la misma.
ΩN está formada por 4M
2 +2 puntos en la esfera que son muy similares a una realización
concreta (con θj = 0∀1 ≤ j ≤ p) de nuestro ejemplo sencillo para K = 4.
4.4.2. Un ejemplo algo más elaborado




6x 0 ≤ x ≤ 2m
6m+ 3x 2m ≤ x ≤ 3m
12m+ x 3m ≤ x ≤ 4m
20m− x 4m ≤ x ≤ 5m
30m− 3x 5m ≤ x ≤ 6m
48m− 6x 6m ≤ x ≤ 8m
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Figura 4.2: Número de puntos por paralelo para la función r(j) =
3 sin( jπN )
sin( π2N )
(ĺınea continua) y
para un ejemplo sencillo con K = 4 (ĺınea discontinua).






0 ≤ x ≤ 2m
94m2−12mx−3x2
82m2+1
2m ≤ x ≤ 3m
112m2−24mx−x2
82m2+1
3m ≤ x ≤ 4m
144m2−40mx+x2
82m2+1
4m ≤ x ≤ 5m
194m2−60mx+3x2
82m2+1
5m ≤ x ≤ 6m
302m2−96mx+6x2
82m2+1
6m ≤ x ≤ 8m
Tenemos N = 82m2 + 2.
Ujué Etayo Rodŕıguez Universidad de Cantabria
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Figura 4.3: Una realización de un ejemplo más elaborado con N = 1314. Los diferentes colores
de los puntos corresponden a las diferentes componentes lineales que definen r(x).
4.5. Cálculo de la esperanza de la enerǵıa logaŕıtmica para la
estructura de diamante
Por el Teorema 4.2.2, la esperanza de la enerǵıa logaŕıtmica de (N) viene dada por
Eθ1,...,θp∈[0,2π]p [Elog((N))]




− (N − 1)
M∑
j=1
r(j)(1− z(j)) log(1− z(j))− (N − 1)
M∑
j=1
r(j)(1 + z(j)) log(1 + z(j)).
(4.19)
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Figura 4.4: Número de puntos de un ejemplo más elaborado.
Para un estudio más detallado sobre la regla del trapecio, véase el Apéndice B. A la vista de
la fórmula (4.20), podemos escribir las sumas de la fórmula (4.19) como argumentos de una
regla trapezoidal compuesta.
Corolario 4.5.1. La esperanza de la enerǵıa logaŕıtmica de puntos definidos por la estructura
de diamante es




− (N − 1)
n∑
`=1
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donde para 1 ≤ ` ≤ n las funciones f`, g`, h` están definidas en el intervalo [t` − 1, t`] y
verifican
f`(x) =(α` + β`x) log(α` + β`x)
g`(x) =(α` + β`x)(1− z`(x)) log(1− z`(x))
h`(x) =(α` + β`x) (1 + z`(x)) log(1 + z`(x))
Como f` es una función continua para 1 ≤ ` ≤ n, la regla del trapecio T[t`−1,t`](f`)
aproxima la integral f`. Concretamente, su diferencia está acotada de la siguiente forma.




∣∣∣∣∣ ≤ (t` − t`−1)3K log(2AM) ≤ 3AM log(2AM),
para una constante A.






∣∣∣∣f`(x)− f`(j − 1) + f`(j)2
∣∣∣∣ dx.
Para x ∈ [j − 1, j] tenemos
|f`(x)− f`(j − 1)| ≤
∫ j
j−1
|f ′`(t)| dt ≤ 1 +A log(KM +KM) ≤ 2A log(2AM).
Donde A es la constante dada en la Definición 4.4.1. Por lo que concluimos que∣∣∣∣f`(x)− f`(j − 1) + f`(j)2
∣∣∣∣ ≤
|f`(x)− f`(j − 1)|+
∣∣∣∣f`(j − 1)− f`(j)2
∣∣∣∣ ≤ 3A log(2AM).
De hecho, podemos usar la fórmula de Euler-Maclaurin (véase por ejemplo [Kress, 1998,
Th. 9.26]) para estimar la diferencia entre la regla del trapecio compuesta y la integral de las
funciones g` y h`.





∣∣∣∣ ≤ C logMM
para alguna constante C > 0.
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Demostración. Gracias al Lema C.0.5 sabemos que es suficiente probar que |g′′′` (x)| dx ≤
C logM
M para alguna constante C. Ahora bien, g` = u(x)v(x)w(x) donde u es una aplicación
lineal, v es un polinomio cuadrático y w = log v. La regla de Leibniz para la derivada del
producto nos dice que
g′′′` = uvw
′′′ + 6u′v′w′ + 3u′v′′w + 3uv′′w′ + 3u′vw′′ + 3uv′w′′.




para alguna constante C > 0. Para ` > 1 nos fijamos en que u(x) = α` + β`x verifica
|u| ≤ CM, |u′| ≤ C
donde C es alguna constante. Es más, v(x) = 1− z`(x) verifica
c ≤ |v| < 1, |v′| ≤ C
M
, |v′′| ≤ C
M2
para alguna constante positiva c que no depende de M . Además, w = log v verifica
|w| ≤ C, |w′| ≤ C
M











para alguna constante C > 0.
Demostración. Basta con seguir paso a paso la demostración del Lema 4.5.3.
Gracias a los lemas 4.5.3 y 4.5.4 tenemos el siguiente resultado.
Teorema 4.5.5. Los puntos definidos por la estructura del diamante verifican:

























donde para 1 ≤ ` ≤ n las funciones f`, g`, h` están definidas en el Corolario 4.5.1.
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Sustituimos estas expresiones en la fórmula del Corolario 4.5.1 y obtenemos el Teorema
4.5.5.
4.5.1. Enerǵıa logaŕıtmica de algunas familias que presentan la estructura
de diamante
Ahora que tenemos la fórmula proporcionada por el Teorema 4.5.5, podemos calcular la
esperanza de la enerǵıa logaŕıtmica de las familias definidas en la Sección 4.4.
Un ejemplo sencillo
Teorema 4.5.6. La esperanza de la enerǵıa logaŕıtmica de un conjunto de puntos definidos
por la estructura de diamante con los parámetros de la Sección 4.4.1, llamado un ejemplo
sencillo, es














En particular, para K = 4 tenemos
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4.5. ENERGÍA LOGARÍTMICA DE LA ESTRUCTURA DE DIAMANTE 143
Entonces, la fórmula del Teorema 4.5.5 resulta ser




− (N − 1)
(∫ M
0








El cálculo de las derivadas e integrales nos proporciona el resultado.
En la Sección 4.4.1 vimos que la estructura de diamante con estos parámetros da lugar a
una familia de puntos muy similar a los Octahedral points. En el art́ıculo [Holhoş and Roşca,
2014] , los autores aportan algunas simulaciones numéricas para la enerǵıa logaŕıtmica de los
Octhaedral points que son confirmadas por el Teorema 4.5.6. También podemos encontrar
nuevas simulaciones numéricas del mismo conjunto de puntos en [Hardin et al., 2016, Figure
2.2], donde el número obtenido es muy similar a la cota aqúı encontrada.





= −0.037901879626703 . . .
Aśı que usando este sencillo ejemplo estamos tan solo a 0.0177 unidades de distancia del valor
propuesto en la conjetura 1. Por lo tanto, este conjunto nos proporciona una nueva mejor
cota para la eneŕıga logaŕıtmica.
Ante los buenos resultados obtenidos con la primera elección de parámetros (Sección
4.4.1), calculamos la esperanza de la enerǵıa logaŕıtmica para un ejemplo más elaborado
(Sección 4.4.2).
Un ejemplo más elaborado
Teorema 4.5.7. La esperanza de la enerǵıa logaŕıtmica de un conjunto de puntos defini-
dos por la estructura de diamante propuesto en la Sección 4.4.2, llamada un ejemplo más
elaborado, es
Eθ1,...,θp∈[0,2π]p [Elog((N))] = Wlog(S
2)N2 − N
2
logN + cN + o(N),
donde c = −0.048033870622806 . . . verifica
492c = −113 log 113− 982 log 82− 210 log 70− 51 log 51
+ 1638 log 41 + 900 log 15− 36 log 12− 1536 log 8
+ 144 log 6− 492 log 4 + 1968 log 2− 246.
Demostración. Al igual que en el Teorema 4.5.6, podemos sustituir las funciones f`, g`, h` en
la fórmula del Teorema 4.5.5. En este caso hemos utilizado el programa Maxima para calcular
las integrales y derivadas exactamente, obteniendo el resultado. En el Apéndice D se pueden
encontrar los programas utilizados.
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Usando este ejemplo más elaborado estamos solamente a 0.0076 de distancia del valor
propuesto en la Conjetura 1.
Un ejemplo casi óptimo para la enerǵıa logaŕıtmica
Presentamos un último ejemplo de familia de puntos que presenta la estructura de dia-
mante. También aqúı ilustraremos el ejemplo con un par de gráficos: un ejemplo de puntos
que corresponden al conjunto, Gŕafica 4.5 y una gráfica que muestra la función rj que define
el conjunto y la curva original rj definida en la fórmula (4.10) con K0 = 3/π, en la gráfica
4.6.
Figura 4.5: Una realización de un modelo casi óptimo para N = 958. Los diferentes colores
de los puntos corresponden a las diferentes componentes lineales que definen r(x).
La mejor elección de parámetros para la estructura de diamante (la que minimiza la
enerǵıa logaŕıtmica) que hemos encontrado se define de la siguiente forma: sea M = 7m con
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m un entero positivo, sea p = 2M − 1 y sea
r(x) =

6x 0 ≤ x ≤ 2m
2m+ 5x 2m ≤ x ≤ 3m
5m+ 4x 3m ≤ x ≤ 4m
9m+ 3x 4m ≤ x ≤ 5m
14m+ 2x 5m ≤ x ≤ 6m
20m+ x 6m ≤ x ≤ 7m
34m− x 7m ≤ x ≤ 8m
42m− 2x 8m ≤ x ≤ 9m
51m− 3x 9m ≤ x ≤ 10m
61m− 4x 10m ≤ x ≤ 11m
72m− 5x 11m ≤ x ≤ 12m
84m− 6x 12m ≤ x ≤ 14m = p+ 1
que verifica r(x) = r(p+ 1− x) = r(14m− x). Sea zj = z(j) donde z(x) está definido por la






239m2 − 6x2 0 ≤ x ≤ 2m
243m2 − 4mx− 5x2 2m ≤ x ≤ 3m
252m2 − 10mx− 4x2 3m ≤ x ≤ 4m
268m2 − 18mx− 3x2 4m ≤ x ≤ 5m
293m2 − 28mx− 2x2 5m ≤ x ≤ 6m
329m2 − 40mx− x2 6m ≤ x ≤ 7m
427m2 − 68mx+ x2 7m ≤ x ≤ 8m
491m2 − 84mx+ 2x2 8m ≤ x ≤ 9m
572m2 − 102mx+ 3x2 9m ≤ x ≤ 10m
672m2 − 122mx+ 4x2 10m ≤ x ≤ 11m
793m2 − 144mx+ 5x2 11m ≤ x ≤ 12m
937m2 − 168mx+ 6x2 12m ≤ x ≤ 14m = p+ 1
Tenemos N = 239m2 + 2.
Teorema 4.5.8. La esperanza de la enerǵıa logaŕıtmica de un conjunto de puntos que pre-




N logN + cN + o(N),
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donde c = −0.0492220914515784 . . . verifica
14340 c = 19120 log 239− 2270 log 227− 1460 log 73− 265 log 53− 1935 log 43
− 930 log 31− 1710 log 19− 1938 log 17 + 19825 log 13 + 1750 log 7
− 4250 log 5− 131307 log 3 + 56586 log 2− 7170.
Demostración. Al igual que en el Teorema 4.5.7, basta con sustituir los valores de f`, g`, h` en
la fórmula del Teorema 4.5.5. De nuevo calculamos las derivadas e integrales con el programa
Maxima.
Figura 4.6: Número de puntos para el modelo casi óptimo.
El valor de la constante dista aproximadamente 0.0058 de la constante de la Conjetura
1. Además, el valor del coeficiente de N en el conjunto modelo es −0.0493, lo cual nos lleva
a pensar que la cota alcanzada en el Teorema 4.5.8 no puede mejorarse demasiado con otra
elección de parámetros para la estructura de diamante.
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Cerramos el caṕıtulo presentando una gŕafica en la que comporamos las distintas opciones
de rj presentadas en este caṕıtulo frente al rj que define el conjunto modelo. Podemos observar
cómo el modelo casi óptimo aproxima muy bien a la curva.
Figura 4.7: Número de puntos para los distintos modelos de la estructura de diamante pre-
sentados en este caṕıtulo. Hemos tomado 2M ≈ 2.500.000 paralelos.







En este apéndice recogemos las definiciones y algunas propiedades de las funciones beta y
gamma, para lo cual seguimos el libro [Temme, 1996]. También demostramos una desigualdad
para funciones betas incompletas que no hemos encontrado en la literatura.
Definiciones
Función gamma
Si n es un entero positivo, entonces definimos la función gamma por
Γ(n) = (n− 1)!






Esta integral converge absolutamente y puede ser extendida a todo el plano complejo, excepto
a los enteros negativos y al cero, donde la función gamma es singular.
Algunas propiedades de la función gamma
Presentamos a continuación, aunque sin demostrar, algunas de las principales propiedades
de la función gamma.













para todo z tal que Γ(z) y Γ(2z) están definidos.
Proposición A.0.2 (Fórmula de la reflexión). La función gamma verifica:
Γ(z)Γ(1− z) = π
sin(πz)
para todo z tal que Γ(z) y Γ(1− z) están definidos.
Proposición A.0.3 (Desigualdad de Gautschi). La siguiente desigualdad se verifica
(z + s)s−1 ≤ Γ(z + s)
Γ(z + 1)
≤ zs−1
para todo z > 0 y todo 0 < s < 1.
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Derivadas de la función gamma







que es una función meromorfa con polos en los enteros negativos y en 0 y recibe el nombre
de función digamma. La función Ψ verifica
Ψ(z + 1) = Ψ(z)
1
z
para todo z ∈ C\{0,−1,−2, ...}. Si consideramos las derivadas sucesivas de la función di-
gamma obtenemos la función poligamma de orden n. En particular, la función poligamma de
orden 2 también es meromorfa y con polos dobles en los enteros negativos y el 0. Podemos






para todo z ∈ C\{0,−1,−2, ...}.
Función beta






con p, q número complejos con parte real positiva. Su relación con la función gamma está dada
por
Γ(x)Γ(y) = Γ(x+ y)B(x, y).
De donde podemos deducir que la función beta es simétrica: B(x, y) = B(y, x).
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Derivada de la función beta
La derivada de la función beta se puede expresar en términos de la función digamma Ψ



























Vemos que para x = 1 recuperamos la función beta B(p, q). Muchas veces presentamos la





Caracterización de B(d, d)












Lema A.0.4. Para todo d ≥ 2 se verifica que
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) = Γ (d− 12 + 12)
Γ
(









Si unimos ambas ecuaciones obtenemos:






Una desigualdad para la función beta incompleta







d ≥ sd(1− s)d,
y la igualdad se da solo cuando s ∈ {0, 1}.
Antes de probar el Teorema A.0.5, probaremos el siguiente lema técnico.
Lema A.0.6. La función





d2(1− 2s)2 + 1 + 2d
)
verifica que f(s) ≥ 0 para s ∈ (0, 1).
Demostración. Como f(0) = 0 calculamos f ′(s) = dsd−1(1− s)d−1h(s) donde









−2 + 2d(1− 2s)√
d2(1− 2s)2 + 1 + 2d
)
.
Basta con probar que h(s) ≥ 0 para s ∈ (0, 1). Llamamos u(s) = d2(1 − 2s)2 + 1 + 2d y
tenemos








Como 2ds(1 − s) < u(s) para todo s ∈ (0, 1) concluimos que si s > 1/2 entonces todos los
términos de h(s) son positivos y h(s) ≥ 0. Falta probar que h(s) ≥ 0 para s ∈ (0, 1/2), lo
cual es equivalente a
(
1 + d(1− 2s)2 − 2s(1− s)









1 + d(1− 2s)2 − 2s(1− s)
)2 − (1− 2s)2(2ds(1− s)− u(s))2 ≥ 0.
Si desarrollamos los términos, obtenemos
s2(1− s)2(4 + 8d) ≥ 0,
lo cual es cierto, aśı que el lema queda demostrado.




, f(s) = Q(s) (1−Q(s)2A(s))d
donde Q(s) = Bs(d, d)





y por lo tanto basta con demostrar que f es una función no creciente en (0, 1). Para eso
calculamos la derivada
f ′(s) = (1−Q(s)2A(s))d−1
(
Q′(s)− (1 + 2d)Q′(s)Q(s)2A(s)− dQ(s)3A′(s)
)
,
y entonces basta con ver que
Q′(s)− (1 + 2d)Q′(s)Q(s)2A(s)− dQ(s)3A′(s) ≤ 0, s ∈ (0, 1),
o lo que es equivalente
dA′(s)Bs(d, d) + s
d−1(1− s)d−1(Bs(d, d)2 − (1 + 2d)A(s)) ≥ 0, s ∈ (0, 1).
Calculamos la derivada A′(s) y simplificamos la expresión obteniendo que esta última de-
sigualdad es equivalente a
Bs(d, d)
2 + 2sd(1− s)d(1− 2s)Bs(d, d)−
1 + 2d
d2
s2d(1− s)2d ≥ 0,
y por lo tanto, también es equivalente a(
Bs(d, d) + s
d(1− s)d(1− 2s)
)2









gracias al Lema A.0.6 después de tomar ráıces cuadradas.
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APÉNDICE B
El jacobiano normal en variedades
diferenciales
Definición
Comenzamos recordando algunos conceptos.
Definición B.0.1. Una variedad riemanniana es una terna (M, {φα}, g) donde:
(M, {φα}) es una variedad diferenciable en la que se ha especificado el conjunto de
cartas locales.
g : TM× TM→ R es una aplicación bilineal definida positiva.
En particular, g permite definir en cada espacio tangente una norma ||X|| =
√
g(X,X).
Dada una aplicación entre dos variedades diferenciales, el jacobiano normal mide cómo
vaŕıa forma de volumen del espacio tangente a la variedad bajo la aplicación diferencial. A
continuación damos una definición más rigurosa.
Definición B.0.2. Sean M y N variedades diferenciales y
ϕ :M−→ N
una aplicación diferencial. Sea
Dϕ(x) : TxM−→ Tϕ(x)N
la diferencial de la aplicación ϕ en el punto x. Consideremos una base ortonormal de ker (Dϕ(x))⊥,
v1, ..., vk y su imagen por la aplicación Dϕ(x); entonces el jacobiano normal, denotado por
NJacϕ(x) viene dado por el volumen de (Dϕ(x)v1, ..., Dϕ(x)vk).
Cálculo general del jacobiano normal
Sean M y N dos variedades riemannianas reales de dimensión m y n respectivamente.
Para calcular el jacobiano normal de ϕ : M −→ N en el punto x ∈ M tal que Dϕ(x) es
sobreyectiva seguimos el siguiente algoritmo:
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1. Calculamos la diferencial de ϕ en el punto x, Dϕ(x).
2. Tomamos una base {w1, ..., wm} de ker(Dϕ(x))⊥.
3. Calculamos la diferencial de ϕ en cada uno de los elementos de la base: Dϕ(x)wi.











det (〈wi, wj〉) 1≤i,j≤m
. (B.2)
Caso particular: m = n
En este caso si tomamos una base cualquiera {w1, ..., wm} de ker(Dϕ(x))⊥, siempre po-








Resulta fácil comprobar que:
〈Dϕ(x)ei, Dϕ(x)ej〉i=j=1,...,m = Jacϕ(x)
tJacϕ(x)












= det (Jacϕ(x)) .
El Teorema de cambio de variables
En esta sección estudiamos una versión del Teorema de cambio de variables para jacobia-
nos normales. Comenzamos presentando la versión original del teorema.
Teorema B.0.3 (Teorema de cambio de variable). Sean M1 y M2 dos variedades rieman-
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Entonces para toda función f : M1 −→ [0,∞) medible y para toda función g : M2 −→




























Lema B.0.4. Si M es una variedad riemanniana, entonces para toda isometŕıa σ :M −→
M se verifica
NJacσ(x) = 1
para todo x ∈M.
Demostración. Sea (v1, ..., vn) una base de ker(Dσ(x))




| 〈Dσ(x)vi, Dσ(x)vj〉 |√
| 〈vi, vj〉 |
Como σ es una isometŕıa, tenemos en particular que 〈Dσ(x)vi, Dσ(x)vj〉 = 〈vi, vj〉 para todo
i ∈ (1, ..., n). Luego tenemos:
NJacσ(x) =
√
| 〈vi, vj〉 |√
| 〈vi, vj〉 |
= 1
Lema B.0.5. Sean L,M,N variedades riemannianas y ϕ1 : L → M, ϕ2 : M → N dos
aplicaciones tales que al menos una de las siguientes condiciones se verifica:
1. ϕ1 es un difeomorfismo.
2. ϕ2 es una isometŕıa.
Entonces la regla de la cadena para los jacobianos normales
NJac(ϕ2 ◦ ϕ1)(x) = NJacϕ2(ϕ1(x))NJacϕ1(x)
se verifica.
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Demostración. Calculamos
NJac(ϕ2 ◦ ϕ1)(x)2 =det
(











t Jacϕ2 (ϕ1(x)) Jacϕ1(x)
)
.
Donde Jac es la matriz jacobiana. Ahora bien, si ϕ1 es un difeomorfismo, la matriz Jacϕ1(x)
es cuadrada, aśı que




t Jacϕ2 (ϕ1(x)) Jacϕ1(x)
)
=NJacϕ2(ϕ1(x))NJacϕ1(x).
Por otro lado, si ϕ2 es una isometŕıa entonces
Jacϕ2 (ϕ1(x))
t Jacϕ2 (ϕ1(x)) = Id
y por lo tanto













Teorema B.0.6. Sean M,N variedades diferenciales, ϕ : M −→ N una submersión y







Entonces para todo x ∈M, NJacϕ(x) = NJacϕ(σM(x)).
Demostración. Por la regla de la cadena para jacobianos normales (Lema B.0.5) podemos
afirmar que
NJac(ϕ ◦ σM)(x) = NJacϕ(σM(x))NJacσM(x).
Además, por el Lema B.0.4 sabemos que NJacσM(x) = 1, luego tenemos que:
NJac(ϕ ◦ σM)(x) = NJacϕ(σM(x)). (B.7)
Podemos razonar de igual forma para ver que
NJac(σN ◦ ϕ)(x) = NJacϕ(x), (B.8)
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además, como el diagrama es conmutativo, tenemos que
NJac(ϕ ◦ σM)(x) = NJac(σN ◦ ϕ)(x). (B.9)
Uniendo las igualdades (B.7), (B.8) y (B.9) obtenemos
NJacϕ(σM(x)) = NJac(ϕ ◦ σM)(x) = NJac(σN ◦ ϕ)(x) = NJacϕ(x).
Una isometŕıa muy útil con la que trabajamos varias veces en esta tesis es la siguiente.
Proposición B.0.7. Para cada x ∈ R2d existe una isometŕıa de la forma
θx :R2d −→ R2d
x 7→ (||x||, 0, ..., 0).
Demostración. Consideremos un vector x ∈ R2d, podemos completarlo con vectores (w2, ...w2d)




||x|| , v2, ..., v2d
)
, esta vez ortonormal. Consideremos entonces la matriz Ax cuyas co-
lumnas son precisamente los vectores
(
x
||x|| , v2, ..., v2d
)
. Como Ax es una matriz ortonormal,




luego x = ||x||Axe1. Tomemos entonces la isometŕıa θx = A−1x , entoces se verifica:
θxx = A
−1
x x = A
−1
x ||x||Axe1 = ||x||A−1x Axe1 = ||x||e1 = (||x||, 0, ..., 0).




Resulta sorprendente que un método tan sencillo como la regla del Trapecio siga pro-
porcionando tan buenos resultados cuando se trata de aproximar integrales. En esta sección
explicamos como obtener la regla del Trapecio para cualquier función integrable y demostra-
mos unas cuantas cotas para su error.
Regla del Trapecio simple
Si resolvemos la integral
∫ b
a
f(x)dx integrando por partes con u = f(x), dv = dx, du =
f ′(x)dx y v = x+A, obtenemos∫ b
a



































































































Como queremos que I se anule, tomamos B = − (b−a)
2





































Una cota para la regla del Trapecio simple






























































Regla del Trapecio compuesta
Ahora dividimos el intervalo [a, b] en n subintervalos de longitud h = b−an . Si aplicamos























































































































































a través del cambio de variables y = x− a− hj.
Definición C.0.3. Sea f : [a, b] −→ R una función integrable con el intervalo [a, b] dividido






































Una cota para la regla del Trapecio compuesta
El siguiente es un resultado conocido en análisis de Fourier.
Lema C.0.4. Sea f : [n, n+1]→ R una función C1 con n ∈ Z. Sea C > 0 y tal que |f ′| ≤ C.
Entonces para todo k ≥ 1, ∣∣∣∣∫ n+1
n
cos(2πkx)f(x) dx
∣∣∣∣ ≤ C2πk .
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Demostración. Si integramos por partes tenemos∫ n+1
n





Podemos acotar sin(2πkx)f ′(x) por C y concluimos la demostración.
Lema C.0.5. Sea f : [a, b]→ R una función C2 con a < b números enteros y asumimos que









∣∣∣∣∣∣ ≤ C(b− a)24π .
Demostración. Sea S la cantidad que queremos acotar. Por la identidad de Euler-Macalaurin
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APÉNDICE D
Programas en Maxima
En este apéndice presentamos el código de los programas empleados en el Caṕıtulo 4. El
código tiene sus propios comentarios sobre las distintas funciones.























/* Las integrales correspondientes al diamond ensemble para p=2M-1*/
assume(M>0 and K>0);














/* Cálculo de la energı́a logarı́tmica con r=3 en el caso particular tratado
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(2007). Electrostatic models for zeros of polynomials: Old, new, and some open problems.
Journal of Computational and Applied Mathematics, 207(2):258 – 272. Proceedings of The
Conference in Honour of Dr. Nico Temme on the Occasion of his 65th birthday.
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