On an arbitrary reflexive Banach space, we build asymptotic observers for an abstract class of nonlinear control systems with possible compact outputs. An important part of this paper is devoted to various examples, where we discuss the existence of persistent inputs which make the system observable. These results make a wide generalization to a nonlinear framework of previous works on the observation problem in infinite dimension (see [11, 18, 22, 26, 27, 38, 40] and other references therein).
Introduction and presentation of the results
We consider the following general nonlinear system on an arbitrary reflexive Banach space X, E = ẋ (t) = A u (t) x (t) + B (v (t) , x (t)) , on [0, +∞[ y (t) = C (x (t)) ,
where x 0 ∈ X and the controls (u, v) 
Here, (A u (t)) t≥0 represents a family of unbounded dissipative linear operators; the bounded dissipative nonlinear operator B is defined on R q × X; the bounded linear (observation) operator C maps from X to Y, where Y is a finite or infinite dimensional (observation) normed space (Y = R p , p < +∞, physically makes sense). The precise assumptions on these operators are given in Section 4.
In this abstract framework we are concerned with the dynamical state estimate of the system E by means of the output y and inputs (u, v) . In this goal, for a given solution x of the system E, we construct an auxiliary system E with inputs (u, v; y) and output y = Cx ; the solutionx of E is expected to "estimate" asymptotically the state x of E, that is: the estimate error ε (t) =x (t) − x (t), converges (resp. weakly, strongly, exponentially) towards zero when t goes to infinity. Then such a system E is called an (resp. weak, strong, exponential) observer.
Let us notice that one of the most important fields of observers applications is the stabilization problem by feedback control laws: indeed in infinite dimension, since the solution of the system is generally unknown, it is of interest to get an estimate of the state from the known parameters -inputs (u, v) and output y -to construct Keywords and phrases. Infinite dimensional systems, nonlinear systems, observers, regularly persistent inputs, cauchy problem, mild solution.
the stabilizing control. So the observer problem finds many industrial or engineering applications in fields of robotics, mechanics, heat transfer or (bio)chemical processes (see [1, 8, 9, 17, 19, 26, 27, 32, 35, 39] and many other references therein and also examples in Sect. 6).
We now recall some results on linear and nonlinear systems in finite and infinite dimension, and the basic ideas allowing in our context, to construct very simple observers for a wide class of nonlinear systems.
A control system is said to be observable if for any pair of distinct initial states there is an input which gives rise to a pair of distinct outputs. For finite dimensional linear systems, any input is suitable in the definition of observability and the simpler solution of the observer problem is given by the Luenberger observer (see [12] ). For nonlinear systems, even if the system is observable, one of the major difficulties for synthesis of observers, is the existence of "bad" inputs (or non universal inputs, in the sense of Sussman [33] or Sontag [34] ) for which there is some pair of distinct states giving a same output function (see also Ex. 6.1 in Sect. 6). As said before, the bad input phenomenon does not exist for linear systems, but already appears on bilinear ones (that is A u (t) := A linear, and B (v (t) , x (t)) := v(t)B 1 x(t), where B 1 is linear and v real-valued). From the observability point of view, bilinear systems can be treated as linear time dependent systems. And for linear time dependent systems, the Kalman's observer provides a solution. One can easily show that for linear time dependent systems that are dissipative for almost all values of t ≥ 0, the Luenberger observer also works (see [20, 21] ).
In infinite dimension, the observer problem taking into account non universal inputs, has recently been examined in Hilbert spaces in the case of skew adjoint or more general dissipative bilinear systems (see [22, 26, 38] or [27] ), and for which the authors exhibit a particular case of the observer used in this paper. Classically, in the bilinear case in Hilbert spaces, the Gram-observability operator is usually used to give, roughly speaking, a "measure of observability" of the system. In this case, if the observation operator C has a finite rank, then the Gram-observability operator is compact and cannot be coercive. But if C has an infinite rank and if the Gram-observability operator is not compact, it happens that this Grammian operator is coercive. In this last case, as in finite dimension, many solutions are possible and the observation problem can be solved, for instance, by an infinite dimensional Kalman's observer (see [9] ). Physically, however, only a finite number of observations makes sense, and thus the observation operator C must have a finite rank. Consequently, in order to take into account the finite rank case, the Kalman's observer is not appropriate for our observation problem. That justifies (in part) our choice of a Luenberger-like observer, but the lack of coercive property will be boring: in particular, in our knowledge there is no result of existence of universal inputs in this infinite dimensional non coercive case. This paper consists of two different things: on the one hand an abstract part namely the construction for suitable inputs (u, v) of a general class of observers in an abstract nonlinear (even non bilinear) framework on reflexive Banach spaces (see Ths. 5.1 for weak observers and 5.2 for strong observers); and on the other hand applications of the abstract part to real systems for which we detail the existence of universal inputs or the problem of the strong convergence of the estimate error (see Sect. 6) .
The required existence of universal inputs in the sense of this paper (as in [38] and [22] ) is a necessary condition for the synthesis of observers. We underline that this condition implies the observability of an "asymptotic" system (deduced from the error estimate system). In particular the universal input assumption guarantees that the error estimate system does not contain any undetectable dynamic (i.e. unstable unobservable state) and so we do not need any extra stability condition (see [29, 30] ) on the space of undetectable states as in the classical linear case. In this paper a universal input is universal in the Susmann's sense (see [33] and [12] ) with in addition a strong observability assumption. Of course, existence of universal inputs is a sharp problem and in our knowledge no theoretical result is available on this subject in infinite dimension with possibly compact outputs. In this paper this question is only tackled on examples (see Props. 6.1, 6.2, 6.3, 6.5 and Cor. 6.1).
In our general context, we had to overcome several difficulties: firstly, the nonlinearity of B which, in particular, excludes the use of the Gram-observability operator; secondly, the possible compactness of the outputs; thirdly, the existence of non universal inputs (see Ex. 6.2 in Sect. 6); fourthly, the construction of an observer in reflexive Banach spaces; finally, the generality of our assumptions on systems E.
We point out that in a general framework including hyperbolic and parabolic systems with possibly compact outputs, in infinite dimensional spaces it is not possible, without severe restrictions on assumptions of our system E, to hope for a better result than a weak observer. Such a weak convergence result (Ths. 5.1) reduces the strong convergence problem to the study of precompactness of trajectories of the system, and allows to understand why in numerical finite dimensional approximations, the estimate error converges towards zero. In the hyperbolic case for instance, the problem of strong convergence and, in particular, exponential convergence (expected in applications), requires an extra work which must take into account the specificity of the systems under consideration. Clearly, our weak convergence principle will be a first step in this direction.
Our results fully generalize, within an abstract nonlinear framework, those given in [27] , [26] or similar ones in [38] or [22] for bilinear systems, and extend in several ways observer results existing in the literature (see [9, 11, 18, 22, 26] , and others).
This paper is organized as follows. General notations and conventions are given in Section 2. Section 3 is devoted to some preliminary results on abstract semilinear Cauchy problems governed by time dependent families of unbounded operators. Sections 4, 5 and 6 make up the core of this article. Section 4 details assumptions on E. Section 5 contains the description of the considered class of observers and the statement of the abstract results while applications can be found in Section 6. The main proofs are included in Section 7 and precede a short conclusion in Section 8. We have postponed in an appendix Section 9 numerous examples of families (A u (t)) considered in system E.
Conventions and notations
Let X be a reflexive Banach space. We denote by X * the topological dual of X, and the duality brackets are set by ·, · := ·, · X,X * . The notation L (X) represents the set of linear bounded maps from X to X and X w denotes the space X endowed with the weak topology. The operator D * stands for the adjoint of the linear operator D from X to X.
The usual weak (resp. weak * ) convergence in a Banach space X is represented by the symbol " 
. We suppose given a concept of convergence on U × V. Then, in applications this convergence may be associated with the topology on U T (resp. V T ) induced by one of the following topologies on
In the sequel, we set Ξ = {(t, s) ∈ R × R, 0 ≤ s ≤ t}.
Preliminary results
We make precise here the solution notion used in this paper. We need the concept of linear evolution operators already developed in [6, 15, 31] for instance. i) for any fixed x ∈ X, the function Φ (·, ·) x is continuous on Ξ; ii) for all (t, s), (s, r) ∈ Ξ, the relations Φ (t, s) • Φ (s, r) = Φ (t, r) and Φ (t, t) = I hold. Moreover, the evolution operator is said to be contractive if for all (t, s) ∈ Ξ, Φ (t, s) L(X) ≤ 1.
The Cauchy problem
The following proposition extends some results given for instance in Prüss [31] , or in Kato [25] . In particular, since the Dini derivatives are not convenient for computations involving functions defined only almost everywhere, we give an integral inequality in a space of distributions.
We introduce the following notation [
Let CP F x 0 be the following evolution problem,
for which we always suppose satisfied, (i) the family (A (t)) t≥0 of densely defined operators from X to X is the generator of a linear contractive evolution operator Φ;
such that for all bounded subsets Ω of X one has for a.a. 
The proof of Proposition 3.1 can be found in Section 7.2.
Remark 3.1. Comments on the Cauchy problem CP F x 0 .
2.
We emphasize that in our semilinear time dependent framework, the inequality (4) (in its integrated form) improves (see [5] ) the classical Benilan's integral inequality (for the general quasi-autonomous problem) in the sense that the upper bound in the right hand side of (4) is smaller than the usual upper bound [
Compact evolution operator
We will need in Theorem 5.2 the following concept:
Definition 3.2. We will say that the evolution operator Φ is compact if there exists T 1 ≥ 0 such that for all h > 0 and all bounded subsets Ω of X the set t≥T1 Φ (t + h, t) Ω is relatively compact in X.
Example 3.1. Compact evolution operator
If for all t ≥ T 1 and all h > 0 we have
where K (h) is a compact operator and where t≥T1 L (t, h) Ω is bounded for each bounded subset Ω ⊂ X, then Φ is compact.
Let us precise the notion of local uniform integrability. 
We have the following result for systems generating compact evolution operators: 
, with zero (instead of x 0 ) as initial value and F (t, ξ) = f (t), it follows from Proposition 3.1,
for all h ≥ 0 and t ≥ T 1 + h (T 1 is given in Def. 3.2). Thus from (5, 6 ) and the precompactness of
The claim of Lemma 3.1 is now obvious.
Assumptions on E
Let (u, v) ∈ U × V, and consider the nonlinear system E given by (1) on the reflexive Banach space X. We define precisely below assumptions, on the family of unbounded linear operators (A u (t)) (see Assumption (A)), on the nonlinear operator B (see Assumption (B)) and on the observation operator C (see Assumption (C)).
Assumption (A)
We denote by (A), the set of four following assumptions (A1-A4). (A1) The family (A u (t)) t≥0 of densely defined operators from X to X is the generator of a linear contractive evolution operator Φ u . (A2) The evolution operator satisfies the control-translation property, i.e. for all (t, s) ∈ Ξ and all u ∈ U, the set of controls u * ∈ U such that u 
Assumption (A2) implies that if two elements
See also examples in Section 9.2.
2. In conditions (A3) and (A4) X * can be replaced equivalently by a dense subset Ω * of X * . Indeed, we have
and thus relations (7, 8) (and also (74) below) can be extended by density. In the same way, we can replace in relation (7) the set Ω 0 by a dense subset Ω 1 of Ω 0 .
Assumption (B)
In this section, we precise the assumptions on the nonlinear part of System E. As in Section 3.1 the symbol χ stands for the Hausdorff measure of non compactness. Let C T be either
The nonlinear operator B defined from R q × X to X satisfies the following conditions:
(B1) The operator B is dissipative with respect to its second variable, i.e. for all ξ ∈ R q , and all (x, z) ∈ X ×X,
) is a Caratheodory function on R + × X, and there exists a constant Q v > 0, such that relations
hold for almost all τ ≥ 0, all bounded subsets Ω of X, and some β Ω,v locally uniformly integrable on 
Assumption (C)
The linear observation operator C from X to Y is:
(C1) Bounded, with Y being a finite or an infinite dimensional observation normed space. 
Assumption (E1)
with B 1 weakly-weakly continuous from X to X when the topology on V is the relative weak
The verification of this claim is left to the reader. 4 . For instance, when v has positive components the dissipativity in (B1) will only be required for ξ ∈ (R + ) q .
Nonlinear Asymptotic observers
Of course, since we are concerned with the construction of observers, some asymptotic system must be observable in some sense precisely described in next Section 5.3. Let us notice that such an assumption will imply a detectability condition for the error estimate system as in the linear classical case (the unobservable dynamics are stable, see [37] ).
We propose for the system E given in (1), the following general asymptotic observer for all (u, v) ∈ U × V,
where the nonlinear operator K is precisely defined below in assumptions (O).
Assumption (O)
Let M ∈ R + * ∪ {+∞} and consider the set:
is Lipschitzian, with Lipschitz constant independent of t, and satisfies
(ii) for each M < +∞, and each sequence (t n , ξ n , θ n ) n in Γ M we have
. Consider a Hilbert space X = H, with a R-valued output y = C (x) = x, c H , where c ∈ H \ {0} is the observation vector ; then one can check assumptions (O) with K (t, C (x)) = x, c H c, and h (t, ξ, θ) = θ 2 /ξ (with h (·, 0, 0) = 0).
3. More generally, let X = l p (φ) with φ an arbitrary set and 1 < p < +∞ (recall that, l p (φ) is a reflexive Banach space and any Hilbert space is isomorphic to some l 2 (φ)). Let (e ϕ ) ϕ∈φ be the canonical Schauder basis of l p (φ), and x ϕ the component of x on e ϕ . A direct computation shows that Assumption (O2) holds with
One can observe that the inequality in (O2)-(i) becomes an equality with the function K (t, C (x)) chosen. 
The error equation
The estimate error ε (t) =x (t) − x (t) satisfies the following equation:
where 
1). This means that Ψ

Universal and regularly persistent inputs
We have now to characterize the class of inputs which guarantee the observability properties of the system E. As in the next definition, if necessary we make more precise the notation of the system E by setting E = E u,v (x 0 ).
We adapt here the classical notions of universal and regularly persistent inputs introduced first in finite dimension by Sussmann [33] and Sontag [34] and by Gauthier et al. [22] in infinite dimension:
where, S
Remark 5.3. Notice, as in [22] , that the notion of universal controls ( Another equivalent definition of universal inputs can be given as follows:
2. An input (u, v) ∈ U × V is said to be regularly persistent if there exist T > 0, and a strictly increasing sequence (τ n ) n of real positive numbers satisfying, i) lim n τ n = +∞; ii) T 0 = sup n (τ n+1 − τ n ) < +∞ and the sequence (u
3. An input (u, v) ∈ U × V is said to be persistent if there exist T > 0, and a strictly increasing sequence (τ n ) n of real positive numbers satisfying, i), iii) and iv) in Definition 5.2.
Remark 5.4. Comments on universal, persistent and regularly persistent inputs.
1. The notion of regularly persistent input developed here is a generalization of those given in [22] . Analogous inputs (which do not imply the observability since (12) is only required for distinguishable z 0 and z 1 ) have already been studied in finite dimension by Sussmann [33] and Sontag [34] or Celle et al. [12] , and are extended and adapted here to an abstract infinite dimensional Banach space.
2. Thanks to Definition 5.1, a universal input separates the state points from the output, and then make the system observable on
, tends to make the system observable in the same way as the universal input u
Roughly speaking, regularly persistent inputs are sufficiently rich to guarantee an "asymptotic estimation" of the state of the system. 
Starting with a universal input u it is not difficult to construct regularly persistent input by extending
u periodically. Indeed, for instance, in U = L ∞ ([0, +∞[ , R m ) equipped
The observer abstract results
We suppose in this subsection that Assumptions (A), (B), (E 1 ) and (O) hold. Assumption (B3) . Then the estimate error ε (.) converges weakly to zero in X as t goes to +∞.
Theorem 5.1. Let (u, v) ∈ U × V be a regularly persistent input and suppose
In the case where all the inputs are universal (see Ex. 6.2), we deduce the following corollary:
universal for some fixed T > 0, and if the set of translated functions {(u
T [τ ] , v T [τ ] ); τ ≥ 0} is sequentially precompact in U T ×V T ,
then the observer error ε (.) converges weakly to zero in X (when t goes to +∞) for any (u, v) ∈ U × V.
The next strong observer principle concerns an important class of systems. We emphasize that in this result,
is compact then the observer error ε (.) converges strongly towards zero in X as t goes to +∞.
Applications
We give in this section various examples for the observation problem with some developments about the existence of regularly persistent inputs and about the strong convergence of the estimate error. 
It is easily verified that the system (P 1 ) is unobservable for u = 0. The input u = 0 is a non universal input for the state reconstruction problem, but each non zero input in U is universal (see other examples in [12] ). Let us notice that such a system is observable and thus does not have undetectable states. Example 6.2. A bilinear system with/without bad inputs [22] .
We examine below a particular bilinear example, in two main situations: the case A of the multi-output system (i.e. y (t) = (y 1 (t) , y 2 (t)) ) and the case B of single output (i.e. y (t) = y 1 (t)). In case A, we will show that all inputs defined on any time interval are universal, and in case B, we will exhibit regularly persistent inputs (and bad inputs which make the system unobservable). Such a situation is in agreement with the general theory developed in finite dimension by Gauthier and Kupka in [20] or in [21] .
We construct below a Luenberger observer for the considered system, and we show the weak convergence of the estimate error for all inputs in the case A (Cor. 5.1) and for all regularly persistent inputs in the case B (Th. 5.1).
Let us consider, the following bilinear system on
where y (t) = (y 1 (t) , y 2 (t)) = C (φ 1 , φ 2 ) is defined by
with r j ∈ {0, 1}: in the multi-output case (case A) we have r 1 = r 2 = 1 and in the single-output case (case B), we have r 1 = 1 and r 2 = 0. The system (13) can be rewritten in the form of E by means of the following notations.
Of course we set B (v (t) , φ) = v (t) Dφ where the bounded linear skew adjoint operator D is defined by
We consider V = L ∞ ([0, +∞[) and on V T we can choose one of the topologies given in a), b) of Section 2. The operator A 1 A 2 is m-dissipative densely defined on X. So according to Example 9.2 and Remark 4.2-3, we see that Assumptions (A), (B) and (C) hold.
In view of the Remark 5.1, we propose the following Luenberger observer for instance in the worst case
2 dx and
We can check that the solution of (13) can be written as follows
Case A: The multi-outputs case. Consider first, the system (13) with two outputs, y (t) = (y 1 (t) , y 2 (t)) with y 1 and y 2 as in equations (15).
Indeed, suppose for all t ∈ [0, T ] ,and for all φ 0 ∈ X, the relation C (Ψ z v (t, 0) φ 0 ) = 0 hold. That is equivalent to the following, for all t ∈ [0, T ], and for all φ 0 = (φ 10 , φ 20 
Differentiating the above expression with respect to t, integrating by part and evaluating at t = 0 one get successively:
with n = 0, 1, 2, . . .
Since the Hermite-like functions
form a basis in L 2 (R) , it follows that φ 0 = 0, which is what we want to prove.
Case B: The single output case.
Consider now only one output, for instance
, as we can see by taking two distinct initial conditions of the form φ 0 = (0, φ 20 ) since thanks to (17) the two corresponding solutions must have the same output trajectory.
Thanks to Theorem 5.1, if v is regularly persistent the estimate error of the proposed observer converges weakly towards zero when t → +∞. Proposition 6.2. System (13, 14) with output y 1 admits regularly persistent inputs.
Proof. We have to build a regularly persistent input. Let T > 0 and v
We claim that v is universal on [0, T ] . Indeed we have to prove that if
for all t ≥ 0, then we have (φ 10 , φ 20 ) = (0, 0) . Remark first that the function t →
2 φ 10 (x + t) dx is infinitely differentiable on R + . Let I be the following ideal of the ring
Denoting by g (t) the left hand side of (19) the estimation of g (k) (t) modulo the ideal I gives the following congruence
2 φ 10 (x + t) dx (20) where P k is a (monic) polynomial function of degree k for all k ∈ N. Evaluating g (k) (0), we have by induction, with (19) and (20) , the following relation
So by a previous argument it comes φ 10 = 0. Then according to (18) the relation (19) becomes
for all t ≥ 0. We have already seen that (22) The vibrating beam has already been studied in [32] for the stabilizing control problem and in [8] for the observation problem. But the study in [8] must be resumed since strongly universal inputs (in the sense of [8] which involves a coercive Grammian) cannot exist in such a model (with compact output). In addition we consider a nonlinear version of the vibrating beam with a more general class of outputs. The symbol ϕ (x, t) stands for the displacement of the beam and satisfies
where for j ∈ {1, 2} , v j (t) is an applied scalar control which acts on the free boundary of the system, G j a Lipschitz increasing map from R to R such that G j (0) = 0 and r j ∈ {0, 1} with
on the free boundary of the beam are set for the output y (t) of the system. In addition, initial conditions are prescribed on the displacement and the velocity of the beam,
The system could be set under the form E, more precisely
in the Hilbert space:
with the inner product,
We have c 1 = (0, 0, r 1 , 0) , c 2 = (0, 0, 0, r 2 ) and
is not linear and (24) is not in the bilinear standard form. The operator A in (24) is defined by
and
It has been shown in [32] that A is a skew-adjoint infinitesimal generator of a linear C 0 group of contraction with compact resolvent. For v 2 ) ≥ (0, 0) , the estimate error ε (t) 0 weakly in H. For such an input the proposed observer is
Henceforth, consider for instance L = 1. With this condition we will see below (thanks to a result in [32] ) that no undetectable mode ((z n (L) , z n (L)) = 0) appears for beam lengths L = 1 and such a necessary condition will be sufficient (as we will see that) to insure that all inputs are universal. In particular condition L = 1 makes the asymptotic system deduced from (25) observable. First, setting T = +∞, we have: 
Extending (H, , H ) in a complex Hilbert space (H, , H ) in the usual sense we obtain (see [32] ) a complete othonormal system of eigenfunctions of A, namely Φ n , n ∈ Z * with eigenvalues λ k = iµ if k ≥ 1 with multiplicity 1, and 0 < µ 1 < µ 2 < · · · < µ n < · · · . Hence we have the following spectral decomposition
with
We will use the following result which avoids to turn to specific properties on almost periodic functions and in particular Besicovitch spaces (as for instance in [4] ). We skip its proof which can be derived from standard arguments. 
Then for all k ∈ Z * , we have
where we have set
By using Lemma 6.1 in Section 7 and the projection on the third component (26) implies
Consequently if z n (1) = 0 for all n ∈ Z * , we deduce c n = 0 for all n ∈ Z * (since λ n = 0) and finally from (27) Z (t) = 0 for all t ≥ 0, that is in other words x 0 = 0. Thus we have to show z n (1) = 0 for all n ∈ N * . By contradiction let some n such that z n (1) = 0. Then from AΦ n = λ n Φ n (and line 3 in (23)) it follows
By direct computations (see [32] ) we find
for all x ∈ [0, 1] and some α n , β n ∈ R. Then the system z n (1) = z n (1) = 0 is equivalent to α n (sin µ n − sinh µ n ) + β n (cos µ n − cosh µ n ) = 0 α n (− cos µ n − cosh µ n x) + β n (sin µ n x − sinh µ n x) = 0 which has non trivial solutions α n , β n if and only if sin µ n sinh µ n = 0.
But it was shown in [32] that (28) has no solution when (L = 1 and) µ n is an eingenvalue of A. Therefore α n = β n = 0 and z n ≡ 0 that is Φ n ≡ 0, which is a contradiction. Now we can state the following result:
Proof. Let Z be a solution of (24) and Z be the solution of
with initial condition (Z (0)) , where ∆ Z B v (t, Z) = B v (t) , Z (t) − B v (t) , Z (t) − Z (t) and suppose
From the Duhamel's formula, we have
Since (29) means c j , Z (τ ) = 0 it follows
on [0, +∞[ . Then (31) and (30) give
for all t ≥ 0. Now by Proposition 6.3 relation (32) implies Z(0) = 0, which ends the proof. Theorem 5.2 does not apply for system (23) but with a suitable assumption on u we have the following strong convergence result.
Proposition 6.4. For each uniformly continuous control
2 the estimate error (relative to (23) and (25)) ε (t) −→ 0 strongly in H when t −→ ∞.
Proof. The previous developpements and in particular Corollary 6.1 show that ε (t) −→ 0 weakly in H when t −→ ∞. Thus we have just to prove the precompactness of the trajectory of ε. First we will prove that ε (.) is uniformly continuous on [0, +∞[ . Set v (t) = (v 1 (t) , v 2 (t)) . The map ε (.) is solution of
and Z is solution of
Of course in order to apply Lemma 7.5 we will regard (33) as a quasi-autonomous evolution governed by A in a natural sense. Let us write ε = (ε 1 , ε 2 , ε 3 , ε 4 ) . Owing to the dissipativity of B, integral inequalities (see [5] ) give immediately
for all t ≥ 0. Consequently, we have
Let h ≥ 0. The dissipativity of the map −DC and Bénilan's integral inequalities again give
Thus, using the linearity of ., . relatively to its second variable and denoting by K a common Lipschitz constant of G 1 and G 2 , from (36) we deduce
Now (35) insures
Finally (36) and (37) gives the required uniform continuity. Now, in order to apply Lemma 7.5 in Section 7 it remains to prove that f is uniformly continuous on [0, +∞[ . (33) . So it was necessary to define a suitable approach (see in Sect. 7, Lem. 7.5) in order to tackle this compactness result. Really Proposition 6.4 remains valid for a more general class of inputs than the bounded uniformly continuous controls but then we would need too long developpments to prove our claims (see [14] ). 
Here we have f (t) = B(v (t) , Z (t)) − B(v (t) , Z (t) − ε (t)) − DCε (t) . According to the first part of this proof we have only to show that g = f + DCε is uniformly continuous on [0, +∞[ . This results from the following facts: (i) B is weakly-strongly continuous, (ii)
We suppose also that we have A 1j ∈ L (X) for j = 
And (39) yields k (t) ≤ 1/ √ t from what follows the required local integrability. In Section 9.2 we have shown that when e tA0j is compact for all t > 0 (which is the case here) the evolution operator Φ uj is compact. Consequently, Assumption (B) in (HB) is only required with
Such a system has been worked out for instance in [39] with
1 , m = 4, and models a counter flow heat exchanger in a general form, 
Nevertheless in [39] as well as in the other publications devoted to this subject (see [26, 27, 40] ) important simplifications (linearization, controls u assumed to be constant or diffusion terms neglected etc.) were required.
The verifications of Assumption (H), for (A u (t)) given
by (40) and (41), are obtained by straightforward computations and are left to the reader. The nonlinear operator B is the matrix of the fluids heat exchange coefficients which vary nonlinearly with the fluid velocities, and B satisfies our assumption (HB) in the working domain.
More precisely B may be defined as follows. Let R = (R 1 , R 2 , R 3 , R 4 ) and let F 1 , F 3 be Lipschitz increasing maps on R with F i (0) = 0, i = 1, 3. Let also h 11 , h 12 
dx with a small enough (see [27] , [26] ). A candidate observer satisfying (O) for our system is the following, with r > 0, 
where ∆ is the Laplacian with domain
and B is a nonlinear (non compact) dissipative Lipschitz continuous map from X to X. The space X is reflexive but not hilbertian for p = 2. Moreover (see [3] and [28] ) the Laplacian with Dirichlet conditions ∆ is m-dissipative with dense domain in X and generates a compact semigroup in X. Thus assumptions (A) and (B) are satisfied with C T = C ([0, T ] , X) for this parabolic system. A candidate observer satisfying (O) is
According to Theorem 5.2, for each persistent input the error estimate ε converges strongly to zero. It is well-known (see for instance [10] ) that ∆ has eigenfunctions ϕ n in X with respective negative eigenvalues λ n such that (ϕ n ) n∈N form a Schauder basis of X and λ n ↓ −∞.
Suppose that there is α > 0 such that we have
In particular such a technical assumption is satisfied if there exists k ≥ 2 such that
which is a usual situation. 
Proposition 6.5. If (43) holds and if there is no undetectable eigenfunction then the null input is universal on
Then by setting M := sup n |α n | < +∞, if Re (z) > α, it follows
Therefore from (43) 
Main proofs
Proofs of the observer abstract results
Proof of Theorem 5.1. Let us start with some preliminary lemmas.
Lemma 7.1 (Boundedness). Let (u, v) ∈ U × V, and consider x,x and ε respectively the solutions of E, E, and Σ then for all
, then the following estimations hold,
This above lemma is proved directly in the next one:
2 , for all T > 0, and for all ε 0 ∈ X, we have:
Proof of Lemmas 7.1 and 7.2. From the Proposition 3.1, and the dissipativity of
, we obtain immediately the following inequality for 0 ≤ s ≤ t ≤ T ,
Then, it follows that ε (·) decreases on R + and ε (t) ≤ ε 0 . Hence
for all t ∈ [0, +∞[ .That ends the proof of the Lemma 7.1. Now the second inequality of (47) implies
Therefore, since h being nonnegative, we obtain for all T > 0,
which gives the first result of Lemma 7.2. Let (t n ) ↑ +∞ be a sequence in R + . By the integral relation (48), the sequence of functions τ → Remark 7.1. If C is compact, C (ε (t + τ )) converges strongly towards zero as t goes to infinity.
Proof of Lemma 7.3 and its corollaries.
Step a) Proof of Lemma 7.3. Applying Proposition 3.1, By the Duhamel's formula, we can write for t ≥ 0 and h ≥ 0,
Since we have
f (τ ) dτ the integrability assumption on f (see (5)), the boundedness of y on [0, +∞[ and Assumption (A3) insure the required weak uniform continuity. Consequently, if the trajectory of y is assumed to be precompact, we obtain the strong uniform continuity of y.
Step b) Proof of Corollary 7.1. According to (B2) and Lemma 7.1 we see easily that the assumptions of Lemma 7.3 are satisfied for our systems E , E and Σ. So Corollary 7.1 is obvious.
Step c) Proof of Corollary 7.2. Now, let T > 0 and let (t n ) be a sequence of positive real with lim t n = +∞ , then the claim of Lemma 7.2 implies that there exists a subsequence (t n k ) such that
The previous weak uniform continuity shown in above step a) and the linearity of C give finally:
Due to the arbitrary choice of the sequence (t n ) n going to infinity we see that for each fixed τ ∈ [0, +∞[, it cannot exist any sequence (t n ) n such that (C (ε (t n k + τ ))) n does not converge weakly towards zero. Therefore we have,
and the proof is complete.
Now we are in position to set the central lemma of the proof (which can be writing also for T = +∞ provided that we replace [0, T ] by [0, +∞[).
, then there exists a strictly increasing sequence of positive integers (n k ) k satisfying, For the sake of simplicity, let us writex
For all ϕ ∈ X * , the Duhamel's relation and assumption (A2) give for all
By virtue of Lemma 7.2, assumption (O1) and the Lebesgue dominated convergence, it comes
Now according to assumption (A4) we have,
From (A4') and the Lebesgue dominated convergence theorem the sequence Φ * u k
Therefore both conditions (A4') and (B3) together provide
and Consequently, passing to the limit in relation (51), we conclude for all t ∈ [0, T ] and for all ϕ ∈ X * ,
and finally,
In the same way, owing to Lemma 7.2 for all ϕ ∈ X * , and t ∈ [0, T ] , we obtain easily
for all ϕ ∈ X * , and t ∈ [0, T ] , and
for all t ∈ [0, T ] . In other wordsx ∞ is solution of E u∞,v∞ . The strong continuity of ε ∞ andx ∞ which is not obvious from their definitions follows from relations (53) and (55). Thus we have shown iii) and iv). It just remains to prove the last assertion-v) of Lemma 7.4 , that is, for all t ∈ [0, T ] , C (ε ∞ (t)) = 0. But this relation is clear from relation (54), Corollary 7.2 and since the bounded operator C is sequentially weakly-weakly continuous (from X to Y ).
End of proof of Theorem 5.1:
Step a) We start with a sequence (τ n ) n ↑ +∞ and some T > 0 required in the definition of regularly persistent input. In particular (τ n+1 − τ n ) n is bounded and u
Then applying , and the definition of an universal input we see that each weak cluster value of (ε (τ n )) n in X is zero. Therefore, ε (t + τ n )
Step b) Finally let (r n ) n be an arbitrary sequence such that lim r n = +∞. We have to prove
In this purpose (eventually by extracting a subsequence of (r n ) n ), let us remark that we can find a sequence (t n ) n and a subsequence (τ qn ) n of (τ n ) satisfying
Thanks to the property ii) of Definition 5.2, denote by u
, and denote respectively by ε
But according to Assumption (A2) we have (56) with
Since ε is weakly uniformly continuous on R + (see Lem. 7.3), the following relations holds:
and ( Proof of Corollary 5.1. Let (t n ) n be a sequence in R + satisfying lim n t n = +∞ . Let ε ∞ be a weak cluster value of (ε (t n )) n . We want to prove ε ∞ = 0 . In this goal, let us write ε ∞ = weak-lim ε t nq . By Lemma 7.4, there exists a subsequence (n q k ) k realizing,
with, Proof of Proposition 3.1. We prove here our fundamental result on the Cauchy problem CP F x 0 , namely Proposition 3.1. We postpone at the end of this Section the proof of the existence result which is done in a particular case in Prüss [31] and can be derived by a standard argument from the Theorem 1 of [13] .
Obviously we can restrict the claim of Proposition 3.1 to any compact interval [0, T ] with T > 0. Let us prove first the second assertion, i.e., the integral inequality (4) 
0 . Thanks to the bracket properties, the function H defined by 
We see that
f (τ ) − f n (τ ) dτ has limit zero when n goes to infinity. Thus eventually by extracting a subsequence we can suppose that there is G ∈ L 1 ([0, T ]) satisfying, for all n ∈ N and a.a. 
According to (64) and (65) 
That ends the proof of this part.
The first assertion, namely the existence of Duhamel's solutions, is given for instance in Prüss [31] in case F is in addition continuous locally bounded.
In our more general framework we remark that if λ ∈ [0, 1] , according to (3) and (4) 
Consequently Theorem 1 in [13] and a standard homotopic continuation argument in the Topological Index Theory guarantee the existence of at least a Duhamel's solutions for
A precompactness lemma
Denote by QP x 0 , f, A the following quasi-autonomous problem
where A is a densely defined m-dissipative (nonlinear) operator on the reflexive Banach space X and f a locally integrable function on [0, +∞[ . With these notations and assumptions we have the following lemma: More general statements could be found in [14] .
Proof. (a) Suppose that the trajectory x ([0, +∞[) is precompact. Let (t n ) n and (h n ) n be sequences in [0, +∞[ such that t n −→ +∞ and h n ↓ 0. Then
But Bénilan's integral inequalities imply
and thank to the boundedness of f,
Now if we consider a cluster point of the bounded sequence e hnA x (t n ) − x (t n ) n (eventually by extracting a subsequence and using the precompactness of x ([0, +∞[)) we can suppose
The required uniform continuity follows from (66, 67) and (68). 
For instance we can choose for f n (resp. x n ) the piecewise linear approximation of f (resp. x) built on the nodal points k n , k ∈ N. The uniform continuity of f and x guarantees the Lipschitz aspect of f n and x n as well as relations (69). Of course the Lipschitz constant relative to f n (resp. x n ) depends on n. For such approximations we have
, what we suppose in the sequel.
(b1) First suppose x 0 ∈ D (A) . Let ω > 0 and denote by y n the solution of the quasi-autonomous problem QP x 0 , f n + ωx n , A − ωI . We have
for all t ≥ 0. Consequently from (69) and (70) we deduce
Let K n be a common Lipchitz constant of f n and x n . Applying now Bénilan's integral inequalities with the mild solution y n we find
But a Lipschitz mild solution of a quasi-autonomous problem QP in reflexive Banach space X is a strong one (see for instance [7] ). It follows
for a.a. t ≥ 0. Since y n is bounded and the resolvent of A is compact (72) implies that there is a neglectible set
Finally in view of the continuity of y n the range of y n is compact. Owing to (71) the latter conclusion gives that x has a precompact range. Indeed we have the following classical topological lemma: Lemma 7.6. Assume Γ is a subset of X such that for every ε > 0 there exists a precompact subset 
Because from part (b1) z n has a precompact range the precompactness of x ([0, +∞[) follows from (73) and Lemma 7.6.
Conclusion
In this paper we have pointed out in some sense a minimum required to construct Luenberger-like semi-linear observers. We showed that the reflexivity of the state space is deeply linked to our abstract nonlinear framework and that Theorem 5.1 appears in this context as a universal weak principle. An important case (see Sect. 3.2 and Ex. 6.4) of strong convergence of the estimate error has been worked out in Theorem 5.2. The considered applications illustrated this abstract approach and expressed how the question of existence of universal inputs (in infinite dimension) and strong observer (for hyperbolic systems) can be tackled.
According to (76), the following equality ϕ t,h 2 = x t,h , ϕ t,h deduced from (75), implies lim h↓0 ϕ t,h = 0 as required. Another formulation of (A4) follows:
for all t ≥ 0 and all ϕ ∈ X * .
Lemma 9.2. Assumption (A4') is equivalent to (A4).
Proof. Obviously (A4') implies (A4). For the converse we will proceed as in Lemma 9.1. Assume that (A4) holds and u n UT −→ u ∞ . Similarly to Lemma 9.1, let ϕ ∈ X * and (t, s) ∈ Ξ ∩ [0, T ] 2 and choose
We have
This last equality together with Assumption (A4) implies
and clearly (by contradiction) this relation holds for all subsequences (n k ) k . So (A4') is true and the proof is now complete.
General examples covered by assumption (A)
Our assumptions (A1-A4) have a wide field of applications as illustrated in following various examples. 
In order to check (A3), due to Lemma 9.1, it suffices to prove (A3'). Firstly, notice that Ω * := Dom(A * 1 ) × · · · × Dom(A * m ) is dense in X * (see [23] , or [7] [19] , [24] , [23] . See also Applications in Section 6.
We postpone in paragraph 9.3 the verification of Assumption (A). Notice that the classical results in Kato [24] or in Hille-Philipps [23] do not apply directly in this measurable time dependent framework.
Of course our conclusion can be trivially extended to the case of direct sums A u (t)=(A 01 +u 1 (t) A 11 ) ⊕ · · · ⊕ (A 0m + u m (t) A 1m ) in a product of Banach spaces X = X 1 × · · · × X m .
Some examples below or detailed in Section 6 illustrate the notion of compact evolution operators. 
