This paper discusses the application of the multi-zone decomposition technique with Multiquadric scheme for the numerical solutions of a time-dependent problem. The construction of the multi-zone algorithm is based on a domain decomposition technique to subdivide the global region into a number of nite subdomains. The reduction of ill-conditioning and the improvement of the computational e ciency can be achieved with a smaller resulting matrix on each sub-domain. The proposed scheme is applied to a hypothetical linear two-dimensional hydrodynamic model as well as a real-life non-linear two-dimensional hydrodynamic model in the Tolo Harbour of Hong Kong to simulate the water ow circulation patterns. To illustrate the computational e ciency and accuracy of the technique, the numerical results are compared with those solutions obtained from the same problem using a single domain Multiquadric scheme. The computational e ciency of the multi-zone technique is improved substantially with faster convergence without signi cant degradation in accuracy.
Introduction
In this paper, we set up an e cient algorithm applicable to the Multiquadric method (MQ) for solving large scale time-dependent problems. This scheme uses a similar computational procedure in each zone that can be readily parallelized. The e ciency of the computation is improved signi cantly without sacrifying accuracy since the size of 1 each resulting coe cient matrix is much smaller. The Multiquadric method is employed for the spatial approximation together with an explicit forward nite di erence scheme for the time-dependent integration.
Multiquadric method was developed by Hardy 1] in 1970 to interpolate two dimensional geographical surfaces. Hardy's Multiquadric basis function had been reviewed and modi ed by Kansa 2, 3] and Hon et al 4, 5] for solving physical equations with ordinary and partial di erential equations. A number of experiments of the method had been carried out and tested by Kansa and other researchers in various scienti c and engineering disciplines. The application results were found to be signi cantly better with other well established methods, such as nite di erence and nite element schemes. It has been successfully applied to our previous study of a water quality model 6] .
The ease of implementation and good computational performance of the method make it a very attractive alternative to other traditional methods. In addition, the method has the advantage of mesh free implementation. The high exibility of the method makes it very suitable for domains with highly irregular boundaries. However the Multiquadric method has a drawback which is the requirement of the solution of a full global coe cient matrix which could be computationally intensive and may cause instability if the matrix is ill-conditioned. Computational e ciency is a major factor to be considered in solving large-scale problems with large number of collocation points.
The multi-zone decomposition scheme is a combination of the domain decomposition and the MQ method. In this scheme, the region under study is divided into a number of non-overlapping nite zones. The number of interpolation points in each zone is a subset of the entire domain. To maintain the continuity across the zones, points adjacent to the zone boundaries as well as an additional set of sparse data points from other zones and from the natural boundaries are included to form a set of computational data points, where MQ computation of each zone is applied to this set of data in a similar manner as the global MQ simulation. The resulting matrix for the computation of each set of data points is much smaller than that using a single global Multiquadric matrix. Justi cation for not using iterative corrections to remedy smoothness across boundaries will be described in Section 4. Section 2 discusses the basic theory of the underlying hydrodynamic equations. Section 3 introduces the application of Multiquadric method. The concept of the multizone decomposition technique applied to the Multiquadric interpolation scheme as well as the computational complexity analysis are described in Section 4. Numerical results are presented in Section 5 . Finally the paper is ended up with a conclusion in Section 6.
Governing Equations
In this paper we introduce a multizone decomposition algorithm to solve a set of timedependent nonlinear partial di erential equations using the Multiquadric method. For the sake of comparison, we employ the same set of hydrodynamic equations which was used in a water quality model in a previous study 6]. The governing equations are the 2-dimensional depth-integrated version of three di erential equations, namely the continuity equation and the momentum conservation equations in the x and y directions respectively in a region . Chezy bed roughness coe cient; f is the coriolis force parameter; g is the gravitational acceleration; a is the density of air; w is density of water and C s is the surface friction coe cient. The water-water boundary condition is de ned as (x; y; t) = (x; y; t); (2.2) where (x; y; t) is the speci c sea surface elevation level on the water-water boundary. The water-land boundary condition is de ned as Q N = 0;
where Q represents the velocity vector (u; v), N is the direction of the outward normal vector on the land boundary. At the n th time step, the current velocities (u n ; v n ) on the land boundary are derived from this condition as u n (x i ; y i ) =ũ n (x i ; y i ) sin 2 for all x i ; y i 2 . We solve the numerical time discretization for Equation (2.1) using a forward nite di erence method and the corresponding partial derivatives by Multiquadric scheme. The numerical solution on the boundaries are updated at each time step by the corresponding conditions. The surfaces elevation n on the open sea boundary is speci ed by the boundary condition given in Equation (2.2). Similarly, we updated the ow velocities u n ; v n on the land boundaries at each time step using Equation (2.4). The choice of time integration scheme and the corresponding time step to be used is based upon several considerations. Since with a smaller time step, the CPU time spent 4 in using a high-order scheme is several times greater than that by using a lower order scheme. To compare the e ectiveness and accuracy of the multi-zone MQ scheme with the global MQ, Euler forward di erence technique is considered to be su cient in this study. To maintain the stability, the time-step size is restricted by the Courant number which is chosen to satisfy the following condition t d min p gh ; (2.6) where d min is the minimum distance between any two adjacent collocation points and h is the average water depth between the two points. This condition will ensure that the time truncation errors in the interior will not be propagated. Furthermore, owing to the requirement of updating information on both land and water boundaries in each time step to ful ll the open sea and land boundaries conditions, the use of large time-step may not be a wise choice to do the computation. This is because the error propagation and smoothing e ect could be increased owing to the rare information input from the open sea boundary.
Application of Multiquadric Method
The basis concept of Multiquadric method is to interpolate an unknown function M(P) using a nite series of radial basis functions at N given distinct points P j . The MQ radial functions are written as M(P) ' N X j=1 j (k P ? P j k +r 2 ) 1=2 ; (3.7) where P j 2 R 2 ; j = 1; 2; : : : ; N and j 's are the unknown coe cients to be calculated. k P ? P j k is the Euclidean distance. The shape of the basis functions is entirely controlled by varying the magnitude of the shape parameter r > 0. When r is small, the basis function ts a spiky surface to the data points. As r increases, the spikes at the data points spread out to form a smooth surface. When r is too large and reaches a critical value, the resultant matrix becomes extremely ill-conditioned and the numerical error increase dramatically. In 7] , the authors used a constant value of r and found a heuristic recipe for its value for di erent functions. Kansa et. al. has reported their investigation on the e ect of the shape parameter as regards to Multiquadric interpolation function in 2] and 8]. They found that the computational accuracy of the interpolant can be improved by varying the shape parameter with the basis function. They employed numerical experiments to resolve the optimal shape factor r 2 Currently some theoretical studies on the choice of the optimal shape parameter are still in progress by other researchers. The lack of the mathematical theory makes it very di cult to choose a suitable r 2 for the current study. For the sake of simplicity, we adopt the suggested value from the original Hardy's scheme 1] by letting r to be 0:815 d min , where d min is the minimum distance between any two interpolation points in the study region. The sensitivity of the numerical results to the shape parameter have been examined with a linear hydrodynamic equations. The results are computed for a range of shape parameter starting from r = 0:1d min until the solution diverges. The analysis shows that a near-optimal approximation of the model can be achieved by using the proposed value 0:815 d min .
To solve the time-dependent di erential equations, the governing equations (2.1) are integrated in time using explicit forward di erence scheme given as For simplicity, we express the system of equation by matrix form A~ =~ ; (3.13) where A = q j (x i ; y i )] is a N N coe cient matrix;~ = n j ] and~ = n j ] are N 1 matrices. The unknown coe cients vector n j ] can be determined using Gaussian elimination. Micchelli 10] has shown that Multiquadric interpolation function is a type of conditionally positive de nite functions, and therefore the coe cient matrix for the N linear equations in (3.12) is invertible for distinct points (x i ; y i ). Powell 11] has shown that the guaranteed invertibility of the coe cient matrix for all radial basic functions can be achieved by adding a polynomial term into Equation (3.7). Carlson 7] reviewed that adding the polynomial term to the MQ interpolant is not an improvement. It is advisable to add a constant term to maintain the stability instead of polynomial term. However Powell 11] further proved that the interpolation matrix of the Multiquadric radial function as given in Equation (3.7) is non-singular for any set of distinct interpolation points, and that the invertibility is guaranteed. Therefore adding the constant term to the MQ interpolant is not generally required.
The MQ expansion equations (3.10) and (3.11) are positive de nite. The partial derivative terms of these two equations are also conditionally positive de nite as all 7
the MQ basis functions are continuously di erentiable. If the PDE problem is properly posed, then the PDE coe cient matrix which is constructed from a linear combination of functions and partial derivatives will also be positive de nite, hence invertible. Improperly posed PDE problems may not be invertible. Furthermore, to ensure the PDE problem is to be invertible, the following conditions must be met: (1) all points belonging to the interior and boundary problem must be distinct, (2) the interior points must be distinct from the locus of the boundaries, and (3) a nite shape parameter distribution must be used. The rst partial derivatives of the vector function n i (x i ; y i ) with respect to x and y are given respectively as follows: The solution of the interior data points is solved by substituting the partial derivatives (3.14) and (3.15) into Equation (3.9) with the given boundary conditions. MQ scheme has been successfully applied to many linear and non-linear equations. We employed the scheme to solve a system of non-linear water quality model in our previous study 6] and a good agreement with the observed results is indicated. In this study, a new multi-zone decomposition algorithm is developed to improve the computational e ciency of the MQ scheme. The use of multi-zone decomposition algorithm is to be introduced in the next section.
Multi-zone Decomposition for Multiquadric Scheme
A general discussion and the theory of the use of domain decomposition with Multiquadric scheme were presented in 12] by Kansa. He remarked that the method has been proven to be very computationally e ciency and the accuracy have been considerably improved. He also advocated in 8] that two approaches can be considered in solving dense system of linear equations. One approach is to use preconditioning and the other approach is to make use of domain decomposition techniques. Dubal 13] had successfully applied the domain decomposition with blending techniques for Multiquadric approximation of second-order partial di erential equations in a one-dimensional problem. Dubal concluded that Multiquadric interpolation with domain decomposition could accurately solve elliptic PDE's equations and considerably improve the e ciency of computations.
The present study aims to develop a technique to improve the computational eciency of using Multiquadric approximation to solve large-scale time-dependent problems, such as hydrodynamic and water quality models. A multi-zone decomposition technique is developed together with Multiquadric scheme in order to cope with the forementioned computational e ciency problems. Multiquadric method is a grid free scheme which has no restriction on the allocation of data points in any dimensional spaces. The multi-zone algorithm makes use of this characteristic by incorporating additional set of sparse data points away from each designated zone to enhance the accuracy of the computations in each data point within that zone.
This section describes the detail setup of the multi-zone decomposition of a twodimensional problem which is to be solved using MQ method. Let be the twodimensional domain under study with a set of data points W de ned as W = fP j R 2 j j = 1; 2; : : : ; Ng: (4.16) Under the multi-zone decomposition scheme, is divided into K zones j ; j = 1; 2; : : : ; K and hence W is also divided into K subsets of data points W j ; j = 1; : : : ; K such that W i \ W j = ; if i 6 = j;
For the zone k we denote the set of data points in W k by W k = fP k j j j = 1; 2; : : : ; L k g (4.18) where L k is the number of data point in subset W k . Each subset W k is assigned with approximately the same number of data points which leads to load balancing needed 9
for e cient implementation on parallel computers. Parallel computation across zones will be the next phase of our study. where M k is the total number of data points adjacent to the boundary of k and is relatively smaller than L k . We also include another set of data points which are chosen at random such that they are sparsely and evenly distributed over the other zones in . We denote this set of extra data points as S k = fP k j 2 W l j l 6 = k and j = L k + M k + 1; L k + M k + 2; : : : ; L k + M k + N k ; g (4.20) where N k is also a number relatively smaller than L k . Figure 2 depicts the data points to be included when we apply MQ computation It follows that the numerical values (x i ; y i ) of the next time step n + 1 can be calculated using Equation (3.9) . The values of land and water boundaries are applied similarly as the global MQ computation to update information at each time step by using the conditions given in Section (2). 11
It is noted that the zones only appear when we calculate the partial derivatives @ n k (x j ;y j ) @x and @ n k (x j ;y j ) @y using the local interpolation on the data set W K . When numerical values n (x i ; y i ) are calculated using Equation (3.9), only local information are required which have all been found in previous time steps. Therefore no iteration is required in the calculation. The application of the multi-zone decomposition technique is a simple and e ective scheme in comparison with domain decomposition techniques which usually employ iterative methods for boundary and subdomain interface treatment.
To give a better understanding of the computational procedure of the Multi-zone MQ, the basic algorithm is outlined as follows. 
Computational Complexity Analysis
To analyze the computational complexity of the solution of the hydrodynamic equations using the global MQ method, there are several major components of computations we have to consider. Firstly, the unknown coe cients vector in (3. After the computation of the unknown coe cients vector n j ], the six partial derivative in equations (3.14) and (3.15) can be determined accordingly. In this step, N multiplications and (N ? 1) additions are needed in obtaining one partial derivative. Since there are N interpolation points over the entire region , therefore N(2N ? 1) operations are involved for N data points over the region . The calculation of the six partial derivatives should involve in total 6N(2N ? 1) operations.
For the computations of the three interpolants ( ; u; v), each of them involves a xed amount of operations, p, where p N. Hence, the total number of xed operations for N data points is 3pN. Putting all the above operations together, the total number of operations for the major components of computations at a time step is (6N 2 ? 3N By ignoring the rst-order terms in Equations (4.25) and (4.27) and compare the secondorder terms, we can see that there will be approximately 1 ? 1 k (1 + kr) 2 ] percent reduction in operations with the Multi-zone scheme. For the example of our study in Tolo Harbour, we divided the whole study region into k = 5 zones with about r = 14%, we will have approximately a 42% saving in computations.
5 Model Veri cations and Numerical Results
To compare the application of the multi-zone decomposition MQ scheme with global Multiquadric method, we apply the proposed scheme to a two-dimensional hydrodynamic model. Numerical examples of a linear and a non-linear model are considered individually to illustrate the e ciency and applicability of the proposed algorithm. The program is written in C++ with double precision on computations and executed on a Pentium PC. where V is a vector of the depth-averaged advective velocities in x; y directions respectively; is the sea water surface elevation; H is the total depth of sea level, such that H = h + ; h is the mean depth of sea level; g is the gravitational acceleration. As shown in Figure 3 , we generate 205 collocation points in a rectangular channel with length L = 872km, width W = 50km and depth H = 20m, in which 117 collocation points are in the interior, 5 are on the water-water boundary and 83 are on the land boundary.
On the basis of the Multi-zone MQ algorithm, we rst partition the whole region into 4 non-overlapped zones, each of these zones contains 51 to 52 collocation points and they are evenly distributed over each zone. For each computational zone, we include another two sets with about 20 extra interpolation points which are placed in its adjacent and neighbouring zones. Since the wind stress, bottom friction, and coriolis force terms are ignored, the solution corresponds only to the interaction between the incident wave and the re ected waves from the wall at x = L. For the time integration scheme, we adopt the Euler method of second order to discretize Equations (5.28) and (5.29) which yields n+1 = n ? tH fr Vg n + ( t) 2 2 Hg n r 2 o n ; (5.38) V n+1 = V n ? tg fr g n + ( t) 2 2 Hg n r 2 V o n : (5.39) In the computation, the excitation wave period is taken to be 12 hours and the wavelength is calculated to be 605km. To compare the methods with consistency, all results are generated with time step sizes t = 30 seconds and the shape parameter r = 0:815d min . The root-mean-square (RMS) error of the tidal level ( ) and water velocity (u) calculated by global MQ and Multi-zone MQ models in relation to the analytical solution are analyzed. The RMS results of three of the interpolation points N = 87, 99 and 111 which are situated in the central of the basin and the requirement of the computational time (CPU) are summarized in Table 1 By comparing the RMS errors in Table 1 , the error of the computed tidal level and velocities of the global scheme and the multi-zone scheme appear to be of the same order of magnitude. This indicates that the predicted results of the Multi-zone MQ scheme is as good as the global MQ scheme. Regarding the computational e ciency, Multi-zone MQ performed more e ciently with a saving of 61% in CPU time comparing to the global MQ scheme.
Case 2: a non-linear water ow model
A hypothetical model is studied in case 1 where the analytical solution is available to compare with the computed solution. In this case, the application of the Multizone MQ scheme is applied to a real-life model. We use Tolo Harbour of Hong Kong as a reference test case for a two-dimensional non-linear hydrodynamic model. MQ 16 scheme has been successfully applied to solve a system of water quality equations to this harbour with 260 data points in our previous study 6]. The construction of the Multi-zone MQ scheme is based on the same set of data points. These 260 data points are distributed evenly as indicated in Figure 4 . We choose N = 260 collocation points in the whole domain of which 23 are on the water boundary; 107 are interior points and 130 are on the land boundary. The tide and wind stress data are obtained from the Observatory of Hong Kong. Both tide and wind data are the average hourly observed data at the tide gauges. The location of two tide gauges are indicated in Figure 4 . To satisfy the water-water boundary condition as de ned in Equation (2.2), the input surface elevation n on water-water boundary is estimated using the equation suggested by the Observatory of Hong Kong given as n (x i ; y i ; t) = (t + T COR i ) + H COR i (5.41) for i = 1; 2; ; 23; (5.42) where (t) is the actual tide data measured at a tide gauge, T COR i is the time correction parameter, H COR i is the tide level correction parameter. The model is tested using the multi-zone decomposition scheme with ve and seven zones. Each computational zone consists of roughly a same number of collocation points with 80 to 90 points in 5-zone model and 60 to 70 points in 7-zone model in the set (W k B k S k ). To reduce the spurious oscillation caused by the two islands in the harbour, we specially assigned more points in the zone containing these two islands. Figures 5 to 9 show the allocation of data points in the model of 5 zones. In the gures, the notations denotes points in W k , r denotes points in B k and 2 denotes points in S k . The performance of the multi-zone decomposition MQ scheme exhibits reasonable stability and accuracy throughout the three months simulation period. Figure 10 shows the comparison of the computational results between the global MQ and the multi-zone MQ in 260 collocation points for the period between 23 February 1991 and 27 February 1991.
In order to investigate the e ect of density of data points on the performance of the global MQ simulation, we repeat the simulation with several sets of data points ranging from 260 to 200. We removed a number of points at a time from the regions with small height gradient that are not close to the open sea and land boundaries. These removed points should have the least impact on the simulated results, because the rate of change of water ow is considered to be insigni cant there.
In view of the numerical experiments when using time step t = 30 seconds and a constant r = 0:815d min , the results indicate that the performance of the global MQ model degrades gradually with smaller number of data points. It becomes signi cantly unsteady with model of less than 200 data points. Table 2 compares the observed data at Ko Lau Wan tide gauge with the simulated results of the various models. Both the root-mean-square error and absolute maximum error are presented. The simulation is carried out for a total number of hours T n = 2036 with time step size of 30 seconds.. The CPU time for 10 3 time steps is also shown in Table 2 . By comparing the rootmean-square error, it is observed that the accuracy of the Multi-zone decomposition MQ models are very close to global MQ with 260 data points. Multi-zone decomposition can e ectively reduce the computational time by 42% in 5 zones and 51% in 7 zones with only an relative computational error of around 4% when compare with the global MQ result in 260 data points. On the other hand, the global MQ with 210 collocation points produced a relatively large RMS error. In spite of the computational time is considerably reduced with less collocation points, numerical experiments show a deterioration of computational accuracy. The eddy and ood velocities of the multi-zone decomposition MQ in 5 and 7 zones are compared with those results of the global MQ with 260 points in Figures 11, 12 and 13. These gures show that there are no signi cant di erent in the overall pattern of the current velocities between these three models. It indicates that smoothness in distribution of velocities across zone boundaries can be maintained in the Multi-zone MQ models. Since there is no regular monitoring of the current velocities in the Tolo Harbour, the prediction of the current velocities can not be veri ed precisely at a single 19 point. However previous eld measurement of the current ow is recorded averagely of 10 cm/sec in the channel and has a poor ushing rate in the inner harbour, which is consistent with the numerical predictions.
Conclusion and Discussion
The application of the multi-zone decomposition technique to the Multiquadric scheme has been described and successfully applied to solve a linear and a non-linear twodimensional hydrodynamics model. In the example of model in Tolo Harbour, the region under study with 260 data points was divided into 5 zones and 7 zones respectively. The numerical results and the computing time were compared with those results from the global MQ in a single domain. The multi-zone MQ model has shown to be an e cient scheme with a saving of more than 40% and 50% of computational time in the 5-zone and 7-zone respectively. Our analysis also shows that the accuracy of the proposed scheme was comparable to that of using one single domain. The scheme also reduced the chance of a ill-conditioned problem by the reduction of the size of the full coe cient matrix to be solved. The proposed scheme will make the Multiquadric method more feasible for the solving of large-scale or 3-dimensional problems. The method also leads itself well to parallel computation with multiple processors, where parallelization across zones are possible. This parallel processing approach is currently under investigation by the authors. 
