In the simple assignment problem, there are n processors, m tasks, and a relation between the processors and tasks; this relation indicates the ability of the processor to perform the task. When the processors fail independently with known probabilities, two performance issues arise. First, with what probability can the operating processors all be kept busy? Second, with what probability can the operating processors perform the same number of tasks that all processors could? We formulate these questions on the underlying transversal matroid. We rst prove that counting minimum cardinality circuits in this matroid is #P-complete, and hence that both questions are also #P-complete. Secondly, we devise a factoring algorithm with series and parallel reductions to compute exact solutions of the above problems. We then outline some e cient strategies for bounding the probabilities.
Introduction
Consider a multiprocessor system having a set C= c 1 ; c 2 ; : : :; c n of processors available for executing a set T= t 1 ; t 2 ; : : :; t m of tasks at a certain time. During a time interval of interest, a processor c i operates with a certain probability p i independent of other processors. Each processor is capable of executing a certain subset of tasks in T, depending on its hardware con guration. However, during the time interval of interest a processor can only be assigned 1 to execute at most one task. The situation can be modelled by forming a bipartite graph B on vertices C representing processors and T representing tasks. Vertices c i and t j are adjacent if and only if processor c i is capable of performing task t j . A valid assignment of processors to tasks corresponds to a matching in B. (For background on matchings, see LP86]). we denote the cardinality of a maximum matching in B by r(B). There are two natural goals: to maximize processor utilization, and to maximize throughput (the number of tasks performed). To achieve both, we choose an assignment that is a maximum matching; we denote the cardinality of such a matching by r(B). Two simpli ed reliability problems now arise. First, what is the probability that the operating processors can still perform r(B) tasks? And what is the probability the operating processors can all be assigned tasks simultaneously? We refer to the two problems as the task-reliability (TRel) and the processor-reliability (PRel) problems, respectively.
Before formulating these questions more precisely, it is perhaps important to remark that the simple model introduced here omits more information that is essential in practical multiprocessor scheduling, most importantly time-dependent behaviour. Nevertheless, it captures the basics of the scheduling problem at one instant of time.
De ne a state to be a subset S of the processors; we interpret that all processors in S are operating, while all others have failed. A state S is processor-operational if all processors in S can be assigned tasks simultaneously; in other words, the processors of S form the endvertices of edges in some matching of B. In this case, S is a matchable set. A state S is task-operational if using processors in this state, r(B) tasks can be assigned; in other words, S contains at least a matchable set of cardinality r(B).
The set of matchable sets in a bipartite graph form the independent sets of a matroid, the transversal matroid TM(B). A basis of this matroid is precisely a matchable set of cardinality r(B). Now if a state S is task-operational, S contains a base of TM(B). The task-operational states are precisely the sets that span TM(B) (i.e., those that contain at least a basis of TM(B)). Equivalently, S is a subset of a dual basis of TM(B), and hence the task-operational states are precisely complements of the independent sets in the dual of TM(B). Duals of transversal matroids form a special class of linking systems Sc79] called strict gammoids (see for example Mc72] , IP73] and Br87]), and hence we denote the dual matroid by SG(B). Now we can formulate our reliability questions precisely. Two classes of reliability problems are of interest. In the general problem the operational probabilities of the elements in E are speci ed by a vectorp. The special problem where all elements operate with the same probability p is called a functional reliability problem. Given a matroid M = (E; I) having a rank function r(M) with jEj = n, the independence polynomial Ind(M; p) is the polynomial P i=r i=0 F i p i (1 ? p) n?i , where F i is the number of independent sets of cardinality i in M. The span polynomial Span(M; p) is the polynomial P i=n i=r S i p i (1 ? p) n?i , where S i is the number of sets of cardinality i that contain a basis of M. By duality, Ind(M; p) = Span(dual(M); 1 ? p).
For the functional reliability problems, we de ne the processor reliability PRel(B; p) to be Ind(TM(B); p); this is precisely the probability that the operating processors form a matchable set. Similarly, we de ne the task reliability TRel(B; p) to be Span(TM(B); p); again, this is the probability that r(B) tasks can still be performed. Computing processor and task reliabilities are precisely the problems we introduced earlier. In the general case, the Span reliability of M, denoted SRel(M;p), is the probability of obtaining a spanset of M. Thus, TRel(B;p) is just SRel(TM(B);p), and by duality, PRel(B;p) (the Independence reliability IRel(TM(B);p)) is SRel(dual(TM(B)); 1?p), where 1 is a vector of 1's of length jEj.
Naturally, this translation to the matroid domain does not make the problems any easier; however, it does suggest employing techniques that have been useful in other matroid reliability problems. The primary example of this is the network reliability problem. Given a graph G = (V; E) in which edges operate independently with probability p, the functional all-terminal reliability is the polynomial Span(Gr(G); p) where Gr(G) is the graphic matroid of G; more usually, this is formulated as Ind(Cog(G); 1 ? p) where Cog(G) is the cographic matroid of G. A very large literature exists on network reliability; see Co87] for an introduction. In particular, a number of results on all-terminal reliability rely on matroid structure, and one can therefore hope to extend them to our problems here.
Before returning to processors and tasks, it is worth remarking on a further matroid reliability analysis problem, suggested in CP89]. What is Ind(Gr(G); p)? It is the probability that the operating edges of G form an acyclic subgraph, and hence that the failed edges form an edge feedback set (set of edges whose removal destroys all cycles) for G. Thus Ind(Gr(G); 1 ? p) is the probability that the \operating" edges form an edge feedback set.
While we know of no concrete application for such a reliability computation, we expect that it may prove useful.
In the following, we consider the four matroid reliability analysis problems: task reliability, processor reliability, all-terminal reliability and acyclicity. We assume throughout that the matroid is presented as the corresponding graph.
Counting Independent and Spanning Sets
Determining any independence polynomial exactly amounts to determining each of its coecients exactly (see for example PB83]). If any coe cient is di cult to compute, so therefore is the polynomial. Let us rst determine what information can be extracted from an independence polynomial. One can determine the rank r and the number of bases F r of the matroid. One can determine the total number of independent sets. Now suppose that c is the cardinality of a smallest circuit of the matroid. For i < c, we must have F i = n i . If there are C c circuits of cardinality c, F c = n c ? C c . Hence from the independence polynomial, we can determine c and C c .
For cographic matroids, determining the number of bases is just counting spanning trees. The circuit size c is just the edge-connectivity of the graph. Finally, Bixby Bi75] and Lomonosov and Polesskii LP72] show that C c is polynomially bounded (in fact, DKL76] gives a structural description of the minimum cuts); computing it in polynomial time is then straightforward RC87]. Nevertheless, all-terminal reliability is a #P-complete problem: computing the total number of independent sets is #P-complete PB83].
For graphic matroids, counting bases is counting spanning trees. Determining c is computing the girth (the size of the shortest cycle) of the graph. Determining C c , the number of shortest cycles, seems not to have been addressed; we outline an e cient algorithm here. First suppose c is even. Every shortest cycle contains c=2 pairs of vertices at distance c=2 in the graph. To count shortest cycles, for each pair of vertices at distance c=2, nd all paths of length c=2 between these two vertices. These paths are necessarily internally vertex-disjoint since the girth is c. Hence there are O(n) such paths, and any two form a c-cycle giving O(n 2 ) c-cycles for this pair. Hence the total number of c-cycles is O(n 4 ). (This is best possible; K n;n has n 2 (n ? 1) 2 =4 4-cycles). When c is odd, pick a pair of vertices at distance (c ? 1)=2. This short path is necessarily unique. A cycle is completed by any path of length (c + 1)=2; since there are O(n) candidates for such a path, there are O(n 3 ) shortest cycles in total. (This is also best possible, upon consideration of the complete graph). The factoring technique of RC87] can be applied to compute the exact number C c in polynomial time given these bounds on the magnitude. Perhaps surprisingly, for graphic matroids it does not appear to be known that computing the independence polynomial is computationally di cult.
Finally, we return to our main interest: transversal matroids. The main result we obtain in this case follows: Theorem 2.1: Given a bipartite graph B, determining the minimum cardinality of a circuit of TM(B) is NP-hard, and counting circuits of speci ed cardinality is #P-complete.
Proof:
We reduce the k-clique problem, k 3, to the circuit problem in polynomial time. An instance of the clique problem is a graph G = (V; E) and an integer k. Now let`= It is worth remarking that Theorem 2.1 establishes a complexity result of independent interest. We de ne a Hall set to be a set of vertices that is matchable to a unique set of vertices in the other class of the bipartition. Hall sets arise in algorithms for nding maximum matchings LP86]. By incrementing`by one in the proof of Theorem 2.1, we obtain Corollary 2.3: Counting Hall sets of minimum cardinality is #P-complete.
Next we turn to task reliability. We expect that counting circuits is di cult here as well; this amounts to counting cocircuits (\cutsets") given the bipartite graph. However, no result of this type is known. Nevertheless, we can prove the following simple lemma: Lemma 2.4: Provided that equal operation probabilities are not stipulated, computing processor reliability is polynomially reducible to computing task reliability. Proof:
Given a bipartite graph B = (X Y; E) in which elements of X represent processors that operate with known probabilities, we construct a graph B 0 as follows. One class of the bipartition is X. The other contains Y and jXj vertices X 0 = fx 0 : x 2 Xg. Vertices in Y are assigned operation probability 1. Each vertex x 0 is assigned 1 ? p x , where p x is the operation probability of x in B. Edges in B 0 between X and Y are as in B; edges between X and X 0 are all edges of the form fx; x 0 g for x 2 X. In B 0 the elements of Y X 0 represent processors and r(B 0 ) = jXj.
To complete the proof we show that processor reliability in B is task reliability in B 0 . This follows from the following remarks: Performing contractions on the nodes of Y in B 0 leads to the strict gammoid SG(B); however, this proof enables us to convert among transversal matroids, providing not all vertices need have the same operation probability.
At this point, we conclude that both task and processor reliability are computationally di cult problems. Hence we are left with serious problems: rst, can we extend the well known class of graph factoring algorithms (see Co87] for a background) to solve our present problems on matroids? Second, can we approximate, or bound, the reliabilities e ciently? We devote the remainder of the paper to the above questions.
The Factoring Algorithm
Using common reliability terminology, we call the system (M;p) a probabilistic matroidal system. The bases and the spansets of M are called minpaths and pathsets, respectively, of the system. To simplify notation, p denotes a vector of probabilities throughout this section.
We also need the following de nitions on matroids (e.g. see We76]). Let M = (E; I) be a matroid and X be a subset of E. The matroid obtained by deleting X is denoted M ? X, M?X = (E ?X; I d ) where I d contains all subsets of E ?X that belong to I. The matroid obtained by contracting X is denoted M X (the notation M=X is also a common notation for the contracted matroid). If X = feg, where e is an element in some basis of M, then a set I is a basis of M X if and only if I feg is a basis of M. In general, the rank of a set S in M X is given by r M X (S) = r M (S X) ? r M (X). The order of deleting a subset X of elements and contracting another disjoint subset Y to form a minor is immaterial.
A pivotal decomposition of the pathsets of M with respect to e is a partitioning into two disjoint subsets depending on whether or not e appears in a pathset. Hence 
Series and Parallel Reliability Transformations
The SP-factoring algorithm reduces the work done by performing series and parallel reliability reductions whenever possible. To set a background, recall that a bridge in M is an element that is contained in every basis and a loop is a circuit of one element. Two elements e 1 and e 2 are in series if e 2 is a bridge in M ? e 1 . Similarly, two non-loop elements e 1 and e 2 are in parallel if e 2 is a loop in M e 1 . Series and parallel relations are symmetric and transitive. Degenerate cases where any two non-loop elements of M are in series or in parallel occur when r(M) = jEj and r(M) = 1, respectively. The above de nition of series elements extends the classical de nition of series edges in a graph, when applied to its forest matroid. For example, any two edges in a graph that form a cut-set are now considered in series. The following lemma speci es the exact transformations used.
Lemma 3.1: Let (M; p) be a probabilistic matroidal system and x and y be two of its elements.
1. The Series Reduction: if x and y are in series then contract x and assign the new probability p 0 y = p x p y = , where = p x + p y ? p x p y , to y; call the resulting probability vector p 1 . Now, SRel(M; p) = SRel(M x; p 1 ).
2. The Parallel Reduction: if x and y are in parallel then delete x and assign the new probability value p x + p y ? p x p y to y; call the resulting probability vector p 1 . Then SRel(M; p) = SRel(M; p 1 ).
Proof: Straightforward by using x and y as pivots in equation 1. 2
We now outline the important steps in an SP-factoring algorithm that performs reductions before and after each pivoting step. As shown below, four input parameters are used to specify a minor M 0 of a given matroid M and its associated probability vector p 0 to the function SRel. M 0 is assumed to be obtained from M be contracting E c E c 1 . Denote by 1 the product of the operation probabilities of all contracted bridges and the parameters from any possible series reductions. If no bridge contraction or series reduction has been applied then set 1 = 1. 
End.
A measure of the e ciency of this algorithm is the number of calls to SRel; these calls can be represented in a binary \computation tree", denoted T SP (M). Hence, an equivalent measure is the number of leaves in this computation tree.
Recognizing Series and Parallel Reductions
An e cient strategy for identifying series and parallel elements throughout the algorithm follows from the three points mentioned below. The method requires an e cient method for computing the rank function of the given matroid M to decide whether any two given elements x and y are in series or in parallel in a minor M 0 , M 0 = (M ? Correctness of the above remarks follows immediately from the de nitions. Finding a possible pair of series or parallel elements can then be accomplished by testing all possible pairs of elements. Since testing any such pair requires a xed number of evaluations of the rank function, one can easily obtain the following timing result. Lemma 3.2: Let M be a matroid on n elements whose rank function can be computed in O(f(n)) time, for some function f(n), and let M 0 be one of its minors. One can decide whether a pair of the n 0 elements of M 0 is in series or in parallel in time O(n 2 0 f(n)).
In the case of the underlying transversal matroid M of a bipartite graph B = (T; C), the rank of a subset S of C is the size of a maximum matching in the subgraph induced by (T; S). Maximum matchings in bipartite graphs can be computed in O(n 2:5 ) time HK73]. The same algorithm can be used to compute the rank of any subset S in the dual matroid M of M using r M (S) = jSj ? r(M) + r M (E ? S).
Performance of the Algorithm
In general, the number of nodes in a computation tree generated by the factoring algorithm grows exponentially with the number of elements in the system. However, by a careful choice of the pivoting elements one may obtain substantial improvements for systems that can be greatly reduced using series and parallel reductions. To gain more insight into the situation, we start by recalling that an upper bound on the minimum possible number of leaf nodes of T SP (M) can be obtained by evaluating any invariant function f(M) that obeys In a search for a more useful function, Satyanarayana and Chang SC83] have studied the domination function on graphs with remarkable results. The de nition of such a function, as will be shown shortly, depends on the set of minpaths de ning the reliability problem under consideration. For the K-terminal reliability problem, SC83] have shown that the domination function satis es conditions (A-i) and (A-ii) above. Moreover, it is invariant under parallel reductions and a special type of series reductions. Other extensions of such results appear in AS84] and Wo85]. We also refer the reader to AB84] for a related survey. Our main results in this section is to show that similar results hold for the domination function de ned with respect to the span reliability of matroids.
For convenience, we start by reproducing some de nitions from SC83] and AB84] when applied to a matroid M. An element e is said to be irrelevant if it is not contained in any minpath (base), otherwise, it is relevant. A formation of a subset E 0 of elements having no irrelevant element is a set of minpaths whose union is E 0 . A subset may have no formation if at least one of its elements is irrelevant. In general, there can be more than one possible formation for E 0 . A formation is odd or even depending on whether the number of its elements (minpaths) is odd or even. The signed domination of E 0 with respect to the set Bases(M), denoted sdom(E 0 ; Bases(M)), is the number of odd formations minus the number of even formations. If E 0 does not have any formation then its signed domination equals zero. The domination of E 0 , denoted DOM(E 0 ; Bases(M)), equals the absolute value of the signed domination. For convenience, let sdom(M) (DOM(M)) denote sdom(E; Bases(M)) (DOM(E; Bases(M)), respectively).
From the above de nitions, it is immediate that the DOM function satis es condition (A-ii) above for matroids. To show that it obeys the deletion-contraction rule we use an elegant result of Barlow Ba82] (mentioned also in AB84]) on the signed dominations of coherent systems, where De nition. A coherent system is a pair (E; ) where E is a nite set of elements and = fP 1 ; : : :; P k g is a family of subsets of E such that (B-i) no P i is contained in another member of the family and
Naturally, we will use for the minpaths of a matroid. Following AB84], a pivotal decomposition of the set using an element e yields the two subsets ( e) = fP i je = 2 P i and P i 2 g and (e) = fP i je 2 P i and P i 2 g corresponding to the cases where e is failed and e is operating, respectively. The system (E ? e; ( e)) associated with the set ( e) might not be coherent since P i 2 ( e) P i might be a proper subset of E ? e. The system (E ? e; ( ? e)) corresponding to e operating is de ned as follows. First, let ? e = fP 1 ? e; : : :; P k ? eg. Second, let ( ?e) be the set simpli cation of ?e, that is ( ?e) is obtained from ( ?e) by omitting a set P i ? e if it contains another set P j ? e. For example, if ? e = f(1; 2); (1)g then ( ? e) = f(1)g. Barlow' s signed domination theorem can now be stated sdom(E; ) = sdom(E ? e; ( ? e)) ? sdom(E ? e; ( e)) (4) If the system (E; ) fails to satisfy condition (B-ii) then E has no formation, the left hand side of equation 4 is, by de nition, zero, and the two terms on the right hand side are equal.
Our objective now is to show that a specialized form of equation 4 exists for matroids, using the contraction and deletion operations. Clearly, for a matroid M and one of its nonbridge elements e, if ( e) = fP i je =Lemma 3.3: Let M be a matroid and e be one of its elements then (E ? e; Bases(M e)) = (E ? e; (Bases(M) ? e)):
Proof:
We show that Bases(M e) = (Bases(M) ? e). The statement follows easily if e is a loop. So, assume that e is a not a loop. If P 2 Bases(M e) then P + e 2 Bases(M) and hence P 2 Bases(M) ? e. Moreover, there is no element in Bases(M) ? e that is contained in P, so P 2 (Bases(M) ? e). Now, assume that P 2 (Bases(M) ? e). Two possibilities arise: (1) P + e is a basis of M and (2) P is a basis of M and e = 2 P. In the rst case, P 2 Bases(M e) follows by de nition. The second case leads to a contradiction. To see this, note that for some element x in P the set P + e ? x is a basis of M, this implies that P ? x 2 Bases(M) ? e. But P ? x P, contradicting the assumption that P 2 (Bases(M) ? e). 2
Barlow's result then implies:
Lemma 3.4: Let M be a matroid and e be one of its elements then
where sdom M (M ? e) = sdom(E ? e; Basis(M)) (= sdom(M ? e) if e is not a bridge). 2. Statement (2) follows easily from the proof of part (1). 2
A second immediate consequence of equation 5 is that the value of the domination function is preserved under parallel reductions since for any two parallel elements x and y, sdom(M x) = 0. Thus, the number of leaves of a tree T p (M) resulting from a P-factoring algorithm is exactly DOM(M). In this latter case, a T p (M) tree obtained by choosing at each step a pivot that results in two substructures having nonzero dominations has the minimum possible total number of nodes. Any element whose contraction does not create a loop satis es this requirement.
On the other hand, domination is not in general invariant under series reductions. Satyanarayana and Chang, however, identi ed a special case of series reductions in which a similar statement on T s (M) holds. The special case arises in computing the K-terminal reliability of a graph G having a vertex v of degree 2, v = 2 K, incident to two edges e and e 0 . Here, DOM(G ? e) = 0 since e 0 becomes irrelevant. Hence, domination is preserved under this type of reductions. Naturally, the same argument does not hold for any vertex v, v 2 K, of degree 2. An analogous situation does not seem to apply for the TRel or the PRel problems.
Packing Bases and Circuits
One main strategy for obtaining bounds is to attempt to bound each coe cient of the independence polynomial. The most powerful current method known that applies to matroids is due to Ball and Provan BP82] . However, one of the primary required pieces of information in the upper bound is the size of a minimum cardinality circuit. In view of Theorem 2.1, then, we do not expect to nd useful upper bounds here; this contrasts with network reliability where the Ball-Provan bounds are among the best e ciently computable bounds currently available. For lower bounds, application of the Ball-Provan method requires knowledge of the number of bases. At present, no e cient algorithm is known for counting bases in transversal matroids. Hence we resort to other techniques.
Let M = (X; I) be a matroid. A packing of M by bases (circuits) is a collection of disjoint bases (resp., circuits) of M. Suppose that X 1 ; : : :; X s is a packing of M with bases. If any basis operates, the overall state must be operational; since the bases chosen are disjoint, they operate independently. Hence we have that The above inequality has been derived and used for graphic matroids in Po70]; see Co87] for some generalizations to other reliability problems on graphs. Any packing by bases leads to a lower bound on the independence probability; close inspection shows that a better bound is obtained by taking more bases. Using Edmonds's matroid partition algorithm Ed65], we can pack with the maximum number of bases e ciently. Thus for any matroid reliability problem, we can obtain an e cient lower bound. Remark that lower bounds on span probabilities lead to lower bounds on independence probabilities in the dual, and vice versa. One very important remark here is that the method can be applied even when operation probabilities are allowed to be di erent.
A similar strategy can be applied to packings by circuits. Let C 1 ; : : : ; C t be a packing by circuits. If all elements in any one of the circuits are chosen, the set cannot be independent. We have
Other types of upper bounds in this direction appear in Lo74] (see also Co87]). Once again, any packing by circuits gives an upper bound that is computable e ciently. However, nding packings with the most circuits is apparently much more di cult. For graphic matroids, this is the problem of edge-partition into cycles, and is known to be NP-hard Ho81]. For cographic matroids, the problem is edge-packing by network cutsets, and is also known to be NP-hard Co88] . No previous research on this problem for transversal matroids has been done; however, the problem is hard here as well: Theorem 4.1: Deciding whether a transversal matroid (presented as a bipartite graph) can be packed with at least m circuits is NP-hard. Proof:
Holyer Ho81] proves that, for any xed k 3, determining whether a graph can be edge-partitioned into k-cliques is NP-hard. Colbourn Co84] used Holyer's method to show that determining whether a tripartite graph has an edge partition into triangles is NP-hard. Suppose that such a graph has tripartition X Y Z, and edge set E = E XY E XZ E Y Z (with the obvious interpretation). Form a bipartite graph B with one class being X Y Z, and the other containing E together with E 0 XY , a second copy of the edges in E XY . A vertex and an \edge", primed or not, are adjacent in B if they are incident in the original graph. Let TM(B) be de ned on the set E E 0 XY .
The minimum size of a circuit in TM(B) is four and TM(B) can be packed with at least jE E 0 XY j=4 disjoint circuits if and only if every circuit is of the form ffx; yg; fx; zg; fy; zg; fx;yg 0 g. Now, such a packing of TM(B) with circuits is precisely an edge-partition of the original graph into triangles. 2
In all of these cases, one can still obtain useful bounds by adopting a greedy strategy to construct a packing by circuits; however, the complexity results limit the accuracy one can hope to achieve by such heuristics.
Concluding Remarks
In this rst study of reliability in assignment problems, we have found a number of striking similarities with the network reliability problem. Largely, these are a consequence of the matroid structures of the problems, and hence we have highlighted that structure here. As a direct consequence, we have been able to devise a factoring algorithm with series and parallel reductions. We recall that the class of matroids in which each member can be constructed using series and parallel extensions have been studied in Br71] as a generalization of the well known class of series-parallel graphs; Ox86] mentions some interesting relations along this line. We have also encountered some important di erences. The biggest di erence is the di culty of determining the size and number of minimum circuits.
Some other reliability problems that can be analyzed in a similar way are now in order. Consider the problem of scheduling a set of tasks on a single processor system. Each task is assumed to require one time unit and has a release time r i and a deadline time d i , d i > r i . Each task is available to the processor with a given probability. The situation can be formulated on a bipartite graph having an edge between a vertex i representing the ith time unit of the processor and a task t i if r i i d i .
Here, the TRel problem corresponds to computing the probability of nishing the maximum possible number of tasks before the deadlines. Equivalently, it is the probability of using the maximum number of time slots, and hence keeping the processor as busy as possible. Similarly, PRel corresponds to the probability that each available task can be completed on time.
Second, we observe that our assignment problem can be extended to model a situation where processors require di erent classes of computational resources (R 1 ; R 2 ; : : : ; R k ) to operate. Such resources may correspond for example to the availability of adequate space in the hierarchy of the memory system. A computing element can only produce a useful work if it is operational and is matched to a job and a computational resource in each of the k classes. It then follows that a set of processors is active if each processor can be matched in each of the bipartite graphs (C; J), (C; R 1 ), : : :, (C; R k ). The resulting structure is the intersection of k + 1 transversal matroids; this case warrants more research.
Despite the inherent complexity of assigning tasks to unreliable processors, we have been able to develop e ciently computable bounding methods for task and processor reliability. We expect that the development of improvements on the methods here would be fruitful, both in theoretical questions on transversal matroids, and practical concerns with task-processor assignment.
