A : This paper is about a shape optimization problem related to the Dirichlet Laplacian eingevalues in the Euclidean plane. More precisely we study the shape of the minimizer in the class of open sets of constant width. We prove that the disk is not a local minimizer except for a limited number of eigenvalues.
Introduction
The shape optimization of the eigenvalues of an elliptic operator is an old problem. Lord Rayleigh considered the Laplacian operator with Dirichlet boundary conditions in his book "Theory of sound" [1] . He stated that among sets of fixed measure, the disk minimizes the first eigenvalue in the Euclidean plane. The proof of this statement came later simultaneously and independently by G.Faber 1923 [2] and E. Krahn 1924 [3] . A natural question is the optimal shape for the other eigenvalues. The second eigenvalue was studied by E. Krahn [3] , Szegö [4] and I. Hong [5] who proved that the minimum among sets of constant measure is the union of two identical balls. Next, S.A. Wolf and J.R. Keller [6] proved that, for the third eigenvalue, the disk is a local minimum among sets of constant measure in the plane. The global minimizer remains nowadays an open problem even it is conjectured that the disk is the global minimizer and all numerical computations show that. Recently, A.Berger [7] proved that except the first and the third ones, no eigenvalue can be minimized by the disk.
Our paper is focused on the minimization of the eigenvalues of the Dirichlet Laplacian in R 2 with a different constraint: we assume that our sets have constant diameter. Indeed we study the following shape optimization problem:
where (λ κ (Ω)) k∈N * denotes the eigenvalue of the Dirichlet-Laplacian, D(Ω) denotes the diameter of Ω and α ∈ (0, +∞). We explicitly observe that our problem is equivalent to min{λ κ (Ω), Ω ⊂ R N open set of constant width α},
since an arbitrary set is contained in a set of constant width of the same diameter.
After proving the existence of a solution to problem (1) for every κ ∈ N * , we show that the ball is the solution for problem (1) when κ = 1. Then we study the local minimality of the disk for problem (1) , in the spirit of [7] and [6] . Our results are:
1. for κ ∈ {1, 3, 5, 8, 12, 17, 27 , 34, 42}, the disk is a local minimizer (for smooth deformations) for problem (1).
2. for κ ∈ N * \ {1, 2, 3, 4, 5, 7, 8, 11, 12, 16, 17, 26, 27, 33, 34, 41, 49 , 50} the disk is not a local minimizer for problem (1).
We were not able to answer to the question of the local minimality of the disk for the cases κ ∈ {2, 4, 7, 11, 16, 26, 33, 41, 49; 50}.
The paper is organized as follows. In section 2, we recall some definitions and properties for DirichletLaplacian eigenvalue and their continuity with respect to the γ− convergence and the Hausdorff convergence. After that, we introduce also the notion of convex body with constant width. In section 3 we prove the existence of a solution to problem 1 and we study the optimal domain for λ 1 and λ 3 . In section 4, we define a smooth deformation of the disk among open sets of constant width and we write the polar parametrization of this family from Gauss parametrization. Section 5 is devoted to the computation of the asymptotic expansion of the eigenvalues, with respect to our deformation of the disk. We distinguish two cases: simple eigenvalue and double eigenvalue. Finally, in section 6, we prove the main results of this paper by giving the eigenvalues locally minimized by the disk (Theorem 6.1) and the eigenvalue which are not minimized by the disk (Theorem 6.4).
Preliminaries
Let Ω be a bounded open set of R N and let us denote by 0 < λ 1 (Ω) ≤ λ 2 (Ω) ≤ λ 3 (Ω) ≤ · · · the eigenvalues of the Laplacian with Dirichlet boundary conditions. The corresponding eigenfunctions u 1 , u 2 , u 3 , . . . satisfy (in a variational sense)
We recall that, by the classical min − max formula of Courant and Fisher for eigenvalues, the following monotonicity for the inclusion holds:
We recall two famous theorems which we are going to use in the sequel. For the proofs, see respectively [8] and [6] .
Theorem 2.1 (Faber-Krahn) .
where B is the ball of volume 1.
Theorem 2.2 (Wolf-Keller). λ 3 is locally minimized by the disk among the sets of constant measure.
To prove existence of minimizers for eigenvalues, we obviously need continuity of eigenvalues with respect to the domain. Let us recall some definitions and theorems used in the sequel.
Definition 2.3 (Hausdorff distance)
. Let K 1 and K 2 be two non-empty compact sets in R N . We set
Then the Hausdorff distance of K 1 and K 2 is defined by
For open sets, we define the Hausdorff distance through their complementary: 
The support function σ C (n) is the distance of the support line D ϕ given by the equation cos(ϕ)x + sin(ϕ)y = h C (ϕ) from the origin, where (x, y) are the coordinates of a point in the Euclidian plane.
For more details about the support functions see [10] and [11] .
The support function of a convex C ⊂ R 2 is of class C 1 in R 2 \ {0} if and only if C is strictly convex. In this case, the boundary ∂C can be described as follows:
where the prime denoted the differentiation.
If h C is of class C 1,1 , h C exists almost everywhere by Rademacher's theorem. The quantity ρ = h C +h C is the positive radius of curvature of the boundary of C.
A convex body is a nonempty compact convex subset of R N . The following lemma gives an important property of convex bodies.
Since conv(Ω n ) and Ω are convex. By theorem 2.6, conv(Ω n ) converges to Ω in the γ-convergence sense . In particular, for all fixed κ, λ κ (conv(Ω n )) converges to λ κ (Ω) by the γ-continuity of eigenvalues (see theorem 2.6).
We notice that the limit Ω is a "true" domain (i.e., it is not the empty set). Indeed if a minimizing sequence converge to the empty set, then the eigenvalue λ κ goes to infinity, which is absurd.
It remains to prove that D(Ω) ≤ α. By contradiction, we assume that D(Ω) > α. For ε > 0, we can find a compact set
By theorem 2.7, there exists n Kε ∈ N such that K ε ⊂ conv(Ω n ) for all n ≥ n Kε . This implies that D(conv(Ω n )) > α which is absurd.
We recall the isodiametric inequality that we use to prove our first theorem.
Theorem 3.2 (Isodiametric inequality). For all set
where B 1 denotes the unit ball in the Euclidean space R N and |.| is the Lebesque measure.
Proof. [15] , p:69.
where B is the ball of diameter equals to 2.
Proof.
Let Ω be an open set of R N with D(Ω) = 2. Let Ω * be the ball of the same volume as Ω. According to Faber-Krahn's theorem (Theorem 2.1), we have λ 1 (Ω * ) ≤ λ 1 (Ω).
Let B be the ball of diameter equals to 2. By the isodiametric inequality we have |Ω * | = |Ω| ≤ |B|.
Since Ω * is a ball, then Ω * ⊂ B. 
Bodies of constant width obtained by a small deformation of a disk
We are going to study the minimality of Dirichlet-Laplacian in a neighborhood of the disk among open sets of constant width. The question here is how to construct this neighborhood, we shall consider convex bodies of constant width near to the disk. The most confident way is to perturb the support function.
The support function of the unit disk D is given by h D (ϕ) = 1 ∀ϕ ∈ [0, 2π]. We are going to study some sufficient conditions which guarantee that 1 + εf (ϕ) + ε 2 g(ϕ) is a support function, for some functions f , g on [0, 2π[. 
where f (ϕ) = +∞ −∞ a n e inϕ , g(ϕ) = +∞ −∞ b n e inϕ , a −n = a n and b −n = b n . If a n ∈ O(
) and a 2n = b 2n = 0 for all n integers, then there exists a convex body Ω ε of constant width equal 2 such that h = h Ωε .
Proof. It is clear that h is twice differentiable by the assumption a n , b n ∈ O( 1 n 3+α ). It is 2π− periodic by construction and h + h > 0 for small ε. By lemma 2.9, h is a support function of a convex body Ω ε .
Since a 2n = b 2n = 0, one has h(ϕ) + h(ϕ + π) = 2 for every ϕ ∈ R, that is, h is a support function of a convex body with constant width α = 2.
Assumption 1.
We shall, from now on, assume that the sequences a n and b n satisfy the assumptions of lemma 4.1.
In order to calculate the eigenvalues in Ω ε , we need to calculate the radius of Ω ε as the authors did in [1] , [6] and [7] for open sets of fixed measure. We have two possible parameterizations of ∂Ω ε : the parametrization (8) with the support function and the polar parametrization (R(θ, ε), θ).
We are now going to write the last parametrization. Since Ω ε is a convex, it is a star shaped set. Furthermore, according to ([16] 
This implies that the radius R(θ, ε) can be written as Figure 1 : An example of convex body with constant width.
As stated in lemma 2.9, the support function h Ωε is C 2 . Therefore, the boundary of Ω ε is a regular sub-manifold of class C 2 ([10], p:111). Thus the radius R(θ, ε) of the polar parametrization of Ω ε is also C 2 . 
Proof. Let h Ωε (ϕ) = 1 + εf (ϕ) + ε 2 g(ϕ) be the support function of Ω ε satisfying the assumptions of lemma 4.1.
The polar parametrization of Ω ε is given by
For a given ε > 0, we denote R(θ) = R(θ, ε). The exterior normal vector to the boundary of Ω ε is defined by n = 1
The parametrization of Ω ε using the support function is
The exterior normal is
Equations (15) and (17) give
where arg denoted the argument. Therefore,
That implies
Let M be the point defined by ∂Ω ε ∩ D ϕ = {M } (see figure 1 ) where D ϕ is the support line defined with normal vector
By definition of the support function
According to the expression of h Ωε in (11), we can conclude that f (ϕ) = F (θ) and
By an asymptotic expansion of the function f in the neighborhood of θ, we obtain:
Using the same method as above, we obtain:
Replacing in (12), we conclude
Asymptotic expansion of eigenvalues with respect to the radial deformation
The aim of this section is to compute the eigenvalues of the Dirichlet Laplacian on a set of constant width with respect to the radial deformation of the unit disk. Let us first recall the analytic expression of the eigenvalues and eigenfunctions of the Dirichlet Laplacian on the disk.
Theorem 5.1. The eigenvalues and eigenfunctions of the Dirichlet-Laplacian on the disk of radius
where j m,p is the p−th zero of the Bessel function J m .
Proof. See [8] .
We consider the deformation of the unit disk given in section 4. For a given ε ≥ 0, ∂Ω ε is described by the following parametrization
Where a n = ina n , a −n = a n and b −n = b n for all n.
Let us consider an eigenvalue λ of the disk from theorem 5.1. We know that there exist m ≥ 0 and p > 0 such that λ = j 2 m,p . So let as fix them. Now, part VII 6.5 of [17] , pp. 423-426, gives us an expression of the eigenvalues and eigenfunctions of the Laplacian on the new domains. For some more details we can also refer to the [18] ,pp. 155-160 and to [19] for details on the theorem used in [18] . For the following and for the simplicity, let us denoted λ(Ω ε ) = ω 2 and u(r, θ, ε) an associated eigenfunction. Note that even if it is not explicit, they depends on m and p. Since the eigenfunctions given in (18) define a basis and since J −n = (−1) n J n , ∀n, let us write
nĀ n (20) and A n (ε) = δ |n|m α n + εβ n + ε 2 γ n + O(ε 3 ) where δ |n|m is the Kronecker symbol. We deduce that α −n = (−1) For m = 0, we have α m = 0 and
u(r, θ, 0) being an eigenfunction on the disk associated with λ(Ω 0 ) = j 2 m,p . Thus, if we choose α m = 1, the eigenfunction associated to j 2 m,p is u m,p = 2J m (j m,p r) cos(mθ) and if we choose
A result of [19] shows that ω can be written as:
Since λ(Ω ε ) = ω 2 , we obtain
The Dirichlet boundary condition becomes
We remark that ωR = ω 0 + (ω − ω 0 ) + ω(R − 1). Using this in (24) and expanding J n in a Taylor series, we obtain
Using (19) for R, (20) for A n and (22) for ω in the previous equality, we obtain the equation
This equation holds true if and only if the coefficients ahead of ε j , j = 0, 1, 2 are all equal to zero.
We now have to separate the cases m = 0, i.e. simple eigenvalues of the disk, and m > 0, double eigenvalues, and we express ω 0 , ω 1 and ω 2 in terms of (a n ), (b n ), (α n ), (β n ) · · · .
Case m = 0: simple eigenvalues
We give the expression of simple eigenvalue of Dirichlet Laplacian among sets of constant width near to the disk, by assuming that a l = 0 for l odd.
Lemma 5.2. With the previous notations, if λ(Ω
Proof. Term in ε 0 0 = α 0 J 0 (ω 0 ), and as α 0 = 0 thus ω 0 = j 0,p .
Term in ε
Thus α 0 J 0 (ω 0 )ω 0 a n +β n J n (ω 0 ) = 0 for n = 0, and
Jn(ω 0 ) ω 0 a n , for n = 0 and ω 1 = 0.
Term in ε 2
Using ω 1 = 0 and
Then, by assumption 1:
Therefore,
, we obtain
In conclusion, replacing ω 0 , ω 1 and ω 2 by these values in (23) we deduce (31).
Case m > 0: double eigenvalues
We give the expression of double eigenvalue of Dirichlet Laplacian among set of constant width near to the disk, by assuming that a l = 0 for l odd.
Lemma 5.3. With previous notations, if λ(Ω
Proof.
For j = m, we have
Term in ε 2
By using ω 1 = 0:
For the m-th coefficient, we have J m (ω 0 ) = 0 and a l = i l a l , then
We have that
Using the previous expression of β j ,j = m and with a 0 , a 2m = 0, we deduce that
Thus,
−ina −n and a −n a n = n 2 a −n a n = n 2 |a n | 2 .
Finally we have:
Similarly for −m,
By using the previous expression of β l , we deduce
and with
we have
Thus, since ω 2 ω 0 = Γ + Υ = Γ + Υ = Γ + Υ so ω 2 ω 0 ∈ R and ω 2 ∈ R. Furthermore, Γ ∈ R, so Υ ∈ R, and, in particular, Υ = ±|Υ|.
In conclusion, replacing ω 0 , ω 1 , ω 2 by these values in (23) we deduce lemma 5.3.
Results about the local minimality of the disk in a smooth neighborhood
Each (a n ) and (b n ) verifying the assumption 1 correspond to a convex body of constant width denoted Ω ε . In the previous section, we obtained asymptotic development of the eigenvalues λ(Ω ε ) with respect to a small deformation of the disk. We should now to compare λ(Ω ε ) and λ(Ω 0 ). Now, if we find some families (a n ) and (b n ) such that λ(Ω ε ) < λ(Ω 0 ), then we can deduce that the disk is not a local minimizer for the corresponding eigenvalue. Otherwise, if for all a n and b n verifying the assumption 1 we get λ(Ω ε ) ≥ λ(Ω 0 ), then the disk is a local minimizer for the corresponding eigenvalue. Also, there are some eigenvalues for which we can not conclude if the disk is a local minimizer or not. The following theorem gives the value of κ for which the disk is a local minimizer. We notice that the result for cases κ = 1 and κ = 3 is included in the result given in section 3. Proof. To prove this result, we prove that λ(Ω ε ) ≥ λ(Ω 0 ) for all (a n ) and (b n ). For the linkage between λ κ and j m,p , in the case of disk of radius 1, see table 3 in Appendix D.
• Case κ = 1:
For Ω ε a convex set with constant width, we have computed the simple eigenvalues in lemma 5.2:
The first eigenvalue correspond to p = 1. J. Landau in [20] , p 194 gives a detailed picture of the
Jn(x) . It decreases from n at x = 0 to −∞ at x = j n,1 , jumping to +∞ and decreases to −∞ in each interval ]j n,p , j n,p+1 [ for all natural number p ≥ 1. So if x ≤ j n,1 then F n (x) ≥ 0. We have
Using this inequality and j 0,1 ≤ j k,1 ∀k ≥ 2. We obtain
For k = 1, using the equality j m,p
J m+1 (jm,p) = −(m + 1) (see Appendix A) for m = 0 and p = 1, we find that
So,we conclude that
• Case κ ∈ {3, 5, 8, 12, 17, 27, 34, 42}:
In lemma 5.3, we have proved that the double eigenvalue can be written as:
Since, |a m−l | = |a l−m |, the first term in (27) is
The lower sign gives λ 2 (Ω ε ) and the upper sign gives λ 3 (Ω ε ). From lemma 6.2, we can see that C k,1 (j 1,1 ) > 0, ∀k ∈ N * odd, so, we conclude that the first term in (29) is positive.
Likewise, the last term of (29) is an absolute value. Therefore, the eigenvalue λ 3 (Ω ε ) (obtained by the upper sign) satisfies To prove this theorem, we will distinguish two cases: simple eigenvalues and double eigenvalues. Proof. The case of simple eigenvalues corresponds to m = 0. In lemma 5.2, we have computed the simple eigenvalue of Dirichlet Laplacian on Ω ε :
Remark 6.3. The open cases come from the fact that we are not able to compute the sign of
so if we can find k such that
we can show that the disk is not a local minimizer. In fact,
From j m,p J m+3 (jm,p)
(see appendix A) and for m = 0, we have Proof. We are in the case of double eigenvalue (m = 0) and by the lemma 5.3, λ(Ω ε ) is given by
If we can find k such that
we can not conclude if the disk is a local minimizer or not, because we don't know the sign of the second term Υ. For this reason we have to look for particular k which verifies (32) and makes Υ vanish. In this case we will be able to find a n and b n satisfying the necessary conditions and such that λ(Ω ε ) ≤ λ(Ω 0 ), which proves the above proposition.
Firstly we prove the statement for m ≥ 9, then we prove the remaining cases one by one. In this proof we need some inequality. In order to make clear the proof we will prove them in Appendix C.
• For m ≥ 9 and ∀p ∈ N * , we have that
where
It should be noted that we do not take into consideration j m,p ∈ [0, m(m + 2)[ because there is no j m,p in this interval and it comes from the inequality given by G. Watson ([21] ,p.486),
We are going to prove that the disk is not a local minimizer for the eigenvalue corresponding to j m,p with m ≥ 9 and ∀p ∈ N * .
If j m,p ∈ I, we can take a 3 = 0 and a j = 0 ∀j = 3, so a m−l a m+l = 0 ∀l ∈ Z and Υ = 0. Then
If j m,p ∈ V , we can take a 5 = 0 and a j = 0 ∀j = 5, then Υ = 0 and
• For m = 1, m = 2, we have that
It is sufficient to choose a 3 = 0 and a j = 0 ∀j = 3, to see that for m = 1 or m = 2 we have a m−l a m+l = 0 ∀l ∈ Z., By (35) and (36), one has
and therefore
We are going to prove that the disk is not a local minimizer for the eigenvalue corresponding to j m,p with m = 3 and ∀p ≥ 2.
In this case, by choosing a 3 = 0 and a j = 0 ∀j = 3, the second term in the expression of λ(Ω ε ) in lemma 5.3 doesn't vanish and we can not conclude. For this reason, we choose k = 5.
By using (38), we have
and therefore λ(Ω ε ) ≤ λ(Ω 0 ).
We still have three terms j 3,2 , j 3,3 and j 3,4 . By using lemma 5.3
We conclude that the disk is not a local minimizer for the eigenvalues corresponding to j 3,2 , j 3,3 , j 3,4 .
• For m = 4, m = 5, m = 6, m = 7, m = 8:
The proof is the same, we just need to know |a k | such that C k,m (j m,p ) < 0 and we take a k = 0 and a l = 0, for l = k. So,
• For m = 6 C 5,6 (j 6,1 ) < 0 (43)
• For m = 8 
A Some ratios of Bessel functions
We consider the following classical results on Bessel Functions:
From (48), we have
and by (54) we obtain
From (50) and J m (j m,p ) = 0 we have that
By using (50) we have
From (49) we have that j m,p J m+3 (j m,p ) = −(m + 3)J m+3 (j m,p ) + j m,p J m+2 (j m,p ) and therefore
We have j 1,1 ≤ j 3,1 (see table 1 and table 2) in Appendix D.
On the other hand, for k = 1, we have By using (52) and (58) for m = 1 and p = 1, we have that C 3,1 (j 1,1 ) = 4+ > 0,
• For j 2,1 :
We are looking for the values of k, which verify j 2,1 ≤ j k−2,1 . We have j 2,1 ≤ j 4,1 (see table 1  and table 2) in Appendix D.
So by (67) C k,2 (j 2,1 ) ≥ 0 for k ≥ 6.
• For k = 1
and by using (51) and (52) for m = 2 and p = 1, we obtain C 1,2 (j 2,1 ) = 0.
• For k = 3
By using (52) and (58) for m = 2 and p = 1, since j 2,1 < 4 √ 3, we have C 3,2 (j 2,1 ) = 288 48−j 2 2,1 > 0.
• For k = 5,
By using (52) and (61) for m = 2 and p = 1, we have 
for all odd natural numbers k.
• For j 3,1 :
We have j 3,1 ≤ j 5,1 (see table 1 and table 2) in Appendix D.
So by (67), C k,3 (j 3,1 ) ≥ 0 for k ≥ 8.
• For k = 1, • For k = 5
By using (61) and (63) • For k = 7 C 7,6 (j 6,2 ) = 1 + 7 2 + j 6,2 J 1 (j 6,2 ) J 1 (j 6,2 ) + j 6,2 J 13 (j 6,2 ) J 13 (j 6,2 ) .
We have j 6,2 ≤ j 13,1 . By (66), this implies j 6,2
J 13 (j 6,2 ) ≥ 0. By using (63), one has
• For k = 9 
C Proof of inequalities (34)-(47)
By using (58) and (55), we have that
Let us define • For m(m + 2) < x < 2 (m − 1)(m − 2):
We have that:
• For 2 (m + 1)(m + 2) < x:
Finally, we deduce that
Furthermore, from the lower bound for the first zeros of Bessel functions j m,1 ≥ m(m + 2) ∀m ∈ N (see [21] , p:486), we have that
• Proof of (34): By using (61) and (63), we have 
After simplification, we obtain C 5,m (x) = −32P (x) Q(x)R(x) where This implies
For a fixed m, R (x) = 4x(x 2 − 6(m − 2)(m − 3)).
For x ∈ V and m ≥ 21, R (x) < 0.
And for 9 ≤ m ≤ 20, one gets
This implies
Then, R(x) < 0, for x ∈ V and m ≥ 9.
Therefore, Q(x)R(x) > 0 for x ∈ V and m ≥ 9
. We conclude that for m ≥ 9, C 5,m (j m,p ) < 0 for j m,p ∈ [2 (m − 1)(m − 2), 2 (m + 1)(m + 2)].
• Proof of (35) Finally we have C 3,2 (j 2,p ) < 0, ∀p ≥ 2.
• Proof of (37): By using (55) and (58) • Proof (41):
We have j 4,p ≥ 2 (4 + 1)(4 + 2)( 10.94) for p ≥ 2. By using (68), C 3,4 (j 4,p ) ≤ 0 ∀p ≥ 2.
• Proof (42):
We have j 5,p ≥ 2 (5 + 1)(5 + 2)( 12.96) for p ≥ 3. By using (68), C 3,5 (j 5,p ) ≤ 0 ∀p ≥ 3.
• Proof (44): We have j 6,p ≥ 2 (6 + 1)(6 + 2)( 15.87) for p ≥ 3. By using (68), C 3,6 (j 6,p ) ≤ 0 ∀p ≥ 3.
• Proof(45):
We have j 7,p ≥ 2 (7 + 1)(7 + 2)( 16.97) for p ≥ 3. By using (68), C 3,7 (j 7,p ) ≤ 0 ∀p ≥ 3.
• Proof(46): We have j 8,p ≥ 2 (8 + 1)(8 + 2)( 18.97) for p ≥ 3. By using (68),
• The first inequality of (47): Then, C 5,3 (j 3,p ) < 0 for ∀p ≥ 5.
• Proof (43) C 5,6 (j 6,1 ) = 1 + 5 2 + j 6,1 J 1 (j 6,1 ) J 1 (j 6,1 ) + j 6,1 J 11 (j 6,1 ) J 11 (j 6,1 ) .
By using (61) and (63) for m = 6 and p = 1, we have that 
