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Cognitive Radio has recently been identified as a promising solution to the so-called 
spectrum scarcity problem, i.e. the increasing spectrum demand and its current 
underutilization. The basic underlying idea of this new concept is to allow unlicensed 
users to access in an opportunistic manner some licensed bands temporarily 
unoccupied by licensed users, provided that such transmissions do not result in harmful 
interference to the legitimate users. This paradigm promises important benefits in terms 
of spectrum use efficiency. However, before investigating the technical issues of this 
kind of communication systems, it becomes necessary to evaluate the degree to which 
different licensed spectrum bands are subject in real wireless communication networks. 
To this end, spectrum measurements are required. In this context, the aim of this project 
is to perform a broadband spectrum measurement campaign in the frequency range 75-
7075 MHz in various realistic scenarios of practical significance. In particular, 
extensive measurements are performed in outdoor and indoor scenarios and are 
analyzed in a comparative manner in order to identify potential opportunities for 
Cognitive Radio networks in the different considered cases. The obtained results 
indicate an inhomogeneous and inefficient use of spectrum, thus paving the way for the 






















































La tecnología Cognitive Radio se ha identificado recientemente como una prometedora 
solución al denominado problema de escasez de espectro, es decir, la creciente demanda 
de espectro y su actual infrautilización. La idea básica subyacente de este nuevo 
concepto consiste en permitir que usuarios sin licencia puedan acceder de manera 
oportunista a ciertas bandas del espectro temporalmente desocupadas por los usuarios 
con licencia, siempre y cuando dichas transmisiones no den lugar a interferencias 
perjudiciales sobre los usuarios legítimos. Este paradigma promete importantes 
beneficios en términos de eficiencia de uso del espectro. Sin embargo, antes de 
investigar los aspectos técnicos de este tipo de sistemas de comunicaciones, resulta 
necesario evaluar el grado de utilización al cual se hallan sometidas diferentes bandas 
espectrales en sistemas reales de comunicaciones radio, para lo cual se requiere la 
realización de medidas espectrales. En este contexto, la finalidad del presente proyecto 
es la de realizar una campaña de medidas en el rango de frecuencias 75-7075 MHz en 
varios escenarios realistas de significado práctico. Concretamente, se realizan amplias 
medidas en escenarios tanto exteriores como interiores y se analizan de manera 
comparativa a fin de identificar potenciales oportunidades para redes Cognitive Radio 
en los diferentes casos considerados. Los resultados obtenidos indican un uso no 
homogéneo e ineficiente del espectro, abriendo así el camino para el futuro despliegue 
















































































































































































































































































Figura  3.2  Barrido  que  realiza  el  filtro  del  analizador  espectral,  donde  la  curva  negra  es  el 








donde  la  curva  azul  representa  la  señal  de  entrada  y  la  negra  la  función  de 
transferencia del filtro de resolución del analizador ..................................................... 42 
Figura  3.8  Las  gráficas  superiores  muestran  como  la  señal  va  desplazándose  por  el  filtro 




















































































































































































































El número de sistemas que operan de forma inalámbrica ha crecido de forma 
exponencial durante las dos últimas décadas y la constante demanda de espectro no 
parece mostrar signos de decrecimiento. Si observamos el Cuadro Nacional de 
Atribución de Frecuencias (CNAF) [1], comprobamos que las bandas de frecuencias 
consideradas como útiles para las comunicaciones radio se encuentran asignadas en su 
totalidad. No obstante, varios estudios recientes han demostrado que el uso del espectro 
no es homogéneo ni tampoco eficiente: mientras ciertas bandas se encuentran 
congestionadas y sometidas a un uso intensivo, otras regiones del espectro se 
encuentran infrautilizadas y, en algunos casos, completamente desocupadas. Así pues 
los recursos limitados del espectro, la ineficiencia en su uso y el auge de demanda crean 
la necesidad de optimizar el uso de este recurso. 
Recientemente, la tecnología de Radio Cognitiva (CR, Cognitive Radio) se ha 
convertido en uno de los tópicos más investigados en el campo de las comunicaciones 
inalámbricas por sus múltiples potenciales. En sentido general, las  redes CR (CRN, 
Cognitive Radio Network) son capaces de adaptarse dinámicamente al entorno y 
combinar diferentes informaciones para tomar decisiones inteligentes sobre el espectro 
que pueden usar. Las CRNs se han identificado como una solución prometedora al 
problema de escasez de espectro en que nos encontramos envueltos hoy en día (el 
conflicto entre el crecimiento de la demanda y la infrautilización del espectro). La idea 
básica de este paradigma consiste en permitir a usuarios sin licencia el acceso 
oportunista y sin causar interferencias en algunas bandas con licencia que no están 
temporalmente ocupadas por los usuarios que poseen dicha licencia, incrementando así 
la eficiencia del uso del espectro. 
Sin embargo, antes de investigar en detalle las implicaciones técnicas de este tipo de 
redes de comunicaciones, es necesario realizar estudios que nos den a conocer la 
situación actual del uso del espectro en diferentes entornos reales, para adaptar así el 
desarrollo de las futuras CRNs a las situaciones del mundo real.  
Son varias las campañas de medida que se han llevado a cabo para caracterizar el nivel 
de utilización del espectro, pero la mayoría de éstas se han realizado en USA analizando 
los resultados bajo la normativa de regulación norteamericana. También se han llevado 
a cabo algunos estudios previos en lugares como Nueva Zelanda, Singapur, y algunas 
ciudades europeas como Dublín, Irlanda y Aachen.  En la tabla 1.1 se muestra un breve 









Referencia Año Lugar Escenario Localización Rango de frecuencias 
[2,5]  1993 Denver (USA) 
Sub-urbano Cima de una colina 108-19700 MHz [3,5] 
1995 
San Diego (USA) 








[8] Urbano (ruido e interferencia) 
Tejado de un edificio 
[9] Nueva York (USA) Urbano 
[10] 
Virginia (USA) Rural (uso espectro bajo) 
Suelo 
[11] 
Tejado de un edificio [12,13] 2005 Chicago (USA) Urbano 
[14] 
2007 
Dublín (Irlanda) Urbano (alto nivel de actividad inalámbrica) 30-3000 MHz 
[15] Maine (USA) Rural (probado en sistemas aeronáuticos) Alto de una torre 
[16,17] 2005 Atlanta y Carolina del Norte (USA) Urbano, sub-urbano y rural 
Tejado edificio (urbano y 
sub-urbano), torre (rural) 400-7200 MHz 
[18] 2007 Aachen (Alemania) Urbano Tejado edificio (exterior), habitación edificio (interior) 20-6000 MHz 
[19] 2007 Oakland (Nueva Zelanda) Urbano Tejado edificio (exterior), habitación edificio (interior) 806-2750 MHz 
[20] 2008 Singapur (Singapur) Urbano Tejado edificio 80-5850 MHz 
Este 
trabajo 2008-2009 Barcelona (España) Urbano 
Tejado edificio (exterior), 







Si bien todos los resultados obtenidos con las campañas de medidas previas 
proporcionan una fuente de información útil para entender de forma real la utilización 
dinámica del espectro y, por tanto, contribuyen al desarrollo práctico de la tecnología 
CR, también es cierto que la tecnología CR no puede desarrollarse basándose en las 
conclusiones derivadas de estudios realizados en unas pocas áreas geográficas o bajo la 
regulación específica del espectro de dichos lugares. Las CRNs deben tener en cuenta la 
posibilidad de operar en diferentes y variados escenarios y bajo un amplio abanico de 
regulaciones espectrales. Por lo tanto, la cantidad de estudios de evaluación del uso del 
espectro realizados hasta la fecha pueden considerarse como claramente insuficiente, 
siendo necesaria la realización de campañas de medida adicionales. 
En este contexto, dentro del Grupo de Comunicaciones Radio de la Universidad 
Politécnica de Cataluña se está llevando a cabo una campaña de medidas que cubre el 
rango de frecuencias entre 75 MHz y 7075 MHz en diversos escenarios realistas de 
interés práctico. Dicha campaña de medidas se engloba dentro del proyecto de 
investigación titulado “Gestión cognitiva de recursos radio y espectro radioeléctrico en 
redes móviles heterogéneas con provisión de calidad de servicio extremo a extremo 
(COGNOS)”, financiado por el Ministerio de Educación y Ciencia (Ref. TEC2007-
60985). En el marco de este proyecto de investigación se están realizando estudios de 
ocupación espectral en diversos entornos de interés práctico, incluyendo entre ellos el 
descrito en el presente trabajo. Concretamente, el objetivo del estudio abordado en el 
presente proyecto es el de determinar y caracterizar el nivel de utilización al cual se 
halla sometido el espectro radioeléctrico en el rango de frecuencias de 75 a 7075 MHz, 
considerando como escenarios particulares de evaluación un escenario exterior y otro 
interior. Para ello se realizan medidas extensivas en ambos escenarios y se analizan de 
manera comparativa a fin de identificar las oportunidades disponibles para CRNs en 
ambos casos. 
El resto del presente proyecto se organiza tal y como se describe a continuación. En 
primer lugar, el capítulo 2 proporciona una breve descripción de los fundamentos 
básicos de las CRNs, así como la motivación para la campaña de medidas presentada en 
este trabajo. El capítulo 3 describe los principios básicos del análisis espectral y del 
analizador espectral, dispositivo de medida en el cual se basa el sistema de medida 
empleado, el cual se describe en el capítulo 4. Los resultados obtenidos se presentan y 
analizan en el capítulo 5 y, finalmente, el capítulo 6 resume las principales conclusiones 











































2 Redes Radio Cognitivas 
Hoy en día las redes inalámbricas están reguladas por una política fija de asignación del 
espectro radioeléctrico, es decir, el espectro está regulado por organismos 
gubernamentales y se asigna a titulares con licencia o a servicios, a largo plazo y para 
grandes áreas geográficas. Con la regulación actual, solamente el titular de la licencia 
puede acceder al espectro, quedando terminantemente prohibido su uso por parte de 
otras entidades aun cuando el titular de la licencia no haga uso de los recursos 
espectrales de que dispone. Desafortunadamente, una gran parte del espectro se utiliza 
esporádicamente y de forma desigual dejando partes significativas del mismo libre de 
uso. De acuerdo con la Comisión Federal de Comunicaciones (FCC, Federal 
Communications Commission) las variaciones temporales y geográficas en la utilización 
del espectro asignado oscilan entre un 15% y un 85% [21]. A pesar de que en el pasado 
la política de asignación del espectro ha resultado generalmente satisfactoria, en los 
últimos años se ha producido un aumento imparable de la demanda de espectro, dando 
lugar al agotamiento de las bandas disponibles para nuevas tecnologías, servicios o 
sistemas. 
La limitación de la disponibilidad de espectro y la ineficiencia en el uso del mismo hace 
necesario un nuevo paradigma de asignación de espectro que permita aprovechar los 
actuales recursos radio de una manera más eficiente. El acceso dinámico al espectro se 
propone como solución a estos problemas de ineficiencia existentes en el uso del 
espectro. 
Las CRNs, también conocidas como redes de acceso dinámico al espectro (DSANs, 
Dynamic Spectrum Access Networks), proporcionarán un gran ancho de banda a los 
usuarios móviles a través de arquitecturas heterogéneas inalámbricas y técnicas de 
acceso dinámico al espectro. El uso ineficiente del espectro existente puede mejorarse a 
través del acceso oportunista en bandas con licencia por usuarios secundarios o sin 
licencia, dándose por hecho que no crean interferencias. Sin embargo las CRNs 
imponen grandes retos a la investigación debido a los problemas técnicos que entrañan, 
los cuales todavía requieren de soluciones totalmente satisfactorias. 
El concepto clave que permite el desarrollo de este tipo de redes es la tecnología CR. 
Las técnicas CR proporcionan la capacidad para usar o compartir el espectro de forma 
oportunista. Las técnicas de acceso dinámico al espectro permiten a las CRNs operar en 
el mejor canal disponible. Más concretamente, la tecnología CR permitirá a los usuarios 
(1) determinar qué porciones del espectro están disponibles y detectar la presencia de 
los usuarios con licencia cuando un usuario secundario esté operando en dicha banda 
(detección de espectro), (2) seleccionar el mejor canal disponible (gestión del espectro), 
(3) coordinar el acceso a los canales disponibles con otros usuarios secundarios 
(compartición del espectro), y (4) abandonar el canal cuando se detecte un usuario con 






A fin de soportar estas operaciones, se requieren nuevas funcionalidades en las CRNs 
para apoyar esta adaptabilidad. En resumen, las principales funciones requeridas en las 
CRNs se pueden sintetizar como: 
Detección de espectro: Detectar el espectro que no se está utilizando y acceder a él sin 
interferencias perjudiciales con otros usuarios. 
Gestión del espectro: Capturar las mejores frecuencias disponibles para satisfacer los 
requerimientos de la comunicación del usuario. 
Compartición del espectro: Proveer un método justo de planificación entre los usuarios 
CR coexistentes. 
Movilidad de espectro: Mantener una comunicación fluida durante el período de 
transición a un espectro mejor o vacío. 
 
2.1 Radio Cognitiva 
La tecnología CR es la clave tecnológica que permite a una CRN utilizar el espectro de 
forma dinámica. Formalmente, el término CR se puede definir como: 
Una radio que cambia sus parámetros de transmisión basándose en la 
interacción con el medio. 
De esta definición surgen dos características fundamentales: 
• Capacidad cognitiva: La capacidad cognitiva se refiere a la capacidad de la 
tecnología radio de capturar o sentir la información de dispositivos radio que la 
rodean en “tiempo real”. Esta capacidad no puede realizarse simplemente 
monitorizando la potencia en las bandas de frecuencias de interés. Así pues es 
necesario el uso de técnicas más sofisticadas para capturar las variaciones en el 
ambiente radio y evitar interferencias con otros usuarios. A través de esta 
capacidad, las partes del espectro que están inutilizadas en un momento 
específico o lugar se pueden identificar como espacio blanco o hueco espectral. 
En consecuencia, se puede seleccionar el mejor espectro y parámetros de 










• Reconfigurabilidad: La capacidad cognitiva proporciona el conocimiento del 
espectro mientras que la reconfigurabilidad permite a la radio ser dinámica de 
acuerdo con el medio, es decir, la CR puede ser programada para transmitir y 
recibir en una variedad de frecuencias y utilizar diferentes técnicas/tecnologías 
de acceso gracias al diseño hardware. En la figura 2.2 se observa la arquitectura 




Así pues, el objetivo de la CR es obtener el mejor espectro disponible a través de la 
capacidad cognitiva y la reconfigurabilidad descritas anteriormente. Dado que la mayor 
parte del espectro ya está asignado, el reto más importante es compartir el espectro en el 
cual se necesita licencia, sin interferir con la transmisión de otros usuarios que poseen 






espectro que no está en uso (espacios en blanco o huecos espectrales). Si esta banda 
pasa a ser utilizada por un usuario con licencia, la CR traslada al usuario secundario a 
otro hueco espectral o se mantiene en el mismo alterando su nivel de potencia de 
transmisión o modulación para evitar interferencias, tal y como se muestra en la figura 
2.2. 
IEEE 802.22 [22,23] es el primer estándar mundial basado en la tecnología CR y está 
ahora en proceso de estandarización. El IEEE 802.22 especifica un interfaz aire fijo 
punto-multipunto a través de la cual la estación base gestiona sus propias celdas y todos 
los usuarios asociados a ellas. 
 
2.1.1 Capacidad cognitiva 
La capacidad cognitiva de una CR permite la interacción en tiempo real con el entorno 
para determinar los parámetros de comunicación más apropiados  y adaptarse al entorno 
radio de modo dinámico. Los pasos que se requieren se muestran en la figura 2.3 y se 




1. Detección de espectro o spectrum sensing: La CR monitoriza las bandas de 
espectro disponibles, captura su información, y después detecta los huecos en el 
espectro. 
2. Análisis del espectro o spectrum analysis: Consiste en estimar las características 






3. Decisión espectral o spectrum decision: La CR determina la tasa de datos, el 
modo de transmisión y el ancho de banda de transmisión. Después, la banda de 
espectro apropiada se escoge teniendo en cuenta las características del espectro y 
los requerimientos del usuario. 
 
Una vez que se ha determinado la banda de funcionamiento, la comunicación ya se 
puede realizar en dicha banda. Sin embargo, debido a que el medio radio cambia con el 
tiempo y el espacio, la CR debe realizar un seguimiento de los cambios que se provocan 
en el ambiente radio. Si la banda del espectro que se está usando pasa a un estado 
indisponible, bien porque aparece un nuevo usuario secundario o porque las condiciones 
del canal empeoran (cualquier cambio en el ambiente durante la transmisión como la 
aparición de un usuario primario, movimientos del propio usuario o variaciones del 
tráfico), la función de movilidad de espectro o spectrum handoff se lleva a cabo para 
obtener una transmisión correcta. 
 
2.1.2 Reconfigurabilidad 
Reconfigurabilidad es la capacidad de ajustar los parámetros de funcionamiento para 
llevar a cabo la transmisión sobre la marcha sin ningún tipo de modificación en los 
componentes hardware. Esta capacidad permite a la CR adaptarse fácilmente a la 
dinámica del entorno radio. Hay varios parámetros reconfigurables los cuales se 
nombran y explican de forma resumida a continuación. 
• Frecuencia de trabajo: La CR es capaz de variar la frecuencia de trabajo a la 
más adecuada basándose en la información radio del entorno. 
• Modulación: Una CR debe reconfigurar el sistema de modulación adaptándose a 
las necesidades del usuario y a las condiciones del canal. Por ejemplo, en el caso 
de un retraso perceptible en la aplicación, la tasa de datos es más importante que 
la tasa de error.  Así, el sistema de modulación que permite una mayor eficiencia 
espectral es el seleccionado. Por el contrario, la pérdida de sensibilidad en las 
aplicaciones se centra en la tasa de error, requiriendo un sistema de modulación 
con una tasa de error baja. 
• Potencia de transmisión: La potencia de transmisión puede reconfigurarse 
dentro de unas limitaciones. El control de potencia permite la configuración 
dinámica de potencia dentro del límite de potencia permitida. Si no es necesario 
operar a la mayor potencia, la radio cognitiva reduce la potencia de transmisión 
a un nivel inferior para permitir compartir con otros usuarios el espectro y 
reducir el nivel de interferencias. 
• Tecnología de comunicación: Una radio cognitiva puede ser usada para 
proporcionar interoperabilidad entre diferentes sistemas de comunicación. 
 
Los parámetros de transmisión de una CR pueden reconfigurarse no tan sólo al 






características del espectro, estos parámetros pueden reconfigurarse de manera que si la 
radio cognitiva cambia a un espectro diferente, spectrum handoff, los parámetros de 
transmisión y recepción se adaptan, y se utilizan los parámetros del protocolo de 
comunicación y sistema de modulación adecuados a dicha situación. 
 
2.2 Arquitectura de una CRN 
Existen arquitecturas de redes inalámbricas que emplean heterogeneidad en términos de 
política de espectro y de tecnologías de comunicación. Además, una parte del espectro 
inalámbrico ya está asignado a diversas aplicaciones con licencia, mientras que otras 
bandas permiten el uso sin poseer licencia. Para el desarrollo de protocolos de 
comunicación, es esencial tener una clara descripción de la arquitectura de CRN.  
 
2.2.1 Componentes de red 
Los componentes de la arquitectura de red, que se muestran en la figura 2.4, se pueden 












2.2.1.1 Red primaria 
La red primaria (o red con licencia) se refiere a la infraestructura de red existente. Dicha 
red tiene derecho exclusivo dentro de una determinada banda del espectro, por ejemplo 
la emisión de televisión o de telefonía móvil. Los componentes de la red primaria son 
los siguientes: 
• Usuario primario o principal: El usuario primario (o usuario con licencia) posee 
una licencia para operar en una determinada banda del espectro. Este acceso sólo 
puede ser controlado por las estación base primaria y no debe verse afectado por 
usuarios que operen sin licencia. Los usuarios primarios no necesitan ningún 
tipo de modificación o función adicional para coexistir con estaciones base 
secundarias o usuarios secundarios. 
• Estación base primaria: La estación base primaria (o estación base con licencia) 
es un componente de infraestructura de red fija que posee una banda de 
frecuencia (con licencia) de trabajo tal y como sucede con las estaciones base 
(BTS, Base-station Transceiver System) en los sistemas de telefonía móvil. En 
principio, la estación base no tiene ninguna capacidad cognitiva para compartir 
el espectro con usuarios secundarios. Sin embargo, la estación base principal o 
primaria solicitará a ambos la licencia y el protocolo CR para la red de acceso 
primaria para los usuarios secundarios. 
 
2.2.1.2 Red secundaria 
La red secundaria (o CRN, red de acceso dinámico al espectro, red sin licencia) no tiene 
licencia para operar en la banda deseada. Por lo tanto el acceso al espectro sólo se 
permite de forma oportunista. Las redes secundarias pueden desplegarse como una 
infraestructura de red y como red ad-hoc tal y como se muestra en la figura 2.4. Los 
componentes de una red secundaria son los siguientes: 
• Usuarios CR: Usuarios CR (o usuarios sin licencia, usuarios secundarios) no 
tienen licencia en dicho espectro. Por lo tanto, son necesarias las funcionalidades 
adicionales para poder compartir la banda de espectro en que se necesita 
licencia. 
• Estación base CR: Estación base CR (o estación base secundaria, estación base 
sin licencia) es un componente de la infraestructura fija con capacidad CR. La 
estación base secundaria tan sólo establece conexión con usuarios secundarios 
que no poseen licencia de acceso al espectro. A través de esta conexión, un 
usuario secundario puede acceder a otras redes. 
• Agente del espectro: Agente del espectro es una entidad central de la red que 
juega el papel de la distribución de los recursos del espectro entre las diferentes 
CRNs. El agente del espectro puede conectarse a cada red sirviendo como 







La arquitectura de CRN que se muestra en la figura 2.4 consta de diferentes tipos de 
red: la red primaria, una infraestructura de red basada en CR, y una red ad-hoc CR. Las 
CRNs son redes que funcionan bajo el entorno de espectro mixto, es decir en bandas 
con licencia y sin licencia (pueden acceder a ambas). Además, los usuarios secundarios 
pueden comunicarse entre ellos con multi-saltos o accediendo a través de la estación 
base. Así pues, en CRNs, hay tres tipos diferentes de acceso: 
• Acceso CRN: Usuarios secundarios pueden acceder a su propia estación base 
secundaria, en una banda del espectro con licencia o sin licencia. Como todas las 
interacciones ocurren dentro de la CRN, la normativa de compartición del 
espectro puede ser independiente de la de la red primaria. 
• Acceso ad-hoc CR: Usuarios CR pueden comunicarse con otros usuarios CR a 
través de una conexión ad-hoc en ambas bandas del espectro (con o sin licencia). 
• Acceso red primaria: Los usuarios secundarios pueden acceder a la estación 
base principal a través de la banda de licencia. A diferencia de los otros tipos de 
acceso, los usuarios CR requieren de un protocolo de control de acceso al medio 
adaptativo (MAC, Medium Access Control), el cual permite comunicación 
inalámbrica a través de múltiples redes primarias con diferentes tecnologías de 
acceso. 
 
2.3 Spectrum sensing: Detección de Energía 
Un requerimiento esencial de las CRNs es la capacidad de detectar tanto la existencia de 
los huecos espectrales (para encontrar oportunidades de transmisión), como de detectar 
la presencia de usuarios primarios (para no causarles interferencia). Para ello, cada 
usuario monitoriza el espectro de manera individual haciendo uso de técnicas de 
sensado y, posiblemente, comparte las observaciones del mismo con otros usuarios. 
Generalmente, las técnicas de spectrum sensing se pueden clasificar en tres grandes 
categorías: detección de energía, detección por filtro adaptado y detección 
cicloestacionaria. Cada una de ellas ofrece un grado diferente de compromiso entre 
complejidad y capacidad de detección. La aplicación de cada una de ellas, sin embargo, 
depende de la cantidad de información disponible acerca de las señales primarias a 
detectar. En el caso más general, la red secundaria no dispone de ninguna información a 
priori de las señales a detectar. En tal caso, el único método de detección posible es el 
de detección de energía. Este método compara la energía de la señal recibida con un 
cierto umbral de decisión y determina que la señal está presente si el nivel de energía 
está por encima del umbral. Dado el propio funcionamiento del analizador espectral, 











2.4 Aplicaciones de las CRNs 
Las CRNs pueden aplicarse a los siguientes casos: 
• Arrendamiento de red: La red primaria puede proporcionar un arrendamiento de 
red permitiendo el acceso oportunista al espectro con licencia, con el acuerdo 
con un tercero, y sin sacrificar la calidad de los servicios del usuario principal. 
Por ejemplo, la red primaria puede arrendar el derecho de acceso al espectro a 
operadoras de red móvil virtual. También la red primaria puede ofrecer sus 
derechos de espectro  a una comunidad regional con el fin de obtener un acceso 
de banda ancha. 
• Red cognitiva mallada: Las redes inalámbricas malladas se están convirtiendo 
en una tecnología rentable para proporcionar conectividad de banda ancha. 
• Redes de emergencia: Seguridad pública y redes de emergencia son otra área de 
aplicación en la que las CRN pueden implementarse. Otra posible aplicación es 
en caso de desastres naturales, los cuales temporalmente deshabilitan o 
destruyen las infraestructuras de comunicaciones existentes y los trabajos del 
personal de emergencia en las áreas de desastre hacen necesarios establecer una 
red de emergencia. Las CRNs permiten el uso del espectro existente sin la 
necesidad de infraestructura. 
• Redes militares: Una de las aplicaciones más interesantes de las CRNs es en el 
ambiente radio militar. Las CRNs permiten elegir a las radios militares 
arbitrariamente la frecuencia intermedia, el ancho de banda, la modulación, 
adaptándose a la variabilidad del entorno radio del campo de batalla. Añadir que 
las redes militares tienen la necesidad de una fuerte seguridad y protección de 
las comunicaciones en ambientes hostiles. 
 
2.5 Sumario 
En este capítulo se ha presentado el marco general de las redes radio cognitivas, dentro 
del cual se engloba el presente trabajo. Se han discutido los conceptos básicos de este 
tipo de redes, incluyendo las funcionalidades requeridas, las características 
fundamentales (capacidad cognitiva y reconfigurabilidad), la arquitectura genérica de 












































3 Conceptos del analizador de espectro 
El objetivo del presente Proyecto Fin de Carrera consiste en analizar y caracterizar la 
ocupación del espectro radioeléctrico en un entorno urbano exterior e interior. Para tal 
fin se empleará un sofisticado equipo de medida cuyo elemento principal es un 
analizador de espectro o analizador espectral. El propósito de este capítulo es el de 
describir el funcionamiento básico de un analizador de espectro así como presentar los 
principios básicos del análisis espectral [24]. 
 
3.1 Analizador de espectro 
El analizador de espectro es un equipo de medición electrónico que permite visualizar 
en pantalla las componentes espectrales de las señales presentes en la entrada del 
dispositivo. 
Antes de entrar en detalle con el funcionamiento del analizador de espectro, es necesario 
saber qué es el espectro de una señal.  
La teoría de Fourier nos dice que cualquier señal se puede expresar como la suma de 
una o más ondas senoidales con apropiada frecuencia, amplitud y fase. De esta manera 
se puede expresar cualquier señal del dominio temporal en el dominio frecuencial. 
En este contexto, el espectro de una señal se podría definir como un grupo de ondas 
sinusoidales que, combinadas adecuadamente, producen la señal que estamos 
examinando en el dominio temporal. En el ejemplo de la figura 3.1, si miramos cómo es 
la señal en el dominio temporal, por ejemplo haciendo uso de un osciloscopio, se puede 
apreciar que no es una sinusoide pura, pero no podemos saber fácilmente por qué 
señales está formada. Al transformar la señal al dominio frecuencial, se ven 
exactamente las señales por las que está formada. En este caso vemos que la señal está 
formada por tres sinusoides de frecuencia y amplitud diferentes con una determinada 









El analizador de espectro es un equipo de medición electrónico que permite visualizar 
en pantalla las componentes espectrales de las señales presentes en la entrada del 
dispositivo, de manera similar a como se muestra en la parte derecha de la figura 3.1. 
Básicamente, un analizador de espectro se podría definir como un voltímetro selectivo 
en frecuencia calibrado para mostrar el valor eficaz (Root Mean Square, RMS) de las 
diferentes componentes espectrales de la señal. 
Es importante mencionar que un analizador de espectro descarta la información de fase 
de las diversas componentes espectrales de la señal, proporcionando únicamente la 
información de amplitud, energía o potencia para cada componente frecuencial. Algunas 
medidas requieren toda la información de la señal: frecuencia, amplitud y fase. Este tipo 
de análisis se llama análisis vectorial de la señal. Los analizadores de espectro 
modernos son capaces de realizar una gran variedad de medidas vectoriales. Sin 
embargo, un gran número de medidas también se pueden hacer sin conocer la fase de las 
señales. Este tipo de análisis, denominado análisis espectral, será el llevado a cabo en el 
presente proyecto. 
 
3.2 Tipos de analizadores de espectro 
Existen diferentes arquitecturas de analizadores de señal que potencialmente pueden 
emplearse para el análisis espectral, las cuales se describen a continuación. 
 
3.2.1 Analizador superheterodino o de barrido 
Este analizador realiza un barrido frecuencial de la señal a su entrada, utilizando un 
filtro con un ancho de banda muy reducido que filtra secuencialmente diferentes 
frecuencias para medir el nivel de energía en cada una de ellas, y muestra por pantalla 
las componentes frecuenciales de la señal de entrada. Este tipo de analizador utiliza la 
base del funcionamiento del receptor superheterodino clásico y es el que se utilizará 
para realizar las mediciones, por ello en el siguiente apartado se realiza una explicación 
detallada de su funcionamiento. 
 
3.2.2 Analizador de Fourier 
Digitaliza la señal en el dominio temporal, aplica técnicas de procesado digital de señal 
para calcular la transformada rápida de Fourier (Fast Fourier Transform, FFT) y 
muestra el resultado en el dominio frecuencial. Los analizadores de Fourier tienen como 
ventaja respecto a los analizadores superheterodinos que pueden medir la fase de la 
señal. Por el contrario, tienen la desventaja de disponer de menor rango frecuencial, 







3.2.3 Analizador vectorial 
Este tipo de analizador también digitaliza la señal en el dominio temporal, pero 
previamente, esta señal se ha bajado en frecuencia. Con este tipo de analizador se 
conserva la información de frecuencia, fase y amplitud, permitiendo realizar una gran 
variedad de medidas. 
De los tres tipos de analizadores descritos, el analizador vectorial es el que permite 
realizar una mayor variedad de medidas. Dadas las prestaciones de estos equipos, su 
coste económico suele ser generalmente alto. Puesto que para los objetivos del presente 
proyecto resulta suficiente otro tipo de analizadores de señal de menor coste, este tipo 
de analizadores fue descartado. De entre las dos alternativas restantes, el analizador 
superheterodino de barrido resulta preferible por sus mejores prestaciones en términos 
de sensibilidad y rango dinámico. Hay que tener en cuenta que el objetivo del presente 
proyecto es el de evaluar el nivel de ocupación del espectro radioeléctrico y para ello es 
necesario poder detectar la presencia de señales de muy diversa naturaleza, algunas de 
las cuales se recibirán con elevados niveles de potencia si la estación transmisora está 
próxima, mientras que otras señales se recibirán con un nivel de potencia próximo al 
nivel de ruido del equipo de medida, lo cual dificultará su detección. Por este motivo 
resulta importante disponer de un equipo con buenas prestaciones de sensibilidad y 
margen dinámico. Por una parte, una mayor sensibilidad permitirá detectar la presencia 
de señales recibidas con un bajo nivel de potencia. Por otra parte, un mayor margen 
dinámico permitirá detectar señales débiles en presencia de señales recibidas con un 
nivel alto de potencia. Puesto que los analizadores superheterodinos ofrecen mejores 
prestaciones que los analizadores de Fourier en términos de sensibilidad y margen 
dinámico, los primeros resultan más apropiados para los objetivos del presente trabajo 
y, por lo tanto, será el tipo de analizador empleado. En el siguiente apartado se realiza 
una descripción detallada de los principios básicos de funcionamiento de este tipo de 
analizadores. 
 
3.3 Analizador de espectro superheterodino 
Este capítulo se centrará en la teoría fundamental del funcionamiento del analizador de 
espectro superheterodino clásico, también conocido como analizador de barrido (swept-
tuned spectrum analyzer). 
Para poder mostrar las componentes frecuenciales por pantalla, el analizador 
superheterodino realiza un barrido frecuencial de la señal a la entrada utilizando un 
filtro con un ancho de banda muy reducido, denominado filtro de resolución, para medir 
el nivel de energía presente en diversas componentes frecuenciales, tal y como se 
muestra en la figura 3.2. 
Este barrido puede hacerse de dos maneras. La primera consistiría en usar un filtro 
sintonizable muy selectivo, que se fuera sintonizando secuencialmente en las 






complicado y costoso diseñar un filtro de este tipo ya que el rango de frecuencias que 
tiene que poder sintonizar es muy amplio y además el filtro tiene que ser muy selectivo 






Una forma alternativa para realizar el barrido consistiría en utilizar un filtro muy 
selectivo a frecuencia fija, y trasladar en frecuencia la señal de la entrada de manera que 
sea ésta la que pase por el filtro. Ésta es la base del funcionamiento del analizador de 
espectro superheterodino clásico. En este caso, al operar a una frecuencia fija, el filtro 




La figura 3.3 muestra el diagrama de bloques de un analizador de espectro 
superheterodino clásico. Tal como se puede ver en el diagrama, la señal a la entrada 
pasa a través de un atenuador y de un filtro paso bajo (más adelante veremos cuál es su 
función). Seguidamente la señal llega a un mezclador, donde se traslada a frecuencia 
intermedia para poder ser filtrada con un filtro de mejores características, denominado 






quieren estudiar, en orden ascendente. Esto a su vez se logra variando linealmente la 
frecuencia del oscilador local. 
Una vez trasladados los componentes a la frecuencia del filtro de resolución, la señal se 
filtra y a la salida se detecta su envolvente. Si a la frecuencia que sale del filtro hay 
señal, entonces del detector sale una señal constante de amplitud proporcional al nivel 
de entrada y se muestra por pantalla. De esta manera se consigue mostrar por pantalla el 
valor de amplitud, energía o potencia para una determinada señal o componente 
frecuencial. Para mostrar todas las componentes espectrales, el generador de rampa crea 
el movimiento horizontal en la pantalla del analizador a la vez que se encarga de 
sintonizar el oscilador local a la frecuencia correspondiente que se muestra en la 
pantalla en cada momento. 
A continuación se explican más detalladamente los diferentes elementos que componen 
el diagrama de bloques del receptor superheterodino. 
 
3.3.1 Atenuador de entrada de radiofrecuencia 
El propósito de este atenuador es asegurarse que la señal entra al mezclador con 
amplitud óptima, evitando que se produzcan saturaciones, compresión de ganancia o 
distorsión. Como su función es la protección de los circuitos internos del analizador, es 
habitual que se ajuste automáticamente (basándose en el nivel de referencia), aunque 
existe también la posibilidad de seleccionar manualmente la atenuación. 
 
3.3.2 Preselector o filtro paso bajo 
Este filtro evita que las señales de frecuencia elevada lleguen al mezclador. De esta 
forma se consigue solucionar el problema de los receptores superheterodinos. 
Además este filtro consigue aislar la antena del mezclador, evitando así que la portadora 
local sea radiada por la antena e interfiera sobre otros sistemas. 
El ancho de banda típico de estos filtros es de 4 veces la frecuencia intermedia. 
 
3.3.3 Mezclador y oscilador local 
La función que desempeña el mezclador es trasladar el espectro de la señal a una 
frecuencia fija, denominada frecuencia intermedia (FI), a la que opera el filtro de 









Para una señal de entrada a una frecuencia fS y un oscilador local a frecuencia fOL, 
idealmente, a su salida debería aparecer la señal de la entrada desplazada en frecuencia 
a ை݂௅ േ ௌ݂  (tal y como se muestra en la figura 3.4) pero debido a que este es un 
dispositivo no lineal, además de la señal deseada, aparecen muchas réplicas en 
diferentes frecuencias. Concretamente estas réplicas aparecen en las frecuencias dadas 
por: 






De todas estas componentes, sólo interesa que pueda atravesar el filtro de resolución 
una de las dos deseadas ሺ ை݂௅ േ ௌ݂ሻ para poder mostrarse en la pantalla del analizador. 
Por ello, una de estas dos ecuaciones deberá cumplirse: 
fOL ൅ fS ൌ fFI   ό   fOL െ fS ൌ fFI 
En la mayoría de los analizadores de espectro comerciales se utiliza como frecuencia 
intermedia fFI ൌ fOL െ fS. 
La frecuencia intermedia o frecuencia central del filtro de resolución se decide teniendo 
en cuenta diversos aspectos que se detallan a continuación. 
En primer lugar, es importante tener en cuenta que a la salida del mezclador también 
aparece la componente frecuencial que hay a la entrada ሺ݉ ൌ 1, ݊ ൌ 0ሻ. Por tanto, si 
usamos un filtro de resolución a una frecuencia dentro del rango de las frecuencias de 
entrada, podría llegar a detectarse señal aún cuando realmente no la hubiera en la 
frecuencia de interés fS, o podría mostrarse un valor de amplitud incorrecto tal y como 
se ilustra en la figura 3.5, en cuyo caso el resultado de la medida será erróneo sea cual 









Por tanto, para elegir la frecuencia central del filtro de resolución, se tiene en cuenta que 
ésta tendrá que encontrarse fuera del rango de frecuencias que va a examinar el 
analizador, según muestra la figura 3.6. 
 
Figura 3.6  Rango de frecuencias posibles para fijar la frecuencia intermedia 
Por otro lado, existe un compromiso entre usar el filtro de resolución a frecuencias altas 
o bajas. 
Si la frecuencia es baja, podremos conseguir fácilmente un filtro de resolución selectivo, 
y un amplificador de FI estable y de ganancia elevada. Por el contrario, el atenuador de 
RF deberá ser de un ancho de banda muy estrecho (menor que 4fFI) y con capacidad de 
sintonía, lo que lo hace más difícil de implementar. 
Si decidimos utilizar una frecuencia intermedia alta, el amplificador de radiofrecuencia 
(RF) será fácil de implementar, pero la etapa de FI resultará poco selectiva, inestable y 
con peor ganancia. 
Para solucionar este compromiso generalmente se utilizan receptores superheterodinos 
con varias etapas de conversión, que realizan varios traslados en frecuencia 
(generalmente entre dos y cuatro dependiendo del rango de frecuencias del 
instrumento). De esta forma se pueden diseñar fácilmente tanto los filtros de RF como 






mezcladores, añade más no linealidades y, por tanto, más distorsión, lo cual requiere un 
diseño más cuidadoso y complicado. 
Hasta aquí se ha explicado cómo se realiza el traslado en frecuencia de una única 
componente frecuencial. Para poder realizar el barrido, una vez trasladada la señal en 
frecuencia, tiene que desplazarse, dejando pasar por el filtro todo el rango de 




Para conseguirlo, el oscilador local varía su frecuencia proporcionalmente a la tensión 
del generador de rampa. De esta manera la señal a la salida del mezclador se va 
desplazando, haciendo que todo el rango frecuencial a medir pase por el filtro. 
La frecuencia del oscilador local se coloca por encima o por debajo de la señal a medir 
en base a la que genere una variación relativa menor entre las frecuencias máxima y 





donde fOLMÁX  y fOLMÍN  son las frecuencias máxima y mínima del oscilador local para 
que por pantalla aparezca el rango de frecuencias deseado. 
En el caso fOL ൐ fS  se obtiene fFI ൌ fOL െ fS  y por tanto fOL ൌ fS ൅ fFI  con lo que el 
rango será: 
fOLMÁX ൌ fSMÁX ൅ fFI 
fOLMÍN ൌ fSMÍN ൅ fFI 
En el caso fOL ൏ fS  se obtiene fFI ൌ fS െ fOL  y por tanto fOL ൌ fS െ fFI  con lo que el 
rango será: 
fOLMÁX ൌ fSMÁX െ fFI 
fOLMÍN ൌ fSMÍN െ fFI 
El  oscilador  local  deberá  sintonizarse dentro de este margen de frecuencias para 







Hay un detalle que no se ha mencionado hasta el momento, pero que no por ello deja de 
ser importante. La frecuencia útil a la entrada del mezclador ሺ ௦݂ሻ no es la única que al 
pasar por éste genera un tono a la frecuencia intermedia ሺ ி݂ூሻ . La denominada 
frecuencia imagen también lo genera. Esta frecuencia depende de si la frecuencia 
utilizada para el oscilador local es mayor o menor que la frecuencia intermedia. 
Si fOL ൐ fS entonces la frecuencia imagen se encuentra en fIM ൌ fS ൅ 2fFI y para el caso 
en que fOL ൏ fS la frecuencia imagen está en fIM ൌ fS െ 2fFI. 
Como habitualmente los analizadores de espectro utilizan una frecuencia del oscilador 
local mayor que la frecuencia de la señal de entrada, la frecuencia imagen se encontrará 
en ூ݂ெ ൌ ௌ݂ ൅ 2 ி݂ூ. 
La solución para evitar el problema de las frecuencias imagen consiste en filtrar la señal 
deseada antes de llegar al mezclador. De esta manera se consigue que al mezclador no le 
llegue señal procedente del exterior a la frecuencia imagen. De esta tarea se encarga el 
preselector o filtro paso bajo. 
 
3.3.4 Amplificador de ganancia a frecuencia intermedia 
Éste es el siguiente componente del diagrama de bloques de la figura 3.3. Se usa para 
ajustar la posición vertical de las señales en la pantalla del analizador sin afectar al nivel 
de señal a la entrada del mezclador. Cuando se modifica esta ganancia, automáticamente 
se cambia el nivel de referencia para que el valor indicado en pantalla siga siendo 
correcto. 
Por otro lado, normalmente no nos interesa que cambie el nivel de referencia cuando 
cambiamos la atenuación del atenuador de entrada, ya que en este caso sólo queremos 
evitar saturaciones en los circuitos del analizador sin que ello afecte al valor mostrado 
en la pantalla de éste. Por ello, el amplificador de ganancia a FI tiene la función 
adicional de compensar la atenuación del atenuador de entrada y así evitar que se 
modifique la señal en pantalla. De esta forma un cambio en el atenuador de entrada 
cambiará automáticamente la ganancia del amplificador de FI, manteniendo la señal en 
una posición constante en la pantalla. 
 
3.3.5 Filtro de resolución 
Después del amplificador de ganancia se encuentra el filtro a frecuencia intermedia, 
comúnmente conocido como filtro de resolución (Resolution BandWidth, RBW), el cual 










3.3.5.1 Efecto del filtro de resolución sobre la resolución frecuencial 
Se define la resolución frecuencial como la capacidad que tiene el analizador de 
espectro para separar dos señales sinusoidales de entrada en distintas respuestas. Según 
la teoría de Fourier una onda sinusoidal sólo tiene energía a una única frecuencia 
determinada, con lo que dos ondas sinusoidales a distinta frecuencia deberían aparecer 
como dos líneas en la pantalla. En realidad esto no es así ya que cada onda aparece con 
un cierto ancho de banda en la pantalla. 
Una mirada más detenida al analizador de barrido superheterodino nos puede explicar lo 
que sucede. La frecuencia que llega al filtro de resolución lo hace desplazándose en 
frecuencia y como este filtro tiene un ancho de banda determinado, empezará a captar la 
señal antes de que llegue a su frecuencia central, creando una respuesta en pantalla tal y 
como se muestra en la figura 3.8. A medida que vaya atravesando el filtro, se irá 
mostrando la señal, dando máxima amplitud cuando la señal deseada se encuentre a la 






De esta manera se mostrará en pantalla el que tenga el mayor ancho de banda: la señal 
de entrada o el filtro de resolución. Con esto, el resultado apreciado en pantalla no se 
corresponderá con el espectro de la señal real cuando el ancho de banda  del filtro de 
resolución sea mayor que el de la propia señal a medir. Por lo tanto, es importante tener 
en cuenta que el ancho de banda del filtro de resolución deberá configurarse de manera 
acorde al ancho de banda de la señal que deseemos medir. 
Otro aspecto importante a tener en cuenta a la hora de seleccionar un filtro de resolución 
adecuado es la separación espectral de las señales que deseamos medir. Para poder 
distinguir dos señales próximas en frecuencia, estas deberían estar lo suficientemente 
separadas como para que las respuestas que se muestran por pantalla no se solapen 
haciendo que parezca una única señal. Afortunadamente, los analizadores de espectro 
tienen bancos de filtros de resolución con diferentes anchos de banda que permiten 






A la hora de discernir señales muy próximas entre sí en frecuencia, podemos distinguir 
dos casos: señales con la misma amplitud o bien con amplitudes diferentes. 
En el caso de que aparezcan con la misma amplitud, será posible distinguirlas siempre y 
cuando estén separadas por una distancia igual o mayor que el ancho de banda a -3dB 
del filtro de resolución utilizado. En realidad las dos señales podrían estar más próximas 
entre sí y ser todavía distinguibles, aunque este criterio constituye una buena 
aproximación para seleccionar el filtro de resolución apropiado. La figura 3.9 muestra 






En el caso de señales con amplitud diferente, hay que tener en cuenta que dependiendo 
de la diferencia de amplitudes la sinusoide menor podría perderse debajo de la cola de la 
más grande al pasar por el filtro de resolución. Este efecto se ilustra en la figura 3.10. 
En ella vemos que la curva superior parece una única señal, cuando realmente existe 
una segunda señal oculta bajo la cola de la primera, tal y como se aprecia en la curva 














Algunos analizadores de espectro utilizan técnicas digitales para implementar los filtros 
de resolución. Los filtros digitales pueden dar importantes beneficios como por ejemplo 
una mejora substancial de la selectividad, lo que permite distinguir señales mucho más 
próximas en frecuencia. En cualquier caso, tanto si el filtro de resolución se implementa 
de manera analógica como si se implementa de manera digital, los principios expuestos 
anteriormente siguen siendo igualmente aplicables y, por lo tanto, también han de 











3.3.5.2 Efecto del filtro de resolución sobre el tiempo de barrido 
Un parámetro a tener en cuenta en los analizadores de espectro es el tiempo de barrido, 
que varía en función de si el analizador está diseñado con filtros analógicos o digitales. 
Filtros analógicos 
Si la resolución fuese el único criterio para juzgar el analizador espectral, se deberían 
diseñar los filtros de manera que fuesen lo más estrechos posible. Pero la resolución 
afecta al tiempo de barrido y éste a su vez afecta directamente al tiempo que tarda el 
analizador en realizar la medida, siendo éste otro aspecto importante a tener en cuenta a 
la hora de seleccionar un filtro de resolución adecuado. 
El periodo durante el cual la señal a la salida del mezclador permanece en el filtro de 
resolución es proporcional al ancho de banda de éste e inversamente proporcional a la 








donde  RBW = ancho de banda del filtro de resolución 
            Span = ancho de banda a medir 
            ST = tiempo de barrido (Sweep Time) 
Por otro lado, el tiempo de subida de un filtro es inversamente proporcional a su ancho 





donde k es una constante que depende del tipo de filtro de resolución empleado (por 
ejemplo, para los filtros Gaussianos empleados habitualmente en los analizadores 
espectrales de Agilent k suele variar entre 2 y 3). 
Para que la señal pueda ser captada correctamente, es necesario que el tiempo durante el 
cual la señal permanece en el filtro sea igual o mayor que el tiempo de subida del filtro. 


















El mensaje importante aquí es que, para un determinado ancho de banda a medir (Span), 
existe un compromiso entre selectividad del filtro de resolución (RBW) y el tiempo 
necesario para realizar la medida (ST). Según se puede apreciar en la expresión anterior, 
si se desea una mayor resolución espectral en las medidas, éstas requieren un periodo de 
tiempo mayor y viceversa. Por lo tanto, a mayor resolución espectral, mayor duración 
de las medidas. Es importante subrayar que el barrido en frecuencia no puede realizarse 
a una velocidad arbitrariamente elevada, ya que la señal a medir debe permanecer ante 
el filtro de resolución durante un tiempo igual o mayor que el tiempo de subida del filtro 
y esto limita la velocidad a la cual puede realizarse el barrido. Aunque algunos 
analizadores espectrales permiten ajustar manualmente el tiempo de barrido, la mayoría 
de ellos lo ajustan automáticamente en función del ancho de banda a medir y del filtro 
de resolución empleado para así proporcionar una medida calibrada en todo momento. 
Éste es un aspecto importante a tener en cuenta en el ámbito práctico ya que, 
dependiendo de la configuración del analizador, cada barrido puede requerir un periodo 
de tiempo que puede variar entre unos pocos segundos y varios minutos. Cuando se 
requiere realizar un número elevado de barridos para obtener resultados representativos, 
como es el caso de este proyecto, una configuración inapropiada del analizador puede 
dar lugar a periodos de medida inviables. Por lo tanto, éste es otro aspecto importante a 
considerar en la configuración del analizador. 
Filtros digitales 
Los filtros digitales tienen un efecto diferente en el tiempo de barrido del que tienen los 
analógicos, ya que su velocidad puede resultar de 2 a 4 veces mayor. Los filtros basados 
en FFT muestran una diferencia aún mejor, debido a que la señal se procesa en bloques 
frecuenciales. 
Por ejemplo, si el analizador trabaja con bloques frecuenciales de 1 kHz y 
seleccionamos un filtro de 10 Hz, el analizador procesará todo el bloque utilizando 100 
filtros contiguos de 10 Hz. De esta manera el tiempo se reduciría en un factor de 10.  En 
la práctica la reducción es menor ya que se pierde tiempo procesando la señal, pero en 
cualquier caso resulta bastante significativa. 
 
3.3.5.3 Efecto del filtro de resolución sobre el nivel de ruido del sistema 
El nivel de ruido mostrado en pantalla depende en gran medida del ancho de banda 
utilizado en el filtro de resolución. 
La potencia mínima de ruido que captará el dispositivo será la de ruido térmico, ésta se 
puede expresar como ேܲ ൌ ܭܶܤ donde PN es la potencia de ruido térmico, K es la 
constante de Boltzmann, T es la temperatura absoluta expresada en grados Kelvin (a 
temperatura ambiente se considera que su valor es de 290K) y B es el ancho de banda 
del sistema. A partir de la expresión se puede ver que si incrementamos el ancho de 






de resolución, se puede deducir que cuanto mayor sea el ancho de banda del filtro de 
resolución, mayor será la potencia de ruido captada y por tanto la relación señal a ruido 
(Signal Noise Ratio, SNR) se verá reducida. En la figura 3.12 se muestra gráficamente 
como a medida que se disminuye el ancho de banda del filtro de resolución, disminuye 
el nivel de ruido, permitiendo observar mejor la señal. Así pues, de cara a la detección 





La desventaja que presenta disminuir el ancho de banda es que se generará un mayor 
tiempo de barrido. 
 
3.3.6 Detector de envolvente 
Los analizadores de espectro convierten típicamente la señal que sale del filtro de 
resolución a señal de video con un detector de envolvente a fin de mostrar el valor de 
amplitud correspondiente a cada frecuencia. La forma más simple consiste en un diodo, 
una resistencia y un filtro paso bajo tal y como se muestra en la figura 3.13. La 
respuesta del detector de envolvente sigue los cambios en la envolvente de la señal de 
entrada, pero no su valor instantáneo, permitiendo así obtener los valores de pico de la 
señal. Esto es lo que provoca la pérdida de la información de fase de la señal y lo que 
confiere al analizador de espectro su característica de voltímetro. El amplificador 
logarítmico que antecede al detector de envolvente en la figura 3.3 se emplea cuando se 









3.3.7 Filtro de video 
Los analizadores de espectro además de la señal recibida muestran también su propio 
ruido interno. Para reducir el efecto de este ruido se acostumbra a promediar la 
representación. Los analizadores de espectro incluyen filtros de video para este 
propósito. El filtro de video es un filtro paso bajo que se sitúa justo después del detector 
de envolvente y antes del display. El ancho de banda de este filtro puede reducirse hasta 
valores inferiores al ancho de banda del filtro de resolución. Cuando esto sucede, el 
sistema de vídeo del analizador deja de seguir las variaciones rápidas de la envolvente 
de la señal detectada. El resultado es un efecto de suavizado de la señal mostrada en 





Al reducir el ancho de banda de este filtro por debajo del ancho de banda del filtro de 
resolución, las variaciones pico a pico del ruido también se reducen, permitiendo así 
apreciar señales que podían estar enmascaradas. Es importante destacar que la reducción 
del ancho de banda del filtro de video no afecta a la señal útil, aunque sí que incrementa 
el tiempo de barrido si su ancho de banda es menor que el del filtro de resolución, ya 
que el filtro de vídeo tiene su propio tiempo de subida. En general, los analizadores de 
espectro ajustan automáticamente el tiempo de barrido teniendo también en cuenta el 






El uso del filtro de vídeo tiene sus orígenes en la época analógica, donde era el único 
medio disponible para promediar el ruido y suavizar la señal mostrada en pantalla. Con 
la llegada de la tecnología digital a los analizadores espectrales surgió una alternativa 
diferente para lograr efectos similares en el dominio digital: el promediado de trazas. El 
principio de operación consiste en promediar dos o más barridos o trazas, punto a punto. 
En este caso se guarda el valor medido para cada frecuencia y se va promediando con el 






ܣ௡ donde Aavg es el 
nuevo valor promediado, Aanterior avg es el anterior valor promediado y n es el número de 
promediados realizado hasta el momento. De esta forma se consigue reducir el efecto 
del ruido (ya que tiene media nula) y ver mejor la señal útil. 
En ambos casos podemos configurar el grado de promediado: en el primer caso 
configurando el ancho de banda del filtro de vídeo y en el segundo caso configurando el 
número de trazas sobre las que se realiza el promediado. Asimismo, ambas alternativas 
requieren un tiempo similar para alcanzar el mismo nivel de promediado: en el método 
del filtro de vídeo porque se incrementa el tiempo de barrido al reducir el ancho de 
banda del filtro y en el método del promediado de trazas porque se requieren más 
barridos al incrementar el número de trazas promediadas. No obstante, existe una 
diferencia fundamental entre ambos tipos de promediado. El filtro de video realiza el 
promediado en tiempo real, promediando cada punto de la pantalla una única vez 
durante un tiempo aproximadamente igual a la inversa del ancho de banda del filtro. En 
cambio, el promediado de traza requiere de múltiples barridos para alcanzar el punto en 
el que se haya realizado el número de promediados requerido y, por lo tanto, cada punto 
de la pantalla se promedia varias veces. Se pueden obtener resultados muy distintos con 
cada método para ciertas señales, dependiendo por ejemplo de si el espectro de la señal 
varía con el tiempo y de si lo hace a una velocidad elevada. 
 
3.3.8 Display 
El display de un analizador de espectro consiste en una cuadrícula donde el eje 
horizontal es lineal y representa el rango de frecuencias medido (Span) y el eje vertical 
puede representar amplitud, energía o potencia tanto en magnitud lineal (para señales 
que no difieran más de 20-30 dB) como en magnitud logarítmica. 
Los analizadores de espectro actuales disponen de displays digitales para mostrar el 
espectro de la señal medida. Estos displays tienen una resolución limitada y, por lo 
tanto, pueden representar el espectro de la señal medida con un número limitado de 
puntos. Por muy elevada que sea la resolución de la pantalla, cada punto debe 
representar lo que ocurre con el espectro de la señal sobre un determinado rango de 
frecuencias, denominado bucket. Si por ejemplo se midiera una señal con un ancho de 
banda de 10 MHz utilizando un analizador con un display de 100 puntos, el rango de 
medida se dividiría en 100 buckets de 100 kHz cada uno y se utilizaría un punto en el 






de los 100 buckets. El criterio seguido para determinar el valor mostrado en cada bucket 
depende del tipo de detección empleado por el analizador. Normalmente los 
analizadores actuales disponen de diversos métodos de detección, siendo los más 
comunes los siguientes: detección de muestra, detección de pico positivo o detección de 
pico, detección de pico negativo, detección normal y detección promedio. La figura 3.15 




3.3.8.1 Detección de muestra 
Consiste en seleccionar el nivel instantáneo en la muestra central de cada bucket. Este 
modo funciona bien si lo que queremos es ver la aleatoriedad del ruido, pero no resulta 
adecuado para el análisis de señales senoidales. Esto se debe a que para que se muestren 
bien todas las componentes espectrales, tiene que dar la casualidad de que el máximo de 
cada componente coincida aproximadamente con el centro del bucket. En caso contrario 
no se muestra bien el espectro, ya que pueden haber componentes espectrales que no se 
muestrean correctamente. 
 
3.3.8.2 Detección de pico positivo 
Una manera de asegurarse de que las componentes frecuenciales se muestran con su 
amplitud real, es mostrar por pantalla el valor máximo encontrado en cada bucket. Este 
método, denominado detección de pico positivo o simplemente detección de pico, es el 
modo usado por defecto en muchos analizadores, ya que con él se asegura de no pasar 
por alto ninguna componente frecuencial. Por el contrario, este tipo de detección no es 










3.3.8.3 Detección de pico negativo 
Muestra el valor mínimo encontrado en cada bucket. Este tipo de detección, aunque se 
encuentra disponible en la mayoría de analizadores de espectro, posee una utilidad 
bastante limitada y no se utiliza tan habitualmente como los demás. 
 
3.3.8.4 Detección normal 
Este método de detección se basa en el siguiente algoritmo: 
Si la señal crece y decrece dentro de un bucket: 
- Los buckets pares muestran el valor de pico negativo del bucket y se almacena el 
valor máximo. 
- Los buckets impares muestran el valor máximo obtenido al comparar el valor de 
pico positivo del bucket actual con el valor de pico positivo anterior para dicho 
bucket, previamente almacenado. 
Si la señal sólo crece o sólo decrece dentro de un bucket: 
- Todos los buckets muestran el valor de pico positivo. 
 
Este método  proporciona una mejor visualización de la aleatoriedad del ruido que la 
detección de pico al mismo tiempo que evita el problema de la pérdida de algunas 
componentes propio de la detección de muestra. Por lo tanto, representa un buen 
compromiso para mostrar simultáneamente señales y ruido. 
 
3.3.8.5 Detección promedio 
A diferencia de otros métodos de detección, donde se toman varias muestras en cada 
bucket y se selecciona sólo una de ellas, este tipo de detección utiliza todos los valores 
recolectados que contiene cada bucket para calcular el valor promedio y mostrarlo por 
pantalla. Este método también se denomina detección RMS y método resulta adecuado 
para proporcionar un valor representativo de la energía o potencia de cada componente 
frecuencial de la señal. 
 
3.4 Sumario 
El presente capítulo ha descrito los principios básicos de funcionamiento de un 
analizador de espectro de tipo superheterodino, también conocido como analizador de 
barrido. Este tipo de analizador espectral constituye el elemento clave del sistema de 
medida que se emplea en el presente proyecto para analizar y caracterizar el nivel de 
ocupación del espectro radioeléctrico y, por lo tanto, resulta necesario entender los 
principios básicos de su funcionamiento para una mejor comprensión del material de 
capítulos posteriores, especialmente en lo relativo a parámetros de configuración e 






































4 Equipo y metodología de medida 
Para llevar a cabo el estudio de medidas se ha utilizado un equipo, basado 
principalmente en un analizador espectral y varios dispositivos externos, los cuales se 
han añadido para mejorar la sensibilidad total del sistema y, por lo tanto, la capacidad 
para detectar la presencia de señales débiles. En este capítulo se explicará el equipo 
utilizado para el proyecto, su configuración, ubicación y la metodología empleada a la 
hora de realizar las medidas, así como los cálculos previos al montaje de los elementos 
que componen el equipo de medida, necesarios para garantizar la calidad de las mismas. 
 
4.1 Esquema de medida 
Existen varias opciones de esquema de medida para llevar a cabo la campaña de 
medidas. A lo largo de esta sección se explicarán las ventajas y desventajas de cada una 
de ellas en función de los componentes empleados, llegando así a la configuración 
óptima utilizada en el proyecto.  
En la figura 4.1 se muestra el esquema de medida utilizado en este trabajo.  
El diseño está compuesto por dos antenas de banda ancha, un conmutador, varios filtros, 
un amplificador de bajo ruido, conectores, cables y un analizador espectral de alto 



































Las medidas que se efectuaran se llevaran a cabo en la banda de frecuencia de 75 MHz 
a 7 GHz. Como se desean realizar medidas dentro de un amplio rango frecuencial, es 
necesario utilizar más de una antena. Para ello será necesario utilizar dos antenas 
omnidireccionales con rangos de medidas complementarios. Para captar la banda de 
señal de 75 MHz a 3 GHz se ha escogido la antena discono AOR DN753 [25] que se 
observa en la figura 4.2, polarizada verticalmente con diagrama de recepción 
omnidireccional. Para la banda de 3 a 7 GHz, se ha escogido la antena discono 
JXTXPZ-100800P [26] la cual es capaz de captar señal de 1 a 8 GHz y se muestra en la 
figura 4.3.  
El motivo por el cual se usan antenas polarizadas verticalmente es porque la mayoría de 
los transmisores por radiofrecuencia están polarizados verticalmente. Aunque algunos 
estén polarizados horizontalmente, como por ejemplo la difusión de TV o FM, las 
estaciones acostumbran a emitir a potencias muy elevadas, de forma que incluso con 















Antes de nombrar las características y funciones principales de los tres filtros que 
componen el esquema de medida, se explicará de forma resumida los diferentes tipos de  
interferencias que podemos distinguir [27]. Cuando las transmisiones inalámbricas 
operan de forma cercana en el dominio de la frecuencia, existe la posibilidad de que 
estas señales interactúen. Estas interacciones pueden afectar negativamente al receptor, 
impidiendo recuperar correctamente la señal deseada. Podemos distinguir cinco tipos de 




La diferencia entre cada uno de los tipos de interferencias radica en la distancia entre los 
dos transmisores (deseado versus interferente) y sus niveles de potencia de transmisión. 
Cuando el espectro de ambas señales se superpone, estamos ante una interferencia 
cocanal. En este escenario la señal deseada quedaría totalmente deteriorada por la 
interferente. Otro tipo de interferencia ocurre cuando la señal interferente se encuentra 
en un canal adyacente (n+1), en cuyo caso el dispositivo receptor recibe interferencia de 
canal adyacente. El tercer tipo de interferencia (interferencia de segundo canal 
adyacente) es cuando la señal interferente se encuentra más lejos de la deseada, en cuyo 
caso el impacto respecto a la interferencia de canal adyacente se reduce 
considerablemente pero no desaparece. El cuarto tipo de interferencia se denomina de 






las etapas de entrada de un receptor, produce una degradación de su sensibilidad, aun 
cuando tales señales sean rechazadas por los filtros de RF y/o FI del receptor. Ello se 
debe a una saturación de las etapas de entrada producida por la señal interferente. Esta 
pérdida o reducción de la sensibilidad se denomina desensibilización del receptor. 
Además de la desensibilización, estas señales interferentes intensas fuera de banda 
pueden predisponer al receptor para la generación de productos de intermodulación si 
recibe otra u otras frecuencias. Aquí es donde entra en juego el último tipo de 
interferencia llamada interferencia de intermodulación, la cual se produce cuando se 
mezclan dos o más señales RF en un dispositivo no lineal, activo o pasivo. Se generan 
entonces nuevas frecuencias con las modulaciones de las señales de origen incorporadas, 
que se llaman productos de intermodulación. Algunos de estos productos pueden tener 
una frecuencia igual a la de sintonía de un receptor próximo, provocando una 
interferencia sobre ese receptor. 
Los filtros usados para evitar estas interferencias son, un filtro paso bajo, ver figura 4.5, 
Mini-Circuits VLF3000+ [29] cuya finalidad es eliminar las frecuencias mayores de 
3GHz (este se sitúa en la rama encargada de captar la señal de 75 MHz a 3 GHz) y un 
filtro paso alto, ver figura 4.6, Mini-Circuits VHP-26 [30], cuya función es eliminar las 
frecuencias menores de 3GHz (para ello se sitúa en la rama encargada de captar la señal 
de 3 GHz a 7 GHz). 
La función de ambos es eliminar las señales a frecuencias fuera de la banda de medida 
de cada rama (es decir, no captar señal a frecuencias que no se desean medir), las cuales 
podrían provocar problemas de interferencia y/o desensibilización del receptor si éstas 
fueran demasiado fuertes. 
El último filtro que hallamos en el esquema de medida es un filtro de banda eliminada 
Mini-Circuits NSBP-108+ [30] cuya finalidad es eliminar la señal de una estación 
transmisora de FM muy próxima al lugar donde se toman las medidas (véase figura 4.7). 
El tipo de interferentes (interferencias de desensibilización y de intermodulación) que se 
pueden dar quedan citadas en el párrafo anterior. Tan sólo destacar que cuando el 
analizador de espectros capta una señal con un elevado nivel de potencia, aunque no 
esté dentro de la banda de medida, se puede reducir el rango dinámico de éste e incluso 
llegar a producir la saturación del mezclador, dándose no linealidades que generan 
señales indeseadas en la pantalla del analizador, corrompiendo el resultado. En 




















Dentro del equipo de medida existe un conmutador, cuya función es seleccionar 
automáticamente una de las dos antenas empleadas sin necesidad de modificar 
manualmente el montaje de medida. El conmutador empleado es el Mini-Circuits 
MSP2T-18 [31]. Se trata de un conmutador electromecánico de tipo Single Pole Double 
Throw (SPDT) [32], es decir, un conmutador con una salida en común que se puede 
conectar a una de las dos entradas disponibles, quedando la otra en abierto (véase el 
ejemplo en la figura 4.8). Este dispositivo requiere una alimentación de 24VDC. Cuando 
la alimentación está desconectada se selecciona la rama correspondiente a la antena de 
baja frecuencia (75-3000 MHz), mientras que con alimentación conectada se selecciona 















Una posible opción de configuración del esquema de medida sería conectar 
directamente el analizador de espectro a la antena mediante un cable coaxial tal y como 







En esta disposición, la atenuación del cable provoca que la relación señal a ruido en la 
pantalla del analizador no sea la mejor posible. Nos interesa que este valor sea lo más 
alto posible para que nuestra señal no quede enmascarada con el ruido. 
Para caracterizar el ruido que introduce un sistema de medida, existe el parámetro  
denominado factor de ruido. Éste se define como el cociente entre la relación señal a 
ruido a la entrada y a la salida del sistema, y puede expresarse como la relación entre la 
potencia de ruido medida a la salida del sistema y la potencia de ruido que existiría en la 




donde ௡ܲ೚ es la potencia de ruido a la salida del sistema 
 ௡ܲ೔ es la potencia de ruido a la entrada del sistema 
 ܣ௣ es la ganancia del sistema 
 
Cabe destacar que si el sistema no fuera ruidoso, la potencia de ruido a la salida sería 
exactamente igual a la potencia de ruido a la entrada amplificada según la ganancia del 
sistema. En cambio, para un sistema ruidoso, a la potencia de ruido a la salida hay que 
añadirle el ruido que introduce el propio sistema ( ௡ܲ೚
ᇱ ). Por tanto, para un sistema 
ruidoso: 








El factor de ruido de un sistema, se puede calcular a partir del factor de ruido y la 
ganancia de todos los elementos que componen el sistema mediante la expresión 
siguiente. 
 
ܨ௘௤ ൌ ܨଵ ൅෍
ܨ௜ െ 1
∏ ܣ௝௜ିଵ௝ୀଵ






donde ܤே೐೜ ൌ ݉í݊ሺܤଵ, ܤଶ, … , ܤெሻ 
 ܤ௜ es el ancho de banda del componente i-ésimo. 
 ܨ௜ es el factor de ruido del componente i-ésimo. 
 ܣ௜ es la ganancia del componente i-ésimo. 
 
Como el último componente del circuito de medida es el que tiene el ancho de banda 
más estrecho, la expresión anterior se simplifica, dando lugar a la fórmula de Friis. 
 







Despejando de la expresión anterior, se puede observar que si el primer elemento del 
circuito es un atenuador con pérdidas ܮ (ܨଵ ൌ ܮ, ܣଵ ൌ 1 ܮ⁄ ሻ, éste provoca un factor de 
ruido equivalente del sistema proporcional al factor de ruido de las etapas siguientes, 
siendo el comportamiento del sistema peor cuanto mayor sea la atenuación del cable. 




















ܨ௘௤ ൌ ܮܨ௘௧௔௣௔௦ ଶ ௔ ெ  
 
donde ܮ es la atenuación del primer elemento del sistema (cable). 
 ܨ௘௧௔௣௔௦ ଶ ௔ ெ  es el factor de ruido equivalente de las etapas 2 a la M. 
 
Para mejorar esta situación es conveniente introducir un amplificador a pie de antena. 
De esta manera el factor de ruido equivalente del sistema se reduce notablemente, 
pudiendo llegar a ser, para un amplificador de ganancia elevada: 
 
ܨ௘௤ ൎ ܨ௔௠௣௟௜௙௜௖௔ௗ௢௥ 
 
Cuanto menor resulta el factor de ruido, menos ruido estará introduciendo el sistema de 






resulta interesante situar un preamplificador a pie de antena para poder detectar señales 
de potencia más débil de las que se detectarían sin utilizarlo. 
 
En la figura 4.10 se puede observar un sistema de medida que utiliza un amplificador a 





En este estudio se ha utilizado el Mini-Circuits ZX60-8008E [33]. Este amplificador es 
de ganancia elevada y de figura de ruido baja, para conseguir así reducir el nivel de 
ruido introducido por el sistema. Cabe comentar que el analizador de espectro incluye 
un preamplificador, pero este está demasiado lejos de las antenas para resultar igual de 
útil que el ya comentado. 
 
4.1.5 Analizador de espectro 
El analizador de espectro que se observa en la figura 4.11 (Anritsu Spectrum Master 
MS2721B+ [34]) es el que se ha escogido para llevar a cabo el proyecto. Este aparato es 
portable y de alto rendimiento, lo cual nos permite realizar una amplia variedad de 
medidas de manera cómoda en diversas localizaciones.  
Dicho analizador tiene un rango de medida de 9 kHz a 7.1 GHz, tiene un bajo nivel de 
ruido (DANL, Displayed Average Noise Level, -163 dBm con un RBW 1 Hz), lo que 
permite una mejor detección de señales débiles, el ancho de banda de resolución y de 
video (VBW) son ajustables desde 1 Hz hasta 3 MHz. Posee un pre-amplificador 
interno, tiene una alta velocidad de barrido (sweep time) configurada automáticamente 
por el analizador y algo que nos resulta extremadamente útil para este proyecto, que es 
la posibilidad de almacenamiento de las medidas realizadas a través de un puerto USB 
en un memory stick para luego transferirlas a un PC y analizarlas posteriormente. 
La configuración del Analizador de Espectro (AE) varía dependiendo de la banda de 






75 - 3000 MHz, la configuración será diferente de si las frecuencias elegidas están en el 
rango de 3000 - 7075 MHz. En la tabla 4.1 se hallan los parámetros más destacables de 
configuración del AE, cuyos valores han sido elegidos a partir de las indicaciones 














 Rango de frecuencias 75 - 3000 MHz 3000 - 7075 MHz 
Frecuencia SPAN 45 - 600 MHz (véase tabla 4.16) 
Frecuencia bin 81.8 - 1090.9 kHz (véase tabla 4.16) 
RBW 10 kHz 






Pre-amplificador Desactivado Activado 
Nivel de referencia -20 dBm -30 dBm 
RL offset 0 dB -20 dB 
Escala 10 dB/división 
Atenuación de entrada 0 dB 




Ahora bien, la configuración que se utiliza en el AE para las veinticinco sub-bandas de 
medida definidas no es la misma. Hay dos circuitos dentro del esquema de medida, uno 
que compone las sub-bandas que están dentro del rango de 75 a 3000 MHz, y otro 
circuito que compone las sub-bandas que están dentro del rango de 3000 a 7075 MHz. 






La principal diferencia es el uso del pre-amplificador interno en el intervalo de 3 GHz a 
7 GHz. Por debajo de 3 GHz no es posible utilizar el pre-amplificador interno del 
analizador debido a que las señales presentes a tales frecuencias son demasiado fuertes 
después de atravesar el pre-amplificador externo colocado a pie de antena. Por encima 
de 3 GHz las señales son más débiles y es posible utilizar el pre-amplificador interno 
del analizador, además del pre-amplificador externo, sin que haya ningún tipo de 
problema en cuanto a saturación del mezclador, etc. De hecho, el uso del pre-
amplificador interno es favorable para los resultados, ya que tal y como se comprobó 
durante la fase previa de configuración del equipo, activándolo era posible detectar 
señales por encima de 3 GHz que de otra manera quedaban ocultas bajo el nivel de 
ruido del sistema de medida. 
Al activar el pre-amplificador interno del analizador, el nivel de ruido del sistema de 
medida baja de unos -100 dBm a unos -120 dBm aproximadamente, permitiendo ver 
señales ocultas. Para igualar los niveles de ruido en los valores capturados por el 
analizador por debajo y por encima de 3 GHz, se decidió modificar el offset del nivel de 
referencia (Reference Level, RL) (RL offset)  del analizador a -20 dB. Modificar el RL 
offset modifica el valor absoluto de todos los valores medidos por el analizador, sin 
embargo esta variación afecta por igual a señal y ruido, manteniendo constante la 
relación en dB entre señal y ruido, que es lo que realmente determina el que una señal se 
pueda detectar o no. Así pues, por encima de 3 GHz se utilizó un nivel de RL offset tal 
que el nivel numérico de ruido almacenado por el analizador por encima de 3 GHz era 
20 dB mayor que el real, para así hacerlo coincidir con el nivel de ruido por debajo de 3 
GHz y facilitar el procesado computacional de las medidas (especialmente en la banda 
que queda cortada en 3 GHz). Puesto que este ajuste desplaza en 20 dB todos los 
valores de amplitud/potencia capturados por el analizador, la relación señal a ruido de 
las medidas realizadas no se ve alterada por este pequeño ajuste, obteniéndose los 
mismos resultados en cuanto ocupación/no ocupación del canal, que es lo que realmente 
nos interesa. 
4.1.6 Otros componentes 
Para interconectar todos los elementos citados se ha utilizado cable coaxial cuyas 
características son diferentes dependiendo del tramo a interconectar. Para unir la antena 
que mide las bandas comprendidas entre 0 y 3 GHz con el filtro paso bajo, se ha 
utilizado 1.8 metros de cable coaxial CBL-6FT-SMNM+ 130 [36]. Para unir la antena 
que mide las frecuencias comprendidas entre 3 y 7 GHz con el filtro paso alto, se ha 
utilizado un cable coaxial de 1.8 metros cuyo modelo es CBL-6FT-SMSM+ [37]. Para 
unir el conmutador con el amplificador es necesario un cable de 45 centímetros de largo 
cuyo modelo es CBL-1’5FT-SMSM+ [38]. El último elemento de interconexión es de 







Para unir los dispositivos con los cables citados es necesario un adaptador hembra-
macho o macho-hembra dependiendo del caso. En el esquema de medida utilizado han 
hecho falta ocho adaptadores SMA machos a N hembras, Mini-Circuits NF-SM50+ 
[40], y cuatro adaptadores N machos a BNC hembras Anritsu 1091-172. 
Para instalar el filtro paso bajo, el filtro paso alto, el pre-amplificador y el conmutador, 
se ha utilizado una caja hermética resistente al agua (puesto que durante el periodo de 
medida en uno de los escenarios debía estar al aire libre). 
Por último, se ha utilizado dos fuentes de alimentación, una para el conmutador y otra 
para el pre-amplificador unidas con un cable de alimentación a los respectivos 
elementos, ya que dependiendo de las medidas a realizar dichos componentes debían o 
no estar conectados, y para que su uso fuese más práctico se instalaron dichas fuentes en 
el mismo lugar donde se hallaba el AE. 
La figura 4.12 es una fotografía donde se muestra el filtro paso bajo, el filtro paso alto, 
el pre-amplificador, el conmutador, los cables coaxiales y de alimentación, los 














4.2 Margen dinámico libre de espurios 
Cabe la posibilidad de que en la pantalla del dispositivo de medida aparezcan 
componentes frecuenciales donde en realidad no las hay. A estas señales indeseadas se 
las conoce como espurios o señales espurias.  
El hecho de que aparezcan estas señales indeseadas se debe a la no linealidad de los 
dispositivos de medida, los cuales producen señales a frecuencias donde en realidad no 
las hay. El resultado final sería que las señales espurias serían interpretadas como 
señales primarias realmente presentes, dando así lugar a un resultado incorrecto según el 
cual nivel de ocupación espectral obtenido sería mayor que el realmente existente. 
Para poder garantizar que la señal visualizada en la pantalla del analizador sea la real y 
no contenga espurios, es necesario asegurar que éstos se encuentren siempre por debajo 
del nivel de ruido a la salida del sistema. Hay que tener en cuenta que en un sistema no 
lineal, la amplitud de las señales espurias será mayor cuanto mayor sea la amplitud de la 
señal recibida. Por lo tanto, para garantizar que el sistema opera libre de espurios, es 
necesario garantizar que los niveles de potencia a la entrada del sistema no exceden los 
máximos valores permitidos. 
Se hace necesario, así pues, calcular cuál será el máximo nivel de señal permitido a la 
entrada del sistema de medida para que estos espurios no aparezcan por encima del 
nivel de ruido del sistema y sean interpretados erróneamente como señales primarias. 
Para ello, se deberá calcular el margen dinámico libre de espurios (Spurious Free 
Dynamic Range, SFDR). El SFDR es la máxima diferencia entre la potencia de señal 
interferente a la entrada (PI) y la potencia de ruido equivalente a la entrada (PN) de 
manera que se garantiza que la señal espuria a la salida está por debajo del nivel de 
ruido a la salida. 
ܵܨܦܴሺ݀ܤሻ ൌ ூܲሺ݀ܤ݉ሻ െ ேܲሺ݀ܤ݉ሻ 
Una vez calculado este valor y conociendo el nivel de ruido a la entrada del sistema, 
podremos obtener el nivel de potencia máximo permitido a la entrada del sistema para 
que no afecten los espurios. 




ൣܫ ௜்ܲை்ሺ݀ܤ݉ሻ െ ேܲሺ݀ܤ݉ሻ൧ 
donde  ݉ es el orden del producto de intermodulación 
 ܫ ௜்ܲை் es el punto de intercepción a la entrada del sistema 







Como se puede apreciar, habrá un valor distinto de SFDR para cada producto de 
intermodulación. En el caso de estudio, el valor mínimo de potencia interferente que 
produce no linealidades perceptibles se da cuando el SFDR es el menor posible (se 
puede observar fácilmente a partir de la definición de SFDR). Éste caso se da para el 
producto de intermodulación de tercer orden. Por tanto se puede reescribir la expresión 




ൣܫ ௜்ܲை்ሺ݀ܤ݉ሻ െ ேܲሺ݀ܤ݉ሻ൧ 
 
4.2.1 Cálculo del punto de intercepción a la entrada del sistema 
El punto de intercepción a la entrada se conoce como el nivel de señal a la entrada del 
sistema para que el nivel del armónico fundamental a la salida y el del espurio 
coincidan. Si entendemos el sistema de medida como la concatenación de diversos 
cuadripolos, el punto de intercepción a la entrada del sistema se puede escribir como 






















donde ܰ es el número de cuadripolos 
 ܫ ௜ܲೕ es el punto de intercepción a la entrada del cuadripolo j 
 ܩ௝es la ganancia del cuadripolo j 
 ݍ ൌ ௠ିଵ
ଶ
 
El sistema de medida utilizado se puede separar en dos cuadripolos tal y como se 
muestra en la figura 4.13. El primero, incluiría el filtro de rechazo de las frecuencias de 
FM (para frecuencias altas no se incluye), el cable coaxial de 1.8m, el filtro paso 
bajo/paso alto (según la frecuencia a medir), el conmutador, el cable coaxial de 45cm y 
el amplificador. El segundo cuadripolo incluiría un adaptador, el cable coaxial de 10m, 
otro adaptador y el analizador de espectro. Notar que en la figura 4.13 se muestran 
ambas ramas como primer cuadripolo, a pesar de que dependiendo de si el conmutador 























4.2.2 Cálculo de la ganancia del primer cuadripolo 
La ganancia del primer cuadripolo es el resultado de la suma de ganancias de todos los 
elementos de éste. De manera que para frecuencias entre 0 y 3GHz: 
ܩଵ ൌ ܩ௔௠௣௟ െ ܮ௙௜௟௧௥௢ଵ െ ܮ௖௔௕௟௘ଵ.଼ െ ܮ௙௜௟௧௥௢ଶ െ ܮ௖௢௡௠௨ െ ܮ௖௔௕௟௘଴.ସହ 
donde Gampl es la ganancia del amplificador 
 Lfiltro1 es la atenuación de la banda de paso del filtro de FM 
 Lcable1.8 es la atenuación del cable coaxial de 1.8m 
 Lfiltro2 es la atenuación del filtro paso bajo 
 Lconmu es la atenuación del conmutador 
 Lcable0.45 es la atenuación del cable coaxial de 45cm 
Y para frecuencias entre 3 y 7GHz: 
ܩଵ ൌ ܩ௔௠௣௟ െ ܮ௖௔௕௟௘ଵ.଼ െ ܮ௙௜௟௧௥௢ଶ െ ܮ௖௢௡௠௨ െ ܮ௖௔௕௟௘଴.ସହ 
Donde en este caso ܮ௙௜௟௧௥௢ଶ es la atenuación del filtro paso alto. 
En la tabla 4.2 se encuentran especificados los parámetros de los diferentes elementos 
del sistema para los casos posibles (dentro de la banda FM, a 200 MHz y a 3 GHz para 
el caso de que el circuito es el equivalente a bajas frecuencias, y para 3 y 7 GHz en caso 



















FM 20 0.28 0.1 0.01 11.41 0.06 
200 MHz 0.5 0.28 0.1 0.01 11.41 0.06 
3 GHz 0.5 1.3 0.72 0.07 9.85 0.34 
HIGH 3 GHz - 1.29 1.09 0.07 9.85 0.34 7 GHz - 2.09 0.9 0.15 7.9 0.58 
Tabla 4.2 Valores de ganancia y atenuación de los diferentes elementos 
Aplicando las fórmulas de ganancia con los valores mostrados en la tabla 4.2, 
obtenemos la ganancia del primer cuadripolo, los cuales se muestran en la tabla 4.3 




200 MHz 10.46 
3 GHz 6.92 
HIGH 3 GHz 7.06 7 GHz 4.18 
Tabla 4.3 Valores de ganancia del primer cuadripolo 
 
4.2.2.1 Cálculo del punto de intercepción del primer cuadripolo 
Para obtener el valor del punto de intercepción, se hace necesario distinguir, para bajas 
frecuencias, el caso en que se trabaje o no dentro de la banda de FM ya que en caso de 
trabajar fuera de la banda, el filtro de FM se considera como un atenuador ideal y el 
cálculo del punto de intercepción resulta distinto. 
Dentro de la banda de FM 
Dentro del primer cuadripolo se pueden distinguir cuatro dispositivos lineales de 
manera consecutiva, tal y como se observa en la figura 4.14, que no introducirán 
distorsión. Estos son, el cable de 1.8m, el filtro paso bajo, el conmutador y el cable de 
45cm. Dichos elementos se pueden sustituir por un atenuador de atenuación ܮ௔௧௘௡ଵ 
equivalente, igual a la suma de las atenuaciones de cada elemento. 









Una vez obtenida dicha atenuación, se puede proceder a calcular el punto de 












Dado que por definición, el punto de intercepción para un atenuador ideal es infinito, el 
punto de intercepción de la etapa se simplifica a: 
ܫ ௜ܲೌ ൌ ܮ௔௧௘௡ଵ ൉ ܫ ௜ܲೌ೘೛೗ 
Expresado en dB: 
ܫ ௜ܲೌሺ݀ܤ݉ሻ ൌ ܮ௔௧௘௡ଵሺ݀ܤሻ ൅ ܫ ௜ܲೌ೘೛೗ሺ݀ܤ݉ሻ 
El punto de intercepción para un sistema de tipo filtro con pérdidas más cuadripolo no 
lineal, tal y como se muestra en la figura 4.15, se puede calcular con la siguiente 
expresión: 
ܫ ௜ܲభሺ݀ܤ݉ሻ ൌ ܫ ௜ܲೌሺ݀ܤ݉ሻ ൅
݉
݉ െ 1
∆ሺ݀ܤሻ ൅ ܮ௙௜௟௧௥௢ଵ 
donde ∆ es la selectividad del filtro que es de 19.5dB 








De esta manera, para m=3: 




ൌ ܮ௖௔௕௟௘ଵ.଼ሺ݀ܤሻ ൅ ܮ௙௜௟௧௥௢ଶሺ݀ܤሻ ൅ ܮ௖௢௡௠௨ሺ݀ܤሻ ൅ ܮ௖௔௕௟௘଴.ସହሺ݀ܤሻ
൅ ܫ ௜ܲೌ೘೛೗ሺ݀ܤ݉ሻ ൅
3
2
∆ሺ݀ܤሻ ൅ ܮ௙௜௟௧௥௢ଵሺ݀ܤሻ 
 
Fuera de la banda de FM 
En caso de trabajar fuera de la banda de FM, el cálculo se simplifica, ya que el filtro de 
FM se puede considerar un atenuador ideal, el cual sumaría su atenuación a la de los 
otros atenuadores adyacentes, siendo el punto de intercepción: 
ܫ ௜ܲభሺ݀ܤ݉ሻ ൌ ܮ௙௜௟௧௥௢ଵ ൅ ܮ௖௔௕௟௘ଵ.଼ ൅ ܮ௙௜௟௧௥௢ଶ ൅ ܮ௖௢௡௠௨ ൅ ܮ௖௔௕௟௘଴.ସହ ൅ ܫ ௜ܲೌ೘೛೗ሺ݀ܤ݉ሻ 










Llegado este punto, ya es posible calcular el punto de intercepción del primer 
cuadripolo. 
Teniendo en cuenta el valor de los diferentes parámetros a las diferentes frecuencias 
especificadas en la tabla 4.2, y teniendo en cuenta los valores que el fabricante nos 
proporciona y que se especifican en la tabla 4.4, se puede proceder al cálculo del punto 
de intercepción del primer cuadripolo. 
 ∆ሺࢊ࡮ሻ ࡸࢌ࢏࢒࢚࢘࢕૚ሺࢊ࡮ሻ ࡵࡼ࢕ࢇ࢓࢖࢒ሺࢊ࡮࢓ሻ 
LOW 
FM 19.5 0.5 26.53 
200 MHz - 0.5 26.53 
3 GHz - 0.5 25.33 
HIGH 3 GHz - - 25.33 7 GHz - - 21.01 
Tabla 4.4 Valores especificados por el fabricante 
Destacar, que el valor que nos proporciona el fabricante del amplificador sobre el punto 
de intercepción de tercer orden, es a la salida de este, cuando en la fórmula que debemos 
aplicar nos hace falta el valor a la entrada. Para ello basta con restar la ganancia del 
amplificador al punto de intercepción de la salida para obtener el valor de interés. 







Una vez reunidos todos los parámetros y aplicados en las fórmulas, se pueden obtener 
los valores del punto de intercepción del primer cuadripolo (ܫ ௜ܲభሻ que se muestran en la 
tabla 4.5 para las diferentes frecuencias. 
 ࡵࡼ࢏૚ ሺࢊ࡮࢓ሻ 
LOW 
FM 45.32 
200 MHz 16.07 
3 GHz 18.41 
HIGH 3 GHz 18.27 7 GHz 16.83 
Tabla 4.5 Valores del punto de intercepción del primer cuadripolo 
 
4.2.2.2 Cálculo del punto de intercepción del segundo cuadripolo 
Si se tiene en cuenta que los conectores son atenuadores, éstos y el cable de 10m se 
pueden incluir en un bloque equivalente de atenuación ܮ௔௧௘௡ଶ igual a la suma de las 
atenuaciones de cada elemento. 
ܮ௔௧௘௡ଶ ൌ ܮ௖௢௡௘௖ ൅ ܮ௖௔௕௟௘ଵ଴ ൅ ܮ௖௢௡௘௖ ൌ 2ܮ௖௢௡௘௖ ൅ ܮ௖௔௕௟௘ଵ଴ 
Aplicando el mismo método que en el primer cuadripolo, el punto de intercepción del 











Despejando se obtiene: 
ܫ ௜ܲమሺ݀ܤ݉ሻ ൌ ܮ௔௧௘௡ଶሺ݀ܤሻ ൅ ܫ ௜ܲೌ೙ೌ೗೔೥ೌ೏೚ೝሺ݀ܤ݉ሻ









En la tabla 4.6 se encuentran los valores necesarios para aplicar la fórmula anterior. 
 ࡸࢉ࢕࢔ࢋࢉሺࢊ࡮ሻ ࡸࢉࢇ࢈࢒ࢋ૚૙ሺࢊ࡮ሻ ࡵࡼ࢏ࢇ࢔ࢇ࢒࢏ࢠࢇࢊ࢕࢘ሺࢊ࡮࢓ሻ 
LOW 
FM 0.02 1.89 8 
200 MHz 0.02 1.89 8 
3 GHz 0.04 12.46 10 
HIGH 3 GHz 0.04 12.46 10 7 GHz 0.09 27.56 13 
Tabla 4.6 Valores necesarios para el cálculo del IP del segundo cuadripolo 
Teniendo en cuenta el valor de los diferentes parámetros a las diferentes frecuencias, el 
punto de intercepción del segundo cuadripolo para cada valor se muestra en la tabla 4.7. 
 ࡵࡼ࢏૛ ሺࢊ࡮࢓ሻ 
LOW 
FM 9.93 
200 MHz 9.93 
3 GHz 22.54 
HIGH 3 GHz 22.54 7 GHz 40.74 
Tabla 4.7 Punto de intercepción del segundo cuadripolo para las diversas frecuencias 
 
4.2.2.3  Cálculo del punto de intercepción total a la entrada del sistema 
Una vez conocidos los valores de los puntos de intercepción de los dos cuadripolos y la 














En la tabla 4.8 se halla en modo resumen los valores obtenidos necesarios para obtener 
el punto de intercepción del sistema completo. Destacar que la fórmula del ܫ ௜ܲ೅ೀ೅ es con 
los valores en lineal. 
 ࡳ૚ሺࢊ࡮ሻ ࡵࡼ࢏૚ ሺࢊ࡮࢓ሻ ࡵࡼ࢏૛ ሺࢊ࡮࢓ሻ 
LOW 
FM -9.04 45.32 9.93 
200 MHz 10.46 16.07 9.93 
3 GHz 6.92 18.41 22.54 









Así pues, los valores del punto de intercepción de tercer orden a la entrada del sistema 
que se obtienen se muestran en la tabla 4.9 en lineal y en dBm. 
 ࡵࡼ࢏ࢀࡻࢀሺ࢒࢏࢔ࢋࢇ࢒ሻ ࡵࡼ࢏ࢀࡻࢀሺࢊ࡮࢓ሻ 
LOW 
FM 78.70 18.96 
200 MHz 0.87 -0.62 
3 GHz 23.90 13.78 




4.2.3 Cálculo del nivel de ruido a la entrada del sistema 
Para obtener el ruido equivalente a la entrada del esquema de medida (ya que el ruido 
también se atenúa o amplifica desde la antena hasta el analizador) hay que incluir el 
valor del factor de ruido de toda la red entre el conector de la antena y el conector del 
analizador. Es aceptable considerar que el ruido en el analizador es ruido térmico, es 
decir, ௡ܲ ൌ ݇ܶܤ, con lo que el ruido ௡ܲ referido a la entrada del esquema de medida 
sería ௡ܲ ൌ ݇ܶܤܨ  o ௡ܲሾ݀ܤ݉ሿ ൌ 10 logሺ݇ܶܤሻ ൅ ܨሾ݀ܤሿ, donde ܨ  es el factor de ruido. 
No obstante, si queremos ser totalmente rigurosos, es necesario tener en cuenta que 
además del ruido térmico inherente a cualquier circuito electrónico, el analizador 
también tiene otras fuentes de ruido internas que generan ruido adicional al ruido 
térmico. Esto quiere decir que el nivel de ruido real del analizador no es ௡ܲ ൌ ݇ܶܤ       
(-133.98 dBm para RBW=10 kHz) sino que será un valor mayor que éste. Para medir el 
nivel de ruido del analizador podemos reemplazar la antena por una carga adaptada de 
50 Ω y medir el nivel de ruido que aparece en la pantalla del analizador. Este nivel de 
ruido, medido de esta manera, sería el Displayed Average Noise Level (DANL). En 
principio podríamos pensar que éste es el nivel de ruido en la etapa final del analizador 
(display) y que el nivel de ruido equivalente en el conector de entrada del analizador 
sería en realidad otro valor. Sin embargo, los analizadores están calibrados para mostrar 
por pantalla un valor de DANL igual al noise floor real del aparato en el propio conector 
de entrada, tal y como se explica en [24]. Esto quiere decir que el noise floor en el 
conector de entrada del analizador, que es el valor que necesitamos, es precisamente el 
nivel de ruido mostrado en la pantalla cuando no hay señal, el DANL. Este valor, 
efectivamente es mayor que el valor de ruido térmico. Por ejemplo, para RBW = 10kHz, 
el nivel de ruido térmico es ݇ܶܤ = -133.98 dBm mientras que el DANL de nuestro 
analizador es DANL = -110 dBm > -133.98 dBm. 
Para ser más exactos hay que medir el DANL del analizador con RBW de 10 kHz a 
diferentes frecuencias. Estos valores son: -107.2 dBm para FM, -110.4 dBm para 







Así pues, el nivel de ruido a la entrada del sistema es: 
ܨ்ை் ൌ ܦܣܰܮሾ݀ܤ݉ሿ@10ܭ ൅ ܨሾ݀ܤሿ 
donde: 







En la figura 4.18 se observa el grupo de elementos que componen los tres bloques de 




Notar que el valor ܨଵ y ܩଵ dependerá de la frecuencia ante la que estemos, es decir, si la 
rama a medir es la de 0 a 3 GHz o la de 3 a 7 GHz.  
Los valores de factor de ruido y ganancia de cada bloque se muestran en la tabla 4.10. 
 
 ࡲ૚ሺࢊ࡮ሻ ࡳ૚ሺࢊ࡮ሻ ࡲ૛ሺࢊ࡮ሻ ࡳ૛ሺࢊ࡮ሻ ࡲ૜ሺࢊ࡮ሻ ࡳ૜ሺࢊ࡮ሻ 
LOW 
FM 20.45 -20.45 4.29 11.41 1.93 -1.93 
200 MHz 0.95 -0.95 4.29 11.41 1.93 -1.93 
3 GHz 2.93 -2.93 4.09 9.85 12.54 -12.54 
HIGH 3 GHz 2.79 -2.79 4.09 9.85 12.54 -12.54 7 GHz 3.72 -3.72 4.51 7.9 27.74 -27.74 
Tabla 4.10 Valores de factor de ruido 
Con estos valores se obtienen los de factor de ruido del sistema. Éstos junto a los DANL 









 ࡰ࡭ࡺࡸ ሺࢊ࡮࢓ሻ ࡲ ሺࢊ࡮ሻ  ࡼࡺሺࢊ࡮࢓ሻ 
LOW 
FM -107.2 24.80 -82.40 
200 MHz -110.4 5.30 -105.10 
3 GHz -104.7 9.28 -95.42 
HIGH 3 GHz -104.7 9.14 -95.56 7 GHz -92.8 23.68 -69.12 
Tabla 4.11 Valores de DANL, factor de ruido total y ruido a la entrada del sistema 
 
4.2.4 Cálculo del SFDR y máxima potencia de entrada 
Una vez tenemos todos los valores podemos hallar la potencia de ruido y de ahí, los 
valores de SFDR. En la tabla 4.12 se muestran todos ellos. 
 ࡼࡺሺࢊ࡮࢓ሻ ࡵࡼ࢏ࢀࡻࢀሺࢊ࡮࢓ሻ ࡿࡲࡰࡾሺࢊ࡮ሻ 
LOW 
FM -121.03 18.96 93.33 
200 MHz -124.23 -0.62 82.41 
3 GHz -108.36 13.78 81.43 
HIGH 
3 GHz -108.36 13.64 81.34 
7 GHz -92.92 16.78 73.13 
Tabla 4.12 Valores de potencia de ruido, IPi y SFDR 
Llegados a este punto, podemos saber el máximo nivel de potencia que puede haber 
presente en las antenas para que nuestro sistema opere en régimen lineal con la 
expresión: 
ூܲሺ݀ܤ݉ሻ ൌ ܵܨܦܴሺ݀ܤሻ ൅ ேܲሺ݀ܤ݉ሻ 




200 MHz -41.83 
3 GHz -26.93 
HIGH 
3 GHz -27.02 
7 GHz -19.78 
Tabla 4.13  Potencia máxima en las antenas 
Para verificar que las potencias recibidas no superan las máximas permitidas, se 
midieron las potencias de recepción de las señales de FM, TV, GSM (enlace 
descendente) y UMTS (enlace descendente), puesto que son las señales que se reciben 
con mayor potencia dentro del rango de medida, conectando directamente el analizador 






el cable de 10 metros y demás componentes) y midiendo sobre un promediado de 200 
trazas. Los valores obtenidos corresponden a la columna ௠ܲ௔௫ ሺ݀ܤ݉ሻ de la tabla 4.14.  
Si observamos la tabla 4.14, se puede comprobar cómo en el peor caso de cada una de 
las señales medidas, la potencia de recepción está por debajo del máximo permitido 
según los cálculos (los valores para cada frecuencia particular se han obtenido por la 
interpolación lineal sobre los valores calculados en los desarrollos anteriores). Por tanto, 
nuestro esquema de medida opera sin espurios. 
 
Banda ࡲ࢘ࢋࢉ࢛ࢋ࢔ࢉ࢏ࢇ ሺࡹࡴࢠሻ ࡮ࢃ ࢙ࢋñࢇ࢒ ࡼ࢘࢞ሺࢊ࡮࢓ሻ ࡼ࢓ࢇ࢞ሺࢊ࡮࢓ሻ 
FM 87.7 300 kHz -33.1 -27.71 
TV 490 8 MHz -45.1 -40.28 
GSM 925.2 200 kHz -40.3 -37.97 
UMTS 2132.5 5 MHz -41.3 -31.55 
Tabla 4.14  Potencia máxima medida y posible para que no existan espurios 
 
4.3 Escenarios de medida 
El objetivo del presente proyecto es el de analizar y caracterizar el nivel de ocupación 
espectral en dos escenarios realistas de interés práctico en el despliegue de las futuras 
redes CR: en primer lugar un escenario exterior ubicado en un punto elevado con visión 
directa a diversos transmisores primarios y en segundo lugar un escenario interior 
dentro de un edificio, ambos dentro de una zona urbana. La zona elegida es Barcelona, 
España, y ambos entornos están situados dentro del Campus Nord de la Universidad 
Politécnica de Cataluña (UPC). En la figura 4.19 y en la figura 4.20 se muestra la 










Para ambos casos las medidas se han llevado a cabo en el edificio D4 situado dentro del 












4.3.1 Entorno urbano exterior 
En el caso urbano exterior, las antenas se situaron en el tejado de dicho edificio. En la 
figura 4.22 está la localización exacta de las antenas (latitud: 41º 23’ 20’’ norte; 
longitud: 2º 6’ 43’’ este; altitud 175 metros), las cuales tenían líneas de visibilidad 
directa (no existía ningún edificio o similar que obstruyese la propagación radio) a 
diversos transmisores que se hallaban a unos pocos centenares de metros de distancia 
del lugar donde se ubicó nuestro punto de medida. Las fotografías que se muestran en 
las figuras: figura 4.23, figura 4.24, figura 4.25 y figura 4.26 enseñan varios de estos 
puntos transmisores: estaciones base de telefonía móvil, repetidores de televisión (TV), 
estaciones radiodifusoras de FM (Frecuencia Modulada), cuartel militar del Bruc 
(aplicaciones militares), y a una distancia mayor se puede observar la torre de control 

























Por otra parte, en el mismo tejado del edificio donde se instalaron las antenas para llevar 
a cabo las medidas, existían potenciales fuentes de ruido y posibles fuentes de 
interferencia para nuestra señal. En la figura 4.27 se puede observar una antena 
helicoidal. Dicha antena se usa para recibir señales satélites no generando así ningún 









En la figura 4.28 se puede ver una antena de hélice cuadrifilar que se utiliza, al igual 
que el caso anterior, para recibir señal de satélites, no causando tampoco interferencias. 
 
Figura 4.28 Antena de hélice cuadrifilar para recibir señal de satélites 
Los aparatos de aire acondicionado que se observan en la figura 4.29 son fuentes 
potenciales de ruido industrial en caso de estar funcionando durante la toma de medidas 
(se comentará más en detalle en el capitulo siguiente, dentro del análisis de las medidas 
correspondientes). En esta misma figura hay una antena GPS receptora, por tanto no 
interfiere a nuestra medida, y un radioenlace con la torre de Collserola el cual trabaja a 










En la figura 4.30 se vuelve a ver como fuente de ruido los aparatos de aire 
acondicionado. En esta misma imagen se observa una antena discono a frecuencia de 
trabajo entre 25-1300 MHz. Este tipo de antena normalmente se utiliza tan sólo como 
receptora, ya que no son buenas trasmisoras, es por ello que se deduce que no nos 
interferirá a nuestras medidas. La antena de hélice cuadrifilar que se puede observar en 




En la figura 4.31 se muestra las antenas instaladas en el tejado del edificio utilizadas 
para llevar a cabo la campaña de medida (parte de captación del sistema de medida). 
También se puede observar la caja hermética dónde en su interior se instaló el 








El resto de equipo se instaló en una sala situada debajo de las antenas. En ellas se 
colocó, tal y como se muestra en la figura 4.32, el analizador de espectro, las fuentes de 
alimentación del conmutador y del preamplificador. En la figura 4.32 también se puede 









4.3.2 Entorno urbano interior 
Para el caso urbano interior, como ya se ha ilustrado en apartados anteriores, el equipo 
de medida se situó en el mismo edificio que para el caso exterior pero instalando en el 
interior del mismo el equipo de medida. Tanto la latitud como la longitud se consideran 
que fueron las mismas, ya que dentro del edificio no se recibe señal GPS y no es posible 
medir las coordenadas. En cuanto a la altitud, es aproximadamente unos 15 metros 
menos que el caso exterior, ya que el equipo se hallaba dos plantas más abajo que el 
primero (latitud: 41º 23’ 20’’ norte; longitud: 2º 6’ 43’’ este; altitud 160 metros). 
En este caso también teníamos varias fuentes de ruido en la sala. Ordenadores 
personales, dos racks de servidores de cálculo y aparatos de aire acondicionado.  
 
4.4 Metodología de medida 
4.4.1 Dimensión frecuencial 
La banda de frecuencias objeto de estudio en este proyecto es de 75 a 7075 MHz. Para 
llevar a cabo las medidas se ha dividido el espectro en 25 sub-bandas teniendo en cuenta 
la asignación que el Ministerio de Industria, Turismo y Comercio tiene predeterminada  
sobre el espectro radioeléctrico en el CNAF, el diseño del esquema de medida y los 
resultados que se obtienen con el analizador de espectro (los ficheros que este genera).  
Estos motivos son debidos a que a la hora de analizar los resultados, nos interesa que 
dentro de una misma sub-banda esté todo el ancho de banda dedicado a un mismo 
sistema/servicio/tecnología (por ejemplo TV). Esto es posible en casi todas las bandas, 
exceptuando el caso de 3 GHz, que debido al diseño del equipo de medida resulta 
imposible (límite de uso de una antena u otra). A su vez, interesa que el ancho de banda 
configurado en el analizador (frequency span)  del rango a medir no sea excesivamente 
grande, ya que el AE provee 551 puntos por cada traza que guarda, es decir, la sub-
banda se divide en 551 puntos de frecuencia. Por tanto, si el ancho de banda 
configurado en el analizador es muy amplio la resolución frecuencial que se obtiene es 
baja. 
En la tabla 4.15 se muestran las 25 sub-bandas sobre las que se han realizado medidas 


























































































































A continuación se muestra la tabla 4.16 donde se especifica el Span y la separación 
entre dos puntos de frecuencia consecutivos (bin) para cada sub-banda definida en la 
tabla 4.15. 




(MHz) Bin (kHz) 
1 75 146 71 129.1 
2 146 235 89 161.8 
3 235 317 82 149.1 
4 317 399.9 82.9 150.7 
5 399.9 470 70.1 127.5 
6 470 870 400 727.3 
7 870 915 45 81.8 
8 915 960 45 81.8 
9 960 1155 195 354.5 
10 1155 1350 195 354.5 
11 1350 1710 360 654.5 
12 1710 1800 90 163.6 
13 1800 1880 80 145.5 
14 1880 2290 410 745.5 
15 2290 2700 410 745.5 
16 2700 3000 300 545.5 
17 3000 3400 400 727.3 
18 3400 3600 200 363.6 
19 3600 4200 600 1090.9 
20 4200 4400 200 363.6 
21 4400 5000 600 1090.9 
22 5000 5470 470 854.5 
23 5470 5875 405 736.4 
24 5875 6475 600 1090.9 















4.4.2 Dimensión temporal 
El tiempo de medida que se emplea para cada sub-banda (tanto en interior como 
exterior) es de veintitrés horas en el caso de medir señal (con la antena 
correspondiente), y de una hora para el caso del ruido (con carga adaptada), ya que 
también es necesario medir el ruido real del sistema para la posterior obtención de 
resultados (umbrales de detección), tal y como se verá en el capítulo siguiente. 
El motivo de elegir un periodo de medida de 23 horas, es, por una parte, para obtener 
suficientes muestras y por tanto conseguir unas estadísticas representativas y fieles a la 
realidad, y por otra, para poder buscar diferencias de ocupación espectral dependiendo 
de la franja horaria de medida u otros patrones que se puedan dar. 
En cuanto al ruido, durante una hora es suficiente, ya que al tratarse simplemente de 




En el presente capítulo se ha realizado un estudio previo de las diferentes opciones 
existentes en la configuración del sistema de medida para obtener a posteriori unos 
resultados óptimos. A su vez, se ha descrito el diseño de los dispositivos que componen 
el equipo de medida, así como su configuración, la cual es también determinante para 
que los resultados obtenidos que se muestran en capítulos posteriores sean 
estadísticamente representativos. Por otra parte se ha detallado la localización donde se 
han llevado a cabo las medidas experimentales y la correspondiente metodología, 
afianzando así toda la información necesaria para reconstruir las condiciones de medida 















































5 Resultados de ocupación espectral 
El objetivo del presente capítulo consiste en analizar la ocupación espectral del rango 
frecuencial comprendido entre 75 y 7075 MHz, en un entorno urbano exterior y a 
posteriori compararlos con un entorno interior. Para tal fin se emplearán los datos 
obtenidos en la campaña de medida cuyos detalles se explican en el capítulo anterior. El 
propósito de este análisis es el de determinar los patrones de la utilización espectral 
actual para poder adaptar futuros métodos de asignación del espectro, normativas e 
identificar bandas apropiadas para el futuro despliegue de las redes radio cognitivas. 
5.1 Métricas de ocupación espectral 
En esta sección se explicará los tres parámetros que se han considerado como 
indicadores del nivel de ocupación espectral. Los resultados experimentales obtenidos 
se muestran para cada sub-banda en una figura específica. Cada una de estas figuras se 
compone de tres gráficas, donde cada una de ellas representa uno de estos indicadores 
de ocupación espectral. Dichas gráficas se han procesado con Matlab. 
En la gráfica superior de cada figura se puede observar la Densidad Espectral de 
Potencia (Power Spectral Density, PSD) mínima (azul), máxima (rojo) y media (negro). 
La PSD mínima se ha hallado buscando el mínimo de potencia medido durante el 
periodo de medida (veintitrés horas) para cada frecuencia. Para el caso de la PSD 
máxima, el procedimiento es el mismo, tan sólo que hallando el valor máximo. Para la 
PSD media, se ha realizado la media aritmética con todas las muestras obtenidas por 
cada frecuencia. Estos tres valores, cuando se consideran de forma conjunta, 
proporcionan una caracterización sencilla de la ocupación espectral. Por ejemplo, si los 
tres valores de PSD (máximo, mínimo y medio) son bastante similares, esto indica que 
la trasmisión está siempre activa, se realiza a potencia aproximadamente constante y 
que el transmisor probablemente no está en movimiento. En el otro extremo, una 
diferencia significativa entre los valores máximos, mínimos y medios sugiere un uso 
más intermitente del espectro.  
En la gráfica del medio podemos observar la ocupación espectral instantánea, es decir, 
para cada una de las muestras capturadas durante el periodo de medida se puede ver si el 
espectro está ocupado (representado con un punto negro) o si por el contrario está libre 
y un usuario secundario (usuario de CRN) podría utilizar esa frecuencia para transmitir  
(representado con un punto blanco). Ahora bien, a la hora de realizar esta gráfica, se ha 
tenido que decidir un criterio que establezca si el espectro está ocupado o está libre. El 
criterio utilizado en el presente proyecto se basa en el método de detección de energía 
[41]. Siguiendo los principios de dicho método, la PSD recibida en cada instante se 
compara con un umbral de decisión. Si la PSD medida en ese instante de tiempo es 
inferior al umbral, el canal se considera que está libre. Si por el contrario la muestra está 






El umbral de decisión se ha hallado para cada punto de frecuencia estableciendo una 
Probabilidad de Falsa Alarma (PFA) de un 1%. La PFA es la probabilidad de que un 
usuario secundario determine que el canal observado se encuentra ocupado por un 
usuario primario cuando realmente está libre. En el caso de detección de energía, este 
evento sucede cuando el nivel de ruido supera el umbral de decisión. En la figura 5.1 se 
muestra marcado en rojo alguno de los momentos en que nos encontraríamos ante dicha 
falsa alarma (el nivel de ruido se halla por encima del umbral, y por tanto se detectaría 
la frecuencia como ocupada, cuando en realidad es el nivel de ruido y no una 
transmisión de usuario primario). 
 
Figura 5.1 Ejemplo de falsa alarma 
Notar que una red CR real, un umbral de decisión bajo implica un menor número de 
interferencias a la red primaria ya que será posible detectar un mayor número de señales 
primarias aun cuando se reciban con baja potencia. Por otra parte, un umbral de decisión 
bajo también implica un mayor número de oportunidades de transmisión perdidas para 
el usuario secundario ya que habrá una mayor cantidad de muestras de ruido que 
sobrepasen el umbral de decisión, impidiendo que el usuario secundario transmita aun 
cuando el canal está realmente disponible para ello. En el extremo opuesto, un umbral 
de decisión alto implica una mayor probabilidad de no detectar señales primarias 
atenuadas y, por tanto, una mayor probabilidad de interferir a la red primaria, pero un 
menor número de oportunidades de transmisión perdidas para la red secundaria por 
culpa de muestras de ruido. Por lo tanto, en el ámbito práctico el umbral de decisión 
determina un compromiso entre probabilidad de causar interferencias a la red primaria y 
probabilidad de perder una oportunidad de transmisión para la red secundaria. En el 
diseño de redes CR se suele considerar habitualmente una probabilidad de falsa alarma 
del 1%, siendo éste el criterio considerado en el presente trabajo a la hora de determinar 
el umbral de decisión para el método de detección de energía. Para ello, se midió el 
nivel de ruido del sistema reemplazando las antenas por cargas adaptadas de 50 Ω y, 
para cada frecuencia medida, se fijó el umbral de decisión de tal manera que sólo un 1% 






umbral de decisión calculado de esta forma no es un valor constante para toda la banda 
objeto de estudio en este proyecto ya que el nivel de ruido tampoco lo es. En la figura 
5.2 se muestra como ejemplo la banda de 1880-2290 MHz con los valores máximos, 
mínimos, y medios de potencia de ruido, así como el umbral de decisión teniendo en 




Por último, la tercera gráfica representa el porcentaje de muestras que quedan por 
encima del umbral o, dicho de otra forma, el porcentaje de tiempo que cada frecuencia 
ha sido decidida como ocupada (ciclo de trabajo). Notar que para realizar esta gráfica es 
necesario conocer todos los valores de ocupación instantánea calculados en la gráfica 
anterior (estamos pues ante valores acumulativos). Para cada punto de frecuencia se 
calcula cuántos puntos temporales se han detectado como ocupados y se divide por el 
número total de puntos capturados. Cuantos más puntos ocupados, mayor será el valor 
del ciclo de utilización o ciclo de trabajo. Si vemos que durante todo el periodo de 
medida dicha frecuencia ha estado ocupada (puntos negros en la grafica central), el ciclo 
de trabajo tendrá entonces un valor del 100%. 
Para una cierta banda frecuencial, el ciclo de trabajo medio se calcula promediando los 
ciclos de trabajo de todos los puntos de frecuencia que componen esa banda. 
Antes de concluir la presente sección, merece la pena hacer una distinción entre tres 
tipos de oportunidades de transmisión que pueden surgir para un usuario secundario en 
una red CR. En primer lugar, existen oportunidades en el dominio temporal, es decir, 
oportunidades originadas por un uso intermitente no continuado del espectro por parte 
de los usuarios primarios, dando así lugar a periodos de tiempo durante los cuales los 
recursos espectrales permanecen ociosos y, por lo tanto, pueden ser utilizados por los 






el dominio frecuencial, es decir, oportunidades debidas a la existencia de uno o varios 
canales dentro de una determinada banda que no son utilizados por la red primaria. En 
tercer y último lugar, podemos distinguir oportunidades en el dominio espacial, las 
cuales se pueden encontrar en sistemas que hacen uso sólo de ciertas frecuencias en 
ciertas ubicaciones geográficas, quedando disponibles las demás, como por ejemplo es 
el caso de sistemas de televisión o de comunicaciones móviles. Este último caso queda 
fuera de los objetivos del presente proyecto y su estudio se propone como posible 
trabajo futuro. Este trabajo se centra en la identificación de las oportunidades de 
transmisión en los dominios temporal y frecuencial para las ubicaciones de medida 
consideradas. 
 
5.2 Análisis de la ocupación espectral exterior 
En la figura 5.3, figura 5.4 y figura 5.5 se puede observar gráficamente todo el espectro 
dando una visión genérica de la ocupación antes de entrar a estudiar en detalle las 25 
sub-bandas definidas. 
Como puede apreciarse, por debajo de 1 GHz el uso del espectro es relativamente 
moderado, de 1 GHz a 2 GHz la ocupación es mucho menor, mientras que la banda de 
2GHz a 7 GHz se encuentra claramente infrautilizada (con ciertas excepciones que se 
discutirán más adelante). De hecho, mientras que el ciclo de trabajo promedio (o 
average duty cycle) entre 75 y 2000 MHz es de 31.02%, el valor de éste parámetro entre 
2000 y 7075 MHz es de tan solo 2.75%, tal y como se muestra en la tabla 5.1. El 
average duty cycle para toda la banda objeto de este proyecto es de tan solo 17.78%,  el 
cual revela la existencia de importantes cantidades de espectro sin utilizar que podrían 
















frecuencias [MHz] Average Duty Cycle 
75 - 1000 42.00 % 31.02 % 
17.78 % 
1000 - 2000 13.30 % 
2000 - 3000 3.73 % 
2.75 % 
3000 - 4000 4.01 % 
4000 - 5000 1.63 % 
5000 - 6000 1.98 % 








Aunque estos resultados indican claramente que la utilización del espectro es baja, no 
ofrecen una imagen clara de cómo se utiliza el espectro en las diferentes bandas 
aplicadas a los diferentes servicios específicos. Por lo tanto, a continuación se discutirá 
más en detalle la utilización del espectro en algunas de las bandas de mayor interés. 
 
5.2.1 Bandas por debajo de 1 GHz 
A pesar de que la parte del espectro con mayor actividad es la que se encuentra por 
debajo de 1 GHz, existe alguna oportunidad para las CRN dentro de este rango 
frecuencial, incluso en las sub-bandas en que el ciclo de trabajo observado es elevado. 
Un ejemplo de ello es la banda de frecuencia 470-870 MHz, la cual se ilustra en la 
figura 5.6 y en la que España tiene asignado de 470 a 862 MHz la TV analógica y 
digital terrestre, cuyo ciclo de trabajo es de 82.08%, uno de los valores más altos 




A pesar de que la sub-banda 830-862 MHz (reservada exclusivamente para los sistemas 
de televisión digital terrestre) presenta un uso intensivo de casi el 100% (los valores 
máximos mínimos y medios de la PSD son prácticamente iguales), y por tanto se opone 
a cualquier aplicación de CR, el resto de la banda entre 470 y 830 MHz (asignados a los 
dos sistemas de TV terrestre, analógico y digital) muestra en el espectro algunos 






Se puede observar que los canales de televisión (canalización de 8 MHz) ocupados 
muestran un porcentaje de ocupación cercano al 100% puesto que estamos ante 
difusiones continuas que impiden por completo el uso temporal de estos canales. Sólo 
un canal de todos los canales de TV recibidos en nuestro lugar de medición (canal 38, 
606-614 MHz) fue desconectado durante un corto período de tiempo por la noche, lo 
que podría ser debido a operaciones de mantenimiento ya que este comportamiento no 
se observó en estudios previos. 
En general, los canales de televisión ocupados muestran un ciclo de trabajo del 100%. 
Así pues, las oportunidades para los usuarios secundarios en esta banda provienen, por 
norma general, de los canales de televisión que se reciben con niveles de señal muy 
débil. En nuestro caso, el porcentaje de ocupación medio entre 470 y 830 MHz fue de 
80.49%, lo que significa que una quinta parte de la banda de televisión 
(aproximadamente 80 MHz) está desocupada debido a la débil recepción de las señales 
que transmiten desde las estaciones de televisión distantes. Por tanto, a pesar de que la 
banda de televisión es una de las más ocupadas en nuestro estudio, ésta ofrece 
interesantes oportunidades para el uso secundario. 
La última banda del espectro que se muestra en la figura 5.6 está dedicada a servicios 
fijos (dispositivos RFID, micrófonos inalámbricos) y servicios móviles (alarmas, 
telemandos, tele medidas y aplicaciones de baja potencia, Short Range Devices, SRD), 
que a pesar de ser aplicaciones de baja potencia y las medidas se tomaron desde el 
tejado de un edificio, la ocupación es de un 57.27%. 
Otro caso interesante por debajo de 1 GHz se observa en las sub-bandas de frecuencias 
asignadas a el Sistema Global para las comunicaciones Móviles (Global System for 
Mobile communications, GSM). El GSM 900 mejorado (Extended Global System for 
Mobile Communications, E-GSM) opera en bandas de 880-915 MHz (enlace ascendente 
o uplink) y 925-960 MHz (enlace descendente o downlink), sub-bandas que se muestran 















La banda correspondiente al enlace ascendente aparece como un candidato potencial a 
las aplicaciones de CR, con una ocupación media de 6.26%. Sin embargo, en este caso 
es importante destacar que la baja actividad registrada en este grupo no implica 
necesariamente que estas frecuencias puedan ser utilizadas por las redes radio 
cognitivas. Como justificación, decir que el valor máximo de la PSD observado en la 
figura 5.7 alcanza valores realmente significativos, revelando así, la presencia de 
señales primarias en el enlace ascendente. El hecho de que la actividad sea 
considerablemente mayor en el enlace descendente (96.33%) y que GSM se base en un 
sistema de duplexado por división en frecuencia (Frequency Division Duplex, FDD), 
sugiere que el uso real de la banda del enlace ascendente podría ser más alto que el nivel 
de actividad registrados por nuestro sistema de medición en el lugar de medida. El 
desequilibrio observado entre los patrones de ocupación del enlace ascendente y 
descendente en la figura 5.7 y la figura 5.8 se puede explicar de la siguiente manera. En 
primer lugar, la potencia de transmisión de estaciones base GSM es considerablemente 
mayor que la de los teléfonos móviles. Por lo tanto, la presencia de señales GSM de 
bajada pueden ser más fácilmente detectables. Además, la antena empleada en nuestro 
estudio fue colocada en el tejado de un edificio con línea directa de visión a varias 
estaciones bases cercanas, lo que permite medir con exactitud el espectro downlink cuya 
actividad es alta (puesto que las estaciones bases constantemente emiten información). 
Por otro lado, la baja actividad observada en el de enlace ascendente puede ser debida a 
la baja potencia de transmisión de los teléfonos móviles y por tanto, la señal que recibe 
nuestra antena del canal downlink es muy débil. La detección de señales puede ser 
obstaculizada por el hecho de que los teléfonos móviles suelen operar a nivel de suelo o 
baja altura, y normalmente no tienen línea de visión directa, ni con las estaciones base 
que actúan de antena ni con la propia antena empleada en nuestro estudio, lo que hace 
más difícil de detectar la actividad del enlace ascendente. De hecho, el máximo 
observado en la banda del enlace ascendente en la figura 5.7 puede ser debido a 
llamadas telefónicas realizadas en localidades cercanas al lugar de instalación de la 
antena, como por ejemplo, los pisos superiores del edificio. Por lo tanto, a partir de los 
resultados obtenidos no podemos concluir bajos niveles de actividad en el E-GSM 900 
uplink. Es interesante señalar que otros estudios previos han mostrado tendencias 
similares en estas bandas. Destacar que emitir como usuario secundario en este canal tan 
sólo teniendo en cuenta este análisis podría suponer interferencias fatales para los 
usuarios de telefonía GSM. 
 
En la parte baja del espectro, en las sub-bandas de 75-146 MHz, figura 5.9, de 146-235 
MHz, figura 5.10, 235-317MHz, figura 5.11, 317-400 MHz, figura 5.12 y 400-470 
MHz, figura 5.13, se observa como el porcentaje de ocupación es cada vez menor 
(exceptuando la última sub-banda), siendo estos valores 55.19%, 41.99%, 30.53%, 
19.15% y 29.85% respectivamente. Todas estas sub-bandas se caracterizan por estar 
compuestas por una amplia variedad de sistemas de banda estrecha. 
Si observamos detenidamente la banda de radiodifusión FM (de 87.5-108 MHz), se 






(canalización de 100 kHz), que durante todo el día está transmitiendo. En ella se 
observa también como hay canales libres, pero a pesar de ello no es recomendable el 
uso de CRN dentro de estas sub-bandas ya que los canales adyacentes transmiten a 
potencias muy elevadas (interferencia de canal adyacente). 
Otra banda destacable es la de 195-223 MHz, en la cual operan los sistemas de 
radiodifusión audio digital (Digital Audio Broadcasting, DAB). En Barcelona y 
concretamente desde la torre de Collserola, se emite tan sólo tres canales, cuya 
canalización es de 1.54 MHz. El canal 8A (frecuencia central en 195.936 MHz), canal 
10A (209.936M Hz) y el canal 11B (218.640MHz). Cada canal se divide en seis franjas 
de emisión, por ejemplo, en el caso del canal 8A, se emiten las emisoras SER Digital, 
Onda Cero, Kiss FM, Europa FM, Punto Radio y Onda Melodía. En el canal 10A, las 
emisoras RNE 1, RNE 5, COPE, Radio Intereconomía, Radio Marca y El Mundo Radio. 
Por último en el canal 11B las seis emisoras son RNE 1 (Madrid), RNE Clásica, RNE 3, 
Radio Exterior de España, Vocento y M80 Digital. En la figura 5.9 se pueden ver estas 
tres bandas, donde su ocupación espectral es del 100% aproximadamente. También se 
puede observar como el resto de banda está prácticamente desocupada durante las 
veintitrés horas de medición, y por tanto dichas frecuencias son completamente factibles 
para las CRN. 
Otro sistema a destacar que se encuentran dentro de varias de estas sub-bandas (75.2-
87.5 MHz, 223-235 MHz, 406-430 MHz y 440-470 MHz) son los PMR 
(Private/Professional Mobile Radio)/PAMR (Public Access Mobile Radio). El acrónimo 
PMR se utiliza para aplicaciones donde el grupo de usuarios (habitualmente una 
compañía) es el propietario de la red radio. Las redes móviles de acceso público PAMR 
están operadas por compañías que no se encuentran afiliadas con los grupos de usuarios. 
Estas redes son comparables a las redes públicas de telefonía móvil, excepto en que 
ofrecen sus servicios a determinadas organizaciones, tales como los servicios de 
transporte urgente y por carretera, los taxis, y otros vehículos ligeros. En las figuras 
correspondientes a dichas bandas se observa como la ocupación media en pocos casos 
supera el 50%. 
Dentro de las bandas de 380-385 MHz, 390-395 MHz y 410-430 MHz operan sistemas 
TETRA (Terrestrial Trunked Radio). TETRA es un estándar elaborado por ETSI 
(European Telecommunications Standards Institute) que abarca desde aplicaciones de 
redes privadas a grandes sistemas públicos, manteniendo las características básicas de 
los sistemas PMR, como son el modo de comunicación directo y la llamada de grupo. 
Dicha red es utilizada, en el caso de Barcelona, por los Mossos d’esquadra, Bomberos 
de Barcelona, Metro, Policía Local, ambulancias, etc. En la figura5.13 se observa como 
el canal downlink tiene una mayor ocupación que el uplink, puesto que este tipo de 
sistemas sirven para comunicarse sucesos entre un grupo de personas (por ejemplo 
policía), y por tanto es más frecuente que se reciba a todos los usuarios, y que un 
usuario transmita de vez en cuando. Así pues, en estos sistemas se observa una 






estos sistemas es similar en el sentido de que existe una estación base fija a alturas 
elevadas y que transmite con potencias elevadas, y un conjunto de estaciones móviles 
normalmente operando a la altura del suelo y con transmisiones a menor potencia. 
Observar que también se denotan las canalizaciones de dicho sistema, y frecuencias 

























La totalidad de la banda de 235 a 400 MHz está reservada exclusivamente para los 
servicios de seguridad y sistemas de defensa del Ministerio de Defensa español, lo cual 
en principio impide el uso de dicho espectro para cualquier otra aplicación que no sea la 
correspondiente a pesar de que los ciclos de trabajos en esta banda sean 
bajos/moderados. 
Reuniendo el resto de sistemas con average duty cycle bajo y por tanto posibles 
candidatos a las CR, encontramos a sistemas de radionavegación aeronáutica, sistemas 
marítimos (Global Maritime Distress Safety System,  GMDSS), sistemas de paging 
(European Radio Messaging System, ERMES), enlaces fijos, aplicaciones de audio tales 
como micrófonos inalámbricos (174-195 MHz), los sistemas de satélite (137-138 MHz 
y 400-406 MHz) y sistemas amateur (144-146 MHz y 430-440 MHz). A pesar de que 
estas bandas tienen un average duty cycle moderadamente bajo, los huecos espectrales 
encontrados en estas regiones del espectro son de anchos de banda estrechos debido a la 
propia naturaleza de operación de los sistemas en estas bandas. Otras bandas por debajo 
de 1 GHz con niveles bajos o moderados de actividad, pero con estrechos anchos de 
banda libres, son los asignados a los micrófonos inalámbricos y RFID (862-870 MHz), 
teléfonos inalámbricos CT1 (870-871 y 915-916 MHz), la telefonía móvil de acceso 








5.2.2 Bandas por encima de 1 GHz 
Entre 1 y 2 GHz, el espectro está sujeto a un bajo nivel de utilización, mientras que la 
utilización entre 2 y 7 GHz es inferior al anterior. Así pues, el nivel de utilización más 
alto se observa en las bandas asignadas al sistema DCS1800 (Digital Cellular System) 
operativo en 1710-1785 MHz y 1805-1880 MHz (figura 5.14 y figura 5.15), al Sistema 
Universal de Telecomunicaciones Móviles (Universal Mobile Telecommunications 
System, UMTS) que opera en 1920-1980 MHz y 2110-2170 MHz (figura 5.16), y al 
acceso inalámbrico de banda ancha (Broadband Wireless Access, BWA) sistemas que 























Observar que las diferencias y patrones de utilización entre el enlace ascendente y 
descendente que fueron comentadas para E-GSM 900 se observan también para DCS 
1800 y UMTS. En el caso de DCS 1800 las diferencias son más acentuadas por el hecho 
de que las estaciones bases en DCS 1800 transmiten a menor potencia que en GSM 900, 
lo que da lugar a una menor ocupación en el enlace ascendente. En el caso de UMTS, la 
diferencia es mayor debido a que como el acceso radio que se usa es Acceso Múltiple 
por División de Código de Banda Ancha (Wideband Code Division Multiple Access, 
WCDMA), éste origina un ensanchamiento espectral de la señal. Las señales WCDMA 
están moduladas a lo largo de un amplio ancho de banda, lo cual resulta que la densidad 
espectral de potencia de transmisión sea muy baja y que dichas señales sean difíciles de 
detectar con los analizadores de espectro. Como resultado, en el enlace ascendente 
UMTS se observa un nivel muy bajo de actividad. Aunque DCS 1800 y UMTS 
muestran niveles moderados de ocupación en el enlace descendente (58.82% y 56.93% 
respectivamente), estas bandas también ofrecen algunas posibilidades de acceso 
secundario. En el caso de DCS 1800 algunas porciones de la banda de bajada muestran 
un patrón de uso definido periódico, tal como se ilustra en la figura 5.18 donde se 
muestra el average duty cycle calculado durante periodos de una hora. Estos patrones 
temporales podrían ser explotados por algunas aplicaciones CR secundarias accediendo 
al espectro durante los períodos de baja ocupación. En el caso de UMTS, las 
oportunidades espectrales se deben a varios canales de 5 MHz que parecen desocupadas 






reservadas para el UMTS TDD (Time Division Duplex, TDD) (1900-1920 y 2010-2025 
MHz), UMTS satélite (1980-2010 MHz y 2170-2200 MHz) y la ampliación del sistema 






Aunque la mayor actividad por encima de 1 GHz se observa en la banda asignada a 
DCS 1800, UMTS y sistemas BWA (Broadband Wireless Access), otras bandas están 
claramente también ocupadas pero con tasas de ocupación menor, lo cual ofrece 
oportunidades adicionales a las aplicaciones de CR. Algunos ejemplos son la banda de 
1400-1710 MHz, asignados a los diferentes sistemas inalámbricos, tales como sistemas 
de comunicaciones personales por satélite (Satellite-Personal Communications System, 
S-PCS) así como de radionavegación aeronáutica, radiodifusión sonora y sistemas de 
defensa, o la banda de 3800-4200 MHz, ocupada por los enlaces analógicos para la 
telefonía.  
Por último, cabe señalar que algunas bandas del espectro aparecen como desocupadas si 
las analizamos tan solo con el valor medio de ocupación. No obstante, el valor máximo 
de la PSD revela que algunos usuarios primarios, aunque difíciles de detectar, están 
presentes en esas bandas. Algunos ejemplos son las bandas de enlace ascendente de las 
comunicaciones móviles, la banda de 2400-2500 MHz (ISM-2450), la banda de 2900-
3100 MHz (radionavegación y localización de sistemas de defensa) y la banda de 4200-









5.2.3 Resumen de la ocupación banda por banda 
La figura 5.19 resume banda por banda la ocupación espectral media. Los resultados 
obtenidos demuestran que algunas bandas del espectro son objeto de uso intensivo, 
mientras que algunas otras muestran moderados niveles de utilización, otras son poco 
utilizadas y, en algunos casos, no se utilizan en absoluto. En general, el promedio de 
ocupación del espectro observado en frecuencia y tiempo en este estudio se encontró 
que era significativamente bajo, concretamente 17.78% para todo el espectro (75 a 7075 





Las tasas de ocupación más altas se observaron para las bandas asignadas a los servicios 
de radiodifusión (televisión, así como analógico y audio digital), seguidos por los 
servicios móviles digitales PMR/PAMR, paging y comunicaciones móviles (E-GSM 
900, DCS 1800 y UMTS), entre otros. Otros servicios y aplicaciones, por ejemplo, 
radionavegación aeronáutica y la localización o sistemas de defensa, muestran 
diferentes tasas de ocupación en función de la banda asignada. En general, 
experimentalmente se concluye que el espectro tiene un uso moderado por debajo de 
1GHz, una escasa utilización entre 1-2 GHz, y se encuentra subutilizado entre 2-7 GHz. 
La mayoría del espectro ofrece posibilidades para los usuarios secundarios de CR, 
incluso en las bandas que tienen un mayor nivel de actividad observada en términos de 
average duty cycle. Sin embargo, vale la pena la destacar que el average duty cycle por 
sí solo no es una estadística suficiente para declarar una banda del espectro como 
desocupada. De hecho, el valor máximo de la PSD de algunas zonas del espectro revela 
que algunas bandas de frecuencia atribuidas con un valor prácticamente nulo de 
ocupación media, están siendo ocupadas por algunos sistemas primarios. Esta cuestión 











5.3 Comparativa de la ocupación espectral exterior-interior 
En la figura 5.20, figura 5.21 y figura 5.22 se puede observar las gráficas resultantes de 















Comparándolas con la figura 5.3, figura 5.4 y figura 5.5 respectivamente, claramente se 
observa que en todas las bandas (exceptuando la banda de 870 a 915 MHz y la sub-
banda de 2400 a 2600 MHz, cuyo análisis se hará en mayor profundidad más adelante) 
hay actividad, el nivel de señal máximo (PSD máxima) recibido en el exterior es mayor 
que en el interior, y que, en los casos que ya se comentaron en el apartado anterior en 
que la actividad era prácticamente nula (a simple vista), para el caso interior sucede lo 
mismo. 
Desde un punto de vista cualitativo, los resultados obtenidos en la localización interior 
tienen la misma tendencia que los resultados obtenidos en la localización exterior, con 
tasas de ocupación mayores en las frecuencias bajas. En la tabla 5.2 se puede observar 
como el ciclo de ocupación espectral por debajo de 1 GHz es moderado y muy bajo por 
encima de éste. El hecho de que la ocupación sea significativamente más baja en el 
entorno interior respecto al exterior puede explicarse como que la mayoría de los 
transmisores inalámbricos se hallan en el exterior y que debido a las pérdidas de 
propagación y de penetración exterior-interior, la señal llega más débil al entorno 
interior, lo cual se traduce en tasas de ocupación menores en dicho entorno. En 
principio, los valores bajos de ciclo de trabajo obtenidos para el caso interior sugieren la 
existencia de una mayor cantidad de espectro libre, pero este resultado no debe 
interpretarse como tal, ya que la interpretación de dichos valores también depende de las 












Average Duty Cycle 
Exterior Interior Exterior Interior Exterior Interior 
75-1000 42.00 % 33.70 % 31.02 % 21.54 % 
17.78 % 12.10 % 
1000-2000 13.30 % 1.94 % 
2000-3000 3.73 % 1.63 % 
2.74 % 1.39 % 
3000-4000 4.01 % 1.44 % 
4000-5000 1.63 % 1.09 % 
5000-6000 1.98 % 1.34 % 
6000-7075 1.78 % 1.38 % 
Tabla 5.2 Estadísticas del average duty cycle en el entorno exterior e interior  
 
En la tabla 5.3 se observan los valores medios de ocupación espectral de las veinticinco 
sub-bandas de medidas en ambos entornos. 
Frecuencia 
(MHz) 
Average Duty Cycle 
Exterior Interior 
75-146 55.19 % 76.77 % 
146-235 41.99 % 56.40 % 
235-317 30.53 % 20.81 % 
317-400 19.15 % 18.34 % 
400-470 29.85 % 25.56 % 
470-870 81.51 % 60.59 % 
870-915 5.48 % 2.45 % 
915-960 76.78 % 15.03 % 
960-1155 7.79 % 1.95 % 
1155-1350 1.46 % 1.69 % 
1350-1710 6.14 % 1.87 % 
1710-1800 0.58 % 0.97 % 
1800-1880 55.22 % 3.06  % 
1880-2290 9.56 % 2.07 % 
2290-2700 0.57 % 1.95 % 
2700-3000 0.66 % 1.26 % 
3000-3400 0.80 % 2.09 % 
3400-3600 9.21 % 0.99 % 
3600-4200 1.45 % 1.17 % 
4200-4400 1.34 % 0.97 % 
4400-5000 1.70 % 1.17 % 
5000-5470 1.72 % 1.22 % 
5470-5875 2.24 % 1.43 % 
5875-6475 1.60 % 1.33 % 








En un 70% de las bandas, el ciclo de ocupación medio es superior en el entorno exterior 
respecto al entorno interior. Una primera explicación a este hecho es la visibilidad 
directa con los elementos radiantes existe en entornos exteriores, como por ejemplo la 
torre de Collserola, y que en el caso interior no tiene lugar. Otra explicación es la ya 
comentada en el párrafo anterior sobre las pérdidas de propagación y penetración. 
Otro aspecto de interés práctico a destacar por los resultados obtenidos, es en la banda 
de 75 a 235 MHz, donde el duty cycle en el caso exterior (48.43 %, ver figura 5.23) es 
inferior respecto al caso interior (66.56 %, véase la figura 5.24) a pesar de que la 





Esta diferencia se puede atribuir a un ruido de fondo, por encima del umbral de 
decisión, captado en las mediciones del entorno interior, tal y como se puede observar 
en la figura 5.24. Se puede apreciar como en la banda FM este ruido de fondo es inferior 






el cual atenúa las fuentes de ruido exterior. Esto indica que el ruido de fondo puede ser 
causado por fuentes de ruido externas (por ejemplo, transmisiones fuera de banda, ruido 
ambiente o ruido generado por el hombre). El ruido generado por el hombre o ruido 
industrial, incluye emisiones de motores eléctricos (equipos industriales, trenes, 
autobuses, etc.), sistemas con alimentación de corriente alterna (AC) (sistemas de 
iluminación, ordenadores, etc.), microondas, entre muchos otros [42,43]. Varios 
estudios experimentales sobre el ruido ambiente han demostrado que el ruido industrial 
más significativo se halla a frecuencias inferiores de 200 MHz [44,45]. A frecuencias 
más altas, por encima de 1 GHz, los estudios de ruido ambiental han demostrado que el 
nivel de ruido es inferior, exceptuando las emisiones de los microondas a 2450 MHz 
[46,47]. Así pues, debido a que el ruido industrial depende del entorno en que nos 
encontremos, las diferencias existentes entre el entorno exterior e interior pueden 
explicarse bajo dicho razonamiento. Para verificar este punto, se repitieron las medidas 
en el entorno interior desactivando todas las fuentes de ruido industrial que se 
identificaron (ordenadores, sistemas de aire acondicionado y dos bastidores de 
servidores de ordenadores). En esta situación, el tiempo máximo de medida, antes de 
que se volvieran a activar las fuentes de ruido, fue de cuatro horas. Los resultados 
obtenidos se observan en la figura 5.25. En ella se aprecia que el ruido de fondo es 
prácticamente nulo, lo cual demuestra que las fuentes de ruido industrial se 
desactivaron. Por tanto el valor de duty cycle en el caso interior sin fuentes de ruido 
provocadas por el hombre, es de 8.45 %, valor inferior al obtenido en el caso exterior. 
Así pues queda demostrado, no sólo la disponibilidad de esta banda del espectro en el 
caso interior (por el hecho de que los transmisores se encuentren en el exterior), sino 
también la necesidad de emplear algoritmos de detección de espectro más sofisticados, 










En la banda de 235-400 MHz, dedicada exclusivamente al ministerio de defensa, las 
diferencias entre las figuras: figura 5.26 y figura 5.27 (interior) y figura 5.11 y figura 
5.12 (exterior) son básicamente debidas a pérdidas de penetración por las paredes, 
pérdida por propagación (distancia) y el efecto multicamino. Destacar, que a pesar de 
que la ocupación es muy baja, no es posible utilizar dicho espectro para las CRN ya que 
es ilegal utilizar la banda asignada al Ministerio de Defensa para sistemas no 
comprendidos en dicha definición, ni aunque se operase en una red interior (con 
transmisores y receptores interiores) y a bajo nivel de potencia. Además, como ya se 
explicó en el capitulo anterior, la modulación de la señal usada por estos sistemas 
sumada a la cantidad de espectro que poseen para transmitir, hace que la señal emitida 
sea realmente baja. 
En la sub-banda de 400 a 470 MHz (véase figura 5.28 para el caso interior y la figura 
5.13 para el caso exterior) la diferencia entre exterior e interior radica en los valores de 
PSD máxima, donde se hallan valores mayores en el entorno exterior que en el interior. 
De hecho el average duty cycle es muy similar en ambos casos, 25.56% interior y 
29.85% exterior. Así pues sigue habiendo en dicha banda grandes oportunidades para 




















En la banda de 470 a 870 MHz, correspondiente a los servicios de televisión digital y 
analógica, se observa, como cabía esperar, que en el caso exterior (figura 5.6), se 
reciben un mayor número de canales como ocupados respecto al caso interior (figura 
5.29). La explicación, una vez más, se debe a que el lugar de medida en el caso exterior, 
tenía visión directa con la torre de Collserola (emisora de dicho sistema). Así pues, la 
diferencia del duty cycle es de un 21% aproximadamente. Ahora bien, el hecho de que 
un usuario secundario perciba más oportunidades para transmitir, en bandas de TV en 
entornos interiores dicho usuario interferiría claramente con una TV dentro del edificio 
(lo mismo que sucede con otros sistemas con receptores en entornos interiores).  Por 
tanto, un duty cycle menor en entorno interior no significa necesariamente una mayor 




El caso que continúa corresponde a la banda de frecuencias de 870 a 915 MHz. De esta 
sub-banda cabe destacar la parte del espectro dedicada al uplink GSM 900, figura 5.30 
para el caso interior y figura 5.7 para el caso exterior. Gráficamente se observa, como 
los niveles de potencia recibida (PSD máxima), en este caso, son mayores para el caso 
interior que para el exterior. El motivo es que la antena en las medidas en interior estuvo 
en una sala donde había tránsito de personas, y por tanto también se realizaban llamadas 
por teléfono móvil cercanas a las antenas. De hecho, a pesar de esta explicación, como 
contraposición, se observa como el porcentaje de ocupación medio, es mayor en el caso 
exterior que en el interior. Esto es debido a que la señal debe penetrar las paredes y que 






captaremos señales en el caso interior a llamadas que se realicen a un pequeño radio de 
la situación del equipo de medida. Así pues se observa como el espectro está 
prácticamente desaprovechado, lo que en tal caso, no quiere decir que se pueda utilizar 
para CRN, ya que como ya se explicó en el apartado anterior, como los móviles 
transmiten a baja potencia, habrá señales que no se estén captando, y que si se utiliza 
dicha banda para usuarios secundarios, se crearían interferencias sobre el receptor 
primario.   
Ligado a la explicación anterior hallamos el caso de 915 a 960 MHz figura 5.31 (para 
exterior véase figura 5.8), donde destaca la banda dedicada al downlink GSM 900 (925 
a 960 MHz) (de 915 a 925 MHz la banda permanece prácticamente igual, de hecho se 
observa menor actividad todavía en el caso interior que en el exterior). Se observa 
claramente un descenso de ocupación instantánea y por tanto como consecuencia un 
gran descenso del porcentaje de ocupación media. Es un caso particular en que debido a 
la magnitud de la frecuencia, la penetración de las señales que emiten las estaciones 
base es de un menor alcance. De hecho observaremos como para el caso DCS y UMTS 
esta diferencia será cada vez mayor (cada vez estamos en sistemas de mayor 
frecuencia). Así pues, por tal motivo la ocupación media del sistema es mucho menor en 
el caso interior, ahora bien, que no captemos dicha señal, no quiere decir que no exista, 
y que por tanto podamos aplicar CRNs en esta banda del espectro, ya que se crearían 
graves interferencias en dichos sistemas, puesto que los teléfonos móviles estarían 
“escuchando” la señal que transmite el usuario secundario confundiéndola con emisión 











Para las otras bandas de telefonía móviles (DCS 1800 y UMTS) a nivel cualitativo se 
observan tendencias similares a las de GSM 900. 
Dentro de la banda de medida comprendida entre las frecuencias de 2290 a 2700 MHz 
(véase figura 5.32 para el escenario urbano exterior y la figura 5.33 para el escenario 
urbano interior), se podría destacar la sub-banda comprendida entre 2400 y 2483.5 
MHz, dedicada a sistemas de transmisión en banda ancha, como es el caso de Wi-Fi 
(Wireless  Fidelity) (el resto de espectro es inalterable en ambos escenarios de medida, 
ocupación media espectral alrededor del 0.5%, y por tanto aprovechables para CRNs, 
exceptuando las frecuencias asignadas a UMTS extensión). Como se observa, la 
actividad Wi-Fi es superior en el caso interior, puesto que dentro del edificio donde se 
tomaron las medidas son varias las redes instaladas con este sistema y por tanto 
captadas por el equipo de medida. Aun así existen oportunidades temporales y 
















A continuación se hará una comparativa de bandas específicas para interior y exterior 
teniendo en cuenta la clasificación de la tabla 5.4. En dicha tabla se contemplan los 
cuatro casos o situaciones posibles de acuerdo a la ubicación de los transmisores y 
receptores. 
 
Caso Localización del transmisor Localización del receptor 
I Exterior Exterior 
II Exterior Interior 
III Interior Exterior 
IV Interior Interior 
Tabla 5.4 Casos considerados en la Figura 5.34 
 
Los resultados de las bandas con mayor interés basados en esta clasificación se 











Observar, que para ciertas bandas la clasificación no es sencilla. Por ejemplo, para las 
bandas de frecuencias destinadas a servicios móviles en sentido downlink los receptores, 
usuarios con teléfonos móviles, pueden hallarse en espacios interiores y exteriores 
simultáneamente. En la práctica, no es posible determinar con fiabilidad la ubicación de 
cada transmisor y receptor que está operando en una determinada banda, lo cual genera 
cierta incertidumbre. A pesar de ello, a partir de los resultados de la figura 5.34 se 
pueden extraer algunas tendencias generales. 
Para las bandas asignadas a sistemas en que los transmisores se hallan siempre en el 
exterior (casos I & II), el duty cycle en la ubicación interior es notablemente inferior 
debido a la pérdida por penetración exterior-interior de la señal. Específicamente, para 
el caso I (sistemas con receptores en el exterior), tasas de ocupación en interiores más 
bajas indican mayor disponibilidad de espectro libre, que un usuario secundario interior 
puede utilizar para transmitir a usuarios en ubicaciones interiores a través de canales, 
previamente detectados como libres, sin causar interferencias perjudiciales a los 
receptores primarios situados en el exterior. Sin embargo, en el caso II (sistemas con 
receptores en interior), el bajo nivel de ocupación espectral no implica necesariamente 
la existencia de un mayor número de espacios blancos, ya que en este caso transmitir en 
un canal detectado como libre podría generar interferencias en los receptores primarios 
ubicados en el interior. 
Para las bandas atribuidas a sistemas con transmisores en el interior (casos III & IV), en 
general el average duty cycle tiende a ser superior en un entorno interior (con algunas 
excepciones como la banda E-GSM 900 uplink, donde la presencia de transmisores en 
el exterior incrementa el valor de duty cycle exterior). Continuando con un argumento 
similar, en el caso IV (sistemas con receptores en interior) esto indica que existe una 
cantidad inferior de disponibilidad libre de espectro, no siendo la misma situación que 
en el caso III (sistemas con receptores en exterior). En cualquier caso, las diferencias 
observadas en este experimento sobre la ocupación espectral interior/exterior no son 
igual de significativas como las encontradas en los casos I & II. 
En resumen, a pesar de que el ciclo de trabajo tiende a ser inferior en localizaciones 
interiores (con algunas excepciones irrelevantes), esto no indica necesariamente la 
existencia de un amplio espectro libre, ya que se deben tener en cuenta las 
circunstancias particulares de cada banda y las características de los sistemas que operan 
en ésta, antes de declarar una banda como disponible para uso secundario. De forma 
contraria se podría causar interferencias perjudiciales sobre usuarios primarios. 
Así pues, basándose en los resultados anteriores, desde un punto de vista práctico se 
puede afirmar que el resultado de los procesos de detección de espectro no es suficiente 
para declarar una banda como disponible para usuarios secundarios. Es necesario el uso 
de técnicas adicionales como, por ejemplo, monitorizar simultáneamente tanto en el 
enlace ascendente como en el descendente para sistemas basados en FDD con el fin de 
garantizar que se puede acceder al canal de forma oportunista, o emplear técnicas de 






de señal presente en una determinada banda antes de decidir si se puede acceder a la 
banda sin introducir interferencias perjudiciales. 
 
A continuación se resume los aspectos más significativos hallados durante los análisis 
para concluir este apartado. Uno de ellos es que la ocupación interior sigue una 
tendencia similar a la exterior, con mayores ocupaciones a frecuencias más bajas que a 
frecuencias más altas. 
Otro punto a destacar es que en la mayoría de bandas se observa que la ocupación 
interior es menor, debido a que la mayor parte de sistemas operan con transmisores 
exteriores y existe una atenuación significativa en las paredes de entre unos 20-50 dB. 
Sólo en ciertas bandas particulares (WiFi, DECT, etc.) con transmisores en entornos 
interiores se observó una mayor ocupación espectral en el interior. No obstante, una 
menor ocupación espectral en el entorno interior no implica que un usuario secundario 
tenga un mayor número de oportunidades de transmisión en entornos interiores, ya que 
depende de si los receptores primarios están en entornos interiores o exteriores. Así 
pues los resultados obtenidos indican que las técnicas de sensing podrían no ser 
suficientes, pudiendo ser necesario el empleo de otro tipo de estrategias adicionales. 
 
5.4 Sumario 
En el presente capítulo se ha analizado y caracterizado el nivel de ocupación espectral 
en dos ambientes diferentes, concretamente en uno exterior y en otro interior, 
identificando aquellas bandas que, en principio, podrían ofrecer mejores oportunidades 
para el futuro despliegue de redes radio cognitivas. Los resultados obtenidos en ambos 
escenarios de medida han sido analizados de manera comparativa, señalando las 
principales conclusiones de interés en el ámbito práctico. En ambos casos, los 
resultados obtenidos indican que el uso del espectro no es homogéneo ni eficiente, 
existiendo una notable cantidad de bandas potencialmente disponibles para el futuro 















La tecnología Cognitive Radio se ha identificado recientemente como una prometedora 
solución al denominado problema de escasez de espectro, es decir, la creciente demanda 
de espectro y su actual infrautilización. La idea básica subyacente de este nuevo 
concepto consiste en permitir que usuarios sin licencia puedan acceder de manera 
oportunista a ciertas bandas del espectro temporalmente desocupadas por los usuarios 
con licencia, siempre y cuando dichas transmisiones no den lugar interferencias 
perjudiciales sobre los usuarios legítimos. Este paradigma promete importantes 
beneficios en términos de eficiencia de uso del espectro. Sin embargo, antes de 
investigar los aspectos técnicos de este tipo de sistemas de comunicaciones, resulta 
necesario evaluar el grado de utilización al cual se hallan sometidas diferentes bandas 
espectrales en sistemas reales de comunicaciones radio, para lo cual se requiere la 
realización de medidas espectrales. 
Son varias las campañas de medida que se han llevado a cabo para caracterizar el nivel 
de utilización del espectro, pero la mayoría de éstas se han realizado en USA analizando 
los resultados bajo la normativa de regulación del espectro norteamericana. También se 
han llevado a cabo algunos estudios previos en lugares como Nueva Zelanda, Singapur, 
y algunas ciudades europeas como Dublín, Irlanda y Aachen. Aunque dichos estudios 
previos resultan de gran utilidad, el número de escenarios y regulaciones considerados 
resulta todavía claramente insuficiente, lo cual ha motivado el trabajo descrito en el 
presente PFC. 
En este proyecto se ha evaluado y analizado el estado de la ocupación espectral en un 
rango de frecuencias de 75 a 7075 MHz, a partir de las medidas realizadas en un 
entorno urbano exterior e interior en Barcelona, España. Para ello se han realizado 
medidas extensivas en ambos escenarios y se han analizado de manera comparativa a 
fin de identificar las oportunidades disponibles para CRNs en ambos casos. Los 
resultados obtenidos demuestran la existencia de significativas cantidades de espectro 
potencialmente disponibles para el despliegue de redes radio cognitivas, tanto en 
entornos exteriores como en entornos interiores. En general, el espectro se halla 
sometido a un uso relativamente moderado en frecuencias inferiores a 1 GHz 
(aproximadamente), mientras que se halla claramente infrautilizado a frecuencias 
superiores, existiendo oportunidades de transmisión para una red secundaria incluso en 
aquellas bandas con las tasas de ocupación más elevadas. Los resultados experimentales 
obtenidos han demostrado que, en general, los niveles de ocupación en entornos 
exteriores son más elevados debido a que la mayor parte de transmisores radio se 
encuentran en entornos exteriores y a las pérdidas de penetración exterior-interior. Si 
bien esto quiere decir que un usuario secundario percibiría una mayor cantidad de 
oportunidades de transmisión en un entorno interior, en la práctica esto no es 
necesariamente así, siendo necesario tener en cuenta la ubicación particular de 
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