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Abstract
We find conditions for the existence and uniqueness of almost periodic solutions of second-
order neutral delay-differential equations with almost periodic time dependence of the form (x(t)+
px(t−1))′′ = qx([t])+f (t); here [·] is the greatest integer function, p and q are nonzero constants,
and f (t) is Bohr almost periodic.
 2003 Elsevier Science (USA). All rights reserved.
Introduction
In this paper we study certain functional differential equations of neutral delay type with
piecewise constant time dependence. In these equations, the derivatives of the unknown
functions depend on not just the time t at which they are determined, but on constant
values of the unknown functions in certain intervals of the time t before t . Since this is
essentially expressing the derivatives on terms of the solution at discrete points of time
before t , it is usually referred to as a hybrid system, and in a sense is more amenable to
numerical methods based on discretization. The type of equations we consider could model
certain harmonic oscillators with almost periodic forcing.
Recently, equations in which the derivatives depend on not only constant values of
unknown function in the past, but also in the future, have been studied [4,5]. The advantage
of such equations is that it enables the formulation of initial value problems that can be
extended to the past as well as the future; i.e., to all real t . It is well known that for
delay equations, initial value problems have in general no backward extensions, and so
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other means. Also from the point of view of modeling actual time-varying processes, it is
hard to imagine that the rate of change of the process should depend on the state of the
process at future times. Another shortcoming of such equations of advanced as well as
delay type can be illustrated by the following example. Consider the scalar equation
x ′(t)= x
(
2
[
t + 1
2
])
,
where [·] denotes the greatest integer function. Note the argument of x(·) is of advanced
as well as delay type, and is used in [4,5]. Does this equation have a nontrivial solution
continuous on some interval |t| < b, b > 3? In the interval −1  t < 1 it is just
x ′(t) = x(0). In the interval 1  t < 3, it becomes x ′(t) = x(2). The first of these yields
x(t) = x(0) + x(0)t ; on −1  t < 1; the second yields x(t) = x(2) + x(2)(t − 2) on
1 t < 3. If the solution is to be continuous at t = 1, we must have x(1)= 0 = 2x(0) so
x(0)= x(1)= 0. But then x(t)= 0 for all t , so our equation has no nontrivial continuous
solutions on any interval of length greater than 2.
It is interesting, however, that if we consider the equation
x ′(t)= x
([
t + 1
2
])
,
it can easily be shown that for any initial value x(0) there exists a continuous solution
on R; consider solutions on intervals (2n− 1)/2 t < (2n+ 1)/2, n= 0,±1,±2, . . . ; it
is easy to show that the continuous function
x(t)= 3nx(0)+ 3nx(0)(t − n), 2n− 1
2
 t < 2n+ 1
2
,
is a solution on R uniquely determined by x(0). However, recently some second-order
equations involving the argument 2[(t + 1)/2] in the unknown function have been shown
to have continuous solutions on R, the set of reals; in fact, conditions for the existence of
periodic and almost periodic solutions of the equation
(
x(t)+ px(t − 1))′′ = qx(2[ t + 1
2
])
+ f (t),
where p and q are constants, and f is almost periodic, have been given [4,5]. We shall use
some of the methods in these papers, but will also use newer methods which not only seem
simpler, but suggest similar results for more general equations.
For an excellent survey of work on such hybrid equations primarily of nonneutral type
(p = 0), cf. [1].
1. The main results
We introduce the following notation:
• R is the set of reals, R+ the set of positive reals;
• Z the set of integers; i.e., Z= {0,±1,±2, . . .};
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• almost periodic is (a.p.) for short.
We consider the second-order scalar equation(
x(t)+ px(t − 1))′′ = qx(([t])+ f (t)), (1)
here p and q are nonzero constants and f is a p on R.
By a solution x(t) of (1) on R we mean a function continuous on R, satisfying (1) for
all t ∈ R, t = n ∈ Z, and such that the one sided second derivatives of x(t)+ px(t − 1)
exist at n ∈ Z.
We consider the system(
x(t)+ px(t − 1))′ = y(t), (2.1)
y ′(t)= qx([t])+ f (t), (2.2)
equivalent to (1).
Lemma 1. If (x(t), y(t)) is a solution of (2) on R (defined similarly as above for (1)), then
for n ∈ Z,
x(n+ 1)= ax(n)+ y(n)+ px(n− 1)+ f (1)n , (3.1)
y(n+ 1)= qx(n)+ y(n)+ f (2)n ; (3.2)
here a = 1− p+ q/2,
f (1)n =
n+1∫
n
s∫
n
f (σ ) dσ ds, f (2)n =
n+1∫
n
f (s) ds.
Proof. For n t < n+ 1, n ∈ Z, using (2.2) we obtain
y(t)= y(n)+ qx(n)(t − n)+
t∫
n
f (s) ds,
and using this with (2.1) we obtain
x(t)+ px(t − 1)= x(n)+ px(n− 1)+ y(n)(t − n)+ (q/2)(t − n)2x(n)
+
t∫
n
s∫
n
f (σ ) dσ ds.
Since x(t) must be continuous at n+ 1, these equations yield (3.1), (3.2). ✷
Lemma 2. The system of difference equations
cn+1 = acn+ dn +pcn−1 + f (1)n , (5.1)
dn+1 = qcn + dn + f (2)n (5.2)
has solutions on Z; these are in fact uniquely determined by c0, c−1 and d0.
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−1, (5.2) uniquely determines d−1, and thus since p = 0, (5.1) uniquely determines c−2.
So c−1, c−2, d−1 are determined. Continuing in this way, we establish the lemma. ✷
Lemma 3. For any solution (cn, dn), n ∈ Z, of (5.1), (5.2) there exists a solution
(x(t), y(t)), t ∈R, of (2.1), (2.2) such that x(n)= cn, y(n)= dn, n ∈ Z.
Proof. Define
w(t)= cn + pcn−1 + dn(t − n)+ (q/2)cn(t − n)2 +
t∫
n
s∫
n
f (σ ) dσ ds
for n  t < n+ 1, n ∈ Z. It can easily be verified that w(t) is continuous on R; we omit
the details.
Define x(t) = φ(t),−1  t  0, where φ(t) is continuous, and φ(0) = c0, φ(−1) =
c−1;
x(t)= (w(t + 1)− φ(t + 1))/p, −2 t <−1,
x(t)= (w(t + 1)− x(t + 1))/p, −3 t −2.
Continuing this way, we can define x(t) for t < 0. Similarly, define
x(t)=−pφ(t − 1)+w(t), 0 t < 1,
x(t)=−px(t − 1)+w(t), 1 t < 2;
continuing in this way x(t) is defined for t  0; and so x(t) is defined for all t ∈R.
Next, define y(t) = w′(t), t = n ∈ Z, and by the appropriate one sided derivative
of w′(t) at n ∈ Z; (5.2) shows that y(t) is continuous on R. It is easy to check that
(x(n), y(n))= (cn, dn) for n ∈ Z; we omit the details. ✷
We now express (3) in terms of an equivalent system in R3 give by
vn+1 =Avn + hn, n ∈ Z, (6)
where
A=
(
a 1 p
q 1 0
1 0 0
)
, vn =
(
x(n), y(n), x(n− 1))T, and
hn =
(
f (1)n , f
(2)
n ,0
)T
.
In what follows, C denotes the set of complex numbers.
Definition. A function vn :Z→ C3, is almost periodic (a.p.) if given ε > 0, there exists a
N(ε) ∈ Z+ such that for any m ∈ Z, there exists a k ∈ Z, m k m+N(ε) such that
sup
{|vn+k − vn|: n ∈ Z}< ε,
here | · | is any convenient norm in C3.
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f (t) :R→ C3 which is contained in the proof of Lemma 4, below. Functions on Z are
often called sequences; however, the author prefers to use that terminology for functions
on Z+.
Lemma 4. The functions f (i)n , n ∈ Z, i = 1,2, as defined in Lemma 1, are a.p.
Proof. Since f (t) is Bohr a.p., given ε > 0, there exists L(ε) 0 such that each interval
[a, a+L(ε)] contains a τ ∈R such that
sup
{|f (t + τ )− f (t)|: t ∈R}< ε.
It is clearly no loss of generality to suppose that τ = k ∈ Z, and that L(ε) 1; cf. Fink [2,
pp. 163–164]. Using the definitions of f (i)n , i = 1,2, we easily find that each of these is
a.p. ✷
Lemma 5. Suppose the eigenvalues of A are distinct and have absolute values different
from one. Then there exists unique a.p. solution vn :Z→R3 of (6).
Proof. From our hypotheses, there exists a 3 × 3 nonsingular matrix P with in general
complex entries such that PAP−1 =Λ where
Λ=
(
λ1 0 0
0 λ2 0
0 0 λ3
)
,
and λ1, λ2, λ3 are the distinct eigenvalues of A. Define v¯n = Pvn; then (6) becomes
v¯n+1 =Λv¯n + h¯n, where h¯n = Phn. (7)
For the sake of simplicity, we consider first the case |λ1| < 1. Define v¯n1 =∑
mn λ
n−m
1 h¯(m−1)1 where
h¯n =
(
h¯n1, h¯n2, h¯n3
)T
, n ∈ Z.
Clearly h¯n1 :Z→C is a.p., since h¯n = Phn is. So given ε > 0, there exists N(ε) ∈ Z+
such that in each interval [$, $+N(ε)], $ ∈ Z; there is k ∈ Z such that
sup
{∣∣h¯(m+k)1 − h¯m1∣∣: m ∈ Z}< ε(1 − |λ1|)−1.
Using this with the definition of v¯1n shows that v¯1n :Z→C is a.p.
If |λ2|< 1 and |λ3|< 1, we repeat the proof for λ1 above to show that h¯n2 and h¯n3 are
a.p., and so h¯n :Z→ C3 is. It follows easily that then P−1v¯n = vn: n ∈ Z is a.p. and our
lemma follows.
Assume now |λ1|> 1. Now define
v¯n1 =
∑
mn
λm−n1 h¯(m−1)1, n ∈ Z.
As before, the fact that v¯n1 :Z→ C is a.p. follows easily from the fact that h¯(n−1)1 is. So
in every possible case, we see that each component vni , i = 1,2,3, of vn is a.p. and so
vn :Z→R3 is.
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v¯n of (7) since P−1v¯n = vn, and the uniqueness of v¯n of (7) since P−1v¯n = vn, and the
uniqueness of v¯n follow, since if v˜n were a solution of (7) distinct from v¯n, un = v¯n − v˜n
would also be a.p. and solve un+1 =Λun, n ∈ Z. But by our condition on Λ, it follows that
each component of un must become unbounded either as n→∞ or as n→−∞, and that
is impossible, since it must be a.p. This proves the lemma. ✷
Corollary. If the eigenvalues of A in (6) all have absolute value less that one and are
distinct, and vn,n ∈ Z, is the unique a.p. solution of (6), then for any other solution un
of (6) we have
|un − vn| → 0 as n→∞.
The proof is easy and is omitted.
Lemma 6. If the conditions of Lemma 5 hold and w(t) is as defined in the proof of Lemma 3
with (cn, dn) the unique first two components of the a.p. solution of (6) given by Lemma 5,
then w(t) is a.p.
Proof. For any t ∈R and k ∈ Z,
w(t + k)−w(t)= cm − cn + p(cm−1 − cn−1)+ (dm − dn)(t + k −m)
+ dn(k −m+ n)+ (q/2)(cm− cn)(t + k −m)2
+ (q/2)cn
[
(t + k −m)2 − (t − n)2]
+
t+k∫
m
s∫
m
f (σ) dσ ds −
t∫
n
s∫
n
f (σ ) dσ ds, (7)
where n = [t] and m = [t + k] = [t] + k = n + k. It follows that the right side of this
inequality reduces to
(cn+k − cn)+ p(cn+k−1 − cn−1)+ (dn+k − dn)(t − n)
+ (q/2)(cn+k − cn)(t − n)2 +
t∫
n
s∫
n
(
f (σ + k)− f (σ))dσ ds. (8)
From the theory of a.p. functions (cf. [2]) it follows that given ε > 0 there exists a L(ε) > 1
such that in each interval [a, a +L(ε)], there is a k such that
sup
{|cn+k − cn|: n ∈ Z}< ε, sup{|dn+k − dn|: n ∈ Z}< ε, and
sup
{|f (n+ k)− f (n)|: n ∈ Z}< ε.
Using (7) and (8) we get eventually∣∣w(t + k)−w(t)∣∣ (3+ |p| + |q/2|)ε, t ∈R,
and this shows that w(t) is a.p. ✷
G. Seifert / J. Math. Anal. Appl. 281 (2003) 1–9 7Theorem 1. Let 0 < |p|< 1, and let the eigenvalues λj , j = 1,2,3, of A in (6) be distinct
and satisfy |λj | = 1, j = 1,2,3. Then there exists a unique a.p. solution x¯(t) of (1), which
can, in fact be determined explicitly in terms of w(t) as defined in the proof of Lemma 3. If
|λj |< 1, j = 1,2,3, then x(t)= x¯(t)→ 0 as t →∞ for any other solution x(t) of (1).
Proof. For each m ∈ Z+ define xm(t) as follows:
xm(t)=w(t)− pxm(t − 1), t >−m, (8.1)
xm(t)= φ(t), t −m, (8.2)
here w(t) is as defined in the proof of Lemma 3, and
φ(t)= cn + (cn+1 − cn)(t − n), n t < n+ 1, n ∈ Z,
where cn is the first component of the solution vn of (6) given by Lemma 5. Let $ ∈ Z+;
then from (8.1) we get
xm(t)=
$−1∑
j=0
(−p)jw(t − j)+ (−p)$xm(t − $), t −m.
If $ ∈ Z+ and $ > t +m, xm(t − $)= φ(t − $), and so for such $,∣∣∣∣∣xm(t)−
$−1∑
j=0
(−p)jw(t − j)
∣∣∣∣∣ |p|$|φ(t − $)|,
and so, as $→∞, we get
xm(t)=


∞∑
j=0
(−p)jw(t − j), t >−m,
φ(t), t −m.
(9)
Since w(t) and φ(t) are uniformly continuous on R, it follows that {xm(t): m ∈ Z+} is
equicontinuous on each interval [−N,N], N ∈ Z+, and by the Ascoli–Arzelá Theorem,
there exists a subsequence, which we again denote by xm(t), and a function x¯(t) such that
xm(t)→ x¯(t) uniformly on [−N,N], and by a familiar diagonalization procedure, can find
a subsequence, again denoted by xm(t) which is such that xm(t)→ x¯(t) for each t ∈ R.
From (9) it follows that
x¯(t)=
∞∑
j=0
(−p)jw(t − j), (10)
and so x¯(t) is a.p. since w(t − j) is a.p. in t for each j  0, and |p|< 1. From (8.1), letting
m→∞, we get x¯(t)+px¯(t − 1)=w(t), t ∈R, and since w(t) solves (1), x¯(t) does also.
The uniqueness of x¯(t) as an a.p. solution of (1) follows from the uniqueness of the a.p.
solution vn :Z→R3 of (6) given by Lemma 5, which determines the uniqueness of w(t),
and therefore from (10) the uniqueness of x¯(t). The second part of the conclusion of the
theorem follows easily from the corollary after Lemma 5, we omit the details. ✷
If p = 0, the proof Lemma 3 fails. However, we have the following theorem.
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absolute value different from one, there exists a unique a.p. solution x¯(t) of (1). If x(t) is
any solution of (1), then∣∣x(t)− x¯(t)∣∣→ 0 either as t →∞ or as t →−∞.
Proof. The system of difference equations (5.1), (5.2) of Lemma 2 now becomes
cn+1 = (1+ q/2)cn + dn + f (1)n , dn+1 = qcn + dn + f (2)n ,
and has a solution on Z since
( 1+q/2 1
q 1
)
is nonsingular because q = 2. The rest of the proof
follows in the same way as the proof of Theorem 1, and is omitted. ✷
We note that Theorem 3 in [4] allows p = 0, and asserts that in this case the equation
in this theorem will have a unique a.p. solution if q > 0 or q <−4; however, no proof is
given.
2. Some final remarks
1. If the eigenvalues of A in (6) are not all distinct, but still are not one in absolute value,
more complicated but straight forward arguments can be used to obtain Theorem 1;
cf. [4].
2. If C1 denotes the set of Rn-valued functions continuous on [−1,0]. If x(t) is an
Rn-valued function continuous on R, the notation xt denotes the element x(t + θ),
−1  θ  0 of C1. Then under certain Lipschitz conditions on g :R×R× C1 → R,
where g(t, x,φ) is a.p. in t uniformly for x,φ in R×C1 and the conditions on p and
q of theorem hold it can be shown that the equation(
x(t)+ px(t − 1))′′ = q([t]′)+ εg(t, x(t), xt) (11)
has a unique a.p. solution for |ε| sufficiently small, here the topology on C1 is in terms
of the usual supremum norm, and the Contraction Mapping Principle, or Banach Fixed
Point Theorem can be used; in [4,5], g(t, x(t), x([t − 1])) is used.
3. At the expense of complexity, results similar of our Theorem 1 can be obtained for the
more general equation(
x(t)+
n∑
j=1
pjx(t − j)
)′′
=
n−1∑
j=0
qjx
([t − j ] + f (t)), (12)
where again, f is a.p. By proceeding as in Theorem 1, we would be led to a
(n+ 2)× (n+ 2) matrix whose eigenvalues must be distinct from 1 in absolute value.
There do not, however, seem to be methods for which equations like (Dxt )′′ =
qx([t])+ f (t) where D is a linear function on C1 to C1 of more general nature, even
if it’s known that Dxt is stable; for a definition of this, cf. [3].
4. For purposes of applications, it would be interesting to find conditions on an equation
like (
x(t)+ px(t − 1))′′ = qx([t])+ g(t, x(t), x[t]),
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topic the author plans to investigate in the future.
5. Recently, equations like (1) and (11) with a more general type of a.p. dependence
have been worked on [6]. If the f (t) in (1) is pseudo almost periodic; i.e., is such
that f (t) = g(t) + h(t), where g(t) is a.p. and the mean value of h(t) is zero, then
under the same sort of conditions as our Theorem 1 or the corresponding results in
[5,6], the equation will have a pseudo almost periodic solution. This type of almost
periodicity was introduced in [7] where it is suggested that this generalized type of
almost periodicity can be of interest in certain applications.
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