Objective: To assess the use of the h-index to measure the quality of the output of health services researchers. Method: Online survey, with bibliometric analysis of a convenience volunteer sample of researchers mainly in the UK, North America and Australasia. Self-reported from Google Scholar: h-index; number of papers; number of citations; number of papers with !10 citations.
Introduction
There are a variety of ways in which the output of researchers can be evaluated at both the individual and the collective level. Research institutions (e.g. universities) and governments have a financial interest in maximising the quality and quantity of research outputs. In the UK, the assessment of research output from universities currently takes the form of the Research Excellence Framework (REF)
1 which currently provides a measure of organisational quality.
The majority of research outputs can be measured in terms of academic publications. It is important, therefore, that the quality as well as the quantity of published research is measured. There are several bibliometric methods that can be used to assess individual publication performance though all have some limitations. A simple summation of peer-reviewed papers is a crude measure, which does not take into account the impact the research has. Total number of citations may give some estimate of impact on the research community although this value is often skewed by a small number of very highly cited publications.
One measure of research output which is increasingly used is Hirsch's (h) index, which attempts to combine the quality and quantity of an individual's publication output. 2 The h-index tells us that the number h of an author's publications have at least h citations. Essentially it is a measure of the author's median citation rate and is therefore robust to the influence of a few highly cited papers. For example, if a researcher with an h-index of 10 has published 50 papers and these are ranked by their number of citations, then the 10th paper in the rank will have been cited at least 10 times. Since the h-index was described in 2005 it has been widely used with the original paper having been cited more than 3000 times by April 2013.
In the area of health services research, the h-index has been shown to have high construct validity as a measure of researchers' academic rank. 3 To have a high h-index a researcher must publish a large volume of papers that are cited regularly. However, the index does have a drawback in that it favours older, more established researchers: it cannot go down. Consequently, its use could be combined with other measures of impact, such as the numbers of papers cited more than ten times (10-index) or the m-quotient, which divides the h-index by the number of years a researcher has been active. However, these additional measures may not add significantly to the use of the h-index.
Measures of research output vary between and within research areas. For instance, for researchers working in physics, an h-index that is equivalent to the number of years in research is good, but this is low for those working in biomedical sciences. 2 We currently know little about patterns in health services research and how they might differ between core disciplines. Our aim was to undertake a survey of health services researchers to collate data on their research output in order to determine what constitutes a good measure of output. We deliberately chose to keep the definition of health services research broad to reflect the varied nature of researchers who work in this field.
Methods

Survey
We conducted an online survey using Survey Monkey (www.surveymonkey.com). We developed and piloted a questionnaire among staff in the Department of Health Sciences, University of York. After feedback and minor modifications to the wording and order of questions we circulated the link to the online survey, with an accompanying cover email, to the following groups: directors of the UK Clinical Research Collaboration registered clinical trials units; statisticians on the ALLSTAT email list; researchers on the Medical Research Council Methods Hubs mailing list; directors of the National Institutes of Health Research Research Design Services; other researchers known to the authors. We also asked recipients to disseminate the link to colleagues and collaborators (a form of snowball sampling). The survey opened on 17 January 2013 and closed on 2 April 2013.
Recipients were asked for brief demographic data and to use Google Scholar to compute their total number of citations, their h-index and other bibliometric measures (see Supplementary Material online for copy of questionnaire). We chose to use Google Scholar for three reasons: it is freely available and easy to use; other sources tend to underestimate the number of citations that accrue when the subject area is not a natural science; 4 and it includes books, reports and book chapters in the measures of output and research impact, which may contribute significantly despite not being peer-reviewed papers.
Analysis
The results of the survey were downloaded from Survey Monkey and imported into Stata v12 for analysis. Respondent characteristics were summarized. The distribution of the bibliometric data was skewed and thus the median was used to describe the central tendency. The median, 90th and 95th quantiles were reported, stratified by demographic characteristics including sex, age group, current position, years in academic role and research discipline. Quantile regression with bootstrapped standard errors was used to investigate differences in median between independent groups, adjusting for age, sex and research discipline unless otherwise stated. Significance was set at the 5% level and 95% confidence intervals are presented.
Validation
To assess the validity of the h-index we compared its performance with the other measures by calculating pairwise Spearman's rank correlations for the number of publications, number of citations, 10-index and the standardized mean difference of these measures 5 by whether the researcher was entered for the last university research assessment exercise (UK respondents only) and seniority as a measure of their sensitivity. Our hypothesis was that the best measure would have the strongest associations with these factors.
Results
Respondents
We received completed questionnaires from 532 (Table 1) . Their mean age (SD) was 45 (10.8) years and 55% were female. The majority of respondents had a PhD (73%) and we received a greater number of responses from researchers who had been active for less than 15 years (61%), than those with more experience in an academic role. The discipline that the largest proportion of respondents described as their primary discipline was health services research (25%) and the majority of respondents were UK-based (70%). A fifth of responders had worked half-time or less for a proportion of their career and a third, most of whom were women, had taken significant time off work due to, for instance, maternity leave. There was a large difference between men and women across all measures (e.g. median h-index 19 vs 9). These differences decreased by around 50% after adjusting for age and research discipline but remained statistically significant (e.g. difference in median hindex 4.2, 95% CI 1.9 to 6.6, p < 0.001). No difference in h-index was observed for those who had worked part-time or had had time away from their careers in an adjusted analysis. There were marked differences in the raw measures for different academic qualifications with those holding an MD tending to have approximately double the impact measures of those holding a PhD. An MD is a qualification accessible only to medically qualified researchers, who tend to have a higher h-index than non-medically qualified researchers. Indeed, in an adjusted analysis doctors were seen to have a statistically significantly higher h-index than non-clinical researchers (difference in median 6.4, 95% CI 2.7 to 10.2, p ¼ 0.001). We also found that researchers who had published at least one paper from their highest qualification had larger measures of impact and productivity than those who had not, and the difference in h-index was statistically significant in an adjusted analysis (difference in median 3.3, 95% CI 0.8 to 5.7). We did not find a statistically significant difference in the median h-index of UK and non-UK researchers. For UK respondents, those who had been submitted to the RAE in 2008 had statistically significantly higher measures than those who had not (e.g. difference in median 14, 95% CI 11.9 to 16.1, p < 0.001). Table 2 presents the results of a quantile regression to predict the median, 90th and 95th quantiles for hindex, adjusting for age, sex, years in academia and research discipline. Coefficients are interpreted in a At the right tail of the h-index distribution, differences become more pronounced. For instance, the difference in the median h-index of men and women is 3.1 (95% CI 1.57 to 4.57, p < 0.001); however, the difference between the 95th quantiles is 13.0 (95% CI 6.28 to 19.81), reflecting the wider range of h-index scores for men. A noted limitation of this analysis is that it is not clear if respondents took account of significant periods away from work when reporting their total number of years in an academic role. We did not explicitly capture how respondents interpreted this question so there could be bias in the reports of the number of years' service from those with any periods away from work.
Citation analysis
Validity of impact measures
As the h-index is a measure of both output and impact we would expect, if it has good construct validity, for it to correlate highly and positively with the number of publications, number of citations and 10-index; such correlations were observed (Table 3) . We considered the sensitivity of each measure to differentiate between different groups of researchers by computing the standardized mean difference between those UK-based researchers who were entered into the last RAE and those that were not. The h-index was observed to be the measure most sensitive to the difference in impact and output between these two groups since it was the one with the greatest standardized mean difference (Table 4) . We did the same for respondents that hold a position as Chair and those that did not, this time adjusting for age as a confounder. In this situation, the standardized mean difference for h-index was only marginally succeeded by that for the number of papers, and so the h-index can be seen to be a responsive measure of output and impact.
Discussion
It is misleading to compare the h-index, for example, of a statistician or health economist, with a qualitative researcher. Similarly, it is important to consider the professional backgrounds of researchers; those from a . While the higher impact measures for medical professionals were not unexpected, we were surprised by the relatively lower h-index of those citing systematic reviews as their primary discipline, although the sample size of this group was small. We found significant differences between men and women. A large part of this difference was explained when we adjusted for age and discipline as the women in our sample tended to be younger and more heavily represented in disciplines that have low citation rates (e.g. qualitative research). Nevertheless, differences remained which were not explained when we adjusted for the presence of career breaks or working part-time. However, there is likely to be some residual confounding. For instance, many academics when they 'retire' retain a part-time research position. Consequently, retired part-time academics will tend to have high bibliometric values due to their age. In this study, they are more likely to be male, which would mask the downward effect on women's bibliometric scores by taking part-time positions.
This study is one of the largest bibliometric analyses in the field of health services research to date. A recent analysis by Glanville and colleagues focused on outputs from primary care research in the UK, USA, Canada, Australia, Germany and the Netherlands. The average h-index for researchers from the UK was 13, somewhat lower than the value (18) that we found. 6 The difference may have arisen as a consequence of our use of Google Scholar which tends to index greater numbers of publications than other databases. Another recent study has presented data from one research institute predominated by medicine. 3 Ours by comparison has a wider range of disciplines and professional backgrounds and was international. In addition, we were able to consider the influence of age and scientific discipline, important factors when assessing and comparing outputs for institutions and individuals.
We compared the h-index with other measures of impact such as volume of papers published and total citations. There were high correlations between the different measures. However, the h-index appears to discriminate better than other markers of quality and output, such as academic seniority and eligibility for the UK's research assessment exercise. Assessing the sensitivity of the h-index by comparing seniority as defined by holding a Chair may be a self-fulfilling prophecy, as some institutions consider the h-index as a criterion for promotion. In any future studies the authors would consider asking respondents if this was a practice used in their institution.
There are a number of limitations to this study. First, we were unable to take account of co-authorship, language and type of output. Second, despite the relatively large sample size, the results should be interpreted cautiously, due to the limited size of some subgroups, for example only 12 systematic reviewers provided their h-index. Reported sample subgroup quantiles are therefore a noisy representation of the likely population values, notwithstanding the selection bias our sample suffers from. Third, we know little about those who chose to respond to the survey or how individuals came to receive it, due to the pragmatic sampling techniques employed. It is likely that those responding to our survey will tend to have a higher publication and citation rate compared with nonrespondents. Consequently, the values we present here are likely to be an overestimate of the average impact of researchers working in health care. Fourth, although, for UK researchers, we validated against inclusion in the last RAE we acknowledge that this is not an independent event and ultimately relies upon an institutional strategic decision. Furthermore, inclusion is distinct from eligibility and therefore looking at this relationship may well be overly simplistic from statistical and other perspectives.
Although this study is a first look at citation rates amongst health services researchers and a larger, more strategic study would allow for more robust results and sophisticated analyses, it nevertheless provides an initial benchmark for judging research productivity in a variety of health services research disciplines. It demonstrates that the h-index may be used to compare between and within institutions, and for assessments relating to performance review and promotions in academic contexts.
