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Brosowski [2] has proved the following: 
THEOREM. Let V, C V, be alternation systems of C[a, b], v1 E VI and 
v2 E V, . In order that there exists an element f E C[a, b] such that vi E Pv,( f), 
i = 1,2, it is necessary and suficient that v1 - v2 is either zero or changes sign 
at atleast d(v,) points of [a, b]. Zf VI and V, are contained in C2[a, b], then we 
can choose f to be a polynomial. 
For the case of polynomials, Rivlin [7] posed the following: 
PROBLEM. Characterize those n-tuples of algebraic polynomials ( p0 , 
p1 ,..., pnT1} with degree of pi = i, i = 0, l,..., n - 1, for which there exists 
an f in C[a, b] such that the polynomial of best approximation of degree i to f 
isp, , i = 0, l,..., n - I. 
He has shown that for this to be true it is necessary for each pair i, j with 
0 < i < j ,< n - 1 that the polynomial pi - pj is either zero or changes sign 
at atleast i + 1 points of [a, b]. Deutsch, Morris, and Singer [5] have shown 
that in the case n = 2, the condition is also sufficient. Sprecher [8] has 
extended this result to the case of two polynomials of arbitrary degrees and 
in [9] has given a solution to the above problem for n = 3. Hegering [6] 
and Subrahmanya [lo] have considered general Chebyshev systems of 
C[a, b]. Subrahmanya [ll] has given a solution to the Rivlin problem for 
a general n. Brosowski and Subrahmanya [3] have considered C[T], where T 
is a compact Hausdorff space and have characterized an infinite set of 
elements for which there exists an f o C[T] with this set of elements as best 
approximations from arbitrary subsets which they assume suns only in the 
necessity part. Hegering [6] has also proved the following: 
Let V, C V, be Haar subspaces of C[a, b] and vi E Vi , i = 1,2. Let 
101 
OO21-9045/79/060101-07$02.00/0 
Copyright 0 1979 by Academic Ilress, Inc. 
All rights of reproduction in any form reserved. 
102 M. R. SUBRAHMANYA 
v1 E C”[a, b] and v2 E Cz[a, b], h, I E N (h, I = co allowed). Under the necessity 
condition of Rivlin there exists an f E Cmin(h*z)[a, b] such that vi E Pv,( f), 
i = 1,2. 
In this paper we generalize this result to alternation systems. Our proof is 
simple and straight forward. 
We now give a brief review of some notation. Let C[a, b] denote the set of 
all continuous real-valued functions defined on [aa, b]. C[a, b] is equipped 
with the norm given by 
IIJ‘II := sup If(t)!. 
ts[o,bl 
Let V C C[a, b] and f E C[a, b]. An element v,, E I’ is said to be a best appro- 
ximation to f in V, if 
llf- vo// = ~pf- ull =: E,(f). 
We denote by P,(f) the set of all best approximations to f from V, that is, 
P,(f) = iv E Vlllf- VII = -b(f)> 
A nonempty subset V of C[a, b] is said to be an alternation system if there 
exists a mapping 
d:V-+[W 
such that d(u) > 1 for each v E V and if the following condition is fulfilled: 
An element v in V is a best approximation of an f in C[u, b] if and only if 
there exist points to , t1 ,..., tdlv) with a < to < t1 < ... < tdtv) ,< 6, and an 
r) E {-I, +l> such that 
Ilf - u II = d-l)%w - &)), 
k = 0, I,..., d(v). 
THE MAIN RESULT 
THEOREM. Let V, C V, be alternation systems of C[a, b], V1 , Vz C Cl[u, b], 
v1 E V, , and v2 E V, . In order that there exists an elementf in Cl[a, b] such that 
vi E P,*(f), i = 1, 2; it is necessary and suficiertt that v, - v2 is either zero 
or changes ign at atleast d(vJ points of [a, b]. 
For the proof we require the following lemmas. 
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LEMMA 1. Let MI be a compact Hausdorff space in Rn and M3 an open set 
containing MI . Then there exists a function F defined on M3 with compact 
support M, 3 MI with the following properties: 
(a) FE WMJ, 
(b) F(t) = 1 for t E MI , 
(c) 0 < F(t) < 1 for t E M,\M, . 
For the proof of the above lemma see de Rham [4, p. 41. 
LEMMA 2. Let iJI, U, be piecewise continuously dJEerentiable functions 
in C[u, b] and let 
Ml := it1 , t, >..., td, 
M-, := (TV , 72 ,..., q} 
be disjoint subsets of the open interval (a, b), with the following properties: 
(i) U-,(t) < 0 < Ul(t), Vt E [a, b]. 
(ii) Ui is continuously dfirentiable at the points of Mi , i = 1, - 1. 
Then there exists an f E C[a, b] such that 
(a) fk> = W&J, p = 1, L., k 
(b) f(~v) = k(d, v = 1, L..,.i, 
(4 u-,(t) <f(t) < U,(t), Vt E [a, bl. 
Proof Set for p = 1,2,..., k and A, , a positive real number, 
G,l(t, A,) := L&(t) - h,(t - t&J”, 
and for v = 1, 2,..., ,j and A-, , a positive real number, 
G;‘(t, h-,) := U_,(t) + h-,(t - Ty)2. 
Then we have 
GuYtu > Xl) = G(cJ, p = 1, 2,. . ., k, (1) 
G;‘(T” , x-1) = u-l(Tv), v=1,2 j. >...>. (2) 
Further we have that G,l and G;l are continuously differentiable at t, and rV 
respectively. By choosing A, and A-, small enough, we have that in an open 
interval (c, , d,) of t, and an open interval (c;‘, d;‘) of T, , 
0 -=c GwYt, 4) ,< ul(O, Vt E Cc, du), (3) 
0 > G;*(t, X-3 > U-,(t), Vt E (c;l, d;l), (4) 
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and G,’ restricted to (c, , d,) and G;’ restricted to (c;‘, d;‘) are, respectively, 
in Cl(c, , d,) and C?(c;‘, d;l). We can further assume, by taking these 
intervals sufficiently small, that these intervals are pairwise disjoint. Now 
consider the interval (c, , d,), E.L = 1, 2,..., k. Since t, E (c, , d,), there exists 
a compact interval Z, containing t, in its interior. Apply Lemma 1 with 
MI = Z, and M, = (cU , d,). Thus there exists a function F, and a compact 
set IU 3 Z, such that 
(3 Fu E CYc, ,4), 
(6) F,(t) = 1 for t E Z, , 
(ii) 0 < F,(t) < 1 for t E -?,\Z, .
We further define F,(t) = 0 for t E [a, b]\(c, , d,). Then it is clear that F,, is in 
P[a, b]. Similarly we define for each v, v = 1, 2 ,..., j; Fvpl E P[a, b]. We 
now set, 
f(f):= f: r;,(t) Gwl(t, A,) + i F,?(t) G;‘(t, A_,) 
IL=1 “=l 
for all t in [a, b]. We claim thatfe C[a,‘b] and satisfies (a), (b), and (c) of the 
lemma. Notice that f is well defined on [a, b]. Since F,(r) GU1(t, h,) E Cl[a, b] 
and F;‘(t) G;‘(t, X-,) E Cl[a, b], we have that f~ C[u, b]. If t = t, , then 
from the definition off it follows that 
f(L) = F,(L) G,l(tu > U 
since for all the indices i # ZL, F,(t) = 0 on (c, , d,) and for all indices v, 
v =I,2 ,..., j; FYI(t) = 0 on (c, , d,). Since F,(t,) = 1, 
f&J = G,Ytu > A> = u&u> 
This proves (a). Similarly, when t = 7, , we have f(7J = uPI( Finally, 
if t E (c, , d,), then, 0 < F,(t) < 1 and from (3) we have 
U-,(t) < 0 <f(t) = ii,(t) G,V, 4) < W). 
Similarly, if t E (c;‘, d;‘), we have 0 < F;‘(t) < 1, and from (4) it follows 
that 
Ul(t) > 0 2 f(t) = F;‘(t) G;‘(t, A-,) > U-,(t). 
If t e tLL1 cc, 3 d,)} U {u%=l (CL’, d,‘)), then clearly we have that 
U-,(t) <f(t) < w>. 
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Combining these we have 
U-,(t) <f(t) G G(t) for all t E [a, b]. 
This completes the proof of Lemma 2. 
Proof of the theorem. The proof is exactly the same as it is for the case 
when VI C V, C C2[a, b] (see Brosowski [2]). For the sake of completeness 
we give here the proof of the sufficiency part. The case ZI, = u2 follows from 
Brosowski [I, Theorem 2.15, p. 621. Let u1 f u, . Let a, , a2 ,..., adtVl) be the 
zeros of z)r - a2 taken in their natural order. Put a, = a and Q(,,,) + 1 = b. 
Then we have 
a = a, < a, < a, < ... < ad(u,) < ati + 1 = b. 
Then there exists an r) ~(-1, l> and for i = 0, 1, 2,..., d(u,) points tIsi in 
(ai , Q+~) such that 
for i = 0, I ,..., d(u,). Since v2 - u1 has at least one zero in (a, b), we can 
choose d(v2) + 1 points t,,, , f2,1 ,..., t2,d(vz) such that 
and 
I u202,J - ~l(~Z,i)l < P/2 
for i = 0, l,..., d(u,). With a suitable real number A > 0, we set 
u&) : = min{(ul(f) + A + PI, (~0) + A + BP)) 
u-,(t) : = max{(vl(t) - A - PI, (74t) - A - P/2)) 
(4 
(xx) 
Then we have, if A is sufficiently large, that 
U-,(t) < 0 < ul(r) for all t E [a, b]. 
Notice that at a point t,,i with y(-1)i = +I, we have 
M,,i) + A + B < v,(h,i) + A + /3/Z. 
Hence in a neighborhood of t,,i also we have the same inequality. Similarly, 
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at a point t1,8 with q(-l)s = - 1, we have that if t E a small neighborhood 
of h,s 3 
q(t) - A - p > uz(t) - A - /3/2. 
This shows that U, is continuously differentiable at the points tXei with 
r)(- l>i = 1 and U-, is continuoulsy differentiable at the points tl,s with 
q(-1)s = -1. s imi ar y 1 I we can show that at the points t,,i , with i even, 
U, is continuously differentiable and U-i is so at the points t,,, with s odd. 
Thus if we set 
M1 := (t,,i with 7(-I)< = l> u (t,,i with i even} 
Me1 := {tl,s with ~(-1)” = --I} u {& with s odd}, 
we have that Vi is continuously differentiable on A4, , i = 1, - 1. By 
Lemma 2 we have that there exists anfE Ci[a, b] such that 
(i) U-,(t) <f(t) < Ul(t) for all t E [a, b], 
(ii) f(t) = Ul(t) on Ml, 
(iii) f(t) = U-,(t) on M-, . 
Now from (x) and (xx) it follows that 
-64 + P) < f(t) - 4(t) < A + P 
-64 + BP) e f(t) - %O> <A + P/2 
for all t E [a, b]. If t = tl,i with ~(-1)~ = 1 then we have 
fh) = Wl,i) = f4t1.d + A + P 
and so we have 
while if t = t,,, with ~(-1)~ = -1 we have 
f(t1.s) - ~l(t1.J = --A - s. 
Similarly if t = tzsi with i even, we have 
f(h) - M2.i) = A + BP 
and if t = tzss with s odd we have 
f(t2.J - ~z(tz.s) = --A - BP. 
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Since V, and V, are alternation systems we conclude that 
vi E &i(f)’ i = 1,2. 
This completes the proof of the theorem. 
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