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Abstract
Sequential Monte Carlo (SMC) is a powerful method for sampling
from the posterior distribution of static Bayesian models and estimat-
ing the evidence for model choice. SMC applies reweighting, resam-
pling and mutation steps to transition a population of particles through
a sequence of distributions. The mutation step has the most impact on
the computational and statistical efficiency of SMC and is often per-
formed via several iterations of a Markov chain Monte Carlo (MCMC)
kernel. We propose to make efficient use of the derivatives of the log
posterior with respect to the parameters, which are available either in
closed form or can be unbiasedly estimated for a large class of prob-
lems. We explore the use of Metropolis adjusted Langevin algorithm
(MALA) moves, which requires derivative information, in the mutation
step. As a by-product of our research, we also develop a new approach
to adapt the tuning parameters of the mutation proposal density, using
neural networks and the information from the population of particles.
We apply post-processing steps using zero-variance control variates to
lower the variance of expectations with respect to the posterior and
of two alternative evidence estimators. The improvements when com-
pared to a more standard implementation of SMC are demonstrated
through an example. This is a working paper to which additional ex-
amples and ideas will be added.
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1 Introduction
Bayesian statistics often requires the development of a suitable algorithm for
approximate sampling from the posterior. There are various Monte Carlo
methods which can be used to estimate expectations with respect to the pos-
terior distribution and to approximate quantities for Bayesian model choice.
A major focus in the literature has been on Markov chain Monte Carlo
(MCMC) methods (Metropolis et al., 1953) for sampling from complex dis-
tributions, but alternatives including importance sampling and the general
sequential Monte Carlo (SMC) framework (Del Moral et al., 2006) can be
preferred for some applications.
MCMC constructs an ergodic Markov chain with the desired posterior as its
limiting distribution. The normalising constant, also known as the marginal
likelihood or the evidence, is not required for MCMC which makes it widely
applicable for sampling from non-trivial distributions. Despite many recent
advances in MCMC, it has a number of drawbacks (Green et al., 2015).
Specifically, it can require significant effort in tuning, can be difficult to
adapt, is not naturally parallel, can fail to capture complicated landscapes
such as those with well separated modes and does not provide a convenient
estimate of the evidence, which is useful for Bayesian model choice or aver-
aging.
A complementary method to MCMC in the context of sampling from com-
plex targets and estimating the evidence is SMC (Chopin, 2002; Del Moral
et al., 2006). SMC involves traversing a population of particles through a se-
quence of distributions by introducing the effect of either the data (data an-
nealing) or the likelihood (likelihood annealing) sequentially. The three main
steps to SMC are reweighting, resampling and moving. The reweighting
stage ensures a properly weighted sample from each target in the sequence,
and resampling is used to avoid weight degeneracy by duplicating promising
particles and removing particles with low weights. The move step, also re-
ferred to as mutation, involves moving the particles to increase the particle
diversity after resampling. The optimal backward kernel as described in Del
Moral et al. (2006) is intractable, so sub-optimal approximations including
MCMC kernels are commonly used in the literature. Moving the particles is
generally the most computationally intensive part of SMC and has the most
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impact on the resulting particle approximation of the target. SMC is easily
parallelisable, adaptive and capable of dealing with complicated targets. An
estimate of the evidence is produced as a by-product of SMC (e.g. Del Moral
and Miclo (2000)).
Mutation kernels which make use of the derivative of the log posterior with
respect to the parameters have been shown to improve mixing in MCMC, es-
pecially in high dimensional parameter spaces and when there are complex
dependencies between the parameters (see e.g. Girolami and Calderhead
(2011)). These derivatives are tractable or can be estimated unbiasedly for
a large class of problems, including examples in factor analysis, ordinary
differential equation (ODE) models and a range of other non-trivial applica-
tions. Derivative based proposals such as the Metropolis adjusted Langevin
algorithm (MALA) (Roberts and Stramer, 2002; Girolami and Calderhead,
2011) or Hamiltonian Monte Carlo (HMC) (Duane et al., 1987; Girolami
and Calderhead, 2011), can be applied in the move step of SMC to obtain
the same benefits. Sim et al. (2012) have applied MALA in the context of
SMC but do not make use of the population of particles to choose the tuning
parameters. We apply neural networks to adaptively choose the tuning pa-
rameters in MALA, which is also applicable to obtain the tuning parameters
of other proposals.
Derivative information can also be used to reduce the variance of expecta-
tions with respect to the posterior through the variance reduction method
known as zero-variance control variates (ZV-CV) (Assaraf and Caffarel,
1999; Mira et al., 2013). ZV-CV are most commonly applied as a post
processing step to MCMC. Recently Oates et al. (2016b) applied ZV-CV to
improve the thermodynamic integration (TI, also known as path sampling)
(Ogata, 1989; Gelman and Meng, 1998) estimate of the evidence in MCMC.
The TI evidence estimator and alternatives like the stepping stone estimator
(Neal, 1993) rely on annealing of the temperature schedule in MCMC, which
requires careful choice of the annealing schedule and significant tuning in ad-
dition to the already-stated disadvantages of MCMC (especially regarding
sampling from complex targets). Papamarkou et al. (2014) have applied
HMC, MALA and ZV-CV for variance reduction in the context of MCMC.
ZV-CV have also been applied in big data settings in the context of stochas-
tic gradient MCMC (Baker et al., 2017) and for models with intractable
likelihoods (Friel et al., 2016). It is natural to consider the application of
ZV-CV in SMC, where the annealing schedule can be adapted online and
the population of particles helps to explore complex targets and obtain ac-
curate estimates of the evidence. To our knowledge, ZV-CV have not been
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applied before in the context of SMC.
In Section 2, the SMC framework is described including a description of
MALA. Section 3 describes a general framework for tuning the parameters
of MCMC kernels online. The ZV-CV method is described in Section 4 and
several evidence estimators and the methods for improving these through
ZV-CV are described in Section 5. We compare our methods with more
standard SMC implementations for an application in Section 6. The paper
concludes with a dicussion in Section 7.
2 Sequential Monte Carlo
2.1 SMC Framework
Here we are interested in using SMC to sample from the posterior distri-
bution of a statistical model parameterised by θ ∈ Θ ⊆ Rp where p is the
length of vector θ based on the collected data y ∈ Y ⊆ Rd:
pi(θ|y) = f(y|θ)pi(θ)
Z
,
where f(y|θ) is the likelihood, pi(θ) is the prior and Z = ∫Θ f(y|θ)pi(θ)dθ is
the normalising constant of the posterior often referred to as the evidence.
SMC traverses a set of N weighted samples or ‘particles’, {W it ,θit}Ni=1,
through a sequence of posterior distributions, pit(θ|y) for t = 0, . . . , T ,
where we often select pi0 as the prior pi(θ). If the data are arriving in
batches, the sequence of distributions may be formed through data anneal-
ing pit(θ|y1:t) where y1:t denotes data up to the current t. When all of the
data are available, the sequence could be formed via likelihood annealing
where the interest is in sampling from the sequence of power posteriors,
pit(θ|y) = f(y|θ)γtpi(θ)/Zt where γt is referred to as the temperature and
0 = γ0 ≤ · · · ≤ γt ≤ · · · ≤ γT = 1. In this paper we consider the likelihood
annealing sequence as tempering the likelihood can improve exploration of
complex targets (Neal, 2001). However, similar benefits can be achieved by
applying the suggested methods in data annealing SMC.
When an MCMC kernel is used to diversify particles, as we do in this pa-
per, Del Moral et al. (2006) show that the reweighting scheme to ensure a
properly weighted sample for target t based on {W it−1,θit−1}Ni=1 is given by
wit = W
i
t−1f(y|θit−1)γt−γt−1 ,
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for i = 1, . . . , N where wit is an unnormalised weight and W
i
0 = 1/N for
i = 1, . . . , N (as we assume we initially draw perfect samples from the prior).
The weights are normalised and we set θit = θ
i
t−1 for i = 1, . . . , N to obtain
the set of particles providing a discrete approximation of pit(θ|y).
If there is a large discrepancy between distributions, then there may be
few particles with non-negligible weights in this particle approximation. A
formal measure of the loss in efficiency from using a weighted particle set is
the effective sample size (ESS) approximated by
ESSt ≈
(
∑N
i=1W
i
t−1f(y|θit−1)γt−γt−1)2∑N
i=1(W
i
t−1f(y|θit−1)γt−γt−1)2
=
1∑N
i=1(W
i
t )
2
,
(Kong et al., 1994). Resampling the particles with probabilities given by
their normalised weights boosts the ESS back up to N by removing particles
with negligible weights and replicating the promising particles. It is possible
to perform a resample-move step only if the ESS is less than αN where
α ∈ (0, 1].
To help overcome the reduction in unique particles, we apply Rt iterations
of a pit-invariant MCMC kernel on each particle, i = 1, . . . , N . Here we
consider the Metropolis-Hastings (MH) MCMC algorithm, which requires
defining a proposal distribution, qφt(·|θit), which may depend on the current
particle value θit and on some parameter φt. A proposal θ
∗ ∼ qφt(·|θit) is
made where we set θit = θ
∗ with probability
α(θit,θ
∗) = min
(
1,
f(y|θ∗)γtpi(θ∗)qφt(θit|θ∗)
f(y|θit)γtpi(θit)qφt(θ∗|θit)
)
,
otherwise we retain the current θit. Methods for choosing Rt are described
in Section 2.3.
2.1.1 Choice of Temperature Schedule
The temperature schedule can be chosen online by maintaining a fixed dis-
crepancy between successive intermediate distributions. When resampling is
performed at every temperature, samples {θit−1}Ni=1 ∼ pit−1 are re-weighted
to reflect target pit. In this case, the ESS represents both the loss off effi-
ciency from using this weighted sample and the discrepancy between pit−1
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and pit, so it can be used to determine when a resample-move is required
and also to choose the temperature schedule adaptively online.
For the thermodynamic integration approach in Section 5.2, it can be helpful
to have particle information at a larger number of temperatures. However,
to keep the computation manageable, we do not wish to resample-move at
each temperature. If resampling is not performed at every iteration, then
the ESS represents the difference in distribution from the previous resample-
move step. While this is helpful for measuring particle degeneracy and
determining whether a resample-move is required, the temperature schedule
should instead be chosen based on the conditional ESS (CESS),
CESSt =
N(
∑N
i=1W
i
t−1f(y|θit−1)γt−γt−1)2∑N
i=1W
i
t−1(f(y|θit−1)γt−γt−1)2
,
described by Zhou et al. (2015). The CESS is a more accurate measure of
the discrepancy between pit−1 and pit when resampling is not performed at
every temperature.
The temperature schedule can chosen by starting at γ0 = 0 and using the
bisection method (as in Jasra et al. (2011)) to find subsequent tempera-
tures which maintain CESSt at ρN where ρ ∈ (0, 1]. This continues until a
temperature of 1 results in a CESS above ρN .
When interest is in efficiently estimating the evidence, the temperature
schedule may instead be chosen using the method of Friel et al. (2014).
2.2 Details of MCMC Kernels within SMC
The multivariate normal random walk (RW) is the most commonly used
MCMC kernel within SMC (see for example Chopin (2002)) and it has
proposal distribution
qφt(θ∗|θit) = N (θ∗;θit, h2t Σˆt),
where φt = (Σˆt, ht), Σˆt is an estimate of the parameter covariance matrix
and N (θ∗;µ,Σ) denotes the multivariate normal probability density with
mean µ and covariance Σ evaluated at θ∗. The tuning parameter ht affects
mixing and can be fixed to some optimal result such as ht = 2.38/
√
p (Gel-
man et al., 1996) for multivariate normal targets or learned online (Fearn-
head and Taylor, 2013). We discuss a new approach for learning ht online
in Section 3.
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In this paper, we assume that∇θ log pit(θ|y) ∈ Rd, the derivative of log pit(θ|y)
with respect to θ, is available in closed form or can be estimated unbiasedly
for t = 0, . . . , T . The normalising constant of the power posterior is by-
passed in the computation of this derivative, since∇θ log pit(θ|y) = γt∇θ log f(y|θ) +∇θ log pi(θ).
Using this derivative information through MCMC kernels such as MALA
or HMC can improve mixing and can be helpful for sampling in high di-
mensional parameter spaces or where the parameters are highly correlated
(Girolami and Calderhead, 2011).
MALA (Roberts and Stramer, 2002; Girolami and Calderhead, 2011) is
based on Langevin diffusion and has a proposal distribution of the form
qφt(θ∗|θit) = N (θ∗;θit +
h2t
2
Gˆ−1θ,t∇θ log pit(θ|y), h2t Gˆ−1θ,t),
where the term Gˆθ,t is the posterior precision and is referred to as the metric
tensor. A convenient choice in the context of SMC is to use the empirical
covariance matrix Σˆt for Gˆ
−1
t .
Girolami and Calderhead (2011) describe the Fisher-Rao metric tensor,
which takes advantage of the Riemann geometry of the parameter space,
and they refer to their framework as Riemann manifold MMALA. If the sec-
ond derivatives, ∇2θ log pit(θ|y) ∈ Rd×d, are available, these can be used to
compute the observed or expected Fisher-Rao metric tensor Gˆθ,t at θ
i
t. The
observed and expected Fisher-Rao metric tensors are −∇2θ log pit(θit|y) and
−γtEf(y|θ)[∇2θ log f(y|θit)] − Epi(θ)[∇2θ log pi(θit)], respectively. The observed
Fisher-Rao metric tensor is easier to compute than the expected Fisher-Rao
metric tensor but it can be non positive definite, and therefore cannot always
be used as a covariance estimate in the proposal distribution. The expected
Fisher-Rao metric tensor requires calculations of the expectation and is not
guaranteed to be positive definite for all choices of pi(θ).
When the second derivatives are available and the Fisher-Rao metric tensor
is positive definite, then MMALA can offer substantial improvements in
performance compared to MALA with an empirical covariance estimate.
Here we consider the application of MALA, which is more general than
MMALA, in the context of SMC and we plan to consider MMALA in future
work. Sim et al. (2012) applied MMALA in SMC using pre-set tuning
parameter ht. The application of MALA within SMC can be improved by
using the population of particles to help choose ht. More details on tuning
the parameter ht can be found in Section 3.
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2.3 Choosing the Number of MCMC Repeats
Drovandi and Pettitt (2011) propose to determine Rt adaptively so that
there is a theoretical probability of 1− c (with c set small) that the particle
is moved at least once using
Rt =
⌈
log (c)
log (1− ptacc)
⌉
,
where d·e denotes the ceiling function. However, this requires the MCMC
acceptance probability at pit, p
t
acc, which is unknown. Following South et al.
(2016), we perform a trial MCMC iteration on the N particles to estimate
ptacc. After this trial iteration, Rt − 1 further MCMC repeats are required.
3 Learning Tuning Parameters Online with Neu-
ral Networks
Fearnhead and Taylor (2013) describe a general framework for adapting the
MCMC proposal tuning parameters in SMC. The algorithm uses different
tuning parameter values for each particle and these are updated at the end
of each resample-move based on their expected square jumping distance
(ESJD, Sherlock and Roberts (2009)). If neighbouring power posteriors are
similar, then the population of kernels may perform well for the next move
step. Eventually, the distribution of tuning parameter values may converge
onto something that is close to optimal.
Here we develop a method to choose tuning parameters that are close to
optimal for the current target, pit. Rather than using a population of ker-
nels for Rt iterations of an MCMC kernel, a pre-run with the population
of particles is performed to find the tuning parameters with the highest
ESJD. Following Fearnhead and Taylor (2013), we define the ESJD to be
α(θit,θ
∗)Λit, the product of the Metropolis-Hastings acceptance probability,
α(θit,θ
∗), and the Mahalanobis square jumping distance,
Λit = (θ
i
t − θ∗)T Σˆ−1t (θit − θ∗),
for i = 1, . . . , N and t = 0, . . . , T .
Based on a single MCMC iteration for each particle at the current target pit,
we propose to fit a neural network with the ESJD (or some transformation
thereof) as the target variable and the trial tuning parameter values as
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predictors. We use the fitted model to infer the optimal choice of tuning
parameters. After these optimal tuning parameters, in our case a single
parameter h∗t , have been determined, the move step can continue as usual
by estimating Rt based on a single MCMC iteration per particle and finally
continuing with the remaining Rt − 1 MCMC iterations.
To use this approach, the number of components in the neural network must
be chosen. In general, the number of layers in the neural network should
be based on the number of particles in the population and the complexity
of the target pit. The population of kernels that are used to estimate the
neural network must also be specified, though a uniform distribution in some
appropriate region is a sensible choice.
For the examples considered here, we find that using a neural network for√
ESJD in terms of the tuning parameter ht with 5 layers works well. To
estimate the parameters of the neural network, we separate the population
into 70% training, 15% validation and 15% testing.
We note that it would be possible to use some other non-parametric regres-
sion approach.
4 Zero Variance Control Variates
Assume there is interest in calculating the expectation of some scalar func-
tion ϕ(θ) with respect to a target distribution p(θ). The target distri-
bution p(θ) may only be known up to a normalising constant such that
p(θ) = p˜(θ)/Z. The expectation,
Ep(θ)[ϕ(θ)] =
∫
p˜(θ)ϕ(θ)dθ∫
p˜(θ)dθ
,
is intractable for non-trivial examples, but can be estimated using Monte
Carlo integration. Given samples {θi}Mi=1 ∼ p(θ), obtained by Monte Carlo
simulation methods for example, the standard Monte Carlo estimator for
Ep(θ)[ϕ(θ)] is
Ep(θ)[ϕ(θ)] ≈
1
M
M∑
i=1
ϕ(θi).
The variance of this estimator decreases at the rate 1/
√
M , so increasing
the number of samples can be an expensive way to reduce the variance.
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If additional information about the target is available, variance reduction
techniques such as control variates (Ripley, 1987) or antithetic variables
(Barone and Frigessi, 1990) can be used (see Kroese et al. (2011) for a
review). The variance reduction method of control variates is applied here
and the chosen implementation requires only the derivative of the log target,
∇θ log p(θ), or some unbiased estimator of this quantity.
The general framework for control variates is to determine an auxiliary func-
tion ϕ˜(θ) = ϕ(θ)+h(θ) such that Ep(θ)[ϕ˜(θ)] = Ep(θ)[ϕ(θ)] and Vp(θ)[ϕ˜(θ)] <
Vp(θ)[ϕ(θ)], where Vp(θ) denotes the variance with respect to target p(θ).
This can be achieved by choosing some random variable which is correlated
with ϕ(θ) and has a known expectation.
Mira et al. (2013) describe a control variate method from the physics litera-
ture (Assaraf and Caffarel, 1999) which makes use of derivative information.
The general method as described in Appendix A is referred to as the zero
variance control variates (ZV-CV) method because theoretically one can ob-
tain Vp(θ)[ϕ˜(θ)] = 0 through certain optimal choices that cannot be obtained
in practice. It is common practice (Mira et al., 2013) to choose
ϕ˜(θ) = ϕ(θ)− 1
2
∆θP (θ)− 1
2
∇θP (θ)T∇θ log p(θ), (1)
where ∆θ represents the Laplacian operator ∆θ =
∑p
j=1∇2θ[j] and P (θ) is a
polynomial in θ. Under some relatively mild conditions on p(θ) (see Section
5 of Mira et al. (2013)), this choice of control variates satisfies Ep(θ)[ϕ˜(θ)] =
Ep(θ)[ϕ(θ)].
The coefficients of the polynomial in θ are chosen to minimise Vp(θ)[ϕ˜(θ)]
and the degree of the polynomial is chosen as a balance between lower vari-
ance (higher degree polynomials) and lower cost (lower degree polynomials).
First and second order polynomials are commonly used in the literature (see
e.g. Mira et al. (2013) and Oates et al. (2016b)). See Appendix B for further
details on the first and second order ZV-CV implementation.
5 Evidence Estimators
There are a variety of methods available to estimate the evidence and to
perform fully Bayesian model choice (see for example Friel and Wyse (2012)
for a review). One of the advantages of using SMC is that the evidence can
be estimated as a by-product. Here we consider two evidence estimators
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that can be simply obtained during the SMC process and describe how we
can reduce their variance through ZV-CV.
5.1 Standard SMC Estimator
The standard SMC evidence estimator (Del Moral et al., 2006) is based
on the telescoping product ZT /Z0 =
∏T
t=1 Zt/Zt−1. This identity has been
applied to estimate the evidence in the context of MCMC under a method
known as ‘stepping stone’ (SS) sampling (Xie et al., 2011).
In likelihood annealing SMC, the ratio of power posterior normalising con-
stants is
Zt
Zt−1
=
∫
θ
f(y|θ)γt−γt−1pit−1(θ|y)dθ
= Epit−1(θ|y)[f(y|θ)γt−γt−1 ],
for i = 1, . . . , N .
Assuming we initially draw perfect samples from the prior, we have that
Z0 = 1 so the log evidence is
logZ =
T∑
t=1
logEpit−1(θ|y)[f(y|θ)γt−γt−1 ].
The expectation inside this summation is intractable but we can obtain a
standard Monte Carlo estimate using the population {W it−1,θit−1}Ni=1 which
targets pit−1(θ|y),
Epit−1(θ|y)[f(y|θ)γt−γt−1 ] ≈
N∑
i=1
W it−1f(y|θit−1)γt−γt−1
=
N∑
i=1
wit.
To improve upon this estimator, ZV-CV can be applied. The expecta-
tion is with respect to target pit−1(θ|y) so ZV-CV can be applied using
∇θ log pit−1(θ). By minimising the variance in the estimator of the expec-
tation, we expect to reduce the variance of the overall SMC estimator. To
our knowledge, control variates has not yet been applied to improve the SS
evidence estimator.
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5.2 Thermodynamic Integration Estimator
The thermodynamic identity
logZ =
∫ 1
0
Epit [log f(y|θ)]dγ, (2)
gives the log evidence as an integral with respect to the temperature γ
(Ogata, 1989). For samples drawn from a discrete set {γt}Tt=0 of tempera-
tures, this integral is estimated using quadrature methods. The identity in
(2) has been considered for use in MCMC, where the method is referred to
as path sampling.
The first order quadrature approximation (Friel and Pettitt, 2008) to the
integral in (2) is based on the trapezoidal rule and is given by
l̂ogZ =
T−1∑
t=0
γt+1 − γt
2
(
Epit [log f(y|θ)] + Epit+1 [log f(y|θ)]
)
.
The use of quadrature introduces some bias, which can be reduced by ap-
plying the second order correction term (Friel et al., 2014) such that
l̂ogZ =
T−1∑
t=0
γt+1 − γt
2
(
Epit [log f(y|θ)] + Epit+1 [log f(y|θ)]
)
− (γt+1 − γt)
2
12
(
Vpit+1 [log f(y|θ)]− Vpit [log f(y|θ)]
)
.
The variances in the above evidence estimators can be written as expecta-
tions,
Vpit [log f(y|θ)] = Epit
[
(log f(y|θ)− Epit [log f(y|θ)])2
]
,
so all of the variances and expectations can be estimated with Monte Carlo
integration, and ZV-CV can be applied to improve these estimators.
The first and second order quadrature approximations are denoted by TI1
and TI2, respectively. For a sufficiently high number of temperatures, the
error introduced from using a quadrature approximation is small so the TI1
and TI2 estimates are similar. For this reason, TI1 may be useful in checking
whether a sufficient number of temperatures have been used. However, we
suggest the use of TI2 in favour of TI1 for general use due to the lower bias.
ZV-CV with a second order quadrature approximation have been applied in
the context of path sampling MCMC (Oates et al., 2016b). Our work applies
the same methods to SMC, which may be more useful in some problems.
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6 Examples
The example shown here is used to illustrate the improvements that can be
achieved through efficient use of derivative information. Derivative informa-
tion is incorporated through the move kernel and through the use of ZV-CV.
Two different MCMC kernels, RW and MALA, are applied. Results are com-
pared without ZV-CV, with first order polynomial ZV-CV (CV1) and with
second order polynomial ZV-CV (CV2).
Methods are compared based on estimates of the evidence and posterior
expectations. A long MCMC run is used to obtain a gold standard posterior
approximation, and the mean square difference in univariate posterior means
compared to the gold standard across multiple runs (MSE) can be used to
compare the precision for different methods. Two evidence estimators, TI
with the second order quadrature correction (TI2) and SS, are considered.
The precision of these estimators when different MCMC kernels and ZV-CV
methods are applied can be compared based on the variance of log evidence
estimates obtained from multiple independent runs, VAR.
The RW and MALA kernels may use a different number of log-likelihood
computations, which often consumes the majority of the computational
effort for complex applications. We incorporate the total log-likelihood
computations, TLL, by comparing efficiency based on log(MSE · TLL) and
log(VAR · TLL), where smaller values are preferred.
As explained in Section 5, the TI-based evidence estimators introduce bias
which can be reduced by introducing temperatures without resample-move
steps. Fortunately, it is relatively inexpensive to use additional temperatures
in SMC under the CESS framework for choosing the temperature schedule.
Extra ZV-CV regressions are required with more temperatures, although
this post-processing is generally inexpensive relative to the original SMC
run for complex models. The additional ZV-CV steps can be advantageous
as they help to improve posterior expectations and SS evidence estimates
which are otherwise unaffected by additional temperatures. For the exam-
ples considered here, the temperature schedule is chosen to maintain a CESS
of 0.9995N , that is ρ = 0.9995. A resample-move is performed when the
ESS is less than N/2, so α = 0.5.
We use the empirical covariance matrix Σˆt for Gˆ
−1
t in MALA and for the
covariance in the ESJD.
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6.1 Capture-Recapture Example
The capture-recapture example used here is based on data collected by Mar-
zolin (1988) on a species of bird called the European Dipper (Cinclus cin-
clus). Marzolin (1988) collected data based on the capture and recapture
of this species over six years. Varying levels of Cormack-Jolly-Seber mod-
els (Lebreton et al., 1992) have been applied to the data, but the version
used in this analysis is based on a twelve parameter survivor model. Similar
analyses based on Bayesian inference for this data set have been performed
by others, including Brooks et al. (2000) and Nott et al. (2015).
The parameters for the model are φi and pk where i = 1, . . . , 6 and k =
2, . . . , 7. φi represents the probability of survival from year i to year i + 1
and pk represents the probability of being captured in year k.
The likelihood for the model is given below, where Di is the number of
birds released in year i and yik is the number of animals caught in year
k out of the number released in year i. Here di = Di −
∑7
k=i+1 yik is
the number released in year i that are never caught. The corresponding
probability of a bird being released in year i and never being caught is
χi = 1−
∑7
k=i+1 φipk
∏k−1
m=i+1 φm(1− pm), which is a function of the model
parameters. The likelihood is given by
f(y|θ) ∝
6∏
i=1
χdii
7∏
k=i+1
[
φipk
k−1∏
m=i+1
φm(1− pm)
]yik
,
where θ = (φ,p), φ = (φ1, ..., φ6), p = (p2, ..., p7) and y = {yik : i =
1, . . . , 6, k = 2, . . . , 7}. Due to parameter identifiability issues discussed in
Brooks et al. (2000), the parameters φ6 and p7 are combined as φ6p7 leading
to a total of eleven parameters. Symbolic differentiation in Matlab was used
to find ∇θ log f(y|θ).
The prior for each component of θ is set to be U(0, 1), and all components
are independent a priori. The j-th parameter θ[j] is transformed using
θ˜[j] = log(θ[j]/(1 − θ[j])) for j = 1, . . . , 11. The implied prior density for
θ˜[j] is then eθ˜[j]/(1 + eθ˜[j])2, for j = 1, . . . , 11.
For this example, 100 SMC runs with N = 1000 particles are performed.
The choice of temperature schedule based on ρ = 0.9995 and α = 0.5 results
in 380 temperatures in the schedule on average, with 8 resample-move steps.
The gold standard for posterior approximation used here is a 10 million iter-
ation MCMC run, taking every 100th sample. The distribution of potential
values for the tuning parameter ht is chosen to be U [0.05, 2] for t = 0, . . . , T .
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6.1.1 Posterior
Figure 1 shows the values of log(MSE · TLL) for the univariate posterior
means across different MCMC kernels and ZV-CV choices. Using MALA
for the move kernel leads to a lower variance estimate of the posterior mean,
taking into account the number of log-likelihood computations required.
Using ZV-CV leads to a significant improvement, with CV2 outperforming
CV1 for the large majority of parameters.
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Figure 1: Capture-recapture example: Shown are the values of log(MSE ·
TLL) for the univariate posterior means without ZV-CV (circle), with CV1
(square) and with CV2 (traingle). Results are based on 100 runs.
6.1.2 Evidence
Boxplots of 100 log evidence estimates are shown for all combinations of
MCMC kernel, ZV-CV and evidence estimator in Figure 2. Regardless of the
MCMC kernel and ZV-CV choice, the SS and TI2 estimates are remarkably
similar. Figure 3 shows RW and MALA side-by-side to demonstrate the
improvements that can be achieved by using a basic MALA kernel rather
than a RW.
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(b) MALA Kernel
Figure 2: Capture-recapture example: Boxplots of the two log evidence
estimators with and without ZV-CV are shown for (a) 100 runs using a RW
kernel and (b) 100 runs using a MALA kernel.
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(b) TI2 Estimator
Figure 3: Capture-recapture example: Shown are boxplots based on 100
runs with different MCMC kernel and ZV-CV choices for (a) the SS log
evidence estimator and (b) the TI2 evidence estimator.
Efficiency of the log evidence estimators is compared based on the values
of log(VAR · TLL) in Figure 4. CV1 marginally outperforms the estima-
tors without any ZV-CV, whereas CV2 leads to substantial improvements.
MALA outperforms the RW and again the SS and TI2 results are indistin-
guishable from each other.
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Figure 4: Capture-recapture example: Shown are the values of log(MSE ·
TLL) for each of the combinations of MCMC kernel, evidence estimator and
ZV-CV.
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7 Discussion
We have developed a framework for efficient use of derivative information
in SMC for static Bayesian models. Derivative information is incorporated
into the move step by using a MALA kernel where the tuning parameters
are adapted in a novel way. We demonstrate the improvements that can be
achieved using a simple MALA algorithm in terms of estimating posterior
expectations and the evidence. As an additional advantage of using MALA
in the move step, we are able to apply the post-processing variance reduc-
tion technique of ZV-CV without any additional likelihood or derivative
evaluations.
When comparing performance for evidence estimation, alternative estima-
tors based on the standard SMC stepping stone identity and on a thermo-
dynamic integration identity were considered. The use of quadrature in TI
introduces some bias, although this bias can be reduced by using additional
temperatures without resample-move steps. We found that SS and TI2 are
remarkably similar given a sufficient number of temperatures. Given this
similarity, there is interest in determining under what circumstances each
estimator is preferable. TI has the advantage that the function in the ex-
pectation is on the log scale, so the ZV-CV regression may be more stable.
This working paper shows the improvements that can be achieved for a
single example. The methods developed here can be used in any setting
where the derivatives of the log target can be computed or estimated, which
includes many non-trivial problems such as performing inference for ODE
models. Derivative based methods can also be used in exact approximate
settings where a particle filtering estimate of the likelihood is used (see for
example Dahlin et al. (2015) and Nemeth et al. (2016)). An interesting
avenue for future research may be to consider automatic differentiation.
However, derivative-based proposals are most appealing when the derivative
of the log target can be obtained with little additional cost relative to the
likelihood itself. In future work we will consider a factor analysis model
choice problem (Lopes and West, 2004) and an example based on an ODE
model which exhibits a complex posterior dependency structure (Girolami,
2008).
We have chosen to focus on likelihood annealing SMC but the framework
described here for using MALA, selecting optimal Metropolis-Hastings pro-
posal tuning parameters and using ZV-CV applies more broadly. If the
derivatives of the log-likelihood and log-prior are available, then MALA can
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be used and ZV-CV can be applied to lower the variance of any expectation
with respect to the posterior (or power posterior). These ideas extend natu-
rally to data annealing SMC and also to likelihood annealing SMC with an
initial distribution other than the prior. ZV-CV does not require any addi-
tional likelihood or function evaluations, so it is generally used if samples are
expensive to obtain (due to an expensive likelihood function, for example)
but it also can be used if the function in the expectation is expensive to
evaluate.
MALA is generally advocated for its ability to explore high dimensional
parameter spaces and to sample under complex parameter dependencies
more efficiently than a RW (Girolami and Calderhead, 2011). Applying
MALA in SMC combines its advantages with population-based approaches
which are more capable of exploring multimodal targets. These properties
are useful for performing posterior inference and also in model choice because
failure to properly explore the posterior space can lead to biased evidence
estimates.
We have implemented MALA using the empirical covariance estimate Σˆt for
Gˆ−1t and we have demonstrated improved performance compared to a RW.
As described by Girolami and Calderhead (2011), using a local estimate for
Gˆ−1t as in MMALA significantly improves the efficiency of the method. If
derivatives of the log target are available, then it may also be possible to
obtain the second derivatives and to use a location specific Gˆ−1t as described
in Section 2.2. The drawbacks of using this approach are also outlined
in Section 2.2. In future work, we plan to consider local estimates of the
covariance based on the population of particles.
Using derivative information through MALA helps to sample from complex
targets, but ZV-CV with polynomials may not be sufficiently flexible to im-
prove performance for some complex targets. The performance of ZV-CV
depends on the correlation between the control variates and the function
of interest in the expectation. For certain posterior expectations and for
evidence estimation, this target function may be complex. For example,
the target function for each expectation in thermodynamic integration is
log f(y|θ), which can be complex and multimodal. Using higher order poly-
nomials may help to improve flexibility, though the number of coefficients
to estimate for each ZV-CV regression with an order P polynomial is
(
p+P
p−1
)
(Mira et al., 2013), which becomes large very quickly with increasing dimen-
sion p of the parameter space. It may be of interest to consider penalised
regression methods to obtain lower variance estimators by introducing some
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bias. Oates et al. (2016a) describe a non-parametric alternative based on
what they refer to as control functionals which helps to overcome some of
these restrictions. Oates et al. (2016b) also suggest taking advantage of the
similarity of polynomial coefficients in neighbouring power posteriors as a
possible avenue for future research.
For the evidence estimators here, each application of ZV-CV uses only N
particles. We can borrow ideas from the likelihood annealing recycling liter-
ature (Nguyen et al., 2014, 2016) to reweight the final particles from every
power posterior in each of the ZV-CV calculations. Using a weighted set
of all N(T + 1) particles guarantees a higher ESS for use as samples in the
Monte Carlo expectation. This may also mean that higher order polynomials
can be used in the ZV-CV regressions due to higher degrees of freedom. In
the case of independent MCMC proposals within SMC (South et al., 2016),
all proposals generated in the move steps can be used to calculate posterior
expectations and evidence estimates by using IS identities. Reusing infor-
mation in this way was shown in South et al. (2016) to reduce variance the
variance of the evidence estimator, and we expect ZV-CV to improve this
further. An additional benefit of recycling is that it can help to recover
distinct modes which otherwise may have been lost due to resampling.
Here we have shown some of the potential benefits from applying derivative
based proposals and ZV-CV in an SMC framework. Future work will con-
sider more challenging applications and will extend the methods using some
of the ideas discussed above.
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Appendices
A Zero-Variance Control Variates
The form for the auxiliary function proposed by Assaraf and Caffarel (1999)
in their zero-variance control variates method is
ϕ˜(θ) = ϕ(θ) +
H[ψ(θ)]√
p(θ)
where H is a Hermitian operator that satisfies H[
√
p(θ)] = 0 and ψ(·) is an
integrable trial function.
Schrodinger’s Hamiltonian,
HS [ψ(θ)] = −1
2
∆θ[ψ(θ)] +
ψ(θ)
2
√
p(θ)
∆θ[
√
p(θ)], (3)
is a convenient choice for H because it is relatively simple to work with
and, under certain conditions (see Section 5 of Mira et al. (2013)), satisfies
Ep(θ)[ϕ˜(θ)] = Ep(θ)[ϕ(θ)] for any integrable trial function ψ(θ).
The zero-variance control variates method is named as such because the
optimal choices for (H, ψ) lead to Vp(θ)[ϕ˜(θ)] = 0. In practice, it is not
possible to find this optimal choice. Instead, it is common practice (Mira
et al., 2013) to choose ψ(θ) to be of the form P (θ)
√
p(θ) where P (θ) is
a polynomial in θ. Using this choice, the auxiliary function simplifies as
follows:
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ϕ˜(θ) = ϕ(θ) +
H[ψ(θ)]√
p(θ)
= ϕ(θ) +
HS [P (θ)
√
p(θ)]√
p(θ)
= ϕ(θ) +
1√
p(θ)
(
−∆θ[P (θ)
√
p(θ)]
2
+
P (θ)
√
p(θ)
2
√
p(θ)
∆θ
√
p(θ)
)
= ϕ(θ) +
1
2
√
p(θ)
(
−∆θ[P (θ)
√
p(θ)] + P (θ)∆θ
√
p(θ)
)
= ϕ(θ) +
1
2
√
p(θ)
(
−∇θ · [∇θP (θ)
√
p(θ) + P (θ)∇θ
√
p(θ)] + P (θ)∆θ
√
p(θ)
)
= ϕ(θ) +
1
2
√
p(θ)
(
−∆θP (θ)
√
p(θ)−∇θP (θ)T∇θ
√
p(θ)−∇θP (θ)T∇θ
√
p(θ)
− P (θ)∆θ
√
p(θ) + P (θ)∆θ
√
p(θ)
)
= ϕ(θ) +
1
2
√
p(θ)
(
−∆θP (θ)
√
p(θ)− 2∇θP (θ)T∇θ
√
p(θ)
)
= ϕ(θ)− 1
2
∆θP (θ)− ∇θP (θ)
T∇θ
√
p(θ)√
p(θ)
Using the fact that ∇θ log p(θ) = ∇θp(θ)p(θ) , we can simplify ∇θ
√
p(θ):
∇θ
√
p(θ) =
1
2
p(θ)−
1
2∇θp(θ)
=
1
2
√
p(θ)
p(θ)
∇θp(θ)
=
1
2
√
p(θ)∇θ log p(θ)
Therefore
ϕ˜(θ) = ϕ(θ)− 1
2
∆θP (θ)− ∇θP (θ)
T∇θ
√
p(θ)√
p(θ)
= ϕ(θ)− 1
2
∆θP (θ)− 1
2
∇θP (θ)T∇θ log p(θ)
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B Control Variates Polynomial Estimation
For the choices described in the main paper, ZV-CV is straightforward to
apply and essentially involves estimating the coefficients in a multiple linear
regression.
To get zero-variance estimators, we would like ϕ˜(θ) = Ep(θ)[ϕ(θ)] so
Ep(θ)[ϕ(θ)] = ϕ(θ)−
1
2
∆θP (θ)− 1
2
∇θP (θ)T∇θ log p(θ)
ϕ(θ)− Ep(θ)[ϕ(θ)] =
1
2
∆θP (θ) +
1
2
∇θP (θ)T∇θ log p(θ).
Substituting in any polynomial P (θ), the right hand side can be simplified
to αTx where α is the vector of coefficients and x is the vector of predictors
which can be written in terms of θ and ∇θ log p(θ).
The variance of Ep(θ)[ϕ(θ)] is minimised by finding the best linear unbiased
estimator of the coefficients, αˆ, in the regression
ϕ(θi)− ϕ¯ = αTxi + εi.
where εi ∼ N (0, σ2) and ϕ¯ = 1M
∑M
i=1 ϕ(θi). The final estimator is
Ep(θ)[ϕ˜(θ)] ≈
1
M
M∑
i=1
[
ϕ(θi)− αˆTxi
]
.
In this appendix, the form for αTx is shown for the specific cases of first
and second order polynomials.
B.1 First Order Polynomial
If the polynomial takes the form P (θ) = c+αTθ, then
ϕ(θ)− Ep(θ)[ϕ(θ)] =
1
2
∆θP (θ) +
1
2
∇θP (θ)T∇θ log p(θ)
=
1
2
αT∇θ log p(θ)
The polynomial coefficients αˆ can therefore be estimated using the ordinary
least squares estimators from the regression
ϕ(θi)− ϕ̂(θ) = αˆTx,
where x = 12∇θ log p(θ). Note that removing the constant of 1/2 does not
affect the results.
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B.2 Second Order Polynomial
Consider a second order polynomial with all second order interactions and
squared terms, for example this could be written as P (θ) = a+cTθ+12θ
TBθ.
Using the notation above, the regression equation can be written as ϕ(θi)−
ϕ̂(θ) = αˆTx where
x =
 zθ • z − 121
v

where z = −12∇θ log p(θ), • is the Hadamard (or element-wise) product and
1 is a unit vector of dimension p. Here v is a vector containing all unique
combinations of θ[i]z[j]+θ[j]z[i] where indexing [i] (or [j]) denotes the i-th
(j-th) component of that vector and i, j ∈ {1, . . . , p} such that i < j. This
form for the second order polynomial regression is straightforward to derive,
but the interested reader can find more details in Papamarkou et al. (2014).
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