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Certain Periodically Correlated Multi-component Locally
Stationary Processes
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Abstract
By introducing X ls(t) as a random mixture of two stationary processes where the
time dependent random weights have exponentially convex covariance, we show that
this process has a multi-component locally stationary covariance function in Silver-
man’s sense. We also define Xp(t) as a certain continuous time periodically correlated
(PC) process where its covariance function is generated by the covariance function of
a discrete time through defining some simple random measure on real line. We also
impose a bi-periodic correlation for this PC process with X ls(t). The existence of
such random measure is proved. Then by defining X(t) = X ls(t) + Xp(t) as a cer-
tain periodically correlated multi-component locally stationary process, the covariance
structure and time varying spectral representation of such processes are characterized.
Keywords: Periodically correlated; Spectral representation; Multi-component lo-
cally stationary processes; exponentially convex covariance.
1 Introduction
Recently a large amount of work has been devoted to time series analysis, with the focus
placed on locally stationary (LS) and periodically correlated (PC) processes which give
plausible description of real world. Silverman [18] presented a definition of LS process to
model systems which behave as a function of time. He presented a relation between the
covariance and the spectral density of LS processes which constitutes a natural general-
ization of the Wiener-Khintchine relation. A general class of LS processes where their
spectral structure varies smoothly over time is introduced by Dahlhaus [4]. A compu-
tationally efficient state space method for estimating, predicting and making statistical
inferences about these non-stationary models are proposed in [15]. Exponentially con-
vex stochastic processes, their covariance functions and spectral representation have been
studied by Loeve [12] among others [6].
Gladyshev [8] introduced PC sequences and showed that all are harmonizable in the
sense of Loeve [12]. He provided the structure of the covariance function and an interesting
spectral representation. At the most basic level, the connection of the PC structure to a
group of shift and unitary operators was mentioned as a motivation for the development of
spectral representations that are much like those of Gladyshev. One of the classical results
of unitary operator theory is the spectral theorem, the notion of spectral measures and the
time varying spectral representation of a PC process [9]. The contributions to the analysis
of PC processes in the literature are [5], [9] and [16], where various properties of PC
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processes are presented. Harmonic series representation, coherent and component method
for mean and covariance function estimation by using linear filtration of PC processes are
studied in [10] and [11]. A class of bilinear processes with periodic time-varying coefficients
of periodic ARMA and periodic GARCH models has been applied in [2].
We consider a certain non-stationary process {X(t), t ∈ R+}, say periodically corre-
lated multi-component locally stationary (PC-LS) process. For introducing the structure
of this process we consider a partition of the positive real line. This paper can be con-
sidered as an extension of previous works in three stages. First by presenting
spectral representation of certain continuous PC process. This is established
by introducing some random measure on subsets of some proper partition of
real line where the increments of the process on such partition, provides a
discrete time PC process. We specify the covariance structure of such random
measure through the covariance structure of the discrete time PC process, and
provide the spectral representation of such continuous time PC process. The
intuition of this process comes from the aggregated traffic on various networks.
Second we present a locally stationary process in the Silverman sense as a time
varying random mixture of stationary processes where the coefficients have
exponentially convex covariances and are independent of the stationary ones.
This consideration provides smooth transition in the correlation structure of
the process which is in effect of two or more stationary resources at the nodes
of the mentioned partitions. This makes a convenient way for analyzing traffic
systems like the mobile cellular networks. Third we introduce the process as
sum of such PC and LS processes which have bi-periodic correlations and have
potential to model periodic and local variation in network traffics. The idea
of introducing such process comes from the behavior of traffic flow in different
networks, like telecommunication, internet or transportation networks. This
process is determined by aggregation of the effects of two main components. The first
component often has periodic behavior of the flow in time, Xp(t), which shows over all
usage of the network. We assume that Xp(t) in turn can be approximated via a periodic
sequence Xpj , which represents the increment of the flow on some proper partition of time,
say Bj, j ∈ N. Type and amount of the usage of the network by different users at a time
have some interaction which effects the flow and provide the other component of the pro-
cess and can be approximated as a multi-component locally stationary process X ls(t). We
assume that X ls(t) is a random mixture, with some exponentially convex random weight
process, of two stationary processes at time points inside each Bj . We consider some fixed
T ∈ N and a partition of the positive real line as 0 = s0 < s1 < . . ., Bj = (sj−1, sj ]
for j ∈ N and |Bj | = |Bj+kT |, k ∈ N, then S =
∑T
i=1 |Bi|. Let X(t) = X
ls(t) + Xp(t),
t ∈ R+ represents a stochastic process, where X ls(t) =
∑∞
j=1X
ls
j (t)IBj (t) and X
ls
j (t) is a
multi-component LS process which is an exponentially convex mixture of two stationary
processes. Also let {Xpj }, j ∈ N be the discrete time PC process, Mj , j ∈ N the sequence
of random measure on Bj whereMj(Bj) := X
p
j and X
p
j (t) :=Mj(sj−1, t] for t ∈ Bj, j ∈ N
with some special correlation. As the amount of the process on a set A, say traffic, we
consider simple random measure M(A) =
∑m
j=1Mij (A ∩Bij ) where A = ∪
m
j=1(A ∩Bij ).
We prove the existence of such measures by introducing some measurable map and some
T -variate random measure. Then we study Xp(t) =
∑∞
j=1∆
p
j(t)IBj (t), where ∆
p
j is a
linear combination of Xpj−1 and X
p
j (t), which describes elimination of the effect of traffic
on Bj−1 as a decreasing fraction of X
P
j−1 and aggregate of the process on Bj as X
p
j (t),
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and study its spectral representation.
In section 2, we study the general framework and preliminaries of the harmonizable
representation of stationary an PC processes and also, we present exponentially convex
processes. The main result as the covariance structure and spectral representation of such
continuous time multi-component PC-LS processes are given in section 3.
2 Preliminaries
We review the harmonizable representations of PC processes based on unitary operators
and also the definition of exponentially convex processes in this section.
2.1 Spectral representation of PC processes
We review harmonizable representation of PC processes by unitary operators. For a
comprehensive review of these one can refer to Hurd and Miamee [9]. Every wide sense
stationary process X(t) has harmonizable representation
X(t) =
∫ ∞
−∞
eiλtdZ(λ) (2.1)
where Z(λ) has orthogonal increments.
A unitary operator on a Hilbert space H is a linear operator from H to H which
preserve inner product as
〈
Ux,Uy
〉
=
〈
x, y
〉
= cov(x, y) for every x, y ∈ H.
Theorem 2.1 For any unitary operator U on a Hilbert space H, there exists a unique
spectral measure Q on the Borel subsets of [0, 2pi) such that U =
∫ 2pi
0 e
iλQ(dλ), and U t =∫ 2pi
0 e
iλtQ(dλ) for any integer t.
Existence of unitary operator for a PC sequence, characterize its spectral representation.
Proposition 2.1 A second order stochastic sequence Xj is PC with period T if and only
if for every j ∈ Z, there exists a unitary operator U = V T and a periodic sequence
(process) Pj with period T taking values in HX = sp{Xj , j ∈ Z} for which Xj = V
jPj
where V =
∫ 2pi
0 e
iλ/TQ(dλ) and Q is the spectral measure defined in Theorem 2.1, so
Xj =
∫ 2pi
0 e
iλj/TQ(dλ)Pj .
2.2 Exponentially convex process
We give a brief description of exponentially convex process and its covariance function,
for more details see [6], [7].
Definition 2.1 The covariance function of a second order zero mean process {Z(t), t ∈ R}
with finite variance,
〈
Z(ti), Z(tj)
〉
= ψ(ti + tj), is called exponentially convex if and only
if
∑n
i=1
∑n
j=1 aiajψ(ti + tj) > 0, for all finite sets of complex coefficients a1, . . . , an and
points t1, . . . , tn ∈ R.
A stochastic process with such covariance function is called exponentially convex. The
result of Berg et al. [1] implies that a continuous function is exponentially convex if and
only if it is the Laplace transform of a non-negative finite measure.
3
3 Main results: A continuous time PC-LS model
We introduce a new class of certain non-stationary process, say multi-component period-
ically correlated locally stationary (PC-LS) process as
X(t) = X ls(t) +Xp(t), t > 0 (3.1)
where Xp(·) is a continuous time PC process and X ls(·) is a multi-component LS process
which have bi-periodic correlation. We introduce their special structures in subsections
3.1 and 3.2 respectively. Their covariance and cross covariance structures are studied in
subsection 3.3. Finally the spectral representation of the process is characterized in 3.4.
3.1 Continuous PC process
Let {Xpj , j ∈ N} be a positive second order discrete time PC process with period T , Mj a
random measure on Borel field of subsets of Bj , where Mj(Bj) := X
p
j , and for A,B ⊂ Bj ,
D ⊂ Bk, we define E[Mj(A)] =
|A|
|Bj |
E[Xpj ] and covariance functions
γj,j(A,B)=
λ|A||B|+(1−λ)aj|A ∩B|
a2
j
γp
jj
, γj,k(A,D) :=
|A||D|
ajak
γpjk (3.2)
where γj,j(A,B) =
〈
Mj(A),Mj(B)
〉
, γj,k(A,D) =
〈
Mj(A),Mk(D)
〉
, γpjk =
〈
Xpj ,X
p
k
〉
,
γpjj = Var(X
p
j ), 0 ≤ λ ≤ 1 and aj = |Bj |.
If B = Bk then for j 6= k,
〈
Mj(A),Mk(Bk)
〉
= |A|aj γ
p
jk. This inner product is well defined.
Let Xpj (t) :=Mj(sj−1, t], t ∈ Bj , j ∈ N. So for t, u ∈ Bj , t ≤ u, and v ∈ Bk
〈
Xpj (t),X
p
j (u)
〉
=
λatja
u
j + (1− λ)aj a
t
j
a2j
γpjj,
〈
Xpj (t),X
p
k (v)
〉
=
atja
v
k
ajak
γpjk (3.3)
where atj = t− sj−1. Thus by defining
Nj(t− sj−1) :=Mj(sj−1, t] = X
p
j (t), (3.4)
we find that Nj(y) is a discrete time PC process with period T with respect to j for fixed
0 < y 6 aj and X
p
j (t) is a bi-periodic process with period T in j and period S =
∑T
i=1 |Bi|
in t, that is < Xpj (t),X
p
k (u) >=< X
p
j+T (t+ S),X
p
k+T (u+ S) >. Also for t > 0
Xp(t) =
∞∑
j=1
∆pj (t)IBj(t); ∆
p
j (t) =
aj − a
t
j
aj
Xpj−1 +X
p
j (t), (3.5)
is a continuous time PC process with respect to t with period S. Using a similar
method such as the one described by Soltani and Parvardeh [17], we prove the
existence of such random measures by the following.
Let (D,D) be a measurable space and L2(Ω,F , P ) the Hilbert space of real
random variables on the probability space (Ω,F , P ) with finite second moment.
A mapping Φ : D → L2(Ω,F , P ) is a second order random measure on D if Φ(∅) =
0 and E
∣∣Φ( ∪∞i=1 Ai)−∑ni=1 Φ(Ai)∣∣2 → 0 as n→∞, for disjoint sets A1, A2, . . . ∈ D.
We introduce simple random measure M(A) for A ∈ D by M(A) =M1(A∩B1) +
M2(A ∩ B2) + . . . +MT (A ∩ BT ) where Bj is the support of Mj , j = 1, . . . , T and
Bi∩Bj = ∅ for i 6= j. For the random measure M , E|M(dx)|
2 = γj,j(dx) for x ∈ Bj.
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Also for x ∈ Bj and y ∈ Bi we have E
(
M(dx)M(dy)
)
= E
(
Mj(dx),Mi(dy)
)
=
γj,k(dx, dy). To show the existence of such random measures, let Ψ = (Ψ1, . . .ΨT )
be a T -variate random measure on (X,X ), where X = B1 × . . . × BT and X is
the corresponding class of finite disjoint union of measurable rectangles. In
this case for A ∈ D, A = ∪mj=1(A∩Bij ) and {i1, i2, . . . , im} are m distinct integer of
{1, 2, . . . , T}. Let X∗ = Bi1× . . .×Bim and X
∗ the class of finite disjoint rectangles
F ∗ = (F ∩ Bi1) × . . . × (F ∩ Bim) where F ⊂ D
∗ = ∪mj=1Bij and S : X
∗ → D∗ be a
measurable map that S(A∗) = ∪mi=1{xi : x = (x1, . . . , xm) ∈ A
∗} for A∗ ∈ X ∗. Then
S−1(F ) = {x = (x1, · · · , xm) : xj ∈ F ∩ Bij , j = 1, . . . ,m} for F ⊂ D
∗. Also let
Mij (F ) = ΨijS
−1(F ), and Ψ∗ =
(
Ψi1 , . . . ,Ψim
)
be an m-variate random measure
on (X∗,X ∗) with covariance matrix µ = [µj,k], then for the resulting M and for
1 ≤ j, k ≤ m
µj,k
(
S−1(F )
)
= E
(
Ψij (S
−1(F ))Ψik (S
−1(F ))
)
= γij ,ik(F ∩Bij , F ∩Bik)
µj,j
(
S−1(F )
)
= E
(
Ψij(S
−1(F ))Ψij (S
−1(F ))
)
= γij ,ij(F ∩Bij , F ∩Bij)
Interestingly
ν(A× C) =
∑
j,k
γj,k(A ∩Bj, C ∩Bk)
defines a product measure on (D∗×D∗,Y), where Y is the class of finite disjoint
union of corresponding measurable rectangles. Also for Ej,k ∈ Y where Ej,k ⊂
Bij ×Bik
ν(Ej,k) = µj,k
{
x : x ∈ X∗, (xj , xk) ∈ Ej,k
}
Thus for E ∈ Y and Ej,k = E ∩ (Bij ×Bik)
ν(E) =
∑
j,k
ν(Ej,k) =
m−1∑
l=−m+1
min{m−l,m}∑
j=max{1−l,1}
ν(Ej,l+j)
=
m∑
j=1
ν(Ej,j) +
m−1∑
l=1
{m−l∑
j=1
ν(Ej,l+j) +
min{2m−l,m}∑
j=m−l+1
ν(Ej,l+j−m)
}
.
Now define µ0, . . . , µm−1 on D
∗ through
µ0(A) =
m∑
j=1
µj,j
(
S−1(A)
)
,
µl(A) =
min{2m−l,m}∑
j=m−l+1
µj,j+l−m
(
S−1(A)
)
+
m−l∑
j=1
µj,j+l
(
S−1(A))
)
for l = 1, . . . ,m− 1; then for E ∈ Y we have that ν(E) =
∑m−1
l=0 µl{x ∈ D
∗; (x, y) ∈
E for some y}. Therefore the product measure ν is specified by m set functions
µ0, . . . , µm−1 on D
∗ that are determined by µ= [µj,k], the covariance matrix of
m-variate random vector M = (M1, . . . ,Mm). The covariance matrix µ also can
be specified from µ0, . . . , µm−1, namely for G ∈ X
∗
µj,k(G) = µm+k−j
(
{xk : x ∈ G} ∪ {xj : x ∈ G}
)
, k − j < 0,
µj,k(G) = µk−j
(
{xk : x ∈ G} ∪ {xj : x ∈ G}
)
, k − j ≥ 0,
Therefore ν and µ uniquely specify each other.
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3.2 Multi-component LS process
To provide the smoothing transition and LS behavior of the process between
inside each partition we introduce a random mixture of two or more sta-
tionary processes or resources at nodes of such partition with exponentially
convex coefficients which provides an LS processes in the Silverman sense. Let{
Y sj (t), t ∈ Bj ∪Bj+1
}
, Y sj (t) =
∫∞
−∞ e
itληj(dλ), j ∈ N be a sequence of independent
stationary processes, ηj(·)
d
= ηj+T (·) and {Y
s
j (t)}
d
= {Y sj+kT (t+ kS)} for k ∈ N. We define
X ls(t) =
∞∑
j=1
X lsj (t)IBj (t), X
ls
j (t)=U
j−1(t)Y sj−1(t) + U
j(t)Y sj (t) (3.6)
for t ∈ Bj, j = 2, · · · , T and X
ls
1 (t) = U
1(t)Y s1 (t) for t ∈ B1, in which {U
j(t), j ∈ N} is a
random weight process with exponentially convex covariance and are independent of the
process Y sj (·). We call X
ls
j (·), a multi-component LS process motivated from its covariance
function, which is represented in Lemma 3.1.
3.3 Covariance function of PC-LS process
We present some lemmas in this section which we use to provide the covariance function
of the process X(t) in Theorem 3.1.
Lemma 3.1 Let Bj , j ∈ N be the introduced partition of positive real line. The covariance
function of X ls(t), t ∈ R+ satisfies
γls(t, u) ≡
〈
X ls(t),X ls(u)
〉
=
∞∑
m=1
m+1∑
n=m−1
γlsmn(t, u)IBm(t)IBn(u) (3.7)
where γlsmm(t, u) ≡
〈
X lsm(t),X
ls
m(u)
〉
= ψm(t + u)γm(t − u) + ψm−1(t + u)γm−1(t − u),
γlsmn(t, u) ≡
〈
X lsm(t),X
ls
n (u)
〉
= ψk(t + u)γk(t − u), k = min{m,n} and |n − m| = 1 in
which ψm(t+ u) =
〈
Um(t), Um(u)
〉
, γm(t− u) =
〈
Y sm(t), Y
s
m(u)
〉
for m ∈ N.
Proof: According to (3.6) and the fact that U j(·) and Y sj (·) are independent processes,
so γlsmm(t, u) and γ
ls
mn(t, u) for |n−m| = 1 are as presented by the lemma. Thus X
ls
j (·) is
a multi-component LS process in the Silverman sense [18]. Also by (3.6)
γls(t, u) =
∞∑
m=1
〈
X lsm(t),X
ls(u)
〉
IBm(t) =
∞∑
m=1
m+1∑
n=m−1
γlsmn(t, u)IBm(t)IBn(u).
Lemma 3.2 Let Bj, j ∈ N be a partition of positive real line and γ
p
mn =
〈
Xpm,X
p
n
〉
. The
covariance function of Xp(t) for t ∈ Bm and u ∈ Bn, t ≤ u is
γp(t, u) ≡
〈
Xp(t),Xp(u)
〉
= (3.8){
At,m
(
Au,mγm−1,m−1+
aum
am
γm−1,m
)
+Au,m
atm
am
γm−1,m+Bm(t,u)γ
p
mm n = m,
At,m
(
Au,nγ
p
m−1.n−1+
aun
an
γpm−1,n
)
+Au,n
atm
am
γpm,n−1+
atma
u
n
aman
γpm,n |m− n| ≥ 1
where At,m = (1− a
t
m/am), Au,n = (1− a
u
n/an) and Bm(t, u) =
λatma
u
m+(1−λ)ama
t
m
a2m
.
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Proof: By (3.5) the covariance function of Xp(·) for t ∈ Bm, u ∈ Bn is γ
p(t, u) =〈
Xpm(t),X
p
n(u)
〉
and by (3.3) we have the result.
Let aj = |Bj |, a = E[U
j(t)] for t ∈ R+ and θr(j, u) =
〈
Xpj , Y
s
r (u)
〉
. We also define the
cross covariance function of Xpj (t) =Mj(sj−1, t] and Y
s
r (u) for t ∈ Bj, u ∈ Br as
〈
Xpj (t), Y
s
r (u)
〉
=
atj
aj
θr(j, u),
〈
Xpj (t),X
ls
r (u)
〉
=
aatj
aj
[
θr−1(j, u) + θr(j, u)
]
. (3.9)
Remark 3.1 The cross covariance function of X ls(t) and Xp(t) can be written as
γp,ls(t,u) ≡
〈
Xp(t),Xls(u)
〉
= a
∞∑
m=1
∞∑
n=1
[atm
am
Dm,n(u) +At,mDm−1,n(u)
]
IBm(t)IBn(u)
(3.10)
where Dm,n(u) = θn−1(m,u) + θn(m,u), At,m = 1 − a
t
m/am and θr(m,u) is defined by
(3.9).
Theorem 3.1 The covariance function of the multi-component PC-LS process X(t) =
X ls(t) + Xp(t), where X ls(t) and Xp(t) are dependent and defined by (3.6) and (3.5)
respectively, is γ(t, u) = cov
(
X(t),X(u)
)
= γls(t, u) + γp(t, u) + γp,ls(t, u) where γls(t, u),
γp(t, u) and γp,ls(t, u) are as in Lemma 3.1, Lemma 3.2 and Remark 3.1 respectively.
3.4 Spectral representation
In this section we obtain spectral representations of PC process {Xp(t), t ∈ R+}, and
locally stationary process {X ls(t), t ∈ R+}. Then by imposing bi-periodic property for
the cross covariance function of X ls(t) and Xp(t) their cross spectrum is characterized.
Using these results the spectral representation of the multi-component PC-LS processX(·)
and its spectral measure is provided by Theorem 3.2.
Let {Xpj }, j ∈ N} be a PC process with period T . By using the Gladyshev result for
PC processes, it has been shown in [9] that for j, k ∈ N
Xpj =
∫ 2pi
0
eiλjdϑ(λ), (3.11)
where dϑ(λ) =
∑T−1
k=0 Q(Tdλ− 2kpi)P˜kI∆k(λ), ∆k = [2kpi/T, 2(k+1)pi/T ], P˜k are Fourier
coefficients of the periodic sequence Pj , Q(·) and Pj are defined by Proposition 2.1, that
Pj =
∑T−1
k=0 P˜ke
i2pikj/T . The support of the spectral density θ˜(dλ, dω) =
〈
ϑ(dλ), ϑ(dω)
〉
is
the intersection of the set Ψ = {(λ, ω) : λ = ω − 2pik/T, k ∈ [−(T − 1), T − 1]} and the
square [0, 2pi) × [0, 2pi).
Remark 3.2 Let {Xpj } be a sequence of PC process with period T , by proposition (2.1)
Xpj =
∫ 2pi
0 e
iλj/T ξ(dλ, j) where ξ(dλ, j) = Q(dλ)Pj , Q(dλ) is an orthogonally scattered
random measure and Pj a periodic sequence with period T . Let aj = |Bj |, a
t
j = t − sj−1
for t ∈ Bj . As by (3.4), X
p
j (t) ≡ Nj(a
t
j) and Nj(y) is a discrete PC process with period T
for fixed y, so by Proposition 2.1 Xpj (t) =
∫ 2pi
0 e
iλj/T ζj(dλ, t) for t ∈ Bj , where ζj(dλ, t) =
Q(dλ)P̂j,atj and P̂j,y is a periodic function in j with period T for fixed y. Using the
relation (3.4) we have Xpj ≡ X
p
j (sj), so P̂j,aj ≡ Pj. By a similar method as in (3.11)
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Xpj (t) =
∫ 2pi
0 e
iλjΥ(dλ, atj) for t ∈ Bj , where Υ(dλ, a
t
j) has the same structure as ϑ(dλ) in
(3.12), by replacing P˜k with P˜k,at
k
where P̂j,atj =
∑T−1
k=0 P˜k,atke
i2pijk/T . So (3.3) implies that
Θj,k(dλ, dω, a
t
j , a
u
k) =
〈
Υ(dλ, atj),Υ(dω, a
u
k)
〉
=

λat
j
au
j
+(1−λ)aja
t
j
a2
j
θ˜(dλ,dω) j = k
atja
u
k
ajak
θ˜(dλ, dω) j 6= k
which is bi-periodic with period T in j and k, and period S in t and u (t ≤ u) where as in
(3.11), θ˜(dλ, dω) =
〈
ϑ(dλ), ϑ(dω)
〉
have Ψ as its support.
We represent the spectral representation for X lsj (·) by the following remark.
Remark 3.3 Spectral representation of the process X lsj (·), j ∈ N defined by (3.6) is
X lsj (t) =
∫ ∞
−∞
eiλtΦj(dλ, t), t ∈ Bj (3.12)
where Φj(dλ, t) = U
j−1(t)ηj−1(dλ) + U
j(t)ηj(dλ), and ηj is the orthogonally scattered
random measure in the spectral representation of the stationary process Y sj (·). Also by
the independence of {U j(·)} and {Y sj (·)}, the cross spectral covariance Fj,k(dλ, dλ, t, u) =〈
Φj(dλ, t),Φk(dλ, u)
〉
for λ 6= ω can be written as
Fj,k(dλ, dλ, t, u) = ψj−1(t+ u)Gj−1(dλ)I{k,k+1}(j) + ψj(t+ u)Gj(dλ)I{k,k−1}(j),
where ψj(t+ u) =
〈
U j(t), U j(u)
〉
, Gj(dλ) = E|ηj(dλ)|
2, and Fj,k(dλ, dω, t, u) = 0.
Lemma 3.3 Under the assumptions of Remark 3.2-3.3, the cross covariance of the pro-
cesses Xpj (t) and Y
s
r (u) is bi-periodic, with period S in t and u and period T in j and r,〈
Xpj (t), Y
s
r (u)
〉
=
〈
Xpj+T (t), Y
s
r+T (u+ S)
〉
,where t ∈ Bj and u ∈ Br if and only if
〈
Xpj (t), Y
s
r (u)
〉
=
atj
aj
∫ 2pi
0
∫ ∞
−∞
ei(jλ−uω)∆r(dλ, dω) (3.13)
where support of ∆r(dλ, dω)=
〈
ϑ(dλ), ηr(dω)
〉
is Γ= {(λ, ω) :λT = Sω − 2pil, l ∈ Z}.
Proof: By (3.9) < Xpj (t), Y
s
r (u) >=
atj
aj
< Xpj , Y
s
r (u) >, by (3.11) X
p
j =
∫ 2pi
0 e
iλjϑ(dλ),
and by (3.6) Y sr (u) =
∫∞
−∞ e
iωuηr(dω), where ηr+T (·) = ηr(·) . So we have (3.13), and
one can easily verify that if Γ is the support of the cross spectral covariance then the
covariance function has bi-periodic property. On the other hand by assuming that the
cross covariance is bi-periodic, using (3.9), equality of θr(j, u) = θr+T (j+T, u+S) implies
that for any natural number N ,
θr(j, u) =
1
2N + 1
N∑
k=−N
θr+kT (j+kT, u+kS) =
∫ 2pi
0
∫ ∞
−∞
ei(jλ−uω)DN (Tλ−Sω)∆r(dλ, dω),
where DN (2pil) = 1, l ∈ Z, and DN (σ) =
sin(N+1/2)σ
2(N+1/2) sin(σ/2) and converges to zero for
σ 6= 2piZ. This implies that the support of cross spectral density must be contained in Γ.
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Theorem 3.2 The spectral representation of the multi-component PC-LS process X(t) =
X ls(t)+Xp(t), where Xp(t) and X ls(t) are defined by (3.11), (3.5) and (3.6) can be written
as
X(t) =
∫ ∞
−∞
eiλtdZm,t(λ), t ∈ Bm, (3.14)
where dZm,t(λ)=Φm(dλ, t) + I[0,2pi)(λ)e
iλ(m−t)
[
Υ(dλ,atm) +At,me
−iλdϑ
]
, in which ϑ,
Φm and Υ are defined by (3.12) and Remark 3.2. The cross spectral covariance for t ∈ Bm,
u ∈ Bn〈
dZm,t(λ),dZn,u(ω)
〉
= Fm,n(dλ,dω, t,u) +K(m,n, λ, ω)
[
e−i(λ−ω)At,mAu,nθ˜(dλ,dω)
+Θm,n(dλ,dω,a
t
m,a
u
n)
]
+
aaun
an
Λm,n(dω,dλ, t)+
aatm
am
Λn,m(dλ,dω,u)
+Au,naΛm,n−1(dω,dλ, t)e
−iω +At,maΛn,m−1(dλ,dω,u)e
−iλ
where At,m = 1−a
t
m/am, Λl,k(dθ, dη, v) = e
i(θk−vη)
(
∆l(dθ, dη)+∆l−1(dθ, dη)
)
I[0,2pi)(dθ), l, k =
m,n, and Θ, F, and ∆ are defined in Remark 3.2, Remark 3.3 and Lemma 3.3 respec-
tively, and K(m,n, λ, ω) = eiλ(m−t)−iω(n−u)I[0,2pi)(λ)I[0,2pi)(ω).
Proof: By the result of Remarks 3.2-3.3 and relations (3.5),(3.6) we have that {X(t), t ∈
R
+} has the time varying spectral representation (3.14). Also by (3.9), Lemma 3.3, and
Remark 3.2-3.3, the last assertion of the theorem can be easily obtained as the cross
spectral covariance.
References
[1] C. Berg, J. P. Christensen, P. Ressel (1984) Harmonic analysis on semigroups, New
York: Springer-Verlag.
[2] A. Bibi, I. Lescheb (2012) On general periodic time-varying bilinear processes, Eco-
nomics Letters, Vol.114, pp.353-357.
[3] D. R. Cox, H. D. Miller (1994) The Theory of Stochastic Processes, Chapman Hall.
[4] R. Dahlhaus, W. Polonik (2009) Empirical spectral processes for locally stationary
time series, Bernoulli, Vol.15, No.1, pp.1-39.
[5] D. Dehay, H.L. Hurd (1994) Representation and Estimation for Periodically and
Almost Periodically Correlated Random Processes, in: W.A. Gardner (Ed), Cyclo-
stationarity in Communications and Signal Processing, IEEE Press, pp.295-326.
[6] W. Ehm, M.G. Genton, T. Gneiting (2003) Stationary covariances associated with
exponentially convex functions, Bernoulli, No.9(4), pp.607-615.
[7] V. Girardin, R. Senoussi (2003) Semigroup stationary processes and spectral repre-
sentation, Bernoulli, No.9(5), pp.857-876.
[8] E.G. Gladyshev (1963) Periodically and almost-periodically correlated random pro-
cesses with a continuous time parameter, Theory Probab. Appl., Vol.8, pp.173-177.
[9] H.L. Hurd, A.G. Miamee (2007) Periodically Correlated Random Sequences: Spectral
Theory and Practice, John Wiley.
[10] I. Javorskyj, J. Leskow, I. Kravets, I. Isayev, E. Gajecka (2011) Linear filtration
methods for statistical analysis of periodically correlated random processes. Part II:
Harmonic series representation, Signal Processing, Vol.91(11), pp.2506-2519.
9
[11] I. Javorskyj, J. Leskow, I. Kravets, I. Isayev, E. Gajecka (2012) Linear filtration meth-
ods for statistical analysis of periodically correlated random processes. Part I: Coher-
ent and component methods and their generalization , Signal Processing, Vol.92(7),
pp.1559-1566.
[12] M. Loeve (1978) Probability Theory, Vol.II, 4th edition, Springer-Verlag.
[13] S.G. Mallat, G. Papanicolaou, Z. Zhang (1998) Adaptive covariance estimation of
locally stationary processes, Ann. Statist, Vol.26, No.1, pp.1-47.
[14] M.E. Oxley, T.F. Reid, B.W. Suter (2000) Locally stationary processes, 10th IEEE
Workshop on statistical signal and array process, pp.257-261.
[15] W. Palma, R. Olea, G. Ferreira (2013) Estimation and Forecasting of Locally Sta-
tionary Processes, Journal of Forecasting, Vol.32, Issue.1, pp.86-96.
[16] A.R. Soltani, M. Hashemi (2011) Periodically Correlated Autoregressive Hilber-
tian Processes, Statistical Inference for Stochastic Processes, Vol.14, No.2,
pp.177-188(12).
[17] A.R. Soltani, A. Parvardeh (2006) Simple Random Measures and Sim-
ple Processes, Theory of Probability and its Applications, Vol.50, No.3,
pp.448-462.
[18] P. Wahlberga, P.J. Schreier (2010) On Wiener filtering of certain locally stationary
stochastic processes, Signal Processing, Vol.90, Issue.3, pp.885-890.
10
