Introduction to Group Theory
Let G be an arbitrary set of elements, typically denoted as a, b, c, … , that is, let G = {a, b, c, …}. A binary operation in G is a rule that associates with each ordered pair (a,b) of elements of G a unique element c of the same set G. A binary operation is therefore a function :
In group theory, it is customary to only consider one binary operation at a time and to write ψ(a,b) = a·b and call a·b the product of a and b. The binary operation is then called a multiplication.
Behind this mathematical notation are some hidden requirements. First, for every pair of elements a, b ∈ G there must exists a product a·b. Second, this product is uniquely identified. However, the definition does not say that every element of G has to be a product of two elements of G. There is no requirement that the product of a and b is the same as the product of b and a, however, for some important binary operations, this is always the case.
General binary operations are very general structures. Usually, we investigate multiplications that have special properties. One of the most important property is associativity:
Definition 1: (Associativity) Let G be a set and let
be a multiplication defined between elements of G. Then ψ is called associative if for all a, b, c ∈ G the following property holds:
In the definition, we used parentheses to explain the order in which we multiply.
On the left side, we multiply a with the product of b and c, whereas on the right side, we multiply the product of a and b with c.
We say that two elements a and b of G commute (with respect to a given binary operation), if
Definition 2: (Commutativity) Let G be a set and let
be a multiplication defined between elements of G. Then ψ is called commutative if for all a, b ∈ G the following property holds:
Thus, a product is commutative if all elements in G commute with each other.
We now assume that we have a set G with an associate product. We can then define the notion of powers recursively. As usual, we call the set of natural numbers N = {1, 2, 3, 4, …}. Sometimes we do want to include 0 as a natural number, then we write N 0 = {0, 1, 2, 3, 4, …}.
Definition 3: (Powers) Let G be a set and let
be a multiplication defined between elements of G. We define the powers of an element a ∈ G recursively by 1 1 for n n a a a a a n + = = ⋅ ∈N According to this definition a 1 = a, a 2 = a·a, a 3 = (a·a)·a, etc. According to the associate law, a 3 = (a·a)·a = = a·(a·a) = a · a 2 . We can generalize this observation:
Proposition 1: Let G be a set and let
be a multiplication defined between elements of G. Then the following rules are valid for all elements a ∈ G and all natural numbers m, n ∈ N:
(a) m n m a a a n
If a, b ∈ G are two arbitrary elements that commute, then in addition
For your first homework, you have to prove these three properties using induction. A proof by induction is typically a proof of the validity of some statement S(n) that contains a natural number n ∈ N as a parameter. The proof proceeds in two steps, the induction base and the induction step. The first step, the induction base, asks you to prove directly that S(1) is true. For the second step, you prove that if S(n) is true (the induction assumption), then also S(n+1)
is true. The second step is typically more difficult.
As an example, we prove Proposition 1, (a).
Proof (Proposition 1.a):
We proceed by induction on n. Number m stays fixed.
Induction Base:
We have to show that 1 m m a a a + ⋅ = .
However, this follows directly from the definition of powers.
Induction
Step: We assume that for a given m qed.
Associativity is a nice feature, but there is not a whole lot that we can say about associative products without further properties.
Definition 4: (Identity Element) Let G be a set and let
:
be a multiplication defined between elements of G. An element e ∈ G is called an identity element if for all elements a ∈ G the following identity holds:
Proposition 2: If G is a set with a multiplication and if there exists an identity element, then this identity element is uniquely determined.
Proof: Assume that there are two different identity elements, e, f ∈ G. Then e · f = e because f is an identity element and e · f = f because e is an identity element. Taking both equations together we have e = e · f = f. This proves uniqueness.
Definition 5: (Inverse Element) Let G be a set with a multiplication (written as usual). Assume that e ∈ G is an identity element. Then an inverse element of an element a ∈ G is an element a' such that a · a' = a' · a = e.
Proposition 3: Let G be a set with a multiplication (written as usual) and with an identity element e ∈ G. Assume that a ∈ G has an inverse element. Then this inverse element is uniquely determined.
Because of Proposition 3, we denote the inverse of a ∈ G with a -1 . This notation would be troublesome if we were to look at two different products defined over G but such is rarely the case. We can extend the definition of powers of a to negative powers, i.e. extend the definition to the set Z of all entire numbers {…−2, −1, 0, 1, 2, … } if the inverse of a exists:
Definition 6 (Powers): Let G be a set with a multiplication (written as usual)
and with an identity element e ∈ G. Assume that a ∈ G has an inverse element a'. We then define recursively Proposition 4: The identities of Proposition 2 also apply to negative powers. To be more precise, assume that G be a set with a multiplication (written as usual) and with an identity element e ∈ G and assume that a ∈ G has an inverse element a -1 . Then for all m, n ∈ Z the following identities are valid: We also have the following relationship between powers and taking the inverse.
If a has an inverse, then so does a n and the inverse is We leave the proofs to the reader as an exercise.
