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Re´sume´ – Dans cette communication, nous proposons une me´thode fonde´e sur les techniques de filtrage particulaire Rao-Blackwellise´
pour estimer conjointement les canaux de Rayleigh et les symboles transmis a` travers un syste`me DS-CDMA multi-porteuse. Notre
contribution porte sur trois points. D’une part, les canaux sont mode´lise´s par des processus sinuso¨ıdaux stochastiques. Ce mode`le est plus
adapte´ aux proprie´te´s spectrales des canaux de Rayleigh (forme en U, bande limite´e) que le mode`le autore´gressif couramment utilise´.
D’autre part, par souci de re´alisme, les parame`tres du mode`le sont suppose´s inconnus et doivent donc eˆtre estime´s. Cependant, les filtres
particulaires ont tendance a` de´ge´ne´rer lorsqu’ils estiment des parame`tres invariants dans le temps. Nous pre´sentons donc une alternative
qui consiste a` estimer ces derniers par un filtre de Kalman ope´rant en paralle`le avec un filtre Rao-Blackwellise´. En outre, la loi propose´e
offre un bon compromis entre couˆt calculatoire et performance en terme de taux d’erreurs binaires.
Abstract – In this paper, we propose a method based on Rao-Blackwellized particle filtering techniques to jointly estimate the Rayleigh
fading channels and the symbols in a MC-DS-CDMA system. Our contribution is threefold. Firstly, the channels are modeled by stochastic
sinusoidal processes. This modeling is better suited to the spectral properties of Rayleigh fading channels (U-shaped and bandlimited)
than the autoregressive one. Secondly, the model parameters are assumed to be unknown and hence need to be estimated. However, as
particle filtering tends to degenerate when coping with static parameters, we propose an alternative which consists in cross-coupling a
Rao-Blackwellized particle filter dedicated to joint channel/symbol estimation with a Kalman filter which yields the parameter estimates.
Thirdly, the proposed importance distribution satisfies a compromise between computational cost and performance in term of bit error
rate.
1 Introduction
Aujourd’hui, les syste`mes DS-CDMA multi-porteuse (MC-
DS-CDMA) constituent des solutions prometteuses pour la
couche physique des re´seaux cellulaires de 4e`me ge´ne´ration.
Dans ces syste`mes, le signal e´tale´ est transmis simultane´ment
sur M porteuses a` travers M canaux.
La largeur de bande du signal transmis e´tant divise´e par
le nombre M de porteuses, le canal de propagation hm sur
la me`me porteuse peut eˆtre conside´re´ comme non se´lectif en
fre´quence. De plus, lorsqu’il n’y a pas de trajet direct entre
l’e´metteur et le re´cepteur, ce canal est dit de Rayleigh. Il s’agit
alors d’un processus gaussien de moyenne nulle et stationnaire
au sens large. Sa densite´ spectrale de puissance (DSP) est, en
outre, a` bande limite´e et pre´sente une forme caracte´ristique
en U avec deux pics situe´s a` ±fmd ou` f
m
d de´signe la fre´quence
Doppler maximale sur la me`me porteuse [2].
Pour de´tecter les symboles envoye´s par les utilisateurs du
syste`me, ce canal ale´atoire doit eˆtre pre´alablement estime´. Ce-
pendant, cette dernie`re estimation repose sur la connaissance
des symboles envoye´s. Cette communication traite donc d’une
nouvelle me´thode pour l’estimation conjointe des canaux de
Rayleigh et des symboles transmis dans un syste`me MC-DS-
CDMA.
Une premie`re solution consiste a` appliquer alternativement
un algorithme de pre´diction line´aire pour estimer les canaux
et un algorithme de Viterbi pour de´tecter les symboles. Ce-
pendant, cette approche pre´sente un fort couˆt calculatoire et
requiert une importante ressource me´moire. Pour pallier ces
inconve´nients, celui-ci peut eˆtre remplace´ par un autre de´-
tecteur comme par exemple le “Maximum Ratio Combining”
(MRC). Ne´anmoins, comme ces approches sont tre`s sensibles
aux changements brutaux de signe des canaux, elles ne sont
pas adapte´es pour des canaux a` e´vanouissements rapides [3].
Le second type d’approches repose sur les techniques de
filtrage particulaire Rao-Blackwellise´ [4] [6]. Dans ce cas, les
canaux sont mode´lise´s par des processus line´aires gaussiens et
estime´s conditionnellement aux symboles par filtrage de Kal-
man. Les symboles sont quant a` eux estime´s au sens du maxi-
mum a posteriori par un algorithme particulaire. Plus pre´ci-
se´ment, leur distribution a posteriori sachant les observations
est approche´e par un ensemble d’e´chantillons ponde´re´s, appe-
le´s particules.
Cependant, dans [4] et [6], les canaux sont mode´lise´s par
des processus autore´gressifs (AR) dont les parame`tres sont
conside´re´s connus ou estime´s pre´alablement par des me´thodes
hors-ligne. Or, the´oriquement, un processus AR ne peut pas
avoir une DSP a` bande limite´e. De plus, si les parame`tres AR
sont estime´s a` partir des e´quations de Yule-Walker, les deux
pics de sa DSP ne sont jamais situe´s en ±fmd et ce, quel que
soit l’ordre du mode`le [5].
Dans cette communication, nous proposons un nouveau mo-
de`le de canal et une nouvelle me´thode d’estimation conjointe
des canaux et des symboles a` partir des techniques de filtrage
particulaire. Notre contribution est triple.
1) Nous optons pour un mode`le des canaux de Rayleigh
plus adapte´ a` leurs proprie´te´s spectrales. Il s’agit d’une ver-
sion filtre´e d’un processus sinuso¨ıdal stochastique que nous
Colloque GRETSI, 11-14 septembre 2007, Troyes 953
avons re´cemment e´tudie´e dans le contexte de la simulation
de canal [7]. Un tel processus est constitue´ de la somme de
deux sinuso¨ıdes en quadrature dont les amplitudes sont des
processus AR. Contrairement au mode`le AR, un tel mode`le
a l’avantage de fournir un processus complexe dont la partie
re´elle et la partie imaginaire sont de´corre´le´es et ont une DSP
a` bande limite´e pre´sentant deux pics a` ±fmdn . Le canal sur la
me`me porteuse s’e´crit alors comme suit :
hm(n) = gm(n) ∗ (am(n)cos(2pifmdnn) + b
m(n)sin(2pifmdnn))
(1)
ou` gm(n) de´signe la re´ponse impulsionnelle causale d’ordre L
du filtre passe-bas dont la fre´quence de coupure est la fre´-
quence Doppler maximale normalise´e fmdn sur la m
e`me por-
teuse. Les se´quences am(n) et bm(n) sont deux processus AR
inde´pendants d’ordre p < L. De plus, pour garantir la station-
narite´ au sens large de hm(n), ils sont de´finis par les meˆmes
parame`tres AR re´els, note´s {cmi }i=1,...,p. Les variances des pro-
cessus blancs gaussiens de moyenne nulle uma (n) et u
m
b (n) sont
toutes e´gales a` σ2u. Ainsi, pour tout m = 1, ..., M , a
m(n) et
bm(n) satisfont les relations de re´currence suivantes :
am(n) = −
q∑
i=1
cmi a
m(n− i) + uma (n) (2)
bm(n) = −
q∑
i=1
cmi b
m(n− i) + umb (n) (3)
2) Par souci de re´alisme, les parame`tres AR du mode`le si-
nuso¨ıdal stochastique sont suppose´s inconnus et doivent ainsi
eˆtre estime´s. Or, les filtres particulaires ont tendance a` de´ge´ne´-
rer pour estimer des parame`tres invariants dans le temps. Pour
pallier ce proble`me, une premie`re solution consiste a` conside´rer
ces parame`tres comme faiblement variants dans le temps en les
mode´lisant par un processus de markov d’ordre 1. Pour e´viter
l’emploi de cette dynamique artificielle, nous proposons d’es-
timer les parame`tres AR conjointement aux canaux et sym-
boles par une me´thode re´cursive. Elle consiste a` coupler un
filtre particulaire Rao-Blackwellise´ charge´ de l’estimation des
canaux et des symboles avec un filtre de Kalman mis en œuvre
pour l’estimation des parame`tres.
3) La loi de simulation utilise´e est une approximation de
la loi dite optimale propose´e par A. Doucet [8]. Elle pre´sente
l’inte´reˆt d’eˆtre moins couˆteuse calculatoirement.
La suite de cette communication est organise´e comme suit :
le mode`le du syste`me de transmission est introduit en section
2. Dans la section 3, nous de´crivons la me´thode propose´e pour
estimer conjointement les canaux, les parame`tres du mode`le
et les symboles. Enfin, les re´sultats de simulations et les pers-
pectives sont pre´sente´s en section 4.
2 Mode`le du syste`me de transmis-
sion
Conside´rons un syste`me MC-DS-CDMA a`M = 3 porteuses,
conforme´ment a` la norme de la troisie`me ge´ne´ration de sys-
te`mes mobiles [1]. Ce nombre de porteuses rend le canal le
long de chaque porteuse non se´lectif en fre´quence. De plus, les
porteuses sont suffisamment espace´es par rapport a` la bande
de cohe´rence des canaux. Ainsi, les canaux sur chaque por-
teuse sont inde´pendants. Les signatures des utilisateurs sont
en outre suppose´es orthogonales et les symboles sont binaires
et antipodaux.
Le re´cepteur propose´, qui detecte le symbole d(n) transmis a`
l’instant n par le premier utilisateur, proce`de en trois e´tapes :
1) Un filtre de´corre´lateur permet d’e´liminer les interfe´rences
multi-utilisateurs. La sortie du filtre pour le premier utilisa-
teur est donc inde´pendante des autres utilisateurs.
2) Le signal de sortie est ensuite de´module´. A l’issue de cette
e´tape, on dispose de M observations de d(n). Ainsi, celle le
long de la me`me porteuse est donne´e par :
ym(n) = hm(n)d(n) + vm(n) (4)
ou` vm(n) est un bruit blanc gaussien de moyenne nulle.
3) A partir de ces observations, nous proposons d’estimer
conjointement les canaux sur toutes les porteuses les sym-
boles d(n) par un filtre Rao-Blackwellise´ et les parame`tres
{cmi }i=1,...,p par un filtre de Kalman ope´rant en paralle`le avec
le filtre particulaire Rao-Blackwellise´.
3 Estimation jointe
canaux-symboles-parame`tres
L’estimateur propose´ proce`de comme suit. A l’instant n, le
filtre particulaire Rao-Blackwellise´ de´die´ a` l’estimation canaux-
symboles repose sur l’estimation du vecteur des parame`tres
AR, a` savoir c = [c11 · · · c
1
p · · · c
M
1 · · · c
M
q ], obtenue a` l’ins-
tant n− 1 par filtrage de Kalman. De meˆme, l’estimation des
parame`tres AR a` l’instant n est obtenue a` partir de l’estima-
tion du canal a` l’instant n− 1.
3.1 Estimation jointe canaux-symboles par
filtrage particulaire
Comme les fre´quences
(
fmdn
)
m=1, ..., M
sont suppose´es
connues, l’estimation des canaux revient a` estimer le vecteur
de taille 4LM × 1 suivant :
x(n) = [x1(n) · · · xM (n)]T (5)
avec xm(n) = [amR (n) b
m
R (n) a
m
I (n) b
m
I (n)] pour tout
m = 1, ..., M et ou` les indices .R et .I de´signent respecti-
vement la partie re´elle et la partie imaginaire. De plus, les
vecteurs amR (n), a
m
I (n), b
m
R (n) et b
m
I (n) concate`nent les L der-
niers e´chantillons respectivement des parties re´elle et imagi-
naire du processus am(n) et des parties re´elle et imaginaire du
processus bm(n).
De meˆme, les parties re´elle et imaginaire des observations
(ym(n))m=1, ..., M peuvent eˆtre concate´ne´es dans un vecteur
note´ :
y(n) = [y1R(n)y
1
I (n) · · · y
M
R (n)y
M
I (n)]
T (6)
Etant donne´ ces notations, une representation dans l’espace
d’e´tat du syste`me (1)-(4) est donne´e par :
x(n) = Φx(n− 1) + w(n)
y(n) = H(n)x(n) + v(n) (7)
ou` les bruits ge´ne´rateurs et additifs satisfont :
- w(n) =
[
u1(n) · · · uM (n)
]T
avec um(n) = [umaR(n) u
m
bR(n) u
m
aI(n) u
m
bI(n)]
et umaR(n) = [u
m
aR(n) 01×L−1] ou` 01×L−1 repre´sente le vecteur
ligne concate´nant L− 1 ze´ros.
- v(n) = [v1R(n)v
1
I (n) · · · v
M
R (n)v
M
I (n)]
T .
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Les matrices de transition Φ et d’observation H(n) sont de´fi-
nies comme suit :
- Φ est une matrice de taille 4LM × 4LM diagonale par bloc.
Ses (4m− 3)e`me, (4m− 2)e`me, (4m− 1)e`me et (4m)e`me blocs,
note´s Φ4m−3, Φ4m−2, Φ4m−1 et Φ4m sont e´gaux et corres-
pondent a` des matrices companions de taille L×L de premie`re
ligne e´gale a` [ −cm1 · · · −c
m
p 0 · · · 0 ].
- H(n) est une matrice de taille 2M × 4LM de´finie par :
H(n) = G(n)P(n)d(n) (8)
avec P(n) une matrice diagonale de taille 4LM × 4LM :
P(n) = diag
([
p1(n) · · · pM (n)
])
(9)
ou` j satisfait j2 = −1 et :
pm(n) = diag (cnm, snm, jcnm, jsnm) (10)
cnm =
[
cos(2pifmdnn), ..., cos(2pif
m
dn
(n− L))
]
(11)
snm =
[
sin(2pifmdnn), ..., sin(2pif
m
dn
(n− L))
]
(12)
G(n) est une matrice diagonale de taille 2M×4LM . Sonme`me
bloc de taille 2 × 4L sur la diagonale principale, note´ Gm(n)
permet de tenir compte du filtrage passe bas de fre´quence de
coupure fmdn . Il satisfait :
Gm(n) =
[
gm gm 01×L 01×L
01×L 01×L g
m gm
]
(13)
avec gm = [gm(0) · · · gm(L− 1)].
D’apre`s (7)-(8), l’estimation conjointe de x(n) et d(n) est
un proble`me non-line´aire. Cependant, le syste`me associe´ au
vecteur x(n) a une representation line´aire dans l’espace d’e´tat
et gaussienne conditionnellement a` d(n). Cette structure par-
ticulie`re du syste`me peut eˆtre mise a` profit en utilisant un
filtre particulaire Rao-Blackwellise´. Cet algorithme consiste a`
estimer d(n) par filtrage particulaire et a` estimer x(n) condi-
tionnellement a` d(n), par filtrage de Kalman. D’apre`s [8], cette
me´thode a l’avantage de re´duire la variance des estimate´s.
Dans la suite, chacune des N particules correspond a` une
se´quence de symboles potentiellement transmis. On note :
• d
(i)
0:n =
(
d(i)(0), ..., d(i)(n)
)
la se´quence associe´e a` la ie`me
particule,
• x(i)(n|n) l’estimation a posteriori de x(n) conditionnelle-
ment a` d
(i)
0:n obtenue par un filtre de Kalman,
• x(i)(n+ 1|n) l’estimation a priori de x(n+ 1) conditionnel-
lement a` d
(i)
0:n obtenue par un filtre de Kalman,
• ω˜(i)(n) le poids associe´ a` la ie`me particule. Il repre´sente la
probabilite´ que d
(i)
0:n soit la se´quence de symboles effectivement
transmis, a` savoir d0:n = (d(0), ..., d(n)).
L’objectif du filtrage particulaire de´die´ a` l’estimation de
d(n) est alors d’approcher empiriquement la distribution
p (d0:n|y0:n) par la distribution empirique suivante :
p (d0:n|y0:n) ≈
N∑
i=1
ω˜(i)(n)δ
(
d0:n − d
(i)
0:n
)
(14)
ou` y0:n =
(
y(0), · · · , y(n)
)
et δ
(
d0:n − d
(i)
0:n
)
de´signe la fonc-
tion dirac centre´e en d0:n = d
(i)
0:n.
Les N particules
(
d
(i)
0:n
)
i=1, ..., N
sont ge´ne´re´es selon la dis-
tribution q
(
d(n)|d
(i)
0:n−1, y0:n
)
, appele´e loi de proposition. Dou-
cet et al. [8] ont alors montre´ qu’il existait une distribution qui
minimise la variance des poids
(
ω˜(i)(n)
)
i=1, ..., N
. Cependant,
pour ge´ne´rer les particules selon cette loi dite ”optimale”, il
faut conside´rer tous les e´tats possibles de chaque particule et
utiliser un filtre de Kalman pour chacun d’entre eux. Ainsi,
dans le cas ou` les symboles sont binaires et antipodaux, 2N
filtres de Kalman sont ne´cessaires puisque chaque particule a
deux e´tats possibles. Pour re´duire le couˆt calculatoire de l’al-
gorithme, nous proposons ici d’utiliser une loi sous-optimale
pour ge´ne´rer les particules et les faire e´voluer au cours du
temps. Elle est e´value´e de la manie`re suivante.
L’estimation a priori x(i)(n|n − 1) du vecteur x(n) fournie
par le filtre de Kalman associe´ a` la ie`me particule au temps
n− 1 permet d’obtenir une estimation a priori des M canaux
h(i)(n|n − 1) = Hx(i)(n|n − 1). Ainsi, pour chaque particule,
en utilisant h(i)(n|n−1), une estimation au sens des moindres
carre´s du symbole le plus probable au temps n est donne´e par :
dˆ(i)(n) =
(
Re
(
M∑
m=1
(hm)(i)(n|n− 1)ym(n)
(hm)(i)(n|n− 1)(hm)(i)(n|n− 1)
))
(15)
ou` (hm)(i)(n|n− 1) de´signe le conjugue´ de l’estime´ a priori du
canal le long de la me`me porteuse, associe´ a` la ie`me particule.
Etant donne´ ce symbole le plus probable et d
(i)
0:n−1, la se´-
quence la plus probable de symboles potentiellement transmis
associe´e a` cette particule au temps n est donc(
d
(i)
0:n−1, dˆ
(i)(n)
)
. Nous proposons alors de faire e´voluer la par-
ticule selon une loi qui favorise cette se´quence. Ainsi, pour tout
t ∈ {−1, 1}, cette loi s’exprime comme suit :
q
(
d(i)(n) = t|d
(i)
0:n−1, y0:n
)
=
exp(−D(i,t))∑
t∈{−1,1} exp(−D
(i,t))
(16)
ou` D(i,t) repre´sente la distance entre
˜ˆ
d
(i)
(n) et le symbole
d(i)(n) = t :
D(i,t) =
∥∥∥dˆ(i)(n)− t∥∥∥
2
(17)
La simulation et l’e´volution des particules selon cette loi ne
ne´cessite en soi aucun filtre de Kalman. Par conse´quent, le
nombre de filtres de Kalman utilise´s dans le filtrage Rao-
Blackwellise´ est inde´pendant de la modulation des symboles,
mais de´pend seulement du nombre de particules.
Ainsi, les N filtres de Kalman sont utilise´s pour approcher
la distribution du vecteur x(n) conditionnellement aux obser-
vations, note´e p (x(n)|y0:n). Cette dernie`re s’e´crit [8] :
p (x(n)|y0:n) ≈
N∑
i=1
ω˜(i)(n)p
(
x(n)|d
(i)
0:n, y0:n
)
(18)
ou` p
(
x(n)|d
(i)
0:n, y0:n
)
est la distribution du vecteur x(n) condi-
tionnellement a` d
(i)
0:n.
Cette distribution, gaussienne, est obtenue analytiquement
par le filtre de Kalman associe´ a` la ie`me particule. Sa moyenne
correspond a` x(i)(n|n) et sa covarince esy note´e P (i)(n|n) la
moyenne et la covariance de cette distribution. Le gain du
filtre de Kalman associe´ a` la ie`me particule est note´ K(i)(n)
et son innovation υ(i)(n).
Ainsi, p (x(n)|y0:n) est approche´ par une somme de N dis-
tributions gaussiennes obtenues par le banc de N filtres de
Kalman.
Les poids attribue´s aux particules sont classiquement e´va-
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lue´s a` une constante pre`s par :
ω˜(i)(n) ∝ ω˜(i)(n− 1)
p
(
y(n)|y0:n−1, d
(i)
0:n
)
p(d(i)(n))
q
(
d(n)|d
(i)
0:n−1, y0:n
) (19)
ou` p
(
y(n)|y0:n−1, d
(i)
0:n
)
est la distribution de υ(i)(n).
Pour e´viter la de´ge´ne´rescence de l’algorithme, les particules
sont re´e´chantillone´es selon leur poids. Ainsi, les particules de
faible poids sont e´limine´es et celle de fort poids sont multi-
plie´es pour garder un nombre constant de particules.
Le symbole de´tecte´ dˆn est choisi comme e´tant la valeur as-
socie´e a` la particule de plus fort poids et l’estime´ xˆ(n|n) du
vecteur x(n) est la somme ponde´re´e des moyennes x(i)(n|n) :
xˆ(n|n) =
N∑
i=1
ω˜(i)(n)x(i)(n|n) (20)
Lorque l’estime´ xˆ(n/n) est obtenu, on peut ensuite mettre a`
jour l’estimation de c par filtrage de Kalman.
3.2 Estimation des parame`tres
Conside´rons la repre´sentation dans l’espace d’e´tat du sys-
te`me (2) et dont le vecteur d’e´tat c est tel que :
c(n) = c(n− 1) (21)
z(n) = Hcc(n) + υ(n) (22)
avec z(n) = T xˆ(n|n) with T = [1 0LM−1]. Le vecteur H
c
satisfait :
H
cc(n) = TΦxˆ(n− 1|n− 1) (23)
De plus, υ(n) est fourni par le filtrage Rao-Blackwellise´ et de´-
pend des gains et innovations des N filtres de Kalman associe´s
aux particules, comme suit :
υ(n) = T
N∑
i=1
ω˜(i)(n)K(i)(n)υ(i)(n) (24)
Par conse´quent, υ(n) est un processus blanc gaussien de va-
riance συ
(i)(n) :
συ
(i)(n) = K(i)(n)σ(i)
(
K(i)(n)
)T
(25)
ou` σ(i) est la variance de υ(i)(n).
4 Re´sultats de simulation
et conclusion
Comparons les performances du re´cepteur propose´ avec
le re´cepteur pre´sente´ dans [6], note´ FPRB. Le nombre de par-
ticules dans les deux re´cepteurs est choisi e´gal a` 50. Dans le
re´cepteur FPRB, les canaux sont mode´lise´s par des processus
AR d’ordre 1 dont les parame`tres sont suppose´s connus. Pour
le re´cepteur propose´, l’ordre du mode`le sinuso¨ıdal stochastique
est pris e´gal a` 1.
Les deux algorithmes sont teste´s sur des donne´es simule´es
obtenues de la fac¸on suivante. Les canaux du syste`me MC-
DS-CDMA a` 3 porteuses sont ge´ne´re´s selon le simulateur de
Jakes [2] avec f1dn = 0.05, f
2
dn
= 0.02 et f3dn = 0.03. N = 100
0 5 10 15
10−3
10−2
10−1
100
RSB (dB)
TE
B
 
 
FPRB
Récepteur proposé
Fig. 1 – Performance des re´cepteurs en TEB vs RSB
symboles binaires et antipodaux sont transmis, dont les 10 pre-
miers symboles constituent la phase d’apprentissage de l’algo-
rithme. Les performances en termes de taux d’erreurs binaires
(TEB) sont pre´sente´es pour diffe´rents rapports signal a` bruit
(RSB).
D’apre`s la figure 1, pour les faibles RSB, les performances
en terme de TEB du re´cepteur propose´ sont meilleures que
celles du re´cepteur FPRB. Cette ame´lioration peut eˆtre attri-
bue´e au mode`le propose´ des canaux qui est plus adapte´e aux
proprie´te´s statistiques d’un canal de Rayleigh qu’un mode`le
AR. De plus, il est a` noter que notre me´thode utilise ici deux
fois moins de filtres de Kalman que la me´thode FPRB. Cette
re´duction du couˆt calculatoire ainsi que l’estimation conjointe
des parame`tres du mode`le entraˆıne, en contrepartie, une perte
de pre´cision pour l’estimation des canaux qui peut eˆtre en par-
tie, la diffe´rence des performances en terme de TEB pour des
RSB supe´rieur a` 10dB.
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