Abstract : Model-free predictive control directly computes the control input from massive input/output datasets and does not use a mathematical model. In contrast, conventional model predictive control relies on mathematical models. Although the underlying principle of model-free predictive control utilizes linear regression vectors comprising input/output data, it can also be applied to control nonlinear systems. In this study, the linear regression vectors are extended to polynomial regression vectors, improving the control performance. Using numerical simulations, we demonstrate the effectiveness of this approach.
Introduction
Model-free predictive control was proposed as a data-driven control method that does not explicitly require a mathematical model [1] - [10] . In contrast to the standard model predictive control, which uses mathematical modeling, the modelfree predictive control method uses the records of past input and output datasets and the current inputs and outputs to predict future inputs and outputs. The underlying principle of the method is just-in-time modeling, which was originally proposed in [11] - [14] . This aims to adaptively derive a local linear model using recorded data in the neighborhood of the query point [12] , [13] . Just-in-time modeling is also referred to as model-on-demand [14] , [15] , lazy learning [16] , or instancebased learning [17] . Just-in-time modeling is used in numerous applications, e.g., for predicting the production processes in the steel industry [18] - [21] , PID parameter tuning [22] , [23] , and for soft sensors in industrial chemical processes [24] .
The model-free predictive control proposed in [1] - [3] used massive short-length vectors cut from recorded past input and output sequences of the controlled system. Optimal control was predicted from the set of nearest short-length vectors to the most recent input and output sequences and the desired output. Although these vectors can be used to identify an autoregressive model, in [25] , just-in-time modeling was utilized to identify a local linear model for the standard model predictive control, which was then directly used to predict the control input as the linearly weighted average. A similar approach was followed in [4] and can be used to treat discretized input systems [5] . It has also been applied to an inverted pendulum system [6] and to a parallel mechanism with pneumatic drives [7] . To predict an optimal control input, a local weighted average method is frequently adopted. Recently, in [8] and [9] , it has been suggested that the local linearly weighted average can be replaced by solving a linear algebraic equation using a least-norm and an 1 -norm approach, yielding a mathematically much simpler model-free predictive control algorithm. In [10] , three methods for model-free predictive control were compared in terms of their control performance.
The model-free predictive control is applicable to nonlinear systems assuming that the controlled system can be locally linearized. This allows short-length vectors to be constructed that are compatible with the regressor vector used in the autoregressive model to identify a locally linear model (Section 2). Our motivation in this study was to extend the short-length vectors to make them compatible with a polynomial regression model and improve control performance (Section 3). It is known that the truncated Volterra series model is also a polynomial regression model [26] , [27] . In Section 4, the effectiveness of the polynomial regression in the model-free predictive control is illustrated via simulations using a nonlinear system. In the simulations, a smoothing filter was adopted for the reference signal to prevent instability arising in the closed loop system because of abrupt changes in the signal. This paper is the full journal version of two conference papers [28] , [29] and has been fully rewritten to accommodate new results.
Model-Free Predictive Control
Consider the following discrete-time system:
where u ∈ R is the control input, y ∈ R is the controlled output, ε is independent and identically distributed noise, and
. . .
is the regression vector. We assume thatn andm are unknown together with the nonlinear function f .
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The control objective is to let the h-step output trajectorŷ
track the given reference trajectory
The parameter h is the prediction horizon. To achieve this control objective, we predict an h-step future input sequencê
Assumption 1 When ε(k) ≡ 0 , there exists aû f (t) such that
The model-free predictive control [1] , [2] utilizes recorded past data {u(t), y(t)}. For N pairs of the recorded data {u(t j ), y(t j )} ( j = 1, 2, . . . , N), we define the following vectors:
where
Remark 1
The recorded data {u(t j ), y(t j )} ( j = 1, 2, . . . , N) must sufficiently cover the operating points to track r, as discussed in Section 4.1.
Remark 2
The sizes m and n are parameters in model-free predictive control. Unless the exact values ofm andn are available, m and n must be estimated to obtain the best control performance, as discussed in Section 4.2.
To find a future input sequenceû f (t), using the most recent input and output trajectories u p (t), y p (t) and the reference trajectory r(t), a query vector is defined as follows:
we solve
Then, the future input sequence is given aŝ
The first elementû(t|t) ofû f (t) is only applied to the system as u(t).
Remark 3
Matrices A and C comprise only recorded data. Query vector b is updated according to the measured data, and vector w is determined in every sampling interval. In [10] , a method to update A and C in real-time was proposed.
In earlier studies [1] - [3] , the linear equation was not used. Instead, only a few vectors a i close to b were chosen. The vector w was determined using Akaike's Final Prediction Error as the criterion. In [8] , a least-norm solution was proposed for w. More recently, 1 -minimization min w w 1 subject to Aw − b = 0 (19) was presented [9] . Using 1 -minimization, we can avoid explicitly choosing a nearest vector a i . Multiple algorithms have been proposed to solve the 1 -minimization problem [30] , and a useful tool is now available [31] .
Extension to a Polynomial Regressor
It is known that the regression vector x 1 in the nonlinear system (1) can be extended to a polynomial regressor as follows.
First, we define the pseudo-tensor⊗ as removing duplicated terms in the usual tensor (Kronecker) product ⊗. For example,
For p > 1, we define the pth order monomials regressor vector where
Using the monomial regressor vectors x p , a polynomial regression model is defined as follows:
The size of φ and h is
When x i does not contain y, (24) is the truncated Volterra model. Using the polynomial regression model expression, we can reformulate the model-free predictive control as follows:
Using (28) and (29), we define the following equations:
The procedure for the model-free predictive control is summarized in Algorithm 1.
Remark 4
The computational complexity of the Dual Augmented Lagrangian Method (DALM) in solving 1 -minimization is O(L 2 + LN) [30] . Because size L is dominated by P m+n+h−1 when P becomes larger, the complexity of Algorithm 1 is O(P 2(m+n+h−1) + P (m+n+h−1) N). Theoretically, when P is large, the computational burden is not avoidable. Thus, the potential practical application of model-free predictive control using DALM is restricted to systems with slow dynamics.
Simulation Results and Discussion
In this section, we present simulation results to demonstrate the application of our proposed method to a nonlinear system:
This system was also used in [10] to compare the model-free predictive control methods. Clearly, when ε(k) ≡ 0, (33) has three fixed points (u, y) = (0, 0), (2 −1/3 , 1), and (−2 −1/3 , −1), and only the first is unstable. In all simulations, we applied a random sequence ε(t) using a Gaussian distribution ε(t) ∼ N(0, 0.1 2 ). For the model-free predictive control, we used the square signal as the reference:
In the simulations, to prevent instability caused by abrupt changes in r, we applied a smoothing filter
for an integer α > 0 and redefined (4) as follows:
r(t + h)
In all simulations, we set α = 5.
Comparison of Datasets
We first compared two datasets containing N = 500 input and output samples, as shown in Figs. 1 and 2 . To obtain the first dataset, using a uniform distribution [− √ 7/2, √ 7/2], u(t) was generated and applied to (33). To obtain the second dataset, u(t) was applied to (33) to use PI control: u(t) = 0.6e(t) + 0.4
e(t) = r(t) − y(t).
Using a uniform distribution [−0.1, 0.1], v(t) was generated. In the second dataset more y values were presented close to the references r = −1, 0, and 1 than in the first dataset, as can be observed in the histograms in Figs. 1 and 2 . To use parameters (n, m, h) = (1, 2, 1) and P = 3, 2, and 1, we compared the performance of the model-free predictive control when using the two datasets. In the simulation results shown in Figs. 3 and 4 , the broken line represents the reference r. It can be observed that the tracking error e = r − y in Fig. 4 is smaller than that in Fig. 3 . Therefore, we can conclude the following:
• Datasets containing many y around r are required to reduce the tracking error.
Comparison of Parameters
The output y(t) of (33) solely depends on y(t − 1) and u 3 (t − 1). Next, we investigated whether the size n = 1, m = 1, and P = 3 yielded the best control performance. To select the 54 combinations of n, m, h, and P, we compared the tracking error at a ratio of 20 log 10
We generated 100 databases and another 100 random ε(t) values to simulate the model-free predictive control. We con- ducted 100 trails of each combination of n, m, h, and P. These are shown in the boxplots in Fig. 5 , where the bottom of the box represents the first quartile, the top of the box represents the third quartile, the horizontal line near the middle of the box indicates the median, a vertical line extends to the maximum value and another vertical line extends to the minimum value, and the potential outliers are represented by "+". From Fig. 5 , it can be observed that a smaller tracking error was observed when P = 3 than when P = 1, 2, for any combination of parameters. When we tried higher orders P = 4, 5, 6, control failed several times. Therefore, we have omitted the results from Fig. 5 and conclude that P = 3 is the best. Noting that the order P = 1 corresponds to the model-free predictive control using linear regression vectors, we can conclude the following:
• Polynomial regressors are more effective for the modelfree predictive control of a nonlinear system than the linear regressor adopted in the existing model-free predictive control.
Next, for P = 3, we compared the boxplots obtained with the 10 best combinations of parameters (n, m, h). This is shown in Table 1 , where (n, m, h) = (2, 1, 3); (n, m, h) = (1, 1, 3) ; and (n, m, h) = (1, 2, 6) show the lowest third quartile. Moreover, (n, m, h) = (2, 1, 3) showed a lower first quartile than (n, m, h) = (1, 1, 3 ) and (n, m, h) = (1, 2, 6); its interquartile range (IQR), which measures the difference between the third and first quartiles was smaller, indicating tighter distribution of performance.
Based on the results in Fig. 5 and Table 1 , we conclude that the optimal parameters are (n, m, h, P) = (2, 1, 3, 3) for the nonlinear system given by (33) and
• There exists a best combination of parameters, the order P, sizes of n and m, and horizon h.
• An appropriate combination of parameters must be selected to improve control performance.
• An unnecessarily large order P causes instability.
• There is no explicit criterion for selecting an appropriate prediction horizon h as in standard model predictive control.
Remark 5
All simulations were performed in MATLAB on a Thirdwave Diginnos PC with a dual-core 3.40GHz Intel Core i3-4130 processor and 4 GB of memory. The execution time of DALM did not exceed 0.064 s for any combination of parameters (n, m, h, P).
Supplemental Results
Using the nonlinear system in [32] 
we investigated the efficiency of utilization of polynomial regressor vectors in model-free predictive control under the same conditions as in the previous subsections. For (40), we obtained boxplots, see Fig. 6 , showing a smaller tracking error when P = 2 than that when P = 1, 3, for any combination of parameters. In particular, when P = 3 and h = 4, 5, 6, we observed several unstable results in 100 trials. Thus, we omitted the boxplots when P = 3 and h = 4, 5, 6. Next, for P = 2, a comparison of various combinations of parameters (n, m, h) is shown in Table 2 . The results shown in Fig. 6 and Table 2 support the conclusions in the previous subsections. 
Conclusions
In this study, we introduced polynomial regressors into the model-free predictive control and investigated their effectiveness. Using numerical simulations of nonlinear system we demonstrated that with an appropriate selection of the order of the polynomial regressors and the size of the polynomial regression vectors, a better control performance can be obtained compared with that obtained using the linear regression of existing model-free predictive control approaches. We also showed that rich datasets containing many output data y around the desired trajectory r must be recorded in advance to reduce the tracking error. We introduced a smoothing filter for the reference signal to prevent the instability arising in the closed loop system due to abrupt changes in the reference signal. In our future study, we will investigate the ways of selecting an appropriate combination of the parameters to improve the control performance.
