Abstract. We derive sufficient conditions for the surjectivity of the CauchyRiemann operator ∂ between spaces of weighted smooth Fréchet-valued functions. This is done by establishing an analog of Hörmander's theorem on the solvability of the inhomogeneous Cauchy-Riemann equation in a space of smooth C-valued functions whose topology is given by a whole family of weights. Our proof relies on a weakened variant of weak reducibility of the corresponding subspace of holomorphic functions in combination with the MittagLeffler procedure. Using tensor products, we deduce the corresponding result on the solvability of the inhomogeneous Cauchy-Riemann equation for Fréchet-valued functions.
Introduction
We study the Cauchy-Riemann operator between spaces of weighted smooth functions with values in a Fréchet space. Let E be a locally convex Hausdorff space over C, Ω ⊂ R 2 open and E(Ω) ∶= C ∞ (Ω, C) the space of infinitely continuously partially differentiable functions from Ω to C. It is well-known that the CauchyRiemann operator
is surjective (see e.g. [13, Theorem 1.4.4, p. 12] ). Since E(Ω), equipped with the usual topology of uniform convergence of partial derivatives of any order on compact subsets, is a nuclear Fréchet space by [23, Example 28.9 (1), p. 349], we have the topological isomorphy E(Ω, E) ≅ E(Ω)⊗ π E by [25, Theorem 44.1, p. 449 ] where E(Ω)⊗ π E is the completion of the projective tensor product. Due to classical theory of tensor products, the surjectivity of ∂ implies the surjectivity of
for Fréchet spaces E over C (see e.g. [16, Satz 10.24, p. 255] ) where E(Ω, E) is the space of infinitely continuously partially differentiable functions from Ω to E and ∂ E is the Cauchy-Riemann operator for E-valued functions. In other words, given
f ∈ E(Ω, E) there is a solution u ∈ E(Ω, E) of the ∂-problem, i.e.
Now, we consider the following situation. Denote by (p α ) α∈A a system of seminorms inducing the locally convex Hausdorff topology of E. Let f fulfil some additional growth conditions given by an increasing family of positive continuous functions V ∶= (ν n ) n∈N on an increasing sequence of open subsets (Ω n ) n∈N of Ω with Ω = ⋃ n∈N Ω n , namely, f n,m,α ∶= sup x∈Ωn β∈N 2 0 , β ≤m p α (∂ β ) E f (x) ν n (x) < ∞ for every n ∈ N, m ∈ N 0 and α ∈ A. Let us call the space of functions having this growth EV(Ω, E). Then there is always a solution u ∈ E(Ω, E) of (1). Our aim is to derive sufficient conditions such that there is a solution u of (1) having the same growth as the right-hand side f . So we are interested under which conditions the Cauchy-Riemann operator
is surjective. The difficult part is to solve the ∂-problem in the scalar-valued case, i.e. in EV(Ω). In the case that V = (ν) and Ω n = Ω for all n ∈ N there is a classical result by Hörmander [13, Theorem 4.4.2, p . 94] on the solvability of the ∂-problem (in the distributional sense) in weighted spaces of C-valued square-integrable functions of the form
The solvability of the ∂-problem in weighted L 2 -spaces and its subspaces of holomorphic functions has some nice applications (see [14] ) and the properties of the canonical solution operator to ∂ are subject of intense studies [2] , [4] , [8] , [9] , [10] .
If there is a whole system of weights V = (ν n ) n∈N , i.e. the ∂-problem is considered in the projective limit spaces
where
then solving the ∂-problem becomes more complicated since a whole family of L 2 -resp. L ∞ -estimates has to be satisfied. Such a ∂-problem is usually solved by a combination of Hörmanders classical result with the Mittag-Leffler procedure. However, this requires the projective limit
to be weakly reduced, i.e. for every n ∈ N there is m ∈ N such that O k V(Ω) is dense in O k ν m (Ω) with respect to the topology of O k ν n (Ω) for k = 2 resp. k = ∞, see [6, Theorem 3, p . 56], [22, 1.3 Lemma, p. 418] and [24, Theorem 1, p. 145] . Unfortunately, the weak reducibility of the projective limit is not easy to check. Furthermore, in our setting we have control the growth of the partial derivatives as well and the sequence (Ω n ) n∈N usually consists of more than one set.
Let us outline our strategy to solve the ∂-problem in EV(Ω, E) for Fréchet spaces E over C. In the first part of this paper we phrase sufficient conditions (see Condition 3.3) such that there is an equivalent system of L q -seminorms on EV(Ω) (see Lemma 3.6). If they are fulfilled for q = 1, then EV(Ω) is a nuclear Fréchet space by [20, 3.1 Theorem, p. 12] . If they are fulfilled for q = 2 as well, we can use Hörmander's L 2 -machinery and the hypoellipticity of ∂ to solve the scalar-valued equation (1) on each Ω n with given f ∈ EV(Ω) and a solution u n ∈ E(Ω n ) satisfying u n n,m < ∞ for every m ∈ N 0 . The solution u ∈ EV(Ω) is then constructed from the u n by using the Mittag-Leffler procedure in Theorem 4.8 which requires a density result given in Theorem 4.3. This density result can be regarded as a weakened variant of weak reducibility of the subspace of EV(Ω) consisting of holomorphic functions. In Condition 4.2 we state sufficient conditions on V and (Ω n ) n∈N for our density result to hold that are more likely to be checked. Due to [18, 5.10 Example c), p. 24] we have EV(Ω, E) ≅ EV(Ω)⊗ π E if Condition 3.3 holds for q = 1 and are able to lift the surjectivity from the scalar-valued to the Fréchet-valued case in Corollary 4.9. The stated results are obtained by generalising the methods in [17, Chap. 5] where the special case ν n (z) ∶= exp(− Re(z) n) and, amongst others, Ω n ∶= {z ∈ C 1 n < Im(z) < n} is treated (see [17, 5.16 
Notation and Preliminaries
We define the distance of two subsets
Moreover, we denote by ⋅ ∞ the sup-norm, by ⋅ the Euclidean norm, by ⟨⋅ ⋅⟩ the usual scalar product on R d and by B r (x) ∶= {w ∈ R d w − x < r} the Euclidean ball around x ∈ R d with radius r > 0. We denote the complement of a subset
∖ M , the set of inner points of M byM , the closure of M by M and the boundary of M by ∂M . Further, we also use for z = (z 1 , z 2 ) ∈ R 2 a notation of mixed-type
hence identify R 2 and C as (normed) vector spaces. For a function f ∶ M → C and K ⊂ M we denote by f K the restriction of f to K and by
the sup-norm on K.
By E we always denote a non-trivial locally convex Hausdorff space over the field K = R or C equipped with a directed fundamental system of seminorms (p α ) α∈A . If E = K, then we set (p α ) α∈A ∶= { ⋅ }. Further, we denote by L(F, E) the space of continuous linear maps from a locally convex Hausdorff space F to E. If E = K, we write F ′ ∶= L(F, K) for the dual space of F .
We recall the following well-known definitions concerning continuous partial differentiability of vector-valued functions (c.f. [19, p. 4] and Ω = ⋃ n∈N Ω n . Let V ∶= (ν n ) n∈N be a countable family of positive continuous functions ν n ∶ Ω → (0, ∞) such that ν n ≤ ν n+1 for all n ∈ N. We call V a (directed) family of continuous weights on Ω and set
The subscript α in the notation of the seminorms is omitted in the scalar-valued case. The notation for the spaces in the scalar-valued case is Eν n (Ω n ) ∶= Eν n (Ω n , K) and EV(Ω) ∶= EV(Ω, K).
The space EV(Ω, E) is a projective limit, namely, we have
where the spectral maps are given by the restrictions
The space of scalar-valued infinitely differentiable functions with compact support in an open set Ω ⊂ R d is defined by the inductive limit
Every element f of D(Ω) can be regarded as an element of D(R d ) just by setting f ∶= 0 on Ω C and we write supp f for the support of f . Moreover, we set for m
By L
1
(Ω) we denote the space of (equivalence classes of) K-valued Lebesgue inte-
and by L q loc (Ω) the corresponding space of locally integrable functions. For a lo-
′ the regular distribution defined by
In particular, we have δ * ϕ = ϕ for the Dirac distribution δ and
). For more details on the theory of distributions see [11] .
By O(Ω) we denote the space of C-valued holomorphic functions on an open set Ω ⊂ C and for α = (α 1 , α 2 ) ∈ N 2 0 we often use the relation
between real partial derivatives ∂ α f and complex derivatives f ( α ) of a function
For applying Hörmander's solution of the weighted ∂-problem (see [13, Chap. 4] ) it is appropriate to consider weighted L 2 -(semi)norms and use them to control the seminorms ⋅ n,m of solutions u n of ∂u n = f in weighted L 2 -spaces on Ω n for given f ∈ EV(Ω).
Throughout this section let P be a polynomial in d real variables with constant coefficients in K, i.e. there are n ∈ N 0 and c
, and P (∂) be the linear partial differential operator associated to P .
, is a topological isomorphism where [f ] is the equivalence class of f , the first space is equipped with the system of seminorms { ⋅ Kn,m n ∈ N, m ∈ N 0 } defined by
and the latter with the system
Proof. First, let us remark the following. The derivatives in the definition of F (U ) are considered in the distributional sense and (4), is known to be a Fréchet space. The space F (U ), equipped with the system of seminorms (5) , is a metrisable locally convex space. Let (f k ) k∈N be a Cauchy sequence in
, which is a Fréchet space by [7, 5.17 Lemma, p. 36], so they have a limit f resp. g β in this space.
(U ) equipped with the weak * -topology. Hence we get
and the convergence of (f k ) k∈N to f in F (U ) with respect to the seminorms (5) as well. Thus this space is complete and so a Fréchet space.
(ii) I is obviously linear and injective. It is continuous as for all n ∈ N and m ∈ N 0 we have
and there exists C > 0, only depending on the coefficients and the number of summands of P (∂), such that
where λ denotes the Lebesgue measure.
(iii) The next step is to prove that I is surjective. Let f ∈ F (U ). Then we have 3.2. Corollary. Let P (∂) be a hypoelliptic partial differential operator, q ∈ N and 0 < r 0 < r 1 < r 2 . Then we have
Due to this corollary we can switch to types of L q -seminorms which induce the same topology on EV(Ω) as the sup-seminorms and we get an useful inequality to control the growth of the solutions of the weighted ∂-problem by the right-hand side under the following conditions.
for all x ∈ Ω k and let there be q ∈ N such that for any . We often delete the number n counting the seminorms (e.g.
) and indicate compositions with the functions J i only in the index (e.g.
be open and (Ω n ) n∈N a family of non-empty open sets such that Ω n ⊂ Ω n+1 and Ω = ⋃ n∈N Ω n . Let V ∶= (ν n ) n∈N be a (directed) family of continuous weights on Ω. For n, q ∈ N we define the locally convex Hausdorff spaces
3.6. Lemma. Let Condition 3.3 be fulfilled for some q ∈ N. a) Let P (∂) be a hypoelliptic partial differential operator, n ∈ N and f ∈ C 
form an open covering of Ω n with
0 , α ≤ m, and k ∈ K. By Corollary 3.2 there exist l ∈ N 0 and C > 0, C and l independent of k and α, such that
and so we get
and P (∂) ∶= ∆ be the Laplacian. Then f satisfies the conditions of a) for all n ∈ N because ∆f n,m,q = sup
for every m ∈ N 0 . So for every n ∈ N and m ∈ N 0 there exist l ∈ N 0 and C 0 > 0 such that
On the other hand, let f ∈ EV(Ω). For every n ∈ N and m ∈ N 0 we have
The following examples from [20, 2. 
Let (a n ) n∈N be strictly increasing such that a n ≥ 0 for all n ∈ N or a n ≤ 0 for all n ∈ N. The family V ∶= (ν n ) n∈N of positive continuous functions on Ω given by
with some function µ∶ Ω → [0, ∞) fulfils ν n ≤ ν n+1 for all n ∈ N and Condition 3.3 for every q ∈ N with ψ n (x)
∈ Ω, where I 0 ∶= {1, . . . , d} ∖ I with I ⊊ {1, . . . , d} and (Ω n ) n∈N from (iii) or (iv). b) lim n→∞ a n = ∞ or lim n→∞ a n = 0 and there is some m ∈ N, m ≤ 2d
Example 3.7 a) covers the weights ν n (z) ∶= − exp ( Re(z) ) n, z ∈ C ∖ R, with the sets Ω n ∶= {z ∈ C 1 n < Im(z) < n} and Lemma 3.6 is a generalisation of [17, 5. (Ω) with the usual topology of uniform convergence of partial derivatives of any order on compact subsets of Ω. We remark that we can choose
Other choices for ψ n are also possible, for example, ψ n ∶= 1 in d) but we are interested in this particular choice of ψ n in view of the next section.
The surjectivity of ∂
In our last section we always assume that K = C and d = 2 and derive sufficient conditions such that the Cauchy-Riemann operator
is surjective for any Fréchet space E. We prove that the subspaces of the projective spectrum on the right-hand side consisting of holomorphic functions have some kind of density property if E = C and that for every f ∈ EV(Ω) and every n ∈ N there is u n ∈ Eν n (Ω n ) such that ∂u n = f on Ω n . The combination of these results then yields the surjectivity of ∂ E for E = C via the Mittag-Leffler procedure. Since the space EV(Ω) is a nuclear Fréchet space under the conditions provided and EV(Ω, E) ≅ EV(Ω)⊗ π E, the surjectivity of ∂ implies the surjectivity of ∂ E for any
Fréchet space E by the classical theory of tensor products of Fréchet spaces.
4.1. Definition. Let E be a locally convex Hausdorff space over C, V ∶= (ν n ) n∈N a (directed) family of continuous weights on an open set Ω ⊂ R 2 and (Ω n ) n∈N a family of non-empty open sets such that Ω n ⊂ Ω n+1 for all n ∈ N and Ω = ⋃ n∈N Ω n . For n ∈ N we define
We use the same convention for the notation as in Definition 2.1. 
and
a) For every n ∈ N let there be g n ∈ O(C) with g n (0) = 1 and I j (n) > n such that
for all z ∈ Ω I2(n) and x ∈ X I2(n) + B Rn (0).
b) Let a)(i) be fulfilled. For every n ∈ N let there be I 4 (n) > n and A 4 (n) > 0 such that
for (k, p) = (I 4 (n), n) and (k, p) = (I 14 (n), I 14 (n)) where I 14 (n) ∶= I 1 (I 4 (n)). c) Let a)(i)-(ii) and b) be fulfilled. For every n ∈ N, every closed subset M ⊂ Ω n and every component N of M C we have
We use the same convention for I j as for J i (see Convention 3.4). Condition 4.2 a)(i) appears in [1, p. 67 ] under the name (RU ) (cf. [19, 3. 2 Remark, p. 5]) as well. Condition 4.2 a)(i) is used for approximation by compactly supported functions, a)(ii) to control Cauchy estimates, a)(iii) as well as b) to guarantee that several kinds of convolutions of the fundamental solution z ↦ g n (z) (πz) of the ∂-operator with certain functionals are well-defined and c) to control the support of a analytic distribution using the identity theorem.
We begin with the proof of the already announced density theorem which is a weakened variant of weak reducibility and needed for the Mittag-Leffler procedure. The underlying idea of the proof is extracted from a proof of Hörmander [11, Theorem 4.4.5, p. 112] in a comparable situation for non-weighted C ∞ -functions. The proof is split into several parts to enhance comprehensibility.
In order to gain access to the theory of distributions in our approach, we prove another density statement first whose proof is a modification of the one of [19, 3.10 Lemma, p. 7].
Proof. Let f ∈ Eν I1 (Ω I1 ) and ε > 0. Due to Condition 4.2 a)(i) there is a compact set K ⊂ Ω n such that
where we use the convention sup x∈∅
∶= −∞. Like in the proof of [11, Theorem
where C(m, D) is independent of ε proving the density.
The next lemma is devoted to a special fundamental solution of the ∂-operator and its properties, namely to
, with g n from Condition 4.2. 4.5. Lemma. Let n ∈ N and Condition 4.2 a)(ii)-(iii) and b) be fulfilled.
2 be a compact set and m ∈ N 0 . Then
with the convolution from (2). In particular,
for all α ∈ N 2 0 where c α > 0 is a constant only depending on α.
for (k, p) = (I 4 (n), n) and (k, p) = (I 14 (n), I 14 (n)) where the convolution is defined by the right-hand side of (2) and we set ϕf ∶= 0 outside Ω I14(n) . In particular, T E I 14 (n) * (ϕf ) ∈ Eν I14(n) (Ω I14(n) ).
Proof. a) Let ϕ ∈ D(C) and set
, z ≠ 0. Using g n ∈ O(C), g n (0) = 1 and the fact that T E0 is a fundamental solution of the ∂-operator by [11, Eq. (3.1.12), p. 63], we get ⟨∂T En , ϕ⟩ = −⟨T En , ∂ϕ⟩ = −⟨T E0 , g n ∂ϕ⟩ = −⟨T E0 , ∂(g n ϕ)⟩ = ⟨∂T E0 , g n ϕ⟩ = ⟨δ, g n ϕ⟩ = g n (0)ϕ(0) = ϕ(0) = ⟨δ, ϕ⟩.
. Let z ∈ Ω I2 and β ∈ N 2 0 . We get by the Cauchy inequality and Condition 4.2 a)(ii)
and hence
1 π sup
) and for x ∈ R 2 and α ∈ N 2 0 the following inequalities hold
and thus by Condition 4.2 a)(iii)
d) The existence of ϕ follows from the proof of [11, Theorem 1.4.1, p. 25]. Now, let x ∈ Ω p and α ∈ N 2 0 . Then we have by Condition 4.2 b), the Leibniz rule and due to supp ϕ ⊂ Ω I4 that
Thus
by differentiation under the integral sign as well as
for (k, p) = (I 4 , n) and (k, p) = (I 14 , I 14 ).
The next step is to define different kinds of convolutions and study their relations and properties which shall be exploited in the proof of the density theorem.
Lemma. Let n ∈ N, Condition 4.2 a)(ii)-(iii) and b) be fulfilled and w
, ψ⟩ ∶= ⟨w, (T E I 14 * ψ) Ωn ⟩. 
Then there exists a constant
Proof. a) w * 1 TĚ is defined by Lemma 4.5 c). Let K ⊂ R 2 be compact. Since w is continuous, there exist C > 0 and m ∈ N 0 such that ⟨w * 1 TĚ
b) w * 2ĚI14 and the right-hand side of (14) are defined by Lemma 4.5 b) since I 214 > I 14 . For h ∈ R with 0 < h small enough and x ∈ X I214 we define
h where e l , l = 1, 2, is the l-th canonical unit vector in R 2 . For 0 < h < R I14 we have x + he l ∈ X I214 + B R I 14 (0) and so E I14 (⋅ − (x + he l )) ∈ Eν I214 (Ω I214 ) by Lemma 4.5 b). Hence we get ψ h (x) ∈ Eν I214 (Ω I214 ). The motivation for the definition of ψ h (x) comes from
as h tends to 0, we get, keeping ⋅ n,m ≤ ⋅ I214,m in mind,
Then the general statement follows by induction over the order α . Let y ∈ Ω I214 and β ∈ N 2 0 . Since
by Condition 4.2 a)(ii) and so
We write E I14 = (E I14,1 , E I14,2 ) as a tuple of its coordinate functions. By the mean value theorem there exist
where ∇ denotes the gradient, as well as
is valid. By the choice R I14 < r I14 < d X,I214 − R I14 from Condition 4.2 a)(ii) we get due to Cauchy's integral formula
Hence by combining (16), (17) and (18), we have for m ∈ N 0
4 sup
0.
This means that
) and so with respect to ( ⋅ n,m ) m∈N0 as well since ⋅ n,m ≤ ⋅ I214,m . c) (i) For h > 0 small enough we define
. The first part of the proof is to show that S h (ψ) converges to T E I 14 * ψ in Eν I14 (Ω I14 ) as h tends to 0.
where M N,h denotes the cardinality of M N,h , ⌈x⌉ the ceiling of x and diam(N ) the diameter of N w.r.t.
as √ 2h is the length of the diagonal of any cube Q m . Therefore we obtain for y ∈ Ω I14 ⊂ Ω I214 , x ∈ Q m , m ∈ M N,h and β ∈ N 2 0 analogously to the proof of Lemma 4.5 b) with the choice of r I14 from Condition 4.2 a)(ii)
Due to Condition 4.2 a)(ii) and (21) there is C 0 > 0, independent of h, such that for every m ∈ M N,h
Let ψ ∈ C ∞ c (N ) and m 0 ∈ N 0 . Then we have ∂ β y S h (ψ)(y) = (19) 
and therefore
bringing forth S h (ψ) ∈ Eν I14 (Ω I14 ). Further, the following equations hold
The next steps are similar to the proof of b). By the mean value theorem there exist x 0,i ,
analogously to (17) . Thus by combining (24), (25) and (26), we obtain
proving the convergence of S h (ψ) to T E I 14 * ψ in Eν I14 (Ω I14 ) and hence with respect to ( ⋅ n,m0 ) m0∈N0 as well.
(ii) The next part of the proof is to show that
Again, by the mean value theorem there exist x 0,i ,
and for w * 2ĚI14 = ((w * 2ĚI14 ) 1 , (w * 2ĚI14 ) 2 ), taking account of (21) and part b),
where we used x 1,i ∈ Q m , m ∈ M N,h , in the last inequality. Due to (27) , (28) and (29) we gain
(iii) Merging (i) and (ii), we get for
is defined by Lemma 4.5 d). Because w is continuous, there exist C 4 > 0 and m ∈ N 0 such that ⟨w * ϕ TĚ 
Then we obtain by the assumptions on w that there exist m ∈ N 0 and C > 0 such that
). Then we get By (i) we have supp w 0 ⊂ Ω n and therefore we get X I214 ⊂ (supp w 0 ) C and thus
. It follows by Lemma 4.6 c) that
on D(X I214 ) implying u = w * 2ĚI14 on X I214 by Lemma 4.6 b). This means we have for every x ∈ X I214 and α ∈ N 2 0
by the assumptions on w. Hence u = 0 in every component N of (supp w 0 ) C with N ∩ X I214 ≠ ∅ by the identity theorem. Denote by N i , i ∈ I, the components of (supp w 0 )
C and let
Since T u = w * 1 TĚ ) ⊂ Ω n . Now, we are finally able to prove the density theorem.
The space H ∶= (π I14,n (Eν I14 (Ω I14 )), ( ⋅ n,m ) m∈N0 ) is a locally convex Hausdorff space and by the Hahn-Banach theorem exists w ∈ H ′ such that w G =w.
Let f ∈ Eν I14,∂ (Ω I14 ) and ϕ like in Lemma 4.5 d). By Lemma 4.4 there exists a sequence (ψ l ) l∈N in C ∞ c (Ω I14 ) which converges to f with respect to ( ⋅ I4,m ) m∈N0 and thus (∂ψ l ) l∈N to ∂f = 0 as well since
is continuous. Therefore we obtain ⟨w,
, ∂ψ l ⟩ = (15) ⟨w * ϕ TĚ I 14 , ∂f ⟩ = 0, sow = 0 connoting the statement due to the bipolar theorem.
By now all ingredients that are required to prove the surjectivity of ∂ are provided. −2 , z ∈ Ω, and Condition 4.2 be fulfilled, I 214 (n) ≥ I 14 (n+1) and − ln ν n be subharmonic on Ω for every n ∈ N. Then
is surjective.
Proof. (i) Let f ∈ EV(Ω), n ∈ N and set
which is a (pluri)subharmonic function on Ω. 
Thus by [13, Theorem 4.4 
Since ∂ is hypoelliptic, it follows that u n ∈ C ∞ (Ω J2(2J11) ), resp. u n has a representative which is C ∞ . By virtue of property (ω.2) 2 we gain
So the conditions of Lemma 3.6 a) are fulfilled for all n ∈ N implying u n ∈ Eν n (Ω n ).
(ii) The next step is to prove the surjectivity of ∂∶ EV(Ω) → EV(Ω) via the Mittag-Leffler procedure (see [16, 9.14 Theorem, ). Due to (i) we have for every l ∈ N a function u l ∈ Eν l (Ω l ) such that ∂u l = f Ω l . Now, we inductively construct g n ∈ Eν I14(n) (Ω I14(n) ), n ∈ N, such that
For n = 1 set g 1 ∶= u I14(1) . Then we have g 1 ∈ Eν I14(1) (Ω I14 (1) ) and ∂g 1 = f Ω I 14 (1) by part (i). Let g n fulfil (1) for some n ≥ 1. Since
it follows u I214(n) − g n ∈ Eν I14(n),∂ (Ω I14(n) ) and by Theorem 4.3 there is h n+1 ∈ Eν I214(n),∂ (Ω I214(n) ) such that (2) is satisfied by the inequality above and condition (1) as well because
Hence (g n ) n≥max(l−2,1) is a Cauchy sequence in Eν l (Ω l ) for all l ∈ N and, since these spaces are complete by [19, 3.4 Proposition, p. 6], it has a limit G l ∈ Eν l (Ω l ). These limits coincide on their common domain because for every l 1 , l 2 ∈ N, l 1 < l 2 , and
So the limit function g, defined by g ∶= G l on Ω l for all l ∈ N, is well-defined and we have g ∈ EV(Ω). Thus we have for all l ∈ N
and hence the existence of g ∈ EV(Ω) with ∂g = f on Ω is proved. Moreover, we are already able to show that ∂ E is surjective for Fréchet spaces E over C just by using classical theory of tensor products of Fréchet spaces.
4.9.
Corollary. Let Condition 3.3 with ψ n (z) ∶= (1 + z 2 ) −2 , z ∈ Ω, and Condition 4.2 be fulfilled, I 214 (n) ≥ I 14 (n+1) and − ln ν n be subharmonic on Ω for every n ∈ N. If E is a Fréchet space over C, then
Proof. First, we recall some definitions and facts from the theory of tensor products (see [5] , [15] , [16] ). The ε-product of Schwartz is given by EV(Ω)εE ∶= L e (EV(Ω) 
is a topological isomorphism where δ x is the point-evaluation at x ∈ Ω. The space EV(Ω) is a Fréchet space by [19, 3.4 Proposition, p. 6] and the continuous linear injection
from the tensor product EV(Ω) ⊗ π E with the projective topology extends to a continuous linear mapχ∶ 
Denoting by ∂⊗ π id E the continuous linear extension of ∂ ⊗ π id E to the completion EV(Ω)⊗ π E, we observe that
Now, we turn to the actual proof. Let g ∈ EV(Ω, E). 
)(g)) = g.
Example.
Let Ω ⊂ C be a non-empty open set and (Ω n ) n∈N a family of open sets such that (i) Ω n ∶= {z ∈ Ω Im(z) < n and d
(ii) Ω n ∶=K n for all n ∈ N where
The following families V ∶= (ν n ) n∈N of continuous weight functions fulfil the assumptions of Corollary 4.9: a) Let (a n ) n∈N be strictly increasing such that a n ≤ 0 for all n ∈ N and
Proof. For each family (Ω n ) n∈N in (i) and (ii) holds Ω n ≠ C and there is N ∈ N 0 such that Ω n ≠ ∅ for all n ≥ N . Hence we assume w.l.o.g. that Ω n ≠ ∅ for every n ∈ N in what follows. In all the examples Condition 3.3 is fulfilled for ψ n (z)
by Example 3.7. Further, we choose I j (n) ∶= 2n for j = 1, 2, 4 and define the open
The function − ln ν n is subharmonic on Ω for the considered weights by [13, Corollary 1.6.6, p. 18] and [13, Theorem 1.6.7, p. 18] since the function z ↦ z is holomorphic and −a n ≥ 0. Furthermore, we have
The choice K ∶= Ω n , if Ω n is bounded, and
if Ω n is unbounded, guarantees that this condition is fulfilled. Condition 4.2 a)(ii):
as well as r n ∶= 1 (4n) and R n ∶= 1 (6n) for n ∈ N. Let z ∈ Ω I2(n) and x ∈ X I2(n) + B Rn (0). For ζ = ζ 1 + iζ 2 ∈ C with ζ − (z − x) = r n we have We conclude that Condition 4.2 a)(iii) holds since ν n ≤ 1. Condition 4.2 b): Let p, k ∈ N with p ≤ k. For all x = x 1 + ix 2 ∈ Ω p and y = y 1 + iy 2 ∈ Ω I4(n) we note that
because (a n ) n∈N is non-positive and increasing and 0 < γ ≤ 1. We deduce that
g n (x − y) ν p (x) x − y ν k (y) dy for (k, p) = (I 4 (n), n) and (k, p) = (I 14 (n), I 14 (n)) as (−a n ) n∈N is nonnegative and decreasing. If there is x ∈ N ∩ Ω C n with Im(x) > n or Im(x) < −n, then S 1,16n ⊂ S 1,n ⊂ N or S 2,16n ⊂ S 2,n ⊂ N since S 1,n and S 2,n are connected and N a component of M C . If there is x ∈ N ∩ Ω C n such that x ∈ S 3,n , then there is y ∈ ∂Ω with x ∈ B 1 n (y) ⊂ S 3,n . This implies B 1 (16n) (y) ⊂ B 1 n (y) ⊂ N as B 1 n (y) is connected and N a component of M C proving our claim. b) Condition 4.2 a)(i): The choice K ∶= Ω n guarantees that this condition is fulfilled. Condition 4.2 a)(ii): We have d X,I2 ≥ 1 (2n) if ∂Ω ≠ ∅ and d X,I2 = 2n if Ω = C for (Ω n ) n∈N from (ii). We choose g n ∶ C → C, g n (z) ∶= 1, as well as r n ∶= 1 (4n) and R n ∶= 1 (6n) for n ∈ N. Let z ∈ Ω I2(n) and x ∈ X I2(n) + B Rn (0). For ζ = ζ 1 + iζ 2 ∈ C with ζ − (z − x) = r n we have g n (ζ) ν I2(n) (z) = 1 =∶ A 2 (x, n).
Condition 4.2 a)(iii): Let K ⊂ C be compact and x = x 1 + ix 2 ∈ Ω n . Again, it follows from polar coordinates and Fubini's theorem that 
If there is x ∈ N ∩ Ω C n with x > n, then S 1,16n ⊂ S 1,n ⊂ N since S 1,n is connected and N a component of M C . If there is x ∈ N ∩ Ω C n such that x ∈ S 2,n , then there is y ∈ ∂Ω with x ∈ B 1 n (y) ⊂ S 2,n . This implies B 1 (16n) (y) ⊂ B 1 n (y) ⊂ N as B 1 n (y) is connected and N a component of M C proving our claim.
Due to Example 4.10 b) we get [13, Theorem 1.4.4, p. 12] back. For certain nonmetrisable spaces E the surjectivity of the Cauchy-Riemann operator in Example 4.10 a) for a n = −1 n, n ∈ N, ∂Ω ⊂ R and γ = 1 is proved in [17, 5.24 Theorem, p. 95] using the splitting theory of Vogt [26] and of Bonet and Domański [3] and that EV ∂ (Ω) has property (Ω) (see [23, Definition, p. 367] 
