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Résumé
Ce mémoire en vue d’obtenir l’habilitation à diriger des recherches présente une grande partie de mes travaux de recherche effectués depuis environ 10 ans dans le domaine du magnétisme quantique et de la physique statistique. Un accent particulier et péda-
gogique a été mis sur la présentation d’une classe de modèles de physique statistique clas-
sique : les modèles de dimères en interaction. La première partie composée de quatre cha-
pitres étudie les modèles bidimensionnels. Après une introduction aux pavages de dimères 
en deux dimensions, un modèle de dimères en interaction sur le réseau carré est présenté. 
Son diagramme de phase est ensuite étudié par des simulations numériques (Monte Carlo 
et matrice de transfert) et une analyse en théorie des champs (gaz de Coulomb) : une phase 
haute température critique est séparée d’une phase ordonnée par une transition Kosterlitz-
Thouless. Enfin, plusieurs extensions du modèle originel et leurs analyses sont présentées. 
La deuxième partie (quatre chapitres) est consacrée à l’étude de la même famille de modèles 
en trois dimensions. La physique se révèle plus riche avec une phase de Coulomb et une tran-
sition de phase non-conventionnelle, défiant la théorie standard de Ginzburg-Landau. Une 
théorie des champs est proposée pour la description du point critique, reliant ce problème à 
une autre classe de transitions de phase quantiques dite déconfinées.
La troisième partie plus courte (deux chapitres) effectue une synthèse d’autres travaux dans 
le domaine du magnétisme quantique : y sont évoquées notamment l’étude quantitative de 
systèmes magnétiques en basse dimension (en relation avec les expériences), la physique des 
liens de valence, des points critiques quantiques déconfinés ou encore des contributions sur 
la relation entre théories de l’information quantique et de la matière condensée. Une brève 
description de projets de recherche à venir complète ce mémoire. 
Abstract
This habilitation thesis presents my research activity since about 10 years in quantum magnetism and statistical physics. A particular and pedagogical emphasis is given on the study of  a class of  statistical mechanics models : interacting dimer models. The 
first part of  this thesis (four chapters) is dedicated to 2d models. After an introduction to 
dimer coverings in two dimensions, a model of  interacting dimers on the square lattice is 
introduced. Its phase diagram is then studied using numerical simulations (Monte Carlo and 
transfer matrix) as well as field theory (Coulomb gas): a high-temperature critical phase is 
separated from an ordered phase by a Kosterlitz-Thouless transition. Several extensions of  
the original model and their analysis are also presented.
The second part (four chapters) deals with the same family of  models in three dimensions. 
The physics is richer, with the occurence of  a Coulomb phase and of  an unconventional 
phase transition which defies the standard Ginzburg-Landau theory. A field theory is pro-
posed for the critical point, relating this problem to another class of  quantum phase transi-
tions, the so-called deconfined quantum critical points.
The final shorter part (two chapters) summarizes other research activities in quantum magne-
tism. We discuss there the quantitative study of  magnets in low dimension (in relation with 
experiments), valence bond physics, deconfined quantum critical points and contributions to 
the relation between quantum information and condensed matter theories. A short descrip-
tion of  future research projects closes this thesis.

Avant-propos
Ce mémoire en vue d’obtenir l’habilitation à diriger des recherches présente une grande partie de mes travaux de recherche effectués depuis environ 10 ans (de fin 2004 à fin 2014). Je l’ai décomposé en trois grandes parties : les deux premières 
présentent l’étude détaillée d’une famille de modèles de physique statistique classique, les 
modèles de dimères en interaction. La troisième partie présente une synthèse de mes autres 
activités de recherche, autour du magnétisme quantique. 
Bien que la physique statistique classique occupe une part faible de mes recherches, j’ai 
choisi de mettre l’accent sur les modèles de dimères en interaction pour deux raisons prin-
cipales. Tout d’abord, il s’agit d’un problème de physique très riche, universel, portant des 
connections au départ insoupçonnées et peu connues avec d’autres problèmes de matière 
condensée quantique : ce sujet méritait une revue. Ensuite et plus prosaïquement, il s’agit 
vraiment d’un thème « personnel » de recherche, pour lequel j’ai eu les premières idées au 
début de mon second post-doctorat (fin 2004), et que j’ai porté durant plusieurs années 
(jusqu’en 2010 environ).
Les deux premières parties de ce mémoire sont écrites de façon pédagogique et détaillée, 
dans l’esprit d’une thèse. La Partie I sur les modèles bidimensionnels et la Partie II sur les 
modèles tridimensionnels présentent des physiques différentes et à ce titre peuvent être 
considérées comme indépendantes, mais il est clair que le lecteur préférera les lire dans 
l’ordre. Ce mémoire ayant été finalisé début 2016, plusieurs travaux récents n’y sont pas 
présentés. Je pense notamment aux publications [Nahum15b,WaNg17,Sreejith18], qui sont 
particulièrement pertinentes pour les questions évoquées dans la Partie II. 
Afin d’éviter d’alourdir l’ensemble, la Partie III sur mes autres activités de recherche est plus 
concise (dans l’esprit d’une HDR) et peut se lire indépendamment. Cette partie contient 
aussi une présentation de certains projets de recherche, avec l’accent mis en particulier sur 
le problème de la localisation à N corps.
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Cette première partie concerne la physique de modèles de dimères en deux dimen-sions, lorsque ceux-ci sont soumis à des interactions. Il s’agit d’un problème simple, bien posé, et pour lequel la majorité des outils standards (analytiques ou numé-
riques) de la physique statistique est disponible. Assez étrangement et bien qu’il existe de 
nombreuses motivations physiques pour le faire, ce problème n’avait (pratiquement) pas été 
étudié auparavant. La solution de ce problème et de ses diverses variantes permet notam-
ment d’introduire de façon simple le formalisme du gaz de Coulomb, que l’on retrouve 
dans de nombreux problèmes en deux dimensions.
Le Chapitre I constitue une introduction pédagogique au problème de pavages de dimères 
bidimensionnels et à ses diverses motivations. Sont définies les caractéristiques essentielles 
pour la description de ces pavages (biparticité du réseau, hauteur) ainsi que les techniques 
de simulations de ce type de problèmes. Ce chapitre contient la définition du modèle étudié 
sur le réseau carré. Celui-ci est étudié en grand détail par des simulations Monte Carlo dans 
le Chapitre II, permettant de tracer numériquement son diagramme de phase. L’analyse 
théorique de ces résultats est formulée dans le Chapitre III en termes du gaz de Coulomb, 
qui bien que non-exact à l’échelle du réseau, capture entièrement la physique à longue 
distance. Cette analyse est corroborée par des calculs par matrice de transfert. Le dernier 
Chapitre IV de cette partie effectue une revue de plusieurs variantes introduites au cours 
des années. La description des différents résultats obtenus sur ces variantes est grandement 
facilitée par la compréhension physique introduite dans les chapitres précédents.
PARTIE 1 : 
Dimères classiques en deux dimensions
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Chapitre I. Un modèle simple de physique statistique
Ce chapitre constitue une introduction pédagogique à la physique statistique des dimères en deux dimensions. Après une brève présentation des motivations phy-siques pour étudier les modèles de dimères, nous donnons les principaux résultats 
connus sur les pavages de dimères, tout en donnant les concepts physiques essentiels. Le 
modèle de dimères en interaction qui sera étudié en détail dans les deux prochains chapitres 
est introduit, ainsi que les méthodes numériques qui permettront de le simuler. 
I.1.  Pourquoi les dimères classiques ?
Quelles sont les motivations physiques pour étudier des problèmes de dimères clas-siques ? Historiquement, la proposition de poser des dimères sur un réseau a été effectuée pour la première fois dans les années 30 [robertS35, FoWler37], comme 
un modèle simple pour l’adsorption de molécules diatomiques sur des surfaces cristallines. 
La façon d’énumérer le nombre de pavages par de tels dimères d’un réseau plan a formé 
ensuite un résultat célèbre de la physique statistique des années 60. Ce sont les méthodes 
de Pfaffien développées par Kasteleyn, temperley et Fisher [KaSteleyN61, temperley61, 
FiSher61] qui ont permis les premières d’effectuer ce calcul. C’est depuis devenu un pro-
blème standard en physique statistique qui a aussi attiré l’attention de la communauté ma-
thématique, notamment en ce qui concerne la justification rigoureuse des solutions dans le 
continu [KeNyoN09].
La connection avec les modèles de magnétisme explique aussi la grande popularité des 
modèles de dimères. Il existe en effet de nombreuses routes qui amènent chacune indé-
pendamment à ce type de modèle. Une de ces routes est la connexion formelle établie 
dans les années 60 avec la solution du modèle d’Ising en deux dimensions [FiSher66] par les 
méthodes de Pfaffiens. 
Un autre chemin est celui du magnétisme frustré classique. Les contraintes locales imposées 
par la frustration se traduisent dans certains cas en une description par des dimères de cœur 
dur, où chaque site d’un réseau (en général le dual) doit être occupé par un et seul dimère. 
C’est le cas par exemple de modèles entièrement frustrés (fully frustrated), comme le modèle 
d’Ising antiferromagnétique sur le réseau triangulaire, ou le modèle ferromagnétique avec 
une ligne de liens sur deux frustrés antiferromagnétiquement (Fig. 1). Dans ces cas, chaque 
plaquette élémentaire est frustrée, dans le sens où l’on ne peut trouver de configuration de 
spins satisfaisant les contraintes magnétiques. Les configurations qui minimisent l’énergie 
ont nécessairement un lien frustré par plaquette et en dessinant un trait (un dimère) per-
Fig. 1 Un fondamental du modèle d’Ising fully frustrated sur le réseau carré, et 
sa représentation en termes d’un pavage de dimères. Les liens en trait conti-
nus sont ferromagnétiques, les liens en tirets sont antiferromagnétiques. Les 
cercles blancs et noirs représentent respectivement des spins up et down. Les 
dimères qui vivent sur le réseau dual (situé au centre des plaquettes du réseau 
réel) coupent les liens frustrés dans la configuration de spin. Ici et par la suite, 
tous les pavages de dimères seront considérés sur des réseaux avec conditions 
aux bords périodiques. 
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pendiculairement à chaque lien frustré, on s’aperçoit que l’on pave le réseau dual avec ces 
dimères de cœur dur. Plus généralement, l’ensemble des pavages de dimère est en corres-
pondance simple avec l’ensemble extensif  de fondamentaux de tels modèles entièrement 
frustrés1. La même situation apparaît pour des modèles à symétrie continue, comme le 
modèle XY sur le réseau kagome [huSe92]. 
Une autre piste pour arriver aux modèles de dimères est celle du magnétisme quantique.  Les 
dimères vont représenter cette fois le singulet 1/
p
2(|"#i − |#"i) formé par deux spins 1/2 
sur des sites plus proches voisins. Dans certains modèles antiferromagnétiques, les spins 
préfèrent s’organiser en singulets locaux plutôt que de former un état ordonné magnétique-
ment. Ceci peut être mis en place de façon formelle par un développement en termes de 
l’amplitude  x = 1/
p
2 des singulets pour un modèle de spins 1/2 réaliste comme le modèle 
d’Heisenberg [roKhSar88, SchWaNdt10]. Les premiers termes d’un tel développement corres-
pondent au modèle de dimères quantiques ayant pour Hamiltonien (sur le réseau carré) :
Ici, comme précédemment, les configurations admises (de l’espace de Hilbert) sont des 
pavages de dimères, mais les dimères ont cette fois-ci une dynamique quantique propre 
donnée par HQDM. Les deux termes du Hamiltonien agissent sur les plaquettes du réseau 
carré : le premier terme cinétique est hors diagonal et « flippe » une plaquette, alors que le 
second terme potentiel est diagonal et compte le nombre de plaquettes « flippables ». Nous 
reviendrons sur ces notions et le diagramme de phase de HQDM plus tard. Pour le point 
Rokhsar-Kivelson (RK) v = t, le fondamental s’écrit comme la somme à poids égal de 
toutes les configurations de dimères [roKhSar88], i.e. le problème de dénombrement résolu 
dans les années 60. Des modèles classiques ou quantiques de dimères peuvent aussi émer-
ger d’autres représentations de problèmes de magnétisme quantique, comme par exemple 
un développement suivant l’anisotropie sur site pour des systèmes de spins quantiques à 
grande valeur de spin S>1 [SeN08,SeN09], ou encore comme modèle effectif  pour expliquer 
la mise en ordre de spins en interaction dipolaire sur le réseau kagome [cherN11].
Comme souvent, l’histoire scientifique fait une boucle et une dernière motivation récente 
vient de la physique de l’adsorption, comme dans les années 30. Cette fois-ci, il s’agit non 
plus de molécules diatomiques mais de molécules organiques complexes (l’acide tétracar-
boxylique p-terphényle-3,5,3’,5’) adsorbées sur une surface de graphite.  Le positionnement 
des groupes d’acide carboxylique est stabilisé par liaison hydrogène entre les molécules et 
peut s’effectuer de deux manières différentes le long des liens du substrat. Au final, les 
molécules s’organisent comme des pavages de dimères sur le réseau hexagonal sous-jacent, 
et ces pavages peuvent être imagés directement par microscopie à effet tunnel (STM). La 
Fig. 2 présente les résultats de microscopie des très belles expériences de Blunt et al. sur ce 
composé [bluNt08] et leur traduction en termes de pavages de dimères. Nous reviendrons 
sur une description plus précise de ces expériences dans la Sec. IV.1.
Ces différentes pistes nous amènent donc à la même question: quelle est la physique des 
pavages de dimères ? Dans cette première partie, nous allons considérer le cas des modèles 
bidimensionnels, sur le réseau carré ou triangulaire pour simplifier. Nous ne considérerons 
pour l’instant que les pavages complets de dimères de cœur dur, i.e. tous les sites du réseau 
sont occupés par un et un seul dimère.
1 avec un rapport un sur deux, dû au simple retournement de tous les spins dans une configuration
Éq. (1)HQDM = −t
X
⇤
�
| ih |+ | ih |
�
+ v
X
⇤
�
| ih |+ | ih |
�
.
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I.2. Résultats connus sur les pavages de dimères en deux 
dimensions
Entropie des pavages
Que savons-nous sur les pavages de dimères en deux dimensions ? Tout d’abord, il faut 
savoir les compter. Pour des réseaux plans, le problème peut se résoudre exactement [KaS-
teleyN61, temperley61, FiSher61], et ce nombre s’exprime comme le Pfaffien de la matrice 
de Kasteleyn. Les résultats obtenus par les Pfaffiens sont identiquement retrouvés avec des 
variables de Grassmann [hayN94] : on trouvera une introduction à ces techniques typiques 
des problèmes de fermions libres dans la revue récente [allegra15] et dans le Chapitre 6 de 
la Réf. [Krauth06]. Le résultat principal est que le nombre de pavages #2d varie exponen-
tiellement avec le nombre de sites du réseau et le système possède donc une entropie exten-
sive. Dans la limite asymptotique des grands réseaux, on trouve #2d = exp(s2dN) (où N  est 
le nombre de site du réseau) et s2d l’entropie par site, qui vaut s2d = G/⇡ = 0.2915609 . . . 
pour le réseau carré (G est la constante de Catalan) [KaSteleyN61, temperley61, FiSher61], 
ou encore s2d = 0.4286 . . . pour le réseau triangulaire [FeNdley02]. À noter que ces résultats 
ont aussi été re-dérivés par y. iKhleF et J. JacoBsen à l’aide de l’ansatz de Bethe [alet06b].
Corrélations dimère-dimère et biparticité du réseau
Le nombre de pavages étant extensif  avec la taille du réseau, nous pouvons faire de la 
physique statistique. On peut se demander par exemple si le système est désordonné, or-
donné ou critique. Pour cela, on peut calculer la fonction de corrélation dimère-dimère 
hd↵(0)dβ(r)ic. Ici, d(r) est le nombre d’occupation d’un dimère au site r, et les indices 
↵,β = x, y indiquent la direction dans laquelle pointe le dimère. Nous utiliserons parfois 
les raccourcis graphiques d (r) et d (r) pour dx(r) et dy(r) respectivement. L’indice c 
indique que la corrélation est connexe : hd↵(0)dβ(r)ic = hd↵(0)dβ(r)i  ⇢2, avec ⇢ la den-
sité moyenne de dimère, égale à 1/z pour des réseaux réguliers de coordinence z . Il est 
important de réaliser à ce stade que nous sommes face à un problème entropique : bien que 
toutes les configurations soient équiprobables, les corrélations entre dimères ne sont pas 
forcément uniformes. 
En se basant sur une méthode de Pfaffiens modifiée, les résultats exacts montrent une dif-
Fig. 2 Deux molécules d’acide tétracarboxy-
lique p-terphényle-3,5,3’,5’ (a) s’adsorbent sur 
une surface de graphite de deux façons diffé-
rentes (b), suivant un arrangement aux plus 
proches voisins parallèle ou en « flèche ». Ces 
arrangements peuvent être reproduits par des 
configurations locales de dimères sur le réseau 
hexagonal du graphite. (c) Les images STM de 
la surface peuvent être entièrement traduites 
en termes d’un pavage de dimères du réseau 
hexagonal. L’image STM et la représentation 
de la molécule sont tirées de la Réf. [bluNt08].
Arrangement parallèle
lytic graphite (HOPG) substrate, and images of
the interface between HOPG and the TPTC solu-
tion were acquired by using a scanning tunneling
microscope (STM) [see (16) for full experimental
details]. The samples were prepared and imaged
at room temperature. Nonanoic acid has been
identified as a suitable solvent by Lackinger et al.
(17, 18) in their investigations of trimesic and
related acids, and the properties of molecular net-
works stabilized by noncovalent interactions such
as hydrogen bonding have been reviewed by a
number of authors (19–21). There have also been
recent studies of molecules functionalized with
multiple carboxylic acid groups, similar to TPTC
(22–24).
A B C
Fig. 1. (A) Molecular structure of TPTC. Two possible arrangements for a
pair of TPTC molecules linked via a carboxylic acid–carboxylic acid hy-
drogen bond, (B) with the long axes of both molecules parallel to each
other, and (C) with one molecule rotated by 60° with respect to the other.
Marked on (B) are the calculated distances (16) between two phenyl rings
of different TPTC molecules taken across a carboxylic–carboxylic hydrogen
bond (d1), and the distance between the two end phenyl rings of a single
TPTC molecule (d2).
Fig. 2. (A) STM image of a typ-
ical area of TPTC network at the
nonanoic acid/HOPG interface.
The group of three phenyl rings
constituting the backbone of the
TPTCmolecules appear as bright
rodlike features in the image.
The hexagonal orientational
order of the structure is high-
lighted by the group of blue dots
in the lower right-hand corner
of the image, marking the loca-
tion of dark contrast regions in
the image (depressions/pores in
the network). (B to F) Molecular
ball and stick diagrams and tiling
representations for the five pos-
sible arrangements of TPTC mol-
ecules around a network pore.
Also shown are magnified STM
image examples of each pore
type from (A); the locations of the
magnified regions are marked
in (A) by blue dashed squares.
Scanning conditions of (A) were
tunneling current (It) = 0.015 nA
and tip voltage (Vt) = 1200 mV.
(G) Enlarged version of the mo-
lecular arrangement shown in (E).
The equivalent tiling representa-
tion is shown as a transparent
overlay, which highlights the
location of the carboxylic acid–
carboxylic acid hydrogen bonds
at themidpoint of edges between
tiles. (H) Corresponding tiling rep-
resentation of (A). The coloration
of (H) represents the three possi-
ble orientations of rhombi within
the tiling (red, green, and blue).
Idealized representations of the
molecular positions are shown
faintly in the tiling.
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Acide t tracarboxylique
p-terp ény -3,5,3′,5′ Arrangement en “flèche”
lytic graphite (HOPG) substrate, and images of
the interface between HOPG and the TPTC solu-
tion were acquired by using a scanning tunneling
microscope (STM) [see (16) for full experimental
details]. The samples were prepared and imaged
at room temperature. Nonanoic acid has been
identified as a suitable solvent by Lackinger et al.
(17, 18) in their investigations of trimesic and
related acids, and the properties of molecular net-
works stabilized by noncovalent interactions such
as hydrogen bonding have been reviewed by a
number of authors (19–21). There have also been
recent studies of molecules functionalized with
multiple carboxylic acid groups, similar to TPTC
(22–24).
A B C
Fig. 1. (A) Molecular structure of TPTC. Two possible arrangements for a
pair of TPTC molecules linked via a carboxylic acid–carboxylic acid hy-
drogen bond, (B) with the long axes of both molecules parallel to each
other, and (C) with one molecule rotated by 60° with respect to the other.
Marked on (B) are the calculated distances (16) between two phenyl rings
of different TPTC molecules taken across a carboxylic–carboxylic hydrogen
bond (d1), and the distance between the two end phenyl rings of a single
TPTC molecule (d2).
Fig. 2. (A) STM imag of a typ-
ical area of TPTC network at the
nonanoic acid/HOPG interface.
The group of three phenyl rings
constituting the backbone of the
TPTCmolecules appear as bright
rodlike features in the image.
The hexagonal orientational
order of the structure is high-
lighted by the group of blue dots
in the lower right-hand corner
of the image, marking the loca-
tion of dark contrast regions in
the image (depressions/pores in
the network). (B to F) Molecular
ball and stick diagrams nd tiling
representations for th five pos-
sible arran m nts of TPTC mol-
ecules around a network pore.
Also shown are magnified STM
image examples of each pore
type from (A); the locations of the
magnified regions are marked
in (A) by blue dashed squares.
Scanning conditions of (A) were
tunneling current (It) = 0.015 nA
and tip voltage (Vt) = 1200 mV.
(G) Enlarged version of the mo-
lecular arrangement shown in (E).
The equivalent tiling representa-
tion is shown as a transparent
overlay, which highlights th
location of the carboxylic acid–
carboxy ic acid hydroge bonds
at themidpoin f edges betw en
tiles. (H) Corresponding tiling rep-
resentation of (A). The coloration
of (H) represents the three possi-
ble orientations of rhombi within
the tiling (red, green, and blue).
Idealized representations of the
molecular positions are shown
faintly in the tiling.
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Image STM Dimères sur réseau hexagonal
lytic graphite (HOPG) substrate, and images of
the interface between HOPG and the TPTC solu-
tion were acquired by using a scanning tunneling
microscope (STM) [see (16) for full experimental
details]. The samples were prepared and imaged
at room temperature. Nonanoic acid has been
identified as a suitable solvent by Lackinger et al.
(17, 18) in their investigations of trimesic and
related acids, and the properties of molecular net-
works stabilized by noncovalent interactions such
as hydrogen bonding have been reviewed by a
number of authors (19–21). There have also been
recent studies of molecules functionalized with
multiple carboxylic acid groups, similar to TPTC
(22–24).
A B C
Fig. 1. (A) Mol cular structure of TPTC. Two possible arrangements for a
pair of TPTC molecules linked via a carboxylic acid–carboxylic acid hy-
drogen bond, (B) with the long axes of both molecules parallel to each
other, and (C) with one molecule rotated by 60° with respect to the other.
Marked on (B) are the calculated distances (16) between two phenyl rings
of different TPTC molecules taken across a carboxylic–carboxylic hydrogen
bond (d1), and the distance between the two end phenyl rings of a single
TPTC molecule (d2).
Fig. 2. (A) STM image of a typ-
i al area of TPTC network at the
nonanoic acid/HOPG interface.
The group of three phenyl rings
constituting the backbone of the
TPTCmolecules appear as bright
rodlike features in the image.
T e hexagonal orientational
order of the structure is high-
light d by the group of blue dots
in the l wer right-hand corner
f the image, marking the loca-
tion of ark contrast regions in
the image (depressions/pores in
the network). (B to F) Molecular
ball and stick diagrams and tiling
r pre entations for the five pos-
sible rrangements of TPTC mol-
e ules around a network pore.
Also shown are magnified STM
image ex mples of each pore
type rom (A); the locations of the
magnified regions are marked
in (A) by blue dashed squares.
Scanning conditions of (A) were
tunneli g current (It) = 0.015 nA
and tip voltage (Vt) = 1200 mV.
(G) E larged version of the mo-
lecular arrang ment shown in (E).
The equivalent tiling representa-
tion is sh wn as a transparent
overlay, hich highlights the
location of the carboxylic acid–
carboxylic acid hydrogen bonds
at themidpoint of edges between
tiles. (H) Corresponding tiling rep-
r sentation of (A). The coloration
of (H) represents the three possi-
ble o ientatio s of rhombi within
the tiling (red, green, and blue).
Idealized representations of the
molecular positions are shown
faintly in the tiling.
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férence profonde entre réseaux bipartites et non bipartites, en tout cas en ce qui concerne 
les réseaux « simples » usuels. Ainsi, sur le réseau carré ou le réseau hexagonal (bipartites 
tous les deux), la décroissance de la fonction de corrélation à grande distance est algébrique 
(par exemple hdx(0)dx(r = (r, 0))ic / (−)r/⇡2r2 pour le réseau carré [FiSher63]) : le système 
est critique. Pour le réseau triangulaire ou kagome (réseaux non bipartites), la décroissance 
est exponentielle hd↵(0)dβ(r)ic / exp(−r/⇠) (avec ⇠ = 0.6014 . . . pour le réseau triangu-
laire) : le système est dans une phase liquide.
En fait, tout n’est pas aussi simple : il existe des réseaux bipartites plus complexes où les 
corrélations sont exponentiellement décroissantes. C’est le cas par exemple du réseau « 
carré-octogone » [SaliNaS74, KeNyoN09]. Toutefois, et à la connaissance de l’auteur, ce sont 
toujours des réseaux où il y a plusieurs pavages possibles dans la cellule élémentaire : on 
comprend intuitivement que les réarrangements locaux associés puissent décorréler facile-
ment les configurations à grande distance et stabiliser une phase liquide.  
Comment déterminer si les pavages d’un réseau donné constituent une phase liquide, cri-
tique voire ordonnée ? La réponse n’est pas simple et ne transparaît pas dans le calcul des 
Pfaffiens, car reliée au résultat d’une intégrale complexe de la fonction de Green correspon-
dante2 [KeNyoN09]. Pour donner une réponse approximative mais simple, nous allons don-
ner ici deux arguments qui, bien qu’inexacts, vont nous permettre d’entrevoir la différence 
entre réseaux bipartites et non bipartites.
Le premier argument concerne les symétries d’une configuration de dimères, et en par-
ticulier le nombre de quantités conservées. Les réseaux bipartites possèdent en effet une 
quantité conservée de plus grande symétrie que celle pour les réseaux non bipartites : 
cette quantité est le nombre d’enroulement (nombre de winding). Prenons pour le définir 
l’exemple d’une configuration quelconque de dimères sur le réseau carré, et sur chaque lien 
du réseau, dessinons une flèche qui va d’un sous-réseau donné à l’autre (Fig. 3a) : cela per-
met de définir une orientation pour chaque lien (un « courant »). Traçons maintenant une 
ligne fictive (par exemple verticale) qui croisent les plaquettes du réseau. Le nombre d’en-
roulement est alors défini comme le nombre algébrique des dimères orientés qui croisent 
cette ligne (c.-à-d. en comptant +1 si le lien sur lequel se situe le dimère est orienté de 
gauche à droite dans notre exemple, -1 sinon).  En considérant l’exemple de la Fig. 3b, il 
2 Une autre façon d’exprimer le problème est de regarder s’il existe un gap dans les bandes du système de fermions libres 
équivalent.
Fig. 3 Nombre de winding d’une configuration de dimères sur le réseau carré. (a) Convention d’orientation 
des liens du réseau : les flèches vont d’un sous-réseau (ici dénoté par des cercles blancs) à l’autre (cercles noirs). 
(b) Une configuration de dimères sur le réseau carré (avec la convention d’orientation rappelée pour chaque 
dimère). Le nombre algébrique de dimères qui croisent la ligne verticale pointillée est conservé, quel que soit 
l’emplacement de la ligne : c’est le nombre de winding de la configuration.
(a) (b)
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est facile de s’apercevoir que ce nombre est le même indépendamment de l’endroit où se 
situe la ligne verticale. Ceci se révèle vrai pour toute configuration, et permet de définir le 
nombre de winding Wy de la configuration, qui varie entre Ly/2 et Ly/2 (Ly est la taille 
de l’échantillon dans la direction parallèle à la ligne). Bien sûr, il existe par symétrie une 
seconde quantité indépendante Wx dans l’autre direction. Pour un réseau non bipartite, il 
n’est plus possible d’assigner une orientation à chaque lien de la même façon puisqu’il n’y a 
plus deux sous-réseaux, et donc de définir un nombre de winding conservé identique d’une 
ligne à l’autre. Il subsiste toutefois une quantité conservée pour les réseaux non bipar-
tites : il s’agit de la parité du nombre de dimères qui 
croisent la ligne de référence. Le nombre de dimères 
reste en effet pair ou impair dans tout l’échantillon 
quel que soit l’endroit où est placée la ligne, comme 
visible sur l’exemple du réseau triangulaire de la Fig. 
4. À type de quantités conservées qualitativement 
différent, on s’attend à une physique elle aussi quali-
tativement différente pour les réseaux bipartites ou 
non. De plus, la contrainte du nombre algébrique de 
winding conservé étant bien plus forte que celle de 
la parité de ce nombre, on s’attend à un système plus 
corrélé sur le réseau carré que sur le réseau triangu-
laire : on comprend alors intuitivement que le réseau 
carré puisse être dans une phase critique alors que le 
réseau triangulaire est dans une phase liquide.
Le second argument est en fait relié indirectement au premier, mais va nous servir indé-
pendamment pour construire par la suite la théorie des champs appropriée. Il est basé sur 
la notion de hauteur [blote82, NieNhuiS84] pour les réseaux bipartites. La notion de hauteur 
intervient dans la description de nombreux systèmes physiques en deux dimensions, et 
provient notamment de la physique des surfaces. Dans notre cas, nous allons encoder de 
façon consistante une configuration de dimères dans une quantité scalaire (la hauteur), défi-
nie sur le réseau dual. La hauteur vit donc sur les plaquettes du réseau réel, et est définie à 
une constante près. Prenons par exemple une 
configuration de dimères sur le réseau carré 
(Fig. 5), choisissons une plaquette au hasard et 
assignons lui arbitrairement une hauteur égale 
à 0 (« niveau de la mer »). Nous allons défi-
nir de proche en proche la hauteur de toutes 
les plaquettes voisines avec la règle suivante : 
si en passant d’une plaquette à une autre, on 
croise un dimère, alors la hauteur varie de 
±3/4. Sinon, elle varie de ⌥1/4. Le signe ± 
ou ⌥ dans les expressions précédentes est dé-
terminé de la façon suivante : si pour passer 
d’une plaquette à une autre, nous tournons 
dans le sens antitrigonométrique autour d’un site 
du sous-réseau A, alors on choisit les signes 
+3/4 et 1/4. Si l’on tourne autour du sous-
0 0
0
3/4 1/2
1/4
−1/4
1
3/41/2
1/4
1/41 1
3/43/4 1/2
5/41 1
3/4 1/2
1/4
5/4 1
Fig. 4 Le nombre de dimères qui croise 
une ligne fixe sur le réseau triangulaire n’est 
pas conservé, mais sa parité l’est, comme 
illustré par les deux lignes verticales.
Fig. 5 Représentation en termes de hauteur 
d’une configuration de dimères sur le réseau carré. 
La convention d’orientation est représentée sur un 
des deux sous-réseaux : en tournant autour d’un 
sous-réseau dans le sens de la flèche, la hauteur 
doit diminuer de 1/4 si le lien traversé ne possède 
pas de dimère, et augmenter de 3/4 sinon.
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réseau B, les variations de hauteur sont 3/4 et +1/4. Il est très facile de comprendre la 
valeur des constantes et leurs signes relatifs en remarquant qu’en faisant une boucle autour 
d’un site, on doit nécessairement croiser un dimère et trois liens vides. Pour que la hau-
teur soit bien une quantité monovaluée, il faut que la variation totale de hauteur soit nulle 
durant cet événement - ce qui mène donc aux constantes précédentes. On se convaincra 
aussi à l’aide de la figure que la convention de signe pour la circulation autour d’un sous-
réseau donné est essentielle dans cet argument pour pouvoir définir de façon consistante 
la hauteur. Il est en effet impossible de définir une hauteur de façon consistante pour les 
réseaux non bipartites, encore une fois à cause de l’absence de deux sous-réseaux. Nous 
devinons donc de nouveau avec cet argument une physique différente pour les deux types 
de systèmes (bipartites ou non). La hauteur sera une notion essentielle dans le Chapitre III.
Monomères
Nous poursuivons notre présentation en introduisant (à faible dose) des monomères, un nou-
vel objet dans ce type de modèles. On appelle monomère tout site vide du réseau inoccupé 
par un dimère, c.-à-d. les monomères sont les défauts dans les pavages de dimères. Pour les 
pavages compacts de dimères évoqués jusqu’ici, il n’y a pas de monomères. Il s’agit en fait 
du cas particulier du problème plus général dimères-monomères, qui consiste à permettre à une 
densité finie de monomères (ou bien à un nombre moyen fixé par une certaine fugacité) 
d’exister dans un pavage de dimères. Contrairement au cas sans monomères, il n’existe pas 
de méthode exacte générale pour énumérer simplement ces pavages dimères-monomères 
en deux dimensions (bien qu’il existe une heuristique très performante [baxter68]). Le pro-
blème dimères-monomères est en fait un problème important en physique mathématique 
[FriedlaNd05]. D’un point de vue physique, il est établi que l’introduction d’une densité finie 
(même infinitésimale) de monomères dans un système de dimères sur un réseau bipartite va 
déstabiliser ce système critique pour le rendre liquide. Cela a été observé numériquement à 
l’aide de développement en séries [gauNt69] ou de simulations Monte Carlo [Krauth03], et 
sera compris aisément avec les théories des champs développées dans le Chapitre III. Plus 
intuitivement, l’introduction de monomères brise la règle de hauteur définie auparavant 
pour le réseau carré (les monomères sont des dislocations dans le champ de hauteur), et le 
nombre de winding n’est plus une quantité conservée : on devine alors que le système ne 
peut plus être critique. En fait, ceci pouvait se déduire d’un résultat très général de heil-
mann et lieB [heilmaNN70] obtenu sur l’énergie libre d’un tel système, qui indique que s’il y 
a une transition de phase, elle doit avoir lieu à densité nulle de monomères. Or il y a forcé-
ment une transition de phase, puisque dans le cas limite d’une densité unité de monomères, 
il ne peut pas y avoir évidemment de corrélations critiques de dimères. Pour un réseau non 
bipartite, il n’y a pas de transition de phase, puisque le système est déjà dans un état liquide. 
Nous n’allons pas pour l’instant considérer ce problème, mais celui plus simple où l’on 
introduit un nombre fini (en général deux) de monomères dans un pavage complet de 
dimères, et non pas une densité finie. La question est alors de savoir combien il y a de 
façons de poser ces deux monomères tests en fonction de la distance les séparant. Plus pré-
cisément, on définit la fonction de corrélation monomère-monomère
comme proportionnelle à la fonction de partition avec deux monomères séparés de r, i.e. 
M(r) ⌘ hm(0)m((r)) / Z(r)
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Z(r) est le nombre de pavages dimères-monomères admettant les deux monomères. La 
constante de proportionnalité est généralement choisie telle que M(1) = 1, ce qui pour 
des réseaux réguliers correspond à une constante égale à 1/zZ où z est la coordinence 
du réseau et Z le nombre de pavages possibles sans monomères. Ici m(r) est l’opérateur 
nombre de monomères au site r. Il est important de comprendre que cette fonction de cor-
rélation monomère-monomère n’est pas un simple facteur géométrique, puisque les deux 
monomères interagissent en fait à travers la mer de dimères dans laquelle ils sont posés. 
M(r) va donc refléter la physique du système à travers sa réponse à l’introduction de ces 
monomères tests. 
La manière de calculer cette fonction de corrélation exactement a aussi été obtenue dans 
les années 60 [FiSher63], et implique une perturbation des Pfaffiens étudiés dans le cas sans 
monomères. Le calcul est un peu laborieux, mais peut être effectué à l’aide des détermi-
nants de Toeplitz (voir Réf. [allegra15] pour une synthèse récente). On retrouve avec cet 
indicateur une différence entre les réseaux bipartites et non bipartites. Pour les réseaux 
bipartites, remarquons tout d’abord que les deux monomères tests doivent se situer sur 
des sous-réseaux différents (sinon M(r) = 0), alors qu’il n’y a aucune restriction pour les 
réseaux non bipartites. Ensuite, les calculs exacts [FiSher63] montrent que pour les réseaux 
bipartites, la fonction de corrélation s’annule algébriquement aux grandes distances, par 
exemple M(r = (r, 0)) / 1/
p
r pour le réseau carré. Dans ce cas, on parle de monomères 
tests confinés (algébriquement), car la probabilité de trouver deux monomères à grande 
distance s’annule. Par contre, pour le réseau triangulaire, on obtient que la fonction de 
corrélation décroît exponentiellement vers une constante M(r) / exp(−r/⇠) +M(1), où 
M(1) = 0.89658 . . . et la longueur de corrélation ⇠ = 0.6014 . . . se trouve être la même que 
pour les corrélations dimère-dimère. On parle alors de monomères tests déconfinés, car il 
existe une probabilité non nulle de les trouver arbitrairement éloignés.
I.3. Un modèle de dimères en interactions
La physique statistique s’intéresse en général aux propriétés collectives de particules ou 
objets lorsqu’ils entrent en interaction. Pourtant jusqu’ici, nous avons simplement évoqué 
le problème de dimères libres, sans interaction. Certes, la contrainte globale sur les pavages 
de dimères ainsi que la propriété de cœur dur de ces objets correspondent à une interaction 
cachée entre ces objets (modèle entropique [Krauth06]). Toutefois, il apparaît étrange que 
jusqu’ici, personne n’ait étudié le problème de dimères en interaction (en fait, ce n’est pas 
tout à fait le cas, et nous reviendrons sur l’historique de ces modèles).
Définition
Le reste de cette partie est consacré à l’étude d’un modèle de dimères de cœur dur en inte-
raction sur le réseau carré introduit dans la Réf. [alet05]. La fonction de partition pour une 
température T  s’écrit : 
où la somme porte sur tous les pavages de dimères c du réseau carré, auxquels on assigne 
une énergie d’interaction Ec qui compte le nombre N c( ) +N c( ) de plaquettes avec 
Ec = v
h
N c( ) +N c( )
i
Z =
X
c
exp(Ec/T )
Éq. (2)
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des dimères parallèles (horizontaux ou verti-
caux) dans la configuration c. Ce modèle est 
illustré dans la Fig. 6, où pour une configuration 
de dimères, les plaquettes colorées contribuent 
+v à l’énergie totale de cette configuration. Le 
signe de v détermine la nature des interactions 
entre dimères : v < 0 favorise l’alignement co-
lonnaire des dimères alors que v > 0 favorise les 
configurations alternées (voir plus loin). |v| sera 
choisi égal à 1 (échelle d’énergie). Pour la suite, 
nous nous concentrerons sur le cas colonnaire 
v < 0, sauf  mention explicite.
Pourquoi ce terme d’interaction entre dimères ? 
À vrai dire, c’est probablement le terme le plus simple que l’on puisse imaginer si l’on veut 
créer une interaction locale (plus proche voisins) entre dimères. De plus, ce terme est déjà 
connu comme la partie classique du modèle de dimères quantiques Éq. (1). À ce titre, ce 
modèle classique nous renseignera sur la physique du modèle quantique température nulle 
lorsque le terme potentiel domine, mais aussi pour la physique à haute température (où les 
effets quantiques sont estompés). Finalement, ce type de modèles peut parfois émerger per-
turbativement comme modèle effectif  de magnétisme frustré. Nous avions évoqué en effet 
que certains modèles (notamment quantiques) de spins frustrés avaient des fondamentaux 
en correspondance avec l’ensemble des pavages de dimères d’un réseau. En modifiant les 
modèles originaux (par exemple en prenant le modèle d’Heisenberg avec une anisotropie 
sur site grande ou en présence d’un fort champ magnétique), plusieurs termes apparaissent 
en perturbation qui vont coupler les dimères entre eux [SeN08, SeN09]. Ces termes sont 
parfois hors diagonaux (quantiques), mais parfois aussi diagonaux (classiques). Dans ce 
dernier cas, les modèles effectifs obtenus se révèlent très proches de celui étudié ici.
Que savons nous dire sur ce modèle ? Prenons en compte les considérations simples et 
habituelles de la physique statistique. Il existe deux points exacts : à température infinie, et 
à température nulle. À température infinie, les interactions n’interviennent pas et il s’agit 
du problème entropique évoqué précédemment. Nous savons que le système y est critique, 
avec des corrélations dimère-dimère et monomère-monomère décroissant algébrique-
ment : hd(0)d(r)ic / r2 et M(r) / r 1/2. Il est par ailleurs facile de vérifier que seules les 
4 configurations colonnaires représentées Fig. 7 minimisent l’énergie. À T = 0, le système 
s’ordonne donc dans une phase colonnaire, qui brise spontanément l’invariance par trans-
lation et par rotation de ⇡/2. 
Entre la phase critique à T = 1 et la phase ordonnée à température nulle, il existe certaine-
Fig. 6 Illustration du modèle de dimères en 
interaction sur le réseau carré. Chaque plaquette 
(colorée) du réseau qui posséde deux dimères 
parallèles contribue +v à l’énergie.
Fig. 7 Les quatre fondamentaux colonnaires du modèle de dimères en interaction sur le réseau carré (pour v < 0).
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ment donc (au moins) une transition de phase, voire même possiblement une phase inter-
médiaire. Pour T  faible mais fini, on s’attend à ce que la phase colonnaire subsiste toujours, 
car il faut une énergie finie de l’ordre de |v| pour passer d’un des 4 fondamentaux à un état 
excité (le spectre de ce modèle étant discret). Par contre, nous ne pouvons pas dire avec 
ce type d’argument si la phase critique subsiste à température grande, mais finie. Il faudra 
recourir à d’autres méthodes plus complexes pour pouvoir être plus précis.
Finissons cette section avec des remarques historiques concernant ce modèle : après l’avoir 
défini et étudié dans la Réf. [alet05], nous nous sommes aperçus qu’il avait été déjà introduit 
(mais pas forcément bien étudié) dans d’autres contextes auparavant. Ce modèle a été défini 
[heilmaNN77] puis étudié par développement haute température [polaNd79] dans l’étude de la 
physique des cristaux liquides. Il n’a pas été développé plus avant, car il ne montrait pas de 
phase liquide à basse température, ce qui était alors recherché à l’époque dans ce contexte. 
Plus tard, BranKov et al. ont aussi étudié ce modèle à l’aide de simulations Monte Carlo 
[braNKov90, braNKov92]. Nous reviendrons plus tard sur ces études précédentes qui ont 
toutes raté la nature des phases dans ce modèle, ainsi que la criticalité associée.
Comment étudier ce modèle ?
Lorsque l’on branche les interactions entre dimères, le modèle n’est plus soluble par les 
techniques de Pfaffiens. En effet, celles-ci sont typiquement limitées aux problèmes de 
fermions libres, auquel le modèle des dimères sans interaction est équivalent. Un espoir de 
résolution analytique reste possible avec l’ansatz de Bethe, qui a été dérivé pour le problème 
des dimères sans interaction et qui, potentiellement, peut aller au delà des fermions libres. 
Malheureusement, il n’a pas été possible d’écrire de façon auto-consistante les équations de 
Bethe dans le cas avec interaction [alet06b].
Il reste donc les méthodes numériques pour simuler ce modèle. Pour les problèmes de 
physique statistique classique en deux dimensions, deux méthodes de choix existent : les 
techniques de Monte Carlo et la famille des méthodes matrice de transfert, que nous pré-
sentons brièvement ci-dessous.  Les méthodes Monte Carlo vont permettre de calculer 
les valeurs moyennes d’observables thermodynamiques, alors que dans le second cas, les 
calculs se concentreront plutôt sur les valeurs propres de la matrice de transfert, reliées à la 
fonction de partition et à l’énergie libre.
•	 Simulations	Monte	Carlo	de	modèles	de	dimères
Tout d’abord et bien qu’il soit soluble analytiquement, voyons comment il est possible de 
simuler par Monte Carlo le problème des dimères sans interaction. Nous nous plaçons dans 
la gamme des techniques Monte Carlo en chaînes de Markov, où l’on passe d’une configura-
tion à une autre avec une certaine dynamique Monte Carlo. Pour s’assurer d’échantillonner 
correctement la distribution de probabilité d’équilibre, il suffit de vérifier le bilan détaillé 
pour chaque mouvement Monte Carlo, et que l’ensemble des mouvements soit ergodique. 
Algorithme Monte Carlo local — Sans interaction, le bilan détaillé est trivialement véri-
fié en acceptant tous les mouvements Monte Carlo, à condition bien sûr qu’ils emmènent 
vers une nouvelle configuration valide de l’espace des phases. Au contraire de ce qui se 
passe par exemple pour un modèle d’Ising où le mouvement de base consiste à retourner 
un spin, cette condition est non triviale pour les modèles contraints comme le modèle de 
dimères. En effet, tourner simplement de ⇡/2 n’importe quel dimère de la configuration 
initiale (représentée dans la Fig. 8a) aboutit à une configuration non permise, puisque deux 
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dimères se partagent un site. On s’aperçoit assez rapidement que le mouvement le plus 
simple pour aboutir à une nouvelle configuration valide consiste à tourner deux dimères 
parallèles situés autour d’une même plaquette (on « flippe » la plaquette). La Fig. 8b illustre 
ce mouvement local. 
Le lecteur habitué aux simulations Monte Carlo en physique statistique s’attendra à ce 
qu’un algorithme local, bien que valide, soit lent et non efficace. Proche d’une transition 
de phase (comme celle attendue dans le modèle Éq. (2)), il risque par ailleurs de souffrir de 
ralentissement critique, empêchant l’étude d’échantillons de grande taille. De plus, on peut 
montrer que cet algorithme n’est pas ergodique, car il ne permet d’accéder qu’à des confi-
gurations ayant même nombre de winding : on est donc bloqué dans le secteur de winding de la 
configuration initiale et l’algorithme ne visite donc pas tout l’espace des phases.
Graphe de transition et algorithme de ver — Inspiré par les algorithmes d’amas (cluster) 
pour les modèles de spin, nous avons envie d’effectuer des mouvements non locaux dans 
l’espace des phases. Pour comprendre et construire de tels mouvements, superposons deux 
configurations aléatoires de dimères (Fig. 9a). On s’aperçoit que l’ensemble des dimères 
des deux configurations forment des boucles (Fig. 9b).  Ces boucles sont nécessairement 
fermées, puisque chaque site est occupé par un dimère dans les deux configurations (elles 
peuvent éventuellement être de taille 2 si deux dimères se situent sur le même lien dans les 
deux configurations). Ces boucles sont appelées boucles de transition, et l’ensemble qu’elles 
forment le graphe de transition : en effet, étant donnés une configuration de dimères et le 
graphe de transition, nous pouvons reconstruire la seconde configuration. On comprend 
donc que chaque mouvement Monte Carlo correspond en fait au choix d’un graphe de 
transition. Bien sûr, on ne peut pas appliquer n’importe quel graphe de transition sur n’im-
porte quelle configuration de dimères : il faut que les boucles de ce graphe soit constituées 
a) b)
a) b) c)
Fig. 8 Illustration de l’algorithme Monte Carlo local : a) Configuration initiale de dimères. b) Configura-
tion obtenue après renversement d’une plaquette (colorée pour illustration) possédant deux dimères parallèles. 
c) Graphe de transition d’un tel mouvement. 
Fig. 9 (a) Deux configuration de dimères et (b) leur graphe de transition.
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alternativement (un « pas » sur deux) par la configuration de dimères en question (graphe 
compatible). Le mouvement Monte Carlo local décrit auparavant correspond à un graphe 
de transition particulièrement simple : il est constitué de boucles triviales de taille 2 pour la 
majorité des dimères, sauf  pour ceux parallèles autour de la plaquette en question où l’on 
forme une boucle de taille 4 (Fig. 8c). 
Pour obtenir un algorithme Monte-Carlo non local, il suffit alors « d’agrandir » la taille de 
cette boucle. Pour cela, effectuons une marche au hasard. Partant d’un site de la configura-
tion initiale, considérons le dimère qui y réside, déplaçons-nous au site relié par ce dimère 
puis effaçons ce dimère. Nous nous retrouvons sur un site du réseau dépourvu de dimères 
(Fig. 10a) : pour y remédier, plaçons un nouveau dimère au hasard sur un des quatre liens 
(pour l’exemple considérons un lien différent de celui où nous avons effacé le dimère) et 
déplaçons-nous jusqu’au nouveau site pointé par le dimère. Nous n’avons toujours pas une 
configuration valide mais cette fois-ci il s’agit du problème inverse, avec un site occupé par 
deux dimères (Fig. 10b). Effaçons le dimère qui s’y trouvait, et déplaçons-nous sur le site 
vers lequel ce dimère pointait. On se retrouve dans la situation de la Fig. 10a, et nous pou-
vons continuer ainsi le même cheminement. Ce mouvement s’arrête lorsque nous repla-
çons un dimère sur le site initial (maintenant dépourvu de dimère) : on aboutit à une nou-
velle configuration valide (Fig. 10c), totalement différente de la configuration initiale. Ce 
mouvement non local permet donc de créer un graphe de transition arbitrairement grand.
Cette méthode est appelée algorithme de ver3, car il peut être vu comme un ver faisant une 
marche aléatoire dans une configuration de dimères (en fait, la marche n’est pas entière-
ment au hasard puisqu’un pas sur deux est dicté par la configuration initiale de dimères). 
On voit facilement que si le ver ainsi décrit passe par les conditions aux bords périodiques 
pour fermer la boucle de transition, le nombre de winding de la nouvelle configuration 
sera différent de celui de la configuration initiale. Ceci prouve que l’algorithme de ver est 
ergodique. 
Une revue pratique des méthodes de ver pourra être trouvée dans la Réf. [alet07]. L’algo-
rithme de ver permet de simuler des systèmes de bien plus grandes tailles que ceux acces-
sibles avec l’algorithme local : typiquement jusqu’à environ 5002 pour un réseau carré et 
1503 pour un réseau cubique (au lieu de 642 ou 323 au maximum avec un algorithme local). 
Il se révèle aussi très efficace proche d’un point de transition, avec un ralentissement cri-
3 en référence à l’algorithme de ver originellement proposé pour des modèles de spins dans la Réf. [proKoF’ev01]
a)
b)
c)
Fig. 10 Illustration de l’algorithme Monte Carlo de ver : a) pas intermédiaire où un site est dépourvu de 
dimères, b) pas intermédiaire où un site est couvert par deux dimères. c) Une configuration initiale de dimères 
traversée par un ver (symbolisé par la ligne pointillée) donne lieu à une nouvelle configuration de dimères 
fortement différente de la configuration initiale. Dans cet exemple, le ver passe par les conditions aux bords 
périodiques de l’échantillon et le nombre de winding des deux configurations est par conséquent différent.
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tique quasiment nul. Enfin, bien que nous 
ne générons que des configurations de 
dimères valides (c.-à-d. avec un et un seul 
dimère par site), cet algorithme permet de 
sonder la physique des monomères tests. En effet, 
si l’on prend une « photographie » durant 
la construction de l’algorithme (Fig. 11), on 
voit très clairement que nous traitons de 
configurations de dimères dans lesquelles 
ont été insérés deux monomères sur des 
sous-réseaux différents. En fait, la construc-
tion de l’algorithme nous assure que l’his-
togramme de la distance entre la « tête » et 
la « queue » du ver (les deux monomères) 
est exactement proportionnel à la fonction de 
corrélation monomère-monomère M(r). Cette propriété, qui peut paraître surprenante, est 
en fait typique des algorithmes de vers [proKoF’ev01, proKoF’ev98]. Cela permet aussi d’affir-
mer que l’algorithme de ver est physique, puisque ses propriétés typiques (telles que la taille 
moyenne des boucles de transition) suivent fidèlement la physique des défauts du modèle. 
Cette remarque nous permet d’ailleurs de deviner dans quelles situations l’algorithme sera 
efficace : lorsque les monomères sont déconfinés, les boucles sont grandes et le mouve-
ment non local décorrèle fortement les configurations. Par contre, on s’attend à un algo-
rithme moins performant dans une phase où les monomères sont confinés. Le corollaire 
amusant est que les performances brutes de l’algorithme pour un jeu de paramètres donné 
permettent de deviner dans quelle phase physique le système se trouve.
Algorithme « Pocket » — Un algorithme alternatif  a été proposé par Krauth et moes-
sner [Krauth03] pour traiter les dimères non localement, l’algorithme pocket. Il s’agit ici 
de définir un axe de symétrie dans le système, et de partir avec une « poche », qui est une 
liste de dimères. L’étape principale consiste à retirer de la poche (initialement remplie d’un 
seul dimère) un élément aléatoire, qui est ensuite reflété par rapport à l’axe de symétrie. Si 
le dimère reflété touche un ou plusieurs autres dimères, ceux-ci sont ajoutés à la poche. 
L’étape principale est ensuite répétée jusqu’à ce qu’il n’y ait plus de dimères dans la poche. 
Il est possible de montrer que l’algorithme ainsi édicté est ergodique si l’on considère un 
ensemble approprié d’axes de symétrie [Krauth03]. On retrouvera des explication plus dé-
taillées de cet algorithme dans la référence originelle [Krauth03], ainsi qu’une introduction 
pédagogique dans la Réf. [Krauth06].
Cet algorithme assez original est issu d’une famille d’algorithmes spécifiques aux modèles 
de particules sur réseau (algorithmes de pivot [dreSS95]). Ses performances sont typique-
ment comparables avec celles de l’algorithme de ver, en termes de tailles accessibles. 
Ajout d’interactions et de monomères — Jusqu’ici, nous avons décrit les simulations 
Monte Carlo pour des dimères sans interactions. Comment les traiter ? Il suffit de rajouter 
une probabilité d’acceptation de la nouvelle configuration qui dépend de l’énergie, afin de 
vérifier le bilan détaillé. Notons que pour les trois algorithmes, cette modification n’est pas 
trop complexe et surtout ne provoque (presque) pas de perte d’efficacité pour les algo-
rithmes non locaux.
Fig. 11 Configuration intermédiaire de l’algo-
rithme de ver. Deux sites sont laissés sans dimère : 
cette configuration va contribuer au calcul de la fonc-
tion de corrélation monomère-monomère M(r), où 
r est le vecteur séparant les deux sites vides.
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Pour l’algorithme Monte Carlo local, il s’agit tout simplement d’une condition de Metro-
polis [metropoliS53], avec Paccept = min(1, exp( E)) où E est la différence d’énergie 
entre la configuration finale et la configuration initiale. À noter que bien que les deux 
dimères restent parallèles autour de la même plaquette (qui ne contribue donc pas à E ) 
dans ce mouvement Monte Carlo, les plaquettes environnant la plaquette flippée (et donc 
l’énergie) vont bien sûr être modifiées.
Pour l’algorithme de ver, l’insertion des aspects énergétiques se fait au moment de la situa-
tion de la Fig. 10a, lorsqu’il faut placer le dimère sur un des quatre liens. Au lieu de choisir 
un lien au hasard, le choix va maintenant se faire selon l’énergie locale associée à chaque 
possibilité. Le choix le plus simple est le bain de chaleur (heat-bath), où l’on place le dimère 
sur le lien f avec une probabilité P f proportionnelle à exp( E f ), où E f  compte un 
facteur +v pour toutes les plaquettes environnantes qui auront deux dimères parallèles si 
l’on met le dimère dans la direction f . On montre alors que ce choix permet de vérifier 
un bilan détaillé local, puis global le long du parcours du ver. Il existe d’autres choix pos-
sibles qui vérifient le bilan détaillé local, notamment celui des « vers dirigés ». L’idée ici est 
que le choix de placer le dimère doit certes dépendre de la direction f où l’on souhaite le 
placer, mais aussi de la direction i où le dimère était placé auparavant. L’écriture du bilan 
détaillé local emmène à un jeu d’équations à vérifier pour les probabilités conditionnelles 
P i! f, et il existe de nombreuses possibilités pour satisfaire ces équations. On applique 
alors une règle empirique qui consiste à minimiser la probabilité P i! i, c.-à-d. le cas où le 
ver revient sur ses pas (car on s’attend à ce que ce mouvement soit inutile). Cette stratégie 
d’un « ver dirigé » (directed worm) est inspirée des algorithmes de boucles dirigées en Monte 
Carlo quantique [SyljuaSeN02, alet03], et a été proposée pour la première fois par sandviK 
et moessner [SaNdviK06] dans le contexte des dimères. On trouvera plus de détails dans ces 
références précitées (notamment la Réf. [alet07]) ainsi que dans la Réf. [alet06b], où une 
subtilité liée au calcul de la fonction de corrélation monomère-monomère M(r) en pré-
sence d’interactions est aussi évoquée.
 Pour l’algorithme pocket, il est possible de rajouter les interactions en autorisant l’inclusion 
dans la poche non seulement des dimères qui touchent le dimère reflété, mais aussi ceux 
qui interagissent avec lui autour d’une plaquette (avant ou après la réflexion) [papaNiKo-
laou07]. On peut alors créer plusieurs boucles non triviales dans le graphe de transition. 
Cette méthode découle des travaux de luiJten et collaborateurs [liu04, liu05] pour traiter 
les interactions dans le cadre des algorithmes de pivot pour les systèmes de fluides. 
Finissons cette section sur les algorithmes Monte Carlo avec une remarque sur l’insertion 
de monomères dans un modèle de dimères. L’algorithme de ver permet naturellement de 
sonder la physique de deux monomères test, mais qu’en est-il d’une densité finie ?  Pour 
l’algorithme pocket, il suffit de partir dans la configuration initiale avec le nombre de mono-
mères voulu [Krauth03]. Alternativement, on peut rajouter un pas intermédiaire Monte Car-
lo de dissociation de dimères / création de monomères contrôlée par un potentiel chimique 
pour les monomères. On peut montrer4 que l’on peut aussi adapter l’algorithme de ver, en 
permettant au ver de s’arrêter (avec une probabilité dépendant d’un potentiel chimique) en 
tout point du réseau, et non pas seulement en son point de départ. La boucle de transition 
est alors non fermée, et les deux monomères ainsi libérés se situent aux extrémités ouvertes 
de la boucle.  À noter qu’il est possible d’adapter ces deux algorithmes avec monomères au 
cas où les dimères interagissent. Cela est aisé avec l’algorithme pocket, un peu plus complexe 
4 F. Alet, non publié. Un algorithme similaire est utilisé dans la Réf. [SeN09]
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avec l’algorithme de ver.
•	 Matrice	de	transfert
La technique de matrice de transfert considère des réseaux de taille L⇥M (où l’on pren-
dra typiquement par la suite M ! 1). La fonction de partition du modèle de dimères 
(tout d’abord considéré sans interaction) s’écrit pour ce réseau Z(L,M) = Tr0 T (L)M , où la 
matrice de Transfert T  va relier une configuration ↵ de dimères d’une ligne horizontale du 
réseau à une autre ↵0 sur la ligne horizontale supérieure.  Les configurations de ligne sont 
données par des nombres d’occupation de dimères sur chaque lien (horizontal et vertical). 
Une configuration de ligne est valide si bien sûr la contrainte de cœur dur est respectée par 
les nombres d’occupation. De même, il faut s’assurer que les configurations de ligne ↵ et 
↵0 soient compatibles entre elles : seuls les couples de configurations compatibles auront 
un élément non nul T↵↵0 = 1 de la matrice de transfert. Ceci est dénoté par l’indice ' dans 
la trace de la fonction de partition.
Nous nous intéresserons par la suite essentiellement aux valeurs et vecteurs propres de la 
matrice de transfert. Les symétries du modèle de dimères peuvent alors être mises à pro-
fit dans la construction de la matrice de transfert, en particulier les symétries d’espace et 
topologiques. Ainsi, pour un système périodique dans la direction d’espace, T  est diagonale 
par bloc dans chaque secteur de winding Wx, ainsi que dans chaque secteur d’impulsion 
k. Comme cela est usuel pour les méthodes de type diagonalisation exacte, l’utilisation 
des symétries a un double avantage. Premièrement, la taille des matrices à diagonaliser 
est considérablement réduite. Secondement, connaître les symétries permet d’obtenir de 
l’information sur la nature physique des états propres dans le bloc considéré. Ainsi, il est 
facile de voir que le secteur Wx = 0 est le plus grand, et sera le seul à contribuer à la fonc-
tion de partition. Par contre, les secteurs Wx 6= 0 correspondent à l’introduction de |Wx| 
monomères dans un sous-réseau de la configuration de la ligne initiale du système, et de 
|Wx| sur l’autre sous-réseau dans la configuration de la ligne finale. Cette propriété, associée 
à l’analyse par théorie conforme, sera grandement mise à profit par la suite. En utilisant 
toutes les symétries, il a été possible de simuler sans difficulté majeure des réseaux de taille 
L = 18,M = 1, et des tailles plus grandes sont certainement accessibles maintenant avec 
un peu plus d’effort.
La valeur propre principale et le vecteur propre correspondant sont obtenus dans chaque 
secteur de symétrie en utilisant la méthode standard des puissances [WilKiNSoN88], où on 
applique un grand nombre de fois la matrice de transfert sur un vecteur initial situé dans le 
secteur désiré. Il est possible d’obtenir des valeurs propres plus hautes en prenant un jeu de 
vecteurs maintenus orthogonaux après chaque itération [WilKiNSoN88].
Les interactions entre dimères s’incluent quant à elles facilement en remplaçant la valeur 
1 de l’élément de matrice T↵↵0  par exp(N↵↵0 v). Ici N↵↵0 est le nombre de plaquettes 
en interaction présentes dans le système des deux configurations de ligne ↵ et ↵0 mises 
face à face (en échelles). Enfin, il est possible d’étendre la définition de la construction 
de la matrice de transfert pour une densité finie de monomères (ou à l’aide d’un potentiel 
chimique pour les monomères), en relaxant la contrainte sur les nombres d’occupation 
dans les configurations de lignes. Par contre, dans ce cas, le nombre de winding n’est plus 
une quantité conservée, et tous les secteurs correspondant de la matrice de transfert sont 
mélangés, rendant la taille des matrices à simuler bien plus importante. Dans ce cas, il est 
possible d’étudier des systèmes jusqu’à typiquement L = 16,M = 1. 
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Cette section n’était qu’une présentation rapide de la méthode de matrices de transfert. De 
nombreux détails techniques supplémentaires pourront être trouvés dans les Réfs. [alet06b, 
caStelNovo07, trouSSelet07]. 
•	 Réseau	de	tenseurs:	algorithme	Time-Evolving Block Decimation	et	de	Groupe de 
Renormalisation
Plus récemment, une approche moralement proche à celle de la matrice de transfert a été 
utilisée pour étudier les modèles de dimères en dimension deux [li14, roychoWdhury15,li15]. 
Cette approche, dite de réseau de tenseurs, consiste à assigner à chaque site du réseau un 
tenseur Tijkl...(avec z indices, où z est la coordinence du réseau) où chaque indice « virtuel 
»  i, j, k, l . . . peut prendre les valeurs 0 ou 1 selon la présence ou non d’un dimère sur le 
lien correspondant. Pour décrire les pavages de dimères (pour l’instant sans interactions), 
la contrainte de coeur dur est assurée en donnant une valeur non nulle à l’élément Tijkl... 
seulement si i+ j + k + l + · · · = 1. La fonction de partition du système (de taille finie ou 
infinie) s’écrit alors comme une trace sur tous les indices virtuels d’un produit de tenseur, 
avec des indices communs pour des sites voisins sur le réseau (afin de dénoter tous les liens 
partagés), par exemple : Z=
P
ijklmnopqrs... TijklTimnpTjqrs . . .. Il est possible en adaptant 
les formes des tenseurs et les valeurs de leurs éléments de tenir compte de la présence de 
monomères ou d’interactions entre dimères [li14]. Jusqu’ici cette description est entière-
ment équivalente à la méthode de transfert décrite dans la Sec. I.3.2.2. 
La différence provient de comment la somme (la contraction des tenseurs) est effectuée. 
Alors que la matrice de transfert effectue cette somme exactement sur des réseaux de 
taille finie (dans la direction transverse), les méthodes proposées récemment effectuent une 
contraction approximative, en utilisant des concepts venus de l’information quantique et 
les algorithmes correspondant très efficaces pour simuler les systèmes quantiques 1d (pour 
une revue, voir la Réf. [SchollWocK11]). Les réferences [li14,li15] utilise un algorithme de 
type iTEBD [vidal07] (qui sélectionne à chaque produit de tenseur les valeurs singulières 
dominantes dans une décomposition SVD), alors que la référence [roychoWdhury15] utilise 
un groupe de renormalisation dans l’espace réel (utilisant lui aussi une SVD). Connaissant 
l’efficacité de ces méthodes pour les systèmes quantiques 1d, on s’attend à une même effi-
cacité pour les systèmes classiques 2d non critiques. C’est en effet le cas, et les références 
[li14,li15,roychoWdhury15] présentent des résultats essentiellement exacts dans la limite 
thermodynamique (alors que la matrice de transfert est limitée aux systèmes de taille finie) 
lorsque les corrélations décroissent exponentiellement. Pour les systèmes critiques, il est 
nécessaire d’augmenter la « dimension de lien » (bond dimension), liée aux nombres de valeurs 
gardées dans la SVD, si l’on souhaite obtenir des corrélateurs à grande distance. Notons 
finalement que, tout comme la matrice de transfert, ces méthodes sont essentiellement 
limitées aux systèmes classiques 2d, car il n’existe pas de méthode efficace connue pour 
effectuer la contraction des tenseurs, même approximativement, en dimension supérieure. 
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Chapitre II. Étude Monte Carlo du modèle de dimères en 
interaction sur le réseau carré
Par les considérations simples du chapitre précédent, nous connaissons la physique du modèle Éq. (2) en deux points du diagramme de phase : à température infi-nie, le système est critique avec des fonctions de corrélations algébriques alors qu’à 
température nulle, le système est ordonné avec des configurations colonnaires minimisant 
l’énergie. Que se passe-t-il entre ces deux points ? Dans ce chapitre (basé en partie sur la 
Réf. [alet06b]), nous allons partiellement répondre à cette question à l’aide de simulations 
Monte Carlo avec l’algorithme de ver. 
II.1. Phase basse température et paramètres d’ordre
Commençons tout d’abord par la phase basse température. La forme de l’interaction entre dimères conduit à une prolifération de plaquettes avec deux dimères parallèles. Nous nous attendons alors naturellement à une phase basse température brisant les 
mêmes symétries que les quatre fondamentaux de la Fig. 7. Un tel ordre, brisant à la fois 
les symétries de translation et de rotation de ⇡/2, est appelé ordre colonnaire. Toutefois, la 
connaissance des modèles de dimères quantiques nous invite à considérer la stabilisation 
d’un ordre de plaquette, qui est décrit ci-dessous. Afin de déterminer quelles phases peuvent 
être rencontrées à basse température dans le modèle de l’Éq. (2), nous allons introduire 
trois paramètres d’ordre différents.
Description de l’ordre plaquette
Le modèle de dimères quantiques sur le réseau carré Éq. (1) possède, selon certains auteurs 
[leuNg96, SyljuaSeN05, SyljuaSeN06], un ordre à longue portée de plaquettes dans une région de 
son diagramme de phase à température nulle, proche du point Rokhsar-Kivelson.
Dans une telle phase, il existe une brisure spontanée de symétrie où un quart des plaquettes 
du réseau carré accueille une paire de dimères qui résonnent (au sens quantique). Cet état 
brise l’invariance par translation mais conserve la symétrie par rotation de ⇡/2  autour du 
centre de chaque plaquette. On trouvera représentée dans la Réf. [leuNg96] une configura-
tion typique de l’ordre plaquette. 
Pour le système quantique, la phase plaquette a une énergie potentielle (diagonale) plus 
haute que le cristal colonnaire, mais les termes cinétiques (hors diagonaux) de résonances 
de dimères sur chaque plaquette occupée permettent de diminuer son énergie. Bien sûr, les 
termes cinétiques sont absents de notre modèle classique. Cependant, les fluctuations ther-
miques de positions des dimères autour de chaque plaquette flippable permettent de gagner 
de l’entropie (par rapport au cristal colonnaire) et donc de diminuer l’énergie libre. En effet, 
il est facile de créer une nouvelle configuration de type plaquette en retournant simplement 
une des plaquettes flippables. La compétition entre entropie et énergie (potentielle) dans 
le système classique est donc analogue à celle entre énergie cinétique et potentielle dans 
le modèle quantique. La phase plaquette constitue donc a priori un candidat naturel dans 
le diagramme de phase à température finie du modèle classique. Nous ré-utiliserons sou-
vent par la suite cet argument de similarité entre l’entropie classique et l’énergie cinétique 
quantique. Celui-ci découle simplement du fait que les termes cinétiques quantiques et les 
fluctuations thermiques sont favorisés tous deux par les mêmes plaquettes flippables.
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Une configuration typique de la phase plaquette est 
représentée dans la Fig. 12, où l’on voit clairement que 
la symétrie de translation est perdue, mais pas celle de 
rotation de ⇡/2. Dans une phase plaquette, deux pla-
quettes flippables distantes sont essentiellement décor-
relées : si la première possède deux dimères horizontaux 
par exemple, la seconde aura une probabilité identique 
d’accueillir deux dimères horizontaux ou verticaux (d’où 
la symétrie non brisée par rotation de ⇡/2). Ceci n’est pas 
vrai pour des plaquettes proches qui sont nécessairement 
corrélées, définissant ainsi une longueur de corrélation 
finie. Un état colonnaire peut alors être vu comme un état plaquette où cette longueur 
de corrélation plaquette-plaquette est devenue infinie, de sorte que toutes les plaquettes 
adoptent simultanément la même orientation. Un scénario possible (finalement exclu par 
les résultats Monte Carlo qui suivent) est que le cristal colonnaire présent à température 
nulle (et à basse température) fonde en deux étapes : d’abord en perdant uniquement la 
symétrie de translation, puis celle de rotation. Nous obtiendrions alors une phase intermé-
diaire de type plaquette.
Paramètres d’ordre
•	 Paramètre	d’ordre	colonnaire	complexe
La phase colonnaire brise à la fois la symétrie de rotation par ⇡/2 ainsi que la symétrie de 
translation par un pas du réseau, résultant en quatre fondamentaux différents représentés 
dans la Fig. 7. Un choix ingénieux pour définir un paramètre d’ordre qui tienne compte de 
cette dégénérescence a été proposé par sachdev [Sachdev89], qui a construit un paramètre 
d’ordre colonnaire complexe  col(r) au site r :
En sommant  col(r) sur un seul sous réseau 2/L2h
P
r2A  col(r)i afin d’éviter une annu-
lation par symétrie, on obtient un paramètre d’ordre de module maximal pour les quatre 
configurations colonnaires, où il prend les valeurs  ±1 et ±i. 
Nous pouvons définir de même la susceptibilité colonnaire associée
ainsi que le cumulant de Binder [biNder81] colonnaire :
Ce cumulant de Binder a une valeur de saturation 1/2 dans une phase ordonnée (au sens 
de   col(r)), et tend vers 0 dans une phase désordonnée à cause de la nature gaussienne des 
fluctuations dans une telle phase5.
Comme noté dans la Réf. [leuNg96],  col (et les quantités associées) sont sensibles à la 
brisure de symétrie de translation indépendamment de la brisure de symétrie de rotation, 
5 De manière générale pour un paramètre d’ordre gaussien m à n composantes, nous avons  hm4i/hm2i2 = (n+ 2)/n
Bcol = 1
h| |4i
2h| |2i2
col =
4
L2
(h|
X
r2A
 col(r)|2i h|
X
r2A
 col(r)|i2).
Fig. 12 Une configuration typique 
de la phase plaquette.
 col(r) = ( )
rx [dx(r) d x(r)] + i( )ry [dy(r) d y(r)].Éq. (3)
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et aura donc un module non nul dans une phase colonnaire mais aussi dans une phase pla-
quette. La phase de col peut alors discriminer ces deux états, mais se trouve être une quan-
tité assez bruitée dans les simulations numériques et peu pratique. Une autre possibilité 
consiste à regarder les histogrammes de col au cours de la simulation Monte Carlo, mais cela 
se révèle peu efficace pour déterminer avec précision l’apparition de l’ordre. Nous devons 
recourir à d’autres indicateurs pour trancher entre la phase colonnaire et la phase plaquette, 
quantités que nous introduisons maintenant.
•	 Paramètre	d’ordre	de	rotation	brisée
À suffisamment haute température (au moins à température infinie), le système est symé-
trique par rotation de ⇡/2 : le nombre moyen de dimères verticaux est identique à celui des 
dimères horizontaux. Ceci reste vrai dans la phase plaquette, mais cette symétrie est perdue 
dans la phase colonnaire. Nous pouvons ainsi facilement construire un paramètre d’ordre 
de rotation brisée qui va nous permettre de distinguer ces deux phases en considérant 
[leuNg96] 
où N c( ) (respectivement N c( )) est le nombre de dimères horizontaux (respectivement 
verticaux) dans la configuration c. La normalisation est choisie de façon à ce que D = 1 
pour les quatre états fondamentaux colonnaires de la Fig. 7. Comme pour le paramètre 
d’ordre colonnaire complexe, il est utile de considérer la susceptibilité D = L2(hD2i hDi2) 
et le cumulant de Binder BD = 1 hD4i/(3hD2i2) associés. 
À noter qu’il est possible [leuNg96] de définir un paramètre d’ordre qui va compter non pas 
la différence entre les diverses orientations possibles des dimères, mais celle entre les di-
verses orientations possibles des plaquettes. Les résultats obtenus avec ce paramètre d’ordre 
sont identiques à ceux obtenus avec D [alet05].
•	 Paramètre	d’ordre	plaquette
Une discrimination positive de la phase plaquette est possible avec le paramètre d’ordre
où la somme est prise sur toutes les plaquettes du réseau de coordonnées p = (px, py) et où 
vp = 1 si la plaquette de coordonnées p contient deux dimères parallèles (et vaut 0 sinon). 
Cette quantité est l’équivalent du terme énergétique de l’Éq. (2), mais pris à un vecteur 
d’onde différent (⇡,⇡). Le facteur alterné ( )px+py est constant dans un état plaquette « 
pur », et a été conçu pour annuler la somme dans un état colonnaire. En conséquence, 
la valeur moyenne hP i du paramètre d’ordre plaquette s’annulera dans une phase colon-
naire, mais prendra une valeur non nulle à la limite thermodynamique dans une phase 
plaquette. Nous pouvons encore une fois définir la susceptibilité plaquette associée à ce 
paramètre d’ordre P = L2(hP 2i hP i2) ainsi que le cumulant de Binder pour l’ordre pla-
quette BP = 1 hP 4i/(3hP 2i2). 
Finissons cette section en notant que papaniKolaou et al. [papaNiKolaou07] retrouvent (es-
sentiellement) les mêmes paramètres d’ordre que ceux présentés ici, à partir de considéra-
tions élégantes de symétrie basées sur la théorie des champs sous-jacente (expliquée dans 
le Chapitre III).
D = 2/L2 N c( ) N c( )
P = 2/L2|
X
p
( )px+pyvp|
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Résultats numériques
Nous présentons dans cette section les résultats des simulations Monte Carlo (utilisant 
l’algorithme de ver) pour des systèmes de taille L⇥ L avec des conditions aux bords pério-
diques, jusqu’à L = 160. Afin d’effectuer une comparaison visuelle, nous allons regrouper 
les courbes des paramètres d’ordre, des susceptibilités et des cumulants de Binder pour les 
trois paramètres d’ordre présentés précédemment.
•	 Brisure	de	symétrie	de	rotation
Considérons tout d’abord le paramètre d’ordre de rotation brisée, qui va s’avérer être le plus 
précis pour détecter la transition. Sa valeur moyenne hDi est représentée en fonction de la 
température T dans la Fig. 13a et sature clairement à sa valeur maximale à basse tempéra-
ture. Les courbes pour différentes tailles de systèmes commencent à se séparer pour une 
température T ⇠ 0.6.
Afin de détecter plus finement la température critique Tc, inspectons le comportement de 
la susceptibilité D et du cumulant de Binder BD associés. D possède un pic prononcé 
autour de T ⇠ 0.63 (Fig. 14a), qui indique l’apparition d’ordre à longue portée. Comme 
c’est souvent le cas, la température à laquelle D est maximale varie légèrement avec la taille 
de système. Il est alors préférable d’utiliser le cumulant de Binder qui est connu pour per-
mettre une estimation précise de Tc. 
Le cumulant de Binder BD sature à la limite thermodynamique vers la valeur attendue 2/3 
à basse température (Fig. 15a). Nous observons un croisement caractéristique des courbes 
pour différentes tailles de systèmes à une température unique bien définie, signalant l’en-
trée dans la phase basse température colonnaire. La température critique est estimée être 
Tc = 0.65(1) à partir de cette courbe. Ces résultats indiquent aussi que l’ordre de plaquette 
n’est pas présent sous Tc (sinon le paramètre d’ordre hDi s’annulerait), mais laissent la pos-
sibilité de l’existence d’une phase plaquette à plus haute température.
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•	 Corrélations	plaquette
Intéressons-nous au paramètre d’ordre plaquette hP i, qui montre un comportement non 
monotone en fonction de la température (Fig. 13b), avec une valeur maximale atteinte 
proche (toujours par valeur supérieure) de Tc ⇠ 0.65 pour toutes les tailles de systèmes. 
 La susceptibilité de plaquette P  possède quant à elle un pic légèrement au dessus de Tc 
(Fig. 14b) : ces deux résultats indiquent que les corrélations de type plaquette sont les plus 
fortes juste avant l’entrée dans la phase colonnaire à basse température.
Les valeurs atteintes par hP i sont petites et diminuent avec la taille du système. Les va-leurs de P  sont elles aussi faibles comparées à celles atteintes par les autres suscep-tibilités (voir par exemple D dans la Fig. 14a). Toutefois, un faible ordre plaquette 
à longue portée pourrait subsister à la limite thermodynamique. Ce scénario peu probable 
est complètement éliminé par le comportement du cumulant de Binder de l’ordre plaquette 
(représenté dans la Fig. 15b) qui possède lui aussi un comportement non monotone avec 
la température. En diminuant la température, BP commence à croître à partir de sa valeur 
nulle à température infinie, puis tombe soudainement à zéro pour une température légè-
rement supérieure à Tc. Ces résultats excluent bien évidemment une phase plaquette au 
dessus de la phase colonnaire.
En somme, des corrélations plaquette sont bel et bien présentes dans le modèle Éq. (2), 
commencent à se développer lorsque la température diminue, sont maximales juste au 
dessus de Tc, mais ne forment pas une phase thermodynamique stable car elles sont sou-
dainement surpassées par l’ordre colonnaire. Toutefois, ces corrélations peuvent « polluer » 
l’analyse de taille finie d’autres quantités qui sont sensibles à l’ordre plaquette, comme c’est 
le cas du paramètre d’ordre complexe étudié dans le prochain paragraphe.
•	 Paramètre	d’ordre	colonnaire	complexe
Finissons notre étude des ordres accessibles au système de dimères par celle du paramètre 
d’ordre colonnaire h| col|i = 2L2 h|
P
r2A  col(r)|i, qui était a priori le mieux placé pour dé-
crire la phase basse température. C’est en effet très clairement le cas sur la Fig. 13c où 
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l’on voit l’ordre colonnaire se mettre en place à basse température, avec les courbes de 
différentes tailles se séparant autour de T ⇠ 0.6, comme cela était le cas pour le paramètre 
d’ordre de rotation brisée.
Comme précédemment, on s’attend à ce que la détermination précise de Tc soit plus facile 
en étudiant la susceptibilité et le cumulant de Binder associés au paramètre d’ordre colon-
naire. La première surprise provient alors du comportement inattendu de la susceptibilité 
colonnaire col en fonction de la température (Fig. 14c). col présente deux pics : le premier 
est assez marqué et localisé autour de T ⇠ 0.63 alors que le second est plus large et se situe 
autour de T ⇠ 1. Il est important de remarquer qu’alors que le premier pic est le plus petit 
pour des systèmes de « petite » taille L  96 , la tendance est inversée aux grandes tailles. 
Cela peut indiquer que le second pic sature à une valeur finie dans la limite thermodyna-
mique. Il est aussi possible que les deux pics se rassemblent pour en former un seul à la 
limite thermodynamique, ce qui n’est pas irréaliste étant donnée la tendance du maximum 
du second pic à se déplacer vers des valeurs de températures de plus en plus basses lorsque 
la taille du système augmente. Nous n’avons pas poussé les calculs pour des tailles suffi-
samment grandes pour tirer des conclusions définitives sur le comportement limite de col. 
Le cumulant de Binder colonnaire représenté Fig. 15c présente lui aussi un comportement 
inhabituel : un croisement des courbes pour différentes tailles de système de nature extrê-
mement plate est observé pour T ⇠ 1.8 (voir l’agrandissement sur l’encart gauche de la Fig. 
15c) ainsi qu’une anomalie marquée autour de T ⇠ 0.63 (voir l’agrandissement dans l’encart 
de droite). 
Un croisement de courbes du cumulant de Binder pour différentes tailles de systèmes 
correspond d’habitude à une transition vers une phase ordonnée à longue portée pour le 
paramètre d’ordre en question. Cependant, le croisement observé ici à haute température 
est particulièrement plat et il est impossible avec la précision statistique donnée de distin-
guer un point de croisement précis pour les trois plus grandes tailles de systèmes. Le type 
de l’anomalie proche de T ⇠ 0.63 est quant à lui assez singulier : nous n’avons pas trouvé 
trace dans la littérature de mention d’une telle anomalie. Nous discuterons plus en détail du 
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comportement des différents cumulants de Binder dans la Sec. III.2.5.
Les deux singularités dans col et Bcol pourraient signaler de façon hypothétique l’existence 
d’une phase intermédiaire. Toutefois, étant donnée la présence prouvée précédemment de 
corrélations plaquettes fortes (mais non à longue portée), il est probable que la singularité 
à haute température disparaisse dans la limite thermodynamique, alors que la première 
proche de T ⇠ 0.63 subsiste. En effet, alors que la susceptibilité et le cumulant de Binder 
colonnaires sont marqués à une température unique à basse température, les températures 
pour lesquelles col et Bcol présentent des anomalies sont différentes. Nous pensons donc 
que les corrélations plaquettes présentées plus haut affectent particulièrement l’analyse de 
taille finie des autres observables, et en particulier de la susceptibilité et du cumulant de 
Binder colonnaires. La susceptibilité de plaquette P  ne piquant pas exactement à la même 
température que celle où se situe le second pic de col (bien que celle-ci varie avec la taille 
du système), cela pourrait ainsi indiquer la présence de corrélations fortes (autres que celles 
de type plaquette) au dessus de Tc.
En conclusion de cette section, le modèle Éq. (2) présente une transition unique à 
Tc = 0.65(1) vers une phase colonnaire. Il n’existe pas de phase intermédiaire plaquette, 
mais les corrélations plaquettes sont fortes au dessus de Tc.
II.2. Thermodynamique de la transition
Le modèle Éq. (2) possède donc une transition de phase unique à Tc = 0.65(1) entre une phase basse température colonnaire et une phase haute température décrite plus précisément plus bas. Nous utilisons maintenant des mesures thermodynamiques 
pour caractériser la nature de cette transition.
Cumulant de l’énergie
Nous considérons tout d’abord le cumulant de l’énergie [challa86] :
Tant pour une phase désordonnée que pour une phase ordonnée, ce cumulant sature vers 
la valeur 2/3 dans la limite thermodynamique [challa86], la distribution d’énergie étant 
gaussienne dans les deux cas. Cette valeur de 2/3 est aussi retrouvée dans la limite thermo-
dynamique pour un point de transition du second ordre (mais pour des raisons différentes). 
Par contre, pour une transition du premier ordre, V (Tc) admet un minimum non trivial et 
prend une valeur différente de 2/3 dans la limite thermodynamique [challa86]. Cette valeur 
est a priori inconnue, étant donné le caractère non universel de la distribution d’énergie 
pour une transition de phase du premier ordre. Pour une transition de phase Kosterlitz-
Thouless [KoSterlitz73], nous n’avons pas trouvé de prédictions pour le comportement de 
ce cumulant.
Un minimum pour V (T ) apparaît dans la Fig. 16a pour une température proche de Tc pour 
toutes les tailles de système, mais ce minimum tend vers 2/3 dans la limite thermodyna-
mique comme cela est très clairement visible dans l’encart de cette figure. Ce résultat exclut 
la possibilité d’une transition de phase du premier ordre. Le lecteur habitué aux simulations 
numériques l’avait déjà deviné en observant le croisement clair et régulier des cumulants de 
Binder de la Fig. 15a.
V = 1 hE4i/3hE2i2. Éq. (4)
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Chaleur spécifique
Intéressons-nous maintenant à une grandeur typique des transitions de phase, la chaleur 
spécifique Cv, définie comme le second moment de l’énergie :
La chaleur spécifique par site Cv/N  possède un pic assez « rond », qui ne diverge pas dans la 
limite thermodynamique, comme cela peut être remarqué dans la Fig. 16b et son encart. Ce 
pic est situé à une température T ⇠ 0.59 différente de la température critique Tc = 0.65(1) 
(indiquée par la ligne pointillée dans la Fig. 16b). Pour une transition de phase du second 
ordre, nous nous attendrions à un comportement singulier à Tc : soit une divergence pour 
un exposant critique ↵ > 0, soit un point de rebroussement (cusp) pour ↵ < 0. Nos résultats 
indiquent que Cv est complètement régulière à Tc : c’est en fait une signature caractéristique 
d’une transition de phase de type Kosterlitz-Thouless (KT) [KoSterlitz73]. Nous allons com-
prendre que ce type de transition est naturel, une fois comprise la nature de la phase haute 
température étudiée dans la section suivante.
II.3. Phase haute température et fonctions de corrélation
Comme précisé dans l’introduction, le point à T = 1 du modèle Éq. (2) correspond au problème classique de pavage du réseau carré par des dimères. Le système y est critique, avec des fonctions de corrélation qui décroissent en loi de puissance avec 
la distance [FiSher63]. Il est naturel de se demander ce que deviennent ces corrélations à 
température finie T 2]Tc,1[.
Fonctions de corrélations dimère-dimère
 Commençons  par les fonctions de corrélation entre dimères. Nous avons calculé deux 
Cv
N
=
1
N
hE2i  hEi2
T 2
.
0 0.25 0.5 0.75 1 1.2 1.5
T
0.665
0.666
0.667
V=
1-
<E
4 >
/3
<E
2 >
2
L=16
L=32
L=48
L=64
L=96
L=128
L=160
0.4 0.5 0.6 0.7 0.80.6664
0.6666
0.2 0.4 0.6 0.8 1 1.2
T
0
0.1
0.2
0.3
0.4
C
v/
N0.56 0.60 0.64
0.36
0.38
0.40
0.42
C
v /N
T
V
=
1

hE
4
i
3h
E
2
i2
T
Fig. 16 a) Cumulant de l’énergie V en fonction de la température T pour différentes tailles de système. En-
cart : agrandissement pour les plus grandes tailles. b) Chaleur spécifique par site Cv/N  en fonction de la tem-
pérature T pour différentes tailles de système. La ligne pointillée indique Tc = 0.65(1). Encart : agrandissement 
sur le pic de chaleur spécifique.
Éq. (5)
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types de corrélateurs pour des dimères parallèles, selon l’orientation relative du vecteur les 
séparant. Le premier est le corrélateur longitudinal
où l’on regarde la corrélation entre deux dimères (pour l’exemple) horizontaux séparés par 
une distance x sur la même ligne. Le second est le corrélateur transverse :
où les deux dimères toujours horizontaux sont cette fois-ci sur la même colonne. Les di-
mères sont pris ici horizontaux sans perte de généralité, mais nous appliquons bien entendu 
toutes les opérations de symétrie (au sujet de l’orientation des dimères, de la direction du 
vecteur les séparant ainsi que de translation) pour améliorer la statistique numérique.
À T = 1, les calculs exacts de la Réf. [FiSher63] fournissent les résultats asympto-
tiques Gl(x) = ()x 1
⇡2x2
+O(x 3), ainsi que Gt(x) =
1
⇡2x2
+O(x 3) pour x impair et 
Gt(x) =
1
⇡2x4
+O(x 6) pour x pair.
Pour toute température finie T Tc, les calculs Monte Carlo indiquent que la fonction 
de corrélation longitudinale Gl(x) reste alternée avec x, et maintient son comportement 
algébrique avec un exposant de décroissance ↵d qui varie continûment avec la température T
à grand x, A(T ) étant une amplitude qui dépend elle aussi de la température. Sur la Fig. 
17a est représentée ( )xGl(x) (le facteur alterné compensant celui trouvé dans Gl(x)) pour 
quatre température différentes T = 1, 2, 3 et T = 1. L’échelle log-log de la figure met en 
valeur la décroissance en loi de puissance de cette fonction, décroissance qui s’arrête autour 
de L/2 à cause des conditions aux bords périodiques imposées dans la simulation (la taille 
linéaire de l’échantillon considéré ici est L = 512). La valeur de l’exposant de décroissance 
↵d(T ) peut être estimée à partir de cette figure, cependant la symétrie autour de L/2 due 
aux conditions aux bords périodiques rend sa détermination précise difficile car dépen-
dante de l’étendue de la région considérée pour la régression (fit) linéaire. La situation peut 
être améliorée en utilisant les résultats issus de la théorie conforme, encore faut-il montrer 
que le système considéré possède bien l’invariance conforme. Nous préférerons utiliser des 
méthodes alternatives décrites dans le prochain chapitre pour mesurer efficacement ↵d et 
les exposants de décroissance en général. Ces estimations seront bien sûr entièrement com-
patibles avec celles que l’on aurait obtenues par un fit direct des corrélateurs représentés 
dans la Fig. 17a, elles seront simplement plus précises.
Regardons maintenant l’autre corrélateur transverse Gt(x) représenté dans la Fig. 17b pour 
les mêmes températures. Nous observons là aussi une loi de puissance, et trouvons le même 
exposant de décroissance ↵d(T ) que pour la fonction de corrélation longitudinale : en fait, 
( )xGl(x) et Gt(x) coïncident quasi-parfaitement pour x grand. Pour le corrélateur trans-
verse, de légères déviations où les données pour x pair ou impair ne sont pas exactement 
identiques sont visibles (par exemple pour x < 10 dans la Fig. 17b) . Cette distinction pair/
impair était déjà présente dans les résultats analytiques à T = 1 et se voit confirmer ici.
Gl(x) = ( )xA(T )x ↵d(T )
Gl(x) = hdx(r)dx(r+ (x, 0))ic,
Gt(x) = hdx(r)dx(r+ (0, x))ic,
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Nous parvenons à décrire correctement les données avec l’expression suivante :
où A(T ) est la même amplitude que celle du corrélateur longitudinal. B(T ) est une constante 
négative et !(T ) une correction sous-dominante pour x pair. Les fits numériques four-
nissent une estimation grossière !(T ) ⇠ 2. 
Fonctions de corrélations monomère-monomère
Considérons pour finir l’autre type de corrélateur, celui entre monomères. Encore une fois, 
les monomères sont par définition exclus du modèle, mais nous pouvons calculer la fonc-
tion de corrélation M(r) entre deux monomères tests immergés dans une configuration de 
dimères. M(r) est calculé par l’algorithme Monte Carlo de ver, et pour simplifier nous ne 
considérerons par la suite que le cas de deux monomères sur la même ligne, c’est-à-dire 
r = (x, 0).
À T = 1, nous connaissons le résultat exact M(x) / x1/2 dans la limite thermodyna-
mique. Au dessus de Tc, les résultats Monte Carlo pour M(x) sont représentés en fonction 
de x dans la Fig. 18. Nous avons utilisé les mêmes quatre températures que pour les fonc-
tions de corrélations entre dimères, et notamment le même code de couleurs. L’échelle log-
log de cette figure nous montre encore une fois que M(x) décroît en loi de puissance, avec 
un exposant ↵m(T ) qui varie lui aussi continûment avec la température:
Pour les mêmes raisons techniques que celles invoquées dans le cas des corrélateurs entre 
dimères, nous ne donnons pas pour l’instant de valeur l’exposant de décroissance ↵m(T ) et 
réservons une estimation pour le chapitre suivant. Nous notons toutefois que les Fig. 17 et 
Fig. 18 indiquent clairement que ↵d(T ) et ↵m(T ) ont un comportement opposé avec la tem-
M(x) / x ↵m(T )
Gt(x) = A(T )x ↵d(T )
Gt(x) = A(T )x ↵d(T ) +B(T )x !(T )
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Fig. 17 En échelle log-log et pour quatre températures T > Tc : a) Fonction de corrélation dimère-dimère 
longitudinale alternée ( )xGl(x) en fonction de la distance x entre dimères. (b) Fonction de corrélation dimère-
dimère transverse Gt(x) en fonction de la distance x entre dimères. Dans le cas T = 1, les données pour x pair 
ne sont pas représentées car négatives (voir formule analytique dans le texte).
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pérature : ↵d(T ) décroît lorsque T diminue alors que ↵m(T ) augmente. Les valeurs exactes 
à T = 1 (où ↵d(T ) = 2 et ↵m(T ) = 1/2) nous invitent à deviner une relation simple entre 
ces deux exposants. Nous la trouverons dans le chapitre suivant, qui présente la théorie des 
champs relative au modèle de dimères Éq. (2).
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Fig. 18 Corrélateur monomère-monomère M(x) en fonction de la distance 
x entre monomères pour quatre températures T > Tc (échelle log-log).
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Chapitre III. Théorie des champs et analyse gaz de Cou-
lomb
Récapitulons les résultats Monte Carlo obtenus dans le chapitre précédent sur le modèle de dimères en interaction sur le réseau carré Éq. (2). Pour v < 0, nous observons une transition de phase entre une phase basse température cristalline et 
une phase haute température critique, avec des exposants « flottants » (c.-à-d. qui varient 
continûment avec la température). Bien que d’autres types de corrélations aient été trou-
vées (telles que des corrélations plaquettes), il n’y a pas de phase intermédiaire. La transition 
est de type Kosterlitz-Thouless. Le lecteur habitué de la physique statistique trouvera une 
telle description assez familière : en effet, l’existence d’une phase critique, les exposants 
flottants, la transition KT ainsi que la dimension d=2 du modèle suggèrent la physique du 
gaz de Coulomb (GdC). Dans ce chapitre, nous allons mettre en place une telle description en 
décrivant une transformation (non exacte) du modèle de dimères en interaction vers un gaz 
de Coulomb, ce qui nous permettra d’expliquer l’ensemble du diagramme de phases. Grâce 
à l’utilisation des résultats de théorie conforme et de calculs de matrice de transfert, nous 
pourrons de plus déterminer avec grande précision les exposants critiques ↵d(T ) et ↵m(T )
ainsi que la constante de couplage du gaz de Coulomb associé. Nous discuterons enfin de 
la pertinence de ces résultats pour d’autres problèmes cousins de physique statistique, ainsi 
que pour les modèles de dimères quantiques.
III.1. Modèle de hauteur et action effective
Action effective
Pour obtenir une image en termes de GdC ainsi qu’une théorie effective du modèle de dimères, nous allons ré-utiliser une notion introduite dans le Chapitre I, celle de la hauteur de configurations de dimères. Nous avions vu que pour chaque configuration 
de dimères, nous pouvions construire une configuration de hauteur, un nombre scalaire 
associé à chaque plaquette du réseau.
La première étape est celle de coarse-graining : pour chaque configuration de dimères, moyen-
nons la hauteur sur plusieurs plaquettes proches au sens d’une certaine échelle de longueur. 
Puis répétons la même opération sur la nouvelle configuration de hauteur moyennée ainsi 
obtenue, et ainsi de suite jusqu’à la limite continue. Nous intégrons ainsi les fluctuations 
à courte distance de la hauteur microscopique, pour obtenir une hauteur coarse-grainée h(r) 
définie dans le continu. La seconde étape consiste à admettre que la hauteur h est le « bon » 
champ, c.-à-d. qu’il suffit pour écrire une action effective qui puisse décrire correctement la 
physique observée. Il n’existe pas de preuves pour cela, seul le succès de ce choix que nous 
verrons par la suite nous permet de le légitimer.
Finalement, il faut écrire une action effective Se↵ [h] dans le continu pour le champ de hau-
teur. Il y a plusieurs façons de le faire. Une manière empirique mais systématique a été pro-
posée par henley et collaborateurs [KoNdev95, KoNdev96, raghavaN97, zeNg97], en étudiant 
les états idéaux, qui sont les états les mieux connectés entropiquement. Une façon alternative 
et originale uniquement basée sur des considérations de symétrie a été proposée dans la Réf. 
[alet06b] par G. misGuich. Une autre manière de construire l’action effective est de partir 
de résultats mathématiques exacts [KeNyoN09] sur la limite continue de pavages de dimères 
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(sans interaction), puis d’ajouter à la main un terme qui minimise l’énergie d’interaction du 
modèle Éq. (2). Toutes ces approches aboutissent à la même action effective Se↵ [h]. 
Au lieu de décrire ces différentes approches en détail, nous allons par la suite simplement 
formuler Se↵ [h] et discuter en profondeur de sa signification physique et ses implications. 
Le lecteur intéressé par la dérivation de cette action est invité à consulter les références pré-
cédemment citées. L’action effective se révèle être de type sine-Gordon et s’écrit :
où les valeurs des paramètres g, p et Vp seront précisées ultérieurement. Commençons par 
expliquer quels termes ne sont pas présents.  Par sa définition même et pour obtenir une 
action effective locale (ce qui est implicite dans la construction de coarse-graining), l’action 
effective doit avoir une périodicité de 1 pour la hauteur. Nous pouvons aller plus loin : les sy-
métries de translation et de rotation imposent en effet des contraintes très fortes sur l’action 
effective du champ de hauteur coarse-grainé, notamment d’être une fonction périodique de 
période 1/4 et d’être indifférente au signe de h [alet06b]. La périodicité h $ h+ 1/4 dans 
l’action effective sélectionne automatiquement les dérivées de h, et les fonctions périodiques 
de h, de type cos(2⇡ph) avec p multiple de 4. De même, la symétrie h $ −h dans l’action 
effective interdit les termes linéaires en h, et notamment un gradient simple.
Les termes les plus simples qui subsistent sont bien ceux que nous retrouvons dans l’action 
effective : un terme proportionnel au carré du gradient de h, et un terme périodique en 
cos(2⇡ph) avec p = 4. Interprétons physiquement ces termes.
Terme de rigidité g⇡|rh(r)|2
Le premier terme de type élastique g⇡|rh(r)|2 est un terme purement entropique, qui favo-
rise les états plats : uniformes dans l’espace et sans variation de hauteur. Revenons à des 
considérations microscopiques pour justifier cette dernière affirmation et comprendre ce 
que sont ces états plats. Écrivant les valeurs de hauteurs pour les états colonnaires de la Fig. 
7, on s’aperçoit facilement que la hauteur varie peu (sauf  ultra localement) et qu’après une 
première étape de coarse-graining, la hauteur est essentiellement constante. En prenant ar-
bitrairement une valeur initiale de la hauteur h = 0 sur une plaquette dans un coin du réseau, 
les quatre états colonnaires ont respectivement une hauteur moyenne de h̄ =
1
8
,
3
8
,
5
8
 et 
7
8
. 
Les états colonnaires sont donc bien plats. Par contre, en reprenant le même raisonnement 
pour les états dits alternés de la Fig. 19, on voit que la hauteur (coarse-grainée) augmente 
linéairement le long d’une direction, et le gradient de hauteur est donc fini (et fort). Ce type 
Se↵ =
Z
dr⇡g|rh(r)|2 + Vp cos
�
2⇡ph(r)
�
Fig. 19 Configurations alternées sur le réseau carré.
Éq. (6)
32                
de configuration fortement non plate est appelée tiltée, dans le langage de la hauteur. 
Ces deux types de configurations (colonnaires et alternées) sont bien différentes, comme 
on peut s’en apercevoir rapidement visuellement. Ceci se voit donc aussi en termes de hau-
teur, qui est une grandeur coarse-grainée. Y-a-t-il une quantité microscopique qui permette 
elle aussi de les distinguer ? En fait, il en existe deux, et la relation entre ces deux quantités 
ainsi que leur propre relation avec la hauteur permettent d’éclaircir considérablement notre 
compréhension de l’action effective. La première quantité saute aux yeux en regardant les 
Fig. 7 et Fig. 19 : les configurations colonnaires ont un grand nombre de plaquettes flip-
pables (maximal en fait), alors que les configurations alternées n’en ont aucune ! La seconde 
quantité a déjà été introduite : il s’agit des nombres de winding qui sont conservés dans les 
deux directions d’espace. Un calcul rapide montre que les configurations colonnaires ont 
un couple de winding nul Wx = Wy = 0, alors que le nombre de winding dans une direc-
tion est maximal et l’autre nul pour une configuration alternée (par exemple Wx = L/2 et 
Wy = 0 pour la première configuration de la Fig. 19). 
En regardant de plus près les façons de construire la hauteur et le nombre de winding pour 
une configuration alternée, on s’aperçoit que le nombre de winding n’est rien d’autre que 
la pente moyenne de la hauteur. Nous tenons donc une des relations : les états plats ont des 
nombres de winding nuls, alors que les états tiltés ont un nombre de winding non nul (ce 
nombre variant graduellement jusqu’à être maximal pour les états alternés). Mais nous ne 
savons toujours pas pourquoi les états plats seraient plus favorisés par l’action que les états 
tiltés, et pourquoi cela s’effectuerait au nom de l’entropie. Ceci peut être simplement com-
pris avec l’autre quantité microscopique évoquée : la « flippabilité » des états. Les états colon-
naires (et en fait tous les états plats) possèdent un grand nombre de plaquettes flippables : 
il est donc particulièrement facile de créer d’autres configurations de dimères à partir d’un 
état colonnaire, simplement en retournant une ou plusieurs plaquettes. Il s’agit du même 
argument entropique que celui évoqué pour la phase plaquette de la Sec.  II.1.1. Les états 
colonnaires-plats sont donc très fortement connectés entropiquement : ce sont les états 
les plus nombreux. Par contre, il y a très peu d’états (en fait aucun dans le cas alterné) qui 
sont reliés entropiquement aux états tiltés. Ceci justifie donc que l’action effective, avec son 
premier terme |rh(r)|2, favorise les états plats par rapport aux états tiltés pour des raisons 
entropiques. Il est possible de dériver rigoureusement ce terme dans le continu pour des 
dimères sans interaction avec des techniques des physique mathématique [KeNyoN09].
Les états plats sont plus nombreux que les états tiltés, mais de combien exactement ? L’ac-
tion effective nous permet de répondre à cette question en remarquant que la probabilité 
d’être dans une configuration tiltée avec un couple de winding non nul est exponentielle-
ment plus faible que dans le secteur plat : P (Wx,Wy) / exp(−g⇡(W 2x +W 2y )).
Le premier terme de l’action effective nous indique certes que le secteur plat est le plus 
important, mais il y règne encore une grande dégénérescence. Nous reviendrons sur les 
conséquences physiques de cette dégénérescence. On peut se demander quels sont les états 
les plus favorisés à l’intérieur de ce secteur. Naturellement, on s’attend à ce que cela soit les 
états colonnaires car ils sont particulièrement bien connectés entropiquement (ce sont les 
états « idéaux » de henley [KoNdev95, KoNdev96, raghavaN97, zeNg97]). C’est en effet le cas, 
et c’est le second terme de l’action effective qui va nous le signifier.
Jusqu’ici, la constante g⇡ devant ce terme est complètement arbitraire (non fixée), et dépend 
de plus de la convention prise pour définir les sauts de hauteur. C’est pourquoi les notations 
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et les valeurs de cette constante diffèrent selon les auteurs6. Nous avons choisi une notation 
qui s’avérera pratique pour la description future du système en termes d’un gaz de Cou-
lomb. Seuls des résultats extérieurs (exacts ou numériques) sur le modèle microscopique 
nous permettront de fixer la valeur de cette constante.
Terme d’accrochage Vp cos(2⇡ph(r)) 
Le second terme en cos(2⇡ph) est appelé potentiel d’accrochage (de locking) car il nous 
permet de forcer la quantification précise de la hauteur, et par la même effectuer une sélec-
tion supplémentaire parmi les états plats. L’origine de ce terme est à la fois entropique et 
énergétique. 
L’aspect entropique provient tout simplement du fait que les symétries du système sans inte-
raction imposent d’avoir p multiple de 4 (voir plus haut). L’aspect énergétique est tout aussi 
simple, puisque pour Vp > 0, le potentiel d’accrochage a p minima pour h = (1 + 2i)/2p 
(où i est un entier entre 0 et p 1). Pour le réseau carré, les quatre configurations co-
lonnaires qui minimisent l’interaction entre les dimères correspondent précisément à ces 
minima avec p = 4. Les valeurs moyennes h̄ de la hauteur pour ces quatre fondamentaux 
sont en effet bien égales aux minima du potentiel pour p = 4 : h̄ =
1
8
,
3
8
,
5
8
,
7
8
. Le terme 
énergétique nous impose donc p = 4 (et Vp > 0).  
Compétition entre les deux termes
Le lecteur habitué aura reconnu dans le terme en gradient un champ libre : cela nous in-
dique en particulier que ce terme ne favorise pas uniquement les configurations entière-
ment plates, mais permet à des configurations avec une pente non nulle de subsister. En 
présence seule de ce premier terme, le système serait dans une phase critique rugueuse, où 
la hauteur fluctue. Par simple transformée de Fourier, on trouve que la fonction de corré-
lation hauteur-hauteur s’écrit h(h(r)− h(0))2i = C + 4/g ln(r), avec C une constante. hen-
ley retrouve ce résultat de façon élégante [heNley97] à partir des résultats exacts pour les 
fonctions de corrélation dimère-dimère sans interaction.
Le potentiel d’accrochage favorise quant à lui plus spécifiquement p valeurs précises de 
la hauteur uniforme, correspondant à certaines configurations plates. Ces deux termes 
entrent donc dans la compétition rugueux versus plat, bien connue en physique des surfaces. 
Dans quel régime un terme est dominant par rapport à l’autre ? 
En reconnaissant dans l’Éq. (6) une action sine-Gordon, nous pouvons importer les résul-
tats bien connus du groupe de renormalisation [colemaN75] qui indiquent la pertinence du 
terme en cosinus en fonction de sa période p et de la constante de rigidité g (ce calcul est 
reproduit dans un appendice de la Réf. [alet06b]). Le potentiel d’accrochage est pertinent 
et gèle la hauteur dans une des p valeurs lorsque g > p2/4 (phase plate), alors qu’il se 
renormalise vers zéro pour g < p2/4.  Dans ce cas, la théorie à longue distance est le simple 
champ libre et le système est critique (phase rugueuse). La transition entre ces deux phases 
est de type Kosterlitz-Thouless. 
Tout ceci est en accord qualitatif  avec les observations numériques : pour les dimères, la 
phase plate correspond à la phase colonnaire, la phase rugueuse est la phase critique et la 
transition est bien de type KT. Ce scénario laisse imaginer que la constante de rigidité g 
varie avec la température du système. La courbe g(T ) est inconnue, nous pouvons simple-
6 La notation utilisée ici est différente de celle des travaux de henley et collaborateurs qui dénotent la constante de rigidité 
K . La relation entre les deux notations est g = 8K/⇡
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ment supposer que sans interaction (à T = 1), on a g < 4 (sinon le système serait dans une 
phase plate alors que nous savons qu’il est critique pour les dimères). Nous savons que le 
problème de dimères sans interaction est équivalent à un problème de fermions libres, donc 
on peut phénoménologiquement deviner que g = 1/2 à T = 1 (il s’agit de la valeur pour 
des fermions libres). Cette intuition sera vérifiée plus tard.
Mais nous souhaitons aller plus loin, et notamment comparer les résultats des fonctions 
de corrélations obtenus numériquement avec les prédictions théoriques. On peut aussi se 
demander si l’on peut calculer numériquement la constante de couplage g et vérifier que 
sa valeur critique est bien gc = p2/4.  Pour cela, il est utile d’effectuer une transformation 
vers un gaz de Coulomb.
III.2. Gaz de Coulomb
Réduction à un Gaz de Coulomb
Il est bien connu que le modèle de sine-Gordon Éq. (6) est équivalent dans le continu à un 
gaz composé d’un type de charges en interaction coulombienne. Cette transformation vers 
le Gaz de Coulomb se retrouve dans la revue de nienhuis [NieNhuiS87] sur le GdC et dans 
l’appendice de la Réf. [alet06b]. L’intérêt de cette transformation est de replacer le modèle 
de dimères étudié dans un contexte plus large. Notamment, le GdC fournit un formalisme 
pour comprendre l’impact qu’aurait l’inclusion de monomères dans un tel modèle (ce qui 
n’est pas possible directement avec la simple action sine-Gordon Éq. (6)), mais aussi pour 
calculer simplement les exposants de décroissance de plusieurs fonctions de corrélations.
Dans cette transformation, le champ de hauteur (qui essentiellement encode la physique 
des dimères) est conjugué à la densité de charges électriques. Des défauts éventuels de dis-
locations dans le champ de hauteur correspondent à des charges magnétiques duales. Ces 
charges magnétiques vont permettre bien évidemment de décrire les monomères, qui sont 
des défauts topologiques dans le « champ » de dimères. Ces monomères sont absents par 
définition du modèle mais peuvent être insérés à la main comme nous l’avions fait dans 
les simulations Monte Carlo. Plus précisément, un monomère est équivalent à une charge 
magnétique |m| = 1, correspondant à une dislocation de ±2⇡ dans le champ de hauteur. Le 
signe de m est donné par le sous-réseau dans lequel est inclus le monomère.
Nous détaillerons plus loin la correspondance entre les objets et opérateurs du GdC et le 
modèle microscopique. Énonçons tout d’abord plusieurs résultats célèbres du GdC sur les 
opérateurs de charge. Le GdC décrit des systèmes critiques, avec des fonctions de corréla-
tions algébriques. 
L’insertion d’une particule électromagnétique (e,m) (c.-à-d. avec une charge électrique e 
et une charge magnétique m) est décrite par un opérateur ayant une dimension d’échelle 
X(e,m). L’exposant de la fonction de corrélation associée7 vaut [NieNhuiS87] :
où g est maintenant reconnue comme la constante de couplage du GdC. La normalisation du 
champ de hauteur et de g dans l’Éq. (6) ont été choisies de façon à ce que e et m soient des 
entiers, comme dans la revue Réf. [NieNhuiS87].
7 Pour la suite, nous appelerons indifféremment exposant celui de la fonction de corrélation charge-charge ↵(e,m) ou la 
dimension d’échelle X(e,m). Il y a un simple facteur 2 entre les deux : ↵(e,m) = 2X(e,m)
↵(e,m) = e2/g + gm2Éq. (7)
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Prédictions pour les exposants de décroissance
Comment relier les opérateurs du CdG (dont nous connaissons maintenant les dimensions) 
aux objets microscopiques du modèle ? Dans certains cas, l’identification peut être faite 
formellement.  Dans le CdG, l’opérateur de vertex Ve(r) = exp
(
2⇡eh(r)
)
 décrit l’insertion 
d’une charge électrique e. D’un autre côté, on peut montrer [FradKiN04] à l’aide de la solu-
tion exacte du modèle de dimères sans interactions que l’opérateur nombre d’occupation 
du dimère d↵(r) s’écrit :
Ces expressions permettent de retrouver les résultats asymptotiques exacts de la fonction 
de corrélation dimère-dimère hd↵(0)dβ(r)i, en prenant g = 1/2. Le premier terme 1/4 est 
la densité moyenne de dimères. Le second terme en gradient s’interprète assez facilement 
connaissant la règle de hauteur : dans un pavage de dimères, la hauteur varie à chaque fois 
que l’on croise un dimère. Le troisième terme quant à lui va nous permettre de faire la cor-
respondance : c’est un opérateur de vertex électrique avec charge |e| = 1. Grossièrement, 
on peut dire que dans le continu, un dimère est représenté par une charge électrique |e| = 1.
Il est possible de décrire en termes d’opérateurs de vertex d’autres quantités microsco-
piques : ainsi papaniKolaou et collaborateurs [papaNiKolaou07] ont dérivé les opérateurs de 
vertex pour le paramètre d’ordre colonnaire et celui de rotation brisée. De même, l’opéra-
teur nombre de monomère va être décrit dans le continu par un opérateur de vertex magné-
tique Vm(r) = exp
(
2i⇡mh̃(r)
)
 avec m = ±1, où h̃ est le champ dual de celui de hauteur.
Ces identifications nous permettent d’appliquer immédiatement l’Éq. (7) pour obtenir les 
prédictions du GdC pour les exposants de décroissance des fonctions de corrélation d’inté-
rêt. Puisqu’un dimère correspond à une charge électrique |e| = 1, la fonction de corréla-
tion dimère-dimère hd↵(0)dβ(r)i doit décroître avec un exposant ↵d = ↵(1, 0) = 1/g. De 
même, la fonction de corrélation monomère-monomère doit décroître avec un exposant 
↵m = ↵(0, 1) = g.
La constante de couplage g doit varier avec la température T  dans le modèle microscopique 
pour permettre de comprendre que les exposants ↵d et ↵m dépendent de T , comme observé 
dans la Sec. II.3. L’analyse ci-dessus reste valide dans toute la phase critique, et on obtient 
en particulier la prédiction ↵d = 1/↵m, indépendamment de T . Comme cela est habituel 
pour un GdC, la variation de g avec la température n’est pas connue. Celle-ci sera obtenue 
numériquement par matrice de transfert (Sec. III.2.4) et Monte Carlo (Sec. III.2.5). À tem-
pérature infinie toutefois, les résultats exacts de la Réf. [FiSher63] fixent g(T = 1) = 1/2, et 
l’on vérifie bien qu’ici ↵d = 1/↵m = 2.
Un autre intérêt du GdC est qu’il permet de vérifier rapidement la pertinence du potentiel 
d’accrochage Vp cos
(
2⇡ph(r)
)
 dans l’action effective Éq. (6). C’est un opérateur de vertex 
électrique e = p avec une dimension d’échelle X(p, 0) = ↵(p, 0)/2 = p2/2g, qui sera perti-
nent dès que X(p, 0) < 2, soit g > gc = p2/4. On retrouve bien le résultat du groupe de re-
normalisation du modèle de sine-Gordon [colemaN75]. Pour le modèle précis Éq. (2), nous 
avons p = 4 et la constante de couplage du GdC va croître de sa valeur g = 1/2 à T = 1 
vers g(Tc) = gc(p = 4) = 4 au point critique. Cette analyse indique aussi que nous avions 
dx(r) =
1
4
+ ()rx+ry@yh(r) +
1
2
[( )rx exp
(
2i⇡h(r)
)
+ c.c.]
dy(r) =
1
4
+ ( )rx+ry+1@xh(r) +
1
2
[( )ry .i. exp
(
2i⇡h(r)
)
+ c.c.]
Éq. (8)
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correctement négligé les termes d’accrochage avec p > 4 puisqu’ils sont moins pertinents.
Dérivation alternative du gaz de Coulomb
Pour décrire ce GdC, nous sommes partis de la phase critique à haute température. Il 
est possible d’obtenir le même GdC en partant de la phase basse température (avec une 
approche certes plus phénoménologique). Le système admet une dégénérescence 4 du fon-
damental. À basse température, un système fini est composé essentiellement de grands 
domaines où tous les dimères sont alignés dans un des quatre états colonnaires de la Fig. 7. 
En associant à chaque orientation de domaine une orientation d’un spin « clock » pouvant 
prendre q = 4 valeurs, on s’attend naïvement à trouver une transition dans la classe d’uni-
versalité du modèle clock à q = 4  états. Ce modèle est bien connu pour être équivalent à un 
GdC avec des charges magnétiques (non contraintes) et des charges électriques multiples 
de q  [NieNhuiS87]. La différence fondamentale ici est que l’absence de monomères dans le 
modèle original interdit l’existence de sites isolés autour desquels le spin effectuerait une 
rotation de 2⇡ en passant par les quatre états colonnaires possibles. Ce schéma est joli-
ment illustré dans un autre contexte dans la Réf. [leviN04]. En d’autres termes, il s’agit d’un 
modèle clock à q = 4 états sans défauts topologiques. Les charges magnétiques sont alors inter-
dites dans le GdC associé. Par la voie basse température, nous arrivons à la même image 
physique d’un GdC avec des charges électriques multiples de 4 et sans charges magnétiques.
Calculs par matrice de transfert
L’application itérative de la matrice de transfert nous permet d’obtenir, dans la symétrie et 
les notations de la Sec. I.3.2.2, la ou les valeurs propres dominantes dans chaque secteur 
de symétrie Wx. On dénote par Wxq  la q-ième valeur propre dans le secteur Wx et par 
fWxq =
1
L
ln( Wxq ) l’énergie libre équivalente par unité de longueur. Comme discuté pré-
cédemment, le secteur Wx = 0 est le plus grand et va donc correspondre à la plus grande 
valeur propre absolue. Le secteur |Wx| = 1 va décrire quant à lui le système avec deux 
monomères tests.
Les calculs de matrice de transfert sont parfaitement adaptés pour valider (de façon auto-
consistante) les prédictions du GdC. Le GdC est en effet une théorie invariante conforme, 
et il est possible de s’appuyer sur les résultats célèbres des théories conformes [cardy84, 
blote86,aFFlecK86] pour interpréter les résultats (sur des échantillons de taille finie) obtenus 
par matrice de transfert.  Dans un bref  résumé, l’invariance conforme assure que :
avec f(1) l’énergie libre dans la limite thermodynamique et c la charge centrale de la théorie 
conforme. La différence d’énergie libre entre les secteurs de symétrie avec ou sans mono-
mères tests permet de déterminer la dimension d’échelle X(0, 1) de l’opérateur monomère :
Enfin, la différence d’énergie libre dans le même secteur de symétrie Wx = 0 nous donne 
la dimension d’échelle de l’opérateur de dimère :
f01 f
1
1 =
2⇡X(0, 1)
L2
+ o(L 4).Éq. (10)
f01 = f(1) +
⇡c
6L2
+ o(L 4),Éq. (9)
f01 f
0
2 =
2⇡X(1, 0)
L2
+ o(L 4).Éq. (11)
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Tous les autres exposants plus élevés peuvent être et seront déterminés. Ces résultats forts 
de l’invariance conforme nous permettront d’obtenir simplement les exposants de décrois-
sance des fonctions de corrélation désirées. Ces exposants seront déterminés de façon plus 
précise qu’avec les résultats Monte Carlo de la Sec. II.3 où les effets de taille finie (et notam-
ment l’influence des conditions aux bords) peuvent être importants. Les calculs matrice de 
transfert dont les résultats sont présentés par la suite ont été effectués par J. JacoBsen.
•	 Charge	centrale
La Fig. 20a montre la dépendance en température de la charge centrale c obtenue par un fit 
à trois points (Éq. (9) agrémentée de corrections en 1/L4). Un plateau émerge clairement à 
haute température avec la charge centrale tendant vers l’unité lorsque la taille des systèmes 
augmente. Une petite remontée est visible proche de la température critique, avant que la 
charge centrale ne s’effondre à basse température, signalant que le phase n’est plus critique. 
De façon phénoménologique, la température critique Tc peut être estimée par le maximum 
de la charge centrale pour les différents fits correspondant aux différentes tailles, et l’esti-
mation obtenue est en bon accord avec l’estimation Monte Carlo.
•	 Exposants	fondamentaux
En effectuant des fits à deux points basés sur les formules Éq. (10) et Éq. (11) (avec de nou-
veau une correction en 1/L4), nous obtenons une estimation de taille finie pour les expo-
sants de décroissance ↵d et ↵m des fonctions de corrélation dimère-dimère et monomère-
monomère. Les Fig. 20b et Fig. 20c présentent les estimations ↵d(L 2, L) et ↵m(L 2, L) 
en fonction de la température pour différentes tailles de systèmes. À température infinie, 
l’accord avec les résultats exacts ↵d = 2 et ↵m = 1/2 est excellent (non visible sur la figure). 
Dans la région critique T 2 [Tc,1[, les données numériques s’extrapolent de façon cor-
recte en loi de puissance vers la limite thermodynamique. Il en résulte une estimation de 
↵m qui croît lorsque la température diminue pour arriver à une valeur ↵m(Tc) = 4, alors que 
l’exposant ↵d décroît de façon monotone jusqu’à ↵d(Tc) = 1/4.  L’introduction de mono-
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Fig. 20 En fonction de la température T : a) fits à trois points c(L 4, L 2, L) pour la charge centrale. La ligne 
pointillée signale la température de transition Tc estimée par les simulations Monte Carlo. b) Fits à deux points 
↵d(L 2, L) pour l’exposant de dimère. (c) Fits à deux points ↵m(L 2, L) pour l’exposant de monomère.
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mères est donc pertinente dans toute la phase critique (puisque X(0, 1) < 2) et devient mar-
ginale à Tc, en accord avec le GdC. Une estimation de la température critique Tc peut être 
obtenue à partir du croisement des courbes pour différentes tailles de systèmes, comme 
dans le cas de la charge centrale. La valeur de Tc obtenue est en accord avec les estimations 
précédentes. Pour T < Tc, l’extrapolation vers la limite thermodynamique des exposants 
n’est pas possible (comme attendu pour une phase non critique). 
La prédiction du GdC liée à l’existence d’une seule constante de couplage g se traduit en 
l’existence d’une courbe ↵d.↵m = 1 tout le long de la phase critique, indépendamment de 
la température T . Cette prédiction peut être vérifiée à partir des données présentées sur les 
Fig. 20b et Fig. 20c. Cette vérification sera présentée plus tard dans la Sec. III.2.5.
•	 Exposants	de	dimères	plus	élevés
La puissance prédictive et la pertinence du GdC peuvent être encore plus appréciées en 
considérant les exposants X plus élevés, obtenus à partir des valeurs propres sous-domi-
nantes de la matrice de transfert. La Fig. 21 présente les 15 premiers exposants dans le sec-
teur Wx = 0. Les deux premiers X2 sont dégénérés (quasiment parfaitement même en taille 
finie) et correspondent à l’exposant de dimère ↵d déjà évoqué. On retrouve aussi naturelle-
ment dans ce spectre l’opérateur identité et ses descendants de niveau 1 et 2 (avec des expo-
sants constants X = 1 et X = 2), en accord avec les prédictions des théories conformes.
De façon plus spectaculaire, tous les autres exposants sont correctement décrits par l’ex-
pression p2X2 + q, avec p  2 et q 0 entiers. Ceci se comprend parfaitement dans le GdC 
où ces exposants correspondent à des opérateurs de charge électrique p fois plus grandes 
que celle de l’opérateur de dimères, et à leurs descendants. Bien que les dégénérescences et 
égalités entre exposants ne sont jamais parfaites pour des échantillons de taille finie, il est 
remarquable de constater que l’accord est très bon. Ceci s’observe sur la Fig. 21 où les don-
nées pour X2 (soit p = 1) représentées par la ligne solide ont été reportées pour construire 
X2 + 1 et 4X2, ce qui permet de fitter quasi-parfaitement les exposants plus élevés obtenus 
numériquement.
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Fig. 21 Fits à deux points X(L = 14, L = 16) pour les quinze premiers expo-
sants dans le secteur de winding Wx = 0 en fonction du poids de Boltzmann 
exp(1/T ). Tous les exposants mesurés sont simplement reliés à l’exposant fon-
damental de dimère X2 = ↵d/2. 
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En résumé, les résultats de la Fig. 21 indiquent clairement que la description du modèle Éq. 
(2) en termes d’un GdC est correcte et complète.
Fluctuations du nombre de winding et constante de couplage du gaz de Coulomb
Nous dérivons ici une relation analytique entre la constante de couplage g du GdC dans 
la région haute température et les fluctuations du nombre de winding.  On dénote par 
P (Wx,Wy) la probabilité qu’une configuration de dimères ait le couple (Wx,Wy) de nombres 
de winding. À la lecture du premier terme de l’action effective Éq. (6), nous avions deviné 
que cette probabilité variait comme une gaussienne P (Wx,Wy) / exp
(
− g⇡(W 2x +W 2y )
)
. 
Précisons cette relation. Dans la limite continue, P (Wx,Wy) peut être calculée dans la 
phase haute température où les configurations de dimères sont correctement décrites par le 
champ libre [yaNg87, diFraNceSco87] de hauteur. Microscopiquement, la hauteur est définie 
par sa variation lorsque l’on passe d’une plaquette à une autre, soit plus formellement dans 
le continu par l’intégrale de sa dérivée. Le nombre de winding le long d’un chemin fermé 
est précisément donné par cette intégrale sur ce chemin. La probabilité P (Wx,Wy) est le 
rapport entre la fonction de partition ZWx,Wy restreinte aux champs de hauteurs ayant des 
nombres de winding donnés Wx,Wy le long de deux chemins traversant entièrement le tore 
formé par un système avec conditions aux bords périodiques, et la fonction de partition 
totale 
P
Wx,Wy2Z ZWx,Wy. Ce rapport est calculé de la façon suivante: séparons tout d’abord 
le champ de hauteur h = hcl + h entre sa partie « classique » hcl portant la « pente » et les 
nombres de winding Wx,Wy, et sa partie fluctuante h. hcl est solution des équations de 
mouvement hcl = 0, et le terme croisé disparaît de la fonction de partition. La partie 
libre de l’Éq. (6) est donc la somme entre la partie classique et la partie fluctuante. Cette 
dernière ne dépend pas des nombres de winding et se factorise pour sortir de la probabilité 
P (Wx,Wy).
Sur un réseau de taille Lx ⇥ Ly avec des conditions aux bords périodiques, les configura-
tions du champ classique sont données par hcl(x, y) = x
Wx
Lx
+ y
Wy
Ly
, et la probabilité qui 
en résulte est :
Les fluctuations du nombre de winding dans la direction x sont alors données par :
Les propriétés à courte distance ne sont pas bien sûr décrites par un champ libre. Les 
propriétés topologiques des nombres de winding (i.e. aucun mouvement local ne peut les 
changer) nous emmènent à penser que les fluctuations locales dues au réseau ne peuvent 
modifier l’Éq. (12).  
Cette relation est particulièrement utile numériquement car les fluctuations du nombre de 
winding sont facilement accessibles en Monte Carlo. Elle permet un calcul indépendant de 
la constante de couplage g en fonction de la température qui peut être comparé aux résul-
tats obtenus par les calculs de matrice de transfert. Les résultats obtenus pour g(T ) sont 
P (Wx,Wy) =
e
−⇡g((WxLx )
2+(
Wy
Ly
)2)LxLy
P
n,m2Z e
−⇡g(( nLx )
2+( mLy )
2)LxLy
.
hW 2x i =
P
n2Z n
2e−⇡gn
2(Ly/Lx)
P
n2Z e
−⇡gn2(Ly/Lx)
. Éq. (12)
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présentés dans la Fig. 22 avec ceux obtenus par matrice de transfert de la Sec. III.2.4, et les 
trois courbes sont essentiellement identiques. La valeur de g à Tc (dénotée par la ligne poin-
tillée dans la figure) est gc = g(Tc) = 4.0(2), en accord avec la prédiction gc = 4 du CdG. 
Ces résultats valident donc entièrement à la fois l’analyse en termes d’un GdC ainsi que les 
calculs champs libres qui ont permis de dériver l’Éq. (12). En particulier, nous observons 
sur la Fig. 22 que les exposants de dimère et monomères vérifient bien la relation prédite 
↵m = 1/↵d. 
La relation analytique Éq. (12) a été dérivée pour un champ libre dans le continu par v. pas-
quier dans le cas général. Elle a été retrouvée rigoureusement pour le cas du modèle de 
dimères sans interaction par Boutillier et de tilière en utilisant la formulation en termes 
de Pfaffiens [boutillier09]. On peut la retrouver sous une autre forme dans un travail de 
proKoF’ev et svistunov sur les différentes définitions de la densité superfluide pour un 
fluide bosonique [proKoF’ev00].  À noter que cette relation est assez générale et peut être 
utilisée numériquement pour d’autres gaz de Coulomb [balabaNyaN07]. Cette relation est 
l’équivalent dans le cas bidimensionnel de la relation de pollocK et ceperley (discutée plus 
loin dans la Sec. V.2.1.1) reliant la densité superfluide au nombre de winding des worldlines 
dans des systèmes bosoniques [pollocK87]. La différence essentielle est que les fluctuations 
du nombre de winding sont discrètes en deux dimensions, contrairement au cas tridimen-
sionnel  - et l’on ne peut pas passer de la somme à l’intégrale (cette remarque est aussi au 
coeur de l’argument développé dans la Réf. [proKoF’ev00]). Cela est toutefois possible pour 
des systèmes peu rigides (lorsque g ! 0), on a alors hW 2i = 1/(2⇡g). Pour g = 4, l’Éq. (12) 
prédit un saut de hW 2i ridiculement faible à la transition, de l’ordre de 7.10-6 ! Ceci explique 
pourquoi l’incertitude sur g(Tc) est assez grande, malgré la qualité des simulations MC.
Cumulants de Binder dans la phase haute température et à la transition
L’analyse par GdC de la phase haute température permet d’expliquer (en partie) le com-
portement en taille finie des cumulants de Binder pour le paramètre d’ordre de rotation 
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Fig. 22 Constante de couplage du gaz de Coulomb g en fonction de la 
température T, obtenue par la matrice de transfert (à travers les exposants 
↵d = 1/g et ↵m = g - voir Sec. III.2.4.1) et par simulations Monte Carlo (grâce 
à l’Éq. (12)).
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brisée BD et celui associé au paramètre d’ordre colonnaire Bcol (Fig. 15a  et Fig. 15c). En 
principe, pour une phase critique, on s’attend à ce que toutes les courbes des cumulants de 
Binder pour des systèmes de différentes tailles soient confondues. Donnons un argument 
physique pour aller plus loin8 : pour observer ce comportement, il faut que les valeurs 
moyennes contenues dans le cumulant de Binder contiennent l’information de la criticalité 
(et le fait que le système soit de taille finie) : ainsi le terme du dénominateur hO2i (ainsi 
que les puissances supérieures) « ne saura pas » que le système est critique si le corrélateur 
associé hO(0)O(r)i décroît trop rapidement (tel que son intégrale converge). On s’atten-
dra donc à une coïncidence des courbes de Binder pour différentes tailles si la dimension 
d’échelle de O est inférieure à l’unité. Comme indiqué précédemment, papaniKolaou et al. 
[papaNiKolaou07] ont dérivé la dimension d’échelle du paramètre d’ordre colonnaire col qui 
vaut 1/(2g), et celle du paramètre d’ordre de rotation brisée D qui vaut 2/g. Cet argument 
prédit donc des courbes de cumulant de Binder colonnaire superposées pour g  1/2 (ce 
qui est toujours le cas dans la gamme de température T Tc), et une superposition des 
courbes de cumulant de Binder BD uniquement lorsque 2  g(T )  g(Tc) = 4, soit dans 
une gamme de température réduite Tc  T . 0.85 (voir Fig. 22). Cette prédiction explique 
parfaitement le comportement haute température du cumulant de Binder Bcol (Fig. 15c) 
avec des courbes confondues pour différents L, ainsi que celui de BD (non visible dans la 
Fig. 15a) avec des courbes bien séparées à haute température.
Par contre, on ne peut pas simplement expliquer le comportement anormal de Bcol proche 
de Tc (encart droit de la Fig. 15c), et plus problématiquement le croisement des courbes de 
BD à Tc (on s’attendrait à ce que les courbes soient confondues jusqu’à Tc). La Réf. [papa-
NiKolaou07] effectue la même remarque tout en confirmant avec des simulations indépen-
dantes ce croisement. Celui-ci doit donc être attribué à des effets sous-dominants (des cor-
rections à la dimension d’échelle) que nous n’avons pas pu caractériser plus précisément. 
A posteriori, il n’était donc pas évident que ce croisement existe, bien que celui-ci s’avère en 
pratique l’une des meilleures façons de déterminer Tc.
III.3. Discussion
Justification rigoureuse du gaz de Coulomb dans la phase haute température
Les résultats pour le modèle Éq. (2) ont attiré l’attention de physiciens mathématiciens, 
qui ont récemment justifié rigoureusement [Falco13, giulaNi14, giulaNi15] la description en 
termes d’un gaz de Coulomb (avec exposants flottants) de la phase haute température, pour 
la première fois donnée dans les Réfs. [alet05, alet06b] (voir aussi Réf. [papaNiKolaou07]). 
En quelques mots, les Réfs. [giulaNi14, giulaNi15] réécrivent le modèle de dimères en inte-
raction comme une intégrale non gaussienne sur des variables de Grassman [hayN94], qu’ils 
traitent perturbativement par des méthodes de groupe de renormalisation constructif  et 
des techniques d’holomorphie discrètes [giulaNi14, giulaNi15]. Ces auteurs peuvent ainsi 
justifier du caractère champ libre dans la phase haute température, en donnant en pertur-
bation une estimation de la constante de gaz de Coulomb qui varie comme [Falco13, giu-
laNi15] g(T ) = g(T = 1)− v/T  avec > 0.
Connection avec d’autres modèles de physique statistique classique
L’interprétation en termes d’un GdC du modèle Éq. (2) le relie tout naturellement à la 
8 Je remercie K. damle pour m’avoir donné cet argument.
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grande famille des modèles présentant un comportement de GdC avec champ scalaire 
[NieNhuiS87]. Bien que non soluble exactement, sa définition le place parmi les modèles les 
plus simples et naturels, à côté du modèle XY ou du modèle à 6 vertex. De plus, il peut 
être facilement étendu (en changeant le signe des interactions, en choisissant d’autres géo-
métries etc), ce qui permet de tester plusieurs caractéristiques d’un GdC. Nous suivrons en 
partie cette démarche dans le Chapitre IV.
Ce modèle admet aussi une description en termes de hauteur (détaillée dans la Sec. III.1), 
ce qui le relie à une grande variété de modèles de spins ou de modèles « solid-on-solid »  (voir 
les Réfs. [KoNdev95, KoNdev96, raghavaN97, zeNg97] et les références incluses) possédant le 
même comportement physique. En plus de sa simplicité, le modèle de dimères étudié pré-
sente deux avantages certains. Le premier est qu’il existe deux points dans son diagramme 
de phase (à températures nulle et infinie) où le modèle est exactement soluble. Le second 
point (probablement le plus important) est qu’il est possible d’en effectuer des simulations 
numériques très efficaces sur des échantillons de grande taille. Ceci est dû à l’existence 
d’algorithmes Monte Carlo perfectionnés [SaNdviK06, papaNiKolaou07], mais aussi à une taille 
relativement clémente de l’espace des configurations pour la matrice de transfert.
Du point de vue strict de la simulation numérique de ce type de modèles, nos études 
montrent que l’utilisation de la description en hauteur du modèle n’est pas nécessaire pour 
obtenir des résultats numériques performants, contrairement à la Réf. [raghavaN97]. Cette 
représentation est préférentiellement utilisée dans les travaux de henley et collaborateurs 
[KoNdev95, KoNdev96, raghavaN97, zeNg97] pour calculer la constante de couplage du CdG, 
à travers les fluctuations de grande longueur d’onde de la hauteur. À travers l’Éq. (12) et le 
calcul des fluctuations du nombre de winding, nous avons obtenu une méthode alternative 
pour déterminer g, et ceci sans effectuer de fit numérique.
Au sujet de la physique des dimères classiques, l’analyse théorique que nous présentons 
peut être facilement étendue pour comprendre les résultats obtenus sur des modèles (sans 
interaction) de dimères à longue portée [SaNdviK06]. Lorsque les dimères sont permis (aussi 
infinitésimalement que ce soit) entre sites seconds voisins sur le réseau carré, sa nature 
bipartite est perdue et la description en termes de hauteur n’est plus valide : les corrélations 
deviennent exponentielles. Cette règle d’or que nous avions déjà énoncée dans le Cha-
pitre I n’est valide en fait que pour des pavages de dimères sans interaction. Nos résultats 
indiquent que la donne peut être changée en présence d’interactions entre les dimères, 
comme en attestera un exemple dans le Chapitre IV. Si par contre on autorise les dimères 
entre quatrièmes voisins comme le fait aussi la Réf. [SaNdviK06], le réseau reste bipartite et 
le système critique. En particulier, la Réf. [SaNdviK06]  trouve que l’exposant de la fonction 
de corrélation entre monomères varie continûment (de ↵m = 1/2 à ↵m = 1/9) avec la frac-
tion de dimères quatrièmes voisins introduite dans le système. Ce résultat est simplement 
compris avec notre analyse en considérant que la constante de couplage du CdG  varie 
continûment avec cette fraction, résultant en un exposant ↵m variable. Un autre aspect des 
résultats de la Réf. [SaNdviK06] semble plus difficile à interpréter de premier abord avec notre 
analyse : l’exposant de dimères reste quant à lui fixé à ↵d = 2. En fait, il suffit de constater 
[SaNdviK06] qu’il existe une contribution supplémentaire (dite « dipolaire ») à la fonction de 
corrélation dimère-dimère, qui reste fixée en 1/r2 (quelle que soit la fraction de dimères 
quatrièmes voisins introduite). Cette partie correspond bien sûr aux termes en gradient 
dans l’Éq. (8). La contribution de « vertex » [FradKiN04] expliquée par le GdC va quant à elle 
bien posséder un exposant variant continûment avec cette fraction (de 2 à 9). Le compor-
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tement qui domine la fonction de corrélation à grande distance est celui de la contribution 
ayant le plus petit exposant : c’est ici la contribution dipolaire en 1/r2. Ceci est tout à fait 
analogue aux corrélations dans la chaîne de spins quantiques anisotrope XXZ [luther75], 
qui est aussi un modèle possédant une description en GdC. Dans ce cas, la partie uniforme 
de la fonction de corrélation hSz(0)Sz(r)i varie en 1/r2, alors que la partie alternée varie 
comme rf( ) où f est une fonction du paramètre d’anisotropie  de la chaîne. À noter 
que dans le modèle de dimères, il est possible d’annuler la contribution dipolaire en choisis-
sant convenablement l’orientation respective des dimères dans la fonction de corrélation, 
ainsi que le vecteur position les séparant : on se retrouve alors avec la seule contribution 
de vertex. 
Finalement, rappelons que le modèle de dimères en interaction Éq. (2) avait été introduit 
originellement dans le contexte des cristaux liquides. Par un développement basse tempé-
rature, poland et swaminathan [polaNd79] avaient donné une estimation de la température 
critique égale à Tc = 0.61(1), assez proche de la véritable valeur. Toutefois, ces auteurs 
avaient conclu de façon incorrecte sur la nature de la transition de phase (annoncée comme 
étant de type Ising) ainsi que sur celle de la phase haute température (non reconnue comme 
critique).
Propriétés à température finie du modèle de dimères quantiques
Finissons cette discussion en spéculant sur le diagramme de phase à température finie du 
modèle de dimères quantiques sur le réseau carré. Le modèle de dimères classiques Éq. (2) 
offre naturellement des informations sur le comportement du modèle de dimères quan-
tiques [roKhSar88] à haute température, où les effets quantiques ne sont pas dominants. En 
particulier, la phase critique trouvée dans le modèle classique devrait aussi être présente à 
haute température dans le diagramme de phase du modèle de dimères quantiques : nous 
avions vu en effet que la nature rugueuse de cette phase était intimement liée à la nature 
compacte du pavage de dimères, et non pas aux détails exacts des fluctuations (thermiques 
ou quantiques). 
Conjointement, la fonte à température finie de la phase colonnaire (ainsi que probablement 
celle de la phase plaquette) se fera certainement à travers une transition KT comme dans 
le modèle classique. Ces prédictions sont en opposition avec le diagramme de phase à 
température finie du modèle de dimères quantiques spéculé par leunG et al. [leuNg96], qui 
prédisaient que le cristal colonnaire se détruirait en deux étapes (avec une phase plaquette 
intermédiaire), et ceci même dans la limite classique. Nous avons démontré que cela n’était 
pas le cas.
Le diagramme de phase à température nulle du modèle de dimères quantiques sur le réseau 
carré Éq. (1) est habituellement présenté de la façon suivante [leuNg96,SyljuaSeN05,Syljua
SeN06] : pour des grandes valeurs de v/t < 0, le système se situe dans la phase colonnaire. 
Lorsque v/t augmente, le fondamental subit une transition de phase quantique vers une 
phase plaquette, à une valeur assez incertaine de v/t (voir discussion plus bas). La phase 
plaquette (éventuelle, voir plus bas) se finit au point multicritique Rokhsar-Kivelson v = t 
[roKhSar88], où la fonction de corrélation dimère-dimère décroît en loi de puissance. Fina-
lement, pour v/t > 1, le système se situe dans la phase alternée. Ces connaissances récapitu-
lées, nous sommes maintenant bien placés pour y connecter les résultats à température finie 
pour le modèle classique (t = 0) et tracer ainsi Fig. 23 le diagramme de phase schématique 
proposé pour le modèle de dimères quantiques dans le plan (v/t, T/|v|).
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La phase critique présente dans toute la phase 
haute température va s’étendre probablement 
jusqu’au point RK. Cette phase critique peut 
être paramétrisée par la constante de cou-
plage du gaz de Coulomb g, et sur la Fig. 23 
sont représentées les lignes « d’iso-g ». La 
ligne g = 4 dénote la séparation entre la phase 
haute température et la phase colonnaire (et 
probablement avec la phase plaquette aussi), 
correspondant ainsi à la transition KT. Si elle 
existe, la transition entre la phase plaquette et 
la phase colonnaire est très certainement du 
premier ordre à T = 0 [Fouet03] et on peut 
donc s’attendre à ce que cette transition sub-
siste à température finie. 
De l’autre côté du diagramme de phase, la phase 
rugueuse va donner lieu à la phase alternée à 
basse température à travers l’annulation de la 
constante de couplage du GdC g ! 0 . Nous 
évoquerons plus en détail cette transition dans 
le Chapitre IV. Finalement, il est possible de 
conjecturer (Fig. 23) que toutes les lignes d’iso-
g se rejoignent au point RK (T = 0, v/t = 1), 
et ceci est consistent avec la nature multi-critique de ce point [FradKiN04]. Il est difficile de 
vérifier cette prédiction étant donné qu’il n’existe actuellement pas d’algorithme efficace 
pour étudier le modèle de dimères quantiques à température finie.
Finalement, discutons de l’existence de la phase plaquette. Remarquons premièrement que 
le modèle classique permet de simuler des échantillons de très grande taille, ce qui n’est pas 
le cas du modèle de dimères quantiques. Les simulations numériques de ce modèle sont 
en effet difficiles : la diagonalisation exacte est limitée à des systèmes de petite taille (au 
mieux des réseaux 102) et bien qu’il n’y ait pas de problème de signe, les simulations Monte 
Carlo Quantique sont aussi limitées (principalement à cause de la contrainte globale sur les 
pavages de dimères). Des progrès ont toutefois été effectués dans la formulation « Fonction 
de Green » [SyljuaSeN05, ralKo05, ralKo06], et il est possible de simuler le fondamental de 
systèmes jusqu’à des tailles 322 avec cette technique. Cette limitation dans les tailles de sys-
tème pourrait avoir des conséquences importantes pour l’existence de la phase plaquette : 
en effet, nous avions vu que les corrélations plaquettes étaient importantes dans le cas 
classique et rendaient difficile l’analyse de taille finie, pour des systèmes aussi grands que 
1602. Nous pouvons prendre cette remarque comme une indication que la phase plaquette 
pourrait tout aussi bien disparaître dans la limite thermodynamique du diagramme de phase 
du modèle de dimères quantiques. Cette remarque n’est pas si innocente car le point cri-
tique séparant la phase colonnaire de la phase plaquette (hypothétique) a d’abord été estimé 
[leuNg96] autour de v/t ⇠ −0.2, puis autour de v/t = 0.60(5) sur des échantillons de plus 
grande taille [SyljuaSeN05,SyljuaSeN06] : l’extension de la phase plaquette diminue donc avec 
la taille des systèmes simulés. Un scénario intermédiaire [ralKo08] propose aussi que la 
phase plaquette soit remplacée par une phase mixte contenant à la fois des corrélations 
T/|v|
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Fig. 23 Diagramme de phase schématique à 
température finie du modèle de dimères quan-
tiques sur le réseau carré. Les différents cristaux 
(colonnaire, plaquette ou alterné) fondent tous en 
laissant place à une phase haute température cri-
tique, possédant des corrélations en loi de puis-
sance caractérisée par la constante de couplage g 
d’un gaz de Coulomb. À noter que l’existence de 
la phase plaquette est remise en cause par les si-
mulations les plus récentes du modèle quantique 
[baNerjee14, SchWaNdt16].
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plaquettes et colonnaires. Les dernières simulations utilisant une autre famille d’algorithmes 
Monte Carlo quantique [baNerjee14, SchWaNdt16] indiquent même que la phase colonnaire 
subsiste jusqu’au point RK, avec à son approche des fluctuations fortes créant un régime 
apparaissant comme « quasi-U(1) » critique en taille finie.
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Chapitre IV. Autres résultats sur les modèles bidimen-
sionnels
Ce chapitre présente des résultats obtenus sur des extensions et variantes du modèle de dimères classiques sur le réseau carré présenté et résolu dans les chapitres pré-cédents. Tous ces modèles de dimères prennent place sur des réseaux bidimension-
nels. Bien que chacune des extensions nécessite une analyse complémentaire, le forma-
lisme et les résultats introduits précédemment sont suffisants pour comprendre au moins 
qualitativement la physique de ces modèles. Nous ne donnons donc ici que les ingrédients 
essentiels et les résultats les plus importants propres à chaque étude. Le lecteur intéressé 
consultera les publications attenantes pour plus de détails.
IV.1. Réseau hexagonal et expériences d’adsorption
Considérons le même type de modèle sur le réseau hexagonal. Il y a plusieurs façons d’imaginer des interactions entre dimères proches sur ce réseau. On pourrait ima-giner que deux dimères subissent des interactions répulsives s’ils sont parallèles 
sur un même hexagone (sur les côtés opposés), ou bien des interactions attractives à trois 
dimères s’ils résident tous les trois sur un même hexagone, ou encore des interactions 
répulsives pour des dimères parallèles sur des hexagones voisins. Ces trois types d’interac-
tion conduisent à une phase cristalline à basse température, où les dimères s’arrangent tous 
par trois dans un hexagone (un hexagone sur trois étant vide). Le fondamental est dégénéré 
trois fois, et on s’attend à exactement la même physique que dans le cas du réseau carré. La 
seule différence entre les trois modèles résidera dans la forme exacte de la fonction g(T ) 
qui dépend des détails microscopiques.
La motivation pour étudier ce modèle est cette fois-ci directement expérimentale, puisqu’elle 
concerne les expériences [bluNt08] sur les molécules organiques adsorbées sur le graphite. 
L’analyse des données STM indique en effet que la distribution des pavages n’est pas uni-
forme et qu’en particulier les corrélations hauteur-hauteur ne répondent pas au résultat 
attendu pour des pavages libres. Cela suggère que certains arrangements locaux sont pré-
férés parmi d’autres, et en particulier les données expérimentales [bluNt08] suggèrent que 
les dimères parallèles entre hexagones voisins sont moins fréquents (troisième modèle cité 
plus haut). L’analyse théorique [jacobSeN09] de ce modèle est essentiellement identique à 
celle du cas carré (en posant simplement p = 3 puisque le fondamental est dégénéré trois 
fois), et les simulations numériques (par Monte Carlo et matrice de transfert) permettent 
de déterminer la courbe g(T ). Celle-ci permet de calibrer l’échelle d’énergie expérimentale 
en comparant la température nécessaire à l’obtention de la constante g déterminée expé-
rimentalement. La connaissance numérique de g(T ) permet alors de prédire la transition 
Kosterlitz-Thouless à une température de T = 110K pour ce composé. Malheureusement, 
le solvant utilisé dans ces expériences gèle à cette température et il faudrait recourir à des 
mesures dans le vide (techniquement plus complexes) qui n’ont pas été effectuées sur ce 
composé à notre connaissance.
En revanche, la Réf. [StaNNard12] propose une autre possibilité d’étudier le diagramme de 
phase en changeant le type de molécule organique, le solvant et dans un cas la température. 
Six combinaisons expérimentales différentes sont proposées, correspondant à des rapports 
T/v effectifs différents [StaNNard12]. Aucun composé n’est dans la phase colonnaire, mais 
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cinq se situent à différents points de la phase critique, alors qu’un dernier se trouve dans la 
phase alternée à v < 0 (voir Sec. IV.4).
IV.2. Réseau carré avec interactions anisotropes
Le modèle de l’Éq. (2) a été généralisé par H. otsuKa dans la Réf. [otSuKa09] au cas d’interactions anisotropes :
où vh (vv) est l’énergie d’une plaquette ayant deux dimères parallèles horizontaux (verticaux).
Dans le cas d’interactions attractives vh, vv < 0, on obtient à basse température une phase 
colonnaire avec une symétrie réduite dans le cas vh 6= vv. Si vh > vv (vh < vv), deux fonda-
mentaux avec orientation horizontale (verticale) sont sélectionnés parmi ceux de la Fig. 7. 
L’analyse du Chapitre III tient entièrement avec cette fois-ci p = 2 générant une transition 
KT pour g = 1. 
Le diagramme de phase obtenu par otsuKa 
(par méthode de matrice de transfert et à 
l’aide d’une analyse poussée par croisement 
de niveau) est reproduit dans la Fig. 24. On 
distingue clairement la phase critique avec des 
lignes « d’iso-g », séparée par une transition 
KT à g = 1 des phases colonnaires horizontale 
et vertical. Le système reste critique entre ces 
deux phases le long de la ligne vh = vv, avec 
une transition du second ordre (avec des expo-
sants variant continûment) séparant les deux 
phases. Au delà du point g = 4 (signalé par un 
triangle) qui correspond à la transition KT du 
modèle Éq. (2), la transition devient du pre-
mier ordre. Finalement pour vh, vv > 0 (répul-
sion entre dimères), la phase critique disparaît 
au profit d’une phase de type alternée. Ce cas 
est discuté en détail dans la Sec. IV.4.
Finalement, et bien qu’il ne s’agisse pas d’interactions anisotropes à strictement parler, 
signalons que la Réf. [li14] retrouve, par des méthodes réseau de tenseurs (Sec. I.3.2.3) la 
même transition que le modèle originel Éq. (2) lorsque seule une plaquette sur deux (dans 
un réseau « damier ») est dotée d’interactions répulsives.
IV.3. Dopage en monomères du modèle sur le réseau carré
Introduisons un nombre fini de monomères dans le modèle Éq. (2), soit de façon cano-nique avec une densité finie de monomères, soit grand-canonique avec une fugacité ⇠ par monomère. Raisonnons tout d’abord à faible dopage : le GdC indique que dans la phase 
critique l’opérateur introduction de monomères est pertinent. Par conséquent, on s’attend à 
ce que toute fugacité ⇠ 6= 0 détruise la phase critique pour donner place à une phase liquide 
Ec = vhN
c( ) + vvN
c( ) Éq. (13)
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Fig. 24 Diagramme de phase du modèle aniso-
trope Éq. (13) (adapté de la Réf. [otSuKa09]).
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normale. Au point critique, l’opérateur est marginal et on s’attend par contre à ce qu’une 
nouvelle ligne critique (transition du second ordre) émerge de ce point dès qu’on introduit 
une fugacité non nulle. D’un autre coté, le système peut toujours s’ordonner de façon colon-
naire à basse température. Un simple raisonnement énergétique à température nulle indique 
qu’il doit y avoir une transition de phase quantique du premier ordre (croisement de niveau) 
entre une phase colonnaire à faible dopage et une phase liquide à fort dopage.
Étant donnée l’existence d’une transition du second ordre à faible dopage et du premier 
ordre à fort dopage, il doit donc exister un point tricritique dans le plan (T, ⇠). Des calculs 
matrice de transfert [alet06b] effectués par J. JacoBsen confirment entièrement cette ana-
lyse et situent le point tricritique à (T ⇤ = 0.29(2), ⇠⇤ ⇠ 4.1). Ces calculs ont aussi montré 
que les exposants critiques variaient continûment le long de la ligne du second ordre qui 
émane de Tc. Les valeurs des exposants obtenus numériquement indiquent que le modèle 
avec monomères se situait dans la même classe d’universalité que le modèle d’Ashkin-
Teller ou le modèle de Potts à q = 4 états sur le réseau carré dilué [cardy80, NieNhuiS82]. 
Le point tricritique est d’ailleurs dans la classe d’universalité du modèle de Potts critique à 
q = 4 états. Cette analyse a été confirmée dans la Réf. [papaNiKolaou07] par une analyse plus 
poussée de théorie des champs. Le diagramme de phase finalement obtenu [alet06b] en 
présence de monomères est représenté dans la Fig. 25.
À noter qu’un diagramme de phase qualitativement similaire a aussi été obtenu par otsuKa 
[otSuKa11] dans le cas du réseau hexagonal dopé en monomères : on trouve bien une ligne 
critique partant du point de transition KT du modèle non dopé [jacobSeN09] qui se finit en 
un point tricritique la séparant d’une ligne de transition du premier ordre. Une différence 
notable est que la ligne critique est dans une classe d’universalité différente, celle du modèle 
de Potts à q = 3 possédant une charge centrale c = 4/5 (différent de la ligne critique c = 1 
obtenue pour le réseau carré). Le point tricritique est lui aussi différent, et correspond à 
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Fig. 25 Diagramme de phase température T-fugacité ⇠ pour le modèle de 
dimères en interaction dopé en monomères. À haute température ou forte fuga-
cité, le système est dans une phase liquide normale alors qu’il s’ordonne de 
façon colonnaire dans l’autre limite. Les lignes solides indiquent des transitions 
du second ordre avec des exposants variant continûment, la ligne pointillée une 
transition du premier ordre et le cercle à T ⇤ = 0.29(2) un point multicritique.
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un nouveau point fixe avec une charge centrale c = 6/7. Encore une fois, ces résultats 
peuvent se comprendre à l’aune du modèle de Potts à q = 3 états sur le réseau carré dilué 
[NieNhuiS82], qui possède les mêmes points fixes : les dimères jouent le rôle des variables de 
Potts, alors que les monomères diluent le réseau [otSuKa11].
IV.4. Interactions répulsives sur le réseau carré
Que se passe-t-il si l’on change le signe des interactions entre dimères, c.-à-d. en prenant v = 1 dans l’Éq. (2) ? Ces interactions répulsives favorisent les plaquettes avec un seul dimère (plaquettes non flippables). Il est facile de construire des états 
n’ayant aucune plaquette flippable : ce sont les états alternés de la Fig. 19, qui sont forcé-
ment fondamentaux lorsque v = 1. À la différence du cas précédent, ce ne sont toutefois 
pas les seuls états fondamentaux. En « poussant » les dimères le long d’une ligne diagonale 
à l’axe des dimères tel que représenté dans la Fig. 26, il est possible de créer une autre 
configuration sans plaquette flippable. La création de cette ligne de défaut sans coût énergé-
tique va changer le nombre de winding de (0,±L/2) (ou (±L/2, 0)) dans une configuration 
alternée « pure » vers une valeur (⌥1,±L/2− 1) (ou (±L/2− 1,⌥1)) pour la configuration 
avec défaut. On peut répéter cette opération plusieurs fois à des endroits différents et on 
s’aperçoit que le fondamental a une dégénérescence infinie à la limite thermodynamique, et 
qui croît « semi-extensivement » comme exp(↵L).
Cette grande dégénérescence du fondamental pose plusieurs difficultés. Premièrement, la 
définition d’un paramètre d’ordre alterné écrit dans le même esprit que la paramètre d’ordre 
colonnaire Éq. (3) n’est pas correcte, puisqu’il ne serait pas maximal pour les configura-
tions avec des lignes de défauts. Il est possible de remédier à ce problème en remarquant 
que la somme des deux nombres de winding |Wx|+ |Wy| est maximale (égale à L/2) dans 
tous les fondamentaux, ce qui permet de définir un paramètre d’ordre. Toutefois, il n’est 
pas simple d’associer une symétrie brisée à ce paramètre d’ordre. Un autre problème vient 
du ralentissement et de l’inefficacité des simulations numériques à basse température, dus 
aux barrières entropiques séparant les différents fondamentaux. Il faut en effet effectuer 
un grand nombre de mouvements locaux de dimères pour passer d’un fondamental à un 
autre. Cela résulte en une perte d’ergodicité claire dans les simulations Monte Carlo, même 
en utilisant les algorithmes sophistiqués présentés dans le Chapitre I. 
a) b)
Fig. 26 En bougeant les dimères le long d’une ligne diagonale (pointillé) sur une configuration alternée 
« pure », on obtient une configuration avec une ligne de défauts également sans plaquette flippable. 
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Diminuant la température à partir du cas sans interaction, on s’attend à ce que l’action 
effective Éq. (6) soit encore valide mais que g diminue avec T, puisque les configurations 
alternées ont un grand nombre de winding. C’est en effet ce qui est observé numérique-
ment sur la Fig. 27a. On obtient donc un scénario où l’action Éq. (6) n’est plus valide à 
basse température non plus car le terme de potentiel d’accrochage devient pertinent, mais 
parce que g ! 0 et annule le premier terme. Il faut alors en principe aller chercher les 
termes suivants en |rh(r)|4 + . . . pour décrire une éventuelle transition.
Le calcul de g semble donner une estimation de la température critique autour de Tc ⇠ 0.45 
(voir Fig. 27a). Les courbes du cumulant de Binder du « paramètre d’ordre » |Wx|+ |Wy| 
pour différentes tailles de systèmes ne se croisent pas en un point unique à basse tem-
pérature, comme cela est visible sur la Fig. 27b. Ceci est typique d’une transition du pre-
mier ordre. Une estimation grossière de Tc est toutefois possible, et est compatible avec 
Tc ⇠ 0.45. 
En ce qui concerne la thermodynamique, de fortes fluctuations statistiques résultent en des 
irrégularités fortes dans la chaleur spécifique pour des systèmes de grande taille (Fig. 28a). 
La chaleur spécifique ne semble pas diverger avec le volume du système comme cela devrait 
être le cas pour une transition du premier ordre. Le cumulant de l’énergie (Fig. 28b) a quant 
à lui un comportement singulier proche d’une température T ⇠ 0.5 : une chute dramatique 
vers des valeurs fortement négatives depuis sa valeur 2/3 à haute température. Ceci n’est 
typique à notre connaissance ni d’une transition du premier ordre ni d’une du second ordre.
Ces résultats se comprennent parfaitement à l’aide de la remarque judicieuse d’otsuKa 
[otSuKa09] : le point de transition où g s’annule est équivalent au point ferromagnétique 
 = 1 de la chaîne de spins XXZ, qui sépare la phase critique de la phase ferromagné-
tique à < 1. À ce point, une symétrie étendue apparaît (la symétrie SU(2) dans le mo-
dèle de spins quantiques), et une dégénérescence plus grande apparaît (celle en Sz pour le 
modèle de spins quantiques, celle liée à |Wx|+ |Wy| = L/2 pour le modèle de dimères). En 
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Fig. 27 En fonction de la température, pour différentes tailles de système et v = 1 : a) Constante de couplage du 
Gaz de Coulomb g. b) Cumulant de Binder du « paramètre d’ordre » 1 h(|Wx|+ |Wy|)4i/(3h(|Wx|+ |Wy|)2i2) 
proche de la température T ⇠ 0.5. Encart : Cumulant de Binder dans une gamme plus large de température. 
51 
particulier, l’énergie libre du modèle de dimères est indépendante du secteur de winding (ce 
qu’on devine puisque g = 0 et que les secteurs à haut winding ne sont plus pénalisés) : tous 
les secteurs sont équiprobables à la transition. Cette correspondance peut se faire plus for-
mellement à l’aide de la théorie des champs [otSuKa09, papaNiKolaou07] dont les prédictions 
ont été vérifiées par calculs de matrice de transfert [otSuKa09]. L’analyse fine par croisement 
de niveau de la Réf. [otSuKa09] donne une transition à Tc = 0.51 dans le cas du modèle de 
l’Éq. (2), et permet de tracer la ligne de transition de phase pour le modèle anisotrope Éq. 
(13) (symboles carrés sur la Fig. 24). 
Formellement, le point de transition  = 1 ne correspond pas à une transition du pre-
mier ordre mais à un point multicritique de dimension infinie [beNguigui77]. La plupart des 
observables changent violemment à la transition, comme lors d’une transition du premier 
ordre. Ceci explique pourquoi les principaux indicateurs tels que les cumulants de Binder 
ou la chaleur spécifique présentent un caractère « premier ordre ». Ce type de transition est 
observé pour des modèles classiques en deux dimensions [Slater41,lieb67], mais aussi pour 
un modèle d’Ising sur le réseau pyrochlore en présence de distortion [jaubert10].
Enfin, signalons que la même phase basse température, et probablement la même tran-
sition, sont observées dans deux modèles de dimères classiques sur le réseau hexagonal, 
obtenus comme modèles effectifs pour des systèmes de spins quantiques avec anisotropie 
sur site sur le réseau kagome ou triangulaire [SeN08, SeN09].
IV.5. Réseau triangulaire
Considérons maintenant un modèle de dimères en interaction sur le réseau trian-gulaire. La physique doit être complètement différente de celle du réseau carré, puisque sans interaction le système n’est pas critique. Au lieu d’étudier directement 
le cas d’un réseau triangulaire isotrope (qui va se révéler assez complexe), partons de la 
limite connue du réseau carré en considérant tout d’abord un système anisotrope.
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site. b) Cumulant de Binder de l’énergie 1 hE4i/(3hE2i2). 
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Modèle anisotrope
Il y a deux voies possibles pour déformer le modèle du réseau carré vers le réseau triangu-
laire : introduction de liens sur la diagonale des plaquettes où les dimères résideront avec 
une fugacité zT   et/ou d’interactions (dénotées u) sur les plaquettes formées par ces liens. Ces 
différents termes dans la nouvelle fonction de partition sont schématisés dans la Fig. 29.
Prenons tout d’abord u = 0 (avec toujours 
v = 1) et étudions la limite zT ⌧ 1. Étant 
perturbativement proche du réseau carré dé-
crit par l’action sine-Gordon Éq. (6), il sera 
suffisant de regarder la dimension d’échelle de 
la perturbation apportée par les dimères dia-
gonaux. Il est facile de se convaincre que dans 
la limite de faible fugacité, la situation est iden-
tique à celle de deux monomères situés sur le 
même sous-réseau du réseau carré. L’opérateur 
d’insertion de ces dimères diagonaux est donc 
un opérateur de vertex de charge magnétique 
|m| = 2. Le GdC nous indique alors que cette 
perturbation sera pertinente si g < 1. Nous 
vérifions ici que sans interaction (g = 1/2), 
l’introduction même infinitésimale de dimères 
diagonaux, rend non critique le système sur 
le réseau carré. Ceci avait été observé numé-
riquement [SaNdviK06], et est en accord avec 
la règle empirique énoncée au Chapitre I qui 
indique que tout réseau bidimensionnel non 
bipartite (ayant un seul site par cellule élémentaire) conduit à une phase liquide de dimères. 
Toutefois, il subsiste une région de constante de couplage 1  g  4 , où le système reste 
critique (pour g > 4, le système s’ordonne en colonnes). Il est donc possible d’exhiber un 
modèle sur le réseau triangulaire (éventuellement anisotrope) qui soit dans une phase cri-
tique, et ceci en contradiction avec l’intuition du premier chapitre. L’ingrédient essentiel est 
bien sûr l’introduction d’interactions v qui change la valeur de la constante de couplage du 
modèle non perturbé. Le diagramme de phase prédit est constitué par une phase critique 
à température intermédiaire, encadrée par une phase liquide à haute température et une 
phase colonnaire à basse température.
Le GdC ne fournissant qu’une analyse perturbative, il est légitime de se demander si cette 
conclusion tient pour une valeur finie de la fugacité zT . Les calculs matrice de transfert 
effectués par F. trousselet [trouSSelet07] montrent que c’est le cas : il existe bien une phase 
critique à température intermédiaire, et ceci jusqu’à la limite isotrope zT = 1. La gamme de 
températures pour laquelle le système est critique diminue avec zT , ce qui est naturel puisque 
les dimères diagonaux ne peuvent participer au quasi-ordre colonnaire. Il est intéressant de 
constater que cette phase critique subsiste aussi à l’introduction d’interactions u entre dimères 
diagonaux, et ceci même dans la limite isotrope zT = 1 jusqu’à v/u ⇠ 0.7 [trouSSelet07].
Fig. 29 Illustration du modèle de dimères clas-
siques anisotrope sur le réseau triangulaire. Les 
dimères diagonaux possèdent une fugacité zT  dif-
férente de celle des autres dimères. Les interac-
tions entre dimères autour d’une plaquette « car-
rée » (en vert sur la figure) sont toujours égales à 
v, alors que celles autour d’une plaquette « diago-
nale » (en bleu) prennent une valeur u. 
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Modèle isotrope
Au delà de v/u ⇠ 0.7, la phase critique disparaît pour zT = 1 et il reste simplement une 
transition entre une phase haute température liquide et une phase colonnaire à basse tem-
pérature. Dans la limite entièrement isotrope zT = 1  et v = u, la situation peut être consi-
dérablement modifiée. En effet, le fondamental n’est plus simplement quatre fois dégénéré 
comme pour zT < 1. À première vue, 12 fondamentaux colonnaires semblent se dégager (6 
pour la coordinence du réseau triangulaire, fois 2 pour l’orientation des colonnes). Comme 
remarqué pour la première fois pour un modèle de dimères quantiques [moeSSNer01], il 
s’avère qu’il est possible de créer des défauts sans coût énergétique dans ces pavages colon-
naires (voir une illustration de ces défauts dans la Réf. [trouSSelet07]). En conséquence, 
le fondamental est hautement dégénéré dans le cas isotrope, avec une dégénérescence de 
l’ordre exp(↵L). La situation est analogue de ce point de vue à celle du réseau carré avec 
des interactions répulsives v > 0. Il apparaît donc possible que le système ne s’ordonne pas 
à la limite thermodynamique, même à température nulle.
Toutefois,  il est possible que cela soit le cas par un effet d’ordre par le désordre [villaiN80]. 
En effet, les fluctuations thermiques préfèrent les états les mieux connectés entropique-
ment, et peuvent donc sélectionner certains états parmi ceux qui sont énergétiquement 
équivalents. Dans le cas du modèle de dimères quantiques, moessner et sondhi [moeS-
SNer01] ont montré en effectuant un développement en puissance du terme cinétique que 
les 12 états colonnaires « purs » étaient en effet favorisés par rapport aux états avec défauts. 
Étant donnée l’équivalence déjà discutée entre fluctuations cinétiques dans le modèle quan-
tique et fluctuations thermiques dans le modèle classique, il semble possible que ce scénario 
d’ordre par le désordre agisse pour le modèle classique sur le réseau triangulaire isotrope. 
C’est en effet le cas comme le montre les calculs numériques [trouSSelet07], et il existe bien 
une transition à température finie Tc ⇠ 0.2 vers une phase colonnaire pour le modèle de 
dimères en interactions sur le réseau triangulaire isotrope.
IV.6. Modèle de dimères quantiques, dopage en mono-
mères
Modèle non dopé
Il est bien connu [roKhSar88] que le fondamental du modèle de dimères quantiques sur le 
réseau carré Éq. (1) est entièrement déterminé au point RK par la fonction de partition 
Zv=0 du modèle de dimères classiques sans interaction : 
 où la somme s’étend sur tous les pavages de dimères c du réseau carré. 
On peut se poser la question : existe-t-il un modèle de dimères quantiques dont le fonda-
mental est donné par la même formule que l’Éq. (14), mais avec cette fois la fonction de 
partition du modèle de dimères en interactions Éq. (2) 
La réponse est positive, et la construction d’un tel modèle, très proche de celle de Rokhsar 
| 0i =
1p
Zv=0
X
c
|ci Éq. (14)
| 0i =
1p
Z
X
c
exp(−Ec/T )|ci ? Éq. (15)
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et Kivelson [roKhSar88], a été formulée de manière générale par castelnovo et al. [caS-
telNovo05]. Sans entrer dans les détails, l’idée est de compenser chaque terme cinétique hors 
diagonal Hcc0 par un terme potentiel diagonal Hcc(c0) qui va dépendre des configurations 
c0 pour lesquelles Hcc0 est non nul. Explicitons la forme d’un tel Hamiltonien de dimères 
quantiques, qui s’écrit
où la seconde somme s’étend sur toutes les paires de configurations de dimères (c, c0) dif-
férant par un flip. Prenant t = 1 pour définir l’échelle d’énergie, il est facile de voir que si 
alors | 0i s’écrit bien sous la forme de l’Éq. (15). Ici Q ⌘ 1/T  est un nouveau paramètre 
du Hamiltonien quantique et v est le paramètre du modèle classique, pris encore une fois 
égal à -1. Par construction, ce modèle présentera un diagramme de phase à température 
nulle (obtenu en variant le paramètre Q) identique à celui du modèle classique (obtenu en 
variant la température). En particulier, nous y trouverons une phase critique étendue avec 
des exposants variant continûment et une transition Kosterlitz-Thouless à température 
nulle [caStelNovo07].
Dopage en monomères mobiles
Nous pouvons aller plus loin, et construire un modèle de dimères quantiques avec mono-
mères mobiles dont le fondamental sera donné cette fois-ci par un modèle de dimères 
classique, dopé en monomères (en nombre fixé). Il suffit pour cela de rajouter un terme 
cinétique et potentiel :
avec ✏0c = Vm
P
c00 exp
h
Qv
2
h
N c
00
( ) +N c
00
( ) N c( ) N c( )
ii
 et Vm = t. Ici c00 est 
une configuration connectée à c par un saut de monomères tel que celui représenté dans la 
Fig. 30. La construction pour un modèle avec nombre de monomères non fixé (avec une 
certaine fugacité pour les monomères comme dans la Sec. IV.3) est donnée dans la Réf. 
[papaNiKolaou07].
Cette procédure nous permet de construire des modèles quantiques ayant un fondamental 
« classique », ce qui permet de les simuler très facilement. En effet, connaissant le fon-
damental, il suffit d’effectuer des simulations sur le modèle classique équivalent (soit par 
Monte Carlo classique, soit par matrice de transfert) pour obtenir les propriétés du modèle 
quantique [heNley97]. Toutefois, ces points Rokhsar-Kivelson généralisés ne sont pas for-
cément représentatifs de l’ensemble des phases accessibles aux modèles de dimères quan-
tiques et il est intéressant de se demander quelles sont les propriétés physiques en dehors 
de ces points, par exemple lorsque Vm 6= tm. Il est nécessaire par contre de recourir à des 
méthodes purement quantiques (telles que la diagonalisation exacte ou la méthode Monte 
Carlo quantique « Fonction de Green »).  Lorsque tm = Vm = 1, les résultats obtenus sur le 
modèle classique indiquent que deux monomères tests sont confinés dans la phase colon-
Hv−QDMm = Hv−QDM +
X
c
✏0c|cihc|− tm
X
(c,c00)
|c00ihc|
✏c =
X
c0
exp

βQv
2
h
N c
0
( ) +N c
0
( ) N c( ) N c( )
i
,
Hv−QDM =
X
c
✏c|cihc|− t
X
(c,c0)
|c0ihc|
Éq. (16)
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Fig. 30 Illustration du terme de saut de monomère dans le modèle de dimères quantiques dopé en mono-
mères (Éq. (27)). Un monomère (dénoté en rouge) peut sauter le long de la diagonale d’une plaquette seulement 
si celle-ci possède un dimère correctement placé. Les configurations des figures a) et b) sont reliées par un 
terme hors-diagonal d’amplitude tm. Les termes diagonaux Vm sont représentés dans chaque configuration par 
un triangle coloré.
b)a)
naire, et déconfinés (algébriquement) dans la phase critique. Si l’on diminue le paramètre 
de saut des monomères tm < Vm, les calculs de diagonalisation exacte et de Monte Carlo 
quantique (effectués par d. poilBlanc et F. Becca respectivement) montrent que les deux 
monomères sont confinés et forment un état lié dans toute la phase critique [poilblaNc06].
Lorsque l’on dope avec une densité de monomères finie, il est important de préciser la 
statistique quantique des monomères9, prise bosonique ici. En utilisant des arguments qua-
litatifs [poilblaNc06], on s’attend à ce que la phase critique ne subsiste pas à dopage fini au 
contraire de la phase cristalline (comme cela se déduit du diagramme de phase classique de 
la Fig. 25), mais aussi que le système monomères-dimères subisse une séparation de phase 
lorsque Vm > tm. Le diagramme de phase conjecturé dans la Réf. [poilblaNc06] est présenté 
Fig. 31.
9 Si le système ne contient que deux monomères, ceux-ci résident sur des sous-réseaux différents et la statistique fermio-
nique ou bosonique n’intervient pas (les monomères ne se voient pas)
Fig. 31 Diagramme de phase schématique du modèle de dimères quantiques dopé Éq. (16) en fonction de la 
densité finie nm de monomères. a) Pour  1Q <
1
Q
c
⇠ 0.65 : à faible densité et faible Vm/tm, le système reste 
cristallin. En augmentant nm, le cristal fond pour donner lieu à une phase liquide dimères-monomères sans 
ordre à longue portée. Pour Vm > tm, le système subit une séparation de phase. b) Pour 1Q >
1
Q
c
, la phase 
cristalline disparaît et ne subsiste qu’à travers une phase critique à densité de monomères strictement nulle.
a) b)
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Nous abordons dans cette partie la physique de dimères sur des réseaux tridimen-sionnels. Nous allons jouer exactement au même jeu que celui en deux dimensions de la  : mettre des dimères sur un réseau bipartite, brancher les interactions et voir 
comment la phase haute température s’ordonne. L’analogie avec l’électromagnétisme entre-
vue à travers le gaz de Coulomb en dimension deux va se révéler encore plus frappante ici, 
à travers l’apparition d’une phase Coulombienne. En perturbant cette phase en assignant une 
énergie d’interaction entre dimères, le système va transiter vers une phase cristalline pour 
les dimères, et la transition Coulomb-cristal associée est particulièrement exotique. Cette 
transition a en effet toutes les marques indiquant qu’elle ne peut être décrite correctement 
par l’analyse conventionnelle à la Ginzburg-Landau-Wilson des transitions de phases. 
Cette partie s’organise de la façon suivante: dans le Chapitre V, nous allons tout d’abord 
discuter du peu de résultats exacts connus sur les pavages de dimères en trois dimensions. 
Nous allons ensuite procéder à une transformation qui va illuminer notre compréhension 
de la physique des dimères en trois dimensions sur réseau bipartite. L’intuition développée 
sera cultivée par la confrontation avec des simulations pour permettre une description 
poussée de la phase de Coulomb ainsi révélée. Dans le Chapitre VI, nous introduirons 
ensuite le modèle de physique statistique de dimères en interaction et l’analyserons à l’aide 
de simulations Monte Carlo. Un grand effort numérique sera effectué pour comprendre ce 
qui se passe proche de la transition de phase. Une fois les certitudes numériques acquises, 
nous donnerons les pistes dans le Chapitre VII pour construire une théorie analytique 
capable de rendre compte de la nature non conventionnelle de cette transition. Nous ver-
rons comment les résultats des simulations au point critique contraignent fortement cette 
théorie, et comment celle-ci peut être reliée à d’autres résultats récents sur les points cri-
tiques quantiques déconfinés. Dans le Chapitre VIII, nous présenterons des résultats sur 
des extensions du modèle originel qui permettent de trancher entre les différents scénarios 
théoriques. Une conclusion est alors donnée pour l’ensemble du problème.
PARTIE 2 : 
Dimères classiques en trois dimensions
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Chapitre V. Dimères classiques en trois dimensions et 
phase Coulombienne
L’histoire racontée dans ce chapitre va nous permettre de passer des lois bien connues de la magnétostatique (loi de Gauss, énergie magnétique dipolaire) jusqu’aux concepts importants de l’électrodynamique quantique parmi lesquels la transition 
confinement-déconfinement, les boucles de Wilson ou encore les champs de jauge non 
compacts. Tout ceci se passera à travers le filtre d’un modèle simple de physique statistique 
qui a priori possède peu de rapports avec l’électromagnétisme. Les termes d’électromagnétisme 
fictif ou de photons émergents prendront ainsi tout leurs sens.
V.1. Dimères en trois dimensions et énergie libre effective
Pavages de dimères en 3 dimensions
Nous ne considérons encore une fois que les pavages compacts, avec dimères de cœur dur : 
il y a un et un seul dimère par site. Il est acquis depuis les travaux initiaux sur les dimères (en 
particulier les résultats de développement en séries [Nagle66]) que les pavages de réseaux tri-
dimensionnels possèdent une entropie extensive, comme leurs semblables en deux dimen-
sions. Contrairement au cas bidimensionnel, il n’existe cependant pas de résultats exacts 
concernant le nombre de pavages par des dimères sur un réseau cubique par exemple10. 
En particulier, la méthode des Pfaffiens n’est plus disponible car on ne peut satisfaire à la 
règle de Kasteleyn pour des graphes non planaires. Le problème a attiré l’attention de la 
communauté mathématique car il est relié à la conjecture de van der Waerden sur les per-
manents des matrices doublement stochastiques (c.-à-d. à éléments réels dont la somme 
sur chaque colonne et ligne vaut l’unité). Les derniers résultats [luNdoW01,Schrijver98] in-
diquent par exemple que le nombre de pavages d’un réseau cubique simple avec N = L3 
sites croît comme #3d = exp(s3dN), avec 0.440075  s3d  0.457547 (à comparer à 
s2d = 0.2915609 . . .). À noter que les mêmes techniques mathématiques peuvent être appli-
quées au cas avec monomères (pour une revue, voir Réf. [FriedlaNd05]). 
Acquis que les pavages de réseaux tridimensionnels possèdent une entropie finie, nous 
avons le droit de nous intéresser à leur physique statistique. Au lieu de directement présen-
ter des résultats numériques, nous allons immédiatement effectuer un petit calcul illustratif  
en guise d’ansatz de la physique des dimères en 3 dimensions. Grâce à notre connaissance 
des systèmes 2d, nous anticipons deux physiques différentes selon le caractère bipartite 
ou non du réseau sur lequel vivent les dimères. Pour la suite, nous allons essentiellement 
considérer des réseaux bipartites tridimensionnels, dont l’exemple canonique est le réseau 
cubique simple.
L’existence d’une phase coulombienne telle que nous allons la décrire par la suite était 
connue de plusieurs pour des modèles de dimères en trois dimensions, mais a été démon-
trée et formalisée pour la première fois par Huse et al. [huSe03]. Nous nous basons sur leurs 
travaux pour décrire cette physique. Notons que depuis l’écriture de ces lignes, une revue 
[heNley10] est apparue sur les propriétés des phases de Coulomb : sa lecture est complé-
mentaire de ce chapitre.
10 À noter toutefois des résultats sur des réseaux plus « simples », comme le réseau hyperkagomé [dhar08]
59 
Champ magnétique fictif
Pour coder la nature de cœur dur des dimères, considérons en chaque site r un champ vec-
toriel B↵(r) à trois composantes ↵ = x, y, z, qui vont vivre sur les liens du réseau dans la 
direction +↵ de vecteur unitaire e↵. Choisissons: 
avec z = 6 la coordinence du réseau cubique et d↵(r) le nombre d’occupation du lien ↵ au 
site r par un dimère. Le signe alterné ()r distinguant les deux sous-réseaux nous permet 
de définir en chaque site les composantes du champ vectoriel dans les directions ↵ telles 
que : B ↵(r) = B↵(r e↵). Le caractère compact du pavage de dimères et la contrainte 
de cœur dur s’encodent tout simplement par:
c.-à-d. une condition de divergence (sur le réseau) nulle du champ vectoriel. Nous remar-
quons immédiatement que la biparticité du réseau est indispensable pour obtenir un tel 
résultat. B étant de divergence nulle, nous pouvons définir le champ de jauge A(r) tel que 
B(r) = r⇥A(r). Jusqu’ici tout est exact, mais nous n’avons pas avancé. Nous faisons 
maintenant notre première approximation (raisonnable) en effectuant une étape de coarse-
graining pour promouvoir le champ B(r) dans le continu. Pour ceci, nous suivons la même 
procédure que celle de la Sec. III.1.1 pour le champ de hauteur dans le cas bidimensionnel.
Action effective et corrélations dipolaires
Il est clair que les dimères interagissent de façon effective à travers la condition de cœur dur. 
Nous allons tenter, comme en 2d, de décrire cette « interaction entropique » par une énergie 
libre effective écrite en terme des « bonnes » variables B(r) ou A(r). Prenons pour ansatz :
Pourquoi un tel choix ? Comme toujours, on souhaite que les termes pertinents concernent 
uniquement les premières puissances des « bonnes » variables (ce qui indique qu’on ne 
prend pas en compte les puissances supérieures B4(r),B6(r) etc) et l’on souhaite aussi 
minimiser le nombre de dérivées de ces variables (pas de termes r⇥B etc). Pour des rai-
sons de symétrie, les termes linéaires en B ou anisotropes en B↵ sont aussi absents. Enfin 
et surtout, remarquons que la contrainte Éq. (18) est très forte, puisqu’elle impose dans 
l’énergie libre effective d’écrire uniquement des termes invariants de jauge. C’est pourquoi 
nous n’avons pas considéré des termes en A2, qui possèdent pourtant moins de dérivées 
d’espace que le terme principal en B2.
Ce choix semble donc raisonnable. Imaginons maintenant qu’il soit correct et décrive la 
physique de grande longueur d’onde et dans le continu des pavages de dimères en trois di-
mensions. Les Éq. (18) et Éq. (19) se réinterprètent immédiatement comme la loi de Gauss 
et comme l’énergie du « champ magnétique effectif  » B : les dimères en trois dimensions 
sont alors régis par les lois de l’électromagnétisme. En particulier, chaque dimère est vu 
comme un dipôle magnétique et les corrélations entre dimères sont dipolaires : 
B↵(r) = ( )r(d↵(r) 1/z), Éq. (17)
r ·B(r) = 0, Éq. (18)
Fe↵ =
K
2
Z
d3rB2(r) =
K
2
Z
d3r(r⇥A(r))2. Éq. (19)
hd↵(0)dβ(r)ic = hd↵(0)dβ(r)i 1/z2 = ( )
r
4⇡K
3r↵rβ r2δ↵β
r5
. Éq. (20)
60                
Cette équation se déduit des Éq. (18) et Éq. (19) par transformée de Fourier et intégrale 
gaussienne. 
Avant de poursuivre l’analogie électromagnétique plus loin, il faut s’assurer qu’elle est cor-
recte. Pour ceci, nous allons vérifier que les corrélations entre dimères sont bien dipolaires. 
Pour simplifier, prenons le cas de dimères parallèles ↵ = β = x et l’Éq. (20) devient
avec ⇥, l’angle entre r et la direction des dimères. Suivons la Réf. [huSe03] et considérons 
des vecteurs r dans plusieurs directions : suivant ex (⇥ = 0, notée [110]), ey (⇥ = ⇡/2, 
notée [010]), ex + ey (⇥ = ⇡/4, notée [110]) et ex + ey + ez (⇥ = acos(1/
p
3), notée [111]). 
Sur la Fig. 32 sont représentées les fonctions de corrélations connexes dans ces directions 
multipliées par un facteur ()r.z2.r3 en fonction de la distance r = |r| entre les dimères, 
calculées avec l’algorithme Monte Carlo de ver pour un système de taille linéaire L = 128
. Pour r suffisamment grand, il est clair que toutes les courbes tendent vers une constante. 
Compte tenu du facteur multiplicatif, cela indique une décroissance à grande distance des 
fonctions de corrélations en 1/r3, comme prévu par la formule dipolaire Éq. (21). Considé-
rons maintenant la dépendance angulaire de la constante à longue distance et prenons pour 
référence la valeur prise dans la direction [100]. L’Éq. (21) prévoit des rapports respectifs 
-1/2, 1/4 et 0 avec cette valeur de référence pour les constantes dans les directions [010], 
[110] et [111] respectivement. Reportant ces valeurs prévues par des traits pleins sur la Fig. 
32, nous trouvons un accord excellent avec les données numériques. 
Obtenir des fonctions de corrélations dipolaires (anisotropes) dans un modèle simple en-
tièrement isotrope est hautement non trivial. Le calcul numérique des fonctions de corré-
lations dimère-dimère confirme donc de façon claire l’analogie électromagnétique avancée 
jusqu’ici intuitivement et valide en particulier l’hypothèse de l’énergie libre effective qua-
dratique Éq. (19). Effectuons deux remarques sur ce qui peut être obtenu de façon supplé-
mentaire de la Fig. 32. Tout d’abord, la valeur asymptotique des fonctions de corrélations 
Fig. 32 Fonction de corrélation connexe hdx(0)dx(r)− 1/z2i (multipliée par 
( )r.z2.r3) entre deux dimères pointant dans la même direction séparés par r, 
en fonction de la distance r, pour un échantillon de taille linéaire L=128. Sont 
représentés les corrélateurs dans quatre directions différentes, correspondant 
à des valeurs différentes de l’angle ⇥ entre la direction des dimères et celle de r. 
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(multipliées par r3) nous permet d’estimer la valeur de K (jusque là non connue) dans l’Éq. 
(19). Nous utiliserons toutefois une méthode alternative plus précise plus bas pour calculer 
cette constante de couplage. Ensuite, nous remarquons que pour les distances r . 8, les 
fonctions de corrélations prennent des valeurs assez différentes de leur valeur asympto-
tique à longue distance. C’est tout à fait normal : l’Éq. (20) est issue d’une théorie dans le 
continu valable à longue distance qui ne prétend pas reproduire les effets à courte distance 
pour le modèle sur réseau. On s’attend en particulier à une forte contribution des effets 
du réseau à courte distance, étant donnée l’interaction de cœur dur entre les dimères. La 
précision de ces informations locales est en fait perdue dans l’étape de coarse-graining : en 
effet, avec la condition de divergence nulle du champ B(r), on ne retient la contrainte de 
cœur dur et de compacité uniquement de façon moyennée spatialement, et non pas de façon 
exacte. Toutefois, il est notable de remarquer qu’en considérant les effets de taille finie sur la 
théorie dans le continu (en utilisant une somme finie sur le réseau), Huse et al. [huSe03] ont 
réussi à capturer de manière satisfaisante les fonctions de corrélations pour un échantillon 
de taille finie faible (L = 32), et ceci même à courte portée. Cela signifie que même s’il n’y 
a aucune raison pour que l’énergie libre effective Éq. (19) soit bonne à courte portée, elle 
n’est pas si mauvaise que ça !
Complétons la réinterprétation de la physique des dimères en termes magnétiques. La 
constante K joue le rôle de perméabilité magnétique du milieu des dimères, et est fixée par 
les détails du modèle microscopique. Elle ne peut se déduire simplement de considérations 
microscopiques à cause de l’étape de coarse-graining, mais peut se calculer numériquement 
en étudiant les fluctuations de flux magnétiques. 
Flux magnétique et dégénérescence topologique
La conservation du champ magnétique de l’Éq. (18) impose que l’on peut définir pour 
toute surface ⌃ (ne contenant pas de sites du réseau) un flux magnétique ⌃ =
Z
⌃
B · dS, 
qui prend une interprétation simple en termes de flux de dimères : il s’agit du nombre algé-
brique de dimères traversant cette surface. Comme dans le calcul du nombre de winding 
dans le Chapitre I, nous choisissons une convention d’orientation d’un sous-réseau à un 
autre et comptons chaque dimère assigné d’un facteur ±1 selon l’orientation du lien sur 
lequel il se trouve. La conservation du flux magnétique ⌃ va jouer un rôle essentiel dans 
la description de la phase Coulombienne. Considérons par exemple comme surface ⌃ un 
plan perpendiculaire à une des trois directions du réseau (par exemple ex). Il est facile de 
s’apercevoir (voir Fig. 33a) que le nombre algébrique de dimères coupant cette surface et 
donc le flux magnétique x sont conservés plan à plan pour toute valeur de x (pour des sys-
tèmes à conditions aux bords périodiques). En particulier, il n’est pas possible de le changer 
avec un réarrangement local des dimères : nous sommes forcés d’effectuer un mouvement 
non local passant par les conditions aux bords pour changer ce flux (voir illustration dans 
la Fig. 33b). 
Nous pouvons répéter l’argument dans les trois directions pour s’apercevoir qu’il y a trois 
invariants topologiques x, y, z pour toute configuration de dimères avec conditions 
aux bords périodiques. Il est très clair que = ( x, y, z) joue un rôle analogue aux 
nombres de winding (Wx,Wy) introduits dans le cas bidimensionnel (en 2d, nous avons la 
stricte équivalence ↵ = W↵). Les configurations peuvent se classer dans des secteurs topo-
logiques différents classifiés par ce flux. Le flux magnétique ↵ peut varier d’une valeur 
nulle (pour les configurations « plates » telles que les configurations colonnaires) jusqu’à 
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±L2/2 pour les configurations alternées. Comme en deux dimensions, la conservation de 
ce nombre algébrique nous indique que la symétrie de la théorie de jauge décrivant les 
dimères est U(1), par opposition à une symétrie Z2 où seule la parité de ce nombre serait 
conservée. Ceci est bien sûr consistent avec notre description électromagnétique.
En écrivant l’énergie libre effective Éq. (19), nous avons complètement ignoré cette dégé-
nérescence topologique et l’existence de secteurs de flux magnétiques. Comment peut-on 
alors prétendre décrire correctement la physique statistique des dimères si l’on oublie cet 
ingrédient essentiel ? Encore une fois, ce sont des arguments entropiques qui vont nous 
sauver la mise. En effet, comme c’est le cas en deux dimensions où le secteur plat domine, 
nous avons ici une prédominance entropique du secteur de flux nul (x, y, z) = (0, 0, 0) 
qui possède beaucoup plus de configurations que les autres secteurs de flux. L’argument 
reste le même : les configurations colonnaires sont les plus flippables et donc les mieux 
connectées dans l’espace des configurations, ce qui donne au secteur de flux nul (auquel 
appartiennent les configurations colonnaires) la plus grande entropie. Cet argument n’est 
valide qu’au premier ordre en « flippabilité » (et n’est donc pas strict) mais se trouve faci-
lement vérifié dans les simulations numériques. Nous pouvons donc oublier dans la limite 
thermodynamique les autres secteurs de flux, ce qui justifie a posteriori l’oubli de la dégénéres-
cence topologique dans l’énergie libre Éq. (19). L’entropie favorisant le secteur de flux nul, 
on comprend aussi que les autres secteurs soient pénalisés par le terme en B2 dans cette 
énergie libre.
Il est toutefois instructif  de considérer les secteurs de flux non nuls. En effet, toutes les 
simulations numériques sont effectuées sur des systèmes finis où les effets de ces autres 
secteurs peuvent ne pas être négligeables. De fait, nous allons par la suite explicitement 
mettre à profit l’existence de ces secteurs dans les calculs numériques. huse et al. [huSe03] 
ont montré la marche à suivre. Plaçons-nous dans un secteur de flux fixé = ( x, y, z) 
pour un système de taille linéaire L et considérons l’approximation où tous les dimères 
contribuent équitablement au flux total. Ceci est raisonnable dans le continu après l’étape de 
coarse-graining. Le champ magnétique local peut se réécrire B (r) =
P
↵ ↵/L
2 +B0(r) 
où B0(r) ne porte pas de flux. Ré-injectant cette expression dans l’Éq. (19) et en intégrant 
sur l’espace (les termes linéaires en B0 s’annulant par symétrie), nous obtenons :
Fig. 33 Le flux (i.e. le nombre algébrique de dimères) traversant une surface (ici le plan grisé) est une quantité 
conservée (ici identique pour tous les plans translatés). Seul un mouvement non-local (représenté ici par le 
chemin bleu sur la figure du milieu) passant par les conditions aux bords permet de changer de secteur de flux 
en emmenant ici la configuration de dimères de gauche à celle de droite.
Fe↵( ) =
K 2
2L
+
K
2
Z
d3r B20(r) =
K 2
2L
+ Fe↵( = 0).Éq. (22)
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Ici nous avons négligé les effets d’anisotropie induite par le flux sur la constance de cou-
plage K (ces effets sont d’ordre 1/L3 [huSe03]). Comme espéré, nous retrouvons bien à flux 
nul l’Éq. (19). Le premier terme de cette équation est particulièrement instructif  car il nous 
permet de voir dimensionnellement que dans la phase Coulombienne (avec K fini), le flux 
typique est d’ordre [] ⇠ [L1/2] . Ceci est à opposer à la même situation en 2d où le flux 
(le nombre de winding) typique est lui d’ordre O(1) dans la phase critique. De plus, nous 
voyons aussi par analyse dimensionnelle que [K 1] ⇠ [ 2/L]. Nous allons dériver plus bas 
la relation exacte entre ces quantités. 
Avec cette nouvelle énergie libre effective qui tient compte des secteurs de flux magné-
tiques, nous savons maintenant recalculer correctement les observables pour des systèmes 
de taille finie. En effet, nous voyons que toute quantité calculée dans un secteur de flux fixe 
 donné doit être pondérée d’un facteur « Boltzmannien » P ( ) = exp(
K 2
2L
) par rapport 
à la quantité nue dans le secteur de flux nul. Pour les fonctions de corrélations en particulier, 
nous avons hd↵(0)dβ(r)ic = ↵ β/L4 + hd↵(0)dβ(r)ic =0. En pondérant comme indiqué, 
le premier terme s’intègre en ↵β/(KL3) qui constitue donc une constante corrective due 
aux secteurs de flux à la forme dipolaire précédemment établie. Pour des échantillons de 
taille suffisamment grande, cette correction est négligeable (nous discuterons plus précisé-
ment de ce point plus bas). 
Nous avons vu que dimensionnellement [K 1] ⇠ [ 2/L]. Calculons maintenant précisé-
ment les fluctuations de flux magnétique. La partie sans flux se factorise et on obtient tout 
simplement l’intégrale gaussienne :
où les moyennes thermodynamiques h. . .i sont maintenant prises dans l’ensemble avec 
flux. Les fluctuations de flux sont contrôlées par la constante de couplage K, ou de façon 
inverse :
Nous avons raffiné l’analyse dimensionnelle en obtenant le préfacteur exact, et nous avons 
surtout obtenu une manière d’obtenir la constante de couplage, qui se révèle particuliè-
rement efficace numériquement. L’expression simple de K est à comparer à l’expression 
plus complexe obtenue pour g dans le cas bidimensionnel (voir Éq. (12)). Cette différence 
provient du fait qu’en 2d, les fluctuations de flux sont discrètes (et essentiellement domi-
nées par les faibles valeurs de flux) alors qu’en 3d, le préfacteur en 1/L dans le poids 
P ( ) = exp(
K 2
2L
) nous assure de la nature continue des flux magnétiques.
Nous avons représenté en traits pleins dans la Fig. 32 les valeurs 
⇥
3 cos2(⇥) 1)
⇤
z2/4⇡K  
où K est obtenu par l’Éq. (23) en mesurant numériquement les fluctuations de flux magné-
tique. Les valeurs obtenues pour les différentes valeurs de ⇥ sont en parfait accord avec les 
valeurs asymptotiques vers lesquelles tendent les fonctions de corrélation dimère-dimère. À 
noter que la correction due aux flux est en z
2
K
(
r
L
)3 dans les unités de la Fig. 32 et se trouve 
h 2i =
R
d 2 exp(K
2
2L )R
d exp(K
2
2L )
= L/K
K 1 =
h 2i
L
. Éq. (23)
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totalement négligeable par rapport à la valeur nue 
⇥
3 cos2(⇥) 1)
⇤
z2/4⇡K  (sauf  bien sûr 
dans le cas de la direction [111]).  Avec cette comparaison, nous validons à la fois l’analogie 
coulombienne (en montrant que le préfacteur des fonctions de corrélation est bien celui 
attendu) ainsi que la méthode de fluctuations des flux pour calculer K. Finalement, notons 
que la détermination de K par cette méthode de flux est très précise : nous obtenons 
K = 5.12(1) alors que Huse et al. [huSe03] trouvent  K = 4.9(1) en fittant les fonctions de 
corrélations dimère-dimère.
En résumé, la dégénérescence topologique liée à l’existence de secteur de flux magnétiques 
conservés se révèle être non pas une complication, mais plutôt une chance car elle nous 
permet de valider notre théorie tout en facilitant le calcul d’une quantité centrale à la théo-
rie. Enfin, plus simplement et en reprenant l’argument à l’envers, on peut affirmer qu’il n’y 
aurait pas de phase de Coulomb sans les flux magnétiques, puisque tous les deux néces-
sitent la validité de la loi de Gauss Éq. (18) (due à la biparticité du réseau).
V.2. Phase coulombienne, liquide de spin et théorie de 
jauge U(1)
Résumons ce que nous venons d’apprendre. En décrivant un modèle microscopique de dimères sur le réseau cubique simple, nous nous sommes aperçus que la compa-cité du pavage de dimères et la contrainte de cœur dur Éq. (18), associées à un ansatz 
sur l’entropie de ces pavages (Éq. (19) et Éq. (21)) se traduit par une théorie de jauge simple 
(de type magnétostatique) qui permet de reproduire avec précision la physique à longue dis-
tance de ces pavages de dimères. Qu’y-a-t-il de générique dans ce résultat et pouvons-nous 
le relier à d’autres systèmes physiques connus ? Nous allons tout d’abord regarder du côté 
de la matière condensée « traditionnelle », puis nous nous placerons ensuite du côté de la 
physique des hautes énergies (théories de jauge et électrodynamique quantique). 
Phase coulombienne et matière condensée
•	 Liquide	de	spins
La même physique apparaît tout naturellement dans d’autres systèmes de mécanique sta-
tistique à contraintes, par exemple les modèles antiferromagnétiques (Ising ou Heisenberg) 
sur le réseau pyrochlore [heNley05,iSaKov04,hermele04]. La contrainte vient d’ici de la nature 
de ce réseau à coins partagés et de la nature antiferromagnétique des interactions, qui font 
que l’énergie est minimisée si le spin de chaque tétraèdre est nul. Cela peut alors se retra-
duire par une condition de divergence nulle pour un champ vectoriel positionné sur le 
réseau dual, qui est bipartite (réseau diamant). On retrouve les mêmes ingrédients que 
pour les pavages de dimères et, en effet, les corrélations spin-spin sont bien dipolaires. Le 
système n’est pas ordonné magnétiquement (le facteur de structure pour des corrélations 
dipolaires ne diverge pas), c’est un liquide de spins. La symétrie du champ de jauge associé 
nous fait alors appeler cette phase liquide de spins U(1). Bien entendu, nos dimères ne repré-
sentent pas vraiment des variables de spin, mais par abus de langage, on admet volontiers 
que « Phase Coulombienne » ~ « Liquide de spins U(1) ». L’étude des liquides de spins 
constitue un pan entier du magnétisme classique et quantique (voir par exemple les revues 
Réfs. [miSguich09,baleNtS10]), et nous pouvons importer directement certains des résultats 
de ces études à notre problème de dimères.  Par ailleurs, et ceci est une motivation particu-
lièrement importante, les concepts théoriques peuvent être testés expérimentalement dans 
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certains composés liquides de spins, comme la glace de spin (spin ice), où la phase Coulom-
bienne peut être observée expérimentalement [FeNNell09].
•	 Superfluide
Une autre analogie utile provient cette fois-ci de l’étude de modèles bosoniques en interac-
tion en (2+1)d (à température nulle). En faisant une approximation « de phase » du modèle 
de Hubbard pour des bosons, on aboutit après plusieurs transformations à un modèle de « 
courants » de liens décrit par la fonction de partition suivante :
où J = (Jx, Jy, J⌧ ) est un vecteur à trois composantes entières J↵ = 0,±1,±2, . . . vivant 
sur les liens du réseau. Ces composantes représentent physiquement les courants de bosons 
sur ces liens (une valeur de Jx = +1 indique qu’un boson a sauté d’un site à son voisin le 
plus proche le long de l’axe des x). La condition de divergence nulle indique la conserva-
tion du nombre de bosons. La constante de couplage K varie approximativement comme 
t/U  dans le modèle de Hubbard bosonique. À grand K, le système est superfluide (les J  
fluctuent beaucoup) et à faible K, il forme un isolant de Mott (les J  valent tous typique-
ment 0). Si l’on oubliait la nature discrète des variables de lien J , on aurait exactement la 
théorie électromagnétique précédemment décrite. Cette nature discrète prend en fait toute 
son importance quand J  est typiquement petit, c’est-à-dire pour K faible : c’est en effet la 
discrétisation des J  qui permet de comprendre la transition vers la phase isolant de Mott. 
Par contre, dès que J  fluctue raisonnablement, la discrétisation change peu de choses : c’est 
le cas pour K grand, dans la phase superfluide des bosons. Écrit grossièrement, nous avons 
« Phase Coulombienne » ~ « Superfluide ». 
Cela peut se voir sur le modèle de liens, en calculant par exemple la fonction de corrélation 
liens-liens hJ↵(0)Jβ(r)i dans la phase superfluide : on retrouve bien les lois dipolaires (voir 
Fig. 34). À noter que cette fonction de corrélation n’avait jamais été calculée dans le cadre 
du modèle de courants de liens, essentiellement car elle correspond à une observable peu 
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Fig. 34 Fonction de corrélation hJx(0)Jx(r)i (multipliée par r3) en fonction 
de la distance r pour le modèle courant de liens Éq. (24) à K = 0.5. Sont 
représentés les corrélateurs dans 4 directions différentes correspondant à dif-
férentes valeurs de l’angle ⇥  entre ex et r.
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regardée (la fonction de corrélation courant-courant) dans le modèle de bosons. Une ob-
servable plus sensible pour les bosons est bien sûr la densité superfluide ⇢s, qui s’exprime 
en termes des variables de liens comme ⇢s = 13L3
P
↵h(
P
r J
↵
r )
2i. C’est plus généralement 
une variante de la relation célèbre ⇢s ⇠ hW 2i, où W  est le nombre de winding des worldlines 
de bosons dans la simulation, dérivée dans le cadre de simulations Monte Carlo quan-
tique par pollocK et ceperley [pollocK87]. On reconnaît immédiatement dans le cadre des 
dimères la relation Éq. (23). ⇢s peut ainsi être calculée numériquement, mais l’on se doute 
bien sûr, au regard de l’Éq. (24), que ⇢s ⇠ K  au cœur de la phase superfluide (ce qui est 
vérifié numériquement). À noter que pour des raisons historiques de notation, K figure au 
dénominateur (et non pas au numérateur) dans l’Éq. (24) et joue donc le rôle inverse de K 
pour les dimères !
•	 Ferromagnétique	XY
La reconnaissance de la phase superfluide pour des bosons comme une phase coulom-
bienne (dans les bonnes variables) nous invite bien sûr à considérer les spins XY,  les cou-
sins des bosons. Une série bien documentée [WalliN94] de transformations (multiplicateur 
de Lagrange, sommation de Poisson et approximation de Villain) permet de passer de l’Éq. 
(24) au modèle O(2) pour des spins en 3 dimensions
où ✓i 2 [0, 2⇡] est la variable de spin XY. Ici, l’échange entre les spins J  est proportionnel 
à la constante de couplage K du modèle de courant de liens. Nous retrouvons à faible J , la 
phase paramagnétique haute température du modèle O(2), qui correspond bien à la phase 
isolante du modèle de bosons à faible K. À fort J , nous avons la phase ordonnée ferroma-
gnétiquement du modèle de spins, qui correspond à la phase superfluide du modèle boso-
nique. Nous devinons donc une nouvelle équivalence « Phase Coulombienne » ~ « Phase 
Ferromagnétique O(2) ». Notons que l’on peut retrouver cette équivalence plus directement 
par une série de transformations approchées [daSgupta81] qui permettent de passer de l’Éq. 
(19) à l’Éq. (25) : ces transformations sont similaires à celles développées dans l’annexe B 
de la Réf. [alet06b].
•	 Analogies	et	différences
Les analogies entre ces différentes phases sont particulièrement utiles pour comprendre la 
physique de la phase coulombienne en d’autres termes. Ainsi nous avons vu que « Fluctua-
tions de flux » ~ « Densité superfluide ». Ces analogies vont nous guider pour comprendre 
comment sortir de cette phase Coulombienne. Elles s’avèrent aussi intéressantes d’un point 
de vue numérique, car on peut aller piocher les idées pour construire des algorithmes effi-
caces en s’inspirant des algorithmes déjà existants pour ces autres modèles.  
D’un point de vue formel, qu’en est-il exactement des symétries dans ces diverses phases ? 
La phase Coulombienne possède (dans la théorie continue) une symétrie U(1) non bri-
sée. A contrario, on s’attend à des symétries brisées U(1) pour une phase superfluide, et 
O(2) ' U(1) pour la phase ferromagnétique du modèle XY. Tout d’abord, remarquons que 
le modèle de courants de lien qui nous a servi dans l’analogie de la Sec. V.2.1.2 ne possède 
pas de symétrie continue U(1) directement visible, celle-ci est contenue dans la condition de 
Z =
XY
i
d✓i exp
2
4J
X
hi,ji
cos(✓i ✓j)
3
5Éq. (25)
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divergence nulle des variables duales de liens J . Comme annoncé, c’est le caractère discret 
des J  qui assure la transition de Mott (sans cela, le modèle resterait superfluide sans brisure 
de symétrie). L’apparente symétrie O(2) du modèle de spins est quant à elle restaurée dans 
la transformation (inverse) de Villain qui a permis d’obtenir l’Éq. (25). Comme souvent 
dans les transformations de dualité, les brisures de symétrie n’apparaissent pas systémati-
quement dans les variables directes. 
Plus fondamentalement, les trois phases en questions se comportent essentiellement de 
la même manière, à condition de regarder les bonnes variables. En effet, et bien que ces 
deux notions soient en fait différentes, la brisure de symétrie souvent invoquée pour un 
superfluide correspond à un ordre hors diagonal. Celui-ci est caractérisé par un paramètre 
d’ordre hbi 6= 0 (où b est l’opérateur d’annihilation d’un boson) ou bien, de façon équiva-
lente, par une limite non nulle pour la fonction de corrélation hors diagonale hb†0bri lorsque 
la distance r ! 1. À strictement parler, cette fonction de corrélation hors diagonale et ce 
paramètre d’ordre ne sont pas définis dans la modèle de dimères pur car c’est un modèle clas-
sique (sans opérateur hors diagonal) : la brisure de la symétrie U(1) n’est donc pas sondable 
directement. Par contre, si nous étendons le modèle en incluant des monomères comme 
nous le ferons dans la Sec. V.2.2.3, alors le corrélateur monomère-monomère hm(0)m(r)i 
sera équivalent à la fonction de corrélation hb†0bri  - et l’analogie entre la phase superfluide 
et Coulombienne sera complétée. On comprend aussi que le paramètre d’ordre hbi 6= 0 ne 
peut être sondé dans le modèle de dimères, car cela reviendrait à inclure un seul monomère 
dans un pavage fini de dimères, ce qui n’est pas possible. Par contre, et tout comme dans les 
simulations de modèles bosoniques, le calcul de la densité superfluide (i.e. les fluctuations 
de flux) est aisé bien que la superfluidité et condensation de Bose (caractérisé par le para-
mètre d’ordre hbi 6= 0) soient deux notions différentes à strictement parler.
Pour compléter l’analogie entre phase Coulombienne et celles superfluide et ferromagné-
tique, nous nous attendons à des excitations sans masse pour la phase de Coulomb, connais-
sant l’existence des phonons pour le superfluide et des ondes de spins pour un ferroma-
gnétique. Ce sont bien sûr les photons, parfois qualifiés d’émergents car ils ne sont pas inclus 
dans le modèle de dimères de départ. Dans la prochaine section, nous allons préciser les ex-
citations possibles de la phase Coulombienne en la regardant comme une théorie de jauge. 
Électrodynamique quantique et théorie de jauge
Notons immédiatement que les résultats de l’électrodynamique quantique ne peuvent s’ap-
pliquer directement, puisqu’il s’agit d’un modèle classique sans dynamique (pas de dimensions 
de temps). L’analogie partielle avec l’électrodynamique est toutefois utile, car  la nature des 
excitations et de la stabilité de la phase Coulombienne vont apparaître clairement. Remar-
quons aussi que puisqu’il n’y a pas de charges électriques, nous sommes en face d’une théo-
rie de jauge « pure » : l’énergie libre Éq. (19) (conjuguée à l’Éq. (18)) est semblable à celle 
générée par un Lagrangien electromagnétique L = 1/4Fµ⌫Fµ⌫ avec Fµ⌫ = @µA⌫ @⌫Aµ 
le tenseur électromagnétique. Nous sommes dans un modèle en d=3, et avons simple-
ment gardé la seule composante magnétique du champ électromagnétique en écrivant B2 
et B = r⇥A. La symétrie du champ de jauge indique que nous avons affaire à une théorie 
de jauge U(1).
•	 Stabilité	et	excitations	de	la	phase	Coulombienne
L’invariance de jauge associée pose des fortes contraintes sur des termes supplémentaires 
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que l’on pourrait ajouter à l’Éq. (19) : ceux-ci doivent être invariants de jauge (c.-à-d. résis-
ter à la transformation de jauge Aµ ! Aµ + @µφ(r)  où (r) est une fonction quelconque). 
Cela exclue donc un terme de masse, de type m2AµAµ. Plus généralement, l’invariance de 
jauge (lorsqu’elle est présente) nous assure que la phase de Coulomb est stable par rapport 
à des perturbations faibles : en particulier, si l’on perturbe le modèle de dimères en ajoutant 
un peu d’interaction entre dimères (comme nous allons bien entendu le faire plus tard), 
on s’attend à ce que rien ne se passe, si ce n’est une renormalisation des paramètres de la 
théorie dans le continu. Ainsi, les termes en B4 sont non pertinents. Ceci est en contraste 
notable avec le cas bidimensionnel où les termes de vertex de type V cos(2⇡ph) peuvent 
immédiatement déstabiliser la phase critique de modèles de dimères en 2d. Bien sûr, si la 
perturbation est trop forte, nous pourrons déstabiliser la phase Coulombienne. De même, 
en rajoutant même de façon infinitésimale des effets non perturbatifs (de type instantons), 
la phase peut ne plus être protégée et cet argument ne nous sera alors plus utile. Cela sera 
le cas par exemple en autorisant l’existence de défauts (monomères) à la contrainte de cœur 
dur. Nous reviendrons sur ce point plus bas.
 Une théorie de jauge pure comme l’Éq. (19) admet comme excitations des photons, qui sont 
interprétés ici comme des fluctuations du champ de dimères. L’absence de terme de masse 
en m2A2 nous indique que cette excitation est sans masse. Cela aussi nous permet de cla-
rifier la différence au sujet des brisures de symétrie entre les différentes phases évoquées 
précédemment. En effet, le photon est un boson de jauge, et non pas de Goldstone (contrai-
rement aux phonons du superfluide ou aux ondes de spin du ferromagnétique) : il n’est 
pas associé à une brisure de symétrie. Contrairement à ses cousines superfluides et O(2), la 
phase Coulombienne ne brise donc pas de symétrie. 
Où se trouve le photon dans notre modèle de dimères ? Il est important à ce stade de se 
rappeler que nous parlons d’un modèle classique, et donc sans dynamique. Nous ne pouvons 
donc pas accéder à une telle excitation. Par contre, dès qu’on ajoute une dynamique quan-
tique telle que dans un modèle de dimères quantiques, le photon va apparaître (émerger) 
dans le spectre (sans gap) du modèle quantique. Le photon peut aussi émerger si l’on dote le 
modèle classique d’une dynamique déterministe qui doit toutefois rester assez simple, no-
tamment locale, si l’on veut s’assurer qu’elle ne détruise pas la phase de Coulomb. Les deux 
approches (rajout de dynamiques quantique ou classique) sont parfois équivalentes, comme 
l’a montré henley [heNley97] pour les points Rokhsar-Kivelson [roKhSar88] où la dyna-
mique quantique est reproduite par une dynamique Monte Carlo entièrement classique.
•	 Mécanismes	non	perturbatifs	et	instantons
Malgré la stabilité énoncée et observée de la phase Coulombienne, un résultat célèbre de 
théorie des jauges dû à polyaKov indique que les effets non perturbatifs déstabilisent les 
théories de jauge U(1) en trois dimensions – (2+1)d ou (3+0)d comme dans notre cas clas-
sique – et qu’en conséquence, il ne devrait pas y avoir de phase Coulombienne dans notre 
modèle de dimères ! Comment expliquer cette contradiction ?
L’argumentation de polyaKov est décrite dans le chapitre 4.3 de la Réf. [polyaKov87]. Repre-
nons brièvement ses conclusions. Pour aboutir à une énergie libre « Maxwellienne » comme 
l’Éq. (18) dans le continu, on peut imaginer deux versions sur le réseau. La première est 
compacte, F⇠
P
r(1− cos(Br)) où Br est le rotationnel sur le réseau de Arµ 2 [−⇡,⇡]. Le 
champ de jauge est compact, de période 2⇡. La seconde option est plus littérale, et consi-
dère directement F ⇠
P
r B
2
r avec cette fois ci Arµ 2]−1,1[ (champ de jauge non com-
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pact). Ces deux énergies libres ont la même limite continue Éq. (18), mais ont une physique 
totalement différente.
En électrodynamique quantique, on choisit traditionnellement la version compacte de cette 
théorie : ceci est une conséquence de la quantification de la charge électrique. Dans ce cas 
compact, le champ de jauge peut admettre en trois dimensions des défauts topologiques 
ponctuels, où le champ de jauge varie soudainement de 2⇡. Ces défauts sont interprétés 
comme des monopoles magnétiques (instantons). Ces charges magnétiques  interagissent 
à longue portée, avec une interaction coulombienne (1/r en 3d), et vont désordonner le 
système en trois dimensions en lui donnant une longueur de corrélation finie [polyaKov87]. 
Cela se manifeste notamment dans les fonctions de corrélations du champ, qui prennent 
une valeur hB↵(0)Bβ(r)ic ⇠ exp(−r/⇠) (avec ⇠ ⇠ ⇢1m  où ⇢m est la densité des monopoles 
magnétiques), lorsque l’on tient compte explicitement de la contribution des instantons à 
la fonction de partition. Les défauts topologiques prolifèrent (exactement comme dans la 
phase haute température du modèle XY en deux dimensions), le champ de jauge est massif  
et la phase de Coulomb détruite. Ce phénomène arrive pour toute densité finie de mono-
poles magnétiques en 3d, et quelle que soit la constante de couplage dans l’énergie libre 
Maxwellienne. À noter qu’en 4d, cet effet non perturbatif  se manifeste pour une valeur 
critique de la constante de couplage. Dans le cas non compact par contre, il n’y a pas d’ins-
tantons et le phase de Coulomb est stable en 3d. 
Qu’en est-il dans notre cas ? Il ne faut pas oublier que l’Éq. (18) n’est qu’une énergie libre 
effective pour un modèle de dimères qui est déjà sur le réseau : nous n’avons pas la liberté 
de choisir notre implémentation sur le réseau. Un simple rappel de la nature du caractère 
complet des pavages de dimères nous indique que nous avons affaire à une théorie de jauge 
non compacte : il n’y a pas de défauts topologiques sur le réseau. La phase Coulombienne 
est donc sauvée. 
•	 Monomères,	confinement	et	déconfinement
Le lecteur de la partie précédente sur les dimères en deux dimensions comprendra aisément 
que le rôles des monopoles magnétiques est joué par les monomères, absents par définition du 
modèle. Bien que cela n’ait jamais été vérifié directement (voir toutefois des preuves indi-
rectes dans la Réf. [Sreejith14]), il est clair avec l’argument de polyaKov que l’introduction 
d’une densité finie de monomères dans le pavage de dimères va immédiatement déstabiliser 
la phase Coulombienne pour résulter en un simple liquide dimères-monomères, comme 
dans le cas bidimensionnel dopé. L’absence des défauts topologiques est fondamental à 
l’existence d’une phase Coulombienne : ainsi, il a été montré [motruNich04] que le modèle 
classique O(3) possède aussi une phase Coulombienne à haute température (en place de la 
phase paramagnétique standard) dès qu’on enlève ces défauts topologiques de la fonction 
de partition.
La phase de Coulomb est aussi détruite lorsque l’on place les dimères sur un réseau non 
bipartite. Cela a été vérifié numériquement pour le réseau cubique fcc [huSe03], avec des 
corrélations dimère-dimère décroissant exponentiellement avec une longueur de corréla-
tion finie. Contrairement au cas bidimensionnel, ceci reste vrai quelque soit la constante de 
couplage K dans Éq. (18) : il n’y aura donc pas moyen (comme nous l’avions fait dans la 
Sec. IV.5) de jouer sur cette constante pour trouver une phase Coulombienne sur un réseau 
non bipartite en 3d. 
L’argument de polyaKov nous permet d’aller plus loin, et nous fournit une occasion de 
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comprendre comment mieux caractériser la phase de Coulomb. Introduisons dans le pa-
vage de dimères, non pas une densité finie, mais simplement deux monomères tests. Les 
deux monomères vivent nécessairement sur deux sous-réseaux différents et nous pouvons 
calculer la fonction de corrélation monomère-monomère hm(0)m(r)i comme précédem-
ment. L’interaction effective entre ces deux charges magnétiques est V (r) ⇠ 1/|r|. On 
s’attend donc à un corrélateur hm(0)m(r)i ⇠ exp(V (r)) ⇠ exp(1/|r|), qui tend vers une 
constante pour |r| ! 1. En d’autres termes, deux monomères tests sont déconfinés dans 
la phase de Coulomb, puisqu’il existe une probabilité finie de les trouver séparés à dis-
tance arbitraire. Ceci se vérifie très aisément  en calculant numériquement hm(0)m(r)i : on 
observe sur la Fig. 35, qu’après une distance |r| ⇠ 20 , le corrélateur tend vers une constante 
et les deux monomères tests sont bien déconfinés. Pour déterminer numériquement l’inte-
raction effective entre monomères, il faut regarder le comportement à grande distance de 
lnhm(0)m(r)i : comme le montre l’encart de la Fig. 35, une forme en A+B/r reproduit 
très raisonnablement les données numériques, justifiant l’analyse. À noter toutefois qu’un 
fit libre en A+B/r↵ donne des valeurs d’exposant ↵ entre 1 et 1.5 (selon la gamme de 
valeurs de r prise en compte dans le fit). 
Finalement, notons que si l’on introduit un seul monomère dans un pavage de dimères, une 
ligne de défaut de champ magnétique va se créer dans et se propager jusqu’à l’infini (ou au 
moins jusqu’au bord de l’échantillon) : c’est tout simplement la corde de Dirac (Dirac string), 
qui sort d’un monopole magnétique.  À noter que c’est le même type d’argument qui a été 
utilisé pour motiver la recherche de monopoles magnétiques dans la glace de spin [caS-
telNovo08]. La découverte de ces monopoles [bramWell09,morriS09,KadoWaKi09] dans ces 
composés frustrés a reçu beaucoup d’attention [SoNdhi09,giNgraS09] (voir Réf. [jaubert11] 
pour une revue).
Il peut être utile de préciser le langage fréquemment utilisé en électrodynamique quantique. 
On parle de phase déconfinée, lorsque les charges électriques sont libres (déconfinées). Par dua-
lité, les charges magnétiques (monopoles magnétiques) sont elles confinées. La phase Cou-
lombienne est une phase déconfinée au sens habituel de l’électrodynamique quantique : si l’on 
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Fig. 35 Corrélation hm(0)m(r)i en fonction de la séparation r entre les deux monomères, pour les deux direc-
tions [100] et [111]. L’encart montre le logarithme de ce corrélateur en fonction de r et le résultat d’un fit par 
une interaction effective Coulombienne A+B/r.
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rajoutait des charges électriques, elles seraient déconfinées. Encore faudrait-il être capable 
de préciser quel degré de liberté tiendrait le rôle d’une charge électrique dans notre modèle 
de dimères classiques en 3d. Dans le cadre des modèles de dimères quantiques qui admettent 
eux aussi des phases Coulombiennes en (3+1)d, le rôle des charges électriques est joué par 
les spinons (spins libres non appariés en dimères). Les charges magnétiques sont mieux 
identifiées dans notre modèle de dimères classiques : ce sont les monomères. Par dualité, 
nous savons que si l’on introduisait une densité finie de monomères dans notre modèle, ils 
seraient confinés (alors que deux monomères tests sont déconfinés). Malheureusement, par 
l’argument de polyaKov, la phase Coulombienne serait immédiatement détruite en 3d, et 
l’on obtiendrait une phase confinante (avec prolifération des monomères et confinement 
des charges électriques).
•	 Boucles	de	Wilson	et	loi	du	périmètre
Les théories de jauge nous offrent aussi une autre façon de caractériser la phase Coulom-
bienne. Il s’agit de la boucle de Wilson, définie sur un contour fermé C :
Les boucles de Wilson sont des objets fondamentaux des théories de jauge. Elles sont 
invariantes de jauge et leur variation en fonction de la taille de la boucle C permet de dis-
tinguer la nature de la phase physique. Pour des phases déconfinées, on s’attend à une loi du 
périmètre, où la boucle de Wilson varie comme WC ⇠ exp(−aL), où L est la taille linéaire (le 
périmètre) de la courbe C (et a une constante non pertinente). Par contre, dans une phase 
confinée, on s’attend à une loi des aires, avec WC ⇠ exp(−aL2).
Comment utiliser les boucles de Wilson dans le modèle de dimères ? Il suffit de ré-écrire :
et le flux élémentaire B · dS a une interprétation physique simple : il s’agit du nombre 
(algébrique) de dimères qui traversent l’élément de surface dS . On a simplement 
WC = h
R
⌃
exp
�
i⌃
�
i, où ⌃ est la surface sous-tendue par C. 
Un argument simple dû à G. misGuich permet de retrouver le comportement de la loi 
des aires/du périmètre directement en termes du modèle de dimères. Partons de la vision 
des monomères comme des charges magnétiques, sources ou puits du champ magnétique 
suivant le sous-réseau dans lequel ils se trouvent. Les monomères arrivant par paires dans 
le réseau de dimères, considérons maintenant le flux magnétique à travers une surface ⌃ 
dû aux lignes de champ générées par cet ensemble de paires. Dans une phase confinée, les 
monomères sont libres et les deux monomères d’une paire sont typiquement assez éloignés 
l’un de l’autre. En conséquence, les lignes de champ peuvent créer un flux magnétique sur 
l’ensemble de la surface ⌃ (Fig. 36a) : on a alors une loi des aires. Par contre, dans une phase 
déconfinée telle que la phase Coulombienne, les monomères sont très proches, et le flux 
algébrique généré par une paire de monomères est statistiquement nul. Seuls les mono-
mères proches des bords de la boucle C peuvent produire un flux magnétique non nul (Fig. 
36b) : c’est la loi du périmètre.
Nous avons calculé la boucle de Wilson pour différentes tailles de courbe C, prise comme 
WC = h
I
C
exp
�
iA · dl
�
i.
WC = h
ZZ
C
exp
�
iB · dS)i,
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un carré de taille linéaire ` (voir encart de la Fig. 37). Dans la phase Coulombienne, on 
retrouve avec une précision raisonnable11 la loi du périmètre attendue (mise en exergue par 
l’échelle semi-log de la Fig. 37), avec des effets de taille finie dès que la taille de la boucle ` 
s’approche de la taille linéaire de l’échantillon L.
•	 Sortir	de	la	phase	Coulombienne
Peut-il y avoir une transition de phase pour sortir de la phase Coulombienne, et si oui, vers 
quelles phases peut-on se diriger ? Le théorème d’Elitzur [elitzur75] nous indique qu’en 
présence d’invariance locale de jauge, il ne peut pas y avoir de brisure de symétrie locale au 
sens strict. Seules les quantités invariantes de jauge peuvent acquérir une valeur moyenne 
non nulle. Ce théorème n’est pas trop restrictif  en fait. Certes, il indique qu’on ne peut pas 
écrire un paramètre d’ordre pour une des phases concernées, mais il est toujours possible 
de distinguer deux phases (invariantes de jauge) par le comportement différent de fonc-
11 Un fit libre en  Wc / exp(−c`!) pour 1 ⌧ ` . L/2 donne ! ' 1.18, proche de l’unité
Fig. 36 Illustration d’un flux magnétique traversant une surface donnée sous-tendue par une boucle de Wil-
son. À gauche : loi des aires. Lorsque les monomères sont déconfinés, les lignes de champ magnétiques (ici 
illustrées en couleur) sont suffisamment écartées pour que leur contribution nette au flux soit répartie sur toute 
la surface. À droite : les monomères confinés sont trop proches pour contribuer au flux : en moyenne le flux 
s’annule. Seuls les monomères proches du bord de la courbe peuvent contribuer : c’est la loi du périmètre.
Fig. 37 Dépendance en taille ` pour la boucle de Wilson Wc pour une courbe c carrée de taille linéaire ` dans 
un échantillon de taille linéaire L (géométrie présentée dans l’encart). Le comportement approximativement 
linéaire dans une région 1 ⌧ ` . L/2 en échelle semi-log correspond à une loi du périmètre pour la boucle de 
Wilson.
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tions de corrélations invariantes de jauge [polyaKov87]. C’est en fait similaire au cas de la 
transition de phase KT du modèle XY en 2d, où il n’y a pas de brisure de symétrie. L’autre 
possibilité est indirecte : on brise d’abord spontanément une symétrie globale, ce qui peut 
être vu comme un choix de jauge, et le théorème d’Elitzur ne s’applique plus. C’est le cas 
du célèbre mécanisme de Higgs-Anderson [aNderSoN63,higgS64], qui permet aux bosons 
de jauge de devenir massifs. Nous reviendrons sur ce mécanisme comme explication de la 
transition de phase en jeu décrite dans le Chapitre VI.
Digression sur le cas bidimensionnel
Effectuons une digression sur la consistance de l’analogie coulombienne avec les résultats 
présentés dans la partie précédente sur le cas de pavages bidimensionnels. Dans la transfor-
mation de la Sec. V.1.2, la dimension n’intervient qu’à travers z , et nous aurions pu jouer au 
même jeu en 2d. C’est tout à fait correct, et en deux dimensions les choses se simplifient : 
on a B(r)=r⇥A(r) = r⇥ (0, 0, h(r)). Il est bien connu qu’en 2d, le potentiel vecteur 
A devient scalaire, qui se trouve précisément être le champ de hauteur h(r) défini dans la 
partie précédente. Le rotationnel de A devient un gradient, et le terme B2 dans l’énergie 
libre effective devient |rh|2 , un des deux termes de l’action effective en deux dimensions. 
L’autre terme de vertex en V cos(2⇡ph) qui existe en 2d est non pertinent en 3d. 
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Chapitre VI. Étude Monte Carlo de la transition Coulomb-
cristal
Dans ce chapitre, nous introduisons un modèle de dimères en interactions en trois dimensions, et étudions la transition de phase que celui-ci présente à l’aide de l’al-gorithme Monte Carlo de ver. Étant donnée la nature inhabituelle de la transition, 
nous présentons un maximum de résultats numériques les plus précis possibles, comme 
autant d’indices pour comprendre la physique en jeu. Les résultats de ce chapitre ont été 
présentés dans les Réfs. [alet06] et [miSguich08].
Comme dans le cas du modèle bidimensionnel, nous favoriserons l’alignement de deux 
dimères sur les plaquettes du réseau cubique. Le modèle introduit dans la Réf. [alet06] donne 
une énergie 
à chaque configuration c, où le terme entre crochets compte le nombre de plaquettes avec 
deux dimères parallèles dans les trois directions possibles. L’interaction choisie respecte 
toutes les symétries du cube, c.-à-d. toutes les plaquettes possibles du réseau (soit 6 par 
sites) peuvent contenir une paire de dimères parallèles dans deux positions non équiva-
lentes possibles. Ce modèle est illustré dans la Fig. 38. 
Nous allons encore une fois nous concentrer 
sur le cas d’interactions alignantes v = 1, 
pour lequel l’énergie est minimisée par les six 
fondamentaux colonnaires de la Fig. 39.
Comme son équivalent en deux dimensions 
Éq. (2), le modèle Éq. (26) possède donc 
deux limites simples. À température nulle, le 
système est dans une phase colonnaire brisant 
les symétries de translation et de rotation, 
alors qu’à température infinie, le système se 
trouve dans la phase Coulombienne décrite 
dans le Chapitre V. Il doit donc exister (au 
moins) une transition de phase séparant ces 
deux états. C’est cette mise en ordre que nous 
allons étudier numériquement. 
Fig. 39 Les six configurations colonnaires minimisant l’énergie Éq. (26) (pour v < 0).
Fig. 38 Illustration du modèle de dimères en in-
teractions sur le réseau cubique. Chaque plaquette 
colorée en vert posséde deux dimères parallèles et 
contribue +v à l’énergie.
Ec = v

N c( ) +N c( ) +N c( ) +N c( ) +N c( ) +N c( )
�
Éq. (26)
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VI.1. Résultats à haute température
Stabilité de la phase Coulombienne à haute température
Commençons par regarder comment les fonctions de corrélations dipolaires, la signature 
typique de la phase Coulombienne présente sans interaction, évoluent en fonction de la 
température. Étant donnée la stabilité de cette phase prédite dans la Sec. V.2.1.6, nous nous 
attendons à ce que ces corrélations restent dipolaires si la température reste suffisamment 
élevée.
C’est bien le cas observé dans la Fig. 40, où au moins jusqu’à une température  T ' 3 (pour 
la taille d’échantillon présentée), la fonction de corrélation dimère-dimère (multipliée par 
r3) converge vers une constante qui dépend de l’orientation choisie. La seule différence 
notable dans la gamme de température présentée ici est l’amplitude des fonctions de cor-
rélations qui diminue avec la température. Ceci peut s’expliquer très simplement par une 
augmentation de la constante de couplage K(T )  (présente dans les Éq. (21) et Éq. (19)) 
avec la température.
De même, nous nous attendons à ce que les monomères restent déconfinés à haute tem-
pérature, ce qui est clairement visible dans l’évolution en fonction de T  de la fonction de 
corrélation monomère-monomère hm(0)m(r)i présentée dans la Fig. 41. À grande dis-
tance, la fonction de corrélation tend toujours vers une constante non nulle, nous assurant 
du déconfinement des monomères. Notons toutefois que la constante diminue lorsqu’on 
abaisse la température, indiquant que la probabilité de trouver deux monomères à une dis-
tance arbitraire devient de plus en plus faible : les monomères ont tendance à se rapprocher. 
À noter qu’il est possible de détecter l’existence de la phase Coulombienne jusqu’à plus 
basse température à l’aide du déconfinement des monomères qu’à travers les corrélations 
dipolaires entre dimères (voir la température minimale dans les Fig. 40 et Fig. 41) : ceci sera 
compris dans la Sec. VI.1.2.
La phase Coulombienne peut être caractérisée par la connaissance de la constante de cou-
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plage K, et les évolutions des fonctions de corrélations présentées ci-dessus sont capturées 
par l’évolution de K1(T )  en fonction de la température de la Fig. 42, pour différentes 
tailles de systèmes. Ces résultats ont été obtenus en mesurant les fluctuations de flux  dans 
les simulations et en utilisant l’Éq. (23). K 1(T ) diminue avec la température, indiquant que 
la phase Coulombienne devient de plus en plus rigide (il devient difficile de faire passer un 
flux), jusqu’à disparaître pour une température de l’ordre de T ⇠ 1.7 où K 1(T ) s’annule. 
Ce comportement est assez naturel puisque les interactions tendent à former un cristal 
colonnaire où le flux  est nul. Les résultats pour différentes tailles de systèmes montrent 
qu’à suffisamment haute température, l’estimation de K 1 est bien convergée alors que 
les effets de taille finie dans les fluctuations de flux deviennent importants lorsque l’on se 
rapproche de la transition. Nous étudierons en détail le scaling de K 1 dans la Sec. VI.3, en 
le caractérisant par un exposant critique.
Fig. 41 Corrélation monomère-monomère hm(0)m(r)i en fonction de la séparation r entre monomères, pour 
deux directions [100] et [111] et températures différentes. 
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Fig. 42 Évolution de la constante de couplage K 1 en fonction de la tempé-
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Changements qualitatifs des corrélations à l’approche de la transition
Une façon complémentaire de s’apercevoir de la chute de la phase Coulombienne  est le 
changement qualitatif des fonctions de corrélation dimère-dimère proche de T ⇠ 1.7 pré-
senté dans la Fig. 43a. Les observations et calculs de cette section sont dus à G. misGuich. 
Considérons le cas ↵ = β = x dans la fonction de corrélation Éq. (21) (les deux dimères 
pointent dans la même direction). Alors que dans la phase Coulombienne, les fonctions de 
corrélations doivent dépendre de l’orientation relative du vecteur r de séparation des deux 
dimères par rapport à la direction ex des dimères (comme vu dans la Fig. 40), nous obser-
vons que les corrélations deviennent isotropes pour les températures T = 1.675 et T = 1.68 
de la Fig. 43a. Il est important de remarquer que les corrélateurs ne sont pas multipliées par 
r3 dans la Fig. 43a : clairement cet effet est non Coulombien. Pour identifier cette nouvelle 
contribution aux corrélations, il est utile de choisir la direction [111] car la contribution 
Coulombienne y devient nulle à grande distance (voir Éq. (21)). La Fig. 43b présente l’évo-
lution des corrélations hdx(0)dx(r)i dans la direction [111] en fonction de la température. 
Alors que celle-ci est négligeable à haute température (T = 4) et tend rapidement à s’annu-
ler pour une température intermédiaire (T = 1.8), une contribution non Coulombienne 
émerge lorsque la température diminue.
Cette contribution aux fonctions de corrélation est naturellement induite par la présence de 
la phase cristalline à basse température. Pour être plus quantitatif, il est possible de décrire 
les résultats numériques en rajoutant « à la main » un terme à l’Éq. (20):
Les facteurs ↵β et ( )r
↵
 permettent de calquer la physique de l’alignement des dimères 
induite par les interactions et présente dans les fondamentaux de la Fig. 39. La fonction 
g(|r|) ne dépend plus que du module de r puisque les effets angulaires sont capturés par les 
facteurs ci-dessus. 
1 10
r
0.01
0.1
1
|z
2 <
dx
(0
) d
x (r
)>
-1
|
[100]
[010]
[110]
[111]
T=1.675
T=1.68
|z
2
hd
x
(0
)d
x
(r
)i

1|
r
Fig. 43 Corrélations dimère-dimère z2|hdx(0)dx(r)− 1/z2i| en fonction de r : a) pour deux températures 
T=1.675 et T=1.68 et différentes orientations, b) dans la direction [111] pour différentes températures dans la 
phase Coulombienne. Pour les deux figures, la taille linéaire de l’échantillon utilisé est L=128. 
1 10
r
1e-06
1e-05
0.0001
0.001
0.01
0.1
1
|z
2 <
dx
(0
) d
x (r
)>
-1
|
T=1.675
T=1.68
T=1.69
T=1.7
T=1.8
T=4
[111]
|z
2
hd
x
(0
)d
x
(r
)i

1|
r
hd↵(0)dβ(r)ic = ( )
r
4⇡K
3r↵rβ r2δ↵β
r5
+ ( )r
↵
g(|r|)δ↵β . Éq. (27)
78                
Un choix judicieux des directions ↵,β et de r permet de valider plus avant l’Éq. (27). En 
effet, celle-ci permet de rendre compte des effets suivants observés numériquement. En 
prenant ↵ 6= β (par exemple ↵ = x,β = y), la contribution cristalline s’annule et il ne reste 
que la partie dipolaire si l’on prend la direction [110]. La Fig. 44 montre cette fois-ci le 
comportement attendu de diminution de l’amplitude de la fonction de corrélation dimère-
dimère (multipliée par r3) jusqu’à une température aussi basse que T = 1.68. Cette partie 
dipolaire est masquée par la contribution cristalline pour ↵ = β comme observé dans la Fig. 
43b. À noter qu’à faible distance on observe toutefois un effet alterné des corrélations pour 
T = 1.8 et T = 1.68. Celle-ci est certainement due à une valeur non nulle de la contribution 
cristalline pour ↵ 6= β pour les faibles valeurs de r qui a été négligée dans l’Éq. (27) (cette 
partie doit exister à l’échelle du réseau, ne serait-ce que pour refléter la nature de cœur dur 
des dimères). 
Lorsque ↵ = β dans la direction [111], c’est cette fois la contribution dipolaire qui s’annule 
et il ne reste que la contribution cristalline comme visible dans la Fig. 43b. L’échelle log-
log de cette figure nous indique par ailleurs que g(|r|) décroît algébriquement pour une 
température T = 1.675 (pour l’échantillon de taille L = 128 utilisé dans le calcul), avec un 
exposant proche de l’unité : g(r) ⇠ 1/r. Un comportement algébrique des fonctions de 
corrélation est typique d’une transition du second ordre : nous allons confirmer ceci plus 
en détail dans la Sec. VI.3. 
Cette contribution supplémentaire aux fonctions de corrélation est très clairement liée à la 
phase basse température qui sera décrite plus précisément dans la Sec. VI.2. Pour mettre 
ceci en évidence et pour donner un premier indice d’une criticalité particulière dans le mo-
dèle de dimères, comparons les résultats des fonctions de corrélation à ceux d’un modèle 
similaire. Il s’agit du modèle courant de liens évoqué dans la Sec. V.2.1.2, ayant à la fois une 
phase de Coulomb et une phase « basse température » où les fluctuations de flux sont sup-
primées. Les deux phases sont séparées par une transition du second ordre (à Kc = 0.33305 
dans les notations de l’Éq. (24)) [alet03], qui se trouve dans la classe d’universalité du mo-
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dèle XY en trois dimensions. L’équivalent de la fonction de corrélation dimère-dimère est la 
fonction de corrélation courant-courant hJ↵(0)Jβ(r)i. La Fig. 45 représente cette fonction 
de corrélation pour ↵ = β au point Kc, et est à comparer à la Fig. 34 avec K = 0.5 au cœur 
de la phase Coulombienne. À part une renormalisation de l’amplitude des corrélations 
(voir axe vertical des Fig. 34 et Fig. 45), il n’y a aucune différence notable entre les données 
prises à K = 0.5 et celles à Kc. Le système reste purement Coulombien jusqu’à sa chute, 
en contraste notable avec le modèle de dimères. Ceci peut être expliqué par la nature de la 
phase basse température qui est essentiellement « plate » dans le modèle de courant de liens 
(à K = 0 tous les courants J  sont nuls) et qui ne brise aucune symétrie. À noter que nous 
avons choisi ↵ = β pour précisément comparer avec la Fig. 43. Nous comprenons avec cet 
aspect qualitatif  que la mise en ordre de la phase basse température, la destruction de la 
phase Coulombienne et la (les) transition(s) de phase associée(s) vont être quantitativement 
différentes de la physique 3d XY du modèle de courants de liens.
Pour finir, nous notons qu’une même analyse sur la fonction de corrélation monomère-
monomère révèle aussi un changement qualitatif  de cette corrélation à l’approche de la 
transition, changement détaillé dans la Réf. [miSguich08]. 
VI.2. Phase basse température
Puisque le modèle Éq. (26) possède un spectre discret, l’ordre colonnaire présent dans les 
fondamentaux va subsister à température finie. Pour le caractériser et par analogie avec le 
paramètre d’ordre complexe du modèle bidimensionnel Éq. (3), il est utile d’introduire un 
paramètre d’ordre vectoriel à trois composantes
sur tous les sites du réseau. La somme m = 2/L3
��P
r2A m(r)
��, normalisée pour valoir 1 
dans un état colonnaire de la Fig. 39, va nous servir de paramètre d’ordre. 
Traçons le paramètre d’ordre m en fonction de la température, pour différentes tailles de 
systèmes (voir Fig. 46). Il apparaît clairement que le système s’ordonne à basse température, 
m(r) =
0
@
()rx [dx(r) d x(r)]
( )ry [dy(r) d y(r)]
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1
A Éq. (28)
Fig. 45 Corrélations courant-courant hJ↵(0)Jβ(r)i du modèle courant de 
liens [Éq. (24)] au point critique Kc = 0.33305. La taille linéaire de l’échan-
tillon est L=64. 
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et le paramètre d’ordre semble commencer à prendre des valeurs non nulles pour une tem-
pérature proche de T ⇠ 1.7, avec encore une fois des effets de taille finie importants dans 
cette région. Cette température semble proche de celle où la phase Coulombienne s’annule, 
suggérant un point de transition unique entre les deux phases. Pour aller plus loin, il est 
nécessaire de faire une analyse de taille finie poussée proche de ce point de rencontre des 
deux ordres, ce que nous effectuons dans la Sec. VI.3. Avant cela, remarquons que la nature 
relativement régulière des courbes du paramètre d’ordre proche de T ⇠ 1.7 semblent indi-
quer une mise en ordre colonnaire continue. La nature second ordre du point critique sera 
elle aussi discutée dans la Sec. VI.3.
VI.3. Transition
Comment déterminer de façon la plus précise l’existence d’une ou plusieurs transitions de 
phase, ainsi que leur nature ? Pour les transitions de phase continues, l’utilisation de l’ana-
lyse de taille finie (finite size scaling) est à la fois cruciale et pratique pour déterminer un point 
critique à partir de données numériques sur des échantillons finis.
Depuis la phase haute température
Commençons par l’extension de la phase Coulombienne, caractérisée par sa rigidité K1. 
Nous avions vu avec l’analogie avec une phase superfluide, que K 1 pouvait s’interpréter 
comme une densité superfluide ⇢s dans un modèle bosonique. Filant l’analogie, il est natu-
rel de s’attendre à ce que K 1 suive la même loi d’échelle que celle dérivée pour la densité 
superfluide [FiSher89], pour une transition superfluide-isolant continue :
où L est la taille linéaire de l’échantillon, f une fonction d’échelle universelle non connue, Tc 
la température critique et ⌫ l’exposant critique de la longueur de corrélation. Deux choses 
sont à noter. Premièrement, dans le cas général le préfacteur 1/L est élevé à la puissance z 
(exposant critique dynamique) : ici nous avons simplement z = 1, par isotropie du système 
Fig. 46 Évolution du paramètre d’ordre colonnaire m = 2|
P
r2A m(r)|/L3 
en fonction de la température pour différentes tailles de systèmes.
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dans la troisième direction, correspondant à celle du temps imaginaire dans l’analogie avec 
le système superfluide. Secondement, nous ne supposons pas en écrivant l’Éq. (29) que la 
longueur de corrélation ⇠  (associée à l’exposant ⌫ par ⇠ ⇠ |T − Tc|⌫) soit associée à un 
ordre spécifique (par exemple à la fonction de corrélation du paramètre d’ordre colonnaire). 
Il s’agit simplement de l’échelle caractéristique en dessous de laquelle le système n’est plus 
Coulombien : pour r . ⇠(T ), les corrélations dimère-dimère ne sont plus dipolaires. Cette 
échelle caractéristique ne se voit pas forcément sur les corrélations de la Fig. 43, car masquée 
par les contributions supplémentaires (fonction g) dues aux fluctuations cristallines colon-
naires. Elle peut éventuellement être observée dans la Fig. 44 (cas ↵ 6= β où l’on s’attend à 
ce que la contribution cristalline soit plus faible) : les corrélations n’atteignent en effet leurs 
valeurs asymptotiques que pour des distances r de plus en plus grandes à mesure que la 
température diminue. Il est toutefois difficile de distinguer ce qui est dû à l’augmentation 
de la longueur de corrélation de ce qui est provoqué par de faibles effets cristallins résiduels 
pour ↵ 6= β (comme discuté dans la Sec. VI.1.2) ou d’une renormalisation de l’amplitude 
des corrélations due à la diminution de K 1. Dans ce cadre, cette longueur de corrélation 
se repère certainement mieux dans le modèle de courants où il n’y a pas de fluctuations 
cristallines : on voit clairement dans la Fig. 45 que le régime Coulombien asymptotique est 
retrouvé pour des distances r bien plus grandes à Kc qu’à haute « température » K = 0.5
. Notons que dans toutes ces analyses, la longueur de corrélation est toujours limitée par la 
taille finie des échantillons.
Si la transition de phase est du second ordre, l’Éq. (29) prédit qu’à T = Tc, la quantité 
K 1.L est une constante universelle puisqu’égale à f(0).  En dehors de la région critique, 
on s’attend à ce que, dans la phase colonnaire gapée, K 1 décroisse exponentiellement vers 
0 (et donc K 1.L  aussi). Par ailleurs dans la phase Coulombienne, K 1 est constante, donc 
K 1.L va diverger. En pratique, nous allons tracer K 1.L pour différentes tailles de sys-
tèmes, et l’obtention d’un point de croisement fixe et stable de ces différentes courbes sera 
un signe fort en faveur d’une transition du second ordre. C’est effectivement ce que nous 
observons dans la Fig. 47, où les courbes pour différentes tailles se croisent clairement pour 
Fig. 47 Point de croisement en fonction de la température pour la quantité K 1.L, pour différentes tailles 
d’échantillon. Encart : loi d’échelle suivie par la dérivée L.dK 1/dT  au point critique Tc, en fonction de la taille 
du système (échelle log-log). La ligne droite indique le meilleur fit en loi de puissance pour les tailles L 48.
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T = 1.675(5). À noter que s’il existe un petit déplacement du point de croisement pour 
les petites tailles de systèmes, le point de croisement est stable pour L  48. La déviation 
observée pour les petites tailles est très faible (il suffit de noter l’échelle très précise de tem-
pérature de la Fig. 47) et est naturelle pour les petites tailles, pour lesquelles des corrections 
d’échelle à la loi Éq. (29) sont attendues. 
Par ailleurs, la dérivation de l’Éq. (29) par rapport à T  fournit la relation 
L.dK 1/dT = L1/⌫ (df/dT )|T=Tc. La dérivée dK
1.L/dT  varie donc au point critique 
comme L1/⌫ et peut être obtenue soit numériquement avec une grille de température assez 
fine, soit thermodynamiquement comme L.dK 1/dT = h 2Ei K 1hEi/T 2. L’encart de 
la Fig. 47 présente cette dérivée en fonction de la taille du système, pour la valeur de tempé-
rature TCoulombc = 1.675 estimée à partir du croisement précédemment étudié. Le caractère 
linéaire de cette courbe en échelle log-log confirme la présence d’une dépendance en loi 
de puissance, et un fit sur les 4 systèmes de plus grande taille fournit ⌫ = 0.50(4). La barre 
d’erreur sur cet exposant critique tient compte des incertitudes statistiques inhérentes au 
Monte Carlo, de celle sur la détermination de Tc ainsi que celles dues à la procédure de fit. 
Finalement, l’Éq. (29) peut être ré-écrite de la façon suivante : 2 = f(|T Tc|.L1/⌫) indi-
quant que les fluctuations de flux sont universelles au point critique. En fait, il est possible 
de vérifier numériquement que c’est toute la distribution de flux P ( ) qui est universelle à Tc. 
Sur la Fig. 48, nous avons représente P (| |) (normalisée par P ( = 0)) pour trois tailles de 
systèmes, pour diverses valeurs de la température. Il apparaît clairement qu’à basse (haute) 
température, les flux diminuent (augmentent) avec la taille, alors qu’à Tc, la distribution 
P ( ) est indépendante de la taille du système. Les petites déviations visibles sont dues aux 
tailles plus modestes des systèmes présentés sur cette figure, et par ailleurs à une estimation 
de Tc légèrement différente de celle dans la limite thermodynamique (pour la même raison).
Depuis la phase basse température
L’ensemble des données des Fig. 47 et Fig. 48 valide de façon quantitative l’hypothèse d’une 
Fig. 48 Distribution de probabilité P (| |) de présence d’un flux  (dans une 
direction quelconque) pour trois tailles de systèmes et pour différentes tempé-
ratures (deux dans les phases haute et basse température, et une proche de Tc).
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transition du second ordre à Tc : la chute de la phase Coulombienne est continue. Il reste à 
montrer que c’est aussi le cas pour la naissance de l’ordre colonnaire, et si les deux phéno-
mènes se produisent simultanément. Pour une phase qui brise une symétrie caractérisée par 
un paramètre d’ordre tel que donné par l’Éq. (28), il est habituel de considérer le cumulant 
de Binder [biNder81] 
comme nous l’avions fait dans la Sec. II.1. Étant donné le nombre de composantes de m, 
on s’attend à ce que B tende vers 4/9 dans la phase haute température, et 2/3 dans la phase 
basse température. C’est ce que l’on observe dans la Fig. 49 où le cumulant de Binder est 
représenté en fonction de la température pour différentes tailles de systèmes. 
On observe aussi un croisement de courbes très net pour T = 1.6745(5), aux déviations 
près pour les systèmes de petite taille. Tout comme pour L.K1 , il est possible d’écrire une 
théorie d’échelle pour le cumulant de Binder [biNder81], et celle-ci prédit un comportement 
identique à l’Éq. (29) :
avec la fonction h là-aussi universelle, et où ⌫col est a priori différent de l’exposant ⌫ mesuré 
par les fluctuations de flux. L’Éq. (30) explique donc le croisement des courbes observé à 
T colc = 1.6745(5), et indique que l’on peut déterminer ⌫ à partir du scaling de la dérivée de B 
par rapport à la température : dB/dT = L1/⌫ . (dh/dT )|T=Tc. La variation de cette dérivée 
(obtenue thermodynamiquement de manière identique à celle de K 1.L) en fonction de L 
est représentée en échelle log-log dans l’encart de la Fig. 49. Un fit numérique sur la loi de 
puissance observée fournit ⌫col = 0.51(3). 
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Fig. 49 Point de croisement du cumulant de Binder B en fonction de la tem-
pérature pour différentes tailles de systèmes. Encart : loi d’échelle suivie par 
la dérivée |dB/dT | au point critique Tc, en fonction de la taille du système 
(échelle log-log). La ligne droite indique le meilleur fit en loi de puissance 
effectué pour les tailles L 48.
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L’égalité (dans les barres d’erreur) entre TCoulombc  et T
col
c , ainsi qu’entre ⌫ et ⌫col est frap-
pante et indique que le modèle Éq. (26) présente une transition de phase unique et continue 
entre la phase Coulombienne et la phase colonnaire. Nous discuterons dans le Chapitre VII 
de la nature surprenante de ce résultat. 
Continuons pour l’instant la caractérisation de cette transition de phase continue. 
Pour une transition du second ordre, nous nous attendons à ce que la susceptibili-
té  = L3(hm2i hmi2) associée au paramètre d’ordre diverge à la transition comme 
(Tc) / Lγ/⌫ avec γ/⌫ = 2 ⌘. C’est en effet ce que nous observons dans la Fig. 50 avec 
un pic marqué de  à Tc = 1.675, en accord avec les autres déterminations de la tempéra-
ture critique. Le comportement de  en fonction de la taille du système au point critique 
Tc est quant à lui donné dans l’encart de la figure, et un fit sur les systèmes de plus grandes 
tailles donne ⌘ = 0.02(5). 
Symétrie émergente du paramètre d’ordre à la transition
Avant de passer à l’obtention d’un autre exposant critique par des méthodes thermodyna-
miques, il est important de signaler une observation supplémentaire au sujet du paramètre 
d’ordre qu’il a été possible d’effectuer numériquement. Cette observation et l’analyse ci-
dessous ont été effectuées par G. misGuich.
Considérons la distribution du paramètre d’ordre et en particulier celle du vecteur norma-
lisé m=2/L3
P
r2A m(r). Dans les états fondamentaux colonnaires, m pointe dans une des 
six directions données (±1, 0, 0), (0,±1, 0), (0, 0,±1) alors que dans la phase Coulombienne 
m = |m| s’annule. Que se passe-t-il proche de Tc ? Pour étudier cela, il est pratique tout 
d’abord d’imposer mz ⇠ 0 (dans les simulations, nous ne choisissons par exemple que les 
configurations avec |mz| < 0.03) : nous avons vérifié que cela n’influençait pas les résultats. 
On représente ensuite graphiquement la distribution de probabilité P (mx,my,mz ⇠ 0)
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Fig. 50 Évolution de la susceptibilité colonnaire = L3(h|m|2i h|m|i2) 
en fonction de la température pour différentes tailles de systèmes. L’encart 
montre la loi de puissance suivie par son maximum en fonction de la taille du 
système (échelle log-log). La ligne indique le meilleur fit en loi de puissance 
effectué pour les tailles L 48.
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sous forme d’une courbe de « chaleur », comme dans la Fig. 51. Sur cette figure, les histo-
grammes du paramètre d’ordre ont été représentés pour plusieurs températures (au-delà, 
en dessous et à Tc) et pour des tailles d’échantillon croissantes. On y observe qu’à basse 
température (sous Tc), la distribution est piquée sur les points (±m(T ), 0) et (0,±m(T )) (la 
valeur m(T ) n’est pas égale à 1 car le paramètre d’ordre n’est pas saturé pour cette tempé-
rature). Pour la plus petite taille (L = 32), on observe toutefois une distribution assez dif-
férente, avec une forme de symétrie centrale modifiée par des anisotropies carrées. À plus 
haute température (T = 1.673, juste sous Tc) cette symétrie centrale émerge complètement 
et est clairement visible pour le système de plus grande taille (L = 128). À notre estimation 
de Tc = 1.675, l’histogramme se « remplit » et se présente sous la forme d’une boule de 
petite amplitude (le paramètre d’ordre étant très faible à cette température), et ceci pour 
toutes les tailles d’échantillon étudiées.
La Fig. 51 semble donc indiquer qu’une forme non attendue de symétrie centrale (de type 
O(3)) semble émerger proche de la température critique. Ceci est assez inattendu, connais-
sant la forme particulièrement anisotrope du paramètre d’ordre dans les fondamentaux et à 
basse température. Notons finalement que cette symétrie est visible de plus en plus proche 
de Tc au fur et à mesure que la taille des échantillons est augmentée. Pour quantifier cette sy-
métrie émergente, construisons une mesure du caractère O(3) de la distribution angulaire :
Dans le cas d’une distribution isotrope, C4 doit s’annuler alors qu’il prend une valeur posi-
tive si un axe cristallin est privilégié. En particulier C4 vaut 1 pour les états fondamentaux 
colonnaires. Bien sûr, ces prédictions ne sont valables que dans la limite thermodynamique, 
et il faut étudier les effets de taille finie de C4 pour comprendre ce qui se passe proche 
C4 =
1
2
hcos(4 arg[mx + imy]) + cos(4 arg[my + imz]) + cos(4 arg[mz + imx])i.
Fig. 51 Histogramme de la distribution de probabilité P (mx,my,mz ⇠ 0) en 
fonction de mx (axe horizontal) et my (axe vertical), pour différentes tailles de 
systèmes et températures T  Tc. Les unités sont arbitraires.
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T = 1.675
T = 1.66
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0
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de Tc. C’est ce qui est effectué dans la Fig. 52, où C4 est représenté en fonction de 1/L 
pour différentes valeurs de températures. Encore une fois, on retrouve les comportements 
limites attendus : C4 s’annule (probablement de façon exponentielle) à haute température 
alors qu’il tend bien vers l’unité pour des systèmes de grande taille à basse température (non 
visible sur l’échelle de la figure). 
La dépendance de C4 précisément sous et proche de Tc est non triviale : on observe que 
toutes les courbes passent par un minimum à L0(T ) avant de remonter pour saturer pour 
des systèmes de plus grande taille. Cette taille L0(T ) est donc une échelle sous Tc où l’ani-
sotropie du paramètre d’ordre est minimale, confirmant de façon quantitative ce qui avait 
été observé sur la distribution du paramètre d’ordre dans la Fig. 51. Les données numé-
riques de la Fig. 52 indiquent que cette longueur semble diverger à Tc, et qu’en particulier 
C4 s’extrapole vers 0 en 1/L à la température critique. La légère remontée pour L = 128 
et T = 1.675 est interprétée comme une légère sous estimation de Tc (qui doit être légère-
ment supérieure à T = 1.675). À noter que cette taille d’échantillon la plus grande est assez 
demandeuse en termes de temps de calcul et n’a pas été utilisée pour la détermination de 
Tc par les méthodes des sections précédentes (il aurait fallu pour cela avoir une grille de 
température plus fine). 
Au final, l’analyse des effets de taille finie de C4 confirme donc que la distribution du para-
mètre d’ordre possède bien une symétrie O(3) à, et uniquement à, Tc. Nous reviendrons sur 
cette constatation dans le chapitre suivant.
Chaleur spécifique
Pour conclure l’étude numérique du modèle Éq. (26) et de sa transition de phase, intéres-
sons-nous à sa thermodynamique et en particulier à la chaleur spécifique par site définie 
dans l’Éq. (5). Son évolution en fonction de la température est représentée dans la Fig. 53 
pour différentes tailles de systèmes. 
Deux choses sont remarquables dans cette courbe. Tout d’abord, nous observons un pic 
très marqué autour de T ⇠ 1.52. Il est clair que ce pic n’est pas une singularité thermodyna-
mique : il n’évolue pas en augmentant la taille des systèmes (cet effet est déjà présent pour 
un système de taille modeste L = 16). Par ailleurs, nous n’avons observé aucune autre indi-
Fig. 52 Dépendance en taille finie de la mesure d’anisotropie C4 de la distri-
bution du paramètre d’ordre m.
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cation éventuelle d’une transition de phase à cette température. À noter que cette dernière 
remarque est complémentaire de la première, car il existe des transitions de phase (celles 
continues avec un exposant critique ↵ < 0) où la chaleur spécifique ne diverge pas. Bien 
qu’il ne soit pas inhabituel d’observer des bosses, pics ou effet similaires dans une chaleur 
spécifique sans relation avec une transition de phase, nous n’avons pas d’explication simple 
pour cet effet. Tout juste pouvons-nous imaginer qu’il correspond à la libération d’entropie 
par un mode de mouvement des dimères, qui doit être extrêmement local puisque déjà 
présent pour l’échantillon L = 16. Nous n’avons pas poussé plus loin cette interprétation, 
mais il est possible que cette bosse de chaleur spécifique contienne plus d’informations.
Un second effet notable est présent proche de T ⇠ 1.67 où l’on voit apparaître un pic très 
marqué de Cv qui diverge avec la taille du système, et qui présente une enveloppe en loi de 
puissance caractéristique d’une transition de phase du second ordre. Il est particulièrement 
remarquable de constater que ce pic est très dur à détecter, car complètement masqué par 
la partie régulière de la chaleur spécifique pour des systèmes de petite taille. Ce pic est 
par exemple tout simplement absent pour L = 16. La divergence de ce pic est donc très 
soudaine : il faut une grille assez fine de température pour la capturer, comme visible sur 
l’encart supérieur de la Fig. 53. Bien que pour les tailles d’échantillon considérées, la hau-
teur de ce pic est plus faible que celle de la bosse vers T ⇠ 1.52, c’est clairement lui qui est 
associé à la transition de phase Coulomb-colonnaire. La température pour laquelle le pic 
est maximal est Tc = 1.676(1) pour les plus grandes tailles de systèmes, en accord avec les 
autres estimations de Tc des sections précédentes. La divergence de ce pic peut être carac-
térisée par un exposant critique et nous avons effectué un fit de Cv/N  pour les quatre plus 
grands échantillons en utilisant la forme suivante :
Fig. 53 Évolution de la chaleur spécifique par site Cv/N  en fonction de la température pour différentes tailles 
de systèmes. Panneau de droite supérieur : zoom proche de la température de transition. Panneau de droite 
inférieur : dépendance en taille de Cv/N  au point critique (échelle log-log). La ligne droite indique le meilleur fit 
en loi de puissance effectué pour L  48 .
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L’inclusion de la partie régulière constante Creg, qui est souvent oubliée dans les mesures 
d’exposants critiques (car négligeable en général devant le second terme), est ici essentielle 
pour cette transition. Le fit représenté par une ligne continue dans l’encart inférieur de la 
Fig. 53, fournit l’estimation ↵/⌫ = 1.11(15). Cette fois-ci ⌫ est associé indifféremment à 
la longueur de corrélation cristalline à basse température, ou à la longueur caractéristique 
du « désordre » de la phase Coulombienne, les deux estimations de ⌫ étant en accord. Par 
propagation de l’estimation de ⌫ et de sa barre d’erreur, nous obtenons ↵ = 0.56(7). Dans 
les barres d’erreur, la relation d’hyperscaling ↵ = 2 d⌫ est satisfaite (ici d = 3).
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Chapitre VII. Éléments analytiques pour comprendre la 
transition 3d
Écrivons le cahier des charges d’une théorie analytique du modèle de dimères en trois dimensions. Il faut tout d’abord savoir décrire à la fois une phase coulombienne à haute température ainsi qu’une phase basse température colonnaire qui brise les 
symétries du réseau. Ensuite, il faut pouvoir expliquer une transition continue entre ces deux 
phases. L’ultime étape serait de pouvoir retrouver les valeurs des exposants critiques obser-
vées numériquement.
À ce jour, il n’est pas possible d’écrire une théorie exacte remplissant entièrement ce cahier 
des charges. Nous donnons par la suite quelques éléments des théories qui le font en partie, 
et expliquons pourquoi ce programme est difficile.  Essentiellement, seuls deux scénarios 
théoriques assez opposés résistent au bout du compte.
VII.1. Échec des théories Ginzburg-Landau
Approche basse température
Pour essayer de décrire la transition de phase, il est naturel d’essayer d’appliquer la « recette 
» Ginzburg-Landau. Partons de la phase basse température où le paramètre d’ordre vecto-
riel m(r) (Éq. (28)) a été identifié comme décrivant la brisure de symétrie colonnaire. Nous 
serions tentés d’écrire l’énergie libre suivante :
où le coefficient a(T ) = a.(T  Tc) s’annulerait à la transition, b > 0 et où le fait d’avoir 
des axes privilégiés pour les états colonnaires (ceux du réseau) se traduirait par une partie 
anisotropique de type Fanis,m =
P
↵,β=x,y,z c↵,βm
2
↵m
2
β + · · ·.
Cette approche est veine, car quelles que soient les valeurs de a, b ou la forme exacte de 
Fanis,m, une telle énergie libre prédit une décroissance exponentielle pour le corrélateur 
hm(0)m(r)ic (et donc pour les corrélations dimère-dimère) à suffisamment haute tempéra-
ture. Ceci est en contradiction avec les corrélations dipolaires Éq. (20) de la phase Coulom-
bienne. Très simplement, l’action Éq. (31) oublie la contrainte de dimères, qui est cruciale 
pour l’obtention de cette phase. Par ailleurs, le signe positif  des constantes c↵,β (imposé 
par le fait que le paramètre d’ordre pointe dans les directions du réseau) impliquerait une 
transition (faiblement) du premier ordre [carmoNa00].
Approche haute température
Pour résoudre ce problème, le lecteur du Chapitre V sera quant à lui plutôt tenté par une 
approche haute température, et tentera de perturber l’énergie libre Éq. (19) par des termes 
d’ordre supérieurs (et éventuellement anisotropes) :
Fcol(m, T ) =
Z
d3ra(T )|m|2 + b|m|4 + Fanis,m + . . . Éq. (31)
FCoulomb(B, T ) =
Z
d3r
K(T )
2
B2(r) + cB4(r) + d
X
↵,β
B2↵B
2
β . . . Éq. (32)
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pour tenter d’expliquer la transition. Il aura bien fait attention de n’écrire que des termes 
invariants de jauge, comme remarqué dans la Sec. V.1.2. Ici encore, cette approche ne 
fonctionnera pas car la phase colonnaire ne peut être décrite de cette façon. Pour le voir, 
il suffit de constater que dans un état colonnaire, nous avons h|B|i = 0, où B désigne une 
moyenne spatiale sur B. 
Pour évacuer le problème d’invariance de jauge et de non brisure de symétrie de la phase 
de Coulomb [elitzur75], nous savons par ailleurs effectuer une transformation de dualité 
(voir Sec. V.2.1.3) pour passer des variables de dimères aux variables ✓ (voir Éq. (25)), qui 
sont ordonnées dans la phase Coulombienne. Nous écririons alors l’énergie libre Ginzburg-
Landau en termes du paramètre d’ordre dual n = h|
P
r exp(i✓(r)|i :
La phase basse température serait alors désordonnée dans ces mêmes variables. Malheureu-
sement, une fois de plus et de façon symétrique, une telle approche prédirait une décrois-
sance exponentielle du corrélateur hcos(✓0 − ✓r)i (ainsi que des corrélations dimère-dimère) 
à basse température, sans ordre cristallin. 
Approche mixte
On peut finalement s’imaginer d’adopter un point de départ mixte, où coexisteraient les 
bonnes variables haute (au choix B ou n) et basse (m) températures. Nous écririons alors 
l’énergie libre F = FhauteT + Fcol(m) + Fmixt, avec FhauteT = FCoulomb(B, T ) ou bien 
FhauteT = FCoulomb,dual(n, T ) selon la description préférée de la phase Coulombienne. 
Pour des raisons de symétrie (m et n ou B se transformant sous différentes symétries), les 
premiers termes de couplage doivent s’écrire Fmixt(B,m) = λB2m2 + γB4m4 + . . . ou 
bien Fmixt(n,m) = λn2m2 + γn4m4 + . . .. 
Bien que mélangeant variables directes et duales, cette approche est possible : elle peut 
décrire une phase Coulombienne (grâce à F(B) ou F(n)) et une phase colonnaire (grâce à 
F(m)), ainsi qu’une transition entre ces deux phases (grâce à Fmixt). Cependant, elle prédit 
aussi une transition du premier ordre, de façon générique. En effet, une transition continue 
requiert dans cette approche que les coefficients des premiers termes a(T ) dans l’ Éq. (31) 
et e(T ) dans l’Éq. (33) s’annulent (ou bien que K(T ) diverge dans l’Éq. (32)) exactement à 
la même température Tc. Ceci est possible mais demande un ajustement fin (fine tuning) 
des paramètres microscopiques. Ce fine tuning est présent en particulier pour les points 
multicritiques dans des diagrammes de phases étendus, quand par exemple une ligne de 
transition du second ordre rencontre une ligne de transition du premier ordre.  Il n’est pas 
évident a priori que le modèle Éq. (26) présente un tel réglage fin, ceci d’autant plus qu’il 
n’existe ici qu’un seul paramètre (la température T ) qui puisse être changé. 
Discussion
Retenons au final qu’une approche à la Ginzburg-Landau est possible pour décrire la transi-
tion Coulomb-cristal, mais qu’elle prédit dans le cas générique (hors fine tuning) une transi-
tion du premier ordre. Ceci est similaire à la description d’une transition directe entre deux 
phases ayant des brisures de symétrie différentes (plus précisément, où le groupe de symé-
trie décrivant une phase n’est pas un sous-groupe de celui de l’autre phase) : la théorie de 
Landau prévoit dans ce cas aussi une transition générique du premier ordre, à l’exception de 
FCoulomb,dual(n, T ) =
Z
d3re(T )|n|2 + f |n|4 + Fanis,n + . . .Éq. (33)
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points de transitions isolés sujets à un fine tuning qui peuvent être du second ordre. Notons 
toutefois que ce n’est pas exactement le cas de notre transition, car la phase de Coulomb ne 
présente pas de symétrie brisée.  Plus généralement, tout couplage densité d’énergie-densité 
d’énergie dans une fonctionnelle Ginzburg-Landau conduit à la même conclusion.
Ignorons pour l’instant le cas d’un fine tuning hypothétique et essayons de comprendre 
pourquoi une théorie de Landau n’explique pas la transition observée numériquement. Très 
clairement, c’est la phase haute température inhabituelle qui pose problème : le fait que 
(toutes) les corrélations n’y décroissent pas exponentiellement invalide le point de départ de 
l’approche Ginzburg-Landau. Cette situation n’est pas nouvelle : il existe plusieurs modèles 
où la phase « désordonnée » n’exhibe pas de corrélations exponentielles. C’est par exemple 
le cas de modèles quantiques en (1+1) dimensions, comme la chaîne XXZ à la transition 
entre la phase critique et la phase Ising antiferromagnétique. Plus simplement, le modèle 
de dimères en deux dimensions étudié dans les Chapitre II et Chapitre III présente aussi 
cette propriété. Dans tous les exemples cités, une théorie Ginzburg-Landau stricto sensu ne 
s’applique pas  non plus. Pour autant, ces transitions sont rarement décrites en premier lieu 
comme « inhabituelle », « non conventionnelle » ou « non Ginzburg-Landau », comme il est 
tentant de présenter la transition du modèle Éq. (26). Ceci provient du fait que nous avons 
un formalisme (le gaz de Coulomb, voir Réf. [NieNhuiS87] et Chapitre III), un nom (Kos-
terlitz-Thouless) ainsi qu’un mécanisme intuitif  (la prolifération de défauts topologiques) 
pour ces transitions de phases. 
Ce n’est pas le cas pour la transition Coulomb-cristal. Quel est l’équivalent d’une transition 
Kosterlitz-Thouless en 3d ? Quel est l’équivalent de la théorie du gaz de Coulomb en 3d 
? Quel est le mécanisme en jeu, qu’y-a-t-il d’universel dans cette transition ? Ou encore : 
peut-on comprendre de manière générale les mécanismes pour sortir d’une phase de Cou-
lomb, comme observé dans d’autres transitions [jaubert08,poWell08b,SauNderS07,picKleS08
,ShaNNoN10] n’incluant pas la phase cristalline du modèle de dimères Éq. (26) ? Par la suite, 
nous ébaucherons les pistes entrevues pour répondre à ces questions.
VII.2. Approches non Ginzburg-Landau
Plusieurs propositions, assez proches, ont été effectuées pour comprendre la transi-tion du modèle de dimères Éq. (26) dans un cadre autre que celui de Ginzburg-Lan-dau. Toutes ont en commun d’interpréter la transition Coulomb-colonnaire comme 
une transition de Higgs. Avant d’expliquer en détail et de comparer les différentes propo-
sitions, nous allons tout d’abord donner quelques arguments physiques qualitatifs pour 
mieux les comprendre.
Théorie phénoménologique
La description ci-dessous est due à G. misGuich. L’idée est de vouloir coupler plus direc-
tement le paramètre d’ordre basse température m avec les variables haute température, 
autrement que par un couplage énergie-énergie comme dans l’approche Ginzburg-Landau 
mixte. Pour cela, ré-écrivons m, qui est un vecteur O(3), dans la représentation CP1: 
où  = ( x, y, z) est le vecteur des matrices de Pauli, et où les spineurs z"(r), z#(r) sont 
m(r) =
X
↵,β=",#
z̄↵(r) ↵βzβ(r), Éq. (34)
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deux nombres complexes tels que |z#(r)|2 + |z"(r)|2 = |m(r)|. Par cette dernière identi-
té, on s’aperçoit qu’il existe une redondance dans cette ré-écriture, car seuls les modules 
de z"(r), z#(r) ont une signification physique. Plus simplement, m(r) est décrit par trois 
nombres réels, alors que z"(r), z#(r) par quatre. La phase des spineurs peut être arbitraire-
ment changée en tout site 
par la transformation de jauge Aµ ! Aµ +rµ(r), sans pour autant changer m(r).  
L’idée la plus importante pour la suite est que z est la « bonne variable », et non plus m, 
pour se coupler avec la variable haute température B = r⇥A. La transformation de jauge 
citée au dessus qui ne modifie pas m(r) est aussi celle qui laisse le champ de jauge invariant : 
Aµ ! Aµ +rµ (r). Il est très naturel alors de proposer alors l’énergie libre phénoméno-
logique :
où l’on reconnaît l’énergie libre Ginzburg-Landau d’un supraconducteur, ici à 2 compo-
santes et avec pour paramètres d’ordre complexes z↵. Les deuxième et troisième termes 
décrivent les énergies libres des parties Coulombienne et colonnaire et sont similaires à 
ceux compris dans les énergies libres Éq. (32) et Éq. (31) respectivement. 
La physique peut alors se calquer sur celle d’un supraconducteur soumis à un champ magné-
tique. Dans la phase haute température, nous avons hz↵(T > Tc)i = 0 et nous nous situons 
dans la phase de Coulomb où le terme magnétique FCoulomb domine. À basse température, 
Fcol domine et le paramètre d’ordre supraconducteur peut acquérir une valeur non nulle 
hz↵(T < Tc)i 6= 0, décrivant ainsi la phase cristalline. Le terme de couplage génère alors un 
terme de masse en A2 dans l’énergie libre, tuant les fluctuations magnétiques (effet Meis-
sner) et la phase Coulombienne. Nous avons donc ainsi une énergie libre qui permet de 
décrire la phase de Coulomb, la phase cristalline et un mécanisme pour la transition entre 
ces deux phases : il s’agit bien sûr du mécanisme de Higgs-Anderson [aNderSoN63,higgS64], 
qui permet à un champ de jauge de devenir massif  en « mangeant » un mode de Goldstone 
associé à la brisure de symétrie décrite par le paramètre d’ordre complexe supraconducteur.
Jusqu’à quel point cette phénoménologie est valide ? Autant le cristal (pourvu qu’on four-
nisse la bonne forme de l’énergie libre Éq. (31)) que la phase Coulombienne sont bien 
décrites par l’énergie libre Éq. (35). Qu’en est-il de la transition et tout d’abord de son exis-
tence même ? Il est important de se rappeler que dans le mécanisme de Higgs-Anderson, 
il est nécessaire d’avoir un mode de Goldstone disponible. Cela peut paraître inquiétant 
puisque notre modèle de dimères ne brise que des symétries discrètes (rotation, translation) 
dans sa phase basse température. Cependant, il faut se rappeler que nous avons observé une 
symétrie émergente O(3) pour le paramètre d’ordre à la transition, qui nécessite forcément un 
mode de Goldstone car continue (c’est cette symétrie que nous avions implicitement consi-
dérée en écrivant l’Éq. (34)). Il peut donc y avoir une transition (à une température non 
nulle). S’agit-il d’une transition du premier ou du second ordre ? Dans le cas de l’énergie 
libre d’un supraconducteur à deux composantes en présence d’un champ de jauge non com-
pact,  la réponse n’est pas connue d’un point de vue théorique. Les conclusions données par 
~[z"(r), z#(r)] ! ei (r) ~[z"(r), z#(r)]
F =
X
↵=",#,µ=x,y,z
|(rµ − iAµ)z↵|2 + FCoulomb(B = r⇥A) + Fcol(m = z̄¯z)Éq. (35)
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différentes méthodes sont contradictoires et restent sujet à débat (dans un autre contexte 
que nous préciserons dans la Sec. VII.2.4).  Retenons simplement qu’une transition conti-
nue est possible dans le cadre de l’énergie libre Éq. (34), sans que l’on puisse toutefois 
caractériser la classe d’universalité de cette transition (et donc ses exposants critiques). 
Description de mappings approximatifs
L’Éq. (35) a été proposée de façon phénoménologique, et ne peut en aucun cas être dérivée 
de façon rigoureuse à partir du modèle de dimères. Plusieurs travaux [charrier08,poWell
08,poWell09,cheN09] ont toutefois essayé de dériver une énergie libre de façon plus systé-
matique, au prix de certaines approximations. Tous ces travaux arrivent à une description 
effective identique à celle de l’Éq. (35), et nous les décrivons ici brièvement - les références 
citées contenant tous les détails.
•	 Mapping	à	travers	une	théorie	électrodynamique	duale
Une première approche consiste à construire directement un mapping vers une théorie 
quantique en 3+1 dimensions de type électrodynamique quantique, puis d’effecteur une 
transformation de dualité pour arriver à une action effective écrite en terme d’un vecteurs 
potentiel et de variables de phases de monopoles duaux.  C’est la démarche utilisée par 
charrier et al. [charrier08] et chen et al. [cheN09], et qui passe par plusieurs étapes que nous 
expliquons brièvement.
Premièrement, le point de départ est d’écrire un champ vectoriel E↵(r) qui compte le 
nombre de dimères sur le lien ↵ au site r : ce champ est très similaire au champ B↵(r) de 
l’Éq. (17) à un shift près et possède lui aussi une divergence contrainte r ·E = ±1. Comme 
première approximation, on autorise ce champ à prendre toutes les valeurs entières, et non 
pas seulement 0,±1 : on arrive à un modèle de type courants de liens (voir Éq. (24)). Les 
interactions entre dimères pourraient en principe s’écrire en termes des variables de liens 
aussi, mais ce n’est pas la forme habituelle choisie. On préférera les introduire de façon 
effective plus tard. 
Ensuite, on effectue une transformation de dualité [bergmaN06,cheN09], similaire à celle 
introduite avant l’Éq. (25), qui permet d’introduire des variables de phase, interprétées 
comme celles de monopoles magnétiques dans le langage de l’électrodynamique, ainsi qu’un 
potentiel vecteur dual associé au champ E. À noter que dans cette représentation, les rôles 
des champs électrique E et magnétique B (ainsi que celui des charges électriques et magné-
tiques) sont inversés par rapport à ceux introduits dans la Sec. VI.2.2.  Cette inversion de 
rôle des variables, fréquent dans la littérature sur la phase Coulombienne et qui porte sou-
vent à confusion, provient du fait que l’on essaye d’obtenir ici une description quantique 
de la théorie des champs en 3+1 dimensions, plutôt qu’un raccourci en 3+0 dimensions 
que nous avions pris par commodité pour le Chapitre V. La phase coulombienne est tou-
jours comprise comme une phase déconfinée pour les charges électriques, qui sont ici les 
monomères du modèle de dimère original. Les monopoles magnétiques sont des excita-
tions confinées dans cette phase, et possèdent un gap dans cette description quantique. Ces 
monopoles peuvent aussi condenser (et détruire ainsi cette phase Coulombienne), à travers 
un mécanisme de Higgs. Simultanément, les charges électriques deviennent confinées, et 
nous avons affaire à la phase colonnaire, où les monomères sont effectivement confinés 
dans le cristal.
Quelle est la différence fondamentale alors avec le modèle XY de l’Éq. (25) ? Le fait crucial 
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est que les monopoles magnétiques ne peuvent condenser que dans des structures spatiales 
précises, édictées par les symétries du réseau et des interactions entre dimères. L’analyse 
détaillée de ces symétries montre que ces charges magnétiques voient une structure de flux 
magnétique précise dans le réseau, qui frustre leur mise en ordre. Sans cette frustration, le 
modèle serait en effet dual à un modèle XY. La frustration consiste à remplacer le  modèle 
de l’Éq. (25) par un modèle du type Z =
PQ
i d✓i exp(J
P
hi,ji cos(✓i ✓j Xij)), avec 
Xij un « potentiel vecteur » frustrant, forçant la structure de flux magnétique dans le réseau.
Pour aller plus loin, il est possible d’introduire une version « de cœur mou » des opérateurs 
de monopoles en suivant les travaux de motrunich et senthil [motruNich05]. On écrit 
alors un Hamiltonien effectif  de type liaisons fortes pour ces monopoles se déplaçant dans 
un réseau cubique possédant cette structure précise de flux magnétique.  On trouve deux 
minima dans la relation de dispersion de ce Hamiltonien, et une théorie de type Ginzburg-
Landau peut être écrite pour les deux champs décrivant les fluctuations autour de ces mi-
nima. En particulier, il est possible [bergmaN06] de « geler » ces champs dans la direction du 
temps imaginaire, afin d’obtenir une description en 3+0 dimensions (à température finie), 
au lieu de 3+1 dimensions, afin de se rapprocher plus précisément du modèle de dimères 
classique originel. Le résultat final de cette description, non rigoureuse et parfois complexe, 
est exactement l’énergie libre devinée dans l’Éq. (35).
Il est aussi possible d’effectuer des simulations numériques de la théorie de jauge effective 
intermédiaire, exprimée en termes du potentiel vecteur dual et des variables de phases. Cela 
a l’avantage d’être un peu plus simple numériquement; ceci est important étant données 
les difficultés évoquées plus loin dans la Sec. VII.2.3 pour simuler l’Éq. (35). Par ailleurs, 
cela permet aussi de garder le contact avec le modèle de dimères original, par exemple en 
permettant l’écriture du paramètre d’ordre colonnaire. Les simulations Monte Carlo de la 
théorie de jauge intermédiaire effectuées par d. charrier [charrier08] mettent en évidence 
l’existence d’une transition continue entre une phase de Coulomb et une phase colonnaire. 
Ceci prouve que cette approche par des théories effectives contient certes des approxima-
tions, mais peut bien décrire une transition Coulomb-cristal continue comme désiré. 
•	 Mapping	vers	un	problème	quantique	en	deux	dimensions
powell et chalKer [poWell08,poWell09] proposent une autre transformation (mapping) 
pour comprendre la transition dans le modèle de dimères : identifier un modèle quantique 
en 2+1 dimensions dont l’intégrale de chemin donnerait le modèle classique en 3+0 dimen-
sions, puis espérer (et c’est le cas) que le modèle quantique ait des propriétés connues en ce 
qui concerne sa physique de basse énergie et sa criticité. Cette approche originale (le map-
ping inverse de 2+1 vers 3+0 dimensions est plus habituel) nécessite elle aussi plusieurs 
étapes et approximations que nous décrivons brièvement.
Tout d’abord, les auteurs des Réfs. [poWell08,poWell09] choisissent une direction du réseau 
3d comme celle d’un temps imaginaire discret ⌧  : afin d’éviter toute brisure explicite de sy-
métrie, la direction [111] est choisie. Une matrice de transfert T  est alors définie, permettant 
de connecter les configurations de dimères d’une tranche de temps ⌧  à la tranche ⌧ + 1, ce 
qui formellement permet de définir un Hamiltonien quantique T = exp( HB). La matrice 
de transfert n’est pas écrite explicitement, mais l’on peut sous des hypothèses raisonnables 
de localité et des raisons de symétries, construire le Hamiltonien HB. Il s’agit d’un modèle 
de bosons de cœur dur, sur le réseau kagome, à un remplissage 1/6 : dans ce mapping, 
un dimère est remplacé par un boson de cœur dur. Il s’avère que le Hamiltonien est non 
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hermitien, ce qui est crucial pour permettre de retrouver les corrélations dipolaires entre 
dimères. Ici, comme entrevu dans la Sec. V.2.1.2, la phase Coulombienne est donnée par 
la phase superfluide des bosons, et la phase colonnaire comme une phase isolant de Mott 
pour les bosons. L’isolant est ici non trivial, avec une brisure de symétrie d’espace où les 
bosons se localisent sur un des sites autour d’un hexagone du réseau kagome (il y a en tout 
six sites non équivalents, correspondant aux six fondamentaux du modèle colonnaire) : on 
parle d’isolant de Mott fractionnaire avec un remplissage p/q = 1/6.
L’utilité de ce mapping provient du fait que la théorie critique de la transition entre super-
fluide et isolant de Mott fractionnaire (brisant une symétrie d’espace) a été étudiée en détail 
par Balents et al. [baleNtS05]. Alors qu’on s’attend naïvement à une transition du premier 
ordre entre ces deux états brisant des symétries différentes, il a été proposé par des argu-
ments de dualité que dans certaines situations (pour certains remplissages), une transition 
continue pouvait exister. En adaptant les arguments de la Réf. [baleNtS05] au cas de la tran-
sition superfluide-isolant de Mott avec remplissage 1/6 sur le réseau kagome, powell et 
chalKer trouvent une théorie critique dans le continu, qui n’est rien d’autre que l’énergie 
libre de l’Éq. (35).
En ne retenant que les premiers ordres dans l’analyse de symétrie, la théorie critique pos-
sède une symétrie SU(2) émergente qui correspond à une symétrie O(3) pour le paramètre 
d’ordre colonnaire m (Éq. (28)), comme observé numériquement (voir Sec. VI.3.3) : cette 
propriété est une prédiction non triviale de ce mapping. L’autre avantage certain est que ce 
mapping fait un lien avec une autre physique, celle des points critiques déconfinés (voir Sec. 
VII.2.4), à travers la transition 2d superfluide-isolant de Mott fractionnaire.
Analyse de l’énergie libre effective
Les arguments phénoménologiques de la Sec. VII.2.1, ainsi que les deux mappings approxi-
matifs (électromagnétisme dual et vers un problème quantique en 2+1 dimensions) intro-
duits dans la Sec. VII.2.2, convergent vers la même description de la transition Coulomb-
cristal en termes de l’énergie libre effective Éq. (35). Cette description fournit un mécanisme 
pour expliquer la transition, ce qui est loin d’être trivial étant donnés les arguments de la 
Sec. VII.1. Si l’on ne se contente pas de la connaissance d’un mécanisme, mais que l’on 
recherche à expliquer plus précisément les résultats numériques, la situation se corse. En 
particulier, une transition continue entre la phase de Coulomb et la phase colonnaire est 
possible dans ce scénario, mais une transition du premier ordre l’est aussi. Et si une transi-
tion continue peut être comprise, rien n’indique à ce stade quelle est sa classe d’universalité. 
L’énergie libre effective Éq. (35) n’est pas nouvelle et a déjà été écrite dans d’autres contextes, 
sur lesquels nous reviendrons. Servons-nous et énonçons les résultats connus à ce sujet.
Considérons tout d’abord le cas où l’on prend la première partie de la contribution de la phase 
colonnaire sans les termes anisotropiques, à savoir Fcol,iso(m, T ) =
Z
d3ra(T )|m|2 + b|m|4. 
S’il n’y avait qu’une seule composante « supraconductrice » (c’est à dire pas d’indice ↵ pour 
z↵), il est connu depuis les travaux de dasGupta et halperin [daSgupta81] que ce modèle 
serait dual à une théorie XY, et que donc la transition serait continue dans la classe d’uni-
versalité du modèle 3d XY, comme c’est le cas pour le modèle de l’Éq. (25). C’est bien la 
présence d’une structure de flux non triviale due aux interactions entre dimères qui change 
la donne en créant un deuxième minimum dans le modèle de liaisons fortes des monopoles, 
et donc une deuxième composante « supraconductrice ». Dans ce cas, la transformation de 
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dualité [daSgupta81] n’existe plus, et il faut recourir à une analyse par groupe de renormali-
sation ou à des simulations numériques. 
Du côté analytique, le développement en ✏ = 4 d ne donne pas de nouveau point fixe 
[baleNtS05], ce qui indiquerait plutôt une transition de phase du premier ordre. Il y a toute-
fois plusieurs arguments qui remettent en cause la validité d’un développement en ✏ pour 
ce type d’action de manière générale [motruNich04], et il n’est pas sûr que celle-ci soit valide 
et conclusive. De plus, si l’on augmente le nombre de composantes jusqu’à N  et que l’on 
prend la limite N ! 1, on obtient là aussi une transition continue. Le cas N = 2 qui nous 
intéresse n’est malheureusement pas assez grand pour faire un développement en 1/N .
Du côté numérique, la situation est là aussi controversée. Il faut passer par une discrétisa-
tion de cette théorie continue sur un réseau, et certaines discrétisations conduisent à des 
transitions continues [motruNich08], d’autres à des transitions faiblement du premier ordre 
[KuKlov08]. Comme remarqué par powell et chalKer [poWell09], la théorie critique de 
l’Éq. (35) possède un paramètre libre, K de la partie Coulombienne Éq. (32), une fois que 
le premier terme a(T ) de l’Éq. (31) est pris comme nul à la transition T = Tc. Il est donc 
possible que l’on puisse passer d’une transition continue à une transition premier ordre, via 
un point tricritique, en modifiant K (ce qui n’est pas fait explicitement dans le modèle de 
dimères, mais simplement indirectement à travers la variation de K en fonction de la tem-
pérature). Cette ligne critique est d’ailleurs observée dans les simulations de la Réf. [motru-
Nich08] pour une certaine discrétisation de la théorie : les exposants de la ligne de transition 
de phase continue ne sont pas compatibles avec ceux observés du modèle de dimères, sauf  
au point tricritique où ils sont plus proches.
La présence de termes anisotropes Fanis n’arrange que partiellement la situation. Les symé-
tries de la phase ordonnée (où le paramètre d’ordre m pointe suivant les axes x, y et z) 
indiquent un terme anisotropique dominant Fanis(m) = r(m2xm2y +m2xm2z +m2ym2z) avec 
r > 0. Un comptage de puissance dans la théorie des champs [poWell09] indique que ce 
terme ne devrait pas être pertinent, encore faudrait-il que ce comptage de puissance soit 
valide (ce qui n’est pas certain étant donné que le point fixe n’est pas connu dans le cas 
à deux composantes). Ce terme serait en fait dangereusement non pertinent, puisqu’il ne 
changerait pas la classe d’universalité d’une transition de phase continue (si elle existe), 
mais qu’il influencerait le choix de la phase ordonnée. Les simulations de la théorie de jauge 
intermédiaire de charrier et al. [charrier08] (qui contiennent donc les effets d’anisotropie 
puisqu’une phase colonnaire est détectable à température) indiquent une transition conti-
nue, avec toutefois des exposants différents de ceux trouvés pour le modèle de dimères 
original. Dans les autres contextes où cette énergie libre apparaît, l’anisotropie a aussi été 
étudiée dans une version « plan facile » (easy plane). L’analyse théorique est un peu simplifiée 
(grace à une dualité entre la phase de Coulomb et la phase ordonnée qui a une brisure de 
symétrie U(1) dans ce cas) et semble indiquer qu’une transition continue est plus facile. 
Les résultats sur une version discrétisée sont aussi controversés avec des premiers résultats 
[motruNich04] indiquant une transition continue, par la suite contestés par des simulations 
plus poussées [KuKlov04,KuKlov06] détectant une transition faiblement du premier ordre. 
Relation avec les points critiques quantiques déconfinés
Le fait de proposer l’énergie libre effective Éq. (35) comme théorie critique pour le mo-
dèle de dimères le replace dans un contexte beaucoup large. En effet, cette même théo-
rie effective a été proposée pour décrire des transitions de phase quantiques continues 
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en deux dimensions entre deux états différents : tout d’abord entre un état antiferroma-
gnétique (Néel) et un état Cristal de liens de Valence (Valence Bond Crystal, dénoté VBC) 
[SeNthil04,SeNthil04bb], puis ensuite entre un état superfluide et un isolant de Mott fraction-
naire [baleNtS05]. 
Cette théorie, ou plutôt ensemble d’arguments, est dénommée « points critiques quantiques 
déconfinés » (PCQD) [SeNthil04,SeNthil04b,SeNthil05]. Nous ne rentrons pas dans les détails 
et les cœurs des arguments et motivations de ces théories (une introduction légèrement plus 
complète sera donnée Sec. IX.2), mais édicterons simplement leurs propriétés principales. 
Ce sont des transitions de phase quantiques (à température nulle) où, sous l’influence d’un 
paramètre varié dans le Hamiltonien, nous passons d’une phase ordonnée (Néel ou super-
fluide) vers une autre phase ordonnée (VBC ou isolant de Mott fractionnaire). Tradition-
nellement, on s’attend à une transition de phase génériquement du premier ordre, mais un 
ensemble d’arguments indique que cette transition de phase peut être continue de façon 
générique, en contradiction avec une approche Ginzburg-Landau.
La surprise de ne pas vérifier l’approche Ginzburg-Landau semble un peu plus forte dans le 
cas des PCQD car, des deux côtés de la transition, on trouve une phase ordonnée avec une 
brisure de symétrie spontanée (contrairement au cas du modèle de dimères). Dans le cas 
des PCQD, la mécanique quantique des défauts topologiques d’un paramètre d’ordre crée 
des corrélations de l’autre côté de la transition [baleNtS05] : ainsi, l’opérateur qui décrit le 
paramètre d’ordre VBC est strictement proportionnel à celui qui crée un monopole (ou he-
dgehog), le moment-endroit (en 2+1 dimensions) où le nombre de défauts topologiques (les 
skyrmions) dans le paramètre d’ordre antiferromagnétique change [SeNthil04b]. De même, les 
défauts de vortex du superfluide ont des symétries particulières permettant de pré-empter 
l’apparition de l’ordre isolant de Mott fractionnaire [baleNtS05]. En quelque sorte, les deux 
phases en jeu « se connaissent » par l’intermédiaire de leur défauts dans leur paramètre 
d’ordre (alors qu’elles ne se connaissent pas par l’intermédiaire direct de leur paramètre 
d’ordre). Il apparaît plausible alors qu’une transition de phase continue puisse exister.
Comment se place le modèle de dimères dans ce contexte ? Alors que dans le cas avec la 
transition superfluide-isolant de Mott fractionnaire les correspondances sont bien établies 
(« superfluide » ~ « Coulomb », « isolant fractionnaire » ~ « colonnaire »), l’analogie avec la 
transition Néel-VBC révèle toutes les subtilités des arguments de dualité. Naturellement, 
on aurait envie d’identifier le cristal VBC avec le cristal colonnaire et l’état de Néel avec la 
phase de Coulomb (ou le superfluide). À ce stade, il faut remarquer que ce sont bien les 
paramètres d’ordres de la phase colonnaire et de la phase Néel qui sont « fractionnalisés » 
dans la représentation CP1 de l’Éq. (34), et dont les fractions (les spinons) « émergent » à 
la transition. Dans le cas de la transition Néel-VBC, les spinons présentent un gap dans la 
phase VBC (il n’y a plus de paramètre d’ordre Néel) où les monopoles vont proliférer en 
créant l’ordre VBC [SeNthil04b]. S’ils ne pouvaient proliférer, on observerait la phase pa-
rente qui est un liquide de spins U(1) [SeNthil05]. Dans le modèle de dimères, les monopoles 
ne peuvent proliférer car ils sont interdits par construction (pas de monomères) : on observe 
la phase parente qui n’est rien d’autre que la phase Coulombienne. De même, le modèle 
de dimères possède des symétries de réseau qui, si elles ne sont probablement pas perti-
nentes à la transition (Sec. VI.3.3), forcent le paramètre d’ordre colonnaire à pointer selon 
les axes du réseau. On a donc les équivalences : « phase colonnaire » ~ « Néel (agrémenté 
d’anisotropies de réseau) », et « Coulomb » ~ « liquide de spins U(1) » qui, en présence de 
monopoles, devient un VBC.
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Que peuvent s’apporter mutuellement ces deux types de physique présentes dans le modèle 
de dimères et les PQCD ? Malheureusement peu si l’on recherche des résultats exacts et 
sans appel. En pratique, cette double lecture peut éclairer notre compréhension des deux 
problèmes. Au travers de leur description effective commune par l’Éq. (35), la théorie des 
PCQD indique effectivement qu’une transition de phase non Ginzburg-Landau est pos-
sible pour le modèle de dimères, ce qui justifie a posteriori l’analyse de la Sec. VII.1. Nous 
bénéficions aussi de l’étude systématique par groupe de renormalisation de l’Éq. (35), ainsi 
que par simulations numériques de différentes versions discrétisées de cette théorie.  Mal-
heureusement, les résultats ne sont pas conclusifs : le débat reste ouvert, notamment numé-
riquement, pour savoir si l’Éq. (35) peut admettre une transition de phase génériquement 
continue, et si c’est le cas quelle en serait la classe d’universalité.
De manière générale, le scénario PCQD est difficile à vérifier car, outre le fait que diffé-
rentes discrétisations sur réseau de la théorie des champs proposées fournissent des résul-
tats différents, il n’est pas précisé s’il existe des modèles simples quantiques réalisant cette 
physique (voir par exemple les ellipses représentant le terme à rajouter pour induire les 
PCQD dans les Réfs. [SeNthil04,SeNthil04b]). En effet, il est facile d’écrire un modèle bri-
sant spontanément la symétrie SU(2) pour créer un ordre antiferromagnétique : le modèle 
d’Heisenberg le fait naturellement. Par contre, il est plus difficile de trouver un terme qui 
crée spontanément un VBC sans inclure de la frustration avec le terme d’Heisenberg. Sachant 
que la frustration entraîne un grand problème (dit de signe) dans les simulations numé-
riques stochastiques, la tâche n’est pas aisée si l’on veut discuter des propriétés critiques (né-
cessitant généralement de grands échantillons). Il existe toutefois une famille de modèles 
non frustrés, où la physique PCQD est en jeu (voir discussion plus bas et dans la Sec. IX.2).
Dans ce cadre, le modèle de dimères Éq. (26) apporte peut-être un peu plus à la théorie des 
PCQD.  En effet, les modèles classiques sont plus faciles à construire (pas besoin d’ellipses) 
ou à étendre, plus faciles à simuler (il n’y a pas de problème de signe) et certainement plus 
pédagogiques. Si l’on croit à la notion d’universalité, la nouvelle classe d’universalité pré-
sente aux PCQDs en 2+1 dimensions doit exister aussi pour des modèles classiques en 
3+0 dimensions, si les bons ingrédients de symétrie sont présents. L’avantage du modèle 
de dimères est qu’il implémente directement, et pour toute configuration, la contrainte 
d’absence de divergence du champ magnétique fictif, au lieu d’une simple contrainte éner-
gétique sur ces monopoles.  De plus, on peut utiliser un algorithme efficace non local 
(voir Sec. I.3.2) permettant d’atteindre de grandes tailles d’échantillons. Ceci le distingue 
du modèle O(3) sans monopoles [Kamal93,motruNich04], qui a été le premier proposé (et 
peut-être le plus pertinent) pour illustrer la physique PCQD (dans ce modèle classique, les 
monopoles sont supprimés aussi explicitement « à la main » en examinant et refusant les 
configurations qui en possèdent, ce qui s’avère coûteux numériquement). Plus récemment, 
un modèle de boucles classiques en interactions en 3 dimensions a aussi été proposé et étu-
dié [Nahum15] pour tester la physique des PQCD, avec les mêmes avantages que le modèle 
de dimères.
À ce titre, le modèle de dimères Éq. (26) est aussi intéressant que les modèles de spins 
quantiques appelés J-Q [SaNdviK07,lou09], qui mettent en compétition un terme d’échange 
J (favorisant l’antiferromagnétisme) et un terme à quatre spins Q favorisant l’apparition 
de l’ordre VBC (voir Sec. IX.2 pour une définition). Après là aussi quelques contro-
verses [SaNdviK07,melKo08,jiaNg08,SaNdviK10], il est établi que ces modèles possèdent une 
transition continue entre ces deux ordres, avec toutefois des corrections de scaling im-
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portantes [SaNdviK10,Kaul11,baNerjee11], voire des violations logarithmiques du scaling 
[SaNdviK10,baNerjee10] ou même une absence totale  de scaling due à des variables dan-
gereusement non pertinentes [Kaul11]; tout ceci rendant  difficile l’estimation précise des 
exposants critiques. Le modèle de boucles [Nahum15] présente lui aussi de fortes violations 
de scaling. Le modèle de dimères possède l’avantage de ne pas posséder apparemment de 
telles fortes corrections/violations de scaling12. Par ailleurs, comme proposé récemment 
[Sreejith15] (voir discussion dans la Sec. VIII.2.3), il est aussi possible de ré-introduire à la 
main des monopoles « multiples » dans le modèle de dimères pour mesurer leur dimension 
d’échelle et leur pertinence, ce qui est impossible dans les modèles de spins. 
VII.3. Scénarios alternatifs et conclusions partielles
Un point tricritique ?
Nous avons présenté en détail pourquoi un scénario non Ginzburg-Landau (Sec. VII.2) 
devait s’appliquer à la transition de phases continue observée pour le modèle l’Éq. (26), 
proposé une énergie libre effective pour la théorie des champs sous-jacente Éq. (35), et fait 
l’analogie avec la théorie des points critiques quantiques déconfinés qui mettent en jeu des 
transitions ne répondant pas au paradigme de Ginzburg-Landau.
Cette présentation peut paraître partisane. Quelles autres alternatives peuvent être propo-
sées ? Pour s’assurer en pré-requis de leur validité, il faudra qu’elles expliquent pourquoi 
une approche Ginzburg-Landau simple ne peut s’appliquer (Sec. VII.1), qu’elles admettent 
une transition directe continue et, si possible, qu’elles justifient les exposants critiques obte-
nus numériquement.
À notre connaissance, la seule possibilité évoquée est le scénario conventionnel (mais ex-
ceptionnel au sens de Ginzburg-Landau), où le modèle de l’Éq. (26) se trouve à un point 
tricritique, ou multicritique. Dans ce scénario, l’approche mixte de la Sec. VII.1.3 est correcte, 
mais pour une raison inconnue les termes quartiques (en |m|4, |n|4 ou bien |n|2|m|2) voient 
leur coefficient s’annuler simultanément avec le coefficient a(Tc) de l’Éq. (31) au point cri-
tique. Dans ce cas, l’approche Ginzburg-Landau permet une transition de phase continue 
entre les états Coulombien et colonnaire. 
En général, on peut trouver un point tricritique dans un diagramme de phase dépendant de 
deux paramètres. Or nous n’avons ici à notre disposition qu’un seul paramètre, la tempé-
rature : ce scénario implique donc l’existence d’un paramètre caché qui serait « auto-ajusté 
» (self-tuned) à une valeur impliquant un point tri-critique. Ceci pourrait expliquer que les 
valeurs des exposants critiques observées sont compatibles avec ceux d’une théorie O(N) 
tricritique en 3d, sa dimension critique supérieure [ziNN-juStiN10]. En l’absence de don-
nées autres que celles du modèle de l’Éq. (26), ce scénario est aussi difficile à réfuter qu’à 
vérifier : quel serait le paramètre caché et quelle symétrie du modèle de l’Éq. (26) ferait 
que ce paramètre soit auto-ajusté ? La seule base microscopique proposée à ce jour pour 
l’existence de ce point tricritique est une version ébauchée par papaniKolaou et Betou-
ras [papaNiKolaou10] d’un champ moyen [papaNiKolaou07] sur les variables de Grassman 
[Samuel80] représentant les dimères. Malheureusement, cette idée n’a pas été élaborée plus 
conséquemment.
Nous verrons toutefois (Sec. VIII.2.2) dans une extension du modèle Éq. (26) que celui-ci 
se trouve effectivement à proximité d’un point tricritique qui pourrait influencer la valeur 
12 Si ces corrections existent, elles sont du moins bien plus faibles que dans les autres exemples numériques de PCQD.
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des exposants obtenus numériquement. Cependant, comme détaillé dans la Sec. VIII.2.2, 
ce point tricritique est lui aussi non conventionnel, et n’admet pas une description simple 
par une approche Ginzburg-Landau. 
Une transition du premier ordre ?
Un autre scénario beaucoup plus simple pourrait tout expliquer : l’approche Ginzburg-
Landau est valide et la transition Coulomb-cristal est du premier ordre. Nous ne l’obser-
vons pas numériquement comme telle car les échantillons simulés sont trop petits, avec 
Lmax < ⇠
⇤ où ⇠⇤ < +1 est la longueur de corrélation (du paramètre d’ordre colonnaire par 
exemple) à la transition du premier ordre. La « quasi-criticalité » que nous observons serait 
alors fortuite. Il s’est avéré que certains modèles de magnétisme classique frustré possédait 
une transition continue considérée comme inhabituelle [delamotte04], qui s’est finalement 
révélée du premier ordre lorsque des plus grandes tailles d’échantillon ont pu être atteintes 
numériquement [Ngo08]. À noter que les pseudo-exposants critiques observés sur des sys-
tèmes de trop petite taille étaient proches de ceux d’un point tricritique, ce qui peut être 
compris dans certains cas par les techniques du groupe de renormalisation non perturbatif  
[delamotte04]. 
Comme pour toute simulation numérique sur réseau de taille finie, ce scénario ne peut 
jamais être écarté. Toutefois, notons simplement qu’aucun indice numérique ne trahit l’in-
fluence d’une transition de phase du premier ordre sur des échantillons contenant jusqu’à 
1283 sites, que ce soit dans la thermodynamique (voir les courbes de chaleur spécifique Fig. 
53 ou de cumulant d’énergie V (E) dans la Fig. 54) ou dans l’application de la théorie de 
scaling de taille finie (voir les Fig. 47 et Fig. 49). De plus et en anticipant sur le Chapitre 
VIII, plusieurs extensions du modèle de dimères présentant des transitions clairement dis-
continues, voient leurs indicateurs de transition du premier ordre s’annuler dans la limite 
correspondant au modèle Éq. (26). Enfin, notons avec la Réf. [poWell09] que même si la 
transition est discontinue, la longueur de corrélation ⇠⇤ est au moins d’ordre 102, ce qui 
indique que toutes les descriptions continues envisagées telles que discutées dans la Sec. 
VII.2 ont un sens (même si elles s’effondrent plus tard pour le modèle en question). Même 
dans ce scénario négatif, le modèle Éq. (26) aura eu le mérite de poser de bonnes questions. 
Conclusion partielle sur les scénarios existants pour cette transition de phase
Résumons brièvement les théories encore en course pour expliquer la transition Coulomb-
cristal. Le scénario non Ginzburg-Landau de l’Éq. (35) est séduisant par divers aspects 
mais reste difficile à valider. Le scénario (Ginzburg-Landau) d’un point tricritique (Sec. 
VII.3.1) est encore possible, bien que les raisons profondes pour son existence n’aient pas 
été développées. À noter que ces deux scénarios ne sont pas totalement incompatibles 
puisqu’on peut imaginer l’existence d’un point tricritique non Ginzburg-Landau. Comme 
déjà indiqué, nous verrons dans la Sec. VIII.2.2 que le modèle Éq. (26) se situe effective-
ment proche d’un tel point tricritique non Ginzburg-Landau. Enfin, n’oublions pas l’exis-
tence du scénario premier ordre, bien qu’il soit totalement non prédictif  en l’absence de la 
connaissance de ⇠⇤.
Comment valider ou invalider ces scénarios ? Le scénario non Ginzburg-Landau aurait 
pu être confirmé si les simulations d’autres modèles, différents mais décrits par la même 
énergie libre Éq. (35), présentait eux aussi une transition continue avec les mêmes exposants 
critiques. Ce n’est malheureusement pas le cas. Parmi les travaux qui trouvent une transition 
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continue pertinente pour notre discussion, la Réf. [motruNich04] étudie un modèle classique 
O(3) sans monopoles, ainsi qu’une version discrétisée de l’Éq. (35) et trouvent des expo-
sants critiques ⌫ 2 [0.7, 1.0], ⌘ 2 [0.5, 0.8] clairement différents. 
Deux explications sont possibles. Premièrement, le modèle O(3) ne possède pas d’anisotro-
pie favorisant certaines directions pour le paramètre d’ordre basse température, contraire-
ment au modèle de dimères, et celles-ci pourraient changer la classe d’universalité. On au-
rait alors deux classes d’universalité pour ces nouvelles transitions non Ginzburg-Landau : 
une pour une phase basse température avec symétrie O(3) (avec les exposants de la Réf. 
[motruNich04]), et une autre pour le modèle avec anisotropie cubique (avec les exposants du 
modèle de dimères Éq. (26), qui seraient par hasard proches de ceux d’un point tricritique). 
La seconde possibilité est que ces termes d’anisotropie ne sont pas pertinents et que le 
modèle de la Réf. [motruNich04] et de l’Éq. (26) aient des transitions dans la même classe 
d’universalité : les exposants critiques observés ne seraient que des pseudo-exposants dus 
à des problèmes de taille finie dans un des deux modèles, voire les deux. Cette deuxième 
solution paraît plus probable étant données les indications d’une symétrie O(3) émergente 
au point critique données dans la Sec. VI.3.3.
D’autres simulations plus récentes [motruNich08] trouvent, pour certaines versions sur ré-
seau de l’Éq. (35), les exposants ⌫ = 0.7 0.75 et ⌘ = 0.2 0.4 pour la transition de Higgs 
générique, et ⌫ ⇠ 0.5, ⌘ ⇠ 0 proche d’un point tricritique. Dans ce dernier cas, les exposants 
sont compatibles avec ceux proposés pour le modèle de dimères. 
Les simulations les plus récentes de modèles J-Q avec symétrie SU(2) (dont nous avons in-
diqué qu’ils devaient avoir une transition aussi capturée par l’ Éq. (35)) ainsi que du modèle 
de boucles 3d [Nahum15] trouvent quant à elles des exposants ⌘ ⇠ 0.25− 0.30 [SaNdviK12, 
Nahum15], et une estimation de l’exposant de la longueur de corrélation qui « glisse » (à cause 
de fortes corrections au scaling) d’une valeur ⌫ ⇠ 0.6 [SaNdviK10] vers ⌫ ⇠ 0.5 [harada13, 
Nahum15] en augmentant la taille des systèmes.
Finalement, le scénario tricritique (Ginzburg-Landau ou non) peut être infirmé quant à lui 
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si l’on change le modèle sans changer les symétries de la phase basse température, et que 
l’on trouve une transition continue avec les mêmes exposants critiques que ceux observés 
pour le modèle de l’Éq. (26).
En résumé, pour permettre de trancher entre ces plusieurs scénarios, il semble intéressant 
de regarder des modèles de dimères sur réseau différents de celui de l’Éq. (26) afin de tester 
l’universalité des résultats obtenus jusque-là. C’est ce que nous faisons dans le Chapitre 
VIII suivant.
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Chapitre VIII. Variantes et perturbations
Plusieurs résultats numériques ont été obtenus sur des variantes et des extensions du modèle de dimères Éq. (26). Puisque les méthodes d’analyse des simulations numé-riques différent peu de celles présentées dans le Chapitre VI, nous nous contente-
rons d’édicter la définition des variantes et passerons directement aux résultats et conclu-
sions obtenus.
VIII.1. Modèles avec phase colonnaire à symétrie réduite
Définition
Il est assez facile de créer des modèles où le nombre de fondamentaux est plus petit que six, 
réduisant ainsi la symétrie de la phase basse température. En sélectionnant certains termes 
dans l’Éq. (26), chen et al. [cheN09] introduisent ainsi plusieurs modèles 
ayant respectivement un, deux ou quatre fondamentaux parmi ceux de la Fig. 39 pour 
v = 1. Pour le deuxième modèle, les deux états fondamentaux ont des dimères orientés 
dans la même direction (horizontale par exemple), alors que pour le troisième modèle, 
deux orientations sont possibles (avec chacune deux états fondamentaux associés).  Dans 
le premier modèle, N ce  dénote le nombre de plaquettes sur une colonne impaire du réseau 
cubique, permettant de sélectionner un seul des deux états colonnaires horizontaux. 
Ces modèles ont été étudiés par simulations Monte Carlo [cheN09], et tous possèdent une 
transition unique entre la phase haute température Coulombienne et la phase basse tem-
pérature colonnaire à symétrie réduite. Numériquement, il est observé que pour le modèle 
à fondamental unique, la transition est continue dans la classe d’universalité du modèle 
3d XY, alors que les modèles à 2 ou 4 fondamentaux exhibent une transition du pre-
mier ordre. Ces résultats peuvent être parfaitement expliqués dans une approche non 
Ginzburg-Landau identique à celle présentée dans la Sec. VII.2.2 [cheN09]. La seule dif-
férence vient de la forme de l’action basse température qui n’est plus identique à l’Éq. 
(31), en raison précisément de la symétrie réduite de la phase colonnaire. Ainsi l’énergie 
libre  F1col(m, T ) =
R
d3r↵|m|+ βmz + γ|m|2 décrit le modèle à un fondamental, alors que 
l’énergie libre F2/4col (m, T ) =
R
d3r↵|m|+ γ|m|2 + δm2z décrit celle à deux (pour > 0) ou 
quatre (pour < 0) fondamentaux.
Reprenant le formalisme de dualité de la Sec. VII.2.2, on peut montrer [cheN09] que le 
Hamiltonien de liaisons fortes pour les monopoles est non frustré et possède un seul mini-
mum pour l’énergie libre F1col(m, T ). On a alors affaire à une théorie Ginzburg-Landau 
d’un supraconducteur à une seule composante dans un champ magnétique, pour laquelle il est 
E1c = v

N ce ( ) +N
c
e ( )
�
E2c = v

N c( ) +N c( )
�
E3c = v

N c( ) +N c( ) +N c( ) +N c( )
�
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connu qu’il existe une transition continue dans la classe d’universalité du modèle 3d XY. 
C’est exactement ce qui est observé numériquement pour le modèle à un fondamental.
Les résultats sont moins directs et précis pour l’action F2/4fcol (m, T ), mais permettent eux 
aussi de rendre compte des résultats numériques. L’action pour  < 0 (modèle à 4 fonda-
mentaux) est identique à celle d’une théorie easy plane des PCQD pour laquelle les dernières 
simulations indiquent une transition faiblement du premier ordre [KuKlov04,KuKlov06], 
encore une fois en accord avec les résultats numériques obtenus sur le modèle à 4 fonda-
mentaux. Pour > 0, le Hamiltonien de liaisons fortes pour les monopoles possède deux 
minima non reliés par des symétries, ce qui rajoute une symétrie de type Ising (pour choisir 
un des deux fondamentaux) à briser, en plus de la transition de Higgs [cheN09]. En principe, 
ces deux transitions sont indépendantes. Si elles arrivent simultanément, alors il est fort 
probable que la transition soit du premier ordre (sauf  cas exceptionnel tricritique) : c’est de 
nouveau ce qui est observé numériquement pour le modèle à 2 fondamentaux.
Interpolation entre modèles
chen et al. [cheN09] étudient aussi des modèles interpolant entre ceux à 1 et 2 fondamentaux 
ou entre ceux à 4 et 6 fondamentaux (c.-à-d. le modèle original) 
où Ec est l’énergie Éq. (26). Pour tout 0 < , 0 < 1, ces deux modèles ont respectivement 
les symétries du modèle à 1 et 4 fondamentaux, et la théorie des champs [cheN09] prédit 
donc une transition continue 3d XY pour le premier modèle Éq. (36) et propose une tran-
sition de phase du premier ordre pour le second Éq. (37). 
Dans le cas du premier modèle, nous savons toutefois qu’il existe une transition du premier 
ordre à = 1, qui plus est assez forte [cheN09] (avec par exemple une grande chaleur latente 
à la transition, soit une grande différence d’énergie entre les deux phases présentes à Tc). 
Il faut donc une perturbation δλ = 1 λ assez importante pour combler cette différence 
d’énergie, et on s’attend donc à une valeur c 6= 1 pour un point multicritique où la transi-
tion continue du modèle à 1 fondamental devient du premier ordre. C’est effectivement ce 
qui est observé numériquement avec une estimation c ⇠ 0.95. 
Enfin, signalons que dans le modèle interpolé Éq. (37), il est observé que la différence 
d’énergie entre les deux phases au point critique (signalée par une discontinuité de l’énergie 
à Tc) qui est présente pour le modèle à 4 fondamentaux 0 = 0 diminue de plus en plus 
lorsque 0 ! 1, comme reporté dans la Fig. 55. Pour quantifier, on mesure la probabilité de 
distribution de l’énergie P (E) à la transition, qui possède deux pics à des énergies distinctes. 
Il est possible numériquement [cheN09] d’observer cette structure à deux pics (synonyme 
d’une transition du premier ordre) jusqu’à 0 = 0.98. On trouve que la différence d’énergie 
entre ces deux pics tend à s’annuler après extrapolation précisément au point 0 = 1 (bien 
qu’encore une fois, il soit toujours possible que le point 0 = 1 corresponde lui aussi à une 
transition du premier ordre avec une longueur de corrélation ⇠⇤ supérieure à la taille des 
échantillons utilisés). Cette étude tend à indiquer que le point 0 = 1 correspondant au 
E4−6c = (1
0)E4c +
0Ec
E1 2c = (1 )E
1
c + E
2
c ,Éq. (36)
Éq. (37)
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modèle originel Éq. (26) est particulier.
Il est aussi possible de découpler la transition où la phase Coulombienne s’annule de celle 
où un ordre colonnaire apparaît. Le modèle
a été proposé à cet effet [cheN09]. Pour v = 1, ce modèle a deux fondamentaux colon-
naires, mais non reliés par une translation d’un pas du réseau. Il est observé numérique-
ment que la phase Coulombienne disparaît lors d’une transition continue (dans la classe 
d’universalité du modèle 3d XY) à une température T 2c ' 2.247, distincte de la température 
T 1c ' 1.795 d’une transition du premier ordre où le système brise la symétrie discrète entre 
les deux fondamentaux. Entre les deux réside une phase liquide avec des corrélations di-
mère-dimère à courte portée. Ces deux transitions sont expliquées tant par la théorie duale 
des champs (Sec. VII.2.2 et Réf. [cheN09]) que par le mapping vers un problème de bosons 
sur le réseau kagome (Sec. VII.2.2 et Réf. [poWell09]). En particulier, la transition à T 1c  est 
interprétée comme une transition de ré-orientation (spin-flop), similaire à celle observée dans 
les systèmes magnétiques.
VIII.2. Extensions conservant la symétrie cubique
Les extensions du modèle de dimères présentées dans la Sec. VIII.1 ont permis de confirmer que l’analyse par l’Éq. (35) était valide et consistante pour ces extensions, mais ne permettent pas d’affirmer avec certitude sa pertinence pour le modèle ori-
ginel Éq. (26), en raison des arguments énoncés dans la Sec. VII.2.3. Notons toutefois que 
nous avons obtenu, grâce aux résultats sur le modèle extrapolé Éq. (37), une indication que 
le modèle Éq. (26) était semble-t-il singulier, car il se situait possiblement au bout d’une 
ligne de transitions du premier ordre.
Fig. 55 Énergie en fonction de la température pour le modèle Éq. (37) pour différentes valeurs du paramètre 
, interpolant entre le modèle à 4 fondamentaux = 0 et celui à 6 fondamentaux = 1. La discontinuité à la 
transition de E(T ) présente pour le modèle à 4 fondamentaux s’estompe au fur et à mesure que ! 1. La taille 
de l’échantillon utilisé est L=48.
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Deux autres extensions plus directement reliées ont été proposées, qui mettent en compéti-
tion tous les termes de l’Éq. (26) avec des termes supplémentaires. Ces modèles respectent 
la symétrie cubique (contrairement à ceux présentés dans la Sec. VIII.1), et la phase basse 
température colonnaire, si existante, présente toujours les 6 fondamentaux de la Fig. 39 (on 
considère toujours le cas v = 1).
Perturbations à deux dimères
Dans une première étude, papaniKolaou et Betouras [papaNiKolaou10] ont étudié les per-
turbations avec des termes comptant le nombre de paires de dimères parallèles séparés sur 
une même colonne, non plus par un pas de réseau comme dans le modèle Éq. (26), mais 
par deux ou trois pas du réseau :
Dans les deux cas, nous n’avons pas présenté pour des raisons de lisibilité toutes les confi-
gurations contribuant à l’énergie : les autres s’obtiennent par des opérations simples de 
symétrie. Considérons tout d’abord le cas de perturbations non frustrantes, c.-à-d. avec 
v2 et v3 du même signe de v et favorisant les mêmes fondamentaux colonnaires. À l’aide 
de simulations Monte Carlo, les auteurs de la Réf. [papaNiKolaou10] établissent que pour 
0.05  v2/v  1 (et 0.05  v3/v  0.25), la transition entre la phase Coulombienne et la 
phase colonnaire devient du premier ordre. Ils constatent de plus, comme c’était le cas 
pour le modèle extrapolé Éq. (37), que la différence entre les deux pics dans l’histogramme 
d’énergie à la transition tend à s’annuler lorsque v2 et v3 s’annulent.
Lorsque les termes v2 > 0 entrent en compétition avec les termes v = 1 (interactions répul-
sives entre dimères reliés par les termes en v2), ces auteurs trouvent une transition continue 
pour v2/v = 0.1, 0.2 et 0.4 avec des exposants critiques ⌘ 2 [0, 0.25], ↵/⌫ 2 [0.75, 1.0], 
et par hyperscaling ⌫ 2 [0, 5, 0.53]. Ces résultats peuvent être considérés compatibles avec les 
exposants critiques du modèle originel Éq. (26), bien que la gamme assez large de valeurs 
d’exposants critiques force à considérer cette compatibilité avec des pincettes. De plus, il 
est assez souvent assez difficile d’obtenir des estimations fiables des exposants critiques 
lorsque les tailles des échantillons étudiés sont trop petites (au maximum L = 32 dans 
la Réf. [papaNiKolaou10], à comparer avec les tailles jusqu’à L = 96 de la Fig. 49 et jusqu’à 
L = 140 dans la Réf. [charrier10] décrite ci-bas). En particulier, l’estimation de ⌫ nous 
semble hasardeuse étant donnée qu’elle est déduite par hyperscaling de la divergence de la 
chaleur spécifique, qui est parfois difficile à estimer. En conclusion, ces résultats du côté 
frustrant des interactions n’apparaissent pas suffisamment conclusifs en eux-mêmes pour 
répondre aux questions de la Sec. VII.3, mais peuvent compléter les résultats présentés 
dans la section suivante. 
Ec(v2) = v2
2
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2
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Éq. (38)
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Perturbation cubique
Dans un autre travail avec d. charrier [charrier10], une autre perturbation conservant la 
symétrie cubique a été étudiée : il s’agit cette fois-ci de compter les cubes élémentaires ayant 
quatre dimères parallèles
Décrivons le diagramme de phase de la Fig. 56 qui résume l’ensemble des résultats obtenus 
sur le modèle contenant à la fois les termes de plaquette v de l’Éq. (26) et ceux de pertur-
bation cubique v4 de l’Éq. (39). Dans le régime v4 < 0 où l’interaction cubique favorise les 
fondamentaux colonnaires, les simulations indiquent une transition du premier ordre entre 
la phase Coulombienne et la phase colonnaire. Les signaux sont très clairs dans le régime 
v4/v > 0.2, et on trouve une trace de deux pics dans la distribution de probabilités d’énergie 
P (E) pour v4/v = 0.2. Le cas v4/v = 0.1 est incertain : il n’y a pas de signature explicite de 
transition du premier ordre.
Pour le signe différent v4 > 0 des interactions cubiques, aucune trace d’une transition du 
premier ordre n’est trouvée. Deux régimes se distinguent pour décrire la transition continue 
observée : le premier à forte frustration v4/v  −1 avec une certaine gamme d’exposants 
critiques et une autre pour une frustration modérée avec v4 > 0 mais proche de 0. 
Dans le régime de forte frustration, la chaleur spécifique par site Cv/N  ne diverge pas 
ou alors que très faiblement (Fig. 57) au point critique : ceci est en contraste notable avec 
les résultats pour v4 = 0 où Cv/N  diverge linéairement avec la taille linéaire du système 
L (Fig. 53). Les exposants critiques sont estimés (par les mêmes méthodes que celles du 
Chapitre VI) aux valeurs suivantes ⌫ ⇠ 0.6 et ⌘ ⇠ 0.2, dans les deux cas bien différents de 
ceux trouvés pour le point v4 = 0. L’estimation de l’exposant critique ↵ est particulièrement 
difficile à cause d’une grande valeur de la partie régulière de Cv, mais la faible divergence de 
Cv indique une valeur faible ↵ 2 [0, 0.2]. Par ailleurs, on remarque dans ce régime que si la 
Ec(v4) = v4
"
N c( ) +N c( ) +N c( )
#
Éq. (39)
Coulomb
Colonnaire
Cristal*
tanh(v4/v)
T
Fig. 56 Diagramme de phase pour le modèle avec perturbation cubique 
v4  v(termes v4 donnés par l’Éq. (26) et termes en v donnés par l’Éq. (39)). 
Ce diagramme de phase a été obtenu numériquement avec les même algo-
rithme Monte Carlo de ver que celui utilisé dans le Chapitre VI.
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frustration est trop forte, le fondamental change de nature et n’est plus colonnaire : il s’agit 
d’un autre cristal qui maximise le nombre de cubes ne contenant pas 4 dimères. La nature 
précise de cette phase (décrite dans la Réf. [charrier10]) n’est pas très importante dans la 
mesure où on trouve toujours une phase colonnaire à plus haute température (sauf  dans le 
cas marginal v4 = +1 où il n’y a plus de transition). La transition Coulomb-cristal n’est pas 
affectée par l’existence d’une autre transition de phase (qui se révèle être du premier ordre) 
à plus basse température vers cette autre phase cristalline. 
Dans le régime proche de v4 = 0 et notamment pour v4 = 0.2, on trouve [charrier10] une 
classe d’universalité proche de celle du point v4 = 0 correspondant au modèle non perturbé 
Éq. (26). Les estimations des exposants et amplitudes critiques sont données dans le Tab. 1.
v4/v ↵/⌫ ⌫col ⌫Coulomb ⌘ Bc (K1 · L)c
-10 0.4* 0.63(4) 0.63(4) 0.25(3) 1.28 - 1.30 0.16 - 0.20
-1 0.35(10) 0.60(4) 0.61(4) 0.16(6) 1.27 - 1.29 0.18 - 0.22
-0.2 0.80(15) 0.50(3) 0.58(4) -0.02(5) 1.26 - 1.28 0.23 - 0.27
0 1.11(15) 0.51(3) 0.50(4) -0.02(5) 1.26 - 1.28 0.26-0.29
Ces conclusions sur les classes d’universalité pourraient, comme toujours, être remises en 
question si le système révélait une transition de phase du premier ordre pour des tailles 
d’échantillon plus importantes que celles étudiées. Afin de parer à cette éventualité, une 
étude approfondie des effets conjugués de taille finie lors de la variation du paramètre v4 a 
Fig. 57 Chaleur spécifique par site Cv/N  en fonction de la température pour le modèle avec perturbation 
cubique v4 = 10 et v = 1, pour différentes tailles de systèmes. Un pic se développe à la transition, mais qui 
ne semble pas diverger dans la limite thermodynamique (ou alors très faiblement). L’encart montre la variation 
lente, voire la saturation, du maximum de Cv/N  en fonction de la taille linéaire du système.
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Tab. 1 Exposants et amplitudes critiques pour différentes valeurs de la perturbation cubique v4 > 0. Deux 
valeurs de ⌫ sont données, selon que cet exposant ait été estimé par la dérivée thermodynamique du cumulant 
de Binder (⌫col) ou de K 1.L (⌫Coulomb) : voir Chapitre VI pour la procédure. Les valeurs des amplitudes cri-
tiques universelles pour ces quantités sont aussi reportées. Le symbole * dénote le cas particulier où la déter-
mination de ↵/⌫ est quasiment impossible, à cause d’une trop forte contribution de la partie régulière de la 
chaleur spécifique.
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été effectuée dans la Réf. [charrier10], sous la forme de la technique du flowgram introduite 
dans la Réf. [KuKlov06]. Sans rentrer dans les détails explicités dans la Réf. [charrier10], l’idée 
est de relier le comportement critique d’une quantité invariante d’échelle sur un système de 
grande taille (pas forcément accessible numériquement) pour une valeur de v4 à celui pour 
une autre valeur de v⇤4 pour une taille plus petite (et donc bien contrôlable numériquement). 
Si ce lien (induit par une transformation d’échelle) est possible, cela indique que les deux 
valeurs de v4 sont dans le même régime critique que l’on peut facilement déterminer (pre-
mier ou second ordre) sur le système de plus petite taille. Si ce n’est pas possible, alors les 
deux points se situent dans deux régimes différents et la nature de la transition doit changer.
Les résultats de la Réf. [charrier10] indiquent que deux « flots » de courbes bien distincts 
existent : un pour −0.6  v4/v < 0.02 (principalement dans le régime frustrant), et un pour 
0.4 < v4/v < 0.7 (dans le régime clairement du premier ordre). Outre la confirmation indi-
recte que les transitions proche du point v4 = 0 semblent appartenir à la même classe d’uni-
versalité, cette analyse permet d’affirmer que la transition à v4 = 0 (celle du modèle originel 
Éq. (26)) est bien continue. En effet, la technique flowgram prédit que si l’on souhaitait arti-
ficiellement relier ces deux flots de courbe (cela signifierait que toutes les transitions Cou-
lomb-cristal sont du premier ordre), alors la transition du premier ordre (facilement repérée 
pour un système de taille linéaire L = 32 pour v4/v = 0.6) serait identifiable à L = 160 pour 
v4 = 0. Or, un calcul de la distribution de probabilité d’énergie P (E) à Tc pour un système 
de taille record L = 180 ne montre aucune trace de double pic. Nous concluons donc avec 
la Réf. [charrier10] que la transition à v4 = 0 n’est donc pas du premier ordre.
Perturbation cubique en présence de monomères
G. sreedith et s. powell ont récemment étendu [Sreejith14] l’étude du modèle Éq. (38) 
au cas de l’inclusion explicite d’une densité faible mais finie de monomères, dans l’idée 
de tester plus avant les propriétés du point critique sans monomères. Dans un premier 
temps, ces auteurs confirment les exposants critiques [charrier10] obtenus sans mono-
mères loin du point v4 = 0 (en prenant v4 = v), tout en y rajoutant la mesure de l’exposant 
yz ' 2.42 associé à la décroissance de la fonction de corrélation monomère-monomère au 
point critique : hm(0)m(r)i ⇠ r 2d+2yz. Ils introduisent ensuite une fugacité finie z pour 
les monomères, et obtiennent le diagramme de phase de la Fig. 58. En présence de mono-
mères, la phase Coulombienne est détruite et 
la transition vers la phase colonnaire devient 
une transition « ordinaire » ordre-désordre 
décrite par la théorie de Landau: il s’agit d’une 
transition O(3) en présence d’anisotropie 
cubique (décrite par l’Éq. (31)), qui est fai-
blement du premier ordre [carmoNa00]. Tou-
tefois, la présence proche du point critique 
à z = 0 influence la forme du diagramme de 
phase : en se basant sur une théorie de scaling 
[poWell12,poWell13] en présence d’un opéra-
teur pertinent (ici l’insertion de monopoles), 
la Réf. [Sreejith14] argumente notamment que 
la forme fonctionnelle Tc(z) peut être décrite 
entièrement à l’aide de la connaissance de la 
Liquide
Colonnaire
Cristal*
Coulomb
Fig. 58 Diagramme de phase du modèle v4 v 
(avec v4 = v = 1 ), dopé par des monomères de 
fugacité z. Adapté de la Réf. [Sreejith14]. 
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dimension d’échelle yz, calculée au point critique sans monomères. Les simulations numé-
riques [Sreejith14] confirment parfaitement cette prédiction.
VIII.3. Conclusion finale
En résumé, l’étude du modèle Éq. (39) fait se dessiner deux classes d’universalité diffé-rentes pour la transition Coulomb-cristal, avec une classe d’universalité « intrinsèque » (car loin de toute transition du premier ordre) avec des exposants ⌫ ⇠ 0.6, ⌘ ⇠ 0.2 
et ↵ faible voire nul, et une différente avec ⌫ ⇠ 0.5, ↵ ⇠ 0.5 et ⌘ ⇠ 0 dont le modèle origi-
nel Éq. (26) serait représentatif.  Bien qu’il existe des petites différences entre les valeurs 
des exposants ou des amplitudes critiques à l’intérieur de chacune de ces deux supposées 
classes d’universalité (cela semble difficile à éviter avec des simulations longues et diffi-
ciles sur des systèmes tridimensionnels), ce résultat semble robuste. À noter que l’exposant 
⌘ ⇠ 0.2 est compatible avec la classe d’universalité trouvée pour le modèle Éq. (38) dans 
la Réf. [papaNiKolaou10] (les comparaisons des autres exposants sont plus hasardeuses car 
elles dépendent toutes crucialement de la contribution de la partie régulière de la chaleur 
spécifique). 
Comme déjà remarqué dans l’étude du modèle interpolé Éq. (36) et celle de la Réf. [papa-
NiKolaou10], celle du modèle perturbé Éq. (39) indique que le point v4 = 0 se trouve très 
proche d’une ligne de transition du premier ordre et d’une du second ordre. Il se pourrait 
donc qu’il s’agisse d’un point multicritique portant sa propre classe d’universalité, ou en 
tout cas qu’il s’en trouve suffisamment proche pour être influencé à travers des exposants 
effectifs notamment. Les simulations ne peuvent préciser la position exacte du point de 
séparation entre transitions du premier et du second ordre, puisque par exemple le point 
v4/v = 0.1 ne présente pas de transition du premier ordre. Les exposants obtenus pour v4 
égal ou proche de 0 sont compatibles avec ceux d’un modèle O(N) tricritique, ce qui était 
un des éléments initiaux qui faisait penser à l’existence de tricriticité. 
Encore faudrait-il expliquer cette similarité, car il est important de rappeler que ces deux 
transitions de phase Coulomb-cristal continues (et les deux classes d’universalité obser-
vées numériquement) se situent en dehors du cadre théorique Ginzburg-Landau habituel. 
En effet, le fait que la transition Coulomb-cristal dans le régime de forte frustration (tant 
pour le modèle Éq. (38) que pour le modèle Éq. (39)) soit continue et loin de la ligne de 
transition du premier ordre ne peut pas être expliqué par le scénario Ginzburg-Landau tri-
critique de la Sec. VII.3.1. À ce titre, si le point v4 = 0 est effectivement tricritique, il doit 
s’agir d’un point tricritique non Ginzburg Landau, dont on connaît encore moins la classe 
d’universalité. La même conclusion (d’une transition forcément non conventionnelle entre 
la phase de Coulomb et la phase colonnaire) est tirée de la variation de Tc avec le dopage 
en monomères [Sreejith14], qui ne peut être expliquée dans le cadre d’une simple transition 
ordre-désordre à la Landau.
Le scénario « Higgs » de la Sec. VII.2 est certes exotique mais semble le seul qui puisse ex-
pliquer l’ensemble des données numériques sur les modèles de dimères. L’accord n’est pas 
encore entier avec les exposants critiques issus des simulations numériques de la discrétisa-
tion sur réseau de l’Éq. (35), bien que les exposants de la Réf. [motruNich08] ⌫ = 0.7 0.75 
et ⌘ = 0.2 0.4 pour la transition Higgs « générique » et les estimations plus grossières 
⌫ ⇠ 0.5 et ⌘ ⇠ 0 pour un point Higgs tricritique sont finalement proches de celles pré-
sentées ci-haut. En ce qui concerne les simulations de modèles J-Q de spins quantiques 
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en deux dimensions ou de modèle de boucles classiques en 3 dimensions, l’accord est 
tout aussi raisonnable avec la classe d’universalité à forte frustration, puisque ces simula-
tions [SaNdviK12,pujari13,harada13,Nahum15] trouvent ⌘ ⇠ 0.25− 0.30 et ⌫ ⇠ 0.5− 0.613. La 
Réf. [Sreejith14] pousse la correspondance avec les PCQD encore plus loin en reliant la 
dimension d’échelle yz de l’opérateur insertion de monomères (mesurée dans le modèle de 
dimères) avec l’exposant critique ⌘VBC associé aux corrélations du paramètre d’ordre VBC 
(mesuré dans les modèles J-Q). Cette relation ⌘VBC = d+ 2 2yz peut être comprise car 
c’est bien la condensation de monopoles (monomères) qui crée l’ordre VBC dans la théorie 
des PCQD. La dimension d’échelle yz ' 2.3(1) mesurée dans le modèle avec perturbation 
cubique et en présence de monomères est tout à fait compatible avec la valeur ⌘VBC trou-
vée pour les modèles J-Q. Notons finalement qu’à ce jour, il n’a jamais été trouvé de point 
tricritrique dans les modèles de type J-Q, qui permettrait une comparaison avec le modèle 
de dimères originel à v4 = 0.
En conclusion de cette partie consacrée à l’étude de modèles de dimères classiques en 
trois dimensions, l’ensemble des données numériques indique que la transition Coulomb-
colonnaire « générique » est bien un exemple d’une transition non conventionnelle avec un 
mécanisme de Higgs, décrite par l’Éq. (35) similaire à celle rencontrée dans les PCQD. Il 
apparaît simplement malheureux d’avoir historiquement étudié en premier le modèle Éq. 
(26)  (sans perturbation cubique) car celui-ci est très proche d’un point tricritique, lui aussi 
non Ginzburg-Landau.
13 Il est possible que notre estimation de ⌫ “glisse” elle aussi vers des valeurs plus basses avec l’accès éventuel à de plus 
grandes tailles
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Les chapitres précédents ont présenté en détail mes travaux sur la physique des di-mères classiques, qui n’ont constitué qu’une partie de mes activités récentes. Le Chapitre IX présente une synthèse de mes autres sujets de recherche, qui peuvent 
tous être regroupés dans la thématique de la théorie du magnétisme quantique et des cor-
rélations fortes en physique de la matière condensée. Les descriptions ci-dessous sont plus 
synthétiques (je pointe vers des revues si elles existent), mais j’espère complètes tant au 
niveau des enjeux que des résultats. 
Ces recherches sont en général indépendantes du problème des dimères classiques et cette 
partie peut donc être lue indépendamment. Toutefois, certains des thèmes de recherche 
évoqués peuvent être reliés aux parties précédentes, comme par exemple l’étude des points 
critiques quantiques déconfinés dans des modèles de spins quantiques (Sec. IX.2) ou de la 
physique des fonctions Resonating Valence Bond à courte portée (Sec. IX.3.1). 
Le Chapitre X final présente mes perspectives de recherche pour les années à venir. Certains 
des projets mentionnés sont dans la continuation des recherches en magnétisme quantique 
présentés dans le Chapitre IX. Outre ces projets, ce Chapitre X présente aussi un nouveau 
thème de recherche indépendant dans lequel j’ai commencé à m’investir : il s’agit du thème 
de la localisation à N corps (Many Body Localization). Ce chapitre contient une introduction 
succincte à ce problème récent en matière condensée et contient notamment les grandes 
questions du domaine auxquelles j’espère pouvoir apporter une réponse. Finalement, je 
présente les premiers résultats obtenus et les perspectives sur ce sujet qui va probablement 
occuper une grande partie de mes recherches dans les années à venir.
PARTIE 3 : 
Autres résultats autour du magnétisme 
quantique & Perspectives de recherche
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Chapitre IX. Résultats en magnétisme quantique
Le magnétisme quantique est un domaine actif  de la matière condensée, notamment car il agrège les compétences des chimistes (qui préparent les échantillons), des physiciens expérimentateurs (pour les mesures directes des propriétés magnétiques) 
et théoriciens (qui formulent, analysent ou simulent des modèles théoriques pour ces maté-
riaux). À basse dimension, faible température et/ou en présence de frustration magné-
tique, les fluctuations quantiques sont exacerbées et conduisent à des phénomènes de mise 
en ordre inhabituels, voire d’absence d’ordre. Leur étude théorique est rendue complexe 
par la difficulté intrinsèque du problème à N corps quantique mais aussi par la présence 
de compétition entre interactions. Pour résoudre ce type de problèmes, j’utilise souvent 
une approche numérique. La Sec. IX.5 présente brièvement mes contributions dans ce 
domaine, mais je préfère insister sur les aspects  physiques dans ce qui suit. La Sec. IX.1 
est consacrée à l’étude de plusieurs problèmes à basse dimension, souvent motivés par les 
expériences. La suite présente des problèmes plus fondamentaux que j’ai étudiés : points 
critiques quantiques déconfinés (Sec. IX.2), physique des liens de valence (Sec. IX.3) et 
relation entre matière condensée et information quantique (Sec. IX.4). 
IX.1. Magnétisme quantique en basse dimension et modé-
lisation quantitative
Les outils de simulations numériques (Sec. IX.5) que j’utilise sont adaptés pour dé-crire, souvent sans approximation, la physique de systèmes magnétiques en basse dimension. J’effectue une sélection ci-dessous de certains résultats obtenus, qui ont 
très souvent une motivation expérimentale.
Gap de spin dans des systèmes magnétiques de basse dimension 
[alhajj06,bruNger08,ariStov10]
J’ai étudié le gap de spin de deux systèmes magnétiques de basse dimension, portant tous 
les deux des spins 1/2. Le premier système est constitué de rubans finis de polyacènes, qui 
peuvent être vus comme les analogues organiques des composés cuprates. La motivation 
vient ici de la chimie quantique : il a été en effet montré [Said84] que les électrons ⇡ des 
hydrocarbones conjugués, bien que non sujets à des corréla-
tions fortes, pouvaient être correctement traités à l’aide d’un 
Hamiltonien effectif  d’Heisenberg pour des spins 1/2
prototype de la description de systèmes magnétiques. Nous 
nous sommes intéressés dans ce domaine à une conjecture 
formulée par J.-p. malrieu il y a une vingtaine d’années, qui 
indiquait que le spectre de tels rubans était gappé ou non, 
selon la parité du nombre nw de cycles benzéniques (Fig. 
59). Il était déjà établi que le ruban avec un cycle benzénique 
nw = 1 possède un gap de spin  ' 0.11J . En collaboration 
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avec le groupe de J.-p. malrieu [alhajj06], nous avons pu établir la validité de cette conjec-
ture avec des calculs Monte Carlo quantique (MCQ) en montrant que le ruban à deux cycles 
nw = 2 était sans gap, alors que le ruban à trois cycles nw = 3 possède quant à lui un gap, 
certes petit, mais fini  ' 0.016J . À noter ici l’importance de la précision du MCQ qui est la 
seule technique permettant de trancher ce dernier cas, étant donnée la faible valeur du gap. 
Le second système étudié est le modèle de Heisenberg sur une échelle à deux montants iné-
gaux, modèle communément dénoté Spiral Staircase, car il peut être vu comme une défor-
mation d’une échelle à deux montants où la constante d’échange d’un montant est modulée 
de façon périodique. Le Hamiltonien s’écrit :
Ce modèle permet d’interpoler entre la physique de l’échelle isotrope (pour ✓ = 0) et  celle 
du réseau Kondo (modèle Kondo necklace pour ✓ = ⇡). Cette géométrie pour ✓ = 0 corres-
pond à celle de l’organique biradical PNNNO [hoSoKoShi99], et il est possible que ce modèle 
pour 0 < ✓ < ⇡ soit réalisé dans la famille des chaînes moléculaires décorées par des radi-
caux magnétiques. 
En collaboration avec le groupe de F. assaad [bruNger08,ariStov10], nous avons étudié ce 
modèle lorsque le couplage interchaîne est ferromagnétique. Par le calcul de gap de spin et 
du paramètre d’ordre string adapté, j’ai montré que cette échelle se situait dans une phase de 
Haldane avec gap de spin pour toute valeur de l’angle de twist ✓ et du couplage interchaîne 
J?. Dans le régime de couplage faible J? ⌧ Jk, nous observons de plus l’apparition d’une 
nouvelle échelle d’énergie pour ✓ > ✓c ⇠ 8⇡/9. Cette échelle d’énergie, de type Suhl-Na-
kamura [Suhl58,NaKamura58] (très similaire aux interactions effectives RKKY dans les sys-
tèmes métalliques), modifie les caractéristiques à grande longueur d’onde du système. En 
particulier, nous avons montré que le gap de spin ne suivait plus un régime linéaire ' J? 
à faible couplage interchaîne. 
Cette échelle d’énergie Suhl-Nakamura se manifeste aussi dans la dynamique du système, 
ce qui la rend sondable expérimentalement par exemple par diffraction de neutrons. Sur le 
facteur de structure dynamique de spin représenté dans la Fig. 60, une bande de magnon 
étroite apparaît clairement à basse énergie pour ✓ = ⇡, capturant le poids spectral de la 
bande haute énergie présente pour l’échelle isotrope à ✓ = 0.
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FIG. 3: (Color online) Spin-spin correlation function on both
legs for the Kondo necklace model (θ = π) at different cou-
plings J⊥/J∥ on a 2 × 800 lattice. Simulations are carried
out at βJ∥ = 7000 (J⊥/J∥ = −0.3,−0.4), βJ∥ = 5000
(J⊥/J∥ = −0.5) and βJ∥ = 2000 (J⊥/J∥ = −0.6).
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FIG. 4: (Color online) Dynamical spin-spin correlations at
J⊥/J∥ = 1 for the ladder system (θ = 0) and the Kondo
necklace model (θ = π). Here we consider a bonding combi-
nation of the spins across the rungs. (βJ∥ = 200, L = 100)
χs(q, ω = 0). Thereby and in real space we expect SN
interaction to have a range set by ξ. We interpret the
above mentioned very slow decay of the spin-spin corre-
lations on both legs and on a length scale set by ξ as a
consequence of the SN interaction. The SN interaction
at θ = π sets a new low-energy scale in the problem, cor-
responding to the slow dynamics of the spins degrees of
freedom on the second leg. Due to the ferromagnetic cou-
pling between the chains, this slow dynamics will equally
dominate the low energy physics of the spins on the first
chain. This new energy scale is also apparent in the dy-
namical spin structure factor S(q, ω) plotted in Fig. 4.
As apparent, a narrow magnon band emerges as the an-
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FIG. 5: (Color online) (a) String order parameter Os and OH
as a function coupling J⊥/J∥ and several twist angles. For θ =
8π/9, π finite size effects are still present for the considered
L = 800 lattice in the parameter range |J⊥/J∥| < 0.5. For
|J⊥/J∥| > 1.0 the system size L = 400 is sufficiently large
enough to guarantee convergence. Simulations are carried
out up to βJ∥ = 7000. (b) Finite size scaling of the order
parameters for the parameter sets J⊥/J∥ = −0.2, θ = 8π/9
(blue) and J⊥/J∥ = −0.3, θ = π (red). The data for OH are
fitted to the form: OH ∝ L
−α exp(−L/ξ).
gle θ grows from 0 to π. To lend support to the inter-
pretation in terms of the SN interaction, we have checked
with exact diagonalization methods that the width of the
magnon band at θ = π indeed scales as J2⊥/J∥ in the
weak interleg coupling limit (data not shown). In the
vicinity of θ = π, we hence expect that the low energy
effective model is given by a spin-1 Heisenberg chain with
exchange coupling set by the SN interaction. Assuming
the validity of this low energy model, we predict a spin
gap which scales as JSN ∝ J
2
⊥/J∥.
The above arguments and data suggest that irrespec-
tive of the twist angle and coupling J⊥, the ground state
of the model corresponds to a Haldane phase.
We confirm this point of view by computing the string
order parameter Os = ⟨Ôs(n)⟩|n=L/2 on a 2×800 lattice
(see Fig. 5a), which is finite in the Haldane phase [16].
Strictly speaking, this is not a sufficient condition to as-
certain the Haldane physics since we also need to show
that OH = ⟨exp
[
iπ
∑n0+n
j=n0
Ŝzj
]
⟩|n=L/2 vanishes in the
thermodynamic limit (when both Os > 0 and OH > 0,
H = Jk
X
i
⇣
Ŝ1,i · Ŝ1,i+1 + cos2(✓/2)Ŝ2,i · Ŝ2,i+1
⌘
+ J?
X
i
Ŝ1,i · Ŝ2,i
Fig. 60 Facteur de structure de spin dynamique S(q,!) en fonction du vecteur d’onde q et de l’én rgie !, pour 
deux valeurs de l’angle de couplage ✓ = 0 (échelle isotrope) et ✓ = ⇡ (Kondo necklace).
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Impuretés magnétiques et non magnétiques dans une échelle de spins [alexaN-
der10]
J’ai étudié, en collaboration avec le groupe RMN d’Orsay (J. BoBroFF) et n. laFlorencie, 
la physique du composé échelle de spins BiCu2PO6 en présence d’impuretés de spin non 
magnétiques (Zn remplaçant le Cu) et magnétiques (spin S=1 du Ni remplaçant le Cu) 
[alexaNder10]. Le composé pur possède des interactions magnétiques de type échelle de 
spins S=1/2, et présente un gap de spin d’environ 40K. Ce gap s’observe par la chute expo-
nentielle de la susceptibilité magnétique bulk mais aussi dans le déplacement de Knight 
RMN du 31P qui est proche des atomes de Cu portant le spin 1/2. Une longueur de corré-
lation antiferromagnétique finie existe dans le système.  
Les impuretés magnétiques ou non magnétiques constituent un outil formidable pour son-
der la physique bulk dans ces systèmes à gap de spin en basse dimension, en regardant no-
tamment le déplacement de la ligne RMN et la présence éventuelle de pics satellites, induits 
par la variation spatiale de l’aimantation locale proche de l’impureté. Dans les simulations, 
il est très clair (voir Fig. 61) qu’une aimantation alternée existe autour de l’impureté, avec 
une enveloppe exponentielle sur une échelle typique de la longueur de corrélation, ce qui 
permet de mesurer celle-ci. 
La comparaison entre les simulation numériques Monte Carlo quantique que j’ai effectuées 
(avec n. laFlorencie) et les spectres RMN expérimentaux permet en outre de préciser la 
nature de l’échange entre le Ni et les Cu voisins dans le cas du dopage magnétique. En effet, 
seul un couplage ferromagnétique entre ces spins permet de comprendre le doublement de 
la ligne RMN observé en présence de dopage Ni par rapport au dopage Zn. 
Le système BiCu2PO6 présente par ailleurs probablement de la frustration, dont nous ne 
tenons pas compte dans les simulations, ce qui interdit une estimation précise du couplage 
Ni-Cu. Toutefois, des arguments qualitatifs simples indiquent que la frustration devrait 
Thème 1 : Magnétisme quantique en basse dimension
Impuretés magnétiques et non-magnétiques dans l’échelle de spins BiCu2PO6
J’ai étudié, en collaboration avec le groupe RMN d’Orsay (J. Bobroff) t N. Laflorencie (LPT Toulouse) la physique 
du composé échelle de spins BiCu2PO6 en présence d’impuretés  de spin non magnétiques  (Zn remplaçant le Cu) 
et magnétiques  (spin S=1 du Ni remplaçant le Cu). Le composé pur possède des interactions  magnétiques  de 
type échelle de spins S=1/2, et présente un gap de spin d’environ 40K. Ce gap s’ serve par l  chute 
exponentielle de la susceptibilité magnétique bulk mais aussi dans  le déplacement de Knight RMN du 31P qui est 
proche des  atomes de Cu portant le spin 1/2. Une longueur de corrélation antiferromagnétique finie (inversement 
proportionnelle au gap) existe dans le système. 
Les  impuretés magnétiques ou non-magnétiques  constituent un 
outil formidable pour sonder la physique bulk dans  ces  systèmes 
à gap de spin en basse dimension, en regardant notamment le 
déplacement de la ligne RMN et la présence éventuelle de pics 
satellites, induits par l’augmentation de l’aimantation locale proche 
de l’impureté. Dans les simulations, il est très  clair (voir figure) 
qu’une aimantation alternée existe autour de l’impureté, avec une 
enveloppe exponentielle sur une échelle typique de la longueur de 
corrélation, ce qui permet de mesurer celle-ci. 
La comparaison entre les  simulation numériques  Monte Carlo 
quantique que j’ai effectuées  (avec N. Laflorencie) et les  spectres 
RMN du groupe d’Orsay permettent en outre de préciser la nature de l’échange entre le Ni et les Cu voisins dans 
le cas  du dopage magnétique. En effet, seul un couplage ferromagnétique entre ces spins permet de 
comprendre le doublement de la ligne RMN observé en présence de dopage Ni par rapport au dopage Zn. 
Le système BiCu2PO6 présente par ailleurs  probablement de la frustration1, dont nous ne tenons pas compte 
dans les  simulations, ce qui interdit une estimation précise du couplage Ni-Cu. Toutefois, des  arguments 
qualitatifs  simples indiquent que la  frustration devrait conduire à  une augmentation du moment magnétique 
localisé proche de l’impureté, et qu’en conséquence ce couplage effectif devrait être important (de l’ordre de J, le 
couplage Cu-Cu) et bien ferromagnétique.
Chaîne de spins 2 avec symétrie SO(5)
La physique des  systèmes magnétiques  unidimensionnels  est très riche : les fluctuations quantiques  jouent un 
rôle prédominant et peuvent stabiliser des phases  exotiques  de la matière. Un exemple célèbre est fourni par la 
chaine de spins  S=1 (chaîne de Haldane), qui pour un Hamiltonien de Heisenberg, présente une phase avec gap 
de spin caractérisée par un ordre caché. Celui-ci peut être compris  en considérant un modèle étendu (avec 
terme biquadratique, ce qui est permis pour des  spins 1) qui possède un fondamental exact représenté par un 
état produit de singulets locaux (et qui donne donc une façon simple de comprendre l’origine du gap de spin). 
En collaboration avec S. Capponi (LPT), I. McCulloch (Univ. Queensland, Australie) et H. Nonne et P. Lecheminant 
(LPTM Cergy), j’ai étudié une chaîne de spins S=2 avec la même compétition entre termes bilinéaires  et 
biquadratiques, mais possédant une symétrie plus étendue [ SO(5) au lieu de SU(2) ]. La  motivation ne vient pas 
de composés  magnétiques  isolants de Mott, mais cette fois-ci de la  physique des gaz atomiques ultrafroids  sur 
réseau optique. Il a  été en effet montré2 que des gaz fermioniques  d’atomes  alcalino-terreux (87Sr par exemple) 
ou encore d’Ytterbium possédaient des Hamiltoniens effectifs avec des symétries étendues  (SU(N) ou SO(N), 
verging VT when T→Tg. Note however that strongly an-
isotropic effects are also expected, leading to a more compli-
cated T dependence of VT.
ii Concerning the typical size S0 of the induced mo-
ments, below the spin gap there is a free impurity spins
regime8 where the external field induces a Brillouin response
which leads to a Curie-type behavior S0H /T, in the range
TH, and saturates at lower T. Note however that frus-
tration combined with random dilution may also lead to a
reduction in the effective moment at lower temperature.33
Taken all together, these various effects imply that the exact
temperature and field broadening of the NMR lines is a
quite subtle issue that will be investigated further in a future
work.
D. Comparison between Zn and Ni
We now turn to the difference between no magnetic Z
and magnetic S=1 Ni-doped samples. As shown in Fig. 6,
there is roughly a factor of 2 between experimental NMR
linewidths Ni /Zn=1.9. However, the spatial extension
of induced moments does not depend on the magn tic nature
of the impurities as shown in Fig. 10. Indeed, such an exten-
sion is basically controlled at low-enough temperature by the
inverse bare spin gap 1 /. Therefore this difference has to
come from the moment size itself S0. Such a conclusion is
also reached by the analysis of Curie tails performed in Ref.
19 where a reduced total moment of SZn
tot0.35 and
SNi
tot0.792.2SZn
tot is measured by macroscopic magnetiza-
tion.
In order to understand the physical origin of such an ef-
fect, we performed QMC simulations on a simple model of
isolated ladders and compared magnetization profiles for
Simp=0 or Simp=1 coupled to the bulk spins-1/2 with a cou-
pling J that may be different from J depicted on top of Fig.
10. Results of such a computation are shown in Fig. 10 for
three representative cases: Simp=0, Simp=1 for an antiferro-
magnetic AF J0 and a ferromagnetic F J0 cou-
pling with Cu. As stated above, the induced moment exten-
sions are roughly identical: NiZn. However, the prefactor
S0 of the exponential decay does depend on the nature of the
coupling J between Cu S=1 /2 and Ni S=1.
The cases Simp=0 and Simp=1 for an antiferromagnetic AF
J display similar behaviors except a trivial parity effect: see
Fig. 11 since the ground state lies in the Sz=1 /2 subsector.
On the contrary, when Simp=1 is ferromagnetically coupled
to its neighboring spins 1/2, the ground state is in the sub-
sector Sz=3 /2 which leads to an enhancement of the magne-
tization profile, without changing the spatial extension . To
go further, we have performed systematic QMC computa-
tions for the magnetization profiles on isolated ladders for
Simp=1 and various J and compared the results to the Simp
=0 case. After performing an exponential fit, we get the am-
plitudes S0
Ni plotted in Fig. 11 versus J. The experimentally
observed factor 2 is obtained here for a ferromagnetic cou-
pling J of the order of J at least. Note that simulations are
performed on isolated ladders. In the real compound, we ex-
pect dimensionality and frustration effects to enhance corre-
lations and therefore S0, leading to a smaller absolute value
of J to account for the experimental findings. While it is
hard to check these findings from simple quantum chemistry
arguments, we stress that frustration combined with a ferro-
magnetic coupling between Ni and Cu will naturally enhance
the effective moment amplitude around a Ni impurity.
Indeed, as schematized in Fig. 12, frustration which exists
in pure BCPO because of a second-neighbor AF coupling J4
between Cu would be removed here locally near Ni. Such an
effect will naturally enhance local moment amplitudes.
Therefore, while it is hard to get a precise estimate of how Ni
couples to the neighboring Cu in Ni-doped BiCu2PO6, the
QMC simulations and NMR experiment suggest a substantial
ferromagnetic coupling J on the order of J.
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FIG. 10. Color online Magnetization profiles of an isolated
spin-1/2 ladder with a single spin-S impurity depicted on the top
coupled with J to the rest. QMC results obtained on 322 samples
at T=J /100 and H=J /10. Three cases are shown here: i S=0
open circle, Zn case and ii Simp=1 with J=J blue diamond
lead to quantitatively similar features while th third case iii
Simp=1 and J=−J red squares shows an enhanced effect.
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FIG. 11. Color online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Zn of the magnetization profiles doped and opposite legs ver-
sus the coupling J between Ni and Cu.
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Fig. 61 Profil d’aimantation d’une échelle de spins 1/2 dopée avec une impureté de spins S (=0 ou 1), en 
fonction de la distance avec l’impureté et du couplage entre l’impureté et les spins voisins, pour le montant où 
l’impureté est située (panneau du aut) ou le montant opposé (pan au du bas).
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conduire à une augmentation du moment magnétique localisé proche de l’impureté, et 
qu’en conséquence ce couplage effectif  devrait être important (de l’ordre du couplage Cu-
Cu) et bien ferromagnétique.
Effets de dimensionnalités mixtes [Nath14] 
En collaboration avec mes collègues expérimentateurs et théoriciens de Dresde, j’ai étudié 
la mise en ordre du composé antiferromagnétique CuP2O6, où les atomes de Cu portent un 
spin 1/2 [Nath14]. Ce composé présente la particularité de mélanger des unités de dimen-
sion mixte, avec une connectivité magnétique différente pour différents atomes de Cuivre : 
des chaînes de spins 1/2 sont intercalées entre des plans carrés (Fig. 62). Les mesures de 
susceptibilité, d’aimantation et de RPE effectuées sur CuP2O6 indiquent une mise en ordre 
antiferromagnétique, avec une aimantation locale bien plus forte sur les plans que dans les 
chaînes (où celle-ci est parfois même non détectée expérimentalement). De plus, la tempé-
rature de Néel est bien plus faible que dans d’autres composés quasi-2d. 
Assez étrangement, il n’existait jusque-là pas de théorie, même champ moyen, permettant 
de tenir compte de ce type de géométrie mixte. Une théorie RPA adaptée indique qu’il faut 
effectuer la moyenne géométrique des susceptibilités alternées. Combiné avec des calculs 
MCQ (donnant accès aux susceptibilités alternées) que j’ai effectués, cet argument simple 
permet d’expliquer la température de Néel relativement faible observée expérimentale-
ment, ainsi que la mise en ordre partielle dans les chaînes. 
Chaîne de spins 2 avec symétrie SO(5)
La physique des systèmes magnétiques unidimensionnels est très riche : les fluctuations 
quantiques jouent un rôle prédominant et peuvent stabiliser des phases exotiques de la 
matière. Un exemple célèbre est fourni par la chaîne de spins S=1 (chaîne de Haldane 
[haldaNe83]), qui pour un Hamiltonien de Heisenberg, présente une phase avec gap de spin 
caractérisée par un ordre caché [deNNijS89]. Celui-ci peut être compris en considérant un 
modèle étendu (avec terme biquadratique, ce qui est permis pour des spins 1) qui possède 
un fondamental exact représenté par un état produit de singulets locaux (et qui donne donc 
une façon simple de comprendre l’origine du gap de spin) [aFFlecK87]. 
En collaboration avec s. capponi, i. mcculloch, h. nonne et p. lecheminant, j’ai étu-
dié [alet11] une chaîne de spins S=2 avec la même compétition entre termes bilinéaires 
et biquadratiques, mais possédant une symétrie plus étendue : SO(5) au lieu de SU(2). 
particularité de mélanger des  unités  de dimension ixte, avec une connectivité m gnétique différente pour 
différents atomes  de Cuivre : des  chaînes  de spins 1/2 sont intercalées entre des  plans  carrés  (voir figure). Les 
mesures  de susceptibilité, d’aimantation et de 
RPE effectuées sur CuP2O6 indiquent une 
mise en ordre antiferromagnétique, avec une 
aimantation locale bien plus forte sur les  plans 
que dans les chaînes  (où celle-ci est parfois 
même non détectée). De plus, la  température 
de Néel est bien plus  faible que dans  d’autres 
composés quasi-2d. 
Assez étrangement, il n’existait jusque-là  pas  de théorie, même en champ moyen, permettant de tenir compte de 
ce type de géométrie mixte. Une théorie RPA adaptée indique qu’il faut effectuer la moyenne géométrique des 
susceptibilités alternées. Combiné avec des calculs  Monte Carlo quantique (donnant accès  aux susceptibilités 
alternées) que j’ai effectués, cet argument simple permet d’expliquer la température de Néel relativement faible 
observée expérimentalement, ainsi que la mise en ordre partielle dans les chaînes. 
Échelle de spins asymétrique
Finalement, j’ai poursuivi l’étude menée en collaboration avec S. Capponi et le groupe mené par F. Assaad 
(Würzburg) sur un modèle d’échelle de spins  à deux montants  inégaux, pertinent pour certains  organiques 
biradicaux. Dans  ce travail plus long mené suite à notre publication précedente3, nous  avons  détaillé les  calculs 
analytiques et numériques  qui nous  avaient menés à  conclure à  l’apparition d’une nouvelle échelle d’énergie de 
type RKKY dans le régime de couplage faible ferromagnétique entre montants  de l’échelle. Une explication moins 
expéditive de ce résultat peut être trouvée d ns mon rapport 2005-2009.
Publications  liées  : Phys. Rev. B  81, 054438  (2010); Phys. Rev. B  82, 174410 (2010); Phys. Rev. B 83, 
060407(R) (2011); Phys. Rev. B 89, 014407 (2014); Phys. Rev. B 89, 134408 (2014)
Thème 2 : Physique RVB: liquides de spin & portée des liens de valence
États RVB et liquides de spins (mais pas ceux que l’on croit)
La théorie de Landau permet de classifier les  états de la matière, à  travers  les  notions  de brisure spontanée de 
symétrie et de paramètre d’ordre. Que faire lorsqu’un système ne brise aucune symétrie, même à température 
nulle (d’un point de vue théorique), ou à la plus  basse température accessible expérimentalement ? Dans  le cas 
des  systèmes magnétiques, on parle de liquides  de spin, et depuis  une dizaine d’années, de nombreux efforts 
théoriques et expérimentaux ont été fournis pour comprendre et caractériser ces états exotiques de la matière.
Durant la période de référence, j’ai revisité ce qui a été considéré pendant longtemps  comme le prototype le 
mieux compris d’un liquide de spins, la fonction d’onde RVB  (Resonating Valence Bond)  aux plus  proches  voisins 
introduite dans  la fin des  années  804,. Cette fonction d’onde s’écrit comme la superposition linéaire de tous les 
pavages d’un réseau donné par des singulets à deux sites (les liens de valence) : 
Un pavage |ci  est représenté sur la figure, où chaque flèche correspond à l’apparie-
ment en singulet (|"#i − |#"i)/
p
2  de deux spins. L’intuition derrière cette fonction 
d’onde est double : (i) l’appariement en liens de valence à  courte portée devrait em-
pêcher la  formation d’antiferromagnétisme (puisque le singulet a un spin total S=0), et 
(ii) la résonance induite par la somme sur tous  les  pavages devrait interdire la  cristalli-
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FIG. 1. Crystal structure of CuP2O6 (left) and the relevant magnetic model (right). Note two different Cu positions that form planar 2D units
in the bc plane (Cu1, green), and buckled chains stretched along the c direction (Cu2, brown). For details of the Cu1 and Cu2 sublattices see
Figs. 9 and 8, respectively. Weak couplings J
i1 (thin solid line) and Ji2 (dotted line) are leading interactions between the sublattices. Crystal
structures are visualized using the VESTA software.13
of magnetism and magnetic order in this compound is avail-
able. While magnetic susceptibility and electron spin reso-
nance (ESR) show signatures of a magnetic transition around
8 K, a neutron diffraction experiment failed to detect any ag-
netic reflections below this temperature.14 In the following,
we report a combined experimental and computational study
of CuP2O6. In contrast to previous studies that focused only
on phenomenological aspects of this material, we provide a
detailed microscopic scenario of CuP2O6 and establish the
combination of 1D and 2D magnetism taking place on dif-
ferent energy scales, thus leading to a magnetic ordering tran-
sition around 8 K with a remarkably low TN/J ' 0.2. We
argue that the coupling of 2D sublattices through the 1D sub-
lattices is responsible for this effect.
II. METHODOLOGY
Polycrystalline samples of CuP2O6 were prepared by
the conventional solid-state reaction technique using CuO
(Aldrich, 99.999%) and NH4H2PO4 (Aldrich, 99.999%) as
starting materials.16 The stoichiometric mixtures were ground
and fired at 400 C for 24 h. The product was not uniform
in color. The sample was given subsequent firings at 450 C
and 500 C for 24 h each. Phase purity of the samples were
checked using powder x-ray diffraction (PANalytical) with
CuK↵ radiation (λ = 1.54060 Å). Powder x-ray diffraction
was don after each firing. At 450 C, a single-phase sam-
ple was obtained. The firing at 500 C resulted in an impu-
rity phase of Cu2P2O7. Therefore, all our measurements were
done on the 450 C sample.
The magnetic susceptibility (χ) was measured as a function
of temperature (1.8 K  T  380 K) and at different ap-
plied magnetic fields (H). Zero-field-cooled (ZFC) and field-
cooled (FC) magnetic susceptibility was measured at an ap-
plied field of 100 Oe and at low temperatures. Magnetization
isotherms (M vs. H) were also measured at T = 1.8− 2.0 K
while both increasing and decreasing fields. All these mag-
netic measurements were performed using a SQUID magne-
tometer (Quantum Design MPMS) and the vibrating sample
magnetometer option of a Quantum Design PPMS. Our con-
tinuous attempts to measure the heat capacity failed due to
difficulties in making a hard sintered pellet. High-field data
w re collected u ing a pulsed magnet insta led at the Dresden
High Magnetic Field Laboratory. Details of the experimental
procedure can be found elsewhere.17
The ESR measurements were carried out with a commercial
ESR spectrometer at the X-band frequency (9.4 GHz) in the
4.2− 300 K temp rature range.
The magnetic couplings in CuP2O6 were evaluated by
density-functional (DFT) band-structure calculations per-
formed in the FPLO9.01-3718 and VASP5.219 codes. The
local density approximation (LDA)20 a d generalized gradient
approximation (GGA)21 of the exchange-correlation potential
were used. In addition to model analysis on top of the LDA
band structure, we calculated isotropic exchange couplings
and magnetic anisotropy parameters using GGA+U calcula-
tions with the on-site Coulomb repulsion Ud = 8.5 eV, on-
site Hund’s exchange Jd = 1 eV, and the double-counting
correction obtained in the atomic limit.22–24 The mean-field
GGA+U procedure provides a reasonable correction for ef-
fects of strong correlations in the Cu 3d shell, and facilitates
a precise evaluation of the magnetic couplings. We estimate
parameters of the following spin Hamiltonian:
H =
X
ij
(JijSi ·Sj +Dij ·Si⇥Sj + Si · ij ·Sj) , (3)
where the summ tions are over all interacting pairs of spins
Si and Sj , Jij is the isotropic (Heisenberg) exchange cou-
pling, Dij is the antisymmetric Dzyaloshinsky-Moriya inter-
action, and ij is the symmetric and traceless portion of the
anisotropy. Details of the computational procedure are de-
scribed in Sec. III C, see also Refs. 25 and 26.
Thermodynamic properties were evaluated by quantum
Monte-Carlo (QMC) simulations with the loop27 and
dirloop_sse28 algorithms implemented in the ALPS sim-
ulation package.29 The simulations for CuP2O6 were per-
formed on 3D L⇥L⇥L/8 finite lattices with periodic bound-
ary conditions and L up to 32. Additionally, properties of in-
dividual 1D and 2D units were calculated for low-dimensionalAn ld scenario 
‣ Anderson’s Resona ing Valence Bond picture
| RVB = + + + . . .
‣ Idea
• Short-range singlets 
will favor short-range spin order
• Resonances 
will avoid cristalllization of singlets (and other types of long-range order)
=
1⇧
2
|⇥⇤⌅ − |⇤⇥⌅
| RVBi =
X
c
|ci
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3 C. Brünger et al., Phys. Rev. Lett. 100, 017202 (2008)
4 S. Liang, B. Douçot et P.W. Anderson, Phys. Rev. Lett. 61, 365 (1988); B. Sutherland, Phys. Rev. B 37, 3786 (1988)
Fig. 62 St uctu e magnétique du composé CuP2O6, où l s seuls i ns magné iq es Cu forment deux familles 
s’organisant en plans ou en chaînes. Figure tirée de la Réf. [Nath14].
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La motivation ne vient pas de composés magnétiques isolants de Mott, mais cette fois-ci 
de la physique des gaz atomiques ultrafroids sur réseau optique. Il a été en effet mon-
tré [gorShKov10,cazalilla10] que des gaz fermioniques d’atomes alcalino-terreux (87Sr par 
exemple) ou encore d’Ytterbium possédaient des Hamiltoniens effectifs avec des symétries 
étendues (SU(N) ou SO(N), difficilement réalisées dans les isolants de Mott) à cause d’un 
découplage quasi-parfait entre moments angulaires électroniques et spins nucléaires. 
Nous avons montré que, contrairement au cas de la chaîne de Haldane, la chaîne SO(5) en 
présence d’échange bilinéaire pure ne pouvait être comprise comme un état produit de sin-
gulets, mais présentait un ordre dimérisé très fort, brisant la symétrie du réseau (cas ✓ = 0 
dans la Fig. 63, avec tan(✓) l’amplitude relative du terme biquadratique). J’ai caractérisé ceci 
en calculant en DMRG la variation spatiale du terme d’échange local pour des systèmes à 
conditions aux bords ouvertes. Outre les effets des conditions aux bords, on observe (pan-
neau gauche de la Fig. 63) un très fort signal alterné de la corrélation locale, caractéristique 
de la phase dimérisée. Il faut recourir à un échange biquadratique plus fort (panneau de 
droite) pour retrouver une phase gapée mais non dimérisée, similaire à la phase de Haldane 
dans les chaînes de spins 1. Ces résultats numériques sont confirmés par une approche 
théorie des champs proposée par h. nonne et p. lecheminant. Nos résultats indiquent 
donc que la phase de Haldane nécessite un échange biquadratique assez fort (probablement 
difficile à obtenir dans les systèmes d’atomes froids) pour pouvoir être observée, dans le 
cas de la symétrie SO(5).
Chaîne de spins 1 apériodique [caSagraNde14]
Il existe d’autres façons de déstabiliser la physique de Haldane des chaînes de spins 1. La 
présence de désordre local (telle que procurée par des constantes de couplages aléatoires) 
peut détruire cette phase, pour donner place à une phase désordonnée de types singulets 
aléatoires (où les spins se couplent deux à deux en singulets, sur toutes les échelles de 
longueur) [FiSher94]. Il faut toutefois que le désordre soit assez fort pour « remplir » le gap 
de Haldane [hymaN97]. Il est connu qu’une autre forme de variation locale de l’échange 
difficilement réalisées  dans  les  isolants de Mott)  à cause d’un découplage quasi-parfait entre moments angulaires 
électroniques et spins nucléaires. 
Nous  avons  montré que, contrairement au cas de la chaîne de Haldan , la chaîne SO(5) en présence d’échange 
bilinéaire pure ne pouvait être comprise comme un 
état produit de singulets, mais présentait un ordre 
dimérisé très  fort, brisant la symétrie du réseau (cas 
✓ = 0  dans la figure ci-contre, avec sin(✓) l’amplitude 
du terme biquadratique). J’ai caractérisé ceci en 
calculant en DMRG la variation spatiale du terme 
d’échange local pour des systèmes  à conditions aux 
bords  ouvertes. Outre les  effets  des conditions aux 
bords, on observe (panneau gauche de la figure) un 
très  fort signal alterné de la  corrélation locale, 
caractéristique de la  phase dimérisée. Il faut recourir à 
un échange biquadratique plus fort (panneau de 
droite) pour retrouver une phase gapée mais  non 
dimérisée, similaire à la phase de Haldane dans  les  chaînes  de spins 1. Ces  résultats numériques  sont confirmés 
par une approche théorie des  champs  proposée par H. Nonne et P. Lecheminant. Nos  résultats indiquent donc 
que la phase de Haldane nécessite un échange biquadratique assez fort (probablement difficile à  obtenir dans  les 
systèmes d’atomes froids) pour pouvoir être observée, dans le cas de la symétrie SO(5).  
Chaîne de spins 1 apériodique
Il existe d’autres  façons de déstabilliser la  physique de Haldane des chaînes de spins 1. La  présence de désordre 
local (telles qu’avec des constantes  de couplages  aléatoires)  peut détruire cette phase, pour donner place à une 
phase désordonnée de types  singulets  aléatoires  (où les  spins  se couplent deux à  deux en singulets, sur toutes 
les  échelles  de longueur). Il faut toutefois que le désordre soit assez fort pour «remplir» le gap de Haldane. Il est 
connu qu’une autre forme de variation locale permet d’avoir partiellement des effets similaires: il s’agit des 
chaînes apériodiques, où les constantes  de couplages sont données par une séquence déterministe apériodique 
(la plus célèbre est la séquence de Fibonacci a→ab, b→`a). Cette apériodicité est motivée par l’analogie avec les 
quasi-cristaux. Pour des  chaînes  de spins  1/2, l’apériodicité induit une transition directe verse un nouvelle phase 
dites  de singulets apériodiques, très proche de la  phase singulets  aléatoires. Cela peut se comprendre par un 
calcul de renormalisation dans l’espace réel (RSRG), typique des systèmes fortement corrélés désordonnés 1d.
En collaboration avec des collègues brésiliens et N. Laflorencie (LPT), j’ai entrepris  de regarder la  physique de la 
chaîne de spin 1 de Haldane, en présence d’une perturbation apériodique. Les calculs  RSRG effectués  par mes 
collègues  brésiliens  se révèlent plus  subtils  et difficiles que pour les  chaînes  de spin 1/2, et suggèrent que le 
fondamental d’une chaîne de spin 1 apériodique peut présenter un comportement différent (à la fois  du cas 
S=1/2, mais  aussi de la chaîne de Haldane désordonnée). J’ai pu confirmé ces prédictions pour la  chaîne de spin 
1 modulée par la  séquence de Fibonacci par des calculs DMRG, en montrant que le gap de Haldane ne se 
fermait jamais quelle que soit l’intensité de la modulation apériodique. Nos  calculs  montrent qu’une autre 
séquence apériodique (dite séquence 6-3) permet quant à elle de détruire la phase de Haldane. En l’absence de 
réalisation expérimentale, ces calculs restent de nature académique, mais présentent l’intérêt de préciser quelle 
est la bonne approche lorsque l’on veut effectuer une approche de renormalisation dans  l’espace réel pour des 
systèmes  avec des  degrés  de libertés locaux plus  complexes  que les  cas généralement traités  (spin 1/2, ou 
modèles tight binding).
Effets de dimensionnalités mixtes dans le composé CuP2O6
En collaboration avec mes collègues expérimentateurs  et théoriciens  de Dresde, j’ai étudié la mise en ordre du 
composé antiferromagnétique CuP2O6, où les  atomes  de Cu portent un spin 1/2. Ce composé présente la 
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Numerical results. We combine ED and DMRG calcula-
tions to clarify the phase diagram and the criticality of the
phase transition. We use a spin-2 formulation of the model (1)
using projectors,6 which leads to
H =
∑
⟨ij⟩
cos θ
[
− 1 − 5
6
Si · Sj + (Si · Sj )2/9
+ (Si · Sj )3/18
]
+ sin θ
[
1 − 5Si · Sj
− 17
12
(Si · Sj )2 +
1
3
(Si · Sj )3 +
1
12
(Si · Sj )4
]
. (5)
First, we compute with ED the first singlet and
magnetic excitations for various chains with periodic
boundary conditions (PBCs). For θ < θR , the data (shown in
Fig. 1) are compatible with a finite spin gap but a vanishing
singlet gap (with momentum π ), which suggests a singlet
phase that breaks translation symmetry. It is remarkable
that the extrapolation (using polynomial fit) of the crossing
point of the first magnetic and nonmagnetic excitations gives
θc = 6.34◦ which is precisely the numerical value of θR .
The dimerized nature of the GS of the Heisenberg SO(5)
chain at θ = 0 is confirmed by computing the correlator
⟨
∑
a<b L
ab
i L
ab
i+1⟩ as a function of position i in an open chain.
The DMRG data (see Fig. 2) obtained on a L = 256 chain with
open boundary conditions (OBCs) in the range 0  θ  θAKLT
clearly show a staggered pattern for 0  θ < θR , in contrast
with the uniform values found for θ > θR , for instance at the
AKLT point.
For θ ≃ θAKLT, the lowest excitation is magnetic and has
a finite gap. In fact, right at the AKLT point, ED proves the
existence of a finite gap in the thermodynamic limit using an
argument from Knabe:17 The thermodynamic gap is bounded
by the gap on a finite cluster with L + 1 sites (OBC) as �∞ >
L
L−1 (�L −
1
L
). Using L = 8, we already obtain that the spin
gap is finite and satisfies �∞ > 0.185.
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FIG. 1. (Color online) ED data showing the gap to the first singlet
and magnetic excitations (solid and open symbols, respectively) vs θ
for several chain lengths L. (Inset) The extrapolation of the crossing
point.
FIG. 2. (Color online) DMRG data of the dimerization
⟨
∑
a<b L
ab
i L
ab
i+1⟩ as a function of position i, induced in a L = 256
chain by the OBC in the ranges θ < θR (left panel) and θ > θR (right
panel). At θ = 0, the system is strongly dimerized.
For larger θ , data are also compatible with a SU(5)
gapless phase but we observe strong finite-size effects due to
incommensurate excitations, similar to the case of the spin-1
cha n close to the SU(3) point.18
As argued in the low-energy section, the central charge of
the critical point between the dimerized and SO(5) Haldane
phases should be c = 5/2, corresponding to a SO(5)1 CFT. In
Fig. 3(a), we show in log-linear scale the von Neumann entropy
S(x) of a block of x sites at θR as a function of the conformal
distance d(x) = L/π sin(πx/L) for chains with PBC of sizes
up to L = 32 with DMRG.19 Fitting the data to the expected
form for PBC S(x) = c/3 ln[d(x)] + K with K a constant (see
Ref. 20), we obtain an estimate of the central charge c = 2.53.
We can also obtain c using finite-size corrections of the GS
energy per site: e0(L) = e0 − (πvc)/6L2. Using ED data (not
(a)
(b)
FIG. 3. (Color online) At θR and as a function of con-
formal distance d(x) = L/π sin(xπ/L) for systems with PBC:
(a) von Neumann entropy of a block of size x (log-lin scale), (b) spin
⟨(−)xS0 · Sx⟩ and SO(5) generators ⟨(−)x
∑
a<b L
ab
0 L
ab
x ⟩ correlators
(log-log scale). Correlators are translation-invariant due to the PBC
and are normaliz d to 1 at their onsite values.
060407-3
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Fig. 63 Fo ction de corrélation en fonction de la distance dans une chaîne de spins SO(5) en foncti n de 
l’intensité relative du couplage biquadratique tan(✓). La phase à faible ✓ présente une forte dimérisation, la dis-
tinguant d’une phase gapée non dimérisée de type Haldane obtenue pour des plus grandes valeurs de ✓.
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permet d’avoir partiellement des effets similaires: il s’agit des chaînes apériodiques, où les 
constantes de couplages sont données par une séquence déterministe apériodique (la plus 
célèbre est la séquence de Fibonacci a ! ab, b ! a). Cette apériodicité est motivée par 
l’analogie avec les quasi-cristaux. Pour des chaînes de spins 1/2, l’apériodicité induit une 
transition directe vers une nouvelle phase dites de singulets apériodiques, très proche de la 
phase singulets aléatoires [vieira05]. Cela peut se comprendre par un calcul de renormali-
sation dans l’espace réel (RSRG), typique des systèmes fortement corrélés désordonnés 1d 
(voir l’HDR de c. monthus [moNthuS04] pour une revue).
En collaboration avec h. casa Grande, n. laFlorencie et a. vieira, j’ai entrepris de 
regarder la physique de la chaîne de spin 1 de Haldane, en présence d’une perturbation 
apériodique [caSagraNde14]. Les calculs RSRG effectués par mes collègues brésiliens se 
révèlent plus subtils et difficiles que pour les chaînes de spin 1/2, et suggèrent que le fon-
damental d’une chaîne de spin 1 apériodique peut présenter un comportement différent (à 
la fois du cas S=1/2, mais aussi de la chaîne de Haldane désordonnée). J’ai pu confirmé ces 
prédictions pour la chaîne de spin 1 modulée par la séquence de Fibonacci par des calculs 
DMRG, en montrant que le gap de Haldane ne se fermait jamais quelle que soit l’intensité 
de la modulation apériodique. Nos calculs montrent qu’une autre séquence apériodique 
(dite séquence 6-3) permet quant à elle de détruire la phase de Haldane. En l’absence de 
réalisation expérimentale, ces calculs restent de nature académique, mais présentent l’inté-
rêt de préciser quelle est la bonne approche lorsque l’on veut effectuer une approche de 
renormalisation dans l’espace réel pour des systèmes avec des degrés de libertés locaux plus 
complexes que les cas généralement traités (spin 1/2, ou modèles tight binding).
IX.2. Points critiques quantiques déconfinés
Introduction au problème
Une autre partie de mes activités récentes de 
recherche a été constituée par l’étude numé-
rique d’une transition de phase quantique  non 
conventionnelle dans des modèles de spins 
quantiques sur des réseaux bidimensionnels, 
présentant des interactions en compétition. 
La transition en question est celle entre une 
phase antiferromagnétique de Néel et une 
phase cristal de liens de valence (Valence Bond 
Crystal ou VBC). Ces phases sont schémati-
sées dans le diagramme de phase de la Fig. 64, 
avec les paramètres d’ordre correspondants, 
pour un réseau carré.
Ces deux phases en compétition possèdent des brisures de symétrie incompatibles : la 
phase de Néel brise la symétrie de spin SU(2) et l’invariance par translation, la phase VBC 
brise spontanément l’invariance par translation et rotation, mais ne brise pas la symétrie de 
spin. La théorie de Landau des transitions de phases prédit alors une transition du premier 
ordre, mais il est maintenant établi numériquement pour une classe de modèles de spins 
que cette transition est du second ordre. Cette observation confirme les prédictions théo-
riques de senthil et al. [SeNthil04] qui avaient prévu en 2004 la nature continue de cette 
nAF
Interactions en 
competition
 VBC
PCQD
Fig. 64 Transition de phase quantique entre un 
état antiferromagnétique et un état dimérisé Valence 
Bond Crystal. Cette transition est continue avec les 
deux paramètres d’ordre s’annulant simultanément.
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transition et indiqué qu’elle était décrite par une théorie différente de celle où il n’existe pas 
d’ordre cristallin. Nous avons déjà évoqué cette transition appelée point critique quantique 
déconfiné (PCQD), qui possède plusieurs aspects communs avec celle du modèle de di-
mères évoquée dans le Chapitre VII : elle ne rentre pas non plus dans le cadre de la théorie 
Ginzburg-Landau. La dénomination « déconfiné » vient du fait que la théorie des champs 
du point critique ne s’écrit pas en termes des paramètres d’ordres des deux phases (comme 
dans le point de vue usuel de la théorie de Landau), mais en ceux de nouveaux degrés de 
liberté émergents qui ne sont pertinents qu’au point critique. Ces degrés de liberté peuvent 
être interprétés comme des particules à nombres quantiques fractionnaires qui n’existent 
pas dans les deux phases autour du point critique et qui sont libérées uniquement au point 
critique : ils sont « déconfinés ». 
Le cœur de l’argumentation de senthil et al. est le suivant [SeNthil04,SeNthil04b] : dans une 
transition régulière entre un ordre de Néel et un état paramagnétique sans brisure de symé-
trie, la transition peut être vue comme causée par une prolifération de défauts topologiques 
dans l’ordre de Néel, les monopoles, qui condensent au point critique et détruisent ainsi 
l’ordre antiferromagnétique. Comme indiqué dans la Sec. VII.2.4, le point crucial est que 
l’opérateur d’insertion de ces monopoles possède exactement les mêmes symétries que le 
paramètre d’ordre VBC. De même, levin et senthil [leviN04] ont montré que les défauts 
topologiques dans l’ordre VBC créent identiquement l’ordre de Néel. Ces deux phases, 
apparemment non reliées, « communiquent » donc entre elles à travers leurs défauts topo-
logiques respectifs.
Pour que la transition soit continue, senthil et al. argumentent que les monopoles doivent 
être non pertinents au point critique. Si c’est le cas, la théorie des champs devient non com-
pacte, et est identique (aux termes d’anisotropie près) à l’Éq. (35). Alors que par construc-
tion les monopoles (monomères) sont interdits dans les modèles de dimères considérés 
précédemment, ceux-ci sont forcément présents dans les modèles de spins quantiques sur 
réseau. La situation est en partie sauvée par le fait que, sur le réseau carré, les effets d’inter-
férences des phases de Berry des spins 1/2 annulent les effets des monopoles simples, 
doubles et triples [haldaNe88]. Les monopoles qui restent sont de type quadruple, et l’on 
peut espérer que l’opérateur d’insertion de ces événements rares (car quadruples) ait une 
dimension d’échelle suffisamment faible pour qu’il soit non pertinent au point critique. On 
peut montrer que c’est le cas pour des modèles à symétrie SU(N) pour N ! 1 [murthy90] 
et N = 1 [SeNthil04b] : il apparaît alors raisonnable que c’est aussi le cas pour le cas physique 
N = 2. Toutefois, seules des simulations numériques peuvent le montrer.
Les modèles J-Q, qui mettent en compétition un terme d’échange d’Heisenberg (qui favo-
rise l’ordre de Néel) et une interaction à 4 spins Q (qui favorise l’ordre VBC), ont  été 
introduits par Sandvik [SaNdviK07] pour tester ce scénario :
où Pij = 1/4 Si · Sj est le projecteur sur l’état singulet à deux spins, et où les quatre sites 
i, j, k et l sont pris autour d’une plaquette du réseau carré. On trouvera dans la revue Réf. 
[Kaul13] une introduction à ce type de modèles, qui présente les avantages importants de 
pouvoir être généralisés à la symétrie SU(N) et simulés par des méthodes Monte Carlo 
H = J
X
hi,ji
Pij Q
X
hi,ji//hk,li
PijPkl
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quantique sans problème de signe. Les simulations les plus récentes [SaNdviK10,SaNdviK12,bl
ocK13,harada13] montrent que la transition Néel-VBC est bien continue sur le réseau carré 
pour le modèle J-Q, validant donc le scénario PCQD. Toutefois des anomalies de scaling 
(par exemple drifts logarithmiques voire en faible loi de puissance dans les points de croi-
sement de la rigidité de spin) sont observées numériquement pour N faible, et notamment 
N = 2 [SaNdviK10,Kaul11]. Un travail récent sur un modèle de boucles classiques en 3 di-
mensions présentant la même physique fait le point sur ces anomalies de scaling [Nahum15] 
dans les modèles sur réseau.
C’est dans ce contexte que j’ai effectué plusieurs travaux contribuant à l’étude de ce nou-
veau type de points critiques, qui sont détaillés maintenant.
Sonder les points critiques quantiques par des impuretés [baNerjee10,baNerjee11]
Dans un premier temps et en collaboration avec a. BanerJee et K. damle, j’ai étudié la 
physique d’impuretés non magnétiques au voisinage de cette transition de phase quantique. 
Comme mentionné dans la Sec. IX.1.2, les impuretés en matière condensée sont particu-
lièrement utiles, tant au théoricien qu’à l’expérimentateur, pour sonder la physique d’un 
système corrélé. Généralement, ces impuretés modifient l’état physique en induisant des 
textures (de spin ou de charge), telles que celles visibles dans la Fig. 61. Ces textures sont 
les réponses du système pur à l’introduction de l’impureté, et peuvent être mesurées par 
les sondes locales (comme la RMN ou le STM). Ces réponses donnent donc des informa-
tions précieuses sur la phase sous-jacente. En outre, les impuretés peuvent aussi révéler 
des ordres en compétition, par exemple en nucléant des domaines de cet autre ordre. Tout 
comme en RMN, il est possible dans les simulations de faire l’histogramme de l’aimantation 
locale en fonction de la distance à l’impureté. La stratégie est donc de simuler un système 
magnétique en présence d’un spin manquant, et cette situation est particulièrement adaptée 
pour le Monte Carlo quantique qui n’a pas besoin de l’invariance par translation pour être 
efficace.
La texture de spin hSz(r)i autour de l’impureté possède une composante uniforme u(r) 
et une composante alternée a(r) (avec le réseau bipartite), et l’on attend un comporte-
ment universel de ces composantes pour un point critique quantique conventionnel en 
dimension (2+1)d : u(r) = fu(r/L)/L2 et a(r) = fa(r/L)/L(1+⌘)/2, où ⌘ est l’expo-
sant critique associé aux corrélations antiferromagnétiques critiques, et L la taille linéaire 
de l’échantillon. Pour des raisons techniques, il est pratique de considérer des relations 
similaires pour les transformées de Fourier de ces composantes: h˜u(q)i = gu(Lq) et 
hφ̃a(q+ (⇡,⇡))i = ga(Lq).L(3 ⌘)/2, valides pour |q|  ⇡/2. Ces formes prédisent qu’au 
point critique, les courbes correspondantes à différentes tailles devraient s’effondrer les 
unes sur les autres quand représentées en fonction de |q|.L. Alors que c’est le cas dans 
nos simulations d’un point critique quantique conventionnel (transition Néel - paramagné-
tique), ce n’est pas le cas pour le point critique du modèle J-Q avec une symétrie SU(2) [ba-
Nerjee10].  La seule façon de réconcilier les données numériques (obtenues sur des systèmes 
de grande taille, jusqu’à 1282 spins 1/2) est d’inclure des corrections logarithmiques aux 
lois d’échelle attendues. De telles corrections logarithmiques sont la signature typique d’un 
opérateur marginal en théorie des champs. Cette observation confirme donc celle d’autres 
corrections logarithmiques dans des quantités thermodynamiques bulk (telles que la sus-
ceptibilité magnétique ou la rigidité de spin) observées quasi-simultanément [SaNdviK10]. 
Dans un travail suivant, nous avons montré [baNerjee11] que les corrections logarithmiques 
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disparaissaient si l’on étendait la symétrie du modèle de SU(2) à SU(3). L’ensemble de ces 
résultats sur les textures de spin confirme donc les anomalies de scaling observées pour le 
PCQD du modèle J-Q avec une symétrie SU(2). 
Transition sur le réseau hexagonal [pujari13,pujari15]
Nous nous sommes par la suite intéressé (collaboration avec K. damle et s. puJari) à 
un problème similaire sur le réseau hexagonal (modèle J-Q3), où cette fois-ci l’interaction 
d’échange est en compétition avec un terme à 6 corps PijPklPmn autour d’un hexagone 
[pujari13]. Le terme à 6 corps favorise un état VBC colonnaire de type Kekulé, représenté 
par des liens pleins sur la Fig. 65 : par analogie, on pourrait s’attendre à la même physique 
(transition Néel-cristal continue) que pour le réseau carré. Cependant, le traitement du 
réseau hexagonal se révèle plus subtil, car il permet des défauts topologiques particuliers 
(monopoles triples) interdits sur le réseau carré par interférence destructive des phases 
de Berry, comme décrit précédemment. De 
manière duale [leviN04], cela peut se voir sur 
la Fig. 65 où un défaut topologique (portant 
un spin 1/2) est représenté, à l’intersection de 
3 murs de domaines cristallins. Alors que dans 
le cas des monopoles quadruples, les limites 
N = 1 et N ! 1 des théories des champs 
concordent pour indiquer que les monopoles 
quadruples sont non pertinents, ce n’est pas le 
cas pour les monopoles triples : ils sont perti-
nents dans la limite N = 1 et conduisent à une 
transition du premier ordre (ils sont aussi non 
pertinents dans la limite N ! 1). Il apparaît 
donc bien moins évident que le réseau hexa-
gonal puisse lui aussi présenter une transition 
continue entre un antiferromagnétique et un 
cristal de liens de valence. 
Nos calculs Monte Carlo quantique [pujari13] révèlent toutefois que la transition Néel-VBC 
est continue, dans la même classe d’universalité que celle sur le réseau carré. Un extrait de 
nos calculs est donné dans la Fig. 66, où les cumulants de Binder de l’ordre de Néel et de 
l’ordre VBC se croisent pour la même valeur de Q3 (dans les barres d’erreur). Nous démon-
trons ainsi le rôle inopérant des défauts topologiques (monopoles triples) à la transition, ce 
qui a été confirmé par un autre groupe dans la Réf. [harada13]. 
Outre cet intérêt théorique sur le rôle des défauts topologiques, nos résultats ont plu-
sieurs conséquences pour des réalisations concrètes des points critiques quantiques décon-
finés. En effet, la géométrie hexagonale est plus favorable que celle carrée pour observer 
cette physique, et ceci pour deux raisons. Premièrement, des études numériques récentes 
[zhu13,gaNeSh13,goNg13] indiquent que la première phase induite par un couplage frustrant 
J2 dans le modèle d’Heisenberg sur le réseau hexagonal est un cristal de liens de valence : 
la transition depuis la phase de Néel (présente à faible J2) doit donc être la même que celle 
observée dans notre modèle. Le modèle J1-J2 étant plus réaliste que le modèle J-Q3 (qui 
demande des interactions à 6 corps), il est tout à fait envisageable qu’un isolant de Mott 
antiferromagnétique réalisant cette physique soit prochainement synthétisé ou découvert. 
Fig. 65 Un spin 1/2 est libéré à l’intersection de 3 
domaines VBC colonnaire sur le réseau hexagonal, 
représenté par des liens forts résonant autour des 
hexagones.
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Par comparaison, la phase induite par le même couplage frustrant J2 sur le réseau carré n’est 
toujours pas bien comprise (liquide de spins ? Avec ou sans gap ? VBC ?), malgré plus de 
20 années d’études. Le deuxième intérêt vient de la proposition récente de lee et sach-
dev [lee14], qui suggère d’induire une phase liens de valence Kekulé par l’application d’un 
champ électrique sur une bicouche de graphène (soumise à un champ magnétique modéré, 
ce qui induit de l’antiferromagnétisme). La transition induite par le champ électrique devrait 
là-aussi être de type continue et déconfinée. 
Nous avons complété l’étude du modèle J-Q3 sur le réseau hexagonal, en rajoutant une 
nouvelle échelle d’énergie Q2 pour un terme à quatre spins qui favorise un VBC alterné 
(staggered) sur le réseau hexagonal [pujari15]. La motivation était de comprendre si la com-
pétition entre les deux types de cristaux VBC (colonnaire et alterné) pouvait conduire à 
une phase liquide de spins, ou peut-être de façon plus exotique à une région de paramètres 
avec un winding variant continûment [FradKiN04]. Il n’en est rien, puisque même lorsque 
Q2, Q3  J  et Q2 ⇠ Q3, la phase de Néel ressurgit [pujari15]. Lorsque Q2 domine, on a 
une transition de phase qui devient du premier ordre vers la phase VBC alternée. Un autre 
intérêt de cette étude est qu’elle a permis de tester l’universalité de la transition Néel-VBC 
colonnaire sur le réseau hexagonal : en faisant varier Q2 (qui reste faible), nous avons pu 
déterminé que les exposants critiques étaient les mêmes que lorsque Q2 = 0.
Modèles d’Heisenberg SU(N) avec N réel [beach09]
Par ailleurs, j’ai étudié en collaboration avec K. Beach, m. mamBrini et s. capponi [beach09] 
un modèle quantique présentant lui aussi une transition Néel-VBC : il s’agit du modèle de 
Heisenberg à symétrie étendue SU(N), qui correspond à un modèle antiferromagnétique 
de spins S (avec N=2S+1). La transition est cette fois-ci observée en changeant N : pour 
N=2 (soit S=1/2), le modèle est ordonné antiferromagnétiquement alors que l’ordre de 
Néel disparaît au profit de la phase cristalline VBC lorsque N devient grand [read89]. Grâce 
à des astuces algorithmiques dans la méthode Monte Carlo quantique dans la base de liens 
de valence [SaNdviK05],  il est possible de traiter N (ou S) continûment dans les simulations. 
Ceci nous a permis de détecter une transition de phase quantique continue entre les phases 
Néel et VBS pour Nc ' 4.57. Cette transition, bien que semblant entourée par les phases 
adéquates, ne peut être décrite par la théorie de senthil et al. [SeNthil04] car la symétrie du 
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FIG. 2: (Color online) Binder cumulant of ~M
s
as a func-
tion of q for various L (symbols), fit to a polynomial in
(q − q
cN
)L1/⌫N (lines) using best-fit values ⌫
N
= 0.5080 and
q
cN
= 1.1912. Inset : q dependence of the Néel correla-
tion ratio C(~R
L/3)/C(~RL/6) for various L (symbols), fit to
a polynomial in (q − q
cN
)L1/⌫N (lines) using best-fit values
⌫
N
= 0.4984 and q
cN
= 1.1944. All best-fit values are for the
L ≥ 48 part of the displayed data.
exponent associated with Néel correlations. Both quanti-
ties allow us to locate a continuo s Néel ordering trans -
tion by looking for a crossing point of q-dependent curves
for various L. In the vicinity of such a transition, we
expect th scaling forms h ~M2s i = L (1+⌘Neel)G ~Ms(∆qN ),
C(~R↵L) = L
(1+⌘Neel)GC(∆qN ) for the corresponding di-
mensionful quantities.
At large q, we find that VBS order develops at the
columnar wavevector K. We characterize this in terms
of the VBS order parameter  = 12L2
P
~r V~r, where V~r is
the local VBS order parameter field:
V~r = (P~r0 + e
2⇡i/3P~r1 + e
4⇡i/3P~r2)e
iK·~r .
Here, P~rµ (µ = 0, 1, 2) denotes the singlet projector on
the bond µ “belonging” to Bravais lattice site ~r (Fig. 1).
As emphasized in Fig. 1, there are two distinct possi-
bilities for three-fold symme ry breaking VBS order at
wavevector K. These columnar and plaquette VBS or-
derings (Fig 1) can be distinguished by the phase of
the VBS order parameter  . In QMC simulations, in-
formation about the phase of  can be obtained from
the estimator E , whose average E over the QMC run
gives the quantum-mechanical expectation value h i. Al-
though E is a basis dependent quantity, the histogram
of its phase can nevertheless be used to distinguish pla-
quette VBS states from columnar states at the same
wavevector[15, 17]. To quantify the strength of VBS or-
der without distinguishing between these two possibili-
ties, we compute h † i and correlations of V~r,
D(~R↵L) =
1
2L2
X
~r
hV †
~r+~R
V~r + V
†
~r V~r+~Ri ,
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FIG. 3: (Color online) Binder cumulant of E as a function
of q, for di↵erent sizes L (symbols), fit to a polynomial in (q−
q
cD
).L1/⌫D (lines) with best-fit values ⌫
D
= 0.5237 and q
CD
=
1.1892. Inset : VBS correlation ratio D(~R
L/3)/D(~RL/6) for
di↵erent L as a function of q (symbols), fit to a polynomial in
(q − q
cD
).L1/⌫D (lines) with best-fit values ⌫
D
= 0.5721 and
q
cD
= 1.1844 (lines). All best-fit values are for the L ≥ 48
part of the displayed data.
at the same separations ~R↵L as for Néel correlators.
To locate the VBS transition, we again focus on
two dimensionless quantities. The first is the (basis-
dependent) Binder cumulant[32] of E defined as gE ⌘
|E |4/
⇣
|E |2
⌘2
, and the second is the ratio of the VBS
correlators at di↵erent distances, say D(~RL/3)/D(~RL/6).
These quantities are again expected to obey scaling forms
FgE ,D(∆qD) if VBS order is lost via a continuous tran-
sition at qcD. Here, Fg ,D are universal scaling func-
tions of the argument ∆qD ⌘ (q − qcD)L1/⌫D and ⌫D
is the correlation length exponent associated with VBS
correlations. A crossing point for di↵erent L as a func-
tion of q for each of these two quantities the reveals
a continuous VBS ordering transition. Close to such a
continuous transition, we also expect the corresponding
scaling forms h| |2i = L (1+⌘VBS)G (∆qD), D(~R↵L) =
L (1+⌘VBS)GD(∆qD) for dimensionful observables.
Our analysis uses the crossings of the Binder ratios g ~Ms
and gE to locate the Néel and VBS tra sitions—at this
stage, we do not assume that the two transitions coin-
cide. Given the relatively sharp nature of the crossings
(displayed in Fig 2 and Fig 3) and the monotonic nature
of their q dependence for fixed L, we are confident that
the transition(s) is (are) continuous. The behaviors of
the Néel and VBS correlation ratios in the critical region
are also shown as insets, and confirm this finding.
Therefore, we fit the data for each dimension-
less quantity (g ~Ms , gE and the correlation ratios
C(~RL/3)/C(~RL/6) and D(~RL/3)/D(~RL/6)) in the criti-
cal range to a polynomial function of (q − qc)L1/⌫ (cor-
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exponent associated with Néel correlat ons. Both quant -
ties allow us to locate a continuous Néel ordering transi-
tion by looking for a crossing point of q-dependent curves
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C(~R↵L) = L
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At large q, we find that VBS order develops at the
columnar wavevector K. We characterize this in terms
of the VBS order parameter  = 12L2
P
~r V~r, where V~r is
the local VBS order parameter field:
V~r = (P~r0 + e
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Here, P~rµ (µ = 0, 1, 2) denotes the singlet projector on
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at the same separations ~R↵L as for Néel correlators.
To locate the VBS transition, we again focus on
two dimensionless quantities. The first is the (basis-
dependent) Binder cumulant[32] of E defined as gE ⌘
|E |4/
⇣
|E |2
⌘2
, and the second is the ratio of the VBS
correlators at di↵erent distances, say D(~RL/3)/D(~RL/6).
These quantities are again expected to obey scaling forms
FgE ,D(∆qD) if VBS order is lost via a continuous tran-
sition at qcD. Here, Fg ,D are universal scaling func-
tions of the argument ∆qD ⌘ (q − qcD)L1/⌫D and ⌫D
is the correlation length exponent associated with VBS
correlations. A crossing point f r di↵erent L as a func-
tion of q f r each of these two quantiti s then reveals
a continuous VBS ordering transition. Close to such a
continuous transition, we also expect the corre ponding
scali g form h| |2 = L (1+⌘VBS)G (∆qD), D(~R↵L) =
L (1+⌘VBS)GD(∆qD) for dimensionful observables.
Our analysis uses the crossings of the Binder atios g ~Ms
and gE to locate the Né l and VBS transitions—at this
stage, w do n t ssume that the two r nsitions coin-
cide. Given the relatively sharp nature f he crossings
(displayed in Fig 2 and Fig 3) and the monotonic nature
of their q dependence for fix d L, we are c nfident that
the transition(s) is (are) continuous. The behaviors of
the Néel and VBS correlation ratios in the critical region
are also shown as insets, and confirm this finding.
Therefore, e fit the data for each dimension-
less quantity (g ~Ms , gE and the correlation ratios
C(~RL/3)/C(~RL/6) nd D(~RL/3)/D(~RL/6)) in the criti-
cal range to a polynomial function of (q − qc)L1/⌫ (cor-
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Fig. 66 Cumul nts de Binder du paramètre d’ordre antiferr magnétiqu  (gauche) et de celui VBC (droite) 
pour le modèle J-Q3 sur le réseau hexagonal. Le croisement des cumulants pour différentes tailles de systèmes 
se situe à la même valeur de Q3 (dan  les barre  d’erreur), sig alant un poi t de transition c ntinue unique.
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modèle au point critique est mal définie. Il faut aussi avouer que cette transition a peu de 
chances d’être observée expérimentalement (on ne peut changer continûment la valeur du 
spin !). Toutefois, il est clair qu’en modifiant légèrement des paramètres du modèle (par 
exemple en couplant des chaînes), la valeur critique sera modifiée pour se rapprocher de 
valeurs entières. Une transition apparemment continue est ainsi observée par harada et al. 
[harada07] dans un modèle de chaînes de spin 1 couplées avec une symétrie SU(3), mais il 
faut noter dans ce cas que la symétrie de la phase VBC n’est pas la même que sur le réseau 
carré (la symétrie par rotation étant explicitement brisée pour des chaînes couplées).
Revue pédagogique sur les états et phases exotiques de la matière [alet05b]
Avec a. walczaK et m. Fisher, j’ai écrit un article de revue [alet05b] à caractère pédago-
gique sur les phases non conventionnelles de la matière qui peuvent se rencontrer dans les 
systèmes fortement corrélés. Les corrélations fortes peuvent rendre caduques deux piliers 
traditionnels de la matière condensée : les théories de Landau du liquide de Fermi et des 
transitions de phase. Cette revue évoque de façon simple les points critiques quantiques 
déconfinés, mais inclue aussi une présentation du théorème de Hastings ou d’exemples 
récents de liquides de spins topologiques et algébriques.
IX.3. Physique des liens de valence
À l’occasion de mon arrivée au CNRS en 2005, j’ai commencé un nouveau thème de recherche, qui concerne la description des états antiferromagnétiques par une approche liens de valence (Valence Bond). Les liens de valence sont des singulets à 
deux spins 1/
p
2(|"#i − |#"i), et les états liens de valence possèdent la propriété de former 
une base du secteur singulet de tout système de spins 1/2. On s’attend [liaNg88] à ce qu’ils 
puissent ainsi décrire des physiques radicalement différentes selon leur portée typique dans 
un état donné : « liquides de spins » (voir discussion plus bas) pour des liens de valence 
courts, ou ordre antiferromagnétique pour des liens à plus longue portée. D’un point de 
vue technique, la base des liens de valence est non orthogonale et massivement surcom-
plète, ce qui semble rendre une approche numérique plus complexe. Toutefois, ces proprié-
tés peuvent être mis à profit pour créer des algorithmes Monte Carlo quantique efficaces 
de type projecteur pour échantillonner le fondamental singulet de systèmes antiferroma-
gnétiques [SaNdviK05,SaNdviK10b]. J’ai développé ce type de méthodes [alet09,beach09], et ai 
pu remarqué que cette base donnait accès à certaines propriétés du fondamental, difficiles 
à obtenir dans la base classique Sz. C’est en particulier le cas pour des quantités typiques de 
l’information quantique, telles que la fidélité (voir Sec. IX.4.1) ou l’entropie d’intrication de 
liens de valence (décrite Sec. IX.3.3). 
Je donne par la suite plusieurs exemples de résultats obtenus sur la physique des liens de 
valence. Une introduction bien plus détaillée à la base liens de valence et à son traitement 
numérique peut être trouvée dans la thèse de d. schwandt [SchWaNdt11].
États RVB et liquides de spins (mais pas ceux que l’on croit) [albuquerque10b, albu-
querque12]
La théorie de Landau permet de classifier les états de la matière, à travers les notions de 
brisure spontanée de symétrie et de paramètre d’ordre. Que faire lorsqu’un système ne 
brise aucune symétrie, même à température nulle (d’un point de vue théorique), ou à la plus 
basse température accessible expérimentalement ? Dans le cas des systèmes magnétiques, 
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on parle de liquides de spins, et depuis de nombreuses années, de nombreux efforts théo-
riques et expérimentaux ont été fournis pour comprendre et caractériser ces états exotiques 
de la matière. J’ai récemment revisité ce qui a été considéré pendant longtemps comme 
le prototype le mieux compris d’un liquide de spins, la fonction d’onde RVB (Resonating 
Valence Bond) introduite par anderson [aNderSoN73], et considérée dans le cas de liens aux 
plus proches voisins sur le réseau carré par sutherland [SutherlaNd88]. Cette fonction 
d’onde s’écrit comme la superposition linéaire de tous les pavages c d’un réseau donné par 
des singulets à deux sites :
On remarquera bien sûr que le pavage de la Fig. 67, où 
chaque flèche correspond à l’appariement en singulet 
1/
p
2(|"#i − |#"i)  de deux spins proches voisins, est géo-
métriquement identique à celui d’un pavage de dimères, 
comme étudié dans les chapitres précédents. Le singulet 
à deux spins est d’ailleurs communément appelé dimère. 
Étant donnée l’importance des contraintes géométriques 
dans la physique des dimères, on peut donc s’attendre à 
retrouver une certaine partie de cette physique dans la fonc-
tion d’onde | NNVBi. Il faut toutefois d’assurer de bien 
prendre en compte la mécanique quantique des singulets 
1/
p
2(|"#i − |#"i).
L’intuition derrière la fonction d’onde | NNVBi est double : (i) l’appariement en liens de 
valence à courte portée devrait empêcher la formation d’antiferromagnétisme (puisque le 
singulet a un spin total S=0), et (ii) la résonance induite par la somme sur tous les pavages 
devrait interdire la cristallisation des singulets en un état ordonné. Un modèle stabilisant 
cette fonction d’onde dans son fondamental devrait alors présenter un gap dans son spectre 
à la fois pour les états magnétiques S≥1 et non magnétiques S=0.
•	 Fonction	d’onde	RVB	sur	le	réseau	carré	
J’ai revisité ce point de vue avec F. alBuquerque, en calculant par Monte Carlo les corré-
lations à deux et à quatre spins dans la fonction d’onde | NNVBi sur le réseau carré [albu-
querque10b]. Nous retrouvons effectivement le premier résultat intuitif  (et connu depuis 
les travaux de la Réf. [liaNg88]), à savoir une longueur de corrélation antiferromagnétique 
finie et faible ⇠ ' 1.35. La surprise vient de la fonction de corrélation à quatre spins (dite « 
dimère-dimère ») h(Si · Sj)(Sk · Sl)i  hSi · SjihSk · Sli lorsque les spins i,j et k,l sont voi-
sins deux à deux. Dans ce cas, nous trouvons une décroissance algébrique (avec un exposant 
1.15 proche de l’unité) en fonction de la distance entre paires : il s’agit d’un quasi-ordre de 
singulets, ce qui était inattendu dans le contexte des fonctions RVB. Ceci peut s’observer sur 
la Fig. 68, qui présente cette fonction de corrélation multipliée par une loi de puissance de 
façon graphique (avec i,j  le lien de référence en noir). Nous avons exhibé ainsi un nouveau 
type de liquide de spins, qui présente à la fois un gap de spin (puisqu’il n’y a pas d’ordre anti-
ferromagnétique à longue portée), mais sans gap pour les excitations non magnétiques. Nos 
résultats ont été confirmés par un autre groupe dans une étude quasi-simultanée [taNg11]. 
Effectuons la connexion entre ce résultat et ceux présentés dans le Chapitre II. Pour 
| NNVBi =
X
c
|ci
particularité de mélanger des  unités  de dimension mixte, avec une connectivité magnétique différente pour 
différents atomes  de Cuivre : des  chaînes  de spins 1/2 sont intercalées entre des  plans  carrés  (voir figure). Les 
mesures  de susceptibilité, d’aimantation et de 
RPE effectuées sur CuP2O6 indiquent une 
mise en ordre antiferromagnétique, avec une 
aimantation locale bien plus forte sur les  plans 
que dans les chaînes  (où celle-ci est parfois 
même non détectée). De plus, la  température 
de Néel est bien plus  faible que dans  d’autres 
composés quasi-2d. 
Assez étrangement, il n’existait jusque-là  pas  de théorie, même en champ moyen, permettant de tenir compte de 
ce type de géométrie mixte. Une théorie RPA adaptée indique qu’il faut effectuer la moyenne géométrique des 
susceptibilités alternées. Combiné avec des calculs  Monte Carlo quantique (donnant accès  aux susceptibilités 
alternées) que j’ai effectués, cet argument simple permet d’expliquer la température de Néel relativement faible 
observée expérimentalement, ainsi que la mise en ordre partielle dans les chaînes. 
Échelle de spins asymétrique
Finalement, j’ai poursuivi l’étude menée en collaboration avec S. Capponi et le groupe mené par F. Assaad 
(Würzburg) sur un modèle d’échelle de spins  à deux montants  inégaux, pertinent pour certains  organiques 
biradicaux. Dans  ce travail plus long mené suite à notre publication précedente3, nous  avons  détaillé les  calculs 
analytiques et numériques  qui nous  avaient menés à  conclure à  l’apparition d’une nouvelle échelle d’énergie de 
type RKKY dans le régime de couplage faible ferromagnétique entre montants  de l’échelle. Une explication moins 
expéditive de ce résultat peut être trouvée dans mon rapport 2005-2009.
Publications  liées  : Phys. Rev. B  81, 054438  (2010); Phys. Rev. B  82, 174410 (2010); Phys. Rev. B 83, 
060407(R) (2011); Phys. Rev. B 89, 014407 (2014); Phys. Rev. B 89, 134408 (2014)
Thème 2 : Physique RVB: liquides de spin & portée des liens de valence
États RVB et liquides de spins (mais pas ceux que l’on croit)
La théorie de Landau permet de classifier les  états de la matière, à  travers  les  notions  de brisure spontanée de 
symétrie et de paramètre d’ordre. Que faire lorsqu’un système ne brise aucune symétrie, même à température 
nulle (d’un point de vue théorique), ou à la plus  basse température accessible expérimentalement ? Dans  le cas 
des  systèmes magnétiques, on parle de liquides  de spin, et depuis  une dizai e ’années, de ombreux efforts 
théoriques et expérimentaux ont été fournis pour comprendre et caractériser ces états exotiques de la matière.
Durant la période de référence, j’ai revi ité ce qui a ét  considéré pendant longtemps  comme le prot type le 
mieux compris d’un liquide de spins, la fonction d’onde RVB  (Resonating Valence Bond)  aux plus  proches  voisins 
introduite dans  la fin des  années  804,. Cette fonction d’onde s’écrit comme la superposition linéaire de tous les 
pavages d’un réseau donné par des singulets à deux sites (les liens de valence) : 
Un pavage |ci  est représenté sur la figure, où chaque flèche correspond à l’apparie-
ment en singulet (|"#i − |#"i)/
p
2  de deux spins. L’intuition derrière cette fonction 
d’onde est double : (i) l’apparie ent en liens de valence à  courte portée devrait em-
pêcher la  formation d’antiferromagnétisme (puisque le singulet a un spin total S=0), et 
(ii) la résonance induite par la somme sur tous  les  pavages devrait interdire la  cristalli-
2
b
Cu1
J
2D
J
1D
J
i2Ji1
Cu2
a
c
FIG. 1. Crystal structure of CuP2O6 (left) and the relevant magnetic model (right). Note two different Cu positions that form planar 2D units
in the bc plane (Cu1, green), and buckled chains stretched along the c direction (Cu2, brown). For details of the Cu1 and Cu2 sublattices see
Figs. 9 and 8, respectively. Weak couplings J
i1 (thin solid line) and Ji2 (dotted line) are leading interactions between the sublattices. Crystal
structures are visualized using the VESTA software.13
of magnetism and magnetic order in this compound is avail-
able. While magnetic susceptibility and electron spin reso-
nance (ESR) show signatures of a magnetic transition around
8 K, a neutron diffraction experiment failed to detect any ag-
netic reflections below this temperature.14 In the following,
we report a combined experimental and computational study
of CuP2O6. In contrast to previous studies that focused only
on phenomenological aspects of this material, we provide a
detailed microscopic scenario of CuP2O6 and establish the
combination of 1D and 2D magnetism taking place on dif-
ferent energy scales, thus leading to a magnetic ordering tran-
sition around 8 K with a remarkably low TN/J ' 0.2. We
argue that the coupling of 2D sublattices through the 1D sub-
lattices is responsible for this effect.
II. METHODOLOGY
Polycrystalline samples of CuP2O6 were prepared by
the conventional solid-state reaction technique using CuO
(Aldrich, 99.999%) and NH4H2PO4 (Aldrich, 99.999%) as
starting materials.16 The stoichiometric mixtures were ground
and fired at 400 C for 24 h. The product was not uniform
in color. The sample was given subsequent firings at 450 C
and 500 C for 24 h each. Phase purity of the samples were
checked using powder x-ray diffraction (PANalytical) with
CuK↵ radiation (λ = 1.54060 Å). Powder x-ray diffraction
was don after each firing. At 450 C, a single-phase sam-
ple was obtained. The firing at 500 C resulted in an impu-
rity phase of Cu2P2O7. Therefore, all our measurements were
done on the 450 C sample.
The magnetic susceptibility (χ) was measured as a function
of temperature (1.8 K  T  380 K) and at different ap-
plied magnetic fields (H). Zero-field-cooled (ZFC) and field-
cooled (FC) magnetic susceptibility was measured at an ap-
plied field of 100 Oe and at low temperatures. Magnetization
isotherms (M vs. H) were also measured at T = 1.8− 2.0 K
while both increasing and decreasing fields. All these mag-
netic measurements were performed using a SQUID magne-
tometer (Quantum Design MPMS) and the vibrating sample
magnetometer option of a Quantum Design PPMS. Our con-
tinuous attempts to measure the heat capacity failed due to
difficulties in making a hard sintered pellet. High-field data
were collected using a pulsed magnet installed at the Dresden
High Magnetic Field Laboratory. Details of the experimental
procedure can be found elsewhere.17
The ESR measurements were carried out with a commercial
ESR spectrometer at the X-band frequency (9.4 GHz) in the
4.2− 300 K temperature range.
The magnetic couplings in CuP2O6 were evaluated by
density-functional (DFT) band-structure calculations per-
formed in the FPLO9.01-3718 and VASP5.219 codes. The
local density approximation (LDA)20 a d generalized gradient
approximation (GGA)21 of the exchange-correlation potential
were used. In addition to model analysis on top of the LDA
band structure, we calculated isotropic exchange couplings
and magnetic anisotropy parameters using GGA+U calcula-
tions with the on-site Coulomb repulsion Ud = 8.5 eV, on-
site Hund’s exchange Jd = 1 eV, and the double-counting
correction obtained in the atomic limit.22–24 The mean-field
GGA+U procedure provides a reasonable correction for ef-
fects of strong correlations in the Cu 3d shell, and facilitates
a precise evaluation of the magnetic couplings. We estimate
parameters of the following spin Hamiltonian:
H =
X
ij
(JijSi ·Sj +Dij ·Si⇥Sj + Si · ij ·Sj) , (3)
where the summ tions are over all interacting pairs of spins
Si and Sj , Jij is the isotropic (Heisenberg) exchange cou-
pling, Dij is the antisymmetric Dzyaloshinsky-Moriya inter-
action, and ij is the symmetric and traceless portion of the
anisotropy. Details of the computational procedure are de-
scribed in Sec. III C, see also Refs. 25 and 26.
Thermodynamic properties were evaluated by quantum
Monte-Carlo (QMC) simulations with the loop27 and
dirloop_sse28 algorithms implemented in the ALPS sim-
ulation package.29 The simulations for CuP2O6 were per-
formed on 3D L⇥L⇥L/8 finite lattices with periodic bound-
ary conditions and L up to 32. Additionally, properties of in-
dividual 1D and 2D units were calculated for low-dimensionalAn ld scenario 
‣ Anderson’s Resona ing Valence Bond picture
| RVB = + + + . . .
‣ Idea
• Short-rang  singlets 
will favor short-range spin order
• Reso ances 
will avoid cristalllization of singlets (and other types of long-range order)
=
1⇧
2
|⇥⇤⌅ − |⇤⇥⌅
| RVBi =
X
c
|ci
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Fig. 67 Exemple d’un pavage 
du réseau carré par des singulets 
à deux sites aux plus proches 
voisins.
126                
cela, considérons la généralisation à la symé-
trie SU(N) de la fonction d’onde | NNVBi 
(un singulet à deux sites SU(N) s’écrit 
|'i = 1p
N
(N1)/2X
m=(1 N)/2
(−)m (N 1)/2|mi ⌦ |−mi).
Toute fonction de corrélation peut s’écrire dans 
un formalisme de gaz de boucles obtenues en su-
perposant deux pavages de dimères, avec une fu-
gacité 2N par boucle provenant du recouvrement 
entre singulets14 [SutherlaNd88]. Dans la limite 
N ! 1, les deux pavages doivent être identiques, 
afin de maximiser le nombre de boucles, et on a 
simplement un problème constitué par deux pa-
vages de dimères « classiques », dont les corréla-
tions dimère-dimère décroissent avec un exposant 
↵d = 2. En faisant une expansion systématique en 
1/N autour de cette limite, damle et al. [damle12] 
montrent que le problème de la fonction | NNVBi 
avec symétrie SU(N) peut s’exprimer comme 
celui d’un problème de dimères classiques en in-
teraction. Les premiers termes dans l’expansion 
(correspondant aux premières boucles de taille 4) 
correspondent précisément à l’interaction attractive entre dimères d’une même plaquette 
étudiée dans les Chapitre II et Chapitre III ! On peut alors exporter la phase critique haute 
température (avec une exposant de dimères variant continûment) à la fonction | NNVBi 
avec symétrie SU(N). L’accord entre ce développement à grand N est très bon, même pour 
N=2 pour laquelle cette théorie prédit pour les corrélations dimère-dimères quantiques 
une décroissance algébrique avec un exposant 1.22, très proche du résultat des simula-
tions numériques directes. Ce développement devient encore meilleur pour des valeurs plus 
grandes de N (étudiées numériquement dans la Réf. [StephaN13]), et a été également formulé 
sur le réseau hexagonal [patil14]. 
La fonction d’onde RVB hérite donc des propriétés critiques des pavages de dimères sur les 
réseaux bidimensionnels bipartites. Pour des réseaux bidimensionnels non bipartites (trian-
gulaire, kagome), il a été par contre montré [Wildeboer12,yaNg12,Schuch12] que la fonction 
RVB aux plus proches voisins était bien un liquide de spins (de type Z2), comme on pouvait 
s’en douter connaissant la physique des pavages de dimères non bipartites. 
•	 Fonction	d’onde	RVB	sur	les	réseaux	3d	bipartites
 J’ai par la suite montré en collaboration avec F. alBuquerque et r. moessner que la 
situation devenait encore plus surprenante [albuquerque12] lorsqu’on considérait la même 
fonction d’onde sur un réseau 3d, tel que le réseau cubique simple. Nos résultats Monte 
Carlo montrent très clairement (voir Fig. 69) que toutes les intuitions développées sur cette 
fonction d’onde tombent à l’eau en trois dimensions : la fonction d’onde | NNVBi présente 
de l’ordre antiferromagnétique à longue portée, ce qui est contre-intuitif. De plus, les fonc-
tions de corrélations « dimère-dimère » sont dipolaires,  décroissant avec la distance comme 
14 Le facteur 2 vient du fait qu’une boucle peut être obtenue de deux façons différentes, sauf  pour les 
boucles de taille deux qui ont simplement une fugacité N
sation des singulets en un état ordonné. Un modèle stabilisant cette fonction d’onde dans  son fondamental de-
vrait alors présenter un gap dans son spectre à la fois pour les états magnétiques S≥1 et non magnétiques S=0.
J’ai revisité ce point de vue avec F. Albuquerque (postdoc au LPT), en calculant par Monte Carlo les corrélations 
à deux et à  quatre spins  dans la  fonction d’onde | RVBi  sur le réseau carré. Nous  retrouvons  effectivement le 
premier résultat intuitif, à savoir une longueur de corrélation antiferromagnétique finie et faible ⇠ ' 1.35 . La 
surprise vient de la  fonction de corrélation à quatre spins (dite «dimère-dimère») h(Si · Sj)(Sk · Sl)i  lorsque les 
spins  i,j et k,l sont voisins deux à deux. Dans ce cas, nous trouvons une décroissance algébrique (avec un 
exposant 1.15 proche de l’unité) en fonction de la distance entre paires  : il s’agit 
d’u  quasi-ordre  singulets, ce qui est tout à fait inattendu. Ceci peut 
s’observer sur la  figure ci-contre, qui présente cette fonction de corrélation 
multipliée par la  loi de puissance de façon graphique (avec i,j le lien de référence 
en noir). Nous avons  exhibé ainsi un nouveau type de liquide de spins, qui 
présente à la fois un gap de spin (puisqu’il n’y a  pas d’ordre 
antiferromagnétique à longue portée), mais sans  gap pour les  excitations non-
magnétiques. Nos  résultats  ont bien été reçus  par la communauté, et ont été 
confirmés par un autre groupe dans une étude quasi-simultanée5. 
J’ai par la suite montré en collaboration avec F. Albuquerque et R. 
Moessner (MPIPKS Dresde) que la  situatio  devenait encore pl s 
surprenante lorsqu’on considérait la  même fonction d’onde sur un réseau 
3d, tel que le réseau cubique simple. Nos résultats  Monte Carlo montrent 
très clairement que toutes les intuitions développées  sur cette fonction 
d’onde tombent à l’eau en trois dimensions  : la  fonction d’onde RVB 
présente de l’ordre antiferromagnétique à longue portée, ce qui est contre-
int itif. De plus, les  fonctions  de corrélati n  «dimère-dimère» sont 
dipolaires  (cf figure),  décroissant avec la distance r comme 
(3 cos2(✓) 1)/r3  ! Nous sommes en présence d’un état exotique de la 
matière, qui est difficile à classifier car présentant à  la  fois  les  aspects  d’un 
antiferromagnétique mais  aussi d’u e phase de Coulomb, comme celle 
rencontrée dans  les glaces  de spin. À noter que les  simulations  sont 
difficiles ici : il s’agit après tout d’un traitement exact de systèmes quantiques possédant jusqu’à 643 spins 1/2.
En résumé, ces deux travaux ont indiqué à  la  communauté que les  fonctions  d’onde RVB sur réseau bipartite 
révèlent une physique riche et inattendue, et qu’en particulier qu’elles sont très loin d’être des états  liquides  de 
spins «génériques» comme envisagé jusque-là. 
États RVB à longue portée et rdr  antiferromagné ique 
J’ai effectué une autre avancé  dans la compréh nsion des  propriétés des phases  décrites par les  fonctions 
RVB. Alors qu’en une ou deux dimensions, les fonctions  d’onde RVB avec des  singulets  à courte portée ne 
présentent pas d’ordre magnétique (mais une phase liquide de spins), il est connu depuis  les travaux de Liang, 
D uçot et Anderson4 qu  es  singulets  à  longue p rtée (par exemple avec une probabilité P (r)  décroissant en 
loi de puissance suffisamment faible) peuvent décrire une mise en ordre antiferromagnétique. Ceci est très 
raisonnable, puisque toute fonction d’onde singulet peut s’écrire comme une combinaison linéaire d’états  RVB -- 
et donc une fonction d’onde présentant de l’ordre de Néel aussi. 
system sizes L and b L=128 and w= 0,0, 1,0, 0,1, and
1,1. Results are consistent with power-law decay,
C
ijklr−, as conjectured in Refs. 18 and 30. Fitting the data
in Fig. 4b we arrive at =1.164. Although small devia-
tions from algebraic behavior are seen for large distances in
Figs. 4a–4c, the value of r at which they start to occur
increases linearly wi h L no show  and we hus conclude
that this “upturn” in Figs. 4a–4c is merely a finite-size
effect.
We analyze the spatial modulat ons for correlations and in
Fig. 4c we plot Cijklr and C
ijklr for L=128 and
w= 0,1. By, respectively, dividing Cijklr, C
ijklr by the
phase factors cosQxdx, sinQxdx dx=0 along the
antinodal line for C
ijklr highlighted in Fig. 3c and
Q= 2L 1,0 in this case, we notice that all curves collapse,
confirming that C
ijklr and C
ijklr decay with the same ex-
ponent and are indeed modulated according to the phase fac-
tors cosQ ·r and sinQ ·r with Q= 2L wy ,wx.
Subleading corrections to the scaling exponent can be ob-
tained by analyzing C
ijkl in the w= 0,0 sector see Fig.
3a. Data for C
ijkl are plotted as a function of r in Fig. 4d,
for L=128 and w= 0,0. A fit yields =2.535 for the
subleading exponent.
Finally, we address the point of what specific type of
quasi-long-range dimer order is encoded in Eq. 1. In doing
so, we analyze the dimer order parameter D defined by
D=N
−1r−1rSr ·Sr+e. Due to the absence of long-range
order, D is expected to vanish when L→. However, in-
formation concerning the symmetry of the quasi-ordered
state is obtainable by analyzing the angular dependence on
=arctanDy /Dx in the histogram PDx ,Dy for occur-
rences of Dx and Dy in the simulations. In Fig. 5 we plot
PDx ,Dy for L=96 and w= 0,0. Commonly observed
VBCs on the square lattice, “columnar” and “plaquette”
states for a detailed account see Ref. 21, would display,
respectively, peaks located at = 0,  /2, and 
=  /4, 3 /4. However, no angular structure is evident
in Fig. 5 and data are in favor of a continuous U1 symme-
try, a priori different from the U1 symmetry associated to
topological degeneracy.
In conclusion, we have investigated NN-VB wave func-
tions on the square lattice Eq. 1, characterized by winding
numbers w, by performing MC simulations. We confirm ear-
lier findings in favor of short-ranged spin order17,31 and,
(b) - w = (1, 0)(a) - w = (0, 0)
(d) - w = (1, 1)(c) - w = (0, 1)
FIG. 3. Color online MC results for rCijkl, for L=16 PBC
and indicated w. In all panels, the reference bond is indicated by a
thick-black line and th thickness of the remai ing ones is propor-
tional to rCijkl: blue pale-red lines indicate positive negative
values. Lines along which C
ijkl is strongest are indicated by black
circles.
w
w
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FIG. 4. Color online MC results for Cijkl as a function of
distance. a Longitudinal correlations C
ijkl for w= 0,0 and vari-
ous system sizes. b C
ijkl along zero-phase antinodal directions
filled circles in Fig. 3 for L=128 and w= 0,0, 1,0, 0,1, and
1,1. c C
ijklr /cosQ ·r and C
ijklr /sinQ ·r for w= 0,1 and
L=128 data separated from a nodal line by a parallel displacement
dx8 are excluded. d Absolute value of transverse correlations
C
ijkl for w= 0,0 and L=128, along the line highlighted in Fig.
3a. In a–c the line indicates our best fit yielding the exponent
=1.164 and in d the fit yielding =2.535.
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FIG. 5. Color online Histogram PDx ,Dy for L=96 and
w= 0,0.
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FIG. 3. (Color online) Probability P (l) of observing a loop of length
l in the transition graph between two NN-VB states when sampling
the function Eq. (1) on th cubic lattic , for various system sizes
L. Two regimes can be distinguished for short and long loops with
power-law decays with, respectively, best-fit exponents α = 2.51(2)
and β = 1.07(4) (lines), in agreement [36] with the scaling found in
Ref. [21] for a spin ice system. Error bars are smaller han symbols.
exponents characteristic of random walks [21]. The naive ex-
pectation for the statistics of the ont ivial loops in the tran-
sition graph gen rated by th superposition of different VB
coverings would be that of a self-avoiding but otherwise ran-
dom walk. Random due to the fact that correlations between
VBs in the same ov ring decay quickly (like r−3), and self-
avoidi because the loops cannot self-intersect. However, as
it is also the case for dense polymer soluti ns [37], the need
to avoid all the other loops in the transition graph counterbal-
ances self-av idance, with the net effect f producing expo-
nents characteristic of the Brownian random walk.
We finally remark that the long-range tail of P (l), slowly
falling as ∼ l−1, ensures long-range AF correlations [32] and
is caused by winding loops in the transition graphs.
Four-Spin Correlations — We proceed now to the charac-
terization of ‘dimer-dimer” four-spin connected correlations,
Cijkl = ⟨(Si · Sj)(Sk · Sl)⟩ − ⟨Si · Sj⟩⟨Sk · Sl⟩ , (4)
where each pair of indexes i, j and k, l denote NN sites
(dimers). Anticipating the dipolar structure of these corre-
lators, we evaluate r3σCijkl [9], where r is the distance be-
tween dimers and σ = +1 (−1) if the sites i and k lie on the
same (different) sublattice(s), along selected directions high-
lighted in Fig. 1.
For the NN-VB wave function on the cubic lattice, we plot
r3σCijkl versus r for L = 64 in Fig. 4(a), along the same
directions [parallel to the vectors ea=0,1,2,3 in Fig. 1(a)] con-
sidered in the analysis of classical dimers in Ref. 9. Curves for
all directions tend to saturate, evidencing a dipolar structure
Ca(r) =
3 cos2(θa)− 1
Kr3
, (5)
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FIG. 4. (Color online) Four-point connected correlations [Eq. (4)]
for the NN-VB state on the cubic lattice, multiplied by the sublattice
sign factor σ and the cube of the distance between dimers, r3, for:
(a) L = 64 and specified directions and (b) v rious system siz s and
fixed dir ction 0 [special directions are highlighted in Fig. 1(a)]. In
both panels, symbols indicate data from MC simulations, and lines
correspond to fi ite size expression Eq. (6).
where K is a constant and θa is the angle between the ref-
erence dimer long e0 and ea=0,1,2,3. Finite-size effects are
ac ounted for by the lattice sum expression derived i Ref. 9:
σCijkl =
1
KL3
⎡
⎣1 +
�
k ̸=0
2− cos ky − cos kz
3−
�
i cos ki
eik·r
⎤
⎦ , (6)
where ki=x,y,z are th reciprocal vectors of the simple cubic
lattice. Finite size results obtained from Eq. (6), with the sin-
gle a justable parameter set o K = 13.0(5), are depicted as
solid lines in Fig. 4 and are in excellent agreement with the
MC data (symbols) for all system sizes and directions, further
establishing the dipolar structure of four-spin correlations for
Eq. (1) on the cubic lattice.
We have also computed r3σCijkl for Eq. (1) on the dia-
mond lattice, along the directions ea (a = 0, 1, 2) indicated
in Fig. 1(b). Fig. 5(a) shows that, similarly to what happens
in the case of the cubic lattice, four-point correlations are also
consistent with a dipolar structure [Eq. (5)] for the diamond
lattice, although finite size effects are stronger and satura-
tion at large r less evident; specially along e0, as shown in
Fig. 5(b). We have also performed MC simulations for clas-
sical dimers on the same geometry, using the algorithm of
Ref. 38, and find an essentially identical, and equally strong,
finite size dependence for dimer-dimer correlations also in this
case [filled symbols in Fig. 5(a)]. We have not been able to de-
rive a finite-size expression similar to Eq. (6) for the diamond
lattice, even though we suspect this is possible.
Discussion — In conclusion, large-scale MC simulations
of NN-VB wave functions on the cubic and diamond lat-
tices have allowed us to obtain (numerically) exact results
for such quantum states, a rare situation for quantum mag-
netism in 3d. Remarkably, despite of the fact that NN-VB
states were originally introduced to mimic spin liquid states
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Fig. 68 Représentation spatiale de la fonc-
tion de corrélation « dimère-dimère » multi-
pliée par la distance r à un dimère de réfé-
rence (en noir), pour la fonction | NNVBi sur 
le réseau carré. L’intensité de la corrélation est 
indiquée par l’épaisseur du trait, sa couleur 
indiquant le signe. Ce résultat indique un qua-
si-ordre colonnaire de dimères, avec une loi de 
puissance proche de l’unité.
127 
l’Éq. (21) ! Nous sommes en présence d’un état exotique de la matière, qui est difficile à 
classifier car présentant à la fois les aspects d’un antiferromagnétique mais aussi d’une 
phase de Coulomb, comme celle discutée dans le Chapitre V. Encore une fois, la fonction 
| NNVBi hérite des propriétés des pavages de dimères en 3d, mais y rajoute cette fois-ci une 
propriété intrinsèque propre de mise en ordre de la fonction de corrélation à deux points. 
En résumé, les travaux des Réfs. [albuquerque10b, albuquerque12] ont indiqué que les fonc-
tions d’onde RVB sur réseaux bipartites révèlent une physique riche et inattendue, et qu’en 
particulier qu’elles sont très loin d’être des états liquide de spins « génériques » comme 
envisagé jusque-là.
États Liens de valence et ordre antiferromagnétique à longue portée [SchWaNdt14] 
J’ai effectué une autre avancée dans la compréhension des propriétés des phases décrites 
par les fonctions RVB. Alors qu’en une ou deux dimensions, les fonctions d’onde RVB 
avec des singulets à courte portée ne présentent pas d’ordre magnétique (mais une phase 
liquide de spins), il est connu depuis les travaux de lianG, douçot et anderson [liaNg88] 
que des singulets à longue portée (par exemple avec une probabilité P (r) décroissant en loi 
de puissance suffisamment faible) peuvent décrire une mise en ordre antiferromagnétique. 
Ceci est très raisonnable, puisque toute fonction d’onde singulet peut s’écrire comme une 
combinaison linéaire d’états liens de valence et donc aussi une fonction d’onde présentant 
de l’ordre de Néel. 
Avec d. schwandt et m. oshiKawa, nous avons pu aller plus loin en répondant à la ques-
tion inverse [SchWaNdt14] : quelle est la portée des liens de valence pour le modèle de Hei-
senberg S=1/2 (le modèle prototype de l’antiferromagnétisme quantique) sur un réseau 
non frustré ? Les calculs Monte Carlo quantique que nous avons effectués et les calculs 
analytiques (bosonisation et modèle  non linéaire) de m. oshiKawa indiquent que la pro-
babilité d’avoir un lien de valence à la distance r décroît comme P (r) ⇠ r (d+1) où d est 
la dimension du système (voir Fig. 70). Ces résultats justifient de façon rigoureuse ce qui 
sation des singulets en un état ordonné. Un modèle stabilisant cette fonction d’onde dans  son fondamental de-
vrait alors présenter un gap dans son spectre à la fois pour les états magnétiques S≥1 et non magnétiques S=0.
J’ai revisité ce point de vue avec F. Albuquerque (postdoc au LPT), en calculant par Monte Carlo les corrélations 
à deux et à  quatre spins  dans la  fonction d’onde | RVBi  sur le réseau carré. Nous  retrouvons  effectivement le 
premier résultat intuitif, à savoir une longueur de corrélation antiferromagnétique finie et faible ⇠ ' 1.35 . La 
surprise vient de la  fonction de corrélation à quatre spins (dite «dimère-dimère») h(Si · Sj)(Sk · Sl)i  lorsque les 
spins  i,j et k,l sont voisins deux à deux. Dans ce cas, nous trouvons une décroissance algébrique (avec un 
exposant 1.15 proche de l’unité) en fonction de la distance entre paires  : il s’agit 
d’un quasi-ordre de singulets, ce qui est tout à fait inattendu. Ceci peut 
s’observer sur la  figure ci-contre, qui présente cette fonction de corrélation 
multipliée par la  loi de puissance de façon graphique (avec i,j le lien de référence 
en noir). Nous avons  exhibé ainsi un nouveau type de liquide de spins, qui 
présente à la fois un gap de spin (puisqu’il n’y a  pas d’ordre 
antiferromagnétique à longue portée), mais  sans  gap pour les  excitations non-
magnétiques. Nos  résultats  ont bien été reçus  par la communauté, et ont été 
confirmés par un autre groupe dans une étude quasi-simultanée5. 
J’ai par la suite montré en collaboration avec F. Albuquerque et R. 
Moessner (MPIPKS Dresde) que la  situation devenait encore plus 
surprenante lorsqu’on considérait la  même fonction d’onde sur un réseau 
3d, tel que le réseau cubique simple. Nos résultats  Monte Carlo montrent 
très clairement que toutes les intuitions développées  sur cette fonction 
d’onde tombent à l’eau en trois dimensions  : la  fonction d’onde RVB 
présente de l’ordre antiferromagnétique à longue portée, ce qui est contre-
intuitif. De plus, les  fonctions  de corrélations  «dimère-dimère» sont 
dipolaires  (cf figure),  décroissant avec la distance r comme 
(3 cos2(✓) 1)/r3  ! Nous sommes en présence d’un état exotique de la 
matière, qui est difficile à classifier car présentant à  la  fois  les  aspects  d’un 
antiferromagnétique mais  aussi d’une phase de Coulomb, comme celle 
rencontrée dans  les glaces  de spin. À noter que les  simulations  sont 
difficiles ici : il s’agit après tout d’un traitement exact de systèmes quantiques possédant jusqu’à 643 spins 1/2.
En résumé, ces deux travaux ont indiqué à  la  communauté que les  fonctions  d’onde RVB sur réseau bipartite 
révèlent une physique riche et inattendue, et qu’en particulier qu’elles sont très loin d’être des états  liquides  de 
spins «génériques» comme envisagé jusque-là. 
États RVB à longue portée et ordre antiferromagnétique 
J’ai effectué une autre avancée dans la compréhension des  propriétés des phases  décrites par les  fonctions 
RVB. Alors qu’en une ou deux dimensions, les fonctions  d’onde RVB avec des  singulets  à courte portée ne 
présentent pas d’ordre magnétique (mais une phase liquide de spins), il est connu depuis  les travaux de Liang, 
Douçot et Anderson4 que des  singulets  à  longue portée (par exemple avec une probabilité P (r)  décroissant en 
loi de puissance suffisamment faible) peuvent décrire une mise en ordre antif rromagnétique. Ceci st très 
raisonnable, puisque toute fonction d’onde singulet peut s’écrire comme une combinaison linéaire d’états  RVB -- 
et donc une fonction d’onde présentant de l’ordre de Néel aussi. 
system sizes L and b L=128 and w= 0,0, 1,0, 0,1, and
1,1. Results are consistent with power-law decay,
C
ijklr−, as conjectured in Refs. 18 and 30. Fitting the data
in Fig. 4b we arrive at =1.164. Although small devia-
tions from algebraic behavior are seen for large distances in
Figs. 4a–4c, the value of r at which they start to occur
increases linearly with L not shown and we thus conclude
that this “upturn” in Figs. 4a–4c is merely a finite-size
effect.
We analyze the spatial modulations for correlations and in
Fig. 4c we plot Cijklr and C
ijklr for L=128 and
w= 0,1. By, respectively, dividing Cijklr, C
ijklr by the
phase factors cosQxdx, sinQxdx dx=0 along the
antinodal line for C
ijklr highlighted in Fig. 3c and
Q= 2L 1,0 in this case, we notice that all curves collapse,
confirming that C
ijklr and C
ijklr decay with the same ex-
ponent and are indeed modulated according to the phase fac-
tors cosQ ·r and sinQ ·r with Q= 2L wy ,wx.
Subleading corrections to the scaling exponent can be ob-
tained by analyzing C
ijkl in the w= 0,0 sector see Fig.
3a. Data for C
ijkl are plotted as a function of r in Fig. 4d,
for L=128 and w= 0,0. A fit yields =2.535 for the
subleading exponent.
Finally, we address the point of what specific type of
quasi-long-range dimer order is encoded in Eq. 1. In doing
so, we analyze the dimer order parameter D defined by
D=N
−1r−1rSr ·Sr+e. Due to the absence of long-range
order, D is expected to vanish when L→. However, in-
formation concerning the symmetry of the quasi-ordered
state is obtainable by analyzing the angular dependence on
=arctanDy /Dx in the histogram PDx ,Dy for occur-
rences of Dx and Dy in the simulations. In Fig. 5 we plot
PDx ,Dy for L=96 and w= 0,0. Commonly observed
VBCs on the square lattic , “columnar” and “plaquette”
states for a detailed account see Ref. 21, would display,
respectively, peaks located at = 0,  /2, and 
=  /4, 3 /4. However, no angular structure is evident
in Fig. 5 and data are in favor of a continuous U1 symme-
try, a priori different from the U1 symmetry associated to
topological degeneracy.
In conclusion, we have investigated NN-VB wave func-
tions on the square lattice Eq. 1, characterized by winding
numbers w, by performing MC simulations. We confirm ear-
lier findings in favor of short-ranged spin order17,31 and,
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(d) - w = (1, 1)(c) - w = (0, 1)
FIG. 3. Color online MC results for rCijkl, for L=16 PBC
and indicated w. In all panels, the reference bond is indicated by a
thick-black line and the thickness of the remaining ones is propor-
tional to rCijkl: blue pale-red lines indicate positive negative
values. Lines along which C
ijkl is strongest are indicated by black
circles.
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FIG. 4. Color online MC results for Cijkl as a function of
distance. a Longitudinal correlations C
ijkl for w= 0,0 and vari-
ous system sizes. b C
ijkl along zero-phase antinodal directions
filled circles in Fig. 3 for L=128 and w= 0,0, 1,0, 0,1, and
1,1. c C
ijklr /cosQ ·r and C
ijklr /sinQ ·r for w= 0,1 and
L=128 data separated from a nodal line by a parallel displacement
dx8 are excluded. d Absolute value of transverse correlations
C
ijkl for w= 0,0 and L=128, along the line highlighted in Fig.
3a. In a–c the line indicates our best fit yielding the exponent
=1.164 and in d the fit yielding =2.535.
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FIG. 5. Color online Histogram PDx ,Dy for L=96 and
w= 0,0.
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FIG. 3. (Color online) Probability P (l) of observing a loop of length
l in the transition graph between two NN-VB states when sampling
the function Eq. (1) on th cubic lattic , for various system sizes
L. Two regimes can be distinguished for short and long loops with
power-law decays with, respectively, best-fit exponents α = 2.51(2)
and β = 1.07(4) (lines), in agreement [36] with the scaling found in
Ref. [21] for a spin ice system. Error bars are smaller han symbols.
exponents characteristic of random walks [21]. The naive ex-
pectation for the statistics of the ont ivial loops in the tran-
sition graph gen rated by th superposition of different VB
coverings would be that of a self-avoiding but otherwise ran-
dom walk. Random due to the fact that correlations between
VBs in the same ov ring decay quickly (like r−3), and self-
avoidi because the loops cannot self-intersect. However, as
it is also the case for dense polymer soluti ns [37], the need
to avoid all the other loops in the transition graph counterbal-
ances self-av idance, with the net effect f producing expo-
nents characteristic of the Brownian random walk.
We finally remark that the long-range tail of P (l), slowly
falling as ∼ l−1, ensures long-range AF correlations [32] and
is caused by winding loops in the transition graphs.
Four-Spin Correlations — We proceed now to the charac-
terization of ‘dimer-dimer” four-spin connected correlati s,
Cijkl = ⟨(Si · Sj)(Sk · Sl)⟩ − ⟨Si · Sj⟩⟨Sk · Sl⟩ , (4)
where each pair of indexes i, j and k, l denote NN sites
(dimers). Anticipating the dipolar structure of these corre-
lators, we evaluate r3σCijkl [9], where r is the distance be-
tween dimers and σ = +1 (−1) if the sites i and k lie on the
same (different) sublattice(s), along selected directions high-
lighted in Fig. 1.
For the NN-VB wave function on the cubic lattice, we plot
r3σCijkl versus r for L = 64 in Fig. 4(a), along the same
directions [parallel to the vectors ea=0,1,2,3 in Fig. 1(a)] con-
sidered in the analysis of classical dimers in Ref. 9. Curves for
all directions tend to saturate, evidencing a dipolar structure
Ca(r) =
3 cos2(θa)− 1
Kr3
, (5)
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FIG. 4. (Color online) Four-point connected correlations [Eq. (4)]
for the NN-VB state on the cubic lattice, multiplied by the sublattice
sign factor σ and the cube of the distance between dimers, r3, for:
(a) L = 64 and specified directions and (b) v rious system siz s and
fixed dir ction 0 [special directions are highlighted in Fig. 1(a)]. In
both panels, symbols indicate data from MC simulations, and lines
correspond to fi ite size expression Eq. (6).
whe e K is a const nt and θa is the angle between the ref-
rence dimer long e0 and ea=0,1,2,3. Finite-s ze ffects are
ac ounted for by the lattice sum expression derived i Ref. 9:
σCijkl =
1
KL3
⎡
⎣1 +
�
k ̸=0
2− cos ky − cos kz
3−
�
i cos ki
eik·r
⎤
⎦ , (6)
where ki=x,y,z are th reciprocal vectors of the simple cubic
lattice. Finite size results obtained from Eq. (6), with the sin-
gle a justable parameter set o K = 13.0(5), are depicted as
solid lines in Fig. 4 and are in excellent agreement with the
MC data (symbols) for all system sizes and directions, further
establishing the dipolar structure of four-spin correlations for
Eq. (1) on the cubic lattice.
We have also computed r3σCijkl for Eq. (1) on the dia-
mond lattice, along the directions ea (a = 0, 1, 2) indicated
in Fig. 1(b). Fig. 5(a) shows that, similarly to what happens
in the case of the cubic lattice, four-point correlations are also
consistent with a dipolar structure [Eq. (5)] for the diamond
lattice, although finite size effects are stronger and satura-
tion at large r less evident; specially along e0, as shown in
Fig. 5(b). We have also performed MC simulations for clas-
sical dimers on the same geometry, using the algorithm of
Ref. 38, and find an essentially identical, and equally strong,
finite size dependence for dimer-dimer correlations also in this
case [filled symbols in Fig. 5(a)]. We have not been able to de-
rive a finite-size expression similar to Eq. (6) for the diamond
lattice, even though we suspect this is possible.
Discussion — In conclusion, large-scale MC simulations
of NN-VB wave functions on the cubic and diamond lat-
tices have allowed us to obtain (numerically) exact results
for such quantum states, a rare situation for quantum mag-
netism in 3d. Remarkably, despite of the fact that NN-VB
states were originally introduced to mimic spin liquid states
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Fig. 69 La fonction | NNVBi présente sur les réseaux bipartite  3d à la f is un o dre antiferromagnétique à 
longue portée (panneau de droite, où le paramètre d’ordre tend vers une valeur finie à la limite thermodyna-
mique) et de l’ordre dipolaire dans la fonction de corrélation dimère-dimère (panneau de gauche où l’on note 
la similitude totale avec la Fig. 32).
128                
avait été observé numériquement [SaNdviK05] et retrouvé par une approche champ moyen 
[beach09b]. De plus, nous avons pu montré qu’en 1d, il existait une corrélation entre les 
liens de valence (P (r, r0) 6= P (r)P (r0)) alors qu’en plus hautes dimensions, les corrélations 
disparaissent. Ceci constitue la première justification exacte de l’ansatz proposé dans la Réf. 
[liaNg88]. En outre, nos résultats sont très utiles pour construire des fonctions d’onde varia-
tionnelles à la RVB (très fréquentes pour décrire les systèmes frustrés) si celles-ci doivent 
décrire une mise en ordre antiferromagnétique. 
Entropie de liens de valence [alet07,alet10] 
•	 Définition	et	premiers	résultats
La notion d’intrication quantique propose une nouvelle façon d’appréhender les effets des 
corrélations fortes ainsi que la nature des phases à basse température pour les systèmes 
de matière condensée [amico08,calabreSe09]. J’ai montré [alet07] (en collaboration avec s. 
capponi, n. laFlorencie et m. mamBrini) comment l’intrication présente dans certains 
systèmes antiferromagnétiques pouvait être étudiée dans le cadre de la physique RVB, avec 
la notion d’entropie de liens de valence.
Quand un système quantique est divisée en deux parties A et B, l’intrication entre ces deux 
sous-systèmes peut être mesurée à l’aide de l’entropie de von Neumann S = Tr⇢A ln ⇢A 
où ⇢A est la matrice densité réduite au sous-système A. Pour deux spins 1/2 formant 
un singulet 1/
p
2(|"#i − |#"i), et si l’on considère chaque spin comme un sous-système, 
l’entropie de von Neumann vaut simplement ln(2). En quelque sorte, le singulet est l’unité 
naturelle de l’intrication.
L’idée que nous avons développée est basée sur le fait que le fondamental de tout système 
antiferromagnétique SU(2) peut s’écrire comme une combinaison linéaire d’états Liens de 
Valence composés de singulets à deux sites, tel que celui de la Fig. 71. Une mesure naturelle 
et notamment très géométrique de l’intrication est alors constituée par le nombre moyen 
de singulets croisant la frontière entre les deux sous-systèmes (multiplié par ln(2), l’entro-
pie d’un singulet). Cette entropie, appelée entropie de lien de valence et dénotée SVB, peut être 
calculée grâce aux algorithmes Monte Carlo quantique dans la base liens de valence [SaNd-
Avec mon ancien étudiant en thèse D. Schwandt et 
M. Oshikawa (ISSP Tokyo), nous  avons pu aller plus 
loin en répondant à la question inverse : quelle est la 
portée des  liens de valence pour le modèle de 
Heisenberg S=1/2 sur un réseau non frustré (le 
modèle prototype de l’antiferromagnétisme 
quantique) ? Les calculs  Monte Carlo quantique que 
nous avons  effectués et les calculs  analytiques 
(bosonisation et modèle sigma non-linéaire) de M. 
Oshikawa indiquent que la probabilité d’avoir un lien 
de valence à la  distance r décroît comme 
P (r) ⇠ r (d+1)  où d est la dimension du système 
(voir figure pour d=2). De plus, nous  avons  pu montré qu’en 1d, il existait une corrélation entre les liens  de 
valence (P (r, r0) 6= P (r)P (r0))  alors qu’en plus haute dimension, les corrélations  disparaissent. Ceci constitue la 
première justification exacte de l’ansatz proposé par Liang, Douçot et Anderson. En outre, nos résultats  sont très 
utiles pour construire des fonctions  d’onde variationnelles  à la RVB  (très fréquentes  pour décrire les  systèmes 
frustrés) si celles-ci doivent décrire une mise en ordre antiferromagnétique. 
Publications  liées : Phys. Rev. B  82, 180408(R) (2010); Phys. Rev. Lett. 109, 147204 (2012); Phys. Rev. B  89, 
104416 (2014)
Thème 3 : Points critiques quantiques déconfinés
Durant la  période de référence, j’ai étudié en détail une transition de phase non-conventionnelle à température 
nulle dans  des  modèles de magnétisme quantique présentant des interactions  en compétition, avec K. Damle 
(Mumbai) comme collaborateur principal sur ce projet. Cette transition 
peut être observée dans un modèle simple de spins  1/2 sur le réseau 
carré, le modèle J-Q, qui met en compétition un terme d’échange J 
d’Heisenberg favorisant un ordre antiferromagnétique et un terme à 4 
spins  Q favorisant un cristal de liens  e va nce (Valence Bond Crystal 
ou VBC). Ces ph ses  sont schématisées  dans  le diagramme de phase 
de ce modèle ci-contre, avec les paramètres d’ordre correspo dants. 
Ces deux phases  en compétition possèdent des brisures  de symétrie incompatibles. La  théorie de Landau des 
transitions de phases prédit alors  une transition du premier ordre, mais il est maintenant établi numériquement6 
que pour le modèle J-Q cette transition est du second ordre. Cette observation confirme les prédictions 
théoriques7 de Senthil et al. qui avaient prévu en 2004 la  nature continue de cette transition et indiqué qu’elle 
était décrite par une théorie différente de celle où il n’existe pas d’ordre cristallin. Cette transition, appelée par ces 
auteurs «point critique quantique déconfiné» (pour des  raisons  expliquées  dans mon rapport à  vague précédent) 
a motivé beaucoup d’investigations théoriques car il est nécessaire d’aller au-delà  de la théorie  Ginzburg-Landau 
des  transitions de phases. C’est un exercice difficile et peu contrôlé où peu de résultats  analytiques sont 
disponibles (seuls les cas limites N→∞  et N=1 des théories des champs à symétrie SU(N) sont connus).
Sonder le point critique par des impuretés 
Dans un premier temps, j’ai étudié la  physique d’impuretés non magnétiques  au voisinage de cette transition de 
phase quantique. Comme mentionné dans le premier thème, les  impuretés  en matière condensée sont 
particulièrement utiles, tant au théoricien qu’à l’expérimentateur, pour sonder la  physique d’un système corrélé. 
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Thus we have derived the power law length distribu-
tion of VBs, in agreement with several earlier works21–23.
The present approach clarifies universality and asymp-
totic exactness of this power law in quantum Heisen-
berg antiferromagnets. Moreover, it enables us to dis-
cuss correlations among VBs by analyzing the simulta-
neous occupation number of multiple VBs. As the sim-
plest among such cases, let us discuss the simultaneous
occupation number of two VBs as introduced in Eq. (13),
and whether there is any correlation between two VBs.
Eq. (13) can be written in terms of a four-point correla-
tion function of mx and my, through Eq. (27). Within
the free Nambu-Goldsone boson theory Eq. (29), thanks
to Wick’s theorem, the four-point correlation function is
given in terms of products of two-point correlation func-
tions. We thus find
n̄{k1,k2},{l1,l2} = hm
x
k1m
x
l1ihm
x
k2m
x
l2i
+ hmxk1m
x
l2ihm
x
k2m
x
l1i
= n̄(k1,l1)n̄(k2,l2) + n̄(k1,l2)n̄(k2,l1)
/ 1
r11d+1
1
r22d+1
+
1
r12d+1
1
r21d+1
, (35)
where rmn is the distance between site km and ln.
Namely, it is given simply by a sum of products of the
average occupation numbers of the individual VBs. This
implies that there is in fact no correlation in valence bond
occupations between di↵erent pairs of sites, and occupa-
tion of each pair occurs independently. This conclusion
extends straightforwardly to correlations among occupa-
tions of an arbitrary number of bonds. It should be noted
that the present field theory describes the asymptotic be-
havior only in the large-distance limit. The above result
does not exclude correlations in a quantum antiferromag-
net at short length scales.
B. d = 2 QMC results
Here we present the numerical results on the VB dis-
tribution for the S = 1/2 Heisenberg antiferromagnet
on a d = 2 square lattice. One first issue to check is
whether the distribution of valence bonds with length
(x, y) is isotropic, as suggested by the field theory pre-
dictions. This can be carried out by simulating di↵erent
two-dimensional clusters with periodic boundary condi-
tions. Here, we study clusters with N = 162, N = 322,
N = 642 and N = 1282 and provide an example of the
distribution P (x, y) of valence bonds with length (x, y)
for the biggest cluster in the inset of Fig. 4. Since we
expect a power-law decay in r =
p
x2 + y2, we choose
logarithmic polar coordinates for the x-y plane and a
logarithmic color scheme for the probability P (x, y). In
the figure we see that the distribution seems indeed to
be rather isotropic in the center, a behavior that is per-
turbed for large r, due to the periodic boundary condi-
tions.
FIG. 4. (Color online) Length distribution P (r) of valence
bonds of length r =
p
x
2 + y2 (in all orientations) on di↵er-
ent lusters with N = L2 sites. The dashed blue line is a
guide to the eyes, showing the expected r 3 behavior from
field theory. This scaling is observed s long as valence bonds
are significantly shorter than the finite-size lattice sam le.
For very long valence bonds, the data exhibit a small up-
turn above this power law, as well as a slight anisotropy,
due to the periodic boundary conditions. Data have been
produced for a projection length of m/N = 16 for all clus-
ters except the biggest one, for which a projection length of
m/N = 32 was chosen (convergence was checked). Error bars
are smaller than the point sizes. Inset: Valence bond dis-
tribution logP (log(r) cos ✓, log(r) sin ✓) in logarithmic polar
coordinates with logarithmic color scheme for N = 1282 in
the region [ L/2, L/2]2. The data grid is illustrated by small
black circles in the range [ L/4, L/4]2, whereas the colored
mesh represents in erpolated data. Outside this range the
data grid is very dense and is therefore omitted. For short
valence bonds the distributio appears to be rather isotropic,
in agre ment with the principal figure, wher as the boundary
e↵ects of the finite size sample can be observed for very long
valence bonds.
The isotropic behavior can also be observed in the main
panel of Fig. 4, whi h shows the decay of the prob bility
for measuring a valence bond with length r. We observe
that almost all points lie on the power law r 3 as pre-
dicted by the theory Eq. (34).
For very long val nce bond we can see the e↵ect of the
boundary as a deviation from the power-law, as well as
through a very small anisotropy, characterized by a small
spreading fan at large r. The points on the envelope
of this fan can be identified very accurately. Whereas
the upper envelope contains points of valence bonds with
lengths (0, y) and (x, 0), the bottom e velo e describes
valence bonds of lengths (x, x± 1). Note, that there are
no bipartite valence bonds of lengths (x, x).
Another important issue is that the raw data for suffi-
ciently small r in Fig. 4 fall precisely on the same curve
for all system sizes, without any extra renormalization.
C nsidering the orig nal definition of the VB distribution
P (r), ther is no obvious reaso why P (r) is ind pen-
dent of the syst size. This, however, can be under-
mVBCnAF
Q/J
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6 A. W. Sandvik, Phys. Rev. Lett. 104, 177201 (2010).
7 T. Senthil et al.,  Science 303, 1490 (2004).
Fig. 70 Probabilité P (r) de présence d’un lien de valence entre deux spins situés à la distance r, pour le modèle 
d’Heisenberg antiferromagnétique en deux dimensions. L’encart figure la représentation spatiale de P (r) qui 
est isotrope.
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viK05], et il a été montré rigoureusement [mambriNi08] 
qu’il s’agissait d’une quantité bien définie malgré la 
surcomplétude de la base évoquée plus haut. 
Nos calculs Monte Carlo révèlent des similitudes mais 
aussi des différences dans la variation avec la taille 
(scaling) entre SVB et l’entropie d’intrication S : une loi 
des aires est bien obtenue pour les fondamentaux de 
systèmes présentant un gap de spin (chaîne ou réseau 
carré de spins 1/2 explicitement dimérisés), comme 
pour S. Pour une chaîne d’Heisenberg de spins 1/2 
(système critique) avec conditions aux bords pério-
diques, nous trouvons que SVB = γ ln(`) (avec ` la 
taille du bloc dont on calcule l’entropie) avec  ' 0.31 
très proche de la valeur 1/3 obtenue pour l’entropie 
d’intrication S de cette même chaîne. J. JacoBsen et 
h. saleur [jacobSeN08] ont par la suite montré par 
un calcul analytique asymptotiquement exact que ces 
deux entropies n’ont pas le même scaling :  prend 
en effet la valeur 4 ln(2)/⇡2 ' 0.28 6= 1/3 et la diffé-
rence avec le résultat numérique peut être comprise par des corrections de taille finie pro-
voquées par la présence un opérateur marginal pour la chaîne d’Heisenberg.
Pour un système bidimensionnel de spins 1/2 d’Heisenberg présentant de l’ordre antifer-
romagnétique à longue portée, nous obtenons SVB ⇠ ` ln(`), soit une correction logarith-
mique multiplicative à la loi des aires, alors qu’il est maintenant compris qu’il existe pour 
l’entropie d’intrication une correction logarithmique additive caractérisant la présence de 
modes de Goldstone dans ce système [metlitSKi11]. Enfin, pour une chaîne de spins 1/2 
désordonnée avec couplages aléatoires, SVB et S présentent la même divergence logarith-
mique ln(2)/3 ln(`) [reFael04], ce qui est bien compris car ce système tend vers un point 
fixe de désordre fort [FiSher94], dominé par un unique état Liens de Valence pour chaque 
réalisation de désordre.
En résumé, nos calculs Monte Carlo ont permis de quantifier l’intrication présente dans 
une fonction d’onde, ce qui était notamment une première pour des systèmes de spins 
en dimension deux. Une étude quasi-simultanée utilisant la même idée est parue dans la 
Réf. [chhajlaNy07]. Depuis ces premiers résultats, l’étude de l’entropie d’intrication (ou de 
quantités associées comme l’information mutuelle) par méthodes Monte Carlo quantique a 
connu un grand essor, et il est maintenant possible de calculer avec une  assez grande effica-
cité [haStiNgS10,melKo10,humeNiuK12] les entropies d’intrication de Rényi Sq = 11 q lnTr⇢
q
A 
pour q 2 entier (méthode de répliques). 
•	 Nouveaux	résultats	dans	la	base	Sz	
Telle que définie, l’entropie de liens de valence est une manière particulièrement naturelle 
et simple de quantifier l’intrication, puisqu’il suffit littéralement de compter le nombre de 
singulets sortant du sous-système. Pour autant, on peut se soucier du fait qu’elle paraisse 
uniquement bien définie dans la base des liens de valence. Il n’est en rien. En effet, s. 
capponi et m. mamBrini ont montré comment compter le nombre moyen de singulets nij 
entre deux sites i et j dans une fonction d’onde singulet arbitraire à N spins | i à l’aide 
Ω
Ω
A
B
Fig. 71 L’entropie SVB est définie pour 
un état liens de valence comme le nombre 
de singulets (7 sur cet exemple) traversant 
la frontière entre A et B (multiplié par 
ln(2)). Seuls des pavages singulets bipar-
tites sont considérés ici.
130                
d’une formule simple : 
où |Néeli = |"#"# . . .i est l’état antiferromagnétique dans la base Sz. Il est important de 
remarquer que cette quantité n’est pas une observable de la mécanique quantique, mais est 
parfaitement bien définie, quelle que soit la base dans laquelle est écrite la fonction d’onde 
| i. On peut donc parfaitement calculer dans la base Sz le nombre de singulets entre deux 
sites et conséquemment l’entropie de liens de valence entre deux régions distinctes. 
J’ai mis à profit ce résultat [alet10] (avec s. capponi, m.mamBrini et i. mcculloch) pour 
calculer avec la méthode DMRG l’entropie de liens de valence de systèmes frustrés, qui 
n’étaient jusque là non accessibles à cause du problème de signe en Monte Carlo quantique. 
Prenant l’exemple de la chaîne frustrée J1-J2, nous avons notamment montré que cette 
entropie pouvait parfaitement décrire le diagramme de phase de ce modèle : celle-ci diverge 
logarithmiquement dans la phase critique (à faible J2/J1,) et sature dans la phase dimérisée 
(à fort J2/J1). Le point critique séparant ces deux phases correspond à une transition de 
type Kosterlitz-Thouless, et nous avons montré que celui-ci pouvait être déterminé avec 
une grande précision à l’aide du préfacteur de la divergence de l’entropie d’intrication de 
liens de valence (celui-ci vaut exactement γ = 4 ln(2)/⇡2 au point critique, car il n’y a plus 
d’opérateur marginal dans la théorie des champs de ce point).
Il faut noter finalement que la capacité de calculer le nombre de liens de valence entre deux 
sites s’est révélée cruciale dans le calcul analytique de la loi de distribution P (r) des tailles 
de liens de valence discutée dans la Sec. IX.3.2. 
IX.4. Information quantique et matière condensée
L’intersection entre deux domaines de la physique initialement distincts, la théorie de l’information quantique et celle de la matière condensée, est devenue de plus en plus conséquente au cours des dernières années. L’apport de nouveaux concepts venus 
de l’information quantique, notamment l’entropie d’intrication évoquée dans la Sec. IX.3.3, 
a permis de mieux caractériser et classifier les états de basse énergie de la matière conden-
sée, mais aussi de construire de nouveaux algorithmes (telles que les méthodes DMRG 
[White92], TEBD [vidal07]) permettant de mieux les simuler. Il n’existe pas à ma connais-
sance de revue générale regroupant toutes ces intersections, mais le lecteur trouvera une 
introduction instructive dans la Réf. [zeNg15]. J’illustre par la suite mes contributions dans 
ce domaine.
Fidélité et susceptibilité de fidélité [SchWaNdt09,albuquerque10] 
Que se passe-t-il au niveau de la fonction d’onde d’un système physique qui subit une 
transition de phase quantique, lorsque l’on varie un paramètre ? Une façon de répondre 
à cette question est fournie par la fidélité, qui est le recouvrement (overlap) entre fonction 
d’ondes des fondamentaux pour deux valeurs du paramètre de contrôle. Le recouvrement 
est utilisé depuis longtemps en physique de la matière condensée : pour mesurer la qua-
lité d’une fonction d’onde variationnelle ou encore dans la théorie d’Anderson de la catas-
trophe d’orthogonalité. Depuis quelques années, cette idée a été adaptée pour le phénomène 
des transitions de phase quantiques, contrôlées par un paramètre extérieur. L’idée simple 
nij =
hNéel|S+i Sj | i
hNéel| i
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est de calculer le recouvrement entre fonction 
d’ondes des fondamentaux pour deux valeurs 
du paramètre de contrôle [zaNardi06]. Proche du 
point critique, on s’attend à une chute subite de 
fidélité car les fonctions d’onde des deux côtés 
de la transition sont physiquement différentes. 
Cette façon originale de détecter une transition 
de phase quantique, présentée en plus ample 
détail dans la revue Réf. [gu10], est malheureu-
sement difficile à mettre en oeuvre en pratique 
pour des systèmes réalistes en matière conden-
sée dont on connaît rarement les fondamentaux 
exacts. Avec mon doctorant d. schwandt et s. 
capponi [SchWaNdt09], j’ai montré comment la 
fidélité pouvait être calculée de façon efficace en 
Monte Carlo Quantique pour des systèmes ma-
gnétiques. Nous avons utilisé pour cela les pro-
priétés de recouvrement des états dans la base 
RVB, mais a priori cette même méthode peut 
être étendue à d’autres bases. Prenant l’exemple 
du modèle de Heisenberg sur le réseau CaVO 
(« carré-octogone »), nous avons montré que les 
deux points critiques quantiques présents dans 
ce modèle étaient détectés par cette approche 
(Fig. 72). 
Toutefois, la précision obtenue n’est pas tout à fait suffisante pour donner une estimation 
très précise de la valeur critique du paramètre de contrôle. J’ai par la suite approfondi cette 
étude et montré avec F. alBuquerque, s. capponi et c. sire [albuquerque10] comment 
mesurer avec grande précision la terme dominant de la fidélité lorsque les deux valeurs 
du paramètre de contrôle sont proches. Considérons l’exemple paradigmatique du modèle 
d’Ising en champ transverse h (avec h jouant le rôle du paramètre de contrôle), et dévelop-
pons la fidélité pour une faible variation du champ :
Le terme dominant F  est dénommé susceptibilité de fidélité. Nous avons développé une 
technique spécifique pour mesurer F  avec grande précision en Monte Carlo quantique et 
appliqué celle-ci au modèle d’Ising en champ transverse en 2d. Une divergence très claire 
de la fidélité de susceptibilité (panneau de gauche de la Fig. 73) signale la transition de phase 
quantique qui a lieu pour une valeur critique du champ hc ' 3.04. J’ai de plus démontré 
avec un argument (simple mais étonnamment raté jusque-là, et notamment dans la revue 
Réf. [gu10]) de dimension d’échelle que la susceptibilité divergeait comme F /L2 / L2/⌫  (L 
est la dimension linéaire du système et ⌫ l’exposant de la longueur de corrélation). Ceci est 
confirmé par le collapse excellent de ces mêmes données visible dans le panneau de droite 
de la Fig. 73. 
L’intérêt de cette approche est la suivante : contrairement aux approches basées sur les 
F = |h (h)| (h+ δh)i| = 1 (δh)2χF + . . .
Fig. 72 Fidélité du modèle d’Heisenberg sur 
le réseau CaVO entre deux fondamentaux ayant 
des valeurs de couplage 1 et 2. Les minima 
dans la fidélité révèlent les deux transitions 
de phase quantiques dans ce modèle (notées 
par des points verts pour les systèmes de plus 
grande taille).
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brisures de symétrie, il n’est pas nécessaire d’indiquer le paramètre d’ordre ou une fonction 
de corrélation pour détecter la transition de phase. La fidélité permet de détecter intrin-
sèquement la transition de phase directement dans la fonction d’onde. Cette approche 
est évidemment superflue pour le modèle d’Ising en champ transverse dont la physique 
est parfaitement comprise, mais elle est particulièrement intéressante pour les phases ou 
transitions de phases sans paramètre d’ordre ou brisure de symétrie (comme les liquides 
de spins ou les transitions topologiques), ou pour détecter des transitions vers des phases 
plus conventionnelles mais dont on a du mal à déterminer la brisure de symétrie. De plus 
l’analyse de taille finie de F donne accès à l’exposant ⌫ de la longueur de corrélation qui 
diverge le plus rapidement, alors que l’on ne connaît a priori pas quelle est cette corrélation. 
En conclusion, l’étude de la fidélité pour les transitions de phases quantiques est un outil 
très appréciable apporté par la théorie de l’information quantique. 
Nos premières études sur la fidélité mesurée en Monte Carlo quantique ont été bien reçues 
par la communauté. Depuis et très récemment, une nouvelle méthode encore plus efficace 
et générique a été proposée pour mesurer F en Monte Carlo quantique [WaNg15].
Spectroscopie de participation [luitz14,luitz14b,luitz14c,luitz14d]
La notion de complexité est omniprésente dans tous les domaines scientifiques. Dans le 
cadre du problème à N corps quantique, je me suis intéressé aux questions suivantes: com-
bien faut-il d’états (d’une base donnée) pour reproduire fidèlement un phénomène phy-
sique ? Quelles sont les statistiques des coefficients du fondamental d’un système aux pro-
priétés physiques données ? Ces questions simples, communes à de nombreux champs de 
recherche (physique de la localisation, chaos et information quantiques) s’avèrent avoir des 
réponses surprenantes et universelles. J’illustrerai cette approche sur des modèles typiques 
du magnétisme quantique. Les travaux décrits ci-dessous ont été menés avec n. laFloren-
cie et d. luitz.
La complexité d’une fonction d’onde | i développée dans une base {|ii} de l’espace de Hil-
bert peut être caractérisée par les entropies de Shannon Rényi définies dans la Fig. 74, qu’on 
peut appeler entropies de participation car elles mesurent directement le nombre d’états de 
base qui participent à | i. Ces entropies se retrouvent dans de nombreux contextes sous 
différents noms : S2 est ainsi simplement le logarithme de l’Inverse Participation Ratio (IPR), 
L’intérêt de cette approche est la suivante : contrairement aux approches basées sur les brisures  de symétrie, il 
n’est pas nécessaire d’indiquer le paramètre d’ordre ou une fonction de corrélation  pour détecter la  transition de 
phase. La fidélité permet de détecter intrinsèquement la transition de phase directement dans  la  fonction d’onde. 
Cette approche est évidemment superflue pour le modèle d’Ising en champ transverse dont la physique est 
parfaitement comprise, mais  elle est particulièrement intéressante pour les  phases  ou transitions  de phases sans 
paramètre d’ordre ou brisure de symétrie (comme les liquides  de spins ou les transitions  topologiques, voire les 
transitions dynamiques  très étudiées  actuellement), ou pour détecter des  transitions vers  des  phases plus 
conventionnelles mais  dont on a du mal à déterminer la brisure de symétrie. De plus l’analyse de taille finie de F  
donne accès  à l’exposant ⌫ de la longueur de corrélation qui diverge le plus  rapidement, alors que l’on ne connait 
a priori pas quelle est cette corrélation. En conclusion, l’étude de la fidélité pour les transitions de phases 
quantiques  est, pour moi, un outil très appréciable apporté par la théorie de l’information quantique. Notre étude 
a été bien reçue par la communauté, notamment pour le calcul de la dimension d’échelle de la susceptibilité de 
fidélité qui a résolu une controverse dans le domaine (voir publication pour plus de détails).
Entropie de liens de valence : nouveaux résultats dans la base Sz
Un lien de valence est l’état de superposition pris par deux spins 1/2 lorsqu’ils  s’apparient en singulet 
(|"#i − |#"i)/
p
2. C t objet, intrinsèquement quantique, a  été i troduit en chimie quantique et se révèle 
particulièrement utile pour décrire des  systèmes  ne possédant pas  d’ordre magnétique (puisque le spin total y est 
nul). Il est à la base de nombreux calculs  pour les  systèmes  antiferromagnétiques car la corrélation 
hSi · Sji = 3/4  y est maximalement négative. D’un autre point de vue, c’est aussi une unité naturelle 
d’intrication puisque cet état est maximalement intriqué. J’avais  utilisé cette dernière remarque avec profit pour 
quantifier l’entropie d’intrication d’un sous-système avec le reste d’un système de spins 16. Cela était une manière 
particulièrement naturelle et notamment très  géométrique d'envisager l’intrication, puisqu’il suffit littéralement de 
compter le nombre de singulets sortant du sous-système.
Malh ureusement, cette approche prend pour point de départ la bas des  états liens  de vale ce, peu pratique 
d’un point de vue technique (ba e massivement urcomplète et non-orthogonale). Récemment, S. Capponi et M. 
Mambrini (LPT) ont montré comment compter le nombre moyen de sing lets  nij entre deux sites i et j dans une 
fonction d’onde singulet arbitraire à N spins | i à l’aide d’une formule simple : 
où |Néeli = |"#"# . . .i  est l’état antiferromagnétique dans la base Sz. Il est important de remarquer que cette 
quantité n’est pas  une observable de la mécanique quantique (c’est une sorte de «produit mixte»), mais  est 
parfaitement bien définie, quelle que soit la base dans  laquelle est définie la fonction d’onde | i. On peut donc 
so obtained results are shown in Fig. 5. From the scaling
relations derived in Sec. II C, L−dFL2/−d and L−dE
L2/−d+z Eqs. 21 and 22; d=2 and z=1, we expect a
linear dependence for the logarithm of the peaks’ height on
ln L. This is confirmed by the results shown in Figs. 5a and
5c. By applying linear regression to the points associated to
the three largest values of L in each plot we obtain our first
estimates for correlation length’s exponent: =0.6238 F,
Fig. 5a and =0.6151 E, Fig. 5c. While the former
estimate is in good agreement with the result for the univer-
sality class of the three-dimensional cla sical Ising model
=0.63018, Ref. 37, the latter clearly underestimates .
This is likely to be explained by th weak divergence dis-
played by E, implying that regular subleading corrections
are important in accounting for the behavior in system sizes
as the ones considered here: indeed we notice that the data
poi ts orres o ding to the sma lest system s zes clearly de-
viate from the linear fit obtained for the points for the three
largest L in Fig. 5c.
In Figs. 5b and 5d we plot the peaks’ location versus
inverse system size 1 /L for F and E, respectively. We ex-
pect see for instance the related discussion in Ref. 38 the
following expression to hold for the scalin of the peak p -
sitions for hcL with system size L,
hcL = hc
 +

L1/
, 32
where hc
 is the result for L→. Data fits give the following
estimates: hc
=3.04424 and =0.6257 F, Fig. 5b and
hc
=3.04427 and =0.631 E, Fig. 5d. We r mark that
our estimates for the location of the QCP are in very good
agreement with the result from Ref. 31 and, although quality
is lesser in this case, our results for  are consistent with the
value =0.63018 found in Ref. 37.
Finally, from the finite-size scaling analysis performed in
Sec. II C w exp ct the following r lation to describe the
behavior of F on finite systems in the neighborhood of the
QCP
L−dFh,L = L2/−dfFL
1/h − hc , 33
and similarly for E
L−dEh,L = L2/−d+zfEL
1/h − hc . 34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FIG. 4. Color online a Fidelity susceptibility density L−2F
and b ground-state energy’s second derivative per site
L−22E0g /g2=−L−2Eg for the TIM n the sq are lattice, as a
function of h /J and for indicated system sizes L temperatures are
set to =2L. Data have been obtained by applying the SSE-QMC
procedur detailed in Sec. III.
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FIG. 5. Color online Finite size scaling analysis for the loca-
tion and height of the peaks in a and b F and c and d E,
obtained from the QMC data shown in Fig. 4. In panels a and c,
the logarithm of the maxima in L−2F and L
−2E, respectively, are
plotted as function of ln L. Linear regression lines is applied to the
three rightmo t data points in each case, yielding the estimates a
=0.6238 and c =0.6151 for the correlation length’s critical
exponent. In b and d, the peaks’ location hcL for, respectively,
L−2F and L
−2E is plotted against inverse system size 1 /L. Fits
curves for these results by using Eq. 32 yield the estimates: b
hc
=3.04424 and =0.6257 and d hc
=3.04427 and 
=0.631 the extrapolated values hc
 are indicated by the horizontal
dashed lines. See main text for details.
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In the above expressions fF and fE are homog neo s func-
tions, a priori unknown. Estimates for critical parameters
can thus be obtained by plotting L−2/F and L
−2/+zE versus
L1/h−hc and adjusting the values of hc and  until data
collapse is achieved. The so-obtai ed data collapse pl ts are
displayed in Fig. 6, from which we get the following esti-
mates: hc=3.044015 and =0.6253 F, Fig. 6a, and
hc=3.0442 and =0.611 E, Fig. 6b. All of these val-
ues are in agreement with published results hc
=3.044 382 from Ref. 31 and =0.63018, Ref. 37, but
we remark the slightly lesser quality of the data collapse
achiev d for E. Indeed, data obtained from the smallest sys-
tem izes in Fig. 4b fail to collapse onto the curve for the
largest L in Fig. 6b and have ot be n taken into account
when performing the analysis. Again, we believe that this is
xplained by the weakly divergent behavior of E.
V. DISCUSSION AND CONCLUSIONS
In summary, we have investigated the scaling properties
of the fidelity susceptibility F in the quantum critical re-
gime. Large-scale quantum Monte Carlo simulations for the
transverse-field Ising model on the square lattice, performed
by using the scheme introduced in Ref. 8, confirm the valid-
ity of the derived scaling relations. Additionally, we also in-
vestigate the scaling behavior of the ground-state energy’s
second derivative, 2E0g /g2=−Eg, a quantity closely
related to F.
We would like to highlight the fact that the novel QMC
scheme for computing F presented in Ref. 8 and discussed
in detail in the present work opens several research possibili-
ties within the so-called fidelity approach to quantum critical
phenomena. Indeed, investigations in this field have been so
far, to a large extent, restricted to one-dimensional systems,
while our QMC scheme allows for the study of F for a large
class of sign-problem-free models in arbitrary dimensions.
Furthermore, we stress that the required modifications in a
pre-existing SSE code are minimal and that, even though
SSE is particularly well suited for the task, it is also likely
that measurements for Fg can be implemented within
other QMC flavors, such as the loop algorithm.39 Another
potentially interesting possibility opened by the QMC
method considered here involves the study of the finite-T
properties of F which scales as the Bures metric, as shown
in Sec. II B, along the lines of Ref. 13.
A second point worth to emphasize is the particularly
simple scaling relations for F derived in Sec. II C, expressed
solely in terms of the correlation length’s critical exponent 
and that considerably extends the result obtained by Campos
Venuti and Zanardi.6 Perhaps even more importantly, our
scaling analysis does not rely on novel concepts such as
“quantum adiabatic dimension” recently advocated by Gu et
al.40,41 Also, our Eq. 21 is consistent with several results for
the scaling behavior of F close to second-order QCPs pre-
sented in the literature, including those compiled in Table I
of the review of Ref. 3 note that some results from the
literature quoted in this table mistake  for 1 /.
Additionally, we also obtain a scaling relation for E,
something that allows us to address the important point of
which of the two quantities, F or E, is better suited in
detecting quantum phase transitions. This question is particu-
larly important from the perspective opened by the QMC
SSE scheme: indeed, as we discuss in detail in Sec. III, the
computational cost for calculating E can be orders of mag-
nitude smaller than the one required in obtaining F, some-
thing in favor of the former as a better indicator of quantum
criticality, from a practical perspective. However, our scaling
analysis shows Sec. II C that E exhibits a weaker diver-
gence by a factor of z in the exponent than F, meaning that
it might be necessary to take into account nondivergent sub-
leading corrections when performing finite-size scaling
analysis for E. Furthermore, there may even be situations
where only F diverges: according to the scaling theory, this
happens whenever 2 / d+z2 /d. As a concrete ex-
ample, we mention the case of the QCPs for the CaVO sys-
tem analyzed in Ref. 8, which are preferably detected as a
divergence in F rather than as a cusp in E.
That is, the question of which among F and E is best
tailored to detect an unknown QCP depends on its possibly
unknown universality class and on practical matters such as
the system sizes that can be reached within SSE QMC. From
a practical point of view, a possible strategy consists in
evaluating E on system of up to intermediate sizes where
simulations are not too demanding and search for the pres-
ence of peaks hinting at a singularity or a cusp in the ther-
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FIG. 6. Color online a Data collapse for the QMC results for
L−2F a and L−2E b for the TIM on the square lattice and
indicated system sizes. Data collapse is achieved for: a hc
=3.044015 and =0.6253 and b hc=3.0443 and =0.611.
In panel b, data for the smallest system sizes are discarded see
main text.
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16 F. Alet, S. Capponi, N. Laflorencie et M. Mambrini, Phys. Rev. Lett. 99, 117204 (2007).
Fig. 73 Fidélité de susceptibilité F  pour le modèle d’Ising 2d en amp tran verse h en fonction de la taille 
linéaire L de l’échantillon. Le pic de la susceptibilité (panneau de gauche) signale la transition à hc ' 3.04. Une 
analyse d’échelle (panneau de droite) permet d’obtenir un recouvrement parfait des données, donnant accès à 
la classe d’universalité de la transition.
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très communément utilisé pour étudier la localisation 
d’Anderson. Malgrè des similitudes dans les expressions 
et notations, il est important de distinguer ces entropies 
de participation de celles d’intrication évoquées dans 
la Sec. IX.3.3 : les entropies de participation mesurent 
comment la fonction d’onde de tout le système est dé-
localisée dans une base donnée (et dépendent donc de 
cette base), alors que les entropies d’intrication mesurent 
l’intrication entre deux sous parties d’un même système 
(et sont indépendantes de la base).
Pour quantifier cette délocalisation dans une base donnée, 
nous avons développé deux algorithmes Monte Carlo 
quantique [luitz14] permettant d’échantillonner pour le 
premier les participations pi, donnant accès à toutes les 
entropies (pour des systèmes de taille modeste, typique-
ment N ' 40 spins 1/2), et pour le second les entro-
pies Sq (pour q  2 entier) et S1 (pour des systèmes de 
grande taille, jusqu’à N=400 spins 1/2). Ses algorithmes 
sont les seuls permettant de calculer ces entropies pour 
des systèmes fortement corrélés en dimension d>1.
Mais à quoi peuvent servir ces entropies pour des systèmes de la matière condensée ? La 
variation (scaling) avec le nombre N de particules (ou spins 1/2) dans le système révèle des 
informations cruciales et universelles pour les fonctions d’onde des fondamentaux de sys-
tèmes en interaction. On observe généralement: Sq = aqN + fq(N) , c’est-à-dire une loi de 
volume pour cette entropie. Le coefficient aq devant cette loi est la dimension multifractale 
de la fonction d’onde, et sa valeur ainsi que ses variations avec un paramètre du modèle 
ont de l’intérêt si l’on s’intéresse aux propriétés de localisation de la fonction d’onde dans 
l’espace de Hilbert (plus aq est grand, plus la fonction d’onde est délocalisée). Je reviendrai 
sur ce point dans la Sec. X.2.2.
Une information probablement plus cruciale se cache dans les termes sous-dominants 
fq(N) de ce scaling. Nos simulations ont contribué à montrer que leur forme était univer-
selle et capturait la physique contenue dans la fonction d’onde. Pour des chaînes de spins 
périodiques, des travaux précurseurs de stéphan et al. ont montré que le terme sous domi-
nant est une constante fq(N) = bq universelle [StephaN09]. Pour un liquide de Luttinger, 
cette constante dépend explicitement du paramètre de Luttinger K [StephaN09]. Pour une 
phase à symétrie discrète brisée (ex: phase ferromagnétique Ising), on obtient aussi une 
constante fq(N) = bq = ln(deg), qui donne la dégénérescence du fondamental. Nos simula-
tions en 2d du fondamental du modèle de Heisenberg ou XY (ordonnés magnétiquement, 
et qui brisent les symétries SU(2) et U(1) respectivement) montrent que pour une symétrie 
continue brisée, nous avons fq(N) = lq lnN , avec lq directement proportionnel au nombre 
de modes de Goldstone dans le système [luitz14]. Ce dernier résultat a été récemment com-
pris par une analyse de théorie des champs [miSguich14]. Pour un point critique quantique 
(illustré sur la Fig. 75 pour le modèle d’Ising en champ transverse), nous obtenons [luitz14] 
fq(N) = b
⇤
q où b⇤q est une constante caractéristique de la classe d’universalité de la transition 
de phase. 
Outre cet intérêt théorique sur le rôle des défauts  topologiques, nos résultats ont plusieurs conséquences pour 
des  réalisations  concrètes  des  points  critiques quantiques  déconfinés. En effet, la géométrie hexagonale est t 
plus  favorable que celle carrée pour observer cette physique, et ceci pour deux raisons. Premièrement, des 
études numériques récentes11 indiquent que la première phase induite par un couplage frustrant J2 dans  le 
modèle d’Heisenberg sur le réseau hexagonal est un cristal de liens de valence12: la transition depuis la phase de 
Néel (présente à faible J2) doit donc être la  même que celle observée dans  notre modèle. Le modèle J1-J2 étant 
plus  réaliste que le modèle J-Q3 (qui demande des  interactions à  6 corps), il est tout à fait envisageable qu’un 
isolant de Mott antiferromagnétique réalisant cette physique soit prochainement synthétisé ou découvert. Par 
comparaison, la phase induite par le même couplage frustrant J2 sur le réseau carré n’est toujours  pas  bien 
comprise (liquide de spins  ? avec ou sans  gap ? cristal de liens  de valence ?), malgré plus  de 20 années 
d’études. Le deuxième intérêt vient de la proposition récente de Lee et Sachdev13, qui suggère d’induire une 
phase liens  de valence kekulé par l’application d’un champ électrique sur une bicouche de graphène (soumise à 
un champ magnétique modéré, ce qui induit de l’antiferromagnétisme). La  transition induite par le champ 
électrique devrait là-aussi être de type continue et déconfinée. 
Publications  liées  : Phys. Rev. B  82, 155139 (2010); Phys. Rev. B  83, 235111 (2011); Phys. Rev. Lett. 111, 
087203 (2013)
Thème 4 : Spectroscopie de participation des systèmes fortement corrélés
La notion de complexité est omniprésente dans  tous  les  domaines  scientifiques. Dans le cadre du problème à N 
corps  quantique, je me suis  intéressé aux questions  suivantes: combien faut-il d’états  (d’une base donnée) pour 
reproduire fidèlement un phénomène physique ? Quelles  sont les  statistiques des coefficients  du fondamental 
d’un système aux propriétés  physiques  données  ? Ces  questions  simples, communes  à de nombreux champs 
de recherche (physique de la localisation, chaos  et information quantiques) s’avèrent avoir des  réponses 
surprenantes et universelles. J’illustrerai cette approche sur des  modèles types du magnétisme quantique. Les 
travaux décrits ci-bas ont été conduits avec N. Laflorencie et D. Luitz (postdoc au LPT). 
La complexité d’une fonction d’onde | i  développée dans une base 
{|ii}  de l’espace de Hilbert peut être caractérisée par les entropies 
de Shannon-Rényi définies  dans  l’encart ci-contre, qu’on peut 
appeler entropies de participation car elles  mesurent directement le 
nombre d’états  de base qui participent à  | . Ces entropies  se 
retrouvent dans  de nombreux contextes sous différents  noms: S2 est 
ainsi simplement le logarithme de l’Inverse Participation Ratio (IPR), 
très communément utilisé pour étudier la localisation d’Anderson.
 Pour calculer c s  quantités, nous avons  développé deux algorithmes 
Monte Carlo quantique permettant d’échantilloner les  participations 
pi , donnant accès  à toutes  les  entropies  (premier algorithme, pour 
des  systèmes  de taille modeste, typiquement N≃40 spins 1/2), ainsi 
qu’aux entropies  Sq  (pour q 2 entier)  et S1  (deuxième algorithme, 
pour des  systèmes de grande taille, jusqu’à  N=400 spins  1/2, 
correspondant à des espaces  de Hilbert de taille 10120 !). Ses 
| i =
X
i
ai|ii
pi = |ai|2
Sq =
1
1 q
ln
X
i
pqi
{⇠i = ln pi}
Développement d’une 
fonction d’onde dans  
Participation d’un état de base
Entropies de participation
S1 =
X
i
pi ln pi
Spectre de participation
{|ii}
 12
11 A.F.Albuquerque et al., Phys. Rev. B 84, 024406 (2011); Z. Zhu et al., Phys. Rev. Lett. 110, 127205 (2013); R. Ganesh et 
al., Phys. Rev. Lett. 110, 127203 (2013); S.-S. Gong et al., Phys. Rev. Lett. 113, 027201 (2014)
12 Les simulations indiquent un cristal de type plaqu tte, plutôt que la phase colonnaire du modèle J-Q. Cependant, ces deux 
cristaux ont les mêmes symétries et ceci garantit la même classe d’universalité pour la transition.
13 J. Lee et S. Sachdev, Phys. Rev. B 90, 195427 (2014)
Fig. 74 Définitions utiles pour la 
spectroscopie de participation d’une 
fonction d’onde.
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En résumé, les termes sous-dominants de l’entropie de participation capturent précisé-
ment la brisure de symétrie présente dans une fonction d’onde (discrète, continue), ou 
permettent de déterminer la classe d’universalité d’une transition de phase (ou d’un système 
critique 1d), et ceci sans mesurer de paramètre d’ordre ou de fonctions de corrélation. Ce 
point est en commun avec l’entropie d’intrication ou la fidélité évoquées plus haut, des 
outils importés de l’information quantique. Les entropies de participation s’avèrent plus 
faciles à mesurer dans les simulations, et peut-être à interpréter physiquement, tout en 
capturant la même physique. Par ailleurs, nous avons récemment montré formellement la 
relation entre entropie de participation et d’intrication [luitz14d], et ce faisant adapté les 
méthodes Monte Carlo développées pour les entropies de participation pour améliorer les 
mesures d’intrication. À noter aussi que non seulement le scaling des entropies révèle la 
physique, mais nous avons aussi montré que celui des coefficients en eux-mêmes contient 
des informations plus détaillées, que l’on peut obtenir en étudiant le spectre de participa-
tion ⇠i =  ln(pi) [luitz14b,luitz14c]. 
Afin de faire le point sur cette approche récente (que j’appellerais « spectroscopie de partici-
pation ») pour étudier les propriétés de la fonction d’onde des fondamentaux de la matière 
condensée, nous avons récemment écrit une revue sur ce sujet [luitz14c]. Le lecteur inté-
ressé pourra aussi consulter l’HDR de G. misGuich [miSguich14] qui contient de nombreux 
résultats sur l’entropie de participation. 
Intrication géométrique et intrication des états RVB
L’intérêt de l’apport du point de vue, des méthodes et outils de l’information quantique 
pour la matière condensée au cours des dernières années est indéniable. Il arrive parfois 
que le transfert d’information aille dans l’autre sens, grâce aux techniques typiques et bien 
rodées de la matière condensée. Ceci sera illustré sur deux exemples portant sur le calcul de 
deux quantificateurs de l’intrication dans des systèmes de la matière condensée.
•	 Intrication	géométrique	[StephaN10]
L’intrication géométrique [barNum01,Wei03] est une notion introduite en information quan-
algorithmes sont les  seuls  permettant de calculer ces entropies pour des  systèmes fortement corrélés en 
dimension d>1.
Mais à quoi peuvent servir ces  entropies pour des systèmes de la matière condensée ? La variation (scaling) avec 
le nombre N de particules  (ou spins 1/2)  dans  le système révèle des informations  cruciales et universelles pour les 
fonctions  d’onde des fondamentaux de systèmes  en interaction. On observe généralement: 
Sq = aqN + fq(N), c’est-à-dire une loi de volume pour cette entropie. Le coefficient aq  devant cette loi est 
la dimension multifractale de la fonction d’onde, et sa valeur ainsi que ses  variations  avec un paramètre du 
modèle ont de l’intérêt si l’on s’intéresse aux propriétés  de localisation de la  fonction d’onde dans l’espace de 
Hilbert (plus aqest grand, plus la fonction d’onde est délocalisée). Je reviendrai sur ce point dans la partie Projets.
Une information probablement plus  cruciale se cache dans  les  termes sous-dominants  fq(N) de ce scaling. Nos 
simulations ont contribué à montrer que leur forme était universelle et capturait la physique contenue dans la 
fonction d’onde. Pour des  chaînes  de spins périodiques, des  travaux précurseurs de Stéphan, Misguich et 
Pasquier14 avaient montré que le terme sous  dominant était une constante fq(N) = bq universelle. Ainsi, pour un 
liquide de Luttinger, cette constante dépendait explicitement du paramètre de Luttinger K. Pour une phase à 
symétrie discrète brisée (ex: phase ferromagnétique Ising), on obtient aussi une constante 
fq(N) = bq = ln(deg), qui donne la dégénérescence du fondamental. Nos simulations en 2d du fondamental 
du modèle de Heisenberg (ordonné antiferromagnétiquement, et qui brise la symétrie SU(2)) montrent que pour 
une symétrie continue brisée, nous avons  fq(N) = lq log(N), avec  lq  directement proportionnel au nombre de 
modes  de Goldstone dans  le système. Pour un point critique quantique (illustré sur la  figure pour le modèle 
d’Ising en champ transverse), nous  obtenons fq(N) = b⇤q  où b⇤q  est une constante caractéristique de la classe 
d’universalité de la transition de phase. 
En résumé, les  termes sous-dominants de l’entropie de participation capturent précisément la  brisure de symétrie 
présente dans  une fonction d’onde (discrète, continue), ou permettent de déterminer la  classe d’universalité 
d’une transition de phase (ou d’un système critique 1d), et ceci sans  mesurer de paramètre d’ordre ou de 
fonctions de corrélation. Ce point est en commun avec l’entropie d’intrication ou la fidélité (voir thème suivant), 
des  outils  importés  de l’information quantique. Les entropies  de participation s’avèrent plus  faciles  à mesurer 
dans les  simulations, et peut-être à interpréter physiquement, tout en capturant la  même physique. Par ailleurs, 
nous avons  récemment montré formellement la relation entre entropie de participation et d’intrication, et ce 
Constante sous-dominante bq (ici pour q=2 et q=∞) dans le scaling de l’entropie de participation,  pour le modèle d’Ising en 
champ transverse sur le réseau carré. Au point critique hc ' 3.04,  les  termes sous-dominants prennent une valeur univer-
selle b⇤q caractéristique de la classe d’universalité de la transition (ici Ising 3d). 
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Figure 12: (a-c) Subleading coefficients bq of Renyi entropies for the square lattice Ising model in a
transverse field h for di↵erent q, as obtained from fits to Sq = aqN+bq+cq/N+dq/N
2. Fits over di↵erent
lattice size windows allow to assess the development towards the thermodynamic limit. Subleading terms
converge rapidly at criticality and display a marked jump as h is tuned away from its critical value.
Str ight lines show the limiting cases for high (bq = 0) and low field (bq = − ln 2). The converg nce
towards the low field thermodynamic limit − ln 2 is not visible here (except for q = 1), due to limited
accessible system sizes, as discussed in Ref. [22]. (d) The field dependence of a1 reveals a clear change
of slope at hc, with a crossing point of da1/dh for di↵erent finite-size fits (inset).
examples can be found in Ref. [22], as well as in the projects (Sec. 2.3) where we plan to extend this first
study.
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Figure 12: (a-c) Subleading coefficients bq of Renyi entropies for the square lattice Ising model in a
transverse field h for di↵erent q, as obtained from fits to Sq = aqN+bq+cq/N+dq/N
2. Fits over di↵erent
lattice size windows allow to assess the development towards the thermodynamic limit. Subleading terms
converge rapidly at criticality and display a marked jump as h is tuned away from its critical value.
Straight lines show the limiting cases for high (bq = 0) and low field (bq = − ln 2). The convergence
towards the low field th rmodynamic limit − ln 2 is not visible here (except f r q = 1), due to limited
accessible system sizes, as discussed in Ref. [22]. (d) The field dependence of a1 reveals a clear change
of slope at hc, wit a crossing point of da1/dh for di↵erent finite-size fits (inset).
examples can be found in Ref. [22], as well as in the projects (Sec. 2.3) where we plan to extend this first
study.
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14 J.-M. Stéphan  al., Phys. Rev. B 80, 184421 (2009); Phys. Rev. B 82, 125455 (2010); Phys. Rev  B 84, 195128 (2011)
Fig. 75 Terme sous-dominant constan bq dans le scaling de l’entr e participation Sq (pour q = 2 et 
q = 1) pour le modèle d’Ising 2d en champ transverse. La valeur de cette constante (dans la limite thermody-
namique) est universelle et permet de distinguer les phases ferromagnétique, paramagnétique (polarisée) et le 
point critique hc où cette constante prend une valeur universelle non triviale b⇤q.
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tique pour quantifier à quel point une fonction d’onde donnée (d’un système à N corps par 
exemple) est proche d’un état séparable non intriqué : 
où l’état séparable |sepi = ⌦Ni=1| ii  est un produit tensoriel de fonctions d’onde à un site. 
G est une des rares mesures de l’intrication multipartite, à différencier de l’intrication bipar-
tite (obtenue en séparant un système en deux et évoquée plus haut), qui est simplement 
quantifiable avec l’entropie d’intrication. La notion d’intrication géométrique est utile dans 
le contexte du calcul quantique et dans la discrimination d’états par mesures locales. 
En matière condensée, l’intrication géométrique a été récemment proposée pour détec-
ter les transitions de phases quantiques. En collaboration avec G. misGuich et J.-m. sté-
phan, nous avons obtenu [StephaN10] une relation inattendue entre cette quantité, typique 
en information quantique, et l’entropie de bord d’Affleck-Ludwig [aFFlecK91], une quantité 
typique de la théorie conforme des champs. Cette entropie caractérise comment un sys-
tème critique répond à l’imposition de conditions aux bords spécifiques. Nos prédictions 
analytiques expliquent les résultats, jusque-là non compris, obtenus numériquement pour G 
pour des chaînes de spins critiques [Shi10]. À noter qu’a posteriori, ce résultat n’est qu’un cas 
particulier de ceux obtenus sur l’entropie de Shannon discutés dans la Sec. IX.4.2. 
Intrication des états RVB [alet08] 
Un autre exemple dans la même veine est tiré de la publication Réf. [chaNdraN07] où  chan-
dran et al. fournissent des bornes sur l’intrication (à deux sites) d’états RVB (soit aux plus 
proches voisins, soit à toute portée) en utilisant les notions complexes de téléclonage de q-
bits et de monogamie de l’intrication. J’ai montré en compagnie de d. Braun et G. misGui-
ch [alet08] qu’après décryptage, leur résultat n’était finalement rien d’autre qu’une inégalité 
bien connue pour l’énergie d’un système de spins. Ce calcul variationnel très simple a été 
présenté pour la première fois par anderson il y a plus de 60 ans [aNderSoN51] ! Dans notre 
Comment, nous avons aussi montré à l’aide de calculs Monte Carlo que d’autres résultats sur 
l’intrication conjecturés par chandran et al. se révélaient faux. 
IX.5. Développement algorithmique
La majorité de mes travaux de recherche utilisent des simulations numériques de haute précision. Bien que je fournisse peu de détails sur cet aspect dans ce mémoire,  mon travail de recherche est rythmé par l’écriture de codes numériques, l’adaptation ou 
la création de nouveaux algorithmes. Pour mener à bien plusieurs des projets mentionnés 
précédemment, des développements algorithmiques non triviaux ont été indispensables.
Depuis le début de ma carrière scientifique, j’ai eu l’occasion de développer une grande 
variété d’algorithmes Monte Carlo quantique (algorithmes de boucles, Stochastic Series Ex-
pansion, Monte Carlo liens de valence, Green Function Monte Carlo) et classique (algorithmes 
de ver, parallel tempering etc). J’ai proposé pour plusieurs d’entre eux des améliorations soit 
pour rendre les algorithmes de base plus efficaces, soit pour étendre le champ de ce qu’ils 
pouvaient simuler (nouvelles observables par exemple). J’ai aussi utilisé la méthode DMRG 
[White92], et dans une moindre mesure les techniques de diagonalisation exacte (voir la 
Sec. X.2.1 pour une extension non triviale). Ces développements ne se concrétisent pas 
G = log(max
| sepi
hΦsep| i)2
136                
nécessairement par des publications, mais je détaille par la suite deux cas particuliers où 
cela a été le cas.
Durant mon premier postdoc, j’ai développé un code générique Monte Carlo quantique de 
type Stochastic Series Expansion amélioré pour optimiser le trajet du « ver » dans l’algorithme. 
Ce code peut traiter une grande variété de modèles de spins ou de bosons sur réseau, sans 
frustration. Les détails de l’optimisation ont été publiés dans la Réf. [alet05c]. J’ai intégré ce 
code dans la bibliothèque de physique numérique ALPS15 [alet05d,albuquerque07], ce qui 
lui a assuré une grande diffusion. Ce code « boîte noire » ne nécessite pas de connaissances 
du Monte Carlo quantique et a été ainsi utilisé par de nombreux autres chercheurs. Depuis 
la version 2.0 des bibliothèques ALPS [bauer11], ce code a été remplacé par un autre encore 
plus générique.
Par ailleurs, j’ai participé en Juillet 2008 à l’école d’été des Houches “Exact Methods in Low-
dimensional Statistical Physics and Quantum Computing”, où j’ai donné un cours sur les méthodes 
numériques en physique statistique quantique. Dans les notes de cours [alet09], j’ai essayé 
d’effectuer une revue des différentes techniques de simulations du problème à N corps. J’ai 
ensuite poursuivi par la description détaillée et pédagogique de trois algorithmes Monte 
Carlo très récents et particulièrement efficaces. Ces algorithmes sont en fait mal connus 
de la communauté de physique statistique car émanant (ou principalement utilisés dans) 
d’autres domaines de recherche tels que la chimie quantique (Monte Carlo de diffusion), les 
théories de jauge sur réseau ou la matière condensée “dure” (algorithme de ver et Monte 
Carlo liens de valence). 
15 http://alps.comp-phys.org
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Chapitre X. Projets et perspectives de recherche
Je présente dans ce chapitre final mes perspectives de recherche qui peuvent grossiè-rement se regrouper autour de deux axes. Le premier, présenté dans la Sec. X.1, est 
en continuation des mes activités en magnétisme quantique. Comme les liens avec les 
projets présentés dans le Chapitre IX sont étroits, je m’y réfère directement. Le second axe 
porte sur un thème assez différent de ce qui a été évoqué jusqu’ici, et sera donc présenté 
plus en détail dans la Sec. X.2. 
X.1. Perspectives en magnétisme quantique
Thermodynamique des systèmes frustrés
J’ai indiqué dans la Sec. IX.1 l’intérêt des simulations numériques pour une comparaison 
directe avec les expériences sur les composés magnétiques, qui sont nécessairement effec-
tuées à température finie. Je commence à développer deux méthodes numériques diffé-
rentes (une de nature stochastique, une exacte) pour traiter la thermodynamique (suscepti-
bilité, chaleur spécifique à température finie) de systèmes magnétiques quantiques frustrés, 
par exemple en dimension deux. 
L’idée de la méthode stochastique est de trouver une transformation unitaire locale qui per-
met pour certains systèmes frustrés de s’affranchir du problème de signe en Monte Carlo 
quantique, qui interdit généralement de telles simulations à cause d’un rapport signal sur 
bruit exponentiellement faible. Quant à la méthode exacte, elle est basée sur la notion de 
typicalité quantique [goldSteiN06], qui indique que pour des systèmes quantiques suffisamment 
grands, un unique état pur d’énergie moyenne donnée peut déjà contenir toute l’informa-
tion thermodynamique pour la température correspondant à cette énergie.
Ces méthodes ne pourront pas bien sûr traiter des systèmes frustrés de grande taille et 
notamment à très basse température (un problème intrinsèquement compliqué, notam-
ment pour le Monte Carlo quantique), mais j’ai espoir qu’elles seront capables de capturer 
la thermodynamique dans une gamme de températures assez large. Je suis motivé ici par les 
expériences sur les composés isolants de Mott frustrés, où souvent la susceptibilité magné-
tique ou la chaleur spécifique sont les premières mesures effectuées pour déterminer la 
nature des interactions. Une fois ces méthodes développées, elles pourront être appliquées 
(notamment la méthode exacte) assez facilement à différents modèles, à adapter selon les 
demandes expérimentales.
Spectroscopie de participation
Il reste de nombreuses pistes à explorer concernant l’utilisation de la spectroscopie de 
participation en matière condensée introduite Sec. IX.4.2, l’une d’entre elles étant la détec-
tion de phases de la matière plus complexes. Il serait ainsi intéressant de comprendre si les 
termes sous-dominants de l’entropie de participation ou le spectre de participation peuvent 
caractériser les liquides de spins topologiques ou chiraux, en analogie avec l’entropie ou le 
spectre d’intrication [leviN06,Kitaev06]. Pour cela, une possibilité est d’étudier un modèle 
de spins 1/2 anisotrope sur le réseau kagome qui, en présence d’interactions à plus longue 
portée, stabilise une phase liquide de spins [iSaKov06]. Ce modèle présente l’avantage de 
pouvoir être simulé à l’aide des techniques Monte Carlo quantique qui sont adaptées pour 
mesurer l’entropie de participation.
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Une autre piste d’études serait de comprendre si les constantes universelles observées pour 
les transitions de phase quantiques peuvent être retrouvées dans un traitement purement 
classique d’un modèle en dimension d+1. On peut imaginer dans ce cadre la simulation du 
modèle d’Ising en 3d à sa température critique : l’entropie de participation s’exprimera alors 
comme l’entropie d’un plan de spins à l’intérieur d’un échantillon 3d.
Modèles de Cano-Fendley et variantes
J’ai présenté l’étude des propriétés de la fonction d’onde RVB aux plus proches voisins 
dans la Sec.  IX.3.1.1. Il est légitime de se demander si cette fonction d’onde peut être 
stabilisée comme le fondamental, si possible unique, d’un modèle de spins quantiques. La 
réponse positive à cette interrogation a été apportée par cano et Fendley [caNo10] qui 
ont construit un tel modèle certes complexe et peu réaliste (interactions à 8 spins), mais 
qui reste local (à courte portée). En collaboration avec s. capponi et m. mamBrini, j’étudie 
actuellement les propriétés de basse énergie de ce modèle sur le réseau carré, le but étant de 
vérifier l’existence d’un liquide de spins non conventionnel, qui posséderait un gap de spin 
mais aussi des excitations singulets d’énergie nulle. Le Hamiltonien étant frustré, l’approche 
utilisée est ici la diagonalisation exacte, à la fois dans la base complète Sz mais aussi dans la 
base variationnelle des états liens de valence aux plus proches voisins qui est particulière-
ment pertinente dans ce cas.
Transition de phases dans les fonctions d’onde RVB
J’avais indiqué dans la Sec. IX.3.1.2 que les fonctions d’onde RVB aux plus proches voi-
sins sur le réseau cubique présentait une mise en ordre magnétique, en supplément des 
corrélations dipolaires héritées des pavages de dimères sur ce même réseau. C’est cette 
propriété qui empêche de faire un développement en 1/N à partir de la limite N ! 1 de 
pavages de dimères orthogonaux : la fonction d’onde | NNVBi pour N=2 (où les boucles 
de recouvrement percolent) n’est plus dans la même phase que N ! 1 (où les boucles de 
recouvrement sont de taille 2). Il existe donc (au moins) une transition de phase entre ces 
deux états de la matière. En collaboration avec K. damle, r. moessner et a. nahum, nous 
avons pour projet de décrire la (les) transition(s) de phase entre ces deux limites, à l’aide 
de simulations Monte Carlo et d’une nouvelle théorie des champs pour le gaz de boucles 
correspondant. 
X.2. Projet : Localisation à N corps (Many-body localization)
Depuis l’année 2014, je me suis intéressé à un domaine nouveau pour moi, celui de la physique des systèmes quantiques désordonnés et plus particulièrement l’étude d’une nouvelle phase dynamique de la matière, dite localisée à N corps (Many-Body 
Localized). Bien que je vienne d’obtenir des premiers résultats, j’ai choisi de présenter ce 
sujet en tant que projet car je pense m’y investir très fortement dans les années à venir. Il 
s’agit d’un domaine très actif  de recherche (avec 1 à 3 preprints par semaine sur le serveur 
arXiv depuis presque 2 ans ! ), et il n’est pas pour l’instant envisageable d’effectuer une 
revue représentative complète du sujet. Deux premières revues [NaNdKiShore15,altmaN15] 
sont parues récemment permettant une introduction à la Many-Body Localization, mais ne 
présentent pas les dernières avancées. Dans la suite, j’effectue ma propre introduction au 
sujet contenant une partie méthodologique, puis présente les questions en partie ou totale-
ment ouvertes du domaine. Je conclus en présentant les premiers résultats obtenus. 
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Est-ce qu’un isolant parfait (avec conductivité nulle) peut exister à température finie ? La 
réponse naïve à cette question fondamentale a été récemment remise en cause par des 
analyses perturbatives remarquables de BasKo et al. [baSKo06] et Gornyi et al. [gorNyi05], 
inspirés par des travaux précurseurs de shepelyansKy [ShepelyaNSKy94] et de Fleishman et 
anderson [FleiShmaN80]. Pour les problèmes à une particule dans un potentiel désordonné, 
la réponse est bien comprise dans le cadre de la théorie de scaling de la localisation d’An-
derson [abrahamS79,aNderSoN58] : il n’y a pas d’états à une particule délocalisée (et donc pas 
de transport) en dimension d≤2, et ceci même à faible désordre. Il existe un seuil de mobi-
lité en plus hautes dimensions, pour lesquelles une valeur finie du désordre est nécessaire 
pour obtenir la localisation.
L’idée contenue dans ces travaux [baSKo06,gorNyi05] est qu’en présence simultanée d’inte-
ractions et de désordre, un système isolé peut ne pas réussir à thermaliser en suivant simple-
ment sa dynamique. En conséquence, toute l’énergie (même grande) qu’un système peut 
fournir ne diffuse pas à l’intérieur du système, et les particules restent localisées : on parle 
de Many-Body Localization (MBL) - je conserve ici le terme anglais et son acronyme plutôt 
que sa traduction « Localisation à N corps » peu utilisée. Pour des modèles sur réseau, la 
localisation et l’absence de transport peuvent même intervenir à température infinie, pour 
un désordre suffisamment fort [pal10]. L’énorme gain d’intérêt récent pour la MBL pro-
vient probablement du fait que celle-ci questionne les fondements de la physique statistique 
et de la mécanique quantique.
•	 Une	nouvelle	phase	dynamique	de	la	matière
La phase MBL est non ergodique, et brise l’hypothèse fondamentale de thermalisation des 
états propres (eigenstate thermalization hypothesis ou ETH [deutSch91,SredNicKi94]). L’ETH vise 
à une justification quantique de l’ensemble microcanonique en postulant que toute obser-
vable locale prend des valeurs moyennes similaires pour tous les états propres dans la même 
fenêtre d’énergie, mais s’annule exponentiellement entre deux états propres différents. En 
d’autres termes, chaque état propre « connaît » la thermodynamique des observables lo-
cales. En conséquence, si l’on prépare un état initial spécifique (par exemple avec un excès 
de particules à un endroit), l’évolution dans le temps par le dynamique Hamiltonienne 
assure que la mémoire de cet état initial sera complètement perdue aux grands temps : 
l’équilibre est atteint. Le système s’auto-équilibre, une partie du système jouant le rôle du 
bain pour l’autre partie. L’ETH est observée numériquement dans de nombreux exemples 
et on s’attend à ce que cette hypothèse soit valide dans le cas générique (voir Réf. [d’aleS-
Sio15] pour une revue récente).
Dans la phase MBL au contraire, le système ne s’auto-équilibre pas, et la mémoire de 
l’état initial est conservée dans les observables locales, même pour une évolution infinie. 
À cause de l’absence d’ergodicité et d’auto-thermalisation, plusieurs de nos préconçus de 
physique statistique s’effondrent : l’ordre peut être protégé par le désordre [huSe13,chaNd
raN14,Kjall14,bahri15] (il existe une transition à l’intérieur de la phase localisée entre états 
ordonnés et désordonnés), une phase verre de spin peut exister en 1d à température finie 
[huSe13,Kjall14,voSK14, peKKer14] (violant le théorème de Mermin-Wagner), il n’y a aucune 
décohérence dans la phase MBL [huSe14] (juste du déphasage) etc. Tirant parti de ce phéno-
mène, il a été proposé que la phase MBL puisse être utilisée pour construire des mémoires 
quantiques auto-correctrices [NaNdKiShore15]. 
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Une description phénoménologique des états MBL a été proposée récemment [bauer13,
huSe14,SerbyN13,SWiNgle13] : tous les états propres sont presque des états produits (c.-à-d. 
qu’on peut toujours trouver une transformation unitaire locale qui les emmène vers un 
état produit) et ont une très faible intrication (loi des aires pour l’entropie d’intrication). 
C’est en contraste notoire avec les états propres typiques du milieu du spectre d’une phase 
ergodique « normale » qui sont tous très intriqués (loi de volume). Cette différence dans le 
scaling de l’entropie d’intrication est représen-
tée dans la Fig. 76, avec des états thermiques 
avec loi de volume à faible désordre et des 
états MBL avec loi des aires à fort désordre. 
De même, la dynamique de l’intrication est 
complètement différente : l’entropie d’intri-
cation d’un état initial non intriqué soumis à 
la dynamique d’un Hamiltonien (protocole 
de « quench ») croît logarithmiquement avec le 
temps dans la phase MBL, alors qu’elle croît 
linéairement dans une phase ergodique. Cette 
phénoménologie implique l’existence d’un 
nombre extensifs de quantités conservées 
qui « émergent » dans la phase MBL [huSe14, 
SerbyN13,roS15,chaNdraN15], tout comme dans 
un système intégrable. Elle permet aussi de 
comprendre les transitions de phase ordre- 
désordre à l’intérieur de la phase MBL. 
Au delà de cette phénoménologie, l’existence d’une phase MBL est prouvée par de nom-
breuses simulations numériques de modèles en 1d de fermions ou de spins en interaction, 
en présence d’un potentiel désordonné ou quasi-périodique (par exemple [pal10, bauer13, 
Kjall14]; voir Réf. [NaNdKiShore15] pour une revue partielle). À noter que toutes ces études 
montrent qu’on ne peut pas capturer les états MBL ou la transition de phase ergodique/
MBL par des mesures thermodynamiques standard (valeurs moyennes d’observables lo-
cales) : il s’agit véritablement d’une nouvelle phase dynamique de la matière.
Il est légitime de se demander si les propriétés uniques des états MBL sont simplement des 
curiosités théoriques, ou si elles peuvent être observées expérimentalement. En effet, dans 
les expériences, le système est toujours couplé avec un bain thermique, dont on s’attend à 
ce qu’il détruise la phase MBL (en forçant la thermalisation). Toutefois, il a été argumenté 
[NaNdKiShore14] que la phase MBL peut survivre et être détectée par des signatures spec-
trales précises pour un faible couplage avec un bain, en tout cas sous des échelles de temps 
données par le couplage faible. Ainsi la phase MBL pourrait être caractérisée expérimenta-
lement, avec par exemple des expériences d’echo, sur des systèmes avec interactions dipo-
laires raisonnablement isolés tels que les molécules polaires ultra-froids, les ions confinés, 
ou les centres NV du diamant [SerbyN14,KWaSigroch14,yao14]. Au début de l’année 2015, les 
résultats de la première expérience [Schreiber15] présentant une signature de la phase MBL 
a été présentée par le groupe d’i. Bloch, à travers la dynamique de relaxation d’une onde 
de charge (sélectionnée comme état initial) dans un gaz ultrafroid d’atomes fermioniques 
unidimensionnel soumis à un potentiel quasi-périodique. Une investigation plus récente du 
même groupe [bordia15] indique l’absence de MBL pour un système 2d de tubes 1d (simi-
microcanonique en postulant que toute observable locale prend des  valeurs  moyennes  similaires  hn|O|ni ⇠ O(E) 
pour tous  les états propres |ni dans la même fenêtre d’énergie, mais s’annule exponentiellement entre deux états 
propres différents  hn1|O|n2i ! 0 . En d’autres  termes, chaque état propre «connaît» la thermodynamique des 
observables  locales. En conséquence, si l’on prépare un état initial spécifique (par exemple avec un excès  de 
particules à un endroit), l’évolution dans le temps  par le dynamique Hamiltonienne assure que la mémoire de cet 
état initial sera  complètement perdue aux grands  temps: l’équilibre est atteint. Le système s’auto-équilibre, une 
partie du système jouant le rôle du bain pour l’autre partie. L’ETH est observée numériquement dans de 
nombreux exemples et on s’attend à ce que cette hypothèse soit valide dans le cas générique.
Dans la phase MBL au contraire, le système ne s’auto-équilibre pas, et la  mémoire de l’état initial est conservée 
dans les  observables  locales, même pour une évolution infinie. À cause de l’absence d’ergodicité et d’auto-
thermalisation, plusieurs  de nos  préconçus d  physique statistique s’effondrent : l’ordre peut être protégé par le 
désordre22  (il existe une transition à  l’intérieur de la  phase localisée entre états  ordonnés et désordonnés), une 
phase verre de spin peut exister en 1d à température finie (violant le théorème de Mermin-Wagner), il n’y a 
aucune décohérence dans  la  phase MBL (juste du déphasage) etc. Tirant parti de ce phénomène, il a été 
proposé que la phase MBL puisse être utilisée pour construire des mémoires quantiques auto-correctrices20. 
Une description phénoménologique des  états  MBL a été proposée récemment23: tous  les  états propres sont 
presque des  états  produits  (c.-à-d. qu’on peut toujours  trouver une transformation unitaire locale qui les  emmène 
vers  un état produit) et ont une très  faible intrication (loi des 
aires pour l’entropie d’intrication). C’est en contraste notoire 
avec les  états  propres  typiques du milieu du spectre d’une 
phase ergodique «normale» qui sont tous  très intriqués  (loi 
de volume). Cette différence dans le scaling de l’entropie 
d’intrication est représentée dans  la figure ci-contre, avec 
des  états  thermiques avec loi de volume à faible désordre et 
des  états MBL avec loi des  aires  à fort désordre. De même, 
la dynamique de l’intrication est complètement différente: 
l’entropie d’intrication d’un état initial non intriqué soumis à 
la  dynamique d’un Hamiltonien (protocole de «quench») croît 
logarithmiquement avec le temps  dans la phase MBL, alors  qu’elle croît linéairement dans  une phase ergodique. 
Cette phénoménologie permet aussi de comprendre les transitions  de phase ordre / désordre à  l’intérieur de la 
phase MBL. Au delà de cette phénoménologie, l’existence d’une phase MBL est prouvée par des  simulations 
numériques  de modèles  en 1d de fermions  ou de spins  en interaction, en présence d’un potentiel désordonné ou 
quasi-périodique20. À noter que toutes ces  études montrent qu’on ne peut pas  capturer les  états MBL ou la 
transition de phase ergodique / MBL par des  mesures thermodynamiques  standard (valeurs moyennes 
d’observables locales): il s’agit véritablement d’une nouvelle phase dynamique de la matière.
Il est légitime de se demander si les  propriétés  uniques des  états  MBL sont simplement des curiosités  théoriques, 
ou si elles  peuvent être observ s  expérimentalement. En effet, dans les expériences, le système est toujours 
couplé avec un bain thermique, dont on s’attend à ce qu’il détruise la phase MBL (en forçant la thermalisation). 
Toutefois, il a  été argumenté24  que la phase MBL peut survivre et être détectée par des signatures spectrales 
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Figure 2. Adjacent gap ratio (top) and Kullback Leibler di-
vergence (bottom) as a function of disorder strength in the
spectrum center ✏ = 0.5. Insets: (top) data collapse used to
extract the critical disorder strength h
c
and exponent ⌫. The
h axis is transformed by (h h
c
)L1/⌫ , (bottom) distribution
of KLd in both phases.
scales with L. We use at least 1000 disorder realizations
for each L (except for L = 22 where we accumulated be-
tween 50 and 250 samples). For each ✏, observables are
calculated from the corresponding eigenvectors and av-
eraged over target packets and disorder realizations for
each value of the disorder strength h. As eigenvectors of
the same disorder realization are correlated, we found it
crucial [50] to bin quantities over all eigenstates of the
same realization, and then compute the standard error
over these bin averages, in order not to underestimate
error bars. Investigating numerous quantities allows to
check the consistency of our analysis and conclusions.
Results and finite size scaling analysis— We discuss the
transition between GOE and Poisson statistics, first us-
ing the consecutive gap ratio r, shown in Fig. 2 (top)
for ✏ = 0.5. When varying the disorder strength h, we
clearly see a crossing around hc ⇠ 3.7 between the two
limiting values. This crossing can be analyzed using a
scaling form g[L1/⌫(h − hc)] which allows a collapse of
the data onto a single universal curve (see inset), yield-
ing hc = 3.72(6) and ⌫ = 0.91(7) (see details of fitting
procedure and error bars estimates in Sup. Mat.).
The above defined KLd, computed for two eigenstates
randomly chosen at the same energy target ✏ and av-
eraged over disordered samples, also displays a cross-
ing between the two limit scalings KLGOE = 2 and
KLPoisson ⇠ ln(dimH) (Fig. 2 bottom). A data collapse
is very difficult to achieve for KL due to a large drift
of the crossing points. Nevertheless, the distributions of
KL plotted in insets, display markedly di↵erent features.
The perfect gaussian distribution in the ergodic phase (at
h = 1) around the GOE mean value of 2 with a variance
decreasing with L provides strong evidence that the sta-
tistical behavior of the eigenstates is well described by
GOE, extending its applicability to pure level statistics.
In the MBL regime (h = 4.8), the behavior is completely
di↵erent as variance and mean both increase with L.
We now turn to the entanglement entropy for a real
space bipartition at L/2 (L even). Shown for two targets
✏ = 0.5 and 0.8, the transition is signaled (Fig. 3) by
a change in the EE scalings from volume law SE/L !
constant for h < hc to area-law with S
E/L ! 0 for
h > hc. Assuming a volume law scaling at the criti-
cal point [57], we perform a collapse of SE/L to the form
g[L1/⌫(h−hc)] (Fig. 3 bottom panel) giving estimates for
the critical disorder hc and exponent ⌫ consistent with
other results (see Sup. Mat.). Furthermore, as recently
argued [31], the standard deviation of the entanglement
entropy displays a maximum at the MBL transition. A
scaling collapse of the form σE = (L− c)g[L1/⌫(h− hc)]
(with c an unknown parameter and the previous esti-
mates of ⌫ and hc from collapse of S
E/L) works particu-
larly well (top panel of Fig. 3).
Perhaps more accessible to experiments, bipartit fluc-
tuations F of subsystem magnetization (taken here to be
12 16 20 24
L
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Figure 3 Entanglement entropy per site SE/L and its vari-
a ce σ
E
, as a function of system size L for i↵er nt disorder
strengths in the middle of the spectrum (left) and in the up-
per part (right). The volume law scaling leading to a constant
S
E
/L for weak disorder contrasts with the area law (signaled
by a decreasing SE/L) at larger disorder is very clear. Black
l ne: SE/L for a random state [56]. Cl s to the t ansition,
the prefactor of the volume law is expected to converge only
for larger system sizes.
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calculatedfromthecorrespondingeigenvectorsandav-
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eachvalueofthedisorderstrengthh.Aseigenvectorsof
thesamedisorderrealizationarecorrelated,wefoundit
crucial[50]tobinquantitiesoveralleigenstatesofthe
samerealization,andthencomputethestandarderror
overthesebinaverages,inordernottounderestimate
errorbars.Investigatingnumerousquantitiesallowsto
checktheconsistencyofouranalysisandconclusions.
Resultsandfinitesizescalinganalysis—Wediscussthe
transitionbetweenGOEandPoissonstatistics,firstus-
ingtheconsecutivegapratior,showninFig.2(top)
for✏=0.5.Whenvaryingthedisorderstrengthh,we
clearlyseeacrossingaroundhc⇠3.7betweenthetwo
limitingvalues.Thiscrossingcanbeanalyzedusinga
scalingformg[L
1/⌫
(h−hc)]whichallowsacollapseof
thedataontoasingleuniversalcurve(seeinset),yield-
inghc=3.72(6)and⌫=0.91(7)(seedetailsoffitting
procedureanderrorbarsestimatesinSup.Mat.).
TheabovedefinedKLd,computedfortwoeigenstates
randomlychosenatthesameenergytarget✏andav-
eragedoverdisorderedsamples,alsodisplaysacross-
ingbetweenthetwolimitscalingsKLGOE=2and
KLPoisson⇠ln(dimH)(Fig.2bottom).Adatacollapse
isverydifficulttoachieveforKLduetoalargedrift
ofthecrossingpoints.Nevertheless,thedistributionsof
KLplottedininsets,displaymarkedlydi↵erentfeatures.
Theperfectgaussiandistributionintheergodicphase(at
h=1)aroundtheGOEmeanvalueof2withavariance
decreasingwithLprovidesstrongevidencethatthesta-
tisticalbehavioroftheeigenstatesiswelldescribedby
GOE,extendingitsapplicabilitytopurelevelstatistics.
IntheMBLregime(h=4.8),thebehavioriscompletely
di↵erentasvarianceandmeanbothincreasewithL.
Wenowturntotheentanglemententropyforareal
spacebipartitionatL/2(Leven).Shownfortwotargets
✏=0.5and0.8,thetransitionissignaled(Fig.3)by
achangeintheEEscalingsfromvolumelawS
E
/L!
constantforh<hctoarea-lawwithS
E
/L!0for
h>hc.Assumingavolumelawscalingatthecriti-
calpoint[57],weperformacollapseofS
E
/Ltotheform
g[L
1/⌫
(h−hc)](Fig.3bottompanel)givingestimatesfor
thecriticaldisorderhcandexponent⌫consistentwith
otherresults(seeSup.Mat.).Furthermore,asreetly
argued[31],thestandarddeviationoftheentanglement
entropydisplaysamaximumattheMBLtransition.A
scalingcollapseoftheformσE=(L−c)g[L
1/⌫
(h−hc)]
(withcanunknownparameterandthepreviousesti-
matesof⌫andhcfromcollapseofS
E
/L)worksparticu-
larlywell(toppanelofFig.3).
Perhapsmoreaccessibletoexperiments,biartiefluc-
tuationsFofsubsystemmagnetization(takenhereob
Figure3.EntanglemententropypersiteS
E
/Landitsvari-
anceσE,asafunctioofsystmsizeLfordi↵eentdorder
strengthsinthemiddleofthespectrum(left)andintheup-
perpart(right).Thevolumelawscalingleadingtoaconstant
S
E
/Lforweakdisordercontrastswiththearealaw(signaled
byadecreasingS
E
/L)atlargerdisorderisverylear.Black
line:S
E
/Lforarandomstate[56].Closetothetransition,
theprefactorofthevolumelawisexpectedtoconvergeonly
forlargersystemsizes.
3
Figure 2. Adj cent gap ratio (top) and Kullback Leibler di-
vergence (bottom) as a function of disorder str ngth in the
spectrum enter ✏ = 0.5. I sets: (top) data collapse used to
extract the critical disorder strength h
c
and exponent ⌫. The
h axis is transformed by (h h
c
)L1/⌫ , (bottom) distribution
of KLd in both phases.
scales with L. We use at least 1000 disorder realizations
for each L (except for L = 22 where we accumulated be-
tween 50 and 250 samples). For each ✏, observables are
calculated from the corresponding eigenvectors and av-
eraged over target packets and disorder realizations for
each value of the disorder strength h. As eigenvectors of
the same disorder realization are correlated, we found it
crucial [50] to bin quantities over all eigenstates of the
same realization, and then compute the st n ard error
ov r these bin averages, in order n t to underestimate
error bars. Investigating numero s quantities allows to
check the consistency of our analysis and onclusions.
Results and finit ize scali g analysis— We di cuss the
tra sition between GOE and Poisson statistics, first us-
ing the consecutive gap ratio r, shown in Fig. 2 (top)
for ✏ = 0.5. When varying the disorder strength h, we
clearly see a crossing around hc ⇠ 3.7 between the two
limiting values. This crossing can be analyzed using a
scaling form g[L1/⌫(h − hc)] which allows a collapse of
the data onto a single universal curve (see inset), yield-
ing hc = 3.72(6) and ⌫ = 0.91(7) (see details of fitting
procedure and error bars estimates in Sup. Mat.).
The above defined KLd, computed for two eigenstates
randomly chosen at the same energy target ✏ and av-
eraged over disordered samples, also displays a cross-
ing between the two limit scalings KLGOE = 2 and
KLPoisson ⇠ ln(dimH) (Fig. 2 bottom). A data collapse
very difficult to achieve for KL due to a large drift
of the crossing points. Nevertheless, the distributions of
KL plotted in insets, display markedly di↵erent features.
The perfect gaussian distribution in the ergodic phase (at
h = 1) around the GOE mean value of 2 with a variance
decreasing with L provides strong evidence that the sta-
tistical behavior of the eigenstates is well described by
GOE, extending its applicability to pure level statistics.
In the MBL regime (h = 4.8), the behavior is completely
di↵erent as variance and mean both increase with L.
We now turn to the entanglement entropy for a real
space bipartition at L/2 (L even). Shown for two targets
✏ = 0.5 and 0.8, the transition is signaled (Fig. 3) by
a change in the EE scalings from volume law SE/L !
constant for h < hc to area-law with S
E/L ! 0 for
h > hc. Assuming a volume law scaling at the criti-
cal point [57], we perform a collapse of SE/L to the form
g[L1/⌫(h−hc)] (Fig. 3 bottom pa l) giving estimates for
the critical disorder hc nd exponent ⌫ consi tent with
other results ( ee Sup. Mat.). Furthermore, s recently
argued [31], the standard devia ion of the entanglement
entropy displays a maxi um at the MBL transition. A
scaling collapse of the for σE = (L− c)g[L1/⌫(h− hc)]
(with c an unknown parameter and the previous esti-
mates of ⌫ and hc from collapse of S
E/L) works particu-
larly well (top panel of Fig. 3).
Perhaps more accessible to expe iments, biparti fluc-
tuations F of subsystem magnetization (taken here to be
0
1
2
3
4
5
Fig re 3. Entanglement entropy per sit SE/L and its vari-
ance σ
E
, as a function of system size L for di↵erent disorder
strengths in the middle of the spectrum (left) and in the up-
per part (right). The volume law scaling leading to a constant
S
E
/L for weak disorder contrasts with the area law (signaled
by a decreasing SE/L) at larger d sorder is very clear. Black
line: SE/L for a random state [56]. Close to the transition,
the prefactor of the volume law is expec ed to converg only
for larger sy tem sizes.
area law
volume law
S/L
disorder
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Fig. 76 Entropie d’intrication par site à mi-
chaîne d’états pr pres du ilieu du spectre d’u e 
c îne d’Heisenb rg de taille finie L en champ 
aléatoire. Alors qu’à faible ésord e les états du 
milieu du spectre suivent une loi de volume, les 
états dans la phase MBL (obtenue à désordre suf-
fisamment grand) suivent une loi des aires.
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laires à ceux de l’expérience précédente) couplés entre eux. Par ailleurs, une expérience sur 
un système d’ions confinés, modélisé par un modèle d’Ising à longue portée avec un champ 
transverse, où le désordre est « programmable » expérimentalement, conclut elle aussi à la 
présence d’une phase MBL [Smith15].
•	 Questions	ouvertes	et	pistes	de	recherche
Outre celle de la réalisation expérimentale de la MBL pour laquelle des premiers éléments 
viennent d’être apportés, plusieurs grandes questions restent ouvertes dans ce domaine. 
La première est celle de la nature de la transition de phase induite par le désordre entre la 
phase « normale » ergodique et la phase MBL. Est-ce qu’il s’agit d’une transition conti-
nue ? Si oui, quelle est sa classe d’universalité ? S’agit-il d’une transition de type « désordre 
infini » ? Y-a-t-il des effets de Griffiths à l’approche de la transition ? Des travaux très ré-
cents [voSK15,potter15] s’attachent à répondre partiellement à ces questions en utilisant des 
modèles unidimensionnels phénoménologiques. Il serait bon de compléter cette approche 
par des résultats numériques sur des modèles microscopiques. Ce n’est pas trivial, car la 
transition est dynamique et ne peut être simplement détectée par des mesures thermody-
namiques. Il est important de réaliser en effet qu’il s’agit d’une transition impliquant un 
nombre exponentiel d’états propres qui changent tous radicalement de propriétés simulta-
nément. Il ne s’agit pas non plus d’une transition vitreuse « classique » car cette dernière ne 
dépend pas de la présence d’un bain thermique. 
Reliée à cette première interrogation sur la nature de la transition est la question de l’exis-
tence (ou non) d’un seuil de mobilité à N corps, similaire à celui connu dans la transition 
d’Anderson. Alors que d’un point de vue analytique des réponses contradictoires ont été 
suggérées [baSKo06,cuevaS12,deroecK15], il est possible d’en dire plus d’un point de vue nu-
mérique pour certains modèles [laumaNN14,Kjall14,luitz15,moNdragoN15]. Par ailleurs, d’un 
point de vue analytique, la description phénoménologique en termes d’états quasiment 
états produits ne tient plus s’il existe un seuil de mobilité, et il faudrait créer un cadre théo-
rique pour comprendre la coexistence d’états MBL et d’états thermiques dans un même 
échantillon.
Une autre question est la nature exacte de la phase ergodique (« ETH ») avant la transi-
tion. Il a été notamment proposé par des arguments principalement phénoménologiques 
[agarWal15,voSK15,potter15], que pour les modèles unidimensionnels, une phase précur-
seur à la transition existe et présente un transport sous-diffusif  (alors qu’une phase ETH 
a un caractère diffusif), tout en restant ergodique. Comment caractériser systématique-
ment l’existence de cette phase sous-diffusive, et quels sont les ingrédients microscopiques 
nécessaires ? 
L’existence d’une phase MBL est comprise en 1d ou dans des modèles champ moyen. Ce 
phénomène subsiste-t-il en dimension deux ou trois (probablement à plus fort désordre si 
c’est le cas) ? Cette question est particulièrement pertinente en vue des expériences récentes 
sur des gaz atomiques ultrafroids [bordia15].
Une autre question ouverte et qui suscite beaucoup d’intérêt est celle de la nécessité du 
désordre pour observer la physique MBL. Il a été suggéré en effet que la phase MBL 
pouvait être observée dans des systèmes purs, invariants par translation : le désordre serait 
auto-généré soit par des fluctuations thermiques [deroecK14] ou entropiques [hicKey14], soit 
par une différence d’échelle d’énergie (exemple d’un mélange de particules « lourdes » et « 
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légères » [Schiulaz14,Schiulaz15,grover14,yao15], où une fois intégrées les particules rapides 
constitueraient un désordre effectif  pour les lentes). Là encore, des simulations numériques 
poussées pourraient permettre de fournir des premiers éléments de réponse sur ce sujet 
controversé [papic15].
Premiers résultats
•	 Nouvelle	approche	numérique	
Pour capturer la physique MBL, il est crucial de pouvoir obtenir des états propres exacts 
d’un système isolé, et ceci au milieu du spectre du Hamiltonien à N corps. C’est un véri-
table défi pour les méthodes habituelles de la matière condensée. En effet, puisque la phy-
sique MBL disparaît si l’on couple le système à un bain thermique, les méthodes de type 
Monte Carlo quantique à température finie ou les séries haute température ne sont pas 
appropriées. De même, toutes les techniques qui capturent bien la physique de basse éner-
gie (diagonalisation exacte itérative de type Lanczos, DMRG, séries à température nulle) 
ne fournissent aucune information pour le milieu du spectre. Puisque les états propres 
ont une faible intrication, il y a un certain espoir que les méthodes basées sur cette pro-
priété (telles que les approches Matrix Product States, ou Tensor Network) puissent être utiles 
[peKKer14b,chaNdraN15b]. Des premiers résultats annonçant une très bonne approximation 
des états propres au coeur de la phase MBL par des méthodes DMRG viennent d’être 
annoncés [pollmaNN15,KhemaNi15,yu15]. Par contre, cette approche ne pourra pas être utile 
à l’approche de la transition (l’entropie d’intrication y étant grande). Le même reproche 
peut s’appliquer pour les méthodes de type groupe de renormalisation dans l’espace réel 
[FiSher94,moNthuS04], qui ont été étendues aux états excités [peKKer14]. Notons toutefois 
que le modèle phénoménologique de la Réf. [potter15] est en partie basé sur une renorma-
lisation dans l’espace réel et permet de capturer la transition, au prix de certaines approxi-
mations.
Pour un système de taille finie, une solution reste toujours possible : la diagonalisation 
totale du Hamiltonien. Cette méthode est malheureusement limitée à des petits systèmes 
(typiquement N=16 spins 1/2), car l’espace de Hilbert croît exponentiellement avec le 
nombre de particules. Récemment, avec d. luitz et n. laFlorencie, nous avons réussi à 
repousser cette limite, en utilisant une technique de diagonalisation parallèle shift-invert. Pour 
obtenir des valeurs et vecteurs propres exactes du Hamiltonien H  proche d’une énergie 
cible E⇤ située par exemple au milieu du spectre, l’idée est de considérer les valeurs propres 
d’amplitudes maximales de l’opérateur G = (H  E⇤)−1. Bien sûr, nous ne connaissons 
pas cet opérateur, mais nous pouvons essayer de l’appliquer sur un vecteur, ce qui permet 
d’obtenir par itérations successives ses valeurs propres extrémales. Pour appliquer G, nous 
effectuons une décomposition LU de (H − E⇤) par une méthode massivement parallèle, 
ce qui se révèle le point technique crucial. Grâce à cette nouvelle technique, nous avons pu 
tracé le diagramme de phase d’un modèle typique de la MBL, pour des tailles de système 
bien plus grandes (jusqu’à N=22 spins 1/2) [luitz15]. Passer de N=16 à N=22 spins peut 
paraître dérisoire, mais il faut se rappeler que cela revient à passer à des espaces de Hilbert 
de l’ordre de ~12.000 à ~700.000, ce qui est non trivial pour une méthode de diagonali-
sation exacte. La technique shift-invert n’est pas nouvelle (elle est bien connue en analyse 
numérique et utilisée en matière condensée par les experts travaillant sur la localisation 
d’Anderson [rodriguez11]), mais c’est à ma connaissance la première fois qu’elle est utilisée 
pour un problème à N corps.
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H =
X
i
Si · Si+1  hiSzi
Fig. 77 Diagramme de phase densité d’éner-
gie versus intensité du désordre pour une chaîne 
d’Heisenberg en champ aléatoire, obtenu à partir 
de divers indicateurs de taille finie [luitz15]. La 
courbure de la ligne de transition séparant la phase 
ergodique (ETH) de la phase localisée (MBL) in-
dique l’existence d’un seuil de mobilité à N corps 
dans ce modèle.
basées sur cette propriété (telles  que les approches Matrix Product States, ou Tensor Network) puissent être 
utiles au coeur de la phase MBL, mais elles  ne pourront être utiles proche de la transition. Le même argument 
s’applique pour les méthodes de type groupe de renormalisation dans l’espace réel. 
Pour un système de taille finie, une solution reste toujours  possible: la  diagonalisation totale du Hamiltonien. Cette 
méthode est malheureusement limitée à  des petits systèmes  (typiquement N=16 spins  1/2), car l’espace de 
Hilbert croît exponentiellement avec le nombre de particules. Récemment, avec D. Luitz et N. Laflorencie, nous 
avons  réussi à  repousser cette limite, en utilisant une technique de diagonalisation parallèle «shift-invert». Pour 
obtenir des  valeurs  et vecteurs  propres  exactes  du Hamiltonien H proche d’une énergie cible E* située par 
exemple au milieu du spectre, l’idée est de considérer les  valeurs propres d’amplitudes  maximales de l’opérateur 
G=(H-E*)-1. Bien sûr, nous  ne connaissons pas cet opérateur, mais  nous  pouvons essayer de l’appliquer sur un 
vecteur, ce qui permet d’obtenir par itérations successives ses valeurs  propres  extrémales. Pour appliquer G, 
nous effectuons  une décomposition LU de (H-E*)  par une méthode massivement parallèle, ce qui se révèle le 
point technique crucial. Grâce à  cette nouvelle technique, nous  avons  pu tracé le diagramme de phase d’un 
modèle typique de la MBL, pour des tailles de système bien plus  grandes (jusqu’à N=22 spins  1/2). Passer de 
N=16 à N=22 spins  peut paraître dérisoire, mais  il faut se rappeler que cela revient à passer à  des espaces  de 
Hilbert de l’ordre de ~50.000 à  ~700.000, ce qui est non-trivial pour une méthode de diagonalisation exacte. La 
technique shift-invert n’est pas  nouvelle (elle est bien connue en analyse numérique et utilisée en matière 
condensée par les experts  travaillant sur la localisation d’Anderson), mais  c’est à ma connaissance la première 
fois qu’elle est utilisée pour un problème à N corps.
Comme premier exemple d’application, nous  avons pu 
tracé30  le diagramme de phase résolu en énergie de la 
chaîne d’Heisenberg soumis  à  un champ aléatoire 
H =
X
i
Si.Si+1 hiS
z
i , où le champ aléatoire est 
distribué uniformément dans [-h,h] et h contrôle l’intensité 
du désordre. Ce modèle est l’un des plus simples 
exhibant une physique MBL à fort désordre, mais jusque 
là son diagramme de phase n’avait jamais pu être tracé. 
En se basant sur une analyse poussée de taille finie de 
plusieurs observables30, nous  avons pu déterminé le 
diagramme de phase (désordre, énergie) présenté dans 
la  figure ci-contre. Notre analyse révèle l’existence claire d’un seuil de mobilité (la ligne de transition dépend de 
l’énergie), répondant à  une des  questions  ouvertes du domaine pour ce modèle. Par ailleurs, nous avons mis  à 
profit notre connaissance des entropies  de participation évoquées précédemment dans ce rapport pour étudier la 
nature localisée ou délocalisée des  fonctions  d’onde propres. Le code de couleur de la  figure représente la valeur 
du coefficient linéaire a1 de l’entropie de participation, et l’on voit bien que les états propres  deviennent 
soudainement très  localisés après  la transition, ce qui est une caractéristique de la phase MBL. Une analyse de 
taille finie plus précise est donnée dans notre étude30. 
Fort de ces  premiers  résultats qui ont été je crois bien perçus par la communauté, je souhaite étendre l’étude de 
la  physique MBL en utilisant cette technique de diagonalisation parallèle et en l’améliorant si nécessaire. Je 
souhaite essayer de répondre aux questions  ouvertes du domaine citées  plus  haut: il est probable que tout ne 
pourra être résolu avec cette méthode et qu’il faudra essayer d’autres approches, certaines à construire.
Many-body localization edge in the random-field Heisenberg chain
David J. Luitz, Nicolas Laflorencie, and Fabien Alet
Laboratoire de Physique Théorique, IRSAMC, Université de Toulouse, CNRS, 31062 Toulouse, France
⇤
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We present a large scale exact diagonalization study of the one dimensional spin 1/2 Heisenberg
model in a random magnetic field. In order to access properties at varying energy densities across
the entire spectrum for system sizes up to L = 22 spins, we use a spectral transformation which can
be applied in a massively parallel fashion. Our results allow for an energy-resolved interpretation of
the many body localization transition including the existence of an extensive many-body mobility
edge. The ergodic phase is well characterized by Gaussian orthogonal ensemble statistics, volume-
law entanglement, and a full delocalization in the Hilbert space. Conversely, the localized regime
displays Poisson statistics, area-law entanglement and non ergodicity in the Hilbert space where
a true localization never occurs. We perform finite s ze scaling to extract the critical edge and
exponent of the localization length divergence.
PACS numbers: 75.10.Pq, 72.15.Rn, 05.30.Rt
The interplay of disorder and interactions in quan-
tum systems can lead to several intriguing phenomena,
amongst which the so-called many-body localization has
attracted a huge int rest in recent years. Following pre-
cursors works [1–4], perturbative calculations [5, 6] have
established that the celebrated Anderson localization [7]
can survive interactions, and that for large enough dis-
order, many-body eigenstates can also “localize” (in a
sense to be precis d lat r) an form a new phase of matter
commonly referred to as the many-body localized (MBL)
phase.
The enormous boost of interest for this topic over the
last years can probably be ascribed to the fact that the
MBL phase challenges the very foundations of quantum
statistical physics, leading to striking theoretical and ex-
perimental consequences [8, 9]. Several key features of
the MBL phase can be highlighted as follows. It is non-
ergodic, and breaks the eigenstate thermalization hy-
pothesis (ETH) [10–12]: a closed system in the MBL
phase does not thermalize solely following its own dy-
namics. Th possible pres nce of a many-body mobility
edge (at a finite energy density in the spectrum) indi-
cates that conductivity should vanish in a finite tem-
perature range in a MBL system [5, 6]. Coupling to
an external bath will eventually destroy the properties
of the MBL phase, but recent arguments show that it
can survive and be detected using spectral signatures for
weak bath-coupling [13]. This leads to the suggestion
that the MBL phase can be characterized experimen-
tally, using e.g. controlled echo experiments on reason-
ably well-isolated systems with dipolar interactions [14–
17]. Another appealing aspect (with experimental con-
sequences for self-correcting memories) is that MBL sys-
tems can sustain long-range, possibly topological, order
in situations where equilibrated systems would not [18–
22]. Finally, a striking phenomenological approach [23]
pinpoints that the MBL phase shares properties with in-
tegrable systems, with extensive local integrals of mo-
Figure 1. Disorder (h) — Energy density (✏) phase dia-
gram of the disordered Heisenberg chain Eq. (1). Th er-
godic phase (dark region with a participation entropy vol-
u e law coe cient a1 ' 1) is separated from the localized
regime (bright region with a1 ⌧ 1). Various symbols (see
legend) show the energy-resolved MBL transition points ex-
tracted from finite size scaling performed over system sizes
L 2 {14, 15, 16, 17, 18, 19, 20, 22}. Red squares correspond to
a visual estimate of the boundary between volume and area
law scaling of entanglement entropy S
E
.
tion [24–26], and that MBL eigenstates sustain low (area
law) entanglement. This is in contrast with eigenstates
at finite energy density in a g neric equi ibrated system,
which have a large amount (volume law) of entanglement
and which are believed to be well described within a ran-
dom matrix theory approach.
Going beyond perturbative approaches, direct numer-
ical simulations of disordered quantum interacting sys-
tems provide a powerful framework to test MBL features
in a variety of systems [14, 17, 21, 27–42]. The MBL
transition dealing with eigenstates at high(er) energy,
ground-state methods are not well adapted. Most nu-
merical studies use full exact diagonalization (ED) to ob-
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30 D.J. Luitz, N. Laflorencie et F. Alet, arXiv:1411.0660 (Phys. Rev. B Rapid Comm., sous presse)
•	 Applicat on	au	seuil	de	mobilité	à	N	corps
C mme premier xemple d’application, nous avons pu tracé [luitz15] le diagramme de 
phase résolu en énergie de la chaîne d’Heisenberg soumis à un champ aléatoire
où le champ aléatoire hi st distribué uniformément dans [ h, h] et h contrôle l’inten-
sité du désordre. Ce modèle est l’un des plus simples exhibant une physique MBL à fort 
désordre, mais jusque là son diagramme de phase n’était pas connu. En se basant sur une 
analyse poussée de taille finie de plusieurs ob-
servables [luitz15], nous avons pu déterminé 
le diagramme de phase (désordre, énergie) 
présenté dans la Fig. 77. Notre analyse révèle 
l’existence claire d’un seuil de mobilité (la ligne 
de transition dépend de l’énergie), répondant à 
une des questions ouvertes du domaine pour 
ce modèle. Par ailleurs, nous avons mis à profit 
notre connaissance des entropies de participa-
tion évoquées dans la Sec. IX.4.2 pour étudier 
la nature localisée ou délocalisée des fonctions 
d’onde propres. Le code de couleur de la fi-
gure représente la valeur du coefficient linéaire 
a1 de l’entropie de participation, et l’on voit 
bien que les états propres deviennent soudai-
nement très localisés après la transition, ce qui 
est une caractéristique de la phase MBL. Une 
analyse de taille finie plus précise est donnée 
dans notre étude [luitz15]. 
P rspectives de rech rches
Fort de ces pr miers résultats qui ont été je crois bien perçus par la communauté, je sou-
haite étendre l’étude de la physique MBL en utilisant cette technique de diagonalisation 
parallèle et en l’améliorant si nécessaire. Une piste est par exemple de la coupler avec une 
éthode de développement en graphes [devaKul15]. Dans une approche complémentaire, 
j’ai entrepris des premiers calculs sur des trempes (quenchs), protocoles où l’on étudie les 
propriétés dynamiques d’une fonction d’onde sous l’évolution d’un Hamiltonien présen-
tant la physique MBL | (t)i = exp(−iHt)| (0)i. Ces calculs peuvent être effectués sur des 
systèmes de plus grande taille (jusqu’à N=30), car ils ne nécessitent pas l’obtention d’états 
propres exacts.
Avec ces techniques numériques avancées, je souhaite essayer de répondre aux questions 
ouvertes du domaine citées plus haut : il est probable que tout ne pourra être résolu avec 
ces méthodes et qu’il faudra essayer d’autres approches, certaines à construire. Signalons 
finalement que dans un domaine si actif, il est probable que de nouvelles questions ou 
d’autres aspects de cette nouvelle phase dynamique de la matière seront dévoilés prochai-
nement.
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