In this paper, a fourth order quadratic parabolic optimal control problem is analyzed. The state and co-state are discretized by the order k Raviart-Thomas mixed finite element spaces, and the control is approximated by piecewise polynomials of order k (k ≥ 0). At last, the results of a posteriori error estimates are given in Lemma 2.1 by using mixed elliptic reconstruction methods.
Introduction
It is known that optimal control problems governed by partial differential equations (PDEs, for short) play a great role in modern science, technology, engineering and so on. There has been extensive theoretical research for finite element approximation of various optimal control problems (see, e.g., [-]), and some scholars have been paying much attention to the mixed finite element methods for PDEs (see, e.g., [-]). As a matter of fact, the fourth PDEs of this method is always a hot special topic. For example, in  (see [] ), Brezzi and Raviart studied fourth order elliptic equations by mixed element methods. In [], Brezzi and Fortin presented some results on the application of the mixed finite element methods to linear elliptic problems. In [], Li developed mixed finite element methods for solving fourth-order elliptic and parabolic problems by using RBFs and gave similar error estimates as classical mixed finite element methods. Several recent works have been devoted to the analysis of this field for the error estimates, for example, Cao and Yang got the a priori error estimates using Ciarlet-Raviart mixed finite element methods for the fourth order control problems governed by the first bi-harmonic equation (see [] ). Hou studied a class of fourth order quadratic elliptic optimal control problems, where the state and co-state are approximated by the order k Raviart-Thomas mixed finite element spaces and the control variable is approximated by piecewise polynomials of order k (k ≥ ), and he derived a posteriori error estimates for both the control and the state approximations (see [] ). Although the error analysis for the finite element discretization of optimal control problems for the fourth order PDEs is discussed in many publications, there are only a few published results on this topic for parabolic problems. Therefore, we will study the error estimates using mixed finite element for the fourth order parabolic optimal control problems. This paper is organized as follows. Firstly, we discuss the semi-discrete mixed finite element approximation for the fourth order parabolic optimal control problem in Section . Next, a posteriori error estimates of mixed finite element approximation for the control problem are given in Section . Finally, we analyze the conclusion and future work in Section .
Mixed methods for optimal control problem
In the paper, we adopt the standard notation W m,p ( ) for Sobolev spaces on with a norm · m,p given by
For the sake of simplicity, we take
the Hilbert space V is defined by the following norm:
In this paper, the model problem that we shall investigate is the following twodimensional optimal control problem:
subject to the state equations
where the bounded open set ⊂ R  is a convex polygon with the bounded
y d is continuously differentiable with respect to t; moreover, f , y d ∈ L  (J; W ). We let U ad denote the admissible set of the control variable, which is defined by Throughout this paper, (·, ·) denotes the inner product in L  ( ), the form is as follows:
Then a possible weak formula for the state equation reads:
It is well known (see [] ) that the above control problem has a unique solution 
In order to derive our final aim, we now give the following important result (see [] ). In the following, we will consider the semi-discrete finite element for the problem. Let T h denote a regular triangulation of the polygonal domain , 
, and we define
The mixed finite element discretization of (.)-(.) is rewritten as follows:
where y h  (x) ∈ W h and y h  (x) ∈ W h are two approximations of y  and y  . The above optimal control problem again has a unique solution
) satisfies the following optimality conditions:
Similar to Lemma ., we can get the relationship between the control approximation u h and the co-state approximation z h , which satisfies
denotes the integral average on × J of the function z h .
In order to continue our analysis, we shall introduce some intermediate variables. For any control function u h ∈ K h , we define the state solution
where the exact solutions y(u h ) and z(u h ) satisfy the zero boundary condition. Now we define the following errors:
, we can get the error equations as follows:
where r  -r  are given as follows:
Then, we introduce mixed elliptic reconstructionsy(t),
We can define as follows by mixed elliptic reconstructions:
Next, we will give some preliminary results about the intermediate solution.
We define the standard L  -orthogonal projection P h : W → W h which satisfies: for any w ∈ W ,
Recall the Fortin projection (see [] and
We have the commuting properties
where I denotes an identity operator.
A posteriori error estimates
In this section, we give some lemmas to prepare for our results, and then we give a posteriori estimates for the mixed finite element approximation to the fourth order parabolic optimal control problems. Let (p,ỹ,p, y, q,z,q, z, u) and (p h ,ỹ h ,p h , y h , q h ,z h ,q h , z h , u h ) be the solutions of (.)-(.) and (.)-(.), respectively. Now we decompose the errors as the following forms:
From (.)-(.), (.)-(.) and (.)-(.), we can get the error equations as follows:
(rp, v) -(r y , div v) = , ∀v ∈ V , (  .  ) (div rp, w) = (rỹ, w), ∀w ∈ W , (  .  ) (r p , v) -(rỹ, div v) = , ∀v ∈ V , (.) (r y,t , w) + (div r p , w) = (u -u h , w), ∀w ∈ W , (  .  ) (rq, v) -(r z , div v) = , ∀v ∈ V , (  .  ) (div rq, w) = (rz, w) + (rỹ, w), ∀w ∈ W , (  .  ) (r q , v) -(rz, div v) = -(rp, v), ∀v ∈ V , (  .  ) -(r z,t , w) + (div r q , w) = (r y , w), ∀w ∈ W . (  .  )
Lemma . Let r p , rỹ, rp, r y , r q , rz, rq, r z satisfy (.)-(.), then there exists a constant C >  independent of h such that
Proof Part I. Let t =  and v = rp() in (.), since r y () = , so we find that rp = . 
We integrate the above inequality from  to T and note rỹ() = , then we get
Set v = r p and v = rp as the test functions in (.) and (.), respectively, we have
Then, let w = r y in (.) and combine with (.), we derive that (r y,t , r y ) + (rỹ, rỹ) = (u -u h , r y ), which leads to
On integrating the above inequality from  to t, using Gronwall's lemma and noting r y () = , we can get
In (.), let v = r p , we have (r p , r p ) = (rỹ, div r p ).
Integrating the above equation with respect to time from  to T, combining with (.) and (.), we arrive at
Let v = rp, so we have
we can get the following inequality from the above equation:
Integrating the above inequality again from  to T and noticing (.), we can obtain Then, set w = div rq in (.) and combine with (.), we obtain -(r z,t , r z ) + (div rq, div rq) = (r y , div rq) + (rỹ, div rq) + (r y , r z ), which leads to
Integrating the above equation with respect to time from t to T, using Gronwall's lemma and (.), noting r z (T) = , we can derive that
Let v = rq in (.), we get (rq, rq) = (r z , div rq).
We integrate the above equation from  to T and notice (.), then we can obtain that
Let w = rz in (.), so we arrive at (rz, rz) = (div rq, rz) -(rỹ, rz), the above equation can be rewritten as follows:
We integrate the above equation from  to T, and from (.), (.), we have
then we have
it also can be restated as
where it leads to
Now set w = r z,t in (.), we get that
we can rewrite the above equation as follows:
Combining (.) with (.)-(.), we complete the result of (.).
where η u = (
Proof From (.), (.) and (.), we derive that
where δ denotes an arbitrary small positive number, C(δ) is dependent on δ - . By using (.), we can easily obtain (.).
Lemma . Lety(t),ŷ(t),ž(t),ẑ(t),p(t),p(t),q(t),q(t) satisfy (.)-(.). Then we can derive the following properties:
p = -∇ŷ,p =y,p = -∇y,q = -∇ẑ,q =ž +y,q +p = -∇ž.
Using (.)-(.) in (.)-(.), we obtain the following error equations:
Then we have the error estimates as follows:
Proof First of all, we differentiate equation (.) with respect to t and derive
Set v = ξp ,t in (.) as the test function, and from div ξp = ξỹ, we obtain (ξ p , ξp ,t ) = (ξỹ, div ξp ,t ) = (ξỹ, ξỹ ,t ). (.)
Choose w = div ξ p in (.) as the test function, we have
it can also be read as
Integrating the above equation with respect to time from  to t, we have
Set v = ξ p and v = ξp as the test functions in (.) and (.), respectively, and note that div ξp = ξỹ, we have
(.)
Choose w = ξ y in (.), by using (.), we obtain
it can be rewritten as
On integrating the above inequality with respect from  to t and using Gronwall's lemma, it reduces to
integrate it from  to T, and from (.)-(.), we get
it also means that
which leads to
Integrate the above inequality from  to T, using (.), we can see that
and notice that 
Set w = div ξq in (.) and combine with (.), we can find that
the above equality is equivalent to
Integrating this inequality from t to T and using Gronwall's lemma, we have
integrating the two sides from  to T and using (.), we obtain
Integrating the two sides from  to T again and using (.) and (.), we get
it can be read as
From inequality (.), we deduce that Note that e z + ξ z = η z , from (.)-(.) and (.), we obtain the results (.) and (.). 
Lemma .

