Superconducting circuits have attracted growing interest in recent years as a promising candidate for fault-tolerant quantum information processing. Extensive efforts have always been taken to completely shield these circuits from external magnetic field to protect the integrity of superconductivity. Surprisingly, here we show vortices can dramatically improve the performance of superconducting qubits by reducing the lifetimes of detrimental single-electron-like excitations known as quasiparticles. Using a contactless injection technique with unprecedented dynamic range, we directly demonstrate the power-law decay characteristics of the canonical quasiparticle recombination process, and show quantization of quasiparticle trapping rate due to individual vortices. Each vortex in our aluminium film shows a quasiparticle "trapping power" of 0.067 ± 0.005 cm 2 /s, enough to dominate over the vanishingly weak recombination in a modern transmon qubit. These results highlight the prominent role of quasiparticle trapping in future development of quantum circuits, and provide a powerful characterization tool along the way.
Superconducting quantum circuits have made rapid progress 1 in realizing increasingly sophisticated quantum states 2,3 and operations 4, 5 with high fidelity. Excitations of the superconductor, known as quasiparticles (QP), can limit their performance by causing relaxation and decoherence, with the rate approximately proportional to the QP density 6 . Operating at 20 mK or lower temperature, superconducting aluminum in thermal equilibrium should have no more than one pair of quasiparticles for the volume of the earth. However, as QP density approaches zero, the time scale for QP recombination should also diverge. It is therefore not completely surprising that a substantial background density of 0.1-100 quasiparticles per µm 3 has been observed in various superconducting devices from single-Cooper-pair transistors 7 , kinetic inductance detectors 8 to superconducting qubits [9] [10] [11] . A detailed understanding of both the generation mechanism and the dominant relaxation processes for this small density of non-thermal quasiparticles remains elusive.
Quasiparticle dynamics in aluminum has been studied since the 1960's, but was only characterized by the "lifetime" of excess quasiparticles near equilibrium, τ eq . A variety of techniques have been used to measure τ eq , including sub-gap DC currents 12, 13 , resonance frequency shifts [14] [15] [16] and more recently, qubit energy decay [17] [18] [19] . The reported values for τ eq increase exponentially with decreasing temperature down to about 200 mK, consistent with electron-phonon mediated QP recombination in pairs 20 , but saturate at lower temperature [12] [13] [14] to 3 ms at most 16 . However, for a state-of-the-art qubit one should expect far longer recombination τ eq ( 100 ms) than ever reported. It has been previously suggested that quasiparticle trapping by vortices 21 , Andreev bound states 22 or gap inhomogeneity 23 may be relevant in this interesting regime of very low QP density. The trapping effect of vortices and its potential use in suppressing non-thermal quasiparticles are particularly intriguing, as precautions such as multilayer magnetic shielding, specialized nonmagnetic hardware and honeycomb-style device designs have been widely employed to avoid vortices and their associated dissipation. Unfortunately, none of the prior experiments provide the capability to explicitly distinguish between trapping and recombination mechanisms and to quantify the role of individual vortices in quasiparticle dynamics.
Here we present a time-domain measurement of the population dynamics of a large ensemble of quasiparticles that goes beyond the traditional linear-perturbation measurements of τ eq . By measuring QP density over up to 3 orders of magnitude, we quantitatively separate QP trapping (loss of quasiparticles one at a time) from pairrecombination based on their distinct functional forms. In the widely-adopted design of 3D transmon qubits 24 we find QP dynamics is dominated by trapping effects, which we attribute to the presence of vortices. This is supported by our observation of recombination-dominated QP dynamics and record τ eq of 18 ms in a geometric variant of 3D transmons where vortices can be avoided. We further demonstrate strong in-situ control of QP dynamics by magnetic field, and measure an intrinsic single-vortex trapping "power" of 0.067 ± 0.005 cm 2 /s (i.e. τ eq = 1 s induced by a single vortex over an area of 0.067 cm 2 ). Finally, we show surprising improvement of qubit relaxation time (T 1 ) and coherence time (T 2E ) by more than a factor of 2 when our devices are cooled in a moderate magnetic field. This beneficial effect of magnetic field, recently also observed in superconducting planar resonators 25 , fluxonium qubits 19 and micro-coolers 26 , can be definitively correlated with the QP trapping rates of vortices as probed by our technique.
In our experiment, we inject quasiparticles into two types of transmon qubits in a 3D circuit QED architecture 24 using only the existing microwave ports. Each transmon qubit comprises a single Al/AlO x /Al Josephson junction shunted by a large Al coplanar capacitor e, Effective circuit of the cavity-qubit system. Injection of quasiparticles is achieved by applying a resonant microwave voltage to the 3D cavity capacitively coupled to the junction. f, Pulse sequences for measuring the decay of quasiparticles based on qubit T1. A π-pulse is applied to excite the qubit from |g to |e at a variable delay t after the injection pulse, followed by a readout pulse after another variable delay dt (dt t).
(electrodes) on a c-plane sapphire substrate. Type A devices are very similar to those in ref. 24 with a pair of large 500 µm × 250 µm electrodes (Fig. 1b) . The only difference in type B is a modified geometry for the electrodes, composed of a narrow (6 to 30 µm wide) coplanar gap capacitor and a pair of 80 µm × 80 µm "pads" (see Fig. 1c and supplementary note I). Chips containing one or two qubits are mounted in 3D aluminum or copper rectangular waveguide cavities ( Fig. 1a ) and all measurements are done in an Oxford cryogen-free dilution refrigerator at base temperature of 15-20 mK, with magnetic field shielding, infrared shielding and filtering described in ref. 27 . To inject quasiparticles, similarly to ref. 19 we apply a high-power microwave pulse at the bare cavity resonance frequency from the input port. The injection pulse creates about 10 5 circulating photons in the cavity, resulting in RF voltage across the Josephson junction exceeding the superconducting gap, and producing ∼ 10 5 quasiparticles per µs. The duration of the injection pulse is long enough (200-500 µs) so that the injected quasiparticles can fully diffuse within the device while the production and loss of quasiparticles reach a dynamic balance. (See supplementary notes II and III for analysis of QP injection and diffusion.)
We use the recovery of the energy relaxation time (T 1 ) of the qubit as a direct and calibrated probe of the decay Qubit energy decay rate Γ as a function of time t after quasiparticle injection pulses and fits to various functional forms for Device A1 (a, dominated by trapping) and Device B1 (b, dominated by recombination) in separate aluminum 3D cavities. For illustration purposes, we label xqp = π 2 /2ωq∆Γ on the right axes, neglecting qubit relaxation from non-QP mechanisms that have a stringent bound Γex ≤ Γ(t → ∞).
of QP density. Standard microwave pulse sequences are applied to determine the qubit T 1 following a variable decay t after the QP injection ( Fig. 1f and supplementary note IV), from which we extract the qubit relaxation rate Γ = 1/T 1 as a function of t as shown in Fig. 2 . Despite possible heating due to the injection pulse, we find the effective temperature of the qubit and quasiparticle bath does not exceed 70 mK for the entire range of our measurement (supplementary note V), therefore thermal generation of quasiparticles and spontaneous |g → |e transition of the qubit can be neglected. We use x qp to represent the QP density near the Josephson junction normalized by the Cooper pair density (n cp ≈ 4 × 10 6 µm −3 ). It is related to the measured qubit decay rate by Γ(t) = Cx qp (t) + Γ ex , where Γ ex is a constant qubit decay rate due to non-quasiparticle dissipation mechanisms, and C = 2ω q ∆/π 2 is a calculated 6 and confirmed 24 constant involving only the superconducting gap ∆(≈ 180µeV ) and the angular frequency of the transmon ω q (≈ 2π · 6 GHz). Since Γ ex is strictly bounded by the minimum of Γ(t), for a significant range of the data, QP density can be approximated by x qp (t) ≈ Γ(t)/C.
The dynamics of the quasiparticle density x qp near the junction in the presence of recombination and trapping can be modeled by the following equation (see supplementary note VI for details):
The quadratic term describes the canonical QP recombination in pairs with a recombination constant r. The linear term describes trapping effects that localize or remove single quasiparticles from tunneling across the Josephson junction and inducing qubit relaxation. The effective trapping rate s depends not only on the property and density of the trapping sites, but also their geometric distribution and associated diffusion time scale. The constant term g describes QP generation rate by pairbreaking stray radiation or other unidentified sources 28 . If trapping is dominant (s rx qp for most of the measured range of x qp ), the decay of x qp follows an exponential function. This is a surprisingly good approximation for the Γ(t) we measured in Device A1 (of Type A) (blue fit in Fig. 2a ). On the other hand, if recombination dominates, the decay of x qp follows a hyperbolic cotangent function, with initially a steep 1/t decay crossing over to an exponential tail. We measure Γ(t) in Device B1 (of Type B) strikingly close to this limit (green fit in Fig. 2b) . A key feature of our measurement is the large dynamic range in x qp , providing sufficient contrast between the two functional forms. A measurement near steady state would only observe the exponential tail of our Γ(t) data, giving τ eq = 1/(s + 2rx 0 ) without distinguishing between trapping and recombination mechanisms, where x 0 is the steady-state solution to Eq. (1) describing the "background" QP density in steady state.
To analyze both recombination and trapping more quantitatively, we solve Eq. (1) analytically, yielding a four parameter fit for Γ(t) (magenta curves in Fig. 2 ):
where x i is the initial injected QP density, Γ 0 = Γ(t → ∞) = Cx 0 + Γ ex is the qubit relaxation rate without QP injection, consisting of contributions from both background QP density and other mechanisms. r is a dimensionless fit parameter (0 < r < 1). Note that as t → ∞, Eq. (2) approaches an exponential decay with time constant τ eq . The recombination constant r and the trapping rate s can be determined from these fit parameters (supplementary note VI). For B1, a fit to Eq. (2) gives an exponential tail with τ eq = 18 ± 2 ms, the longest reported value for superconducting aluminum so far. We find a recombination constant r = 1/(240 ± 30 ns) and a weak trapping rate s = 1/(30 ± 24 12 ms). For A1, we find s ≈ 1/τ eq = 1/(1.5 ± 0.1 ms) and r = 1/(150 ± 40 ns), with the trapping term dominating most of the measurement range (x qp < 10 −4 ).
Why do the two devices with identical material properties and similar qubit properties differ so much in quasiparticle relaxation dynamics? We attribute this to the trapping effect from vortices, regions with diminished superconducting gap, in the large electrodes in A1 due to imperfect magnetic shielding (a residual field B ∼ 1-2 mG in our setup). To test this hypothesis, we repeat Γ(t) measurements in B1 after cooling the device through the critical temperature (T c ) in a perpendicular magnetic field of variable magnitude B in either polarity. Indeed as B increases, we observe significant acceleration of QP decay with increasingly pronounced single-exponential characteristics, indicating enhanced QP trapping (Fig. 3a) . In comparison, changing the applied magnetic field at 20 mK does not produce measurable changes in quasiparticle dynamics.
By fitting Γ(t) to Eq. (2) at each cooling field, we find that: 1) the recombination constant r remains unchanged within fitting uncertainty, 2) the trapping rate s increases in discrete and near-equal steps for small magnetic fields (B 40 mG) (Fig. 3c) , 3) over a broader field range, s increases approximately linearly with B and saturates at 1 ms −1 at high field (B 100 mG) (Fig. 3b ).
Our observed critical field threshold, B k , where the trapping rate s starts to increase, corresponds to the entry of the first vortex in one of the 80 µm × 80 µm pads. B k can be estimated based on a thermodynamic analysis of a vortex in a thin superconducting disk 29 together with consideration of vortex creation-annihilation kinetics 30 , giving B k ∼ 8 mG, close to our observed value of 11 mG for B1 in an Al cavity, 14 mG and 10 mG for another two devices of Type B, B2 and B3, in Cu cavities.
The discrete trapping rates at small magnetic field are strongly suggestive of a fixed quasiparticle "trapping power" for each individual vortex. We define trapping power, P , by modeling a vortex as a point object at a 2D spatial coordinate r 0 with a delta-function local trapping rate P δ( r − r 0 ). P could be more microscopically modeled as the product of QP trapping rate in the vortex core and an effective trapping area 21, 25 . However, the "trapping power" representation offers the advantage of a general formulation without invoking any microscopic models. In the limit that diffusion is much faster than trapping, the total microscopic trapping power of N vortices, N P , manifests itself macroscopically as the product of the measured trapping rate and the total area, A, of the device, i.e. sA = N P . For a small number of vortices, we observe quantized changes of sA products in steps of ∼ 0.06 cm 2 /s consistent between all three systematically-measured Type B devices with up to 50% difference in device areas (Fig. 3c) . In Fig. 3c we have subtracted a relatively small (zero-vortex) background trapping rate that varies from device to device (zero-field s < 0.05 ms −1 for B1 but ∼ 0.18 ms −1 for B3), whose origin remains to be explored in future studies. Assuming each step corresponds to the entry of one vortex (which is stochastically most probable and also suggested by the widths of the steps), and adjusting for the finite speed of quasiparticle diffusion (supplementary note VI-B), we determine trapping power P = 0.067 ± 0.005 cm 2 /s as an intrinsic property of each individual vortex in our superconducting film.
The reduced step heights and the eventual saturation of s at higher magnetic field can be fully explained by QP diffusion using realistic geometric parameters of our device (supplementary note VI-B). When there are a large number of vortices in the pads, the apparent trapping rate s is limited by the diffusion time for quasiparticles to reach the trapping pad from other regions of the device (Fig. 3e) . The saturated trapping rate is higher for B2 because of the smaller volume of its gap capacitor. By fitting s as a function of B over a large range (Fig. 3b) for both devices, we determine the diffusion constant D = 18±3 cm 2 /s for our Al film at 20 mK, consistent with the values measured in X-ray single-photon spectrometers adjusted for different temperature 23 .
The single-vortex trapping power and the diffusion constant are both intrinsic material properties and have the same dimension. The fact that we measure P/D ≈ 10 −2 implies that vortices are poor sinks for quasiparticles relative to the speed of diffusion. Microscopically, a quasiparticle can diffuse through a vortex with only a small (∼ 1%) probability to be trapped. Despite a vortex being a topological defect with ∆ = 0 at its core, the spatial distribution of QP density is barely perturbed by the presence of a vortex, just like a small "ripple" (on the order of 1% deep, rather than a "whirlpool") in a flat "sea" (Fig. 3d , see supplementary note VI-E for calculation). Nevertheless, even just one of these nanoscale sinks still eliminates quasiparticles faster than the intrinsic recombination across the entire volume (∼ 3000 µm 3 ) of our device. Moreover, for a uniform film extended in 2D space, this relatively homogeneous QP distribution holds for all practical length scales at any density of vortices, so the trapping rate s can be simply computed from the total trapping power. In high magnetic field limit, this leads to s ∝ B with a linear coefficient P/φ 0 = 0.3 µs −1 G −1 based on our measured P , close to the measured value of 0.5 µs
Across six devices we measure recombination constants r in the range of 1/(110 ns) to 1/(240 ns), consistent with the theoretical electron-phonon coupling time of aluminum τ 0 = 438 ns 20 adjusting for the phonon trapping effect 31 . Recombination-generated phonons can re-break Cooper-pairs before escaping into the substrate, reducing the effective recombination constant by a factor F , giving r = 4(
For our 80 nm bi-layer Al film on sapphire the best estimate of F is in the range of 5 to 10 considering the strong acoustic mismatch at the interface 32 . Among a huge spread of reported r (deduced from τ eq measurements) in the literature, the recombination constant we measured directly from the power-law decay characteristics is near the low end. It is comparable to r = 1/(170 ns) extracted from DC steady-state injection measurements in extended Al films with similar thickness on sapphire 12 .
In strong correlation with the reduced QP lifetime due to vortex trapping, we observe dramatic improvement of qubit coherence as a result of suppressed background QP density. Improved qubit T 1 is already evidenced by the lower background Γ 0 in Fig. 3a at higher cooling field. This "steady-state" T 1 of the qubit can also be measured separately without QP injection, which more than doubled from its zero-field value over a wide range of cooling magnetic field for both Devices B1 ( Fig. 4a ) and B2 (Fig. 4b) . The coherence time with Hahn echo, T 2E , shows similar relative improvement because it is close to the limit of 2T 1 .
We can separate qubit loss mechanisms based on the linear relation between 1/T 1 and τ eq (noting x 0 ≈ gτ eq ),
where the intercept equals the qubit relaxation rate due to other loss mechanisms, and the slope reveals the stray QP generation rate g (Fig. 4c, d ). In both B1 and B2, Γ ex is likely dominated by dielectric loss at the Al/Al 2 O 3 interface under the gap capacitor 33 . We find QP generation rate g ≈ 0.7-1.3 × 10 −4 /s in the two devices over several thermal cycles, or 0.3-0.6 quasiparticles created per ms for every µm 3 of volume. Due to the large device volume and relatively long integration time, our measured g should be considered a spatial-temporal average of QP generation rate. Quite remarkably, it agrees within a factor of 3 with the average QP generation rate in a much smaller fluxonium qubit 19 where there is evidence for the discreteness of quasiparticle numbers and quasiparticle generation events. In type A devices we cannot adequately determine g because τ eq can only be varied in a limited range, and no correlated changes in T 1 are observed. Assuming Device A1 has the same g, as it is measured by the same apparatus as B1/B2, we speculate quasiparticle tunneling may account for 30%−50% of the relaxation rate of 1/(90 µs) in A1. It is plausible to infer that the long coherence of the widely-adopted type A 3D transmons are significantly assisted by QP trapping in the presence of vortices.
In conclusion, with a high-dynamic-range measurement of quasiparticle relaxation, we have quantitatively distinguished between recombination and trapping mech-anisms, whose coexistence have complicated the fiftyyear-old studies of QP dynamics in superconductivity. We have demonstrated in-situ control of QP lifetime over a factor of 20 in a transmon qubit by introducing vortices as QP traps, which more than doubled the qubit coherence. We have observed quantized changes in QP trapping rates, from which the single-vortex trapping power emerges as an intrinsic property of the aluminum film. A significant stray QP generation rate has been measured in our devices, suggesting QP trapping (by vortices or potentially more efficient methods such as band-gap engineering 7,9 or normal metal traps 34 ) should be an important ingredient for suppressing non-thermal x qp in superconducting devices to further improve performance. The injection and measurement technique introduced in this work can be readily applied to nearly all cQED implementations without any modification to device structure or measurement circuit, and can play a crucial role in the engineering of quasiparticle traps as a powerful probe of quasiparticle dynamics. 
I. DETAILS OF DEVICE GEOMETRY
The detailed dimensions of the electrodes of the two types of transmons are illustrated in Fig. S1 . The width E and distance G of the coplanar gap capacitor in Type B are kept equal but varied from device to device. All the other dimensions are fixed. Device B1 has E = G = 15µm, Device B2 has E = G = 10µm, and Device B3 has E = G = 30µm. 
II. MODEL OF QUASIPARTICLE INJECTION
In our experiment, contactless injection of quasiparticles is realized by applying a high power microwave pulse at the bare cavity frequency to achieve an AC voltage V j > 2∆/e across the Josephson junction. The actual power used for injection is empirical without direct knowledge of V . We find three regimes separated by two critical power thresholds: 1) low power: there is negligible microwave transmission at the bare cavity frequency, because with the presence of Josephson inductance the cavity mode frequency is shifted. 2) medium power: there is a drastic increase in transmission at the bare cavity frequency, and a small amount of QP's may be produced (affecting Γ by up to a few times) with strong sample-to-sample variations. 3) high power: transmitted power becomes linear as a function of input power, and a large number of QP's are produced (affecting Γ by up to 3 orders of magnitude). The first critical transition in transmission power is the mechanism of the widely-used Jaynes-Cummings readout, 1 and we believe the second transition in QP generation corresponds to V j ≈ 2∆/e. We typically use an injection power 1-4 dB above this second threshold power, which is about -70 to -55 dBm at the input port of the cavity based on our coarse estimate of the cable loss. Here we provide a brief calculation of the microwave power required to realize V j = 2∆/e based on a self-consistency argument.
Assuming the RMS voltage V j = 2∆/e, the junction can be approximated by a normal resistor. We use a HFSS (Ansys) numerical package to simulate the quality factor of a lossless cavity containing our qubit structure with a tunnel junction resistance of R j . This "internal" Q of the cavity found in the simulation is solely due to the dissipation at the normal-state junction resistor, which we denote by Q j . For our experimental parameter of R j ≈ 8 kΩ, we find Q j ≈ 1.1 × 10 4 . The power dissipated in the junction P j can be calculated as
2 /e 2 R j . P j is connected to the incoming power P in by:
where Q tot is the total Q of the cavity, composed of coupling Q's of the input and output microwave ports Q in and Q out , the normal-state junction Q j and Q from the cavity wall (and dielectric, etc.) Q w :
For our devices in aluminum cavity, we typically have Q in ≈ 2 × 10 6 , Q out ≈ 1 × 10 5 , Q w 10 5 , so Q tot ≈ Q j , therefore the input power required for V j = 2∆/e is:
For our devices in copper cavity, we typically have
3 , so: In both cases, we find the required input power similar to the injection power threshold we have observed. So how many quasiparticles does the pulse produce? We make another order-of-magnitude estimate here by assuming each tunneling electron produces one pair of QP's. The number of tunneling electrons per second is given by V j /(R j e). Therefore the QP injection rate is:
A better estimate may consider that the instantaneous voltage across the junction is only above 2∆/e for part of an oscillation period, resulting in a slightly lower injection rate.
III. INJECTION PULSE LENGTH AND THE ROLE OF DIFFUSION
Since the injected quasiparticles are concentrated near the Josephson junction, their spatial distribution is in general not homogenous. However, our measurement technique is only sensitive to the QP density near the junction. (Note that we have explicitly specified the QP density for the near-junction area in the definition of x qp ) Therefore, quasiparticles diffusing away from the junction will also appear as a decay of x qp . This complexity can be analyzed in depth by measurements of QP decay following injection pulses with different length.
In Fig. S2a we show a large series of Γ(t) curves for Device B2 cooled in zero field following injection pulses with different pulse length t inj . A background qubit decay rate (Γ 0 ) has been subtracted so that the Γ(t) shown here is strictly due to the excess quasiparticles from the injection. We find: 1) For t inj ≥ 6 µs, all curves start from about the same Γ at t = 100 µs (the first point of our measurement), therefore extending injection pulse to more than 6µs no longer increases QP density near the junction. 2) For 6 µs ≤ t inj ≤ 600 µs, the Γ(t) curves quickly deviate from each other after the initial points. After a sufficiently long wait time t (e.g. see the last point of the curves t = 6.5 ms), we see substantially higher x qp for longer injection pulses. This indicates a longer injection pulse injects more quasiparticles filling up remote areas of the device, while a shorter injection pulse results in a steeper initial decay due to quasiparticles diffusing away from the near-junction area. 3) As t inj ≥ 600 µs, the Γ(t) curves are completely indistinguishable. In this regime, the QP injection has reached a dynamic balance with the QP diffusion and relaxation, which we call "saturation injection", and the entire spatial distribution of QP density no longer changes with increasing t inj .
By shifting each Γ(t) curve in Fig. S2a horizontally by a time offset, we find that all curves merge into a universal decay curve after some short-term behavior specific to each curve (Fig. S2b ) (which, as described above, is due to different initial spatial distribution of quasiparticles). This universal curve is therefore the slowest eigenmode of the collective decay of quasiparticles in the entire electrodes, which is described by Eq. (1) in the main text. When recombination is dominant this mode is homogenous, and in the presence of trapping this mode may involve a steady spatial gradient of quasiparticles. The time it takes for each measured Γ(t) to converge to this decay mode depends on the diffusion time within the electrodes, but the deviation can be minimized by choosing an initial spatial distribution (after the injection pulse) as close to the eigenmode as possible. Therefore, in order to use the intuitive Eq. (1) in the main text without detailed simulation of the diffusion process, we choose t inj = 360 µs for the data presented in the main text for Device B2, close to the state of saturation injection. Furthermore, when analyzing Γ(t) data using Eq. (2) in the main text, we do not include data of t < 200 µs, allowing sufficient additional diffusion time for the QP distribution to approach the slowest decay mode we are interested in.
From Fig. S2 we can also estimate the time scale of diffusion in the device. We observe saturation injection with pulse length 600 µs. In addition, we find that after a short injection pulse such as t inj = 60 µs it takes a similar amount of time ∼ 500 µs for Γ(t) to merge into the universal decay curve (Fig. S2b) . Furthermore, the two numbers are in very good agreement with the saturated trapping rate 1/(600 µs) observed for this device [see Fig. 3b of the main text] which provides a reliable measure of the diffusion time scale (as modeled in supplementary note VI-B).
IV. MEASUREMENT AND DATA PROCESSING METHODS
We use a combination of dispersive readout and highpower readout (using the Jaynes-Cummings nonlinearity 1 ) to measure Γ(t) shown in the main text. Highpower readout provides much better signal-to-noise ratio (SNR), but we observe evidences that it may produce quasiparticles with mechanisms unclear (as we noted in Supplementary Note II). Therefore we only perform one readout following each injection pulse using the pulse sequence shown in Fig. S3a . Any unintended impact of the readout on the QP system should be completely erased by the next saturation injection (see Supplementary Note III). Dispersive readout has relatively poor SNR and requires much longer integration time, but it does not perturb quasiparticle dynamics significantly. Therefore, one can perform multiple T 1 measurements after each injection pulse as shown in Fig. S3b . This is an efficient method when a very long delay time t (10's of ms) is required for the measurement (e.g. when τ qp is long).
Both readout methods measure the state of the qubit (excited state probability P e ) at a variable delay dt (dt t) after a π-pulse following a given delay t after quasiparticle injection. For each t we then fit P e as a function of dt to a single exponential function, and hence extract the qubit relaxation rate Γ = 1/T 1 as a function of t. For every Γ(t) trace shown in the main text, we use high power readout in the range of 200 µs ≤ t < 8 ms and dispersive readout for t > 1 ms. Data from both methods are combined together to be plotted and fit to Eq. (2), and the overlapping region provides a good cross-check.
For both readout methods, the measurement delays, dt, are chosen to be close to the estimated qubit T 1 under the given condition within an order of magnitude. This is very important in a long automated measurement to maximize data-acquisition efficiency where the T 1 of the qubit varies by three orders of magnitude. Such an estimate is done by an educated initial guess and active feedback on time scale of minutes. When dispersive readout is used, because the readout voltages corresponding to qubit |g and |e states are relatively stable, we further focus our measurement on the regime T 1 /2 < dt < T 1 where P e is maximally sensitive to the T 1 of the qubit. 
V. HEATING FROM THE INJECTION PULSE
Despite the power and length used for the QP injection pulse, we find the qubit is not heated significantly within the relevant time span of our measurements ( 200 µs after the injection pulse). Since a qubit at an elevated temperature should have a relatively high probability to occupy the excited state due to thermal excitations, we can infer the temperature of the qubit at any given time after the QP injection pulse by measuring the excited state population using a protocol introduced in Ref. 2 . Across different samples we find the qubit excited state population stays well below 5% (Fig. S4) , indicating the qubit temperature does not exceed 80 mK for all time delays relevant to our measurement. This relatively modest heating effect is consistent with Ref. 3 where the qubit temperature after a high power microwave pulse can be more accurately measured in a fluxonium system. The thermal population of quasiparticles at 80 mK is expected to be many orders of magnitude below the nonequilibrium x qp observed in our device, and we further confirm that T 1 of our qubits shows no measurable decrease when the fridge temperature is raised from 20 mK to 100 mK as was shown in Ref. 4 . Therefore the significantly reduced T 1 after the injection pulse is due to the excess amount of quasiparticles instead of an increase of temperature.
We further note that the excited state population of the qubit reflects the energy distribution of the quasiparticles when the qubit decay is dominated by quasiparticle tunneling (which is the case for majority of our measurements). While the density of quasiparticles shortly after the injection (e.g. x qp 10 −4 at t = 200 µs) would correspond to a thermal QP density at well over 200 mK, their energy distribution is predominantly near the gap with an effective temperature of no more than 80 mK. We attribute this to the much shorter time scale for quasiparticles to thermalize with the phonon bath (losing their energy in excess of ∆) compared with the time scale of recombination or trapping.
VI. MODEL FOR QUASIPARTICLE DYNAMICS
Here we consider a phenomenological model to account for diffusion, recombination, and trapping of quasiparticles. In the presence of these processes, we write the (normalized) quasiparticle density as a function of both time and spatial coordinate, x qp (t, 
where D is the (effective) diffusion constant for quasiparticles, r is the recombination coefficient, s 0 is the trapping coefficient which accounts for small, homogeneous (across the device) residual trapping in the absence of vortices, and g is the generation rate. The factor P which we call "trapping power" accounts for the efficiency of the quasiparticles trapping in the normal core of a vortex; we will comment on the possible microscopic origin of P in Section VI D below. In a thin-film device, the quasiparticles density is homogeneous across the film's thickness, so → R is a two-dimensional vector in the plane of the device (hereinafter we assume a simplified geometry depicted in There is no simple full analytical solution of the above non-linear partial differential equation; however, considerable simplifications are possible in experimentally relevant regimes. Below we first separately consider the cases in which vortices are absent or present in the pads, and then consider the combined effect of recombination and vortex trapping under certain approximations.
A. Evolution of quasiparticle population in the absence of vortices
If there are no vortices, the last term in Eq. (6) is absent. As quasiparticles are injected at the junction, they will initially diffuse away from the junction; then diffusion, recombination, and trapping all act to make the quasiparticle density uniform throughout the device, so at sufficiently long times we can drop the first term on the right hand side of Eq. (6) 
that determines the time evolution of the quasiparticle density. The general solution of that equation can be written in the form
where x i = x qp (t = 0) − x 0 is the is the normalized density of the injected quasiparticles,
is the steady-state density, and
is the time constant for the exponential decay at long times t τ eq . The dimensionless parameter r (with 0 ≤ r < 1) quantifies the deviation from a simple exponential decay.
Since the qubit decay rate Γ is proportional to x qp (which is homogenous in this case), by fitting the time dependence of Γ after quasiparticle injection [see 
we can estimate (or put bounds on) the parameters entering Eq. (8). Then we can obtain the parameters s, r, and g via the relations
Note that in fitting Γ, only an upper bound on x 0 can be placed, x 0 ≤ Γ 0 /C, since Γ 0 can receive contributions from other (non-quasiparticle) decay mechanisms. This translates into a lower bound for s 0 :
and an upper bound 8 for g:
Using the parameters extracted for Device B1, the latter expression gives, g < 2 × 10 −4 /s, in excellent agreement with the value estimated using Eq. (3) 
B. Trapping of quasiparticles by vortices
When the qubit is cooled in a sufficiently high magnetic field ( 10 mG for Type B devices), superconducting vortices are trapped in the pads. The localization of the vortices far from the junction means that at all times the quasiparticle density is not uniform, so that in general the diffusion term in Eq. (6) cannot be neglected. On the other hand, if quasiparticle trapping is the most efficient mechanism for relaxing the quasiparticle density, we can neglect the small effects of generation and recombination and reduce Eq. (6) to
We can solve Eq. (17) based on a geometric model of the superconducting electrodes shown in Fig. S5 consisting of pads, gap capacitors and connecting wires. This level of complexity is required in order to properly account for the time scale of diffusion when there are unequal number of vortices in the two pads, and the resultant calculation is fairly complicated. The goal of the following calculation is to solve the spatial mode with the slowest decay rate s, that is a certain spatial distribution of x qp that decays synchronously across the device, i.e. x qp ( → R, t) = x qp ( → R, t = 0)e −st . We find for any given number of vortices N L and N R on the two pads, this decay rate s can be numerically computed from Eqs. . As a simple model for the gap capacitor, we use a thin wire (width W ) extended to length h on both sides of the central wire; below we will discuss a more realistic model for the gap capacitor. We assume symmetry with respect to the horizontal line connecting the centers of the pads; then we only need to introduce two densities for the left and right upper halves of the capacitor, denoted by x V L qp (t, y) and x V R qp (t, y), respectively. Here coordinate y runs from 0 at the top to h at the junction with the horizontal wire. The two plates of the gap capacitors are at a distance 2l from each other, with the junction placed at the center of a short and thin wire (l h, L). The quasiparticle density in this central wire is denoted by x C qp (t, y), with the spatial coordinate
Since the qubit is affected only by quasiparticles in the junction vicinity, we are interested in the time evolution of x C qp (t, 0). To find the decay rate of x C qp (t, 0), we start by noting that except in the pads, the quasiparticle densities obey a simple diffusion equation [cf. Eq. (17)]
with i = L, R, C, V L, or V R. The general solution to this equation can be written in the form
where s and k are related by
Here we are interested in the spatial mode with the lowest decay rate; it is obtained by finding the smallest k that satisfies the boundary conditions which we now discuss. First, we require that no current leaves the top (and bottom, by symmetry) of the vertical wires:
where, from now on, j = L or R. These conditions imply β V j = 0. Next, we require continuity of density at the two cross points:
where in the first term the positive sign is to be used for j = R and the negative one for j = L. From the last equality we find immediately Taking the sum and difference of the first equality in Eq. (22) with j = R and j = L gives
(24) We then require current conservation at the two cross points:
for the left-side cross point and
for the right one. Using the results above, these conditions can be written explicitly as
and enable us to express β L,R in terms of α L,R . We note that the boundary conditions discussed so far do not involve the pads, and let us write the densities in the left and right wires in the explicit forms
where only the two coefficients α L and α R are yet to be determined. In the pads, we assume the diffusion time S pad /D to be the shortest time scale (in particular, shorter than the inverse of the average trapping rate N L,R P/S pad ), so that the densities in the pads, x P j qp , can be taken as uniform; the value of trapping power P we ultimately extract from the experiment justify this assumption. By integrating Eq. (6) over, e.g., the right pad, we find
where I W represent the quasiparticle current going from the pad into the wire. By current conservation we also have
while continuity requires x P R qp = x R qp | y=L . Therefore, we arrive at the following boundary condition at position y = L:
(33) Similarly, at the boundary with the left pad (y = −L) we have: 
with τ D = L 2 /D the diffusion time along the left and right wires, A W = LW the area of the wires (from a cross point to a pad), a = S pad /A W ,N = (N L + N R )/2 the average number of vortices, ∆N = N R − N L , and
We can simplify Eq. (35) as follows: even at large number of vortices, the variable k being as small as possible means that it is at most of order 1/L, i.e., z is at most of order 1. Then we note that for the short wire inside the gap capacitor we have l L and thus, keeping only the leading term, in the limit l → 0 we find
As an improvement to our description of the device, we further model the gap capacitor by adding to the thin wires of width W and length h, wider sections of width W c and length L c , as shown in Fig. S6 . Requiring again current conservation and continuity of the density, we find that this more realistic geometry can be incorporated into the formulas above by the substitu-
Equation (37) with the substitution in Eq. (38) makes it possible to calculate the expected decay rates 1/τ eq of the quasiparticle density based on the geometry of each device. Indeed, given the values of trapping power P and diffusion constant D (which determines the diffusion time τ D ), and the number of vortices in each pad, we can solve Eqs. (37)-(38) for z and then find s from
Equations (37)- (38) can be solved analytically only in limiting cases. For example, in the case of small trapping power P → 0, the leading order result for the decay rate is
where A is the total area of the device. This expression explains why, after subtracting the device-dependent homogeneous trapping coefficient s 0 and multiplying by the total device area, the decay rates for the different devices are approximately equal and quantized. In the opposite limit of large trapping power (and/or large number of vortices), we find that when the area of the capacitor A c = 2(L c W c + hL) is small compared to that of the central wire, A c A W , the variable z to be substituted in Eq. (39) is given by
This formula qualitatively explain why in Fig. 3b of the main text the decay rate of the device with a smaller capacitor saturates at a higher value than the decay rate of a device with a bigger capacitor. We note that the agreement between the predicted steps in sA and the measured data (Fig. S7) could be further improved by considering vortices entering the device two at a time (using the vortex number series (N L , N R ) = (0, 0), (1, 1), (2, 2), etc. for the first few steps). Under this interpretation the trapping power for a single vortex would be a factor of two smaller, i.e. 0.034 cm 2 /s, since each step change in sA corresponds to the entry of two vortices. While we cannot entirely exclude this possibility, we argue it is an unlikely scenario since such a high degree of symmetry seems unwarranted. The actual critical field B k for the two trapping pads in each device should vary from each other to a similar degree as they vary from device to device, typically a few mG, which is larger than the 1 mG increments we typically use in changing cooling magnetic field near B k . Furthermore, variation of a few mG in B k is consistent with the width of the first step in sA (labeled "10" in Fig. S7 ). The second step (labeled "11" in Fig. S7 ) being much wider than the first step also suggests a vortex number series of (N L , N R ) = (0, 0), (1, 0), (1, 1), (2, 1), etc. (plotted in Fig. S7 and assumed in the main text) as the more plausible scenario.
Without changing the assumption on vortex numbers, the agreement between theory and experiment could also be improved, especially for Device B2, by introducing a non-homogenous background trapping rate concentrated in one of the pads instead of using a homogenous trapping coefficient s 0 . The origin of the background trapping rate remains to be studied in the future.
C. Evolution of quasiparticle population in the presence of vortex trapping and recombination
Now that we have analyzed the quasiparticle population dynamics in the presence of either recombination or trapping from vortices, here we attempt to approximately combine both results.
In the previous section we have solved the slowest linear decay mode in the presence of vortices (neglecting quasiparticle recombination and generation) so that In finding P , we treated vortices as point-like objects, see Eq. (6). On a more microscopic level, we can expect that trapping of quasiparticles is effective only near the vortex core, and that the trapping rate is related to the quasiparticle relaxation by electron-electron (ee) and electron-phonon (ep) interactions. We may model that by a replacement
in Eq. (6). Here 1/τ n = 1/τ ee + 1/τ ep is the microscopic electron relaxation rate, R c is the radius of the vortex core modeled as a conductor in a normal state (R c is of the order of the coherence length ξ), and θ(R) is the Heaviside step function. After integrating Eq. (44) over the pad area, we can relate the trapping power P to these parameters:
Estimates of the two contributions to 1/τ n can be performed using the theory of electron-electron interactions in disordered conductors 11 and the conventional theory of electron-phonon interaction in metals. 12 The materialspecific input parameters (electron density of states and the deformation potential) for Al are known from literature, see, e.g., Ref. 13 , and we know the parameters specific for our devices (the film thickness and diffusion constant) from the performed measurements. There is some uncertainty with the coherence length ξ, but the "dirty-limit" estimate ξ ≈ 100 nm seems reasonable for a ∼ 80 nm-thick film. We find that the electron-electron and electron-phonon mechanisms contribute comparably to 1/τ n at a level of 1/τ ee ≈ 6 × 10 6 s −1 . The subsequent evaluation of P using Eq. (45) yields P ≈ 0.004 cm 2 /s, about 20 times lower than found in the experiment. The origin of the discrepancy is not clear at this time, but modeling the vortex core by a normal-state cylinder with a radius of ξ may be underestimating the effective area where quasiparticles can be trapped. Using R c ≈ 2.7ξ ≈ 270 nm based on a treatment of gap suppression near a vortex 14 , as employed in Ref. 6 , would have predicted P within a factor of 3 of our measured value. Also, it is not clear whether the different group velocities of quasiparticles in the superconductor and in the normal core of the vortex should affect the apparent quasiparticle trapping rates 7 . Recently, Nsanzineza and Plourde 6 used a similar phenomenological model of quasiparticle trapping from vortices to interpret an observed increase in quality factor of a superconducting resonator as a function of magnetic field. While Ref. 6 suggested their data is consistent with a microscopic electron relaxation rate of about 3 × 10 6 /s, (similar to our estimate above,) we note the experiment can be better interpreted in terms of trapping power so that it is independent of microscopic assumptions. The implied trapping power P ≈ 0.024 cm 2 /s is within a factor of 3 of our measured value, which is a decent agreement given that Ref. 6 does not have a direct probe of quasiparticle dynamics, and the extracted P (or τ n ) inevitably depends on a list of unknown parameters such as recombination rate, diffusion constant, generation rate, kinetic inductance fraction, etc. The quantization of trapping rates we have observed is a much more direct and accurate measurement of the quasiparticle trapping effect of a vortex, and should facilitate development of more quantitative microscopic theories addressing the vortex-quasiparticle interaction in superconductors.
E. Quasiparticle density distribution in the presence of vortices
Although the microscopic mechanisms remain to be further explored, the measured trapping power P gives us a quantitative understanding of the overall strength of the vortex-quasiparticle interaction. One important conclusion we can draw from our measured ratio of P/D ≈ 4×10 −3 1 (based on P = 0.067 cm 2 /s, D = 18 cm 2 /s) is that the spatial distribution of QP density in a 2D extended film is close to homogenous even in the presence of vortices. This approximate homogeneity has been assumed for the quasiparticle density in each pad, x P j qp , in subsection VI-B, and here we provide a justification.
We first consider one vortex at → R = 0 in a film that is extended in 2D for | → R | < r with no other quasiparticle loss mechanisms within this area. We assume there is no QP generation source in the entire system, so there exists a slowest decay mode so that x qp ( → R, t) = x qp ( → R)e −st , and
Here for simplicity we use a step function to model the trapping power as was done in the previous subsection, but the subsequent conclusion is qualitatively independent of this assumption. The value of s depends on the geometry and loss mechanisms 
where we assume r ∼ 1 µm to 1 mm as the practical (typical) length scale for an area of a film trapping a single vortex (r ≈ 80 µm for the pads in Type B devices) and R c ∼ ξ ∼ 100 nm. Therefore the QP density dip at the position of the vortex is no more than ∼ P/D (or 1% at most) in relative depth. Due to the weak logarithmic dependence on length scales, this conclusion is very insensitive to the microscopic model of vortices. In the case of multiple vortices in the pad, as long as magnetic field and the quality of the film are roughly homogeneous, vortices are evenly distributed in the pad. At all magnetic fields one can divide the pad into sub-areas each containing one vortex and has aspect ratio of order of unity, and the spatial distribution of quasiparticle remains approximately uniform for the entire pad.
This approximate homogeneity of the QP density in extended 2D geometries is a direct consequence of the much shorter diffusion time scale L 2 /D than the trapping time scale A/(N P ) (where L is the typical length between an arbitrary point of the superconducting film and its nearest vortex, and A is the total area of the film). In extended 2D geometries, in quasi-1D geometries such as the thin connection wire between the pads in our Type B devices, it is possible to have L
2
A/N , resulting in L 2 /D A/(N P ). Therefore large gradient of quasiparticle density can be present along the wire (when the total trapping power in the pads is sufficiently large), while the distribution of quasiparticles in the pads remains approximately homogeneous.
VII. TRANSMON FREQUENCY SHIFT DUE TO QUASIPARTICLES
In the main text we relied on the proportionality between qubit decay rate and quasiparticle density to study the time evolution of the latter. Indeed, neglecting other relaxation mechanisms, the qubit decay rate Γ due to low-energy quasiparticles is
where ω is the qubit frequency and x qp the normalized quasiparticle density. Interestingly, the presence of quasiparticles also results in a change in the qubit frequency, as predicted in Refs. 15 and 10 and measured in a transmon in Ref. 4 . Specifically, for a single-junction transmon the frequency change δω due to low-energy quasiparticles is related to their density by
The first term in square brackets originates from quasiparticle tunneling events and is a manifestation of fluctuation-dissipation relations: it has the same cause as the one leading to the qubit decay, see Eq. (50). The second term, by contrast, is due to the suppression of the superconducting gap in the presence of quasiparticles. Taken together, Eqs. (50) and (51) predict a simple relation between δω and Γ:
This relationship can be checked experimentally using our technique: after injecting quasiparticles, we can obtain the transition rate Γ by measuring the energy relaxation time T 1 of the qubit, as well as the change in its frequency via a T 2 Ramsey experiment. As shown in Fig. S8 , our measurements in two devices display the expected proportionality between δω and Γ. However, the slopes of the best-fit lines are lower than those predicted by Eq. (52) by a factor of approximately 1.7.
VIII. LOSSES DUE TO THE VORTEX FLOW RESISTANCE
Along with the beneficial effect of trapping nonequilibrium particles, vortices may cause electromagnetic losses in a circuit, if microwaves excite the vortex motion. However, the current excited by the transmon electromagnetic mode in the vortex-trapping pads is negligible, due to the location of the pads in Type B devices. Therefore, the vortex-flow loss is minimized. This is evidenced by the relatively flat qubit T 1 vs. B dependence for a large range of magnetic field (40 mG < B < 200 mG) despite increasing number of vortices. However, at even higher field (B 200 mG) qubit T 1 starts decreasing, which is indicative of losses due to vortices penetrating the gap capacitors where the current density is high.
We have also studied how the relaxation time, T 1 , of type A qubits varies with the cooling magnetic field. For two of such qubits (device A1 and A2), we observe no significant changes in T 1 at small cooling fields ( 30mG) and substantial decrease in T 1 at large cooling magnetic fields ( 30mG) (Fig. S9) . Because Type A devices have very large electrodes and most likely have trapped vortices when cooled in nominally zero magnetic field, increasing magnetic field (in all regimes of B) leads to additional vortices throughout the entire big pads where current density can be either large or small depending on the specific locations. The decrease in T 1 is consistent with additional vortex-flow loss due to increasing number of vortices, and the relatively flat T 1 at low magnetic field can be explained as the combined effects of a small enhancement of quasiparticle trapping and a small additional vortex-flow loss.
