This naturally leads to the idea of using local BA and map joining to solve large-scale monocular SLAM problem, which is proposed in this paper. The local maps are built through ScaleInvariant Feature Transform (SIFT) for feature detection and matching, random sample consensus (RANSAC) paradigm at different levels for robust outlier removal, and BA for optimization. To reduce the computational cost of the large-scale map building, the features in each local map are judiciously selected and then the local maps are combined using a recently developed 3D map joining algorithm. The proposed large-scale monocular SLAM algorithm is evaluated using a publicly available dataset with centimeter-level ground truth.
INTRODUCTION
Simultaneous localization and mapping (SLAM) is the problem where a mobile robot needs to build a map of its environments and simultaneously use the map to locate itself. When the only sensor equipped onboard the robot is a single camera, the problem is called monocular SLAM. Monocular SLAM problem is very challenging due to the lack of information on camera motion, the unavailability of depth information from the single image, as well as the presence of unobservable scale factor [1] , [2] .
Recently, a number of monocular SLAM algorithms have been developed. Typically, Extended Kalman Filter (EKF) is used to estimate the camera pose as well as 3D feature positions. The inverse-depth parameterization has been shown to be useful to avoid the lack of depth information in monocular SLAM [1] , especially for far-away features. However, the EKF prediction step requires a relatively accurate motion model of camera poses due to the linearization process involved. Thus a constant velocity camera motion model is often used [1] , [2] . This, however, may cause some problems when the camera motion is irregular [3] . Although this can be overcome by the interacting multiple model monocular SLAM proposed in [3] where different motion models are used at different situations, some kinds of motion models still need to be assumed and the switching between the models is nontrivial.
Moreover, the potential estimation inconsistency of EKF SLAM algorithms has been demonstrated in 2D case where the major cause of the inconsistency is from the robot orientation error [4] , [5] . The fundamental reason for the inconsistency is due to the fact that the Jacobians of observation/odometry functions with respect to a feature/pose are evaluated at different feature/pose location estimates, resulting in the flow of incorrect information to the estimation process [6] . It can be imagined that the potential for inconsistency in 3D EKF SLAM is stronger than that of 2D EKF SLAM since three orientation angles are involved in the robot/camera poses.
Bundle adjustment (BA) from multi-view geometry of computer vision [7] completely avoids the use of a camera motion model. This makes it suitable for structure from motion problem when an arbitrary sequence of images is used as input. Moreover, it is well accepted that BA can provide the optimal solution by performing a least squares optimization, which also avoids the cause of potential estimation inconsistency in EKF. The major problem of BA is the computational cost that prevents its use for solving large-scale problems in real-time.
Local submap joining is an efficient strategy for solving large-scale SLAM problems [2] , [8] , [9] . The idea is to build local maps using local information and then combine the local maps into a global map. Thanks to the sparse nature of the problem [2] , [9] , the map joining process can now be made very efficient. Local map joining has been applied to monocular SLAM in [2] , where conditionally independent local maps are built and then carefully combined together to avoid information reuse. Local bundle adjustment within a sliding window is used in [19] for generic camera model based monocular SLAM. However there is no global level optimization that could further improve the estimate quality. The "Frame SLAM" [8] can be viewed as a local map joining algorithm where the "skeleton system" is constructed by local bundle adjustment with marginalizing all the variables except the skeleton frame. This approach works well for stereo vision based SLAM [8] . But for monocular SLAM, the scale drift becomes an issue because only the skeleton frame is kept in each local map.
After the submission of this paper, two related papers by Strasdat et al. [20] , [21] that address some of these issues have been published. In [20] , a more detailed comparison among bundle adjustment, key frame optimization and EKF SLAM is given. In [21] , an interesting scale-drift-aware large scale monocular SLAM algorithm is proposed. A new pose-graph optimization technique is introduced for the efficient correction of rotation, translation and scale drift at loop closures. This is fundamentally different to the approach presented in this paper.
In this paper, we investigate the BA algorithm through simulations and real experiments and find an interesting "scale drift correction" property. That is, BA can converge to the correct solution (up to a scale) even if the initial values of the camera pose translations and point feature positions are computed using significantly different scale factors.
Furthermore, we demonstrate how local maps built by BA can be joined together using our recently developed 3D map joining algorithm, Iterated Sparse Local Map Joining Filter (I-SLSJF). Málaga 2009 Robotic Dataset [10] is used to test the proposed algorithm and show that the estimated camera poses are very close to the ground truth provided by the dataset.
The paper is organized as follows. Section II states the large-scale monocular SLAM problem considered in this paper and outlines the proposed approach. Section III discusses the relative merits of BA. Section IV details the process of local map building and Section V explains the map joining process. In Section VI, some simulation and experimental results are provided. Finally Section VII concludes the paper.
II. LARGE-SCALE MONOCULAR SLAM
This section explains the large-scale monocular SLAM problem considered in this paper and outlines the proposed approach. 
A. Monocular SLAM problem
The monocular SLAM problem considered in this paper is to use a sequence of images to estimate the camera poses as well as the 3D position of the extracted point features. All the estimated camera poses and feature positions are with respect to the coordinate system defined by the first camera pose, and up to a scale.
We assume the camera is moving freely in 3D environment and no information on the camera motion is available. However, we do assume that there is enough overlap between two adjacent images such that the relative camera poses can be determined (up to a scale). We also assume that the camera is calibrated and the calibration parameters are available.
B. Proposed Approach
In this paper, we propose to use SIFT [11] to find and match the point features in the images, then use RANSAC [12] for outlier removal. We use BA to build small local maps each covering a small number of images. Finally, the local maps are joined together using 3D I-SLSJF [13] . The flowchart of the proposed approach is shown in Figure 1 .
III. RELATIVE MERITS OF BUNDLE ADJUSTMENT
Once the point features are selected and matched, the best camera poses and the feature positions can be found by performing bundle adjustment (BA), an optimization process that minimizes the re-projection errors.
An initial value of the camera poses and 3D feature positions, together with the feature 2D location in each images and the camera calibration parameters need to be provided as the input of BA. The output of BA is the optimized camera poses and 3D feature positions.
BA requires solving a large, nonlinear least-squares problem to obtain optimal estimates. Due to the very large number of parameters involved, a general least squares algorithm incurs high computational and memory storage costs when applied to BA. Fortunately, the lack of interaction among certain subgroups of parameters, which results in the corresponding Jacobian being sparse, can be exploited to achieve considerable computational savings [14] , [15] .
A. Cons of BA
The major disadvantage of BA is the computational cost. However, due to the increased computer power, running BA with tens of frames in real-time is now achievable [14] . Thus BA is a viable solution for small local map building.
B. Pros of BA
There are a number of advantages in using BA for monocular SLAM. The first is that BA can provide the optimal solution based on the information available. Moreover, BA is more robust to outliers [14] . Furthermore, as an optimization algorithm, BA avoids the potential estimate inconsistency as compared with filter based SLAM [6] , [16] , [20] .
C. Scale drift correction property of BA
Apart from the well-known advantages of BA, we also notice another key advantage of BA algorithm, which we call 'scale drift correction" in this paper. When converges, BA will make the translations of all the camera poses and feature positions accurate up to one scale due to the common 3D features observed from different camera poses. Because if the scales are not the same for the translations of different poses, the error between the image locations of observed and predicted image points will be large. The BA will automatically adjust the scales through the minimization of the re-projection errors. Surprisingly, BA seems to be able to make this correction from very poor initial scales. This property is demonstrated using both simulation and real data in Section VI-A and Section VI-D.
Since scale drift is a major issue in monocular SLAM, this scale drift correction property makes BA the best candidate for solving the small-scale monocular SLAM problem.
IV. LOCAL MAP BUILDING
The local map building process involves feature selection and matching, outlier removal, relative pose computation, feature position calculation, and bundle adjustment.
A. Feature selection and matching
Among the many feature detection and matching algorithms available in computer vision literature, SIFT [11] is one of the most popular. A public domain SIFT code for Matlab (http://www.vlfeat.org/~vedaldi/code/sift.html) is used here to get the matches of features among consecutive images and close loop images.
B. Multi-level RANSAC for outlier removal
An effective robust algorithm for processing noisy data with outliers is RANSAC [12] . Use of the RANSAC method to estimate the epipolar geometry was first reported in [17] and now it is widely used for removing incorrect matches of features in computer vision.
To reduce both the number of mismatches and the location error of features in the images, a multi-level RANSAC has been used in this paper. That is, we run RANSAC a few times each with a different threshold of the distance of features to the epipolar lines. In our experiments, we run RANSAC four times with thresholds 2, 0.5, 0.1, 0.05, respectively. This process removes almost all the outliers including the non-stationary features such as those on the moving leaves and cars. Moreover, as bad features are quickly removed in the earlier RANSAC steps, the number of samples used in the later steps can be reduced and thus the total computational cost is not much more than one step RANSAC using a single threshold 0.05.
C. Relative pose computation
In this paper we use eight point algorithm [7] for relative pose computation because it is much easier and less complex than five point algorithm [18] . After the multi-level RANSAC, the matches are precise enough to get two singular values of the Essential Matrix nearly the same with 0.01% difference. This will not bring much error to the computed relative pose.
D. Feature position calculation
To get the initial value of feature 3D position, we use the linear triangulation method [7] together with the camera poses to compute the position of a point in 3D-space.
E. Bundle adjustment
In this paper we use SBA (Sparse Bundle Adjustment) [15] , a publicly available C/C++ software package for realizing generic BA with high efficiency and flexibility regarding parameterization.
Using BA to build local maps not only makes the translations of all the poses up to one scale, but also optimizes the local maps.
F. Information matrix computaion
To join the local maps together using 3D I-SLSJF [13] , the information matrix of the local map is needed.
The SBA software package does not provide the information matrix of the local map estimate. However, the information matrix can be easily computed once the BA converges. We use the standard least squares approach to compute the information matrix. The Jacobians are evaluated using the result from BA.
V. MAP JOINING BY 3D I-SLSJF
This section explains how to join the local maps built by BA to get the global map. The map joining algorithm we used is the 3D I-SLSJF [13] .
A. 3D I-SLSJF algorithm
The 3D I-SLSJF algorithm is an extension of the 2D I-SLSJF (the MATLAB source code of 2D I-SLSJF is available on OpenSLAM website). The algorithm uses extended Information Filter (EIF) to fuse the local maps in sequence and performs least squares to improve the quality of the map whenever necessary. This approach is computationally more efficient than the typical maximum likelihood method and also shows better consistency/accuracy compared with 3D EKF [13] . Because the algorithm exploits the exact sparseness of the map joining process, it is computationally efficient. Since the algorithm itself is incremental in nature, it can be easily implemented in a real-time system.
B. Local map feature selection
When joining the local maps together using 3D I-SLSJF, selecting features from each local map to be used in the global map is very important. Using all the local features to the build global map is not really necessary but this is computationally very expensive. In this work, we use two ways to select the features:
1. In the 3D I-SLSJF algorithms, only common features in different local maps are critical for building high quality global map. The features that are only present in one local map are not useful for improving the quality of global map and thus are deleted. This removes more than 90% of the features, which greatly reduces the computational cost.
2. In multiple view geometry and computer vision, when camera moves straight forward, the features near the principle point will have large uncertainty in the depth direction even if BA is used. These features with large uncertainty are also deleted before the map joining. This removes about 5% of the features, which does not have much impact on the computational cost but keeping these large uncertainty features may influence the quality of global map very much.
C. Relative scales estimation between local maps
Although every local map is up to one scale as shown in Section III.C, the scales in different local maps might be different. In this paper we use the common features among local maps to estimate the relative scales between local maps.
Using the distance between two common features in different local maps, we can easily estimate the relative scales between local maps. A random two-point selector has been used to make the estimation more accurate. Because scales are multiple factors, we use their logarithm to get the arithmetical mean. Because there are a lot of common features between two local maps, the relative scale between two consecutive local maps estimated this way is very accurate.
VI. SIMULATION AND EXPERIMENTAL RESULTS

A. Scale drift correction property of BA
We first used a simulation to test whether BA can converge from poor initial scales and adjust the scales. We simulate a circular camera trajectory with 23 poses and 392 point features in the environments. The simulation environment is shown in Figure 2 . The red points are the 3D features and the yellow triangles are the camera poses. First we multiply each relative translation and 3D feature positions by a scale factor. The scale factors of the two simulations are randomly chosen between 0.5 to 1.5 and 0 to 2 as shown in Table 1 . The resulting trajectory is shown in Figure 3 as the black lines with circles. Then we use these obtained poses and 3D positions as the initial guesses for BA. The trajectory from the output of BA is a circle as shown in Figure 3 as the red lines with stars. After BA, all the translations and 3D feature positions of the poses are accurate up to one scale. 
B. Experimental dataset
For the experimental results, we use the Málaga 2009 Robotic Dataset Collection PARKING-6L [10] . This dataset was collected at the car park of the Computer Science building of the University of Málaga (Spain) using an electric car equipped with 3 SICK and 2 Hokuyo laser scanners, 2 Firewire color cameras, one xSens IMU, three RTK GPS receivers and one consumer-grade USB GPS receiver. As described in [10] , a centimeter-level ground truth is robustly computed from the RTK data, thus making the dataset an ideal test bed for SLAM or localization techniques. We select one sequence of images with a close loop trajectory (Figure 4 ) captured by the right camera. The images have been rectified to compensate the camera distortion. The original framerate is 7.5Hz with 510 images. In this paper we use 2.5 Hz as the framerate to select 170 images for the monocular SLAM. The estimated camera calibration parameters can be found in the dataset. The ground truth trajectory for the right camera, i.e. the vehicle poses plus the right camera location on the vehicle using the appropriate 6D pose composition was used to check the accuracy of the SLAM result.
C. Result of SIFT and multi-level RANSAC
The feature matching result is shown in Figure 5 . The upper one is the original result from SIFT, and the lower one is the result after multi-level RANSAC with thresholds 2, 0.5, 0.1, 0.05, respectively. It can be seen that most of the mismatched features and features on the moving cloud and cars have been removed after Multi-level RANSAC. Table 2 . 
D. Result of scale estimation
Then we use the 170 images in the real dataset to check the scale estimation result. The visual odometry result without correcting for scale factors is shown in Figure 6 as the green line with circle. The result of global BA converged from the initial guesses of all the poses and features without scale factor is shown as the blue line with cross. The result is very good. This demonstrates that BA can make all the translations and 3D feature positions correct up to a scale.
We divided the 170 images into ten groups and build ten local maps, using the method of scale estimation described in Section V-C. Simply combining the 10 local maps without using map joining algorithm, produces the purple line with triangle in Figure 6 . It is clear that the scale is still quite accurate. Ground Truth Visual odometry without scale factor Global map after BA Local map with relative scale Figure 6 . Scale estimation result of the real dataset
E. Comparison of the results
Finally, the 10 local maps were joined together using the 3D I-SLSJF. The result is shown in Figure 7 denoted by black circles. It is better than the one obtained only combining the 10 local maps without map joining algorithm and is closer to the ground truth. Figure 8 shows the estimate errors of the 10 camera poses kept in 3D I-SLSJF together with that of BA. The red sticks are the 2 sigma uncertainty from the 3D I-SLSJF result. It can be seen that the estimate is a bit over-confident. We feel that there are still some wrong matched features after multi-level RANSAC. Also, it may due to the inaccuracy of the ground truth and be fairer to use relative position to compare the results [22] . Although the result of BA using all the poses and features is the best, it takes more than 4 hours to for the BA to converge. While using the method described in this paper, the BA of each local map only costs about 80s to 200s because of the smaller number of poses and features involved; the 3D I-SLSJF algorithm takes about 716s to join all the 10 local maps together. It should be pointed out that the map joining code is not optimized and MATLAB is used in all the computation. One of the key properties of BA is its ability of correcting the scale drift even when the initial scales are very poor. This "scale drift correction" property is demonstrated in this paper using both simulation and experimental results. Since scale drift is an important issue for monocular SLAM, and BA can provide the optimal and reliable solution without the need of a camera motion model, we believe that BA is the ideal approach for local map building.
