We consider a space-time coded (STC) orthogonal frequency-division multiplexing (OFDM) system with multiple transmitter and receiver antennas over correlated frequencyand time-selective fading channels. It is shown that the product of the time-selectivity order and the frequency-selectivity order is a key parameter to characterize the outage capacity of the correlated fading channel. It is also observed that STCs with large effective lengths and ideal built-in interleavers are more effective in exploiting the natural diversity in multiple-antenna correlated fading channels. We then propose a low-density parity-check (LDPC)-code-based STC-OFDM system. Compared with the conventional space-time trellis code (STTC), the LDPC-based STC can significantly improve the system performance by exploiting both the spatial diversity and the selective-fading diversity in wireless channels. Compared with the recently proposed turbo-code-based STC scheme, LDPC-based STC exhibits lower receiver complexity and more flexible scalability. We also consider receiver design for LDPC-based STC-OFDM systems in unknown fast fading channels and propose a novel turbo receiver employing a maximum a posteriori expectation-maximization (MAP-EM) demodulator and a soft LDPC decoder, which can significantly reduce the error floor in fast fading channels with a modest computational complexity. With such a turbo receiver, the proposed LDPC-based STC-OFDM system is a promising solution to highly efficient data transmission over selective-fading mobile wireless channels.
systems integrate the techniques of antenna array spatial diversity and channel coding and can provide significant capacity gains in wireless channels. However, many wireless channels are frequency-selective in nature, for which the STC design problem becomes a complicated issue. On the other hand, the orthogonal frequency-division multiplexing (OFDM) technique transforms a frequency-selective fading channel into parallel correlated flat-fading channels. Hence, in the presence of frequency selectivity, it is natural to consider STC in the OFDM context. The first STC-OFDM system was proposed in [4] . In this paper, we provide system performance analysis and receiver design for a new STC-OFDM system over correlated frequencyand time-selective fading channels.
We first analyze the STC-OFDM system performance in correlated fading channels in terms of channel capacity and pairwise error probability (PEP). In [5] , information-theoretic aspects of a two-ray propagation fading channel are studied. More recently, in [6] and [7] , the channel capacity of a multiple-antenna system in fading channels is investigated, and in [8] the limiting performance of a multiple-antenna system in block-fading channels is studied, under the assumption that the fading channels are uncorrelated and the channel state information (CSI) is known to both the transmitter and the receiver. Here, we analyze the channel capacity of a multiple-antenna OFDM system over correlated frequency-and time-selective fading channels, assuming that the CSI is known only to the receiver. As a promising coding scheme to approach the channel capacity, STC is employed as the channel code in this system. The pairwise error probability (PEP) analysis of the STC-OFDM system is also given, which follows the analysis for coded modulation systems [1] , [9] , [10] . Moreover, based on the analysis of the channel capacity and the PEP, some STC design principles for the system under consideration are suggested. Since the STC based on the state-of-the-art low-density parity-check (LDPC) codes [11] [12] [13] turns out to be a good candidate to meet these design principles, we then propose an LDPC-based STC-OFDM system and develop a turbo receiver for this system. (Note that the design issues of STC in broad-band OFDM systems have been independently addressed in [14] .)
With ideal CSI, the iterative receiver based on the turbo principle [15] is shown to be able to provide the near-maximumlikelihood performance in STC systems [16] , [17] . When the CSI is not available, a receiver structure consisting of a decision-0090-6778/02$17.00 © 2002 IEEE Fig. 1 . System description of a multiple-antenna STC-OFDM system over correlated fading channels. Each STC code word spans K subcarriers and P time slots in the system; at a particular subcarrier and at a particular time slot, STC symbols are transmitted from N transmitter antennas and received by M receiver antennas.
directed least-square estimator and a data detector is introduced in [18] . For the system considered here, the receiver in [18] performs well at low to medium Doppler frequencies, but exhibits an irreducible high error floor in fast fading channels. A receiver employing the expectation-maximization (EM) algorithm has recently been proposed for STC systems [19] , [20] , which exhibits a good performance, but, on the other hand, its complexity is relatively high for the LDPC-based STC-OFDM systems.
Here, we develop a novel turbo receiver structure employing a maximum a posteriori expectation-maximization (MAP-EM) demodulator and a soft LDPC decoder, which can significantly reduce the error floor in fast fading channels with a modest computational complexity. (A similar iterative receiver structure is developed for static MIMO channels in [21] .)
The rest of this paper is organized as follows. In Section II, a multiple-antenna STC-OFDM system over correlated frequency-and time-selective fading channels is described. In Section III, the outage capacity of this system is analyzed. In Section IV, the PEP analysis is given. Based on the analysis in Sections III and IV, in Section V, an LDPC-based STC is proposed for the OFDM system under consideration. In Section VI, a novel turbo receiver is developed. In Section VII, computer simulation results are given. Section VIII contains the conclusion.
II. SYSTEM MODEL
We consider an STC-OFDM system with subcarriers, transmitter antennas, and receiver antennas, signaling through frequency-and time-selective fading channels, as illustrated in Fig. 1 . Each STC code word spans adjacent OFDM words, and each OFDM word consists of ( ) STC symbols, transmitted simultaneously during one time slot. Each STC symbol is transmitted at a particular OFDM subcarrier and a particular transmitter antenna.
It is assumed that the fading process remains static during each OFDM word (one time slot) but varies from one OFDM word to another, and the fading processes associated with different transmitter-receiver antenna pairs are uncorrelated. (However, as will be shown below, in a typical OFDM system, for a particular transmitter-receiver antenna pair, the fading processes are correlated in both frequency and time.) At the receiver, the signals are received from receiver antennas. After matched filtering and sampling, the discrete Fourier transform (DFT) is applied to the received discrete-time signal to obtain
where is the matrix of complex channel frequency responses at the th subcarrier and at the th time slot, which is explained below, and are respectively the transmitted signals and the received signals at the th subcarrier and at the th time slot, and is the ambient noise, which is circularly symmetric complex Gaussian with unit variance.
Consider the channel response between the th transmitter antenna and the th receiver antenna. Following [22] , the time-domain channel impulse response can be modeled as a tappeddelay line. With only the nonzero taps considered, it can be expressed as (2) where is the Dirac delta function, denotes the number of nonzero taps, and is the complex amplitude of the th nonzero tap, whose delay is , where is an integer and is the tone spacing of the OFDM system. In mobile channels, for the particular ( )th antenna pair, the time-variant tap coefficients can be modeled as wide-sense stationary random processes with uncorrelated scattering (WSSUS) and with band-limited Doppler power spectrum [22] . For the signal model in (1), we only need to consider the time responses of within the time interval 0 , where is the total time duration of one OFDM word plus its cyclic extension and is the total time involved in transmitting adjacent OFDM words. Following [23] , for the particular th tap of the ( )th antenna pair, the dimension of the band-and time-limited random process 0 (defined as the number of significant eigenvalues in the Karhunen-Loeve expansion of this random process), is approximately equal to 2 1 , where is the maximum Doppler frequency. Hence, ignoring the edge effects, the time response of can be expressed in terms of the Fourier expansion as (3) where is a set of independent circularly symmetric complex Gaussian random variables, indexed by .
For OFDM systems with proper cyclic extension and sample timing, with tolerable leakage, the channel frequency response between the th transmitter antenna and the th receiver antenna at the th time slot and at the th subcarrier, which is exactly the ( )th element of in (1), can be expressed as [24] (4)
where is the -sized vector containing the time responses of all the nonzero taps; contains the corresponding DFT coefficients.
Using (3), can be simplified as (5) where is an -sized vector, and contains the corresponding inverse DFT coefficients. Substituting (5) into (4), we obtain with (6) From (6) , it is seen that, due to the close spacing of OFDM subcarriers and the limited Doppler frequency, for a specific antenna pair ( ), the channel responses are different transformations [specified by and ] of the same random vector and hence they are correlated in both frequency and time.
III. CHANNEL CAPACITY
In this section, we consider the channel capacity of the system described above. Assuming that the channel state information (CSI) is only known at the receiver and the transmitter power is constrained as , the instantaneous channel capacity of this system, which is defined as the mutual information conditioned on the correlated fading channel values , is computed as [5] , [8] bit/s/Hz (7) where and is the th nonzero eigenvalue of the nonnegative definite Hermitian matrix . The maximization of is achieved when consists of independent circularly symmetric complex Gaussian random variables with identical variances [5] , [8] . (When the CSI is known to both the transmitter and the receiver, the instantaneous channel capacity is maximized by "water-filling" [25] .) The ergodic channel capacity is defined as . In the system considered, the concept of ergodic channel capacity is of less interest, because the fading processes are not ergodic due to the limited number of antennas and the limited and . Since is a random variable, whose statistics are jointly determined by ( ) and the characteristics of correlated fading channels, we turn to another important concept-outage capacity, which is closely related to the code word error probability, as averaged over the random coding ensemble and over all channel realizations [8] . The outage probability is defined as the probability that the channel cannot support a given information rate (8) Since it is difficult to get an analytical expression for (8), we resort to Monte Carlo integration for its numerical evaluation.
A. Numerical Results
In this subsection, we give some numerical results of the outage probability in (8) obtained by Monte Carlo integration. For simplicity, we assume that all elements in have the same variances. Define the selective-fading diversity order as the product of the number of nonzero delay taps and the dimension of Doppler fading process , i.e.,
. The following observations can be made from the numerical evaluations of (8).
1) From Figs. 2 and 3, it is seen that at a practical outage probability (e.g., 1 ), for fixed ( ), the highest achievable information rate increases as the selective-fading diversity order increases, but the increase slows down as becomes larger. Eventually, as , the highest achievable information rate converges to the ergodic capacity. [Note that the ergodic capacity is the area above each curve in the figure as .] 2) Fig. 3 compares the impacts of the frequency-selectivity order and the time-selectivity order on the outage capacity. It shows that the frequency selectivity and the time selectivity are essentially equivalent in terms of their Outage probability versus information rate in a correlated fading OFDM system with N = 2, M = 1, K = 256, P = 10, SNR= 20 dB. Dashed lines represent the frequency-selective and time-nonselective channels with L = 1, L = L = f2; 6; 10g. Dotted lines represent the frequency-and time-selective channels with L = 2, L = 2L = f2; 6; 10g. Note that, for the same L, the dashed lines and the dotted lines overlap each other, which shows the equivalent impacts of the frequency-and time-selective fading on the outage probability.
impacts on the outage capacity. In other words, the selective-fading diversity order ultimately affects the outage capacity.
3) From Fig. 2 , it is seen that, as the area above each curve, the ergodic channel capacity is irrelevant of the selective-fading diversity order (which is the key parameter in determining the correlation characteristics of the fading channels) and it is determined only by the spatial diversity order ( ) and the transmitted signal power [6] , [7] . Moreover, it is seen that both the outage capacity and the ergodic capacity can be increased by fixing the number of receiver antennas and only increasing transmitter an-tennas (or vice versa), (e.g., by fixing 1 and let , the ergodic capacity converges to the capacity of AWGN channels [26] ). In summary, we have seen the different impacts of two diversity resources-the spatial diversity and the selective-fading diversity-on the channel capacity of a multiple-antenna correlated fading OFDM system. Increasing the spatial diversity order (i.e.,
) can always bring capacity (outage capacity and/or ergodic capacity) increase at the expense of extra physical costs. By contrast, the selective-fading diversity is a free resource, but its effect on improving the channel capacity becomes less as becomes larger. Since both diversity resources can improve the capacity of a multiple-antenna OFDM system, it is crucial to have an efficient channel coding scheme, which can take advantage of all available diversity resources of the system.
IV. PAIRWISE ERROR PROBABILITY
In the previous section, the potential information rate of a multiple-antenna OFDM system in correlated fading channels is studied. In order to obtain more insights on coding design, in this section, we analyze the pairwise error probability (PEP) of this system with coded modulation.
With perfect CSI at the receiver, the maximum likelihood (ML) decision rule of the signal model (1) is given by (9) where the minimization is over all possible STC codeword . Assuming equal transmitted power at all transmitter antennas, using the Chernoff bound, the PEP of transmitting and deciding in favor of another codeword at the decoder is upper bounded by (10) where is the total signal power transmitted from all transmitted antennas (recall that the noise at each receiver antenna is assumed to have unit variance). Using (4)-(6), is given by (11)- (13) , shown at the bottom of the page. In (12) , ( ) is a rank-one matrix, which equals to a zero matrix if the entries of codewords and corresponding to the th subcarrier and the th time slot are the same. Let denote the number of instances when ; similarly, as in [10] , , which is the minimum over every two possible codeword pair, is called the effective length of the code. Denoting , it is easily seen that . Since and vary with different multipath delay profiles and Doppler power spectrum shapes, the matrix is also variant with different channel environments. However, it is observed that is a nonnegative definite Hermitian matrix; by an eigendecomposition, it can be written as (14) where is a unitary matrix and 0 0 , with being the positive eigenvalues of . Moreover, as assumed in Section III, all the ( ) elements of are
i.i.d. (independent and identically distributed) circularly symmetric complex Gaussian with zero-means. Then (10) can be rewritten as 8 (15) where is the th element of . Since is unitary, are also i.i.d. circularly symmetric complex Gaussian with zero-means and their magnitudes are i.i.d. Rayleigh distributed. By averaging the conditional PEP in (15) over the Rayleigh probability density function (pdf), the PEP of a multiple-antenna STC-OFDM system over correlated fading channels is finally written as (16) It is seen from (16) that the highest possible diversity order the STC-OFDM system can provide is ( ), i.e., the product of the number of transmitter antennas, the number of receiver antennas, and the number of selective-fading diversity order in the channels. In other words, the attractiveness of the STC-OFDM system lies in its ability to exploit all the available diversity resources.
However, note that, although in the analysis of PEP the three parameters ( ) appear equivalent in improving the system performance, they actually play different roles from the capacity viewpoint, as indicated in Section III.
V. LDPC-BASED STC-OFDM SYSTEM
In this section, we consider coding design for STC-OFDM systems. As in Section II, we assume that the CSI is known only at the receiver.
A. Coding Design Principles
The PEP analysis of a general STC-OFDM system in Section IV, as well as the channel capacity analysis in Section III, sheds some lights on the STC coding design problem.
1) The dominant exponent in the PEP (16) that is related to the structure of the code is , the rank of the matrix . Recall that , in order to achieve the maximum diversity ( ), it is necessary that , i.e., the effective length of the code must be larger than the dimension of matrix in (12) . Since is associated with the channel characteristic, which is not known to the transmitter (or the STC encoder) in advance, it is preferable to have an STC code with a large effective length.
2) Another factor in the PEP is , the product of eigenvalues of matrix . Since changes with different channel setups, the optimal design of is not fea-sible. However, as observed in [1] , the space-time trellis codes (STTCs) with higher state numbers (and essentially larger effective length) have better performance, which suggests that increasing the effective length of the STC beyond the minimum requirement (e.g., , in our system) may help to improve the factor . 3) Also as seen from (7), to achieve the channel capacity, all the ( ) transmitted STC symbols are required to be independent. Therefore, after introducing the coding constraints to the coded symbols, an interleaver is needed to scramble the coded symbols in order to satisfy the independence condition. From the standpoint of PEP analysis, such an interleaver helps to improve the factor as well. In summary, in the system considered here, because of the diverse fading profiles of the wireless channels and the assumption that the CSI is known only at the receiver, the systematic coding design (e.g., by computer search) is less helpful; instead, two general principles should be met in choosing STC codes in order to robustly exploit the rich diversity resources in this system, namely, large effective length and ideal interleaving.
STTCs have been proposed for multiple-antenna systems over flat-fading channels [1] . However, the complexity of the STTC increases dramatically as the effective length increases and therefore it may not be a good candidate for the OFDM system considered here. Another family of STCs is turbo-code based STCs [27] , [28] , but their decoding complexity is high and they are not flexible in terms of scalability (e.g., when employed in systems with different requirements of the information rate). Here, we propose a new STC scheme: low-density parity-check (LDPC)-based STC.
B. LDPC-Based STC
First proposed by Gallager in 1962 [11] and recently reexamined in [12] , [13] and [29] , low-density parity-check (LDPC) codes have been shown to be a very promising coding technique for approaching the channel capacity in AWGN channels. For example, a carefully constructed rate 1 2 irregular LDPC code with long block length has a bit error probability of 10 at just 0.04 dB away from Shannon capacity of AWGN channels [30] .
An LDPC code is a linear block code characterized by a very sparse parity-check matrix, as seen in Fig. 4 . The parity check matrix of an ( ) LDPC code of rate is an matrix, which has ones in each column and ones in each row. Apart from these constraints, the ones are placed at random in the parity check matrix. When the number of ones in every column is the same, the code is known as a regular LDPC code; otherwise, it is called irregular LDPC code. In contrast to , the generator matrix is dense. Consequently, the number of bit operations required to encoder is which is larger than that for other linear codes. Similar to turbo codes, LDPC codes can be efficiently decoded by a suboptimal iterative belief propagation algorithm which is explained in detail in [11] . At the end of each iteration, the parity check is performed. If the parity check is correct, the decoding is terminated; otherwise, the decoding continues until it reaches the maximum number of iterations (e.g., 30). The LDPC codes have the following advantages for the STC-OFDM system considered here. 1) the LDPC decoder usually has a lower computational complexity than the turbo-code decoder. In addition to this, since the decoding complexity of each iteration in an LDPC decoder is much less than a turbo-code decoder, a finer resolution in the performance-complexity tradeoff can be obtained by varying the maximum number of iterations. Moreover, the decoding of LDPC is highly parallelizable. 2) The minimum distance of binary LDPC codes increases linearly with the block length with probability close to 1 [11] . 3) It is easier to design a competitive LDPC code with any block-length and any code rate, which makes it easier for the LDPC-based STC to scale according to different system requirements (e.g., different number of antennas or different information rate). 4) LDPC codes do not typically show an error floor, which is suitable for short-frame applications. 5) Due to the random generation of parity-check matrix (or equivalently the encoder matrix), the coded bits have been effectively interleaved; therefore, no extra interleaver is needed.
The transmitter structure of an LDPC-based STC-OFDM system is illustrated in Fig. 5 . Denote the set of all possible STC symbols, which is up to a constant of the traditional constellation, e.g., MPSK or MQAM (recall that the additive noise is assumed to have unit variance). The ( ) information bits are first encoded by a rate 1 LDPC encoder into ( ) coded bits and then the binary LDPC coded bits are modulated into ( ) STC symbols by an MPSK (or MQAM) modulator. These ( ) STC symbols, which correspond to an STC code word, are split into streams; the ( ) STC symbols of each stream are transmitted from one particular transmitter antenna at subcarriers and over adjacent OFDM slots. Note that, in such a bit-interleaved coded-modulation system proposed above, the built-in random interleaver of the LDPC codes is also helpful to minimize the loss in the effective length between the binary LDPC code bits and the modulated STC code symbols, which is caused by the MPSK (or MQAM) modulation.
As an example, consider a regular binary LDPC code with column weight 3, rate 1 2 and block-length 1024, the minimum distance is around 100 [11] . The STC based on this LDPC code is configured with a QPSK modulator and two transmitter antennas, therefore the effective length of this LDPC-based STC is at least 25, which is more than enough to satisfy the minimum effective length requirement for a two transmitter antenna ( 2) OFDM system in a six-tap ( 6) frequency-selective fading channel. Together with its built-in random interleaver, this LDPC code can well satisfy the two coding design principles mentioned earlier and therefore is an empirically good STC for the OFDM system considered in this paper. Since the minimum distance of binary LDPC codes increase linearly with the block length, further performance improvement is possible by increasing the block length. Note that, we do not claim the optimality of the proposed LDPC-based STC; but rather, we argue that with its low decoding complexity, flexible scalability and high performance, the LDPC-based STC is a promising coding technique for reliable high-speed data communication in multiple-antenna OFDM systems with frequency-and time-selective fading.
C. Data Burst Structure
As in a typical data communication scenario, communication is carried out in a burst manner. A data burst is illustrated in Fig. 6 . It spans ( 1) OFDM words, with the first OFDM word containing known pilot symbols. The remaining ( ) OFDM words contain STC code words.
VI. TURBO RECEIVER
In this section, we consider receiver design for the proposed LDPC-based STC-OFDM system. Even with ideal CSI, the op- timal decoding algorithm for this system has an exponential complexity. Hence the near-optimal turbo receiver based on the turbo principle [15] becomes attractive. As a standard procedure, such as in [16] , in order to demodulate each STC code word, the turbo receiver consists of two stages, the soft demodulator and the soft LDPC decoder and the so-called "extrinsic" information is iteratively exchanged between these two stages to successively improve the receiver performance.
However, in practice, the CSI must be estimated by the receiver. In the rest of this section, we develop a novel turbo receiver for unknown fast fading channels.
A. Receiver Structure
The proposed turbo receiver for the LDPC-based STC-OFDM system is illustrated in Fig. 7 . It consists of a soft maximum a posteriori expectation-maximization (MAP-EM) demodulator and a soft LDPC decoder, both of which are iterative devices themselves. The soft MAP-EM demodulator takes as input the FFT of the received signals from receiver antennas and the extrinsic log likelihood ratios (LLRs) of the LDPC coded bits [cf. (26) ] (which is fed back by the soft LDPC decoder). It computes as output the extrinsic a posteriori LLRs of the LDPC coded bits [cf. (26) ]. (As an important issue in the EM algorithm, the initialization of the MAP-EM demodulator will be specifically discussed later in this section.) The soft LDPC decoder takes as input the LLRs of the LDPC coded bits from the MAP-EM demodulator and computes as output the extrinsic LLRs of the LDPC coded bits, as well as the hard decisions of the information bits at the last turbo iteration. It is assumed that the STC words in a data burst are independently encoded. Therefore, each STC word (consisting of OFDM words) is decoded independently by turbo processing. We next describe each component of the receiver in Fig. 7 .
B. MAP-EM Demodulator
2For notational simplicity, here we consider an LDPC-based STC-OFDM system with two transmitter antennas and one receiver antenna. The results can be easily extended to a system with transmitter antennas and receiver antennas. Note that, for the purpose of performance analysis, the defined in (4) only contains the time responses of nonzero taps; whereas for the purpose of receiver design, especially when the CSI is not available, the needs to be redefined to contain the time responses of all the taps within the maximum multipath spread. That is, , with 1 and being the maximum multipath spread; and is correspondingly redefined as . The received signal during one data burst can be written as with (17) where and are -sized vectors which contain respectively the received signals and the ambient Gaussian noise at all subcarriers and at the th time slot; the diagonal elements of are the STC symbols transmitted from the th transmitter antenna and at the th time slot.
Without CSI, the maximum a posteriori (MAP) detection problem is written as 1 2 (18) (Recall that 0 contains pilot symbols.) The optimal solution to (18) is of prohibitive complexity. We next propose to use the expectation-maximization (EM) algorithm [31] to solve (18) . The basic idea of the MAP-EM algorithm is to solve (18) iteratively according to the following two steps (for notational convenience, we temporarily drop the time index , with the understanding that the MAP-EM algorithm discussed below is applied to each OFDM word in the data burst): E-step: Compute (19) M-step: Solve (20) where denotes hard decisions of the data symbols at the th EM iteration and represents the a priori probability of , which is fed back by the LDPC decoder from the previous turbo iteration. It is known that the likelihood function is nondecreasing and under regularity conditions the EM algorithm converges to a local stationary point [32] .
In the E-step, the expectation is taken with respect to the "hidden" channel response conditioned on and . It is easily seen that, conditioned on and , is complex Gaussian distributed as with (21) where and denote respectively the covariance matrix of the ambient white Gaussian noise and channel responses . According to the assumptions in Section II, both of them are diagonal matrices as and , where is the average power of the th tap related with the th transmitter antenna; 0 if the channel response at this tap is zero. Assuming that is known (or measured with the aid of pilot symbols), is defined as the pseudo inverse of as
Using (17) and (21), is computed as shown in (23), at the bottom of the next page, where denotes the ( )th element of the matrix . Next, based on (23), the M-step proceeds as follows: (24) or (25) where (24) follows from the assumption that contains independent symbols. It is seen from (25) that the M-step can be decoupled into independent minimization problems, each of which can be solved by enumeration over all possible (recall that denotes the set of all STC symbols). Hence, the total complexity of the maximization step is . Note that, unlike in [19] , here the maximization in the M-step is carried out without taking the LDPC coding constraints into considerations, i.e., the symbols in are treated as uncoded symbols. The LDPC coding structure is exploited by the turbo iteration as well as the LDPC decoder.
Within each turbo iteration, the above E-step and M-step are iterated times. At the end of the th EM iteration, the extrinsic a posteriori LLRs of the LDPC code bits are computed and then fed to the soft LDPC decoder. At each OFDM subcarrier, two transmitter antennas transmit two STC symbols, which correspond to (2 ) LDPC code bits. Based on (25), after EM iterations, the extrinsic a posteriori LLR of the th ( 1 2 ) LDPC code bit at the th subcarrier is computed at the output of the MAP-EM demodulator as follows: (26) where is the set of for which the th LDPC coded bit is " " and is similarly defined. The extrinsic a priori LLRs are provided by the soft LDPC decoder at the previous turbo iteration (where denotes the previous turbo iteration; at the first turbo iteration, 0). Finally, the extrinsic a posteriori LLRs are sent to the soft LDPC decoder, which in turn iteratively computes the extrinsic LLRs and then feeds them back to the MAP-EM demodulator and thus completes one turbo iteration. At the end of the last turbo iteration, hard decisions of the information bits are output by the LDPC decoder. For details of the soft LDPC decoder, see [11] .
C. Initialization of MAP-EM Demodulator
The performance of the MAP-EM demodulator (and hence the overall receiver) is closely related to the quality of the initial value of [cf. (19) ]. At each turbo iteration, needs to be specified to initialize the MAP-EM demodulator. Except for the first turbo iteration, is simply taken as given by (24) from the previous turbo iteration. We next discuss the procedure for computing at the first turbo iteration. The initial estimate of is based on the method proposed in [33] and [34] , which makes use of pilot symbols and decision-feedback as well as spatial and temporal filtering for channel estimates. The procedure is listed in Table I. In Table I, denotes either the least-square estimator (LSE) or the minimum mean-square-error estimator (MMSE) as LSE: -
where represents either the pilot symbols or provided by the MAP-EM demodulator. Comparing these two estimators, the LSE does not need any statistical information of , but the MMSE offers better performance in terms of mean-square-error (MSE). Hence, in the pilot slot, the LSE is used to estimate channels and to measure , and in the rest of data slots the MMSE is used. In Table I, denotes the temporal filter, which is used to further exploit the time-domain correlation of the channel -
where 1 is computed from ( ) [cf. Table I]; denotes the coefficients of an -length ( ) temporal filter, which can be obtained by solving the Wiener equation or from the robust design as in [33] and [34] . From the above discussions, it is seen that the computation involved in initializing mainly consists of the ML detection of in ( ) and the estimation of in ( ). In general, for an STC-OFDM system with parameters ( ), the total complexity in initializing is . with (23) 
VII. SIMULATION RESULTS
In this section, we provide computer simulation results to illustrate the performance of the proposed LDPC-based STC-OFDM system in frequency-and time-selective fading channels. The characteristics of the fading channels are described in Section II. (Specifically, the correlated fading processes are generated by using the methods in [35] .) In the following simulations, the available bandwidth is 1 MHz and is divided into six subcarriers. These correspond to a subcarrier symbol rate of 3.9 KHz and OFDM word duration of 256 s. In each OFDM word, a guard interval of 40 s is added to combat the effect of inter-symbol interference, hence 296 s. For all simulations, two information bits are transmitted from six subcarriers at each OFDM slot, therefore the information rate is 2 1.73 bits/sec/Hz. Unless otherwise specified, all the LDPC codes used in simulations are regular LDPC codes with column weight 3 in the parity-check matrices and with appropriate block lengths and code rates. The modulator uses QPSK constellation. Simulation results are shown in terms of the OFDM word-error rate (WER) versus the SNR .
A. Performance With Ideal CSI
Figs. 8 and 9 show the performance of multiple-antenna ( transmitter antennas and one receiver antenna) LDPC-based STC-OFDM systems by using turbo detection and decoding with ideal CSI. Performance is compared for systems with different fading profiles and different numbers of transmitter antennas. Namely, denotes a channel with a single tap at 0 s, denotes a channel with two equal-power taps at 0 s and 5 s, denotes a channel with two equal-power taps at 0 s and 40 s, and denotes a channel with six equal-power taps equally spaced from 0 s to 40 s. Suffix denotes a system with two transmitter antennas ( 2) and similarly denotes ; suffix denotes that each STC code word spans one OFDM slot ( 1) and similarly denotes and . Unless otherwise specified, all the STC-OFDM systems are assumed to use two transmitter antennas ( 2) and each STC code word spans one OFDM slot ( 1) . First, Fig. 8 shows the performance of the LDPC-based STC-OFDM system in frequency-selective and time-nonselective channels. The dash-dot curves represent the performance after the first turbo iteration, and the solid curves represent the performance after the fifth iteration. It is seen that the receiver performance is significantly improved through turbo iterations. During each turbo iteration, in the LDPC decoder, the maximum number of iterations is 30, and, as observed in simulations, the average number of iterations needed in LDPC decoding is less than 10 when WER is less than 10 . Compared with the conventional trellis-based STC-OFDM system (see [4, ), the LDPC-based STC-OFDM system significantly improves performance, (e.g., there is around 5 dB performance improvement in channels and even more improvement in channels). Compared with an enhanced 256-state trellis-based STC-OFDM system [36] , the LDPC-based STC-OFDM system has lower decoding complexity but still has about 1-2-dB performance improvement in all these channels. Moreover, due to the inherent interleaving in LDPC encoder, the proposed LDPC-based STC narrows the performance difference between and channels (essentially the outage capacity of these two channels are same). As the selective-fading diversity order increases from to , LDPC-based STC can efficiently take advantage of the available diversity resources and hence can significantly improve the system performance. Moreover, in a highly frequency-selective channel , the LDPC-based STC performs only 3.0 dB away from the outage capacity of this channel (at a high information rate of 1.73 bit/s/Hz) at WER of 2 10 .
Next, Fig. 9 shows the performance of the LDPC-based STC-OFDM system in frequency-and time-selective ( 1) fading channels. The maximum Doppler frequency is 200 Hz (i.e., the normalized Doppler frequency is 0.059). Again, it is seen that the performance of the system improves as the selective-fading diversity order (including both the frequency-selectivity and time-selectivity) increases.
Finally, Fig. 8 also compares the performance of LDPC-based STC-OFDM systems with same multipath delay profiles ( ) but with a different number of transmitter antennas ( 2 or 3). Since has larger outage capacity than , it is seen that at medium to high SNRs starts to perform better than with a steeper slope, which shows that the LDPC-based STC can be flexiblely scaled according to a different number of transmitter antennas and can still improve the performance by exploiting the increased spatial diversity, especially at low WER (which is attractive in data communication applications).
B. Performance With Unknown CSI
In the following simulations, the receiver performance with unknown CSI is shown. The system transmits in a burst manner as illustrated in Fig. 6 . Each data burst includes 10 OFDM words The turbo receiver performance of a regular LDPC-based STC-OFDM system is shown in Fig. 10 , whereas that of an irregular LDPC-based STC-OFDM system is shown in Fig. 11 (The average column weight in the parity-check matrix of the irregular LDPC code is 2.30).
denotes the turbo receiver as simulated in Section VII-A, except that the perfect CSI is replaced by the pilot/decision-directed channel estimates as proposed in [18] , and denotes the turbo receiver with the MAP-EM demodulator as proposed in Section VI. The temporal filter parameters are taken from [33] . The performance of these two receiver structures are compared when using either the regular LDPC codes or the irregular LDPC codes. From the simulations, it is seen that with ideal CSI the receiver performance is close between the regular LDPC-based STC-OFDM system and the irregular LDPC-based STC-OFDM system. When the CSI is not available, the proposed receiver significantly reduces the error floor. Moreover, it is observed that, by using the irregular LDPC codes, both the receiver and the receiver improve their performance and the receiver can even approach the receiver performance with ideal CSI in low to medium SNRs. Although we believe that the reason for the better performance of irregular LDPC-based STC than regular LDPC-based STC in the presence of nonideal CSI is due to the better performance of the irregular LDPC codes at low SNRs, a full explanation for this behavior is beyond the scope of this paper. In simulations, the turbo receiver takes three turbo iterations; and at each turbo iteration, the MAP-EM demodulator takes three EM iterations. At the cost of 10% pilot insertion and a modest complexity, the proposed turbo receiver with the MAP-EM demodulator is shown to be a promising receiver technique, especially in fast fading applications.
VIII. CONCLUSION
In this paper, we have considered the STC-OFDM system with multiple transmitter and receiver antennas over correlated frequency-and time-selective fading channels. By analyzing the channel capacity and the pairwise error probability, we have identified the different roles of the spatial diversity and the selective-fading diversity in improving the channel capacity and have shown that the selective-fading diversity order (defined as the product of time-selectivity order and frequency-selectivity order) is a key parameter to characterize the outage capacity of correlated fading channels. Moreover, it is observed that the STCs with large effective lengths and ideal built-in interleavers are more effective in exploiting the natural diversity in multiple-antenna correlated fading channels. We have then proposed a state-of-the-art LDPC-based STC-OFDM system. Compared with the conventional space-time trellis code (STTC), LDPC-based STC can significantly improve the system performance by efficiently exploiting both the spatial diversity and selective-fading diversity in wireless channels. Compared with the recently proposed turbo-code-based STC scheme, LDPC-based STC exhibits lower receiver complexity and more flexible scalability. From computer simulations, it is seen that the proposed LDPC-based STC-OFDM system can efficiently exploit the spatial diversity and the selective-fading diversity available in practical wireless channels. In particular, in a six-tap frequency-selective fading channel, its performance is 3.0 dB away from the outage channel capacity of this channel at a high information rate of 1.73 bit/s/Hz and at a practical block length ( 1024). As a further step to bring the proposed LDPC-based STC-OFDM system into practice, we have considered the receiver design when the channel state information (CSI) is not available and developed a novel turbo receiver which employs a MAP-EM demodulator and a soft LDPC decoder. Simulations show that the proposed turbo receiver can significantly reduce the error floor in fast fading channels. In particular, with the irregular LDPC, the turbo receiver performs close to the receiver performance with ideal CSI in medium fading channels (with normalized Doppler frequency 0.015) and is less than 2 dB away from the receiver performance with ideal CSI in fast fading channels (with normalized Doppler frequency 0.044), at the cost of 10% insertion of pilot symbols and a modest computational complexity. In conclusion, with such a powerful turbo receiver, the proposed LDPC-based STC-OFDM is a promising technique for highly efficient data transmission over selective-fading mobile wireless channels.
