This paper examines the causal relationship between the economic growth and research output of the BRICS countries (i.e., Brazil, Russia, India, China, and South Africa) for the period 1981-2011. Essentially this study looks at the human quality demonstrated by the production of knowledge (published papers) and how it gets affected and influences the economic growth of these countries. BRICS are among the fastest growing emerging economies that are grouped together in this study. Using panel causality analysis techniques, we account for cross-section dependency and heterogeneity among them. Our empirical results support no causality in any direction between research papers as a percentage share to the world and economic growth for all the BRICS, with the exception of India, for which the feedback hypothesis is confirmed. Our findings provide important policy implications for research policies and strategies for BRICS countries.
1 knowledge and its impact to the economic growth of the countries is not a recent topic of discussion in the literature (Romer 1986; Lucas 1988; Tamura 1991; Schumpeter 2000) . It is widely acknowledged that knowledge externalities are proven positive from a microeconomic point of view (i.e. a given firm is more productive the higher the average knowledge stock in the sector is) but also looking at the economy in its entirety. Knowledge, as Schumpeter (2000) can be incorporated in the productive activities of a country through two main concepts: invention (the discovery of new knowledge) and innovation (the introduction of new methods, products and approaches to the industry).
A number of applied studies (Price 1978; Kealey 1996; De Moya-Anego and Herrero-Solana 1999; King 2004; Fedderke and Schirmer 2006; Lee et al. 2011; Shelton and Leydersdorff 2011; Inglesi-Lotz and Pouris 2013) have investigated the relationship between economic growth and accumulated knowledge. They have identified that the relationship can imply causality running from any of the two indicators (growth and accumulated knowledge) to the other: for example, higher levels of economic growth in a country can stimulate higher knowledge capacities and better quality of human capital while on the other side, as in traditional endogenous economic growth theory, better human capital and higher levels of knowledge accumulation can promote increasing economic growth in countries. Lee et al. (2001) have concluded that the direction and strength of the relationship depends on the developmental stage of the countries: they found lack of relationship between economic growth and accumulated knowledge measured in research performance for the developed economies of their sample while strong relationship for the developing.
In this paper, we group together five of the most important and fastest growing developing countries (i.e., Brazil, Russia, India, China, and South Africa (BRICS)) and examine whether accumulated knowledge and improved human capital has a role to play in their path to higher economic growth or whether their increasing growth and development affects the quality of human capital in their economies. In other words, the particular aim of the paper is to re-investigate the causal relationship between research papers published in terms of their world share and economic growth in BRICS countries over the period of 1981-2011. To the best of our knowledge, this paper is the first paper to examine the relationship in the case of BRICS countries. Two studies related to our work are the papers by Lee et al. (2011) and Inglesi-Lotz and Pouris (2013) . While Inglesi-Lotz and Pouris (2013) looks at causality between research output and growth for single country, namely South Africa, Lee et al., (2010) looks at 25 countries individually, including Brazil, China and India.
Inglesi-Lotz and Pouris (2013) concluded that causality runs from research output to growth in South Africa, and Lee et al. (2011) suggested that there is bi-directional causality in Brazil, unidirectional causality from GDP to research in China, and unidirectional causality from research to GDP in India.
We however believe that our approach is methodologically superior than single country analyses, especially when considering similar, in our case emerging economies, as we allow not only for heterogeneity but also cross-sectional dependence. The importance of the latter is paramount, simply because of the inter-relatedness of these countries, not only in terms of their policies, but also co-movement of the key variables. Specifically, we examine the existence of cross-sectional dependency and heterogeneity across these countries. Ignoring cross-section dependency leads to substantial bias and size distortions (Pesaran, 2006) , implying that testing for the cross-section dependence is a crucial step in a panel data analysis.
Also, even though we use a panel-setting and hence acquire efficiency in terms of more available data, our approach allows for a country-specific analysis, controlling for cross-sectional interrelations and country-specific heterogeneity. Note that, since these single country analyses use around 30 or less observations in a vector autoregressive framework, the available degrees of freedom are quite small, and hence, the results are likely to suffer from small-sample bias, unless some bootstrapping procedures are used to obtain critical values for the tests. Further, our approach, does not require us to difference variables of interest to ensure stationarity, and hence, does not suffer from possible biasedness in results that are likely due to such transformations.
Measuring economic growth is standard in the literature by using indicators such as Gross Domestic Product (GDP) or GDP per capita. On the contrary, finding the appropriate indicator to represent accumulated knowledge is a complex and difficult task. Traditional methods use the total secondary school enrolments in a country as an indication of human capital. Studies such as the one by Fedderke and Schirmer (2006) In this paper, we choose to employ scientometric indicators, such as the number of academic papers published in a country, following the conclusions of Pouris and Pouris (2009) that consider scientometric analysis as one of the most objective and straightforward ways of measuring innovation and research performance of a country, a region or an institution. On top of that, Price (1978) states that ""for those who are working at the research front, publication is not just an indicator but in, a very strong sense, the end product of their creative effort"". For comparison purposes, the research publications of a country or an institution are considered good proxies of scientific manpower and knowledge accumulation (Schubert and Telcs 1986) . This is especially helpful in an analysis of developing countries, such as the BRICS, that lack sophisticated monitoring mechanisms of science, technology and innovation. In addition, research is thus measured by the same standard, i.e., the research output in ISI accredited journals; a measure easily comparable. More specifically, as in Inglesi-Lotz and Pouris (2013) research output is measured by the comparative research performance of the country in relation to the rest of the world in terms of number of publications.
The rest of the paper is organized as follows. Section 2 discusses in detail the methodology of the bootstrap panel Granger causality test proposed by Kónya (2006) . Section 3 presents the empirical results and finally in section 4 we discuss some the policy implications of our empirical findings.
Methodology and data

Preliminary Analysis
One important issue in a panel causality analysis is to take into account possible cross-section dependence across countries. This is because high degree of globalization, international trade and financial integration make a country to be sensitive to the economics shocks in other countries. Cross-sectional dependency may play important role in detecting causal linkages for BRICS countries since these countries are highly integrated.
The second issue to decide before carrying out causality tests is to find out whether the slope coefficients are treated as homogenous and heterogeneous to impose causality restrictions on the estimated parameters. As pointed out by Granger (2003) , the causality from one variable to another variable by imposing the joint restriction for the panel is the strong null hypothesis Furthermore, as Breitung (2005) contends the homogeneity assumption for the parameters is not able to capture heterogeneity due to country specific characteristics. In the research papers published and economic growth nexus -as in many economic relationships -while there may be a significant relationship in some countries, vice versa may also be true in some others.
Given the above consideration before we conduct tests for causality, we start with testing for cross-sectional dependency, followed by slope homogeneity across countries. Then, we decide to which panel causality method should be employed to appropriately determine the direction of causality between research papers published and economic growth in BRICS countries. In what follows, we outline the essentials of econometric methods used in this study.
Testing cross-section dependence
To test for cross-sectional dependency, the Lagrange multiplier (LM hereafter) test of Breusch and Pagan (1980) has been extensively used in empirical studies. The procedure to compute the LM test requires the estimation of the following panel data model:
where i is the cross section dimension, t is the time dimension, H Cov u u  , for at least one pair of ij  . In order to test the null hypothesis, Breusch and Pagan (1980) developed the LM test as:
where ij  is the sample estimate of the pair-wise correlation of the residuals from Ordinary Least Squares (OLS) estimation of equation (1) for each i.
Under the null hypothesis, the LM statistic has asymptotic chi-square with ( 1) / 2 NN degrees of freedom. It is important to note that the LM test is valid for N relatively small and T sufficiently large. However, the CD test is subject to decreasing power in certain situations that the population average pair-wise correlations are zero, although the underlying individual population pair-wise correlations are non-zero (Pesaran et al., 2008, p.106) . Furthermore, in stationary dynamic panel data models the CD test fails to reject the null hypothesis when the factor loadings have zero mean in the cross-sectional dimension.
In order to deal with these problems, proposes a bias-adjusted test which is a modified version of the LM test by using the exact mean and variance of the LM statistic.
The bias-adjusted LM test is: 
Testing slope homogeneity
Second issue in a panel data analysis is to decide whether or not the slope coefficients are homogenous. The causality from one variable to another variable by imposing the joint restriction for whole panel is the strong null hypothesis (Granger, 2003) . Moreover, the homogeneity assumption for the parameters is not able to capture heterogeneity due to country specific characteristics (Breitung, 2005) .
The most familiar way to test the null hypothesis of slope homogeneity-0 :
for all i-against the hypothesis of heterogeneity-1 : ij H   for a non-zero fraction of pair-wise slopes for ij  -is to apply the standard F test. The F test is valid for cases where the cross section dimension (N) is relatively small and the time dimension (T) of panel is large; the explanatory variables are strictly exogenous; and the error variances are homoscedastic. By relaxing homoscedasticity assumption in the F test, Swamy (1970) developed the slope homogeneity test on the dispersion of individual slope estimates from a suitable pooled estimator. However, both the F and Swamy"s test require panel data models where N is small relative to T [24] . proposed a standardized version of Swamy"s test (the so-called  test) for testing slope homogeneity in large panels.
The  test is valid as ( , ) NT without any restrictions on the relative expansion rates of N and T when the error terms are normally distributed. In the  test approach, first step is to compute the following modified version of the Swamy"s test: 
Under the null hypothesis with the condition of ( , ) NT  so long as / NT and the error terms are normally distributed, the  test has asymptotic standard normal distribution.
The small sample properties of  test can be improved under the normally distributed errors by using the following bias adjusted version:
where the mean () it E z k  and the variance var( ) 2 (
Panel Causality Test
Once the existence of cross-section dependency and heterogeneity across BRICS countries is ascertained, we apply a panel causality method that should account for these dynamics. The bootstrap panel causality approach proposed by Kónya (2006) 
Where y denotes real income, x refers to research papers published (in terms of total number of papers published or percentage world share), l is the lag length.
Since each equation in this system has different predetermined variables while the error terms might be contemporaneously correlated (i.e. cross-sectional dependency), these sets of equations are the SUR system.
In the bootstrap panel causality approach, there are alternative causal linkages for each country in the system that (i) there is one-way Granger causality from x to y if not all  1,i are zero, but all  2,i are zero, (ii) there is one-way Granger causality running from y to x if all  1,i are zero, but not all  2,i are zero, (iii) there is two-way Granger causality between x and y if neither 1,i  nor  2,i are zero, and finally (iv) there is no Granger causality in any direction between x and y if all  1,i and  2,i are zero.
Data
The annual data used in this study cover the period from 1981 to 2011 for the BRICS Indicators database, the following research outputs are counted: articles, notes, reviews and proceeding papers; however letters, editorials, corrections and mere abstracts are not taken into consideration (Inglesi-Lotz and Pouris, 2011) . Although other databases were also used in the literature, the ISI database is considered the best available option due to its multidisciplinary and interdisciplinary character. It is important to note here that the database covers the most significant journals in the world in all fields (approximately 6, 000
peer-reviewed journals) to ensure a certain level of quality in research outputs. Based on the data (see Table 1 
Empirical findings
Before we test for causality we first test for both cross-sectional dependency and country-specific heterogeneity as we believe that BRICS countries are highly integrated in their economic relations. To investigate the existence of cross-section dependence we carried out four different tests (LM, CD lm , CD, LM adj ). Secondly, as indicated by Kónya (2006) , the selection of optimal lag structure is of importance because the causality test results may depend critically on the lag structure. In determining lag structure we follow Kónya"s approach that maximal lags are allowed to differ across variables, but to be same across equations. We estimate the system for each possible pair of ly 1 , lx 1 , ly 2 and lx 2 respectively by assuming from 1 to 4 lags and then choose the combinations which minimize the Schwarz Bayesian Criterion.
Tests for cross-sectional dependency and heterogeneity are presented in Table 3 . As can be seen, it is clear that the null hypothesis of no cross-sectional dependency and slope heterogeneity across the countries is strongly rejected at the conventional levels of significance (1% or 10%). This finding implies that a shock that occurred in one of these BRICS countries seems to be transmitted to other countries. Furthermore, the rejection of slope homogeneity implies that the panel causality analysis by imposing homogeneity The establishment of the existence of cross-sectional dependency and heterogeneity across BRICS countries suggests the suitability of the bootstrap panel causality approach.
The results of the bootstrap causality tests are presented in Tables 4 and 5 .
Except for India, we find no causal relationship between the research papers in terms of percentage share to the world and economic growth to any of the other four countries. In
India there was a bidirectional causality running between research papers published (in terms of both percentage world share and number of papers published) and economic growth thus supporting the feedback hypothesis where research papers published and GDP serve as complements to each other. The policy implication of our finding is that reduced research papers published may lead to adverse effects on economic growth in India.
Conclusions
This study applied the bootstrap panel Granger causality approach to test the causal link between accumulated knowledge measured as the research performance of the country an proxied by the research papers of a country as a percentage share to the world and economic growth using data from the BRICS countries (i.e., Brazil, Russia, India, China, and South Africa) over the period of 1981-2011. Regarding the research-economic growth nexus, our empirical results support the neutrality hypothesis for Brazil, Russia, China and South Africa and the feedback hypothesis for India.
The confirmation of feedback hypothesis is of utmost importance for the Indian policy makers. The country has been considered a "destination for IT and business process outsourcing" (Wharton, n.d.) and as a main center for pioneering R&D projects for not only local but also international organisations such as Microsoft and Motorola. The industries that prefer India as the new emerging R&D destination vary from pharmaceuticals to telecommunications. Our findings propose that even higher investment towards R&D activities and academic institutions will promote further the positive circle from higher economic growth to even better research performance and improved human capital and vice versa.
On one hand, for South Africa, Inglesi-Lotz and Pouris (2013) found that the percentage share of academic papers to the world causes economic growth in the country for the period 1980 to 2008. On the other hand, Lee et al. (2011) suggested that there is bi-directional causality in Brazil, unidirectional causality from GDP to research in China, and unidirectional causality from research to GDP in India. Here the results show that there is a no causal relationship between the two for Brazil, China and South Africa, while, bi-directional causality exists for India. The dissimilarity of the results could be attributed to two reasons. In general, causality analyses are known to be methodology-dependent. The methodology used here tends to be more robust than single-country analysis, simply because it allows for cross-sectional dependence, which is of tremendous importance here given the inter-relatedness of the countries in terms of their economic policies and co-movements of key variables; not accounting for which are likely to lead to biased results. Note that this is more so the case, given the two variables under consideration are real GDP and number of papers in a specific country as percentage of total number of papers in the world are surely related to each other for the cross-section. The difference in the findings might also be dependent on the time period of the analysis (here, we add the years 2009-2011 for South Africa and 2008-2011 for Brazil, China, India) . In these years, the global economic crisis had serious impact on the country"s economy, investment choices and R&D expenditures. Also note that, unlike Lee et al. (2011) , we use real GDP instead of nominal GDP, and research papers published as a percentage share to the world instead of total number of papers published by a specific country.
Overall, the main conclusion here is that the research performance does not affect or get affected by economic growth for all the BRICS countries, with the exception of India. Hence, although the BRICS countries present certain similar characteristics and ideas of improving the global economic situation, their policies regarding the investment on R&D activities
should not be homogeneous.
