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Preface
Filtrations are a useful tool in algebra to study some basic property of objects like
modules, rings and groups. In this thesis we study a special class of filtrations, the
so-called prime filtrations. Let R be a Noetherian ring, and M a finitely generated
R-module. A basic fact in commutative algebra [34, Theorem 6.4] says that there
exists a finite filtration
F : 0 =M0 ⊂M1 ⊂ · · · ⊂ Mr =M
with cyclic quotients Mi/Mi−1 ∼= R/Pi and Pi ∈ Supp(M). We call any such
filtration of M a prime filtration. The set of prime ideals {P1, . . . , Pr} which define
the cyclic quotients of F will be denoted by Supp(F). It is easy to see that for any
prime filtration F one has Ass(M) ⊂ Supp(F) ⊂ Supp(M). Let Min(M) denote
the set of minimal prime ideals in Supp(M). Dress [13] calls a prime filtration F
of M clean if Supp(F) = Min(M). The R-module M is called clean if it admits a
clean filtration.
The concept of pretty clean modules was introduced by Herzog and Popescu in
[29] as a generalization of the definition of clean modules. A prime filtration
F : 0 =M0 ⊂M1 ⊂ · · · ⊂ Mr =M
of M with Mi/Mi−1 ∼= R/Pi is called pretty clean, if for all i < j for which Pi ⊆ Pj
it follows that Pi = Pj . In other words, a proper inclusion Pi ⊂ Pj is only possible
if i > j. The module M is called pretty clean, if it has a pretty clean filtration.
We say that an ideal I ⊂ R is pretty clean if R/I is pretty clean. It is clear that
clean⇒ pretty clean.
A prime filtration which is pretty clean has the nice property that Supp(F) =
Ass(M), see [29, Corollary 3.6]. It is still an open problem to characterize the
modules which have a prime filtration F with Supp(F) = Ass(M).
The concept of clean and pretty clean are the algebraic counterpart of shellability.
Let ∆ be a simplicial complex on vertex set [n] = {1, . . . , n}, and I∆ ⊂ S =
K[x1, . . . , xn] the Stanley–Reisner ideal of ∆. Dress [13] showed that ∆ is non-pure
shellable in the sense of Bjo¨rner and Wachs [9] if and only if S/I∆ is clean.
In [29] the authors attach to each monomial ideal a multicomplex and introduce
the concept of shellable multicomplexes. In case I is a squarefree monomial ideal,
this concept of shellability coincides with non-pure shellability introduced by Bjo¨rner
and Wachs [9]. Herzog and Popescu proved that a multicomplex Γ ⊂ Nn∞ is shellable
if and only if S/I(Γ) is pretty clean, see [29, Theorem 10.5].
This thesis is organized as follows: In the first chapter we recall some definitions,
notation and give a short survey of those facts which are relevant in the following
chapters. In Chapter 2 we study clean and pretty clean K-algebras. We show that
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if I ⊂ S = K[x1, . . . , xn] is a monomial ideal of height ≥ n− 1, then S/I is pretty
clean. We also notice that if I is a monomial ideal of height 1, then one can write
I = uJ for some monomial u ∈ S and some monomial ideal J with height J ≥ 2.
Then we show that S/I is pretty clean if and only if S/J is pretty clean. By using
these facts we show that if I is a monomial ideal in at most three variables, then
S/I is pretty clean, see Theorem 2.1.7.
Let I ⊂ S be a monomial ideal and Ip ⊂ T its polarization. We denote by Γ
and Γp the multicomplexes associated to I and Ip. We establish a bijection between
the set of facets of Γ and the set of facets of Γp. By using this fact we show that
S/I is pretty clean if and only if T/Ip is clean. Using this result about polarization
we prove that if I is a complete intersection, Cohen–Macaulay of codimension 2 or
Gorenstein of codimension 3 monomial ideal, then S/I is clean.
We also give a large and combinatorially interesting class I of monomial ideals
which are pretty clean (Theorem 2.5.5). The class I is a non-squarefree version of
the class of facet ideals of forests in the sense of Faridi [16]. The ideals in I are
called a monomial ideal of forest type. As another consequence of Theorem 2.5.5 we
get the main result of [18], which says that S/I(∆) is sequentially Cohen-Macaulay
for any forest ∆.
We show in Theorem 2.5.12 that I is a monomial ideal of forest type if and only
if I has the free variable property. Identifying a squarefree monomial ideal with a
clutter, Theorem 2.5.12 says that a clutter has the free vertex property in the sense
of Tuyl and Villarreal if and only if the clutter corresponds to a forest in the sense of
Faridi, equivalently, a totally balanced clutter in the language of hypergraphs. Let
C be a clutter, and let ∆C be the simplicial complex whose Stanley–Reisner ideal
is the edge ideal of C. In [53, Theorem 5.3] Villarreal and Tuyl show that ∆C is
shellable if C has the free vertex property. Therefore Theorem 2.5.5 may be viewed
as a generalization of [53, Theorem 5.3].
In the last part of this chapter we give a lower bound for the length of a prime
filtration of S/I. The main result of this chapter is Theorem 2.6.3 which shows that
for a monomial ideal I ⊂ S the following conditions are equivalent:
(a) I is pretty clean;
(b) Ip, the polarization of I is clean;
(c) There exists a prime filtration F of I with ℓ(F) = adeg(I);
(d) Γ, the multicomplex associated to I is shellable;
(e) If △ be the simplicial complex associated to Ip, then △ is shellable.
In Chapter 3 we discuss the Stanley conjecture concerning Stanley decomposi-
tions. In [29, Theorem 6.5] it was shown that the Stanley conjecture holds for S/I
if S/I is pretty clean. Therefore our results in Section 2 also imply that Stanley’s
conjecture holds for S/I in the following cases: height I ≥ n− 1, I ⊂ K[x1, x2, x3],
3I is a complete intersection monomial ideal, I is a Cohen–Macaulay monomial ideal
of codimension 2, I is a Gorenstein monomial ideal of codimension 3 or I is a mono-
mial ideal of forest type. We notice (Proposition 3.1.4) that for a monomial ideal,
instead of requiring that S/I is pretty clean, it suffice to require that there exists a
prime filtration F with Ass(S/I) = Supp(F) in order to conclude that the Stanley
conjecture holds for S/I.
Unfortunately it is not true that each Stanley decomposition corresponds to
a prime filtration as shown by an example of Maclagan and Smith [36, Example
3.8]. However we characterize in Proposition 3.1.9 those Stanley decomposition
of S/I that correspond to prime filtrations. Using this characterization we show in
Corollary 3.1.12 that in the polynomial ring in two variables Stanley decompositions
and prime filtrations are in bijective correspondence.
In Section 3.2 we introduce squarefree Stanley spaces and show in Proposition
3.2.2 that for a squarefree monomial ideal I, the Stanley decompositions of S/I
into squarefree Stanley spaces correspond bijectively to partitions into intervals of
the simplicial complex whose Stanley-Reisner ideal is the ideal I. Stanley calls a
simplicial complex ∆ partitionable if there exists a partition ∆ =
⋃r
i=1[Fi, Gi] of ∆
such that for all intervals [Fi, Gi] = {F ∈ ∆: ;Fi ⊂ F ⊂ Gi} one has that Gi is
a facet of ∆. Then he conjectured that any Cohen–Macaulay simplicial complex is
partitionable, see [47]. We show in Corollary 3.2.5 that if ∆ is a Cohen–Macaulay
simplicial complex, then Stanley’s conjecture on Stanley decompositions is true for
S/I∆ if and only if ∆ is partitionable. In other words, Stanley’s conjecture on Stanley
decompositions implies his conjecture on partitionable simplicial complexes.
Yanagawa [56] introduced squarefree S-modules which generalizes the concept of
Stanley–Reisner rings. A finitely generated Nn-graded S-module M =
⊕
a∈Nn Ma is
squarefree if the multiplication map Ma →Ma+εi, m 7→ mxi, is bijective for all a ∈
Nn and all i ∈ supp(a). Ro¨mer defined in [39] the Alexander dualM∨ for a squarefree
S-module M . The definition refers to exterior algebras. Let E be the exterior
algebra over an n-dimensional K-vector space V . A finitely generated Nn-graded
E-module N =
⊕
a∈Nn Na is called squarefree if it has only squarefree components.
By [39, Corollary 1.6] the category of squarefree S-modules is equivalent to the
category of squarefree E-modules. For an Nn-graded E-module N the E-dual of N
is the graded dual N∨ = HomE(N,E). Let M be a squarefree S-module and N
its corresponding squarefree E-module. Then M∨ is defined to be the squarefree
S-module corresponding to N∨. Miller [35] defined the Alexander dual even for
finitely generated Nn-graded modules. In the case of squarefree modules, Ro¨mer’s
definition coincides with the definition of Miller. We follow the approach of Ro¨mer.
In Section 4.1 we study prime filtrations of squarefree S-modules and E-modules.
As a main result of this section we prove that for a squarefree S-module M there
exists a chain 0 ⊂ M1 ⊂ · · · ⊂ Mr = M of squarefree submodules of M with
Mi/Mi−1 ∼= S/PFi(−Gi) if and only if there exists a chain 0 ⊂ L1 ⊂ · · · ⊂ Lr =M
∨
of squarefree submodules ofM∨ with Li/Li−1 ∼= S/PGi(−Fi), see Theorem 4.1.3. For
proving this, in Proposition 4.1.2 we show that the corresponding result is true for
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squarefree E-modules. In Corollary 4.1.4 we show explicitly how the prime filtration
of M∨ is obtained from that of M , in the special case that M = J/I, where I ⊂ J
are squarefree monomial ideals.
In Section 4.2 we study Stanley decompositions of finitely generated Zn-graded
S-modules. As a main result we show that a squarefree S-moduleM has a squarefree
Stanley decomposition M =
⊕t
i=1miK[Zi] if and only if there exists a squarefree
Stanley decomposition M∨ =
⊕t
i=1 viK[Wi] of M
∨ with supp(vi) = [n] \ {j : xj ∈
Zi} and Wi = {xj : j ∈ [n] \ supp(mi)}, see Theorem 4.2.6. To prove this we
show in Proposition 4.2.3 that the corresponding result is true for squarefree E-
modules. As corollaries of Theorem 4.2.6 we show that Stanley’s conjecture on
Stanley decompositions holds for a squarefree S-module M if and only if M∨ has
a Stanley decomposition M∨ =
⊕t
i=1 viK[Wi] with |vi| ≤ reg(M
∨) for all i, see
Corollary 4.2.7. On the other hand Stanley’s conjecture on partitionable simplicial
complexes holds for a Cohen–Macaulay simplicial complex ∆ if and only if I∆∨ has
a Stanley decomposition I∆∨ =
⊕t
i=1 uiK[Zi] such that {ui, . . . , ut} = G(I∆∨).
Due to these facts we conjecture (Conjecture 4.2.9) that any Zn-graded S-module
M has a Stanley decomposition M =
⊕t
i=1miK[Zi] with |mi| ≤ reg(M). In some
cases we can show that this conjecture holds.
Let I ⊂ S be a monomial ideal. We denote byG(I) the unique minimal monomial
system of generators of I. We say that I has linear quotients, if there exists an order
σ = u1, . . . , um of G(I) such that the ideal (u1, . . . , ui−1) : ui is generated by a subset
of the variables for i = 2, . . . , m. We denote this subset by qui,σ(I). Any order
of the generators for which we have linear quotients will be called an admissible
order. Ideals with linear quotients were introduced by Herzog and Takayama [33].
If each component of I has linear quotients, then we say I has componentwise linear
quotients.
The concept of linear quotients, similarly as the concept of shellability, is purely
combinatorial. However both concepts have strong algebraic implications. Indeed,
an ideal with linear quotients has a componentwise linear resolution while shellabil-
ity of a simplicial complex implies that it is sequentially Cohen-Macaulay. These
similarities are not accidental. In fact, let ∆ be a simplicial complex and I∆ its
Stanley-Reisner ideal. It is well-known that I∆ has linear quotients if and only if
the Alexander dual of ∆ is shellable. Thus at least in the squarefree case “linear
quotients” and “shellability” are dual concepts. On the other hand, linear quotients
are not only defined for squarefree monomial ideals, and hence this concept is more
general than that of shellability.
In the last section we prove some fundamental properties of monomial ideals with
linear quotients. In general, the product of two ideals with linear quotients need not
to have linear quotients, even if one of them is generated by a subset of the variables,
see Example 5.1.4. However in Lemma 5.1.5, we show that if I ⊂ S is a monomial
ideal with linear quotients, then mI has linear quotients, where m = (x1, . . . , xn) is
the maximal graded ideal of S.
Let I be a monomial ideal with linear quotients and σ = u1, . . . , um an admissible
5order of G(I). It is not hard to see that deg ui ≥ min{deg u1, . . . , deg ui−1}, for all
i ∈ [m] = {1, . . . , m}. But this order need not to be a degree increasing order.
We show in Lemma 5.1.1, that there exists a degree increasing admissible order
σ′ induced by σ. Furthermore, one has qu,σ(I) = qu,σ′(I) for any u ∈ G(I), see
Proposition 5.1.2. This implies in particular the “Rearrangement Lemma” of Bjo¨rner
and Wachs [9].
As a main result of Section 5, we show in Theorem 5.1.7, that any monomial ideal
with linear quotients has componentwise linear quotients, and hence it is componen-
twise linear. Conversely, assuming that all components of I have linear quotients,
we can prove that I has linear quotients only under some extra assumption, see
Proposition 5.1.9. It would be of interest to know whether the converse of Theorem
5.1.7 is true in general.
Herzog and Hibi showed in [21] that a squarefree monomial ideal I is compo-
nentwise linear if and only if the squarefree part of each component has a linear
resolution. We would like to remark that the “only if” part of this statement is true
more generally. Indeed for any componentwise linear monomial ideal, the squarefree
part of each component has a linear resolution. Here we prove a slightly different
result by showing that if a monomial ideal I has linear quotients, then the squarefree
part of I has linear quotients. This together with Theorem 5.1.7 implies that the
squarefree part of each component of I has again linear quotients. As a corollary
of the above facts we obtain that if ∆ is shellable, then each facet skeleton of ∆ is
shellable. Unless ∆ is pure, this result differs from the well-known fact that each
skeleton of a shellable simplicial complex is again shellable.
1 Preliminaries
In this chapter we collect some basic facts which will be used throughout of this
thesis. Throughout this work all rings are assumed to be commutative, Noetherian
and all modules are finitely generated unless otherwise stated.
1.1 Graded rings and graded modules
In this section we recall some definitions and some basic facts concerning graded
rings and modules.
Definition 1.1.1. Let (G,+) be an abelian group. A ring R is called G-graded
if there exists a family of Z-modules Rg, g ∈ G such that R =
⊕
g∈GRg as a Z-
module with RgRh ⊆ Rg+h for all g, h ∈ G. Let R be a graded ring. An R-module
M is called G-graded if there exists a family of Z-modules Mg, g ∈ G such that
M =
⊕
g∈GMg as a Z-module with RgMh ⊆Mg+h for all g, h ∈ G.
We call u ∈ M homogeneous of degree g if u ∈ Mg for some g ∈ G and set
deg(u) = g. For g ∈ G we say that Mg is a homogeneous component of M of degree
g. An ideal I ⊂ R is G-graded if I =
⊕
g∈G Ig with Ig = I ∩ Rg.
Definition 1.1.2. Let R be a G-graded ring and M , N are G-graded R-modules.
An R-linear map ϕ : M → N is said to be graded (or homogeneous) of degree h
for some h ∈ G if ϕ(Mg) ⊆ Ng+h for all g ∈ G. We call ϕ homogeneous if it is
homogeneous of degree 0.
Definition 1.1.3. Let R be a G-graded ring, M be a G-graded R-module and
g ∈ G. We define M(g) to be the G-graded R-module M with
M(g)h = Mg+h for all h ∈ G.
We call M(g) the g-th twist of M . Note that, if ϕ : M → N is homogeneous of
degree h, then the induced map ϕ˜ : M(−h)→ N is homogeneous.
If G equals Z or Zn, we say that R is a graded or a Zn-graded ring and M is a
graded or a Zn-graded R-module.
Example 1.1.4.
(i) Let S = K[x1, . . . , xn] be a polynomial ring over a field K and I ⊂ S be a
monomial ideal. If we set deg(xi) = 1, then S is a graded ring and I, S/I are graded
S-modules. If we set deg(xi) = εi where εi denotes the i-th unit vector of Zn, then
S is a Zn-graded ring and I and S/I are Zn-graded S-modules.
(ii) Let E = K〈e1, . . . , en〉 be the exterior algebra over an n-dimensional K-vector
space V with basis e1, · · · , en. Then E has a graded structure induced by deg(ei) =
1. We say that J ⊂ E is a monomial ideal if J = 〈ei1 · · · eir : i1 < i2 < . . . < ir〉.
If J ⊂ E is a monomial ideal, then J and E/J are graded E-modules. Note that
E has also a Zn-graded structure induced by deg(ei) = εi. In this situation, J and
E/J are Zn-graded E-modules.
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A graded ring R is called standard graded if R is generated by elements of degree
1 over R0, that is, R = R0[R1]. From now on all graded rings are assumed to be
standard graded unless otherwise stated.
Let R be a graded ring and M be a finitely generated graded R-module. The
numerical function
H(M,−) : Z→ Z with H(M, i) = ℓ(Mi) for all i ∈ Z,
where ℓ(Mi) denotes the length ofMi as an R0-module, is called the Hilbert function
of M and
Hilb(M) =
∑
i∈Z
ℓ(Mi)t
i
is called the Hilbert series of M .
Example 1.1.5. Let S = K[x1, . . . , xn] be a the polynomial ring over a field K and
deg xi = 1 for i = 1, . . . , n. Then one has
HR(i) = dimK Ri =
(
i+ n− 1
n− 1
)
,
and for n ≥ 1,
Hilb(R) =
∞∑
i=0
dimK Rit
i =
∞∑
i=0
(
i+ n− 1
n− 1
)
ti =
1
(1− t)n
.
Theorem 1.1.6. (Hilbert). Let R be a graded ring and M be a finitely generated
graded R-module of dimension d. Then H(M, i) is polynomial of degree d − 1 for
large i.
It is well known that for any non-zero finitely generated graded module M over
a standard graded ring there exists a unique QM (t) ∈ Z[t, t−1] with QM(1) 6= 0 such
that the Hilbert series of M is always a rational function of the form
Hilb(M) =
QM(t)
(1− t)d
,
where d denotes the Krull-dimension of M , see [7, Corollary 4.1.8]. The number
QM(1) is called the multiplicity of M and denoted by e(M).
Associated to any graded R-moduleM there exists a unique (up to isomorphism)
minimal graded free resolution
0→
⊕
j
R(−j)βr,j(M) → · · · →
⊕
j
R(−j)β1,j(M) →
⊕
j
R(−j)β0,j(M) → M → 0.
The number βi,j(M) is called the graded Betti number of M . The regularity of M
is
reg(M) = max{j − i : for all i, j}.
8 Dimension filtration and Cohen–Macaulay filtration
If R is Zn-graded and M a finitely generated Zn-graded R-module, then we can
associate to M its minimal Zn-graded free resolution
0→
⊕
j
R(−aj)
βr,j(M) → · · · →
⊕
j
R(−aj)
β1,j(M) →
⊕
j
R(−aj)
β0,j(M) → 0.
The number βi,j(M) is the ij-th graded Betti number of M . The regularity of M is
reg(M) = max{|aj | − i : for all i, j},
where |a| =
∑n
i=1 ai for a = (a1, . . . , an).
1.2 Dimension filtration and Cohen–Macaulay filtration
Let R be a Noetherian ring, and M a finitely generated R-module of dimension d.
Peter Schenzel in [41] introduced the dimension filtration.
Definition 1.2.1. A filtration
F : 0 ⊂ D0(M) ⊂ D1(M) ⊂ · · · ⊂ Dd(M) =M
of M with the property that Di(M) is the largest submodule of M such that
dimDi(M) ≤ i is called the dimension filtration of M .
It is convenient to set D−1(M) = (0). We set
Assi(M) = {P ∈ Ass(M) : dimR/P = i}
for i = 1, . . . , d. The following characterization of dimension filtration is due to
Herzog and Popescu [29, Proposition 1.1].
Proposition 1.2.2. Let F : 0 = M0 ⊂ M1 ⊂ · · · ⊂ Md = M be a filtration of M .
Then F is a dimension filtration of M if and only if Assi(M) = Ass(Mi/Mi−1).
As a consequence of Proposition 1.2.2 we can compute Di(M) from a primary
decomposition of (0) in M . More precisely we have
Corollary 1.2.3. (Schenzel) If (0) =
⋂n
i=1Qi is a primary decomposition of (0) in
M where Qi is Pi-primary, then
Di(M) =
⋂
dimR/Pj≥i+1
Qi
for i = 1, . . . , dimM .
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Example 1.2.4. Let S = K[a, b, c, d] be the polynomial ring over the field K, and
I ⊂ S the ideal
I = (a, b) · (c, d) · (a, c, d) = (abc, abd, acd, ad2, a2d, ac2, a2c, bcd, bc2, bd2).
Let M = S/I. Then
(a, b) ∩ (c, d) ∩ (a, c, d2) ∩ (a, c2, d) ∩ (a2, b, c, d2) ∩ (a2, b, c2, d)
modulo I is an irredundant primary decomposition of (0) inM . ThereforeD−1(M) =
0, D0(M) = ((a, b) ∩ (c, d) ∩ (a, c, d
2) ∩ (a, c2, d))/I, D1(M) = ((a, b) ∩ (c, d))/I and
D2(M) =M .
Let (R,m) be a Noetherian local ring, or a standard graded K-algebra with
graded maximal ideal m. Furthermore let M be a finitely generated and graded if R
is graded R-module. The following definition is due to Stanley [47, Section II, 3.9]
and Schenzel [41].
Definition 1.2.5. Let M be a finitely generated (graded) R-module. A finite fil-
tration
F : 0 =M0 ⊂M1 ⊂ · · · ⊂ Mr =M
ofM by (graded) submodules ofM is called a Cohen–Macaulay filtration ifMi/Mi−1
is Cohen–Macaulay and
dimM1/M0 ≤ dimM2/M1 ≤ . . . ≤ dimMr/Mr−1.
The R-module M is called sequentially Cohen–Macaulay if M admits a Cohen–
Macaulay filtration.
The proof of the following fact in the graded case can be found in [30].
Proposition 1.2.6. Let R be a Cohen–Macaulay of dimension n with the canon-
ical module wR. Assume that M is sequentially Cohen–Macaulay with a Cohen–
Macaulay filtration. Furthermore suppose that di = dim(Mi/Mi−1) for i = 1, . . . , r.
Then
(a) Extn−diR (M,wR)
∼= Extn−diR (Mi/Mi−1, wR);
(b) Extn−diR (M,wR) is Cohen–Macaulay of dimension di for i = 1, . . . , r;
(c) ExtjR(M,wR) = 0 if j 6∈ {n− d1, . . . , n− dr};
(d) Extn−diR (Ext
n−di
R (M,wR), wr)
∼= Mi/Mi−1 for i = 1, . . . , r.
Corollary 1.2.7. With assumption as in Proposition 1.2.6 one has
Ass(ExtjR(M,wR)) = Ass(Mi/Mi−1).
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The following result is due to Schenzel [41, Corollary 2.3].
Theorem 1.2.8. Let M be sequentially Cohen–Macaulay. Then Ass(Mi/Mi−1) =
Assdi(M) for all i. In particular Ass(M) =
⋃
iAss(Mi/Mi−1).
As a consequence of Proposition 1.2.2 and Theorem 1.2.8 we have
Corollary 1.2.9. [41, Proposition 4.3] An R-module M is sequentially Cohen–
Macaulay if and only if the factors in the dimension filtration of M are 0 or Cohen–
Macaulay.
1.3 Clean and pretty clean modules
Let R be a Noetherian ring, and M a finitely generated R-module. It is known that
there exists a finite filtration
F : 0 =M0 ⊂M1 ⊂ · · · ⊂ Mr =M
with cyclic quotients Mi/Mi−1 ∼= R/Pi and Pi ∈ Supp(M), see [34, Theorem 6.4].
We call any such filtration ofM a prime filtration. The set of prime ideals P1, . . . , Pr
which define the cyclic quotients of F will be denoted by Supp(F). We denote by
ℓ(F) the length of the prime filtration F . It is easy to see that if F is a prime
filtration of M , then Ass(M) ⊂ Supp(F). Indeed from this prime filtration of M
we get the prime filtration
F1 : 0 =M1/M1 ⊂M2/M1 ⊂ · · · ⊂Mr/M1 = M/M1
ofM/M1 with ℓ(F1) = r−1. Then if we use induction on the length of filtration, by
induction hypothesis Ass(M/M1) ⊂ Supp(F1). On the other hand from the exact
sequence
0→M1 →M → M/M1 → 0
and [34, Theorem 6.3] we have
Ass(M) ⊂ Ass(M1) ∪ Ass(M/M1) ⊂ {P1} ∪ Supp(F1) = Supp(F).
Let Min(M) denote the set of minimal prime ideals in Supp(M). Dress [13] calls
a prime filtration F of M clean if Supp(F) = Min(M). The R-module M is called
clean if it admits a clean filtration. Cleanness is the algebraic counterpart of shella-
bility. In [29, Lemma 3.1], Herzog and Popescu gave the following characterization
of clean filtration.
Lemma 1.3.1. Let F be a prime filtration of M . Then F is a clean filtration of M
if and only if for all P and Q in Supp(F) if P ⊂ Q, then P = Q.
The concept of pretty clean modules was introduced by Herzog and Popescu in
[29] by weakening the “only if” part of Lemma 1.3.1 as in the following:
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Definition 1.3.2. A prime filtration
F : 0 =M0 ⊂M1 ⊂ · · · ⊂ Mr =M
of M with Mi/Mi−1 ∼= R/Pi is called pretty clean, if for all i < j for which Pi ⊆ Pj
it follows that Pi = Pj . In other words, a proper inclusion Pi ⊂ Pj is only possible
if i > j.
The module M is called pretty clean, if it has a pretty clean filtration. We say
that an ideal I ⊂ R is pretty clean if R/I is pretty clean.
Lemma 1.3.3. [29, Lemma 3.3] Let F : 0 = M0 ⊂ M1 ⊂ · · · ⊂ Mr = M be a
pretty clean filtration of M . Then Pi ∈ Ass(Mi) for i = 1, . . . , r.
As a consequence of this lemma we get the following nice property of pretty clean
filtrations.
Corollary 1.3.4. If F is a pretty clean filtration of M , then Ass(M) = Supp(F).
It is easy to see that clean modules are pretty clean and if an R-module M
is clean, then Min(M) = Ass(M). On the other hand if an R-module M has no
embedded associated prime ideal, then M is pretty clean if and only if M is clean.
Therefore a pretty clean module M is clean if and only if Min(M) = Ass(M).
In [29, Corollary 4.2] the authors showed that the relationship between pretty
clean modules and sequentially modules is as in the following:
Proposition 1.3.5. Let M be a sequentially Cohen–Macaulay R-module. If the
non-zero factors of the dimension filtration of M are clean, then M is pretty clean.
Conversely assume that R is a local or graded Cohen–Macaulay ring with the
canonical module wR, and that M admits a pretty clean filtration F such that R/P
is Cohen–Macaulay for all P ∈ Supp(F). Furthermore assume that M is graded if
R is graded. Then the non-zero factors in the dimension filtration of M are clean.
Let S = K[x1, . . . , xn] be the polynomial ring and I ⊂ S a monomial ideal. The
following result is due to Herzog and Popescu [29, Corollary 4.3].
Theorem 1.3.6. The following conditions are equivalent:
(a) S/I is pretty clean;
(b) S/I is sequentially Cohen–Macaulay, and the non-zero factors in the dimen-
sion filtration of S/I are clean;
(c) The non-zero factors in the dimension filtration of S/I are clean.
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1.4 Simplicial complexes and Stanley–Reisner ring
In this section we fix the terminology and review some notation on simplicial com-
plexes.
A simplicial complex ∆ over the set of vertices [n] = {1, . . . , n} is a collection of
subsets of [n] with the property that i ∈ ∆ for all {i} ∈ [n], and if F ∈ ∆ then all
the subsets of F are also in ∆ (including the empty set). An element of ∆ is called a
face of ∆, and the maximal faces of ∆ under inclusion are called facets. We denote
by F(∆) the set of facets of ∆. The simplicial complex with facets F1, . . . , Fm is
denoted by 〈F1, . . . , Fm〉. The dimension of a face F is defined as |F | − 1, where |F |
is the number of vertices of F . The dimension of the simplicial complex ∆ is the
maximal dimension of its facets. A simplicial complex ∆ is called pure if all facets
of ∆ have the same dimension, namely dim∆. A simplicial complex Γ is called a
subcomplex of ∆ if F(Γ) ⊂ F(∆).
Let ∆ be a simplicial complex on the vertex set [n] and K a field. We denote by
S = K[x1, . . . , xn] the polynomial ring in n variables over a field K. The Stanley–
Reisner ideal I∆ is a squarefree monomial ideal generated by monomials xi1 · · ·xit
such that {i1, . . . , it} 6∈ ∆. The Stanley–Reisner ring K[∆] = S/I∆ is well studied,
see for example [47], [7] or [20] for details.
Theorem 1.4.1. Let ∆ be a simplicial complex over the vertex set [n]. Then
I∆ =
⋂
F∈F(∆)
PF c ,
where PF c = (xj : j 6∈ F ). In particular dimK[∆] = dim∆+ 1.
Let dim∆ = d − 1 ≥ 0. We denote by fi the number of i-dimensional faces of
∆. We have f0 = n and f−1 = 1. The d-tuple
f(∆) = (f0, f1, . . . , fd−1)
is called the f -vector of ∆.
Recall that a graded K-algebra R of dimension d has a Hilbert series of the form
Hilb(R) =
QM(t)
(1− t)d
where Q(t) is a polynomial with integer coefficients. In principle
Hilb(K[∆]) =
h0 + h1t+ · · ·+ hdt
d
(1− t)d
.
The sequence h(∆) = (h0, · · · , hd) is called the h-vector of ∆.
Lemma 1.4.2. The h-vector and the f -vector of a (d − 1)-dimensional simplicial
complex ∆ are related by
∑d
i=0 his
i(1 + s)d−i =
∑d
i=0 fi−1s
i.
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A subset C of [n] is called a vertex cover of ∆, if C ∩ F 6= ∅ for all facets F of
∆. A vertex cover C is said to be minimal if no proper subset of C is a vertex cover
of ∆. Recently, vertex cover algebras have studied in [24], [25] and [26].
Another squarefree monomial ideal associated to ∆, th so-called facet ideal, was
first studied by Faridi [16]. The ideal I(∆) generated by all monomials xi1 · · ·xis ,
where {i1, . . . , is} is a facet of ∆, is called the facet ideal of ∆. For a simplicial
complex of dimension 1, the facet ideal is the edge ideal, which was first studied by
Villarreal [55].
The following definitions were first introduced by Faridi in [16]. Let ∆ be a
simplicial complex. A facet F of ∆ is called a leaf if either F is the only facet of ∆,
or there exists a facet G 6= F in ∆ such that F ∩H ⊆ F ∩G for any facet H ∈ ∆,
H 6= F . The facet G is called a branch of F . A simplicial complex ∆ is called a
tree if it is connected and every nonempty subcomplex of ∆ has a leaf. A simplicial
complex ∆ with the property that every connected component is a tree is called a
forest. A vertex t ∈ F is called a free vertex of F if F ∈ F(∆) is the unique facet
which contains t. It is easy to see that any leaf has a free vertex.
Recall that the Alexander dual ∆∨ of a simplicial complex ∆ is the simplicial
complex whose faces are {[n] \ F : F 6∈ ∆}. Let I be a squarefree monomial ideal
in S. We denote by I˜ the squarefree monomial ideal which is minimally generated
by all monomials xi1 · · ·xik , where (xi1 , . . . , xik) is a minimal prime ideal of I. It is
easy to see that for any simplicial complex ∆, one has I∆∨ = I˜∆. Let
∆c = 〈[n] \ F : F ∈ F(∆)〉.
It is easy to see that I˜∆ = I∆∨ = I(∆
c), see [28].
For any set F ⊂ [n], we denote by xF =
∏
j∈F xj the squarefree monomial in
S whose support is F . In general, for any monomial u ∈ S, the support of u is
supp(u) = {j : xj | u}.
Remark 1.4.3. Let ∆ be a simplicial complex on [n]. Then
G(I˜(∆)) = {xU =
∏
j∈U
xj : where U is a minimal vertex cover of ∆}.
Now we recall the definition of (non-pure) shellable simplicial complex. Accord-
ing to [9] an order F1, . . . , Ft of the facets of ∆ is called a shelling if and only if for
every 1 ≤ i < k ≤ t there exists a j with 1 ≤ j < k and an l ∈ Fk such that
Fi ∩ Fk ⊂ Fj ∩ Fk = Fk \ {l}.
Next we recall the following important fact which is due to Dress [13].
Theorem 1.4.4. Let ∆ be a simplicial complex and I = I∆ ⊂ S its Stanley-Reisner
ideal. Then the simplicial complex ∆ is (non-pure) shellable if and only if S/I∆ is
clean.
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The following notion is important for our later discussion. Let I = (u1, . . . , um)
be a monomial ideal in S. According to [32], the monomial ideal I has linear
quotients if one can order the set of minimal generators of I, G(I) = {u1, . . . , um},
such that the ideal (u1, . . . , ui−1) : ui is generated by a subset of the variables for
i = 2, . . . , m. This means for each j < i, there exists a k < i such that uk : ui = xt
and xt | uj : ui, where t ∈ [n] and uk : ui = uk/ gcd(uk, ui). In the case that I
is squarefree, it is enough to show that for each j < i, there exists a k < i such
that uk : ui = xt and xt | uj. Such an order of generators is called an admissible
order of G(I). Let σ = u1, . . . , um be an admissible order of G(I). We denote by
quj ,σ(I) ⊂ {x1, . . . , xn} the set of minimal generators of (u1, . . . , uj−1) : uj.
It is known that if I is a monomial ideal with linear quotients and generated in
one degree, then I has a linear resolution, see [57].
Remark 1.4.5. For an ideal which has linear quotients, there might exist several
admissible orders. For example, let I = (x1x2, x1x
2
3x4, x2x4) ⊂ K[x1, x2, x3, x4].
Then σ1 = x1x2, x1x
2
3x4, x2x4 and σ2 = x1x2, x2x4, x1x
2
3x4 both are admissible orders
of G(I).
The following result relates squarefree monomial ideals with linear quotients to
(non-pure) shellable simplicial complexes.
Theorem 1.4.6. [28, Theorem 1.4] Let ∆ be a simplicial complex and I(∆)∨ the
Stanley-Reisner ideal of ∆∨. Then ∆ is (non-pure) shellable if and only if I(∆)∨ has
linear quotients.
Combining Theorem 1.4.4 and Theorem 1.4.6, we get the following
Corollary 1.4.7. Let I ⊂ S be a squarefree monomial ideal. Then S/I is clean if
and only if I˜ has linear quotients.
1.5 Multicomplexes
The aim of the section is to recall the definition and some basic facts about mul-
ticomplexes. In this thesis by N we always mean Z≥0. Stanley [47] called a subset
Γ ⊂ Nn a multicomplex if for all a ∈ Nn and for all b ≤ a, i.e a(i) ≤ b(i) for
i = 1, . . . , n, one has b ∈ Nn. Herzog and Popescu [29] gave the following modifica-
tion of Stanley’s definition of multicomplex which will be used in this thesis. Before
we give this definition we introduce some notation. We set N∞ = N ∪ {∞}. Let Γ
be a subset of Nn∞. The elements of Γ are called faces. An element m ∈ Γ is called
maximal if there is no a ∈ Γ with a > m. We denote by M(Γ) the set of maximal
elements of Γ. If a ∈ Γ, we call
infpt(a) = {i : a(i) =∞},
the infinite part of a. The following simple fact is very important.
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Lemma 1.5.1. [29, Lemma 9.1] If Γ ⊂ Nn∞, then M(Γ) is a finite set.
Definition 1.5.2. A subset Γ ⊂ Nn∞ is called a multicomplex if
(i) for all a ∈ Γ and for all b ≤ a it follows that b ∈ Γ,
(ii) for all a ∈ Γ there exists an element m ∈M(Γ) such that a ≤m .
Note that ∆(Γ) = {infpt a : a ∈ Γ} is a simplicial complex on vertex set [n] and
it is called the simplicial complex associated to Γ.
The number dim a = | infpta| is called the dimension of a. The dimension of Γ
is defined to be dimΓ = max{dim a : a ∈ Γ}. Obviously one has dimΓ = dim∆(Γ).
An element a ∈ Γ is called a facet of Γ if for all m ∈M(Γ) with a ≤m, one has
infpt(a) = infpt(m). The set of all facets of Γ will be denoted by F (Γ). The facets
in M(Γ) are called maximal facets. It is clear that M(Γ) ⊂ F (Γ).
Lemma 1.5.3. [29, Lemma 9.6] Each multicomplex has a finite number of facets.
Lemma 1.5.4. [29, Lemma 9.7] An arbitrary intersection and a finite union of
multicomplexes is again multicomplex.
Corollary 1.5.5. [29, Corollary 9.8] Let A ⊂ Nn∞ be an arbitrary subset of N
n
∞.
Then there exists a unique smallest multicomplex Γ(A) containing A. In particular
if A = {a}, then
Γ(a) = {b ∈ Nn∞ : b ≤ a}.
For a = (a1, . . . , an) ∈ Nn we set xa =
∏n
i=1 x
ai
i . Let Γ be a multicomplex, and
let I(Γ) be the K-vector space in S = K[x1, . . . , xn] spanned by all monomials x
a
such that a ∈ Nn \ Γ. Note that if a ∈ Nn and b ∈ Nn \ Γ, then a + b ∈ Nn \ Γ.
That is if xb ∈ I(Γ), then xaxb ∈ I(Γ) for all a ∈ Nn. Therefore I(Γ) is a monomial
ideal, and called the monomial ideal associated to Γ. conversely, let I ⊂ S be any
monomial ideal, then there exists a unique multicomplex Γ(I) with I(Γ(I)) = I.
Indeed, let A = {a ∈ Nn : xa 6∈ I}; then Γ(I) = Γ(A) is called the multicomplex
associated to I , where Γ(A) is the unique smallest multicomplex containing A.
The monomial ideals and multicomplexes behave with respect to intersection
and union as in the following:
Lemma 1.5.6. [29, Lemma 9.9] Let Γj j ∈ J be a family of multicomplexes. Then
(i) I(
⋂
j∈J Γj) =
∑
j∈J I(Γj);
(ii) if J is finite, then I(
⋃
j∈J Γj) =
⋂
j∈J I(Γj).
Let Γ be a multicomplex with just one maximal facet a. Then
I(Γ) = (xai+1i : i ∈ [n] \ infpt a),
see [29, Lemma 9.10]. In particular a is the only facet of Γ if and only if a ∈ {0,∞}n
and I(Γ) = Pa, where
Pa = (xi : i 6∈ infpt a).
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Proposition 1.5.7. [29, Proposition 9.12] Let Γ be a multicomplex with maximal
facets a1, · · · , ar. Then
I(Γ) =
r⋂
i=1
I(Γ(aj)).
It is easy to see that if Γ is a multicomplex and I(Γ) the monomial ideal associated
with Γ, then dimS/I(Γ) = dimΓ + 1, see [29, Corollary9.13].
A subset S ⊂ Nn∞ is called a Stanley set if there exists a ∈ N
n and m ∈ {0,∞}n
such that S = a+ S∗, where S∗ = Γ(m).
In [29] the concept of shelling of multicomplexes was introduced as in the follow-
ing.
Definition 1.5.8. A multicomplex Γ is shellable if the facets of Γ can be ordered
a1, . . . , ar such that
(i) Si = Γ(ai)\Γ(a1, . . . , ai−1) is a Stanley set for all i = 1, . . . , r, and
(ii) whenever Si
∗ ⊆ Sj
∗, then Si
∗ = Sj
∗ or i > j.
Any order of the facets satisfying (i) and (ii) is called a shelling of Γ.
In [29, Theorem 10.5] the following has been proved.
Theorem 1.5.9. The multicomplex Γ is shellable if and only if S/I(Γ) is a pretty
clean S-module.
The multicomplex Γ is called Cohen–Mavaulay or sequentially Cohen–Macaulay
if S/I(Γ) is Cohen–Macaulay or sequentially Cohen–Macaulay.
Corollary 1.5.10. If Γ is a shellable multicomplex, then Γ is sequentially Cohen–
Macaulay. Moreover if all facets of Γ have the same dimension, then Γ is Cohen–
Macaulay.
We conclude this section with the following corollary [29, Corollary 10.7].
Corollary 1.5.11. A multicomplex Γ is shellable if and only if there exists an order
a1, . . . , ar of the facets of Γ such that for i = 1, . . . , r the sets
Si = Γ(ai) \ Γ(a1, . . . , ai−1)
are Stanley sets with dimS1 ≥ dimS2 ≥ . . . ,≥ dimSr.
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1.6 Squarefree modules
In this section we collect some facts about squarefree modules, which are a natural
extension of the concept of Stanley–Reisner rings associated to simplicial complexes.
We fix some notation and recall some definitions. For a = (a1, . . . , an) ∈ Zn, we say
a is squarefree if ai = 0 or ai = 1 for i = 1, . . . , n. We set supp(a) = {i : ai 6= 0} ⊂
[n] = {1, . . . , n} and |a| =
∑n
i=1 ai. Occasionally we identify a squarefree vector
a with supp(a). Let εi = (0 . . . , 1, . . . , 0) ∈ Nn be the vector with 1 at the i-th
position. Let M =
⊕
a∈Zn Ma be an Z
n-graded K-vector space. For simplicity set
supp(m) = supp(degm) and |m| = | degm| for any homogeneous element m ∈ M .
A homogeneous element m ∈M is called squarefree if degm ∈ {0, 1}n.
Let K be a field and S = K[x1, . . . , xn] the symmetric algebra over K. Consider
the natural Nn-grading on S. For a monomial xa11 · · ·x
an
n with a = (a1, . . . , an) we
set xa, and for F ⊂ [n] we denote xF =
∏
j∈F xj .
Let V be an n-dimensional K-vector space with basis e1, . . . , en. We denote by
E = K〈e1, . . . , en〉 the exterior algebra over V . The algebra E is a naturally Nn-
graded K-algebra with deg ei = εi. Let F = {j1 < j2 < . . . < jk} ⊂ [n]. Then
eF = ej1 ∧ej2 ∧ . . .∧ejk is called a monomial in E. It is easy to see that the elements
eF , with F ⊂ [n] form a K-basis of E. Here we set eF = 1, if F = ∅. For any
a ∈ Nn we set ea = esupp(a) and supp(ea) = supp(a). For monomials u, v ∈ E with
supp(u) ⊂ supp(v) there exists a unique term w ∈ E such that u ∧ w = v. We set
w = u−1 ∧ v. Let u, v, w, z ∈ E be monomials. The equalities below holds whenever
the expressions are defined:
(v−1 ∧ u) ∧ w = v−1 ∧ (u ∧ w) and (z−1 ∧ v) ∧ (v−1 ∧ u) = z−1 ∧ u.
A finite dimensional K-vector space M is called an Zn-graded E-module, if
(i) M =
⊕
a∈Nn Ma is a direct sum of K-vector spaces Ma;
(ii) M is an (E − E)-bimodule;
(iii) for all vectors a and b in Zn and all f ∈ Ea and m ∈Mb one has fm ∈Ma+b
and fm = (−1)|a||b|mf .
The following definition is due to Yanagawa [56].
Definition 1.6.1. A finitely generated Nn-graded S-module M =
⊕
a∈Nn Ma is
squarefree if the multiplication map Ma → Ma+εi, m 7→ mxi, is bijective for all
a ∈ Nn and all i ∈ supp(a).
For example the Stanley-Reisner ring K[∆] of a simplicial complex ∆ is a square-
free S-module. If I ⊂ J are squarefree monomial ideals, then I, S/I and J/I are
squarefree S-modules. The following example shows that the factor module J/I
may be a squarefree Nn-graded S-module, even though I and J are not squarefree
monomial ideals.
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Example 1.6.2. Let I = (x2, xy) ⊂ J = (x2, xy, yz) be monomial ideals in
K[x, y, z]. Let u ∈ S be a monomial. Then u ∈ J \ I if and only if u = (yz)v for
some v ∈ K[y, z]. Hence J/I is a squarefree Nn-graded S-module. But if we choose
I ′ = (x2, yz) ⊂ J = (x2, xy, yz) ⊂ K[x, y, z], then xy ∈ J \ I ′ and x(xy) = x2y ∈ I ′.
Therefore J/I ′ is not a squarefree Nn-graded S-module.
Since dimK(J/I)a ≤ 1 for all a ∈ Nn, the Nn-graded S-module J/I is squarefree
if and only if the multiplication map
(J/I)a → (J/I)a+εi, m→ xim
is injective for all i ∈ supp(m) and all a ∈ Nn.
Remark 1.6.3. Let I ⊂ J ⊂ S be two monomial ideals. The Nn-graded S-module
J/I is squarefree if and only all minimal monomial generators of J/I are squarefree
monomials and supp(u) 6⊂ supp(m) for all m ∈ J \ I and all u ∈ G(I) where G(I)
denote the set of minimal monomial generators of I. Indeed let J/I be a squarefree
S-module and one of the minimal generators of J/I is not squarefree, say m ∈ J \ I.
We may assume that x21 | m and deg(m) = a. Then m
′ = m/x1 ∈ (J/I)a−ε1 is a
zero element and 1 ∈ supp(m′) but m = x1m
′ ∈ (J/I)a is a non-zero element, a
contradiction. Also if there exists a monomial m ∈ J \ I and a monomial u ∈ G(I)
such that supp(u) ⊂ supp(m), then we can find a minimal monomial m′ = mxa
(with respect to divisibility) such that supp(a) ⊂ supp(m), u | m′ and m′/xi 6∈ I for
some i ∈ supp(a), again a contradiction.
For the converse assume that J/I is minimally generated by squarefree mono-
mials in J \ I and supp(u) 6⊂ supp(m) for all m ∈ J \ I and for all u ∈ G(I). Let
m ∈ S be a monomial and i ∈ supp(m). Since the minimal monomial generators
of J/I are squarefree, if m 6∈ J , then xim 6∈ J or xim ∈ J ∩ I. Hence in this case
the multiplication map m → xim is injective. In the case that if m ∈ J \ I, then
xim 6∈ I. Otherwise there must exist a u ∈ G(I) such that u | xim. Therefore
supp(u) ⊂ supp(xim) = supp(m) which is a contradiction.
Yanagawa [56, Lemma 2.3] proved that if M and M ′ are squarefree S-modules
and ϕ : M → M ′ is a Nn-homogeneous homomorphism, then Kerϕ and Cokerϕ are
again squarefree S-modules. This implies that each syzygy module Syzi(M) in a
multigraded minimal free S-resolution F• of M is squarefree.
It is easy to see that ifM is a squarefree S-module, then dimK Ma = dimK Msupp(a)
for any a ∈ Nn, and M is generated by its squarefree parts {MF : F ⊂ [n]}.
Remark 1.6.4. Let M be a squarefree S-module and F• be the minimal Nn-graded
free S-resolution ofM . Then the Nn-graded free S-module Fi is generated by square-
free elements. We call F• a squarefree resolution of M . It is easy to see that an
Nn-graded S-module M is squarefree if and only if it has a squarefree resolution.
Let SQ(S) be the abelian category of the squarefree S-modules where the mor-
phisms are the Nn-graded homogeneous homomorphisms. The following construc-
tion, which is of crucial important for this chapter, is due to Aramova, Avramov
and Herzog [1].
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Construction 1.6.5. Let (F, θ) be a squarefree complex of Nn-graded S-modules,
meaning that each Fi has a basis Bi with deg(f) ∈ Nn is squarefree for all f ∈ Bi.
For a ∈ Nn and f ∈ Bi let y(a)f be a symbol to which we assign deg(y(a)f) =
a+ deg(f). Now we define the Nn-graded free E-module Gl with basis y(a)f where
a ∈ Nn, f ∈ Bi, supp(a) ⊂ supp(f) and l = |a|+ i. For f ∈ Bi and
θi(f) =
∑
fj∈Bi−1
tjx
c−cj with tj ∈ K, c = deg(f), cj = deg(fj),
we define homomorphisms Gl → Gl−1 of Nn-graded E-modules by
γl(y
(a)f) = (−1)|c|
∑
k∈supp(a)
y(a−εk)fek
ϕl(y
(a)f) = (−1)|a|
∑
fj∈Bi−1
y(a)fjtje
−1
cj
ec.
Now we set σl = γl + ϕl| : Gl → Gl−1. Then (G, σ) is a complex of free Nn-graded
E-modules. If (G′, σ′) is another complex obtained by different homogeneous basis
B′ of (F, θ), then (G, σ) and (G; , σ′) are isomorphic as complexes of Nn-graded
E-modules.
The following result is important for us.
Theorem 1.6.6. [39, Theorem 1.2] If (F•, θ) is the minimal free Nn-graded S-
resolution of a squarefree S-module M , then (G•, σ) is the minimal free Nn-graded
E-resolution of N := Coker(G1 → G0).
Next we recall the following definition which is due to T. Ro¨mer [39].
Definition 1.6.7. A finitely generated Nn-graded E-module N =
⊕
a∈Nn Na is
called squarefree if it has only squarefree components.
Let ∆ be a simplicial complex on vertex set [n]. Then K{∆} = E/J∆ is called
the exterior face ring of ∆, where J∆ = (ei1 ∧ · · · ∧ eik : {i1, . . . , ik} 6∈ ∆). Notice
that K{∆} = E/J∆ is Nn-graded E-module.
Observe that for a homogeneous homomorphism ϕ : N → N ′ between two square-
free E-modules, one has Kerϕ and Cokerϕ are again squarefree E-modules. We de-
note by SQ(E) the abelian category of squarefree E-modules where the morphisms
are the Nn-graded homogeneous homomorphisms.
The following construction is due to Tim Ro¨mer which is inverse to 1.6.5.
Construction 1.6.8. Let N be a squarefree E-module and (G•, σ) be the minimal
Nn-graded free E-resolution of N . Let Bi be a homogeneous basis of Gi for all i ∈ N.
We set B˜i = {f ∈ Bi : deg(f) is squarefree}. Then we define a complex (F, θ) of
S-modules where Fi is the Nn-graded free S-module with basis B˜i. If f ∈ B˜i and
σi(f) =
∑
fj∈B˜i−1
tjfje
−1
bj
eb with tj ∈ K b = deg(f), bj = deg(fj),
we set θi(f) =
∑
fj∈B˜i−1
tjfjx
b−bj .
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Theorem 1.6.9. Let N be a squarefree E-module and (G•, σ) be the minimal Nn-
graded free E-resolution of N . The constructed complex (F, θ) is the minimal Nn-
graded free S-resolution of M := Coker(F1 → F0) and M ∈ SQ(S).
Ro¨mer [39, Corollary 1.6] proved that there are two exact additive covariant
functors
F : SQ(S) 7→ SQ(E), M 7→ F(M) and G : SQ(E) 7→ SQ(S), N 7→ G(N)
of abelian categories such that (F ◦G)(N) = N and (G ◦ F)(M) = M . Hence the
categories SQ(S) and SQ(E) are equivalent. For example if Γ ⊂ ∆ are simplicial
complexes, then F(IΓ/I∆) = JΓ/J∆ and G(JΓ/J∆) = IΓ/I∆.
Let M ∈ SQ(S). By the construction of N = F(M) given in 1.6.5, each mini-
mal homogeneous system of generators m1, . . . , mt of M corresponds to a minimal
homogeneous system of generators n1, . . . , nt of N = F(M), and for all F ⊂ [n] we
have an isomorphism of K-vector spaces θF : MF → F(M)F . This isomorphism is
described as follows: an element m ∈MF can be written as m =
∑
aimixFi, where
ai ∈ K and where F is the disjoint union of Fi and deg(mi) = Gi for each i. Then
θF (m) =
∑
(−1)σ(Gi,Fi)ainieFi, (1)
where σ(Gi, Fi) = |{(r, s) : r ∈ Gi, s ∈ Fi, r > s}|. The definition of θF does not
depend on the particular presentation of m as a homogeneous linear combination of
the mi. In particular, we have that θGi(mi) = ni for all i.
We set Msq =
⊕
F MF and define the isomorphism of graded K-vector spaces
θ : Msq → N by requiring that θ(m) = θF (m) for all m ∈MF . Now Formula (1) can
be extended as follows:
Lemma 1.6.10. Let m be a squarefree element of M with supp(m) = F , and let
m =
∑
i aiwixLi with ai ∈ K and wi squarefree with supp(wi) = Fi such that F is
the disjoint union of Fi and Li for all i. Then
θ(m) =
∑
ai(−1)
σ(Fi,Li)θ(wi)eLi .
Proof. Let m1, . . . , mt be a minimal homogeneous system of generators of M and
let n1, . . . , nt be the corresponding minimal homogeneous system of generators of N
with θ(mi) = ni. Let wi =
∑
bijmijxHij where bij ∈ K and where Fi is a disjoint
union of Gij = supp(mij) and Hij for all ij. Then
θ(m) = θ(
∑
i
ai(
∑
j
bijmijxHij )xLi = θ(
∑
i
∑
j
aibijmijxHij∪Li)
=
∑
i
∑
j
(−1)σ(Gij ,Hij∪Li)aibijnijeHij∪Li .
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On the other hand∑
ai(−1)
σ(Fi,Li)θ(wi)eLi =
∑
i
∑
j
(−1)σ(Gij∪Hij ,Li)(−1)σ(Gij ,Hij)aibijnijeHijeLi
=
∑
i
∑
j
(−1)σ(Gij ,Li)(−1)σ(Hij ,Li)(−1)σ(Gij ,Hij)(−1)σ(Hij ,Li)aibjnijeHij∪Li
=
∑
i
∑
j
(−1)σ(Gij ,Li)(−1)σ(Gij ,Hij)aibjnijeHij∪Li
=
∑
i
∑
ij
(−1)σ(Gij ,Hij∪Li)aibijnijeHij∪Li = θ(m).
In the category of squarefree E-modules the graded E-dual is defined to be
N∨ = HomE(N,E). Observe that N
∨ is again a squarefree E-module and by [2,
5.1(a)] one has ()∨ is an exact contravariant functor. Let Γ ⊂ ∆ be two simplicial
complexes. Then (JΓ/J∆)
∨ = J∆∨/JΓ∨ , see [39, Lemma 1.8].
In [39], the Alexander dual of a squarefree S-module is defined as follows:
Definition 1.6.11. Let M ∈ SQ(S). Then M∨ = G(F(M)∨) is called the Alexan-
der dual of M .
Note that
SQ(S)→ SQ(S), M →M∨
is a contravariant exact functor. Notice that Alexander dual is also defined for
any Nn-graded S-module in general by Miller [35]. In squarefree case his definition
coincides to Ro¨mer definition. In this thesis we use the approach of Ro¨mer.
For example if I ⊂ J are squarefree monomial ideals in S. Let ∆ and Γ be
simplicial complexes with I = I∆ and J = IΓ. Then J/I is a squarefree S-module
and (J/I)∨ = I∆∨/IΓ∨ . In particular if ∆ is a simplicial complex on the vertex set
[n] and I∆ its Stanley-Reisner ideal, then (S/I∆)
∨ = I∆∨ and (I∆)
∨ = S/I∆∨ .
Let W be an Zn-graded K-vector space. Then W ∗ = HomK(W,K(−1)) is again
a Zn-graded K-vector space with the graded components
(W ∗)a = HomK(W1−a, K) for all a ∈ Zn.
Here 1 = (1, . . . , 1). Note that if W is an Zn-graded E-module, then W ∗ is also a
Zn-graded E-module. Furthermore ifW is a squarefree E-module, then W ∗ is again
a squarefree E-module.
Let ϕ ∈ N∨ and n ∈ N . Then ϕ(n) =
∑
F⊆[n] ϕF (n)eF with ϕF (n) ∈ K for all
F ⊆ [n]. Therefore for each F ⊆ [n] we obtain a K-linear map ϕF : N → K.
The following theorem is important for us later.
Theorem 1.6.12. [22] Let N be a Zn-graded E-module. The map η : N∨ → N∗,
ϕ→ ϕ[n] is a functorial isomorphism of Zn-graded E-modules. In particular if N is
squarefree E-module, then N∨ is again squarefree and η is a functorial isomorphism
of squarefree E-modules.
2 Clean and pretty clean K-algebras
We denote by S = K[x1, . . . , xn] the polynomial ring in n variables over a field
K. Let I ⊂ S be a monomial ideal. In this chapter we study prime filtrations of
K-algebras of the form S/I where I ⊂ S is a monomial ideal. In this thesis a prime
filtration of S/I is always assumed to be a monomial prime filtration, i.e. a prime
filtration
F : (0) = I0/I ⊂ I1/I ⊂ · · · ⊂ Ir/I = S/I
where each Ij a monomial ideal. Such prime filtration is equivalent to a filtration
I = I0 ⊂ I1 ⊂ · · · ⊂ Ir = S
of monomial ideals such that Ij/Ij−1 ∼= S/Pj for all j, where Pj is a monomial prime
ideal. Recall that the prime filtration F is called pretty clean, if for all i < j which
Pi ⊆ Pj it follows that Pi = Pj. The monomial ideal I is called pretty clean, if S/I
has a pretty clean filtration.
2.1 Pretty clean monomial ideals and multicomplexes
In this section we will show that monomial ideals in at most three variables are pretty
clean. For this first we show that if I ⊂ S is a monomial ideal with height I ≥ n−1,
then I is pretty clean. By an example we show that one can not extend these results
for monomial ideals I ⊂ S when n ≥ 4 or height I ≤ n− 2, see Example 2.1.8.
Let I ⊂ S be a monomial ideal. The saturation I˜ of I is defined to be
I˜ = I : m∞ =
⋃
k
(I : mk),
where m = (x1, . . . , xn) is the graded maximal ideal of S.
We first note the following
Lemma 2.1.1. Let I ⊂ S be a monomial ideal of S. The ideal I is pretty clean if
and only if I˜ is pretty clean.
Proof. TheK-vector space I˜/I has a finite dimension, and we can choose monomials
u1, . . . , ut ∈ I˜ whose residue classes modulo I form a K-basis of I˜/I. Moreover the
basis can be chosen such that for all j = 1, . . . , t one has Ij/Ij−1 ∼= S/m where I0 = I
and Ij = (Ij−1, uj), and where m = (x1, . . . , xn) is the graded maximal ideal of S.
Indeed, we have I˜ = I : mk for some k. For each i ∈ [k], where [k] = {1, . . . , k}, the
K-vector space (I : mi)/(I : mi−1) has finite dimension. If
dimK(I : m
i/I : mi−1) = ri,
then we can choose monomials ui,1, . . . , ui,ri ∈ I : m
i whose residue classes modulo
I : mi−1 form a basis for this K-vector space. Composing these bases we obtain the
required basis for I˜/I.
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So we have
F1 : I = I0 ⊂ I1 ⊂ · · · ⊂ It = I˜
with Ii/Ii−1 ∼= S/m, for all i = 1, . . . , t. Now if I˜ is pretty clean and G is the pretty
clean filtration of I˜, then the prime filtration F which is obtained by composing F1
and G yields a pretty clean filtration of I.
For the converse, let I = I0 ⊂ I1 ⊂ · · · ⊂ Ir = S be pretty clean filtration of
I. We will show that I˜ is pretty clean by induction on dimK I˜/I = t. If t = 0
the assertion is trivially true. Assume now that t > 0. It is clear that I1 is also
pretty clean and that I1/I ∼= S/m, since I 6= I˜. It follows that I˜1 = I˜ and that
dimK I˜1/I1 = t− 1. So by the induction hypothesis I˜ = I˜1 is pretty clean.
Corollary 2.1.2. If S = K[x1, . . . , xn] is the polynomial ring in n variables, then
any monomial ideal in S of height n is pretty clean.
Our next goal is to show that even the monomial ideals in S = K[x1, . . . , xn] of
height at least n− 1 are pretty clean. To end this we show that the multicomplexes
associated to them are shellable.
Remark 2.1.3. Let Γ ⊂ Nn∞ be a shellable multicomplex with shelling a1, . . . , ar,
then a1(i) ∈ {0,∞} and therefore a1 is one of the minimal elements in F (Γ) with
respect to its partially order. Indeed, since a1, . . . , ar is a shelling, it follows that
S1 = Γ(a1) is a Stanley set and therefore there exists a vector b ∈ Nn and a vector
m ∈ {0,∞}n such that
Γ(a1) = b+ Γ(m).
It is clear that infpt(a1) = infpt(m). If infpt(m) = [n], then there is nothing to
show. Suppose now that infpt(m) 6= [n], and choose i ∈ [n] \ infpt(m). If a1(i) 6= 0
there exists c ∈ Γ(a1) with c(i) < a1(i). Since c and a1 ∈ b + Γ(m) = Γ(a1), and
since m(i) = 0, it follows that c(i) = b(i) = a1(i), a contradiction.
Furthermore, if Γ has only one maximal facet, then F (Γ) has only one minimal
element, also any shelling of Γ must start with this minimal element and end by the
maximal one. In fact, suppose a1 and a2 are minimal elements in F (Γ). By the first
part of this remark it follows that a1 and a2 are vectors in {0,∞}
n. Hence since
infpt(a1) = infpt(a2), we see that a1 = a2. Now let a1, . . . , ar be any shelling of Γ.
Then, by what we have shown, it follows that a1 is the unique minimal element in
F (Γ). Let m be the maximal element of F (Γ). Suppose m = ak for some k < r,
then
Sk+1 = Γ(ak+1) \ Γ(a1, . . . , ak) = Γ(ak+1) \ Γ(m) = ∅,
which is not a Stanley set, a contradiction. Moreover in this case for each i there
exists a di ∈ Nn such that Si = di + Γ(a1).
Now we show that in S = K[x1, . . . , xn], any ideal of height n−1 is pretty clean.
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Proposition 2.1.4. If I ⊂ S = K[x1, . . . , xn] is any monomial ideal of height
≥ n− 1, then I is pretty clean.
Proof. We may assume that I is a monomial ideal of height n− 1, and by Lemma
2.1.1 that I is saturated, i.e, I = I˜. It follows that I =
⋂
Ij, where
Ij = (x1
cj,1 , . . . , x
cj,j−1
j−1 , x
cj,j+1
j+1 , . . . , xn
cj,n)
and where cj,k > 0 for k 6= j. We denote by Γ and Γj the multicomplexes associated
to I and Ij , and by F and Fj the sets of facets of Γ and Γj , respectively. The sets
F and Fj are finite, see [29, Lemma 9.6]. Suppose |F | = t and |Fj | = tj . Since Ij is
Pj-primary where Pj = (x1, . . . , xj−1, xj+1, . . . , xn), it follows from [29, Proposition
5.1] that Ij is pretty clean, and hence Γj is shellable. Moreover a ∈ Nn∞ is a facet of
Γj if and only if a(j) =∞ and a(k) < cj,k for k 6= j. Let aj,1, . . . , aj,tj be a shelling
of Γj .
For showing I is pretty clean it is enough to show that Γ is shellable. By [29,
Lemma 9.9 (b)] we have Γ =
⋃n
j=1 Γj . Also by [29, Lemma 9.10], each Fj has only
one maximal facet, say mj , where
mj(k) =
{
∞, if k = j,
cj,k − 1, otherwise.
It follows that F =
⋃
Fj and that the union is disjoint, since a ∈ F belongs to Fj if
and only if a(j) =∞ and a(k) <∞ for k 6= j. In particular one has (
⋃j−1
i=1 Fi)∩Fj =
∅ for j = 2, . . . , n.
We claim that
a1,1, . . . , a1,t1 , a2,1, . . . , a2,t2 , . . . , an,1, . . . , an,tn
is a shelling for Γ. Indeed, for all j and all k with 1 < k ≤ tj we have
Sj,k = Γ(aj,k)\Γ(a1,1, . . . , aj,k−1) = Γ(aj,k)\Γ(aj,1, . . . , aj,k−1),
and if k = 1, then
Sj,1 = Γ(aj,1)\Γ(a1,1, . . . , aj−1,tj−1) = Γ(aj,1).
Since aj,1, . . . , aj,tj is a shelling of Γj , it follows that Sj,k is a Stanley set for all j and
all k.
Condition (ii) in the definition of shellability is obviously satisfied. In fact, since
Γj is shellable and has only one maximal facet, it follows by Remark 2.1.3 that
for all k = 1, . . . , tj, there exists some dj,k ∈ Nn such that Sj,k = dj,k + S∗j , where
S∗j = Γ(aj,1). Moreover if j 6= t then aj,1 and at,1 are not comparable, and hence in
this case there is no inclusion among S∗j and S
∗
t .
As a consequence of Proposition 2.1.4 we have
Clean and pretty clean K-algebras 25
Corollary 2.1.5. Any monomial ideal I ⊂ S = K[x, y] is pretty clean. 
Next we will show that any monomial ideal in S = K[x1, x2, x3] is also pretty
clean. First we need
Lemma 2.1.6. If I ⊂ S = K[x1, . . . , xn] is a monomial ideal of height 1, then
I = uJ , where u is a monomial in S, and J is a monomial ideal of height ≥ 2.
Moreover, I is pretty clean if and only if J is pretty clean.
Proof. The first statement of the lemma is obvious. Assume now that J is pretty
clean with pretty clean filtration
F : J = J0 ⊂ J1 ⊂ · · · ⊂ Jr = S
such that Ji/Ji−1 ∼= S/Pi, where Pi ∈ Ass J . Then heightPi ≥ 2. It follows that
F1 : I = uJ ⊂ uJ1 ⊂ · · · ⊂ uJr = (u)
is a prime filtration of (u)/I with factors uJi/uJi−1 ∼= S/Pi.
There exists a prime filtration
F2 : (u) = Jr ⊂ Jr+1 ⊂ · · · ⊂ Jr+t = S
of the principal monomial ideal I1 = (u), where the Jr+k are again principal mono-
mial ideals with Jr+k/Jr+k−1 ∼= S/Qk and where Qk ∈ Ass(u) has height 1 for all k.
In fact, if u = u0 =
k∏
t=1
xatit and uj =
k∏
r=j+1
xarir for j = 1, . . . , k − 1, Where k ≤ n,
then the prime filtration F2 is the following:
F2 : Jr = (u) ⊂ (x
a1−1
i1
u1) ⊂ (x
a1−2
i1
u1) · · · ⊂ (u1) ⊂ (x
a2−1
i2
u2)
⊂ · · · ⊂ (u2) ⊂ · · · ⊂ (xik) ⊂ S.
Therefore this filtration of I1 = (u) is pretty clean. Now composing the above
filtrations F1 and F2 we obtain a pretty clean filtration of I.
For the converse let I be pretty clean. Then from Corollary 2.2.12 we can choose
a pretty clean filtration F for I with the property that the associated prime ideals
of I with height one appear in the end of filtration. So we have
F : I = I0 = uJ ⊂ I1 ⊂ · · · ⊂ It = (u) ⊂ · · · ⊂ Ir = S,
where Ik = uJk for k = 0, . . . , t, and where J0 = J . Since Ji/Ji−1 ∼= Ii/Ii−1 it follows
that J is pretty clean with the pretty clean filtration F1, where
F1 : J = J0 ⊂ J1 ⊂ · · · ⊂ Jt = S.
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Combining Lemma 2.1.6 with Proposition 2.1.4 we get
Theorem 2.1.7. Any monomial ideal in a polynomial ring in at most three variables
is pretty clean.
The following example shows that this theorem can not be extended to polyno-
mial rings in more than three variables, and it also shows that monomial ideals of
height < n− 1 may not be pretty clean.
Example 2.1.8. Let n = 4, and Γ be the multicomplex with facets (∞,∞, 0, 0)
and (0, 0,∞,∞). Then Γ is not shellable, and so the monomial ideal
I(Γ) = (x1x3, x1x4, x2x3, x2x4) ⊂ K[x1, x2, x3, x4]
is not pretty clean.
More generally, let n > 3 and a = (0, 0,∞, . . . ,∞) and b = (∞,∞, 0, . . . , 0)
be two elements in Nn∞. Then Γ = Γ(a, b) is not a shellable multicomplex, hence
I = (x1, x2)∩ (x3, . . . , xn) is a squarefree monomial ideal in S = K[x1, . . . , xn] which
is not clean.
2.2 Pretty clean monomial ideals and polarizations
In this section we consider polarizations of monomial ideals and of prime filtrations.
Let S = K[x1, . . . , xn] be the polynomial ring in n variables over the field K, and
u =
∏n
i=1 x
ai
i be a monomial in S. Then
up =
n∏
i=1
ai∏
j=1
xi,j ∈ K[x1,1, . . . , x1,a1 , . . . , xn,1, . . . , xn,an]
is called the polarization of u.
Let I be a monomial ideal in S with monomial generators u1, . . . , um. Then
(up1, . . . , u
p
m) is called a polarization of I. Note that if v1, . . . , vk is a another set of
monomial generators of I and if T is the polynomial with sufficiently many variables
xi,j such that all the monomials u
p
i and v
p
j belong to T , then
(up1, . . . , u
p
m)T = (v
p
1, . . . , v
p
k)T.
Therefore we denote any polarization of I by Ip, since in a common polynomial ring
extension all polarizations are the same, and we write Ip = Jp if a polarization of I
and a polarization of J coincide in a common polynomial ring extension.
Now let I = (u1, . . . , um) ⊂ S be a monomial ideal, and u ∈ S a monomial.
Furthermore let T be the polynomial ring in variables xi,j such that:
(1) for all i ∈ [n] there exists ki ≥ 1 such that xi,1, . . . , xi,ki are in T ,
(2) Ip ⊂ T , and up ∈ T .
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We consider the K-algebra homomorphism
π : T −→ S, xi,j 7→ xi.
Then π is an epimorphism with π(up) = u for all monomials u ∈ S, and up is the
unique squarefree monomial in T of the form
∏n
i=1
∏ti
j=1 xi,j with this property. In
particular, π(Ip) = I. We call π the specialization map attached with the polariza-
tion.
Remark 2.2.1. Let I = (u1, . . . , um) ⊂ S be a monomial ideal, and u ∈ S a
monomial. Then
(a) I : u = (ui/ gcd(ui, u))
m
i=1, and it is again a monomial ideal in S.
(b) I : u is a prime ideal if and only if for each i ∈ [m], there exists a j ∈ [m]
such that uj/ gcd(uj, u) is a monomial of degree one, and uj/ gcd(uj, u) divides
ui/ gcd(ui, u).
(c) Let u =
∏n
i=1 x
ai
i and uj =
∏n
i=1 x
bi
i . If uj/ gcd(uj, u) = xi, then bi = ai +
1 and bt ≤ at for all t 6= i. Therefore uj/ gcd(uj, u) = xi if and only if
upj/ gcd(u
p
j , u
p) = xi,bi .
Lemma 2.2.2. Let I = (u1, . . . , um) ⊂ S be a monomial ideal and u ∈ S a mono-
mial. If Ip : up is a prime ideal, then Ip : up = (xi1,j1, . . . , xik,jk) with ir 6= is for
r 6= s.
Proof. Since Ip : up is a monomial prime ideal in polynomial ring T it must be
generated by variables. If xi,j and xi,k are two generators of I
p : up, then there exist
rj ∈ [m], and rk ∈ [m] such that xi,j = u
p
rj
/ gcd(uprj , u
p) and xi,k = u
p
rk
/ gcd(uprk, u
p).
It follows from Remark 2.2.1(c) that j − 1 = k − 1 is equal to the exponent of xi in
u. Hence xi,j = xi,k.
Lemma 2.2.3. Let I = (u1, . . . , um) ⊂ S be a monomial ideal, and u ∈ S a
monomial in S. Then I : u is a prime ideal if and only if Ip : up is a prime ideal.
In this case I : u = π(Ip : up).
Proof. Let I : u be a prime ideal. We may assume that I : u = (x1, . . . , xk) for some
k ∈ [n]. Therefore for each i ∈ [k] there exists some uji, with ji ∈ [m], such that
xi = uji/ gcd(uji, u) and for each t ∈ [m], there exists it ∈ [k], such that xit divides
(ut/ gcd(ut, u)). Therefore by Remark 2.2.1(c) we have u
p
ji
/ gcd(upji, u
p) = xi,ti , where
ti is the exponent of xi in uji and ti − 1 is the exponent of xi in u.
Also for each s ∈ [m], the monomial ups/ gcd(u
p
s, u
p) is divisible by one of these
xi,ti , where i ∈ [k]. Indeed, since I : u is a prime ideal there exists some i ∈ [k]
such that xi divides (us/ gcd(us, u)), where xi = uji/ gcd(uji, u). Let ti − 1 be the
exponent of xi in u. Then it follows that the exponent of xi in us is > ti− 1. Hence
xi,ti divides u
p
s/ gcd(u
p
s, u
p), and Ip : up = (x1,t1 , . . . , xk,tk).
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For the converse, let Ip : up be a prime ideal. By Lemma 2.2.2 we may assume
that Ip : up = (x1,t1 , . . . , xk,tk). This means that for each i ∈ [k] there is a monomial
uji with ji ∈ [m] such that xi,ti = u
p
ji
/ gcd(upji, u
p) and for each s ∈ [m], the squarefree
monomial ups/ gcd(u
p
s, u
p) is divisible by one of these xi,ti . Therefore by Remark
2.2.1(c) we have xi = uji/ gcd(uji, u) for i ∈ [k], and for each s ∈ [m], one of these
variables divides us/ gcd(us, u). Hence I : u = (x1, . . . , xk).
Let I ⊂ S be a monomial ideal and
F : I = I0 ⊂ I1 ⊂ · · · ⊂ Ir = S
a filtration of S/I. We call r the length of filtration F and denote it by ℓ(F).
Assume now that for all j we have Ij+1 = (Ij , uj) where uj ∈ S is a monomial.
We will define the polarization Fp of F inductively as follow: set J0 = I
p; assuming
that Ji is already defined, we set Ji+1 = (Ji, u
p
i ). So Ji = (I
p, up1, · · · , u
p
i ), and
Fp : Ip = J0 ⊂ J1 ⊂ · · · ⊂ Jr = T
is a filtration of T/Ip.
We have the following
Proposition 2.2.4. Suppose I ⊂ S is a monomial ideal, and
F : I = I0 ⊂ I1 ⊂ · · · ⊂ Ir = S
a filtration of S/I as above. Then F is a prime filtration of S/I if and only if Fp is
a prime filtration of T/Ip.
Proof. Let
F : I = I0 ⊂ I1 ⊂ · · · ⊂ Ir = S
be a prime filtration of S/I. We use induction on r = ℓ(F) the length of prime
filtration. If r = 1, then I is a monomial prime ideal and Ip = I.
Let r > 1. Then F1 : I1 ⊂ . . . ⊂ Ir = S is a prime filtration of S/I1, and
ℓ(F1) = r−1. By our induction hypothesis, F
p
1 is a prime filtration of I
p
1 = (I
p, up1).
Since I1/I ∼= I1 : u1 is a prime ideal, it follows from Lemma 2.2.3 that J0/J1 ∼= I
p
1 : u
p
1
is a prime ideal too. Hence Fp is a prime filtration of T/Ip.
The other direction of the statement is proved similarly.
Let S = K[x1, . . . , xn] a the polynomial ring, and u, v ∈ S be monomials. We
notice that
lcm(u, v)p = lcm(up, vp).
Therefore we have
Lemma 2.2.5. Let I, J be two monomial ideals in S. Then (I ∩ J)p = Ip ∩ Jp.
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Proof. Let I = (u1, . . . , um) and J = (v1, . . . , vt). Then I ∩ J = (lcm(ui, vj)), where
1 ≤ i ≤ m and 1 ≤ j ≤ t. Therefore (I ∩ J)p = (lcm(ui, vj)
p) = (lcm(upi , v
p
j )) =
Ip ∩ Jp.
We recall that a monomial ideal I ⊂ S is an irreducible monomial ideal if and
only if there exists a subset A ⊂ [n] and for each i ∈ A an integer ai > 0 such that
I = (xaii : i ∈ A), see [54, Theorem 5.1.16]. It is known that for each monomial
ideal I there exists a decomposition I =
r⋂
i=1
Ji such that Ji are irreducible monomial
ideals, see [54, Theorem 5.1.17].
Corollary 2.2.6. Suppose J1, . . . , Jr are monomial ideals in the polynomial ring S,
and I =
r⋂
i=1
Ji. Then I
p =
r⋂
i=1
Jpi . In particular the minimal prime ideals of I
p are
of the form (xi1,t1 , . . . , xik,tk), with ir 6= is for r 6= s.
Next we show that if I ⊂ S is a monomial ideal and Ip the polarization of I,
then |F (Γ(I))| = |F (Γ(Ip))|. First we notice the following:
Lemma 2.2.7. Let I ⊂ S be an irreducible monomial ideal and Ip the polarization
of I. Furthermore, let F and F p be the sets of facets of Γ(I) and Γ(Ip), respectively.
Then there exists a bijection between F and F p.
Proof. By [54, Theorem 5.1.16] there exists a subset A ⊂ [n] and for each i ∈ A an
integer ai > 0 such that I = (x
ai
i : i ∈ A). We may assume A = [k] for some k ≤ n.
In this case Γ(I) = Γ(m), where
m(i) =
{
ai − 1, if i ∈ [k],
∞, otherwise,
and a ∈ F if and only if a ≤ m and a(i) =∞ for i > k. We have
Ip = (
a1∏
j=1
x1,j,
a2∏
j=1
x2,j , . . . ,
ak∏
j=1
xk,j),
and we know that the facets in F p correspond to the minimal prime ideals of Ip.
Indeed, if a ∈ F p is a facet of Γp, then Pa = (xi : a(i) = 0) is a minimal prime ideal
of Ip. Each minimal prime ideal of Ip is of the form (x1,t1 , . . . , xk,tk), with ti ≤ ai.
Now we define
θ : F → F p, a 7→ a¯
as follows: if k < i ≤ n, then a¯(ij) =∞ for all j, and if i ∈ [k] we have a(i) = ti < ai,
and we set
a¯(ij) =
{
0, if j = ti + 1,
∞, otherwise.
30 Pretty clean monomial ideals and polarizations
Obviously a¯ ∈ F p, since Pa¯ = (x1,t1+1, . . . , xk,tk+1) is a minimal prime ideal of
Ip, and it is also clear that θ is an injective map.
Let a¯ ∈ F p. Then a¯ corresponds to the minimal prime ideal Pa¯ = (x1,t1 , . . . , xk,tk),
where ti ≤ ai. Therefore if k < i ≤ n, we have a¯(ij) = ∞ for all j, and if i ∈ [k],
then
a¯(ij) =
{
0, if j = ti,
∞, otherwise.
Let a ∈ Nn∞ be the following:
a(i) =
{
ti − 1, if i ∈ [k],
∞, otherwise,
then a is a facet in F , since a ≤ m and infpt(a) = n− k = infpt(m), and moreover
θ(a) = a¯.
Now let I = (u1, . . . , um) ⊂ S be a monomial ideal and let D ⊂ [n] be the set of
elements i ∈ [n] such that xi divides uj for at least one j = 1, . . . , m. Then we set
ri = max{t : x
t
i divides uj at least for one j ∈ [m]}
if i ∈ D and ri = 1, otherwise. Moreover we set r =
n∑
i=1
ri.
Note that I has a decomposition I =
t⋂
i=1
Ji where the ideals Ji are irreducible
monomial ideals. In other words, each Ji is generated by pure powers of some of the
variables. Then Ip =
t⋂
i=1
Jpi is an ideal in the polynomial ring
T = K[x1,1 . . . , x1,r1 , x2,1 . . . , . . . , xn,1, . . . , xn,rn]
in r variables.
We denote by Γ, Γp, Γi and Γ
p
i the multicomplexes associated to I, I
p, Ji and
Jpi , respectively, and by F , F
p, Fi and F
p
i the sets of facets of Γ, Γ
p, Γi and Γ
p
i ,
respectively.
It is clear that F ⊂
t⋃
i=1
Fi since Γ =
t⋃
i=1
Γi, and also that F
p ⊂
t⋃
i=1
F pi . Each Γi
has only one maximal facet, say mi, and mi(k) ≤ rk − 1 if mi(k) 6=∞.
Let A ⊂ Nn∞ be the following set:
A = {a ∈ Nn∞ : a(i) < ri if a(i) 6=∞}.
We define the map
β : A→ {0,∞}r, a 7→ a¯
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as follows: if a(i) = ∞, then a¯(ij) = ∞ for all j, and if a(i) = e where e ≤ ri − 1,
then
a¯(ij) =
{
0, if j = e+ 1,
∞, otherwise.
Proposition 2.2.8. With the above assumptions and notation the restriction of the
map β to F is a bijection from F to F p.
Proof. First of all we want to show that a¯ ∈ F p. Indeed, a ∈ F ⊂
t⋃
i=1
Fi. Therefore
there exists an integer j ∈ [n] such that a ∈ Fj , and since the restriction of β to Fj
is the map θ defined in Lemma 2.2.7, it follows that a¯ ∈ F pj . Therefore there exists
a subset {j1, . . . , js} ⊂ [n] and positive integers tk with tk ≤ rjk for k = 1, . . . , s
such that Pa¯ = (xj1,t1, . . . , xjs,ts). It is clear that Pa¯ is a prime ideal which contains
Ip and β(a) = a¯, where
a(i) =
{
tk − 1, if i = jk for some k,
∞, otherwise.
Now a¯ ∈ F p if and only if Pa¯ ∈ Min(I
p). Assume Pa¯ 6∈ Min(I
P ). Then there is a
prime ideal Q ∈ Min(Ip) such that Q ⊂ Pa¯. Suppose Q = (xi1,e1, . . . , xih,eh). Then
{i1, . . . , ih} ⊂ {j1, . . . , js} and {e1, . . . , eh} ⊂ {t1, . . . , ts}. On the other hand, since
Q is a minimal prime ideal of Ip =
⋂t
i=1 J
p
i , there exists an integer e ∈ [t] such that
Q is one of the minimal prime ideals of
Jpe = (x
b1
i1
, . . . , xbhih )
p.
It follows that 1 ≤ ei ≤ bi for i = 1, . . . , h. Therefore there exists b ∈ Fe with
b(i) =
{
ek − 1, if i ∈ {i1, . . . , ih},
∞, otherwise.
This implies that a < b ≤ me, and infpt(a) < infpt(b) = infpt(me), a contradiction.
Next we show that β is injective: let a, b ∈ F and a 6= b. Then there exists an
integer i such that a(i) 6= b(i). We have to show a¯ 6= b¯. We consider different cases:
(i) If a(i) = 0, and b(i) 6= 0, then b¯(i1) =∞ and a¯(i1) = 0.
(ii) If a(i) =∞, and b(i) = t− 1 where t 6=∞, then a¯(it) =∞ and b¯(it) = 0.
(iii) Suppose 0 < t−1 = a(i) 6=∞. If b(i) = 0, then we have case (i). If b(i) =∞
then we have case (ii). Finally if 0 < s− 1 = b(i) 6=∞, then t 6= s since a(i) 6= b(i)
and hence a¯(it) = 0 and b¯(it) =∞.
In all cases it follows that a¯ 6= b¯.
Finally we show that β is surjective: let a¯ ∈ F p ⊂
t⋃
i=1
F pi be any facet of Γ
p.
Then there exists an integer i ∈ [t] such that a¯ ∈ F pi . Therefore Pa¯ is a minimal
prime ideal of
Jpi = (x
a1
i1
, . . . , xakik )
p,
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and hence there exists ti ≤ ai such that Pa¯ = (xi1,t1, . . . , xik ,tk). Therefore
a¯(ij) =
{
0, if i = ir and j = tr for some r ∈ [k],
∞, otherwise.
By our definition we have a¯ = β(a), where a ∈ A with
a(i) =
{
tr − 1, if i = ir ∈ {i1, . . . , ik},
∞, otherwise.
It will be enough to show that a ∈ F . Since a¯ ∈ F pi and the restriction of β to
Fi is a bijection from Fi to F
p
i , it follows that a ∈ Fi. If a 6∈ F , then there exists
some j 6= i, such that a ≤ mj , and infpt(a) < infpt(mj). Therefore there exists an
element b ∈ Fj , such that b(i) = a(i) for all i with b(i) 6= ∞. This implies that
a < b, and infpt(a) < infpt(b) = infpt(mj). It follows from the definition of the map
β that a¯ < b¯, and that Pb¯ is a prime ideal with I
p ⊂ Pb¯ $ Pa¯, a contradiction.
Now let I ⊂ S be a monomial ideal and Ip ⊂ T be the polarization of I.
Furthermore let
π : T −→ S, xi,j 7→ xi.
be the epimorphism which attached to the polarization. Note that
ker(π) = (x1,1 − x1,2, . . . , x1,1 − x1,r1 , . . . , xn,1 − xn,2, . . . , xn,1 − xn,rn)
where ri is the number of variables of the form xi,j which are needed for polarization.
Set
y := x1,1 − x1,2, . . . , x1,1 − x1,r1 , . . . , xn,1 − xn,2, . . . , xn,1 − xn,rn,
then y is a sequence of linear forms in T .
Proposition 2.2.9. Let I ⊂ S be a monomial ideal and Ip be the polarization of I.
Assume that T/Ip is clean. Then there exists a clean filtration
G : Ip = J0 ⊂ J1 ⊂ · · · ⊂ Jr = T
of Ip such that
F : I = I0 ⊂ I1 ⊂ · · · ⊂ Ir = S
the specialization of G, that is, π(Ji) = Ii for all i, is a pretty clean filtration of I
with Ik/Ik−1 ∼= S/π(Qk), where T/Qk ∼= Jk/Jk−1.
Proof. For each k ∈ [r] the S-module Ik/Ik−1 is a cyclic module since Jk/Jk−1 is
cyclic for all k. Let Ik/Ik−1 ∼= S/Lk, where Lk is a monomial ideal in S. It is
clear that π(Qk) ⊂ Lk. Indeed, Qk = Jk−1 : uk, where Jk = (Jk−1, uk) and where
Jk/Jk−1 ∼= T/Qk. If v ∈ Qk, then vuk ∈ Jk−1. It follows that π(vuk) = π(v)π(uk) ∈
π(Jk−1) = Ik−1, and hence π(v) ∈ Ik−1 : π(uk) = Lk.
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We want to show that π(Qk) = Lk. S and T are standard graded with deg(xi) =
deg(xi,j) = 1 for all i and j, and G is a graded prime filtration of I
p. Therefore F is
a graded filtration of I, and we have the following isomorphisms of graded modules
Ji/Ji−1 ∼= T/Qi(−ai) and Ii/Ii−1 ∼= S/Li(−ai), where ai = deg(ui) = deg(π(ui)).
The filtrations G and F yield the following Hilbert series of T/IP and S/I:
Hilb(T/Ip) =
r∑
i=1
Hilb(T/Qi)t
ai and Hilb(S/I) =
r∑
i=1
Hilb(S/Li)t
ai .
Since y is a regular sequence of linear forms on T/Ip and on T/Qi for each i ∈ [r],
we have
Hilb(S/I) = (1− t)l Hilb(T/Ip) = (1− t)l
r∑
i=1
Hilb(T/Qi)t
ai
=
r∑
i=1
(1− t)l Hilb(T/Qi)t
ai =
r∑
i=1
Hilb(S/π(Qi))t
ai ,
where l = |y|.
On the other hand, since π(Qi) ⊂ Li, we have the coefficientwise inequality
Hilb(S/Li) ≤ Hilb(S/π(Qi)), in other words, dimK(S/Li)j ≤ dimK(S/π(Qi))j for
all j, and equality holds if and only if Li = π(Qi). Therefore we have
Hilb(S/I) =
r∑
i=1
Hilb(S/π(Qi))t
ai ≥
r∑
i=1
Hilb(S/Li)t
ai = Hilb(S/I).
It follows that Li = π(Qi) is a prime ideal for i = 1, . . . , r.
We know that Γp the multicomplex associated to Ip is shellable, since T/Ip is
clean. Therefore we may assume that G is obtained from a shelling of Γp. Also
by [29, Corollary 10.7] and its proof we may assume that µ(Qi) ≥ µ(Qi−1) for all
i ∈ [r], where µ(Qi) is the number of generators of Qi. Since by Corollary 2.2.6
each Qi is of the form (xi1,t1 , . . . , xik,tk) with ir 6= is for r 6= s, it follows that
µ(Qi) = µ(π(Qi)) = µ(Li). Therefore µ(Li) ≥ µ(Li−1) for all i. This implies that F
is a pretty clean filtration of S/I.
As the main result of this section we have
Theorem 2.2.10. Let I ⊂ S = K[x1, . . . , xn] be a monomial ideal and I
p its polar-
ization. Then the following are equivalent
(a) I is pretty clean.
(b) Ip is clean.
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Proof. (a) ⇒ (b): Assume I is pretty clean. Then the multicomplex Γ associated
with I is shellable. Let a1, . . . , ar be a shelling of Γ, and
F : I = I0 ⊂ I1 ⊂ . . . ⊂ Ir = S
the pretty clean filtration of I which is obtain from this shelling, i.e, Ii =
r−i⋂
k=1
I(Γ(ak)).
Let Fp be the polarization of F . By Proposition 2.2.4, Fp is a prime filtration of Ip
with ℓ(F) = ℓ(Fp). Using Proposition 2.2.8 we have
|F (Γp)| = |F (Γ)|.
On the other hand, since I is pretty clean we know that ℓ(F) = |F (Γ)|. Hence we
conclude that
|F (Γp)| = ℓ(Fp).
Therefore, since Min(Ip) = Ass(Ip) ⊂ Supp(Fp), it follows that Min(Ip) = Supp(Fp),
which implies that Ip is clean.
(b)⇒ (a): This follows from Proposition 2.2.9.
Corollary 2.2.11. If I ⊂ S is a monomial ideal which has no embedded prime
ideal, then I is clean if and only if Ip is clean.
As an other consequence we have the following:
Corollary 2.2.12. Let I ⊂ S be a monomial ideal. Then the following are equiva-
lent:
(a) S/I is pretty clean;
(b) There exists a prime filtration
F : I = I0 ⊂ I1 ⊂ · · · ⊂ Ir = S where Ij/Ij−1 ∼= S/Pj
of S/I such that µ(Pi) ≥ µ(Pi+1) for all i = 0, . . . , r − 1.
2.3 Cohen–Macaulay monomial ideals of codimension 2
In this section we show that all Cohen–Macaulay monomial ideals of codimension 2
are clean. To end this we need the following result.
Proposition 2.3.1. Let I ⊂ S be a monomial complete intersection ideal. Then
S/I is clean.
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Proof. LetG(I) = {u1, . . . , um} be the unique minimal set of monomial generators of
I. By our assumption, u1, . . . , um is a regular sequence. This implies that supp(ui)∩
supp(uj) = ∅ for all i 6= j.
It follows from the definition of the polarization of a monomial ideal (see 2.2),
that for the polarized ideal Ip = (up1., . . . , u
p
m) one again has supp(u
p
i )∩supp(u
p
j) = ∅
for all i 6= j.
Thus J = Ip ⊂ T is a squarefree monomial ideal generated by the regular
sequence of monomials v1, . . . , vm with vi = u
p
i for all i.
Let ∆ be the simplicial complex on vertex set [t], (t is the number of variables
in T ) whose Stanley-Reisner ideal I∆ is equal to J . The Alexander dual ∆
∨ of
∆ is defined to be the simplicial complex whose faces are {[t] \ F : F 6∈ ∆}. The
Stanley-Reisner ideal of ∆∨ is minimally generated by all monomials xi1 · · ·xik where
(xi1 , . . . , xik) is a minimal prime ideal of I∆.
In our case it follows that I∆∨ is minimally generated by the monomials of the
form xi1 . . . xim where xij ∈ supp(vj) for j = 1, . . . , m. Thus we see that I∆∨ is the
matroidal ideal of the transversal matroid attached to the sets supp(v1), . . . , supp(vm),
see [11, Section 5]. In [32, Lemma 1.3] and [11, Section 5] it is shown that any poly-
matroidal ideal has linear quotients, and this implies that ∆ is a shellable simplicial
complex, see for example [28, Theorem 1.4]. Hence by the theorem of Dress 1.4.4,
T/I∆ is clean. Hence by Theorem 2.2.10 we conclude that S/I is pretty clean. Since
all prime ideals in a pretty clean filtration of S/I are associated prime ideals of S/I
(see [29, Corollary 3.4]) and since S/I is Cohen-Macaulay, the prime ideals in the
filtration are minimal. Hence S/I is clean.
Corollary 2.3.2. Let I ⊂ S be a monomial ideal with depthS/I ≥ n − 1. Then
S/I is pretty clean.
Proof. The assumption implies that I is a principal ideal. Thus the assertion follows
from Proposition 2.3.1.
With the same techniques as in the proof of Proposition 2.3.1 we can show the
following:
Proposition 2.3.3. Let I ⊂ S be a monomial ideal which is perfect and of codi-
mension 2. Then S/I is clean.
Proof. We will show that the polarized ideal Ip defines a shellable simplicial complex.
Then, as in the proof of Proposition 2.3.1, it follows that S/I is clean. Note that
Ip is a perfect squarefree monomial ideal of codimension 2. Let ∆ be the simplicial
complex defined by Ip. By the Eagon–Reiner theorem [15] and a result of Terai [52],
the ideal I∆∨ has a 2-linear resolution. Now we use the fact, proved in [27, Theorem
3.2], that an ideal with 2-linear resolution has linear quotients which in turn implies
that ∆ is shellable, as desired.
Combining the preceding results with Lemma 2.1.4 we conclude the following:
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Corollary 2.3.4. Let I ⊂ S be a monomial ideal. If n ≤ 4 and S/I is Cohen-
Macaulay, then S/I is clean.
2.4 Gorenstein monomial ideals of codimension 3
As the main result of this section we will show
Theorem 2.4.1. Each Gorenstein monomial ideal of codimension 3 is clean.
The proof of this result is based on the following structure theorem that can be
found in [8].
Theorem 2.4.2. Let I ⊂ S be a monomial Gorenstein ideal of codimension 3. Then
|G(I)| is an odd number, say |G(I)| = 2m + 1, and there exists a regular sequence
of monomials u1, . . . u2m+1 in S such that
G(I) = {uiui+1 · · ·ui+m−1 : i = 1, . . . , 2m+ 1},
where ui = ui−2m−1 whenever i > 2m+ 1.
First we need to show
Proposition 2.4.3. Let I ⊂ T = K[y1, . . . , yr] be a monomial ideal such that
T/I is (pretty) clean. Let u1, . . . , ur ∈ S = K[x1, . . . , xn] be a regular sequence of
monomials, and let ϕ : T → S be the K-algebra homomorphism with ϕ(yj) = uj for
j = 1, . . . , r. Then S/ϕ(I)S is (pretty) clean.
Proof. Let I = I0 ⊂ I1 ⊂ · · · ⊂ Im = T be a pretty clean filtration F of T/I with
Ik/Ik−1 = T/Pk for all k.
Observe that the K-algebra homomorphism ϕ : T → S is flat, since u1, . . . , ur is
a regular sequence. Hence if we set Jk = ϕ(Ik)S for k = 1, . . . , m, then we obtain
the filtration ϕ(I)S = J0 ⊂ J1 ⊂ · · · ⊂ Jm = S with Jk/Jk−1 ∼= S/ϕ(Pk)S.
Suppose Pk = (yi1 , . . . , yik), then ϕ(Pk)S = (ui1, . . . , uik). In other words,
ϕ(Pk)S is a monomial complete intersection, and hence by Proposition 2.3.1 we
have that S/ϕ(Pk)S is clean. Therefore there exists a prime filtration Jk = Jk0 ⊂
Jk1 ⊂ · · · ⊂ Jkrk = Jk+1 such that Jki/Jki−1
∼= S/Pki where Pki is a minimal prime
ideal of ϕ(Pk)S. Since ϕ(Pk)S = (ui1, . . . , uitk )S is a complete intersection, all
minimal prime ideals of ϕ(Pk) have height tk.
Composing the prime filtrations of the Jk/Jk−1, we obtain a prime filtration of
S/ϕ(I)S. We claim that this prime filtration is (pretty) clean. In fact, let Pki
and Pℓj be two prime ideals in the support of this filtration. We have to show: if
Pki ⊂ Pℓj for k < ℓ, or Pki ⊂ Pℓj for k = ℓ and i < j, then Pki = Pℓj . In case
k = ℓ, we have height(Pki) = height(Pℓj ) = tk, and the assertion follows. In case
k < ℓ, by using the fact that F is a pretty clean filtration, we have that Pk = Pℓ
or Pk 6⊂ Pℓ. In the first case, the prime ideals Pki and Pℓj have the same height,
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and the assertion follows. In the second case there exists a variable yg ∈ Pk \ Pℓ.
Then the monomial ug belongs to ϕ(Pk)S but not to ϕ(Pℓ)S. This implies that Pki
contains a variable which belongs to the support of ug. However this variable cannot
be a generator of Pℓj , because the support of ug is disjoint of the support of all the
monomial generators of ϕ(Pℓ)S. This shows that Pki 6⊂ Pℓj .
Corollary 2.4.4. Let ∆ be a shellable simplicial complex and I∆ ⊂ T = K[y1, . . . , yr]
its Stanley-Reisner ideal. Furthermore, let u1, . . . , ur ⊂ S = K[x1, . . . , xn] be a reg-
ular sequence of monomials, and let ϕ(yi) = ui for i = 1, . . . , r. Then S/ϕ(I∆)S is
clean.
Proof. By Theorem 1.4.4 the ring T/I∆ is clean. Therefore, S/ϕ(I∆)S is again clean,
by Proposition 2.4.3.
Proof of Theorem 2.4.1. Let ∆ be the simplicial complex whose Stanley-Reisner
ideal
I∆ ⊂ T = K[y1, . . . , y2m+1]
is generated by the monomials yiyi+1 · · · yi+m−1, i = 1, . . . , 2m+1, where yi = yi−2m−1
whenever i > 2m + 1, and let u1, . . . , u2m+1 ⊂ S = K[x1, . . . , xn] be the regular
sequence given in Theorem 2.4.1. Then we have I = ϕ(I∆)S where ϕ(yj) = uj for
all j. Therefore, by Corollary 2.4.4, it suffices to show that ∆ is shellable.
Identifying the vertex set of ∆ with [2m + 1] = {1, . . . , 2m + 1} and observing
that I∆ is of codimension 3, it is easy to see that F ⊂ [2m+1] is a facet of ∆ if and
only if F = [2m+ 1] \ {a1, a2, a3} with
a2 − a1 < m+ 1, a3 − a2 < m+ 1, a3 − a1 > m.
We denote the facet [2m+ 1] \ {a1, a2, a3} by F(a1, a2, a3)
We will show that ∆ is shellable with respect to the lexicographic order. Note
that F(a1, a2, a3) < F(b1, b2, b3) in the lexicographic order, if and only if either
b1 < a1, or b1 = a1 and b2 < a2, or a1 = b1, a2 = b2 and b3 < a3.
In order to prove that ∆ is shellable we have to show: if F = F(a1, a2, a3) and
G = F(b1, b2, b3) with F < G, then there exists c ∈ G \ F and some facet H such
that H < G and G \H = {c}.
We know that |G \F | ≤ 3. If |G \F | = 1, then there is nothing to prove. In the
following we discuss the cases |G \ F | = 2 and |G \ F | = 3. The discussion of these
cases is somewhat tedious but elementary. For the convenience of the reader we list
all the possible cases.
Case 1: |G \ F | = 2.
(i) If b1 = a1 < b2 < a2, then we choose H = (G \ {a2}) ∪ {b2}.
(ii) If b1 < b2 = a1 or b1 < b2 < a1 < a2 = b3 < a3, then we choose H =
(G \ {a3}) ∪ {b1}.
(iii) If b1 < a1 < b2 < a2 = b3 < a3, we consider the following two subcases:
38 Monomial ideals of forest type
for a3 − b2 < m+ 1, we choose H = (G \ {a3}) ∪ {b3}.
for a3 − b2 ≥ m+ 1, we choose H = (G \ {a3}) ∪ {b1}.
(iv) If b1 < a1 < a2 = b2 < b3 < a3, then we choose H = (G \ {a3}) ∪ {b3}.
(v) If b1 < a1 < a2 = b2 < a3 < b3 or b1 < a1 < a2 < a3 = b2 < b3, then we
choose H = (G \ {a1}) ∪ {b1}.
Case 2: |G \ F | = 3.
(i) If b1 < a1 < a2 < a3 < b3, then we choose H = (G \ {a1}) ∪ {b1}.
(ii) If b1 < b2 < b3 < a1 < a2 < a3 or b1 < b2 < a1 < a2 < a3 and a1 < b3, then
we choose H = (G \ {a1}) ∪ {b2}.
(iii) If b1 < a1 < b2 < b3 < a2 < a3, then we choose H = (G \ {a2}) ∪ {b3}.
(iv) If b1 < a1 < b2 < a2 < b3 < a3, we consider the following two subcases:
for a3 − b2 < m+ 1, we choose H = (G \ {a3}) ∪ {b3}.
for a3 − b2 ≥ m+ 1, we choose H = (G \ {a3}) ∪ {b1}.
(iv) If b1 < a1 < a2 < b2 < b3 < a3, then we choose H = (G \ {a3}) ∪ {b3}.
Combining the result of Theorem 2.4.1 with Corollary 2.3.2, Proposition 2.3.3
and the result of Apel [6, Corollary 3] we obtain
Corollary 2.4.5. Let I ⊂ S be monomial ideal. If n ≤ 5 and S/I is Gorenstein,
then S/I clean.
2.5 Monomial ideals of forest type
Let ∆ be a simplicial complex with F(∆) = {F1, . . . , Ft}. Recall from preliminaries
that a facet Fi is called a leaf of ∆ if Fi is the only facet of ∆, or there exists a
facet Fj , j 6= i such that Fi ∩ Fk ⊆ Fi ∩ Fj for any k 6= i. The facet Fj is called a
branch of Fi. A simplicial complex ∆ is called a forest if any subcomplex Γ of ∆, i.e
F(Γ) ⊂ F(∆), has a leaf. It is easy to see that if Fi is a leaf of ∆ and Fj a branch
of Fi, then gcd(xFi, xFk)| gcd(xFi, xFj ) for any k 6= i, where xF =
∏
i∈F xi.
In this section we study a class of monomial ideals which are pretty clean. This
class is a generalization of the class of facet ideals of forests.
Let I ⊂ S be a squarefree monomial ideal. There is a unique simplicial complex
∆ such that I = I(∆). Now we generalize the definition of the facet ideal of a forest
to any monomial ideal. Let I be a monomial ideal with G(I) = {u1, . . . , um}. A
variable xi is called a free variable of I if there exists a t ∈ [m] such that xi | ut
and xi 6 |uj for any j 6= t. A monomial ut is called a leaf of G(I) if ut is the only
generator of I, or there exists a j ∈ [m], j 6= t such that gcd(ut, ui) | gcd(ut, uj) for
all i 6= t. In this case uj is called a branch of ut. We say that I is a monomial ideal
of forest type if any subset of G(I) has a leaf.
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Notice that if u, v are two monomials, then
gcd(u, v)p = gcd(up, vp),
where up denote the polarization of u. The following follows immediately from the
definitions.
Lemma 2.5.1. Let I = (u1, . . . , um) be a monomial ideal. Then I is a monomial
ideal of forest type if and only if Ip = (up1, . . . , u
p
m) is a facet ideal of some forest ∆.
Then it is clear that if I is a monomial ideal of forest type, then Ip has a free
variable.
Let (X1, X2) = ({xi1 , . . . , xir}, {xj1, . . . , xjs}), where X1, X2 are subsets of X =
{x1, . . . , xn} and X1 ∩X2 = ∅. Let I be a monomial ideal in S = K[x1, . . . , xn]. As
in [53] we define the minor of I with respect to (X1, X2) to be the ideal I(X1,X2) ⊂
K[X \ X1 ∪X2] obtained from I by setting xik = 0 and xjl = 1 for k = 1, . . . , r
and l = 1, . . . , s. In particular, I(∅,∅) = I. One says that the ideal I has the free
variable property if all minors of I have free variables. The following lemma is a
generalization of [17, Lemma 4.5] to any monomial ideal of forest type.
Lemma 2.5.2. Let I be a monomial ideal of forest type and X ′ = {xj1 , . . . , xjs} a
subset of X. Then I(∅,X′) is again a monomial ideal of forest type.
Proof. We only need to prove that I(∅,{xj1}) is a monomial ideal of forest type. Hence
we may assume that X ′ = {xi}. Let G(I) = {u1, . . . , um}. We write uj = u¯jx
aj
i ,
where aj ≥ 0 and xi ∤ u¯j for j = 1, . . . , m. Let A be any subset of G(I(∅,X′)).
Consider the subset A′ = {uj : u¯j ∈ A} of G(I). Since I is a monomial ideal of
forest type, A′ has a leaf up. This means that there exists a uk ∈ A
′ such that
gcd(up, uq) | gcd(up, uk) for all uq ∈ A
′ with q 6= p.
Let gcd(up, uq) = vqx
aq
i and gcd(up, uk) = vkx
ak
i , where vq, vk are monomials and
xi 6 |vq, xi 6 |vk. Then gcd(u¯p, u¯q) = vq which divides gcd(u¯p, u¯k) = vk for all u¯q ∈ A
with q 6= p. Hence u¯p is a leaf of A.
Now we recall the following fact from [38].
Lemma 2.5.3. Let K ⊂ S be a monomial ideal and u a monomial in S which is
regular over S/K. Then S/K is pretty clean if and only if S/(K, u) is pretty clean.
The following proposition is crucial for proving one of the main results of this
section.
Proposition 2.5.4. Let I ⊂ S be a monomial ideal with G(I) = {u1, . . . , um−1, u¯mx
t
j}
where xj is a free variable of I. If I(∅,{xj}) and I({xj},∅) are pretty clean, then I is
pretty clean.
40 Monomial ideals of forest type
Proof. We denote I(∅,{xj}) = (u1, . . . , um−1, u¯m) and I({xj},∅) = (u1, . . . , um−1) by J
and K respectively. It is easy to see that J/I = (I, u¯m)/I ∼= S/(I : u¯m) = S/(K, x
t
j).
Since S/K is pretty clean, by Lemma 2.5.3 J/I is also pretty clean. Let F1 : I =
I0 ⊂ I1 ⊂ · · · ⊂ Ir = J be a pretty clean filtration of J/I with Ii/Ii−1 ∼= S/Pi. Then
by [29, Corollary 3.4] Supp(F1) = Ass(J/I) = Ass(S/(K, x
t
j)). Hence xj ∈ Pi for
i = 1, . . . , r.
By our assumption S/J is pretty clean. Let F2 : J = Ir ⊂ Ir+1 ⊂ · · · ⊂ Ir+s = S
be a pretty clean filtration of S/J with Ir+i/Ir+i−1 ∼= S/Pr+i. Then Pr+i ∈ Ass(S/J).
Hence xj 6∈ Pr+i for i = 1, . . . , s.
Combining the prime filtrations F1 and F2 we get the prime filtration
F : I = I0 ⊂ · · · ⊂ Ir = J ⊂ Ir+1 ⊂ · · · ⊂ Ir+s = S
of S/I. Since xj ∈ Pi for i = 1, . . . , r and xj 6∈ Pr+i for i = 1, . . . , s, one has
Pi * Pr+t for any i ∈ [r] and any t ∈ [s]. Therefore F is a pretty clean filtration of
S/I since F1 and F2 are pretty clean filtrations.
Combining Proposition 2.5.4 with Lemma 2.5.2, we get the following theorem.
Theorem 2.5.5. If I ⊂ S is a monomial ideal of forest type, then S/I is pretty
clean.
Proof. Let Ip ⊂ T be the polarization of I. Then by Lemma 2.5.1 Ip is a monomial
ideal of forest type. By Theorem 2.2.10 S/I is pretty clean if and only if T/Ip is
clean. Therefore we may assume that I is squarefree. We use induction on n the
number of variables to prove the assertion. Let G(I) = {u1, . . . , um} and let xi
be a free vertex of I. We may assume that um = u¯mx
a
i with a > 0. By Lemma
2.5.2, the ideal J = (u1, . . . , um−1, u¯m) is a monomial ideal of forest type. It is
clear that K = (u1, . . . , um−1) is also a monomial ideal of forest type. By induction
hypothesis S/J and S/K are pretty clean. Therefore by Proposition 2.5.4, S/I is
pretty clean.
It follows from [29, Corollary 4.3] that if S/I is pretty clean, then S/I is sequen-
tially Cohen–Macaulay. Therefore we have the following corollary, which generalizes
the main result of Faridi [18].
Corollary 2.5.6. If I ⊂ S is a monomial ideal of forest type, then S/I is sequen-
tially Cohen–Macaulay.
The notion of good leaf was introduced in the thesis of Zheng [58]. A leaf F of a
simplicial complex ∆ is called a good leaf if F is a leaf of each subcomplex Γ of ∆ to
which F belongs. Equivalently, F is a good leaf of ∆ if the collection of sets F ∩G
with G ∈ F(∆) is totally ordered with respect to inclusion. Let ∆ be a simplicial
complex and I(∆) its facet ideal. We say that xF is a good leaf of I(∆) if F is a
good leaf of ∆. An order F1, . . . , Ft of the facets of ∆ is called a good leaf order if
Fi is a good leaf of the subcomplex 〈F1, . . . , Fi〉 for i = 1, . . . , t. It is obvious that
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if F1, . . . , Ft is a good leaf order, then ∆ = 〈F1, . . . , Ft〉 is a forest. It was shown
in [26, Corollary 3.4] that any forest has a good leaf order. Therefore a simplicial
complex ∆ is a forest if and only if it has a good leaf order. The notion of good leaf
and good leaf order naturally can be extended to any monomial ideal.
Let I be a monomial ideal with the minimal set of generators G(I). A leaf
u of G(I) is a good leaf if u is a leaf of each subset of G(I) to which u belongs.
Equivalently, u is a good leaf of G(I) if the collection of monomials gcd(u, v) with
v ∈ G(I) is totally ordered with respect to divisibility. An order u1, . . . , um of
monomials in G(I) is a good leaf order of G(I) if ui is a good leaf of G(Ii) for
i = 1, . . . , m, here Ii = (u1, . . . , ui).
Lemma 2.5.7. Let I = (u1, . . . , um) be a monomial ideal and I
p = (up1, . . . , u
p
m) its
polarization. Then u1, . . . , um is a good leaf order of I if and only if u
p
1, . . . , u
p
m is a
good leaf order of Ip.
As a consequence of Lemma 2.5.1, Lemma 2.5.7 and [26, Corollary 3.4] we get
the following:
Corollary 2.5.8. Any monomial ideal of forest type has a good leaf order.
It is easy to see that if u1, . . . , um is a good leaf order of G(I), then I is a
monomial ideal of forest type. Using Corollary 2.5.8 it follows immediately that a
monomial ideal I is of forest type if and only if G(I) admits a good leaf order.
A sequence of monomials u1, . . . , ur in a set of indeterminates X = {x1, . . . , xn}
is said to be an M-sequence if for all 1 ≤ i < j ≤ r there exists a new numbering of
the variables that appear in ui such that if ui = x
a1
i1
· · ·xasis and xik |uj for some k ≤ s,
then xakik · · ·x
as
is |uj. Notice that the new numbering of variables may depend on the
index i. This notion was introduced in [10]. It is easy to see that if u1, . . . , uu is an
M-sequence, then any subsequence of it in the same order is again an M-sequence.
Proposition 2.5.9. Let I = (u1, . . . , um) be a monomial ideal. If u1, . . . , um is an
M-sequence, then um, . . . , u1 is a good leaf order of I and hence I is a monomial
ideal of forest type.
Proof. It is enough to show that u1 is a good leaf of I. Since u1, . . . , um is an M-
sequence, there is a new numbering of variables which appear in u1 such that if
u1 = x
a1
1 x
a2
2 · · ·x
at
t , then gcd(u1, ui) = x
aji
ji
· · ·xatt for all i = 2, . . . , m. Therefore
the set of monomials gcd(u1, ui), i = 2, . . . , m is totally ordered with respect to
divisibility. This implies that u1 is a good leaf of I.
The following example shows that the converse of Proposition 2.5.9 is not true
in general.
Example 2.5.10. Let I = (x2yz3, x3y2z). Then I is a monomial ideal of forest type
and x2yz3, x3y2z is a good leaf order. But I is not generated by an M-sequence.
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However it was shown in [58, Proposition 3.11] that if F1, . . . , Ft is a good leaf or-
der of a forest ∆, then xFt , . . . , xF1 is anM-sequence. If we combine [58, Proposition
3.11] with Proposition 2.5.9 we get
Theorem 2.5.11. Let I be a squarefree monomial ideal. Then I is generated by an
M-sequence if and only if I is the facet ideal of a forest ∆.
Now we introduce a class of monomial ideals. Then we will show that this class
is contained in the class of monomial ideals of forest type. Let I be the class of
monomial ideals with the following properties:
(a) any irreducible monomial ideal is in I;
(b) if I ∈ I, then I has a free variable;
(c) if xi is a free variable of I, then I ∈ I if and only if the minors I(∅,{xi}) and
I({xi},∅) are in I.
It is obvious that if a monomial ideal I has free variable property, then I ∈ I.
Moreover we have the following:
Theorem 2.5.12. Let I ⊂ S be a monomial ideal. Then we have
(i) I has free variable property if and only if I ∈ I.
(ii) If I ∈ I, then I is a monomial ideal of forest type;
Proof. (i): This is obvious.
(ii): We show that I is a monomial ideal of forest type by using induction on the
number of variables n which appear in I. The case n = 1 is clear. Let n > 1. Since
I ∈ I, we may assume that G(I) = {u1, . . . , um}, where um = u¯mx
a
t and xt is a free
variable of I. Since the ideals J = (u1, . . . , um−1, u¯m) and K = (u1, . . . , um−1) are
in I with less variables, by induction hypothesis J and K are monomial ideals of
forest type. Let A be any subset of G(I). If um 6∈ A, then A ⊂ G(K). Hence it has
a leaf. If um ∈ A and u¯m | uj for some uj ∈ A and j 6= m, then gcd(um, uj) = u¯m
and gcd(um, ui) | u¯m for any i 6= m. This means that um is a leaf of A. Now
we may assume that um ∈ A and u¯m ∤ uj for any uj ∈ A and j 6= m. Then
A′ = (A \ {um})∪ {u¯m} is a subset of G(J) and hence it has a leaf. Let up be a leaf
of A′. Since xt is a free variable, we have gcd(um, ui) = gcd(u¯m, ui) for any i 6= m.
If up = u¯m, then um is a leaf of A. If up 6= u¯m, then up itself is a leaf of A.
Remark 2.5.13. If I is a squarefree monomial ideal, then the following are equiv-
alent
(i) I is a monomial ideal of forest type;
(ii) I has free variable property ;
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(iii) I ∈ I.
A clutter C with vertex set [n] is a family of subsets of [n], called edges, with the
property that non of them is contained in another. The edge ideal of a clutter C
is defined to be the ideal I(C) = (xC : C is an edge of C), where xC =
∏
i∈C xi. A
clutter is a special kind of hypergraph. A hypergraph H on the vertex set [n] is a
family of subsets of [n]. One may also view a clutter C as the set of facets of some
simplicial complex ∆. In this case, I(C) = I(∆).
In [53], the authors say a clutter C has free vertex property if the edge ideal
I(C) has free variable property. By Theorem 2.5.12 one sees that C has free vertex
property if and only if I(C) is a monomial ideal of forest type. If we consider C to
be the set of facets of some simplicial complex ∆, then C has free vertex property if
and only if ∆ is a forest. In the following we denote by ∆C the simplicial complex
whose Stanley–Reisner ideal is I(C).
As a corollary of Theorem 2.5.12 and Theorem 2.5.5, we obtain the following:
Corollary 2.5.14. ([53, Theorem 5.3]) If the clutter C has the free vertex property,
then S/I(C) is clean, i.e. ∆C is shellable.
Let C be a clutter and ∆ the simplcial complex such that I(C) = I(∆). We say
that the clutter C is a forest if ∆ is a simplcial forest. Up to the order of the vertices
and the order of the edges, a clutter is determined by its incidence matrix and vice
versa. The incidence matrix MC is defined as follows: let 1, . . . , n be the vertices
and C1, . . . , Cm be the edges of the clutter C. Then MC = (eij) is an n×m matrix
with eij = 1 if i ∈ Cj and eij = 0 if i 6∈ Cj. A clutter is called totally balanced if its
incidence matrix has no square submatrix of order at least 3 with exactly two 1’s
in each row and column. It is known that a totally balanced clutter has free vertex
property, see [42, Corollary 83.3a]. On the other hand, in [26, Theorem 3.2], it is
shown that C is a forest if and only if C is totally balanced. These together with
Theorem 2.5.11 and Theorem 2.5.12 imply the following:
Corollary 2.5.15. Let C be a clutter. The following statements are equivalent:
(i) I(C) is generated by an M-sequence;
(ii) C is a forest;
(iii) C is totally balanced;
(iv) C has free vertex property.
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2.6 A new characterization of pretty clean monomial ideals
Let R be a Noetherian ring, andM a finitely generated R-module. For P ∈ Spec(R)
the number multM(P ) = ℓ(H
0
P (MP )) is called the length multiplicity of P with
respect to M where H0P (MP ) is the 0-th local cohomology of MP . Obviously, one
has multM(P ) > 0 if and only if P ∈ Ass(M). Assume now that (R,m) is a local
ring. Recall that the arithmetic degree of M is defined to be
adeg(M) =
∑
P∈Ass(M)
multM(P ) · e(R/P ),
where e(R/P ) is the multiplicity of the associated graded ring of R/P .
First we notice the following
Lemma 2.6.1. Suppose R is a Noetherian ring, and M a finitely generated R-
module. Let
F : 0 = M0 ⊂ M1 ⊂ · · · ⊂Mr = M
be a prime filtration of M with Mi/Mi−1 ∼= R/Pi. Then
multM(P ) ≤ |{i ∈ [r − 1] : Mi+1/Mi ∼= R/P}|
for all P ∈ Spec(R).
Proof. If P 6∈ Ass(M), the assertion is trivial. So now let P ∈ Ass(M). Localizing
at P we may assume that P is the maximal ideal of M .
Now we will prove the assertion by induction on ℓ(F). If ℓ(F)=1, then the
assertion is obviously true. Let ℓ(F) > 1. From the following short exact sequence
0→M1 →M → M/M1 → 0
we get the following long exact sequence
0→ H0P (M1)→ H
0
P (M)→ H
0
P (M/M1)→ . . .
Therefore multM(P ) = ℓ(H
0
P (M)) ≤ ℓ(H
0
P (M1)) + ℓ(H
0
P (M/M1)). By induction
hypothesis
multM/M1(P ) = ℓ(H
0
P (M/M1)) ≤ |{i ∈ [r − 1]\{1} : Mi+1/Mi
∼= R/P}|.
Now consider the following two cases:
(i) If M1 ∼= R/P , then ℓ(H
0
P (M1)) = 1. Therefore
multM(P ) ≤ 1 + multM/M1(P ) ≤ |{i ∈ [r − 1] : Mi+1/Mi
∼= R/P}|.
(ii) If M1 6∼= R/P , then ℓ(H
0
P (M1)) = 0. Hence
multM(P ) ≤ |{i ∈ [r − 1] : Mi+1/Mi ∼= R/P}|.
Clean and pretty clean K-algebras 45
Let S = K[x1, . . . , xn] be the polynomial ring in n variables over the field K. Let
I ⊂ S be a monomial ideal and Γ be the multicomplex associated to I. We denote
the arithmetic degree of S/I by adeg(I). Since e(S/P ) = 1 for all P ∈ Ass(I), it
follows that adeg(I) =
∑
P∈Ass(I)
multI(P ), where multI(P ) = multS/I(P ). By [50,
Lemma 3.3] adeg(I) = | Std(I)|, where Std(I) is the set of standard pairs with
respect to I. Also by [29, Lemma 9.14] | Std(I)| = |F (Γ)|. Since |F (Γ)| = |F (Γp)|,
see Proposition 2.2.8, it follows that adeg(I) = adeg(Ip), where Ip is the polarization
of I and Γp the multicomplex associated to Ip.
In this part we want to show that adeg(I) is a lower bound for the length of any
prime filtration of S/I and the equality holds if and only if S/I is a pretty clean
module.
Lemma 2.6.2. Let I ⊂ S be a monomial ideal and F a prime filtration of I. One
has
(i) adeg(I) ≤ ℓ(F);
(ii) ℓ(F) = adeg(I)⇔ F is a pretty clean filtration of I.
Proof. Part (i) is clear by Lemma 2.6.1.
One direction of (ii) is [29, Corollary 6.4]. For the other direction assume ℓ(F) =
adeg(I) = |F (Γ)| = |F (Γp)|. By Proposition 2.2.4 Fp is a prime filtration of Ip with
ℓ(Fp) = |F (Γp)|= the number of minimal prime ideals of Γp. Therefore Fp is a clean
filtration of Ip, so by Theorem 2.2.10 F is a pretty clean filtration of I.
Combining Lemma 2.6.2 with Theorem 2.2.10 we get
Theorem 2.6.3. Let I ⊂ S be a monomial ideal. Assume Γ is the multicomplex
associated to I and Ip the polarization of I. The following are equivalent:
(a) Γ is shellable;
(b) I is pretty clean;
(c) There exists a prime filtration F of I with ℓ(F) = adeg(I);
(d) Ip is clean;
(e) If △ be the simplicial complex associated to Ip, then △ is shellable.
If R is a Noetherian ring and M a finitely generated R-module with pretty clean
filtration F , then Ass(M) = Supp(F), see [29, Corollary 3.6]. The converse is not
true in general as shown in [29, Example 4.4]. The example given there is a cyclic
module defined by a non-monomial ideal. The following example shows that even
in the monomial case the converse does not hold in general.
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Example 2.6.4. Let S = K[a, b, c, d] be the polynomial ring over the field K, I ⊂ S
the ideal
I = (a, b) · (c, d) · (a, c, d) = (abc, abd, acd, ad2, a2d, ac2, a2c, bcd, bc2, bd2)
and M = S/I. We claim that the module M = S/I is not pretty clean, but that M
has a prime filtration F with Supp(F) = Ass(M).
Note that (a, b) ∩ (c, d) ∩ (a, c, d2) ∩ (a, c2, d) ∩ (a2, b, c, d2) ∩ (a2, b, c2, d) modulo
I is an irredundant primary decomposition of (0) in M .
We see that Ass(M) = {(a, b), (c, d), (a, c, d), (a, b, c, d)}. It is clear that
F : I = I0 ⊂ I1 = (I, ac) ⊂ I2 = (I1, ad) ⊂ I3 = (I2, bd)
⊂ I4 = (I3, bc) ⊂ I5 = (I4, a) ⊂ I6 = (a, b) ⊂ S
is a prime filtration of M with Supp(F) = Ass(M). Indeed I1/I ∼= I2/I1 ∼=
S/(a, b, c, d), I3/I2 ∼= I4/I3 ∼= I6/I5 ∼= S/(a, c, d) and I5/I4 ∼= S/(c, d).
From the above irredundant primary decomposition of I it follows that adeg(I)=6.
But the length of any prime filtration of I is at least 7. Therefore I can not be pretty
clean. In other words, from [29, Corollary 1.2] it follows that D1(M) = ((a, b) ∩
(c, d))/I and that D2(M) = M , where Di(M) is the largest submodule of M with
dim(M) ≤ i, for i = 0, . . . , dim(M). It follows thatD2(M)/D1(M) ∼= S/(a, b)∩(c, d)
is not clean. Knowing now D2(M)/D1(M) is not clean, we conclude from [29, Corol-
lary 4.2] that M = S/I is not pretty clean.
3 Stanley decompositions and partitions
In this chapter we study Stanley decompositions of Zn-graded S-modules. In [46,
Conjecture 5.1] Stanley conjectured the following: let R be a finitely generated
Nn-graded K-algebra (where R0 = K as usual), and let M be a finitely generated
Zn-graded R-module. Then there exist finitely many subalgebras S1, . . . , St of R,
each generated by algebraically independent Nn-homogeneous elements of R, and
there exist Zn-homogeneous elements m1, . . . , mt of M , such that
M =
t⊕
i=1
miSi
where dimSi ≥ depthM for all i, and where miSi is a free Si-module (of rank one).
Moreover, if K is infinite and under a given specialization to an N-grading R is
generated by R1, then we can choose the (Nn-homogeneous) generators of each Si
to lie in R1.
Stanley’s conjecture has been studied in several articles, see for examples [5], [6],
[44], [31], [3], [4], [37] and [51].
We consider this conjecture in the case that M is a finitely generated Zn-graded
S-module, where S = K[x1, . . . , xn] is the polynomial ring in n variables. It is known
that the associated prime ideals ofM are monomial ideals, and any monomial prime
ideal is of the form PF = (xi : i ∈ F ) for some F ⊂ [n]. Letm ∈M be a homogeneous
element and Z ⊂ {x1, . . . , xn} = X. We denote by mK[Z] the K-subspace of M
generated by all homogeneous elements of the form mu, where u is a monomial in
K[Z]. The K-subspace mK[Z] is called a Stanley space of dimension |Z| if mu 6= 0
for any non-zero monomial u ∈ K[Z].
A decomposition D of M as a finite direct sum of Stanley spaces is called a
Stanley decomposition of M . The minimal dimension of a Stanley space in the
decomposition D is called the Stanley depth of D, denoted sdepth(D). We set
sdepth(M) = max{sdepth(D) : D is a Stanley decomposition of M},
and call this number the Stanley depth of M . With the above notation Stanley’s
conjecture says that depth(M) ≤ sdepth(M).
Apel [6] showed that if I ⊂ S is a monomial ideal, then
sdepth(S/I) ≤ min{dim(S/P ) : P ∈ Ass(S/I)}.
The same result is true for any finitely generated Zn-graded S-module M . Indeed,
let
D =
t⊕
i=1
miK[Zi]
be a Stanley decomposition of M such that sdepth(D) = sdepth(M) and P ∈
Ass(M) an associated prime such that dim(S/P ) = min{dim(S/Q) : Q ∈ Ass(M)}
48 Stanley decompositions and partitions
Since P ∈ Ass(M), there exists a non-zero homogeneous element m ∈ M such that
P = Ann(m). On the other hand since 0 6= m ∈M , there exists a unique 1 ≤ k ≤ t
such that m ∈ mkK[Zk]. It is enough to show that Zk ∩ P = ∅. Let m = mkxF
for some xF ∈ K[Zk]. Suppose that Zk ∩ P 6= ∅, and choose xi ∈ Zk ∩ P . Then
mk(xFxi) = mxi = 0, a contradiction. This implies that |Zk| ≤ dim(S/P ). In
particular,
sdepth(M) = sdepth(D) ≤ dim(S/P ) = min{dim(S/Q) : Q ∈ Ass(M)}.
Let R be a finitely generated standard graded K-algebra where K is a field, and
let M be a finitely generated graded R-module. The Hilbert series of M is defined
to be Hilb(M) =
∑
i∈Z
(dimK Mi)t
i. It is known that if dim(M) = d, then there exists
a QM (t) ∈ Z[t, t
−1] such that
Hilb(M) = QM (t)/(1− t)
d
and QM(1) 6= 0. The number QM(1) is called the multiplicity of M , and is denoted
by e(M).
Let I ⊂ S be a monomial ideal. The number of Stanley spaces of a given
dimension in a Stanley decomposition may depend on this particular decomposition.
For example, if I = (xy) ⊂ K[x, y], then for all integers k > 0 and l > 0 we have
the Stanley decomposition
S/I = xlK[x]⊕ ykK[y]⊕
(
l−1⊕
i=0
xiK
)
⊕
(
k−1⊕
j=1
yjK
)
,
for S/I with as many Stanley spaces of dimension 0 as we want, however only 2
Stanley spaces of dimension 1 in any Stanley decomposition. This is a general fact.
Indeed we have the following:
Proposition 3.0.5. LetM be a Zn-graded S-module of dimension d. Then the num-
ber of Stanley spaces of maximal dimension d is independent of the special Stanley
decomposition of M . In fact, this number is equal to the multiplicity, e(M), of M .
Proof. Let
M =
r⊕
i=1
miK[Zi]
be an arbitrary Stanley decomposition ofM , and d = max{|Zi| : i = 1, . . . , r}. Then
Hilb(M) =
r∑
i=1
Hilb(miK[Zi]) =
r∑
i=1
tdeg(mi)/(1− t)|Zi| = QM(t)/(1− t)
d.
with QM (t) =
r∑
i=1
(1− t)d−|Zi|tdeg(mi). It follows that e(M) = QM (1) is equal to the
number of Stanley space of dimension d in this Stanley decomposition of M .
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Corollary 3.0.6. Let I ⊂ S be a monomial ideal such that S/I is Cohen-Macaulay.
Then the following conditions are equivalent:
(a) Stanley’s conjecture is true for S/I.
(b) There exists a Stanley decomposition D of S/I such that each Stanley space in
D has dimension d = dimS/I.
(c) There exists a Stanley decomposition D of S/I which has e(S/I) summands.
3.1 Prime filtrations and Stanley decompositions
Let I ⊂ S be a monomial ideal and I = I0 ⊂ I1 ⊂ · · · ⊂ Ir = S an Nn-graded prime
filtration of S/I with Ii/Ii−1 ∼= S/PFi(−ai) where Fi ⊂ [n] and PFi = (xj : j ∈ Fi).
It was shown in [29, page 398] that this prime filtration of S/I give us the Stanley
decomposition
S/I =
r⊕
i=1
uiK[ZF ci ]
of S/I, where ZF ci = {xj : j 6∈ Fi}, and where ui = x
ai. This Stanley decomposi-
tion is called the Stanley decomposition of S/I corresponding to the given prime
filtration. In general we have the following:
Proposition 3.1.1. Let M be a finitely generated Zn-graded S-module. If (0) =
M0 ⊂ M1 ⊂ · · · ⊂ Mr = M is a prime filtration of M such that Mi/Mi−1 ∼=
S/PFi(−ai), then
M ∼=
r⊕
i=1
miK[ZF ci ]
is a Stanley decomposition of M where mi ∈Mi is a homogeneous element of degree
ai such that
(Mi−1 :S mi) = PFi and ZF ci = {xj : j 6∈ Fi}.
Proof. We prove the assertion by induction on r the length of prime filtration. If
r = 1, then M ∼= S/PF1(−a1). Therefore M is cyclic module and there exists a
homogeneous generator m1 ∈ M of degree a1 such that 0 :S m1 = PF1 . Hence
M ∼= m1K[ZF c1 ]. Now let r > 1. Then the Z
n-graded S-module M/M1 has a prime
filtration
(0) = M1/M1 ⊂ M2/M1 ⊂ · · · ⊂Mr/M1 =M/M1
which has length r − 1. By induction hypothesis M/M1 ∼=
⊕r
i=2miK[ZF ci ]. On the
other hand from the short exact sequence 0 → M1 → M → M/M1 → 0 we have
M = M1 ⊕ M/M1 as a graded K-vector space. Since M1 ∼= m1K[ZF c1 ], one has
M ∼=
⊕r
i=1miK[ZF ci ].
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As an immediate consequence of Proposition 3.1.1 and proposition 3.0.5 we have
the following:
Corollary 3.1.2. Let M be a Zn-graded S-module of dimension d. The number of
prime ideals of height n−d which appear in any prime filtration of M is independent
of the special prime filtration of M . In fact, this number is equal to e(M) the
multiplicity of M .
Let I ⊂ S be a monomial ideal. We also note that for each monomial u ∈ I˜ \ I
the 0-dimensional Stanley space uK belongs to any Stanley decomposition of S/I.
In fact umk ⊂ I for some k. Now if u belongs to some Stanley space vK[Z] with
|Z| ≥ 1, then vK[Z] ∩ I 6= ∅, a contradiction.
Apel [6] studied some cases in which Stanley’s conjecture holds for S/I. Theorem
6.5 in [29] proves that for all pretty clean monomial ideals Stanley’s conjecture holds.
Therefore combining Theorem 2.1.7, Lemma 2.1.4, Proposition 2.3.1, Proposition
2.3.3, Corollary 2.3.4, Theorem 2.4.1, Corollary 2.4.5 and Theorem 2.5.5 with [29,
Theorem 6.5] we get
Theorem 3.1.3. Let I ⊂ S = K[x1, . . . , xn] be a monomial ideal. Then in the
following cases Stanley’s conjecture holds for S/I.
(a) If I is a monomial ideal of height ≥ n− 1;
(b) ( [6, Theorem 4]) If n ≤ 3;
(c) If I is a complete intersection monomial ideal, (This follows also from [6,
Therorem 3]);
(d) If I is a perfect monomial ideal of codimension 2;
(e) If I is Cohen–Macaulay and n ≤ 4;
(f) If I is a Gorenstein monomial ideal of codimension 3;
(g) If I is Gorenstein monomial ideal and n ≤ 5;
(h) If I is monomial ideal of forest type.
In the proof of [29, Theorem 6.5] it is used that Stanley decompositions of S/I
arise from a pretty clean filtration of S/I. Recall that if F is a pretty clean filtration
of M , then Ass(M) = Supp(F). The converse of this statement is not always true,
see Example 2.6.4. As a generalization of [29, Theorem 6.5] we show
Proposition 3.1.4. SupposeM is a Zn-graded S-module, and F is a prime filtration
of M with Supp(F) = Ass(M). Then the Stanley decomposition of M which is
obtained from this prime filtration satisfies the condition of Stanley’s conjecture.
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Proof. The Stanley decomposition which is obtained from F has the property that
|Zi| = dimS/Pi, see Proposition 3.1.1. By [7, Proposition 1.2.13] we have depth(M) ≤
dim(S/Pi) for all Pi ∈ Ass(M), and hence the assertion follows.
In all cases discussed above we found a Stanley decomposition corresponding to
a prime filtration and satisfying the Stanley conjecture. However we will show that
there exist examples of monomial ideals such that all Stanley decompositions arising
from a prime filtration may fail to satisfy the Stanley conjecture.
Remark 3.1.5. Let I ⊂ S be a Cohen-Macaulay monomial ideal, and
F : I = I0 ⊂ I1 ⊂ · · · ⊂ Ir = S
be a prime filtration of S/I. We claim that if the Stanley decomposition of S/I
corresponding to F satisfies the Stanley conjecture, then Ass(I) = Supp(F). In
particular I is clean, since Min(I) = Ass(I).
Indeed, since I is Cohen-Macaulay we have depth(S/I) = dim(S/I) = dim(S/P )
for all P ∈ Ass(I). We recall that Ii/Ii−1 ∼= S/Pi(−ai) for suitable ai ∈ Nn and that
Pi ∈ Ass(Ii−1) for i = 1, . . . , r. Let Ti = uiK[Zi] be the Stanley space corresponding
to S/Pi(−ai) as explained as above. Then |Zi| = dim(S/Pi). Assume that Pi 6∈
Ass(I) for some i > 1. Since I ⊂ Ii−1 ⊂ Pi, there exists a Pj ∈ Ass(I) such
that Pj ( Pi. It follows that |Zi| = dim(S/Pi) < dim(S/Pj) = depth(S/I), a
contradiction.
Example 3.1.6. Let K be a field and
I = (abd, abf, ace, adc, aef, bde, bcf, bce, cdf, def) ⊂ S = K[a, b, c, d, e, f ].
The ideal I is the Stanley-Reisner ideal corresponding to the simplicial complex ∆
which is the triangulation of the real projective plane P2, see [7, Figure 5.8]. It is
known that S/I is Cohen-Macaulay if and only if char(K) 6= 2. This implies S/I is
not clean, since otherwise ∆ would be shellable and S/I would be Cohen-Macaulay
for any field K. Hence by Remark 3.1.5, if char(K) 6= 2, no Stanley decomposition
of S/I which corresponds to a prime filtration of S/I satisfies the Stanley conjecture.
Nevertheless S/I has the following Stanley decomposition which satisfies Stanley’s
conjecture and hence does not come from a prime filtration.
S/I = K[c, f, e]⊕ dK[d, c, e]⊕ bK[b, d, c]⊕ aK[a, d, e]⊕ abK[a, b, c]⊕ afK[a, f, d]
⊕ acK[a, c, f ]⊕ bfK[b, f, e]⊕ beK[a, b, e]⊕ dfK[b, d, f ].
Unfortunately not all Stanley decompositions of S/I correspond to prime filtra-
tions, even if S/I is pretty clean. Such an example is given by Mclagan and Smith
in [36]. Let I = (x1x2x3) ⊂ K[x1, x2, x3]. Then
S/I = 1⊕ x1K[x1, x2]⊕ x2K[x2, x3]⊕ x3K[x1, x3]
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is a Stanley decomposition of S/I which does not correspond to a prime filtration
of S/I. On the other hand, by Theorem 2.1.7 we know that S/I is pretty clean.
Now we want to characterize those Stanley decompositions of S/I which corre-
spond to a prime filtration of S/I.
Lemma 3.1.7. Let I ⊂ S = K[x1, . . . , xn] be a monomial ideal, and T = uK[Z] be
a Stanley space in a Stanley decomposition of S/I. The K-vector space I1 = I ⊕ T
is a monomial ideal if and only if I1 = (I, u). In this case, I : u = P , where
P = (xi : xi 6∈ Z).
Proof. We have I ⊂ I1 and u ∈ I1. Suppose now that I1 is a monomial ideal. Since
(I, u) is the smallest monomial ideal that contains I and u, it follows that (I, u) ⊂ I1.
On the other hand, I1 = I+uK[Z] ⊂ I+uK[x1, . . . , xn] = (I, u). Hence I1 = (I, u).
Since for each xi 6∈ Z we have xiu ∈ I1 = I ⊕ T and xiu 6∈ uK[Z] = T ,
it follows that xiu ∈ I and hence xi ∈ I : u. On the other hand, if v ∈ K[Z]
is a monomial, then vu 6∈ I, since uK[Z] is a Stanley space of S/I. Therefore
I : u = P = (xi : xi 6∈ Z).
Corollary 3.1.8. The monomial ideal I ⊂ S is a prime ideal if and only if there
exists a Stanley decomposition of S/I consisting of only one Stanley space.
As a consequence of this Lemma we have
Proposition 3.1.9. Let I ⊂ S be a monomial ideal, and S/I =
r⊕
i=1
uiK[Zi] be a
Stanley decomposition of S/I. The given Stanley decomposition corresponds to a
prime filtration of S/I if and only if the Stanley spaces Ti = uiK[Zi] can be ordered
T1, . . . , Tr, such that
Ik = I ⊕ T1 ⊕ . . .⊕ Tk
is a monomial ideal for k = 1, . . . , r.
Proof. We prove “ if ” by induction on r. If r = 0 then the assertion is trivially true.
Let r ≥ 1. By assumption I1 = I ⊕ T1 is a monomial ideal. Hence by Lemma 3.1.7
we have I1 = (I, u1) and I : u1 = P1 = (xi : xi 6∈ Z1). We notice that in this case
I1/I ∼= S/P1(−a1) and u1 =
n∏
j=1
x
a1(j)
j , and that S/I1 =
r⊕
i=2
Ti. Now by the induction
hypothesis this Stanley decomposition of S/I1 corresponds to a prime filtration, say
F1
F1 : I1 ⊂ I2 ⊂ · · · ⊂ Ir = S.
Therefore the given Stanley decomposition of S/I corresponds to the prime filtration
F : I ⊂ I1 ⊂ I2 ⊂ · · · ⊂ Ir = S.
The converse follows immediately if we order the Stanley spaces of S/I which are
obtained from a prime filtration according to the order of the ideals in this filtration.
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The following definition is due to Maclagan and Smith [36].
Definition 3.1.10. Let I ⊂ S be a monomial ideal. A Stanley filtration of S/I is
a Stanley decomposition of S/I with an ordering of the Stanley spaces {uiK[Zi] :
1 ≤ i ≤ r} such that for all 1 ≤ j ≤ r the set {uiK[Zi] : 1 ≤ i ≤ j} is a Stanley
decomposition of S/Ij where Ij = I + (uj+1, . . . , ur). Equivalently, the ordered set
{uiK[Zi] : 1 ≤ i ≤ r} is a Stanley filtration provided the modules S/Ij form a
filtration K = S/I0 ( S/I1 ( · · · ( S/Ir = S/I with
S/Ij
S/Ij−1
∼= K[xi : i 6∈ Zi].
Remark 3.1.11. Let I ⊂ S be a monomial ideal and {uiK[Zi] : 1 ≤ i ≤ r} be a
Stanley decomposition of S/I. The given decomposition of S/I is a Stanley filtration
if and only if is correspond to a prime filtration of S/I. Indeed if {uiK[Zi] : 1 ≤ i ≤
r} is a Stanley filtration, then {uiK[Zi] : 1 ≤ i ≤ r− 1} is a Stanley decomposition
of S/Ir−1, where Ir−1 = I+(ur), i.e ⊕
r−1
i=1uiK[Zi]⊕Ir−1K[X] = S. On the other hand
⊕r−1i=1uiK[Zi]⊕urK[Zr]⊕IK[X] = S. Therefore I+urK[Zr] = (I, ur) is a monomial
ideal. Now by induction on r, one can order the given Stanley decomposition such
that Ir−i = I ⊕ (⊕
r
j=r−i+1ujK[Zj ]) is a monomial ideal for i = 0, . . . , r. Hence
by Proposition 3.1.9 this decomposition is correspond to a prime filtration. The
converse is easy, because if one order the Stanley spaces in the Stanley decomposition
according to order of the ideals in the prime filtration.
We conclude this section by showing
Corollary 3.1.12. If I ⊂ S = K[x, y] is a monomial ideal, then each Stanley
decomposition of S/I corresponds to a prime filtration of S/I.
Proof. The K-vector space I˜/I has finite dimension, say m. So we can choose
monomials v1, . . . , vm ∈ I˜ whose residue classes modulo I form a K-basis for I˜/I.
As observed in the discussions before Proposition 3.1.3, in any Stanley decomposition
of S/I these monomials have to appear as 0-dimensional Stanley spaces. In the proof
of Lemma 2.1.1 we showed that it is possible to order the monomials v1, . . . , vm in
such a way that
Ii = I ⊕ v1K ⊕ . . .⊕ viK = (I, v1, . . . , vi)
is a monomial ideal for i = 1 . . . , m. If we remove in the given Stanley decomposition
of S/I the Stanley spaces viK, i = 1, . . . , m, the remaining summands establish a
Stanley decomposition of S/I˜. Thus we may assume that I is saturated. Hence
I = (xαyβ).
Let S/I =
r⊕
i=1
uiK[Zi] be a Stanley decomposition of S/I. We will prove by
induction on α + β that the given Stanley decomposition can be ordered such that
Ik = I ⊕ (
k⊕
i=1
uiK[Zi]) is a monomial ideal for all k. If α + β = 0 the assertion is
trivially true. Let α + β > 0. The Stanley decomposition of S/I contains at least
one summand of the form xα−1yγK[y], where γ ≥ β, or xθyβ−1K[x], where θ ≥ α.
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We may assume that xα−1yγK[y] is one of the summands. Let t = γ − β, and
set vi = x
α−1yγ−i+1 for i = 1, . . . , t + 1. If we set T1 = v1K[y], then I1 = I ⊕ T1 =
(I, v1) is a monomial ideal. If we remove the Stanley space T1 from the given
Stanley decomposition of S/I, the remaining establish a Stanley decomposition of
S/I1. Since v2, . . . , vt+1 belong to I˜1 \ I1, these monomials have to appear in any
Stanley decomposition of S/I1 as 0-dimensional Stanley spaces. In particular these
monomials appear as 0-dimensional Stanley space, T2 = v2K, . . . , Tt+1 = vt+1K in
the given Stanley decomposition of S/I. Now it is clear that Ii = Ii−1⊕Ti = (Ii−1, vi)
is a monomial ideal for i = 1, . . . , t+ 1, where I0 = I.
Removing the Stanley spaces T1, . . . , Tt+1 from the given Stanley decomposition
of S/I, the remaining summands establish a Stanley decomposition of S/It+1. Since
It+1 = (x
α−1yβ) is a saturated ideal, the assertion follows by the induction hypothesis
applied to S/It+1.
3.2 Squarefree Stanley decompositions and partitions of sim-
plicial complexes
Let u ∈ S be a monomial and Z ⊂ X = {x1, . . . , x + n}. A Stanley space uK[Z]
is called a squarefree Stanley space, if u is a squarefree monomial and supp(u) ⊆
supp(Z). We shall use the following notation: for F ⊆ [n] we set xF =
∏
i∈F xi and
ZF = {xi : i ∈ F}. Then a Stanley space is squarefree if and only if it is of the form
xFK[ZG] with F ⊆ G ⊆ [n].
A Stanley decomposition of S/I is called a squarefree Stanley decomposition of
S/I, if all Stanley spaces in the decomposition are squarefree.
Let I ⊂ S a monomial ideal. Denote by Ic ⊂ S the K-linear subspace of S
spanned by all monomials which do not belong to I. Then S = Ic⊕ I as a K-vector
space, and the residues of the monomials in Ic form a K-basis of S/I. Hence as a
K-vector space we have Ic ∼= S/I.
Note that I and Ic as well as all Stanley spaces are K-linear subspaces of S with
a basis which is a subset of monomials of S. For any K-linear subspace U ⊂ S
which is generated by monomials, we denote by Mon(U) the set of elements in the
monomial basis of U . It is then clear that if uiK[Zi], i = 1, . . . , r are Stanley spaces,
then Ic =
⊕r
i=1 uiK[Zi] if and only if Mon(I
c) is the disjoint union of the sets
Mon(uiK[Zi]).
Lemma 3.2.1. Let I ⊂ S be a monomial ideal. The following conditions are equiv-
alent:
(a) I is a squarefree monomial ideal.
(b) S/I has a squarefree Stanley decomposition.
Proof. (a) ⇒ (b): We may view I as the Stanley-Reisner ideal of some simplicial
complex ∆. With each F ∈ ∆ we associate the squarefree Stanley space xFK[ZF ].
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We claim that
⊕
F∈∆ xFK[ZF ] is a (squarefree) Stanley decomposition of S/I. In-
deed, a monomial u ∈ S belongs to Ic if and only if supp(u) ∈ ∆, and these
monomial form a K-basis for Ic. On the other hand, a monomial u ∈ S belongs to
xFK[ZF ] if and only if supp(u) = F . This shows that I
c =
⊕
F∈∆ xFK[ZF ].
(b) ⇒ (a): Let
⊕
i uiK[Zi] be a squarefree Stanley decomposition of S/I. As-
sume that I is not a squarefree monomial ideal. Then there exists u ∈ G(I) which
is not squarefree and we may assume that x21|u. Then u
′ = u/x1 ∈ I
c, and hence
there exists i such that u′ ∈ uiK[Zi]. Since x1|u
′ it follows that x1 ∈ Zi. Therefore
u ∈ uiK[Zi] ⊂ I
c, a contradiction.
Let ∆ be a simplicial complex of dimension d − 1 on the vertex set [n] =
{1, . . . , n}. A subset I ⊂ ∆ is called an interval, if there exits faces F,G ∈ ∆
such that I = {H ∈ ∆: F ⊆ H ⊆ G}. We denote this interval given by F and G
also by [F,G] and call dimG−dimF the rank of the interval. A partition P of ∆ is
a presentation of ∆ as a disjoint union of intervals. The r-vector of P is the integer
vector r = (r0, r1, . . . , rd) where ri is the number of intervals of rank i.
Proposition 3.2.2. Let P : ∆ =
⋃r
i=1[Fi, Gi] be a partition of ∆. Then
(a) D(P) =
⊕r
i=1 xFiK[ZGi] is squarefree Stanley decomposition of S/I.
(b) The map P 7→ D(P) establishes a bijection between partitions of ∆ and square-
free Stanley decompositions of S/I.
Proof. (a) Since each xFiK[ZGi ] is a squarefree Stanley space it suffices to show
that Ic is indeed the direct sum of the Stanley spaces xFiK[ZGi]. Let u ∈ Mon(I
c);
then H = supp(u) ∈ ∆. Since P is a partition of ∆ it follows that H ∈ [Fi, Gi]
for some i. Therefore, u = xFiu
′ for some monomial u′ ∈ K[ZGi]. This implies
that u ∈ xFiK[ZGi]. This shows that Mon(I
c) is the union of sets Mon(xFiK[ZGi]).
Suppose there exists a monomial u ∈ xFiK[ZGi ] ∩ xFjK[ZGj ]. Then supp(u) ∈
[Fi, Gi] ∩ [Fj , Gj]. This is only possible if i = j, since P is partition of ∆.
(b) Let [Fi, Gi] and [Fj , Gj] be two intervals. Then xFiK[ZGi ] = xFjK[ZGj ] if and
only if [Fi, Gi] = [Fj , Gj]. Indeed, if xFiK[ZGi ] = xFjK[ZGj ], then xFj ∈ xFiK[ZGi],
and hence xFi |xFj . By symmetry we also have xFj |xFi. In other words, Fi = Fj , and
it also follows that K[ZGi] = K[ZGj ]. This implies Gi = Gj. These considerations
show that P 7→ D(P) is injective.
On the other hand, let D : S/I =
⊕r
i=1 xFiK[ZGi ] be an arbitrary squarefree
Stanley decomposition of S/I. By the definition of a squarefree Stanley set we have
Fi ⊆ Gi, and since xFiK[ZGi] ⊂ I
c, it follows that Gi ∈ ∆. Hence [Fi, Gi] is an
interval of ∆, and a squarefree monomial xF belongs to xFiK[ZGi ] if and only if
F ∈ [Fi, Gi].
Let F ⊂ ∆ be an arbitrary face. Then xF ∈ Mon(I
c) =
⋃r
i=1Mon(xFiK[ZGi]).
Hence the squarefree monomial xF belongs to xFiK[ZGi] for some i, and hence
F ∈ [Fi, Gi]. This shows that
⋃r
i=1[Fi, Gi] = ∆. Suppose F ∈ [Fi, Gi] ∩ [Fj , Gj].
Then xF ∈ xFiK[ZGi] ∩ xFjK[ZGj ], a contradiction. Hence we see that P : ∆ =⋃r
i=1[Fi, Gi] is a partition of ∆ with D(P) = D.
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Now let I ⊂ S be a squarefree monomial ideal. Then we set
sqdepth(S/I) = max{sdepth(D) : D is a squarefree Stanley decomposition of S/I},
and call this number the squarefree Stanley depth of S/I.
As the main result of this section we have
Theorem 3.2.3. Let I ⊂ S be a squarefree monomial ideal. Then
sqdepth(S/I) = sdepth(S/I).
Proof. Let D be any Stanley decomposition of S/I, and let ∆ be the simplicial
complex with I = I∆. For each F ∈ ∆ we have xF ∈ I
c. Hence there exists a
summand uK[Z] with xF ∈ uK[Z]. Since xF is squarefree it follows that u = xG is
squarefree and F ⊆ G ∪ Z. Let D′ the sum of those Stanley spaces uK[Z] in D for
which u is a squarefree monomial. Then this sum is direct. Therefore the intervals
[G,G∪Z] corresponding to the summands in D′ are pairwise disjoint. On the other
hand these intervals cover ∆, as we have seen before, and hence form a partition
of P of ∆. It follows from the construction of P that sqdepthD(P) ≥ sdepthD.
This shows that sqdepth(S/I) ≥ sdepth(S/I). The other inequality sqdepth(S/I) ≤
sdepth(S/I) is obvious.
Corollary 3.2.4. Let ∆ be a simplicial complex. Then the following conditions are
equivalent:
(a) Stanley’s conjecture holds for S/I∆.
(b) There exists a partition ∆ =
⋃r
i=1[Fi, Gi] with |Gi| ≥ depthS/I∆ for all i.
Let ∆ be a simplicial complex and F(∆) its set of facets. Stanley calls a sim-
plicial complex ∆ partitionable if there exists a partition ∆ =
⋃r
i=1[Fi, Gi] with
F(∆) = {G1, . . . , Gr}. We call a partition with this property a nice partition.
Stanley conjectures [47, Conjecture 2.7] (see also [48, Problem 6]) that each Cohen-
Macaulay simplicial complex is partitionable. In view of Corollary 3.2.4 it follows
that the conjecture of Stanley decompositions implies the conjecture on partitionable
simplicial complexes. More precisely we have
Corollary 3.2.5. Let ∆ be a Cohen-Macaulay simplicial complex with h-vector
(h0, h1, . . . , hd). Then the following conditions are equivalent:
(a) Stanley’s conjecture holds for S/I∆.
(b) ∆ is partitionable.
(c) ∆ admits a partition whose r-vector satisfies ri = hd−i for i = 0, . . . , d.
(d) ∆ admits a partition into e(S/I∆) intervals.
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Moreover, any nice partition of ∆ satisfies the conditions (c) and (d).
Proof. (a) ⇐⇒ (b) follows from Corollary 3.2.4. In order to prove the implication
(b)⇒ (c), consider a nice partition ∆ =
⋃r
i=1[Fi, Gi] of ∆. From this decomposition
the f -vector of ∆ can be computed by the following formula
d∑
i=0
fi−1t
i =
d∑
i=0
rit
d−i(1 + t)i.
On the other hand one has
d∑
i=0
fi−1t
i =
d∑
i=0
hit
i(1 + t)d−i,
see [7, p. 213]. Comparing coefficients the assertion follows.
The implication (c)⇒ (d) follows from the fact that e(K[∆]) =
∑d
i=0 hi, see [7,
Proposition 4.1.9]. Finally (d)⇒ (a) follows from Corollary 3.0.6.
3.3 Some examples
We conclude this chapter with some explicit examples. Recall that constructibil-
ity, a generalization of shellability, is defined recursively as follows: (i) a simplex
is constructible, (ii) if ∆1 and ∆2 are d-dimensional constructible complexes and
their intersection is a (d − 1)-dimensional constructible complex, then their union
is constructible. In this definition, if in the recursion we restrict ∆2 always to be a
simplex, then the definition becomes equivalent to that of (pure) shellability. The
notion of constructibility for simplicial complexes appears in [49]. It is known and
easy to see that
Shellable ⇒ constructible ⇒ Cohen-Macaulay.
Since any shellable simplicial complex is partitionable (see [47, p. 79]), it is
natural to ask whether any constructible complex is partitionable? This question
is a special case of Stanley’s conjecture that says that Cohen-Macaulay simplicial
complexes are partitionable. We do not know the answer yet! In the following we
present some examples where the complexes are not shellable or are not Cohen-
Macaulay but the ideals related to these simplicial complexes are Stanley ideals.
Example 3.3.1. The following example of a simplicial complex is due to Masahiro
Hachimori [19]. The simplicial complex ∆ described by the next figure is 2-dimensional,
non shellable but constructible. It is constructible, because if we divide the simplicial
complex by the bold line, we obtain two shellable complexes, and their intersection
is a shellable 1-dimensional simplicial complex.
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Indeed we can write ∆ = ∆1 ∪ ∆2 where the shelling order of the facets of ∆1 is
given by:
148, 149, 140, 150, 189, 348, 349, 378, 340, 390, 590, 569, 689, 678,
and that of ∆2 is given by:
125, 126, 127, 167, 235, 236, 237, 356.
We use the following principle to construct a partition of ∆: suppose that ∆1 and
∆2 are d-dimensional partitionable simplicial complexes, and that Γ = ∆1 ∩ ∆2
is (d − 1)-dimensional pure simplicial complex. Let ∆1 =
⋃r
i=1[Ki, Li] be a nice
partition of ∆1, and ∆2 =
⋃s
i=1[Fi, Gi] a nice partition of ∆2. Suppose that for
each i, the set [Fi, Gi] \ Γ has a unique minimal element Hi. Then ∆1 ∪ ∆2 =⋃r
i=1[Ki, Li]∪
⋃s
i=1[Hi, Gi] is a nice partition of ∆1∪∆2. Notice that [Fi, Gi]\Γ has
a unique minimal element if and only if for all F ∈ [Fi, Gi] ∩ Γ there exists a facet
G of Γ with F ⊆ G ⊂ Gi.
Suppose that ∆2 is shellable with shelling G1, . . . , Gs. Let Fi be the unique
minimal subface of Gi which is not a subface of any Gj with j < i. Then ∆2 =⋃s
i=1[Fi, Gi] is the nice partition induced by this shelling. The above discussions
then show that ∆1 ∪∆2 is partitionable, if for all i and all F ∈ Γ such that F ⊂ Gi
and F 6⊂ Gj for j < i, there exists a facet G ∈ Γ with F ⊆ G ⊂ Gi.
In our particular case the shelling of ∆1 induces the following partition of ∆1:
[∅, 148], [9, 149], [0, 140], [5, 150], [89, 189], [3, 348], [39, 349], [7, 378],
[30, 340], [90, 390], [59, 590], [6, 569], [68, 689], [67, 678],
and the shelling of ∆2 induces the following partition of ∆2:
[∅, 125], [6, 126], [7, 127], [67, 167], [3, 235], [36, 236], [37, 237], [56, 356].
The facets of Γ = ∆1 ∩∆2 are: 15, 56, 67, 73.
The restriction of the intervals of this partition of ∆2 to the complement of Γ
do not all give intervals. For example we have [6, 126] \ Γ = {16, 26, 126}. This set
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has two minimal elements, and hence is not an interval. On the other hand, the
following partition of ∆2 (which is not induced from a shelling)
[∅, 237], [1, 125], [5, 356], [6, 167], [17, 127], [25, 235], [26, 126], [36, 236]
restricted to the complement of Γ yields the following intervals
[2, 237], [12, 125], [35, 356], [16, 167], [17, 127], [25, 235], [26, 126], [36, 236],
which together with the intervals of the partition of ∆1 give us a partition of ∆.
Example 3.3.2. (The Dunce hat) The Dunce hat is the topological space obtained
from the solid triangle abc by identifying the oriented edges ~ab, ~bc and ~ac. The
following is a triangulation of the Dunce hat using 8 vertices.
1 2 3 1
3
2
3
2
1
8 6
7
4 5
The facets arising from this triangulation are
124, 125, 145, 234, 348, 458, 568, 256, 236, 138, 128, 278, 678, 237, 137, 167, 136.
It is known that the simplicial complex corresponding to this triangulation is not
shellable (not even constructible), but it is Cohen-Macaulay, see [19], and it has the
following partition:
[∅, 124], [3, 234], [5, 145], [6, 236], [7, 137], [8, 348], [13, 138], [16, 136], [18, 128],
[25, 125], [27, 237], [28, 278], [56, 256], [67, 167], [68, 568], [78, 678], [58, 458].
Therefore we have again depth(∆) = dim(∆) = sdepth(∆) = 3.
Example 3.3.3. (The Cylinder) The ideal I = (x1x4, x2x5, x3x6, x1x3x5, x2x4x6) ⊂
K[x1, . . . , x6] is the Stanley-Reisner ideal of the triangulation of the cylinder shown
in the next figure. The corresponding simplicial complex ∆ is Buchsbaum but not
Cohen-Macaulay.
1 5
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The facets of ∆ are 123, 126, 156, 234, 345, 456, and it has the following partition:
[∅, 123], [4, 234], [5, 345], [6, 456], [15, 156], [16, 126], [26, 26].
Therefore we have depth(∆) = sdepth(∆) = 2 < 3 = dim(∆). Although ∆ is not
partitionable, I∆ is a Stanley ideal.
In Section 2.5 we show that the facet ideal I of any forest is clean and hence
Stanley’s conjecture holds for S/I. There is a more general class of simplicial com-
plexes which is called quasi-forest. It is natural to ask whether the facet ideal of any
quasi-forest is again clean?
According to [57], a connected simplicial complex ∆ is called a quasi-tree, if there
exists an order F1, . . . , Fm of the facets, such that Fi is a leaf of 〈F1, . . . , Fi〉 for each
i = 1, . . . , m. Such an order is called a leaf order. A simplicial complex ∆ with the
property that every connected component is a quasi-tree is called a quasi-forest. It
is clear that any forest is a quasi-forest.
Unfortunately the facet ideal of a quasi-forest need not to be clean. For example
the facet ideal of the quasi-tree Γ = 〈{1, 2, 3, 4}, {1, 4, 5}, {1, 2, 8}, {2, 3, 7}, {3, 4, 6}〉,
as in Figure 1, is not clean. Indeed
I(Γ)∨ = (x1x3, x2x4, x4x7x8, x1x6x7, x1x4x7, x2x3x5, x1x2x6, x2x5x6, x3x4x8, x3x5x8)
has no linear quotients, even no componentwise linear quotients.
2
3
7
1
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Figure 1:
One might expect that the facet ideal of any quasi-forest which is not a forest is
not clean. The following example shows that this is not the case. The facet ideal
of the quasi-tree Γ′ = 〈{1, 2, 3}, {2, 4, 5}, {2, 3, 5}, {3, 5, 6}〉, as in Figure2, is clean.
Since I(Γ′)∨ = (x3x5, x2x5, x1x5, x2x6, x2x3, x3x4) has linear quotients in the given
order.
It would be interesting to classify all quasi-forests such that their facet ideals are
clean.
Even though I(Γ) (Γ is the quasi-tree as given in Figure 1) is not clean we will
show that Stanley’s conjecture holds for S/I(Γ). Indeed from the fact I(Γ)∨ =
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Figure 2:
(I∆)
∨ = I∆∨ = I(∆
c), it is easy to see that the facets of ∆ are {1, 3, 5, 6, 7, 8},
{2, 4, 5, 6, 7, 8}, {1, 2, 3, 5, 6}, {2, 3, 4, 5, 8}, {2, 3, 5, 6, 8}, {1, 4, 6, 7, 8},
{3, 4, 5, 7, 8}, {1, 3, 4, 7, 8}, {1, 2, 5, 6, 7}, and {1, 2, 4, 6, 7}.
The partition P = [∅, 135678]∪ [2, 12356]∪ [4, 245678]∪ [14, 14678]∪ [27, 12567]∪
[34, 34578]∪ [28, 23568]∪ [124, 12467]∪ [134, 13478]∪ [234, 23458]∪ [278, 25678] has
the property that the cardinality of upper boundary of each interval in P is ≥
min{|F | : F is a facet of ∆} ≥ depth(S/I∆) = depth(S/I(Γ)).
4 Squarefree modules and Alexander duality
In this section we study how prime filtrations and squarefree Stanley decompositions
of squarefree modules over the polynomial ring and over the exterior algebra behave
with respect to Alexander duality.
4.1 Prime filtrations and Alexander duality
Let S = K[x1, . . . , xn] be the polynomial ring in n variables over a field K and M
a finitely generated Zn-graded S-module. It is known that the associated prime
ideals of M are monomial ideals, and any monomial prime ideal is of the form
PF = (xi : i ∈ F ) for some F ⊂ [n]. A chain 0 = M0 ⊂ M1 ⊂ . . . ⊂ Mr = M of
Zn-graded submodules of M such that Mi/Mi−1 ∼= S/PFi(−Gi) is called a prime
filtration of M . If M is a finitely generated Zn-graded S-module, then a prime
filtration of M always exists, see [34, Theorem 6.4].
First we recall the definitions of squarefree S-modules and E-modules from Sec-
tion 1.6. A finitely generated Nn-graded S-module M =
⊕
a∈Nn Ma is squarefree if
the multiplication map Ma → Ma+εi, m 7→ mxi, is bijective for all a ∈ N
n and all
i ∈ supp(a), and a finitely generated Nn-graded E-module N =
⊕
a∈Nn Na is called
squarefree if it has only squarefree components.
We denote by SQ(S) the abelian category of the squarefree S-modules, where
the morphisms are the Nn-graded homogeneous homomorphisms, and denote by
SQ(E) the abelian category of squarefree E-modules, where the morphisms are the
Nn-graded homogeneous homomorphisms. Tim Ro¨mer [39, Corollary 1.6] proved
that there are two exact additive covariant functors
F : SQ(S) 7→ SQ(E), M 7→ F(M) and G : SQ(E) 7→ SQ(S), N 7→ G(N)
of abelian categories such that (F ◦G)(N) = N and (G ◦ F)(M) = M . Hence the
categories SQ(S) and SQ(E) are equivalent.
We shall need the following:
Lemma 4.1.1. Let M ⊂ M ′ be two squarefree S-modules and N ⊂ N ′ be two
squarefree E-modules.
(a) If M ′/M ∼= S/PF (−G), then G ∩ F = ∅;
(b) We have M ′/M ∼= S/PF (−G) if and only if F(M
′)/F(M) ∼= E/PF∪G(−G),
where PF∪G = (ej : j ∈ F ∪G);
(c) We have N ′/N ∼= E/PF∪G(−G) if and only if G(N
′)/G(N) ∼= S/PF (−G).
Proof. (a) Suppose G∩F 6= ∅. Let i ∈ G∩F and let f the homogeneous generator
of M ′/M . Since M ′/M is squarefree, and since deg f = G it it follows that xif 6= 0,
a contradiction.
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(b) Since F is an exact functor it suffices to show that F(S/PF (−G)) = E/PF∪G(−G).
But this follows immediately from the Aramova-Avramov-Herzog complex [1, The-
orem 1.3] by which Ro¨mer defined the functor F in [39].
(c) follows form (b) by using the fact that the functors F and G are inverse to
each other.
If M ⊂ M ′ are two squarefree S-modules such that M ′/M ∼= S/PF (−G), then
we have the following short exact sequence
0→M → M ′ → M ′/M ∼= S/PF (−G)→ 0.
Applying Lemma 4.1.1 to the above short exact sequence we get the following short
exact sequence
0→ F(M)→ F(M ′)→ E/PF∪G(−G)→ 0.
Since HomE(−, E) is an contravariant exact functor, from the above short exact
sequence we obtain the short exact sequence
0→ HomE(E/PF∪G(−G), E)→ F(M
′)∨ → F(M)∨ → 0.
On the other hand HomE(E/PF∪G(−G), E) = HomE(E/PF∪G, E)(G). Since
HomE(E/PF∪G, E) = 0 :E PF∪G = (eF∪G) ∼= E/PF∪G(−F −G),
one has HomE(E/PF∪G(−G), E) ∼= E/PF∪G(−F ).
We conclude that the natural map
α : F(M ′)∨ → F(M)∨
is an epimorphism with Ker(α) ∼= E/PF∪G(−F ).
Proposition 4.1.2. Let N be a squarefree E-module and N∨ its E-dual. Then
there exists a chain 0 ⊂ N1 ⊂ . . . ⊂ Nt = N of squarefree submodules of N with
Ni/Ni−1 ∼= E/PFi∪Gi(−Gi) if and only if there exists a chain 0 ⊂ H1 ⊂ . . . ⊂ Ht =
N∨ of squarefree submodule of N∨ with Hi/Hi−1 ∼= E/PFi∪Gi(−Fi).
Proof. It is enough to prove one direction of the assertion, because (N∨)∨ = N .
Let 0 = N0 ⊂ N1 ⊂ . . . ⊂ Nt = N be a chain of squarefree E-modules with
Ni/Ni−1 ∼= E/PFi∪Gi(−Gi). From the observation above we see that for each i there
is an epimorphism αi : N
∨
t−i+1 → N
∨
t−i with Kerαi
∼= E/PFi∪Gi(−Fi) .
Let βi : N
∨ → N∨t−i be the epimorphism which is defined by βi = αi◦αi−1◦· · ·◦α1.
Then
0 ⊂ Ker β1 ⊂ · · · ⊂ Ker βt = N
∨
is a filtration ofN∨ by squarefree E-modules. We only need to show that Kerβi/Ker βi−1 ∼=
Kerαi. This follows from the Snake Lemma applied to the following commutative
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diagram
0 −−−→ Ker βi−1
ι1−−−→ N∨
βi−1
−−−→ N∨t−i+1 −−−→ 0
ι2
y idy αiy
0 −−−→ Ker βi
ι3−−−→ N∨
βi
−−−→ N∨i −−−→ 0
with exact rows, where the ιj are inclusion maps.
Now we can prove the corresponding result for squarefree S-modules.
Theorem 4.1.3. Let M be a squarefree S-module and M∨ its Alexander dual. Then
there exists a chain 0 ⊂ M1 ⊂ · · · ⊂ Mr = M of squarefree submodules of M with
Mi/Mi−1 ∼= S/PFi(−Gi) if and only if there exists a chain 0 ⊂ L1 ⊂ · · · ⊂ Lr =M
∨
of squarefree submodules of M∨ with Li/Li−1 ∼= S/PGi(−Fi).
Proof. Again it is enough to prove one direction of the assertion, because (M∨)∨ =
M . From the given chain of submodules of M we get a chain
0 ⊂ F(M1) ⊂ · · · ⊂ F(Mr) = F(M)
of squarefree E-modules with F(Mi)/F(Mi−1) ∼= E/PFi∪Gi(−Gi), see Lemma 4.1.1(b).
Therefore by Proposition 4.1.2 there exists a chain 0 ⊂ N1 ⊂ · · · ⊂ Nr−1 ⊂ Nr =
(F(M))∨ of squarefree E-modules with Ni/Ni−1 ∼= E/PFi∪Gi(−Fi). This chain of
squarefree E-modules induces the chain
0 ⊂ G(N1) ⊂ · · · ⊂ G(Nr−1) ⊂ G(Nr) = G(F(M))
∨) =M∨
of squarefree S-modules with G(Ni)/G(Ni−1) ∼= S/PGi(−Fi), see Lemma 4.1.1(c).
We now explain what Theorem 4.1.3 means in the special case that M = J/I
where I ⊂ J ⊂ S are squarefree monomial ideals. To this end we introduce the
following notation: let I ⊂ S be a squarefree monomial ideal and ∆ be the simplicial
complex such that I = I∆. We set I˜ = I∆∨. Then
˜˜I = I since (∆∨)∨ = ∆, and if
I ⊂ J are two squarefree monomial ideals, then J˜ ⊂ I˜ and (J/I)∨ = I˜/J˜ .
Corollary 4.1.4. Let I ⊂ J be a squarefree monomial ideals. The following condi-
tions are equivalent:
(a) I = I0 ⊂ I1 ⊂ . . . ⊂ Ir−1 ⊂ Ir = J is an Nn-graded prime filtration of J/I
with Ii/Ii−1 ∼= S/PFi(−Gi).
(b) J˜ = I˜r ⊂ I˜r−1 ⊂ . . . ⊂ I˜1 ⊂ I˜0 = I˜ is an Nn-graded prime filtration of
I˜/J˜ = (J/I)∨ with I˜i−1/I˜i ∼= S/PGi(−Fi).
Proof. It is enough to prove the implication (a) ⇒ (b), because ˜˜L = L for any
squarefree monomial ideal L. For the proof we may assume that r = 1, in other
words J/I ∼= S/PF (−G). In this situation I˜/J˜ = (J/I)
∨ ∼= S/PG(−F ), by Theorem
4.1.3.
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4.2 Stanley decompositions of squarefree modules and Alexan-
der duality
In this section we study squarefree Stanley decompositions of squarefree S-modules
and E-modules. We also show how squarefree Stanley decompositions behave with
respect to Alexander duality. For this first we generalized some notation and results
from Section 3.2 about squarefree modules of type S/I, where I is a qsuarefree
monomial ideal, to squarefree S-modules in general.
A Stanley space mK[Z] is called squarefree if m is a squarefree homogeneous
element and supp(m) ⊂ supp(Z) = {i : xi ∈ Z}. The Stanley decomposition D
of M is called a squarefree Stanley decomposition if all Stanley spaces in D are
squarefree Stanley spaces. For a squarefree module M we denote by
sqdepth(M) = max{sdepth(D) : D is a squarefree Stanley decomposition of M}
the squarefree Stanley depth of M . It is clear that sqdepth(M) ≤ sdepth(M).
As a generalization of Lemma 3.2.1 we have the following. The argument of the
proof is similar, nevertheless her we also give the proof.
Proposition 4.2.1. Let M be a finitely generated Nn-graded S-module. Then M
has a squarefree Stanley decomposition if and only if M is a squarefree S- module.
Proof. Let M be a suarefree S-module. Then by [56, Proposition 2.5] M has a
filtration of Nn-graded submodules 0 ⊂ M1 ⊂ . . . ⊂ Mr = M of M such that each
quotient Mi/Mi−1 ∼= S/PF ci (−Fi) for some Fi ⊂ [n] where F
c
i = [n] \ Fi. Hence
by 3.1.1 M =
⊕r
i=1miK[ZFi] is asquarefree Stanley decomposition of M , where
mi ∈MFi is a squarefree element.
For the converse assume that M =
⊕r
i=1miK[Zi] is a squarefree Stanley decom-
position of M . We will show that the multiplication map Ma → Ma+εi, m 7→ mxi,
is bijective for all a ∈ Nn and all i ∈ supp(a). Let a ∈ Nn. First we show if Ma = 0,
than Ma+εi = 0 for any i ∈ supp(a). Suppose that Ma+εi 6= 0 and 0 6= m ∈ Ma+εi.
Then there exists some 1 ≤ t ≤ r such that m ∈ mtK[Zt]. This implies that
m = mtxF for some F ⊂ supp(a) with i ∈ F . Since mtK[Zt] is a Stanley space,
one has mi(xF/xi) is a non zero element in mtK[Zt]. This is a contradiction, since
mi(xF/xi) ∈Ma.
Now assume that Ma 6= 0. Let 0 6= m ∈ Ma. Then there exists some 1 ≤ t ≤ r
such that m ∈ mtK[Zt]. Since mtK[Zt] is a squarefree Stanley space we have
supp(m) = supp(a) ⊂ supp(Zt) and hence mxi 6= 0 for any i ∈ supp(a). This shows
that the map is injective. For surjection let 0 6= m ∈ Ma+εi. Again there exists
some 1 ≤ t ≤ r such that m ∈ mtK[Zt]. This implies that m = mtxF for some
F ⊂ supp(a) with i ∈ F . Hence m = mi(xF/xi)xi where mi(xF/xi) ∈Ma.
Again as a generalization of Theorem 3.2.3 we have the following.
Theorem 4.2.2. Let M be an Nn-graded squarefree S-module. Then
sqdepth(M) = sdepth(M).
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Proof. Let D be a Stanley decomposition of M and m a homogeneous element
in M . Since M is squarefree, there is a squarefree element m′ ∈ M such that
supp(m′) = supp(m) and m = m′xF for some F ⊂ supp(m). Hence there exists a
summand nK[Z] in D with m′ ∈ nK[Z]. This implies that n is squarefre and
supp(n) ⊂ supp(m′) = supp(m).
Set Z ′ = Z ∪ {xi : i ∈ supp(n)}. Then supp(n) ⊂ {j : xj ∈ Z
′}. Hence nK[Z ′] is
a squarefree Stanley space and m ∈ nK[Z ′]. Let D′ be the sum of those Stanley
spaces nK[Z ′], where nK[Z] is in D and n is squarefree. This sum is direct. Indeed,
let u ∈ niK[Z
′
i] ∩ njK[Z
′
j ]. We may assume that u is squarefrre, since niK[Z
′
i] and
njK[Z
′
j] are squarefree. Therefore u ∈ niK[Zi] ∩ njK[Zj], which is a contradiction.
On the other hand this sum cover M , as we show above it covers all homogeneous
elements of M . Therefore D′ is a Stanley decomposition of M with sdepth(D′) ≥
sdepth(D). This shows that sqdepth(M) ≥ sdepth(M). The other inequality is
obvious.
Let E = K〈e1, . . . , en〉 be the exterior algebra over an n-dimensional K-vector
space V and N a finitely generated Nn-graded E-module. Let n ∈ N be a ho-
mogeneous element and A ⊂ {e1, . . . , en}. We set supp(n) = supp(deg(n)) and
supp(A) = {j : ej ∈ A}. We denote by nK〈A〉 the the K-subspace of N generated
by all homogeneous elements of the form neF , where eF ∈ K〈A〉. If the elements
neF with F ∈ supp(A) form a K-basis of nK〈A〉, then we call nK〈A〉 a Stanley
space of dimension |A|.
In case N is a squarefree and nK〈A〉 ⊂ N is a Stanley space we have that
supp(n) is squarefree and supp(n)∩ supp(A) = ∅. A direct sum N =
⊕t
i=1 niK〈Ai〉
with Stanley spaces niK〈Ai〉 is called a Stanley decomposition of N .
Proposition 4.2.3. Let N be a squarefree E-module, and N∨ the E-dual of N .
Then there exists a Stanley decomposition N =
⊕t
i=1 niK〈Ai〉 of N if and only if
there exists a Stanley decomposition N∨ =
⊕t
i=1 biK〈Ai〉 of N
∨ with
supp(bi) = [n] \ (supp(Ai) ∪ supp(ni)).
Proof. By Theorem 1.6.12 we have N∨ ∼= N∗ = HomK(N,K(−1)). Hence we will
show the assertion for N∗. Since N =
⊕t
i=1 niK〈Ai〉, as an N
n-graded K-vector
space one has N∗ =
⊕t
i=1(niK〈Ai〉)
∗. Set supp(ni) = Fi and supp(Ai) = Gi.
Then Fi ∩ Gi = ∅ and the elements nieH with H ⊆ Gi form a K-basis of niK〈Ai〉.
Consequently, the dual elements (nieH)
∗ form a K-basis of (niK〈Ai〉)
∗.
Let bi = (nieGi)
∗ and H,L ⊆ Gi. Then
(bieH)(nieL) = ±bi(nieLeH) =
{
0, if L 6= Gi \H,
±1, if L = Gi \H,
and for any j 6= i and all T ⊂ Gj one has (bieH)(njeT ) = ±bi(njeT eH) = 0. This
shows that bieH = ±(nieGi\H)
∗ for any H ⊂ Gi. Therefore (niK〈Ai〉)
∗ = biK〈Ai〉
and N∗ =
⊕t
i=1 biK〈Ai〉.
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Let M be a squarefree S-module and let N be its corresponding squarefree
E-module. In Section 1.6 we showed that there is an isomorphism θ : Msq → N
of graded K-vector spaces. We will use this isomorphism to describe in the next
lemma the relationship between squarefree Stanley decompositions ofM and Stanley
decompositions of N .
Lemma 4.2.4. (a) Let M =
⊕t
i=1miK[Zi] be a squarefree Stanley decomposition
of M and
Ai = {ej : j ∈ supp(Zi) \ supp(mi)}.
Then N =
⊕t
i=1 niK〈Ai〉 is a Stanley decomposition of N , where ni = θ(mi) ∈ N
for i = 1, . . . , t.
(b) Conversely, if N =
⊕t
i=1 niK〈Ai〉 is a Stanley decomposition of N and
Zi = {xj : j ∈ supp(Ai) ∪ supp(ni)}.
Then M =
⊕t
i=1miK[Zi] is a squarefree Stanley decomposition of M , where mi =
θ−1(ni) ∈M for i = 1, . . . , t.
Proof. (a): Since M =
⊕t
i=1miK[Zi], one has
t⋃
i=1
{mixF : F ⊂ supp(Ai)}
forms a K-basis of Msq, and hence
t⋃
i=1
{θ(mixF ) : F ⊂ supp(Ai)}
forms a K-basis of N . By Lemma 1.6.10 we have θ(mixF ) = (−1)
σ(Gi,F )nieF , where
Gi = supp(mi). Therefore
t⋃
i=1
{nieF : F ⊂ supp(Ai)}
forms a K-basis of N .
(b): Let xa ∈ K[Zi]. We can write x
a = xa
′
xb where b ∈ Nn is a squarefree
vector with F = supp(b) ⊂ supp(Ai). Then
mix
a = (mix
b)xa
′
= (−1)σ(Gi,F )θ−1(nieF )x
a
′
.
Since θ−1(nieF ) 6= 0 and since M is squarefree and supp(a
′) ⊂ supp(θ−1(nieF )), one
has mix
a 6= 0. Therefore
t⋃
i=1
{mix
a : xa ∈ K[Zi]}
forms a K-basis of M .
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Corollary 4.2.5. Let N be an Nn-graded E-module. Then N is squarefree if and
only if
N =
t⊕
i=1
niK〈Ai〉
is a Stanley decomposition of N with supp(ni) ∩ supp(Ai) = ∅.
Now we will present the main result of this section.
Theorem 4.2.6. Let M be a squarefree S-module, and M∨ its Alexander dual.
Then there exists a squarefree Stanley decomposition M =
⊕t
i=1miK[Zi] of M if
and only if there exists a squarefree Stanley decomposition M∨ =
⊕t
i=1 viK[Wi] of
M∨ with supp(vi) = [n] \ supp(Zi) and Wi = {xj : j ∈ [n] \ supp(mi)}.
Proof. Let M =
⊕t
i=1miK[Zi] be a squarefree Stanley decomposition of M . If
we set Fi = supp(mi) and Gi = supp(Zi) \ Fi, then Fi ∩ Gi = ∅. Let N be
the squarefree E-module corresponding to M . Then by Lemma 4.2.4(a), N has a
Stanley decomposition
N =
t⊕
i=1
niK〈Ai〉
where ni = θ(mi) and Gi = supp(Ai). Hence by Proposition 4.2.3, N
∨ has a decom-
position N∨ =
⊕t
i=1 biK〈Ai〉 with supp(bi) = [n] \ (Gi ∪ Fi). Therefore by Lemma
4.2.4(b), M∨ the corresponding squarefree S-module to N∨ has a decomposition as
required.
Associated to any finitely generated Nn-graded S-module M is a minimal Zn-
graded free resolution
0→
⊕
j
S(−aj)
βr,j(M) → · · · →
⊕
j
S(−aj)
β1,j(M) →
⊕
j
S(−aj)
β0,j(M) → 0
where S(−aj) denote the Zn-graded S-module obtained by shifting the degrees of S
by aj . The number βi,j(M) is the ij-th graded Betti number of M . The regularity
of M is
reg(M) = max{|aj | − i : for all i, j}.
Let M be a squarefree Nn-graded S-module. If Stanley’s conjecture holds for
M , then by Theorem 4.2.2 we may assume that there exists a squarefree Stanley
decomposition M =
⊕t
i=1miK[Zi] of M such that |Zi| ≥ depth(M). Also by
Theorem 4.2.6 there exists a squarefree Stanley decomposition M∨ =
⊕t
i=1 viK[Wi]
of the Alexander dual of M such that | deg(vi)| = n − |Zi| ≤ n − depth(M). On
the other hand proj dim(M) = reg(M∨), see [40, Corollary 3.7]. Since depth(M) +
proj dim(M) = n, see [7, Theorem 1.3.3], we have | deg(vi)| ≤ reg(M
∨) for all i.
Therefore we will get the following:
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Corollary 4.2.7. Let M be a squarefree Nn-graded S-module and M∨ its Alexander
dual. Then Stanley’s conjecture holds for M if and only if M∨ has a squarefree
Stanley decomposition M∨ =
⊕t
i=1 viK[Wi] with | deg(vi)| ≤ reg(M
∨) for all i.
In the case that I ⊂ S is a monomial ideal andM = S/I orM = I, then we may
consider the standard grading for S and M by setting deg(xi) = 1 for i = 1, . . . , n.
In this case a minimal graded free resolution of I is
0→
⊕
j
S(−j)βr,j(M) → · · · →
⊕
j
S(−j)β1,j(M) →
⊕
j
S(−j)β0,j(M) → M → 0.
The regularity of M in this case is
reg(M) = max{j − i : for all i, j}.
Suppose that all monomial minimal generators of I are of degree d. Then I has a
linear resolution if for all i ≥ 0, βi,j = 0 for all j 6= i+d. In this situation reg(I) = d.
In [47] Stanley conjectured that any Cohen-Macaulay simplicial complex is par-
titionable, see also [48]. In Section 3.2 we shoe that this conjecture is a special case
of Stanley’s conjecture on Stanley decompositions. Indeed we show that if
P : ∆ =
t⋃
i=1
[Fi, Gi]
is a partition of ∆, i.e F(∆) = {G1, . . . , Gt}, then D(P) : S/I∆ =
⊕
xFiK[ZGi]
is a squarefree Stanley decomposition of S/I∆, where xFi =
∏
j∈Fi
xj and ZGi =
{xj : j ∈ Gi}. Hence we get the following corollary.
Corollary 4.2.8. A Cohen-Macaulay simplicial complex ∆ is partitionable if and
only if I∆∨ has a squarefree Stanley decomposition I∆∨ =
⊕t
i=1 uiK[Zi] such that
{ui, . . . , ut} = G(I∆∨).
Proof. By Eagon-Reiner [15] ∆ is Cohen-Macaulay if and only if I∆∨ has a linear
resolution. Also by a result of Terai [52] proj dim(S/I∆) = reg(I∆∨) for any simplicial
complex ∆.
On the other hand by Corollary 4.2.7 the Cohen-Macaulay simplicial complex
∆ is partitionable if and only if I∆∨ has a squarefree Stanley decomposition I∆∨ =⊕t
i=1 uiK[Zi] such that deg ui ≤ reg(I∆∨) = d, where d is the degree of any minimal
monomial generator of I∆∨. Since ui ∈ I∆∨ , one has deg(ui) ≥ d for all i. This
shows that ui ∈ G(I∆∨) and hence {ui, . . . , ut} ⊂ G(I∆∨). The other inclusion is
obvious.
Corollary 4.2.8 shows that Stanley’s conjecture which says that any Cohen-
Macaulay simplicial complex is patitionable is equivalent to say that any squarefree
monomial ideal I ⊂ S which has a linear resolution has a Stanley decomposition
I =
⊕t
i=1 uiK[Zi] such that {u1, . . . , ut} = G(I).
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This results lead us to make the following conjecture which in the case of square-
free Nn-graded S-module is equivalent to Stanley’s conjecture on Stanley decompo-
sitions.
Conjecture 4.2.9. Let S = K[x1, . . . , xn], and let M be a finitely generated Zn-
graded S-module. Then there exists a Stanley decomposition
M =
t⊕
i=1
miK[Zi],
of M with |mi| ≤ regM for all i.
Let D be a Stanley decomposition of M . We call the maximal |mi| in D the
h-regularity of D, and denote it by hreg(D). Maclagan and Smith [36, Remark 4.2]
proved that hreg(D) ≥ reg(M) in the case that M = S/I , where I is a monomial
ideal, and D is a Stanley filtration. We set
hreg(M) = min{hreg(D) : D is a Stanley decomposition of M},
and call this number the h-regularity of M . With the notation introduced our
conjecture says that hreg(M) ≤ reg(M).
Let M be a finitely generated Nn-graded S-module which is generated by homo-
geneous elements n1, . . . , ns. It is clear that |ni| ≤ reg(M) for i = 1, . . . , s. We want
to show that |ni| ≤ hreg(M) for i = 1, . . . , s. Let D =
⊕t
i=1miK[Zi] be a Stan-
ley decomposition of M such that hreg(D) = hreg(M), and |nr| = max{|ni| : i =
1, . . . , s}. Since nr ∈ M is a homogeneous element, there exists a j ∈ [t] such that
nr ∈ mjK[Zj]. On the other hand mj ∈ M and nr is a generator. Therefore we
have mj = nr and |nr| = |mj | ≤ hreg(D).
It is known that Stanley’s conjecture is true in some cases. If we combine some
of this cases with Corollary 4.2.7 we get
Corollary 4.2.10. Let I = I∆ ⊂ S = K[x1, . . . , xn] be a squarefree monomial ideal.
Then Conjecture 4.2.9 holds for
(i) I if deg(u) ≥ n− 1 for all u ∈ G(I);
(ii) I and S/I if n ≤ 3;
(iii) I if I is a matroidal ideal of a transversal matroid;
(iv) S/I if reg(S/I) ≥ n− 2;
(v) I if reg(I) = 2,
(vi) I if I has a linear resolution and n ≤ 4;
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Proof. (i): Since deg(u) ≥ n − 1 for any u ∈ G(I∆), one has height(I∆∨) ≥ n − 1.
Hence by Theorem 3.1.3 (a) Stanley’s conjecture is true for S/I∆∨ and assertion
follows by Corollary 4.2.7.
(ii): It follows from Corollary 4.2.7, since Stanley’s conjecture is true for I∆∨ by
[5], and for S/I∆∨ by Theorem 3.1.3 (b) if n ≤ 3.
(iii): It is obvious since in this case I∆∨ is complete intersection monomial ideal
and by Theorem 3.1.3 (c) Stanley’s conjecture holds for S/I∆∨ .
(iv): Suppose that reg(S/I∆) ≥ n − 2. Then by a result of Terai [52] we have
proj dim(I∆∨) ≥ n−2. Hence depth(I∆∨) ≤ 2 and by [5] Stanley’s conjecture is true
for I∆∨ . Therefore by Corollary 4.2.7 we are done.
(v): By Eagon-Reiner [15] S/I∆∨ is Cohen–Macaulay. Hence by Theorem 3.1.3
(e) Stanley’s conjecture holds for S/I∆∨ . Therefore by Corollary 4.2.7 we are done.
Let I = (u1, . . . , um) be a monomial ideal in S. According to [32], the monomial
ideal I has linear quotients if one can order the set of minimal generators of I,
G(I) = {u1, . . . , um}, such that the ideal (u1, . . . , ui−1) : ui is generated by a subset
of the variables for i = 2, . . . , m.
Assume that I = (u1, . . . , um) is a monomial ideal which has linear quotients
with respect to the given order. Set Ii = (u1, . . . , ui−1) : ui, Zi = X \ G(Ii) for
i = 2, . . . , m and Z1 = X. We denote ri = |G(Ii)| for i = 2, . . . , m and r(I) =
max{ri : i = 2, . . . , s}. By [21, page 539] depth(I) = n− r(I).
Corollary 4.2.11. Let I ⊂ S be a monomial ideal with linear quotients. Then
Stanley’s conjecture on Stanley decompositions holds for I.
Proof. Suppose I = (u1, . . . , um) has linear quotients with respect to the given
order. Then G : (0) ⊂ J1 = (u1) ⊂ . . . ⊂ Jm−1 = (u1, . . . , um−1) ⊂ Jm = I is a
prime filtration of I. Hence by Proposition 3.1.1 D =
⊕s
i=1 uiK[Zi] is a Stanley
decomposition of I with sdepth(D) = n− r(I) = depth(I).
In the decomposition above of I, all ui are the minimal monomial generators of
I. Therefore we have
Corollary 4.2.12. If I ⊂ S is a monomial ideal which has linear quotient, then
Conjecture 4.2.9 holds for I.
In [27] it was shown that if I is monomial ideal with 2-linear resolution, then I has
linear quotients. For example the Stanley–Reisner ideal of any forest and quasi forest
has 2-linear resolution. Therefore Stanley’s conjecture on Stanley decompositions
and Conjecture 4.2.9 holds for such monomial ideals.
5 Monomial ideals with linear quotients
Let K be a field, S = K[x1, . . . , xn] the polynomial ring in n variables, and I ⊂ S
a monomial ideal. We denote by G(I) the unique minimal monomial system of
generators of I. We say that I has linear quotients, if there exists an order σ =
u1, . . . , um of G(I) such that the ideal (u1, . . . , ui−1) : ui is generated by a subset
of the variables for i = 2, . . . , m. We denote this subset by qui,σ(I). Any order
of the generators for which we have linear quotients will be called an admissible
order. Ideals with linear quotients were introduced by Herzog and Takayama [33].
If each component of I has linear quotients, then we say I has componentwise linear
quotients.
The concept of linear quotients, similarly as the concept of shellability, is purely
combinatorial. However both concepts have strong algebraic implications. Indeed,
an ideal with linear quotients has componentwise linear resolutions while shellabil-
ity of a simplicial complex implies that it is sequentially Cohen-Macaulay. These
similarities are not accidental. In fact, let ∆ be a simplicial complex and I∆ its
Stanley-Reisner ideal. It is well-known that I∆ has linear quotients if and only if
the Alexander dual of ∆ is shellable. Thus at least in the squarefree case “linear
quotients” and “shellability” are dual concepts. On the other hand, linear quotients
are not only defined for squarefree monomial ideals, and hence this concept is more
general than that of shellability.
5.1 Monomial ideals with linear quotients
In this section we prove some fundamental properties of ideals with linear quotients.
Let I ⊂ S be a monomial ideal with linear quotients and u1, . . . , um an admissible or-
der of G(I). It is easy to see that deg ui ≥ min{deg u1, . . . , deg ui−1} for i = 2, . . . , m.
In particular, deg u1 = min{deg u1, . . . , deg um}. But in general, this order need not
to be a degree increasing order. For example, the ideal I = (x1x2, x1x
2
3x4, x2x4) has
linear quotients in the given order, but deg x1x
2
3x4 > deg x2x4.
In the following lemma we show that for any ideal with linear quotients there
exists an admissible order u1, . . . , um of G(I) such that deg ui ≤ deg ui+1 for i =
1, . . . , m− 1. We call such an order a degree increasing admissible order.
Lemma 5.1.1. Let I ⊂ S be a monomial ideal with linear quotients. Then there is
a degree increasing admissible order of G(I).
Proof. We use induction onm, the number of generators of I, to prove the statement.
If m = 1, there is nothing to show.
Assume m > 1 and u1, . . . , um is an admissible order. It is clear that J =
(u1, . . . , um−1) has linear quotients with the given order. By induction hypothe-
sis, we may assume that deg ui ≤ deg ui+1 for i = 1, . . . , m − 2. Assume that
deg um−1 > deg um. Let j + 1 be the smallest integer such that deg uj+1 > deg um.
By the observation before this lemma, one sees that j + 1 6= 1. Now we show
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that u1, . . . , uj, um, uj+1, . . . , um−1 is an admissible order which is obviously degree
increasing.
We need to prove that (u1, . . . , uj) : um and (u1, . . . , uj, um, uj+1, up−1) : up are
generated in degree one, for p = j + 1, . . . , m − 1. Since deg um < deg uq for
q = j + 1, . . . , m − 1, we have deg(uq : um) > 1. Since u1, . . . , um is an admissible
order, for any r ≤ j, there exists a k ≤ j such that deg(uk : um) = 1 and uk :
um | ur : um. This shows that (u1, . . . , uj) : um is generated in degree one. Now let
j+1 ≤ p ≤ m−1. It is clear that for any r ≤ p−1, there exists a k ≤ p−1 such that
deg(uk : up) = 1 and uk : up | ur : up, since the ideal (u1, . . . , uj, uj+1, . . . , up) has
linear quotients in this order. It remains to show that there is an h < p such that
deg(uh : up) = 1 and uh : up | um : up. Since u1, . . . , uj, uj+1, . . . , um is an admissible
order and deg um < deg uq for q = j + 1, . . . , m − 1, there exists a k ≤ j such that
uk : um = xd and xd | up : um for some d ∈ [n]. Since u1, . . . , uj, uj+1, . . . , up is an
admissible order, there exists an h < p such that uh : up = xb and xb | uk : up for
some b ∈ [n].
We claim that xb | um : up. In order to prove this we first show that b 6= d.
Suppose b = d. Then we have xd = uk : um and xd = xb | uk : up. Hence
degxd uk = degxd um + 1 and degxd uk ≥ degxd up + 1, where by degxd u we mean the
degree of xd in u. Therefore degxd um ≥ degxd up, which is a contradiction, since
xd | up : um.
Now since xb = uh : up and xb | uk : up, we have degxb uh = degxb up + 1 and
degxb uk ≥ degxb up + 1. On the other hand, since xd = uk : um and b 6= d, we have
degxb um ≥ degxb uk ≥ degxb up + 1 > degxb up. This implies that xb | um : up.
If σ = u1, . . . , um is any admissible order of G(I), we denote by σ
′ = ui1 , . . . , uim
the degree increasing admissible order derived from σ as give in Lemma 5.1.1. The
order σ′ is called the degree increasing admissible order induced by σ. With the
notation introduced we obtain the following:
Proposition 5.1.2. Let I be a monomial ideal with linear quotients with respect to
the admissible order σ of the generators. Then for all u ∈ G(I) we have
qu,σ(I) = qu,σ′(I).
Proof. Let σ = u1, . . . , um and σ
′ = ui1, . . . , uim. Suppose u = uk in σ and u = uit in
σ′. Let xd ∈ qu,σ(I), for some d ∈ [n], then there exists j < k such that uj : uk = xd.
In particular, deg uj ≤ deg uk. According to the definition of σ
′, uj comes before uit
and hence xd ∈ qu,σ′(I).
Conversely, let xd ∈ qu,σ′(I) for some d ∈ [n]. Then there exists an ij with j < t,
such that uij : uit = xd. We may assume that j is the smallest integer with this
property and uij = ur in σ.
Suppose xd 6∈ qu,σ(I). Then r > k and deg ur < deg uk according to the definition
of σ′. Therefore ur = xdv and uk = wv where v and w are monomials with degw ≥ 2
and xd 6 |w. Since u1, . . . , ur is an admissible order and k < r, there exists an s < r
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such that us : ur = xb and xb | uk : ur = w (b 6= d). Hence deg us ≤ deg ur = deg uij .
Therefore us = uil with l < j.
It follows that degxb us = degxb ur + 1 ≤ degxb uk, degxc us ≤ degxc ur ≤ degxc uk
for any c 6= d, b, and degxd us ≤ degxd ur = degxd uk + 1. If degxd us < degxd uk + 1,
then we have us | uk, a contradiction. Therefore degxd us = degxd uk + 1, and hence
xd = us : uk = uil : uit, contradicting the choice of j.
Let ∆ be a simplicial complex with F(∆) = {F1, . . . , Fm}. Then I∆ =
⋂m
i=1 PF ci
where PF ci = (xj : j 6∈ F
c
i ) and F
c
i = [n] \ Fi, see [7, Theorem 5.4.1]. It follows
from [28, Lemma 1.2] that I∆∨ = (xF c1 , . . . , xF cm), where xF ci =
∏
j 6∈Fi
xj . We follow
the notation in [9]: if δ = F1, . . . , Fm is any order of facets of ∆, then we set
∆k = 〈F1, . . . , Fk〉 and Rδ(Fk) = {i ∈ Fk : Fk \ {i} ∈ ∆k−1} for any k ∈ [m].
We observe the following simple but important fact: ∆ is shellable with shelling
δ = F1, . . . , Fm if and only if I∆∨ has linear quotients with the admissible order σ =
xF c1 , . . . , xF cm . Moreover, if the equivalent conditions hold, then Rδ(Fk) = quk,σ(I∆∨).
As an immediate consequence of Lemma 5.1.1, Proposition 5.1.2 and the obser-
vation above we rediscover the following well-known “Rearrangement Lemma” of
Bjo¨rner and Wachs [9, Lemma 2.6].
Corollary 5.1.3. Let δ = F1, . . . , Fm be a shelling of the simplicial complex ∆.
There exists a shelling δ′ = Fi1 , . . . , Fim of ∆ induced by δ such that dimFik ≥
dimFik+1 for k = 1, . . . , m− 1. Furthermore we have Rδ(F ) = Rδ′(F ) for any facet
F of ∆.
It is known that the product of two ideals with linear quotients need not to have
again linear quotients, even if one of them is generated by linear forms. Such an
example was given by Conca and Herzog [11].
Example 5.1.4. Let R = k[a, b, c, d], I = (b, c) and J = (a2b, abc, bcd, cd2). Then
J has linear quotients, and I is generated by a subset of the variables. But the
product IJ has no linear quotients ( not even a linear resolution).
However, we have the following
Lemma 5.1.5. Let I ⊂ S be a monomial ideal. If I has linear quotients, then mI
has linear quotients, where m = (x1, . . . , xn) is the maximal graded ideal of S.
Proof. We may assume G(I) = {u1, . . . , um} and u1, . . . , um is a degree increasing
admissible order. We prove the assertion by using induction on m.
The case m = 1 is trivial. Let m > 1. Consider the multi-set
T = {u1x1, . . . , u1xn, u2x1, . . . , u2xn, . . . , umx1, . . . , umxn}.
It is a system of generator of mI. If uixj | urxs for some i < r, then we remove urxs
from T . In this way, we get the minimal set
T ′ =
m⋃
i=1
⋃
j∈Ai
{uixj}
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of monomial generators of mI, where A1 = [n] and Ai ⊂ [n] for i = 2, . . . , m. We
shall order G(mI) in the following way: ukxl comes before utxs if k < t or k = t
and l < s. Now we show that the above order σ of G(mI) is an admissible order.
We define the order of the generators of m(u1 . . . , um−1) in the same way as we
did for mI. Then the ordered sequence τ of the generators of m(u1 . . . , um−1) is an
initial sequence of σ. Moreover, by induction hypothesis, τ is an admissible order of
G(m(u1 . . . , um−1)).
For a given j ∈ Am let J be the ideal generated by all monomials in T
′ which
come before umxj with respect to σ. It remains to be shown that J : umxj is
generated by monomials of degree 1.
Let ukxl ∈ G(J). If k = m, then ukxl : umxj = xl. If k < m, then we shall find
an element urxs ∈ G(J) and t ∈ [n] such that urxs : umxj = xt and xt | ukxl : umxj .
Indeed since u1, . . . , um is an admissible order of G(I), there exists q < m such that
uq : um = xt and xt | uk : um. This implies that uqxj : umxj = uq : um = x1. Since
uqxj ∈ mI, there exists, by the definition of σ, a monomial urxs ∈ G(J) such that
urxs | uqxj .
We claim that urxs : umxj = xt and xt | ukxl : umxj . Notice that urxs : umxj |
uqxj : umxj = xt. If urxs : umxj 6= xt, then urxs : umxj = 1, that is, urxs | umxj
which contradicts the fact that j ∈ Am. This shows that urxs : umxj = xt.
Since xt | uk : um, it is enough to show that xt 6= xj in order to prove that
xt | ukxl : umxj . Assume that xt = xj . Since uq : um = xt, we have uq = xtu for
some monomial u such that u | um. Since deg uq ≤ deg um, it follows that um = uw
for some monomial w with degw ≥ 1 and xt 6 |w. Hence there exists some variable
xd with d 6= t such that xd | w. But then xduq = xduxt | wuxt = umxj , contradicting
again the fact that j ∈ Am.
Remark 5.1.6. The converse of the above lemma is not true. For example, let
I = (ab, cd) ⊂ K[a, b, c, d]. Then mI = (a2b, ab2, abc, abd, acd, bcd, c2d, cd2) has
linear quotients in the given order, but I has no linear quotients.
Now we present the main theorem of this section.
Theorem 5.1.7. Let I ⊂ S be a monomial ideal. If I has linear quotients, then I
has componentwise linear quotients.
Proof. By Lemma 5.1.5 and Lemma 5.1.1, we may assume that I is generated by
monomials of two different degrees a and a+1. We denote by I〈a〉 the ideal generated
by the a-th graded component of the ideal I. Let G(I) = {u1, . . . , us, v1, . . . , vt},
where deg ui = a for i = 1, . . . , s and deg vj = a + 1 for j = 1, . . . , t. By Lemma
5.1.1, we may assume that u1, . . . , us, v1, . . . , vt is an admissible order, hence Ia has
linear quotients. Now we show that I〈a+1〉 has also linear quotients.
We have I〈a+1〉 = m(u1, . . . , us)+(v1, . . . , vt). LetG(I〈a+1〉) = {w1, . . . , wl, v1, . . . , vt},
where w1, . . . , wl is ordered as in Lemma 5.1.5. In particular, w1, . . . , wl is an ad-
missible order. We only need to show that (w1, . . . , wl, v1, . . . , vp−1) : vp is generated
by a subset of the variables, for 1 ≤ p ≤ t.
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First we consider vj : vp where j < p. Since u1, . . . , us, v1, . . . , vt is an admissible
order of G(I), there exists some u ∈ {u1, . . . , us, v1, . . . , vt} and d ∈ [n] such that
u : vp = xd and xd | vj : vp. If u ∈ {v1, . . . , vt} we are done. So we may assume
u ∈ {u1, . . . , us}. Therefore, deg u = deg vp − 1. Since u : vp = xd, degxd u =
degxd vp + 1 and degxb u ≤ degxb vp for any b 6= d. Since deg u < deg vp, there exists
a variable xc with c 6= d such that degxc u ≤ degxc vp−1. Since xcu ∈ mI〈a〉, one has
xcu = wk for some k ≤ l. All this implies that degxd wk = degxd u = degxd vp + 1
and degxb wk ≤ degxb vp for any b 6= d. Therefore wk : vp = xd and xd | vj : vp.
It remains to consider wj : vp. In this case wj = xbui for some i ∈ [s] and some
b ∈ [n]. Since u1, . . . , us, v1, . . . , vt is an admissible order, there exists some u ∈
{u1, . . . , us, v1, . . . , vt} and d ∈ [n] such that u : vp = xd and xd | ui : vp. Therefore
xd | wj : vp, since ui : vp | wj : vp. If u ∈ {v1, . . . , vt}, then we are done. So we may
assume u ∈ {u1, . . . , us}. Then, as before, there exists a variable xc with c 6= d such
that xcu ∈ mI〈a〉, degxd xcu = degxd u = degxd vp + 1 and degxb xcu ≤ degxb vp for
any b 6= d. This implies that xcu : vp = xd and xd | wj : vp.
It is known that if I has linear quotient and generated in one degree, then I has
a linear resolution, see [57]. Therefore we get the following:
Corollary 5.1.8. If I ⊂ S is a monomial ideal with linear quotients, then I is
componentwise linear.
We do not know if the converse of Theorem 5.1.7 is true in general. However we
could prove the following:
Proposition 5.1.9. Let I be a monomial ideal with componentwise linear quotients.
Suppose for each component I〈a〉 there exists an admissible order σa of G(I〈a〉) with
the property that the elements of G(mI〈a−1〉) form the initial part of σa. Then I has
linear quotients.
Proof. We chose the order σ = u1, . . . , us of G(I) such that that i < j if deg ui <
deg uj or deg ui = deg uj = a and ui comes before uj in σa.
We show that (u1, . . . , up−1) : up is generated by linear forms. If deg u1 = deg up,
then there is nothing to prove.
Now assume that deg u1 < deg up = b. Let l < p be the largest number
such that deg ul < b. Then, by our assumption, there exists an admissible order
w1, . . . , wt, ul+1, . . . , up where w1, . . . , wt ∈ G(mI〈b−1〉).
Let j < p and suppose that deg(uj : up) ≥ 2. Let m be a monomial such that
deg(muj) = deg up and muj : up = uj : up. Since muj ∈ {w1, . . . , wt, ul+1, . . . , up−1}
there exists w ∈ {w1, . . . , wt, ul+1, . . . , up−1} and some d ∈ [n] such that w : up = xd
and xd | uj : up because muj : up = uj : up.
If w ∈ {ul+1, . . . , up−1}, then we are done. On the other hand, if w ∈ {w1, . . . , wt},
then w = m′ui for some i ≤ l and some monomial m
′. Since w : up = xd, one has
degxb w ≤ degxb up for all b 6= d. Hence xd does not dividem
′, otherwise ui | up which
contradicts the fact that ui, up ∈ G(I). Therefore xd = ui : up and xd | uj : up.
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Let I ⊂ S be a monomial ideal. We denote by I[sf ] the monomial ideal generated
by the squarefree monomials in I and call it the squarefree part of I. Indeed I[sf ] =
(u : u ∈ G(I) and u is squarefree ). We follow [21] and denote by I[a] the squarefree
part of I〈a〉. In [21, Proposition 1.5], the authors proved that if I is squarefree, then
I〈a〉 has a linear resolution if and only if I[a] has a linear resolution. Indeed for the
only if part one does not need the assumption that I is squarefree. We have the
following slightly different result.
Proposition 5.1.10. Let I be a monomial ideal in S. If I has linear quotients,
then I[sf ] has linear quotients.
Proof. Let u1, . . . , um be an admissible order of G(I). Assume I[sf ] = (ui1, . . . , uit),
where 1 ≤ i1 < i2 < · · · < it ≤ m. We shall show ui1 , . . . , uit is an admissible order
of G(I[sf ]) by using induction on m.
The case m = 1 is trivial. Now assume m > 1. It is clear that (ui1, . . . , uit−1)
is the squarefree part of the monomial ideal (u1, . . . , uit−1), where u1, . . . , uit−1 is an
admissible order. By induction hypothesis ui1, . . . , uit−1 is an admissible order of
G((ui1, . . . , uit−1)). Consider uij : uit with j < t. Since u1, . . . , um is an admissible
order of G(I), there exists k < it and some d ∈ [n] such that uk : uit = xd and
xd | uij : uit . Since uij and uit are squarefree, we have xd 6 |uit. On the other hand,
since uk : uit = xd, one has degxd uk = 1 and degxb uk ≤ degxb uit ≤ 1 for any b 6= d.
Hence uk ∈ G(I[sf ]).
Combining Proposition 5.1.10 with Theorem 5.1.7, we have the following:
Corollary 5.1.11. Let I ⊂ S be a monomial ideal with linear quotients. Then I[a]
has linear quotients.
Remark 5.1.12. Let E = K〈e1, . . . , en〉 be the exterior algebra with basis e1, . . . , en,
and J = (ei1 ∧ · · · ∧ eij : 1 ≤ i1 < . . . < ij ≤ n) ⊂ E a monomial ideal. Suppose
I = (xi1 · · ·xij : 1 ≤ i1 < . . . < ij ≤ n) is the squarefree monomial ideal in S =
K[x1, . . . , xn] corresponding to J . It is easy to see that J has linear quotients if and
only if I has linear quotients. Hence as an immediately consequence of Corollary
5.1.11, one sees that if J has linear quotients, then each component of J has linear
quotients.
Let ∆ be a d-dimensional simplicial complex. We define the 1-facet skeleton of
∆ to be the simplicial complex
∆[1] = 〈G : G ⊂ F ∈ F(∆) and |G| = |F | − 1〉.
Recursively, the i-facet skeleton is defined to be the 1-facet skeleton of ∆[i−1], for
i = 1, . . . , d. For example if ∆ = 〈{1, 2, 3}, {2, 3, 4}, {4, 5}〉, then
∆[1] = 〈{1, 2}, {1, 3}, {2, 3}, {2, 4}, {3, 4}, {5}〉 and ∆[2] = 〈{1}, {2}, {3}, {4}〉.
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If ∆ is pure of dimension d, then the i-facet skeleton of ∆ is just the (d− i)-skeleton
of ∆. Now let Γ be a shellable simplicial complex with facets F1 . . . , Fm. It is known
that any skeleton of Γ is shellable, see [9, Theorem 2.9]. Since IΓ =
⋂m
i=1 PFi where
PFi = (xj : j 6∈ Fi), we have (IΓ)
∨ = (u1, . . . , um), where ui =
∏
j 6∈Fi
xj . By Theorem
1.4.6 (IΓ)
∨ has linear quotients. Hence m(IΓ)
∨ and the squarefree part of m(IΓ)
∨
have linear quotients by Lemma 5.1.5 and Proposition 5.1.10. It is not hard to see
that the squarefree part of m(IΓ)
∨ is the Alexsander dual of IΓ[1] . hence with the
discussion above, we get the following:
Corollary 5.1.13. If Γ is a shellable simplicial complex of dimension d, then Γ[i]
is shellable, for i ≤ d. In particular, if Γ is pure, then any skeleton of Γ is again
shellable.
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