Abstract
Introduction
The huge amount of patterns generated by frequent pattern mining algorithms has been extensively addressed in the last few years. Different objective and subjective measures have been proposed to evaluate how interesting association rules are. However, according to [5] it is difficult to come up with a single metric that quantifies the "interestingness" or "goodness" of an association rule. In most approaches, non-interesting rules are eliminated during the rule generation, i.e., aposteriori, when frequent itemsets have already been generated.
In spatial frequent pattern mining the number of noninteresting association rules can increase even further than in transactional pattern mining. Geographic data have semantic dependencies and spatial properties which in many cases are well known and non-interesting [3, 8] . Figure 1 shows a partial map of the city of Porto Alegre, located in southern Brazil, where the large polygons Figure 1 . Districts, Streets, and Illumination Points of the Porto Alegre City are districts, black lines are streets and black dots are illumination points. In this example we can see at least two semantic dependencies which generate well known patterns. Illumination points are adjacent to streets, and all streets are related to at least one district. Such dependencies generate non-interesting association rules such as, for example:
is a District ∧ contains Street → contains IlluminationP oints.
In the geographic domain, not only well known geographic dependencies generate a large number of patterns without novel and useful knowledge. Different spatial predicates may contain the same geographic object type. In transactional frequent pattern mining items have binary values, and either do or do not participate in a transaction. For instance, the item milk either participates or not in a transaction t. In spatial frequent pattern mining the same spatial object (item) may have different qualitative spatial relationships with the target feature (transaction), and by consequence participate more then once in the same transaction t. For instance, a city C may contain an instance i 1 of river, be crossed by an instance i 2 of river, or even touch an instance i 3 of river. Different spatial relationships with the same geographic object type will generate associations such as contains River → touches River when data are considered at general granularity levels [12] . This rule says that "cities which contain river do also touch river". It is well known that a city does not touch a river because it also contains a river. Such kind of rule is noninteresting for most applications. An interesting association rule would be the combination of any of these two predicates with a different geographic object type or some nonspatial attribute. For instance:
contains River → W aterP ollution = high or touches River → exportationRate = high.
To understand the problem in real applications, let us consider Figure 2 , which shows the same part of the city of Porto Alegre shown in Figure 1 , with some different geographic object types. The large polygons represent a certain part of the 109 districts, black squares are police centers, dark polygons represent slums, and white dots are schools. Our objective is to investigate possible associations between the high criminality rates in different districts with slums, schools, and police centers. In our initial hypothesis, districts that have high criminality rates will be spatially related to slums, and districts with low criminality rate contain schools and police centers. For this problem we need to consider the data at a more general granularity level (e.g. contains slum, contains school), without taken into account the instance of each relevant feature type (e.g. contains slum159, contains school20), since we are not interested in specific instances of schools, police centers, or slums.
Considering districts as the reference object type and slums, police centers, and schools as the relevant object types, the first step is to compute the different spatial relationships of each district with all relevant feature types. These relationships may be of type topological, distance, or Figure 2 . Districts, Slums, Schools, and Police Centers of the Porto Alegre City order [11] . Notice in Figure 2 that the district "Nonoai", for instance, has many topological relationships with different instances of slum. It touches slum180, covers slum183, overlaps slum174 and contains slum159. Considering distance relationships and police centers, the district Nonoai will be either close or far from the police centers according to the distance threshold. Districts Cristal and Cavalhada, however, will be very close, since they contain police centers. These different relationships that districts can have with different geographic object types (e.g. slums, police centers) generate many predicates with the same feature type, and by consequence, meaningless association rules. In this example, non-interesting association rules such as is a District → contains slum ∧ touches slum or contains school → touches school will be generated. With distance relationships we can have rules with even less meaning. In the example, notice that the district Cristal for instance, will be very close to one police center but far from all other police centers in the city. In this case we will have rules such as
For each different relevant geographic object type (slum, police center, and school) there exists a possibility to generate different topological predicates, according to the 9-intersection model proposed by [10] : contains, within, touches, crosses, covers, coveredBy, overlaps, equals, and disjoint. For distance or order relationships, the higher the number of specified qualitative relationships is (e.g. close, very close, far), the higher is the probability to generate non-interesting frequent patterns. This kind of patterns can be generated for any qualitative spatial relationship.
Since our objective is to find associations between the different geographic object types (slums, schools, and police centers) in different districts, associations of predicates with different qualitative spatial relationships, but with the same geographic object type, do only impede the pattern discovery and should be eliminated. Moreover, they do not express any co-relation between the different geographic object types.
Existing quantitative co-location pattern mining approaches such as [13] may not generate this kind of meaningless patterns. However, they have the disadvantage of considering only quantitative distance relationships and their input is restricted to point datasets, which is a significant limitation for real applications.
Only a few qualitative approaches in frequent geographic pattern mining address the problem of mining noninteresting patterns. In [14] , for instance, such problems have not been addressed. In [3] well known patterns can be eliminated using background knowledge, but pruning is performed aposteriori. Existing metrics proposed to reduce the number of patterns in transactional databases do not warrant the elimination of non-interesting qualitative spatial patterns.
Recently, two of the present authors proposed different approaches to reduce the number of frequent geographic patterns using background knowledge. In [8] they proposed Apriori-KC, in which some changes were proposed on Apriori [1] to eliminate well known geographic patterns. In [7] they extended this method with an additional step where not only frequent itemsets are reduced, but input space is reduced as much as possible, since this is still the most efficient way for pruning frequent patterns. However, still a large number of frequent itemsets is generated in [7] and [8] although well known dependencies are eliminated very efficiently. In [9] they applied the closed frequent pattern mining approach to the geographic domain, eliminating both well known dependencies and redundant frequent itemsets. As a continued study in frequent geographic pattern mining, in this paper we propose a method to reduce the number of non-interesting spatial patterns using qualitative spatial reasoning. Not only the data is considered, but its semantics is taken into account, and frequent patterns that contain the same feature type are removed apriori.
In transactional frequent pattern mining some works address the problem of mining interesting association rules [5, 16, 17, 18] . They incorporate user-specified constraints or define either objective or subjective metrics of interestingness. Moreover, pruning is performed aposteriori, after the rule generation. The method proposed in this paper is more [2] and prunes non-interesting patterns during the frequent set generation. Other transactional pattern mining approaches such as [4, 19] remove redundant frequent patterns and association rules exploiting support and confidence constraints, while our method is independent of such thresholds. In these approaches "redundan" rules are eliminated by frequent itemset pruning, but "noninteresting" and "meaningless" rules are still generated. The reminder of the paper is organized as follows. Section 2 explains the problem of mining frequent qualitative spatial patterns. Section 3 presents a filtering method to eliminate non-interesting patterns. Section 4 evaluates the method with experimental results. Finally in Section 5 is the conclusion of the paper and suggestions for some directions for future work.
The Problem of Mining Qualitative Spatial Patterns
We will explain the problem of meaningless patterns considering topological relationships, although it exists for any type of qualitative spatial relationship. Considering all possible topological relationships between districts and the relevant object types shown in Figure 2 without considering their instance, we can generate a dataset similar to the one shown in Table 1 . Now let us consider minimum support 50%. The frequent itemsets are those which appear in at least 3 rows in the dataset shown in Table 1 . Considering such a high minimum support, Table 2 shows all possible frequent itemsets that can be generated from the dataset. Considering that the dataset has 9 predicates, two non-spatial (murderRate and theftRate) and 7 spatial predicates, a total of 60 frequent itemsets with two or more elements is generated. Among the 60 frequent itemsets, 31 contain at least one pair with the same geographic object type, as represented in bold style in Table 2 .
In this small example we see how many frequent predicate sets can be generated without expressing interesting knowledge. However, it is important to observe that the generation of frequent itemsets having the same spatial feature type varies according to both the value of minimum support and the dataset.
As can be observed in Table 2 , the combination of pairs with the same feature type slum or school appear the first time during the generation of frequent itemsets with size k = 2. Then these pairs start replicating in a combinatorial explosion of frequent predicates sets. Considering this, the most efficient way to eliminate meaningless patterns in spatial frequent pattern mining is to remove the pairs in which such patterns appear the first time. This can be done in the second pass of the algorithm, by exploiting the antimonotone constraint, as explained in the following section.
Filtering non-interesting Spatial Patterns
Existing spatial frequent pattern algorithms generate candidates and frequent sets. In spatial frequent pattern mining the computational cost relies on the spatial predicate extraction (number of instances of both target and relevant feature types). Therefore the candidate generation is not a problem as in transactional databases, since the number of predicates is much smaller than the number of items [15] .
Apriori [2] has been the basis for dozens of algorithms for mining spatial and non-spatial frequent itemsets. Although it generates a large number of frequent itemsets and association rules, spatial association rule mining algorithms are Apriori-like. In [8] two of the presenting authors extended Apriori to Apriori-KC, to eliminate well known geographic dependencies, where knowledge constraints (KC) are given as background knowledge. To eliminate frequent patterns which contain the same geographic feature type we need to perform some reasoning over the data, i.e., it is necessary to check the meaning of the items into a frequent itemset and if they can be either removed or not. For this purpose, we added one more step to Apriori-KC, which we will call Apriori-KC+, as shown in Listing 1.
In Apriori-KC+ besides the elimination of pairs of predicates with well known dependencies, we also eliminate pairs of predicates with the same feature type. However, the background knowledge given as an input to Apriori-KC+ is only necessary to eliminate dependencies. Background knowledge is not necessary to remove pairs with the same feature type, since this problem is independent of domain knowledge.
Going further into the algorithm, in the first pass, the support of the individual elements is computed to determine large-predicate sets. In the subsequent passes, given k as the number of the current pass, the large sets L k−1 in the previous pass (k − 1) are grouped into sets C k with k elements, which are the candidate sets. This is performed by the apriori gen function, described in [1] .
The support of each candidate set is computed, and if it is equal or higher than minimum support, then this set is considered frequent. This process continues until the large set in the pass results in an empty set.
To eliminate meaningless patterns we added one step which is performed when k = 2, such that all pairs of elements that contain the same feature type are removed from C 2 . By removing these pairs, no larger frequent predicate set will be generated with the same feature type. According to the anti-monotone constraint of Apriori [1] which states that if an itemset Z is infrequent no superset of Z will be frequent, the elimination of a pair having the same feature type will not generate any set with size k > 2. This makes the approach effective and independent of any threshold such as minimum support, minimum confidence, lift, etc. Indeed, no background knowledge is required from the data mining user and the method eliminates the exact combinations which generate meaningless rules. The proposed method does not sacrifice the result quality. For instance, suppose that {A, B} is a frequent set having the same feature type. This pair is eliminated with the purpose to avoid the generation of larger frequent sets that contain the same feature type, such as {A, B, C}, for example. If the set {A, B, C} has minimum support, then the pairs {A, B}, {A, C}, and {B, C} have minimum support as well. As we eliminate only pairs with same feature types, which in this example is {A, B}, the sets {A, C} and {B, C} which combine the predicate C with both A and B separately, are still generated, and no information is lost.
In a practical example, a pair such as {contains slum, touches slum} is removed to avoid the generation of a larger frequent predicate set such as {contains slum, touches slum, murderRate = high}. Although one can argue that such a frequent itemset could generate interesting rules in which murderRate would be high in districts which both contain and touch slum, such information is still expressed by the frequent sets {contains slum, murderRate = high} and {touches slum, murderRate = high}.
Evaluating the Pattern Filtering
In this section we evaluate the proposed method with experiments on real data and present some analysis over the method.
Analysis
In this section we give a lower bound on the gain of generated frequent itemsets using the algorithm listed in Listing 1 in comparison with the frequent itemsets that would be generated using the standard Apriori method.
Suppose we have a dataset consisting of x elements and that by using a standard Apriori algorithm our largest frequent itemset contains m elements. We know that we then have in total at least m i=2 m i frequent itemsets.
Applied to the results shown in Table 2 where m = 6, the formula would give us as lower bound for the number of tuples = Table 2 contains 60 frequent itemsets.
Suppose that one of the largest frequent itemsets contains u geographic feature types with more than one qualitative spatial relationsip in this largest frequent itemset, and n other attributes. 
Applied to the Table 2 where m = 6, u = 2, t 1 = 2, t 2 = 2 and n = 2 this gives us a minimal gain = = 1+1+2+2+2+2+1+4+1+4+1+2+2+2+1 = 28, what is only 2 less than in reality. These are actually the 2-itemset {contains slum, touches slum} and the 3-itemset {contains slum, touches slum, touches school} which contain the attribute touches slum that is not present in the largest frequent itemset of Table 2 .
Suppose we have only 1 geographic feature type with more than one qualitative spatial relationship in the largest frequent itemset, so u = 1. In Figure 3 the minimal gain is plotted when t 1 = 1, 2, . . . , 8 and n = 1, 2, . . . , 10. Although in Figure 3 it seems that for small values of t 1 and n the minimal gain is constant, this is just because of the large minimal gain for the highest values of t 1 and n, which is clear from Table 3 . Figure 4 shows the result of an experiment performed with a geographic dataset with one non-spatial attribute and 6 geographic object types, that with different topological relationships generated 13 spatial predicates. Among these predicates, a total of 9 pairs had the same feature type with a different relationship, and four pairs had a geographic dependence.
Experiments
Different experiments were performed on this dataset, considering minimum support 5%, 10%, and 15%. First we extracted patterns from this dataset using Apriori, which does not eliminate any meaningless pattern. Then Apriori-KC was applied, and pairs of geographic objects with the dependencies specified in Φ were eliminated. At the end we mined the dataset with Apriori-KC+, which eliminates pairs with either well known dependencies or same feature type.
As can be observed in Figure 4 , the elimination of 4 geographic dependencies with Apriori-KC reduced the number of frequent sets generated by Apriori in around 28% for different values of minimum support. However, with the elimination of meaningless combinations with the same feature type, Apriori-KC+ reduced this number much further. The elimination of 9 pairs with equal feature type reduced the number of frequent sets in more than 60% in relation to Aprioi and aroundf 50% in relation to Apriori-KC.
The computational time to eliminate both dependencies and frequent sets with same feature types is reduced with Apriori-KC+, as shown in Figure 5 .
It is important to consider that for any spatial dataset with qualitative spatial relationships the frequent set reduction is data dependent. For example, a pair of predicates with the same feature type such as {contains(Street), crosses(Street)} in cities, will have much higher support than a pair of predicates such as {contains(River), crosses(River)}, since normally cities have a lot more streets than rivers. A second experiment was performed with a dataset generated with 10 spatial predicates. Among these predicates, five pairs had the same feature type. In this dataset no geographic objects with dependencies were considered, and only predicates with the same feature type were removed. Figure 6 shows the frequent set reduction with Apriori-KC+ in relation to Apriori considering different values of minimum support.
In this experiment the number of frequent sets is reduced in more than 55% for any value of minimum support. In Figure 7 we can observe that the computational time is reduced as well, which shows that Apriori-KC+ is more effective than Apriori and more efficient when applied to geographic data. In both experiments we can observe that the higher the number of either dependencies or meaningless combinations, the more efficient is Apriori-KC+.
If we apply our formula for the gain (Formula 1) to the largest frequent itemset with a minimum support of 5% using the experiment shown in Figure 6 , where m = 8, u = 3 and t 1 = t 2 = t 3 = n = 2, the formula predicts a minimum gain of 148 frequent itemsets, where the real gain is 281. If we do the same for largest frequent itemset using a minimum support of 17% where m = 7, u = 3, t 1 = t 2 = t 3 = 2 and n = 1, we predict a gain of 74 which is equal to the real gain. 
Conclusions and Future Works
In frequent geographic pattern mining a large amount of patterns is well known apriori. Besides these well known patterns, another amount is non-interesting. The same geographic object type can have different qualitative spatial relationships with the reference geographic object type, and as a consequence, many "items" are the same feature type with a different spatial relationship. Therefore, many combinations having the same feature type generate noninteresting rules in most applications, such as, for example, contains street → touches street.
Trying to reduce the number of well known patterns and non-interesting association rules this paper presented Apriori-KC+, which is an extension of Apriori-KC to avoid the combination or pairs of spatial predicates which contain the same feature type. In summary, Apriori-KC+ eliminates frequent patterns which contain the same feature type apart from the well known geographic dependences when background knowledge is given as an input.
The main strength of the proposed method for eliminating non-interesting patterns is its simplicity. In a single but very effective and efficient step, combinations of redundant features in the same frequent sets are removed exploiting the anti-monotone constraint. Indeed, this step can be implemented by any algorithm that generates frequent itemsets, including transactional rule mining algorithms which propose different measures for rule interestingness.
The proposed method only eliminates what is noninteresting and does not sacrifice the result quality. It removes frequent patterns having the same feature type, and not same feature type with different instances such as contains streetX → touches streetY.
It is effective and efficient for feature type granularities.
Future works include the generation of maximal frequent geographic patterns in order to eliminate redundant frequent itemsets as proposed by the closed frequent pattern mining approaches.
