Quantifying Model Uncertainties in the Space of Probability Measures by Duan, Jinqiao et al.
ar
X
iv
:1
20
4.
08
55
v1
  [
ma
th.
PR
]  
4 A
pr
 20
12
May 7, 2018 9:36 World Scientific Review Volume - 9.75in x 6.5in uncertain
Quantifying Model Uncertainties
in the Space of Probability Measures
Jinqiao Duan1, Ting Gao1 and Guowei He2 ∗
1. Institute for Pure and Applied Mathematics
University of California, Los Angeles, CA 90095, USA
&
Department of Applied Mathematics, Illinois Institute of Technology
Chicago, IL 60616, USA
E-mail: duan@iit.edu tgao5@iit.edu
2. Laboratory for Nonlinear Mechanics
Institute of Mechanics, Chinese Academy of Sciences
Beijing 100080, China
E-mail: hgw@lnm.imech.ac.cn
Due to lack of scientific understanding, some mechanisms may be missing in
mathematical modeling of complex phenomena in science and engineering. These
mathematical models thus contain some uncertainties such as uncertain parame-
ters. One method to estimate these parameters is based on pathwise observations,
i.e., quantifying model uncertainty in the space of sample paths for system evo-
lution. Another method is devised here to estimate uncertain parameters, or
unknown system functions, based on experimental observations of probability
distributions for system evolution. This is called the quantification of model un-
certainties in the space of probability measures. A few examples are presented to
demonstrate this method, analytically or numerically.
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1 . Introduction
In this chapter we discuss some issues about quantification of model uncertainties
in complex dynamical systems.
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Mathematical models for scientific and engineering systems often involve with
some uncertainties. We may roughly classify such uncertainties into two kinds. The
first kind of uncertainties may be calledmodel uncertainty. They are due to physical
processes that are not well understood or not well-observed, and thus are not or
not well represented in the mathematical models.
The second kind of uncertainties may be called simulation uncertainty. This
arises in numerical simulations of multiscale systems that display a wide range of
spatial and temporal scales, with no clear scale separation. Due to the limitations of
computer power, not all scales of variability can be explicitly simulated or resolved.
These uncertainties are sometimes also called unresolved scales, as they are not
represented (i.e., not resolved) in modeling or simulation. Although these unresolved
scales may be very small or very fast, their long time impact on the resolved sim-
ulation may be delicate (i.e., may be negligible or may have significant effects,12,60
or in other words, uncertain). Thus, to take the effects of unresolved scales on the
resolved scales into account, representations or parameterizations of these effects
are desirable.
Model uncertainties have been considered in, for example,.19,26,41,44–46 Research
works relevant for parameterizing unresolved scales include,6–8,18,25,27,31,39,50,57,58
among others. Stochastically representing unresolved scales in fluid dynamics has
considered as well.35,40,52
In this chapter, we only consider model uncertainties. Specifically, we consider
dynamical systems containing uncertain parameters or unknown system functions,
and examine how to estimate these parameters, using observed probability distri-
butions of the system evolution.
After briefly comment on estimating uncertain parameters based on observed
sample paths for the system evolution in §2 , we then, in §3 , propose a method of
estimating uncertain parameters based on observed probability distributions (i.e.,
probability measures) and present a few examples to demonstrate this method,
analytically or numerically.
2 . Quantifying uncertainty in the space of paths
Since random fluctuations are common in the real world, mathematical models
for complex systems are often subject to uncertainties, such as fluctuating forces,
uncertain parameters, or random boundary conditions.19,26,41,53,56,59 Stochastic
differential equations (SDEs) such as
dX = b(X)dt+ σ(X)dBt, (2 .1)
are appropriate models for many of these systems.5,49,56 Here Bt is a Brownian
motion or Wiener process, the drift b(X) and diffusion σ(X) contain uncertain
parameters (or (b(·) and σ(·) are unknown), to be estimated based on observations.
For example, the Langevin type models are stochastic differential equations de-
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scribing various phenomena in physics, biology, and other fields. SDEs are used to
model various price processes, exchange rates, and interest rates, among others, in
finance. Noises in these SDEs may be modeled as a generalized time derivative of
some distinguished stochastic processes, such as Brownian motion (BM) or other
processes.
We are interested in estimating parameters contained in the stochastic differen-
tial equation (2 .1), so that we obtain computational models useful for investigating
complex dynamics under uncertainty.
Theoretical results on parameter estimations for SDEs driven by Brownian mo-
tion are relatively well developed,4,9,13,23,28,34,47 and various numerical simulations
for these parameter estimations1,3,42,47 are also implemented. See61 for a more re-
cent review about estimating and computing uncertain parameters, when dynamical
systems are submit to colored or non-Gaussian noises.
These research works on estimating uncertain parameters in dynamical systems
are based on observations of sample paths. In the next section, we devise a method
to estimate uncertain parameters based on observations of probability distributions
of the system evolution.
3 . Quantifying uncertainty in the space of probability measures
Consider a dynamical system with model uncertainty, modeled by a scalar SDE
dX = b(X)dt+ σ(X)dBt, X(0) = x0, (3 .1)
where the drift b(X) and diffusion σ(X) contain uncertain parameters, to be esti-
mated based on observations of probability distributions (i.e., probability measures)
of the system paths Xt.
To this end, we need to introduce the Hellinger distance10 between two prob-
ability measures. It is used to quantify the similarity between two probability
distributions. This is a metric in the space of probability measures.
For our purpose here, we define the Hellinger distance H(f, g) between two
probability density functions p(x) and q(x) as follows
H2(p, q) ,
1
2
∫
R1
(
√
p(x)−
√
q(x) )2dx. (3 .2)
The Hellinger distance H(p, q) satisfies the property: 0 ≤ H(p, q) ≤ 1.
We estimate uncertain parameters by minimizing the Hellinger distance between
the true probability density p for the solution process X(t) and its observed proba-
bility density q. In reality, the probability density p has to be numerically formulated
or discretized. But in order to demonstrate the method, we consider two examples
for which the true probability density p can be analytically formulated. In the first
example, we minimize the Hellinger distance between the true stationary proba-
bility density for the solution process X(t) and its observed stationary probability
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density, while in the second example, we do this for time-dependent probability
densities.
3 .1. Observation of stationary probability distributions
Under appropriate conditions on b and σ (see,32 p.170), such as, b ≤ 0 and σ 6=
0 as well as some smoothness requirements, there exists a stationary probability
density p(x) for the SDE (3 .1), as a solution of the steady Fokker-Planck equation
pxx + (b sin(x)p)x = 0,
p(x) =
C
σ2(x)
e
∫
x
x∗
2b(y)
σ2(y)
dy
,
where the positive normalization constant C is chosen so that p ≥ 0 and ∫
R
p(x)dx =
1, i.e.,
C , 1/
∫ ∞
−∞
e
∫
x
x∗
2b(y)
σ2(y)
dy
σ2(x)
dx.
Note that x∗ here may be an arbitrary point so that the integral
∫ x
x∗
2b(y)
σ2(y)dy exists
(say, take x∗ = 0 if that is possible).
Example 3 .1. (i) A special case: Langevin equation
dX = −bXdt+ dBt,
with parameter b > 0. Given an “observation” of the stationary probability density
q(x) = 1√
pi
e−x
2
. Find a b so that the Hellinger distance F (b) = 12
∫
R
[
√
p(x) −√
q(x)]2dx is minimized.
(ii) A more general case:
dX = b(X)dt+ dBt,
with function b(x) ≤ 0. Given an “observation” of the stationary probability density
q(x) = 1
pi
1
1+x2 (the Cauchy distribution). Find a function b(x) ≤ 0 so that the
Hellinger distance F (b(x)) = 12
∫
R
[
√
p(x)−
√
q(x)]2dx is minimized.
Solution:
(i) The true stationary probability density for the solution process Xt is
p(x) =
√
b√
pi
e−bx
2
.
Insert p, q into the Hellinger distance F (b), which is now an algebraic function of
parameter b > 0. Thus we use deterministic calculus to find a minimizer b (possibly
by hand, or Matlab if needed). Note:
∫
R
e−z
2
dz =
√
pi.
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To minimize the Hellinger distance F (b), we calculate its derivative
F ′(b) =
1
2
∫
R
e−bx
2
(
1
2
√
pib
−
√
b√
pi
x2)dx − 1√
pi
∫
R
e−
(1+b)x2
2 (
1
4
b−
3
4 − x
2
2
b
1
4 )dx
=
1√
2
b
1
4 (1 + b)−
3
2 − 1
2
√
2
b−
3
4 (1 + b)−
1
2 = 0.
Therefore,
b
1
4 (1 + b)−
3
2 =
b−
3
4 (1 + b)−
1
2
2
.
Thus we obtain the parameter b = 1.
(ii) The true stationary probability density for the solution process Xt is
p(x) =
e2
∫
x
0
b(y)dy∫∞
−∞ e
2
∫
x
0
b(y)dydx
.
Insert p, q into the Hellinger distance F (b(x)), which is now a functional of
b(x) and thus we use calculus of variations (on F (b(x))) to find a minimizer b(x).
We then derive the Euler-Lagrange equation to be satisfied by b(x), together with
appropriate boundary conditions (needed for p(x) ≥ 0 and ∫
R
p(x) dx = 1).
To this end, we calculate, for an arbitrary “variations” h(x)
F (b(x) + εh(x))
=
1
2
∫
R

 e2
∫
x
0
(b(y)+εh(y))dy∫∞
−∞ e
2
∫
x
0
(b(y)+εh(y))dydx
− 2e
∫
x
0
(b(y)+εh(y))dx
√
pi
√
1 + x2
√∫∞
−∞ e
2
∫
x
0
(b(y)+εh(y))dydx
+
1
pi(1 + x2)

 dx.
The Euler-Lagrange equation for b(x) comes from: d
dε
|ε=0 F (b(x) + εh(x)) = 0
for arbitrary “variations” h(x). In fact, the Euler-Lagrange equation for b(x) is
∫
R
e
∫
x
0
b(w)dw

e∫ x0 b(w)dw −
√∫
R
e2
∫
x
0
b(w)dwdx√
pi(1 + x2)

·
∫
R
(
e2
∫
z
0
b(w)dw
∫ x
z
h(y)dy
)
dz = 0.
After changing the order of integration (first on y and z then on y and x), we
have


∫ ∞
y
e
∫
x
0
b(w)dw

e∫ x0 b(w)dw −
√∫
R
e2
∫
x
0
b(w)dwdx√
pi(1 + x2)

 dx ·
∫ y
−∞
e2
∫
z
0
b(w)dwdz

h(y)dy = 0
holds for all h(y).
Therefore,
∫ ∞
y
e
∫
x
0
b(w)dw

e∫ x0 b(w)dw −
√∫
R
e2
∫
x
0
b(w)dwdx√
pi(1 + x2)

 dx ·
∫ y
−∞
e2
∫
z
0
b(w)dwdz = 0.
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Since
∫ y
−∞ e
2
∫
z
0
b(w)dwdz > 0, we further obtain
∫ ∞
y
e
∫
x
0
b(w)dw

e∫ x0 b(w)dw −
√∫
R
e2
∫
x
0
b(w)dwdx√
pi(1 + x2)

 dx = 0
for y ∈ R. Then taking the derivative of the above equation with respect to y, we
arrive at
e
∫
y
0
b(w)dw =
√∫
R
e2
∫
x
0
b(w)dwdx√
pi(1 + y2)
, ∀y ∈ R1.
Thus, after taking the ‘square’ and ‘ ln′ on both sides of the above equation, we
get
2
∫ y
0
b(w)dw = ln(
∫
R
e2
∫
x
0
b(w)dwdx) − ln(pi(1 + y2)).
Finally taking the derivative with respect to y, we have
b(y) = − y
pi(1 + y2)
y ∈ R1.
Also note that we only need
∫ y
0 b(w)dw < 0 for all y ∈ R1 for the stationary
probability density to make sense.
3 .2. Observation of time-dependent probability distributions
Consider a scalar SDE
dX = b(X)dt+ σ(X)dBt, X(0) = x0. (3 .3)
The Fokker-Planck equation20,43,54 for the probability density p(x, t) , p(x, t;x0, 0)
for the solution X(t, x0) is
pt =
1
2
(σ2(x)p(x, t))xx − (b(x)p(x, t))x, p(x, 0) = δ(x0). (3 .4)
With an observation of p(x, t), we can estimate parameters, or b(·), or σ(·), by
examining the inverse problem of the Fokker-Planck equation (3 .4). For more
information about inverse problems of partial differential equations, see.29
Let us look at a specific example.
Example 3 .2. Consider a scalar SDE
dX = −b sin(X)dt+
√
2 dBt, X(0) = 0. (3 .5)
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(i) Assume that an observation obtained for p to be
q1(x, t) =
1
2
√
pit
e−
x2
4t . (3 .6)
Find the parameter b by minimizing the Hellinger distance H(p, q1).
(ii) Assume that another observation obtained for p to be
q2(x, t) =
√
t
pi(t+ x2)
. (3 .7)
Find the parameter b by minimizing the Hellinger distance H(p, q2).
Solution:
The Fokker-Planck equation for (3 .5) is
pt = pxx + (b sin(x)p)x, p(x, 0) = δ(0). (3 .8)
In this case, we define the Hellinger distance:
H2i (b) = max
t∈[0,T ]
∫ ∞
−∞
(
√
qi(x, t)−
√
p(x, t, b))2dx
where i = 1, 2, and T is the time period when qi(x, t) are observed. We numerical
find b by minimizing Hi(b).
The observation q1(x, t) is plotted in Figure 0.1.
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Fig. 0.1. Observation q1(x, t): t = 5 (top) and t = 30 (bottom).
By the definition H21 (b) = maxt∈[0,T ]
∫∞
−∞(
√
q1(x, t) −
√
p(x, t, b))2dx, we have
the plot of H1(b) in Figure 0.2. And whatever T is , H1(b) is always minimized
when b = 0. This gives us the parameter value b = 0.
The observation q2(x, t) is plotted in Figure 0.3.
By the definition H22 (b) = maxt∈[0,T ]
∫∞
−∞(
√
q2(x, t) −
√
p(x, t, b))2dx, we have
the plot of H2(b) in Figure 0.4. So we see that if T = 5, H2(b) is minimized when
b = 0.7 and if T = 30, H2(b) is minimized when b = 0.6.
Acknowledgements. We would like to thank Huijie Qiao and Xiangjun Wang for
helpful discussions.
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Due to lack of scientific understanding, some mechanisms may be missing in
mathematical modeling of complex phenomena in science and engineering. These
mathematical models thus contain some uncertainties such as uncertain parame-
ters. One method to estimate these parameters is based on pathwise observations,
i.e., quantifying model uncertainty in the space of sample paths for system evolu-
tion. Another method is devised here to estimate uncertain parameters based on
experimental observations of probability distributions for system evolution. This
is called the quantification of model uncertainties in the space of probability mea-
sures. A few examples are presented to demonstrate this method, analytically or
numerically.
Keywords: Model uncertainty; Stochastic differential equations (SDEs); Probabil-
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tion; Numerical simulation
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1 . Introduction
In this chapter we discuss some issues about quantification of model uncertainties
in complex dynamical systems.
∗Partly supported by the NSF grant 1025422, NSFC grant 10971225, the open funding from the
Laboratory for Nonlinear Mechanics at the Chinese Academy of Sciences, and the Fundamental
Research Funds for the Central Universities, HUST 2010ZD037.
1
May 7, 2018 9:36 World Scientific Review Volume - 9.75in x 6.5in uncertain.tex
2 J. Duan, T. Gao and G. He
Mathematical models for scientific and engineering systems often involve with
some uncertainties. We may roughly classify such uncertainties into two kinds. The
first kind of uncertainties may be calledmodel uncertainty. They are due to physical
processes that are not well understood or not well-observed, and thus are not or
not well represented in the mathematical models.
The second kind of uncertainties may be called simulation uncertainty. This
arises in numerical simulations of multiscale systems that display a wide range of
spatial and temporal scales, with no clear scale separation. Due to the limitations of
computer power, not all scales of variability can be explicitly simulated or resolved.
These uncertainties are sometimes also called unresolved scales, as they are not
represented (i.e., not resolved) in modeling or simulation. Although these unre-
solved scales may be very small or very fast, their long time impact on the resolved
simulation may be delicate (i.e., may be negligible or may have significant effects,
or in other words, uncertain). Thus, to take the effects of unresolved scales on the
resolved scales into account, representations or parameterizations of these effects
are desirable.
Model uncertainties have been considered in, for example,.18,25,40,43–45 Research
works relevant for parameterizing unresolved scales include,6–8,17,24,26,30,38,49,56,57
among others. Stochastically representing unresolved scales in fluid dynamics has
considered as well.34,39,51
In this chapter, we only consider model uncertainties. Specifically, we consider
dynamical systems containing uncertain parameters and examine how to estimate
these parameters, using observed probability distributions of the system evolution.
After briefly comment on estimating uncertain parameters based on observed
sample paths for the system evolution in §2 , we then, in §3 , propose a method of
estimating uncertain parameters based on observed probability distributions (i.e.,
probability measures) and present a few examples to demonstrate this method,
analytically or numerically.
2 . Quantifying uncertainty in the space of paths
Since random fluctuations are common in the real world, mathematical models
for complex systems are often subject to uncertainties, such as fluctuating forces,
uncertain parameters, or random boundary conditions.18,25,40,52,55,58 Stochastic
differential equations (SDEs) such as
dX = b(X)dt+ σ(X)dBt, (2 .1)
are appropriate models for many of these systems.5,48,55 Here Bt is a Brownian
motion or Wiener process, the drift b(X) and diffusion σ(X) contain uncertain
parameters, to be estimated based on observations.
For example, the Langevin type models are stochastic differential equations de-
scribing various phenomena in physics, biology, and other fields. SDEs are used to
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model various price processes, exchange rates, and interest rates, among others, in
finance. Noises in these SDEs may be modeled as a generalized time derivative of
some distinguished stochastic processes, such as Brownian motion (BM) or other
processes.
We are interested in estimating parameters contained in the stochastic differen-
tial equation (2 .1), so that we obtain computational models useful for investigating
complex dynamics under uncertainty.
Theoretical results on parameter estimations for SDEs driven by Brownian mo-
tion are relatively well developed,4,9,12,22,27,33,46 and various numerical simulations
for these parameter estimations1,3,41,46 are also implemented. See60 for a more re-
cent review about estimating and computing uncertain parameters, when dynamical
systems are submit to colored or non-Gaussian noises.
These research works on estimating uncertain parameters in dynamical systems
are based on observations of sample paths. In the next section, we devise a method
to estimate uncertain parameters based on observations of probability distributions
of the system evolution.
3 . Quantifying uncertainty in the space of probability measures
Consider a dynamical system with model uncertainty, modeled by a scalar SDE
dX = b(X)dt+ σ(X)dBt, X(0) = x0, (3 .1)
where the drift b(X) and diffusion σ(X) contain uncertain parameters, to be esti-
mated based on observations of probability distributions (i.e., probability measures)
of the system paths Xt.
To this end, we need to introduce the Hellinger distance10 between two prob-
ability measures. It is used to quantify the similarity between two probability
distributions.
This is a metric in the space of probability measures.
3 .1. Stationary case
Under appropriate conditions on b and σ (see,31 p.170.), such as, b ≤ 0 and σ 6= 0 as
well as some smoothness requirements, there exists a stationary probability density
p(x) for the SDE (3 .1), as a solution of the steady Fokker-Planck equation,
p(x) =
C
σ2(x)
e
∫
x
x0
2b(y)
σ2(y)
dy
,
where the positive normalization constant C is chosen so that p ≥ 0 and ∫
R
p(x)dx =
1, i.e.,
C , 1/
∫ ∞
−∞
e
∫
x
x0
2b(y)
σ2(y)
dy
σ2(x)
dx.
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Note that x0 here may be an arbitrary point so that the integral
∫ x
x0
2b(y)
σ2(y)dy exists
(say, take x0 = 0 if that is convenient).
Example 3 .1. (a) A special case: Langevin equation
dX = −bXdt+ dBt,
with parameter b > 0. Given an “observation” of the stationary probability density
q(x) = 1√
pi
e−x
2
. Find a b so that the Hellinger distance F (b) = 12
∫
R
[
√
p(x) −√
q(x)]2dx is minimized.
Hint: Insert p, q into the Hellinger distance. F (b) is an algebraic function of
parameter b > 0 and thus we use deterministic calculus to find a minimizer b
(possibly by hand, or Matlab if needed). Note:
∫
R
e−z
2
dz =
√
pi.
(b) A more general case:
dX = b(X)dt+ dBt,
with function b(x) ≤ 0. Given an “observation” of the stationary probability density
q(x) = 1
pi
1
1+x2 (the Cauchy distribution). Find a function b(x) ≤ 0 so that the
Hellinger distance F (b(x)) = 12
∫
R
[
√
p(x)−
√
q(x)]2dx is minimized.
Hint: Insert p, q into the Hellinger distance. F (b(x)) is a functional of b(x) and
thus we use calculus of variations (on F (b(x))) to find a minimizer b. Derive the
Euler-Lagrange equation to be satisfied by b(x), together with appropriate boundary
conditions (needed for p ≥ 0 and ∫
R
pdx = 1). Can you devise an algorithm to
simulate for b(x)?
Solution:
(a) From the Fokker-Planck equation of
dXt = −bXtdt+ dBt, X0 = 0,
we have the stationary probability density
P (x) =
√
b√
pi
e−bx
2
.
To minimize the Hellinger distance F (b), we need
F ′(b) =
1
2
∫
R
e−bx
2
(
1
2
√
pib
−
√
b√
pi
x2)dx − 1√
pi
∫
R
e−
(1+b)x2
2 (
1
4
b−
3
4 − x
2
2
b
1
4 )dx
=
1√
2
b
1
4 (1 + b)−
3
2 − 1
2
√
2
b−
3
4 (1 + b)−
1
2 = 0.
Therefore,
b
1
4 (1 + b)−
3
2 =
b−
3
4 (1 + b)−
1
2
2
⇒ b = 1.
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(b) From the Fokker-Planck equation of
dXt = b(Xt)dt+ dBt, X0 = 0,
we could have the stationary probability density
P (x) =
e2
∫
x
0
b(y)dy∫∞
−∞ e
2
∫
x
0
b(y)dydx
.
Using calculus of variation, we need
F (b(x) + εh(x))
=
1
2
∫
R

 e2
∫
x
0
(b(y)+εh(y))dy∫∞
−∞ e
2
∫
x
0
(b(y)+εh(y))dydx
− 2e
∫
x
0
(b(y)+εh(y))dx
√
pi
√
1 + x2
√∫∞
−∞ e
2
∫
x
0
(b(y)+εh(y))dydx
+
1
pi(1 + x2)

 dx
= 0.
This is equivalent to
∫
R
e
∫
x
0
b(w)dw

e∫ x0 b(w)dw −
√∫
R
e2
∫
x
0
b(w)dwdx√
pi(1 + x2)

·
∫
R
(
e2
∫
z
0
b(w)dw
∫ x
z
h(y)dy
)
dz = 0.
When changing the order of integration (first on y and z then on y and x), we
have


∫ ∞
y
e
∫
x
0
b(w)dw

e∫ x0 b(w)dw −
√∫
R
e2
∫
x
0
b(w)dwdx√
pi(1 + x2)

 dx ·
∫ y
−∞
e2
∫
z
0
b(w)dwdz

h(y)dy = 0
holds for all h(y).
Therefore,
∫ ∞
y
e
∫
x
0
b(w)dw

e∫ x0 b(w)dw −
√∫
R
e2
∫
x
0
b(w)dwdx√
pi(1 + x2)

 dx ·
∫ y
−∞
e2
∫
z
0
b(w)dwdz = 0.
And since
∫ y
−∞ e
2
∫
z
0
b(w)dwdz > 0, we have
∫ ∞
y
e
∫
x
0
b(w)dw

e∫ x0 b(w)dw −
√∫
R
e2
∫
x
0
b(w)dwdx√
pi(1 + x2)

 dx = 0
for y ∈ R. When taking the derivative of the above equation with respect to y, we
have
e
∫
y
0
b(w)dw =
√∫
R
e2
∫
x
0
b(w)dwdx√
pi(1 + y2)
, ∀y ∈ R.
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Therefore, after taking ’square’ and ′ ln′ on both sides of the above equation, we
have
2
∫ y
0
b(w)dw = ln(
∫
R
e2
∫
x
0
b(w)dwdx) − ln(pi(1 + y2)).
Taking derivative with respect to y, we have
b(y) = − y
pi(1 + y2)
y ∈ R.
only need
∫ y
0
b(w)dw < 0 for all y ∈ R.
3 .2. Time-dependent case
Consider a scalar SDE
dX = b(X)dt+ σ(X)dBt, X(0) = x. (3 .2)
The Fokker-Planck equation
pt =
1
2
(σ2(x)p(x, t))xx − (b(x)p(x, t))x, (3 .3)
28
Example 3 .2. Consider a scalar SDE
dX = −b sin(X)dt+
√
2 dBt, X(0) = 0. (3 .4)
(1)Assume that an observation obtained for p to be
q1(x, t) =
1
2
√
pit
e−
x2
4t . (3 .5)
(2)Assume that another observation obtained for p to be
q2(x, t) =
√
t
pi(t+ x2)
. (3 .6)
The Fokker-Planck equation for (3 .4) is
pt = pxx + (b sin(x)p)x. (3 .7)
Find b based on the above two observation.
Solution: In this case, we define the Hellinger distance:
Hi(b) = max
t∈[0,T ]
∫ ∞
−∞
(
√
qi(x, t)−
√
p(x, t, b))2dx
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where i = 1, 2. We need to calculate b by minimizing Hi(b).
Now it’s not easy to get the analytical solution of p(x, t), so we do some computer
simulations instead. Assuming that the initial distribution p(x, 0) is a delta function
δ0 on (−∞,∞), we can solve the above Fokker-Planck equation numerically, the
solution is in the following figures.
−100 −50 0 50 100
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
x
p
−100 −50 0 50 100
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
x
p
Fig. 0.1. Solutions of Fokker-Planck equation when b = 1. In the plot, t = 5 (left) and t =
30(right).
For the observation q1(x, t), it’s the solution of pt = pxx with delta function
δ0 as the initial condition. Hence, the corresponding SDE of q1(x, t) is dX =√
2 dBt, X(0) = 0. We have its distribution shown below:
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−100 −50 0 50 100
0
0.01
0.02
0.03
0.04
0.05
0.06
x
q 1
Fig. 0.2. Observation distribution q1(x, t). In the plot, t = 5 (left) and t = 30(right).
By the definition H1(b) = maxt∈[0,T ]
∫∞
−∞(
√
q1(x, t) −
√
p(x, t, b))2dx, we have
the plot of H1(b) in the following figures. And whatever T is , H1(b) is always
minimized when b = 0.
For the observation q2(x, t), we have its distribution like
By the definition H2(b) = maxt∈[0,T ]
∫∞
−∞(
√
q2(x, t) −
√
p(x, t, b))2dx, we have
the plot of H2(b) in the following figures. So we can see that if T = 5, H2(b) is
minimized when b = 0.7 and if T = 30, H2(b) is minimized when b = 0.6.
Acknowledgements. We would like to thank Huijie Qiao and Xiangjun Wang for
helpful discussions.
References
1. Y. Ai¨t-Sahalia (2002), Maximum-likelihood estimation of discretely-sampled diffu-
sions: a closed-form approximation approach, Econometrica 70, 223-262.
2. Y. Ai¨t-Sahalia and P. A. Mykland (2004), Estimators of diffusions with randomly
May 7, 2018 9:36 World Scientific Review Volume - 9.75in x 6.5in uncertain.tex
9
−4 −3 −2 −1 0 1 2 3 4
0
0.2
0.4
0.6
0.8
1
1.2
1.4
b
H
(b)
Hillenger distance becomes smallest when b=0
−4 −3 −2 −1 0 1 2 3 4
0
0.2
0.4
0.6
0.8
1
1.2
1.4
b
H
(b)
Hillenger distance becomes smallest when b=0
Fig. 0.3. Hellinger distance between pdf p(x, t) and observation q1(x, t). In the plot, T = 5 (left)
and T = 30(right).
spaced discrete observations: a general theory, The Annals of Statistics 32(5), 2186-
2222
3. Y. Ai¨t-Sahalia and P. A. Mykland (2003), The effects of random and discrete sampling
when estimating continuous-time diffusions, Econometrica 71(2), 483-549.
4. S. Alizadeh, M. W. Brandt and F. X. Diebold (2002), Range-based estimation of
stochastic volatility models, The Journal of Finance 57(3), 1047-1091.
5. L. Arnold. Random Dynamical Systems. Springer, New York, 1998.
6. L. Arnold, Hasselmann’s program visited: The analysis of stochasticity in determin-
istic climate models. In J.-S. von Storch and P. Imkeller, editors, Stochastic climate
models. pages 141–158, Boston, 2001. Birkha¨user.
7. P. S. Berloff, Random-forcing model of the mesoscale oceanic eddies. J. Fluid Mech.
529 (2005), 71-95.
8. L.C. Berselli, T. Iliescu and W. J. Layton. Mathematics of Large Eddy Simulation of
Turbulent Flows. Springer Verlag, 2005.
9. J. P. N. Bishwal, Parameter Estimation in Stochastic Differential Equations, Springer,
New York, 2007.
10. S. Cha, Comprehensive Survey on Distance/Similarity Measures between Probabil-
ity Density Functions. International Journal of Mathematical Models and Methods in
Applied Sciences, vol. 1(4), 2007 pp.300-307.
May 7, 2018 9:36 World Scientific Review Volume - 9.75in x 6.5in uncertain.tex
10 J. Duan, T. Gao and G. He
−100 −50 0 50 100
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
x
q 2
−100 −50 0 50 100
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
x
q 2
Fig. 0.4. Observation distribution q2(x, t). In the plot, t = 5 (left) and t = 30(right).
11. B. Chen and J. Duan, Stochastic Quantification of Missing Mechanisms in Dynamical
Systems. Interdisciplinary Math. Sci., 67-76, Vol. 8, 2010.
12. M. Davis (2001), Pricing weather derivatives by marginal value, Quantitative Finance
1(3), 305-308.
13. M. Denker, J. Duan and M. McCourt, Pseudorandom Numbers for Conformal Mea-
sures. Dynamical Systems 24 (2009), 439-457.
14. A. Du and J. Duan. A stochastic approach for parameterizing unresolved scales in
a system with memory. Journal of Algorithms & Computational Technology 3(2009),
393-405.
15. J. Duan, Stochastic Modeling of Unresolved Scales in Complex Systems. Frontiers of
Math. in China 4 (2009), 425-436.
16. J. Duan, S. Luo and C. Wang (Eds.), Recent Development in Stochastic Dynamics
and Stochastic Analysis. World Scientific, New Jersey, 2010.
17. J. Duan and B. Nadiga, Stochastic parameterization of large eddy simulation of geo-
physical flows. Proc. American Math. Soc. 135 (2007), 1187-1196.
18. J. Garcia-Ojalvo and J. M. Sancho, Noise in Spatially Extended Systems. Springer-
Verlag, 1999.
19. C. W. Gardiner, Handbook of Stochastic Methods. Second Ed., Springer, New York,
1985.
20. V. Genon-Catalot and J. Jacod (1993), On the estimation of the diffusion coefficient
May 7, 2018 9:36 World Scientific Review Volume - 9.75in x 6.5in uncertain.tex
11
−4 −3 −2 −1 0 1 2 3 4
0
0.2
0.4
0.6
0.8
1
1.2
1.4
b
H
(b)
Hillenger distance becomes smallest when b=0.7
−4 −3 −2 −1 0 1 2 3 4
0
0.2
0.4
0.6
0.8
1
1.2
1.4
b
H
(b)
Hillenger distance becomes smallest when b=0.6
Fig. 0.5. Hellinger distance between pdf p(x, t) and observation q2(x, t). In the plot, T = 5 (left)
and T = 30(right).
for multidimensional diffusion processes, Ann. Inst. Henri Poincare´, Probabilite´s et
Statistiques. 29, 119-151.
21. V. Genon-Catalot and J. Jacod (1994), On the estimation of the diffusion coefficient
for diffusion processes, J. Statist. 21, 193-221.
22. V. Genon-Catalot, T. Jeantheau and C. Laredo (1999), Parameter estimation for
discretely observed stochastic volatility models, Bernoulli 5(5), 855-872.
23. P. Hanggi, A. Alvarez-Chillida and M. Morillo Buzon (Eds.), New Horizons in Stochas-
tic Complexity. Special Issue: Physica A, 351(2005),1-188.
24. K. Hasselmann, Stochastic climate models: Part I. Theory, Tellus 28 (1976), 473-485.
25. W. Horsthemke and R. Lefever, Noise-Induced Transitions: Theory and Applications
in Physics, Chemistry, and Biology. Springer-Verlag, Berlin, second printing, 2007.
26. W. Huisinga, C. Schutte and A.M. Stuart, Extracting macroscopic stochastic dynam-
ics: Model problems. Comm. Pure Appl. Math., 562003, 234-269.
27. I. A. Ibragimov and R. Z. Has’minskii, Statistical Estimation—Asymptotic Theory.
Springer, New York, 1981.
28. V. Isakov, Inverse Problems for Partial Differential Equations. Springer, New York,
1998.
29. J. Jacod (2006), Parametric inference for discretely observed non-ergodic diffusions,
Bernoulli 12(3), 383-401.
May 7, 2018 9:36 World Scientific Review Volume - 9.75in x 6.5in uncertain.tex
12 J. Duan, T. Gao and G. He
30. W. Just, H. Kantz, C. Rodenbeck and M. Helm, Stochastic modelling: replacing fast
degrees of freedom by noise. J. Phys. A: Math. Gen., 34 (2001),3199–3213.
31. F. C. Klebaner, Introduction to Stochastic Calculus with Applications. Imperial College
Press, London, 2nd edition, 2005.
32. P. E. Kloeden and E. Platen, Numerical solution of stochastic differential equations,
Springer-Verlag, 1992; second corrected printing, 1995.
33. Y. A. Kutoyants, Statistical Inference for Ergodic Diffusion Processes. Springer, New
York, 2004.
34. C. E. Leith, Stochastic backscatter in a subgrid-scale model: Plane shear mixing layer.
Phys. Fluids A 2 (1990), 297-299.
35. J. W.-B. Lin and J. D. Neelin, Considerations for stochastic convective parameteriza-
tion, J. Atmos. Sci. 2002 Vol. 59, No. 5, pp. 959-975.
36. R. S. MacKay, Langevin equation for slow degrees of freedom of Hamiltonian systems,
in “Nonlinear Dynamics and Chaos”, eds M Theil, J Kurths, MC Romano, G Karolyi,
A Moura (Springer, 2010) 89-102.
37. A. J. Majda, I. Timofeyev and E. Vanden Eijnden, Models for stochastic climate
prediction, Proc. NAS 96 (1999), 14687-14691.
38. A. J. Majda, I. Timofeyev and E. Vanden Eijnden, A mathematical framework for
stochastic climate models, Comm. Pure Appl. Math. LIV (2001), 891-974.
39. P. J. Mason and D. J. Thomson, Stochastic backscatter in large-eddy simulations of
boundary layers. J. Fluid Mech. 242 (1992), 51-78.
40. F. Moss and P. V. E. McClintock (eds.), Noise in Nonlinear Dynamical Systems.
Volume 1: Theory of Continuous Fokker-Planck Systems (2007); Volume 2: Theory of
Noise Induced Processes in Special Applications (2009); Volume 3: Experiments and
Simulations (2009). Cambridge University Press.
41. J. Nicolau (2004), Introduction to the Estimation of Stochastic Differential Equa-
tions Based on Discrete Observations, Stochastic Finance 2004 (Autumn School and
International Conference).
42. B. Oksendal. Stochastic differenntial equations. Sixth Ed., Springer-Verlag, New York,
2003.
43. T. N. Palmer, G. J. Shutts, R. Hagedorn, F. J. Doblas-Reyes, T. Jung and M. Leut-
becher. Representing model uncertainty in weather and claimte prediction. Annu. Rev.
Earth Planet. Sci. 33 (2005), 163-193.
44. C. Pasquero and E. Tziperman, Statistical parameterization of heterogeneous oceanic
convection, J. Phys. Oceanography, 37 (2007), 214-229.
45. C. Penland and P. Sura, Sensitivity of an ocean model to “details” of stochastic
forcing. In Proc. ECMWF Workshop on Represenation of Subscale Processes using
Stochastic-Dynamic Models. Reading, England, 6-8 June 2005.
46. N. D. Pearson and T. Sun (1994), Exploiting the conditional density in estimating the
term structure: an application to the Cox, Ingersoll and Ross model, The Journal of
Finance 49(4), 1279-1304.
47. B.L.S. Prakasa Rao. Statistical Inference for Diffusion Type Processes. London :
Arnold ; New York : Oxford University Press, 1999.
48. B. L. Rozovskii, Stochastic Evolution Equations. Kluwer Academic Publishers, Boston,
1990.
49. P. Sagaut, Large Eddy Simulation for Incompressible Flows. Third Edition, Springer,
2005.
50. P. Sardeshmukh, Issues in stochastic parametrisation. In Proc. ECMWF Workshop
on Represenation of Subscale Processes using Stochastic-Dynamic Models. Reading,
England, 6-8 June 2005.
May 7, 2018 9:36 World Scientific Review Volume - 9.75in x 6.5in uncertain.tex
13
51. U. Schumann, Stochastic backscatter of turbulent energy and scalar variance by ran-
dom subgrid-scale fluxes. Proc. R. Soc. Lond. A 451 (1995), 293-318.
52. N. G. Van Kampen, How do stochastic processes enter into physics? Lecture Note in
Phys. 1250 (1987) 128–137.
53. N. G. Van Kampen (1981), Stochastic Processes in Physics and Chemistry, North-
Holland, New York.
54. W. M. Washington and C. L. Parkinson, An Introduction to Three-Dimensional Cli-
mate Modeling, Oxford Univ. Press, 1986.
55. E. Waymire and J. Duan (Eds.). Probability and Partial Differential Equations in
Modern Applied Mathematics. Springer-Verlag, 2005.
56. D. S. Wilks, Effects of stochastic parameterizations in the Lorenz ’96 system. Q. J.
R. Meteorol. Soc. 131 (2005), 389-407.
57. P. D. Williams. Modelling climate change: the role of unresolved processes. Phil.
Trans. R. Soc. A (2005) 363, 2931-2946.
58. E. Wong and B. Hajek (1985), Stochastic Processes in Engineering Systems, Spring-
Verlag, New York.
59. Y. Xu, R. Gu, H. Zhang, W. Xu and J. Duan, Stochastic Bifurcations in a Bistable
Duffing-Van der Pol Oscillator with Colored Noise. Phys. Rev. E., 83, 056215 (2011).
60. J. Yang and J. Duan, Quantifying Model Uncertainties in Complex Systems. Progress
in Prob., Vol. 65, p.49–80, Kohatsu-Higa, Arturo; Privault, Nicolas; Sheu, Shuenn-Jyi
(Eds.), 2011. arxiv: 0912.0280
