Abstract: Two polarization-independent Michelson fiber interferometers with different optical delays were used to measure the in-band OSNR of an optical signal from 5 to 30dB within an accuracy of 0.5dB. Using an expansion of the amplitude autocorrelation function of the signal around zero delay, it was possible to perform measurements without any prior knowledge of the signal. The system is shown to be immune to the effects of modulation frequency (up to 10G), partially and fully polarized noise, chromatic dispersion and poorly biased modulators.
Introduction
In order to realize next generation communications networks, it will be essential to implement performance monitoring in the optical layer. Currently, monitoring is realized through use of optical/electrical/optical devices, which will be impossible for the case of a transparent DWDM network. Several diagnostics of the optical signal will be required to meet this monitoring need, one of which is optical signal to noise ratio (OSNR) monitoring.
The cascading of optical amplifiers in communications networks causes the accumulation of amplified spontaneous emission (ASE) noise, which is one of the main impairments in optical networks. ASE noise is typically quantified by the optical-signal-to-noise-ratio (OSNR), which is measured within an optical bandwidth of 0.1 nm. Due to its influence on the bit-error-rate of an optical signal, its role in fault diagnosis and as a measure of general network health, it is important to have a reliable means of OSNR monitoring over a large range of signal and noise [1] Current methods involve measuring the noise at some offset from the centre frequency of a channel and performing a linear interpolation in order to make an estimate of the in-band OSNR [2] . This technique becomes unreliable with the use of reconfigurable optical add-drop multiplexers (ROADM). Due to the presence of channels with vastly different transmission histories, an inter-channel OSNR measurement becomes unreliable. In order to elucidate any meaningful result, a direct measurement of the in-band OSNR is necessary.
Several in-band OSNR measurement techniques have been proposed, one example of which is the polarization nulling method. This technique relies on the assumption that the signal is completely polarized while the noise is completely unpolarized [3] . In practice, the presence of polarized noise due to polarization dependent loss in the fiber and depolarized signal as a result of polarization mode dispersion (PMD) and nonlinear polarization scattering makes the measurement less reliable. The use of orthogonal polarization heterodyne mixing has also been proposed and, while it is impervious to the effects of PMD, it relies on the assumption of completely unpolarized noise [4] .
It is possible to overcome these issues by employing a Mach-Zehnder (MZ) interferometer to exploit the coherence difference between signal and noise by modulating the phase of one arm of the interferometer and using the extinction ratio due to the interference in the two arms to calculate the OSNR. Such a system has been shown to be immune to the effects of partially polarized noise, PMD-induced signal depolarization, chromatic dispersion, bit-rate, modulation format and capable of measuring OSNR values exceeding 30 dB for OOK and PSK signals [5] [6] [7] . These systems have been shown to be relatively cheap and reliable but the proposed single-interferometer schemes are not without disadvantages. In order to operate such a device one must have prior knowledge of the amplitude autocorrelation (AAC) function of the signal. In the case of the above method, this quantity can only be measured by "turning off" the noise, scanning the signal interference and using the resultant value as the signal AAC in subsequent calculations. Such a procedure is unrealistic for practical usage due to the effect of modulator bias on the signal AAC [8] .
In this paper, we present a method which, like the aforementioned interferometer-based examples, is based on exploiting the coherence difference between signal and ASE. This retains the advantages of such systems but dispenses with the requirement of knowing the AAC of the signal. The technique is insensitive to the input polarization, devoid of free-space elements and can measure the OSNR over a similar dynamic range. This can be achieved by using a double Michelson fiber interferometer scheme with adjustable phase delay and different optical delays that are much smaller than the bit period of the signal and may be still within the coherence time of the noise, which is determined by the transmission function of the channel filter.
Operating principle
Figure 1(a) shows the OSNR monitor setup. The interferometers each consist of two 3 dB couplers and two Faraday rotator mirrors. The effect of the Faraday mirrors is to impose a 45 degree single pass polarization rotation, effectively "unwinding" the polarization change in the fiber [9] . This removed the necessity for dynamic polarization control in the device and should allow accurate OSNR measurements to be performed on polarization multiplexed signals. One arm of each interferometer has a fixed optical delay of the order of ps. These delays were measured by scanning the interferometers' transmission as a function of wavelength and calculating the delay from the free-spectral range. The delays can be set by using different combinations of fiber couplers as their magnitudes are of the order of the manufacturing tolerance of the fibers (approx 1mm) and were characterized as 8 ps and 17 ps. The other arm of each interferometer had a variable phase element (basically another delay element but of the order of fs), which adjusted the phase in each arm over multiples of π by stretching the fibers using a piezoelectric (PZ) tube. High sensitivity, low speed photodiodes (PD) record the transmitted intensity and the information is acquired using the analogue input of a data acquisition card (DAQ) which measures a dependence as shown in Fig. 1(b) . The extinction ratio of this plot is the ratio of the maximum to the minimum transmitted voltage, ρ = V max /V min and may be used to calculate the OSNR by methods described in the next section. 
Theory
The signal after the channel filter can be expressed as
, where f 0 is the carrier frequency. After the interferometer the signal is described by Eq. (1).
where Κ d represents the power of the signal passing through the interferometer arm with the optical delay and Κ p represents the power of the signal passing through the interferometer arm with the variable optical phase, τ d is the delay which is of the order of ps and τ p is for the phase adjustment which of the order of the optical cycle (~5 fs). For noise we can use similar expressions. The noise immediately after the channel filter can be expressed as
After the interferometer it will be expressed as Eq. (2) ( )
We assume the interferometer is polarization insensitive so we adopt a scalar description of the signal and the noise. The low speed photodiode will detect a voltage as in Eq. (3) 
where C is a constant relating to the detector efficiency. The noise may be expressed as in Eq.
where F(f) is the noise power spectrum, P n is the noise average power. If the noise power spectrum is simply determined by the power transmission function of the channel filter which can be accurately measured, γ n , the autocorrelation of the noise amplitude, can be determined through its definition in Eq. (4). In the event that the signal has passed through many ROADMs before reaching the channel filter, the noise power spectrum will not simply be determined by the power transmission function of the channel filter. In this situation we think it is possible to turn off the signal and measure the interferogram visibility of the noise which will still be present due to the cascaded fibre amplifiers. γ n can then be obtained from the measured visibility through the following Eq. (12) (when r→∞, γ n = M). In the following analysis we assume γ n has been known. As seen from (4), γ n will be a real and even function of the delay τ and will have a peak value of 1 at τ = 0.
The signal after the channel filter may be defined as in Eq. (5) ( ) ( )
where S(f) is the signal power spectrum, P s is the signal average power. As seen from (5), γ s (τ d ), the autocorrelation of the signal amplitude will be a real and even function of τ d as well and will always have a peak value of 1 at τ d = 0. With the above definition, the voltage detected can be simplified as in Eq. (6)
Because τ p << τ d , the Eq. (6) can be further simplified to give Eq. (7)
For each τ d with changing τ p , the current will follow a sine curve which is the interferogram of the noisy signal. The interferogram has maximum and minimum value as in Eqs. (8) and (9) respectively ( )
The extinction of the interferogram is ρ = V max /V min which is the main quantity we need to measure in the proposed scheme. In practice the extinction is always expressed on the log scale because it is generally a large value. From the maximum and minimum values of the interferogram we can define the quantities V ave and V diff as in Eqs. (10) and (11) respectively max min ave
The visibility of the interferogram is defined as µ = V diff /V ave . The visibility and extinction of an interferogram are related to each other simply through µ = (ρ−1)/(ρ + 1) and ρ = (1 + µ)/(1−µ). So we can notice that if the visibility is close to 1 for example 0.998, the extinction would be very high for example close to 1000 (30 dB). We define 
where M is the interferogram visibility of the noisy signal when the optical power imbalance in each arm of the interferometer has been addressed. r is then given by Eq. (13) ( ) ( )
As stated above γ n (τ d ) is known, so if γ s (τ d ) is known then the signal to noise ratio can be found and the OSNR can therefore be derived as in Eq. (14) 10 10 10 NEB(nm) NEB(nm) OSNR 10 log 10 log ( ) 10 log r 0.1(nm)
where NEB is the noise equivalent bandwidth of the channel filter. For the methods that are already developed based on a single interferometer with a fixed optical delay, the delay between the two arms is always made large enough to ensure
is obtained by turning off the noise source, in which case only signal is present so r = 0 and γ s (τ d ) = M can be measured directly as from Eq. (12). After the noise is added, the same γ s (τ d ) is used to obtain the OSNR. This method is shown to be immune to various impairments such as depolarization of the signal caused by polarization mode dispersion (PMD) and partial polarization of the noise caused by polarization dependent loss (PDL) of optical elements installed in the optical link. One problem is that practically it is difficult to turn off the noise because in a long optical link the fibre amplifiers have to be there so the signal will always accumulate additional noise. For this reason it is difficult to obtain γ s (τ d ). Furthermore, γ s (τ d ) could change because the DC bias or the drive signal of the modulator used to generate the signal could change. Additional filtering and self (cross) phase modulation which change the signal spectrum could also change γ s (τ d ). So the signal amplitude autocorrelation should be periodically monitored, which is difficult for a single interferometer with a fixed optical delay.
Observing the function of γ s (τ d ), we can find that it always has a nearly parabolic shape around the zero delay. So if we employ optical delays much less than the bit period 1/ν, where ν is the frequency of the signal, we can expand γ s (τ d ) around τ d = 0 as in Eq. (15) 2 1 ( ) 1 .
We just have terms with powers of 2k in (15) ( )
where the subscript q means we have made a series of measurements with different delays represented by τ d, q where q is from 1 to Q. So Eq. (16) represents a series of linear equations with unknown values of r and c k which can be solved if Q ≥ K + 1. Generally selecting k = 1 and doing two measurements at two different delays, i.e. Q = 2, can achieve results within the appropriate range and accuracy (30dB ± 0.5dB OSNR). In the following description we generally assume that we measure two interferograms of the noisy signal at two different delays which are small compared with the bit period (100 ps for a 10G signal).
Results

Fig. 2. OSNR monitoring setup
The experimental setup is shown in Fig. 2 . A signal was provided by an external cavity tunable laser tuned to 1549.4nm and modulated by a 10G non-return to zero on-off keyed (NRZ-OOK) pseudo-random bit sequence (PRBS) through a Mach-Zehnder modulator (MZM). 600ps/nm of chromatic dispersion was imposed by a dispersion compensation fiber (DCF) after the modulator. Noise was provided by two Erbium doped fiber amplifiers (EDFA1 and EDFA2) cascaded together, with the output of EDFA1 filtered to 4 nm and used as the input for EDFA2. The output of EDFA2 was filtered using a 100G DWDM filter (NEB = 0.6 nm). This was combined with the signal using a 3 dB coupler and fed into the input of our OSNR monitor. The OSNR was changed by attenuating the noise power using a variable optical attenuator while keeping the signal power constant. The reference OSNR was measured initially using a power meter. The piezoelectric tube was oscillated at a low frequency (~1 Hz) and it was possible to measure the photodiode voltage at up to 200 kHz through a data acquisition card (DAC). Figure 4(b) shows the effect of fully polarized and unpolarised noise on our measurement. Figure 5 (a) shows the results obtained when a poorly biased modulator was used to generate the 10G signal. In Fig. 5(b) and 5(c) the signal was modulated at 2G and 5G respectively. 
Discussion
It has been shown in Fig. 3(a) and 3(b) that the monitor was capable of measuring OSNR values of up to 30 dB within accuracy of ± 0.5dB from a noisy CW signal or a 10G NRZ-OOK signal. When 600 ps/nm of dispersion was added, the effect on results was seen to be negligible with a similar measurement range being attained as shown in Fig. 4(a) . The effects of fully and partially polarized noise were investigated in Fig. 4(b) . This can affect measurement accuracy in both the polarization-nulling method and the orthogonal polarization heterodyne mixing method. In our case, there was little to no effect on measurement accuracy over the measurement range. A poorly biased Mach-Zehnder modulator was employed in the case of Fig. 5(a) , the effect of which would be to change γ s (τ d ) and cause measurement errors if a single interferometer was to be used. Owing to the fact that our system has no reliance on the assumption that γ s (τ d ) remains constant, a changing γ s (τ d ) had a minimal effect on the results obtained. It was seen that increasing the bit period to a value much greater than the optical delay by utilizing 2G and 5G NRZ-OOK signal had little effect on the scheme as shown in Fig. 5(b) and 5(c). The optical delay values used in these measurements would not be suitable for use in a 40G system. However, the use of shorter delays should accommodate this with reasonable ease with no further modifications to the setup. The accuracy of the system could be further improved by using detectors with lower noise and larger dynamic range because this can help to measure the extinction ratios of the interferograms more accurately. Another issue is with the parabolic function we have used for γ s . This approximation is simple and results in linear equations in (16). A more sophisticated approximation may be more accurate but could also be more complex.
Conclusions
We have shown the operation of a new type of OSNR monitor based on two Michelson interferometers with different optical delays under several different modulation speeds up to 10G and under the influence of numerous signal impairments found in optical networks. Unlike other interference based systems, our system is independent of input polarization and requires no dynamic polarization control. It is also immune to the effects of chromatic dispersion, bit rate, poorly biased modulators and polarized noise up to OSNR values of 30 dB and requires no prior knowledge of the signal amplitude autocorrelation function to operate.
