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Locality-Sensitive Sketching for Resilient Network
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Yongquan Fu, Dongsheng Li, Siqi Shen, Yiming Zhang, Kai Chen*
ABSTRACT
Networkmonitoring is vital in modern clouds and data center
networks for traffic engineering, network diagnosis, network
intrusion detection, which need diverse traffic statistics rang-
ing from flow size distributions to heavy hitters. To cope with
increasing network rates and massive traffic volumes, sketch
based approximate measurement has been extensively stud-
ied to trade the accuracy for memory and computation cost,
which unfortunately, is sensitive to hash collisions. In addi-
tion, deploying the sketch involves fine-grained performance
control and instrumentation.
This paper presents a locality-sensitive sketch (LSS) to be
resilient to hash collisions. LSS proactively minimizes the
estimation error due to hash collisions with an autoencoder
based optimization model, and reduces the estimation vari-
ance by keeping similar network flows to the same bucket
array. To illustrate the feasibility of the sketch, we develop a
disaggregatedmonitoring application that supports non-intrusive
sketching deployment and native network-wide analysis. Testbed
shows that the framework adapts to line rates and provides
accurate query results. Real-world trace-driven simulations
show that LSS remains stable performance under wide ranges
of parameters and dramatically outperforms state-of-the-art
sketching structures, with over 103 to 105 times reduction in
relative errors for per-flow queries as the ratio of the number
of buckets to the number of network flows reduces from 10%
to 0.1%.
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1 INTRODUCTION
Network measurement is of paramount importance for traffic
engineering, network diagnosis, network forensics, intrusion
detection and prevention in clouds and data centers, which
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need a variety of traffic measurement, such as flow size es-
timation, flow distribution, heavy hitters. Recently, the self-
running network proposal [17] highlights an automatic man-
agement loop for large-scale networks with timely and ac-
curate data-driven network statistics as the driving force for
machine learning techniques.
Network-flow monitoring is challenging due to ever in-
creasing line rates, massive traffic volumes, and large num-
bers of active flows. Traffic statistics tasks require advanced
data structures and traffic statistical algorithms [9, 18, 37].
Many space- and time-efficient approaches [4, 10, 15, 21, 26–
28, 30, 33–36, 45, 46, 51] have been studied, e.g., traffic sam-
pling, traffic counting, traffic sketching. Compared to other
approaches, the sketch has received extensive attentions due
to their competitive trade off between space resource con-
sumption and query efficiency. Further, multiple sketch struc-
tures can be composed for joint traffic analytics.
Generally, a sketch builds a dimensional-reduction repre-
sentation to approximately capture traffic counters. Its physi-
cal structure is a memory-efficient and constant-speed bucket
array to accumulate incoming flow counters. Existing sketch
structures [8, 11, 12] hash incoming packets to randomly cho-
sen buckets and take the accumulated counter in these buck-
ets as the estimator. Recently, OpenSketch [52], UnivMon
[33], SketchVisor [21], ElasticSketch [50], and SketchLearn
[22] further extend the generality of the sketch structure to
support diverse monitoring tasks.
The sketch based monitoring approach faces two weak-
nesses. First, the estimation is sensitive to hash collisions,
i.e., multiple keys are mapped to the same bucket, as this
noisy bucket no longer returns exact results for any of in-
serted keys. Existing approaches typically aggregate multi-
ple independent bucket arrays in order to relieve the degree
of hash collisions. However, as we show in Figure 1, existing
sketch structures such as count-sketch CS [8] and count-min
sketch CM [12] are sensitive to hash collisions, where noisy
estimators become the majority as the sketch becomes more
compressive with respect to the number of inserted keys. Re-
cently, ElasticSketch [50] and SketchLearn [22] track large
flows with a hash table and separate large flows from the
sketch structure. Unfortunately, the hash table needs to allo-
cate dedicated space for new items, thus it is less efficient
than the sketch with a constant-size bucket structure.
Second, the sketch based monitoring system needs fine-
grained performance control and instrumentation. The need
of coping with line-rate packets increases the resource con-
tentions of the sketch structure with colocated deployed sys-
tems [21]. Further, modifying the sketching based monitor-
ing applications introduces complicated debugging and per-
formance issues.
To address the first weakness of existing sketches, we present
a new class of sketch called locality-sensitive sketch (LSS
for short) that is resilient to hash collisions. Our key obser-
vation is that: if a noisy bucket contains similar values, then
the average should approximate the original value well. To
that end, LSS approximately minimizes the estimation error
based on the equivalence relationship between a sketch and
a linear autoencoder model; furthermore, LSS reduces the
variance of the estimation error by clustering similar key-
value pairs based on a lightweight K-means clustering pro-
cess [23].
We present two optimization techniques to make LSS prac-
tical for streamed monitoring requirements. First, the cluster-
ing process should be online to adapt the streamed flows. We
exploit the temporally self-similar nature of the network traf-
fic [29], by training an offline cluster model with traffic traces
and mapping online flow records with trained cluster centers.
Second, the insertion process should deal with incremental
flow counters, since the flow size grows as packets are de-
livered. We cache the flow size in a Cuckoo filter [16], and
remap the flow to the nearest cluster center.
We address the second weakness by presenting a disaggre-
gated monitoring application in Section 4 that implements
the LSS sketch in a non-intrusive approach and allows for
native network-wide analytics. The framework decouples the
line-rate packet streams from the sketching process for scal-
ability purpose. An ingestion component at server or middle-
box splits line-rate packet streams to flowlets [2, 24, 54] and
aggregates real-time flowlet counters to reduce the monitor-
ing traffic, and publishes them to a publish/subscribe frame-
work. The flowlet-counter stream are subscribed by the sketch
maintenance component that dynamically keeps the LSS sketch
in a sliding window model. Streamed LSS sketches are sub-
scribed by the query component to perform the network-wide
analysis.
In Section 5, testbed shows that the framework adapts to
line rates and provides accurate query results. Real-world
trace-driven simulation confirms that LSS dramatically re-
duces the estimation error under the same memory footprint.
LSS remains stable performance under wide ranges of pa-
rameters and dramatically outperforms state-of-the-art sketch-
ing structures, with over 103 to 105 times reduction in rela-
tive errors for per-flow queries as the ratio of the number of
buckets to the number of network flows reduces from 10% to
0.1%.
2 MOTIVATIONS
Each flow is typically represented as a key-value pair, where
where the key is defined by a combination of packet fields,
e..g, the 5-tuple representation, and the value summarizes the
flow’s statistics, e.g., packet numbers or byte counts. Exist-
ing sketch based monitoring applications work at the packet
streams. For each incoming packet, a sketch based moni-
tor inspects the packet header to extract the key and calcu-
late the packet’s value, then insert this record to the sketch
data structure, which incrementally accumulates the value
of the given key with one or multiple hash based bucket ar-
rays. To estimate the accumulated value of a key, the mon-
itor queries the sketch with the input key, which returns an
approximate value over the shared bucket arrays for all in-
serted keys. We illustrate the insertion and query processes
of existing sketches in details in Appendix A.2.
A sketch basedmonitoring application typically comprises
an ingestion component that intercepts incoming packets from
the physical network interface and generates key-value in-
put for the sketch, a sketching component that feeds the key-
value input to a stream of sketch structures, where each sketch
keeps a fixed number of key-value pairs, and a query compo-
nent that transforms monitoring tasks to query primitives on
the sketch.
2.1 Resilience
The sketch structure should remain fairly accurate under a
wide range of parameter configurations.Unfortunately, a sketch
is sensitive to hash collisions where multiple keys are mapped
to the same bucket.
We quantify the expected number of noisy buckets that
have hash collisions. We take Count-sketch (CS for short)
[8] and count-min sketch (CM) [12] as examples, as both
are probably two of the most popular sketch structures. We
bound the expected number of buckets that suffer from hash
collisions in Lemma 1.
LEMMA 1. Assume that each key is mapped to a bucket
in each bank uniformly at random. Let m denote the number
of buckets, N the number of unique keys. For a sketch with
c banks of bucket arrays, where each bucket array is of size
m
c
, the expected percent of noisy buckets is 1−e−cN /m − cN
m
·
e−c(N−1)/m .
The proof is due to the ball-bin model [3] that character-
izes the expectation of the number of keys per bucket. The
details are put in the Appendix A.1. We illustrate the hash
collisions in Figure 1(a), the theoretical results match with
empirical hash collisions. We can see that, the probability of
hash collisions increases fast with decreasing ratios between
the number of buckets and the number of unique keys. Figure
2
0 0.2 0.4 0.6 0.8 1
m/N
0
0.2
0.4
0.6
0.8
1
Pc
t. 
N
oi
sy
 B
uc
ke
ts
Lemma
CS
CM
(a) Noisy buckets vs. mN .
0 0.2 0.4 0.6 0.8 1
m/N
0
0.2
0.4
0.6
0.8
1
Pc
t. 
N
oi
sy
 e
st
im
at
or CSCM
(b) Noisy estimator vs. mN .
Figure 1: The percents of noisy buckets as well as noisy
estimators for count-sketch CS [8] and count-min sketch
CM [12] as a function of the ratio of the number m of
buckets to the number N of flows. The number c of banks
is set to three based on recommended parameters. We
plot the theoretical expected values and the empirical val-
ues based on a CAIDA trace (the statistics is introduced
in section 5.3).
1(b) also confirms that hash collisions significantly degrade
the effectiveness of CM and CS.
In addition, researchers have bounded the prediction ac-
curacy based on the accumulation sum of the inserted items
(See the Appendix A.2 for a detailed introduction). Unfortu-
nately, the performance bounds are proportional to the accu-
mulated sum of all items. Since network flows are typically
highly skewed (refer to Figures 5 and 10), the sum of all
items is still orders of magnitude larger than a single item.
2.2 Application
Having presented the hash-collision problem, we next dis-
cuss the implementional challenges faced by the sketch based
monitoring applications for modern networkmanagement tasks.
(i) Scalability challenge. Although a sketch only produces
flow-level estimation results, existing monitoring applications
feed packet-granularity streams to the sketch. As network is
getting faster from 10 Gbps to 40 Gbps and beyond, more
packets must be inspected for the same amount of time, which
implies that the sketch’s space and time complexity must be
tightly controlled. Given n packets being in the same flow,
the sketch still needsO(n×k) hash-function evaluations, where
k denotes the number of bucket arrays in the sketch.
(ii) Fine-instrument challenge. For heterogeneous andmulti-
tenant cloud data center networks, network monitoring de-
sires to be non-intrusive and modular. It would maximize
the generality under diverse environments. Existing sketch-
ing based solutions integrates these components into the de-
ployed platform. Developers to perform fine-grained instru-
mentation to the operating system and programs, introducing
complicated debugging and performance issues. Moreover,
it is difficult to modify the sketching algorithm after deploy-
ment, due to the tight coupling with the program. However,
the sketch component and the query componentmay undergo
frequent updates, as the monitoring application has to meet
diverse network management needs. Also, the network inges-
tion component requires developers to perform fine-grained
instrumentation.
2.3 High-level Overview of Our Work
To minimize the effects of hash collisions while simultane-
ously keeping the simplicity of the hashing based data struc-
tures, this paper turns from passively tolerating noisy buckets
to proactively recovering the noisy buckets. Suppose that all
items are of the same value, we can see that the average of
a bucket’s accumulation returns the correct result for each of
inserted items. Thus, in order to recover the noisy bucket, we
need to map similar key-value pairs to the same bucket array,
and recover the noisy bucket by averaging its accumulation
counter. Combining these insights, we present a new class
of sketch called locality-sensitive sketching or LSS for short.
LSS has two distinct merits: (i) Resilient to hash collisions.
LSS averages the bucket’s counter to produce the estimator
that is equivalent to optimize an autoencoder framework. (ii)
Locality-sensitive to reduce the variance of the estimator.
LSS learns the cluster structure of network flows based on
transferred learning from offline traces, and clusters similar
network flows to the same bucket array in order to minimize
the estimation variance.
Example: Figure 2 illustrates the difference between the
count-min sketch CM [12], count-sketch CS [8] and LSS.
CM and CS insert each item to a random bucket in each
bucket array. While LSS clusters similar items to the same
bucket array and maps each item to only one bucket. From
the query result in the rightmost column, we can see that LSS
significantly reduces the estimation error compared to CM
and CS. This is because LSS groups similar items together
to reduce the estimation variance, and averages the bucket’s
counter to repair the prediction error. While CM and CS pas-
sively tolerate hash collisions.
Monitoring Application: To illustrate the feasibility of
LSS and overcome the deployment hurdles, we present a dis-
aggregated monitoring framework in Section 4 that imple-
ments LSS in a non-intrusive and modular monitoring appli-
cation. The framework disaggregates the sketch components
from the ingestion components, so as to allow for smooth
modifications of sketch structures and coping with the under-
lying physical environments.
We reduce the monitoring traffic with a network ingestion
component that splits real-time packet streams to flowlets
[2, 24]. We temporally accumulate flowlet counters with a
high-performance hash table based on Trumpet [39]. The
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Figure 2: Sketch estimation with count-min sketch CM,
count-sketch CS and our work LSS. Each sketch consists
of two bucket arrays. The leftmost column represents
the sketch after inserting a sequence of items (items that
are mapped to each bucket are listed on the top of the
bucket.); the middle column represents the value of each
mapped bucket for each item (For LSS, we list the aver-
age of the mapped bucket for each item.); the rightmost
column contrasts the original value with the estimated
value for each kind of sketch.
hash table aggregates online packets by flow identifiers and
accumulates flow counters, and reduces packet-processing
delay by cache prefetching and batch processing. Suppose
that the average packet size is 1,000 bytes, a flowlet has 100
flows and each flow has 100 packets on average, and a key-
value pair size is 8 bytes. The traffic of a flowlet will be 100×
100 × 1,000 = 107 bytes. While the size of 100 flow counters
will be 100 × 8 = 800 bytes. The monitoring traffic results in
over 104 times reduction in volume.
3 LOCALITY-SENSITIVE SKETCH
We present a new class of sketch called LSS that provides
accurate approximations in a compact space. Table 1 lists
key notations.
3.1 Framework
3.1.1 Autoencoder based Recovery. Having shown
that hash collisions are inherent in any hashing based sketches,
we next present an autoencoder guided approach to proac-
tively minimizes the estimation error of noisy buckets.
Table 1: Key notations.
Notation Meaning
N Number of unique keys
X Key-value streams
Xˆ Estimated key-value streams
A Indicator matrix
{Ci } Cluster centers
I Bucket array
k Number of cluster centers
m Number of buckets
Figure 3: Illustration of the autoencoder and the sketch-
ing process for Theorem 2.
We model the hash process of a sketch structure that ran-
domly maps incoming items to a bucket array uniformly at
random. Assume that a sketch consists of one bucket array
for ease of analysis. Suppose that a sketch structure randomly
maps incoming items to a bucket array uniformly at random.
LetX : N ×1 denote the vector of the streaming key-value se-
quence from the network ingestion component. LetA : N×m
denote the indicator matrix of mapping the vector X to a
bucket array I of size m × 1. Let A(i, j) = 1 iff the i-th
item Xi is mapped to the j-th bucket Ij , and A(i, l) = 0 for
l , j, l ∈ [1,m].
We next show in Theorem 2 that, the sketch is mathemati-
cally equivalent to a linear autoencoder1 : The insertion pro-
cess corresponds to the encoding phase of the autoencoder;
the query process corresponds to the decoding phase of the
autoencoder.
THEOREM 2. A sketch with one bucket array is equivalent
to a linear autoencoder: the insertion process corresponds to
an encoding phase I =
(
ATX
)
, while the query phase corre-
sponds to a decoding phase Xˆ = A · I .
1An autoencoder [5] is a neural network that takes a vector x at the input,
and reconstructs the input vector at the output layer. An autoencoder consists
of an encoder that maps the input to a hidden layer f = σe (Wex + be ), and
a decoder that reconstructs the input as xˆ = σd (Wd f + bd ), where be , bd
serve as bias variables,We andWd are weight matrices that map the input to
the hidden layer, and the hidden layer to the output, respectively. Generally,
an autoencoder enforces parameter sharingWe =W
T
d
(called weight tying)
to avoid overfitting.
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Figure 4: The product ATA yields a diagonal matrix
where non-diagonal entries are all zeros, and diagonal en-
tries refer to the numbers of key-value pairs mapped to
the corresponding buckets.
The proof is due to the algebraic transformation of the in-
sertion and the query process of the sketch. The details are
put in the Appendix B.1. Figure 3 illustrates the mathemat-
ical equivalence between the sketching process and the au-
toencoder. The immediate result is that we can formulate an
optimization framework for the sketch. Assume that the map-
ping matrix is a variable, we can formulate an optimization
problem:
min
A
Xˆ − X  = (AAT ) X − X  (1)
To derive optimized solution for Eq (1), assuming that the
mapping matrix is a random variable, the Principle Compo-
nent Analysis (PCA) [5] finds a dimensional-reduction hy-
perplanewith the smallest reconstruction error for a one hidden-
layer autoencoder. Unfortunately, it will require to keep the
whole stream X , which is infeasible for network monitoring
context. Moreover, PCA calculates a dense matrix A, while
the sketch enforces the matrix A to be ultra-sparse.
Although we cannot derive the optimized mapping matrix
A based on the autoencoder, we can asymptotically minimize
the reconstruction error by relaxing the mapping matrices
for the insertion and query processes. Specifically, let A de-
note the mappingmatrix for the insertion matrix, let B denote
the mappingmatrix for the query phase, we find an optimized
matrix B with respect to A in Eq (1):
min
B
X − BATX  = min
B
(I − BAT ) X  (2)
We can derive a closed-form solution of B for Eq (2) as:
B = A
(
ATA
)−1
(3)
Although the mapping matrix A is still random, the product
C = ATA is a diagonal matrix where the i-th diagonal entry
counts the number of items mapped to the i-th bucket, as
illustrated in Figure 4.
Suppose that we keep the diagonal matrix C with O(m)
space, we obtain an approximately optimization representa-
tion:
Xˆ = A(C)−1ATX (4)
Eq (4) can be formulated as an encoder-decoder phase: (a)
encoder: I = ATX ; (b) decoder: Xˆ = A(C)−1I . This formula-
tion inspires a new class of sketch structure that proactively
minimizes the estimation error, by averaging each bucket in
the bucket array I with the numbers of keys mapped to this
bucket.
3.1.2 Variance Minimization. Having presented the au-
toencoder inspired sketch-recovery process, we next present
a lightweight approach to minimize the variance of the pre-
diction error because of the skewed distributions of items.
Our key insight is that, to minimize the variance, we have
to group keys with similar values to the same bucket array.
The grouping requirement belongs to an unsupervised learn-
ing problem that clusters items to minimizes the intra-cluster
variance, and maximizes the inter-cluster dissimilarity. We
choose the well-studied K-means clustering method [23] to
automatically find cluster centers, which represents clusters
with a list of cluster centers. Then, we map flow records
to the nearest cluster centers. More details of the K-means
model can be found in the Appendix B.2.
Specifically, we can bound the estimation variance of the
autoencoder based estimator with clustered inputs. For a bucket
j, let the items mapped to this bucket be represented as a
set of independent and identically distributed variables:
{
X
j
i
}
.
Let µ denote the expectation of the variable µ = E
[
X
j
i
]
. Let
nj denote the number of items inserted to the j-th bucket, let
Yj =
∑
i X
j
i
nj
denote the average based estimator. Suppose that
we have grouped items by the similarity of values, we assume
that the difference
X ji − µ
 is bounded by a positive constant
M for any variable X
j
i . We next bound the range between the
average estimator Yj and the ground-truth value X
j
i for the
j-th bucket as follows:
THEOREM 3. Yj is an unbiased estimator for any vari-
able X
j
i . Pr
(Yj − µ ≥ a) ≤ M2a2nj 2 for a positive constant a.
Moreover, Pr
(Yj − X ji
 ≥ a) ≤ M2
(a−M)2nj 2
.
The proof is due to the concentration bounds of the Cheby-
shev’s inequality, whereas the details are put in the Appen-
dix B.3. We can see that after clustering the input to similar
groups, the average estimator not only produces an unbiased
result, but also keeps the estimator bounded with probability
proportional to the squared cluster’s intervalM .
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3.1.3 Sketch Membership. A sketch structure does not
keep the key-value membership itself. However, querying a
non-existing key is meaningless, thus in practice, a sketch
is usually combined with a membership-representation data
structure, e.g., Bloom filter [47], d-left hash table [7] or a
Cuckoo Filter [16]. The cuckoo hash table that inserts items
based on cuckoo hashing, is shown to be more efficient than
the Bloom filter at low false positives [13, 16, 53]. Thus we
keep the membership with a cuckoo hash table2 that supports
efficient insertion and deletion of items. We set the number
of hash functions to two and the number of slots per bucket
to four in order to fit each bucket to a cache line (denoted
as a (2,4) filter) [13, 16, 53]. For a f-bit digest, the upper
bound of the false positive rate of an item is approximately
4∗2
2f
. We choose a 16-bit fingerprint with a false positive rate
at 0.012%, which practically provides nearly-exact query.
3.2 LSS Structure and Operations
For ease of presentation, we present the basic idea of the LSS
with simplifications. We assume that the input is represented
as a list of unique key-value pairs, thus no duplication ex-
ists for any pair of keys. In the next subsection, we propose
practice approaches to deal with duplicated items.
An LSS is organized as a number k of bucket arrays. A
bucket array consists of a number of buckets, where each
bucket has two fields: (i) A ValSum field that records the
sum of values; (ii) A KeyCount filed that records the num-
ber of unique keys inserted to this bucket. Each bucket array
corresponds to a cluster of similar items. We represent the
clusters with k cluster centers. LSS maps each item to only
one bucket array that corresponds to the nearest cluster cen-
ter for this item.
As shown in Figure 2 (c), for each incoming key-value
item, we select the nearest cluster center with respect to the
value, choose the corresponding bucket array, and insert the
key-value item to a bucket indexed by the hash of the key.
The bucket’s ValSum counter is incremented by the incom-
ing value, and the KeyCount increments by one iff the key is
a new one.
An LSS provides group, insert, and query operators to
support the dimension-reduction representation of key-value
streams.
3.2.1 Group. LSS groups similar items together, by cal-
culating a list of cluster centers as clustering reference points
2Briefly, the Cuckoo Filter inserts items based on cuckoo hashing, which
uses multiple hash functions to map each item to candidate buckets. For an
incoming item, if one of candidate buckets has empty slots, then we calcu-
late the digest of this item and put the digest to one empty slot; otherwise,
we pick one nonempty slot and displace its digest to its alternative candidate
bucket, then we put the new item to this slot. The displaced digest may fur-
ther “kick out” other digests until no displacements of existing digests, or
reaching a maximum number of displacements.
for items. As discussed in the above subsection, we choose
the well-known K-means clustering method to find cluster
centers due to its simplicity and competitive performance, al-
thoughmore complex clusteringmethodsmay achieve slightly
better performance.
Grouping flows to clusters should cope with online streams.
Training the cluster model for packet streams is infeasible, in
contrast, we need to perform one-pass processing for online
network flows: we initialize cluster centers a priori, and map
streamed network flows with initialized cluster centers. For-
tunately, it is well known that the flow-size distributions are
self-similar [6, 29], thus the cluster structure is transferrable.
Our experiments in section 5 also confirm this observation.
Therefore, we find clustering patterns on packet traces in an
offline manner, then group online flows with obtained clus-
tering patterns in the offline phase.
Offline Training: We obtain flow traces and train the K-
means clustering mode in an offline manner. We tune the
number of clusters in order to obtain a fine-grained grouping
model for the flow size distribution, which bounds the vari-
ance within each group in order to control the error variance
of the average estimator.
Online Mapping: To speed up the mapping process, we
sort the cluster centers a priori, which takes O(k logk) time,
where k denotes the number of cluster centers. Then, for each
online key-value pair, we directly map this pair to the nearest
cluster center with a binary-search process on sorted cluster
centers in time O(logk). Finally, based on the index of the
cluster center, we map this key-value pair to the correspond-
ing bucket array in the LSS sketch.
3.2.2 Insert. LSS maps a key-value pair to the nearest
cluster center, and accumulates the value to the correspond-
ing bucket array. Algorithm 1 shows the steps of inserting a
new key-value pair into LSS. First, we locate the bucket ar-
ray corresponding to the nearest cluster center to the incom-
ing key-value pair. Second, we choose a random bucket by
hashing the key with one hash function. Third, we accumu-
late the key-value pair to the bucket: (i) ValSum = ValSum
+ value; (ii) KeyCount = KeyCount + 1(if and only if key
has not been hashed into this bucket array). Finally, we store
the cluster index of the incoming key for network-wide key-
value queries.
Complexity:We represent the cluster-index field with eight
bits that indexes 28 = 256 clusters in total. Each key-value
pair is mapped to only one bucket in a LSS sketch, which in-
volves only one hash-function evaluation. Accessing a (2,4)-
filter involves two hash-function evaluation.
3.2.3 Query. To query the value of a key on the LSS,
we need to locate the bucket array. To that end, we query the
Cuckoo hash table with the input key to get the cluster index
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Algorithm 1: Insert a non-duplicated Key-value pair to
LSS. I denotes the bucket array. h(·) denotes the hash
function. Ci denotes the i-th cluster center. hf inдer de-
notes the hash function for the fingerprint calculation
Insert(κ, v)
iκ = arдmini ‖v −Ci ‖;
bucket = Iiκ [h (κ)];
bucket.ValSum + = v , bucket.KeyCount +=1;
Store (hf inдer (κ), iκ ) to the Cuckoo hash table;
Algorithm 2: Key-value query for a key κ.
Query(κ)
Query the Cuckoo hash table to get the cluster index iκ for κ;
bucket = Iiκ [h (κ)];
return bucket .V alSum
bucket .KeyCount
;
of this key. Finally, we return the weighted value ValSum
KeyCount
as
the approximated result. Algorithm 2 summarizes the steps
for the query process.
Time Complexity: Querying a (2,4)-filter needs two hash-
function calculations. Obtaining the LSS bucket’s counter
needs one hash-function calculation. Thus the time complex-
ity of the query process is the same as that of the insertion
process.
3.3 Handling Duplicated Online Streams
LSS requires to always keep a flow within the nearest cluster.
As the flow size is unknown before it completes, the inges-
tion process may publish multiple records for the same flow.
Thus we have to efficiently identify the nearest cluster center
for a dynamic flow and adjust the cluster mapping for chang-
ing flows.
We propose a duplication adaptive maintenance method to
dynamically maintain flow records towards the nearest clus-
ter. Algorithm 3 summarizes the duplication-adaptive main-
tenance process. If the flow has not been inserted to LSS,
then we put it into the bucket array corresponding to the clos-
est cluster center; otherwise, the flow has been mapped to
LSS, we locate the mapped cluster of this flow, select the cor-
responding bucket array, and then increment the flow record
at the mapped bucket. Finally, we check whether or not to
move the flow to a new cluster: if the flow record is still
nearest to the current cluster center, no movement should be
made; otherwise, we need to move the flow record to the
bucket array corresponding to the nearest cluster center: we
delete the flow record from the current bucket array, and in-
sert it to the bucket array corresponding to the nearest cluster
center.
Algorithm 3: Duplication-adaptive LSS maintenance.
InsertDuplicate(κ,v , CH)
Query CH with κ to get its cluster index iκ ;
if iκ is NULL then
iκ = arдmini ‖v −Ci ‖;
Iiκ [h (κ)].ValSum + = v, Iiκ [h (κ)].KeyCount +=1;
Store (hf inдer (κ), (iκ , v)) to CH ;
else
Accumulate v to the current value vκ of κ in CH ;
Iiκ [h (κ)].ValSum + = v;
Retrieve the value v∗κ for the key κ in CH ;
Find the nearest cluster center i∗ for v∗κ ;
if i∗ , iκ then
Iiκ [h (κ)].ValSum - = v
∗
κ , Iiκ [h (κ)].KeyCount -=1;
Ii∗ [h (κ)].ValSum + = v
∗
κ , Ii∗ [h (κ)].KeyCount +=1;
Store (hf inдer (κ), (i
∗, v∗κ )) to CH ;
Complexity: For a new key-value pair, we need two hash-
function evaluations to visit the (2,4)-filter, and one hash-
function evaluation to access the LSS sketch. To save the
hashing complexity, we reuse the hash function across LSS
bucket arrays, thus we only need three hash-function evalua-
tions to insert an existing key-value pair. During the insertion
process, we temporally keep a Cuckoo hash table CH ; while
after the sketch terminates the insertion process, we squeeze
the Cuckoo hash table to keep only the fingerprint and the
cluster index.
3.4 LSS Parameters
We next present parameter guidelines in order to trade off the
estimation accuracy and the memory footprint.
Bucket-Array Size: We configure the size of a bucket ar-
ray i based on the combination of three factors: (i) Cluster
entropy H : For a cluster covering a short interval, a small
bucket array is enough to achieve a low estimation error. This
short cluster contains a low degree of uncertainty. The un-
certainty of the cluster entries can be quantified with the en-
tropy,Hi = −
∑
j∈Si
fjloдfj ∈ [0, 1], where Si denotes the set
of unique items for the i-th cluster, fj denotes the frequency
of item j in this cluster. (ii) Cluster center µ: For a cluster
with a large cluster center, it is likely to be the heavy tails of
the flow’s distribution, which needs more buckets to control
the hash collisions. We quantify the cluster center with the ra-
tio of each cluster center against the sum of all cluster centers,
i.e., µi =
µi∑
j µ j
∈ [0, 1]. (iii) Cluster density d: For two clus-
ters with approximately the same cluster uncertainty, a larger
cluster need more buckets to reduce the estimation error. We
quantify the cluster density with the ratio of the cluster en-
tries to the total number of items, i.e., di =
di∑
j dj
∈ [0, 1].
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Letm denote the total number of buckets for LSS, Hi the
entropy of the i-th cluster,дi the i-th cluster center, and di the
percent of items for the i-th cluster, we allocate
Hidi µi∑
j Hjdj µ j
·m
buckets for the i-th bucket array. We derive these parameters
through the offline K-means training process.
Number of Clusters: Finding the optimal number of K-
means clusters is known to be NP-hard [23]. Thus we empir-
ically determine the number of clusters based on sensitivity
analysis that locates diminishing returns of the prediction ac-
curacy.
4 DISAGGREGATEDMONITORING
APPLICATION
Having presented the LSS sketch, to illustrate the feasibility
of the locality-sensitive sketching, we next propose a mon-
itoring application that implements LSS in a modular and
non-intrusive framework.
As the network flows are infinite in essence, recent net-
work flows are usually more important. In a sliding window
model, each packet is sequentially and independently pro-
cessed in a one-pass manner. For a sequence based window,
it processes past N items; while for a time based window, it
processes items in a past time period. The framework sup-
ports both sliding window models, although the time based
window may ingest too many flows during bursty periods,
while the sequence based window is more robust in this case.
The proposed monitoring architecture splits the monitor-
ing application into non-coherent ingestion, sketching, query
runtime functions that can be horizontally scaled in the data
center. A monitoring function atomically defines an interme-
diate stage in the monitoring process. Each ingestion func-
tion colocates with the server or middlebox to aggregate packet
streams to flowlet streams. Second, each sketching function
maintains the LSS sketch based on ordered flowlet streams.
Third, each query function performs monitoring queries on
LSS sketches. Finally, we keep system configuration up to
date via a global coordinator. A publish/subscribe (Pub/Sub
for short) framework3 delivers ordered streaming messages
across monitoring functions. We choose the Pulsar messag-
ing system originally created at Yahoo [14] as the Pub/Sub
underlay.
(i) Ingestion Stage: The ingestion stage provides a device-
independent key-value intermediate presentation model for
network monitoring. It splits packets at servers or middle-
boxes at line rates to flowlets, and publishes key-value for-
matted flowlet-recordmessages in a batch mode to the Pub/Sub
3The Pub/Sub topic framework provides seamless messaging supports for
monitoring functions, which represents message flows among disaggregated
components. One or multiple producer entities publish messages towards
the same topic, then the Pub/Sub messaging framework delivers ordered
messages to consumers subscribed to the same topic.
framework. When a packet arrives, we look up the hash ta-
ble with a key calculated based on the hash of its 5-tuple
information: If the key is in the hash table, then we accumu-
late the per-flow counter with this packet’s information; If
the key is not in the hash table and there exists empty en-
tries in the table, then we put the key and the corresponding
per-flow counter to the hash table; Otherwise, we publish all
accumulated flow counters in batch, and reset the hash table
to accommodate for new entries.
(ii) Sketching Stage: The sketching component subscribes
to one or multiple topics published by the ingestion compo-
nents, then dynamically keeps an independent LSS sketch for
each sliding window. For the sequence based sliding window,
each LSS sketch keeps at most N flow records and is emitted
to the sketch topic afterwards; while for the time based win-
dow, each LSS sketch is emitted after the interval ends. Upon
receiving a flow record from a subscribed topic, the compo-
nent selects the correspondingLSS sketch, groups this record
towards the nearest cluster center, and inserts this record to
the corresponding bucket array in the LSS sketch. We handle
duplicated flow records based on subsection 3.3.
(iii) Query Stage: LSS supports diverse query tasks similar
to existing sketch structures. We list the most representative
ones:
(a) Per-flow frequency and entropy query. They track
the traffic volume of each distinct flow, or count the flow
bytes. LSS directly returns the size of a given flow. To query
the size distribution of each inserted flow, we iteratively ob-
tain approximation results with identifiers of inserted flows,
then we build a list of approximated flow sizes as the flow
size distribution. Similarly, we derive the entropy metric as
the frequency distribution of approximated flow sizes.
(b) Heavy hitters. It finds top-K flows ingesting the most
traffic volumes. For a given heavy-hitter detection thresh-
old, we obtain approximated values of inserted flows from
the LSS sketch, and select those exceeding the threshold as
heavy hitters. Based on heavy hitters, we can also find flows
spanning multiple windows that fluctuate beyond a prede-
fined threshold, i.e., the heavy changes.
(c) Flow cardinality. LSS counts the exact number of dis-
tinct flows, since LSS maps each flow to a unique bucket.
Therefore, we directly calculate the sum of KeyCount fields
for each non-empty buckets, and return the accumulation re-
sult as the number of distinct flows.
Moreover, the framework supports a network-native query
interface. Each sketching component publishes to the same
sketching topic, then a centralized query component subscribes
to this sketching topic and performs queries on received sketches.
Moreover, some networkmanagement tasks may need to query
historical sketches during a time interval. To that end, the
query component stores the received sketch and its arrival
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timestamp in a persistent storage, and then lists sketches within
a given time interval.
5 EVALUATION
5.1 Experimental Setup
We ran experiments on a multi-tenant private cluster to eval-
uate the locality-sensitive sketching and disaggregated mon-
itoring. The cluster is shared by tens of different clients. We
set up the experiments on ten servers in two racks connected
by a 10 Gbps switch, each server is configured as 8-core
Intel(R) Xeon(R) CPU E5-1620, 47 GB memory, and Intel
10-Gigabit X540-AT2 network card. We set up the Apache
Pulsar 2.2.0 Pub/Sub as a standalone service on a dedicated
server. We configure Apache Pulsar with the default setup.
We split nine servers to two groups: (i) Six servers run the
network ingestion component to produce flowlet records for
port-mirrored traffic from the top-of-the-rack switch based
on the Intel DPDK 16.04 interface, and publishes to the Pub/Sub
framework; (ii) Three servers run the sketching component
to maintain the LSS sketch for each of six ingestion servers.
Each LSS sketch is published to the Pub/Sub framework af-
ter it accumulates 10,000 flows.
Default LSS Parameters: We set the sliding window to
consist of 10,000 flows by default. We dimension the to-
tal number of buckets with respect to the number of flows
in a sliding window. For a sliding window that consists of
N flows, we set the default number m of LSS buckets to
0.1 × N = 1, 000. For each LSS bucket, we set the storage
size to four bytes (two bytes for each field).We set the default
number of clusters to 30. Each cluster center is represented
with four bytes. Thus an LSS with 1,000 buckets and 30 clus-
ter centers takes 4.12KB. The offline traces take 10,000 flow
samples, each sample is represented as four bytes, which take
40KB in total. We set the default heavy-hitter threshold to the
90-th percentile of the offline traces. We choose LSS’ default
parameters based on the diminishing returns via extensive
evaluation in Subsection 5.3.2.
Metrics: We choose three representative monitoring tasks
to evaluate the sketch’s performance, namely the flow-size
query, the flow-entropy query, and the heavy-hitter query.We
quantify the performance of the first two tasks with the rel-
ative error metric: defined as |xr − xe | /(xr ), where xr and
xe denoted the ground-truth metric and the estimated met-
ric, respectively, and the last task based on the F1 score de-
fined as the harmonic mean of the precision and the recall
values, where the closer the F1 score towards one, the better
the heavy-hitter estimator.
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Figure 5: Traffic distribution of the testbed.
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Figure 6: Publishing throughput for the ingestion and
sketching components.
5.2 Testbed Results
We summarize the ground-truth distribution of flows cap-
tured in the private cluster. Figure 5 plots the cumulative dis-
tribution functions (CDF) of network flows in each interval.
We see that the mean and the 90-th percentile of the network
flows are less than 10 for over 90% of all traces. However,
the 99-th percentiles of traces span over three orders of mag-
nitudes, thus the network flow distribution is highly skewed,
which is similar to the CAIDA traffic trace in the next sub-
section.
5.2.1 Disaggregated Performance. We test the pub-
lishing throughput for the ingestion and the sketching com-
ponents. Each flowlet message consists of 1,000 temporary
flow counters in the hash table, while each sketching mes-
sage consists of one LSS sketch. Figure 6 plots the CDFs
of the message throughputs of the ingestion components and
those of the sketching components. We see that the through-
put of the ingestion component is nearly three orders of mag-
nitudes larger than that of the sketching component, since
the ingestion component depends on the line rates, while the
sketching component depends on the readiness of the sliding
window.
We next compare the relative performance of the ingestion
component and the sketching component. Figure 7 shows the
relative rate between the packet’s arrival rate and the inges-
tion rate, as well as that between the flow-record arrival rate
and LSS’ insertion rate. We see that the arrival rate is orders
of magnitude smaller than the corresponding consumption
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Figure 8: Performance of representative monitoring
tasks on the testbed.
rate for both ingestion component and the sketching com-
ponent. Since each component is tuned with respect to the
input’s arrival rate. We also constrain the size of the inges-
tion hash table and the LSS sketch in order to avoid CPU’s
L3-cache misses.
5.2.2 Sketching Performance. (i) Flow-size query: Next,
we evaluate the relative error of estimated flow sizes. For
each flow in each interval, we compare the estimated flow
size against the ground-truth flow size. Figure 8(a) plots the
CDFs of the mean relative errors. We see that the relative
errors of over 90% of all estimations are smaller than 0.01.
Since LSS accurately captures skewed flows with clustered
bucket arrays.
(ii) Flow-entropy query: We next evaluate the accuracy
of the entropy of the flow distribution for each interval. Fig-
ure 8(b) plots the CDFs of the relative errors of estimated
flow entropies.We see that over 90% of estimations are smaller
than 0.06, because of accurate estimations of flow sizes.
(iii) Heavy hitter query: Having shown that the flow en-
tropy is accurately estimated, we next test the accuracy of
estimated heavy hitters by calculating the F1 scores. Figure
8(c) plots the CDFs of F1 scores. We see that over 90% of
tests are greater than 0.95. As LSS captures fine-grained flow
distributions with clustered bucket arrays.
(iv) Estimation stability: We next test the estimation sta-
bility on the testbed. Figure 9 shows the 90-th percentiles of
the flow-query relative errors of three query components.We
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Figure 9: 90-th percentile of flow-query relative errors on
three servers running the query component.
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Figure 10: The probability density distributions (PDFs)
of flow sizes in the CAIDA data set. We separate records
to eight contiguous epochs denoted from flow1 to flow8,
and plot the PDFs for each epoch. We see that the PDFs
of different parts match well with each other.
see that most of the 90-th percentiles are zeros, while non-
zero entries are smaller than 0.01 in most cases. Thus the
estimation remains stably accurate across sliding windows.
5.3 Trace-driven Simulation
Our testbed is limited by the server scale. Therefore, we per-
form a real-world trace-driven experiment study. We replay
network traces collected on February 18, 2016 at the Equinix-
Chicago monitor by CAIDA [50], and feed to the Apache
Pulsar Pub/Sub software framework. We follow the default
parameters of the testbed study. We calculate K-means clus-
ter centers by randomly sampling 10,000 flows from the trace.
Figure 10 shows that different traces share nearly identical
power-law flow-size distributions, thus the flow size distri-
bution is not only skewed, but also temporally self-similar
across epochs. This is because the self-similarity is a latent
property in the network traffic [6, 29].
5.3.1 Comparison. (i)VaryMemory:We compare LSS
with count-min (CM) [12], count-sketch (CS) [8], and Elastic
Sketch (ES) [50] that are most related with our work. CM and
CS are commonly used to find heavy hitters and perform flow
queries [21, 33, 38]. We set the same memory footprint for
all compared sketch structures. We follow the recommended
parameter configuration for CM [12], CS [8] and ES [50].
Figure 11 plots the performance of the flow-size, flow-
entropy, and heavy-hitter query tasks, as we vary the ratio
10
0.0010.005 0.01 0.05 0.1 0.2
m/N
0.01
10-1
1
101
102
103
104
R
E
ES
CS
CM
LSS
(a) Flow-size query
0.0010.005 0.01 0.05 0.1 0.2
m/N
10-3
10-2
10-1
1
101
32
En
tro
py
 R
el
at
ive
 e
rr.
ES
CS
CM
LSS
(b) Flow entropy
0.0010.005 0.01 0.05 0.1 0.2
m/N
0
0.2
0.4
0.6
0.8
1
F1
 s
co
re
ES
CS
CM
LSS
(c) Heavy hitters
Figure 11: Accuracy of LSS and CM, CS, ES in terms of
the ratios of the number of LSS buckets to the number of
flows.
between the number of buckets in LSS and the number of
unique flows.We see that LSS significantly outperforms other
sketch structures in all cases.
For the flow-size query tasks, LSS’ relative error is over
103 to 105 times less than those of CS, CM and ElasticSketch,
as the ratio between the number of buckets and the number
of key-value pairs decrements from 10% to 0.1%. This is
because LSS adapts to skewed flows with locality sensitivity
and autoencoder based error minimization.
For the flow-entropy task, LSS’ relative error is 4.3 to
13 times smaller than that of ElasticSketch, 4.8 to 14 times
smaller than that of CM, and 70 to 200 times smaller than
that of CS. ElasticSketch’s accuracy is similar to that of CM
in most cases, while CS has a much larger relative error than
other methods. We can see that the flow-entropy task is less
sensitive to flow-size errors, since the entropy depends on the
frequency of each estimated value.
For the heavy-hitter task, LSS is close to optimal com-
pared to the other methods, since LSS accurately estimates
the size of each flow with an autoencoder based recovery
mechanism. ElasticSketch’s accuracy is similar to CM and
CS when the ratio m
N
is not greater than 0.1, and has a bet-
ter F1 score than CS and CM afterwards, since ElasticSketch
needs to keep large flows with the hash table and stores other
flows to the count-min sketch.
(ii)Varying Flows: Having shown that filtering large flows
from the sketch is less effective than an autoencoder based re-
covery of the locality-sensitive bucket arrays, we next com-
pare CS, CM and LSS that do not filter flows with hash tables.
Figure 12 shows that LSS remains fairly accurate across con-
figurations, as we progressively add more flows in an epoch
to the sketch. While CS and CM are severely affected due to
hash collisions. Since LSS clusters similar flows to the same
bucket array, and performs the error minimization for each
bucket array.
5.3.2 Sensitivity. Having shown that LSS remains fairly
accurate across different memory footprints, we next evalu-
ate the sensitivity of LSS.We fix all but one parameters to the
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Figure 12: Performance of CS, CM and LSS as we vary
the fractions of inserted flows.
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Figure 13: LSS performance of different epochs by
reusing the offline cluster model of the first epoch.
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Figure 14: LSS performance vs. bucket-array policies.
default configuration for the Testbed evaluation, and study
the performance variation as we change a specific parameter.
(i)Offline Cluster-model Stability: We tested LSS’ sensi-
tivity to offline clustering models by reusing the cluster cen-
ters that are trained with respect to the first epoch. Figure
13 shows that three monitoring tasks remain fairly accurate
across epochs. Since the cluster model captures the global
structure of the flow distribution.
(ii) Varying Bucket-array Policy: We next test the effec-
tiveness of the heuristics to configure the size of bucket ar-
rays. Figure 14 shows that the combination of the cluster un-
certainty (H ), the cluster center (µ) and the cluster density (d)
achieves high accuracy for three query tasks. We see that the
cluster uncertainty is the most important metric, as remov-
ing the cluster uncertainty significantly degrades prediction
accuracy.
(iii) Number of Clusters: Next, we evaluate LSS’ accu-
racy with respect to the number of clusters. Figure 15 plots
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Figure 15: LSS performance as a function of the numbers
of clusters.
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Figure 16: F1 scores as a function of heavy-hitter thresh-
olds.
the variation of the estimation accuracy. We see that the esti-
mation accuracy improves steadily with increasing numbers
of clusters from two to ten. The diminishing returns occur
when the number of cluster reaches 30.
(iv) Varying Thresholds: We also tested LSS’ sensitiv-
ity to different heavy-hitter thresholds. Figure 16 shows the
heavy-hitter performance degrades gracefully as we change
the threshold percentiles from 80 to 99, since heavy hitters
are more sensitive to estimation errors as we approach to
tighter tails.
6 RELATED WORK
Modern network measurement systems typically rely on pro-
grammable frameworks to perform diverse monitoring tasks.
First, the end based approach such as Trumpet [39], deTector
[42], Confluo [25] relies on edge servers to perform end-to-
end packet-stream monitoring. To increase in-network vis-
ibility, an in-network based approach such as OpenSketch
[52], Planck [43], Marple [40], Everflow [54], FlowRadar
[31], UnivMon [33], Sonata [19] combines the software-defined
framework and the programmability of switches to track fine-
grained traffic statistics. A hybrid approach such as Path-
Dump [48], SwitchPointer [49] and [44] combines the resource-
intensive end servers and the in-network visibility of switches.
We present a disaggregated monitoring framework that can
be incorporated with end hosts and programmable switch
based systems, in order to maximize the network visibility
and support non-intrusive monitoring.
Existing sketches typically choose to tolerate hash colli-
sions with space redundancy. For instance, state-of-the-art
sketch structures [8, 11, 12, 50] choose the least affected
bucket from multiple independent bucket arrays. Recently,
ElasticSketch [50] keeps heavy hitters separately with a hash
table, and puts the rest of items to a count-min sketch. Thus
it is less sensitive to heavy hitters compared to prior sketch
structures [8, 11, 12]. Unfortunately, as heavy hitters only
represent a small fraction of items, the count-min sketch is
still sensitive to hash collisions. Our work proactively miti-
gates the downsides of the hash collisions with locality-aware
clustering and bucket averaging techniques.
The sketch structure has been augmented in several di-
mensions. UnivMon [33] uses an array of count sketch to
meet generic monitoring tasks. SketchVisor [21] augments
the sketch with a fast-path ingestion path to tolerate bursty
traffic. SketchLearn [22] uses a multi-level array to keep the
traffic statistics of specific flow-record bits, and separates
large flows from the rest of flows like ElasticSketch [50]
based on inferred flow distributions. Although our work is
orthogonal to these studies, the LSS sketch structure can be
combined to these frameworks to improve the sketching effi-
ciency.
Several studies propose to keep network flow statistics in
a hash table [1, 39] at end hosts, whereas the storage require-
ment is on the order of the number of network flows. As net-
work flows arrive continuously, the hash table based monitor-
ing application incurs expensive memory costs that reduce
the available resources for colocated tenants. Since for multi-
tenant data centers, the monitoring application has to control
its resource usage to maximize the available resource to meet
tenants’ needs. Moreover, the hash table needs to dynam-
ically adjust the data structure when hash collisions occur,
i.e., multiple keys are mapped to the same bucket, with lin-
ear hashing [32], Cuckoo hashing [41], or hopscotch hashing
[20]. The hash table is agnostic of the self-similarity struc-
ture of flow counters, while the sketch can exploit this prop-
erty to compress the flow counters to a constant-size array.
7 CONCLUSION
We have proposed a new class of sketch that is resilient to
hash collisions, which groups similar items together to the
same bucket array in order to mitigate the error variance, and
optimizes the estimation based on an autoencoder model to
minimize the estimation error. We showed that LSS is equiva-
lent to a linear autoencoder that minimizes the recovery error.
To illustrate the feasibility of LSS sketch, we present a dis-
aggregated monitoring application that decomposes monitor-
ing functions to disaggregated components, which allows for
non-intrusive sketch deployment and native network-wide
analytics. Extensive evaluation shows that LSS achieves close
12
to optimal performance with a tiny memory footprint, which
generalizes to diverse monitoring contexts.
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A SUPPLEMENTARY OF SECTION II
A.1 Proof of Lemma 1
Lemma: Letm denote the number of buckets, N the number
of unique keys. For a sketch with c banks of bucket arrays,
where each bucket array is of size m
c
, the expected percent of
noisy buckets is 1 − e−cN /m − cN
m
· e−c(N−1)/m .
PROOF. For a sketch with one bucket array that consists of
m buckets, the expected number of keys per bucket amounts
to N
m
. The expected number of empty buckets is:
∑
i
(
1 − 1
m
)N
=
m
(
1 − 1
m
)N
≈ me−N /m. Similarly, the expected number of
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buckets with one key amounts to:
∑
i
(
N
1
) (
1
m
) (
1 − 1
m
)N−1
≈
Ne−(N−1)/m . As a result, the expected percent of buckets that
contain at least two keys is
(
m −me−N /m − Ne−(N−1)/m
)
· 1
m
.
The expected percent of noisy buckets is 1 − e−N /m − N
m
·
e−(N−1)/m .
For a sketch with c banks of bucket arrays, where each
bucket array is of size mc . We can see that each bucket array
still receives N keys. Thus following the same derivation, we
have that the corresponding expected percent of noisy buck-
ets is 1 − e−cN /m − cN
m
· e−c(N−1)/m . 
A.2 CM and CS Performance Bounds
A count-min sketch maintains k banks of arrays of size m,
where k and m are chosen based on the accuracy require-
ment. To insert a key-value pair to the sketch, we chooses
k uniformly-random hash functions hj , j ∈ {1, 2, · · · ,k} to
map each key to a randomly chosen bucket from each bank.
The insertion process for Count-Sketch differs a bit, as it
chooses k random sign functions ri (i ∈ {1, 2, · · · ,k}) to
weigh the value by a random sign from {+1,−1}, and update
each selected bucket by the weighted value of the given key,
i.e., value ·ri (key). For Count-min, it directly increases the
counter of the selected bucket by the value of the incoming
key.
To query a given key, we use the same set of hash func-
tions to select k buckets from each bank ( for the j-th bank,
the hj (key)-th bucket is selected). For Count-Sketch, it cal-
culates the median of weighted values stored in each bucket,
i.e., median value{
bucket(hj (key)) · r j (key)
}
. While for the Count-min, it ap-
proximates the value of a given key by theminimumofmapped
buckets. Count-min and Count-sketch needs k hash-function
computations and k memory operations when inserting or
querying a key-value pair.
For count-min sketch (CM) [12], the probability of the
minimum of the inserted buckets is greater than the ground-
truth value by 2
m
‖v (x)‖1 is:
Pr
[
min (I [i] [hi (xi )]) −v (xi ) ≥
2
m
‖v (x)‖1
]
≤
1
2k
, and the probability of the median of the inserted buckets is
Pr
[
(xˆi − xi )
2
>
t
k
·
‖x ‖22
m
]
< 2e−Ω(t )
for CS [8]
B SUPPLEMENTS OF SECTION III
B.1 Proof of Theorem 2
Theorem 2: A sketch with one bucket array is equivalent
to a linear autoencoder: the insertion process corresponds to
an encoding phase I =
(
ATX
)
, while the query phase corre-
sponds to a decoding phase Xˆ = A · I .
PROOF. For each incoming key-value pair (κ(i), Xi ), the
sketch selects only one bucket indexed by a variable j by
hashingκ(i)with a hash function, and insertsXi to this bucket
by incrementing the bucket’s counter byXi . Equivalently, we
set the i-th row vector ofA to a 0-1 vector, where only the j-th
entry A(i, j) = 1, and other entries are all set to zeros. Conse-
quently, we can equivalently transform this insertion choice
as I = I + Xi · A(i, :). The insertion process for all key-value
pairs can be represented as an encoding phase: I =
(
ATX
)
.
For the query process of a key κ(i), the sketch selects the
same bucket indexed by j by hashing κ(i) with the same
hash function as the insertion process, and then returns the
bucket’s counter I (j) as the approximated value for Xi . Simi-
larly, based on the i-th row vector ofA, denoted as A(i, :), we
can equivalently represent the approximated value as Xˆi =
A(i, :) · I . Therefore, the approximated values for all inserted
keys can be calculated as a decoding phase: Xˆ = A · I . 
B.2 K-means Model
Specifically, the K-means clustering method minimizes the
variance of each cluster by finding a set of k points (called
centroids) such that the potential function is minimized
F (S) =
∑
x ∈S
min
c ∈C
‖x − c‖2 (5)
, and finally outputs a list of cluster centers that minimizes
the variance of within-cluster values. We choose the Lloyd’s
algorithm to optimize Eq. (5), which initializes centroids ar-
bitrarily, partitions points by the nearest centroid, and up-
dates the centroids of each cluster until convergence. The
training process of the K-means clustering method has to
repetitively update the cluster centers until convergence.
B.3 Proof of Theorem 3
Theorem 3: Yj is an unbiased estimator for any variable X
j
i .
Pr
(Yj − µ ≥ a) ≤ M2a2nj 2 for a positive constant a. Moreover,
Pr
(Yj − X ji
 ≥ a) ≤ M2
(a−M)2nj 2
, for positive constants a.
PROOF. The expectation of Yj is exactly the expectation
of the variables. E
[
Yj
]
=
1
nj
E
[∑
i X
j
i
]
=
1
nj
∑
i E
[
X
j
i
]
= µ
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Therefore, Yj is an unbiased estimator for
{
X
j
i
}
. Next, we
bound the deviation degree of Yj from its expectation as fol-
lows:
Var
[
Yj
]
= E
[ (
Yj − µ
)2]
= E
[(
X j
nj
− µ
)2]
=
E
[
1
nj
(∑
i
(
X
j
i − µ
))2]
≤ 1
nj 2
E
[
M2
]
=
M2
nj 2
By Chebyshev’s inequality, we bound the range of Yj as :
Pr
(Yj − µ ≥ a) ≤ Var [Yj ]a2 ≤ M2a2nj 2
Second, the following inequality holds:
Pr
(Yj − X ji
 ≥ a) = Pr (Yj − µ + µ − X ji
 ≥ a)
≤ Pr
((Yj − µ +
X ji − µ
) ≥ a)
= Pr
( (Yj − µ) ≥ a −
X ji − µ
)
≤ Pr
(Yj − µ ≥ a −M )
≤ M
2
(a−M)2nj 2
The second inequality holds due to the triangle inequality
condition (
Yj − µ + µ − X ji
 ≤ Yj − µ +
X ji − µ
). 
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