In this paper, we give a formal algebraic notion of exponents for linear differential systems at any singularity as eigenvalues of the residue of a regular connection on a maximal lattice (that we call 'Levelt's lattice'). This allows us to establish upper and lower bounds for the sum of these exponents for differential systems on P 1 (C).
Introduction
Exponents are well known for homogeneous linear differential equations at a regular singularity since the classical works of Fuchs and Frobenius. Let L ∈ C(z)[d/dz] be a differential operator of order n with coefficients in C(z). When the differential equation Ly = 0 has regular singularities over P 1 (C), its exponents (e s i ) i=1,...,n for all s ∈ P 1 (C) obey Fuchs' relation [Poo60, ch. V, § 20, p. 77] :
(e s i − (i − 1)) = −n(n − 1).
Bertrand and Laumon (see [Ber98] , also [BB85] ) extended this definition in 1985 at an irregular singularity. For any linear differential equation Ly = 0, the exponents e s i that they define satisfy the generalized Fuchs' relation
(e In 1961, Levelt [Lev61] defined exponents for linear differential systems at a regular singular point. We extend the notion of exponents for systems at an irregular singularity (cf. Definitions 15 and 16). The main result of this paper is the following.
Theorem 1 (Fuchs' relation). Let dX/dz = AX be a meromorphic differential system of order n on P 1 (C). The exponents e s 1 , . . . , e s n attached to this system at all points s ∈ P 1 (C) satisfy
2 irr s (End ∇) −h(A) + h(Tr A).
The height h(A) of the system is given by the formula
where v s is the valuation of a meromorphic function at s ∈ P 1 (C) extended to n × n matrices.
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Remark 1. The sum of exponents also satisfies
0.
Therefore, the upper bound given in Theorem 1 is not optimal in some important cases, which we discuss in § 5.3.
Remark 2. When all the singularities of the system dX/dz = AX are regular, we get the relation
−h(A)
that we proved in [Cor99a] , as well as Bolibrukh's estimate [Bol95, Proposition 1.2.3, p. 24 ]
The results of this paper are a slight improvement on those which have been announced in [Cor01b] . A French translation of the initial version of this paper can be obtained as [Cor01c] .
Local connections
Let K be a local valued field, complete with respect to its discrete valuation v. Denote by O its valuation ring. An element t ∈ K is called a uniformizing parameter if it satisfies v(t) = 1. Let Ω be a free O-module of rank one and d : O −→ Ω be a derivation such that there exists a uniformizing parameter t whose derivation dt is an O-basis of Ω (cf. [Del70] ). We will usually call Ω the module of differential 1-forms. Define furthermore Ω * to be the O-dual of Ω, and let their respective vector spaces be Ω K = Ω ⊗ O K, the K-vector space of differential 1-forms, and Ω * K = Ω * ⊗ O K. For any τ ∈ Ω * K , denote with ∂ τ the map
Given a uniformizing parameter t, there exists for any f ∈ K a unique α f ∈ K such that
The mapping f −→ α f is a derivation of K. We will thus write α f = df /dt and ∂ dt = d/dt. Denote with D K = K d/dt the K-vector space of such derivations of K. There is a natural valuation, also denoted by v, on all these spaces. Let V be a K-vector space of finite dimension n. A linear connection on V is an additive map
For any derivation ∂ ∈ D K , one defines a map ∇ ∂ : V −→ V by composing ∇ with
The additive map ∇ ∂ is a differential operator on V : it satisfies the relation
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Lattices of vector spaces endowed with a connection
For any free O-module of finite type M of V , define the rank of M as the minimum number rk M of generators for M .
Definition 1. Let V be a K-vector space of dimension n. We say that M is:
1) a lattice of V if M is a free O-module of rank n of V ; 2) a sublattice of a lattice Λ if M is a lattice of V included in Λ; 3) a partial lattice of V if M is a free O-module of finite type (generally of rank < n) of V , and a partial sublattice of Λ if it is a partial lattice included in Λ; 4) the free O-module of rank r spanned by (e) if M = r i=1 Oe i . We write then M = L(e) and say that (e) is a (O-)basis of M .
We denote with L the set of lattices of V . 
. This last condition then holds for any basis (e) of Λ.
Definition 2. The connection ∇ is said to be regular if there exists a lattice of V which is stable under ∇ θ . The connection is said to be irregular otherwise.
Valuation defined by a lattice
Let Λ be a lattice of V . We define a valuation v Λ on V by letting
For any lattice M of V , and more generally for any non-empty subset M of a lattice, we put
hence part i follows. Let x ∈ W . If x ∈ t k M , then x ∈ t k Λ, and thus we get
On Fuchs' relation for linear differential systems and so part ii is proved. Let M andM be two partial sublattices of Λ. According to part i, we have
On the other hand, since
The same result holds withM , and hence part iii follows. 
Lattice invariants
Proof. Let P be the matrix of the basis change from a Smith basis for M to a Smith basis for N in Λ. The matrix t −E Λ (M ) P t E Λ (N ) is the matrix of the basis change from a basis of M to a basis of N . Accordingly, Lemma 2.1, part ii yields
The two sequences increase, hence we have
The index of a sublattice M in the lattice Λ is defined as the (finite) length
Lemma 2.3. Let Λ ⊃ M be two lattices of V . Then the following hold: 
The Poincaré rank of a system dX/dt = AX is the integer −v(A) − 1. Since it is invariant under gauge transformations in GL n (O), it is an invariant of the spanned lattice.
Definition 4. We call Poincaré rank of the connection ∇ on the lattice Λ the integer
Definition 5. We call, after Gérard and Levelt [GL73] , order of the singularity of ∇ the minimum Poincaré rank
Remark 3. In the case where ∇ is a regular connection, the order of the singularity is m(∇) = 0.
Definition 6. Let Λ be a lattice of V and let p = p Λ (∇) be the Poincaré rank of ∇ on Λ. We call polar map the map ∇ Λ induced on Λ/tΛ by the operator
Even when the residue is not defined, its trace is well defined. We denote by τ Λ (∇) the corresponding invariant of the lattice Λ.
Definition 7. We call residue trace of the connection ∇ on the lattice Λ the complex number
Proof. Let (e) be a basis of Λ and (ε) a basis of M . Let P ∈ GL n (K) be the gauge matrix from (e) to (ε).
Taking residues at t = 0 yields
Subspaces and lattices
On Fuchs' relation for linear differential systems 
thus the set L k of all sublattices of Λ of Poincaré rank k is non-empty. Since Λ is a module of finite type on the principal domain O, the sum of all elements of L k is still a sublattice of Λ, and according to Lemma 2.5, the Poincaré rank on this lattice is also k. Hence
Remark 4. In the case where ∇ is a regular connection, the lattice Λ 0 exists and is equal to the Levelt lattice Λ L of Λ that we defined in [Cor99b] .
Recall the construction of Gérard and Levelt [GL73] of a saturated lattice. Let Λ be a lattice of V and ϑ ∈ D K be a derivation of K. One calls the kth saturated lattice of Λ with respect to ϑ the lattice
It is possible to determine the order of the singularity of ∇ with these lattices by means of the following result.
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Theorem 2 (Gérard-Levelt) . If the connection ∇ has order of singularity m, then for every lattice Λ of V , the (n − 1)th saturated lattice
Remark 5. After a remark of Marius van der Put, one sees that the (n − 1)th saturated lattice F n−1 t k θ (Λ) of Λ is the smallest lattice of V containing Λ which is t k ∇ θ -stable.
Canonical decompositions of connections
Let us now consider complex analytic differential systems, and take z as the standard coordinate of C. The classical local theory of irregular singularities (e.g. [Huk37] , [Tur55] , [Rob80] , [Jur78] ) asserts that there exists a fundamental matrix of formal solutions for the system z dY/dz = A(z)Y satisfying Y = U (ζ)ζ pL e Q(1/ζ) where ζ p = z for some p ∈ N, U is a square matrix of order n with coefficients in C((X)), L is a constant matrix, and Q is a diagonal matrix of polynomials in XC [X] .
Let us now denote with K = C((z)) the field of all formal meromorphic power series, with
] the valuation ring of K for its z-adic valuation v. One easily checks that the ordinary differentiation
where Ω 1 O|C is the O-module of formal holomorphic differential 1-forms over C, satisfies the assumptions of § 1 with z as uniformizing parameter. Denote further with Ω 1 K|C the K-vector space of differential 1-forms over C and with
K|C . We consider all the definitions of § 2 in this setting.
Ramification
The occurrence of rational powers of the variable z in the formal solutions at an irregular singularity is already mentioned in Fabry's thesis in 1885 [Fab85] . It corresponds to finite algebraic extensions of the field K, accounting for the ramification of the system. We call ramification order of the system z dY/dz = A(z)Y the smallest integer p such that there exists a formal solution under the above mentioned form. According to Levelt [Lev75] , there is an a priori upper bound for p.
Proposition 3.1 (Levelt). The ramification order of a system of order n is smaller than lcm(1, 2, . . . , n).
We extend in a unique way the connection ∇ to the space V H = V ⊗ K H by letting
By calling ζ the class of T in the field H we get a natural isomorphism H C((ζ)). The valuation v of K extends in a unique way to a discrete valuation of H, that we also denote by v : 
Since ζ is a uniformizing parameter of H, every notion defined in § 2 makes sense for the lattices of (V H , ∇ H ). However, since the differential 1-form dz/z satisfies dz z = p dζ ζ and can be defined as an element of Ω 1 H|C , the operator ∇ θ thus also extends to an operator (∇ θ ) H of V H . One checks easily that (∇ θ ) H = (∇ H ) θ holds. We will frequently drop the index and write simply ∇. The two derivations θ = z d/dz and θ ζ = ζ d/dζ of H satisfy θ ζ = pθ. Therefore, we have
Considering the two-foldedness of these definitions, we will write with a ζ index every object defined in § 2 with respect to ζ as a uniformizing parameter.
where (e) denotes the quotient basis of Λ and (e ⊗ 1) denotes the corresponding quotient basis of
Proof. Let (ε 1 , . . . , ε n ) be a basis on O H of M . Since θ ζ = pθ, the respective matrices of ∇ θ and
whence we get part i. Let (e) = (e 1 , . . . , e n ) be an O-basis of Λ. From the equality
and part ii follows. One also has
The matrix of the connection ∇ θ ζ in (e i ⊗ 1) thus satisfies
which concludes the proof.
We wish to extend the invariants defined on K to V H . The former proof shows that we must choose the valuation v and the derivation θ. However, the residue Res ζ for the connection ∇ H defined with respect to the uniformizing parameter ζ is not consistent with this choice. In order to obtain a definition compatible with the extensions, we set the following definitions.
for any basis (e) of Λ, with the notations of Lemma 3.1.
The associated regular connection and the determinant map
We show that a connection has the following canonical decomposition.
Theorem 3. Let (V, ∇) be a K-vector space endowed with a connection. There exists a unique regular connection
and its eigenvalues
The smallest such p ∈ N is called the ramification order of the connection ∇. We denote with ω
Remark 6. This decomposition differs from the Jordan form given by Levelt in 1975 [Lev75, Theorem I, p. 9] , who writes the operator ∇ θ as a unique sum of a commuting semi-simple differential operator and nilpotent K-linear map.
The proof of Theorem 3 will be the subject of the following subsection ( § 3.3).
Definition 10. We respectively call regular connection associated to ∇ and determinant endomorphism, the connection ∇ r and the map ϕ = ω θ described in Theorem 3. We call ω the determinant map of ∇.
Lemma 3.2. Let ∇ be a connection on V and ∇ = ∇ r + ω be the canonical decomposition of the connection ∇. Then:
are the canonical decompositions of the corresponding connections.
In the space V H , endowed with the connection ∇ H , we denote with V i the eigenspaces of ϕ and n i = dim H V i their respective dimensions for all i = 1, . . . , s. We denote with ϕ i ∈ (1/z 1/p )C[1/z 1/p ] the corresponding eigenvalues. We will call them attached eigenvalues of ∇, and call determinant factors the primitives without constant term Q i = ϕ i dz/z of these eigenvalues.
Definition 11. With the previous notations, we call Katz rank of the connection ∇ the rational number
Definition 12. We say that the vector space endowed with a connection (V, ∇) has only one determinant factor if its determinant endomorphism has only one eigenvalue.
Canonical forms of Babbitt-Varadarajan: proof of Theorem 3
Let us consider the derivation θ = z d/dz. Let a formally meromorphic differential system
be given.
The following proposition by Var91] explains which is the best reduced form (in the sense of Turrittin, see [Tur55] ) of this system. Proposition 3.2. For any matrix A ∈ M n (K), there exists an integer p ∈ N and a gauge transformation P ∈ GL n (C((z 1/p ))) such that
where:
The matrix A is equivalent under gauge transformation in GL n (C((z 1/p ))) to a matrix
satisfying conditions i to iv, if and only if there exists T ∈ GL n (C) such that:
Such a matrix is called a p-reduced canonical form of the connection, and D r 1 z r 1 + · · · + D rs z rs is called the irregular part of the canonical form. The rational number r 1 is then equal to the Katz rank κ(∇) of the connection ∇.
Owing to the commutation condition ii, the system θZ = A [P ] (z)Z has the matrix Z = z C exp( D r 1 z r 1 + · · · + D rs z rs dz/z) as a fundamental matrix of formal solutions. We can also write it under the following form
According to Proposition 3.1, we only need to ramify up to the order lcm(1, 2, . . . , n). Let us restate Proposition 3.2 as follows. 
and a basis (ε) of V H such that the following four properties hold.
ii) The eigenvalues ϕ i of the map ϕ = ω, θ ζ are elements of (1/ζ)C[1/ζ] and ϕ is diagonal in the basis (ε).
iii
Proof. Let us show first of all that the result of Babbitt and Varadarajan implies Proposition 3.3. Let (e) be a basis of V , and A = Mat(∇, (e)). Let
be a canonical form. Let us denote with (ε) the basis to which the gauge transformation P ∈ GL n (H) sends the basis (e ⊗ 1) of V H . Define ∇ r as the connection whose matrix in (ε) is C ⊗ dz/z and ω as the H-linear map whose matrix is ( 
where the D i are constant diagonal matrices, the matrix of ϕ = ω, θ ζ in the basis (ε). By assumption, the equalities
hold. We want to show that (1/p)(D + C) is a canonical form of Babbitt-Varadarajan of ∇ θ . The second assumption yields On Fuchs' relation for linear differential systems
We will now show that the decomposition stated in Proposition 3.3 is unique, then we will prove that this decomposition is in fact defined over the field K.
Let us work with a uniformizing parameter t and denote with 
For an indexed matrix P k , we will denote its elements with (P (k) ij ). If D k is diagonal, we will denote its elements with (D 
. , p if and only if
Proof. Indeed, for any k, the entries of the commutator matrices satisfy [P,
We will denote with
in the unknown matrices (X 0 , . . . , X p ).
Proof. The statement is obvious for p = 0, so let us proceed by induction on the integer p.
Assume that the statement is established for p−1. Let (X 0 , . . . , X p ) be a p-tuple satisfying the system
Writing the last equation of the system S(D 0 , . . . , D p ) elementwise, we get
j . Equation (4) 
which proves the statement at order p.
Lemma 3.5. Let B be a matrix of M n (C) commuting with the matrices D k for all k = 0, . . . , p.
Assume that there exists
Then B = 0. Proof. Assume that the gauge matrix P from (ε) to (ε) can be written as P = t νP , wherê
Proof. Written elementwise, the equation becomes
The gauge equation
gives rise to the following infinite system of matrix equations:
On Fuchs' relation for linear differential systems which we rewrite in expanded form as 
. . .
Consider the system (6). Let us prove by induction on k that if (P 0 , . . . , P m−1 ) satisfies the system (5), then [P k , C] + (k − ν)P k = 0 holds for any k 0. The matrices P 0 and C commute with D k for all k = −m, . . . , −1. According to Jacobi's identity, the same holds for [P 0 , C]. Lemma 3.5 then yields [P 0 , C] − νP 0 = 0. Assume now that the equation [P t , C] + (t − ν)P t = 0 holds for any t < k. Then for every t = −1, . . . , k − 1 the matrices (P t+1 , . . . , P m+t ) satisfy the equation
We can put D 0 = · · · = D k = 0 because the matrix (0) is a diagonal matrix. The (m + k)-tuple (P 0 , . . . , P m+k ) then satisfies the system S(D −m , . . . , D k ), hence, according to Lemma 3.4, we get 
E. Corel Proposition 3.4. Let (ε) and (ε) be two bases of V where the connection ∇ has canonical forms
B = D −m t −m + · · · + D −1 t −1 + C in (ε), B =D −m t −m + · · · +D −1 t −1 +C in (ε).
Let P be the gauge matrix from (ε) to (ε). Then the following equalities hold:
Proof. According to Proposition 3.2, there exists a matrix T ∈ GL n (C) such that T −1 CT = C and T −1 D j T = D j for all 1 j s. The gaugeP = P T preserves the matrix of the connection. Therefore it satisfies the gauge equation
Lemma 3.6 ensures that the matrixP commutes with the irregular part
and so (7) is established. Accordingly, we get
which yields (8). , (ε)) [P ] and Mat(φ, (ε)) = P −1 Mat(ϕ, (ε))P, where P is the gauge matrix from (ε) to (ε). Hence we get ∇ r =∇ r and thus ω =ω.
We are now ready to prove Theorem 3.
Proof of Theorem 3.
We now show that the decomposition stated above is in fact defined on the base field K. Let H be the field K(ζ). Let us denote with ∇ r H the regular connection associated to ∇ H , and let ω H = ∇ H − ∇ r H . Let us choose a basis (e) of V over K, and put ξ = e 2iπ/p . The element σ of the differential Galois group Gal(H/K) defined by putting σ(ζ) = ξζ is a generator of the group. Choose a basis (ζ 0 , ζ 1 , . . . , ζ p−1 ) of H over K such that σ(ζ i ) = ζ i+1 mod p holds. The family (e i ⊗ ζ j ) 1 i n,0 j p−1 is then a K-basis of V H .
Denote with ϕ i ∈ (1/ζ)C[1/ζ] the eigenvalues of ω H , θ ζ . There exists a basis (ε) of V H such that:
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Consider the coordinate decomposition
The family (σ(ε 1 ), . . . , σ(ε n ) ) is thus still a basis of V H .
The map (∇
For any a ∈ H and any v ∈ V H , the following holds:
Since σ is a differential automorphism of H, it commutes with the differential d, hence
The connection ∇ r H has a simple pole in the basis (σ(ε)); thus it is a regular connection.
Since the map σ is an element of the Galois group, we get 
Levelt lattices and exponents

The unramified case
Let (V, ∇) be a finite-dimensional K-vector space endowed with a connection. Let ∇ = ∇ r + ω be the canonical decomposition of ∇. Assume in this subsection that the determinant endomorphism ϕ of ∇ has its eigenvalues in (1/z)C[1/z]. We will then say that ∇ is unramified. Denote the attached direct sum with V = Definition 15. We call exponents of the connection ∇ attached to the lattice Λ the eigen-
..,n of the residue of the associated regular connection ∇ r with respect to the lattice Λ L (∇). We denote with N Λ i (∇) the integer part of the real part of the exponents e Λ i (∇), and call them valuations of the connection ∇ attached to the lattice Λ.
We sometimes write e
. If so, we will callẽ Λ i (∇) the non-integer or invariant part of e Λ i (∇).
Remark 7. These two definitions extend previous notions that we defined in the regular case [Cor01a] . The exponents in the sense of Definition 15 extend the notion of exponents defined by Levelt [Lev61] for analytic systems at a regular singularity.
The definition of the Levelt lattice easily yields the following result.
On Fuchs' relation for linear differential systems Lemma 4.1. Let Λ be a lattice of V .
Lemma 4.2. Let (V, ∇) be a vector space endowed with a connection and let P ∈ (1/z)C[1/z].
The map ∇ + P id V ⊗ dz/z is a connection on V , and
Proof. If ∇ = ∇ r + ω is the canonical decomposition of ∇, then
Lemma 4.3. If the connection ∇ has only one determinant factor, then the following hold, for any lattice Λ of V :
Proof. Let ϕ = f id V be the determinant map of ∇. Statement i is a straightforward consequence of Lemma 4.2. Take v ∈ Λ. We have
, and statement ii follows. 
The ramified case
ii) The connection ∇ H is unramified (with respect to ζ). Proof. Let us consider an automorphism σ ∈ Gal(H/K) acting on V H as in the proof of Theorem 3. The lattice σ(Λ L (∇)) is still (∇ r θ ) H -stable, and it is compatible with the attached direct sum
. Therefore we proved that Λ L (∇) is independent of the choice of ζ.
Note that any ramification of order p divisible by p gives with this definition the same set of exponents. Lemma 4.6. Let Λ be a lattice of V .
The Katz lattice
iii) The polar map
Proof. The Katz rank of a regular connection is zero. The definitions of the Katz lattice and of the Levelt lattice then coincide. In the unramified case, the map ∇ Λ is non-nilpotent only if there exists a determinant factor of degree equal to the Poincaré rank. Therefore condition iii holds. In this case, 
Proof. Indeed, in this case the Katz rank is zero, and the Katz lattice is equal to the Levelt lattice.
Lemma 4.7. Let Λ be a lattice of V . The Katz lattice Λ K = Λ K (∇) and the Levelt lattice
Proof. The Poincaré rank on the Levelt lattice Λ L is equal to the Katz rank of the connection ∇.
There is no strictly larger lattice compatible with ∇ than Λ L . However Λ K is a sublattice of Λ compatible
Duality and special lattices
Let us now consider the dual connection ∇ * induced by ∇ on the K-dual V * of V . Let M be a lattice of V spanned over O by a basis (e) of V and let (e * ) be the dual basis of (e). Lattices are well behaved towards duality, i.e. one has
(cf. [Bou85, Part VII, § 4, no. 2, p. 243] ). We denote with M * the dual lattice
In a similar way as for Corollary 2.2, we have the following result. 
Since M is a sublattice of Λ implies that M * ⊃ Λ * , Remark 5 yields the following result. 
Remark 8. Since Λ L (∇) = Λ 0 when ∇ is regular, this result gives rise to an algorithm that computes the Levelt lattice in the regular case, which differs from the algorithm given by Levelt [Lev01] . When the connection is unramified, we get an algorithm to compute the Katz lattice, since in that case one has Λ K (∇) = Λ m , if we denote with m the order of singularity of ∇. We shall give the corresponding algorithm in the appendix.
Fuchs' relation
In this section, we prove the results yielding the generalization of Fuchs' relation. We shall need the following classical result.
Sibuya's lemma
Sibuya's lemma (cf. [Lev75, p. 10] ) is a fundamental result for formal reduction algorithms at an irregular singularity.
Estimates for lattice invariants
Proposition 5.1. Let ∇ be an unramified connection on V and Λ be a lattice of V . Let p = p Λ (∇) be the Poincaré rank, and
where irr(End ∇) denotes the Malgrange irregularity of the connection End ∇ induced by ∇ on End V .
Recall that, if the vector space endowed with a connection (V, ∇) has determinant factors Q i with multiplicity n i , the Malgrange irregularity index of End ∇ is equal to [Ber98, p. 10] ). The following lemma will be of use in the proof.
Lemma 5.2. Let m n two integers. The equality
holds.
Proof of Proposition 5.1. Corollary 4.1 yields
Since we have 
The statement for s = 1 follows, since in that case irr(End ∇) = 0. Let s 2 be an integer. Assume that
holds for any t < s, for any vector space endowed with a connection (V, ∇) having t distinct determinant factors, and for any lattice Λ of V . a) The polar map ∇ Λ K (∇) has at least two distinct eigenvalues. If so, one of them is not zero.
Let us call W the eigenspace of Λ/zΛ corresponding to a non-zero eigenvalue of ∇ Λ K (∇) . Sibuya's lemma ensures then that there exist two free O-submodules Λ 1 (whose image in Λ/zΛ is W ) and Λ of respective ranks m 1 and m , corresponding to subconnections (V 1 , ∇ 1 ) and (V , ∇ ) of (V, ∇) and
The set of determinant factors of ∇ is the disjoint reunion of the sets of determinant factors of ∇ 1 and ∇ ; note that all determinant factors of ∇ 1 have valuation −κ. The connections ∇ 1 and ∇ have strictly less distinct determinant factors than ∇. The induction assumption then yields
According to the definition of the Katz lattice,
holds. Therefore,
After Lemma 5.2, we have
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On the other hand, according to relation (12), one has
. Adding together these inequalities at every singularity one gets Since s∈P 1 (C) p s = h(A), both results follow now from the residue theorem.
Let A ∈ M n (C(z)) be a matrix of rational functions having poles in the set S = {s 1 , . . . , s p } ⊂ P 1 (C). For every s ∈ S, denote its Poincaré rank with p s = max(0, −v s A dz − 1), and its polar matrix with the matrix
We say that s ∈ S is a singularity of first kind if p s = 0, and of second kind if p s > 0.
Definition 19. We say that the system dX/dz = AX is generic if for every singularity s of the second kind of A the polar matrix A s has n distinct eigenvalues.
Corollary 5.1. Let dX/dz = AX be a generic system over P 1 (C). The sum of its exponents e s 1 , . . . , e s n at all points s ∈ P 1 (C) satisfies
Proof. Let s be a singularity of the second kind. Let ϕ s 1 , . . . , ϕ s n be the determinant factors attached to the system at s. Since the system is generic, one has v s (ϕ The block matrix consisting of the first n columns of M is qI, so M has rank n over K. Hence, according to Theorem 5, the matrixM has also rank n over K. 
