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 n = 2; 3; 4; :::について，以下を繰り返す．




































タグ [8]を独自に統廃合し，表 3.1に示すように，Statement-opinion (sv)，Wh-Question (qw)，




本研究では Twitterから抽出した会話データに含まれる 800会話について，人手で上記の 5
種類の発話タイプのいずれかを付与するアノテーションを行った．アノテーションされたデー


























本研究では，トピックモデルとして Latent Dirichlet Allocation (LDA)を用いる [9]．LDAは，
Bag-of-wordsで表現された文書の集合X = fX1; :::; XDg，Xd = fxd1; :::; xdNdgに関する確
率的生成モデルである．文書 dに含まれる個々の単語 xdi は，トピックと呼ばれる潜在変数
zdi に依存して生成される．各文書は個別のトピック分布 d を潜在的にもつ．また，トピッ
ク kに対応する単語の確率分布を k とする．LDAでは，これらの変数の同時分布について，
以下の条件付き独立性を仮定する．













ここで，K はトピックの数である．p(dj)および p(kjk)は，それぞれパラメータ ，k
のディリクレ分布である． = f1; :::Kgとする．
LDAの学習とは，所与の文書集合 X に対して，尤もらしい Z; ; の値を推定することで
ある．本研究では，LDAの学習アルゴリズムとしてMimnoら [10]が提案した確率的変分ベ
イズ法を用いる．この手法は確率的最適化に基づいており，反復最適化の 1回のイテレーショ
ンごとに文書集合 X から B 件の文書をランダムサンプリングして得られたミニバッチを用
いて学習を行う．ここで， B はバッチサイズと呼び，本研究では B = 4000とした．この手
法により，大規模な文書集合の学習を行う場合でもスケーラブルに学習を行うことが可能で
ある．















p(xjz = k)p(z = kj)
ここで， p(z = kj)は をパラメータとする離散分布であるから， p(z = kj) = k である．
また， p(xjz = k)は，トピック kが単語 xを生成する確率であるから，コーパスで学習され
たパラメータを用いて p(xjz = k) = k である．
マルコフ連鎖のみを用いた手法では，コーパスから学習した 2次のマルコフ連鎖を用いて，
置換語句 xの前 2単語 x 2; x 1 および後 2単語 x+1; x+2 を用いて以下のように xのスコア
を求める．
p(xjx 2; x 1; x+1; x+2)
/ p(xjx 2; x 1)p(x+1jx 1; x)p(x+2jx; x+1)
ここで， p(xjx 2; x 1), p(x+1jx 1; x), p(x+2jx; x+1)はそれぞれコーパスから最尤推定した 2
次のマルコフモデルで推定される遷移確率である．
提案手法である，トピックモデルとマルコフ連鎖を組み合わせた手法では，置換語句 x自
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