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I. INTRODUCTION 
In order to simulate a synchronous electrical generator under severly 
unbalanced loads, using state variable representation, it is imperative 
that the parameters of the differential equation be accurately estimated. 
Standard IEEE machinery tests (10) lead to gross inaccuracies in determining 
these parameters (9), primarily due to the numerous intermediate calcula-
tions required. The purpose of this report is to present the results of a 
comparative analysis of several techniques of directly estimating the 
parameters via system identification methods which have had extensive 
application in modern control theory (3,4,5,6). Three estimation techniques, 
namely the Bayesian-state augmentation method, the method of maximum 
likelihood and the method of weighted least squares, are compared and 
contrasted with reference to their applicability to the particular problems 
of machine parameter estimation. A brief review of each method is followed 
by a summary of the advantages and disadvantages of each method. Finally, 
a numerical example applying the method of weighted least squares to a 
simplified representation of the system is presented and discussed, and 
a method is proposed which alleviates numerical problems associated with 











II. 	Machine Equations 
The equations of motion of.a synchronous machine in d-q-O coordinates 
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z = TYx = Cx 
where X represents flux linkages, i represents currents, and the matrix Y 
S c 
is just the short-circuit admittance matrix of multiport circuit theory. A 
schematic diagram of the machine illustrating the sign conventions, which are 
the standard generator notations, follows, 
The above equations assume that the speed remains constant and neglect non-
linear effects such as saturation. The equations have been normalized and are 
expressed in the so called per unit system (8, 9, 12) that is the reactances 
and resistances are dimensionless ratios of the actual values in ohms to a 
base impedance determined from machine ratings. 











































are related to the 
Carrying out the time varying transformations relating these to the d-q-0 
coordinate gives 
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RLO A 	(Ra Rb Re ) 
1 
RL1(t)A -




 sin 2wt + Rb sin 2(wt-120 ° ) + R
c 
sin 2(wt+120° )] 
= 3  
RL3 (t)L -siRa cos wt + Rb cos (wt-120° ) + R
e 
cos(wt+120° )] 
and RD4 (t)/1 --15[Ra sin wt + Rb sin(wt-120° ) + R
c 
sin(wt+120° )]. 
After converting the d-q-O currents to flux linkages (by multiplying by a 
matrix like Y ) and bringing these terms into the matrix A, the equations 
sc 
can be written as 
= Fx + Gu and z = Hx 
Now x and z remain the same, but u = o f and 
where RD = Rd + RL0 
RQ  = Rq  + RLO 
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Thus F and H are periodically time varying with period equal to TiT . Notice 
that for the balanced load Ra=Rb=Rc=R, R1i(t)=RL9(t)=RL3 (t)=RIA (t)=0 and the 
zero sequence variables i
0 
 (t) and X
0 
 (f) are identically zero, thus F(t) =F. 




+R and R replaced by R +R. 
Because the computations will be carried out on a digital computer and 
the measurements will most likely be in the foim of sampled data, the continuous 
time model given above will be replaced by a discrete-time model described by 
difference equations. Consider the differential equation 
= F(t)x(t) + G(t)u(t). 	 [1] 
The general solution to this equation is well known (1) to be: 
rt 
x(t) = (t, t 0) x(t 0 ) 	“t,t)CCOu(-c)dt, 	 [2] 
0 
where 1)(t,Z) satisfies -d-7. (1, (t,1")=F(t) (t,i-) and '“T,T)=I. “t,t) is called the 
state transition matrix. Now consider sampling the continuous-time solution 
1 , 2 	k , k+1 ,...,tK . The solution from t k 
to t
k+l is at t 
	t t 	t 	 (simplifying 
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-I)C. The matrix exponential eFT A .51 
(FT)i
, therefore, an 
0 	 - i=0 	i! 
approximate formula, valid for small T, is 
FT - 
e = I + FT. 
As a result 
x(k+1) = (I + FT)x(k) + F-1 (I + FT-I)G u(k) 
= (I + FT) x(k) + TCu(k). 	 [ 3] 
The formulation presented above assumes that the system is deterministic, 
that is no noise is present. To extend the formulation to include consideration 
errors introduced by noisy systems, assume that additive noise terms corrupt 
both the input signal u(k) and the measurement z(k). 
x(k+l) = §(k)x(k) 41 (k)u(k) +w(k) 	 [4] 
z(k) = H(k)x(k) + v(k) 	 [ 5] 
where 
x= n-dimension state vector 	 z= p-dimension observation vector 
u= m-dimension input vector 	 w= m-dimension input noise vector 
and v= p-dimension observation noise vector. 
E[w(k)]= E[v(k)] = E[x(0)]=0, 	E[x(0)xT (0)1= 
EDD (kOwT (k2 )] = Q b  (kl -k2 ) , 	Kv(ki )vT (k 2 )] =R3 (kl -k2 ) 	 [6] 
where E[;] denotes expected value of 7 7 and 
where 8(k1 -k2 ) is Kronecker's delta defined by 
1 if ki = k2 
8(k -k ) 
1 2 	LO otherwise . 
Some of the parameters of 	r, H, R, and Q are not known and the problem is 
to estimate them. Let the unknown parameters be denoted by the vector a. For 
the present case a is a constant since all the time-varying terms are already 
known. Thus this problem is easier than the most general case which would 
require tracking time-varying parameters. A further simplification of a 
balanced resistive load yields the even easier case of constant parameters in 
a stationary system. The most promising approach to the problem is to identify 
as many parameters as possible from the stationary case (such as a suddenly 
applied three-phase to ground short circuit on the armature terminals), then to 
identify the rest of the parameters from the non-stationary system arising 
from an unsymmetrical load (such as R
a
= 1 per unit and 
`13 
 r =R 
c
=0). It is 
clear that the zero-sequence parameters cannot be determined from any balanced 
load tests unless input noise is allowed to drive the zero sequence equations, 
for in the deterministic system, the zero sequence equation is uncoupled from 
the rest of the system. Some sort of unsymmetrical load will probably be 
needed.to achieve accurate identification of 	and x0 . 
III. 	General Approach to System Identification 
The basic approach to modeling the system can be expressed as a three-
step process (6): 
1. Hypothesize a reasonable model 
2. Estimate the parameters of that model 
3. Test the validity of the model. 
Obviously, if errors are made in step one, the parameter estimation will 
yield disappointing results. A brief introduction to the model which has been 
hypothesized was presented in the previous section of this report. The bulk 
of the rest of the report will be dedicated to comparison of three methods 
to do step two. Step three is beyond the scope of this report; however, it 
is considered to the extent that it bears upon the relative merits of the 
various estimation schemes. 
In particular, one important criterion by which a parameter estimation 
method will be judged is the ease with which it allows implementing a reason-
able test of the model validity. Further, the scheme must be general enough to 
handle the model set forth, a time-varying linear, discrete-time state vari-
able representation. Of course, the generator itself is a nonlinear device and 
it is highly desirable that the estimation method be general enough to handle 
nonline.arities such as saturation when and, indeed, if the model is generalized 
to include such effects. The proposed model includes a known input o
f 
which is 
probably very large compared to the noise w(k), and further, the input is 
usually derived from a dc source (such as another machine or a rectifier of 
some sort) which cannot be varied at will. Thus constraints are put upon the 
types of inputs available, that is the input signal is not as easily manipulated 
as it is in many system identification problems. The final consideration is 
perhaps the stickiest point of all; that is, how should the a priori infolua-
tion (or lack of information) about the parameters and the noise statistics be 
taken into account. This point is discussed in detail later. 
To aid in comparing parameter estimation techniques, it is helpful to 
briefly review some concepts from statistics (2, 6, 7) dealing with the 
theoretical performance of estimators. The first desirable property of 
estimators is that they produce unbiased estimates. An unbiased estimate, 
rA A 
u, of the parameter vector a means E [n]= cr (or if a is considered a random 
,A, 
variable, ELcej= E[ce]) where E denotes expected value. A consistent estima- 
for is one whose estimates converge in probability, i.e. 
k p k-cf) =01=1. 
An efficient estimate is an unbiased estimate which has a smaller error 
covariance = E[(ci-u)
2
] than any other unbiased estimate. An estimator which 
is unbiased or efficient only in the limit as k-0°, is called asymptotically 
unbiased or asymptotically efficient. All of these criteria are measures of 
statistical "power" of estimators and provide valuable insight into their 
theoretical performance. 
From the practical point of view, the performance of an estimator depends 
on computational considerations as well as the nice theoretical properties 
which it may possess. The most obvious considerations of pratical importance 
are ease of implementation of the estimator and the speed with which the estimates 
converge (hopefully) to the correct values. As might be expected, some of these 
computational considerations can be traded off against theoretical performance. 
This idea will be pursued in detail in the succeeding section. Judging from 
the bulk of the literature (survey papers 14, 15, and 17) one of the most im-
portant practical problems is that of divergence of the estimator. Even in 
cases where good theoretical performance is expected, the estimates can diverge 
from the true value of the parameters. Since this phenomena depends quite 
heavily on the particular system under analysis, on whether a priori informa-
tion is accounted for properly, and on the existence of structural errors in 
the model (e.g. a poor model proposed) this problem is of paramount importance 
and presents many pitfalls to the unwary. 
In the next section, all these factors are considered for three basic 
identification methods (while hopefully avoiding most pitfalls). 
IV. 	Comparison of Three Identification Schemes 
This section is dedicated to the comparison of three different, yet 
related, methods of system identification by parametric methods. Before 
beginning the detailed analysis of each method, an overview of the three is 
given to clarify their relationships (15: pp. 209-212 , also 3, 4, 5, 6, 
24). 
Assume first that the parameter vector a is a random variable and that 
the a priori probability density function of a, i.e. p(a), is known. Further 
assume that the prior statistics of the noise are known, or equivalently that 
p(zIa) is known. Define a cost function c(a, a) which represents the cost of 
choosing estimate 'a' if a is the true parameter and which has a minimum value 
at cz=ci . The average risk of choosing lei is 








where frri means an m-fold integral 




 means expectation with respect to a. 
Minimizing this risk leads to the so-called Bayesian estimate of a. Applying 




 z c(z) (C m c , )p(a I z)drau} .k+l 
i Minimization of R(a) is accomplished by minimizing the second integral since 
p(z)>O, and this is accomplished at the maximum value of p(alz). Thus the 
Bayesian estimator is often called the maximum a posteriori estimator (ab-
breviated MAP estimator). The MAP estimator can also be used even if the cost 
function is not known. 
Next suppose that neither the cost function nor the prior statistics of 
a are known. Assume then that p(a) = X, a constant, thus 
max[p (a! z)] = 17.2L-( ) x max[ p ( z ! a )] 
a 
The MAP estimator reduces to one which maximizes the conditional probability 












 (k) 	Um(k) 
u6: 
estimator "looks like" a maximum likelihood estimator, but being precise the 
latter is one which maximizes the likelihood function = p(z:a) where x is an 
unknown parameter vector but is not a random variable (15,6). This is a 
purely conceptual difference, but it is important since both the MAP estima- 
tor and the NI, estimator are valid approaches in their own right. Thus neither 
is really a special case of the other. 
It will be shown later that for the case where the noise is normally 
distributed with mean zero and covariance R, the maximum likelihood estimator 
is found by minimizing a quadratic cost functional, J. Let the observation be 
z(k) = h(x,k) + n(k) 
n = Gaussian noise, mean zero, covariance R 
Then (15: p. 211) 
J = (z-Ua) TR-1 (z-U) 














Thus the maximum likelihood estimator is linearly related to the observation 
for this case. It can also be shown that it is unbiased and efficient (15, 5, 
6) for this case. Notice that if any arbitrary positive definite matrix is 
is used in place of the inverse , covariance kernel of the noise N - ', this 
approach yields the well-known weighted-least square estimate (3, 4, 5, 6, 
15, 26). Thus maximum likelihood estimation is a special case of weighted 
least squares wherein the weighting matrix is chosen according to the noise 
statistics. 
To allow the detailed comparison of these three methods of parameter 
estimation, the system given by equations[4], [5], [6] with unknown parameter , 
vector a is formulated in terms of maximum a posteriori, maximum likelihood 
and weighted least squares estimation schemes. 
The maximum a priori state estimator is the well-known Kalman-Bucy filter 
(4, 19). By augmenting the state vector to include the parameter as well (5, 
6) there follows: 
x(k) = 
 
where a, (k+1 ) = (k) 
13'..c(k+1)=0EX(k), u(k),k1+1 -1 [;'‹i(k),k]w (k) 
z (k) = h[ ic(k) , k] + v (k) . 
w(k) and v(k) are independent, zero mean, Gaussian-Markov white noise processes 
with 
cov w = E[w(k1 )wT (k2 )] = Q(k) 5 (k1 -k2 ) 
cov v = E[v(k1 )v
T
(k2 )] = R(k)5(k / -k2 ). 
x(0) is independent of W(k) and v(k) and is Gaussian with mean p,x(0) and 
variance T. To simplify the notation, let x now be the augmented state vector 
including the parameters a, and let sequences .x(k) -, and )1sz(k.)-13 , 0<k<K, be 
denoted by X(K) and Z(K) respectively. By use of Bayes' rule 
PEX(K)1Z(K)7 = P[Z(K)1X(K)]P[X(101  
p[Z(K)] 
p[Z(K)1X(K)] 
= 	exp -1/2(z(k)-hrx(k),k1) TR 1 (k)(z(k)-h[x(k),k])1 
k=1 
(27) P/2 detTR1(k)] z 
since with x(k) given, z(k) must be Gaussian because v(k) is Gaussian. Also, 





p[x(k)ix(k-1)] is Gaussian with mean .9:(x(k-1), k-1) and variance [x(k-1), k-1] 
p[M)]is just a scale factor containing no terms involving x(k). Thus, 
the problem becomes maximizing 
p[X(K)j Z(K)] = A exp -J 
where 
J = Kx(0)-p, x(0)]Y 1 [x(0)-4l x (0)] 
	
+ 1/2 y_ 	(z(k)-h[x(k),k)]) TR(k) -1 (z(k)-h[x(k),k]) 
k=1 
K 	T 	-1 
+ Z. w (k-1)Q (k-l)w(k-1) 
k=1 
and where A is not a function of x. So the problem is cast into one involving 
the minimization of a quadratic cost functional. Unfortunately, it is generally 
not possible to solve for the values of Q(k) and R(k) and, as a result, some 
kind of linearization or approximate methods must be used. The literature on 
this subject is quite rich (see 5 and 6 for example) and the detailed analysis 
of this problem is not pursued here. The main difficulty with this approach 
is the great computational effort required (17). Another drawback is that if 
incorrect prior statistics are used, the results of the Bayesian approach can 
be worse than those of other, simpler methods. 
(k+11 k+1 )= (k) 	k )+ F (k)u(k) 
+ V(k+11k:ci)HT (k+1)Vo 	(k+11k :a: )5 (k+1.:ce ) 
5 (k+1:a) = z(k+1)-H(k+1)3 (k)kklk:a , )+ F(k)u(k), 
V(k+11k:ci) = V(k+11k:ce) . " 1- (k) + Q(k) 
-1 
	




V5 (k+11k:a) = R(k+1)+H(k+1)V(k+11k:)H T (k+1) 
V(010)= Y. 	X(010)=0 
Thus even though the requirement to estimate the state vector was relaxed, we 
find that it still must be done to implement this method. Notice that this 
problem is somewhat simpler than the one resulting from the Bayesian-state 
-augmentation approach. The maximum likelihood formulation, then reduces to the 
minimization of a quadratic cost functional, equation [81, and the implementa-
tion of a Kalman filter. Of course slightly different forms of the optimal 
state estimator such as the smoothing form could have been used here (4, 5, 6). 
Also, quite a variety of computational approaches to the resulting minimization 
problem (or the equivalent two point boundary value problem) have been proposed 
(see for example 5, pp. 152-209). 
The third approach to system identification is the much more direct and 
intuitive approach of weighted least squares--model reference. This technique 
is basically an extension of the idea of curve-fitting by the method of least 
squares. The minimization of a quadratic cost functional containing weighting 
matrices whose elements are chosen simply by "engineering judgement" rather 
than by sophisticated statistical analyses has great appeal from the computa= 
tional point of view and is a reasonable engineering solution to the often 
intractable problems raised by the first two methods. To make these ideas 
precise, assume that we consider a model of the system, 
The preceding discussion considered directly estimating both the state 
vector and the parameter vector. Now, in an attempt to estimate just the 
parameters, consider the formulation in terms of maximum likelihood estimation 
(abbreviated MLE) (5, 6, 20). This approach considers the parameter vector 
to be unknown but not a random variable, thus the notation p(z:g) means the 
probability density of the measurements given the parameters a. This density 
function is known as the likelihood function. Considering once again the 
system given by equations [4] and [5], assume that the noise has mean zero 
and covariances given by equations [6]. Using the same notation as before 
p[Z (k) :a] = p[Z (k-1) , z (k) :a] = p[Z (k-1) :a] p[ z (k) 1 (k-1) :a] , 	 [7] 
by the product rule. Now let 
"2(14-1:a) = E[z(k)1Z(k-1):a] 
5(k:a) = z(k)-(kik-1:a) 
and v6 (klk-1:a) = E[5(k:a)3 T (k:a)]. 
,5(k:a) is called the innovations process and represents new information added 
by the measurement z(k) (4). If z(k) is assumed to be a Gaussian process then 
p[z(k)1Z(k-1):a]= 
expF-1/2 5 T (k:a)vF, -1 (k1k-1:a) 5(k:a) -11  
(2n ) P/2[det v6 (k1 k-1:0] 1/2 
and the likelihood function is 
K 
p[Z (K) :a] = rr 	p[ z (k)1 Z (k-1) :cyl . 
k=1 
Define the log likelihood function 
L(K:a) = In p[Z(K):a]. 
Thus equation [7] becomes 
K 
2L(K:e) = -KP 1n(2u) 	In det[v5 (k1k-1:a] 
-1 
-K [S T  (k: a )V8 	
(k1 k-1:a )5 (k:a)] . 
1 
[ 8] 
The equations for v5 
and 5 are given by the Kalman filter algorithms,one form 
of which is summarized below (6). Let 'A(k1 k:a) be the estimate of x(k) using 
measurement Z (k). 






zm (k) = H(k)xm(k), 




(k) to minimize 
a reasonable cost functional. One such functional is (6) 
J = 	[z(k)-H(k)xm(k)1 T NCz(k)-H(k)xm (k)] 
k=1 
where M is apositive definite weighting matrix. Other more complicated cost 
functionals can be proposed (6) i but this simple one illustrates the procedure. 
Notice that the weighted least squares approach is very similar to the cost 
functionals derived for the maximum likelihood formulation. In fact, MLE 
can be considered as a special case of weighted least squares (WLS) where 
the weighting matrix, or matrices, are chosen in a particular way to give good 
statistical properties (6, 14, 15, 20, 22, 26). Thus we can "trade off" the 
theoretical performance to gain computational simplicity by using WLS estima-
tion. 
The three approaches to parameter estimation briefly discussed above 
make interesting contrasts with each other. The Bayesian approach, theoretically 
the best if all prior statistics are known, can be the worst from a practical 
point of view. Not only is it the most difficult to implement, but it suffers 
from a tendency to give grossly incorrect estimates if the wrong prior statistics 
are used (17). Various attempts have been made to reduce this problem (16, 23) 
but it remains a fundamental practical problem. The maximum likelihood tech-
niques, easier to implement and less computationally expensive (6, 17, 20) 
nevertheless are theoretically quite powerful. If an efficient estimate exists 
the maximum likelihood estimator will be efficient. Also, for linear models 
with Gaussian statistics the ML estimate is consistent and unbiased (6, 7). 
NI 
The weighted least squares method is, of course, the simplest computationally 
but can give bad results, e.g. large biases, in cases where the ML estimator 
works well (6). The table below is a sulimary of relative merits of the 
three schemes with regard to ease of implementation, computational expense and 
the best theoretical accuracy. 
ease of 	 computational 	theoretical 
implementation 	expense 	accuracy  
a) Bayesian-State Augmenta- hardest 
	
great 	 best 
tion 
b) Maximum Likelihood somewhat easier 	somewhat less 	almost as good 
than (a) 	 than (a) 	as (a)  
easiest least worst c) Weighted Least Squares 
"Theoretical accuracy" refers to the best possible accuracy under the condition 
that any assumptions made during the derivation are valid. As already pointed 
out, the first two schemes (and particularly the first, according to Sardis in 
reference 17) often result in divergence problems. One often-used approach to 
solve this is to fall back on the weighted least squares scheme, where by 
some "twiddling" of the parameters of the weighting matrices it is oft -en 
possible to prevent divergence and get reasonably good results. It is, of 
course, possible to include some prior information in the weighting matrix of 
the WLS approach by engineering judgement. Another drawback to WLS is that 
it does not provide as good an indication of how well the model fits as the 
statistically oriented methods, so once again the models must use his engineer-
ing judgement. Any of these techniques could, conceptually at least, be 
extended to include nonlinear effects like saturation. Practically, however, 
this extension may well prove to be hard to formulate and impossible to 
implement (6). 
In conclusion, the use of Bayesian estimation on an augmented state- 
parameter vector gives rise to a very difficult nonlinear filtering problem 
which can be solved in many cases by the extended Kalman filter. A more 
direct formulation which is more efficient computationally is parameter 
estimation by maximum likelihood techniques. The simplest method discussed, 
the weighted least squares-model reference, ignores the statistical nature 
of the problem but can give acceptable results for cases which are not 
computationally feasible by maximum likelihood or Bayesian approaches. 
V. A Numerical Example 
As a preliminary investigation of the possibility of identifying machine 
parameters via system identification techniques, the following simplified 
case was tested. It was assumed that a balanced load was applied to 
the machine and that X. (ci -> co. Furthermore, it was assumed that 
Xkd 
 was 
small enough to be ignored. With these assumptions the dynamical model 


























f 	 o f  
1 
A simulation lasting 4 milliseconds was performed using an integration 
time step of 10 microseconds. A unit step function was used for the field 
voltage and the initial state was 
0 [91 
[Xd (0) Xcl (0) Xf (0)] = [0 0 .09371 
The values used in the simplified machine model coefficient matrix were 
w = 2513 
RD/X" d = 1288 















The values of the fluxes generated were recorded in a data file and used as 
an input to a weighted-least-squares-identification program developed by 
Taylor and Iliff at the NASA Langley Research Center (27). 
V.I. The Identification Algorithm 
The program uses a modified Newton-Raphson method to solve the optimiza-
tion problem and generates the Cramer-Rao bound as an estimate of the 
covariance of the parameter estimates. A brief derivation of the algorithm 
follows. 
The cost function is modified to take into account the initial guess 
of the parameters and the state. 




 [z(k) - zm (k)] 
k=1 
A 	-1 	, + [x (0) 	x()ipo Ec(o) - ( o) -1 
1 
+ [c 	c 0 ]M2 	cO] [10] 
where z is the recorded measurement, z.
m 
is the measurement generated by 
the model, M
1 
 is either a weighting matrix or the measurement error 
A 
covariance, x(0) is the a priori best estimate of the initial state and P o 
 is either the error covariance associated with that estimate or a weighting 
matrix c is a vector whose coefficients are the unknown parameters, c0 
is the initial estimate of c and M 2 is either the error covariance associated 
with that estimate or a weighting matrix. 
We observe that small perturbations in the unknown parameters and 
the unknown initial state will cause the following small perturbation 
in z 
m 
A 	 (k) 	zm(k) 
zm (k) = zm (k) + 	m
cc 	
ac + 	x(0) k(0) 
where 
A 
 zin are the measurements generated with c = c0 
	
A 
and x(0) = x;0), 
A 
6c = c - c0, 6x(0) = Si(0) - x(0). Substituting [11] into [10] and com-
pleting the squares yields: 
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At this point all of the unknowns have been incorporated into the vector X 
and the cost function has been converted into a form in which the first 
two terms are independent of the unknown parameters and in which the last 
term is non-negative-definite. Therefore, a value of the parameters which 
minimizes the cost function is 
[14]  
8X = 




Observe, that once we have corrected the parameter and initial state 
estimates via [15], the least squares cost function becomes 








The first term on the right side of [16] corresponds to the first teLm 
in [10], while the second term represents the amount we have reduced to 




are truly covariance matrices, then 
W is the Cramer-Rao bound on the error covariance matrix associated with 
— 
our new estimates of c and x(0). Therefore, we repeat the procedure until 
the uncertainty in the estimates, W, decreases sufficiently. On the 
other hand, if P(0), M 1 and M2 are merely weighting matrices, we still 
repeat the procedure until W becomes sufficiently small--as long as W is 
large, we can still decrease the cost function. 
The partial derivatives needed in :14] are calculated as follows. 
First, observe that 




6 	 6x 




= F)x] 	x 
dt L6c] 	L6c_ 6c 	' 
'o ) = 0 [18] 
where 
1 
	 1 1   	 = z 
c 	i 
k=1 
On the other hand, for a given c, we have 
r,t 
- 
x(t) = 	x(0) + j 	- a) '6(a) v f (a)d6 
0 
from which we conclude 
x(t) = 
 (t) 6Z(0) 
or 
d px(t)] _ 7- 63.-r(07 	6.x(0)
- n 
dt 	),SZ'(0) 	6- ( 10 ) 
In summary, the partial derivatives required to correct the values of the 
unknown parameters and initial conditions are generated by numerically 
integrating [18] and [20]. 
One other numerical integration must be performed to generate O.. 
In [14], the difference between the actual measurements and the measure- 
ments generated by the latest model is required. That error is determined 
by numerically integrating the state equations, [9], with the current best 
estimate of c and 3i(0). 
V.II Results and Recoulendations 
The data-file, along with the actual initial value of the state and 
were fed into the algorithm, and it was asked to generate the actual values 
of 






The initial guesses of these values were inputed as zeros and the weighting 
matrix was chosen to be the diagonal matrix which makes the maximum value 
of each component of the state be unity. 	After several iterations, the 
algorithm converged to the values shown in Table I. 
TABLE I 
Actual 	Initial 	 Final 





1288 	 0 	 1244.32 









R /x" 	 294.3 	 0 	 296.66 
q 	„q 
R 70.51 	 0 	 68.01 
t f 
Plots showing a comparison of the actual step response of the machine, 
the response predicted by the initial model of the machine and the response 
predicted by the final model of the machine are given in Figures 1, 2 and 3. 
An examination of these results shows that the final estimates of RID/xd f 
and R /x" are within 0.4% of their actual values, while the errors in the 
q 	q 
way to improve the accuracy of R f/x"df . 
A simulation diagram of the simplified model is shown in Figure 4. 
Observe that the simulation diagram has been partitioned into a slow and 




is the reciprocal of the slow 
partition's (mode's) time constant (14.2,mSecs.) and the term 
Rf/x"df 
is 
just a coupling from the fast mode to the slow mode. The fast mode's 
eigenvalues are (-791.15 -1- j2463.2) which corresponds to a time constant 
of (1.26 msecs). Finally, observe that the d, c. gain of the slow mode (field 
circuit) is .0142. From these observations, it is obvious that during 
3.5- 
field circuit parameters (R f/x"df and Rf/x fi f ) are 3..r.5% and 2.57. A closer 
examination of the simplified model makes the reason for the discrepancy 
in the field parameters (in particular Rf/x"df) obvious, and shows an easy 
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Figure 3 A plot of % f versus time. 



















Figure 4 A simulation diagram of the simplified model. 
a 
the 4 millisecond simulation, the slow mode (the field circuit) does not 
have enought time to respond (its time constant is 14.2 milliseconds).. This 




and indicates that this error could 
easily be decreased by increasing the simulation time. The large error in 
the coupling between the fast mode and the slow field circuit is a result 
of two things. It is caused by the low gain of the field circuit (.0142) 
coupled with the fact that, in 4 milliseconds, the slow field circuit does 
not have time to respond to an input. The result is that, during the first 
4 milliseconds, the initial value of X
f 
decaying to zero completely dominates 
the response of the field circuit to any input; therefore, during this time 
the recorded outputs of the simulation [X f x, X_] are almost insensitive to 
g 
Rf/x"df . Since the identification technique used simply "twiddles" the 
parameters to make the output of the model agree with the recorded outputs, 
there is no way it can identify a parameter which does not affect the 
outputs. The solution is conceptually simple, we increase the simulation 
time to at least four times the slow time constant (4 x 14.2 msec = 56.8 msec.). 
This will allow the effects of the initial value of xf to decay to zero 












Although it is conceptually possible to lengthen the simulation time 
and complete the identification of the parameters, there is an easier 
way--break the problem into two parts, the identification of the parameters 
of the fast mode and the identification of the parameters of the slow mode. 
The identification of the parameters of the fast mode will be accomplished 
0 5%. 
q 














 = .42 msecs.--, and the machine model in Figure 5. Next we will 
use a larger sampling period and longer time duration (5 milliseconds and 
.5 seconds) to identify the slow mode (field circuit). For this relatively 
large sampling time, we will assume that the fast mode is always in steady 
state, which corresponds to X d = X = 0. From either the simulation 
q 
diagrams or the dynamical equations we determine the slow-time steady-state 















where w is known and the fast mode parameters have been identified-- 
is assumed known. The resulting slow-time model of the machine is given 
in Figure 6. 
013serve that no long simulations with small time steps are required 
with the proposed slow-fast identification procedure. When the small time 
step is employed, only a short time duration is required, and, for the 
long time duration part, a large time step is employed. The suggested 
procedure is presently being employed to solve the simplified machine 
model, and the results obtained will be subsequently presented. 
VI Su 	miary 
Three system identification techniques have been investigated that 
can be used to identify the unknown parameters in a model of a synchronous 









Figure 5 The fast time model. 
Figure 6 The slow time model. 
of the three techniques has advantages and drawbacks; however, all of 
the techniques can be used. At present the least-square technique has 
been employed to successfully identify the parameters for a simplified 
machine model. Finally, a technique has been proposed for alleviating the 
numerical problems associated with identifying the parameters of a 
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