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Abstract
We review the Standard Model predictions of CP violation in kaon decays. We
present an elementary introduction to Chiral Perturbation Theory, four–quark ef-
fective hamiltonians and the relation among them. Particular attention is devoted
to K → 3π, K → 2πγ and K → πf¯f decays.
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1 Introduction.
Since 1949, when K mesons were discovered1, kaon physics has represented one of the
richest sources of information in the study of fundamental interactions.
One of the first ideas, originated by the study of K meson production and decays,
was the Gell–Mann2 and Pais3 hypothesis of the ‘strangeness’ as a new quantum number.
Almost at the same time, the famous ‘θ−τ puzzle’4 was determinant in suggesting to Lee
and Yang5 the revolutionary hypothesis of parity violation in weak interactions. Lately, in
the sixties, K mesons played an important role in clarifying global symmetries of strong
interactions, well before than QCD was proposed6−8. In the mean time they had a relevant
role also in the formulation of the Cabibbo theory9, which unified weak interactions of
strange and non–strange particles. Finally, around 1970, the suppression of flavor chang-
ing neutral currents in kaon decays was one of the main reason which pushed Glashow,
Iliopoulos and Maiani10 to postulate the existence of the ‘charm’. Hypothesis which was
lately confirmed opening the way to the unification of quark and lepton electro–weak
interactions.
In 1964 a completely unexpected revolution was determined by the Christenson,
Cronin, Fitch and Turlay observation of KL → 2π decay11, i.e. by the discovery of a very
weak interaction non invariant under CP . Even if more than thirty years have passed by
this famous experiment, the phenomenon of CP violation is still not completely clear and
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is one of the aspects which makes still very interesting the study of K mesons, both from
the experimental and the theoretical point of view.
To date, in the framework of nuclear and subnuclear physics, there are no evidences
of CP violation but in KL decays, and within these processes all the observables indicate
clearly only a CP violation in the mixingK0−K¯0. Nevertheless, as shown by Sakharov12 in
1967, also the asymmetry between matter and antimatter in the universe can be considered
as an indication of CP violation. Thus the study of this phenomenon has fundamental
implications not only in particle physics but also in cosmology13.
As it is well known, strong and electro–weak interactions seem to be well described
within the so–called ‘Standard Model’, i.e. in the framework of a non–abelian gauge theory
based on the SU(3)C ×SU(2)L×U(1)Y symmetry group (§ sect. 3). CP violation can be
naturally generated in this model, both in the strong and in the electro–weak sector.
CP violation in the strong sector, though allowed from a theoretical point of view14,15,
from the experimental analysis of the neutron dipole moment turns out to be very sup-
pressed. This suppression, which does not find a natural explanation in the Standard
Model, is usually referred as the ‘strong CP problem’16. One of the most appealing hy-
pothesis to solve this problem is to extend the model including a new symmetry, which
forbids (or drastically reduces) CP violation in the strong sector. However, all the pro-
posals formulated in this direction have not found any experimental evidence yet16.
CP violation in the electro–weak sector is generated by the Kobayashi–Maskawa
mechanism17. This mechanism explains qualitatively the CP violation till now observed
in the K0 − K¯0 system but predicts also new phenomena not observed yet: CP violation
in |∆S| = 1 transitions (measured with precision only in K → 2π decays, where turns
out to be compatible with zero within two standard deviations18) and in B decays.
In the next years a remarkable experimental effort will be undertaken, both in K
and in B meson physics, in order to seriously test the Standard Model mechanism of CP
violation. Assuming there is no CP violation in the strong sector, in the framework of this
model all the observables which violate CP depend essentially on one parameter (the phase
of the Cabibbo–Kobayashi–Maskawa matrix). As a consequence, any new experimental
evidence of CP violation could lead to interesting conclusions (even in minimal extensions
of the model new phases are introduced and the relations among the observables are
modified, see e.g. Refs.19,20). Obviously, to test the model seriously, is necessary to analyze
with great care, from the theoretical point of view, all the predictions and the relative
uncertainties for all the observables which will be measured.
In the framework of K mesons is not easy to estimate CP violating observables
with great precision, since strong interactions are in a non–perturbative regime. In the
most interesting case, i.e. in K → 2π decays, this problem has been partially solved
by combining analytic calculations of the four–quark effective hamiltonian21,22 with non–
perturbative information on the matrix elements23,24. The latter have been obtained from
lattice QCD results24 or combining experimental information on K → 2π amplitudes and
1/Nc predictions
23. Nevertheless in other channels, like K → 3π and K → 2πγ decays,
the theoretical situation is less clear and there are several controversial statements in the
literature.
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The purpose of this review is to analyze in detail all the predictions for the observables
which will be measured in the next years, trying, where possible, to relate them with those
of K → 2π. The predictions will be analyzed assuming the Cabibbo–Kobayashi–Maskawa
matrix as the unique source of CP violation in the model (i.e. we shall assume that exists
a symmetry which forbids CP violation in the strong sector). The tool that we shall use
to relate between each other the different observables is the so–called Chiral Perturbation
Theory25−27 (§ sect. 4). This Theory, based on the hypothesis that the eight lightest
pseudoscalar bosons (π, K and η) are Goldstone bosons28, in the limit of vanishing light
quark masses (mu = md = ms = 0), can be considered as the natural complement of
lattice calculations. From one side, indeed, relates matrix elements of different processes,
on the other side allows to calculate in a systematic way the absorptive parts of the
amplitudes (typically not accessible from lattice simulations).
The paper is organized as follows: in the first section we shall discuss CP violation
in kaon decays in a very phenomenological way, outlining the general features of the
problem; in the second section the mechanism of CP violation in the Standard Model will
be analyzed, both inK and inB mesons, with particular attention to the estimates ofK →
2π parameters ǫ and ǫ′; in the third section we shall introduce Chiral Perturbation Theory.
These first three sections represent three independent and complementary introductions
to the problem. In the following four sections we shall discuss the estimates of several
CP violating observables in kaon decays different than K → 2π. The results will be
summarized in the conclusions.
2 Phenomenology of CP violation in kaon decays.
2.1 Time evolution of the K0 − K¯0 system.
The state |Ψ〉 which describes a neutral kaon is in general a superposition of |K0〉 and |K¯0〉
states, with definite strangeness, eigenstates of strong and electromagnetic interactionsa.
Introducing the vector Ψ =
[
Ψ1
Ψ2
]
, so that |Ψ〉 = Ψ1|K0〉+Ψ2|K¯0〉, the time evolution
of |Ψ〉, in the particle rest frame, is given by:
i
∂
∂t
Ψ(t) = HΨ(t) = (M − i
2
Γ)Ψ(t), (2.1)
where M and Γ are 2 × 2 hermitian matrices with positive eigenvalues. Denoting by λ±
and Ψ± the eigenvalues and eigenvectors of H , respectively, we have:
|Ψ(t)〉 = c+e−iλ+t|Ψ+〉+ c−e−iλ−t|Ψ−〉. (2.2)
a For excellent reviews about the arguments presented in this section and, more in general, about CP
violation in kaon decays see Refs.29−39
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Under the discrete symmetries P , C and T (parity, charge conjugation and time re-
versal), strangeness eigenstates transform in the following way29,31:
P |K0〉 = −|K0〉, P |K¯0〉 = −|K¯0〉,
C|K0〉 = eiαc|K¯0〉, C|K¯0〉 = e−iαc |K0〉,
T |K0〉 = ei(θ−αc)|K0〉, T |K¯0〉 = ei(θ+αc)|K¯0〉,
(2.3)
where αc and θ are arbitrary phases
b. Since strangeness is conserved in strong and elec-
tromagnetic interactions, is possible to redefine |K0〉 and |K¯0〉 phases in the following
way:
|K0〉 −→ e−iαSˆ|K0〉 = e−iα|K0〉 |K¯0〉 −→ e−iαSˆ|K¯0〉 = eiα|K¯0〉, (2.4)
where Sˆ is the operator which define the strangenessc. Thus the evolution matrix H is
defined up to the transformation[
H11 H12
H21 H22
]
−→
[
H11 e
2iαH12
e−2iαH21 H22
]
. (2.5)
Choosing α = (π − αc)/2, the transformations of |K0〉 and |K¯0〉 under CP are given by:
CP |K0〉 = |K¯0〉, (2.6)
whereas those under Θ = CPT remain unchanged:
Θ|K0〉 = −eiθ|K¯0〉, Θ|K¯0〉 = −eiθ|K0〉. (2.7)
Using this phase choice, the transformation laws of H under CP and CPT are given by:
CP
[
H11 H12
H21 H22
]
(CP )−1 =
[
H22 H21
H12 H11
]
, (2.8)
Θ
[
H11 H12
H21 H22
]
Θ−1 =
[
H22 H12
H21 H11
]
. (2.9)
From Eqs. (2.8-2.9) and (2.5) we can easily deduce the conditions for H to be invariant
under CP and CPT . The time evolution matrix is invariant under CPT if H11 = H22,
i.e.d
M11 =M22 and Γ11 = Γ22, (2.10)
no matter of the phase choice in (2.5). Eq. (2.10) is a necessary but not sufficient condition
to have invariance under CP . To insure CP invariance is necessary to constraint also
the off–diagonal elements of H . The condition following from (2.8), i.e. M12 − iΓ12/2 =
M∗12 − iΓ∗12/2, depends on the phase choice in Eq. (2.5), indeed we can always choose
b Note that T (η|Ψ〉) = η∗T |Ψ〉.
c Sˆ|K0〉 = +|K0〉, Sˆ|K¯0〉 = −|K¯0〉, Sˆ|non–strange particles〉 = 0.
d Note that M11 and Γ11 are real and positive, since M and Γ are hermitian and positive.
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α in such a way to make M12 or Γ12 real. The supplementary condition to insure CP
invariance, independently from the phase choice in (2.5), is:
arg
(
M12
Γ12
)
= 0. (2.11)
For now on we shall consider the K0 − K¯0 system assuming CPT invariance. In this
case the matrix H can be written as
H =
[
H11 H12
H21 H11
]
(2.12)
and solving the eigenvalue equation one gets:
λ± = H11 ±
√
H12H21, Ψ± ∝
[
1
±
√
H21/H12
]
. (2.13)
In the limit where also CP is an exact symmetry of the K0 − K¯0 system, i.e. the CP
operator commutes with H , from Eq. (2.11) follows that
√
H12
H21
=
√√√√M12 − iΓ12/2
M∗12 − iΓ∗12/2
(2.14)
is just a phase factor and, with an opportune phase transformation (2.5), the normalized
eigenvectors (conventionally called |K1〉 e |K2〉) are given by:
|K1〉 = 1√
2
(
|K0〉+ |K¯0〉
)
, (2.15)
|K2〉 = 1√
2
(
|K0〉 − |K¯0〉
)
. (2.16)
On the other hand, if CP is an approximate symmetry of the K0 − K¯0 system, the
eigenvectors of H are usually written as
|KS〉 = 1√
1 + |ǫ˜|2
(|K1〉+ ǫ˜|K2〉)
=
1√
2(1 + |ǫ˜|2)
(
(1 + ǫ˜)|K0〉+ (1− ǫ˜)|K¯0〉
)
,
(2.17)
|KL〉 = 1√
1 + |ǫ˜|2
(|K2〉+ ǫ˜|K1〉)
=
1√
2(1 + |ǫ˜|2)
(
(1 + ǫ˜)|K0〉 − (1− ǫ˜)|K¯0〉
)
,
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where ǫ˜ is given by:
1 + ǫ˜
1− ǫ˜ =
√√√√M12 − iΓ12/2
M∗12 − iΓ∗12/2
. (2.18)
The ǫ˜ parameter is not an observable quantity and indeed is phase convention dependent.
On the other hand, the quantity
ℜe(ǫ˜)
1 + |ǫ˜|2 =
ℑm(Γ12)ℜe(M12)− ℑm(M12)ℜe(Γ12)
4|M12|2 + |Γ12|2 , (2.19)
that vanishes if Eq. (2.11) is satisfiede, is phase independent and possibly observable.
The two eigenstates of H have different eigenvalues also if CP is an exact symmetryf :
λS = M11 − i
2
Γ11 +
(
M12 − i
2
Γ12
)(
1 + ǫ˜
1− ǫ˜
)
≃ M11 + ℜeM12 − i
2
(Γ11 + ℜeΓ12) , (2.20)
λL = M11 − i
2
Γ11 −
(
M12 − i
2
Γ12
)(
1 + ǫ˜
1− ǫ˜
)
≃ M11 − ℜeM12 − i
2
(Γ11 −ℜeΓ12) . (2.21)
From the experimental data18 follows:
M11 = (ML +MS)/2 = (497.672± 0.031) MeV,
−ℜeM12 ≃ (ML −MS)/2 = (1.755± 0.009)× 10−12 MeV,
Γ11 + ℜeΓ12 ≃ ΓS = (7.374± 0.010)× 10−12 MeV,
Γ11 − ℜeΓ12 ≃ ΓL = (1.273± 0.010)× 10−14 MeV.
(2.22)
The big difference amongM11 and the other matrix elements ofH can be simply explained:
whereas M11 is dominated by the strong self–interaction of a strange meson, the other
terms, connecting states with different strangeness, are due to weak interactions. M12, in
particular, is determined by the |∆S| = 2 transition amplitude which connects K0 and
K¯0, whereas Γ11 and Γ12 are given by the product of two |∆S| = 1 weak transitions (those
responsible of K0 and K¯0 decays). Assuming that |∆S| = 2 transitions are generated by
the product of two |∆S| = 1 transitions, then is natural to expectg (§ sect. 3)
M12 ∼ Γ11 ∼ Γ12 ∼ G
2
FM
4
P sin
2 θ
(2π)4
MK ∼ 10−12MeV. (2.23)
e In the r.h.s. of Eq. (2.19) we neglect terms of order ℜe(ǫ˜)2.
f In the r.h.s. of Eqs. (2.20–2.21) we neglect the imaginary parts of M12 and Γ12.
g We denote by GF , MP and θ the Fermi constant, the proton mass and the Cabibbo angle, respectively.
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2.2 K → 2π decays.
If CP was an exact symmetry of the kaon system, then the |K2〉 (CP -negative eigenstate)
should not decay in a two–pion final state (eigenstate of CP with positive eigenvalue).
However, experiments have shown that both eigenstates of H decay into two–pion final
states11,18. The |KS〉 decays into |2π〉 almost 100% of the times, whereas the |KL〉 has a
branching ratio in this channel about 3 order of magnitude smaller.
To analyze these decays more in detail, is convenient to introduce the isospin decom-
position of K → 2π amplitudes. Denoting by Sstrong the S–matrix of strong interactions
(that we assume to be invariant under isospin transformations), we define the S–wave
‘re–scattering’ phases of a two–pion state with definite isospin I as:
out〈2π, I|2π, I〉in = 〈2π, I|Sstrong|2π, I〉 .= ei2δI . (2.24)
With this definition, K0 → 2π transition amplitudes can be written in the form
out〈2π, I|Hweak|K0〉in .=
√
3
2
AIe
iδI , (2.25)
where Hweak indicates the weak hamiltonian of |∆S| = 1 transitions. Assuming CPT
invariance, from Eqs. (2.24-2.25) it follows32:
out〈2π, I|Hweak|K¯0〉in =
√
3
2
A∗Ie
iδI . (2.26)
The two–pion isospin states allowed in S–wave are I = 0 and I = 2, defining A(K →
2π) = out〈2π|Hweak|K〉in and using the appropriate Clebsh–Gordan coefficients, we find:h
A(K0 → π+π−) = A0eiδ0 + 1√
2
A2e
iδ2 ,
A(K0 → π0π0) = A0eiδ0 −
√
2A2e
iδ2 , (2.27)
A(K+ → π+π0) = 3
2
A2e
iδ2 .
A(K¯0 → 2π) amplitudes are obtained from (2.27) with the simple substitution AI → A∗I .
If CP commuted with Hweak then we should have, up to a phase factor, A(K¯
0 → 2π) =
A(K0 → 2π). Thus, analogously to Eq. (2.11), which states the CP–invariance condition
of ∆S = 2 amplitudes respect to ∆S = 1 ones, the CP–invariance condition among the
two AI amplitudes is given by:
arg
(
A2
A0
)
= 0. (2.28)
At this point it is convenient to make a choice on the arbitrary phase of the weak
amplitudes. Historically, a very popular choice is the famous Wu–Yang convention40:
arg(A0) = 0. (2.29)
h We assume ∆I ≤ 3/2.
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Since A0 is dominant with respect to the other A(K
0, K¯0 → f) amplitudes, this convention
is useful because from the unitarity relation
Γ12 = 2π
∑
n
in〈K¯0|Hweak|n〉out ·out 〈n|Hweak|K0〉inδ(MK − En) (2.30)
≃ 2π ∑
2π(I=0)
in〈K¯0|Hweak|2π〉out ·out 〈2π|Hweak|K0〉inδ(MK − E2π), (2.31)
it follows
arg(Γ12) ≃ 2 arg(A0), (2.32)
thus Eq. (2.29) implies also arg(Γ12) ≃ 0. By this way all weak phases are ‘rotated’ on
suppressed amplitudes, like A2 and M12. From (2.18–2.19) follows also
arg (ǫ˜|WY) = − arctan
[
2
ℜe(M12)
ℜe(Γ12)
]
= arctan
[
2
ML −MS
ΓL − ΓS
]
= (43.6± 0.1)◦. (2.33)
However, in the following we shall not adopt the Wu–Yang phase convention, which is not
the most natural choice in the Standard Model (§ sect. 3), but we shall impose only
arg(A0)≪ 1, (2.34)
in order to treat as perturbations weak–amplitude phases.
From the experimental information on Γ(KS → 2π) and Γ(K+ → π+π0)18, neglecting
CP violating effects, one getsi
ℜe(A0) = (2.716± 0.007)× 10−4 MeV, (2.35)
ω−1 =
ℜe(A0)
ℜe(A2) = (22.2± 0.1) and (δ0 − δ2) = (45± 6)
◦. (2.36)
As anticipated, ℜe(A0) ≫ ℜe(A2), i.e. the ∆I = 1/2 transition amplitude is dominant
with respect to the ∆I = 3/2 one (‘∆I = 1/2 rule’).
Conventionally, in order to study CP violating effects, the following parameters are
introduced:
η+−
.
=
A(KL → π+π−)
A(KS → π+π−)
.
= ǫ+ ǫ′, (2.37)
η00
.
=
A(KL → π0π0)
A(KS → π0π0)
.
= ǫ− 2ǫ′. (2.38)
i Due to small isospin–breaking effects, amplified by the suppression ofA2 (§ sect. 3.3), the value of (δ2−δ0)
extracted by K → 2π data is not reliable. We shall adopt the prediction of Gasser and Meißner41 that is
in good agreement with the value of (δ2 − δ0) extrapolated from π −N data42.
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Using Eqs. (2.17) and (2.27), and neglecting terms proportional to ℑm(AI)2/ ℜe(AI)2
and ω2ℑm(AI)/ℜe(AI), ǫ ed ǫ′ are given by:
ǫ = ǫ˜+ i
ℑm(A0)
ℜe(A0) = ǫ˜|WY (2.39)
ǫ′ = i
ei(δ2−δ0)√
2
ω
[ℑm(A2)
ℜe(A2) −
ℑm(A0)
ℜe(A0)
]
. (2.40)
Both ǫ and ǫ′ are measurable quantities with definite phases:
arg(ǫ) = arg (ǫ˜|WY) = (43.6± 0.1)◦, (2.41)
arg(ǫ′) = (δ2 − δ0 + π
2
) = (45± 6)◦, (2.42)
and both vanish in the exact-CP limit: ǫ vanishes if Eq. (2.11) if satisfied, whereas ǫ′
vanishes if Eq. (2.28) is satisfied. The ǫ parameter is referred as the ‘indirect’ CP–violating
parameter, since Eq. (2.11) could be violated by a non–zero weak phase in |∆S| = 2
amplitudes only. On the other hand, ǫ′ is called the ‘direct’ CP–violating parameter,
since a non–zero weak phase in |∆S| = 1 amplitudes is necessary to violate Eq. (2.28).
It is interesting to note that the first identity in Eq. (2.41) could be violated if CPT was
not an exact symmetry. Thus, given that arg (ǫ˜|WY) ≃ arg(ǫ′), a large value of ℑm(ǫ′/ǫ)
( ℑm(ǫ′/ǫ) >∼ ℜe(ǫ′/ǫ) ) would be a signal of CPT violation.39
From the analysis of experimental data on KL → 2π decays18 follows:
|ǫ| = (2.266± 0.017)× 10−3 arg(ǫ) = (44.0± 0.7)◦, (2.43)
ℜe
(ǫ′
ǫ
)
= (1.5± 0.8)× 10−3 ℑm
(ǫ′
ǫ
)
= (1.7± 1.7)× 10−2. (2.44)
Whereas |ǫ| is definitely different from zero, |ǫ′| is compatible with zero within two stan-
dard deviations. This implies that the so–called ‘super–weak’ model proposed by Wolfen-
stein more than 30 years ago43,44, a model where CP violation is supposed to be generated
by a very weak (∼ G2FM4p sin2 θ/(2π)4) new |∆S| = 2 interaction, is still compatible with
the experimental data. Thus there is no confirmation of the Standard Model mechanism
(§ sect. 3), which predicts also direct CP violation. However, as we shall see in the next
section, the fact that |ǫ′| is much smaller of |ǫ| could be explained also in the Standard
Model where, for large values of the top quark mass, the weak phases of A0 and A2 acci-
dentally tend to cancel. Then, within the Standard Model, the fundamental condition for
the observability of direct CP violation tends to lack in K → 2π transitions:
[1] A necessary condition in order to observe direct CP violation in (K0, K¯0) → f
transitions, is the presence of at least two weak amplitudes with different (weak) phases.
2.3 Semileptonic decays.
Up to now CP violation has been observed in the following processes: KL → 2π, KL →
π+π−γ and KL → πlν (l = µ, e).
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As we shall discuss better in sect. 6, the amount of CP violation till now observed
in KL → π+π−γ is generated only by the bremsstrahlung of the corresponding non–
radiative transition (KL → π+π−) and does not carry any new information with respect
to KL → π+π−.
In the KL → πlν case, the selection rule ∆S = ∆Q, predicted by the Standard
Model and in perfect agreement with the data, allows the existence of a single weak
amplitude.j Consequently, from the condition [1], we deduce that within the Standard
Model is impossible to observe direct CP violation in these channels.
The selection rule ∆S = ∆Q implies:
A(K0 → π+l−ν¯l) = A(K¯0 → π−l+νl) = 0, (2.45)
thus defining
A(K0 → π−l+νl) .= Al, (2.46)
from CPT follows A(K¯0 → π+l−ν¯l) = A∗l and the decay amplitudes for KL and KS are
given by:
A(KS → π+l−ν¯l) = −A(KL → π+l−ν¯l) = 1− ǫ˜√
2(1 + |ǫ˜|2)
A∗l , (2.47)
A(KS → π−l+νl) = A(KL → π−l+νl) = 1 + ǫ˜√
2(1 + |ǫ˜|2)
Al. (2.48)
If CP was an exact symmetry of the system we should have
|A(KL → π+l−ν¯l)| = |A(KL → π−l+νl)|
= |A(KS → π+l−ν¯l)| = |A(KS → π−l+νl)|, (2.49)
thus CP violation in these channel can be observed via the charge asymmetries
δL,S =
Γ(KL,S → π−l+νl)− Γ(KL,S → π+l−ν¯l)
Γ(KL,S → π−l+νl)− Γ(KL,S → π+l−ν¯l) =
2ℜe(ǫ˜)
1 + |ǫ˜|2 (2.50)
sensible to indirect CP violation only.
The experimental data on δL is
18:
δL = (3.27± 0.12)× 10−3, (2.51)
in perfect agreement with the numerical value of ℜe(ǫ) obtained form Eq. (2.43).
j ∆S = −∆Q transitions are allowed in the Standard Model only at O(G2F ); explicit calculations45,46
show a suppression factor of about 10−6 − 10−7.
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2.4 Charged–kaon decays.
Charged–kaon decays could represent a privileged observatory for the study of direct CP
violation since there is no mass mixing between K+ and K−.
Denoting by f a generic final state of K+ decays, with f¯ the charge conjugate and
defining
out〈f |Hweak|K+〉in .= Af (2.52)
out〈f¯ |Hweak|K−〉in .= Af¯ , (2.53)
if CP commuted with Hweak then |Af | = |Af¯ |. Thus CP violation in this channels can be
observed via the asymmetryk
∆f =
|Af | − |Af¯ |
|Af |+ |Af¯ |
(2.54)
which, differently form (2.50), is sensible to direct CP violation only.
To analyze more in detail under which conditions ∆f can be different from zero, let’s
consider the case where |f〉 is not an eigenstate of strong interactions, but a superposition
of two states with different re–scattering phases. In this case, separating strong and weak
phases analogously to Eq. (2.25), we can write
Af = afe
iδa + bfe
iδb . (2.55)
In addition, imposing CPT invariance, it is found
Af¯ = a
∗
fe
iδa + b∗fe
iδb , (2.56)
thus the charge asymmetry ∆f is given by:
∆f =
2ℑm(a∗fbf ) sin(δa − δb)
|af |2 + |bf |2 + 2ℜe(a∗fbf) cos(δa − δb)
. (2.57)
As it appears from Eq. (2.57), in order to have ∆f different from zero, is not only necessary
to have two weak amplitudes (af e bf ) with different weak phases (as already stated in
[1]), but is also necessary to have different strong re–scattering phases.
[2] A necessary condition in order to observe (direct) CP violation in K± → (f, f)
transitions, is the presence of at least two weak amplitudes with different (weak) phases
and different (strong) re–scattering phases.
As we shall see in the next sections, the condition [2] is not easily satisfied within the
Standard Model, indeed CP violation in charged–kaon decays has not been observed yet.
To be more specific, the most frequent decay channels (99, 9% of the branching ratio) of
K± mesons are the lepton channels |lν〉 and |πlν〉, together with the non–leptonic states
|2π〉 and |3π〉. In the first two channels there is no strong re–scattering. In the |2π〉 case
the re–scattering phase is unique (is a pure I = 2 state). Finally in the |3π〉 case there are
different re–scattering phases but are suppressed, since the available phase space is small
(§ sect. 5).
k Integrating over the full phase space, ∆f can be related to the width charge asymmetry; with appropriate
kinematical cuts one can isolate also slope asymmetries.
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3 CP violation in the Standard Model.
The ‘Standard Model’ of strong and electro–weak interactions is a non–abelian gauge
theory based on the SU(3)C × SU(2)L × U(1)Y symmetry groupa.
The SU(3)C subgroup is the symmetry of strong (or color) interactions, realized a` la
Wigner–Weyl, i.e. with a vacuum state invariant under SU(3)C . On the other hand, the
SU(2)L × U(1)Y symmetry, which rules electro–weak interactions52−54, is realized a` la
Nambu–Goldstone55,28, with a vacuum state invariant only under the subgroup U(1)Q of
electromagnetic interactions.
The interaction lagrangian of fermion fields with SU(2)L×U(1)Y electro–weak gauge
bosons is given by:
Le−w =
∑
α
Q¯
(α)
L γ
µ
(
gTiW
i
µ +
1
2
g′Y Bµ
)
Q
(α)
L
+
∑
α
Ψ¯
(α)
L γ
µ
(
gTiW
i
µ +
1
2
g′Y Bµ
)
Ψ
(α)
L
+
∑
f
f¯Rγ
µ
(
1
2
g′Y Bµ
)
fR, (3.1)
where g, Ti,W
i
µ(i = 1, 3) and g
′, Y, Bµ are the coupling constants, the generators and the
gauge fields of SU(2)L and U(1)Y , respectively. The index α can assume 3 values, according
to the quark or lepton family to which is referred, whereas f indicates the sum over all
right–handed fermions. As anticipated, the SU(2)L × U(1)Y symmetry is spontaneously
broken in such a way that the photon field Aµ remains massless. Introducing the weak
angle θW , defined by the relation tan θW = g
′/g, and the field Zµ (combination of W 3µ and
Bµ orthogonal to Aµ): (
W 3µ
Bµ
)
=
(
sin θW cos θW
cos θW − sin θW
)(
Aµ
Zµ
)
, (3.2)
Eq. (3.1) becomes:
Le−w = e
∑
f
f¯γµQfAµ
+
g
cos θW
∑
f
f¯γµ
(
QVZ −QAZγ5
)
fZµ
+
g
2
√
2
[∑
α
u¯(α)γµ (1− γ5) d(α)W+µ + h.c.
]
+
g
2
√
2
[∑
α
ν¯(α)γµ (1− γ5) l(α)W+µ + h.c.
]
, (3.3)
where e = g′ cos θW , QVZ = T3 −Q sin2 θW and QAZ = T3.
a For excellent phenomenological reviews on gauge theories and, in particular, on the Standard Model see
Refs.47−51.
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leptons
l − type ν − type
e µ τ νe νµ ντ
m(MeV) 0.511 105.7 1777 < 7× 10−6 < 0.27 < 31
Q −1 0
quarks
d− type u− type
d s b u c t
m(MeV) ∼ 10 ∼ 150 ∼ 4300 ∼ 5 ∼ 1200 ∼ 1.7× 105
Q −1/3 +2/3
Table 1: Masses and electric charges of quarks and leptons (see Ref. 18 for a discussion
about the definition of quark masses).
As in the case of gauge boson masses, quark and lepton masses (§ tab. 1) are dynami-
cally generated by the Yukawa coupling of these fields with the scalars that spontaneously
broke SU(2)L × U(1)Y symmetry. The effective lagrangian for quark and lepton masses
can be written in the following way
Leffm = U¯MUU + D¯MDD + L¯MLL, (3.4)
where
U =
 uc
t
 , D =
 ds
b
 , L =
 eµ
τ
 , (3.5)
MU = diag{mu, mc, mt}, MD = diag{md, ms, mb} and ML = diag{me, mµ, mτ} (we as-
sume massless neutrinos). The fermion fields which appear in Eq. (3.1) are not in general
eigenstates of mass matrices. Introducing the unitary matrices VU , VD and VL, so that u
(1)
u(2)
u(3)
 = VUU,
 d
(1)
d(2)
d(3)
 = VDD, and
 l
(1)
l(2)
l(3)
 = VLL, (3.6)
thus writing electro–weak eigenstates in terms of mass eigenstates, Eq. (3.1) becomes
Le−w = e
∑
f
f¯γµQfAµ
+
g
cos θW
∑
f
f¯γµ
(
QVZ +Q
A
Zγ5
)
fZµ
+
g
2
√
2
[
U¯(V †UVD)γ
µ (1− γ5)DW+µ + h.c.
]
+
g
2
√
2
[∑
α
N¯γµ (1− γ5)LW+µ + h.c.
]
, (3.7)
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where
N = V †L
 ν
(1)
ν(2)
ν(2)
 .=
 νeνµ
ντ
 . (3.8)
Since fermion mass matrices commute with electric charge and with hypercharge (Y ), the
only difference among Eqs. (3.1) and (3.7) is the presence of the unitary matrix V †UVD.
As we have seen in the previous section, a necessary condition to induce CP violation
in kaon decays is the presence of weak amplitudes with different weak phases. In the
Standard Model framework, this condition is equivalent to the requirement of complex
coupling constants in Le−w. These complex couplings must not to be cancelled by a
redefinition of field phases and leave Le−w hermitian. From these two conditions follows
that the only coupling constants of Le−w which can be complex are the matrix elements
of V †UVD. This matrix, known as the Cabibbo–Kobayashi–Maskawa (CKM) matrix
9,10,17,
is the only source of CP violation in the electro–weak sector of the Standard Model.
As anticipated in the introduction, in this review we will not discuss about possible
effects due to CP violation in the strong sector.
3.1 The CKM matrix.
In the general case of Nf quark families, UCKM
.
= V †UVD is a Nf × Nf unitary matrix.
The number of independent phases, nP , and real parameters, nR, in a Nf × Nf unitary
matrix is given by:
nP =
Nf (Nf + 1)
2
and nR =
Nf (Nf − 1)
2
. (3.9)
Since the 2Nf − 1 relative phases of the 2Nf fermion fields are arbitrary, the non trivial
phases in UCKM are
nCPP =
Nf(Nf + 1)
2
− 2Nf + 1 = (Nf − 1)(Nf − 2)
2
. (3.10)
In the minimal Standard Model Nf = 3, thus the non–trivial phase is unique.
Parametrizing UCKM in terms of 3 angles and one phase, it is possible to write
56−58:
UCKM =
 Vud Vus VubVcd Vcs Vcb
Vtd Vts Vtb
 (3.11)
=
 CθCσ SθCσ Sσe
−iδ
−SθCτ − CθSσSτeiδ CθCτ − SθSσSτeiδ CσSτ
SθSτ − CθSσCτeiδ −CθSτ − SθSσCτeiδ CσCτ
 , (3.12)
where Cθ and Sθ denote sine and cosine of the Cabibbo angle
9, Cσ = cosσ, Sσ = sin σ,
etc...
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Process Parameter Value
K → πlν λ 0.2205± 0.0018
b→ clν A 0.83± 0.08
b→ ulν σ 0.36± 0.14
KL → ππ cos δ 0.47± 0.32
Table 2: Experimental determination of CKM matrix elements (in the parametriza-
tion (3.14)) and relative processes from which are extracted18 (see sect. 3.3 for the deter-
mination of cos δ).
It is important to remark that the CKM phase would not be observable if the mass
matrices MD and MU , introduced in Eq. (3.4), had degenerate eigenvalues
56,59. As an
example, if mc was equal to mt, then VU would be defined up to the transformation
VU →
(
1 0
0 U(θ¯, δ¯i)
)
VU , (3.13)
where U(θ¯, δ¯i) is a unitary 2 × 2 matrix. Thus adjusting the independent parameters of
U(θ¯, δ¯i) (1 angle and 3 phases) the phase of UCKM could be rotated away. In other words,
the phenomenon of CP violation is intimately related not only to the symmetry breaking
mechanism of the electro–weak symmetry (or better of the chiral symmetry, § sect. 4),
but also to the breaking mechanism of the flavor symmetry (the global SU(Nf ) symmetry
that we should have if all the quark masses were equal). The two mechanisms coincide
only in the minimal Standard Model.
There is an empirical hierarchy among CKM matrix elements (Sσ ≪ Sτ ≪ Sθ ≪ 1),
which let us express them in terms of a single ‘scale–parameter’ λ = Sθ ≃ 0.22 and three
coefficients of order 1 (A, ρ and η)57. Defining
Sτ = Aλ
2, Sσ = Aλ
3σ, σeiδ = ρ+ iη (3.14)
and expanding Eq. (3.12) in powers of λ up to O(λ3) terms, one finds:
UCKM ≃
 1−
λ2
2
λ Aλ3(ρ− iη)
−λ 1− λ2
2
Aλ2
Aλ3(1− ρ− iη) −Aλ2 1
 . (3.15)
An interesting quantity for the study of CP violation is the ‘so–called’ JCP
parameter59:
JCP = ℑm
(
VaiVbjV
∗
ajV
∗
bi
)
. (3.16)
As can be easily shown, any observable which violates CP must be proportional to this
quantityb. The unitarity of UCKM insures that JCP is independent of the choice of a, b, i
b Let’s consider, as an example, the elementary process uadj → uadi. The amplitude is the superposition of
at least two processes: uadj →W+didj → uadi and uadj → uaW−ub → uadi, thus A ∼ αVaiV ∗aj+βV ∗bjVbi.
The charge asymmetry, analogously to Eq. (2.57), will be proportional to ℑm(VaiVbjV ∗ajV ∗bi).
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meson valence quarks m(MeV) (I, I3) S
π+ ud¯ 139.6 (1,+1) 0
π0 uu¯− dd¯ 135.0 (1, 0) 0
π− du¯ 139.6 (1,−1) 0
K+ us¯ 493.7 (1/2,+1/2) +1
K0 ds¯ 497.7 (1/2,−1/2) +1
K¯0 sd¯ 497.7 (1/2,+1/2) −1
K− su¯ 493.7 (1/2,−1/2) −1
η uu¯+ dd¯− 2ss¯ 547.5 (0, 0) 0
Table 3: Valence quarks, masses, isospin and strangeness of the pseudoscalar octet (for
simplicity we have neglected π0-η-η′ mixing).
and j (a 6= b and i 6= j). In the parametrization (3.14) JCP is given by:
JCP = ηA
2λ6 +O(λ8) <∼ 10−4. (3.17)
Form Eq. (3.17) we can infer two simple considerations:
• CP violation is naturally suppressed in the Standard Model due to CKM matrix
hierarchy.
• Transitions where CP violation should be more easily detected are those where also
the CP–conserving amplitude is suppressed by the matrix elements Vub and Vtd.
3.2 Four–quark hamiltonians.
Differently than weak and electromagnetic interactions, strong interactions are not in a
perturbative regime at low energies (E <∼ Λχ ∼ 1 GeV), i.e. at distances d >∼ 1/Λχ ∼ 10−14
cm. This happens because the strong coupling constant has a divergent behaviour in the
infrared limit and, presumably, this is also the main reason why quarks and gluons are
confined in hadrons. With respect to the scale Λχ quarks can be grouped in two categories
according to their mass (§ tab. 1): u, d and s are ‘light’, since mu,d,s < Λχ, whereas c, b and
t are ‘heavy’, since Λχ < mb,c,t. As we shall discuss better in the next section, the lightest
hadrons with light valence quarks are the pseudoscalar mesons π, K and η (§ tab. 3).
Kaon decays, i.e. |∆S| = 1 transitions, being processes where initial and final state
differ for the number of s quarks (Sˆ|s〉 = −|s〉), involve the exchange of at least one W
boson (see Eq. (3.7) and fig. 1a). In principle one could hope to calculate these decay
amplitudes solving separately two problems: i) the perturbative calculation of the weak
transition amplitude at the quark level, ii) the non–perturbative calculation of the strong
transition between quark and hadron states. Obviously this separation is not possible, at
least in a trivial way, and is necessary to manage strong interaction effects among initial
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s u
u d
W
a) b)
Figure 1: a) Tree–level feynman diagrams for |∆S| = 1 transitions, at the lowest order
in GF and without strong–interaction corrections. b) The same diagram in the effective
theory MW →∞.
and final state also in weak transitions (§ fig. 2a). Fortunately, both Λχ and meson masses
are much smaller than the W mass and this helps a lot to simplify the problem.
If we neglect the transferred momenta with respect to MW , the W–boson propagator
becomes point–like
1
M2W − q2
→ 1
M2W
(3.18)
and the natural scale parameter for the weak amplitudes is given by the Fermi constant
GF√
2
=
g2
8M2W
≃ 10−5GeV−2. (3.19)
In purely non–leptonic |∆S| = 1 transitions, neglecting strong interaction effects, the
amplitudes can be calculated at the lowest order in GF using the four–quarks effective
hamiltonian
H|∆S|=1eff = −
4GF√
2
[λu(s¯Lγ
µuL)(u¯Lγ
µdL) + λc(s¯Lγ
µcL)(c¯Lγ
µdL) + h.c.] , (3.20)
where λq = V
∗
qsVqd and qL =
1
2
(1−γ5)q (due to their large mass, we neglect, for the moment,
the effect of b and t). As it will be clear later, it is convenient to rewrite Eq. (3.20) in the
following way:
H|∆S|=1eff = −
4GF√
2
∑
q=u,c
λq
(
O+q +O
−
q
)
+ h.c., (3.21)
where
O±q =
1
2
[(s¯Lγ
µqL)(q¯Lγ
µdL)± (s¯LγµdL)(q¯LγµqL)] . (3.22)
As can be seen from fig. 2, QCD corrections can be calculated more easily in the
effective theory, i.e. with a point–like W propagator, than in the full theory. Indeed, in
the first case, feynman diagrams with four ‘full propagators’ are reduced to diagrams with
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s u
u d
Wg
a)
b)
Figure 2: QCD corrections, of order g2s , to the diagram in fig. 1: a) in the full theory; b)
in the effective theory.
only three ‘full propagators’, simplifying the calculation. However, the presence of point–
like propagators induces new ultraviolet divergences, not present in the full theory, that
must be eliminated by an appropriate renormalization of the four–quarks operators60,61,c:
〈F |H|∆S|=1w |I〉 =
g2
8
∫
d4xDµνW (x,MW )〈F |T
(
Jµ(x)J
†
ν(0)
)
|I〉
→ GF√
2
∑
i
Ci(µ)〈F |Oi(µ)|I〉. (3.23)
This procedure is nothing but an application of the Wilson’s ‘Operator Product
Expansion’62, the technique which let us expand a non–local product of operators, in
this case the weak currents, in a series of local terms. The scale µ, which appears in
Eq. (3.23), is a consequence of the renormalization procedure which eliminates the ‘artifi-
cial’ divergences of the effective operators. The requirement that the product Ci(µ)Oi(µ),
and thus all physical observables, be independent of µ, fix unambiguously the evolution
of the coefficients Ci as a function of µ:[
δij
(
µ
∂
∂µ
+ βs(gs)
∂
∂gs
)
− γTij(gs)
]
Cj(µ) = 0. (3.24)
Eq. (3.24), known as the Callan–Symanzik equation for the coefficients Ci, takes this
simple form only in a ‘mass–independent’ regularization scheme63,64. The functions β(gs)
and γij(gs) are defined by
βs = µ
∂
∂µ
gs(µ) and γij = γˆij − 2γJδij , (3.25)
c The first identity in Eq. (3.23) follows from Eq. (3.7), defining Jµ(x) = U¯(x)(V
†
UVD) γ
µ (1− γ5)D(x)
and denoting by DµνW (x,MW ) the W propagator in spatial coordinates.
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s d
u,c,t
g
q q
W
a)
s d
u,c,t
γ,Z
q q
W
b)
Figure 3: Penguin diagrams: a) ‘gluon penguin’; b) ‘electromagnetic penguin’.
where γˆij is the anomalous dimension matrix of the effective operators
d and γ
J
is the
anomalous dimension of the weak current. In addition to Eq. (3.24), which rules the
evolution of the Ci as a function of µ, in order to use Eq. (3.23) is necessary to fix
the values of the Ci at a given scale, imposing the identity in the last term (‘matching’
procedure). This scale is typically chosen to be of the order of the W mass, where the
perturbative calculations are much simpler (gs(MW )≪ 1).e
If we consider only the diagrams in fig. 2 and we neglect the effects due to non–
vanishing light quark masses, the operator Oi which appear in Eq. (3.23) are just the
O±q of Eq. (3.22). These operators are renormalized only in a multiplicative way, as a
consequence γij is diagonal:
γij =
g2s
4π2
[
γ+ 0
0 γ−
]
=
g2s
4π2
[
+1 0
0 −2
]
. (3.26)
Since C±q (MW ) = λq[1 +O(gs(MW ))], solving Eq. (3.23) one finds
60,61f
H|∆S|=1eff = −
4GF√
2
∑
q=u,c
λq

[
gs(MW )
gs(µ)
]γ+
β0
O+q (µ) +
[
gs(MW )
gs(µ)
]γ−
β0
O−q (µ)
+ h.c.
≃ −4GF√
2
∑
q=u,c
λq
{[
1− g
2
s(µ)
4π2
log
(
MW
µ
)]
O+q (µ)
+
[
1 + 2
g2s(µ)
4π2
log
(
MW
µ
)]
O−q (µ)
}
+ h.c., (3.27)
where β0 =
1
12
(33− 2Nf) is defined by
βs(gs) = − g
2
s
4π2
(
β0gs +O(g
3
s)
)
. (3.28)
d Given a set of operators Oi, which mix each other through strong interactions, calling Zij the matrix of
renormalization constants of such operators (Oreni = Z
−1
ij Oj), the anomalous dimension matrix is defined
by γij = Z
−1
ik µ
∂
∂µ
Zkj .
e For a wider discussion about matching conditions and about the integration of Eq. (3.24) see Ref.22,65,66.
f For simplicity we neglect the effect due to the b threshold in the integration of Eq. (3.24).
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Eq. (3.27) is a good approximation to the weak hamiltonian for mc < µ < mb
67,68.
The coefficients C±q (µ) keep track, indeed, of all the leading QCD corrections, i.e. of all the
terms of order gs(µ)
2n log(MW/µ)
n. Now we know that non-perturbative effects start to
play a role for µ < mc, however historically people tried anyway to extrapolate the Wilson
coefficients down to µ ∼ mρ. At this low scales C− increases substantially (C− ≃ 2.2) while
C+ is slightly suppressed. Using the factorization hypothesis
32 for the evaluation of O−
matrix elements, the result for K → 2π ∆I = 1/2 transitions, though improved by the
gluon exchange, still underestimates the phenomenological amplitudes by a factor five.
Also, Eq. (3.27) is not sufficient to study CP–violating effects: in this case is necessary
to consider other operators. As it is well known, an important role is played by the so–
called ‘penguin diagrams’69−74 (§ fig. 3) which, though suppressed with respect to those in
fig. 2, give rise to new four–quark operators with different weak phases. The suppression
of the diagrams in fig. 3 is nothing but a particular case of the GIM mechanism10: due to
the unitarity of CKM matrix, their contribution vanishes in the limit mu = mc = mt.
The complete set of operators relevant to non–leptonic |∆S| = 1 transitions, is given
by the following 12 dimension–six terms24,g:
O1 = (s¯
α
Lγ
µdLα)(u¯
β
Lγ
µuLβ),
O2 = (s¯
α
Lγ
µdLβ)(u¯
β
Lγ
µuLα),
O3,5 = (s¯
α
Lγ
µdLα)
∑
q=u,d,s,c
(q¯βL,Rγ
µqL,Rβ),
O4,6 = (s¯
α
Lγ
µdLβ)
∑
q=u,d,s,c
(q¯βL,Rγ
µqL,Rα),
O7,9 = (s¯
α
Lγ
µdLα)
∑
q=u,d,s,c
eq(q¯
β
L,Rγ
µqL,Rβ),
O8,10 = (s¯
α
Lγ
µdLβ)
∑
q=u,d,s,c
eq(q¯
β
L,Rγ
µqL,Rα),
Oc1 = (s¯
α
Lγ
µdLα)(c¯
β
Lγ
µcLβ),
Oc2 = (s¯
α
Lγ
µdLβ)(c¯
β
Lγ
µcLα), (3.29)
where α and β are the color indices and eq is the electric charge of the quark q. Using the
relation λu + λc + λt = 0, in the basis (3.29) the weak hamiltonian assumes the following
form:
H|∆S|=1eff = −
4GF√
2
{
λu [C1(µ)O1(µ) + C2(µ)O2(µ)]
−λu [C1(µ)Oc1(µ) + C2(µ)Oc2(µ)]− λt
10∑
i=3
Ci(µ)Oi(µ)
}
+ h.c. (3.30)
In Refs.21,22 the 10 × 10 anomalous dimension matrix of the coefficients Ci(µ) has been
calculated at two loops, including corrections of order α2s , αsαem and α
2
em. Correspondingly
g The number of independent operators decrease to 11 and 7, for µ < mb and µ < mc, respectively
24.
21
s W d
d W s
u,c,t
Figure 4: a) Box diagram for |∆S| = 2 transitions, without QCD corrections.
the initial condition for the Ci(µ), at µ = MW , have been calculated including terms of
order αs(MW ) and αem(MW ). Using these results is possible to calculate all the next–to–
leading–order corrections to the Wilson coefficients of the effective hamiltonian.
After the work of Refs.21,22 is useless to push further the perturbative calculation of
the Wilson coefficients. At this point, the main source of error in estimating CP violation
in kaon decays, is represented by the non–perturbative evaluation of the hadronic matrix
elements of Eq. (3.23). In the next subsection, following Ciuchini et al.24, we shall see how
this problem has been solved in K → 2π using lattice results.
3.3 K → 2π parameters ǫ and ǫ′.
3.3.1 H|∆S|=2eff and the estimate of ǫ.
In the Standard Model the value of ǫ cannot be predicted but is an important constraint
on the CKM phase. From Eqs. (2.19) and (2.33), assuming arg(ǫ) = π/4 and neglecting
terms of order |ǫ|2, follows
ǫ ≃ e
iπ/4
2
√
2
(ℑmM12
ℜeM12
)
= −e
iπ/4
√
2
(ℑmM12
∆MK
)
. (3.31)
In order to calculate M12 is necessary to determine the effective hamiltonian responsible
of |∆S| = 2 transitions. In this case the situation is much simpler than in the |∆S| = 1
case, previously discussed, since there is only one relevant operator, the one created by
the box diagram of fig. 4. Thus the effective hamiltonian for |∆S| = 2 transitions can be
written as
H|∆S|=2eff =
G2F
4π2
M2W (s¯Lγ
µdL)
2[λ2cη1F (xc) + λ
2
tη2F (xt)
+2λcλtη3F (xc, xt)] + h.c., (3.32)
where F (xq) and F (xq, xj) are the Inami–Lim functions
75, xq = m
2
q/M
2
W , and ηi = 1 +
O(g2s) are the QCD corrections, calculated at the next–to–leading order in Refs.
76,77. Since
ℑm(M12) = 1
2MK
ℑm
[
〈K¯0|H|∆S|=2eff |K0〉
]
, (3.33)
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from the previous equations (3.31–3.33) follows
|ǫ| = G
2
FM
2
W
4
√
2π2MK∆MK
A2λ6σ sin δ〈K¯0|(s¯LγµdL)2|K0〉
×
[
η3F (xc, xt)− η1F (xc) + A2λ4(1− σ cos δ)η2F (xt)
]
(3.34)
where A, λ, δ and σ are the CKM parameters defined in sect. 3.1.
Few comments about Eq. (3.34) before going on:
• Both the ηi and the matrix element 〈K¯0|(s¯LγµdL)2|K0〉 depend on µ, but their
product is scale independent.
• Due to the large value of the top mass, the term proportional to F (xt) is relevant
even if it is suppressed by the factor A2λ4.
• In order to avoid the calculation of the matrix element 〈K¯0|(s¯LγµdL)2|K0〉, one
could try to evaluate ∆MK using H|∆S|=2eff . However, this is not convenient since
ℜe(M12) receive also a long distance contribution that is difficult to evaluate with
high accuracy78.
In Ref.24 the matrix element has been parametrized in the following way:
〈K¯0|(s¯γµ(1− γ5)d)2|K0〉 = 8
3
f 2KM
2
KBKαs(µ)
6/25, (3.35)
where fK =
√
2FK = 160 MeV is the K–meson decay constant (§ sect. 4) and BK
is a µ–independent parameter.h Lattice estimates of this matrix element at scales µ ∼
2 − 3 GeV imply79 BK = 0.75 ± 0.15. With this result and the experimental value of
ǫ, Eq. (3.34) imposes two possible solutions for cos δ, with different signs (§ fig. 5). The
negative solution can be eliminated imposing additional conditions (coming from lattice
estimates the B¯d −Bd mixing) and the final result of Ref.24 is:
cos δ = 0.47± 0.32. (3.36)
3.3.2 The estimate of ǫ′.
As shown in sect. 2.2, assuming the isospin decomposition of K → 2π amplitudes, it
follows
ǫ′ = i
ei(δ2−δ0)√
2
ω
ℜeA0
[
ω−1ℑm(A2)− ℑm(A0)
]
. (3.37)
Actually the decomposition (2.27) is not exactly true, it receives small corrections due to
the mass difference mu −md 6= 0, which breaks isospin symmetry.
h If one considers also the next–to–leading terms in the ηi, then Eq. (3.35) must be modified, in order to
preserve the µ invariance of BK .
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The main effect generated by the mass difference among u and d quarks, is to induce
a mixing between the π0 (I = 1) and the two isospin–singlet η and η′. As a consequence
the transition K0 → π0π0 can occur also through the intermediate state π0η(η′) (K0 →
π0η(η′) → π0π0). Due to the hierarchy of weak amplitudes (ℜeA0 ≫ ℜeA2), we can
safely neglect isospin–breaking terms in A0. Furthermore, we know that K
0 → π0η(η′)
amplitudes are ∆I = 1/2 transitions, thus the global effect of isospin breaking in ǫ′ can
be simply reduced to a correction of ℑmA2 proportional to ℑmA080. Following Refs.80,81
we define
ℑmA2 = ℑmA′2 + ΩIBωℑmA0, (3.38)
where A′2 is the ‘pure’ ∆I = 3/2 amplitude (without isospin–breaking terms). In order to
estimate ΩIB is necessary to evaluate π
0−η−η′ mixing and the imaginary parts of K0 →
π0η(η′) amplitudes. The first problem is connected with the relation among quark and
meson masses, and can be partially solved in the framework of Chiral Perturbation Theory
(§ sect. 4.2.1). On the other hand, the second problem requires the non–perturbative
knowledge of weak matrix elements. Evaluating these elements in the large Nc limit,
Buras and Gerard81 estimated ΩIB ≃ 0.25. Due to the large uncertainties which affect
this estimate, in the following we shall assume82 ΩIB = 0.25± 0.10.
Using Eq. (3.38), the expression of ǫ′ becomes
ǫ′ = i
ei(δ2−δ0)√
2
ω
ℜeA0
[
ω−1ℑm(A′2)− (1− ΩIB)ℑm(A0)
]
, (3.39)
where A0 and A
′
2 can be calculated using the effective hamiltonian (3.30) in Eq. (2.25).
i
Analogously to the case of ǫ, is convenient to introduce opportune B–factors to
parametrize H|∆S|=1eff matrix elements. Following again Ref.24 we define:
〈2π, I|Oi(µ)|K0〉 = B
1+I
2
i (µ)〈2π, I|Oi|K0〉V IA, (3.40)
where 〈2π, I|Oi|K0〉V IA indicates the matrix element calculated in the vacuum insertion
approximation32.
VIA results for matrix elements which contributej to ℑm(A0) and ℑm(A′2) are reported
in table 4, in tables 5 and 6 we report Wilson coefficients and corresponding B–factors at
µ = 2 GeV. The two column of table 5 correspond to different regularization schemes: the
’t Hooft–Veltman scheme (HV) and the naive–dimensional–regularization scheme (NDR).
The differences among the Ci values in the two tables give an estimate of the next–to–
next–to–leading–order corrections which have been neglected.
The dominant contribution to the real parts of A0 and A2 is generated by O1 and O2.
The lattice estimates of the corresponding B–factors, which must be substantially different
i Bertolini et al.83 pointed out that a non–negligible contribution to ǫ′ could be generated by the
dimension–5 gluonic–dipole operator, not included in the basis (3.29). The matrix element of this oper-
ator is however suppressed in the chiral expansion (see the discussion about the electric–dipole operator
in sect. 6.2) and was overestimated in Ref. 83.
j O1 and O2 do not contribute since ℑm(λu) = 0; O10 has been eliminated through the relation O10 =
O9 +O4 −O3 which holds for µ < mb.
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√
1
24
〈2π, 0|Oi|K0〉V IA
√
1
12
〈2π, 2|Oi|K0〉V IA
O3 +X/3 0
O4 +X 0
O5 −Z/3 0
O6 −Z 0
O7 +2Y/3 + Z/6 +X/2 +Y/3−X/2
O8 +2Y + Z/2 +X/6 +Y −X/6
O9 −X/3 +2X/3
Oc1 +X/3 0
Oc2 +X 0
Table 4: Matrix elements of the four–quarks operators of H|∆S|=1eff in the vacuum insertion
approximation; X = fπ(M
2
K −M2π), Y = fπM4K/(ms +md)2 and Z = 4Y (fK − fπ)/fπ.
from one in order to reproduce the observed ∆I = 1/2 enhancement, are affected by large
uncertainties and are not reported in table 5. Fortunately this uncertainty does not affect
the imaginary parts, which in the basis (3.29) are dominated by O6 and O8:
ℑm(A0) ≃ GF√
2
λ5A2σ sin δ(C6B
1/2
6 Z),
ℑm(A2) ≃ −GFλ5A2σ sin δ(C8B3/28 Y ). (3.41)
Using these equations we can derive a simple and interesting phenomenological expression
(similar to the one proposed in Ref.84) for ℜe(ǫ′/ǫ):
ℜe
(
ǫ′
ǫ
)
≃
(
3.0× 10−3
) [
B
1/2
6 − r˜B3/28
]
A2σ sin δ = (2.6± 2.3)× 10−4, (3.42)
where
r˜ =
√
2
(1− ΩIB)ω
∣∣∣∣C8C6
∣∣∣∣ ≃ (0.6± 0.2). (3.43)
From Eq. (3.42) it is clear that the weak phases of A0 and A
′
2 accidentally tends to cancel
each other. As anticipated in the previous section, this cancellation is due to the large
value mt, which enhance C8 (for mt ∼ 200 GeV we found r˜ ∼ 1, whereas for mt ∼ 100
GeV, r˜ ∼ 10−1). Nevertheless, the other essential ingredient of this cancellation is the
‘∆I = 1/2 rule’, i.e. the dynamical suppression of ∆I = 3/2 amplitudes with respect to
∆I = 1/2 ones (the ω−1 factor in Eq. (3.43) is essential for the enhancement of r˜).
An accurate statistical analysis of the theoretical estimate of ℜe(ǫ′/ǫ) has been recently
carried out by Ciuchini et al.24. In fig. 5 we report some results of this analysis. Histograms
have been obtained by varying, according to their errors, all quantities involved in the
calculation of ǫ and ǫ′: Wilson coefficients, B–factors, experimental values of αs and mt,
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HV NDR
C1 (−3.29± 0.37± 0.00)× 10−1 (−3.13± 0.39± 0.00)× 10−1
C2 (104.13± 0.54± 0.00)× 10−2 (11.54± 0.23± 0.00)× 10−1
C3 (1.73± 0.26± 0.00)× 10−2 (2.07± 0.33± 0.00)× 10−2
C4 (−3.82± 0.44± 0.01)× 10−2 (−5.19± 0.71± 0.01)× 10−2
C5 (1.20± 0.11± 0.00)× 10−2 (10.54± 0.16± 0.02)× 10−3
C6 (−5.08± 0.72± 0.03)× 10−2 (−0.72± 0.13± 0.00)× 10−1
C7 (0.01± 0.00± 0.18)× 10−3 (0.01± 0.04± 0.20)× 10−3
C8 (0.77± 0.12± 0.12)× 10−3 (0.81± 0.16± 0.14)× 10−3
C9 (−6.71± 0.27± 0.68)× 10−3 (−7.49± 0.15± 0.75)× 10−3
Table 5: Wilson coefficients ofH|∆S|=1eff operators, at µ = 2 GeV, calculated including next–
to–leading–order corrections in two different regularization schemes24. The first error is
due to the uncertainty on αs(µ), the second to the uncertainty on mt.
B
1/2
1c,2c B
1/2
3,4 B
1/2
5,6 B
1/2
7,8,9 B
3/2
7,8 B
3/2
9
0− 0.15(∗) 1− 6(∗) 1.0± 0.2 1(∗) 1.0± 0.2 0.62± 0.10
Table 6: B–factors, defined in Eq. (3.40) at µ = 2 GeV. The entries marked with ‘*’ are
pure ‘theoretical guesses’, whereas the others are obtained by lattice simulations24.
CKM parameters, ΩIB and ms (the latter is extracted by lattice simulations). The final
estimate of ℜe(ǫ′/ǫ) thus obtained is24:
ℜe
(
ǫ′
ǫ
)
= (3.1± 2.5)× 10−4, (3.44)
in agreement with previous and more recent analyses82,23,66,85.
Actually, in Ref.66 the final error on ℜe(ǫ′/ǫ) is larger since the various uncertainties
have been combined linearly and not in a gaussian way, like in Ref.24. A large uncertainty
has been obtained also in Ref.85, where the matrix elements have been estimated in a
completely different approach. Nevertheless, all analyses agree on excluding a value of
ℜe(ǫ′/ǫ) substantially larger than 1× 10−3.
3.4 B decays.
CP violation in kaon decays is strongly suppressed by CKM–matrix hierarchy: ǫ, as an
example, is of order O(λ4) ∼ O(10−3). On the other hand, in the decays of Bd and Bs
mesons this suppression is avoidable in several cases86,87 (see the discussion at the end of
sect. 3.1) and the study of CP violation turns out to be more various and promising.
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Figure 5: Distributions (in arbitrary units) of cos δ, sin 2β = 2ℑm(Vtd)ℜe(Vtd)/|Vtd|2, ǫ′/ǫ
and ǫ′/ǫ(A2η)−1 as obtained by Ciuchini et al.24. Dotted histograms have been obtained
adding the additional constraint coming from B¯d −Bd mixing.
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With respect to the K0− K¯0 system, Bd− B¯d and Bs− B¯s systems have the following
interesting differences:
• Due to the large number of initial and final states, both even and odd under CP ,
the difference of the decay widths is much smaller than the mass difference, i.e.
|Γ12| ≪ |M12|. As a consequence, according to Eq. (2.18), the mixing parameters
ǫBd and ǫBs have very small real parts.
• Mass differences are originated by box diagrams (similar to the one of fig. 4) which,
differently from the K0 − K¯0 case, are dominated by top–quark exchange not only
in the imaginary part but also in the real part. In the CKM phase convention of
Eq. (3.12) one finds:
1− ǫBd
1 + ǫBd
≃ Vtd
V ∗td
.
= e−2iβ, (3.45)
1− ǫBs
1 + ǫBs
≃ Vts
V ∗ts
≃ 1. (3.46)
Since real parts of ǫBd and ǫBs are small, the study of CP violation via charge asymmetries
of semileptonic decays (§ sect. 2.3) is not convenient in neutral–B–meson systems. The
best way to observe a CP violation in these channels86,87 is to compare the time evolution
of the states |Bq(t)〉 and |B¯q(t)〉 (states which represent, at t = 0, Bq and B¯q mesons) in
a final CP–eigenstate |f〉 (CP |f〉 = ηf |f〉):
Γ(Bq(t)→ f) ∝ e−ΓBq t
[
1− ηfλf sin(∆MBq t)
]
, (3.47)
Γ(B¯q(t)→ f) ∝ e−ΓBq t
[
1 + ηfλf sin(∆MBq t)
]
. (3.48)
An evidence of λf 6= 0 necessarily implies CP violation, either in the mixing or in the
decay amplitudes. As we shall see in the following, for particular states |f〉, the CKM
mechanism predicts λf = O(1).
If CP violation was originated only at the level of Bq−B¯q mixing, λf would not depend
on the decay channel. On the contrary, in the Standard Model λf assumes different values
according to the channel. In all transitions where only one weak amplitude is dominant,
is possible to factorize strong interaction effects and to extract CKM matrix–elements
independently from the knowledge of hadronic matrix elements. According to the dominant
process at the quark level, λf assumes the following values
88:
λf = sin 2β Bd, b→ c
λf = sin 2(β + δ)
.
= sin 2α Bd, b→ u
λf = 0 Bs, b→ c
λf = sin 2δ Bs, b→ u
(3.49)
where δ is the CKM phase in the parametrization (3.12) and β, already introduced in Eq.
(3.45), is given by:
tan β =
σ sin δ
1− σ cos δ =
η
1− ρ. (3.50)
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Vtd/Aλ3
V*ub/Aλ3
0 1 Re
Im
(ρ,η)
δ β
α
Figure 6: Unitarity triangle in the complex plane.
The phases α, β and δ, which appear in Eq. (3.49), have an interesting phenomeno-
logical interpretation: are the angles of the so–called ‘unitarity triangle’ (§ fig. 6). Indeed,
from CKM–matrix unitarity, which implies
V ∗ubVud + V
∗
cbVcd + V
∗
tbVtd = 0, (3.51)
i.e., at the leading order in λ,
V ∗ub + Vtd = Aλ
3, (3.52)
follows the relation
α + β + δ = π. (3.53)
Obviously, CKM–matrix unitarity impose also other constraints, in addition to Eq. (3.51),
which can be re–formulated in terms of different triangles. However, the one in fig. 6 is
the most interesting one since the three sizes are of the same order in λ and thus the
triangle is not degenerate.
Limits on CKM–parameter ρ and η (§ tab. 2), coming both from K and B physics, put
some constraints on the angles α, β and δ. Recent correlated analyses of such limits24,89
lead to the conclusion that, whereas sin 2δ and sin 2α can vanish, sin 2β is necessarily
different from zero and possibly quite large:
0.23 ≤ sin 2β ≤ 0.84. (3.54)
Fortunately, the measurement of sin 2β is also the most accessible from the experimental
point of view. Indeed, the decay Bd → ΨKS,L is dominatedk by the tree–level process
b¯ → cc¯s, thus, according to Eq. (3.49), from this decay is possible to extract in a clean
k Actually there is also a small contribution coming from the penguin diagram b¯ → sqq¯, however this
term has the same weak phase (zero in the standard CKM parametrization) of the dominant one.
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way sin 2β = λΨK . The measurement of λΨK is one of the main goal of next–generation
high–precision experiments on B decays and will represent a fundamental test for the
CKM mechanism of CP violation.
The measurements of the other two phases (α and δ), very interesting from the the-
oretical point of view, both to exclude new ‘super–weak’ models (models where CP is
generated only by |∆S| = 2 and |∆B| = 2 interactions) and to test CKM–matrix uni-
tarity (limiting the presence of new quark families), are much more difficult. In the case
of α, for instance, the most promising channel is the decay Bd → ππ, dominated by the
tree–level transition b¯→ uu¯d, but the very small branching ratio and the contamination
of penguin diagrams with different weak phases90, makes the measurement of λππ quite
difficult and the successive extraction of sin 2α not very clean. A detailed analysis of all
the processes that can be studied in order to measure these phases is beyond the purpose
of this article, we refer the reader to the numerous works on this subject which are present
in the literature (see e.g. Refs.35,88,90−92 and references cited therein).
4 Chiral Perturbation Theory.
As already stated in the previous section, color interactions between quarks and gluons
are non perturbative at low energies, and the confinement phenomenon is probably the
most evident consequence of this behaviour. Nevertheless, from the experimental point
of view is known that at very low energies pseudoscalar–octet mesons (§ tab. 3) interact
weakly, both among themselves and with nucleons. Therefore it is reasonable to expect
that with a suitable choice of degrees of freedom QCD can be treated perturbatively even
at low energies. Chiral Perturbation Theory25−27 (CHPT), using the pseudoscalar–octet
mesons as degrees of freedom, has exactly this goal.a
Neglecting light quark masses, the QCD lagrangian
L˜QCD =
∑
q=u,d,s
q¯γµ
(
i∂µ − gsλa
2
Gaµ
)
q − 1
4
GaµνG
aµν +O(heavy quarks), (4.1)
a part from the local invariance under SU(3)C , possesses a global invariance under
SU(Nql)L×SU(Nql)R×U(1)V ×U(1)A, where Nql = 3 is the number of massless quarks.
The U(1)V symmetry, which survives also in the case of non–vanishing quark masses,
is exactly conserved and its generator is the barionic number. On the other hand, the
U(1)A symmetry is explicitly broken at the quantum level by the abelian anomaly
98,14.
G = SU(3)L × SU(3)R is the group of chiral transformations:
ψ
L,R
G−→ g
L,R
ψ
L,R
, where ψ =
 ud
s
 and g
L,R
∈ G, (4.2)
a For excellent reviews on CHPT and, in particular, for its applications in kaon dynamics see
Refs.38,39,51,93−97.
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spontaneously broken by the quark condensate (〈0|ψ¯ψ|0〉 6= 0). The subgroup which
remains unbroken after the breaking of G is H = SU(3)V ≡ SU(3)L+R (the famous
SU(3) of the ‘eightfold way’6); as a consequence the coset space G/H is isomorphic to
SU(3).
The fundamental idea of CHPT is that, in the limit mu = md = ms = 0 (chiral
limit), pseudoscalar–octet mesons are Goldstone bosons generated by the spontaneous
breaking of G into H . Since Goldstone fields can be always re-defined in such a way that
interact only through derivative couplings28, this hypothesis justify the soft behaviour
of pseudoscalar interactions at low energies. If these mesons were effectively Goldstone
bosons, they should be massless, actually this is not the case due to the light–quark–mass
terms which explicitly break G. Nevertheless, since mu,d,s < Λχ, is natural to expect that
these breaking terms can be treated as small perturbations. The fact that pseudoscalar–
meson masses are much smaller than the typical hadronic scale (M2π/Λ
2
χ ≪ 1) indicates
that also this hypothesis is reasonable. Summarizing, the two basic assumptions of CHPT
are97:
[1] In the chiral limit, pseudoscalar–octet mesons are Goldstone bosons originated by
the spontaneous breaking of G into H.
[2] The mass terms of light quarks can be treated as perturbations.
According to these hypotheses, to describe QCD interactions of pseudoscalar mesons
is necessary to consider the most general lagrangian invariant under G, written in terms
of Goldstone–boson fields, and add to it the breaking terms, which transform linearly
under G.25 The problem of this approach is that the lagrangian built in this way is non
renormalizable and thus contains an infinite number of operators. Nevertheless, as we
shall see in the following, in the case of low energy processes (E < Λχ), the error done by
considering only a finite number of such operators is under control (of order (E/Λχ)
n) .
4.1 Non–linear realization of G.
Goldstone–boson fields parametrize the coset space G/H and thus do not transform lin-
early under G. The general formalism to construct invariant operators, or operators which
transform linearly, in terms of the Goldstone–boson fields of a spontaneously broken (com-
pact, connected and semisimple) symmetry, has been analyzed in detail by Callan, Cole-
man, Wess and Zumino99,100. In this subsection we shall only illustrate the application of
this formalism to the chiral symmetry case.
First of all is possible to define a unitary matrix u (3 × 3), which depends on the
Goldstone–boson fields (φi), and which transforms in the following way:
u(φi)
G−→ g
R
u(φi)h
−1(g, φi) = h(g, φi)u(φi)g−1L
u(φi)
† G−→ g
L
u(φi)
†h−1(g, φi) = h(g, φi)u(φi)
†g−1
R
, (4.3)
where h(g, φi), the so–called ‘compensator–field’, is an element of the subgroup H . If
g ∈ H , h is a unitary matrix, independent of the φi, which furnishes a linear representation
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of H : if Ψ is a matrix which transforms linearly under H , then
Ψi
G−→ h(g, φi)Ψih−1(g, φi). (4.4)
There are different parametrizations of u in terms of the fields φi, which correspond to
different choices of coordinates in the coset space G/H . A convenient parametrization is
the exponential parametrization:b
u2 = U = ei
√
2Φ/F ,
Φ =
1√
2
∑
i
λiφ
i =

π0√
2
+
η8√
6
π+ K+
π− − π
0
√
2
+
η8√
6
K0
K− K¯0 −2η8√
6

, (4.5)
where F is a dimensional constant (dim[F ]=dim[Φ]) that, as we shall see, can be related
to the pseudoscalar–meson decay constant. Note that U
G−→ gRUg−1L .
Successively, it is convenient to introduce the following derivative operators:
uµ
.
= i(u†∂µu− u∂µu†) = iu†∂µUu† = u†µ uµ G−→ huµh†, (4.6)
which transforms like Ψ, and
Γµ
.
=
1
2
(u†∂µu+ u∂µu†) = −Γ†µ Γµ G−→ hΓµh† + h∂µh†, (4.7)
which let us build the covariant derivative of Ψ:
▽µ Ψ = ∂µΨ− [Γµ,Ψ]. (4.8)
With these definitions is very simple to construct the operators we are interested in: if
A is any operator which transforms linearly under H (like Ψ, uµ and their covariant
derivatives), then uAu† and u†Au transforms linearly under G, whereas their trace is
invariant:
uAu† G−→ g
R
(uAu†)g−1
R
,
u†Au G−→ g
L
(u†Au)g−1
L
. (4.9)
4.2 Lowest–order lagrangians.
In absence of external fields, the invariant operator which contains the lowest number of
derivatives is unique:c 〈uµuµ〉 = 〈∂µU∂µU †〉. Fixing the coupling constant of this operator
in order to get the kinetic term of spin–less fields, leads to:
L˜(2)S =
F 2
4
〈∂µU∂µU †〉 = 1
2
∂µΦ∂
µΦ +O(Φ4). (4.10)
b We denote by η8 the octet component of the η meson.
c We denote by 〈A〉 the trace of A.
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This lagrangian is the chiral realization, at the lowest order in the derivative expansion,
of L˜QCD.
To include explicitly breaking terms, and to generate in a systematic way Green func-
tions of quark currents, is convenient to modify L˜QCD, i.e. the QCD lagrangian in the
chiral limit, coupling external sources to quark currents. Following the work of Gasser
and Leutwyler26,27, we introduce the sources vµ, aµ, sˆ and pˆ, so that
rµ = vµ + aµ
G−→ g
R
rµg
−1
R
,
lµ = vµ − aµ G−→ gLlµg−1L ,
sˆ+ ipˆ
G−→ g
R
(sˆ+ ipˆ)g−1
L
,
sˆ− ipˆ G−→ g
L
(sˆ− ipˆ)g−1
R
, (4.11)
and we consider the lagrangian
LQCD(v, a, sˆ, pˆ) = L˜QCD + ψ¯γµ(vµ + aµγ5)ψ − ψ¯(sˆ− ipˆγ5)ψ. (4.12)
By this way we achieve two interesting results97:
• The generating functional
eiZ(v,a,sˆ,pˆ) =
∫
DqDq¯DG ei
∫
d4xLQCD(v,a,sˆ,pˆ) (4.13)
is explicitly invariant under chiral transformations, but the explicit breaking of G
can be nonetheless obtained by calculating the Green functions, i.e. the functional
derivatives of Z(v, a, sˆ, pˆ), at
vµ = aµ = pˆ = 0 sˆ = Mq = diag(mu, md, ms). (4.14)
• The global symmetry G can be promoted to a local one modifying the transformation
laws of lµ and rµ in
rµ = vµ + aµ
G−→ g
R
rµg
−1
R
+ igR∂µg
−1
R ,
lµ = vµ − aµ G−→ gLlµg−1L + igL∂µg−1L . (4.15)
By this way the gauge fields of electro–weak interactions (§ sect. 3) are automatically
included in vµ and aµ:
vµ = −eQAµ − g
cos θW
[
Q cos(2θW )− 1
6
]
Zµ − g
2
√
2
(
T+W
+
µ + h.c.
)
,
aµ = +
g
cos θW
[
Q− 1
6
]
Zµ +
g
2
√
2
(
T+W
+
µ + h.c.
)
, (4.16)
with Q =
1
3
 2 0 00 −1 0
0 0 −1
 and T+ =
 0 Vud Vus0 0 0
0 0 0
 . (4.17)
As a consequence, Green functions for processes with external photons, Z or W
bosons, can be simply obtained as functional derivatives of Z(v, a, sˆ, pˆ).
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The chiral realization of LQCD(v, a, sˆ, pˆ), at the lowest order in the derivative expansion,
is obtained by L˜(2)S including external sources in a chiral invariant way. Concerning spin–1
sources this is achieved by means of the ‘minimal substitution’:
∂µU → DµU = ∂µU − irµU + iUlµ. (4.18)
Non–minimal couplings, which could be built with the tensors
F µνL = ∂
µlν − ∂ν lµ − i [lµ, lν ] ,
F µνR = ∂
µrν − ∂νrµ − i [rµ, rν] , (4.19)
are absent at the lowest order sinced
U O(p0),
uµ, aµ, vµ O(p1),
F µνL,R O(p
2). (4.20)
Regarding spin–0 sources, it is necessary to establish which is the order, in the deriva-
tive expansion, of sˆ and pˆ. The most natural choice is given by26,27:
sˆ, pˆ O(p2). (4.21)
As we shall see in the following, this choice is well justified a posteriori by the Gell–Mann–
Okubo relation.
4.2.1 The strong lagrangian.
Now we are able to write down the most general lagrangian invariant under G, of order
p2, which includes pseudoscalar mesons and external sources:
L(2)S =
F 2
4
〈DµUDµU † + χU † + Uχ†〉, χ .= 2B(sˆ+ ipˆ). (4.22)
The two arbitrary constants (not fixed by the symmetry) F and B, which appear in
L(2)S , are related to two fundamental quantities: the pion decay constant Fπ, defined by
〈0|ψ¯γµγ5ψ|π+(p)〉 .= i
√
2Fπp
µ, (4.23)
and the quark condensate 〈0|ψ¯ψ|0〉. Indeed, differentiating with respect to the external
sources, we obtain
Fπ = −i pµ√
2p2
〈0|δL
(2)
S
δaµ
|π+(p)〉 = F, (4.24)
〈0|ψ¯ψ|0〉 = −〈0|δL
(2)
S
δsˆ
|0〉 = −F 2B. (4.25)
d From now on, we shall indicate with O(pn) ∼ O(∂nφ) terms of order n in the derivative expansion.
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It is important to remark that relations (4.24–4.25) are exactly valid only in the chiral
limit, in the real case (mq 6= 0) are modified at order p4 (§ sect. 4.3).
The pion decay constant is experimentally known from the process π+ → µ+ν: Fπ =
92.4 MeV, on the other hand the products Bmu, Bmd and Bms are fixed by the following
identities:
M2π+ = (mu +md)B,
M2K+ = (mu +ms)B,
M2K0 = (md +ms)B. (4.26)
The analogous equation for M2η8 contains no free parameter and give rise to a consistency
relation:
3M2η8 = 4M
2
K −M2π , (4.27)
the well–known Gell–Mann–Okubo relation6,7.
Assuming that the quark condensate does not vanish in the chiral limit, i.e. that
B(mq → 0) 6= 0, from relations (4.26) it is easier to understand why we have chosen
sˆ ∼ O(p2). This choice is justified a posteriori by Eq. (4.27) and a priori by lattice
calculations of the ratio B/F (see references cited in Ref.97), nevertheless it is important
to remark that it is an hypothesis which go beyond the fundamental assumptions of CHPT.
Eq. (4.21) has also the big advantage to facilitate the power counting in the derivative
expansion (this choice avoids Lorentz–invariant terms of order p2n+1). The approach of
Stern and Knecht101, i.e. the hypothesis that the quark condensate could be very small,
or even vanishing, in the chiral limit (so that O(m2q) corrections to Eqs. (4.26) cannot
be neglected) gives rise to a large number of new operators for any fixed power of p and
strongly reduces the predictive power of the theory.e
4.2.2 The non–leptonic weak lagrangian.
The lagrangian (4.22) let us to calculate at order p2 Green functions for weak and elec-
tromagnetic transitions, beyond the strong ones, in processes with external gauge fields,
like semileptonic kaon decays. However, the lagrangian (4.22) is not sufficient to describe
non–leptonic decays of K mesons, since, as shown in sect. 3.2, in this case is not possible
to trivially factorize strong–interaction effects. The correct procedure to describe these
processes, is to build the chiral realization of the effective hamiltonian (3.30).
Under SU(3)L×SU(3)R transformations, the operators of Eq. (3.29) transform linearly
in the following way:
O1, O2, O9 (8L, 1R) + (27L, 1R),
Oc1, O
c
2, O3, O4, O5, O6 (8L, 1R),
O7, O8 (8L, 8R).
(4.28)
e See Ref.97 for a complete discussion about the relation between ‘standard’ CHPT (sˆ ∼ O(p2)) and
‘generalized’ CHPT (sˆ ∼ O(p)).
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Analogously to the case of light–quark mass terms, chiral operators which transform like
the Oi can be built introducing appropriate scalar sources. As an example, to build the
(8L, 1R) operators, we introduce the source
λˆ
G−→ g
L
λˆg−1
L
(4.29)
and we consider all the operators, invariant under G, linear in λ (operators bilinear in
λ correspond to terms of order G2F in the effective hamiltonian). Successively, fixing the
source to the constant value
λˆ→ λ = 1
2
(λ6 − iλ7), (4.30)
we select the ∆S = 1 component of all possible (8L, 1R) operators. For (27L, 1R) terms
the procedure is very similar, the only change is the source structure. On the other hand
for (8L, 8R) operators, generated by electromagnetic–penguin diagrams (§ sect. 3.2), is
necessary to introduce two sources, corresponding to charged and neutral currents. The
lowest order operators obtained by this procedure are102,103:
W
(2)
8 = 〈λLµLµ〉 (8L, 1R) O(p2),
W
(2)
27 = (Lµ)23(L
µ)11 +
2
3
(Lµ)21(L
µ)13 (27L, 1R) O(p
2),
W
(0)
8 = F
2〈λU †QU〉 (8L, 8R) O(p0),
(4.31)
where Lµ = u
†uµu. Whereas singlets under SU(3)R are of order p2, the (8L, 8R) operator
is of order p0. This however is not a problem, since electromagnetic–penguin operators at
the quark level (O7 and O8 in the basis (3.29)) are suppressed by a factor e
2 with respect
to the dominant terms. Thus the chiral lagrangian for |∆S| = 1 non–leptonic transitions,
at order (GFp
2e0) + (GFp
0e2), is given by:
L(2)W =
GF√
2
λuF
4
 ∑
i=8,27
giW
(2)
i + g8W
(0)
8
+ h.c. (4.32)
The three constants gi which appear in L(2)W are not fixed by chiral symmetry but is
natural to expect them to be of the order of the Wilson coefficients of table 5. The gi are
real in the limit where CP is an exact symmetry.
In principle, the gi could be determined either by comparison with experimental data,
on K → 2π or K → 3π, or by by comparison with theoretical estimates, coming from
lattice QCD or other non–perturbative approaches78,67−105. In practice, the choice is re-
duced because: i) there are no experimental information on the imaginary parts of the
weak amplitudes; ii) lattice calculations for the real parts of K → 2π amplitudes are still
not reliable (the estimates are dominated by the large errors on the B-factors of O1 and
O2); iii) all the other non–perturbative approaches are affected from large theoretical un-
certainties. As a consequence, in our opinion the best choice to determine the gi is to fix
the real parts by comparison with experimental data (those on K → 2π for simplicity),
and to fix the imaginary parts by comparison with lattice calculations106.
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Using the lagrangian (4.32) at tree level, from Eqs. (2.27) and (3.38) follows:f
A0 =
√
2F
[(
M2K −M2π
)(
G8 +
1
9
G27
)
− 2
3
F 2G8
]
, (4.33)
A′2 = F
[
10
9
G27
(
M2K −M2π
)
− 2
3
F 2G8
]
, (4.34)
where, for simplicity, we have introduced the dimensional couplings Gi = GFλugi/
√
2. Ne-
glecting the contribution of the (8L, 8R) operator,
g the comparison with the experimental
data (2.35–2.36) leads to:
|G8| = 9.1× 10−6 GeV−2, (4.35)
g27/g8 =
9
√
2ω
10
= 5.7× 10−2. (4.36)
Note that the value of g8 corresponding to (4.35) is about five times larger than the one
obtained from (3.27) in the factorization hypothesis38.
Regarding the imaginary parts, the comparison with the results shown in sect. 3.3
leads to106:
ℑmg8 = ℑm
(
λt
λu
) [
C1
3
B
1/2
1c + C2B
1/2
2c +
C3
3
B
1/2
3 + C4B
1/2
4
−
(
C5
3
B
1/2
5 + C6B
1/2
6
)
Z
X
− C9
3
B
1/2
9
]
,
ℑmg27 = ℑm
(
λt
λu
) [
6C9
9
B
3/2
9
]
,
ℑmg8 = ℑm
(
λt
λu
) [
−C7B3/27 − 3C8B3/28
] ( Y√
2F 3π
)
. (4.37)
Once fixed the gi, by comparison with K → 2π amplitudes, the theory is absolutely
predictive in all other non–leptonic channels: the comparison between these predictions
and the experimental data leads to useful indications about the convergence of the deriva-
tive (or chiral) expansion. In table 7 we report the results of a fit107 on the experimen-
tal data, together with the predictions of L(2)W , for the dominant K → 3π amplitudes
(§ sect. 5). As can be noticed, the discrepancy between lowest order (order p2) chiral
predictions and data is about 30%. To obtain a better agreement is necessary to consider
next–order (order p4) corrections107. As we shall see in sect. 6, the need of considering
O(p4) terms is even more evident in the case of radiative decays, where the lowest order
predictions vanish except for the bremsstrahlung amplitudes.
f In the following we will neglect isospin–breaking effects but in ǫ′/ǫ (§ sect. 3.3), since there are not
sufficient data to systematically analyze isospin breaking beyond K → 2π93,107.
g As can be seen from Eq. (3.30), the contribution of (8L, 8R) operators in the real parts is completely
negligible.
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amplitude exper. fit O(p2)− prediction
ac −95.4± 0.4 −76.0 ± 0.3
an +84.4± 0.6 +69.9± 0.6
bc −26.9± 0.3 −17.5 ± 0.1
bn −28.1± 0.5 −18.0 ± 0.2
b2 −3.9 ± 0.4 −3.1± 0.4
Table 7: Comparison between experimental data and lowest order CHPT predictions for
the dominant K → 3π amplitudes107 (§ sect. 5).
4.3 Generating functional at order p4.
In the previous subsection we have seen how to build the chiral realization of LQCD and of
the non–leptonic effective hamiltonian at the lowest order in the chiral expansion. At this
order Green functions can be calculated using the above lagrangians at tree level. On the
other hand, at the next order, is necessary to calculate the whole generating functional
to obtain Green functions in terms of meson fields.
In the case of strong interactions we can rewrite the generating functional (4.13) in
the following way:
eiZ(v,a,sˆ,pˆ) =
∫
DU(Φ) ei
∫
d4xLS(U,v,a,sˆ,pˆ) (4.38)
where LS(U, v, a, sˆ, pˆ) is a local function of meson fields and external sources. Since
Z(v, a, sˆ, pˆ) is locally invariant for chiral transformations, except for the anomalous
term108,109, it is natural to expect that also LS(U, v, a, sˆ, pˆ) be locally invariant25. In-
deed, it has been shown by Leutwyler110 that the freedom in the definition of U and LS
let us always to put the latter in a locally–chiral–invariant form. Only the anomalous part
of the functional cannot be written in terms of locally–invariant operators111,112.
The expansion of LS in powers of p, by means of the power counting rules (4.20–4.21),
LS = L(2)S + L(4)S + ..., (4.39)
induces a corresponding expansion of the generating functional. At the lowest order we
have
Z(2)(v, a, sˆ, pˆ) =
∫
d4xL(2)S (U, v, a, sˆ, pˆ). (4.40)
At the next order is necessary to consider both one–loop amplitudes generated by L(2)S
and local terms of L(4)S . As anticipated at the beginning of this section, L(2)S is non renor-
malizable, however, by symmetry arguments, all one–loop divergences generated by L(2)S
which cannot be re–absorbed in a re–definition of L(2)S coefficients have exactly the same
structure of L(4)S local terms. The same happens at order p6: non–re–absorbed divergences
generated at two loop by L(2)S and at one loop by L(4)S have the structure of L(6)S local
terms. Thus the theory is renormalizable order by order in the chiral expansion.
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It is important to remark that loops play a fundamental role: generating the imaginary
parts of the amplitudes let us to implement the unitarity of the theory in a perturbative
way.
Furthermore, the loop expansion suggests a natural scale for the expansion in powers
of p, i.e. for the scale Λχ which rules the suppression (p
2/Λ2χ) of O(p
n+2) terms with respect
to O(pn) ones. Since any loop carries a factor 1/(4πF )2 (1/F 2 comes from the expansion
of U and 1/16π2 from the integration on loop variables), the naive expectation is113
Λχ ∼ 4πFπ = 1.2 GeV. (4.41)
Obviously Eq. (4.41) is just and indicative estimate of Λχ, more refined analysis suggests
that is lightly in excess (see the discussion in Ref.97), but it is sufficient to understand
that in kaon decays, where |p| ≤ MK , the convergence might be slow, as shown in the
previous subsection.
At order p4, beyond loops and local terms of L(4)S there is also the anomalous term, the
so–called Wess–Zumino–Witten functional111,112 (ZWZW ). Thus the complete expression
of Z(4) is:
Z(4)(v, a, sˆ, pˆ) =
∫
d4xL(4)S (U, v, a, sˆ, pˆ) + Z(4)1−loop + ZWZW . (4.42)
Whereas ZWZW is finite and is not renormalized (§ sect. 4.3.2), Z(4)1−loop is divergent and is
necessary to regularize it. Using dimensional regularization, chiral power counting insures
that the divergent part of Z
(4)
1−loop is of order p
4 and, as already stated, has the structure
of L(4)S local terms. In d dimension we can write
Z
(4)
1−loop = −Λ(µ)
∑
i
γiO
(4)
i + Z
(4)fin
1−loop(µ), (4.43)
where
Λ(µ) =
µd−4
(4π)2
{
1
d− 4 −
1
2
[ln(4π) + 1 + Γ′(1)]
}
, (4.44)
γi are appropriate coefficients, independent of d, and Z
(4)fin
1−loop(µ) is finite in the limit d→ 4.
By this way, calling Li the coefficients of L(4)S operators:
L(4)S =
∑
i
LiO
(4)
i , (4.45)
and defining
Li = L
r
i (µ) + γiΛ(µ), (4.46)
the sum of the first two terms in Eq. (4.42) is renormalized:∫
d4xL(4)S (Li) + Z(4)1−loop =
∫
d4xL(4)S (Lri (µ)) + Z(4)fin1−loop(µ). (4.47)
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4.3.1 O(p4) Strong counterterms.
The most general lagrangian of order p4, invariant under local–chiral transformations,
Lorentz transformations, P , C and T , consists of 12 operators26:
L(4)S = L1〈DµU †DµU〉2 + L2〈DµU †DνU〉〈DµU †DνU〉
+ L3〈DµU †DµUDνU †DνU〉 + L4〈DµU †DµU〉〈χ†U + U †χ〉
+ L5〈DµU †DµU(χ†U + U †χ)〉+ L6〈χ†U + U †χ〉2 + L7〈χ†U − U †χ〉2
+ L8〈χ†Uχ†U + U †χU †χ〉 − iL9〈F µνR DµUDνU † + F µνL DµU †DνU〉
+ L10〈U †F µνR UFLµν〉+ L11〈F µνR FRµν + F µνL FLµν〉+ L12〈χχ†〉. (4.48)
Since at order p4 this lagrangian operate only at the tree level, the equation of motion of
L
(2)
S ,
✷UU † − U✷U † = χU † − Uχ† − 1
3
〈χU † − Uχ†〉, (4.49)
has been used to reduce the number of independent terms26.
The constants L1 ÷ L10 of Eq. (4.48) are not determined by the theory alone and
must be fixed by experimental data. The value of the renormalized constants, defined by
Eq. (4.46), together with the corresponding scale factor γi and the processes used to fix
them are reported in table 8 at µ = Mρ ≃ 770 MeV. To obtain the Lri (µ) at different
scales, using Eq. (4.46) we find
Lri (µ1) = L
r
i (µ2) +
γi
(4π)2
ln
µ2
µ1
. (4.50)
It is important to remark that the processes where the Lri (µ) appear are more than those
used to fix them, thus the theory is predictive (see e.g. Refs.97,39 for a discussion on CHPT
tests in the sector of strong–interactions).
The constants L11 and L12 are not measurable because the corresponding operators
are contact terms of the external–field, necessary to renormalize the theory but without
any physical meaning.
Finally, using the Lri (Mρ) fixed by data, we can verify the reliability of the naive
estimate of Λχ (4.41). Using, as an example, L
r
9(Mρ) (the largest value in table 8), from
the tree–level calculation of the electromagnetic pion form factor, follows
f e.m.π (t)
.
= 1 + 〈r2〉πV t+O(t2) = 1 +
2Lr9(Mρ)
F 2π
t+O(t2), (4.51)
which implies
Λ2χ
>∼
F 2π
2Lr9(Mρ)
≃M2ρ . (4.52)
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i Lri (Mρ)× 103 process γi
1 0.4± 0.3 Ke4, ππ → ππ 3/32
2 1.35± 0.3 Ke4, ππ → ππ 3/16
3 −3.5± 1.1 Ke4, ππ → ππ 0
4 −3.5± 0.5 Zweig rule 1/8
5 1.4± 0.5 FK/Fπ 3/8
6 −0.2± 0.3 Zweig rule 11/144
7 −0.4± 0.2 Gell-Mann-Okubo, L5, L8 0
8 0.9± 0.3 MK0 −MK+ , L5 5/48
9 6.9± 0.7 〈r2〉πV 1/4
10 −5.5± 0.7 π → eνγ −1/4
11 −1/8
12 5/24
Table 8: Values of the Lri (Mρ), processes used to fix them, and relative scale factors
114.
4.3.2 The WZW functional.
The generating functional which reproduces the QCD chiral anomaly in terms of meson
fields was originally built by Wess and Zumino111, successively has been re–formulated by
Witten112 in the following way:
ZWZW (l, r) = − iNc
240π2
∫
M5
d5xǫijklm〈U †∂iU∂jU †∂kU∂lU †∂mU〉
− iNc
48π2
∫
d4xǫµνρσ [W (U, l, r)µνρσ −W (1, l, r)µνρσ] , (4.53)
where
W (U, l, r)µνρσ = 〈UlµlνlρU †rσ + 1
4
UlµU
†rνUlρU †rσ + iU∂µlν lρU †rσ
+i∂µrνUlρU
†rσ − iU †∂µUlνU †rρUlσ − ∂µU †∂νrρUlσ
+∂µU
†∂νUU †rρUlσ + U †∂µUlν∂ρlσ + U †∂µU∂ν lρlσ
−iU †∂µUlν lρlσ + 1
2
U †∂µUlνU †∂ρUlσ + iU †∂µU∂νU †∂ρUlσ
−(U ↔ U †, lµ ↔ rµ)〉. (4.54)
The ZWZW functional let us to compute all the contributions generated by the chiral
anomaly to electromagnetic and semileptonic decays of pseudoscalar mesons. This does
not mean that there are no other contributions to these decays. However, since ZWZW
satisfies the anomalous Ward identities, contributions not generated by ZWZW must be
locally invariant under chiral transformations.
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Chiral power counting insures that ZWZW coefficients are not renormalized by next–
order contributions (for a detailed discussion about the odd–intrinsic–parity sector at
O(p6) see Refs.115,97).
4.3.3 O(p4) Weak counterterms.
Also in the case of non–leptonic transitions, in order to calculate the Green functions
at order p4 is convenient to introduce an appropriate generating functional. Since we
are interested only in contributions of order GF , we proceed analogously to the strong
interaction case (§ sect. 4.3) with the simple substitution
L(2)S → L(2)S + L(2)W ,
L(4)S → L(4)S + L(4)W , (4.55)
where L(4)W is an O(p4) lagrangian that transforms linearly under G like L(2)S and conse-
quently absorbs all one–loop divergences generated by L(2)S ×L(2)W .
The operators of order p4 which transforms like (8L, 1R) and (27L, 1R) under G, have
been classified for the first time by Kambor, Missimer and Wyler116: the situation is worse
than in the strong case because the number of independent operators is much larger. For
this reason, since ∆I = 3/2 amplitudes are experimentally very suppressed, following
Ecker, Kambor and Wyler117 we shall limit to consider only (8L, 1R) operators.
In Ref.117 the number of independent (8L, 1R) operators has been reduced to 37 using
the lowest order equation of motion for U and the Cayley–Hamilton theorem. Successively,
terms that contribute only to processes with externalW bosons (i.e. terms which generate
O(G2F ) corrections to semileptonic decays) and contact terms have been isolated. By
this way, the number of independent operators relevant to non–leptonic kaon decays at
O(GFp
4) turns out to be only 22.
In the basis of Ref.117 the (8L, 1R) component of the O(p
4) weak lagrangian is written
in the following way
L(4)W = G8F 2
37∑
i=1
NiW
(4)
i + h.c., (4.56)
where the Ni are adimensional constants. The 22 relevant–operator W
(4)
i are reported in
table 9, where, for simplicity, has been introduced the fields
fµν± = uF
µν
L u
† ± u†F µνR u, f˜±µν = ǫµνρσf ρσ± ,
χ± = u†χu† ± uχu. (4.57)
Analyzing the effects of theW
(4)
i in K → 2π,K → 3π, K → πγ∗, K → πγγ, K → 2πγ
andK → 3πγ decays, some interesting consequences (which we shall discuss more in detail
in the next sections) can be deduced:
• It is not possible to fix the coefficients N5 ÷N13: their effect is just to renormalize
the value of G8 fixed at O(p
2) (in principle, some combinations could be fixed by
off–shell processes, like K → ππ∗).
42
i W
(4)
i decay channel γi
1 〈λu†uµuµuνuνu〉 ≥ 3π 2
2 〈λu†uµuνuνuµu〉 ≥ 3π −1/2
3 〈λu†uµuνu〉〈uµuν〉 ≥ 3π 0
4 〈λu†uµu〉〈uµuνuν〉 > 3π 1
5 〈λu†{χ+, uµuµ}u〉 ≥ 2π 3/2
6 〈λu†uµu〉〈χ+uµ〉 ≥ 2π −1/4
7 〈λu†χ+u〉〈uµuµ〉 ≥ 2π −9/8
8 〈λu†uµuµu〉〈χ+〉 ≥ 2π −1/2
9 〈λu† [χ−, uµuµ] u〉 ≥ 2π 3/4
10 〈λu†χ2+u〉 ≥ 2π 2/3
11 〈λu†χ+u〉〈χ+〉 ≥ 2π −13/18
12 〈λu†χ2−u〉 ≥ 2π −5/12
13 〈λu†χ−u〉〈χ−〉 ≥ 2π 0
14 i〈λu†{fµν+ , uµuν}u〉 ≥ πγ (E) 1/4
15 i〈λu†uµfµν+ uνu〉 ≥ πγ (E) 1/2
16 i〈λu†{fµν− , uµuν}u〉 ≥ 2πγ (E) −1/4
17 i〈λu†uµfµν− uνu〉 ≥ 2πγ (E) 0
18 〈λu†
(
f 2+µν − f 2−µν
)
u〉 ≥ πγγ (E) −1/8
28 iǫµνρσ〈λu†uµu〉〈uνuρuσ〉 ≥ 3πγ (M) 0
29 〈λu†
[
f˜+µν − f˜−µν , uµuν
]
u〉 ≥ 2πγ (M) 0
30 〈λu†uµu〉〈uν f˜+µν〉 ≥ πγ (M) 0
31 〈λu†uµu〉〈uν f˜−µν〉 ≥ 2πγ (M) 0
Table 9: W
(4)
i operators, in the basis of Ref.
117, relevant to non–leptonic kaon decays at
O(GF ), with relative scale factors. In the third column are indicated the processes which
the operators can contribute to: the symbol > indicates that π or γ can be added, whereas
(E) and (M) indicate electric and magnetic transitions, respectively; no distinction is
made for real or virtual photons.
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• Two combinations of N1 ÷N3 can be fixed by widths and linear slopes of K → 3π,
then is possible to make predictions for the quadratic slopes of these decays118
(§ sect. 5). As shown in Ref.119, radiative non–leptonic processes do not add further
information about N1 ÷N13.
• The coefficients N14 ÷N18 and three independent combinations of N28 ÷N31 could
in principle fixed by the analysis of radiative non–leptonic decays (unfortunately
present data are too poor). Then, also in this case several predictions could be
made120 (§ sect. 6).
Obviously, the above statements are valid only for the real parts of the coefficients
Ni. For what concerns the imaginary parts, related to CP violation, up to now there
are neither useful experimental informations nor lattice results. In order to make definite
predictions is necessary to implement an hadronization model. Nevertheless, as we shall
see in the following, chiral symmetry alone is still very useful to relate each other different
CP–violating observables.
4.4 Models for counterterms.
Due to the large number of O(p4) counterterms, both in the strong and expecially in
the non–leptonic weak sector, it is interesting to consider theoretical models which let
us to predict the value of counterterms at a given scale. By construction these models
have nothing to do with the chiral constraints, already implemented, but are based on
additional less–rigorous assumptions dictated by the phenomenology of strong interactions
at low energy.
There are different classes of such models (for an extensive discussion see Ref.38,39);
one of the most interesting hypothesis is the idea that counterterms are saturated,
around µ = Mρ, by the contributions coming from low–energy–resonance (ρ, ω, η
′, etc...)
exchanges121,122. In the framework of this hypothesis (known as ‘chiral duality’) it is as-
sumed that the dominant contribution is generated by spin–1 mesons, in agreement with
the old idea of ‘vector meson dominance’.
In order to calculate the resonance contribution to counterterms, is necessary: i) to
consider the most general chiral–invariant lagrangian containing both resonance and pseu-
doscalar meson fields; ii) to integrate over the resonance degrees of freedom, in order to
obtain a non–local effective action for pseudoscalar mesons only; iii) to expand this ac-
tion in terms of local operators. Since strong and electromagnetic coupling constants of
resonance fields are experimentally known, in the case of L(4)S this procedure leads to
interesting unambiguous predictions122.
As an example, to calculate spin–1 resonance effects, we can introduce two antisymmet-
ric tensors V µν and Aµν , which describe the SU(3)L+R octets of 1
−− and 1++ resonances,
and which under G transform in the following way:
Rµν
G−→ h(g, φi)Rµνh−1(g, φi) Rµν = V µν , Aµν . (4.58)
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The lowest–order chiral lagrangian describing V µν and Aµν interactions with pseudoscalar
mesons and gauge fields is:h
L(2)V,A = Lkin(V ) + Lkin(A) +
FV
2
√
2
〈Vµνfµν+ 〉
+
iGV√
2
〈Vµνuµuν〉+ FA
2
√
2
〈Aµνfµν− 〉, (4.59)
where
Lkin(R) = −1
2
〈▽µRµν ▽σ Rσν〉+ 1
4
M2R〈RµνRµν〉. (4.60)
Integrating over resonance degrees of freedom and expanding up to O(p4), leads to identify
the following contribution to the Li:
LV1 =
G2V
8M2V
, LV2 = −LV3 /3 = 2LV1 , LV9 =
FVGV
2M2V
,
LV10 =
F 2A
4M2A
− F
2
V
4M2V
, LV4 = L
V
5 = L
V
6 = L
V
7 = L
V
8 = 0.
(4.61)
The constants GV , FV and FA can be experimentally fixed by the measurements of Γ(V →
ππ), Γ(V → e+e−) and Γ(A→ πγ), respectively. The results obtained by this procedure
for the non–vanishing LVi are reported in the second column of table 10: as can be noticed
the agreement with the fitted Li is very good. For the constants L4−8, which do not
receive any contribution from spin–1 resonances, is necessary to calculate the contribution
of scalar resonances. At any rate, as can be noticed from table 8, these constants have
smaller values respect to the dominant ones (L3, L9 and L10) to which spin–1 resonance
contribute. We finally note that imposing on the lagrangian (4.59) Weinberg sum rules124
and the so–called KSFR relations125,126 (which are in good agreement with experimental
data) then FV , GV , FA and MA satisfy the following identities:
FV = 2GV =
√
2FA =
√
2Fπ, MA =
√
2MV . (4.62)
As a consequence, in this case the LVi can be expressed in term of a single parameter:
MV . The values of the L
V
i thus obtained are reported in the third column of table 10: in
spite of the simplicity of the model, even in this case the agreement is remarkable.
4.4.1 The factorization hypothesis of LW .
Clearly, in the sector of non–leptonic weak interactions the situation is more compli-
cated since there are no experimental information about weak resonance couplings. To
make predictions is necessary to add further assumptions, one of these is the factorization
hypothesis104,127,128. Since the dominant terms of the four–quarks hamiltonian are factor-
izable as the product of two left–handed currents, we assume that also the chiral weak
lagrangian has the same structure.
h Actually, the choice of Eqs. (4.58–4.60) to describe spin–1 resonances couplings is not unique, there
exist different formulations which however lead to equivalent results123.
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i Lri (Mρ)× 103 LVi × 103 LVi × 103 (∗)
1 0.4± 0.3 0.6± 0.2 0.9
2 1.35± 0.3 1.2± 0.3 1.8
3 −3.5± 1.1 −3.0± 0.7 −4.9
9 6.9± 0.7 7.0± 0.4 7.3
10 −5.5± 0.7 −6.0± 0.8 −5.5
Table 10: Comparison between the fitted Lri (Mρ) (first column) and the vector–meson–
dominance predictions (4.61). The values in the second column have been obtained with
FV , GV , FA,MV andMA fixed by experimental data, the corresponding errors are related
to the different possibilities to fix these constants (FV , as an example, can be fixed either
from Γ(ρ → e+e−) or from Γ(ω → e+e−)). The values reported in the last column have
been obtained using the relations (4.62) and fixing MV = Mρ.
As we have seen in sect.4.2, the lowest–order chiral realization of the left–handed
current q¯Lγ
µqL is given by the functional derivative of Z
(2) with respect to the external
source lµ:
J (1)µ =
δZ(2)(l, r, sˆ, pˆ)
δlµ
= −1
2
F 2Lµ. (4.63)
Furthermore, since the lowest–order weak lagrangian can be written as
L(2)W = 4G8〈λJ (1)µ Jµ(1)〉+ h.c., (4.64)
the factorization hypothesis of L(4)W consists of assuming the following structure:
L(4)W−fact = 4kfG8〈λ
{
J (1)µ , J
µ(3)
}
〉+ h.c., (4.65)
where kf is a positive parameter of order 1 and J
µ(3) is the chiral realization of the left–
handed current at order p3. In general Jµ(3) can be expressed as functional derivative of
L(4)S , with respect to the source lµ, and in this case depends on the value of the Lri (µ).
In order to make the model more predictive, relating it to the vector–meson–dominance
hypothesis previously discussed, one can assume Lri (Mρ) = L
V
i .
To date, experimental data on weak O(p4) counterterms are very poor, not sufficient
to draw quantitative conclusions about the validity of the factorization hypothesis. At
any rate, in the only channels where there are useful and reliable experimental data,
i.e. K → 3π and K+ → π+e+e− decays, the estimates of the sign and of the order
of magnitude of counterterms, calculated within this model, are more or less correct117.
Only in the next years, when new high–statistics data on both neutral and charged kaon
decays will be available, it will be possible to make an accurate analysis of the non–leptonic
sector. With the expected new data it will be possible not only to test the factorization
model, but also to study in general the convergence of the chiral expansion at O(p4) in
the non–leptonic sector.
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5 K → 3π decays.
5.1 Amplitude decomposition.
There are four distinct channels for K → 3π decays:
K± → π±π±π∓ I = 1, 2,
K± → π0π0π± I = 1, 2,
K0(K¯0) → π±π∓π0 I = 0, 1, 2,
K0(K¯0) → π0π0π0 I = 1.
(5.1)
Near each channel we have indicated the final–state isospin assuming ∆I ≤ 3/2.
In order to write the transition amplitudes, it is convenient to introduce the following
kinematical variables:
si
.
= (pK − pi)2, and s0 .= 1
3
(s1 + s2 + s3) =
1
3
M2K +
1
3
3∑
i=1
M2πi, (5.2)
where pK and pi denote kaon and πi momenta (π3 indicates the odd pion in the first
three channels). With these definition, the isospin decomposition of K → 3π amplitudes
is given by129−131:
A++− = A(K+ → π+π+π−) = 2Ac(s1, s2, s3) +Bc(s1, s2, s3) +B2(s1, s2, s3),
A+00 = A(K
+ → π0π0π+) = Ac(s1, s2, s3)− Bc(s1, s2, s3) +B2(s1, s2, s3),
A+−0 =
√
2A(K0 → π+π−π0) = An(s1, s2, s3)− Bn(s1, s2, s3) + C0(s1, s2, s3)
+2[B2(s3, s2, s1)− B2(s1, s3, s2)]/3,
A000 =
√
2A(K0 → π0π0π0) = 3An(s1, s2, s3). (5.3)
The amplitudes Ai, Bi (i = c, n, 2) and C0 transform in the following way under si
permutations: the Ai are completely symmetric, C0 is antisymmetric for any exchange
si ↔ sj, finally the Bi are symmetric in the exchange s1 ↔ s2 and obey to the relation
Bi(s1, s2, s3) +Bi(s3, s2, s1) +Bi(s1, s3, s2) = 0. (5.4)
For what concerns isospin, Ac,n and Bc,n belong to transitions in I = 1, whereas B2 and
C0 belong to I = 2 and I = 0, respectively.
Differently than in K → 2π, in the first three channels of Eq. (5.3) there are two
amplitudes, which differ for the transformation property under si–permutations, that
lead to the same final state (I = 1). For this reason is convenient to introduce the two
matrices
Tc =
(
2 1
1 −1
)
Tn =
(
1 −1
3 0
)
, (5.5)
which project the symmetric and the antisymmetric components of the I = 1 state in the
physical channels for charged and neutral kaon decays:(
A
(1)
++−
A
(1)
+00
)
= Tc
(
Ac(si)
Bc(si)
) (
A
(1)
+−0
A
(1)
000
)
= Tn
(
An(si)
Bn(si)
)
. (5.6)
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channel Γ(s−1)× 10−6 g × 101 j × 103 h× 102 k × 102
π+π+π− 4.52± 0.04 −2.15 ± 0.03 / 1.2± 0.8 −1.0± 0.3
π−π−π+ 4.52± 0.04 −2.17 ± 0.07 / 1.0± 0.6 −0.8± 0.2
π0π0π± a 1.40± 0.03 5.94± 0.19 / 3.5± 1.5 −
(π+π−π0)L 2.39± 0.04 6.70± 0.14 1.1± 0.8 7.9± 0.7 1.0± 0.2
(π+π−π0)S 4.5+2.6−1.5 × 10−3 − − − −
(π0π0π0)L 4.19± 0.16 / / −0.33± 0.13 −
(π0π0π0)S < 0.4 / / − −
Table 11: Experimental data for widths and slopes in K → 3π decays18,133,134. The symbol
/ indicates terms forbidden by Bose symmetry.
Experimentally, the event distributions in K → 3π transitions are analyzed in terms
of two adimensional and independent variables:
X =
s1 − s2
M2π
and Y =
s3 − s0
M2π
, (5.7)
the so–called Dalitz variables. Since the three–pion phase space is quite small (MK −
3Mπ < 100 MeV), terms with elevate powers of X and Y , corresponding to states with
high angular momenta, are very suppressed (see Ref.132 and references cited therein).
Until now the distributions have been analyzed including up to quadratic terms in X and
Y
|A(K → 3π)|2 ∝ 1 + gY + jX + hY 2 + kX2. (5.8)
The parameters g÷k are the ‘Dalitz Plot slopes’. In table (11) we report the experimental
data for the different channels.a
To relate the decomposition (5.3) with experimental data is necessary to expand Ai,
Bi and C0 in terms of X and Y . According to the transformation properties under si–
permutations follows:
Ai(s1, s2, s3) = ai + ci(Y
2 +X2/3) + ...,
Bi(s1, s2, s3) = biY + di(Y
2 −X2/3) + eiY (Y 2 +X2/3) + ...,
C0(s1, s2, s3) = f0X(Y
2 −X2/9) + ..., (5.9)
where dots indicate terms at least quartic in X and Y . The parameters ai, bi, ...f0 are real
if strong re–scattering is neglected and CP is conserved.
Since we are interested only in CP violating effects, we shall limit to consider only
the dominant terms in each amplitude and we will neglect completely the C0 amplitude
a Serpukhov-167135 presented at ICHEP ’96 some preliminary data on K+ → π0π0π+ slopes which differ
substantially from those reported in the table: g = 0.736± 0.014± 0.012, h = 0.137± 0.015± 0.024 and
k = 0.0197± 0.0045± 0.003 (χ2 = 1.5/ndf).
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that is very suppressed. With this assumption, the decomposition (5.3) contains at most
linear terms in Xand Y :
A++− = 2ac + (bc + b2)Y,
A00+ = ac − (bc − b2)Y,
A+−0 = an − bnY + 2
3
b2X,
A000 = 3an. (5.10)
5.2 Strong re–scattering.
As we have seen in sect. 2, to estimate CP violation in charged–kaon decays is fundamental
to know strong re–scattering phases of the final state.
Differently than in K → 2π, K → 3π re–scattering phases are not constants but
depend on the kinematical variables X and Y . Furthermore, in the I = 1 final state,
the two amplitudes with different symmetry are mixed by re–scattering131. Projecting, by
means of Tc and Tn, I = 1 physical amplitudes in the basis of amplitudes with definite
symmetry, is possible to introduce a unique re–scattering matrix R, relative to the I = 1
final state, so that(
A
(1)
++−
A
(1)
+00
)
R
= TcR
(
Ac
Bc
)
= TcRT
−1
c
(
A
(1)
++−
A
(1)
+00
)
, (5.11)
(
A
(1)
+−0
A
(1)
000
)
R
= TnR
(
Ac
Bc
)
= TnRT
−1
n
(
A
(1)
+−0
A
(1)
000
)
. (5.12)
The matrix R has diagonal elements which preserve the symmetry under si–permutations
as well as off–diagonal elements which transform symmetric amplitudes into antisymmetric
ones (and vice versa). Since the phase space is limited, we expect re–scattering phases to
be small, i.e. that R can be expanded in the following way:
R = 1 + i
(
α(si) β
′(si)
α′(si) β(si)
)
, (5.13)
with α(si), β(si), α
′(si), β ′(si) ≪ 1. Analogously, for the re–scattering in I = 2 we can
introduce a phase δ(si)≪ 1, so that
B2(si)R = B2(si) [1 + iδ(si)] . (5.14)
Moreover, from the transformation properties of the amplitudes follows131
α(si) = α0 +O(X
2, Y 2),
α′(si) = α′0Y +O(X
2, Y 2),
β(si) = β0 +O(X, Y ),
β ′(si) = β ′0(Y
2 +X2/3)/Y +O(X2, Y 2),
δ(si) = δ0 +O(X, Y ).
(5.15)
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With these definitions, the complete re–scattering of Eq. (5.10), including up to linear
terms in X and Y , is given by:
(A++−)R = 2ac[1 + iα0 + iα′0Y/2] + bcY [1 + iβ0] + b2Y [1 + iδ0]
= 2ac[1 + iα0] + bcY
[
1 + i
(
β0 +
ac
bc
α′0
)]
+ b2Y [1 + iδ0],
(A00+)R = ac[1 + iα0 − iα′0Y ]− bcY [1 + iβ0] + b2Y [1 + iδ0]
= ac[1 + iα0]− bcY
[
1 + i
(
β0 +
ac
bc
α′0
)]
+ b2Y [1 + iδ0],
(A+−0)R = an[1 + iα0 − iα′0Y ]− bnY [1 + iβ0] +
2
3
b2X [1 + iδ0]
= an[1 + iα0]− bnY
[
1 + i
(
β0 +
an
bn
α′0
)]
+
2
3
b2X [1 + iδ0],
(A000)R = 3an[1 + iα0]. (5.16)
The first three amplitudes have been expressed in two different ways to stress that Y –
dependent imaginary parts receive contributions from the re–scattering of both symmetric
amplitudes (ac,n) and antisymmetric ones (bc,n).
5.3 CP–violating observables.
Considering only widths and linear slopes (as can be noticed from table 11, quadratic
slopes have large errors), we can define the following CP–violating observables in K → 3π
transitions:
η+−0
.
=
AS+−0
AL+−0
∣∣∣∣∣
X=Y=0
.
= ǫ+ ǫ′+−0, (5.17)
η000
.
=
AS000
AL000
∣∣∣∣∣
X=Y=0
.
= ǫ+ ǫ′000, (5.18)
ηX+−0
.
=
(
∂AL+−0/∂X
∂AS+−0/∂X
)
X=Y=0
.
= ǫ+ ǫX+−0, (5.19)
(δg)τ
.
=
g++− − g−−+
g++− + g−−+
, (5.20)
(δg)τ ′
.
=
g+00 − g−00
g+00 + g−00
. (5.21)
The first three observables belong to neutral kaons and, as explicitly shown, have an
indirect CP–violating component. On the other hand (δg)τ and (δg)τ ′ are pure indices of
direct CP violation. In principle, analogously to Eqs. (5.20–5.21), also the asymmetries of
charged–kaon widths can be considered. However, since the integral over the Dalitz Plot
of the terms linear in Y is zero, the width asymmetries are very suppressed respect to the
slope asymmetries106 and we will not consider them.
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Figure 7: One–loop diagram for K → 3π re–scattering phases.
Using the definitions of KS and KL, and applying CPT to the decomposition (5.16),
leads to
ǫ′+−0 = ǫ
′
000 = i
(ℑman
ℜean −
ℑmA0
ℜeA0
)
, (5.22)
ǫX+−0 = i
(ℑmb2
ℜeb2 −
ℑmA0
ℜeA0
)
, (5.23)
(δg)τ =
ℑm(a∗cbc)(α0 − β0) + ℑm(a∗cb2)(α0 − δ0)
ℜe(a∗cbc) + ℜe(a∗cb2)
, (5.24)
(δg)τ ′ =
ℑm(a∗cbc)(α0 − β0)− ℑm(a∗cb2)(α0 − δ0)
ℜe(a∗cbc)−ℜe(a∗cb2)
. (5.25)
where A0 is the K → 2π decay amplitude in I = 0.
5.4 Estimates of CP violation.
The lowest order (p2) CHPT results for the weak amplitudes of Eqs. (5.22–5.25) are:
ac = −M
2
K
3
[
G8 +
2
3
G27 +
3F 2
M2K
G8
]
, (5.26)
an = +
M2K
3
[G8 −G27] , (5.27)
bc = +M
2
π
[
G8 − 7
12
G27
(
1− 15
7
ρπ
)
+
3F 2
4M2K
G8 (1 + ρπ)
]
, (5.28)
b2 = −M2π
[
15
4
G27
(
1 +
1
3
ρπ
)
+
3F 2
4M2K
G8 (1 + ρπ)
]
, (5.29)
where ρπ = M
2
π/(M
2
K −M2π) ≃ 1/12.
To estimate re–scattering phases at the lowest non–vanishing order in CHPT, is neces-
sary to calculate the imaginary part of one–loop diagrams of fig. 7. The complete analytical
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Figure 8: Predictions for the charge asymmetry (δg)τ at the lowest non–vanishing order in
CHPT. The two histograms represent the probability distribution in arbitrary units, like
in fig. 5; the dashed one has been obtained adding the supplementary conditions coming
from Bd − B¯d mixing .
results for the phases introduced in sect. 5.2 can be found in Refs.106,131, for what concerns
the parameters which enter in Eqs. (5.22–5.25) we have:
α0 =
√
1− 4M2π/s0
32πF 2
(2s0 +M
2
π) ≃ 0.13, (5.30)
β0 = −δ0 =
√
1− 4M2π/s0
32πF 2
(s0 −M2π) ≃ 0.05. (5.31)
Using Eqs. (5.26–5.31) and the estimates of the imaginary parts of L
(2)
W coefficients
(§ sect. 4.2.2), we can finally predict the value of the observables (5.22–5.25) within the
Standard Model136.
5.4.1 Charge asymmetries.
In figs. 8 and 9 we show the results of a statistical analysis of (δg)τ and ǫ
′, obtained
implementing in the program of Ref.24 (§ fig. 5) the calculation of (δg)τ .b The most in-
teresting aspect of this analysis, as already stressed in Ref.106, is that in (δg)τ , differently
b For the real parts of the amplitudes ac, bc and b2 we have used the experimental data.
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asimmetry exp. limit th. estimate
(δg)τ −(0.70± 0.53)× 10−2 −(2.3± 0.6)× 10−6
(δΓ)τ (0.04± 0.06)× 10−2 −(6.0± 2.0)× 10−8
(δg)τ ′ - (1.3± 0.4)× 10−6
(δΓ) |τ ′ (0.0± 0.3)× 10−2 (2.4± 0.8)× 10−7
Table 12: Experimental limits and theoretical estimates for the charge asymmetries in
K± → π±π±π∓(τ) and K± → π±π0π0(τ ′) decays, calculated at the lowest non–vanishing
order in CHPT.
than in ǫ′, the interference between weak phases of (8L, 1R) and (8L, 8R) operators is con-
structive. Thus, within the Standard Model, charge asymmetries in K± → (3π)± decays
could be more interesting than ǫ′ in order to observe direct CP violation. Unfortunately,
the theoretical estimates of these asymmetries are far from the expected sensitivities of
next–future experiments (at KLOE137 σ[(δg)τ ] is expected to be
39 ∼ 10−4).
The results for (δg)τ ′ are very similar to those of (δg)τ , a part from the sign which is
opposite106, we will not show them in detail since (δg)τ is more interesting from the exper-
imental point of view. The mean value of (δg)τ and (δg)τ ′, together with the corresponding
width asymmetries, are reported in table 12. As anticipated, the width asymmetries are
definitively suppressed with respect to the slope asymmetries. Analogous results to those
reported in table 12 have been obtained also by other authors138,139,c.
It is important to remark that the previous analysis has been obtained using the
lowest–order CHPT results for the weak amplitudes and, differently than in K → 2π,
could be sensibly modified by next–order corrections. The difference between K → 2π
and K → 3π is that in former the CP–violating interference is necessarily between a
∆I = 1/2 and a ∆I = 3/2 amplitude, whereas in the latter the interference is between two
∆I = 1/2 amplitudes (ac and bc). At the lowest order there is only one dominant (8L, 1R)
operator, thus the phase difference between ac and bc is determined by the suppressed
(27L, 1R) operator. At the next order, O(p
4), there are different (8L, 1R) operators and we
can expect that the interference is no more suppressed by the ω factor80. Unfortunately in
this case is not easy to make definite statements, since there are no reliable information
about O(p4)–operator weak phases. Nevertheless, according to general considerations, is
still possible to put an interesting limit140 on (δg)τ .
From Eq. (5.24), neglecting ∆I = 3/2 amplitudes, follows
(δg)τ =
(α0 − β0)
ℜeac
[
ℑmbcℜeacℜebc −ℑmac
]
; (5.32)
since
ℑma(2)c −
ℜea(2)c
ℜeb(2)c
ℑmb(2)c ≃ ωℑma(2)c , (5.33)
c Actually, in Ref.138, as well as in Ref.106, also some isospin breaking effects have been included. We
prefer to neglect these effects for two reasons: i) there are not sufficient data to analyze systematically
isospin breaking in all K → 3π channels; ii) as we will discuss in the following, these effects are completely
negligible with respect to possible next–order CHPT corrections.
53
Figure 9: Comparison between (δg)τ and ǫ
′/ǫ. Full and dotted lines indicate 5% and 68%
contours around the central value, respectively.
expanding imaginary parts at order p2 we obtain, as anticipated, a result proportional to
ω. On the other hand, expanding the imaginary parts up to O(p4), and neglecting O(ω)
terms, leads to
(δg)τ = (α0 − β0)
[ℑmb(4)c
ℜeb(2)c
− ℑma
(4)
c
ℜea(2)c
]
. (5.34)
In the more optimistic case we can expect that the two O(p4) phases are of the same order
of ℑmA0/ℜeA0 and that their interference is constructive, thus140
|(δg)τ | < 2(α0 − β0)
∣∣∣∣∣ℑmA0ℜeA0
∣∣∣∣∣ < 10−5. (5.35)
A final comment on the value of (δg)τ before going on. The limit (5.35) is proportional
to the phase difference (α0 − β0) ≃ 0.08 which is not equal to the difference between
constants and Y –dependent re–scattering terms, as explicitly shown in Eq. (5.16). In the
literature this subtle difference has been sometimes ignored (probably due to numerical
analysis of the re–scattering) and, as a consequence, overestimates of (δg)τ have been
obtained141.
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5.4.2 The parameters ǫ′+−0 and ǫ
X
+−0.
Defining the ‘weak phases’
φ8 =
ℑmG8
ℜeG8 , φ27 =
ℑmG27
ℜeG27 and φ8 =
F 2
M2K
ℑmG8
ℜeG27 , (5.36)
we can write
ǫ′+−0 = iω
√
2
[
φ8 − φ27 + 3
5
φ8 +O(ω, ρπ)
]
,
ǫX+−0 = i
[
φ27 − φ8 + 1
30
φ8 +O(ω, ρπ)
]
. (5.37)
For ǫ′+−0 the situation is exactly the same as for (δg)τ , i.e. the ω–suppression could be re-
moved by next–order CHPT corrections80. On the other hand for ǫX+−0, which is necessarily
proportional to the phase difference between a ∆I = 3/2 (b2) and a ∆I = 1/2 ampli-
tude, the lowest–order prediction is definitively more stable with respect to next–order
corrections.
At the leading order in CHPT there is a simple relation between ǫ′+−0 and ǫ
′:
ǫ′+−0 = −2i|ǫ′|[1 +O(ΩIB, ω, ρπ)], (5.38)
It is interesting to note that this relation, obtained many years ago by Li and Wolfenste-
in142, who considered only (8L, 1R) and (27L, 1R) operators, is still valid in presence of the
lowest–order (8L, 8R) operator.
For what concerns next–order corrections, analogously to the case of (δg)τ , we can
estimate the upper limit for the enhancement of ǫX+−0 and ǫ
′
+−0 with respect to ǫ
′. In
the more optimistic case, we can assume to avoid the ω–suppression and the accidental
cancellation between B6 and B8 in (3.42), without ‘paying’ anything for having considered
next–to–leading–order terms in CHPT. According to this hypothesis, from Eq. (3.42)
follows
|ǫ′+−0|, |ǫX+−0| <∼ 3× 10−3ω−1|ǫ|A2σ sin δ ∼ 5× 10−5. (5.39)
5.5 Interference measurements for η3π parameters.
The parameters η000, η+−0 and ηX+−0, being defined as the ratio of two amplitudes (anal-
ogously to η+− and η00 of K → 2π), can be directly measured only by the analysis of
the interference term in the time evolution of neutral kaons. This kind of measurement,
achievable by several experimental apparata143,144, assumes a particular relevance in the
case of the Φ–factory132,145,39. Since this method is very general and is useful for instance
also in KL,S → 2πγ decays, we will briefly discuss it (see Ref.39 for a more detailed
discussion).
The antisymmetric K0 − K¯0 state, produced by the Φ decay, can be written as
φ→ N√
2
[
K
(
→
q )
S K
(−→q )
L −K(
→
q )
L K
(−→q )
S
]
, (5.40)
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where
→
q denotes the spatial momenta of one of the two kaons and N is a normalization
factor. The decay amplitude in the final state |a(
→
q )(t1), b
(−→q )(t2)〉 is thus given by:
A
(
a(
→
q )(t1), b
(−→q )(t2)
)
=
N√
2
[
A(KS → a)e−iλSt1A(KL → b)e−iλLt2
−A(KL → a)e−iλLt1A(KS → b)e−iλSt2
]
. (5.41)
Integrating the modulus square of this amplitude with respect to t1 and t2, keeping fixed
the difference t = t1− t2, and integrating with respect to all possible directions of
→
q , leads
to
I(a, b; t) =
∫
dΩqdt1dt2|A(a(t1), b(t2))|2δ(t1 − t2 − t)
∝ e
−Γ|t|
2Γ
{
|AaS|2|AbL|2e−
∆Γ
2
t
+|AaL|2|AbS|2e+
∆Γ
2
t − 2ℜ
[
AaSA
a∗
L A
b
LA
b∗
S e
+i∆mt
] }
, (5.42)
where
Γ =
ΓS + ΓL
2
, ∆Γ = ΓS − ΓL and ∆m = mL −mS. (5.43)
I(a, b; t) represents the probability to have in the final state KS,L → a and KL,S → b
decays separated by a time interval t.
By choosing appropriately |a〉 and |b〉, it is possible to construct interesting asym-
metries. As an example, a convenient choice to study K → 3π amplitudes is given by
|a〉 = |3π〉 and |b〉 = |πlν〉 (as shown in sect. 2.3, |A(KS → πlν)| = |A(KL → πlν)|),
which let us consider the following asymmetry39
A123(t) =
∫
[I(π1π2π3, l+π−ν; t)− I(π1π2π3, l−π+ν; t)] dφ3π dφlπν∫
[I(π1π2π3, l+π−ν; t) + I(π1π2π3, l−π+ν; t)] dφ3π dφlπν
,
=
2(ℜǫ)e+∆Γ2 t − 2ℜ
(
η123e+i∆mt
)
e+
∆Γ
2
t +
Γ123
S
Γ123
L
e−
∆Γ
2
t
, (5.44)
where dφ3π and dφlπν indicate final-state phase–space elements.
The peculiarity146 of A123(t), with respect to analogous distributions measurable in
different experimental set up, like fixed–target experiments, is the fact that A123(t) can
be studied for t < 0. Events with t < 0 are those where the semileptonic decay occurs
after the three–pion one, thus, as can be seen from Eq. (5.44) and fig. 10, are much more
sensible to the CP–violating KS → 3π amplitude. Obviously the statistics of these events
is very low, and tends to zero for t ≪ 0, but for small times (|t| <∼ 5τS) the decrease of
statistics does not compensate the increase of sensibility.
The asymmetry A123(t) is very useful to measure both η000 and η+−0. The measurement
of ηX+−0 is more difficult since it requires an X-odd integration over the Dalitz Plot
39 which
drastically reduces the statistics.
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Figure 10: The asymmetries A000(t) (full line) and A+−0(t) (dotted line). The plots have
been obtained fixing η000 = η+−0 = |ǫ|eiπ/4.
At any rate, the sensitivity which should be reached on η000 and η+−0 at KLOE is
of the order of 10−3, still far form direct–CP–violating effects expected in the Standard
Model. Present bounds on η+−0 are of the order of 10−2.143,144
6 K → ππγ decays.
6.1 Amplitude decomposition.
The channels of K → ππγ transitions are three:
K± → π±π0γ,
K0(K¯0) → π+π−γ,
K0(K¯0) → π0π0γ,
(6.1)
in any channel is possible to distinguish an electric (E) and a magnetic (M) amplitude.
The most general form, dictated by gauge and Lorentz invariance, for the transition
amplitude K(pK)→ π1(p1)π2(p2)γ(ǫ, q) is given by:
A(K → ππγ) = ǫµ [E(zi)(qp1pµ2 − qp2pµ1) +M(zi)ǫµνρσp1νp2ρqσ] /M3K , (6.2)
where
zi
.
=
piq
M2K
(i = 1, 2) and z3
.
= z1 + z2 =
pKq
M2K
. (6.3)
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decay BR(bremsstrahlung) BR(direct emission)
K± → π±π0γ (T ∗c =(55−90)MeV ) (2.57± 0.16)× 10−4 (1.8± 0.4)× 10−5
KS → π+π−γ (E∗γ>50MeV ) (1.78± 0.05)× 10−3 < 9× 10−5
KL → π+π−γ (E∗γ>20MeV ) (1.49± 0.08)× 10−5 (3.19± 0.16)× 10−5
KS → π0π0γ / −
KL → π0π0γ / < 5.6× 10−6
Table 13: Experimental values of K → ππγ branching ratios18 (E∗γ and T ∗c are the photon
energy and the π+ kinetic energy in the kaon rest frame, respectively).
process EIB E1 M1 E2 M2
K± → π±π0γ ω · · · ·
KS → π+π−γ · · CP CP ·
KL → π+π−γ CP CP · · CP
KS → π0π0γ / / / CP ·
KL → π0π0γ / / / · CP
Table 14: Suppression factors for K → ππγ amplitudes: · = allowed transitions, CP
= CP–violating transitions, ω = amplitudes suppressed by the ∆I = 1/2 rule, / =
completely forbidden amplitudes (by Q1 = Q2 = 0 or by Bose symmetry).
E and M thus defined are adimensional. Summing over the photon–helicity states, the
differential width of the decay is given by:
dΓ
dz1dz2
=
MK
4(4π)3
(
|E(zi)|2 + |M(zi)|2
)
×
[
z1z2(1− 2z3 − r21 − r22)− r21z22 − r22z21
]
, (6.4)
where ri = Mπi/MK . Thus there is no interference among E and M if the photon helicity
is not measured.
In the limit where the photon energy goes to zero, the electric amplitude is completely
determined by Low theorem147 which relates Γ(K → ππγ) to Γ(K → ππ). For this
reason is convenient to re–write E in two parts: the ‘bremsstrahlung’ EIB and the ‘direct–
emission’ EDE . The bremsstrahlung amplitude, fixed by Low theorem, diverges for Eγ → 0
and corresponds in the classical limit to the external–charged–particle radiation. If eQi is
the electric charge of the pion πi, we have
EIB(zi)
.
=
eA(K → π1π2)
MKz3
(
Q2
z2
− Q1
z1
)
. (6.5)
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The electric direct emission amplitude is by definition EDE
.
= E −EIB and, according to
Low theorem, we know that EDE = cost. + O(Eγ). The magnetic term by construction
does not receive bremsstrahlung contributions (is a pure direct–emission term) thus, anal-
ogously to the previous case, M = cost. + O(Eγ). As can be noticed by table 13, in the
cases where the corresponding K → ππ amplitude is not suppressed, the pole for Eγ → 0
naturally enhances the bremsstrahlung contribution respect to the direct emission one.
The last decomposition which is convenient to introduce is the so–called multipole
expansion for the direct–emission amplitudes EDE and M :
EDE(zi) = E1 + E2(z1 − z2) +O
[
(z1 − z2)2
]
, (6.6)
M(zi) = M1 +M2(z1 − z2) +O
[
(z1 − z2)2
]
. (6.7)
This decomposition is useful essentially for two reasons: i) since the phase space is limited
(|z1 − z2| < 0.2) high–order multipoles are suppressed; ii) in the neutral channels even
and odd multipoles have different CP–transformation properties: CP (EJ) = (−1)J+1,
CP (MJ) = (−1)J .
6.1.1 CP–violating observables.
As can be noticed by tables 13 and 14, KS → π+π−γ and KS,L → π0π0γ decays
are not very interesting for the study of CP violation. The first is dominated by the
bremsstrahlung, which ‘hides’ other contributions, whereas neutral channels are too sup-
pressed to observe any kind of interference. The theoretical branching ratios for the
latter148−150 are below 10−8.
Interesting channels for direct CP violation are K± → π±π0γ and KL → π+π−γ,
where the bremsstrahlung is suppressed and consequently it is easier to measure interfer-
ence between the latter and other amplitudes. If the photon polarization is not measured
and the multipoles E2 and M2 are neglected, we can define only two observables which
violate CP :
η+−γ =
A(KL → π+π−γ)EIB+E1
A(KS → π+π−γ)EIB+E1
, (6.8)
δΓ =
Γ(K+ → π+π0γ)− Γ(K− → π−π0γ)
Γ(K+ → π+π0γ) + Γ(K− → π−π0γ) . (6.9)
In the case where also E2 and the photon polarization are considered, it is possible to add
other two KL → π+π−γ observables, proportional to the interference of (EIB + E1) with
E2 and M1. The first is the Dalitz Plot asymmetry in the π
+ ↔ π− exchange, the second
is the φ→ −φ asymmetry, where φ is the angle between the γ–polarization plane and the
π+−π− plane. However, these observables are less interesting than those of Eqs. (6.8–6.9),
because are not pure signals of direct CP violation and are suppressed by the interference
with higher order multipoles151,150. In the following we will not consider them.
By the definition of η+−γ, using the identities
EIB(KL) = η+−EIB(KS), (6.10)
E1(KL) = ǫ˜E1(K1) + E1(K2), (6.11)
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it follows
η+−γ =
EIB(KL) + E1(KL)
EIB(KS) + E1(KS)
= η+− +
(ǫ˜− η+−)E1(K1) + E1(K2)
EIB(KS)
[
1 +O
(
E1(KS)
EIB(KS)
)]
. (6.12)
From the previous equation we deduce that, contrary to the statement of Cheng152, the
difference
ǫ′+−γ
.
= η+−γ − η+− (6.13)
is an index of direct CP violation. Identifying in Eq. (6.2) the (p1, p2) pair with (p+, p−)
and factorizing strong phases, we can write
E1(K1) = e
iδnℜeEn, (6.14)
E1(K2) = ie
iδnℑmEn, (6.15)
EIB(KS) = −eiδ0
(
e
√
2ℜeA0
MKz+z−
)
[1 +O(ω, ǫ)] , (6.16)
where En is a complex amplitude which becomes real in the limit of CP conservation.
Using this decomposition we find
ǫ′+−γ =
ei(δn−δ0)MKz+z−ℜeEn
e
√
2ℜeA0
[
ǫ′ + i
(ℑmA0
ℜeA0 −
ℑmEn
ℜeEn
)]
(1 +O(ω, ǫ))
≃ ie
i(δn−δ0)MKz+z−ℜeEn
e
√
2ℜeA0
(ℑmA0
ℜeA0 −
ℑmEn
ℜeEn
)
, (6.17)
where the second identity follows from the fact that the weak–phase difference between
A0 and En is not suppressed by ω.
The observable δΓ is a pure index of direct CP violation. Actually, analogously to
the case of K± → (3π)± decays, instead of the width asymmetry is more convenient to
consider the asymmetry of quantities which are directly proportional to interference terms
(like the g± slopes in K± → (3π)±). For this purpose is useful to consider the quantities
Γ±DE(E
∗
γ), defined by
Γ±DE(E
∗
γ) =
∫ E∗γ
0
dEγ
[
∂Γ(K± → π±π0γ)
∂Eγ
− ∂Γ(K
± → π±π0γ)IB
∂Eγ
]
, (6.18)
where Γ(K± → π±π0γ)IB is obtained by Eq. (6.4) setting E = EIB and M = 0. In the
limit where the magnetic term in Eq. (6.4) is negligible, the expression of
δΓDE =
Γ+DE − Γ−DE
Γ+DE + Γ
−
DE
(6.19)
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is very simple: setting (p1, p2) ≡ (p±, p0) and factorizing strong phases analogously to
Eqs. (6.14–6.16)
E1(K
±) = eiδcEc, (6.20)
EIB(K
±) = −eiδ2
(
3eℜeA2
2MKz±z0
)
, (6.21)
we obtain:
δΓDE =
ℑm(A2E∗c ) sin(δ2 − δc)
ℜe(A2E∗c ) cos(δ2 − δc)
.
= ǫ′+0γ tan(δc − δ2). (6.22)
If the magnetic term is not negligible, Eq. (6.22) is modified in
δΓDE =
ǫ′+0γ
1 +R
tan(δc − δ2), (6.23)
where
R =
{∫
dz+dz0
[
z+z0(1− 2z3 − r2+ − r20)− r2+z20 − r20z2+
]
|M(zi)|2
}
×
×
{
2dz+dz0
[
z+z0(1− 2z3 − r2+ − r20)− r2+z20 − r20z2+
]
ℜe(E∗1(zi)EIB(zi))
}−1
. (6.24)
Analogously to ǫ′+−γ , also
ǫ′+0γ =
(ℑmEc
ℜeEc −
ℑmA2
ℜeA2
)
=
(ℑmEc
ℜeEc −
ℑmA0
ℜeA0
)
−
√
2|ǫ′|
ω
(6.25)
is not suppressed by the ∆I = 1/2 rule.
6.1.2 K → ππγ amplitudes in CHPT.
The lowest order CHPT diagrams which contribute K → ππγ transitions are shown in
fig. 11. At this order only the bremsstrahlung amplitude is different from zero. As can
be easily deduced from Eq. (6.2), is necessary to go beyond the lowest order to obtain
non–vanishing contributions to direct emission amplitudes. At order p4 electric amplitudes
receive contributions from both loops (§ fig. 12) and counterterms, whereas the magnetic
amplitudes receive contributions only by local operators148.a
The complete O(p4) calculation of electric direct–emission amplitudes, carried out in
Refs.148,153,150, give rise to two interesting results:
• The loop contribution is finite both in π+π0γ and π+π−γ.
• In both channels the counterterm combination is the same.
a In π0π0γ channels there is no contribution even at O(p4).
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K+
pi+
pi0γ
Figure 11: Tree–level diagrams for the transition K+ → π+π0γ. The black box indicates
the weak vertex.
K
pi
pi
pi,K
pi,K
K
pi
pi
pi,K
K,η
Figure 12: One–loop diagrams relevant to the direct emission amplitudes in K → ππγ
decays; for simplicity we have omitted the photon line, which has to be attached to any
charged line and to any vertex.
Neglecting the small contribution of π − K and K − η loops, the explicit O(p4) ex-
pression of the weak amplitudes En and Ec is:
En =
eG8M
3
K
4π2Fπ
[
64π2M2K
1 + ρπ
ℜeC˜20(M2K , 0)−N (4)E1
]
≃ eG8M
3
K
4π2Fπ
[1.3−N (4)E1 ], (6.26)
Ec =
eG8M
3
K
8π2Fπ
N
(4)
E1 , (6.27)
where the function C˜20(x, y) is defined in the appendix, ρπ = M
2
π/(M
2
K −M2π) and
N
(4)
E1
= (4π)2 [N14 −N15 −N16 −N17] (6.28)
is a µ–independent combination of L(4)W coefficients (§ sect. 4.3.3). Concerning strong
phases, neglecting the small final–state interaction to NE1 , we find:
δn = arctan
 64π2M2KℑmC˜20(M2K , 0)
64π2M2KℜeC˜20(M2K , 0)− (1 + ρπ)ℜeN (4)E1

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≃ − arctan
 0.5
1.3− ℜeN (4)E1
 , (6.29)
δc = 0. (6.30)
Up to date it is impossible to determine the value of ℜeN (4)E1 using experimental data,
since the available information on K+ → π+π0γ is not accurate enough to distinguish be-
tween electric and magnetic amplitudes. To estimate ℜeN (4)E1 is necessary to assume some
theoretical model. In the framework of the factorization model discussed in sect. 4.4, which
we expect give correct indications about sign and order of magnitude of counterterms,
the result is
ℜeN (4)E1 = −kf
8π2F 2π
M2V
= −(0.5÷ 1), (6.31)
thus:
• In K+ → π+π0γ the interference between E1 and EIB is positive (the loop contri-
bution is negligible).
• In KS → π+π−γ loop and counterterm contributions are of the same order of the
same sign and interfere destructively with the bremsstrahlung.
Regarding higher order electric multipoles, local O(p4) contributions to E2 are forbid-
den by power–counting, but the kinematical dependence of the loop amplitudes generate
a non–vanishing contribution of this kind in K+ → π+π0γ and K0 → π+π−γ. However,
the O(p4) prediction for this higher order electric multipole is very small:148,150
E
(4)
2 (K2) ≃
eG8M
3
K
8π2Fπ
[0.005(z+ − z−)] (6.32)
and we belive that the dominant contribution is generated only at O(p6), where countert-
erms are not forbidden. Indeed, following Ref.150 we can write
E
(6)
2 (K2) =
eG8M
5
K
48π4F 3π
N
(6)
E2
(z+ − z−), (6.33)
and by power counting we expect N
(6)
E2
∼ O(1).
For a detailed discussion about magnetic multipoles we refer the reader the analysis
of Ecker, Neufeld and Pich148.
6.2 Estimates of CP violation.
Using Eqs. (6.26–6.27) and the O(p2) expression of A0, is possible to relate each other the
direct–CP–violating parameters of K → ππγ:
ǫ′+−γ =
iei(δn−δ0)M2KℜeN (4)E1 z+z−
8π2F 2π
ℑmN (4)E1
ℜeN (4)E1
[1 + (ΩIB, ω, ρπ)], (6.34)
ǫ′+0γ =
ℑmN (4)E1
ℜeN (4)E1
−
√
2|ǫ′|
ω
= − ie
i(δ0−δn)F 2π
ℜeN (4)E1M2Kz+z−
ǫ′+−γ −
√
2|ǫ′|
ω
(6.35)
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Eq. (6.35) is the analogous of Eq. (5.38), which relates direct–CP–violating parameters
of K → 2π and K → 3π. However, since it does not imply O(ω) cancellation among
∆I = 1/2 amplitudes, Eq. (6.35) is definitively more stable than Eq. (5.38) with respect
to next–order CHPT corrections.
For what concerns numerical estimates of ǫ′+0γ and ǫ
′
+−γ, proceeding similar to the
K → 3π case, i.e. assuming that all weak phases are of the order of ℑmA0/ℜeA0 and
that interfere constructively, we find
|ǫ′+−γ | <∼ (3× 10−5)z+z−, and |ǫ′+0γ| <∼ 10−4. (6.36)
Since the parameter R introduced in Eq. (6.23) is positive (due to the constructive inter-
ference between EIB and E1 in K
+ → π+π0γ) the limit on |ǫ′+0γ | imply
|δΓDE| <∼ 10−4 and |δΓ| <∼ 10−5 (6.37)
in agreement with the estimates of Refs.154,155,156.
Actually, the four–quark–operator basis used for K → 2π and K → 3π decays is not
complete for K → ππγ transitions. In this case we should add to H|∆S|=1eff the dimension–
five electric–dipole operator75:
H|∆S|=1;γeff = H|∆S|=1eff −
4GF√
2
[λtC11(µ)O11(µ) + h.c.] , (6.38)
O11 = i(mss¯RσµνdL +mds¯LσµνdR)F
µν . (6.39)
This operator generates a new short–distance contribution to the weak phases of ∆I = 1/2
amplitudes. However, the matrix elements of O11 are suppressed with respect to those of
O6 (the dominant operator in the imaginary part of A0), because are different from zero
only at O(p6) in CHPT. Indeed, according to the chiral power counting exposed in sect. 4,
we have mq ∼ O(p2), F µν ∼ O(p2) and q¯σµνq ∼ ∂µφ∂νφ ∼ O(p2) (for an explicit chiral
realization of O11 see Ref.
150). Furthermore, since the Wilson coefficient of this operator
is quite small75,157 |C11| < 2 × 10−2, it is reasonable to expect that limits (6.36) are still
valid.b
Also in the K → ππγ case the situation is not very promising from the experimental
point of view:
• The parameter η+−γ has been recently measured at Fermilab158, with an error
σ(η+−γ) ∼ 3× 10−4. In the next years new high–statistics fixed–target experiments
should reach σ(η+−γ) >∼ 10−5.
• The asymmetry in the widths will be measured at KLOE137 with an error39 σ(δΓDE)
>∼ 10−3.
b The value of ǫ′+0γ obtained by Dib and Peccei
157, that overcame the limit (6.37), is overestimated, as
recently confirmed by one of the authors88.
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decay branching ratio
KL → γγ (5.73± 0.27)× 10−4
KS → γγ (2.4± 0.9)× 10−6
KL → π0γγ (1.70± 0.28)× 10−6
K± → π±γγ ∼ 10−6
Table 15: Experimental data on KL,S → γγ and K → πγγ decays18,159,160.
7 Decays with two photons in the final state.
7.1 K → γγ.
According to the photon polarizations, which can be parallel (∼ F µνFµν) or perpendicular
(∼ ǫµνρσF µνF ρσ), we can distinguish two channels in K0(K¯0)→ γγ transitions. The two
channels transform under CP in such a way that the parameters
η‖ =
A(KL → 2γ‖)
A(KS → 2γ‖) = ǫ+ ǫ
′
‖, (7.1)
η⊥ =
A(KS → 2γ⊥)
A(KL → 2γ⊥) = ǫ+ ǫ
′
⊥, (7.2)
measurable in interference experiments,a would be zero if CP was not violated161,162,35.
It is useful to separate the amplitude contributions into two classes: the long– and
the short–distance ones. The first are generated by a non–leptonic transition (K → π or
K → 2π), ruled by H|∆S|=1eff , followed by an electromagnetic process (π → γγ or ππ → γγ)
which produces the two photons. The latter are determined by new operators, bilinear in
the quark fields, like the electric–dipole operator (§ sect. 6.2) and the operator generated
by the box diagram of fig. 13. By construction short–distance contributions, recently
analyzed by Herrlich and Kalinowski163, are either suppressed by the GIM mechanism or
forbidden by the Furry theorem60. By comparing the short–distance calculation163 with
the experimental widths, we find:∣∣∣∣∣Ashort−d(K → γγ)Along−d(K → γγ)
∣∣∣∣∣ < 10−4. (7.3)
In CHPT the first non–vanishing contribution to KS → γγ starts at O(p4) and is
generated only by loop diagrams (§ fig. 14). The absence of counterterms, which implies
the finiteness of the loop calculation, leads to the unambiguous prediction164,165:
BR(KS → γγ)O(p4) = 2.1× 10−6. (7.4)
a The need of interference experiments would drop if photon polarizations were directly measurable.
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W u,c,t
γ
γ
Figure 13: Short–distance contribution to K → γγ transitions.
KS
γ
γ
Figure 14: One–loop diagrams for the transition KS → γγ.
This result is in good agreement with the experimental data (§ tab. 15). Indeed, we expect
that O(p6) contributions in this channel are small because: i) are not enhanced by near–by
resonance exchanges, ii) unitarity correction to π − π re–scattering are already included
in the constant G8.
If CP is conserved then KL → γγ does not receive any contribution at O(p4): at this
order the pole diagrams with π0 and η exchange (§ fig. 15) cancel each other. Due to
the large branching ratio of the process, this cancellation implies that, contrary to the
KS → γγ case, O(p6) operators have to generate large effects. Since the CP–violating
phase of these operators contribute to η⊥, it is reasonable assume
|ǫ′‖| < |ǫ′⊥|. (7.5)
However, since166 |ǫ′⊥|(4) ∼ |ǫ′|, we expect that also |ǫ′⊥| is dominated by local O(p6)
contributions.
66
KL
γ
γ
pi0, η, η′
Figure 15: Polar diagrams for the transition KL → γγ. The P → γγ vertices of order p4
are generated by the anomalous–functional ZWZW .
Neglecting for the moment short distance effects, analogously to K → 3π and K →
ππγ cases, we find
|ǫ′⊥| <∼
∣∣∣∣∣ℑmA0ℜeA0
∣∣∣∣∣ . (7.6)
For what concerns short distance contributions, due to the suppression (7.3), even if the
new operators had a CP–violating phase of order one, their effect on ǫ′⊥ and ǫ
′
‖ could not
overcome the limit (7.6). Results near to this limit have been obtained for instance in
Refs.166,167.
7.2 KL → π0γγ.
K0(K¯0) → π0γγ transitions are not very interesting by themselves for the study of CP
violation. However, the process KL → π0γγ has an important role as intermediate state in
the decay KL → π0e+e−, that is very interesting for the study CP violation (§ sect. 8.1).
The CP–invariant decay amplitude of KL → π0γγ can be decomposed in the following
way:
M(KL(p)→ π0(p′)γ(q1, ε1)γ(q2, ε2)) = ε1µε2νMµν(p, q1, q2) , (7.7)
where
Mµν =
A(y, z)
M2K
(qµ2 q
ν
1 − q1q2gµν)
+
2B(y, z)
M4K
(−pq1pq2gµν − q1q2pµpν + pq1qµ2 pν + pq2pµqν1 ) (7.8)
and the variables y and z are defined by
y = p(q1 − q2)/M2K and z = (q1 + q2)2/M2K . (7.9)
Due to Bose symmetry A(y, z) and B(y, z) must be symmetric for q1 ↔ q2 and conse-
quently depend only on y2.
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The physical region in the dimensionless variables y and z is given by the inequalities
|y| ≤ 1
2
λ1/2(1, z, r2π) , 0 ≤ z ≤ (1− rπ)2 , (7.10)
where rπ = Mπ/MK and λ(a, b, c) is a kinematical function defined by
λ(x, y, z) = x2 + y2 + z2 − 2(xy + yz + zx) . (7.11)
From (7.7) and (7.8) we obtain the double differential decay rate for unpolarized photons:
d2Γ
dy dz
=
MK
29π3
{
z2|A+B|2 +
[
y2 − 1
4
λ(1, z, r2π)
]2
|B|2
}
. (7.12)
We remark that, due to the different tensor structure in (7.8), the A and B parts of
the amplitude give rise to contributions to the differential decay rate which have different
dependence on the two–photon invariant mass z. In particular, the second term in (7.8)
gives a non–vanishing contribution to
dΓ(KL → π0γγ)
dz
in the limit z → 0. Thus the
kinematical region with collinear photons is important to extract the B amplitude, that
plays a crucial role in KL → π0e+e− (§ sect. 8.1).
Analogously to KS → γγ, also KL → π0γγ receive O(p4) contributions only by loops,
which thus are finite168,169 and generate only an A-type amplitude. The diagrams are very
similar to the ones of KS → γγ (§ fig. 14) in the diagonal basis of Ref.170. The shape of
the photon spectrum at O(p4) (§ fig. 16), determined by the cut KL → 3π → πγγ, is in
perfect agreement with the data (§ fig. 17), however the branching ratio
BR(KL → π0γγ)O(p4) = 0.61× 10−6, (7.13)
is definitely underestimated (§ tab. 15). This implies that O(p6) effects are not negligible,
nevertheless the B-type contribution should be small. Though the full O(p6) calculation
is still missing, several authors have considered some O(p6) contributions (see, e.g. Ref.120
and references cited therein). At this order there are counterterms and loops.
Similarly to the strong sector one can assume that nearby resonances generate the
bulk of the local contributions, however we do not know the weak coupling of resonances
and we have to rely on models. A useful parametrization of the local O(p6) contributions
generated by vector resonances was introduced in Ref.171, by means of an effective coupling
aV (of order one):
A =
G8M
2
Kα
π
aV (3− z + r2π) , B = −
2G8M
2
Kα
π
aV . (7.14)
Thus, in general vector exchange can generate a B amplitude changing the O(p4) spec-
trum, particularly in the region of small z, and contributing to the CP conserving part of
KL → π0e+e−.
Also non-local contributions play a crucial role. Indeed, the O(p2) K → 3π vertex
from (4.32), used in the KL → π0γγ loop amplitude does not take into account the
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Figure 16: Theoretical predictions for the width of KL → π0γγ as a function of the two–
photon invariant mass. The dotted curve is the O(p4) contribution, dashed and full lines
correspond to the O(p6) estimates173,175 for aV = 0 and aV = −0.8, respectively. The
three distributions are normalized to the 50 unambiguous events of NA31 (§ fig. 17).
quadratic slopes of K → 3π (§ Eq. (5.8)) and describes the linear ones with 20%–30%
errors (§ tab. 7). Only at O(p4) the full physical K → 3π amplitudes are recovered107.
Using the latter as an effective K → 3π vertex for KL → π0γγ leads to a 40% increase in
the width and a change in the spectrum172,173, due to the quadratic slopes which generate
a B amplitude (§ fig. 16).
Including both local and non–local effects, one can choose appropriately aV (aV ∼
−0.9) to reproduce the experimental spectrum and the experimental branching ratio173.
Finally, a more complete unitarization of π−π intermediate states (Khuri–Treiman treat-
ment) and the inclusion of the experimental γγ → π0π0 amplitude174 increases the
KL → π0γγ width by another 10% and the resulting spectrum (§ fig. 16) requires a
smaller aV (aV ∼ −0.8)175. The general framework for weak vector meson exchange to
KL → π0γγ and to KL → γγ∗ has been studied in Ref. 175 and the value for the slope
to KL → γγ∗ has been connected to aV . Agreement with phenomenology is met in two
factorization models (FM and FMV). The factorization model with vectors (FMV) seems
to give a more complete and predictive picture175. In particular, the phenomenological
value for the weak coupling appearing in this model is consistent with the perturbative
value of C− in (3.27).
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Figure 17: Distributions of the 50 unambiguously KL → π0γγ events reconstructed by
NA31176 (histograms). Crosses indicate the experimental acceptance (scale on the right).
Experiments test the presence of a B amplitude by studying the spectrum of KL →
π0γγ at low z. Since NA31176 (§ fig. 17) reports no evidence of a B amplitude, this implies,
as we shall see in sect. 8.1, very interesting consequences for KL → π0e+e−. In the next
section we shall see how the the relative role of unitarity corrections and vector meson
contributions can be tested177 also in K± → π±γγ.
7.3 Charge asymmetry in K± → π±γγ.
Analogously to K → γγ transitions, also K± → π±γγ is dominated by long–distance
effects and receive the first non–vanishing contribution at O(p4). However, since in this
case the final state is not a CP eigenstate and contains a charged pion,K± → π±γγ receive
contributions not only from loops but also from ZWZW and non–anomalous counterterms.
The O(p4) decay amplitude can be decomposed in the following way:
M(K+(p)→ π+(p′)γ(q1, ǫ1)γ(q2, ǫ2)) =
= ǫµ(q1)ǫν(q2)
[
A(y, z)
(qµ2 q
ν
1 − q1q2gµν)
M2K
+ C(y, z)εµναβ
q1αq2β
M2K
]
, (7.15)
where C(y, z) is the anomalous contribution. The variables y and z and their relative
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Figure 18: Theoretical predictions for the normalized width of K+ → π+γγ as a function
of the two–photon invariant mass for cˆ = −2.3 (NF, dashed line) and cˆ = 0 (WDM, full
line) 177.
phase space are defined in (7.9) and (7.10). The O(p4) result for A(y, z) and C(y, z) is170:
A(y, z) =
G8M
2
Kα
2πz
[
(r2π − 1− z)F
(
z
r2π
)
+ (1− r2π − z)F (z) + cˆz
]
, (7.16)
C(y, z) =
G8M
2
Kα
π
 z − r2π
z − r2π + irπ Γpi0MK
− z −
2+r2pi
3
z − r2η
 , (7.17)
where ri = Mi/MK (i = π, η), F (z) is defined in the appendix and cˆ is a finite combination
of counterterms:
cˆ =
128π2
3
[3(L9 + L10) +N14 −N15 − 2N18] . (7.18)
Very similarly to KL → π0γγ (§ sect. 7.2), at O(p6) there are i) unitarity corrections
from the inclusion of the physicalK → 3π vertex in the loops, and ii) corrections generated
by vector meson exchange177,175. Differently from KL → π0γγ one expects171,177,175 that
the O(p6) vector meson exchange is negligible. However, unitarity corrections are large
here too and generate a B-amplitude (see Eq. (7.8)) as in KL → π0γγ. The resulting
diphoton spectrum is shown in fig. 18 for two values of cˆ: 0.0 and -2.3, corresponding
to the theoretical predictions of the weak deformation model (WDM) and of the naive
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Figure 19: BR(K+ → π+γγ) as a function of cˆ. The dashed line corresponds to the O(p4)
CHPT amplitude. The full line corresponds to the amplitude including the evaluated
O(p6) corrections177.
factorization (NF), respectively. In fig. 19 is shown the BR(K+ → π+γγ) as function of cˆ.
Brookhaven160 has actually now 30 candidates for this channel with a tendency to cˆ = 0.
Since loops generate an absorptive contribution, if cˆ has a non–vanishing phase, the
condition [2] of sect. 2 is satisfied and is possible to observe direct CP violation. Indeed,
from Eqs. (7.15-7.16) it follows170:
Γ(K+ → π+γγ)− Γ(K− → π−γγ) = ℑmcˆ|G8α|
2M5K+
210π5
×
×
∫ (1−rpi)2
4r2pi
dzλ
1
2 (1, z, r2π)(r
2
π − 1− z)zℑmF (z/r2π), (7.19)
where λ(a, b, c) is the kinematical function defined in (7.11). Unitarity corrections to this
formula have been taken into account in Ref.172 and lead to
|δΓ| = |Γ(K
+ → π+γγ)− Γ(K− → π−γγ)|
Γ(K+ → π+γγ) + Γ(K− → π−γγ)
<∼ |ℑmcˆ|. (7.20)
For what concerns the estimate of ℑmcˆ, the situation is completely similar to the
K → γγ case. Since short–distance contributions128,163 are suppressed at least by a factor
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10−4, we argue
|Γ(K+ → π+γγ)− Γ(K− → π−γγ)|
Γ(K+ → π+γγ) + Γ(K− → π−γγ) < 10
−4. (7.21)
Since BR(K+ → π+γγ) <∼ 10−6, the above result implies that also this asymmetry is far
from the near–future experimental sensitivities.
8 Decays with two leptons in the final state.
8.1 K → πff¯ .
K → πff¯ decays can be divided in two categories:
(a) K → πl+l− and (b) K → πνν¯, (8.1)
where l = e, µ. Even if the branching ratios of these processes (§ tab. 16) are very small
compared to those considered before, the different role between short– and long–distance
contributions make them very interesting for the study of CP violation.
Short–distance contributions are generated by the loop diagrams in fig. 20, which give
rise to the following local operators:
OVff¯ = s¯LγµdLf¯γ
µf, (8.2)
OAff¯ = s¯LγµdLf¯γ
µγ5f. (8.3)
Due to the GIM suppression, the dominant contribution to the Wilson coefficients of these
operators is generated by the quark top and is proportional to λt. Thus short–distance
contributions carry a large CP–violating phase.
There are two kinds of long–distance contributions. First of all K → πγ∗(Z∗) transi-
tions, ruled by the non–leptonic weak hamiltonian (3.30). Secondly, but only for case (a),
K → πγγ transitions followed by γγ → l+l− re–scattering.
Both short–distance and K → πγ∗(Z∗) contributions produce the lepton pair in a
JCP = 1−− or 1++ state,179 so that CP |π0f f¯〉 = +|π0f f¯〉. As a consequence, in KL →
π0l+l−(νν¯) these two contributions violate CP . Since the phase of λt is of order one and the
phase of the weak hamiltonian (3.30) is very small (∼ ℑmA0/ℜeA0), the short–distance
contribution is essentially a direct CP violation whereas the long–distance contribution is
dominated by indirect CP violation. Only the re–scattering γγ → l+l−, that is however
very suppressed, generates a CP–invariant contribution.
KL → π0l+l−(νν¯) decays have not been observed yet and certainly have very small
branching ratios (§ tab. 16). However, if the short–distance contribution was dominant
then an observation of these decays would imply the evidence of direct CP violation178.
In the following we will try to analyze under which conditions this is true.
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Figure 20: Short–distance contributions to K → πff¯ decays.
decay branching ratio
K± → π±e+e− (2.74± 0.23)× 10−7
K± → π±µ+µ− < 2.3× 10−7
K± → π±νν¯ < 5.2× 10−9
KL → π0e+e− < 4.3× 10−9
KL → π0µ+µ− < 5.1× 10−9
KL → π0νν¯ < 2.2× 10−4
KS → π0e+e− < 1.1× 10−6
Table 16: Experimental data on K → πff¯ decays18.
8.1.1 Direct CP violation in KL → π0f f¯ .
The effective hamiltonian describing short distance effects in these decays is75:
H|∆S|=1;ff¯eff =
2GFαem√
2
∑
q=u,c,t
λq(s¯LγµdL)f¯γ
µ
(
V q
ff¯
+ Aq
ff¯
γ5
)
f + h.c. (8.4)
As anticipated, in spite of the λt suppression, the dominant contribution in (8.4) is ob-
tained for q = t. The coefficients V tf f¯ and A
t
f f¯ have been calculated including next–to–
leading–order QCD corrections180, for µ ∼ 1 GeV the result is
V tll¯ = 3.4± 0.1 V tνν¯ = −Atνν¯ =
1
2
Atll¯ = 1.6± 0.2. (8.5)
Differently that in (3.30), in this case the µ–dependence and the uncertainties related to
αs are quite small: the error is dominated by the uncertainty on mt.
The hadronic part of OVll and O
A
ll matrix elements is well known because is related, by
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isospin symmetry, to the matrix element of K+ → π0e+νe:a
〈π0(pπ)|d¯γµs|K0(pK)〉 = f+(q
2)√
2
(pK + pπ)µ +
f−(q2)√
2
(pK − pπ)µ; (8.6)
where
f+(q
2) = 1 + λ
q2
M2π+
and λ = (0.030± 0.002). (8.7)
Using the previous equations, in the limit mf = 0, we find:
b
A(K2 → π0f f¯) = iGFαemℑmλtf+(q2)×
×(pK + pπ)µu¯(k)γµ
[
V tf f¯ + A
t
f f¯γ5
]
v(k′), (8.8)
which implies
BRCP−dir(KL → π0f f¯) = (1.16× 10−5)
[
(V tf f¯)
2 + (Atf f¯)
2
]
(A2λ5η)2. (8.9)
Using for A, λ and η the values of tab. 2 and summing over the three neutrino families,
we finally obtain
1.3 < 1012 × BRCP−dir(KL → π0e+e−) < 5.0,
0.8 < 1012 × BRCP−dir(KL → π0νν¯) < 3.3,
0.3 < 1012 × BRCP−dir(KL → π0µ+µ−) < 1.0.
(8.10)
8.1.2 Indirect CP violation in KL → π0f f¯ .
Neglecting the interference pieces among the different terms, the indirect–CP–violating
contribution to the branching ratio is given by
BRCP−ind(KL → π0f f¯) = |ǫ|2ΓS
ΓL
BR(KS → π0f f¯)
= 3× 10−3 × BR(KS → π0f f¯). (8.11)
Unfortunately, present limits on KS → π0f f¯ branching ratios (§ tab. 16) are not sufficient
to establish the relative weight between Eq. (8.11) and Eq. (8.10). Thus we need to
estimate theoretically the KS → π0f f¯ width.
This process receives contributions both from the effective hamiltonian in Eq. (8.4)
and from the one in Eq. (3.30). The former is negligible since generates a width of the same
order of ΓCP−dir(KL → π0f f¯) estimated in the previous subsection. The long–distance
contribution generated by H|∆S|=1eff can be evaluated in the CHPT framework. The lowest
order result vanishes both in the KS → π0γ∗ case181 and in the KS → π0Z∗ one182. The
first non–vanishing contribution arises at O(p4).
a It is possible to derive the same result also by means of CHPT (§ sect. 4.2.1), but is necessary to keep
also O(p4) contributions to obtain the correct form–factor behaviour at q2 6= 0.
b The contribution of f−(q
2) is proportional to mf and thus negligible in the case of e
+e− and νν¯ pairs.
75
Kpi
γ,Z
pi,K
pi,K
f
f
Figure 21: One–loop diagram (in the diagonal basis of Ecker, Pich and de Rafael170)
relevant to K → πff¯ transitions.
Before going on with the calculation, we note that the one–loop diagram of fig. 21
with a Z∗ is heavily suppressed (∼ (MK/MZ)2) respect to the corresponding one with γ∗,
thus
BRlong−d(KS → π0νν¯)
BRlong−d(KS → π0e+e−)
<∼
(
M2Kαem
M2ZαW
)
< 10−7. (8.12)
This result, together with the experimental limit on KS → π0e+e− (§ tab. 16), let us
state that the dominant contribution to KL → π0νν¯ is generated by direct CP violation.
Unfortunately the observation of this process is very difficult: it requires an extremely good
π0–tagging and an hermetic detector able to eliminate the background coming fromKL →
π0π0 (with two missing photons), that has a branching ratio eight orders of magnitude
larger. The KTeV183 expected sensitivity for KL → π0νν¯ is ∼ 10−8.
Coming back to the O(p4) calculation, the result for KS → π0e+e− is181:
A(4)(KS → π0e+e−) = G8αem
4π
[
2ϕ
(
q2
M2K
)
+ ωS
]
×
×
{
(pK + pπ)µ − (M2K −M2π)
qµ
q2
}
u¯(k)γµv(k′), (8.13)
where ϕ(z) is defined in the appendix and
ωS =
2
3
(4π)2 [2N r14(µ) +N
r
15(µ)]−
1
3
log
(
M2K
µ2
)
. (8.14)
Also in this case the counterterm combination is not experimentally known.c
Expressing KS → π0e+e− branching ratio as a function of ωS, leads to120
BR(KS → π0e+e−) =
[
3.07− 18.7ωS + 28.4ω2S
]
× 10−10. (8.15)
c Differently to the cases analyzed before, the counterterm combination which appears in KS → π0e+e−
is not finite. However, the constant ωS of Eq. (8.14) is by construction µ–independent.
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Within the factorization model (§ sect. 4.4) is possible to relate ωS to the counterterm
combination that appears in K+ → π+e+e− (§ sect. 8.1.4), the only K → πff¯ channel
till now observed117,120:
ωS = (0.5± 0.2) + 4.6(2kf − 1). (8.16)
In the factorization model earlier proposed in Ref.181, the choice kf = 1/2 was adopted.
This value of kf essentially minimize Eq. (8.15) and for this reason in the literature has
been sometimes claimed that indirect CP violation is negligible in KL → π0e+e− (see
e.g. Ref.37). Though supported by a calculation done in a different framework184, this
statement is very model dependent (as can be easily deduced from Eq. (8.16)). Indeed the
choice kf > 0.7, perfectly consistent from the theoretical point of view, implies BR(KS →
π0e+e−) > 10−8, i.e. BRCP−ind(KL → π0e+e−) > 3×10−11. In our opinion, the only model
independent statement that can be done now is:
5× 10−10 < BR(KS → π0e+e−) < 5× 10−8,
1.5× 10−12 < BRCP−ind(KL → π0e+e−) < 1.5× 10−10, (8.17)
thus today is not possible to establish if KL → π0e+e− is dominated by direct or indi-
rect CP violation. The only possibility to solve the question is a direct measurement
of Γ(KS → π0e+e−), or an upper limit on it at the level of 10−9, within the reach of
KLOE137,39. We stress that this question is of great relevance since the sensitivity on
KL → π0e+e− which should be reached at KTeV is ∼ 10−11 (for a discussion about
backgrounds and related cuts in KL → π0e+e− see Ref.185).
8.1.3 CP–invariant contribution of KL → π0γγ to KL → π0e+e−.
As anticipated, the decay KL → π0e+e− receives also a CP–invariant contribution form
the two–photon re–scattering in KL → π0γγ (contribution that has been widely discussed
in the literature, see e.g. Refs.186−189,169,173).
As we have seen in sect. 7.2, the KL → π0γγ amplitude can be decomposed in to two
parts: A and B (§ Eq. (7.8)). When the two photons interact creating an e+e− pair the
contribution of the A amplitude is negligible being proportional to me.
In the parametrization of Ecker, Pich and de Rafael171 (§ Eq. (7.14)) the absorptive
contribution generated by on–shell photons coming from the B term is given by173,189,175:
BRCP−cons(KL → π0e+e−)|abs = 0.3× 10−12, aV = 0, (8.18)
BRCP−cons(KL → π0e+e−)|abs = 1.8× 10−12, aV = −0.9. (8.19)
Using these results we can say that the CP–invariant contribution should be smaller than
the direct–CP–violating one. At any rate, even in this case a more precise determination
of Γ(KL → π0γγ) at small z (definitely within the reach of KLOE) could help to evaluate
better the situation.
Another important question is the dispersive contribution generated by off–shell pho-
tons, which is more complicated since the dispersive integral is in general not convergent.
A first estimate of this integral was done in Ref.189, introducing opportune form factors
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which suppress the virtual–photon couplings at high q2. The dispersive contribution esti-
mated in this way is of the same order of the absorptive one, but is quite model dependent.
A more refined analysis is in progress190.
Finally, we remark that the different CP -conserving and CP -violating contributions to
KL → π0e+e− could be partially disentangled if the asymmetry in the electron–positron
energy distribution189 and the time–dependent interference191,192 ofKL,S → π0e+e− would
be measured in addition to the total width.
8.1.4 K± → π±l+l−.
Another CP–violating observable that can be studied in K → πff¯ decays is the charge
asymmetry of K± → π±e+e− widths. As we have seen in sect. 2, in order to have a
non–vanishing charge asymmetry is necessary to consider processes with non–vanishing
re–scattering phases. This happens in K± → π±e+e− decays due to the absorptive con-
tribution of the loop diagram in fig. 21.
Analogously to the K0 → π0e+e− case, the O(p4) amplitude of K+ → π+e+e− is given
by181:
A(4)(K+ → π+e+e−) = G8αem
4π
[
−ϕ
(
q2
M2K
)
− ϕ
(
q2
M2π
)
− ω+
]
×
×
{
(pK + pπ)µ − (M2K −M2π)
qµ
q2
}
u¯(k)γµv(k′), (8.20)
where
ω+ =
4
3
(4π)2 [N r14(µ)−N r15(µ) + 3Lr9(µ)]−
1
3
log
(
M2K
µ2
)
. (8.21)
Thus the charge asymmetry is given by:
Γ(K+ → π+e+e−)− Γ(K− → π−e+e−) = ℑmw+ |G8|
2α2emM
5
K
192π5
×
×
∫ (1−r2pi
4r2e
dzλ3/2(1, z, r2π)
√
1− 4r
2
e
z
(
1 + 2
r2e
z
)
ℑmϕ
(
z
r2π
)
, (8.22)
where z = q2/M2K , ri = mi/MK and λ(x, y, z) is defined in Eq. (7.11). Integrating
Eq. (8.22) and using the experimental value of Γ(K+ → π+e+e−) we finally get
Γ(K+ → π+e+e−)− Γ(K− → π−e+e−)
Γ(K+ → π+e+e−) + Γ(K− → π−e+e−) ≃ 10
−2ℑmw+. (8.23)
The real part of w+ is fixed by the experimental information on the width and the
spectrum of the decay196:
ℜew+ = 0.89+0.24−0.14. (8.24)
On the other hand, we expect that ℑmw+ is theoretically determined by short distance
contributions. Comparing Eq. (8.20) with the amplitude obtained by H|∆S|=1;ff¯eff , we find:
|ℑmw+| ≃ 4πA2λ5ηV tf f¯ , (8.25)
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which implies
|δΓ| = |Γ(K
+ → π+e+e−)− Γ(K− → π−e+e−)|
Γ(K+ → π+e+e−) + Γ(K− → π−e+e−) ≃ 2× 10
−4 × A2η. (8.26)
Unfortunately, due to the small branching ratio of the process, the statistics necessary to
test this interesting prediction is beyond near–future experimental programs.
Apart from the asymmetry of K± widths, in K+ → π+µ+µ− (and in K− → π−µ+µ−)
it is possible to measure also asymmetries which involve muon polarizations. These can
be useful both to study T violation193 and to provide valuable information about CKM
matrix elements194. However, these measurements are not easy from the experimental
point of view and thus we will not discuss them (for accurate analyses see Refs.193−195).
8.1.5 K+ → π+νν¯.
As in the KL → π0νν¯ case, also this decay is by far dominated by short distance. This
process is not directly interesting for CP violation but is one of the best channels to put
constraints on CKM parameters ρ and η.
Using the short distance hamiltonian (8.4) we find, analogously to Eq. (8.8),
A(K+ → π+νν¯) = GFαemf+(q2)
∑
q
λqV
q
νν¯(pK + pπ)µu¯(k)γ
µ [1− γ5] v(k′). (8.27)
As in the previous cases the top contribution is dominant, however, since K+ → π+νν¯
is a CP conserving amplitude, in this case the charm effect is not completely negligible.
Following Buras et al.197 we can parametrize the branching ratio in the following way:
BR(K+ → π+νν¯) = 2× 10−11A4
[
η2 +
2
3
(ρ− ρe)2 + 1
3
(ρ− ρτ )2
] (
mt
MW
)2.3
, (8.28)
where ρe and ρτ differ from unity because of the presence of the charm contribution; using
mc(mc) = 1.30± 0.05 GeV from Ref.197 we find
1.42 ≤ ρe ≤ 1.55 1.27 ≤ ρτ ≤ 1.38. (8.29)
Present limits on this decay (§ tab. 16) are still more than one order of magnitude far
from the Standard Model value, which however should be reached in the near future.160
As shown in fig. 22, K → πff¯ measurements would allow in principle a complete
determination of sizes and angles of the unitarity triangle introduced in sect. 3.4. Even if
these measurements are not easy to perform, it is important to stress that could compete
for completeness and cleanliness with those in the B sector.
8.2 K → l+l−
The decay amplitude A(K0 → l+l−) can be generally written as
A(K0 → l+l−) = u¯(k)(iB + Aγ5)v(k′), (8.30)
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δΓ(K+→pi+e+e-)
KL→pi
0νν
KL→pi
0
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-
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η
δ β
α
- -
-
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εK/BK
Figure 22: Kaon decays and the unitarity triangle.
decay branching ratio
KL → µ+µ− (7.4± 0.4)× 10−9
KL → e+e− < 4.1× 10−11
KS → µ+µ− < 3.2× 10−7
KS → e+e− < 1.0× 10−5
Table 17: Experimental data18 on KL,S → l+l−.
then
Γ(K0 → l+l−) = MKβ(l)
8π
(
|A|2 + β2(l)|B|2
)
, β(l) =
(
1− 4m
2
l
M2K
)1/2
. (8.31)
Up to now, only the KL → µ+µ− decay has been observed (§ tab. 17).
Analogously to previous decays, also in in this case it is convenient to decompose
amplitude contributions in short– and long–distance ones. In both channels (KL and KS)
the dominant contribution is the long–distance one, generated by the two–photon re–
scattering in KL(KS) → γγ transitions. Since A(γγ → l+l−) is proportional to ml, this
explains why only the KL → µ+µ− has been observed till now.
A and B amplitudes have different transformation properties under CP : if CP is
conserved K2 → l+l− receives a contribution only from A whereas K1 → l+l− only form
B. Thus CP violation in K → l+l− decays can be observed trough the asymmetry
〈P (l)〉 = N+(l
−)−N−(l−)
N+(l−) +N−(l−)
∝ ℑm(A∗B), (8.32)
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where N±(l−) indicates the number of l− emitted with positive or negative helicity. In the
KL case we obtain: ∣∣∣〈P (µ)L 〉∣∣∣ ≃ β(µ) ∣∣∣∣ℑm(B2 + ǫ˜B1A2
)∣∣∣∣ , (8.33)
where the subscripts of A and B indicate if the amplitudes belong to K1 or K2.
The amplitude B2, responsible of direct CP violation, is generated in the Standard
Model by the short–distance contribution of the effective operator198 s¯dH , where H is the
physical Higgs field. Its effect is completely negligible with respect to the indirect–CP–
violating one.
The CP–invariant amplitude A2 has a large imaginary part (|ℜeA2| ≪ |ℑmA2|),
because the absorptive contribution to KL → γγ → µ+µ− essentially saturates the ex-
perimental value of Γ(KL → µ+µ−):
BR(KL → µ+µ−)|abs = (6.85± 0.32)× 10−9. (8.34)
As a consequence, if we neglect both direct CP violation and ℜeA2/ℑmA2, and we assume
ǫ = |ǫ|eiπ/4, then Eq. (8.33) becomes:
∣∣∣〈P (µ)L 〉∣∣∣ ≃ β(µ)|ǫ|
√
2
|ℑmA2| |ℑmB1 −ℜeB1| . (8.35)
The amplitude B1 can be calculated unambiguously in CHPT at the lowest non–
vanishing order (KS → γγ O(p4) + γγ → l+l− O(e2)) since, as in KS → γγ, the loop
calculation is finite199. The results thus obtained are
ℑmB1 = +0.54× 10−12, (8.36)
ℜeB1 = −1.25× 10−12, (8.37)
and imply199 ∣∣∣〈P (µ)L 〉∣∣∣ ≃ 2× 10−3. (8.38)
The measurement of 〈P (µ)L 〉 is not useful for the study of direct CP violation within
the Standard Model. However, the above result tell us that a measurement of 〈P (µ)L 〉 at
the level of 10−3 could be very useful to exclude new CP–violating mechanisms with
additional scalar fields37.
Another interesting question in this channel is the short distance200 contribution to
ℜeA2, which depends on the CKM matrix element Vtd. Thus KL → µ+µ− could in prin-
ciple add new information about the unitarity triangle of fig. 22. However, ℜeA2 re-
ceives also a long–distance (model dependent) contribution from the dispersive integral
KL → γ∗γ∗ → µ+µ−. The smallness of ℜeA2 implies a cancellation among these two
terms. The extent of this cancellation and the accuracy with which one can evaluate the
dispersive integral, determine the sensitivity to Vtd. KL → γl+l− and KL → e+e−µ+µ−
decays could bring some information on the relevant form factor (see Refs.201,202,175 and
references therein), however the result is still model dependent.
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8.3 K → πlν.
Analogously to the previous case, also the transverse muon polarization in K → πµν
decays (〈P (µ)⊥ 〉) is very sensitive to new CP–violating mechanisms with additional scalar
fields (for an update discussion see Ref.88). 〈P (µ)⊥ 〉 is a measurement of the muon polariza-
tion perpendicular to the decay plane and, by construction, is related to the correlation
〈→s (µ) ·(
→
p (µ) ×
→
pπ)〉 (8.39)
which violates T in absence of final–state interactions. In the KL → π−µ+ν case, with
two charged particles in the final state, electromagnetic interactions can generate203
〈P (µ)⊥ 〉FSI ∼ α/π ∼ 10−3. However, in K+ → π0µ+ν this effect is much smaller204
(〈P (µ)⊥ 〉FSI ∼ 10−6) and T–violation could be dominant.
In the framework of the Standard Model and in any model where the K+ → π0µ+ν
decay is mediated by vector meson exchanges, 〈P (µ)⊥ 〉 is zero at tree-level and is expected
to be very small205. On the other hand, interference between W bosons and CP–violating
scalars can produce a large effect. Writing the effective amplitude as18
A(K+ → π0µ+ν) ∝ f+(q2)
[
(pK + pπ)µµ¯γ
µ(1− γ5)ν + ξ(q2)m(µ)µ¯(1− γ5)ν
]
, (8.40)
neglecting the q2 dependence of ξ(q2) and averaging over the phase space, leads to206:
〈P (µ)⊥ 〉 ≃ 0.2(ℑmξ). (8.41)
The present experimental determination of ℑmξ is18:
ℑmξ = −0.0017± 0.025, (8.42)
but an on–going experiment at KEK (E246) should improve soon this limit by an order of
magnitude207. From the theoretical point of view, it is interesting to remark that present
limits on multi–Higgs models, coming from neutron electric dipole moment and B →
Xτντ , do not exclude a value of ℑmξ larger than the sensitivity achievable at KEK88. A
large ℑmξ is expected in some SUSY models208 and an eventual evidence at the level of
10−3 would imply interesting consequences for the next–generation of experiments in the
B sector.
8.4 K → ππl+l−.
The last channels we are going to discuss are K → ππl+l− transitions. The dynamics
of these processes is essentially the same of K → ππγ transitions (§ sect. 6), with the
difference that the photon is virtual. For this reason we shall discuss these decays only
briefly.
With respect to K → ππγ transitions, K → ππl+l− decays have the disadvantage
that the branching ratio is sensibly smaller (obviously the e+e− pair is favoured with
respect to the µ+µ− one). Nevertheless, there is also an advantage: the lepton plane
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furnishes a measurement of the photon polarization vector. This is particularly useful in
the case of KL → π+π−e+e−,d because let us to measure the CP–violating interference
between electric and magnetic amplitudes (§ sect. 6.1.1) also in experimental apparata
where photon polarizations are not directly accessible. The observable proportional to
this interference is the φπ/e–distribution, where φπ/e is the angle between e
+e− and π+π−
planes.
The asymmetry in the φπ/e–distribution has been recently estimated in Refs.
151,209
and turns out to be quite large (∼ 10%), within the reach of KLOE. However, since the
electric amplitude of KL → π+π−γ is dominated by the bremsstrahlung of KL → π+π−,
this effect is essentially an indirect CP violation. Elwood et al.209 have shown how to
construct an asymmetry which is essentially an index of direct CP violation. In this case,
however, the prediction is of the order of 10−4, far from experimental sensitivities.
9 Conclusions.
In table 18 we report the Standard Model predictions discussed in this review for the
direct–CP–violating observables of K → 2π, K → 3π, K → 2πγ, K → πff¯ , K → γγ
and K → πγγ decays.
In many cases, due to the uncertainties of next–to–leading order CHPT corrections,
it has not been possible to make definite predictions but only to put some upper limits.
However, this analysis is still very useful since an experimental evidence beyond these
limits would imply the existence of new CP violating mechanisms.
The essential points of our analysis can be summarized as follows:
• InK → 3π,K → 2πγ,K → γγ andK → πγγ, the presence of several ∆I = 1/2 am-
plitudes generally let to overcome the ω = ℜeA2/ℜeA0 suppression which depresses
direct CP violation in K → 2π. Thus in the above decays direct–CP–violating ob-
servables are usually larger than ǫ′ of about one order of magnitude. Nevertheless,
due to the small branching ratios, the experimental sensitivities achievable in these
decays are well below those of K → 2π.
With respect to some controversial questions in the literature, we stress that charge
asymmetries in K± → (3π)±, as well as those in K± → π±π0γ, cannot exceed 10−5.
• In KL → π0f f¯ decays, the absence or the large suppression of CP–invariant contri-
butions implies that CP violation plays a fundamental role: the question is whether
the direct CP violation dominates over the other contributions.
In KL → π0νν¯ the direct CP violation is certainly dominant, but the observation
of this decay is extremely difficult.
In KL → π0e+e−, due to the uncertainties of both O(p4) effects in KS → π0e+e−
and the dispersive contribution from KL → π0γγ, is impossible to establish without
d This decay has not been observed yet, the theoretical branching ratio120 is BR(KL → π+π−e+e−) =
2.8× 10−7.
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channel observable − prediction σ
(2π)0
∣∣∣ ǫ′
ǫ
∣∣∣ < 10−3 >∼ 10−4
(3π)± |δg| < 10−5 >∼ 10−4
(3π)0 |ǫX+−0|, |ǫ′+−0| < 5× 10−5 >∼ 10−4
π+π−γ |η+−γ − η+−| < 5× 10−6 >∼ 10−5
π±π0γ |δΓDE| < 10−4 >∼ 10−3
γγ |ǫ′⊥|, |ǫ′‖| < 10−4 >∼ 10−3
π±γγ |δΓ| < 10−4 >∼ 10−2
π0νν¯ BR(KL → π0νν¯) = (0.8÷ 3.3)× 10−12 >∼ 10−8
π0e+e− BR(KL → π0e+e−) = (1.3÷ 5.0)× 10−12 (∗) 10−11
π±e+e− |δΓ| = (0.4± 0.2)× 10−4 >∼ 10−2
Table 18: Standard Model predictions for direct–CP–violating observables of K decays.
In the third column we report a rough estimate of the expected sensitivities, achievable
by combining KTeV183, NA48210 and KLOE137 future results. The ‘∗’ in KL → π0e+e−
concerns the question of the indirect–CP–violating contribution (§ sect. 8.1.2).
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model dependent assumptions which is the dominant amplitude. Only a measure-
ment of BR(KS → π0e+e−) (or an upper limit on it at the level of 10−9) together
with a more precise determination of the dispersive contribution form KL → π0γγ
could solve the question.
To conclude this analysis, we can say that in the near future there is a realistic hope to
observe direct CP violation only in K → 2π and KL → π0e+e−, but even in these decays
a positive result is not guaranteed. Nevertheless, a new significant insight in the study of
this interesting phenomenon will certainly start in few years with the next–generation of
experiments on B decays211 and, possibly, with new rare kaon decay experiments212.
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A Loop functions.
The function C˜20(x, y), which appear at one loop inK → ππγ direct–emission amplitudes,
is defined as119
C˜20(x, y) =
C20(x, y)− C20(x, 0)
y
, (A.1)
in terms of the three–propagator one–loop function C20(p
2, kp) for k2 = 0:
∫
ddl
(2π)d
lµlν
[l2 −M2π ][(l + k)2 −M2π ][(l + p)2 −M2π ]
= igµνC20(p
2, kp) +O(pµ, kµ). (A.2)
The explicit expression for x, x− 2y > 4M2π is
(4π)2ℜeC˜20(x, y) = x
8y2
{(
1− 2y
x
)[
β log
(
1 + β
1− β
)
− β0 log
(
1 + β0
1− β0
)]
+
M2π
x
[
log2
(
1 + β0
1− β0
)
− log2
(
1 + β
1− β
)]
+ 2
y
x
}
, (A.3)
(16π)ℑmC˜20(x, y) = − x
8y2
{(
1− 2y
x
)
[β − β0]
+
2M2π
x
[
log
(
1 + β0
1− β0
)
− log
(
1 + β
1− β
)]
+ 2
y
x
}
, (A.4)
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where
β0 =
√
1− 4M
2
π
x
and β =
√√√√1− 4M2π
(x− 2y) . (A.5)
The other one–loop functions introduced in the text are170:
F (z) =
{ 1− 4z arcsin2 (√z/2) z ≤ 4
1 +
1
z
log 1−
√
1− 4/z
1 +
√
1− 4/z
+ iπ
2 z ≥ 4 (A.6)
and
ϕ(z) =
5
18
− 4
3z
− 1
3
(
1− 4
z
)
G(z), (A.7)
where
G(z) =
{ √4/z − 1 arcsin (√z/2) z ≤ 4
−1
2
√
1− 4/z
log 1−
√
1− 4/z
1 +
√
1− 4/z
+ iπ
 z ≥ 4 (A.8)
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