Abstract. This paper presents a first result of a long term research project dealing with the construction of d-orthogonal polynomials with Hahn's property. We shall show that the latter class could be characterized by expanding a polynomial as finite sum of its derivative and we shall explain how this characterization could be used to construct Hahn-classical d-orthogonal polynomials as well. Therefore, to some extents, it is possible to construct the whole class of Hahn-classical d-orthogonal polynomials for a fixed d by following this way. In this paper we look for solutions of two term linear combination by considering the derivative operator, Delta operator and Jackson operator. The resulting polynomials are a particular class of Laguerre d-orthogonal polynomials, a generalization of Mittag-Leffler polynomials and their q-analogues respectively. Properties of particular interest are presented.
Introduction and preliminaries
We aim to start a construction of d-orthogonal polynomials of Hahn type, that is to say, the d-orthogonal polynomials with d-orthogonal derivatives (towards Askey tableaux). Our idea based on the fact that both of the latter sequences are d-orthogonal. This means that we can express any polynomial from the sequence as linear combination in terms the derivative sequence's elements. Moreover, the linear combination should be finite to guarantee the d-orthogonality of the derivative sequence. In the present paper we shall look at this type of polynomials as solutions of a linear combination by considering the first two consecutive term from the linear combination bellow and this will be our starting paper (1.1) P n (x) = d+1 ν=0 λ n,ν Q n−ν (x), ∀n ≥ 0.
where Q n = (n + 1) −1 LP n+1 , n ≥ 0 and L is a lowering operator, that is, a linear operator that decreases in one unit the degree of a polynomial and such that L(1) = 0. But for the sake of brevity, we restrict our interest into three cases: the differential's operator D = R (x, t) = e q (1 − q)xt 1 + at 1 e q (η 1 t)e q (η 2 t)...e q (η d t) ,
H (x, t) = E q (1 − q)xt 1 + at e q (θ 1 t) e q (θ 2 t) ...e q (θ d t) .
We would like to mention on one hand that the d-orthogonal polynomials generated by (1.2) are of Laguerre type [7, p. 10] . On the other hand, we will call the polynomials generated by (1.3) the Mittag-Leffler d-orthogonal polynomials since they reduce to classical Mittag-Leffler orthogonal polynomials with d = 1 and α = −β = 1. Furthermore, if α or β is zero this generating function generates Charlier d-orthogonal polynomials studied by Ben Cheikh and Zaghouani in [6] . While the q-analogues seem to be new families of d-orthogonal polynomials even for d = 1 and they also reduce to q-Appell when a = 0.
Some q-calculus settings
The ∆ w difference operator is defined as follows
and the generalized falling factorial is defined by (x|w) n = x(x − w)(x − 2w)...(x − (n − 1)w) with (x|1) n := (x) n , n ≥ 1, (x|w) 0 = 1.
The generating function of the generalized falling factorials can be obtained directly from the binomial series as follows (2.1) (1 + wt)
Another very interesting operator is the Jackson's q-difference operator which is defined by
qx − x where q = 1 and it clearly approaches the usual derivative as q → 1. The q-shifted factorials for a ∈ C, n ∈ N ∪ {∞} are (a; q) 0 := 1, (a; q) n = n−1 i=0
(1 − aq i ), (a 1 , ..., a r ; q) n = r i=1 (a i ; q) n .
The ratio [a] q = (q a −1)/(q−1) := [a] is called a q-number (or a q-analogue of the complex number a) because it tends to a as q → 1. The q-numbers factorial [n] q ! is defined for a nonnegative integer n by and then the q-binomial coefficient may be defined by
It is easy to see that the multiplication and quotient rule for the operator D q are (2.2)
The q-exponential functions are defined as follows [11, p. 354] and the first function is its own q-derivative while the second one satisfies D q E q (z) = E q (qz).
In our construction, we need to determine the solutions of the following two first order initial value problems (2.4) (
(1 − at) D q y(x) = ty(qx), y(0) = 1. are indeed solutions of (2.4). To prove that they are unique, let y(x) be a solution of the first of equations (2.4) .
Since e q (1−q)xt 1−at = 0 for all x ∈ R, then by (2.2) using also lemma 2.2
Hence y(.)/e q (1−q)t. 1−at is constant. Accordingly
The proof for E q
is similar.
In the rest of this section we shall use the following notation e . The following equalities can be proved straightforwardly Lemma 2.2. For n ≥ 0, we have that
Next we shall apply Jackson operator with respect to the variable t on the above functions and to do this, we state first explicitly the q-series studied in [10] . Therefore, N. Fine used some iterating techniques to obtain some explicit sums of the following series which we prefer to express in terms of basic hypergeometric series [11] 
Let us remark that the latter sum reduces when b = 0 to
and when a → 0 to 1 φ 2 (q; bq, tq; q; bqt). Using the latter sums we can prove the following results Proposition 2.3. The following formulas are true
Proof. The sum (2.6) follows readily from the sum of series (2.5). Let us remark next that (2.10)
Iterating the second equality of (2.10) we obtain, since e a q (q n x, t) → e a q (0, t) as n → ∞, that
and by lemma 2.2 we obtain
(1 − q)xt 1 − aqt ; q n q n now the equality (2.6) shows that the right hand side of the latter equality vanishes from which (2.7) follows. Using this in the first equality of (2.10), (2.8) follows. To prove (2.9) it suffice to use quotient rule (2.2) for Jackson operator D q .
Quasi-orthogonality and linear combinations
Let {P n } n≥0 be a monic sequence of polynomials with deg P n = n, n ≥ 0. The dual sequence {u n } n≥0 , u n ∈ P ′ of {P n } n≥0 is defined by duality bracket denoted throughout as u n , P m := δ n,m , n, m ≥ 0. The latter equality can be regarded as a bi-orthogonality between two sequences.
Before we dive into the d-orthogonality, let us briefly recall the standard orthogonality in formal essence. A sequence {P n } n≥0 is said to be orthogonal with respect to some linear form u, if u, P m P n := r n δ n,m , n, m ≥ 0, r n = 0, n ≥ 0. In this case, necessarily u is proportional to u 0 , i.e. u = λu 0 , λ = 0.
For a generalization of the above standard orthogonality we will deal with the concept of dorthogonality. Let us recall the definition and some characterizations which will be needed in the sequel. Throughout this work all the sequence of polynomials are supposed to be monic. 
The first and second conditions of (3.1) are called respectively the d-orthogonality conditions and the d-regularity conditions. In this case, the d-dimensional vector form U is called regular. Notice further that if d = 1, then we meet again the notion of usual (standard) orthogonality.
The following characterization constitutes an analogue of Favard's theorem.
Theorem 3.2.
[15] Let {P n } n≥0 be a monic sequence of polynomials, then the following statements are equivalent.
and the regularity conditions γ 0 m+1 = 0, m ≥ 0. Now we recall the quasi-orthogonality and some characterizations. T , if for every 0 ≤ r ≤ d − 1, there exist s r ≥ 0 and σ r ≥ s r integers such that
If the linear form U in the definition above is regular, then there exists sequence of polynomials d-orthogonal with respect to U. The question to think about now is: what is the connection between the two sequences? Maroni in his papers doesn't provide any information on the latter connection. Unfortunately, in our work we shall use this hard stage. Next we recall two characterization of the d-quasi-orthogonality rely only on the polynomial's sequences. First we have the following Proposition 3.4. [16, 18] Suppose that {P n } n≥0 is d-OPS with respect to U. Then a sequence of polynomials {Q n } n≥0 is strictly d-quasi-orthogonal of order l with respect to U if and only if the following recursion holds
with a n,dl = 0.
We shall give a motivating example of the latter proposition. For this end, we want to give a generalization of the hypergeometric polynomials discussed in [13] . Indeed, in that paper, the authors proved the following lemma which is given explicitly here Lemma 3.5. Let n ∈ N, k ∈ {1, 2, ..., n − 1} and α 2 , .., α p , β 1 , ..., β q ∈ R such that α 2 , .., α p ,β 1 , ..., β q / ∈ {0, −1, −2, ..., −n} and α 2 / ∈ {0, 1, 2, ..., k − 1}. Then
Accordingly, we could give a linear combination of some hypergeometric type d-OPS.
By taking p = 1, q = d and β i = α i + 1 with α i = −1, −2, ... in (3.7), we readily get the following representation
with n k = (n + k − 1) k and β = −1, −2, ...
The latter linear combination (3.9) together with proposition 3.4 show that the polynomial P
Notice also that if there exists i, say i = 1 such that α 1 = β + dl, then the expansion (3.9) reduces to (3.10) 
. Let us remark also that the above linear combination could produces again a q-Laguerre d-OPS by simply choosing a = b.
More generally, we have the following structure relation Theorem 3.8.
[18] Let {P n } and {Q n } be two d-OPS with respect to U and V respectively. then {P n } is d-quasi-orthogonal of order l with respect to V if and only if there exist polynomial π l of degree l and complex numbers b n,k such that the following formula holds
The latter result enables us to give a new characterization of semi-classical d-OPS analogue to the structure relation in the usual orthogonality were first proven by Maroni as an attempt to generalizing the Al-Salam-Chihara's characterization. In fact, {P n } is of Hahn type (semi-classical of order s=0) d-OPS, means that the sequence P
In this case, the sequence {P n } itself is d-quasi-orthogonal of order two at most with respect to the vector linear form of P [1] n [17] . Consequently, we immediately have the following result Corollary 3.9. Let {P n } a d-OPS with respect to U. The following properties are equivalent:
(1) {P n } possesses Hahn's property.
(2) there exist a polynomial π ∈ P 2 and a complex parameters a n , b n and c n , with c n = 0, such that
n (x) = a n P n+1 (x) + b n P n (x) + c n P n−1 (x), ∀n ≥ 0. (3) there exist complex numbers λ n,ν not all zero, such that [14] (3.13)
The connection (3.13) could be used to enumerate all the L-classical d-OPS of Hahn type. Indeed, denoting the recurrence coefficients of {P n } (resp. Q n = (n + 1)
) by β n and γ i n (resp. ξ n and η i n ), we obtain for the three respective cases the following (3.14)
. which is (3.13) written down explicitly.
Next we shall focus on the linear combination (3.13) and we shall look for its solutions by considering, in this paper, linear combination of the first two term. Hence if we assume that d = 1, then with appropriate choice of the operator we should obtain some families of Askey scheme.
Constructing OPS classical in the Hahn sens
To start with, let us remark form (3.14) that if λ n,ν = 0 for 1 ≤ ν ≤ d + 1, then the solutions of these equations are L-Appell d-orthogonal polynomials (see for instance [6, 8, 21 ] the respective cases of L). Now suppose that λ n,ν = 0 for 2
In order to determine all classical d-OPS satisfying (4.1), we shall explicitly determine the corresponding generating functions of the polynomials. For this end, it is more convenient to transform (4.1) to certain initial value problem. First of all, besides structure relations (3.14) we have one more interesting structure relation inspired by [14] Proposition 4.1. For d ≥ 2 the polynomials generated by (4.1) satisfy the following structure relation
To prove the latter proposition we need the following lemma based on the paper's results [14] Lemma 4.2. The recurrence coefficients of the two set of polynomials generated by (4.1) satisfy the following
Substitute recursively the latter fact in the left hand side of (4.3) to get its right hand side.
Proof of Proposition 4.1. We have from [14, eq.(31)] using also the first equality of (28) that
Inserting the latter expressions in the recurrence relation of P n (x) written as follows
n−ν P n−1−ν − P n+1 and then replace each term of P k using (4.1) we get
which can be written using again (4.1), lemma 4.2 and (4.4) as follows
and also in the following expression
Thus, on account of (4.1) with some rearrangement we get the structure relation (4.2).
Let us remark that if we multiply (4.2) by λ n and replace λ n Q n−1 (x) using (4.1), then the structure relation (4.2) can also be written as . This case has been given as an example for the regularity of linear combination of d-orthogonal polynomials in [14] . It is more convenient to consider the following generating function
which is the exponential generating function of Laguerre type d-OPS [7, p.10] . In this case, upon writing
and
The above generating function allows us to present further linear combination of multiple Laguerre polynomials in terms of Multiple Laguerre polynomials analogue of (3.10). It is also quite different from the Laguerre type d-orthogonal polynomials given in the example 3.6 (see [4] for more details).
In most cases, since the above polynomials and their derivatives are both d-orthogonal, then one can explicitly determine the respective measures of the d-orthogonality using both Pearson equation [9] or the quasi-monomiality principle [7] . Notice that the latter idea does not request any information on the derivative sequence, for this end we shall use the latter idea in the next family which converges toward the above polynomials as w goes to zero. But this does not preclude mentioning some properties, compared by classical Laguerre polynomials, we shall take α + 1 = −β and denote
. In this case, since tπ
from which we deduce besides of (4.2) another structure relation
which reduces in turn to classical Laguerre with d = 1, i.e., when π d−1 (t; b i ) = 0. We would like to mention further that the differential equation satisfied by these type of polynomials is completely ignored in literature except for Appell case because maybe of the construction's point of view of these classes of polynomials. In our point of view, it can be constructed using the linear combination (3.13) as well as some structure relations. For the above Laguerre case, it can be obtained simply by taking w = 0 in (4.14) and replace ∆ w by d/dx (see next section for more details).
4.2.
A discrete solution: Mittag-Leffler type polynomials. Now let us suppose that L = ∆ w . We shall prove that the discrete solution of (4.1) are a generalization of Mittag-Leffler polynomials [1] which seems to be new. Let denote by K(x, t) = n≥0 P n (x) the respective generating function of {P n }. According to (3.14) , in this paper we shall assume that λ n,1 = nα and w = α − β. It is straight forward to transform (4.1) to the following initial value problem
It's not difficult to show that the unique solution of the above equation is
. Therefore, the partial derivative of (4.5) with respect to t gives
from which it follows
On the other hand, since {P n } n≥0 is an d-OPS, then we must have
It is worthy to notice that the generating function (4.5) reduces to ∆ w -Appell d-OPS (Charlier d-OPS [6] ) if α or β is zero, and to Mittag-Leffler's generating function [1] in the case d = 1 with α = −β = 1.
Moreover, since sequences generated by the above generating function and their derivatives are both d-OPS, then it is more convenient to write down the respective recurrence of the derivative sequence. Then by acting the operator ∆ w on (4.6) (w = α − β) and making use of (4.1), we obtain upon writing b k ≡ 0 for k ≥ d − 1 the recurrence of the derivative sequence
Let us now mention some properties of the obtained polynomials. 
wQ n (x) = αP n (x + w) − βP n (x), (4.10) ∆ w P n+1 (x)P n (x) = (n + 1)P n (x + w)Q n (x) + nP n+1 (x)Q n−1 (x) (4.11)
Proof. The recurrence coefficients of (4.6) and (4.7) show that the second structure relation in (3.14) reduces to (4.8) while (4.2) takes the form (4.12).
Let us remark further that from
we deduce (4.9). Accordingly, we have
from which (4.10) follows. Let us now prove (4.11). Remark that from the fact that
we can eliminate the factor P n+1 (x+w)P n (x+w) by multiplying both sides of (4.9) by P n−1 (x+w) and n → n + 1 then replace the obtained result in the latter equality above and use also (4.10) to deduce the desired result which in turn could be simplified to the second equality using (4.8).
Let us now turn to the difference equation satisfied by the above polynomials. We would like to mention that property (4.1) makes the construction of the respective differential equation very simple. Indeed it suffices to apply the operator ∆ w to the recurrence relation satisfied by the polynomials d + 1 times and using in each time the connection (4.1) to move from n to n − 1. For convenience let us denote the recurrence coefficients of (4.6) satisfied by the polynomials {P n } by β n and γ i n . Then the latter sequence satisfy the following difference equation which can be easily proven by induction on k using (4.1) and the binomial property 
From the latter result we merely deduce the following Corollary 4.5. The d-OPS solution of (4.1) satisfy the following (d+1)-order difference equation
Proof. Take first k = d − 1 in (4.13), then apply two times ∆ w on both sides of (4.13) together with (4.1) in each time to deduce after some straightforward calculations explicitly the difference equation.
In this case the explicit form of the polynomials generated by (1.3) may be written in terms of generalized falling factorial. Let us denote b i−1 /i! = a i and exp {a 0 } = 1, then Theorem 4.6. We have (4.15)
The explicit form of the polynomial is a direct consequence of the following result together with the Cauchy product of power series Lemma 4.7. With w = α − β, we have
Proof. Taking into account the following power series 
4.3.
Jackson operator: q-polynomials solutions. Now let us take L = D q , and suppose that λ n,1 = a[n]. For convenience, we shall consider the following two problems
Denote further by R(x, t) = n≥0 U n (x)
the respective generating functions of (4.17). Then Proof. It is straight forward to transform (4.17) to the following initial value problems
According to lemma 2.1, the general solutions of (4.18) take the following form
On the other hand, since {U n } n≥0 is d-OPS, then we should have
taking into account the definition of D q,t , we deduce from the latter sum that necessarily
from which it follows that A(t) = 1 e q (η 1 t)e q (η 2 t)...e q (η d t) .
The same thing holds true for the function B(t). Indeed, we shall assume in this case that D t q B(t) /B(t) = k≥0 γ k t k . Then the application of D t q on H(x, t) gives according to proposition 2.3 the following
And since {V n } n≥0 is d-OPS, then we should have γ k = 0 for k ≥ d. Accordingly
from which it follows that B(t) = e q (θ 1 t)e q (θ 2 t)...e q (θ d t).
Of course the generating functions and then the polynomials depend on some parameters say U n (x) := U n (x; q, a, η 1 , . . . , η d ), but for the sake of simplifying the notation, we shall often drop the a's and the η i 's except for mentioning the change in the parameters, i.e., U n (x; η i 0 /q) := U n (x; q, a, η 1 , . . . , η i 0 −1 , η i 0 /q, η i 0 +1 , . . . , η d ) .
Remark 4.9. For the later use, it is more convenient to consider the polynomials sequence {W n } defined as V n (x) = q n(n−1)/2 W n (x), that is to say
In this case, the recurrence relation of {W n } may be written as
On the other hand, from the fact that (q; q −1 ) n = (−1) n (q; q) n q −n(n+1)/2 it is not difficult to check that we also have
Let us look again at the recurrence relation of the obtained polynomials. From the fact
the polynomial {U n (x, aq)} satisfies the following recurrence relation
where s k := s k (aq, η 1 , ..., η d ) are the elementary symmetric functions implicitly defined by the generating function
That is,
For the second family let us remark that
then a second recurrence relation satisfied by the polynomials {V n (x)} is the following
where s k are the elementary symmetric functions of the product (1−aqt)(1−θ 1 t)(1−θ 2 t)...
(1−θ d t).
We would like to mention further properties. For brevity, we shall denote by Q n (x) =
Proposition 4.10. The above families of q-polynomials satisfy the following recurrences
Proof. Applying D q on the recurrence coefficients (4.20) and use (4.17) to remark that the third structure relation in (3.14) reduces to (4.26) while (4.2) takes the form (4.29). Now remark also that the generating function R(x, t) satisfy
from which (4.27) follows. Combine (4.26) and (4.27) to deduce (4.28). According to the remark 4.9, we can obtain by analogy some properties of the polynomials sequences {V n } and {W n }. Now we turn to the q-difference equation satisfied by the above system of polynomials. As in the discrete case, it suffices to apply the operator D q on the recurrence relation satisfied by the q-polynomials, d + 1 times and using in each time the connection (4.1) to move from n + 1 to n. More precisely we have the following q-difference equation which can be proven straightforwardly by induction on k Theorem 4.11. The system of d-orthogonal q-polynomials solutions of the system (4.17) satisfy the following q-difference equation
It thus follows by applying the operator D q two times on (4.30) with k = d − 1 and using in each time the connection (4.17) the following Corollary 4.12. The d-orthogonal q-polynomials solutions of (4.17) satisfy the following (d+1)-order q-difference equation
The q-difference equation satisfied by {V n } and {W n } can be obtained through the connections of remark 4.9.
Moments and measures of orthogonalities
In some applications, it might be useful to have an explicit expression for the moments to interpret, combinatorially or physically, the corresponding family of polynomials in one hand. For this end, we shall give here some information about the moments at first. Therefore, starting from the generating functions we can identify the expression of polynomials as well as their inversion formulas by comparing the coefficients of t.
On the other hand, since these polynomial sequences and their derivatives are both d-OPS, then it might be possible to use Pearson equation [9] to determine measures (dual sequence) with respect to which the polynomials are d-orthogonal. Unfortunately, to determine the dual sequence's elements {ϕ r , 0 ≤ r ≤ d − 1}, the latter fact leads, in general, to look at solutions of linear differential equations of higher order exactly d, i.e. Moreover, if the generating function is of Brenke type (the lucky and the faster case), then we can use the Laplace, h-Laplace, q-Laplace transformations (discrete time scales) and their inverse to compute the orthogonalities measures. We shall use the latter idea to determine measures in the q-polynomials case.
Besides, a practical technique is the quasi-monomiality principle which has been developed by Ben Cheikh and his collaborators [2, 3] to determine the dual sequence of polynomials mainly in the discrete case [7] . 1 − βt 1 − αt
now expand the right hand side of (5.1) in power of t and then identify the coefficient of t n in both side we deduce using (4.16) the following n k=0 n 1 + 2n 2 + ...
It thus follows using the dual sequence {ϕ r } of Mittag-Leffer d-orthogonal polynomials {P n } that the moments satisfy ϕ r , x n = 0 for n < r and the following finite linear recursion for n ≥ r
For the dual sequence, it has been proven in the discrete case that the latter can be done via
where σ := σ x is the lowering operator, i.e., σG(x, t) = tG(x, t) with G(x, t) = G 0 (x, t)A(t) and where we have denoted by a k = −b k−1 . Therefore, according to [3, 7] , the operator σ is given by
and by the binomial theorem we have
with l := n 1 + 2n 2 + ... + (d − 1) n d−1 which can be written using the expansion
in the following form
by writing the sum from 0 to l + r + k as two sum, the first ends at l + r − 1 and the second starts from l + r, using also series manipulation [19, p. 100-102], we can write
Let us denote the first and second sum by A and B respectively. Taking account the form of the integer l, we shall write B as a d − 1 partial sum each one from (i − 1)n i−1 to in i − 1 as bellow. Therefore, using the following
with l 0 = 0 and l i := n 1 + 2n 2 + ...
and finally, for p + 1 − r = d − 1, this means that r = 0 and p = d − 2, we get [n]! then expand the right hand side of the letter equalities in powers of t and identify the coefficient of t n in both sides we deduce the following
n i n j n 1 + ... + n d + k n 1 , n 2 , ..., n d , k
It thus follows using the definition of the dual sequence {φ r } (resp. {ψ r }) of the polynomials sequence {U n } (resp. {V n }) that the moments satisfy φ r , x n = 0 and ψ r , x n = 0 for n < r and the following finite linear recursion for n ≥ r n k=r n − 1 k − 1
[n] k a n−k φ r , x k = n 1 + n 2 + ... + n d + r n 1 , n 2 , ..., n d , r
[n] k a n−k ψ r , x k = q ( r 2 )− 1≤i<j≤d n i n j n 1 + ... + n d + r n 1 , n 2 , ..., n d , r
Lastly, let us try to determine the dual sequence using the q-analogue of Laplace transform. The latter fact is more convenient since the generating functions of the system (4.17) are termed out in terms of the q-analogue of exponential functions. It thus follows using the definition of the dual sequence that we merely have It terms out that the measures could be obtained by computing the inverse of q-Laplace transforms [20] . Let us take q ′ = 1 − q and p ′ = (q − 1)/q. We deduce which can be evaluated using residue theorem.
Remarks
If one uses the characterization (3.13) with d = 1, then the latter provides new exponential generating functions for classical Jacobi and Bessel polynomials as well. It will be interesting to classify the whole solution of the latter characterization for a fixed d and also with different operators such as Hahn and Dunkl operator ...etc. On the other hand, when the number of terms in (3.13) does not exceed d + 1, then in this case the polynomials in question are quasi-orthogonal of order one with respect to their derivatives and then the polynomial π at left hand side of the structure relation (3.12) is of degree one. The latter structure relation allows us to construct the differential equation satisfied by these classes of Hahn-classical d-OPS which should be of generalized hypergeometric type. When the number of terms in (3.13) equals d + 2, this involves quasi-orthogonality of order two. We believe that in this case also the differential equation would be of generalized hypergeometric type as well. Further techniques about the construction of the latter differential equation will be provided in forthcoming papers.
