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Abstract
For each q ∈ (0, 1) let
λq(Ω) := inf
{
‖∇v‖p
Lp(Ω) : v ∈ W
1,p
0 (Ω) and
∫
Ω
|v|q dx = 1
}
,
where p > 1 and Ω is a bounded and smooth domain of RN , N ≥ 2. We first show that
0 < µ(Ω) := lim
q→0+
λq(Ω) |Ω|
p
q <∞,
where |Ω| =
∫
Ω
dx. Then, we prove that
µ(Ω) = min
{
‖∇v‖p
Lp(Ω) : v ∈W
1,p
0 (Ω) and lim
q→0+
(
1
|Ω|
∫
Ω
|v|q dx
) 1
q
= 1
}
and that µ(Ω) is reached by a function u ∈ W 1,p0 (Ω), which is positive in Ω, belongs to C
0,α(Ω), for some
α ∈ (0, 1), and satisfies
− div(|∇u|p−2∇u) = µ(Ω) |Ω|−1 u−1 in Ω, and
∫
Ω
log udx = 0.
We also show that µ(Ω)−1 is the best constant C in the following log-Sobolev type inequality
exp
(
1
|Ω|
∫
Ω
log |v|p dx
)
≤ C ‖∇v‖p
Lp(Ω) , v ∈W
1,p
0 (Ω)
and that this inequality becomes an equality if, and only if, v is a scalar multiple of u and C = µ(Ω)−1.
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1 Introduction
Let p > 1 be fixed and let Ω ⊂ RN , N ≥ 2, be a bounded and smooth domain. For each q ∈ (0, 1) let us define
λq(Ω) := inf
{
‖∇v‖
p
p : v ∈ W
1,p
0 (Ω) and
∫
Ω
|v|
q
dx = 1
}
, (1)
where ‖·‖s denotes the standard norm of the Lebesgue space L
s(Ω), 1 ≤ s ≤ ∞.
∗Corresponding author
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As proved in [1], λq(Ω) is achieved by a positive function uq ∈W
1,p
0 (Ω)∩C
1(Ω) satisfying the singular Dirichlet
problem {
−∆pv = λq(Ω) |v|
q−2 v in Ω
v = 0 on ∂Ω,
(2)
in the weak sense, where ∆pv = div
(
|∇v|p−2∇v
)
is the p-Laplacian operator. Moreover, it follows from [10,
Theorem 1.1 (i)] that uq ∈ C
1,α(Ω), for some α ∈ (0, 1).
In this paper we first show that
0 < µ(Ω) := lim
q→0+
λq(Ω) |Ω|
p
q <∞, (3)
where |D| stands for the N -dimensional Lebesgue volume of D ⊂ RN , i. e. |D| =
∫
D
dx.
Then, we prove that
µ(Ω) = min
{
‖∇v‖pp : v ∈W
1,p
0 (Ω) and lim
q→0+
(
1
|Ω|
∫
Ω
|v|q dx
) 1
q
= 1
}
(4)
and that the minimum is reached by a function u ∈W 1,p0 (Ω), which is positive in Ω, belongs to C
0,α(Ω), for some
α ∈ (0, 1), and satisfies:
(i) u = limq→0+ |Ω|
1
q uq in W
1,p
0 (Ω);
(ii) −∆pu = µ(Ω) |Ω|
−1 u−1 in Ω; and
(iii)
∫
Ω
log udx = 0.
Exploring (4) we also prove that µ(Ω)−1 is the best constant C in the following log-Sobolev type inequality
exp
(
1
|Ω|
∫
Ω
log |v|p dx
)
≤ C ‖∇v‖pp , v ∈ W
1,p
0 (Ω),
and that µ(Ω)−1 is reached if, and only if, v is a scalar multiple of u, which is the unique case where the inequality
becomes an equality. Up to our knowledge, these facts are entirely new.
It is easy to check that for each fixed λ > 0 the function uλ :=
(
λ|Ω|
µ(Ω)
) 1
p
u is a positive weak solution of the
singular problem {
−∆pv = λv
−1 in Ω,
v = 0 on ∂Ω.
(5)
The function uλ is, in fact, the unique positive solution of (5). This uniqueness result follows from a simple
and well-known inequality involving vectors of RN . Existence and regularity of weak solutions for (5) were first
studied in the particular case p = 2 (see [4, 13, 16]), whereas the case p > 1 has received more attention in the
last decade (see [3, 9, 10, 14] and references therein).
We remark that the differentiability of the functional v ∈ W 1,p0 (Ω) 7→ λ
∫
Ω
log |v| dx ∈ [−∞,∞) is a delicate
question, which makes it difficult to apply variational methods to obtain the positive solution of (5). Thus, uλ
has generally been obtained by nonvariational methods, mainly the sub-super solution method. As for regularity,
it is proved in [10, Theorem 2.2 (ii)] that uλ ∈ C
0,α(Ω), for some α ∈ (0, 1).
We emphasize that besides providing a new existence proof of uλ, we show that∫
Ω
log uλdx =
|Ω|
p
log
(
λ |Ω|
µ(Ω)
)
∈ (−∞,∞).
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This property of uλ was not known up to now. It comes from the connection between (5) and the minimizing
problem (4).
Also in this paper, we show that the formal energy functional associated with (5),
Jλ(v) :=


1
p
∫
Ω
|∇v|p dx− λ
∫
Ω
log |v| dx, if
∫
Ω
log |v| dx ∈ (−∞,∞)
∞, if
∫
Ω
log |v| dx = −∞,
attains its minimum value
λ |Ω|
p
(
1− log
(
λ|Ω|
µ(Ω)
))
only at the functions uλ and −uλ.
We end the paper by describing the asymptotic behavior of the pair (λq(Ω), ‖uq‖∞), as q → 0
+. That is, we
determine when these quantities either go to 0 or to ∞ or remain bounded from above and from below, when
q → 0+. More precisely, we obtain directly from (3) that
lim
q→0+
λq(Ω) =


∞ if |Ω| < 1
µ(Ω) if |Ω| = 1
0 if |Ω| > 1,
(6)
and apply lower and upper estimates (derived in Section 2) to show that
lim
q→0+
‖uq‖∞ =
{
∞ if |Ω| < 1
0 if |Ω| > 1
(7)
and that
0 < Aµ(Ω)
1
p ≤ lim
q→0+
‖uq‖∞ ≤ Bµ(Ω)
1
p , if |Ω| = 1, (8)
where A and B are positive constants that depend only on N and p.
The result in (6) for the case |Ω| < 1 has recently been obtained in [1]. The cases |Ω| ≥ 1 in (6) as well as (7)
and (8) are new observations.
Thus, (6), (7) and (8) provide complementary information on how the function q ∈ (0, p⋆) 7→ (λq(Ω), ‖uq‖∞) ∈
R
2 behaves at the endpoints of its domain. In fact, the behavior of this function as q → p⋆ is well known:
lim
q→p⋆
λq(Ω) =


SN,p, if 1 < p < N
0, if p = N > 1
Λp(Ω), if p > N,
(9)
and
lim
q→p⋆
‖uq‖∞ =


∞, if 1 < p < N
CN , if p = N > 1
1, if p > N,
(10)
where
Λp(Ω) := min
{
‖∇u‖
p
p : u ∈W
1,p
0 (Ω) and ‖u‖∞ = 1
}
,
SN,p is the well-known Sobolev constant, defined by
SN,p := π
p
2N
(
N − p
p− 1
)p−1(
Γ(N/p)Γ(1 +N −N/p)
Γ(1 +N/2)Γ(N)
) p
N
, (11)
Γ denoting the Gamma Function, and CN is a positive constant that does not depend on Ω.
For (9) and (10) we refer to [1, 5], [15] and [7], respectively to the cases 1 < p < N, p = N > 1 and p > N > 1.
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2 Preliminaries
In this section, we present some properties of the weak solutions of the singular Dirichlet problem

−∆pv = λv
q−1 in Ω, 0 ≤ q < 1, λ > 0
v > 0 in Ω,
v = 0 on ∂Ω
(12)
which will be used in the paper. A weak solution of (12) is a function v ∈ W 1,p0 (Ω) such that essinfK v > 0 in
each compact K ⊂ Ω and ∫
Ω
|∇v|
p−2
∇v · ∇ϕdx = λ
∫
Ω
vq−1ϕdx, for all ϕ ∈ W 1,p0 (Ω). (13)
Next, we present a simple uniqueness proof for (12), which makes use of the following well-known inequality:
(|x|
p−2
x− |y|
p−2
y) · (x− y) ≥ 0 for all x, y ∈ RN . (14)
Proposition 1 Let u1, u2 ∈W
1,p
0 (Ω) be weak solutions of (12). Then, u2 = u1 a. e. in Ω.
Proof. Taking ϕ = u2 − u1 in (13) we obtain∫
Ω
(|∇u2|
p−2∇u2 − |∇u1|
p−2∇u1) · ∇(u2 − u1)dx = λ
∫
Ω
(
uq−12 − u
q−1
1
)
(u2 − u1)dx. (15)
It follows from (14) that the integrand in the left-hand side of (15) is nonnegative. It is easy to see that the
integrand of the right-hand side of (15) cannot be positive. Thus, both of them must be null almost everywhere
in Ω, which implies that u2 = u1 a. e. in Ω.
In the sequel we derive estimates for the weak solutions of (12) depending explicitly on q ∈ [0, 1).
Let us recall that
λq(D
∗) ≤ λq(D), 0 < q < p
⋆ (16)
where D is a general bounded and smooth domain of RN and D∗ is the ball centered at the origin and with the
same volume as D, that is, |D∗| = |D| .
Inequality (16) comes from well known properties of Schwarz symmetrization (see [11]) and, among other
important utilities, it provides a lower bound for λq(D) in terms of |D| and λq(B1), where B1 denotes the unit
ball of RN . In fact, one can show that
λq(D
∗) = λq(B1)
(
|D∗|
ωN
)1− p
N
− p
q
, 0 < q < p⋆ (17)
where ωN = |B1| .
Hence, by combining (16) and (17) one obtains the following version of the well-known Poincare´-Sobolev
inequality
(∫
D
|v|
q
dx
) p
q
≤
|D|
p
q
+ p
N
−1
λq(B1) |B1|
p
q
+ p
N
−1
‖∇v‖
p
Lp(D) , for all v ∈ W
1,p
0 (D) and 0 < q < p
⋆.
When q = p we have ∫
D
|v|pdx ≤
|D|
p
N
CN,p
∫
D
|∇v|p dx, for all v ∈W 1,p0 (D), (18)
where CN,p = λp(B1) |B1|
p
N , a positive constant that depends only on p and N.
The following lemma is an adaptation of [6, Theorem 4.1] which, in its turn, is based on classical set level
techniques (see [2, 12]).
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Lemma 2 If u ∈W 1,p0 (Ω) is a weak solution of (12), then u ∈ L
∞(Ω) and
‖u‖∞ ≤ KN,p |Ω|
p
N(p−q) λ
1
p−q , (19)
where KN,p is a positive constant depending only on N and p.
Proof. For each t > 0, let
Et := {x ∈ Ω : u > t} and (u− t)+ := max {u− t, 0} ∈W
1,p
0 (Ω) .
Let us suppose |Et| > 0. Since∫
Ω
|∇u|
p−2
∇u · ∇ (u− t)+ dx =
∫
Et
|∇u|
p
dx
and ∫
Ω
uq−1 (u− t)+ dx =
∫
Et
uq−1 (u− t) dx ≤ tq−1
∫
Et
(u− t) dx,
(note that q − 1 < 0) we obtain from (13) that∫
Et
|∇u|
p
dx ≤ λtq−1
∫
Et
(u− t) dx. (20)
Now, we estimate
∫
Et
|∇u|
p
dx from below. For this, we apply Ho¨lder inequality and the estimate (18) with
D = Et to obtain (∫
Et
(u− t) dx
)p
≤ |Et|
p−1
∫
Et
(u− t)
p
dx ≤
|Et|
p−1|Et|
p
N
CN,p
∫
Et
|∇u|p dx.
Hence,
CN,p|Et|
− p
N
+1−p
(∫
Et
(u− t) dx
)p
≤
∫
Et
|∇u|
p
dx
and, by taking into account (20), we get
CN,p|Et|
− p
N
+1−p
(∫
Et
(u− t) dx
)p
≤ λtq−1
∫
Et
(u− t) dx,
which is equivalent to (∫
Et
(u− t) dx
)p−1
≤
λ
CN,p
tq−1 |Et|
p+N(p−1)
N .
This latter inequality can be rewritten as
(∫
Et
(u− t) dx
) N(p−1)
p+N(p−1)
≤
(
λ
CN,p
tq−1
) N
p+N(p−1)
|Et| . (21)
Let us define
f(t) :=
∫
Et
(u− t) dx =
∫ ∞
t
|Es|ds,
where the second equality follows from Cavalieri’s principle.
Since f ′ (t) = − |Et| the inequality in (21) can be rewritten as
t
(1−q)N
p+N(p−1) ≤ −
(
λ
CN,p
) N
p+N(p−1)
f (t)
− N(p−1)
p+N(p−1) f ′ (t) . (22)
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Integration of (22) yields
p+N(p− 1)
p+N(p− q)
t
p+N(p−q)
p+N(p−1) ≤
(
λ
CN,p
) N
p+N(p−1) p+N(p− 1)
p
[
f(0)
p
p+N(p−1) − f(t)
p
p+N(p−1)
]
≤
(
λ
CN,p
) N
p+N(p−1) p+N(p− 1)
p
(‖u‖1)
p
p+N(p−1) <∞.
We have concluded that if |Et| > 0 then t ≤ K, where K is a positive constant that does not depend on t. Of
course, this implies that ‖u‖∞ <∞.
Hence, we have
p+N(p− 1)
p+N(p− q)
t
p+N(p−q)
p+N(p−1) ≤
(
λ
CN,p
) N
p+N(p−1) p+N(p− 1)
p
(‖u‖1)
p
p+N(p−1)
≤
(
λ
CN,p
) N
p+N(p−1) p+N(p− 1)
p
(‖u‖∞ |Ω|)
p
p+N(p−1)
and then, after making t→ ‖u‖∞ , we obtain
‖u‖∞ ≤
(
λ
CN,p
) 1
p−q
(
p+N(p− q)
p
) p+N(p−1)
N(p−q)
|Ω|
p
N(p−q)
which leads to (19) with
KN,p := sup
0≤q≤1
C
− 1
p−q
N,p
(
p+N(p− q)
p
) p+N(p−1)
N(p−q)
.
In the next lemma, φp ∈ W
1,p
0 (Ω) denotes the p-torsion function of Ω, that is, the weak solution of the
p-torsional creep problem {
−∆pv = 1 in Ω,
v = 0 on ∂Ω.
It is well known that the function φp is positive in Ω and belongs to C
1,α(Ω), for some α ∈ (0, 1).
Lemma 3 If u ∈W 1,p0 (Ω) is a weak solution of (12), then
0 <
(
KN,p |Ω|
p
N(p−q)
) q−1
p−1
λ
1
p−q φp(x) ≤ u(x), for almost every x ∈ Ω. (23)
Proof. Let 0 ≤ ϕ ∈W 1,p0 (Ω) and c :=
(
λ ‖u‖
q−1
∞
) 1
p−1
. Since∫
Ω
|∇u|
p−2
∇u · ∇ϕdx = λ
∫
Ω
uq−1ϕdx
≥ λ ‖u‖
q−1
∞
∫
Ω
ϕdx
=
∫
Ω
cp−1ϕdx =
∫
Ω
|∇(cφp)|
p−2
∇(cφp) · ∇ϕdx,
the weak comparison principle guarantees that
cφp(x) ≤ u(x), for almost every x ∈ Ω.
This leads to (23) since (19) implies that
c ≥ λ
1
p−1 (KN,p |Ω|
p
N(p−q) λ
1
p−q )
q−1
p−1 =
(
KN,p |Ω|
p
N(p−q)
) q−1
p−1
λ
1
p−q , for almost every x ∈ Ω.
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Remark 4 It follows from Lemma 2 and Lemma 3 that if u ∈ W 1,p0 (Ω) is a weak solution of (12) then
0 < Aλ
p−1
p−q ≤ λu(x)q−1 ≤ Bλ
p−1
p−q φp(x)
q−1, for almost every x ∈ Ω,
where A and B are positive constants that depend only on N, p and |Ω| . This fact implies that if Ω′ is a subdomain
of Ω such that Ω′ ⊂ Ω, then λuq−1 is bounded in Ω′.
3 The main results
One can check, as a simple application of the Ho¨lder inequality, that for each v ∈ L1(Ω) the function q ∈ (0, 1] 7→(
1
|Ω|
∫
Ω
|v|
q
dx
) 1
q
is increasing. This fact has two immediate consequences: it implies that
0 ≤ lim
q→0+
(
1
|Ω|
∫
Ω
|v|
q
dx
) 1
q
= inf
0<s≤1
(
1
|Ω|
∫
Ω
|v|
s
dx
) 1
s
≤
‖v‖1
|Ω|
, v ∈ L1(Ω)
and also that the function q ∈ (0, 1] 7→ λq(Ω) |Ω|
p
q is decreasing, so that we can define
µ(Ω) := lim
q→0+
λq(Ω) |Ω|
p
q = sup
0<s≤1
λs(Ω) |Ω|
p
s .
Of course,
0 < λ1(Ω) |Ω|
p
≤ µ(Ω) ≤ ∞. (24)
Our first goal in this section is to show that µ(Ω) <∞.
Lemma 5 One has
lim
q→0+
(∫ 1
0
(1− t
1
q )Ndt
) 1
q
= e−1−
1
2−
1
3−···−
1
N , N ≥ 2.
Proof. We have
lim
q→0+
(∫ 1
0
(1− t
1
q )Ndt
) 1
q
= lim
s→∞
(∫ 1
0
(1− ts)Ndt
)s
= eL.
where
L := lim
s→∞
ln
(∫ 1
0
(1− ts)Ndt
)
s−1
= lim
s→∞
s2N
∫ 1
0 (1− t
s)N−1ts ln tdt∫ 1
0
(1− ts)Ndt
= lim
s→∞
s2N
∫ 1
0
(1− ts)N−1ts ln tdt.
After making the change of variable τ = ts in the latter integral, we obtain
L = N lim
s→∞
∫ 1
0
(1− τ)N−1τ
1
s ln τdτ = N
∫ 1
0
(1− τ)N−1 ln τdτ.
In order to finish the proof, it is enough to verify that
N
∫ 1
0
(1− τ)N−1 ln τdτ = −1−
1
2
−
1
3
− · · · −
1
N
, N ≥ 2. (25)
For this, let I(N) := N
∫ 1
0 (1 − τ)
N−1 ln τdτ. After some simple calculations one can show that
I(N + 1) = I(N)−
1
N + 1
, N ≥ 2. (26)
It is easy to check that I(2) = −1−
1
2
. Hence, by using the recursive formula (26), we arrive at (25).
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Lemma 6 Suppose that Ω is a bounded domain, star-shaped with respect to x0 ∈ R
N . There exists ρ ∈ C(Ω) such
that: 0 < ρ ≤ 1 in Ω, ρ(x0) = 1, ρ = 0 on ∂Ω and
lim
q→0+
(
1
|Ω|
∫
Ω
|ρ|
q
dx
) 1
q
= e−1−
1
2−
1
3−···−
1
N .
In particular, any function v ∈W 1,p0 (Ω) such that v ≥ ρ in Ω satisfies
lim
q→0+
(
1
|Ω|
∫
Ω
|v|q dx
) 1
q
≥ e−1−
1
2−
1
3−···−
1
N > 0.
Proof. We will assume in this proof, without loss of generality, that x0 = 0.
For each 0 6= x ∈ Ω, let r(x) be the unique positive number such that
r(x)x ∈ ∂Ω.
Of course, r(x) ≥ 1 and r(x) → ∞ as x → 0. Moreover, if x ∈ Ω and α > 0 is such that αx ∈ Ω, then
r(αx)αx = r(x)x, so that
r(αx) =
r(x)
α
.
Let us define ρ : Ω 7→ [0, 1] by
ρ(x) :=

 1−
1
r(x)
if x ∈ Ω , x 6= 0.
1 if x = 0.
The graph of ρ in RN × R is the cone of base Ω, height 1 and vertex at the point (0, 1) ∈ RN × R.
For each t ∈ [0, 1) the change of variable x = (1− t)y yields
|{ρ(x) > t}| =
∫
{ρ(x)>t}
dx =
∫
{ρ(y)>0}
(1 − t)Ndy = (1 − t)N |Ω| . (27)
Indeed, by taking α = (1− t) one has
ρ(αy) = 1−
1
r(αy)
= 1−
α
r(y)
= 1− α+ α
(
1−
1
r(y)
)
= 1− α+ αρ(y).
It follows that
t < ρ((1− t)y) = t+ (1− t)ρ(y)⇐⇒ 0 < ρ(y).
Thus, (27) and Cavalieri’s principle yield∫
Ω
ρqdx =
∫ 1
0
|{ρ(x)q > t}| dt =
∫ 1
0
∣∣∣{ρ(x) > t 1q}∣∣∣ dt = ∫ 1
0
(1− t
1
q )N |Ω| dt,
so that
lim
q→0+
(
1
|Ω|
∫
Ω
ρqdx
) 1
q
= lim
q→0+
(∫ 1
0
(1 − t
1
q )Ndt
) 1
q
= e−1−
1
2−
1
3−···−
1
N .
Remark 7 If Ω = BR is the ball centered at the origin with radius R, then ρ(x) = 1−
|x|
R
and
1
|BR|
∫
BR
ρqdx =
∫ 1
0
(1− t
1
q )Ndt.
In the proof of the following theorem we will write Ω as a finite union of star-shaped subdomains. This
decomposition is quite general in the sense that it is valid for bounded domains with low regularity as, for
instance, those with Lipschitz boundary (see [8, Lemma II.1.3]).
Theorem 8 There exists v ∈ W 1,p0 (Ω) such that v > 0 in Ω and
lim
q→0+
(
1
|Ω|
∫
Ω
|v|q dx
) 1
q
= 1.
Moreover,
µ(Ω) ≤ ‖∇v‖
p
p . (28)
Proof. Let Ω1,Ω2, . . . ,Ωm be star-shaped subdomains of Ω such that Ω =
m⋃
j=1
Ωj (not necessarily disjoint).
According Lemma 6, for each j ∈ Λ := {1, 2, . . . ,m} we can take vj ∈ W
1,p
0 (Ωj) such that vj > 0 in Ωj and
e−1−
1
2−
1
3−···−
1
N ≤ lim
q→0+
(
1
|Ωj |
∫
Ωj
|vj |
q
dx
) 1
q
= inf
0<s≤1
(
1
|Ωj |
∫
Ωj
|vj |
s
dx
) 1
s
.
Thus,
e−1−
1
2−
1
3−···−
1
N ≤
(
1
|Ωj |
∫
Ωj
|vj |
q
dx
) 1
q
, j ∈ Λ, 0 < q ≤ 1.
By extending vj to zero outside Ωj we can consider that vj belongs to W
1,p
0 (Ω). Thus,
V :=
m∑
j=1
vj ∈ W
1,p
0 (Ω).
Now, let qn → 0
+ and, for each n ∈ N, let jn ∈ Λ be such that
1
|Ωjn |
∫
Ωjn
|vjn |
qn dx = min
{
1
|Ωj |
∫
Ωj
|vj |
qn dx : j ∈ Λ
}
.
Then, for each fixed n ∈ N we have
∫
Ω
|V |qn dx =
m∑
j=1
(
1
|Ωj |
∫
Ωj
|vj |
qn dx
)
|Ωj |
≥
1
|Ωjn |
∫
Ωjn
|vjn |
qn dx
m∑
j=1
|Ωj |
≥
|Ω|
|Ωjn |
∫
Ωjn
|vjn |
qn dx ≥ |Ω| (e−1−
1
2−
1
3−···−
1
N )qn ,
from which we conclude that (
1
|Ω|
∫
Ω
|V |
qn dx
) 1
qn
≥ e−1−
1
2−
1
3−···−
1
N > 0.
It follows that
θ := lim
q→0+
(
1
|Ω|
∫
Ω
|V |
q
dx
) 1
q
≥ e−1−
1
2−
1
3−···−
1
N > 0.
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Therefore, the function v := θ−1V belongs to W 1,p0 (Ω), is positive in Ω and satisfies
lim
q→0+
(
1
|Ω|
∫
Ω
|v|
q
dx
) 1
q
= 1.
Now, (28) follows immediately since
µ(Ω) = lim
q→0+
λq(Ω) |Ω|
p
q ≤ lim
q→0+
‖∇v‖
p
p(∫
Ω
|v|q dx
) p
q
|Ω|
p
q = ‖∇v‖
p
p .
It might be interesting to know an explicit lower bound for an abstract minimum such as µ(Ω). Thus, by
combining (24) with (16) we have
λ1(Ω
∗) |Ω|p ≤ λ1(Ω) |Ω|
p ≤ µ(Ω), (29)
where Ω∗ denotes the ball centered at the origin with radius R = (|Ω| /ωN)
1
N , so that |Ω∗| = |Ω| . It is a known
fact (see [5]) that λ1(D) = ‖φp,D‖
1−p
1 , where D is a bounded domain and φp,D denotes its p-torsion function.
Since the p-torsion function of a ball BR of radius R is explicitly given by
φp,BR(x) =
p− 1
p
N−
1
p−1 (R
p
p−1 − |x|
p
p−1 ), 0 ≤ |x| ≤ R,
we can compute λ1(Ω
∗) explicitly and so obtain, from (29), the following estimate
N
(
N +
p
p− 1
)p−1
(ωN )
p
N |Ω|1−
p
N ≤ µ(Ω). (30)
For the sake of clarity, we will make use of the following scaling property in the next proof:
λq(Ω) |Ω|
p
q = |Ω|
1−N
p λq(Ω1)
where Ω1 :=
{
|Ω|
− 1
N x : x ∈ Ω
}
is such that |Ω1| = 1. Thus,
µ(Ω) = |Ω|1−
N
p µ(Ω1). (31)
Let us define,
M(Ω) :=
{
v ∈ W 1,p0 (Ω) : lim
q→0+
(
1
|Ω|
∫
Ω
|v|q dx
) 1
q
= 1
}
.
It is easy to check that M(Ω) has infinitely many elements by combining Lemma 6 with the construction in the
proof of Theorem 8.
As pointed out in the Introduction, for each q ∈ (0, 1) there exist αq ∈ (0, 1) and uq ∈ W
1,p
0 (Ω) ∩ C
1,αq (Ω)
such that
uq > 0 in Ω, λq(Ω) = ‖∇uq‖
p
p
,
∫
Ω
|uq|
q
dx = 1 (32)
and ∫
Ω
|∇uq|
p−2∇uq · ∇ϕdx = λq(Ω)
∫
Ω
uq−1q ϕdx for all ϕ ∈W
1,p
0 (Ω). (33)
The existence of uq satisfying (32) and (33) is proved in [1], whereas the Ho¨lder regularity of uq follows directly
from [10, Theorem 2.2 (i)]. Let us observe that the proof of (33) made in [1] is restricted to the functions
ϕ ∈W 1,p0 (Ω) such that suppϕ ⊂ Ω. However, this restriction can be dropped by using arguments of [9, 14] based
on Fatou’s lemma combined with the density of C∞c (Ω) in W
1,p
0 (Ω). We will make use of these arguments in the
next proof.
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Theorem 9 For each q ∈ (0, 1), let uq ∈ W
1,p
0 (Ω) ∩ C
1,αq (Ω) satisfying (32) and (33). There exists u ∈
M(Ω) ∩ C0,α(Ω), for some α ∈ (0, 1), such that:
(a) u = lim
q→0+
(|Ω|
1
q uq) in W
1,p
0 (Ω);
(b) µ(Ω) = ‖∇u‖
p
p = min
{
‖∇v‖
p
p : v ∈M(Ω)
}
;
(c) −∆pu =
µ(Ω)
|Ω| u
−1, in Ω;
(d) 0 < Aµ(Ω)
1
pφp(x) ≤ u(x) ≤ Bµ(Ω)
1
p , for almost every x ∈ Ω, where A and B are positive constants
depending only on N, p and |Ω| .
Proof. Taking (31) into account, we assume in this proof, without loss of generality, that |Ω| = 1. Thus,
lim
q→0+
λq(Ω) = lim
q→0+
‖∇uq‖
p
p
= µ(Ω) ∈ (0,∞). (34)
Since
λq(Ω)
(∫
Ω
|v|q dx
) p
q
≤ ‖∇v‖pp for all v ∈W
1,p
0 (Ω), (35)
we have
µ(Ω) ≤ ‖∇v‖
p
p for all v ∈M(Ω). (36)
It follows from (34) that there exist qn → 0
+ and u ∈ W 1,p0 (Ω) such that u ≥ 0 in Ω, uqn ⇀ u (weakly) in
W 1,p0 (Ω) and uqn → u pointwise almost everywhere in Ω. Hence,
‖∇u‖p ≤ lim infn→∞
‖∇uqn‖p = limn→∞
‖∇uqn‖p = limn→∞
λqn(Ω)
1
p = µ(Ω)
1
p . (37)
We note from (35), with v = u, that
µ(Ω) lim
q→0+
(∫
Ω
|u|
q
dx
) p
q
≤ ‖∇u‖
p
p .
Combining this estimate with (37) we obtain
lim
q→0+
(∫
Ω
|u|q dx
) 1
q
≤ 1. (38)
On the other hand, for each s ∈ (0, 1) and every n large enough (such that qn < s), we have
1 =
(∫
Ω
|uqn |
qn dx
) 1
qn
≤
(∫
Ω
|uqn |
s
dx
) 1
s
.
Hence,
1 ≤ lim
n→∞
(∫
Ω
|uqn |
s
dx
) 1
s
=
(∫
Ω
|u|
s
dx
) 1
s
,
where we have used Dominated Convergence Theorem, since
0 ≤ uqn ≤ KN,pλqn(Ω)
1
p−qn ≤ KN,pµ(Ω)
1
p−qn
according Lemma 2. Thus, we conclude that
1 ≤ lim
s→0+
(∫
Ω
|u|
s
dx
) 1
s
. (39)
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Gathering (38) and (39) we obtain
lim
q→0+
(∫
Ω
|u|
q
dx
) 1
q
= 1.
It follows that u ∈ M(Ω) and thus, by combining (36) and (37) we conclude that
µ(Ω)
1
p = ‖∇u‖p = limn→∞
‖∇uqn‖p , (40)
which ends the proof of the claim (b).
Taking into account the weak convergence uqn ⇀ u, the second equality in (40) implies that uqn → u (strongly)
in W 1,p0 (Ω). In view of (33) we have∫
Ω
|∇uqn |
p−2
∇uqn · ∇ϕdx = λqn(Ω)
∫
Ω
uqn−1qn ϕdx, for all ϕ ∈W
1,p
0 (Ω).
Strong convergence uqn → u in W
1,p
0 (Ω) guarantees that
lim
n→∞
∫
Ω
|∇uqn |
p−2
∇uqn · ∇ϕdx =
∫
Ω
|∇u|
p−2
∇u · ∇ϕdx, for all ϕ ∈W 1,p0 (Ω) (41)
and (34) guarantees that
lim
n→∞
λqn(Ω)
∫
Ω
uqn−1qn ϕdx = µ(Ω) limn→∞
∫
Ω
uqn−1qn ϕdx, for all ϕ ∈W
1,p
0 (Ω). (42)
Let us first assume that supp ϕ ⊂ Ω. Then, Dominated Convergence Theorem yields
lim
n→∞
∫
Ω
uqn−1qn ϕdx =
∫
Ω
u−1ϕdx, (43)
since Lemma 2 and Lemma 3 imply that 0 < c1 ≤ u
qn−1
qn
ϕ ≤ c2 in supp ϕ, where the constants c1 and c2 are
uniform with respect to n. Hence, by gathering (41), (42) and (43) we have∫
Ω
|∇u|
p−2
∇u · ∇ϕdx = µ(Ω)
∫
Ω
ϕu−1dx, for all ϕ ∈ C∞c (Ω). (44)
Thus, in order to prove (c) we need to show that (44) holds, in fact, for any ϕ ∈ W 1,p0 (Ω), which reduces to
prove that (43) holds for any ϕ ∈W 1,p0 (Ω).We prove this by following arguments of [9, 14]. So, let w ∈ W
1,p
0 (Ω) be
arbitrary and take a sequence {ξn} ⊂ C
∞
c (Ω) of nonnegative functions such that ξn → |w| , strongly in W
1,p
0 (Ω)
and pointwise almost everywhere in Ω. Hence, by applying: Fatou’s lemma, (44) and Ho¨lder’s inequality, we
obtain ∣∣∣∣
∫
Ω
wu−1dx
∣∣∣∣ ≤
∫
Ω
|w| u−1dx
≤ lim inf
n→∞
∫
Ω
ξnu
−1dx
= lim
n→∞
∫
Ω
|∇u|
p−2
∇u · ∇ξndx ≤ ‖∇u‖
p−1
p limn→∞
‖∇ξn‖p = ‖∇u‖
p−1
p ‖∇w‖p .
Now, let ϕ be an arbitrary function in W 1,p0 (Ω) and take {ϕn} ⊂ C
∞
c (Ω) such that ϕn → ϕ strongly in
W 1,p0 (Ω). Then, by using ϕn − ϕ in the place of w, we obtain
lim
n→∞
∣∣∣∣
∫
Ω
(ϕn − ϕ)u
−1dx
∣∣∣∣ ≤ ‖∇u‖p−1p limn→∞ ‖∇(ϕn − ϕ)‖p = 0,
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which yields
lim
n→∞
∫
Ω
ϕnu
−1dx =
∫
Ω
ϕu−1dx. (45)
Since ϕn ∈ C
∞
c (Ω) we obtain from (44) that
lim
n→∞
∫
Ω
ϕnu
−1dx = µ(Ω)−1 lim
n→∞
∫
Ω
|∇u|
p−2
∇u · ∇ϕndx = µ(Ω)
−1
∫
Ω
|∇u|
p−2
∇u · ∇ϕdx. (46)
Therefore, by combining (45) with (46) we conclude that (43) holds true for any ϕ ∈ W 1,p0 (Ω), which proves
the claim (c).
Claim (d) now follows after combining Lemma 2 with Lemma 3. Theorem 2.2 (ii) of [10] implies that u ∈
C0,α(Ω) for some α ∈ (0, 1).
Claim (a) follows from the uniqueness of the weak solutions of

−∆pw =
µ(Ω)
|Ω| w
−1 in Ω,
w > 0 in Ω,
w = 0 on ∂Ω,
(47)
combined with the fact that uqn → u strongly in W
1,p
0 (Ω). Indeed, these facts together imply that u is the unique
limit function of the family {uq} , as q → 0
+.
Our next goal is to prove that the solution u of (47) satisfies∫
Ω
log udx = 0.
Proposition 10 Let v ∈ L1(Ω). Then log |v| is Lebesgue measurable in Ω and
−∞ ≤ lim
q→0+
∫
Ω
|v|q log |v| dx =
∫
Ω
log |v| dx ≤ 2e−1 ‖v‖1 .
Proof. For every x ∈ Ω such that |v(x)| ≤ 1 the function q ∈ (0, 1] 7→ − |v(x)|
q
log |v(x)| ∈ [0,∞] is decreasing
and
lim
q→0+
[− |v(x)|q log |v(x)|] = − log |v(x)| .
Therefore, it follows directly from Lebesgue’s Monotone Convergence Theorem that log |v| is Lebesgue measurable
in the set {x ∈ Ω : |v(x)| ≤ 1} and
−∞ ≤ lim
q→0+
∫
{|v|≤1}
|v|q log |v| dx =
∫
{|v|≤1}
log |v| dx ≤ 0.
Now, for every x ∈ Ω such that |v(x)| ≥ 1 the function q ∈ (0, 1] 7→ |v(x)|q log |v(x)| ∈ [0,∞] is increasing and
lim
q→0+
|v(x)|
q
log |v(x)| = log |v(x)| .
Moreover, for every q ∈ (0, 12 ) one has
0 ≤ |v(x)|q log |v(x)| ≤ |v(x)|
1
2 log |v(x)| ≤ 2e−1 |v(x)|
1
2 |v(x)|
1
2 = 2e−1 |v(x)| ∈ L1(Ω),
since max
t≥1
t−
1
2 log t = 2e−1. Therefore, Lebesgue’s Dominated Convergence Theorem implies that log |v| is inte-
grable in the set {x ∈ Ω : |v(x)| ≥ 1} and that
0 ≤ lim
q→0+
∫
{|v|≥1}
|v|
q
log |v| dx =
∫
{|v|≥1}
log |v| dx ≤ 2e−1 ‖v‖1 .
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Thus, we have that log |v| is Lebesgue measurable in Ω and
lim
q→0+
∫
Ω
|v|
q
log |v| dx = lim
q→0+
∫
{|v|≤1}
|v|
q
log |v| dx+ lim
q→0+
∫
{|v|>1}
|v|
q
log |v| dx
=
∫
{|v|≤1}
log |v| dx+
∫
{|v|>1}
log |v| dx
=
∫
Ω
log |v| dx ≤ 2e−1 ‖v‖1 .
Proposition 11 For v ∈ L1(Ω) define
θv := lim
q→0+
(
1
|Ω|
∫
Ω
|v|
q
dx
) 1
q
∈ [0,∞) and βv :=
1
|Ω|
∫
Ω
log |v| dx ∈ [−∞,∞).
Then
βv = log θv. (48)
Proof. It follows from L’Hoˆpital’s rule and Proposition 10 that
lim
q→0+
(
1
|Ω|
∫
Ω
|v|
q
dx
) 1
q
= exp
(
1
|Ω|
lim
q→0+
∫
Ω
|v|
q
log |v| dx
)
= exp
(
1
|Ω|
∫
Ω
log |v| dx
)
.
Hence, (48) follows.
The following corollary is an immediate consequence of the previous proposition.
Corollary 12 Let v ∈W 1,p0 (Ω). Then v ∈ M(Ω) if, and only if,∫
Ω
log |v| dx = 0.
In particular,
∫
Ω
log |u|dx = 0, where u is the solution of (47).
3.1 Minimizing the energy functional
In this subsection, u denotes the solution of (47). As we have shown, u minimizes the functional v 7→ ‖∇v‖
p
p on
M(Ω). Let us show that u is the unique, up to sign, with this property.
Lemma 13 Let v ∈ M(Ω) such that µ(Ω) = ‖∇v‖
p
p . Then, v does not change sign in Ω.
Proof. Let Ω+ := {x ∈ Ω : v(x) > 0} , Ω− = {x ∈ Ω : v(x) < 0} , a+ :=
|Ω+|
|Ω| and a− :=
|Ω
−
|
|Ω| . For 0 < q < 1, we
have (
1
|Ω|
∫
Ω
|v|
q
dx
) 1
q
=
(
a+
|Ω+|
∫
Ω+
|v+|
q
dx+
a−
|Ω−|
∫
Ω
−
|v−|
q
dx
) 1
q
≤ a+
(
1
|Ω+|
∫
Ω+
|v+|
q dx
) 1
q
+ a−
(
1
|Ω−|
∫
Ω
−
|v−|
q dx
) 1
q
.
It follows that
1 = lim
q→0+
(
1
|Ω|
∫
Ω
|v|
q
dx
) 1
q
≤ (a+) lim
q→0+
(
1
|Ω+|
∫
Ω+
|v+|
q
dx
) 1
q
+ (a−) lim
q→0+
(
1
|Ω−|
∫
Ω
−
|v−|
q
dx
) 1
q
.
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Let us suppose, by contradiction, that both |Ω+| and |Ω−| are positive. Without loss of generality, we assume
that
lim
q→0+
(
1
|Ω−|
∫
Ω
−
|v−|
q
dx
) 1
q
≤ θ+ := lim
q→0+
(
1
|Ω+|
∫
Ω+
|v+|
q
dx
) 1
q
.
Then
1 ≤ (a+ + a−) lim
q→0+
(
1
|Ω+|
∫
Ω+
|v+|
q
dx
) 1
q
= θ+.
It follows that θ−1+ v+ ∈M(Ω) and
µ(Ω) ≤
∥∥∇(θ−1+ v+)∥∥pp ≤ ‖∇(v+)‖pp ≤ ‖∇v‖pp = µ(Ω).
Thus,
µ(Ω) = ‖∇v+‖
p
p = ‖∇v‖
p
p = ‖∇v+‖
p
p + ‖∇v−‖
p
p ,
implying that ‖∇v−‖
p
p = 0 and, therefore, that v− = 0 a.e. in Ω. This implies that |Ω−| = 0, which is a
contradiction.
Theorem 14 Let v ∈ M(Ω) such that µ(Ω) = ‖∇v‖
p
p . Then, v = ±u a.e. in Ω.
Proof. According Lemma 13, we can assume, without loss of generality, that v ≥ 0 a. e. in Ω. Since 0 < q < 1,
it is simple to check that
(∫
Ω
(
u+ v
2
)q
dx
) 1
q
≥
(∫
Ω
(u
2
)q
dx
) 1
q
+
(∫
Ω
(v
2
)q
dx
) 1
q
.
Thus,
h := lim
q→0+
(
1
|Ω|
∫
Ω
(
u+ v
2
)q
dx
) 1
q
≥
1
2
+
1
2
= 1. (49)
Of course,
u+ v
2h
∈M(Ω). Thus,
µ(Ω) ≤
∥∥∥∥∇
(
u+ v
2h
)∥∥∥∥
p
p
≤
1
(2h)p
(
‖∇u‖p + ‖∇v‖p
)p
=
(
2µ(Ω)
1
p
)p
(2h)p
=
µ(Ω)
hp
, (50)
which implies that h ≤ 1. Therefore, (49) and (50) imply that h = 1, and this fact in (50) yields
‖∇(u+ v)‖p = ‖∇u‖p + ‖∇v‖p .
We conclude from this equality that u = v a. e. in Ω.
The next corollary shows that µ(Ω)−1 is the best constant C in the following log-Sobolev type inequality
exp
(
1
|Ω|
∫
Ω
log |v|
p
dx
)
≤ C ‖∇v‖
p
p , v ∈W
1,p
0 (Ω) (51)
and that when C = µ(Ω)−1 this inequality becomes an equality if, and only if, v is a scalar multiple of u.
Corollary 15 One has
µ(Ω) = min

 ‖∇v‖
p
p
exp
(
1
|Ω|
∫
Ω
log |v|
p
dx
) : v ∈ W 1,p0 (Ω) and
∫
Ω
log |v|
p
dx > −∞

 .
Moreover, the minimum is reached only by scalar multiples of u.
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Proof. Let v ∈W 1,p0 (Ω) be such that
∫
Ω
log |v|
p
dx > −∞. Since
λq(Ω) |Ω|
p
q ≤
‖∇v‖pp(
1
|Ω|
∫
Ω
|v|q dx
) p
q
we obtain
µ(Ω) = lim
q→0+
λq(Ω) |Ω|
p
q ≤
‖∇v‖
p
p
lim
q→0+
(
1
|Ω|
∫
Ω
|v|
q
dx
) p
q
=
‖∇v‖
p
p
exp
(
1
|Ω|
∫
Ω
log |v|
p
dx
) .
Since
∫
Ω log |u| dx = 0, we have
‖∇u‖
p
p
exp
(
1
|Ω|
∫
Ω log |u|
p
dx
) = ‖∇u‖pp = µ(Ω).
Of course, if v ∈ W 1,p0 (Ω) is such that
‖∇v‖
p
p
exp
(
1
|Ω|
∫
Ω log |v|
p
dx
) = µ(Ω)
then θ−1v v ∈ M(Ω), where
θv = lim
q→0+
(
1
|Ω|
∫
Ω
|v|
q
dx
) 1
q
= exp
(
1
|Ω|
∫
Ω
log |v|
p
dx
)
> 0,
and
∥∥∇(θ−1v v)∥∥pp = µ(Ω). Hence, θ−1v v = ±u, implying that v is a scalar multiple of u.
Remark 16 Gathering (30) and (51), with C = µ(Ω)−1, we obtain
exp
(
1
|Ω|
∫
Ω
log |v|p dx
)
≤ CN,p,|Ω| ‖∇v‖
p
p , v ∈W
1,p
0 (Ω),
where CN,p,|Ω| := N
−1
(
N + p
p−1
)1−p
(ωN )
− p
N |Ω|
p
N
−1
.
Now, let us define J : W 1,p0 (Ω) 7→ (−∞,∞], the formal energy functional, by
J(v) :=


1
p
∫
Ω
|∇v|
p
dx−
µ(Ω)
|Ω|
∫
Ω
log |v| dx, if
∫
Ω
log |v| dx ∈ (−∞,∞)
∞, if
∫
Ω
log |v| dx = −∞.
We are going to show that u is the unique minimizer of J in W 1,p0 (Ω).
Lemma 17 One has
J(v) ≥
µ(Ω)
p
−
µ(Ω)
p
log
(
µ(Ω)
‖∇v‖
p
p
)
−
µ(Ω)
|Ω|
∫
Ω
log |v| dx, for all v ∈ W 1,p0 (Ω). (52)
Proof. Let v ∈W 1,p0 (Ω) and consider the function
g(t) :=
tp
p
‖∇v‖
p
p − µ(Ω) log t−
µ(Ω)
|Ω|
∫
Ω
log |v| dx, t > 0.
It is easy to check that J(tv) = g(|t|) and that mint>0 g(t) is the right-hand side of (52). The result then follows,
since J(v) = g(1) ≥ mint>0 g(t).
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Theorem 18 One has
J(u) =
µ(Ω)
p
= min
v∈W 1,p0 (Ω)
J(v).
Proof. Since
µ(Ω) =
∫
Ω
|∇u|
p
dx and
∫
Ω
log |u|dx = 0
we have J(u) =
µ(Ω)
p
. Thus, we need only to prove that
J(v) ≥
µ(Ω)
p
, for all v ∈W 1,p0 (Ω). (53)
Let v ∈ W 1,p0 (Ω) and θv as in Proposition 11. If θv = 0, then J(v) = ∞ and (53) holds trivially. If θv > 0
then θ−1v v ∈ M(Ω) and
1
|Ω|
∫
Ω
log
∣∣θ−1v v∣∣dx = 0 and µ(Ω) ≤ ∥∥∇(θ−1v v)∥∥pp = θ−pv ‖∇v‖pp ,
implying, respectively, that
1
|Ω|
∫
Ω
log |v| dx = log θv
and
J(v) ≥
µ(Ω)
p
−
µ(Ω)
p
log
(
µ(Ω)
‖∇v‖pp
)
− µ(Ω) log(θv)
≥
µ(Ω)
p
−
µ(Ω)
p
log
(
θ−pv
)
− µ(Ω) log(θv) =
µ(Ω)
p
.
Theorem 19 If w ∈W 1,p0 (Ω) minimizes J, then w = ±θwu a.e. in Ω, where
θw := lim
q→0+
(
1
|Ω|
∫
Ω
|w|
q
dx
) 1
q
.
Proof. It follows from Lemma 17 that
µ(Ω)
p
= J(w) ≥
µ(Ω)
p
−
µ(Ω)
p
log
(
µ(Ω)
‖∇w‖
p
p
)
−
µ(Ω)
|Ω|
∫
Ω
log |w| dx,
which implies that
1
p
log
(
µ(Ω)
‖∇w‖
p
p
)
+
1
|Ω|
∫
Ω
log |w| dx ≥ 0. (54)
Of course, θw ∈ (0,∞), so that θ
−1
w w ∈M(Ω). Thus, according Corollary 12,
1
|Ω|
∫
Ω
log
∣∣θ−1w w∣∣ dx = 0,
so that
log θw =
1
|Ω|
∫
Ω
log |w| dx.
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Hence, (54) yields
1
p
log
(
µ(Ω)
‖∇w‖pp
)
+ log θw = log
(
µ(Ω)∥∥∇(θ−1w w)∥∥pp
) 1
p
≥ 0,
which is equivalent to µ(Ω) ≥
∥∥∇θ−1w w∥∥pp .
Since µ(Ω) ≤
∥∥∇θ−1w w∥∥pp (recall that θ−1w w ∈ M(Ω)), we conclude that µ(Ω) = ∥∥∇(θ−1w w)∥∥pp . So, Theorem 14
yields θ−1w w = ±u.
We end this section by remarking that, for each λ > 0, a simple scaling argument shows that the function
uλ :=
(
λ |Ω|
µ(Ω)
) 1
p
u
is the unique solution of the singular problem

−∆pv = λv
−1 in Ω,
v > 0 in Ω,
v = 0 on ∂Ω.
Moreover, since
∫
Ω log udx = 0 and µ(Ω) = ‖∇u‖
p
p , the equality in (51) (with C = µ(Ω)
−1) yields∫
Ω
log uλdx =
|Ω|
p
log
(
µ(Ω)−1
(
λ |Ω|
µ(Ω)
)
‖∇u‖
p
p
)
=
|Ω|
p
log
(
λ |Ω|
µ(Ω)
)
.
We also note that uλ and −uλ are the unique minimizers of the functional
Jλ(v) :=


1
p
∫
Ω
|∇v|
p
dx− λ
∫
Ω
log |v| dx, if
∫
Ω
log |v| dx ∈ (−∞,∞)
∞, if
∫
Ω
log |v| dx = −∞,
being
Jλ(±uλ) =
µ(Ω)
p
−
λ |Ω|
p
log
(
λ |Ω|
µ(Ω)
)
.
3.2 Asymptotics for the pair (λq(Ω), ‖uq‖
∞
)
In this subsection we describe the asymptotic behavior of λq(Ω), as q → 0
+. Of course, if |Ω| = 1, then
limq→0+ λq(Ω) = µ(Ω) and, according items (a) and (d) of Theorem 9
0 < Aµ(Ω)
1
p ‖φp‖∞ ≤ lim
q→0+
‖uq‖∞ ≤ Bµ(Ω)
1
p ,
where A and B are positive constants depending only on N and p. If |Ω| 6= 1 we have
lim
q→0+
λq(Ω) = lim
q→0+
(λq(Ω) |Ω|
p
q )
(
lim
q→0+
|Ω|
− p
q
)
= µ(Ω)
(
lim
q→0+
|Ω|
− p
q
)
.
Therefore, in this case, we readily obtain
lim
q→0+
λq(Ω) =
{
∞ if |Ω| < 1
0 if |Ω| > 1.
(55)
Hence, by combining (55) with Lemma 2 and Lemma 3 we conclude that
lim
q→0+
‖uq‖∞ =
{
∞ if |Ω| < 1
0 if |Ω| > 1.
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We remark that (55) is also simple to prove without using Theorem 9. In fact, in the case |Ω| < 1 the
monotonicity of the function q 7→ λq(Ω) |Ω|
p
q implies that
lim
q→0+
λq(Ω) = lim
q→0+
λq(Ω) |Ω|
p
q |Ω|
− p
q ≥ λ1(Ω) |Ω|
p
lim
q→0+
|Ω|
− p
q =∞.
This is the proof given in [1]. As for the case |Ω| > 1, take v ∈ W 1,p0 (Ω) ∩ C(Ω) such that v > 0 in Ω and then
define Ωǫ := {x ∈ Ω : v(x) ≥ ǫ} , where ǫ > 0 is such that |Ωǫ| > 1.Then,
0 < λq(Ω) ≤
∫
Ω
|∇v|p dx(∫
Ω |v|
q
dx
) p
q
≤
∫
Ω
|∇v|p dx(∫
Ωǫ
ǫqdx
) p
q
=
∫
Ω
|∇v|p dx
ǫp |Ωǫ|
p
q
.
Thus, by making q → 0+, we obtain limq→0+ λq(Ω) = 0, since limq→0+ |Ωǫ|
−p
q = 0.
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