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Abstract
In this note, we show that the conical Ka¨hler-Ricci flows introduced
in [10] exist for all time t ∈ [0,∞) in the weak sense as in Definition 1.2.
As a key ingredient of the proof, we show that a conical Ka¨hler-Ricci
flow is actually the limit of a sequence of smooth Ka¨hler-Ricci flows.
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1 Introduction
This is a following up note of [10]. Let M be a polarized Ka¨hler manifold
and D is a smooth divisor of the anti-canonical line bundle. Suppose the
“twisted” first Chern class (β ∈ (0, 1] )
C1,β = C1(M) − 2π(1 − β)[D]
has a definite sign. Suppose ω0 is a smooth Ka¨hler metric in C1,β (if C1,β >
0) or −C1,β (if C1,β < 0). One important question is to study the existence
of the conical Ka¨hler-Einstein metric in (M, [ω0], (1 − β)[D]). A metric ωφ
(cohomologous to ω0) is said to be Ka¨hler-Einstein if
Ric(ωφ) = βωφ + 2π(1 − β)[D].
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This problem has been studied carefully by many authors, for instance, [2],
[3], [17], [25], [20] , [4], [13] etc. In particular, “conical Ka¨hler-Einstein
metric” is a key ingredient in the recent solution of existence problem for
Ka¨hler-Einstein metric with positive scalar curvature [6], [7], [8], [9]. In light
of these exciting development, we introduce the notion of conical Ka¨hler-
Ricci flow [10]
∂ωg
∂t
= βωg −Ric(g) + 2π(1− β)[D], (1)
to attack the existence problem of conical Ka¨hler-Einstein metrics and con-
ical Ka¨hler-Ricci solitons. With respect to the potential φ, equation (1) is
written as
∂φ
∂t
= log
ωnφ
ωn0
+ βφ+ h+ (1− β) log |S|2, (2)
where h is a smooth function.
In [10], we establish short time existence for (1) and (2), initiated from
any (α, β)-conical Ka¨hler metric (see Definition 1.1 for the definition of
(α, β)-metrics). In this paper we want to establish the long time existence
of this flow in a weaker sense.
Most of the notations in this article follows those of [10]. For the readers’
convenience, we introduce some key definitions from [10] here.
Definition 1.1. (α, β) conical Ka¨hler metric: For any α ∈ (0,min{ 1
β
−
1, 1}), a Ka¨hler form ω is said to be an (α, β) conical Ka¨hler metric on
(M, (1 − β)D) if it satisfies the following conditions.
1. ω is a closed positive (1, 1)-current over M .
2. For any point p ∈ D, there exists a holomorphic chart {z, ui, i =
1, .., n−1} such that in this chart, ω is quasi-isometric to the standard
cone metric
ωβ = β
2|z|2β−2
√−1
2
dz ∧ dz¯ +
√−1
2
n−1∑
j=1
duj ∧ du¯j .
3. There is a φ ∈ C2,α,β(M) such that
ω = ω0 + i∂∂¯φ.
The definition of the function space C2,α,β(M) is due to Donaldson in
[12]. One could also see section 2 of [10].
The following model metric defined in [12] satisfies the above definition.
ωD = ω + δi∂∂¯|S|2β , where δ is a small enough number.
Next we define the notion of weak flows, following the definitions of weak
conical Ka¨hler-Einstein metrics by Gunancia-Paun [14] and Yao [28].
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Definition 1.2. A solution φ(t) for t ∈ [0, T ) with φ(0) = φ0 to (1) is called
a weak conical Ka¨hler-Ricci flow if for all T˜ < T , the following hold.
• φ(t) ∈ C2+α,1+α2 [(M \D)× (0, T˜ )] ∩ Cα,α2 [M × (0, T˜ )], φ0 ∈ Cα(M).
• limt→0 |φ− φ0|α = 0 over M .
• |∂φ
∂t
|0,[0,T˜ ] + |trωDωφ|0,[0,T˜ ] + |trωφωD|0,[0,T˜ ] ≤ C(ωφ0 , T˜ ) over M \D.
• ωφ ≥ C(T˜ )ωD over M \D.
In particular, a closed positive (1, 1)-currrent ω = ωD + i∂∂¯φ is called a
weak (α, β)-metric if the following holds.
• |φ|α ≤ C over M , φ is C2,α away from D.
• ωφ ≥ C(T˜ )ωD over M \D.
• |trωDωφ|0 + |trωφωD|0 ≤ C over M \D.
Remark 1.3. For convention on Ho¨lder norms, see Definition 2.2. From now
on whenever we say ”conical” or ”(α, β)” we mean strong conical or strong
(α, β), to differ from the weak conical cases. Notice a random weak (α, β)-
metric does not aprorily possess the correct cone structure along the singular
divisor.
Now we state our main theorem on the long-time existence of the weak
flow.
Theorem 1.4. Suppose ωφ0 is a (α, β)-conical metric. Then there exists a
weak conical Ka¨hler-Ricci flow ωφ(t), t ∈ [0,∞) initiated from φ0. More-
over, the weak flow above coincides with the strong flow given by Theorem
1.2 in [10] till whenever the strong flow exists.
Remark 1.5. For smooth Ka¨hler-Ricci flows, the global existence is proved by
Cao [5]. For conical Ka¨hler-Ricci flow, when n = 1, this is recently proved by
Yin [29], and also by Mazzeo-Rubinstein-Sesum [22] with different function
spaces. For higher dimensions, we believe the parabolic version of Brendle’s
work can solve the long time existence problem when β ≤ 12 .
Remark 1.6. Recently, the author learned Liu and Zhang also consider the
conical Ka¨hler-Ricci flows on Fano manifolds. In [21], they also obtain long
time solutions for conical Ka¨hler-Ricci flow on Fano manifolds. Moreover,
they obtain convergence of their conical Ka¨hler-Ricci flows in some cases.
We also have the work by Bahuaud-Vertman on singular Yamabe-flows [1].
Remark 1.7. For simplicity, we only present the case with one smooth di-
visor. Our proof certainly works with multiple smooth divisors with no
intersections and with possibly different angles along each component.
3
Remark 1.8. If the manifold is not Fano or the twisted first Chern has mixed
sign, Theorem 1.4 still holds as long as the Ka¨hler class remains to be fixed
along the flow.
The next theorem is almost equivalent to Theorem 1.4.
Theorem 1.9. Suppose ωφ0 is a weak (α, β)-metric such that
ωφ0 ∈ C1,β(M), Fφ0 = log
|S|2−2βωnφ0
ωn0
∈ C2,α,β.
Then there exists a weak conical Ka¨hler-Ricci flow ωφ(t), t ∈ [0,∞) initiated
from φ0.
Moreover, if in addition φ0 ∈ C2,α,β, then the weak flow above is strong
and coincides with the strong flow given by Theorem 1.2 in [10] till whenever
the strong flow exists.
Remark 1.10. Though Theorem 1.9 does not require the initial metric to
be (strongly) (α, β), it needs the volume form of the initial metric to have
C2,α,β regularity, which is a relatively strong condition. Nevertheless, The-
orem 1.14 guarantees that the conical flow (1) ”smoothes” a (α, β)-metric
immediately to possess maximal regularity, so the requirements of Theorem
1.9 are satisfied.
Next we state our result on the smooth approximations of the conical
flows.
Theorem 1.11. Suppose the conical flow ωφ(t) (solution to (1)) exists for
t ∈ [0, T ). Then, for any 0 < a0 < T , the smooth flows ωφǫ(t), t ∈ [a02 , T ) in
(15) approximate ωφ(t) in C
α,α
2 -sense away from D over [a0, T ) i.e
For all δ, lim
ǫ→0
|ωφǫ(t) − ωφ(t)|Cα,α2 ,[M\Tδ(D)]×[a0,T ) = 0.
Consequently, for any t ∈ [a0, T ), ωφǫ(t) approximates ωφ(t) in the Gromov-
Hausdorff sense.
Remark 1.12. The Tδ(D) is the turbular neighborhood of the divisor D
of radius δ (with respect to the smooth reference metric ω0). Actually it
doesn’t matter whether we use ω0 or the conic metric ωD.
Remark 1.13. Theorem 1.11 indicates a phenomenon which we never ex-
pected: the cone singularity structure is somehow stable even under smooth
Ka¨hler-Ricci flow. Namely, starting from the smooth metric ωφǫ(a2 ) which is
close to a conical metric in Gromov-Hausdorff sense, the smooth flow ωφǫ(t)
stays close to conical metrics at least up to finite time. A natural and inter-
esting question to ask is: what’s the behaviour of the flow ωφǫ(t) (solution
to 15) as t→∞?
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The next theorem indicates that the conical flow constructed in Theorem
1.2 in [10] has the ”smoothing” property.
Theorem 1.14. There exists a uniform C as in Definition 2.1 with the
following properties. Assumptions as in Theorem 1.2 of [10]. The Ricci
curvature of the (strong) CKRF satisfies
|Ric| ≤ Ct−1 over M \D for all t ∈ [0, t0],
where t0 is a lower bound of the existence time for the conical flow (1) and
t0 is small enough with respect to the initial metric ωφ0. Moreover, we have
the following weighted Schauder estimate for ∂φ
∂t
.
|∂φ
∂t
|(⋆)2+α,1+α
2
,β,M×[0,t0]
≤ C.
The definition of the norm | ∗ |(⋆)2+α,1+α
2
,β,M×[0,t0]
can be found in section
2 of [10].
For the proof of Theorem 1.4, 1.9, and 1.11, we notice two beautiful
recent work by Guenancia-Paun [14] and Yao [28], where they prove inde-
pendently the existence of weak conical Ka¨hler-Einstein metrics under ap-
propriate assumptions—these approaches have been taken up by others be-
fore, the new feature in their work is that the approximation stays uniformly
quasi-isometric to the approximated model metrics. While we initially plan
to use ideas from Yao where we need to do local cutting and pasting, we no-
tice the beautiful construction of global barrier function in Guenancia-Paun
which fits into what we want very nicely. So we end up adopting Guenancia-
Paun’s method, although we believe Yao’s idea can be made to work as well.
Acknowledgements: This is a side project which grows out of a joint
project with Prof Xiuxiong Chen on the conical KRFs. The author would
like to thank Prof Chen for kindly suggesting this project and for his constant
support over years. The author also would like to thank Chengjian Yao for
related discussions.
2 Approximating the initial metric.
We would like to make following convention on the constants and Ho¨lder
norms in this paper, similar to that of [10].
Definition 2.1. Without further notice, the ”C” in each estimate means a
constant depending on the dimension n, the angle β, the background objects
(M,ω0, L, h,D, ωD), the α (and α´ if any) in the same estimate or in the
corresponding theorem (proposition, corollary, lemma), and finally the time
T . Moreover, the ”C” in different places might be different.
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Definition 2.2. (Convention on Ho¨lder norms) For the various intrinsic
Ho¨lder norms with respect to ωβ (for example the C
,α,β-norm and its parabolic
counterpart C ,α,
α
2
,β), we mainly refer to section 2 of [10] for the full defi-
nitions. The point is that, in this article we mainly consider usual Ho¨lder
spaces and norms (without any additional ”β” in the notations). The reason
is that Ho¨lder continuity with respect to ωβ is equivalent to Ho¨lder conti-
nuity in the usual sense (apart from a difference of Ho¨lder exponents). For
a precise statement, see Lemma 4.4.
It’s helpful to recall the definition of the parabolic Ho¨lder norm. For any
parabolic cylinder B × [T1, T2], the Cα,α2 (B × [T1, T2])-norm is defined as
|u|α,α
2
,B×[T1,T2]
= sup
(x,t1),(y,t2)∈B×[T1,T2]
|u(x, t1)− u(y, t2)|
|x− y|α + |t1 − t2|α2
+ |u|0,B×[T1,T2],
where |u|0,B×[T1,T2] is the usual C0−norm. The C ,α,
α
2 (B × [T1, T2])−space
contains exactly those functions with finite | |α,α
2
,B×[T1,T2]
−norm. The global
norms over M or M × [T1, T2] are defined by summing up the norms in
each coordinate chart. This is very flexible: if we use the intrinsic coordi-
nates of ωβ near D, we obtain the C
,α,α
2
,β(M × [T1, T2])-space; if we use the
usual smooth coordinates near D, then we obtain the usual Ho¨lder space
Cα,
α
2 (M × [T1, T2]).
To construct the approximation flows, the first step is to construct an
approximation of the initial metric in Theorem 1.9. From now on we will
repeatedly apply Theorem 4.1.
The initial metric ωφ(0) satisfies
ωnφ(0) =
eF (0)
|S|2−2β ω
n
0 . (3)
We try to smooth F (0) first. We consider the reference metric ωǫ, introduced
in section 3.1 of [14] as
ωǫ = ω0+
1
N
i∂∂¯χβ(ǫ+ |S|2), where χβ(ǫ+ y) = β
∫ y
0
(ǫ+ x)β − ǫβ
x
dx (4)
and N is a big enough number. As in [14], We also denote
Ψǫ,ρ = χρ(ǫ+ |S|2).
In application we always let ρ to be small with respect to β, as in [14].
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Theorem 2.3. Suppose φ is a C1,1,β solution to the following equation
ωnφ =
eF
|S|2−2β ω
n
0 .
Suppose F ∈ C2,α,β. Then there exists an approximation sequence of C4,α′
functions φ̂ǫ such that
• |φ̂ǫ|α′ ≤ CF ,
• 1
CF
ωǫ ≤ ωφ̂ǫ ≤ CFωǫ,
• limǫ→0 |φ̂ǫ − φ|α′ = 0,
where CF only depends on |F |2,α,β and the data in Definition (2.1).
Proof of Theorem 2.3: We smooth F out by solving the following equation
∆ωǫFǫ = ∆ωDF + aǫ, (5)
aǫ is chosen such that ∫
M
(∆ωDF + aǫ)ω
n
ǫ = 0, (6)
and Fǫ is normalized so that∫
M
eFǫ
(|S|2 + ǫ)1−β ω
n
0 = 1. (7)
Notice that (6) directly implies limǫ→ aǫ = 0. Using the ǫ-independent
bounds on the global Sobolev and Poincare constants in Remark 4.6, we
deduce the follow L∞ bound via Moser’s iteration.
|Fǫ|L∞ ≤ C. (8)
Using (8) and the elliptic Harnack-inequality in Theorem 4.1, we estimate
[Fǫ]α ≤ C. (9)
Therefore, Fǫ subconverge to some F∞ in C
α′ , α′ < α. Moreover
∆ωF∞ = ∆ωF over M \D. (10)
Since F∞ ∈ Cα′ , then by Jeffres’ trick in [16], we have F∞ = F . The
advantage of smoothing F using equation (5) is that by Guenancia-Paun,
the condition
∆ωǫFǫ ≥ −C (11)
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gives us the Laplacian estimate for the smoothing of the initial metric.
Namely, we smooth ωφ(0) by considering the following equation
ωn
φ̂ǫ
=
eFǫ
(|S|2 + ǫ)1−β ω
n
0 , sup
M
φ̂ǫ = 0. (12)
By Yau, equation (12) admits a solution φ̂ǫ ∈ C4,α′ . By the work of
Guenancia-Paun in section 5.2 of [14], Kolodziej’s L∞− estimate in [18]
(also see Theorem 1.1 in [11] for a general statement), Theorem 4.1, and the
condition (11), we obtain
|φ̂ǫ|α′ ≤ CF (13)
1
CF
ωǫ ≤ ωφ̂ǫ ≤ CFωǫ. (14)
The proof is thus completed.
3 Construction of the approximation flows and proofs
of Theorem 1.9.
To construct the weak flow and approximate the CKRF, we first apply
Theorem 2.3 to perturb the initial cone metric to ω
φ̂ǫ
. Then we consider ω
φ̂ǫ
as our new initial metric and consider the following approximation flows.{
∂φ¯ǫ
∂t
= log
ωn
φ¯ǫ
ωn
0
+ βφ¯ǫ + h+ (1− β) log(|S|2 + ǫ), t ∈ [0, T ].
φ¯ǫ(0) = φ̂ǫ when t = 0.
(15)
Now we would like to change the reference metric to ωǫ. Writing
V̂ǫ = h+ log
ωnǫ (|S|2 + ǫ)1−β
ωn0
+
β
N
Ψǫ,β,
we change the flow equation to the following.{
∂φǫ
∂t
= log
ωn
φǫ
ωnǫ
+ βφǫ + V̂ǫ, t ∈ [0, T ].
φǫ(0) = φ̂ǫ − βNΨǫ,β when t = 0.
(16)
Lemma 3.1. There exists a constant C in the sense of Definition 2.1 with
the following properties. On the perturbed flow (16), the following estimates
hold.
• |φǫ|α,α
2
≤ C,
• 1
C
ωǫ ≤ ωφǫ ≤ Cωǫ, |∂φǫ∂t |L∞ ≤ C.
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Proof of Lemma 3.1: Step1: First we show that |∂φǫ
∂t
|L∞ ≤ C. This is
directly implied by the maximal principle and the bound on |∂φǫ
∂t
|t=0. The
bound on |∂φǫ
∂t
|t=0 directly follows from the properties of our approximating
intial metrics. Namely from (12) we have
∂φǫ
∂t
|t=0
= log
ωnφǫ
ωnǫ
(0) + βφǫ(0) + V̂ǫ(0)
= log
eFǫωn0
(|S|2 + ǫ)1−βωnǫ
(0) + βφǫ(0) + V̂ǫ(0). (17)
Thus by Theorem 2.3 we obtain
|∂φǫ
∂t
|0,M,t=0 ≤ C.
Therefore by maximal principle we have
|∂φǫ
∂t
|0,M ≤ C. (18)
Step 2. Now we turn to the spacewise second order estimate. By the
Siu Bochner technique in [24](the reader could also see [14]) and the flow
equation (16), denote
hǫ = −βφǫ − V̂ǫ,
we derive the following parabolic Siu-Bochner formula.
(∆φǫ −
∂
∂t
) log trωǫωφǫ
≥ 1
trωǫωφǫ
{∆ωǫhǫ +Σi≤l(
λi
λl
+
λl
λi
− 2)Ri¯ill¯(w)}, (19)
where w is the geodesic coordinates of ωǫ which diagonalize ωφǫ with respect
to ωǫ, and λi are the eigenvalues of ωφǫ with respect to ωǫ.
We then consider the barrier function Ψǫ,ρ (for sufficiently small ρ) of
Guenancia and Paun in [14]. Namely, for the sake of a self-contained proof,
we quote in the following two beautiful identities from [14] at any point p
near D (which do not depend on the flow).
• Equation (⋆) in page 8 of [14]:
∆ωφǫΨǫ,ρ ≥ −Ctrωφǫωǫ + CΣni=1
1
(|S|2 + ǫ)1−ρ |
∂z
∂wi
|2 1
λi
. (20)
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• Curvature estimate in page 8 of [14]:
1
Σkλk
{∆ωǫhǫ +Σi≤l(
λi
λl
+
λl
λi
− 2)Ri¯ill¯(w)}
≥ −CΣni=1
1
(|S|2 + ǫ)1−ρ |
∂z
∂wi
|2 1
λi
− 1
Σkλk
{Σi≤l(λi
λl
+
λl
λi
)} − C. (21)
Then, (19), (20), and (21) imply the following estimate for sufficiently
big numbers A and B over the whole M .
(∆φǫ −
∂
∂t
){log trωǫωφǫ +BΨǫ,ρ −Aφǫ}
≥ trωφǫωǫ +A
∂φǫ
∂t
− C. (22)
(18) and (22) indicate that, at the interior maximum of
log trωǫωφǫ +BΨǫ,ρ −Aφǫ, we have trωφǫωǫ ≤ C. (23)
In terms of the eigenvalues, we have
Σi
1
λi
≤ C. (24)
By (18) we have
1
C
≤
∏
k
λk ≤ C. (25)
Hence
(Σi
1
λi
)n−1
≥ Σi 1
λ1..λ̂i, ...λn
=
Σiλi∏
k λk
≥ CΣiλi. (26)
Combining (26), (23), and (24), we end up with
sup trωǫωφǫ ≤ C. (27)
Using (25) again, we get sup trωφǫωǫ < C.
Step 3: In Step 2 we assume that trωǫωφǫ attains interior maximum.
On the other hand, suppose trωǫωφǫ attain maximum when t = 0, then the
second item in Theorem 2.3 implies our desired bound. Thus item 2 in
Lemma 3.1 is proved.
Step 4: To prove Item 1, it suffices to use item 2 and the Harnack in-
equality in Theorem 4.1. Notice that we automatically have the C0-estimate
via the bound on |∂φǫ
∂t
|0 and the C0-bound on the initial potential φǫ(0).
The proof is complete.
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Using Lemma 3.1 and Theorem 2.3, φǫ sub converges to a φ∞ such that
∂φ∞
∂t
= log
ωn
φ∞
ωn
0
+ βφ∞ + h+ (1− β) log(|S|2), t ∈ [0, T ].
φ∞(0) = φ(0) when t = 0.
φ∞ ∈ Cα,α2 [0, T ]; 1CωD ≤ ωφ∞ ≤ CωD.
To show that the perturbation really converges back to the original coni-
cal flow, we need the following lemma on the uniqueness of the weak conical
flows.
Lemma 3.2. Suppose φi, i = 1, 2 are two weak conical flows :
∂φi
∂t
= log
ωn
φi
ωn
0
+ βφi + h+ (1− β) log(|S|2) over M \D,
φi(0) = φ(0) when t = 0,
φi ∈ Cα,α2 (M × [0, T ]).
1
C
ωD ≤ ωφi ≤ CωD, |∂φi∂t |L∞ ≤ C over M \D.
Then φ1 = φ2.
Proof. We again employ Jeffres’ trick in the parabolic case, adapted to our
setting. Consider φ̂1 = φ1 + a|S|2p. Then we compute
∂φ̂1
∂t
= log
(ω + i∂∂¯φ1)
n
ωn0
+ βφ̂1 − aβ|S|2p + h+ (1− β) log(|S|2).
Denote v = φ̂1− φ2 and ∆ =
∫ 1
0 g
ij¯
bφ1+(1−b)φ2
∂2
∂zi∂z¯j
db, we compute from (28)
that
∂v
∂t
= ∆v − a∆|S|2p + βv − aβ|S|2p. (28)
The following is due to Jeffres [16].
Claim 3.3. When p < αβ2 , the spacewise maximum of φ̂1 and v are attained
away from D.
We only prove it for φ̂1, the others are similar. Was this claim not true,
let the spacewise maximum of φ̂1 be attained at q ∈ D, near q we have a
holomorphic chart such that q corresponds to the origin 0, and |S|2 = h|z|2,
h is the metric of the line bundle of D ( 1
C
≤ h ≤ C). Suppose in this chart
we have
φ1(z, 0) + ǫ|S|2p(z, 0) − φ1(0, 0) ≤ 0. (29)
Since φ1 ∈ Cα spacewisely, we compute,
φ1(z, 0) + ǫ|S|2p(z, 0) − φ1(0, 0)
|z|α =
φ1(z, 0) − φ1(0, 0)
|z|α +
ǫhp|z|2p
|z|α
≥ −[φ1]α + ǫhp|z|−(α−2p)
≥ 1 when z is sufficiently close to 0, p < αβ
2
.
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This contradicts (29). The proof of Claim 3.3 is complete. Actually it
sufficies to require 2p < α. The reason of requiring the stronger condition
2p < αβ is that it even works more generally for φ1 ∈ C ,α,β (the intrinsic
Ho¨lder space of ωβ), thus we can avoid any confusion.
Furthermore, we have
i∂∂¯|S|2p
= p2|S|2p∂ log |S|2 ∧ ∂¯ log |S|2 + p|S|2pi∂∂¯ log |S|2. (30)
By the second-order estimate in the assumptions, we have the following
estimate.
|gij¯
bφ1+(1−b)φ2
| ≤ C, where the basis is ( ∂
∂zi
, i = 1...n). (31)
Then away from the divisor, gij¯
bφ1+(1−b)φ2
is at least Cα. From (30) we
compute over M \D that
∆|S|2p
≥ p|S|2pgij¯
bφ1+(1−b)φ2
∂2 log |S|2
∂zi∂z¯j
≥ −C|pgij¯
bφ1+(1−b)φ2
Θh,ij¯|
≥ −C, (32)
where Θh is the smooth curvature form of (L, h).
Then, by (28) and Proposition 2.23 in [23], we deduce
∂ sup v
∂t
≤ aC + β sup v, (33)
in the sense of forward difference quotients. Using v(0) = a|S|2p ≤ aC and
Proposition 2.23 in [23]again, we obtain
sup v ≤ [sup v(0) + aC]eβt − aC ≤ aCeβT . (34)
Thus let a tend to 0, we end up with φ1 ≤ φ2. By the same reason we have
φ2 ≤ φ1, then φ1 = φ2.
Proof of Theorem 1.9: By letting ǫ → 0 in Lemma 3.1 and flow (15), no-
tice that our time T can be arbitrarily large, then Theorem 1.9 is a direct
corollary of Lemma 3.1 and 3.2.
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4 Local Harnack inequality.
In this section we prove Theorem 4.1 by proving the harder Theorem 4.7.
Theorem 4.1 is all we need to prove the results in the introduction.
Theorem 4.1. Suppose ω is a weak conical-Ka¨hler metric and ωD
C
≤ ω ≤
CωD, or ω is C
α over the whole M (across D) in the usual sense and
ωǫ
C
≤ ω ≤ Cωǫ for some 0 < ǫ ≤ 1.
Suppose u is a bounded weak solution to
∆ωu = f over M,
then there exists a α′ > 0 such that
[u]α′,M ≤ C(|u|0,M + |f |0,M ).
Theorem 4.2. Suppose ωt is a (strong) conical Ka¨hler-Ricci flow, or the
perturbed smooth flow (15) over [0, T ]. Suppose u is a bounded weak solution
to
∂
∂t
u = ∆ωtu+ f over M × [0, T ].
Then for all δ ∈ (0, T ), there exists a α′ > 0 and a C(δ) in the sense of
Definition 2.1 such that
[u]
α′,α
′
2
,M×[δ,T ]
≤ C(δ)(|u|0,M×[0,T ] + |f |0,M×[0,T ]).
Proof of Theorem 4.2 and 4.1: Theorem 4.2 is directly implied by Theorem
4.7 and Lemma 4.9. Theorem 4.1 is implied by Theorem 4.7 directly.
Lemma 4.3. For any ǫ > 0 and any point p ∈ D, there exists a canonical
polar coordinate ıǫ such that
ı⋆ǫ{
β2
(|z|2 + ǫ)1−β dz⊗dz¯} = ds
2+aǫs
2dθ2, p is the origin in these coordinates,
(35)
where aǫ is a smooth function of s (s ∈ [0, r0) for r0 sufficiently small), and
β2 < aǫ ≤ 1. In particular, we have
β2ωE,ǫ < ı
⋆
ǫωβ,ǫ ≤ ωE,ǫ, (36)
where ωE,ǫ = ds
2 + s2dθ2 + Σn−1i=1 dui ⊗ du¯i is the Euclidean metric in the
coordinate ıǫ.
Proof. Actually the proof is quite elementary, since this fact is very impor-
tant we include the full detail here. Let ρ = |z|. Define s as
ds
dρ
=
β
(ρ2 + ǫ)
1−β
2
, s(0) = 0. (37)
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Then
β2
(|z|2 + ǫ)1−β dz ⊗ dz¯ = ds
2 + aǫs
2dθ2,
where
aǫ =
β2ρ2
(ρ2 + ǫ)1−βs2
. (38)
From (37) we have
d[(ρ2 + ǫ)
1−β
2 s]
dρ
= β +
(1− β)ρs
(ρ2 + ǫ)
1+β
2
≥ β. (39)
Then
βρ ≤ (ρ2 + ǫ) 1−β2 s.
Hence
aǫ =
β2ρ2
(ρ2 + ǫ)1−βs2
≤ 1.
Now we would like to study the uniform lower bound of aǫ. Using (39),
denote v = (ρ2 + ǫ)
1−β
2 s, we compute
dv
dρ
< β +
(1− β)(ρ2 + ǫ) 12 s
(ρ2 + ǫ)
1+β
2
= β + (1− β)v(ρ2 + ǫ)− 12
< β + (1− β)v
ρ
.
Then
d
dρ
(
v
ρ
) = − v
ρ2
+
1
ρ
dv
dρ
≤ − v
ρ2
+
β
ρ
+ (1− β) v
ρ2
=
β
ρ
− βv
ρ2
=
β
ρ
(1− v
ρ
).
Denote u = v
ρ
, we get
du
dρ
<
β
ρ
(1− u). (40)
Furthermore, from (37) we have u(0) = β. Then simple comparison implies
u < 1 for all ρ. (41)
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To be precise, if u(ρ0) = 1 for some ρ0, then take ρ0 as the first one among
those ρ of which u(ρ) = 1, then we deduce du
dρ
(ρ0) ≥ 0, which contradicts
(40).
Then it’s easy to see from (41) that
aǫ =
β2
u2
> β2.
When ǫ = 0, the coordinate in Lemma 4.3 is exactly the polar coordinate
of ωβ. Denote |x−y|(β,ǫ) as the distance between x, y in the polar coordinate
in Lemma 4.3, and |x − y|holo as the distance in the holomorphic (smooth)
coordinates. Comparing the 2 distances gives the equivalence of Ho¨lder
continuities with respect to the 2 different model metrics. To be precise, let
C ,α,(β,ǫ)(M) be the Ho¨lder space of exponent α with respect to the distance
| |(β,ǫ), and C ,α,
α
2
,(β,ǫ)(M) be its parabolic counterpart, the following is true.
Lemma 4.4. Suppose ǫ ∈ [0, 1100 ]. Given any 2 points x, y such that
|x|(β,ǫ), |y|(β,ǫ) ≤ 1, the following is true
C|x− y|holo ≤ |x− y|(β,ǫ) ≤ C|x− y|βholo. (42)
Consequently
• C ,α,(β,ǫ)(M) embeds continuously into Cαβ(M), Cα(M) embeds con-
tinuously into C ,α,(β,ǫ)(M)
• C ,α,α2 ,(β,ǫ)(M) embeds continuously into Cαβ,α2 (M), Cα,α2 (M) embeds
continuously into C ,α,
α
2
,(β,ǫ)(M)
Proof of Lemma 4.4: The proof is elementary, and is obvious when ǫ = 0.
The embedding results are straightforward by Definition 2.2 and (42). To
prove (42), it sufficies to prove the following claim.
Claim 4.5.
C|ρx − ρy| ≤ |sx − sy| ≤ C|ρx − ρy|β. (43)
In particular we have
Cρx ≤ sx ≤ Cρβx, Cρy ≤ sy ≤ Cρβy . (44)
Recall the following
|x− y|(β,ǫ) ≈ |sx − sy|+ | sin
θx − θy
2
|√sxsy + |xT − yT |,
|x− y|holo ≈ |ρx − ρy|+ | sin θx − θy
2
|√ρxρy + |xT − yT |,
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where xT , yT are the tangential component of x, y along the singularity.
Then Claim 4.5 directly implies (42).
Next we prove Claim 4.5. Since ds
dρ
≤ Cρβ−1, we deduce
|sx − sy| ≤ C|ρβx − ρβy | ≤ C|ρx − ρy|β. (45)
To obtain lower bound, notice when ρ > 10
√
ǫ, we have ds
dρ
≥ Cρβ−1,
then
|sx − sy| ≥ C|ρβx − ρβy | ≥ C|ρx − ρy|. (46)
When ρ ≤ 10√ǫ, ǫ
β−1
2
C
≤ ds
dρ
≤ Cǫβ−12 . Hence
|sx − sy| ≥ ǫ
β−1
2
C
|ρx − ρy|. (47)
Thus when ρx, ρy ≤ 1, we deduce
|sx − sy| ≥ C|ρx − ρy|. (48)
The proof of Claim 4.5 is complete.
Remark 4.6. Actually Lemma 4.3 implies the bound for the Poincare and
Sobolev constants in the following sense. For any model metric ω, denote
Eω,λ = {ω′|rα[ω′]α,M\Tr(D) ≤ λ,
ω
λ
≤ ω′ ≤ λω}.
With respect to the global perturbed metric ωǫ, using Lemma 4.3, it’s quite
straight forward to show the global and local Sobolev constants CS,ǫ, C
⋆
S,ǫ
for all the metrics in Eωǫ,λ are uniformly bounded from above independent
of ǫ. On the Poincare inequality, the global and local Poincare constants
CP,0, C
⋆
P,0 of EωD ,λ are uniformly bounded from above. Moreover, using very
simple counter-proofs based on the Rellich-Kondrachov compact-imbedding
theorem, we deduce that both the local Poincare constants C⋆P,ǫ and the
global Poincare constants CP,ǫ of Eωǫ,λ are bounded from above independent
of ǫ. These are necessary for doing the Nash-Moser iteration and the proofs
of the Harnack inequalities in [19] and [15].
Theorem 4.7. There exists a constant C in the sense of Definition 2.1 with
the following properties. Suppose ωt is a time-differentiable family of Ka¨hler
metrics which is Cα away from D. Suppose
1. ωt are weak conical-Ka¨hler metrics and
ωD
C
≤ ωt ≤ CωD for all t ∈
[0, T ], or ωt is C
α over the whole M (across D) in the usual sense and
ωǫ
C
≤ ωt ≤ Cωǫ for all t ∈ [0, T ] and some 0 < ǫ ≤ 1 ;
2. ∂
∂t
dvolt ≤ Cdvolt.
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Suppose u is a bounded weak solution to
∂
∂t
u = ∆ωtu+ f over M × [0, T ].
Then for all δ ∈ (0, T ), there exists a α′ > 0 and C(δ) such that
[u]
α′,α
′
2
,M×[δ,T ]
≤ C(δ)(|u|0,M×[0,T ] + |f |0,M×[0,T ]).
Proof of Theorem 4.7: With Lemma 4.3, actually the proof is quite straight
forward. The only possible problem is the Ho¨lder estimate near D. Notice
that in the coordinate ıǫ, ωt is quasi-isometric to the Euclidean metric.
It’s well known that the integration by parts holds true (c.f [27]). For the
reader’s convenience we include the proof of this fact here. We only consider
the case when ωt is weakly conic i.e
ωD
C
≤ ωt ≤ CωD. Suppose B is a ball
with nonempty intersection with D, and u is locally C2 function defined
over B \D, |∇u| ∈ L2[B], Suppose v ∈ C0c [B] ∩ C1(B \D), |∇v| ∈ L2(B).
The integration by parts formula we want to show is:
lim
ǫk→0
∫
B\Tǫk (D)
v∆u ωnt = −
∫
B
∇v ·∇u ωnt for some sequence ǫk → 0. (49)
Proof of (49): We compute for any ǫ > 0 that∫
B\Tǫ(D)
v∆u ωnt = −
∫
B\Tǫ(D)
∇v · ∇u ωnt +
∫
∂Tǫ(D)
v(∇u · n)dA.
It suffices to show there exists a sequence ǫk → 0 such that
lim
k→∞
∫
∂Tǫk (D)
v(∇u · n)dA = 0. (50)
Let F = |∇u|, extend F to be 0 outside B. We compute via Ho¨lder
inequality and coarea formula that
C ≥
∫
B
F 2 ωnt ≥ C
∫ 1
0
∫
r=ǫ
F 2dAdǫ, r = |z|β
≥ C
∫ 1
0
Area−1{r = ǫ}(
∫
r=ǫ
FdA)2dǫ
= C
∫ 1
0
Y
ǫ(1− log ǫ)dǫ, (51)
where
Y (ǫ) = (
∫
r=ǫ
FdA)2(1− log ǫ).
Thus it’s easy to deduce the following Claim.
17
Claim 4.8. There exists a sequence ǫk → 0 such that Y (ǫk)→ 0.
If not, then there exist δ0 and r0 such that Y (ǫ) ≥ δ0 for all ǫ < r0.
Thus (51) implies c ≥ Cδ0
∫ r0
0
1
ǫ(1−ǫ)dǫ = ∞. This is a contradiction.
Thus Claim 4.8 is true. Hence limk→∞
∫
r=ǫk
|∇u|dA = 0. This implies (50)
is true via the sequence ǫk in Claim 4.8. The proof of (49) is complete.
Then the proof of Theorem 10.1 in section 10 of Chapter III in [19]
directly goes through in Bp(r0), p ∈ D and r0 is sufficiently small, provided
we have ∂
∂t
dvolt ≤ Cdvolt.
Lemma 4.9. Along the conical Ka¨hler-Ricci flow over [0, t0] (t0 as in The-
orem 1.14), the scalar curvature R satisfies R ≥ −C
t
over M \D. In par-
ticular, we have
∂
∂t
dvolt ≤ (C
t
+ nβ)dvolt. (52)
Moreover, along the perturbed smooth flow (15), (52) also holds.
Proof of lemma 4.9: We have
∂(R − nβ)
∂t
≥ ∆(R− nβ) + (R− nβ)
2
n
+ β(R− nβ). (53)
Notice that Proposition 1.14 implies R(t) ∈ Cα,β when t > 0. It follows
from Jeffres’ trick as in the proof of Lemma 3.2 and maximal principles that
R ≥ −C
t
. To elaborate how to deal with the conical singularity, we show
more detail. By changing notation, the target estimate is
τR(τ) > −C, τ ∈ [0, t0]. (54)
We consider the flow initiated from time τ2 by letting s = t− τ2 , s ∈ [0, τ2 ].
It sufficies to show
sR(s) ≥ −C. (55)
The advantage of doing this is that now the regularity of the metric is
improved such that R(s) ∈ C ,α,α2 ,β. Hence lims→0 sR(s) = 0 in Ho¨lder
continuous sense. Let
uδ = s(R− nβ)− δ|S|2p, p < αβ
2
as in Claim 3.3. (56)
(32) and (53) imply
∂uδ
∂s
≥ ∆uδ +
u2δ
ns
+ βuδ +
uδ
s
+
2uδδ|S|2p
ns
− δC. (57)
Notice that the short existence time t0 is very small in the sense of
Definition 2.1. Let δ be small enough, we deduce when uδ ≤ −100n, the
term
u2
δ
ns
is much more positive than the other terms such that
∂uδ
∂s
≥ ∆uδ + 1. (58)
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Then
Claim 4.10. uδ > −100n.
If the claim does not hold, since uδ(0) ≥ −1 (when δ is sufficiently small)
and uδ can not attain spacewise minimum on D (see Claim 3.3 with sign
reversed), there exists a space-time point (x0, s0) such that
uδ(x0, s0) = −100n, uδ(x, s) ≥ −100n when s < s0,
x0, s0 is the spacewise minimum of uδ, x0 /∈ D.
Then ∂uδ
∂s
(x0, s0) ≤ 0. But equation (58) implies ∂uδ∂s (x0, s0) ≥ 1, a
contradiction. The proof of Claim 4.10 is complete. Letting δ → 0, Claim
4.10 implies (55). The proof of the conic flow part of Lemma 4.9 is complete.
The crucial point is that we need the perturbation by δ|S|2p in (56).
To prove the conclusion for the perturbed flow, we don’t need the per-
turbation by δ|S|2p above. We first denote
vǫ = −
∂
∂t
dvolt
dvolt
.
By routine computation we have
∂vǫ
∂t
≥ ∆vǫ + v
2
ǫ
n
+ βvǫ, (59)
where vǫ is a smooth function on which the maximal principle directly works.
Then (52) is true for the perturbed flow (15).
5 Bootstrapping of the conical Ka¨hler-Ricci flow
and proofs of the main results in the introduc-
tion.
In this short section, we show the solutions to the conical Ka¨hler-Ricci flow
possess maximal regularity when t > 0 by proving Theorem (1.14). This
shows the requirements in Theorem 1.9 are satisfied when t = t02 (t0 as in
Theorem 1.14).
Proof of Theorem 1.14: Denote v = e−βt ∂φ
∂t
, then v satisfies the following
equation
∂v
∂t
= ∆φv. (60)
Suppose v ∈ C2+α,1+α2 ,β(0, T ] (Claim 5.1), using the parabolic interior
Schauder estimate as in the equation (21) in [10], we obtain the following
|i∂∂¯v|(2)
α,α
2
,β,M×[0,t0]
+ |∂v
∂t
|(2)
α,α
2
,β,M×[0,t0]
≤ C|v|0,M×[0,t0]. (61)
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Then equation (61) directly implies Theorem 1.14, because i∂∂¯ ∂φ
∂t
= −Ric+
βω over M \D.
Thus it suffices to show
Claim 5.1. v ∈ C2+α,1+α2 ,β(0, T ].
The claim is proved in a very easy way as follows. For any δ > 0, choose
a timewise-cutoff function η(t) such that
η(t) = 0 when t ≤ δ, η(t) = 1 when t ≥ 2δ.
It suffices to prove ηv ∈ C2+α,1+α2 ,β[0, T ]. First we compute
∂(ηv)
∂t
= ∆φ(ηv) + η
′v. (62)
Since v ∈ Cα,α2 ,β[0, T ], by Theorem 1.8 in [10], there exists a solution U ∈
C2+α,1+
α
2
,β[0, T ] which solves
∂U
∂t
= ∆φU + η
′v, U(x, 0) = 0. (63)
Consider W = U − ηv, then
W ∈ Cα,α2 ,β[0, T ] (64)
and
∂W
∂t
= ∆φW, W (x, 0) = 0 over M \D. (65)
Using Jeffres’s trick as in the proof of Lemma (3.2), (64) and (65) imply
W = 0. Then ηv = U ∈ C2+α,1+α2 ,β[0, T ].
Proof of Theorem 1.4 and Theorem 1.11: When t = t02 , we define
F t0
2
, log
|S|2−2βωnφ0
ωn0
= −h+ ∂φ
∂t
| t0
2
− βφ. (66)
By Theorem 1.14, we directly get
F t0
2
∈ C2,α,β, |F t0
2
|2,α,β ≤ C. (67)
Theorem 1.9 implies the long time existence of the weak flow for all time
t ∈ [ t02 ,∞). Combining the strong conical flow over [0, t02 ], we end up with
a strong flow for all t ∈ [0,∞), for any C2,α,β initial potential φ0.
Lemma 3.2 implies the weak flow coincides with the strong flow given
by Theorem 1.2 in [10] till whenever the strong flow exists.
By approximating the conical flow over [a02 , T ) by the flows (15) as in
section 3, Theorem 1.11 follows from the second-order estimates in Propo-
sition 3.1, the parabolic Evans-Krylov estimate over M \ Tδ(D) (as in [26],
Tδ(D) defined in Remark 1.12), and the arguments in Proposition 2.5 in
[7].
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