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Abstract
We consider large-dimensional Hermitian or symmetric random matrices of the form W = M + ϑV
where M is a Wigner matrix and V is a real diagonal matrix whose entries are independent of M . For
a large class of diagonal matrices V , we prove that the fluctuations of linear spectral statistics of W for
C
2
c
test function can be decomposed into that of M and of V , and that each of those weakly converges
to a Gaussian distribution. We also calculate the formulae for the means and variances of the limiting
distributions.
1 Introduction
Ever since its discovery, the central limit theorem has been considered as one of the most fundamental
concepts in probability theory. Corresponding to its motivation of studying the fluctuation of a sum of inde-
pendent random variables, analogous objects in the random matrix theory stand out: for random matrices
with large size N and eigenvalues λ
(N)
1 , · · · , λ(N)N , their linear eigenvalue statistics (LES) or linear spectral
statistics (LSS), which is defined for an appropriate test function ϕ as
N∑
i=1
ϕ(λ
(N)
i ). (1.1)
The fluctuations of LES have been studied by many different authors for various random matrix models
including Wigner matrices [4, 12, 13, 14, 20, 21, 27, 33], sample covariance matrices [3, 19], spiked Wigner
matrices [17, 5], Wishart ensembles [12, 13, 14], random band matrices [1, 17, 34], and elliptic random
matrices [29]. Let us consider the example of Wigner random matrices. Wigner matrices is N ×N complex
Hermitian or real symmetric random matrices whose upper triangular entries are independent and have mean
zero and variance 1/N . The celebrated Wigner semi-circle law states the convergence
1
N
N∑
i=1
ϕ(λ
(N)
i )→
∫
R
ϕ(λ)ρsc(dλ)= :〈ϕ, ρsc〉 (1.2)
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where ρsc is the semi-circular distribution given by
dρsc(x) :=
1
2π
√
4− x21[−2,2](x)dx. (1.3)
This result can be considered as an analogue of the law of large numbers, for being convergence of a random
quantity toward a deterministic number. From this convergence it immediately follows that asymptotically
the center of the fluctuation of the linear eigenvalue statistics is 〈ϕ, ρsc〉. With respect to the center, Bai and
Yao proved in [4] that under the existence and homogeneity of third and fourth moments of matrix entries,
for analytic test function ϕ, the random variable
N∑
i=1
ϕ(λ
(N)
i )−N〈ϕ, ρsc〉 (1.4)
converges in distribution to a Gaussian random variable, giving also the explicit mean and variance of the
limiting distribution.
In this paper we consider deformed Wigner matrices, given byWN = N
−1/2AN +ϑNVN where N−1/2AN
is a real symmetric Wigner matrix and VN is a real, diagonal, random or deterministic matrix independent
of AN . Two matrices N
−1/2AN and VN are normalized so that each of them has eigenvalues of order one,
and ϑN is a parameter that controls the order of deformation by VN . Since the case of ϑN ≪ N−1/2 or
ϑN ∼ N−1/2 results in another Wigner matrix, which has been studied widely by many authors, we focus on
the case where ϑN ∼ 1 or N−1/2 ≪ ϑN ≪ 1. In other words, δ(N)N−1/2 ≤ θN ≤ C where C is a constant
and δN tends to infinity with N .
Assuming that the empirical spectral distribution(ESD) of VN
ν̂N :=
1
N
N∑
i=1
δ
v
(N)
i
, VN = diag(v
(N)
1 , · · · , v(N)N ) (1.5)
converges weakly (weakly in probability if VN is random) to a deterministic distribution ν, it was proved in
[32] that for θ ∼ 1 the ESD of W
ρN :=
1
N
N∑
i=1
δ
λ
(N)
i
, (1.6)
where λ
(N)
i ’s are the eigenvalues of W , converges weakly in probability to a deterministic measure, ρfc.
In the present paper, the limiting distribution is called the deformed semicircle law, following [26]. Even
though the distribution ρfc (or its density function) is hard to describe explicitly in terms of ν, its Stieltjes
transform was characterized in [32] as the solution of an integral equation concerning ν. Equivalently, the
limiting measure ρfc can be considered as the free additive convolution of the semicircle law and ν. In [7], it
was shown that ρfc admits a density, which may be supported on multiple disjoint intervals. For simplicity,
we impose some conditions on ν so that the limiting density is supported on a single compact interval. We
also assume ν̂N is such that there is no outlying eigenvalues of W , i.e. the eigenvalues of W stay close to
the support of ρfc. As mentioned above, the results of [32] implies that whenever we are given a continuous
bounded function ϕ, we immediately get the convergence
〈ϕ, ρN〉 :=
∫
R
ϕdρN =
1
N
N∑
i=1
ϕ(λ
(N)
i ) −→
∫
R
ϕdρfc (1.7)
where λi are the eigenvalues and ρ is the empirical spectral distribution of W .
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Given the convergence of empirical distribution, the fluctuations of various statistics of the deformed
Wigner matrices have been studied. The deformed Gaussian unitary ensemble (GUE) for a special case,
where the eigenvalues of VN are ±a with the equal multiplicity, was considered in [2, 10, 11] using the
Deift/Zhou steepest descent method for the Riemann-Hilbert problem. For a general deformed Gaussian
unitary ensemble (GUE), the maximal eigenvalue of WN was studied in [18], where it was proved that the
maximal eigenvalue of WN converges weakly to a Tracy-Widom or a Gaussian distribution, depending on
the parameter ϑN . In particular, the transition occurs at ϑN ∼ N−1/6, so that the limiting distribution is
Gaussian for ϑN ≫ N−1/6 and the Tracy-Widom for ϑN ≪ N−1/6. Also for non-Gaussian generic Wigner
ensemble WN , many other statistics has been studied, including the eigenvectors in [6, 23, 25], ‘four-moment
theorem’ in [30], extremal eigenvalues in [24, 25, 26], and bulk universality in [26].
In many cases, the Stieltjes transform mfc of ρfc and the corresponding Green function mN of WN
are extensively used in the analysis of deformed Wigner matrices. In particular, a “local law” was first
established in [23], asserting that the normalized trace of the resolvent of WN is almost of order N
−1 away
from that of the limiting distribution ρfc and the non-diagonal entries of the resolvent of WN cannot be
much larger than N−1/2 under the macroscopic scale of Im z = η ∼ 1 where z is the spectral parameter for
the resolvent. In the same paper, it was also observed that the fluctuation of the Green function of WN can
be separated by two parts, one coming from the fluctuation of the Wigner matrix AN and the other from
that of the diagonal matrix VN . For the diagonal entries of the resolvent, it was proved in [26] that they also
are about N−1/2 away from its center, coming from the free additive convolution of the empirical spectral
measure of VN and the semicircle distribution. Finally, [22] established an analogue of the local law for the
deformed Wigner matrix with a non-diagonal matrix VN , by proving a sufficient condition concerning the
corresponding local law of deformed Gaussian ensembles whose deformation is the diagonalization of VN .
The rigidity of eigenvalues and the edge universality is proved under the same condition, which, together
with the local law, are the central estimates of this paper. The local law for deformed Wigner matrices was
a crucial input in the universality results in [23, 25] and it was also used in [30] to establish a ‘four-moment
theorem’ by Lindeberg’s replacement strategy.
As addressed above, we are interested in the fluctuation of 〈ϕ, ρN 〉 in (1.7) under proper normalization.
Heuristically, the fluctuation of 〈ϕ, ρN 〉 can be separated into two components, one coming from the fluctu-
ation of Wigner matrix 1√
N
AN , and the other coming from that of the diagonal matrix VN . To be specific,
as shown in [23], the fluctuation of Stieltjes transform of ρN can be analyzed with respect to two different
centers: Stieltjes transform of the limiting distribution ρfc and that of the free convolution of the semicircle
law with the empirical spectral distribution of V , i.e. ρ̂
(N)
fc := ρsc ⊞ ν̂N . Under the macroscopic scale of
η = ℑz ∼ 1, where z is the argument of Stieltjes transform, it is shown that the fluctuation with respect
to the former center has order N−1, and that with respect to the latter center has order ϑNN−1/2. For
analytic test function ϕ, we prove the convergence of LES utilizing the Stieltjes transform and analyze the
fluctuation of 〈ϕ, ρN 〉 in the following two settings:
• With center 〈ϕ, ρ̂(N)fc 〉, normalized by N ,
• With center 〈ϕ, ρfc〉, normalized by
√
N .
We also prove that the central limit theorem, i.e. Gaussian convergence of the centered quantity 〈ϕ, ρN〉 −
E[〈ϕ, ρN 〉], can be extended for C2 test function, for random V and deterministic V .
By adapting the proof in [4], we are able to prove the corresponding Gaussian convergence for 〈ϕ, ρN 〉−
〈ϕ, ρ̂(N)fc 〉 for analytic test function ϕ when the entries of VN are deterministic. Along the proof, the main
difficulty is the absence of symmetry in ρfc or ρ̂
(N)
fc , whereas ρsc has many exploitable features that make
explicit calculations possible. For example, while we do not have a simple polynomial equation for the
Stieltjes transform of ρfc in general, the Stieltjes transform msc of ρsc satisfies the quadratic equation
3
msc(z)
2 + zmsc(z) + 1 = 0, solely from which many properties arise(e.g. |msc| ≤ 1 and |msc(z) + z| ≥ 1).
Moreover, even if several applicable properties of ρfc were obtained, while dealing with ρ̂
(N)
fc , one still needs
to extend those properties to ρ̂
(N)
fc . The difficulties are handled using the detailed analysis of the Stieltjes
transforms of ρ̂
(N)
fc and ρfc, given in [26]. For example, a stability bound, which corresponds to the inequality
|msc(z)| ≤ 1 for the Stieltjes transform of ρsc and is proved therein, is used widely throughout the paper.
To overcome the second difficulty, following [26], we introduce an event where the behavior of ν̂N resembles
that of ν and prove that ρ̂
(N)
fc also behaves similarly as ρfc on this event.
The analysis on the behavior of 〈ϕ, ρN 〉 − 〈ϕ, ρ̂(N)fc 〉 in the proof of the first part then implies that its
contribution to the fluctuation of 〈ϕ, ρN 〉−〈ϕ, ρfc〉 is negligible. In particular, such inferiority in magnitude
holds also for coupling parameters following asymptotic of the form ϑN ∼ N−1/2
√
logN , since the proof of
the first part enables us to be free of so-called high-probability bounds. Therefore, in the second part, the
problem reduces to analyzing the fluctuation of ρ̂
(N)
fc with respect to the center ρfc. As easily seen, we may
conceive it as rising from the fluctuation of ν̂N , which results in the classical central limit type behavior.
The proof heavily depends on the analysis of the Stieltjes transforms of ρ̂
(N)
fc and ρfc using self-comparison.
The paper consists of 5 sections and 5 appendices, including the introduction. Section 2 is dedicated to
preliminary materials such as definitions, our model and assumptions on it, and the precise statements of
our results. Section 3, where we provide the strategy of our proof that uses mainly probabilistic and complex
analytic methods, contains the statements of Propositions 3.2 and 3.4 that are the central parts of the proof.
In the same section we also collect some lemmas to be used in the rest of the paper, including the local
deformed semicircle laws, whose proofs are given in the E.
Section 4 and 5 are devoted respectively to the proofs of Proposition 3.2 and Propositions 3.3 and 3.4,
whose ingredients are stated therein and proved in the following sections. In Appendices A and B, we obtain
the convergence of the mean and variance of mN −m̂fc, respectively. C gives the proof of the tightness of the
processes given in the statements of Propositions 3.2–3.4, which also is a part of the proof of the propositions.
D is dedicated to the proof of Lemma 3.6, the final ingredient of the proof of the main theorems. Also D
contains the proof of Lemma 3.12, that gives us the bound on Var[mN (z)] needed to extend the central limit
theorem from analytic test functions to C2 test functions. Finally, E provides the proof of the lemmas given
in Section 3.3.
Notational Remark 1.1. Throughout the paper, we use C or c to denote a constant that is independent of
N . Even if the constant is different from one place to another, we may use the same notation C or c as long
as it does not depend on N for the convenience of presentation.
Notational Remark 1.2. For positive numbers a ≡ aN and b ≡ bN depending on N , we write aN ≪ bN or
aN = o(bN ) to indicate that
aN
bN
→ 0 as N →∞. We write aN = O(bN ) when there exists a constant C > 1
independent of N such that aN ≤ CbN and aN ∼ bN when C−1aN ≤ bN ≤ CaN .
2 Definitions, Assumptions and Main Results
2.1 Definitions
Definition 2.1. For a probability distribution ρ on R, the Stieltjes transform of ρ is defined by
mρ(z) :=
∫
R
1
x− zdρ(x), z ∈ C
+. (2.1)
Assumption 2.2. Let {Aij : i ≤ j ∈ N} be a collection of independent real random variables satisfying the
following:
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(i) E[Aij ] = 0.
(ii) For i < j, E[A2ij ] = 1, E[A
3
ij ] =W3 and E[A
4
ij ] =W4 for some constant W3 ∈ R and W4 > 0.
(iii) For all i ∈ N, E[A2ii] = w2, for some constant w2 ≥ 0.
(iv) For any k ≥ 3 there is a constant ck such that,
sup
1≤i,j≤N,N∈N
E[|Aij |2] ≤ ck. (2.2)
Define Aji := Aij for i < j and let A = AN = (Aij)
N
i,j=1 be the random matrix with entries Aij .
Definition 2.3. Let V = VN = diag(v
(N)
1 , v
(N)
2 , · · · , v(N)N ) be an N ×N real diagonal, random or determin-
istic matrix, with empirical spectral distribution ν̂, i.e.
ν̂ ≡ ν̂N = 1
N
∑
i
δ
v
(N)
i
. (2.3)
Also, we define ν to be a deterministic, centered, compactly supported probability measure on R.
In the following, every notation with hat stands for a quantity depending on ν̂(thus on N), rather than
ν. And throughout the paper, we assume that the empirical spectral distribution ν̂N of VN converges weakly
to ν (in probability if VN is random). Moreover, we assume the following assumptions on ν and VN :
Assumption 2.4. We assume that the entries (v
(N)
1 , · · · , v(N)N ) of VN satisfy the following:
(i) If VN is a random matrix, let {v(N)i : 1 ≤ i ≤ N} be a collection of i.i.d. random variables with law
ν, independent of A.
(ii) If VN is a deterministic matrix, we assume
max
z∈D
∣∣∣∣ 1x− zdν̂N (x) −
∫
1
x− z dν(x)
∣∣∣∣ = O(N−α0 ), (2.4)
for any fixed compact set D ⊂ C+ with D ∩ supp ν = ∅, for some α0 > 0.
Assumption 2.5. Let Iν denote the smallest interval such that supp ν ⊂ Iν . We assume
inf
x∈Iν
∫
1
(v − x)2 dν(v) ≥ 1 +̟ (2.5)
for some ̟ > 0.
Letting Iν̂N denote be the smallest interval such that supp ν̂N ⊂ Iν̂N , we also assume the similar condition
to ν̂N :
(i) For random {vi}, we assume
P
[
inf
x∈Iν̂N
∫
1
(v − x)2 dν̂N (x) ≥ 1 +̟
]
≥ 1−N−t (2.6)
for some t > 0.
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(ii) For deterministic {vi}, we assume
inf
x∈Iν̂N
∫
1
(v − x)2 dν̂N (x) ≥ 1 +̟ (2.7)
for sufficiently large N .
Assumption 2.6. Let {ϑ ≡ ϑN} ⊂ Θ̟ := [0, 1 +̟] be a sequence of parameters such that ϑN ≫ N−1/2
and limN→∞ ϑN = ϑ∞ ∈ Θ̟.
Definition 2.7. Let A and VN satisfy Assumption 2.2,2.4, and 2.5. We define
WN =
1√
N
AN + ϑNVN (2.8)
to be the deformed Wigner matrix. We denote the resolvent of WN by
RϑNN (z) := (WN − zIN )−1, (2.9)
and its normalized Green function by
mϑN (z) ≡ mϑNN (z) :=
1
N
TrRϑNN (z) ≡ trRϑNN (z). (2.10)
Remark 2.8. For ϑN ∼ N−1/2, WN itself is another Wigner matrix with the variance of its diagonal entries
increased. On the other hand for ϑN ≪ N−1/2, the fluctuation is dominated by that of AN henceforth the
fluctuation of LES is identical to that of the Wigner matrices, which is thoroughly studied in [4]. Therefore,
we here focus on the case ϑN ≫ N−1/2.
Notational Remark 2.9. For convenience, we denote the distribution of ϑNv1 and the empirical spectral
distribution of ϑNVN by ν
ϑN and ν̂ϑNN , respectively. Similarly, let m
ϑN
ν and m
ϑN
ν̂N
be the Stieltjes transforms
of νϑN and ν̂ϑNN , respectively.
Lemma 2.10 ([32]). For ϑ ∈ Θ̟, the following self-consistent equation
mϑfc(z) =
∫
R
1
x− z −mϑfc(z)
dνϑ(x) =
∫
R
1
ϑx− z −mϑfc(z)
dν(x) (2.11)
has unique solution among the class of analytic functions with Immϑfc(z) > 0 for Im z > 0. Also the solution
mϑfc(z) is the Stieltjes transform a probability measure, denoted by ρ
ϑ
fc.
The same holds also for the equation
m̂ϑfc(z) =
∫
1
x− z − m̂ϑfc(z)
dν̂ϑN (x), ℑm̂ϑfc(z) ≥ 0, for z ∈ C+. (2.12)
In this case, we denote the corresponding measure by ρ̂ϑfc.
In particular, ρϑfc = ρsc ⊞ ν
ϑ and ρ̂ϑfc = ρsc ⊞ ν̂
ϑ
N , the free additive convolution of the semi-circular
distribution ρsc with ν
ϑ and ν̂ϑ, respectively.
Lemma 2.11 (Proposition 3 and Corollary 4 of [7]). The free convolution measure ρϑfc = ρsc ⊞ ν
ϑ satisfies
lim supη→0+ ℑmϑfc(E+iη) <∞ for E ∈ R, hence is absolutely continuous. Its density, which also is denoted
by ρϑfc, is analytic on {E ∈ R : ρϑfc(E) > 0}.
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Theorem 2.12 ([32], Deformed semi-circle law). The empirical spectral distribution of WN converges in
probability to ρϑ∞fc .
In [31], it turned out that ρϑfc being supported on a single interval is crucial for the Gaussian convergence
of the LES. Although stated below, we here state the fact here as it is need for the statements of our results.
Lemma 2.13. Suppose that ν satisfies Assumption 2.5. Then for any ϑ ∈ Θ̟, there exists Lϑ−, Lϑ+ ∈ R
with Lϑ− < 0 < L
ϑ
+ such that supp ρ
ϑ
fc = [L
ϑ
−, L
ϑ
+].
Remark 2.14. For ϑ = 0, one immediately gets ρϑfc = ρsc, m
ϑ
fc = msc, and L
ϑ
± = ±2.
2.2 Statement of the result
Theorem 2.15. Suppose that WN is the deformed Wigner matrix with deterministic VN satisfying As-
sumption 2.2, ν and ν̂N satisfy Assumptions 2.4 and 2.5, and ϑN satisfies Assumption 2.6. Then for each
ϕ ∈ C(R) with compact support that is analytic on an open neighborhood of [Lϑ∞− , Lϑ∞+ ], the random variable
T ϑNN (ϕ) :=
N∑
i=1
ϕ(λ
(N)
i )−N
∫
R
ϕ(x)dρ̂ϑNfc (x) (2.13)
converges in distribution to the Gaussian random variable T (ϕ) with mean Mϑ∞(ϕ) and variance V ϑ∞(ϕ)
given as follows:
Mϑ∞(ϕ) = − 1
2πi
∮
Γ
ϕ(z)bϑ∞(z)dz, (2.14)
V ϑ∞(ϕ) =
1
(2πi)2
∮
Γ
∮
Γ
ϕ(z1)ϕ(z2)Γ
ϑ∞(z1, z2)dz1dz2, (2.15)
where
bϑ∞(z) =
(mϑ∞fc )
′′(z)
2(1 + (mϑ∞fc )
′(z))2
[
(w2 − 1) + (mϑ∞fc )′(z) + (W4 − 3)
(mϑ∞fc )
′(z)
1 + (mϑ∞fc )
′(z)
]
, (2.16)
Γϑ∞(z1, z2) ≡ ∂
2
∂z1∂z2
Γ˜ϑ∞(z1, z2) =
∂2
∂z1∂z2
[
(w2 − 2)I + (W4 − 3)I2 − 2 log(1− I)
]
= (w2 − 2) ∂
2I
∂z1∂z2
+ (W4 − 3)
(
I
∂2I
∂z1∂z2
+
∂I
∂z1
∂I
∂z2
)
+
2
(1− I)2
(
∂I
∂z2
∂I
∂z1
+ (1− I) ∂
2I
∂z1∂z2
)
, (2.17)
I(z1, z2) ≡ Iϑ∞(z1, z2) =
∫
R
1
(ϑ∞x− z1 −mϑ∞fc (z1))(ϑ∞x− z2 −mϑ∞fc (z2))
dν(x), (2.18)
and Γ is a rectangular contour with vertices (a±± iv0) so that ±(a±−Lϑ∞± ) > 0 and Γ lies within the analytic
domain of ϕ.
Remark 2.16. The theorem above implies the Gaussian convergence of centered random variable
N∑
i=1
ϕ(λ
(N)
i )− E[ϕ(λ(N)i )], (2.19)
since the last term being subtracted in (2.13) is deterministic, Mϕ∞ comes from the asymptotic difference
between the mean and 〈ϕ, ρ̂ϑNfc 〉.
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Remark 2.17. For ϑ∞ = 0, we have mϑ∞fc (z) = msc(z) and I
ϑ∞(z1, z2) = msc(z1)msc(z2), so that
b(z) = msc(z)
3(1 +m′sc(z))
(
(w2 − 1) +m′sc(z) + (W4 − 3)msc(z)2
)
, (2.20)
Γ(z1, z2) = m
′
sc(z1)m
′
sc(z2)
(
(w2 − 2) + 2(W4 − 3)msc(z1)msc(z2) + 2
(1 −msc(z1)msc(z2))2
)
, (2.21)
which coincides with the limiting formulae given in [4] and [5]. Therefore M(ϕ) and V (ϕ) are given by
M(ϕ) =
1
4
(ϕ(2) + ϕ(−2))− 1
2
τ0(ϕ) + (w2 − 2)τ2(ϕ) + (W4 − 3)τ4(ϕ) (2.22)
and
V (ϕ) = (w2 − 2)τ1(ϕ)2 + 2(W4 − 3)τ2(ϕ)2 + 2
∞∑
ℓ=1
ℓτℓ(ϕ)
2, (2.23)
where
τℓ(ϕ) =
1
2π
∫ π
−π
ϕ(2 cos θ) cos(ℓθ)dθ. (2.24)
Remark 2.18. For complex Hermitian A, with the additional assumption E[A2ij ] = 0, the same result holds
with (w2 − 2) and (W4 − 3) replaced by (w2 − 1) and (W4 − 2), respectively.
Theorem 2.19. Suppose that WN is the deformed Wigner matrix with random VN , satisfying the assump-
tions in Theorem 2.15. Then for any test function ϕ satisfying the conditions in Theorem 2.15, the random
variable
SϑNN (ϕ) :=
1√
NϑN
N∑
i=1
[
ϕ(λ
(N)
i )−
∫
R
ϕ(x)dρϑNfc (x)
]
(2.25)
converges in distribution to the Gaussian random variable S(ϕ) with mean zero and variance V˜ ϑ∞(ϕ) given
by
• For ϑ∞ 6= 0,
V˜ ϑ∞(ϕ) = − 1
4π2ϑ2∞
∮
Γ
∮
Γ
[
ϕ(z1)ϕ(z2)(1 + (m
ϑ∞
fc )
′(z1))(1 + (mϑ∞fc )
′(z2))(
I(z1, z2)−mϑ∞fc (z1)mϑ∞fc (z2)
)]
dz1dz2 (2.26)
• For ϑ∞ = 0,
V˜ 0 = V˜ (ϕ) = Var[v1]
1
(2πi)2
∮
Γ
∮
Γ
ϕ(z1)ϕ(z2)m
′
sc(z1)m
′
sc(z2)dz1dz2 = τ1(ϕ)
2, (2.27)
where Γ and I are given as in Theorem 2.15.
Remark 2.20. As in the previous theorem, Theorem 2.19 also implies the weak convergence of the corre-
sponding centered random variable, and the asymptotic difference of mean converges to 0 in this case.
Remark 2.21. The result holds also for complex Wigner matrix AN without any modification, since the
fluctuation of ρ̂ϑNfc dominates and that of AN is neglected, as shown in Section 5.
Remark 2.22. In both of the theorems, limiting variances V ϑ∞(ϕ) and V˜ ϑ∞(ϕ) can be expressed in terms of
double integral over the interval [L−, L+], by deforming the contour Γ into [L−, L+]± i0 following [4]. The
integral involves continuous extension of mϑ∞fc to C+ ∪ R.
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Given the Gaussian convergence of linear statistics for analytic functions, now we extend the result to
C2 functions:
Theorem 2.23. For each M > max{1−L−, L++1}, denote by C2M the space of C2 real functions supported
in [−M,M ], equipped with the C2 norm defined by
‖ϕ‖C2
M
= sup
x∈[−M,M ]
(|ϕ(x)| + |ϕ′(x)| + |ϕ′′(x)|). (2.28)
Then V ϑ∞ and V˜ ϑ∞ extend to a continuous quadratic functionals on C2M for any M . Also, for each ϕ ∈ C2M ,
we have the following:
• Under the assumptions of Theorem 2.15, the centralized random variable
T ϑNN − E[T ϑNN ] =
N∑
i=1
ϕ(λ
(N)
i )− E[ϕ(λ(N)i )] (2.29)
converges in distribution to the centered Gaussian random variable with variance V ϑ∞(ϕ).
• Under the assumptions of Theorem 2.19, the centralized random variable
SϑNN − E[SϑNN ] (2.30)
converges in distribution to the centered Gaussian random variable with variance V˜ ϑ∞(ϕ).
3 Strategy of the Proof
Notational Remark 3.1. In the following sections, for simplicity, we omit the subscript N or superscript ϑ
as long as there is no ambiguity. For example, we denote ϑ ≡ ϑN , ν̂ ≡ ν̂N , and m(z) ≡ mN (z) ≡ mϑNN .
3.1 CLT for analytic test function
For each x ∈ [Lϑ∞1 , Lϑ∞2 ], the Cauchy integral formula gives
ϕ(x) =
1
2πi
∮
Γ
ϕ(z)
z − xdz, (3.1)
where Γ is the rectangular contour with vertices given by (a± ± iv0) where a+ − Lϑ∞1 , Lϑ∞2 − a− and v0 are
small enough(so that Γ lies in the analytic domain of ϕ) but fixed positive real numbers. Then denoting by
ρN the empirical spectral distribution of WN , we have the equality
T ϑN(ϕ) = N
∫
R
ϕ(x)(ρN − ρ̂ϑfc)(dx) = N
∮
Γ
∫
R
ϕ(z)
z − x(ρN − ρ̂
ϑ
fc)(dx)dz = −
∮
Γ
ϕ(z)ξϑN (z)dz (3.2)
and
SϑN (ϕ) = −
∮
Γ
ϕ(z)ξ˜ϑN (z)dz (3.3)
where
ξϑN (z) := N(m
ϑ
N (z)− m̂ϑfc(z)) and ξ˜ϑN (z) :=
√
N
θ
(mϑN (z)−mϑfc(z)), (3.4)
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whenever the eigenvalues of ρN and ρ̂
ϑ
fc are contained in [a−, a+], so that the equality holds with probability
greater than 1− cN−t for sufficiently large N . We then decompose the contour Γ into Γu ∪Γd∪Γl ∪Γr ∪Γ0,
where
Γu := {z = x+ iv0 : x ∈ [a−, a+]},
Γd := {z = x− iv0 : x ∈ [a−, a+]},
Γl := {z = a− + iv : N−δ ≤ |v| ≤ v0},
Γr := {z = a+ + iv : N−δ ≤ |v| ≤ v0},
Γ0 := {z = a± + iv : |v| ≤ N−δ}.
(3.5)
Each path is given the linear parametrization [0, 1]→ Γ#, which is also denoted by Γ#.
In sections below, we prove the following propositions and lemmas:
Proposition 3.2. Suppose that V is deterministic. For a fixed constant c > 0 and a path K ⊂ {ℑz > c},
the process {ξϑN (z) : z ∈ K} converges weakly to the Gaussian process {ξϑ∞(z) : z ∈ K} with the mean bϑ∞(z)
given by
bϑ∞(z) =
1
2
(mϑ∞fc )
′′(z)
(1 + (mϑ∞fc )
′(z))2
[
(w2 − 1) + (mϑ∞fc )′(z) + (W4 − 3)
(mϑ∞fc )
′(z)
1 + (mϑ∞fc )
′(z)
]
(3.6)
and the covariance Γϑ∞(z1, z2) defined by
(w2 − 2) ∂
2I
∂z1∂z2
+ (W4 − 3)
(
I
∂2I
∂z1∂z2
+
∂I
∂z1
∂I
∂z2
)
+
2
(I − 1)2
(
∂I
∂z2
∂I
∂z1
+ (1 − I) ∂
2I
∂z1∂z2
)
, (3.7)
where
I(z1, z2) ≡ Iϑ∞(z1, z2) :=
∫
R
1
(ϑ∞x− z1 −mϑ∞fc (z1))(ϑ∞x− z2 −mϑ∞fc (z2))
dν(x). (3.8)
Proposition 3.3. Suppose that V is random and ϑ∞ > 0. For a fixed constant c > 0 and a path K ⊂
{ℑz > c}, the process {ξ˜ϑN (z) : z ∈ K} converges weakly to a Gaussian process {ξ˜ϑ∞(z) : z ∈ K} with zero
mean and the covariance
ϑ−2∞ (1 + (m
ϑ∞
fc )
′(z1))(1 + (mϑ∞fc )
′(z2))
[
I(z1, z2)−mϑ∞fc (z1)mϑ∞fc (z2)
]
, (3.9)
where I(z1, z2) is given above.
Proposition 3.4. Suppose that V is random and ϑ∞ = 0. For a fixed constant c > 0 and a path K ⊂
{ℑz > c}, the process {ξ˜ϑN (z) : z ∈ K} converges weakly to a Gaussian process {ξ˜(z) : z ∈ K} with zero mean
and the covariance Var[v1]m
′
sc(z1)m
′
sc(z2).
Notational Remark 3.5. For notational simplicity, we denote ξ˜0(z) by ξ˜(z).
Lemma 3.6. For any sufficiently small δ > 0 and a sequence of events {ΩN}n∈N with P[ΩN ]→ 1,
lim
v0→0+
lim sup
N→∞
∫ 1
0
E[|ξϑN (Γ#(t))|21ΩN ]|Γ′#(t)|dt = 0, (3.10)
and
lim
v0→0+
∫ 1
0
E[|ξϑ∞(Γ#(t))|2]|Γ′#(t)|dt = 0 (3.11)
where ξ equals either ξϑN or ξ˜
ϑ
N and ξ
∞ equals ξϑ∞ or ξ˜ϑ∞ , and Γ# can be Γl,Γr or Γ0.
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Given these results, we deduce that
E
[∣∣∣∣1ΩN ∮
Γ#
ξN (z)ϕ(z)dz
∣∣∣∣2] ≤ ( supℜz=a±,
|ℑz|≤v0
|ϕ(z)|2
)
E
[
1ΩN
∣∣∣∣ ∫ 1
0
|ξN (Γ#(t))||Γ′#(t)|dt
∣∣∣∣2]
≤ CE
[
1ΩN
∫ 1
0
|ξN (Γ#(t))|2|Γ′#(t)|2dt
]
≤ C
∫ 1
0
E[1ΩN |ξN (Γ#(t))|2]|Γ′#(t)|2dt, (3.12)
which, together with the assumption P[ΩN ]→ 1, imply that
∮
Γ#
ξN (z)ϕ(z)dz converges to 0 in probability.
Similarly,
∮
Γ#
ξϑ∞(z)ϕ(z)dz,
∮
Γ#
ξ˜ϑ∞(z)ϕ(z)dz and
∮
Γ#
ξ˜θN (z)ϕ(z)dz also converge in probability to 0 as
v0 → 0+, for Γ# = Γl,Γr,Γ0. Since TN(ϕ) and SN (ϕ) do not depend on v0 as long as it is strictly positive,
combining Proposition 3.2 and Lemma 3.6, we get the convergence
T ϑN(ϕ)⇒ T (ϕ) and SϑN (ϕ)⇒ S(ϕ) (3.13)
in distribution, where T (ϕ) and S(ϕ) are the Gaussian random variables defined in Theorems 2.15 and 2.19.
Remark 3.7. In [35], where the deformed Gaussian orthogonal ensembles were analyzed in depth, it was
proved that for W = N−1/2A+N−α/2V where α ∈ (0, 1), A is a GOE matrix, and V is a random diagonal
matrix as in Assumption 2.4, the mean and variance of mN (z) = tr(W − zI)−1 are given by
E[mN (z)] = msc(z) +
msc(z)
3
1−msc(z)2 ·
Var[v1]
Nα
+O(N−
min(3α,2)
2 ), (3.14)
Var[mN (z)] =
∣∣∣∣ msc(z)21−msc(z)2
∣∣∣∣2 · Var[v1]N1+α +O(N−min(2+3α,3+α)2 ), (3.15)
which coincide with our results given in Proposition 3.4.
Remark 3.8. For the case where ϑ = σN−1/2 for some constant σ > 0,W itself is another Wigner matrix with
w2 replaced by w2+σ
2Var[v1], and hence it is known (see [4], for instance) that {N(mN (z)−msc(z)) : z ∈ K}
converges in distribution to the Gaussian process with mean
msc(z)
3(1 +m′sc(z))((w2 + σ
2Var[v1]− 2) +m′sc(z) + (W4 − 3)msc(z)2) (3.16)
and covariance
m′sc(z1)m
′
sc(z2)
(
(w2 + σ
2Var[v1]− 2) + 2(W4 − 3)msc(z1)msc(z2) + 2
(1 −msc(z1)msc(z2))2
)
. (3.17)
After normalizing by N
1
2 ϑ−1, the mean is
1
σ
E[mN (z)−msc(z)] = σmsc(z)3(1 +m′sc(z))Var[v1] +O(σ−1) (3.18)
and the covariance is
m′sc(z1)m
′
sc(z2)Var[v1] +O(σ
−2). (3.19)
The difference between our results stems from the deterministic factor mfc − msc. Considering the self-
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consistent equation (2.11), for ϑ = σN−1/2, ν being centered implies
Λ :=
mfc(z)−msc(z)
ϑ2
= ϑ2msc(z)Λ
2 +msc(z)
2Λ− ϑ−1msc(z)
∫
R
x
ϑx− z −mϑfc(z)
dν(x)
= msc(z)
2Λ + ϑ−1msc(z)
∫
R
(
x
−z −msc(z) −
x
ϑx− z −mϑfc(z)
)
dν(x) +O(ϑ2Λ2)
= msc(z)
2Λ +msc(z)
∫
R
x2
(ϑx − z −mϑfc(z))(−z −msc(z))
dν(x) +O(ϑΛ + ϑ2Λ2)
= msc(z)
2Λ +msc(z)
3Var[v1] +O(ϑ+ ϑ
2Λ + ϑΛ + ϑ2Λ2), (3.20)
where we add an auxiliary factor
ϑ−1msc(z)2
∫
R
xdν(x) = ϑ−1msc(z)
∫
R
x
−z −msc(z)dν(x) = 0 (3.21)
in the second equality. Then by assuming Λ = O(1) we get
Λ→ msc(z)
3
1−msc(z)2Var[v1] = msc(z)
3(1 +m′sc(z))Var[v1], (3.22)
and indeed
N
C
(mfc −msc) = C msc(z)
3
1−msc(z)2Var[v1] +O(C
2N−
1
2 ). (3.23)
It can be easily seen that this term precisely compensates Cmsc(z)
3(1 +m′sc(z))Var[v1] in (3.18), and the
same holds for the covariance.
3.2 Extension to C2 test functions
In order to use Cauchy integral formula to pass from the Gaussian fluctuation of resolvent to that of linear
statistics, we restricted our test function to be analytic in the previous section. In this section, we use the
density argument proposed in [33] to extend the result for C2 functions. The following lemma which enables
the density argument was proved in the same paper:
Lemma 3.9 (Proposition 3 of [33]). Let {ξ(n)ℓ }nℓ=1 be a triangular array of random variables, Nn[ϕ] :=∑n
ℓ=1 ϕ(ξ
(n)
ℓ ) corresponding to a test function ϕ : R→ R, and Vn[ϕ] := Var[Nn[ϕ]] be the variance of Nn[ϕ].
Assume the following:
• There exists a vector space L endowed with a norm ‖ · ‖, on which Vn is defined and admits the bound
Vn[ϕ] ≤ C‖ϕ‖2, ∀ϕ ∈ L. (3.24)
• There exists a dense linear subspace L1 ⊂ L such that the CLT is valid for Nn[ϕ], ϕ ∈ L1. That is, we
have the weak convergence
Nn[ϕ]− E[Nn[ϕ]]→ N (0, V [ϕ]) (3.25)
where V : L1 → R+ is a continuous quadratic functional.
Then V admits a continuous extension to L and (3.25) holds for ϕ ∈ L.
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The proof is based on the uniform convergence of characteristic functions, and we see that the lemma
extends to different normalizations without any modification in the proof. In particular for random V , our
choice of normalization will be N−1/2ϑ, so that we replace Nn[ϕ] by N−1/2ϑ−1
∑
ℓ ϕ(ξ
(n)
ℓ ).
As addressed above, our choice of dense subset will be the analytic functions. The following lemma is a
direct application of Weierstrass approximation theorem, which proves the density of analytic functions in
C2:
Lemma 3.10. Let L1 be the space real-valued functions on R with compact support which is analytic in a
neighborhood of [L−, L+]. Then L1 ∩ C2M is dense in C2M .
Given the density of analytic functions in C2M , we proceed to the first condition of 3.9:
Lemma 3.11 (Proposition 1 of [33]). For any s > 0, any (N × N) Hermitian or real symmetric random
matrix M , and for any ϕ : R→ R, we have
Var[
N∑
i=1
ϕ(λi)] ≤ Cs‖ϕ‖2s
∫ ∞
0
e−yy2s−1
∫ ∞
−∞
Var[TrR(x+ iy)]dxdy, (3.26)
where R(x+ iy) is the resolvent of M and
‖ϕ‖2s :=
∫
(1 + 2|k|)2s|ϕ̂(k)|2dk, ϕ̂(k) := 1
2π
∫
eikxdx. (3.27)
The proposition above enables us to pass from bound on the variance of R into the norm ‖ϕ‖s. In
particular, our choice of s will be 32 + ǫ, so that ‖ϕ‖s is bounded by ‖ϕ‖C2M .
The following lemma is stated and proved in [33] for Wigner matrices, and the same proof works also
for our W . The proof is given in D as its proof is similar to that of Lemma 3.6, for both of lemmas are
concerning bounds for Var[mN ].
Lemma 3.12. Let z = E + iη ∈ C+. Then we have the following bounds of variances for any ǫ > 0:
N2E[|mN (z)− E[mN (z)|V ]|2] ≤ Cη−3−ǫ 1
N
∑
k
E[|Rkk|1+ǫ], (3.28)
N
ϑ2
E[|mN (z)− E[mN (z)]|2] ≤ CVar[v1]η−3−ǫ 1
N
∑
k
E[|Rkk|1+ǫ]. (3.29)
Combining two lemmas above, following the proof of Lemma 2 in [33], we obtain the bound for variance
of linear statistics when ‖ϕ‖3/2+ǫ:
Lemma 3.13. Suppose that ϕ : R→ R satisfies ‖ϕ‖3/2+ǫ <∞ for some ǫ > 0.
• If V is deterministic,
Var[
∑
i
ϕ(λi)] ≤ C‖ϕ‖23/2+ǫ. (3.30)
• If V is random,
Var[
√
N
ϑ
∑
i
ϕ(λi)] ≤ C‖ϕ‖23/2+ǫ. (3.31)
Combining the results, we get the CLT for centralized random variables, with compactly supported C2
test functions, as ‖ϕ‖3/2+ǫ ≤ CM‖ϕ‖C2
M
for some constant CM > 0 whenever ϕ ∈ C2M .
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Remark 3.14. In [28], the authors proved analogous result for non-white sample covariance matrices. In
particular, they proved that the centered linear spectral statistics converges to a Gaussian if the test function
is C3. Also the ”bias” defined by
E[
N∑
i=1
ϕ(λi)]−
∫
ϕ(x)d(µMP ⊠ ν̂)(x), (3.32)
where ν̂ is the spectral distribution of population matrix and µMP is the Marchenko-Pastur law, was an-
alyzed. They proved that the bias can be asymptotically represented as an integral concerning the Green
function, provided that the test function is C18. Their proof uses Helffer-Sjo¨strand formula to pass from
the convergence of Green function to that of linear statistics, and the main reason of such restriction is that
difference of expected Green function and Stieltjes transform µMP ⊠ ν̂ is of order
1
N η
−17 (see Remark 4.4 of
[28] for detailed discussion).
As seen in the definition, the deterministic quantity defined above corresponds to the expectations of
SϑNN and T
ϑN
N . If we can obtain the bounds of (E[m
ϑN
N ](z) − m̂fc(z)) of the form 1N η−k for some k, then
we can also prove convergence of corresponding bias for Ck+1 test functions by Proposition 6.2 of [28]. In
fact, recently the authors of [15] established the bound of the form 1N η
−13/2 and extended the convergence
of bias to Hs functions with s > 13/2, and hence to C7c functions.
3.3 Preliminary results
Here we collect some preliminary results concerning the behavior of mϑfc and m̂
ϑ
fc. Some of the lemmas are
not cited, and their proofs are addressed in the E.
3.3.1 Deformed semicircle laws
Notational Remark 3.15. For random variables X ≡ XN and Y ≡ YN depending on N , we use the notations
X ≺ Y and X = O(Y ) to indicate that for any ǫ,D > 0,
P[|X | > N ǫ|Y |] ≤ N−D (3.33)
for any sufficiently large N . Similarly, for a given event Ω ≡ ΩN , we write X ≺ Y on Ω to indicate that for
any ǫ,D > 0,
P[[|X | > N ǫ|Y |] ∩ Ω] ≤ N−D. (3.34)
Also we write X = Op(Y ) when X is bounded by |Y |N ǫ in probability, for any ǫ > 0.
Notational Remark 3.16. Let p 6= q ∈ {1, · · · , N}. Then we define W (p) to be the (N −1)× (N −1) minor of
W , obtained by removing all columns and rows of W with index p. Note that we set the rows and columns
of W (p) to be indexed by {1, · · · , N} \ {p}, so that the indices of W remain intact while defining W (p). In
a similar fashion, we also define W (p,q) to be the (N − 2)× (N − 2) minor of W , obtained by removing all
columns and rows of W with index p or q.
Also, we denote the resolvents of W (p) and W (p,q) by R(p) and R(p,q) respectively, and denote
1
N
TrR(p)(z) = m
(p)
N (z). (3.35)
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Finally, we use the following shorthand notation:
(p)∑
i
:=
N∑
i=1
i6=p
,
(p,q)∑
i
:=
N∑
i=1
i6=p,q
. (3.36)
The same notation with multiple indices in the sum is similarly defined: e.g.
(p)∑
i,j
:=
N∑
i,j=1
i,j 6=p
(3.37)
Definition 3.17. Let Ω ≡ ΩN (α) be the event on which the following holds:
(i) We have
inf
x∈Iν̂
∫
1
(v − x)2 dν̂(x) ≥ 1 +̟. (3.38)
(ii) For any fixed compact set D ⊂ C+ with D ∩ supp ν = ∅, there exists a constant C > 0 such that for
any sufficiently large N ,
sup
z∈D
|mν̂(z)−mν(z)| ≤ CN−α (3.39)
(iii) If V is random, we impose another condition: for any fixed compact set D ⊂ Θ̟ × C+ satisfying
inf
(ϑ,z)∈D,x∈Iν
|ϑx− z| > 0, (3.40)
there exists a constant C > 0 such that for any sufficiently large N ,
sup
(ϑ,z)∈D,ϑ6=0
ϑ−1|mϑν̂ (z)−mϑν (z)| ≤ CN−α (3.41)
Remark 3.18. We remark that for random V , our conditions of ΩN is stronger than the conditions in
Definition 3.1 of [26]. Therefore the bounds on ΩN given in [26] applies without modification.
The following lemma, which is proved in E, controls the probability of the complementary event ΩcN ,
allowing us to focus on the analysis within ΩN :
Lemma 3.19. For random V and any fixed ǫ0 > 0, there exists c > 0 such that
P
[
ΩN
(1
2
− ǫ0
)]
≥ 1− cN−t, (3.42)
where t is given in Assumption 2.5.
Remark 3.20. If V is deterministic, ΩN (α0) holds with probability 1 for α0 given in (2.4) and N sufficiently
large, by Assumptions 2.4 and 2.5. Thus, in Appendices A–D, whenever we assume V is deterministic, we
let N be large enough so that the assumptions on ΩN (α0) holds with probability 1.
Notational Remark 3.21. We write ΩN ≡ ΩN (α0) if V is deterministic, and ΩN ≡ ΩN (12 − ǫ0) if V is
random, where ǫ0 is small enough but fixed positive real number.
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Lemma 3.22 (Lemma 3.2 of [26]). Suppose that ν̂ and ν satisfy Assumptions 2.4 and 2.5. Then for any
N ∈ N and ϑ ∈ Θ̟, the inversion formulae
ρϑfc := lim
η→0+
1
π
ℑmϑfc(E + iη), E ∈ R (3.43)
and
ρ̂ϑfc := lim
η→0+
1
π
ℑm̂ϑfc(E + iη), E ∈ R (3.44)
define absolutely continuous measures ρϑfc and ρ̂
ϑ
fc. Moreover, ρ
ϑ
fc is supported on a single interval with
strictly positive density inside the interval and the same conclusion holds for ρ̂ϑfc on ΩN for any sufficiently
large N .
Notational Remark 3.23. For simplicity, densities of ρϑfc and ρ̂
ϑ
fc are also denoted by the same symbol.
Definition 3.24. We denote the supporting interval of ρ̂ϑfc(ρ
ϑ
fc, resp.) by [L̂
ϑ
−, L̂
ϑ
+]([L
ϑ
−, L
ϑ
+], resp.) and let
E0 ≥ 1 + max{|L1+|, |L1−|}. We also define domains
D := {z ∈ E + iη ∈ C+ : |E| ≤ E0, N−δ ≤ η ≤ 3} (3.45)
and
D′ := {z ∈ E + iη ∈ C+ : |E| ≤ E0, 0 < η < 3}, (3.46)
where 0 < δ < 1 is a sufficiently small but fixed constant (independent of N), to be determined.
Lemma 3.25 (Theorem 3.3 of [26], Strong local deformed semicircle law). Under Assumptions 2.2, 2.4 and
2.5, the following hold on ΩN :
For any z ∈ D and ϑ ∈ Θ̟ (both of which possibly vary with N),
|mϑN (z)− m̂ϑfc(z)| ≺
1
Nη
(3.47)
and
|Rϑij(z)− δij ĝϑi (z)| ≺
√
ℑm̂ϑfc(z)
Nη
+
1
Nη
, for any 1 ≤ i, j ≤ N, (3.48)
where we defined
ĝϑi (z) :=
1
ϑvi − z − m̂ϑfc(z)
. (3.49)
Definition 3.26. The eigenvalues of W are denoted by λϑ1 ≤ λϑ2 ≤ · · · ≤ λϑN , and we use γ̂ϑi and γϑi to
denote the respective classical locations of laws ρ̂ϑfc and ρ
ϑ
fc, i.e.,∫ γ̂ϑi
−∞
ρ̂ϑfc(x)dx =
i− 12
N
and
∫ γϑi
−∞
ρϑfc(x)dx =
i− 12
N
for 1 ≤ i ≤ N. (3.50)
Notational Remark 3.27. We also define γ̂0 := L̂− and γ0 := L−.
Lemma 3.28 (Corollary 3.4 of [26], Rigidity estimates). For a deterministic V , under Assumptions 2.2,
2.4 and 2.5, the following hold on ΩN :
|λϑi − γ̂ϑi | ≺ N−
2
3 αˇ
− 13
i for 1 ≤ i ≤ N and
N∑
i=1
|λϑi − γ̂ϑi |2 ≺
1
N
(3.51)
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uniformly for ϑ ∈ Θ̟, where αˇi := min{i, N − i+ 1}.
Lemma 3.29 (Theorem 2.22 of [23], Rigidity estimates). For a random V , under Assumptions 2.2, 2.4 and
2.5, the following hold on ΩN :
|λϑi − γϑi | ≺ N−
2
3
(
αˇ
− 13
i + 1
[
αˇi≤Nǫ(1+ϑ
3
2N
1
4 )
])+ ϑ2N− 13 αˇ− 23i + ϑN− 12 , (3.52)
uniformly for ϑ ∈ Θ̟, where αˇi := min{i, N − i+ 1}.
In order to control mN (z)−mfc(z) for z ∈ Γ0 and sample path outside of Ω, we propose a similar bound
following from (3.52):
Corollary 3.30. For any z ∈ Γ and ϑ ∈ Θ̟, we have
|mϑN (z)−mϑfc(z)| ≺
ϑ√
N
. (3.53)
Lemma 3.31 (Lemmas 3.5, 3.6, and A.1 of [26], Square-root behavior). Let ν and ν̂ satisfy Assumptions
2.4 and 2.5, κE = min{|E − L−|, |E − L+|}. Then the following hold for any ϑ ∈ Θ̟:
(i) For any z = E + iη ∈ D′,
ℑmϑfc(z) ∼
{ √
κE + η, E ∈ [L−, L+],
η√
κE + η
, E /∈ [L−, L+], (3.54)
where
κE := min{|E − Lϑ−|, |E − Lϑ+|}. (3.55)
(ii) There exists a constant C > 1 such that for any z ∈ D′ and x ∈ Iν ,
C−1 ≤ |ϑx − z −mϑfc(z)| ≤ C. (3.56)
(iii) There exists a constant C > 1 such that for any z = E + iη ∈ D′,
C−1
√
κE + η ≤
∣∣∣∣1− ∫
R
1
(ϑx− z −mϑfc(z))2
dν(x)
∣∣∣∣ ≤ C√κE + η. (3.57)
The constants in (3.54), (3.56), (3.57) can be chosen uniformly in ϑ ∈ Θ̟.
Furthermore, on ΩN , the following hold for sufficiently large N :
(i) There exists constant c > 0 such that for any z ∈ D′,
|m̂ϑfc(z)−mϑfc(z)| ≤ N−
cα
2 and |L̂ϑ± − Lϑ±| ≤ N−cα (3.58)
for sufficiently large N .
(ii) For any z = E + iη ∈ D′,
ℑm̂ϑfc(z) ∼
{ √
κ̂E + η, E ∈ [L̂ϑ−, L̂ϑ+],
η√
κ̂E + η
, E /∈ [L̂ϑ−, L̂ϑ+], (3.59)
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(iii) There exists constant C > 1 such that for any z ∈ D′ and x ∈ Iν̂ ,
C−1 ≤ |ϑx − z − m̂ϑfc(z)| ≤ C. (3.60)
The constants in (3.59) and (3.60) can be chosen uniformly in ϑ ∈ Θ̟ and N ∈ N for N sufficiently large.
The square-root behavior of ℑmϑfc and ℑm̂ϑfc implies the following fact, to be used later on.
Corollary 3.32. If D ⊂ C is a compact subset with a constant c > 0 satisfying infz∈D√κE + η > c and
D ∩ {z = E + iη ∈ C : E ∈ [Lϑ−, Lϑ+]} ⊂ {z ∈ C : |η| > c}, (3.61)
then there exists a constant c′ > 0 such that ℑmϑfc(z) > c′η and also ℑm̂ϑfc(z) > c′η on ΩN for sufficiently
large N . The constant c′ can be chosen uniformly in ϑ ∈ Θ̟ and N ∈ N for N sufficiently large.
Using the rigidity estimates, we can bound |mfc − m̂fc| for ℑz ≪ 1, in particular, for z /∈ Γu. Also, the
square-root behavior enables us to enlarge the domain of z in the entrywise local law in Lemma 3.25.
Corollary 3.33. For a fixed constant c > 0, define Dc := {z = E + iη : η ∈ (c, 3), |E| ≤ E0}. Then on ΩN ,
for any z ∈ Dc and ϑ ∈ Θ̟,
|mϑN (z)− m̂ϑfc(z)| ≺
1
N
(3.62)
and
|Rϑij(z)− δij ĝϑi (z)| ≺
1√
N
. (3.63)
Moreover, the estimate (3.62) holds on ΩN for z ∈ Γ0 ∪ Γl ∪ Γr and (3.63) holds on ΩN for z ∈ Γl ∪ Γr.
In fact, the bound of m̂ϑfc(z) − mϑfc(z) can be improved with a stronger assumption on the domain,
following the proof of Lemma 3.6 of [26]:
Lemma 3.34. For random V, if D0 ⊂ D′ is a compact subset with inf{|κE + η| : z = E + iη ∈ D0} ∼ 1,
there exists a constant C > 0 such that
|m̂ϑfc(z)−mϑfc(z)| ≤ CϑN−
1
2+ǫ0 (3.64)
for all z ∈ D0 on ΩN , and the constant C can be chosen uniformly in ϑ ∈ Θ̟, z ∈ D0, N ∈ N for sufficiently
large N .
Corollary 3.35. Let ν and ν̂ satisfy Assumptions 2.4 and 2.5, κE = min{|E − L−|, |E − L+|} . Define
Iϑ(z1, z2) :=
∫
R
1
(ϑx − z1 −mϑfc(z1))(ϑx − z2 −mϑfc(z2))
dν(x), (3.65)
and
Îϑk (z1, z2) :=
1
N
∑
p>k
ĝϑp (z1)ĝ
ϑ
p (z2) (3.66)
for 0 ≤ k ≤ N − 1. Then for each fixed compact subset D ⊂ C with a constant c > 0 satisfying
infz∈D
√
κE + η > c and
D ∩ {z = E + iη ∈ C : E ∈ [Lϑ−, Lϑ+]} ⊂ {z ∈ C : |η| > c}, (3.67)
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there exists a constant r ∈ (0, 1) such that
sup
{|Iϑ(z1, z2)| : z1, z2 ∈ Dc, ϑ ∈ Θ̟} < r (3.68)
and on ΩN ,
sup
{
|Îϑk (z1, z2)| : z1, z2 ∈ Dc, 0 ≤ k ≤ N,ϑ ∈ Θ̟
}
< r, (3.69)
for any sufficiently large N .
Using the bound for |m̂ϑfc(z)−mϑfc(z)| in Lemma 3.34, we prove another estimate concerning the covari-
ance of (ϑvi − z − m̂fc(z))−1. To this end, we prove another lemma used along its proof.
Lemma 3.36. Let Gϑ(z) = z + mϑfc(z) on C
+ and c ∈ (0, 3) be a constant. Then for each compact
subset D ⊂ C satisfying the assumptions of Corollary 3.35, there exists a constant d > 0 such that for any
z1, z2 ∈ D,
|Gϑ(z1)−Gϑ(z2)| ≥ d|z1 − z2|. (3.70)
The constant d can be chosen uniformly in z1, z2 ∈ Dc and ϑ ∈ Θ̟.
Proof. The lemma directly follows from (2.11):∣∣∣∣Gϑ(z1)−Gϑ(z2)z1 − z2
∣∣∣∣ = ∣∣∣∣1− ∫
R
1
(ϑx− z1 −mfc(z1))(ϑx − z2 −mfc(z2))dν(x)
∣∣∣∣ ≥ 1− r, (3.71)
where r is given in Corollary 3.35.
Now with the help of Lemma 3.36, we state and prove the desired result.
Corollary 3.37. Suppose that V is random. Let c > 0 be given, D satisfy the assumptions of Corollary
3.32, and Iϑ(z1, z2) and Î
ϑ
k (z1, z2) be defined as in Corollary 3.35. For any compact subset D1 ⊂ D, there
exists a constant C > 0 such that
|Iϑ(z1, z2)− Îϑ0 (z1, z2)| ≤ CϑN−
1
2+ǫ0 (3.72)
for z1, z2 ∈ D1, on ΩN . The constant C can be chosen uniformly in z1, z2 ∈ D1, ϑ ∈ Θ̟, and N ∈ N for
sufficiently large N .
Since we are assuming that ϑ varies with N , with the limit ϑ∞, the deterministic function mϑfc(z)
converges to mϑ∞fc (z), which is the Stieltjes transform of the semicircle law if ϑ∞ = 0, with rate O(|ϑ−ϑ∞|).
Even though this fact has been addressed by many authors previously, we here propose another proof
following a method that will be used frequently throughout this paper: the self-comparison method(see E).
Namely, we start from the self-consistent equations satisfied by the Stieltjes transform, say m, and track the
leading order terms of m in the integral equation. The following lemma, which describes the behavior of
msc, is used along the proof for the case where ϑ∞ = 0.
Lemma 3.38 (Lemma 4.2 of [16], Square-root behavior of msc(z)). Suppose that z = E + iη ∈ C+ with
|E| ≤ 5. Then
|msc(z)| = |msc(z)−1 + z|−1 ≤ 1. (3.73)
If in addition we have η ≤ 10, then
|msc(z)| ∼ 1, |1−msc(z)| ∼
√
κ+ η, (3.74)
where κ ≡ κE := min{|E − 2|, |E + 2|}.
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Using the lemma, we now prove the required estimate for |mϑfc(z)−mϑ∞fc (z)| using the self-comparison.
Lemma 3.39. For any fixed compact set D ∈ C with dist(D, [Lϑ−, Lϑ+]) ∼ 1, there exists a constant C > 0
such that
sup
z∈D
|mϑfc(z)−mϑ∞fc (z)| ≤ C|ϑ− ϑ∞| (3.75)
for any sufficiently large N ∈ N.
Given the bound of mϑfc(z)−msc(z), that of the covariance term can be deduced easily.
Corollary 3.40. Under the assumptions of Lemma 3.39, there exists a constant C > 0 such that
sup
z1,z2∈D
|Iϑ(z1, z2)− Iϑ∞(z1, z2)| ≤ C|ϑ− ϑ∞|. (3.76)
Proof. Given the Lemma 3.39, the lemma is a direct consequence of the self-consistent equation (2.11) and
the stability bound (3.56):
Iϑ(z1, z2)− Iϑ∞(z1, z2) =
∫
R
[
fϑz1(x)f
ϑ
z2(x) − fϑ∞z1 (x)fϑ∞z2 (x)
]
dν(x) = O(|ϑ− ϑ∞|), (3.77)
where we abbreviated fϑz (x) :=
1
ϑx−z−mϑ
fc
(z)
. Note that the uniformity follows from (3.56) and Lemma 3.39.
Remark 3.41. Note that for ϑ∞ = 0, we have
Iϑ∞(z1, z2) =
1
(−z −msc(z1))(−z2 −msc(z2)) = msc(z1)msc(z2). (3.78)
Recalling the definition of W , we observe that the off-diagonal terms are identical to that of Lemma 5.3
in [5] with J = 0, so that we have the following lemma holds:
Lemma 3.42 (Lemma 5.3 of [5], Large deviation estimates). Let S be an (N−1)×(N−1) matrix independent
of {Wia : 1 ≤ a ≤ N, a 6= i} with operator norm ‖S‖. Then for n = 1, 2, there exists a constant Cn depending
only on W4 in Assumption 2.2 such that
E
[∣∣∣∣ (i)∑
p,q
WipSpqWqi − 1
N
(i)∑
p
Spp
∣∣∣∣2n] ≤ CnNn+1 Tr |S|2n ≤ Cn ‖S‖2nNn . (3.79)
Moreover, ∣∣∣∣ (i)∑
p,q
WipSpqWqi − 1
N
(i)∑
p
Spp
∣∣∣∣ ≺ ‖S‖√N . (3.80)
3.3.2 Matrix identities
Lemma 3.43 (Lemma 3.1 of [24], Matrix identities). Let X be an N ×N , symmetric matrix and R(z) :=
(X − zI)−1, z ∈ C. Then for i, j, k ∈ {1, · · · , N}, the following identities hold:
– Schur complement formula:
Rii =
(
Xii − z −
(i)∑
m,n
XimR
(i)
mnXni
)−1
. (3.81)
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– For i 6= j,
Rij = −Rii
(i)∑
m
XimR
(i)
mj = −RiiR(i)jj
(
Xij −
(i,j)∑
m,n
XimR
(i,j)
mn Xnj
)
. (3.82)
– For i, j 6= k,
Rij = R
(k)
ij +
RikRkj
Rkk
. (3.83)
4 Proof of Proposition 3.2
In this section we assume that V is deterministic, so that conditions (3.38) and (3.39) hold true.
As both of propositions asserts convergence of processes, according to Theorem 8.1 of [8] it suffices to prove
the finite-dimensional convergence and the tightness of processes. For the finite-dimensional convergence,
following [4] and [5], we express ξϑN (z) as a martingale and use the following theorem concerning the central
limit theorem of martingales:
Lemma 4.1 (Theorem 35.12 of [9]). Suppose that for each fixed n ∈ N, {Xn,k}k∈N is a martingale with
respect to a filtration Fn,1 ⊂ Fn,2 ⊂ · · · . Let Yn,k := Xn,k − Xn,k−1 where Xn,0 = 0, and suppose that∑
k Yn,k converges a.s. and Yn,k ∈ L2 for each k. Denote σ2n,k := E[Y 2n,k|Fn,k−1] where Fn,0 is the trivial
σ−algebra. If ∑
k
σ2n,k −→ σ2 (4.1)
in probability where σ ∈ R+ is a constant and∑
k
E[Y 2n,k1[|Yn,k|≥ǫ]]→ 0 (4.2)
for each ǫ > 0, then
∑∞
k=1 Yn,k converges weakly to the normal distribution with zero mean and variance σ
2.
Lemma 4.1 is used to conclude that the finite dimensional distribution of ξϑN (z) − E[ξϑN (z)] converges
weakly to the centered Gaussian distribution with designated covariance, and the convergence of mean is
dealt separately. In particular, the filtration to which our martingale is adapted is defined as follows:
Definition 4.2. We define the (decreasing) filtration {Fk : 0 ≤ k ≤ N} as
Fk := σ(Wij : k < i, j ≤ N), k = 0, 1, · · · , N (4.3)
and denote the conditional expectation E[·|Fk] by Ek[·]. We also define
Gk := σ(Wij : k < i, j ≤ N) ∨ σ(vi : i > k), k = 0, 1, · · · , N. (4.4)
Notational Remark 4.3. For random V , we also define
Fk := σ(Wi,j : k < i, j ≤ N) ∨ σ(vm : 1 ≤ m ≤ N), k = 0, 1, · · · , N (4.5)
and Ek similarly. Note that for deterministic V , σ(vm : 1 ≤ m ≤ N) is the trivial σ-algebra, so that the
definition is still consistent.
The convergence of mean E[ξϑN (z)] is contained in the following lemma, which is proved in A.
Lemma 4.4. Define
bϑN (z) := E[ξ
ϑ
N (z)] = EN [ξ
ϑ
N (z)] = NE[mN (z)− m̂ϑfc(z)]. (4.6)
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For z ∈ Dc or z ∈ Γr ∪ Γl,
bϑN (z) = −
1
2
(mϑ∞fc )
′′(z)
(1 + (mϑ∞fc )
′(z))2
[
(w2 − 1) + (mϑ∞fc )′(z) + (W4 − 3)
(mϑ∞fc )
′(z)
1 + (mϑ∞fc )
′(z)
]
+O(ϑN−α0 +N−
1
2+ǫ) (4.7)
if ϑ∞ > 0, and
bϑN (z) = msc(z)
3(1 +m′sc(z))((w2 − 1) +m′sc(z) + (W4 − 3)msc(z)2) +O(ϑ +N−
1
2+ǫ) (4.8)
if ϑ∞ = 0.
Remark 4.5. For random V , the same proof with E[·] replaced by EN [·] gives us the absolute bound
|EN [mN (z)]− m̂fc(z)|1ΩN = O(1/N). (4.9)
Now given the convergence of means, to use Lemma 4.1 as addressed above, we express ξϑN (z)−E[ξϑN ](z)
as a martingale. Letting
ζN := ξN − E[ξN ] = TrR− E[TrR], (4.10)
one can rewrite ζN as sum of a martingale difference sequence as follows:
ζN =
N∑
k=1
Ek−1[TrR]− Ek[TrR] =
N∑
k=1
(Ek−1 − Ek)TrR =
N∑
k=1
(Ek−1 − Ek)(TrR− TrR(k)). (4.11)
In B, we further simplify the martingale decomposition to get
ζN =
N∑
k=1
Ek−1[φϑk ] +Op(N−
1
2 ) (4.12)
where
φϑk = ĝ
ϑ
k
( (k)∑
p,q
Wkp(R
(k))2pqWqk − (m̂ϑfc)′
)
+ (ĝϑk )
2
(
−Wkk + ϑvk +
(k)∑
p,q
WkpR
(k)
pq Wqk − m̂ϑfc
)
(1 + (m̂ϑfc)
′). (4.13)
In B, we also prove the conditions (4.1) and (4.2) of Lemma 4.1:
Lemma 4.6. For distinct points z1, z2 ∈ K, we let
ΓϑN (z1, z2) =
N∑
k=1
Ek[Ek−1[φϑk (z1)] · Ek−1[φϑk (z2)]]. (4.14)
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Then
ΓϑN (z1, z2) = (w2 − 2)
∂2I
∂z1∂z2
+ (W4 − 3)
(
I
∂2I
∂z1∂z2
+
∂I
∂z1
∂I
∂z2
)
+
2
(1 − I)2
(
∂I
∂z2
∂I
∂z1
+ (1− I) ∂
2I
∂z1∂z2
)
+O(N− 12 ) +O(ϑN−α0 ) (4.15)
if ϑ∞ > 0 where
I(z1, z2) ≡ Iϑ∞(z1, z2) :=
∫
R
1
(ϑ∞x− z1 −mϑ∞fc (z1))(ϑ∞x− z2 −mϑ∞fc (z2))
dν(x), (4.16)
and
ΓN (z1, z2) = m
′
sc(z1)m
′
sc(z2)
(
(w2 − 2) + 2(W4 − 3)msc(z1)msc(z2)
+
2
(1−msc(z1)msc(z2))2
)
+O(ϑ) +O(N− 12 ) (4.17)
if ϑ∞ = 0.
Lemma 4.7. For any z ∈ K and ǫ > 0,∑
k
E[|Ek−1[φϑk ]|21[|Ek−1[φϑk ]|≥ǫ]]→ 0. (4.18)
Remark 4.8. As in Remark 4.5, for random V , the proofs of Lemma 4.6 and Lemma 4.7 imply the fact
that
E[|mN (z)− EN [mN (z)]|21ΩN ] = O(N−2+ǫ). (4.19)
Now given the finite-dimensional convergence, it remains to prove the tightness. Since the mean bN(z)
converges, the tightness of ζϑN (z) implies that of ξ
ϑ
N (z). Following [4], by Theorem 12.3 of [8], it suffices to
check the tightness for a fixed z ∈ K and prove a Ho¨lder condition given below. The tightness for fixed z ∈ K
follows directly from the finite-dimensional convergence and hence the tightness reduces to the following
Ho¨lder condition:
E[|ζϑN (z1)− ζϑN (z2)|2] ≤ K|z1 − z2|2, ∀z1, z2 ∈ K, (4.20)
for some constant K independent of N ∈ N and z1, z2 ∈ Dc.
The proof starts with an application of the resolvent equation R(z1) − R(z2) = (z1 − z2)R(z1)R(z2), to
get
E[|ζϑN (z1)− ζϑN (z2)|2] = E[|(TrR(z1)− E[TrR(z2)])− (TrR(z2)− E[TrR(z2)])|2]
= |z1 − z2|2E[|TrR(z1)R(z2)− E[TrR(z1)R(z2)]|2]. (4.21)
Therefore the following lemma completes the proof of Proposition 3.2, which is proved in C:
Lemma 4.9. For z1, z2 ∈ K and sufficiently large N ∈ N, we have
E[|TrR(z1)R(z2)− E[TrR(z1)R(z2)]|2] ≤ K, (4.22)
where K is a constant independent of z1, z2 and N ∈ N.
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5 Proof of Propositions 3.3 and 3.4
In this section we assume that V is random. Since P[ΩN ] → 1, assuming ΩN for any sample paths below
will do no harm to our proof.
5.1 Primary reduction
Since {ξ˜ϑN (z) : z ∈ K} defines a continuous process for each n ∈ N, we again use Theorem 8.1 of [8] to prove
Proposition 3.4, hence it suffices to prove the finite-dimensional convergence and the tightness. To this end,
we start the proof by reducing ξ˜N (z) into a simplified form which looks pleasant to apply the classical central
limit theorem.
In this section, we assume z ∈ K. Note first that
ξ˜ϑN (z) =
√
N
ϑ
(mϑN (z)−mϑfc(z)) =
1√
Nϑ
ξϑN (z) +
√
N
ϑ
(m̂ϑfc(z)−mϑfc(z)). (5.1)
Considering the first term, we decompose it as
1√
Nϑ
ξϑN (z) =
√
N
ϑ
(mN (z)− EN [mN (z)]) +
√
N
ϑ
(EN [mN (z)]− m̂fc(z)). (5.2)
Then by Remarks 4.5 and 4.8,
E
[∣∣∣∣ 1√NϑξϑN (z)
∣∣∣∣21ΩN ] = O(N−1ϑ−2), (5.3)
which, together with the fact that P[ΩN ]→ 1, implies the in probability convergence N−1/2ϑ−1ξϑN (z)→ 0.
In this sense, we let ζ˜ϑN (z) := ϑ
−1√N(m̂ϑfc(z)−mϑfc(z)) and try to estimate it.
Given the estimate above, we first rewrite ζ˜ϑN (z) as follows:
ζ˜ϑN (z) =
√
N
ϑ
(
1
N
N∑
i=1
ĝϑi (z)−mϑfc(z)
)
=
1√
Nϑ
N∑
i=1
[
1
ϑvi − z − m̂ϑfc(z)
−
∫
1
ϑx− z −mϑfc(z)
dν(x)
]
=
1√
Nϑ
N∑
i=1
[
1
ϑvi − z −mϑfc(z)
− E[ 1
ϑvi − z −mϑfc(z)
]
]
+ ζ˜ϑN (z)
1
N
N∑
i=1
1
(ϑvi − z − m̂ϑfc(z))(ϑvi − z −mϑfc(z))
. (5.4)
To estimate the second summand in the right-hand side of (5.4), we expand it in terms of m̂fc(z)−mfc(z):
1
N
N∑
i=1
1
(ϑvi − z − m̂ϑfc(z))(ϑvi − z −mϑfc(z))
=
∫ [
1
(ϑx− z −mϑfc(z))2
+
m̂ϑfc(z)−mϑfc(z)
(ϑx − z −mϑfc(z))2(ϑx − z − m̂ϑfc(z))
]
dν̂(x), (5.5)
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and we extract the leading term of above as∫
1
(ϑx − z −mϑfc(z))2
dν̂(x) +
ϑζ˜ϑN (z)√
N
∫
1
(ϑx− z −mϑfc(z))2(ϑx− z − m̂ϑfc(z))
dν̂(x). (5.6)
Substituting, we get(
1−
∫
1
(ϑx− z −mϑfc(z))2
dν(x)
)
ζ˜N (z)
=
1√
Nϑ
N∑
i=1
[
1
ϑvi − z −mϑfc(z)
−E[ 1
ϑvi − z −mϑfc(z)
]
]
+ ζ˜ϑN (z)
(∫
1
(ϑx− z −mϑfc(z))2
(dν̂ϑ(x)−dνϑ(x))
)
+
ϑζ˜N (z)
2
√
N
∫
1
(ϑx− z −mϑfc(z))2(ϑx− z − m̂ϑfc(z))
dν̂(x), (5.7)
so that(
1−
∫
1
(ϑx− z −mϑfc(z))2
dν(x)
)
ζ˜N (z)
=
1√
Nϑ
N∑
i=1
[
1
ϑvi − z −mϑfc(z)
− E[ 1
ϑvi − z −mϑfc(z)
]
]
+ ζ˜ϑN (z)
(
(mϑν̂ )
′(z +mϑfc(z))− (mϑν )′(z +mfc(z))
)
+
ϑζ˜N (z)
2
√
N
∫
1
(ϑx− z −mϑfc(z))2(ϑx− z − m̂ϑfc(z))
dν̂(x) (5.8)
First, we recall the existence of a constant C > 1 such that
|1−
∫
1
(ϑx − z −mϑfc(z))2
dν(x)| ≥ C−1√κ+ η for z = E + iη ∈ D′ (5.9)
uniformly in ϑ ∈ Θ̟, given in (3.57). By a standard continuity argument, the bound can be extended to
z = a± without changing the constant, so that we may divide the equality (5.7) by the quantity above.
Then (3.41) together with Lemma 3.34 and Cauchy integral formula implies
|ζ˜ϑN (z)
( d
dz
mϑν̂ (z +m
ϑ
fc(z))−
d
dz
mϑν (z +m
ϑ
fc(z))
)
| = O(ϑN− 12+2ǫ0+ǫ1) (5.10)
on Ω.
Again recalling (3.56) and other bounds following it, we have∣∣∣ ∫ 1
(ϑx− z −mϑfc(z))2(ϑx− z − m̂ϑfc(z))
dν̂(x)
∣∣∣ ≤ C (5.11)
on Ω, giving
ζ˜ϑN (z)
2
√
N
∫
1
(ϑx− z −mϑfc(z))2(ϑx− z − m̂ϑfc(z))
dν̂(x) = O(N−
1
2+2ǫ0+2ǫ1) (5.12)
on Ω.
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Finally, recalling that
1−
∫
1
(ϑx− z −mϑfc(z))2
dν(x) =
1
1 + (mϑfc)
′(z)
, (5.13)
we can conclude that on Ω,
ζ˜ϑN (z) =
(
1 + (mϑfc)
′(z)
) 1√
Nϑ
N∑
i=1
[
1
ϑvi − z −mϑfc(z)
− E[ 1
ϑvi − z −mϑfc(z)
]
]
+O(ϑN−
1
2+2(ǫ0+ǫ1)). (5.14)
Remark 5.1. Noting that the expression of ζ˜ϑN holds also for z ∈ Γr ∪ Γl, we remark that
E[ξ˜ϑN (z)1Ω]→ 0 for z ∈ Γ \ Γ0, (5.15)
since we have Remark 4.5, and from Cauchy-Schwarz inequality,
|E[ζ˜ϑN (z)·1Ω]| =
|1 + (mϑfc)′(z)|√
Nϑ
∣∣∣∣E[(∑
i
1
ϑvi − z −mϑfc(z)
−E
[
1
ϑvi − z −mϑfc(z)
])
1Ωc
]∣∣∣∣+O(ϑN− 12+2(ǫ0+ǫ1))
≤
(
P[Ωc]
1
Nϑ2
∑
i
E
[∣∣∣∣ 1ϑvi − z −mϑfc(z) − E
[
1
ϑvi − z −mfc
]∣∣∣∣2]) 12 + o(1)→ 0. (5.16)
5.2 Finite-dimensional convergence
To serve our purpose of proving the finite-dimensional convergence, we assume in this section that we have
a fixed number of points z1, · · · , zp in K.
5.2.1 The case ϑ∞ > 0
As easily seen in (5.14), the term
1√
Nϑ
∑
i
[
1
ϑvi − z −mϑfc(z)
− E
[
1
ϑvi − z −mϑfc(z)
]]
(5.17)
results in the Gaussian convergence. Indeed, if we consider the sum corresponding to (5.17) with ϑ replaced
by ϑ∞, from Lemma 3.39 we have∣∣∣∣ 1ϑx− z −mϑfc(z) − 1ϑ∞x− z −mϑ∞fc (z)
∣∣∣∣ ≤ ∣∣∣∣ (ϑ∞ − ϑ)x − (mϑfc(z)−mϑ∞fc (z))(ϑx− z −mϑfc(z))(ϑ∞x− z −mϑ∞fc )
∣∣∣∣ ≤ C|ϑ− ϑ∞|, (5.18)
where the constant C is chosen uniformly in x ∈ supp ν and N ∈ N sufficiently large. Then the central limit
theorem together with the fact that P[ΩN ∩ Ω′N ]→ 1 gives the weak convergence of the random vector
(ζ˜N (z1), · · · , ζ˜N (zp)) (5.19)
to a Gaussian random vector with mean zero and covariance matrix
Γ˜ϑ(zi, zj) = ϑ
−2
∞
(
1 +
d
dz
mϑ∞fc (zi)
)(
1 +
d
dz
mϑ∞fc (zj)
)(
Iϑ∞(zi, zj)−mϑ∞fc (zi)mϑ∞fc (zj)
)
(5.20)
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for 1 ≤ i, j ≤ p. Recalling that ξ˜ϑN (z) − ζ˜ϑN = Op(N−1/2ϑ−1), we obtain the same convergence for
(ξ˜ϑN (z1), · · · , ξ˜ϑN (zp)).
5.2.2 The case ϑ∞ = 0
For ϑ∞ = 0, we reduce each summand to as follows:
1
ϑx− z −mϑfc(z)
= − 1
z +mϑfc(z)
− ϑx
(z +mϑfc(z))
2
+
ϑ2x2
(ϑx− z −mϑfc(z))(z +mϑfc(z))2
. (5.21)
Since the first term is a constant, it vanishes after subtracting its expectation. The contribution of the last
term is negligible, using the bound |z+mϑfc(z)| ≥ C obtained from (3.56), together with the following bound
of variance:
E
[∣∣∣∣ 1√Nϑ∑
i
(
ϑ2v2i
(ϑvi − z −mϑfc(z))
− E
[
ϑ2v2i
(ϑvi − z −mϑfc(z))
])∣∣∣∣2]
≤ ϑ2
∫ ∣∣∣∣ x2ϑx− z −mϑfc(x)
∣∣∣∣2dν(x) ≤ Cϑ2. (5.22)
To annihilate the dependence on ϑ, with the help of Lemma 3.39, we reduce the summand further to
x
(z +mϑfc(z))
2
− x
(z +msc(z))2
=
x
(
2z +msc(z) +m
ϑ
fc(z)
)
(z +mϑfc)
2(z +msc(z))2
(
mϑfc(z)−msc(z)
)
= O(ϑ), (5.23)
so that
E
[∣∣∣∣ 2z +msc(z) +mϑfc(z)(z +mϑfc)2(z +msc(z))2 (mϑfc(z)−msc(z)) 1√N
∑
i
vi
∣∣∣∣2] ≤ Cϑ2 (5.24)
Noting that the terms of variance O(ϑ2) vanishes for ϑ∞ = 0, we may rewrite
1√
Nϑ
N∑
i=1
[
1
ϑvi − z −mϑfc(z)
− E
[
1
ϑvi − z −mϑfc(z)
]]
= − 1
(z +msc(z))2
[
1√
N
∑
i
vi
]
+XN = −msc(z)2
[
1√
N
∑
i
vi
]
+XN (5.25)
where X is a random variable with E[|X |2] = O(ϑ2).
As above, by the central limit theorem, the random vector
(ζ˜N (z1), · · · , ζ˜N (zp)) (5.26)
converges weakly to the Gaussian random vector with mean zero and covariance
Γ˜(zi, zj) = (1 +m
′
sc(zi))(1 +m
′
sc(zj))msc(zi)
2msc(zj)
2Var[v1] = m
′
sc(zi)m
′
sc(zj)Var[v1]. (5.27)
Finally, by the same reasoning as above, the convergence can be extended to that of (ξϑN (z1), · · · , ξϑN (zp)).
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5.3 Tightness of ξ˜ϑN(z)
In this section, we prove the tightness of {ξ˜N (z) : z ∈ K}, which completes the proof of Propositions 3.3 and
3.4. Given the finite-dimensional convergence of ξ˜N (z), the tightness for a fixed point z ∈ K directly follows,
so that it remains to prove the Ho¨lder condition, as given in Section 4:
1
Nϑ2
E[|(TrRN (z1)− E[TrRN (z1)]) − (TrRN (z2)− E[TrRN (z2)])|2] ≤ C|z1 − z2|2 (5.28)
for z1, z2 ∈ K where K is a fixed constant independent of z1, z2 ∈ K and N ∈ N.
As in Section 4, we start with an application of the resolvent equation to get
1
Nϑ2
E[|(TrRN (z1)− E[TrRN (z1)])− (TrRN (z2)− E[TrRN (z2)])|2]
=
1
Nϑ2
|z1 − z2|2E[|TrRN (z1)RN (z2)− E[TrRN (z1)TrRN (z2)]|2]. (5.29)
The proof of the corresponding bound is also given in C:
Lemma 5.2. For z1, z2 ∈ K and N ∈ N sufficiently large, we have
1
Nϑ2
E[|TrRN (z1)RN (z2)− E[TrRN (z1)RN (z2)]|2] ≤ K, (5.30)
where K > 0 is a constant independent of z1, z2 ∈ K and N ∈ N sufficiently large.
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A Mean Function b(z)
As mentioned in Section 4, in this section we suppose that V is deterministic and calculate the limiting
formula of the mean E[ξN (z)]. First, in Section A.1–A.3, we reduce the mean of ξ
ϑ
N (z) to a form depending
on ϑ. Then, we repeatedly use Lemma 3.39 to replace ϑ with its limit ϑ∞. Throughout the primary
simplification, all the bounds we require are irrelevant of ϑ, therefore we drop the superscript ϑ in Sections
A.1–A.3. Note that we are assuming that N is sufficient large so that P[ΩN ] = 1.
Set
bN(z) := E[ξN (z)] = NE[mN (z)− m̂fc(z)]. (A.1)
Then, letting
Qi := −Wii +
(i)∑
p,q
WipR
(i)
pqWqi, (A.2)
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we get
Rii =
1
−z −Qi =
1
−z − (m̂fc(z)− vi) +
Qi − (m̂fc(z)− vi)
(−z − (m̂fc(z)− vi))2
+
(Qi − (m̂fc(z)− vi)2
(−z − (m̂fc(z)− vi))3 +
1
−z −Qi
(
Qi − (m̂fc(z)− vi)
−z − (m̂fc(z)− vi)
)3
= ĝi(z) + ĝi(z)
2(Qi − (m̂fc(z)− vi)) + ĝi(z)3(Qi − (m̂fc(z)− vi))2 +Rii
(
Qi − (m̂fc(z)− vi)
−z − (m̂fc(z)− vi)
)3
. (A.3)
By the local law |Rii − gˆi(z)| = O(N−1/2),
Qi − (m̂fc(z)− vi) = − 1
Rii
− z − m̂fc(z) + vi = − 1
Rii
+
1
ĝi(z)
= O(N− 12 ), (A.4)
which implies
bN(z) =
N∑
i=1
E[ĝi(z)
2(Qi − (m̂fc(z)− vi)) + ĝi(z)3(Qi − (m̂fc(z)− vi))2] +O(N− 12+ǫ) (A.5)
A.1 E[Qi − (m̂fc(z)− vi)]
By the definition of Qi,
E[Qi − m̂fc(z) + vi] = E[−Wii +
(i)∑
p,q
WipR
(i)
pqWqi]− m̂fc(z) + vi =
1
N
E
[ (i)∑
p
R(i)pp
]
− m̂fc(z) (A.6)
On the other hand, (3.43) together with the local law gives
(i)∑
p
(R(i)pp −Rpp) = −
(i)∑
p
RpiRip
Rii
= −
(i)∑
p
(
ĝi(z)
−1RpiRip +
RpiRip(ĝi(z)−Rii)
Riiĝi(z)
)
= −ĝi(z)−1
(i)∑
p
RpiRip +O(N− 12 ), (A.7)
which in turn implies
(i)∑
p
R(i)pp = NmN (z)−Rii −
1
ĝi(z)
(
(R2)ii −R2ii
)
+O(N− 12 ) = NmN (z)− 1
ĝi
(R2)ii +O(N− 12 ), (A.8)
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so that
∑
i
ĝi(z)
2
E[Qi − m̂fc(z) + vi] =
∑
i
ĝi(z)
2
(
E
[
1
N
(i)∑
p
Rpp
]
− m̂fc(z)
)
=
1
N
∑
i
ĝi(z)
2
E
[
NmN (z)− 1
ĝi
(R2)ii
]
− m̂fc(z)
∑
i
ĝi(z)
2 +O(N−
1
2+ǫ)
= bN(z)
1
N
(∑
i
ĝi(z)
2
)
− 1
N
E
[∑
i
ĝi(z)(R
2)ii
]
+O(N−
1
2+ǫ). (A.9)
Considering (R2)ii, we have
Rij = 〈ei, Rej〉 =
∑
α
1
λα − z 〈ei, vα〉〈vα, ej〉 (A.10)
where vα denotes the eigenvector of W corresponding to λα. Thus
(R2)ij =
∑
k
RikRkj =
∑
k
(∑
α
1
λα − z 〈ei, vα〉〈vα, ek〉
)(∑
β
1
λβ − z 〈ek, vβ〉〈vβ , ej〉
)
=
∑
α,β
〈ei, vα〉〈vβ , ej〉
(λα − z)(λβ − z)
∑
k
〈vα, ek〉〈ek, vβ〉 =
∑
α,β
〈ei, vα〉〈vβ , ej〉
(λα − z)(λβ − z)δα,β
=
∑
α
〈ei, vα〉〈vα, ej〉
(λα − z)2 =
d
dz
Rij(z). (A.11)
Then the local law |Rii− ĝi| ≺ N−1/2 together with the Cauchy integral formula (applied on a small contour
of length N−δ enclosing z) gives ∣∣∣∣(R2)ii − ddz ĝi
∣∣∣∣ ≺ N− 12+δ. (A.12)
Plugging this in, we get
1
N
E[
∑
i
ĝi(R
2)ii] =
1
N
∑
i
ĝi
d
dz
ĝi +O(N
− 12+δ+ǫ). (A.13)
On the other hand,
1
N
∑
i
ĝi
d
dz
ĝi =
1
2
d
dz
( 1
N
∑
i
ĝ2i
)
=
1
2
d
dz
∫
R
1
(x− z − m̂fc(z))2 dν̂(x)
=
1
2
d
dz
( m̂′fc(z)
1 + m̂′fc(z)
)
=
1
2
m̂′′fc(z)
(1 + m̂′fc(z))2
=
1
2
m′′fc(z)
(1 +m′fc(z))2
+O(ϑN−α0 ). (A.14)
Combining the results above, we get
∑
i
E[ĝi(z)
2(Qi − m̂fc(z) + vi)] = bN (z)
m′fc(z)
1 +m′fc(z)
− 1
2
m′′fc(z)
(1 +m′fc(z))2
+O(ϑN−α0 +N−
1
2+δ+ǫ). (A.15)
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A.2 E[(Qi − (m̂fc(z)− vi))2]
E[(Qi − (m̂fc(z)− vi))2] = E
[(
− 1√
N
Aii +
(i)∑
p,q
WipR
(i)
pqWqi − m̂fc(z)
)2]
= m̂fc(z)
2 +
w2
N
+ E
[( (i)∑
p,q
WipR
(i)
pqWqi
)2]
− 2m̂fc(z)E
[ (i)∑
p,q
WipR
(i)
pqWqi
]
= m̂2fc − 2m̂fcE[m(i)N ] +
w2
N
+ E
[( (i)∑
p,q
WipR
(i)
pqWqi
)2]
. (A.16)
Expanding the last term,
E
[( (i)∑
p,q
WipR
(i)
pqWqi
)2]
=
(i)∑
p,q,r,t
E[WipWqiWirWti]E[R
(i)
pqR
(i)
rt ] (A.17)
As E[WipWqiWirWti] 6= 0 implies |{p, q, r, t}| = 1 or each index is repeated twice, we separate into two
cases.
(i) |{p, q, r, t}| = 1.
(i)∑
p
E[W 4ip]E[(R
(i)
pp )
2] =
W4
N2
(i)∑
p
E[(R(i)pp )
2] =
W4
N2
∑
p
ĝp(z)
2 +O(N−
3
2+ǫ) (A.18)
(ii) |{p, q, r, t}| = 2.
(a) For p = q 6= r = t: Since
R(i)pp − ĝp(z) = Rpp − ĝp(z) +
RpiRip
Rii
= O(N− 12 ), (A.19)
we get
(i)∑
p6=r
E[W 2ipW
2
ir ]E[R
(i)
ppR
(i)
rr ] =
1
N2
E[
(i)∑
p6=r
RppRrr]
=
1
N2
E
[ (i)∑
p
R(i)pp (Nm
(i)
N −R(i)pp )
]
= E[(m
(i)
N )
2]− 1
N2
∑
p
(ĝp(z))
2 +O(N−
3
2+ǫ). (A.20)
(b) For p = t 6= q = r:
(i)∑
p6=r
E[W 2ipW
2
ir ]E[(R
(i)
pr )
2] =
1
N2
E
[ (i)∑
p6=r
(R(i)pr )
2
]
=
1
N2
(
E[Tr(R(i))2]− E
[ (i)∑
p
(R(i)pp )
2
])
=
1
N
(m
(i)
N )
′ − 1
N2
∑
p
ĝp(z)
2 +O(N−
3
2+ǫ) =
1
N
m̂′fc −
1
N2
∑
p
ĝp(z)
2 +O(N−
3
2+ǫ), (A.21)
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where we have used (A.19) in the third equality and
m
(i)
N − m̂fc =
1
N
(i)∑
p
(R(i)pp −Rpp)−
1
N
Rii + (mN − m̂fc) = O(N−1) (A.22)
together with the Cauchy integral formula in the last equality.
(c) For p = r 6= q = t:
By symmetry, the result is same as above.
Hence we get
E
[( (i)∑
p,q
WipR
(i)
pqWqi
)2]
=
W4
N2
∑
p
ĝ2p +
2
N
m̂′fc −
3
N2
∑
p
ĝ2p + E[(m
(i)
N )
2] +O(N−
3
2+ǫ)
= E[(m
(i)
N )
2] +
W4 − 3
N2
∑
p
ĝ2p +
2
N
m̂′fc +O(N
− 32+ǫ) (A.23)
Remark A.1. For complex Hermitian A where we assume the independence of the real and the complex
entries and E[A2ij ] = 0 for i 6= j, (ii)-(c) leads to 0.
Summing up, we get from |m(i)N − m̂fc| ≺ N−1
E[(Qi − m̂fc(z) + vi)2] = m̂2fc − 2m̂fcE[m(i)N ] +
w2
N
+ E[(m
(i)
N )
2] +
W4 − 3
N2
∑
p
ĝ2p +
2
N
m̂′fc +O(N
− 32+ǫ)
=
1
N
(w2 + 2m̂
′
fc) +
W4 − 3
N2
∑
p
ĝ2p +O(N
− 32+ǫ). (A.24)
Therefore∑
i
ĝ3iE[(Qi − m̂fc + vi)2] =
( 1
N
∑
i
ĝ3i
)
(w2 + 2m̂
′
fc) + (W4 − 3)
( 1
N
∑
i
ĝ3i
)( 1
N
∑
p
ĝ2p
)
. (A.25)
On the other hand, Corollary 3.37 implies
1
N
∑
i
ĝ2i =
∫
R
1
(x− z − m̂fc(z))2 dν̂(x) =
m̂′fc(z)
1 + m̂′fc(z)
=
m′fc(z)
1 +m′fc(z)
+O(ϑN−α0). (A.26)
Similarly, differentiating (A.26) we have
1
N
∑
i
ĝ3i =
∫
R
1
(x− z − m̂fc(z))3 dν̂(x) =
1
2
m̂′′fc(z)
(1 + m̂′fc(z))3
=
1
2
m′′fc(z)
(1 +m′fc(z))3
+O(ϑN−α0 ). (A.27)
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A.3 The mean b(z)
Summing up the results, we get
bN (z) =
N∑
i=1
E[ĝi(z)
2(Qi − (m̂fc(z)− vi)) + ĝi(z)3(Qi − (m̂fc(z)− vi))2] +O(N− 12+ǫ)
= bN(z)
m′fc(z)
1 +m′fc(z)
− 1
2
m′′fc(z)
(1 +m′fc(z))2
+
1
2
m′′fc(z)
(1 +m′fc(z))3
(w2 + 2m
′
fc(z))
+
W4 − 3
2
m′fc(z)
1 +m′fc(z)
m′′fc(z)
(1 +m′fc(z))3
+O(ϑN−α0 +N−
1
2+ǫ), (A.28)
hence
bN (z) = −1
2
m′′fc(z)
(1 +m′fc(z))
+
1
2
m′′fc(z)
(1 +m′fc(z))2
(w2 + 2m
′
fc(z))
+
W4 − 3
2
m′fc(z)m
′′
fc(z)
(1 +m′fc(z))3
+O(ϑN−α0 +N−
1
2+ǫ)
=
1
2
m′′fc(z)
(1 +m′fc(z))2
[
(w2 − 1) +m′fc(z) + (W4 − 3)
m′fc(z)
1 +m′fc(z)
]
+O(ϑN−α0 +N−
1
2+ǫ). (A.29)
A.3.1 ϑ∞ > 0
Now retrieving the dependence on ϑ, we have
bϑN (z) =
1
2
(mϑfc)
′′(z)
(1 + (mϑfc)
′(z))2
[
(w2 − 1) + (mϑfc)′(z) + (W4 − 3)
(mϑfc)
′(z)
1 + (mϑfc)
′(z)
]
+O(ϑN−α0 +N−
1
2+ǫ). (A.30)
Using Lemma 3.39, it suffices to prove that 1 + ddzm
ϑ
fc(z) is lower bounded, uniformly in ϑ. Recalling
the self-consistent equation (2.11), we write
d
dz
mϑfc(z) =
∫
R
1 + ddzm
ϑ
fc(z)
(ϑx− z −mϑfc(z))2
dν(x), (A.31)
so that ∣∣∣∣1 + ddzmϑfc(z)
∣∣∣∣ = ∣∣∣∣(1− ∫
R
1
(ϑx− z −mϑfc(z))2
dν(x)
)−1∣∣∣∣. (A.32)
Then (3.57) implies the required lower bound, which together with several applications of Cauchy integral
proves that
bϑN (z) = b
ϑ∞(z) +O(|ϑ − ϑ∞|+N−α0 +N− 12+ǫ), (A.33)
where
bϑ∞(z) :=
(mϑ∞fc )
′′(z)
2(1 + (mϑ∞fc )
′(z))2
[
(w2 − 1) + (mϑ∞fc )′(z) + (W4 − 3)
(mϑ∞fc )
′(z)
1 + (mϑ∞fc )
′(z)
]
. (A.34)
Remark A.2. If we consider V = 0, then we have ρfc = ρ̂fc = ρsc and mfc = m̂fc = ĝi = msc. In this case,
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the self-consistent equation z +msc(z) = − 1msc(z) gives
msc(z)
2 =
1
(z +msc(z))2
=
m′sc(z)
1 +m′sc(z)
(A.35)
and similarly differentiating the second equality in (A.35) implies
msc(z)
3 =
1
2
m′′sc(z)
(1 +m′sc(z))3
(A.36)
so that
bN (z)→ msc(z)3(1 +m′sc(z))((w2 − 1) +m′sc(z) + (W4 − 3)msc(z)2), (A.37)
which is given in Proposition 3.1 of [4].
A.3.2 ϑ = o(1)
To handle with the case ϑ = o(1), we rewrite the result above with the superscript ϑ recaptured:
bϑN (z) =
1
2
(mϑfc)
′′(z)
(1 + (mϑfc)
′(z))2
[
(w2 − 1) + (mϑfc)′(z) + (W4 − 3)
(mϑfc)
′(z)
1 + (mϑfc)
′(z)
]
+O(ϑN−α0 +N−
1
2+ǫ), (A.38)
uniformly for z ∈ Γ \ Γ0.
Recalling Lemma 3.39, again the Cauchy integral formula gives the same bound for |(mϑfc)′ −m′sc| and
|(mϑfc)′′ −m′′sc|. Then from the stability bound (3.57) gives the uniform convergence
bϑN (z) =
1
2
m′′sc(z)
(1 +m′sc(z))2
[
(w2 − 1) +m′sc(z) + (W4 − 3)
m′sc(z)
1 +m′sc(z)
]
+O(ϑ +N−
1
2+ǫ)
= msc(z)
3(1 +m′sc(z))((w2 − 1) +m′sc(z) + (W4 − 3)msc(z)2) +O(ϑ+N−
1
2+ǫ), (A.39)
by the preceding remark.
B Covariance Function
As indicated in Section 4, this section is devoted to the proof of Lemma 4.6 and 4.7. Similar to the preceding
section, we simplify the covariance in Sections B.1–B.4 without tracking the superscript ϑ, as the bounds
used along the simplification is independent of ϑ. Also, throughout this section, we assume z ∈ Γu ∪ Γd.
B.1 Martingale decomposition
The matrix identities (3.43) implies
TrR− TrR(k) = Rkk +
(k)∑
i
RikRki
Rkk
= Rkk +
(k)∑
i
Rkk · Rik
Rkk
· Rki
Rkk
= Rkk
(
1 +
(k)∑
i
(
−
(i)∑
p
WkpR
(k)
pi
)2)
= Rkk
(
1 +
(k)∑
i
(i)∑
p,q
WkpR
(k)
pi WqkR
(k)
iq
)
, (B.1)
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which can be further rewritten as
= Rkk
(
1 +
(k)∑
p,q
WkpWqk
( (k)∑
i
R
(k)
pi R
(k)
iq
))
= Rkk
(
1 +
(k)∑
p,q
Wkp(R
(k))2pqWqk
)
, (B.2)
so that
ζN =
N∑
k=1
(Ek−1 − Ek)
(
Rkk
(
1 +
(k)∑
p,q
Wkp(R
(k))2pqWqk
))
. (B.3)
Recalling the expansion (A.3), we take
Xk := (ĝk + ĝ
2
k(Qk − m̂fc + vk))
(
1 +
(k)∑
p,q
Wkp(R
(k))2pqWqk
)
(B.4)
and
Yk := Rkk
(Qk − m̂fc + vk
−z − m̂fc + vk
)2(
1 +
(k)∑
p,q
Wkp(R
(k))2pqWqk
)
, (B.5)
so that Xk + Yk = TrR− TrR(k). Using Lemma 3.42, we have
(k)∑
p,q
Wkp(R
(k))2pqWqk = O(1), (B.6)
so that Yk = O(N−1).
On the other hand, we observe that for k > l,
E[(Ek−1 − Ek)Yk · (El−1 − El)Y l] = E[(Ek−1 − Ek)Yk · Ek−1[(El−1 − El)Y l]] = 0, (B.7)
which in turn gives
E
[∣∣∣∣ N∑
k=1
(Ek−1 − Ek)Yk
∣∣∣∣2] = E[ N∑
k=1
∣∣∣∣(Ek−1 − Ek)Yk∣∣∣∣2] = O(N−1+2ǫ). (B.8)
Hence a typical application of Markov inequality implies
ζN =
N∑
k=1
(Ek−1 − Ek)Xk +Op(N− 12 ) =
N∑
k=1
ĝk(Ek−1 − Ek)
[
1 +
(k)∑
p,q
Wkp(R
(k))2pqWqk
]
+
N∑
k=1
ĝ2k(Ek−1 − Ek)
[
(Qk − m̂fc + vk)
(
1 +
(k)∑
p,q
Wkp(R
(k))2pqWqk
)]
+Op(N− 12 ). (B.9)
where Op(N− 12 ) stands for the terms bounded by N−1/2+ǫ in probability.
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B.1.1 The first term
We consider the first term of (B.9):
Ek
[ (k)∑
p,q
Wkp(R
(k))2pqWqk
]
=
(k)∑
p
1
N
Ek[(R
(k))2pp]
= Ek−1
[
1
N
(k)∑
p
(R(k))2pp
]
= Ek−1[(m
(k)
N )
′] = m̂′fc +O(N−1). (B.10)
Hence the first term is given by
(Ek−1 − Ek)
[ (k)∑
p,q
Wkp(R
(k))2pqWqk
]
= Ek−1
[ (k)∑
p,q
Wkp(R
(k))2pqWqk − m̂′fc
]
+O(N−1). (B.11)
B.1.2 The second term
To calculate the second term, we first observe that the Lemma 3.42 and (A.4) imply
(Qk − m̂fc + vk)
( (k)∑
p,q
Wkp(R
(k))2pqWqk −
1
N
(k)∑
p
(R(k))2pp
)
≺ N−1. (B.12)
Therefore
(Ek−1 − Ek)
[
(Qk − m̂fc + vk)
(
1 +
(k)∑
p,q
Wkp(R
(k))2pqWqk
)]
= (Ek−1 − Ek)
[
(Qk − m̂fc + vk)
(
1 +
1
N
(k)∑
p
(R(k))2pp
)]
+O(N−1)
= (Ek−1 − Ek)[(Qk − m̂fc + vk)](1 + m̂′fc) +O(N−1). (B.13)
As above, we first reduce the term concerning Ek:
Ek[Qk − m̂fc + vk] = Ek
[
−Wkk +
(k)∑
p,q
WkpR
(k)
pq Wqk − m̂fc + vk
]
= Ek
[ (k)∑
p,q
WkpR
(k)
pq Wqk − m̂fc
]
= Ek
[
1
N
(k)∑
p
R(k)pp − m̂fc
]
= Ek[m
(k)
N − m̂fc] = O(N−1). (B.14)
Hence the second term is given by
(Ek−1 − Ek)
[
(Qk − m̂fc + vk)
(
1 +
(k)∑
p,q
Wkp(R
(k))2pqWqk
)]
= Ek−1[Qk − m̂fc + vk](1 + m̂′fc) +O(N−1)
= Ek−1
[
−Wkk + vk +
(k)∑
p,q
WkpR
(k)
pq Wqk − m̂fc
]
(1 + m̂′fc) +O(N−1). (B.15)
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B.2 Simplification
Combining the results above and using the argument of (B.8), we get
ζN =
N∑
k=1
Ek−1[φk] +Op(N− 12 ) (B.16)
where
φk = ĝk
( (k)∑
p,q
Wkp(R
(k))2pqWqk − m̂′fc
)
+ (1 + m̂′fc)ĝ
2
k
(
−Wkk + vk +
(k)∑
p,q
WkpR
(k)
pq Wqk − m̂fc
)
. (B.17)
Using the identities ddzR
(k)
p,q = (R(k))2pq and ĝ
′
k = (1 + m̂
′
fc)ĝ
2
k, we get
φk =
d
dz
[
ĝk
(
−Wkk + vk +
(k)∑
p,q
WkpR
(k)
pq Wqk − m̂fc
)]
. (B.18)
Since
−Wkk + vk +
(k)∑
p,q
WkpR
(k)
pq Wqk − m̂fc = Qk + vk − m̂fc = O(N−
1
2 ) (B.19)
and ĝk(z) ∼ 1 as z ∈ Γu ∪ Γd, we have φk ≺ N−1/2.
B.3 Covariance
Let z1, · · · , zp ∈ Γu be distinct points. (Note that by symmetry ξN (z) = ξN (z), it suffices to consider
points in Γu.) Using the martingale convergence theorem, we prove that the distribution of random vector
(ξN (z1), · · · , ξN (zp)) converges weakly to the p-dimensional centered Gaussian of covariance matrix given in
Proposition 3.2.
For distinct points z1, z2 ∈ Γu, we let
ΓN (z1, z2) =
N∑
k=1
Ek[Ek−1[φk(z1)] · Ek−1[φk(z2)]] (B.20)
and
Γ˜N (z1, z2) =
N∑
k=1
ĝk(z1)ĝk(z2)Ek
[
Ek−1
[
−Wkk + vk +
(k)∑
p,q
WkpR
(k)
pq (z1)Wqk − m̂fc(z1)
]
· Ek−1
[
−Wkk + vk +
(k)∑
p,q
WkpR
(k)
pq (z2)Wqk − m̂fc(z2)
]]
(B.21)
so that
ΓN(z1, z2) =
∂2
∂z1∂z2
Γ˜N (z1, z2). (B.22)
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B.4 Reduction of Γ˜N
For simplicity, we define
Sk(z) :=
(k)∑
p,q
WkpR
(k)
pq (z)Wqk and Tk := −Wkk + vk. (B.23)
Then each summand of (B.21) is
ĝk(z1)ĝk(z2)Ek[Ek−1[Tk + Sk(z1)− m̂fc(z1)] · E][Tk + Sk(z2)− m̂fc(z2)]. (B.24)
Using Lemma 3.42, we get
|Sk(z)− m̂fc(z)| ≤
∣∣∣∣ (k)∑
p,q
WkpR
(k)
pq (z)Wqk −
1
N
(k)∑
p
R(k)pp (z)
∣∣∣∣+ |m̂fc(z)−m(k)N (z)| ≺ N− 12 . (B.25)
On the other hand, we have
Ek[Ek−1[Tk]Ek−1[Tk]] =
1
N
Ek[A
2
kk] =
w2
N
, (B.26)
Ek[Ek−1[Tk]Ek−1[Sk(z)− m̂fc(z)]] = Ek[Tk(Sk(z)− m̂fc(z))] = 0, (B.27)
Ek[Ek−1[Sk(z1)]Ek−1[m̂fc(z2)]] = m̂fc(z2)Ek[Sk(z1)] = m̂fc(z2)Ek[m
(k)
N (z1)]. (B.28)
Hence
Ek[Ek−1[Tk + Sk(z1)− m̂fc(z1)]Ek−1[Tk + Sk(z2)− m̂fc(z2)]]
=
w2
N
+ Ek[Ek−1[Sk(z1)]Ek−1[Sk(z2)]]− m̂fc(z1)Ek[m(k)N (z2)]
− m̂fc(z2)Ek[m(k)N (z1)] + m̂fc(z1)m̂fc(z2)
=
w2
N
+ Ek[Ek−1[Sk(z1)]Ek−1[Sk(z2)]]− Ek[Ek−1[m(k)N (z1)]Ek−1[m(k)N (z2)]]
+ Ek[Ek−1[m
(k)
N (z1)− m̂fc(z1)]Ek−1[m(k)N (z2)− m̂fc(z2)]]. (B.29)
B.4.1 Ek[Ek−1[Sk(z1)]Ek−1[Sk(z2)]]
By the definition of Sk, we get
Ek[Ek−1[Sk(z1)]Ek−1[Sk(z2)]] =
(k)∑
p,q,r,t
Ek[Ek−1[WkpR(k)pq (z1)Wqk]Ek−1[WkrR
(k)
rt (z2)Wtk]]. (B.30)
Note that
Ek−1[WkpR(k)pq Wqk] =

WkpWqkEk−1[R
(k)
pq ] if p, q > k,
WkpE[Wqk]Ek−1[R
(k)
pq ] = 0 if p > k, q < k,
E[Wkp]WqkEk−1[R
(k)
pq ] = 0 if p < k, q > k,
E[WkpWqk]Ek−1[R
(k)
pq ] if p, q < k,
(B.31)
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Thus
Ek[Ek−1[WkpR(k)pq (z1)Wqk]Ek−1[WkrR
(k)
rt (z2)Wtk]]
=

E[WkpWqkWkrWtk]Ek[Ek−1[R
(k)
pq (z1)]Ek−1[R
(k)
rt (z2)]] if p, q, r, t > k,
0
if (p− k)(q − k) < 0
or (r − k)(t− k) < 0,
E[WkpWqk]E[WkrWtk]Ek[Ek−1[R
(k)
pq (z1)]Ek−1[R
(k)
rt (z2)]] otherwise.
(B.32)
Using the result above, we deduce that each summand vanishes if there exists an index repeated only once.
Hence, we divide the sum into following:
(i) If p = q = r = t,
(k)∑
p
Ek[Ek−1[WkpR(k)pp (z1)Wpk]Ek−1[WkpR
(k)
pp (z2)Wpk]]
=
∑
p>k
W4
N2
Ek[Ek−1[R(k)pp (z1)]Ek−1[R
(k)
pp (z2)]] +
∑
p<k
1
N2
Ek[Ek−1[R(k)pp (z1)]Ek−1[R
(k)
pp (z2)]]
=
∑
p>k
W4
N2
ĝp(z1)ĝp(z2) +
∑
p<k
1
N2
ĝp(z1)ĝp(z2) +O(N− 32 ). (B.33)
(ii) If p = q 6= r = t,
1
N2
(k)∑
p6=r
Ek[Ek−1[R(k)pp (z1)]Ek−1[R
(k)
rr (z2)]]
= Ek[Ek−1[m
(k)
N (z1)]Ek−1[m
(k)
N (z2)]]−
1
N2
∑
p
Ek[Ek−1[R(k)pp (z1)]Ek−1[R
(k)
pp (z2)]]
= Ek[Ek−1[m
(k)
N (z1)]Ek−1[m
(k)
N (z2)]]−
1
N2
∑
p
ĝp(z1)ĝp(z2) +O(N−2). (B.34)
(iii) If p = t 6= q = r,
(k)∑
p6=q
Ek[Ek−1[WkpR(k)pq (z1)Wqk]Ek−1[WkqR
(k)
qp (z2)Wpk]]
=
1
N2
∑
p6=q,p,q>k
Ek[Ek−1[R(k)pq (z1)]Ek−1[R
(k)
qp (z2)]] =: Zk. (B.35)
We again use (3.43) to expand Zk as
1
N2
∑
p6=q,p,q>k
Ek
[
Ek−1
[
R(k)pp (z1)
(k,p)∑
a
WpaR
(k,p)
aq (z1)
]
· Ek−1
[
R(k)pp (z2)
(k,p)∑
b
R
(k,p)
qb (z2)Wbp
]]
. (B.36)
39
As R
(k)
pp (z) = ĝp(z) +O(N−1/2) and R(k)pq (z) = O(N−1/2), we get
Zk =
1
N2
∑
p6=q,p,q>k
(
ĝp(z1)ĝp(z2)
(k,p)∑
a,b
Ek[Ek−1[WpaR(k,p)aq (z1)]Ek−1[R
(k,p)
qb (z2)Wbp]] +O(N−
3
2 )
)
=
1
N3
∑
p6=q,p,q>k
ĝp(z1)ĝp(z2)
(p)∑
a>k
Ek[Ek−1[R(k,p)aq (z1)]Ek−1[R
(k,p)
qa (z2)]] +O(N−
3
2 )
=
1
N3
∑
p6=q,p,q>k
ĝp(z1)ĝp(z2)
∑
a>k
Ek[Ek−1[R(k)aq (z1)]Ek−1[R
(k)
qa (z2)]] +O(N−
3
2 )
=
1
N3
∑
q,a>k
Ek[Ek−1[R(k)aq (z1)]Ek−1[R
(k)
qa (z2)]]
( (q)∑
p>k
ĝp(z1)ĝp(z2)
)
+O(N− 32 )
=
1
N3
(∑
p>k
ĝp(z1)ĝp(z2)
) ∑
q,a>k
Ek[Ek−1[R(k)aq (z1)]Ek−1[R
(k)
qa (z2)]] +O(N−
3
2 )
=
1
N
(∑
p>k
ĝp(z1)ĝp(z2)
)(
Zk +
1
N2
∑
q>k
ĝq(z1)ĝq(z2)
)
+O(N− 32 ). (B.37)
Therefore by denoting 1N
∑
p>k ĝp(z1)ĝp(z2) = Îk, we get
(1− Îk)Zk = 1
N
Î2k +O(N−
3
2 ). (B.38)
Also Lemma 3.35 below implies (1− Îk)−1 = O(1), hence
Zk =
1
N
Î2k
1− Îk
+O(N− 32 ). (B.39)
(iv) If p = r 6= q = t, the symmetry gives
(k)∑
p6=q
Ek[Ek−1[WkpR(k)pq (z1)Wqk]Ek−1[WkpR
(k)
pq (z2)Wqk]] = Zk. (B.40)
Remark B.1. If W is complex, then (iv) vanishes.
Adding up, we get
Ek[Ek−1[Tk + Sk(z1)− m̂fc(z1)]Ek−1[Tk + Sk(z2)− m̂fc(z2)]]
=
w2
N
+
W4
N2
∑
p>k
ĝp(z1)ĝp(z2) +
1
N2
∑
p<k
ĝp(z1)ĝp(z2)
=
w2
N
+
W4
N
Îk +
1
N
(Î0 − Îk)− 1
N
Î0 +
2
N
Î2k
1− Îk
+O(N− 32 )
=
w2 − 2
N
+
W4 − 3
N
Îk +
2
N
1
1− Îk
+O(N− 32 ). (B.41)
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B.5 Conclusion for Γ(z1, z2)
Now we retrieve the dependence on ϑ and fully analyze the covariance. Summing over k, we get
Γ˜ϑN (z1, z2) = (w2 − 2)
1
N
∑
k
ĝϑk (z1)ĝ
ϑ
k (z2) + (W4 − 3)
1
N
N∑
k=1
Îϑk (z1, z2)(ĝ
ϑ
k (z1)ĝ
ϑ
k (z2))
+
2
N
N∑
k=1
1
1− Iϑk (z1, z2)
ĝϑk (z1)ĝ
ϑ
k (z2) +O(N−
1
2 ). (B.42)
For simplicity, we denote fi(x) = (x− zi −mfc(zi))−1 and f̂i(x) = (x − zi − m̂fc(zi))−1 for x ∈ R.
B.5.1 The first term
The convergence of the first term follows directly from Lemma 3.37:
(w2 − 2) 1
N
∑
k
ĝϑk (z1)ĝ
ϑ
k (z2) = (w2 − 2)Îϑ0 (z1, z2) = (w2 − 2)Iϑ(z1, z2) + O(ϑN−α0). (B.43)
B.5.2 The second term
By the definition of Îk, again by Lemma 3.37 we get
1
N
N∑
k=1
Îϑk (z1, z2)ĝ
ϑ
k (z1)ĝ
ϑ
k (z2) =
1
N2
∑
p>k
ĝϑk (z1)ĝ
ϑ
k (z2)ĝ
ϑ
p (z1)ĝ
ϑ
p (z2)
=
1
2N2
∑
p,k
ĝϑk (z1)ĝ
ϑ
k (z2)ĝ
ϑ
p (z1)ĝ
ϑ
p (z2)−
1
2N2
∑
m
(ĝϑm(z1)ĝ
ϑ
m(z2))
2
=
1
2N2
(∑
k
ĝϑk (z1)ĝ
ϑ
k (z2)
)2
+O(N−1) = 1
2
Iϑ(z1, z2) +O(N
−1 + ϑN−α0). (B.44)
B.5.3 The third term
To consider the third term, we define a polygonal path CN =
⋃
k Ck,N connecting Î
ϑ
N , Î
ϑ
N−1, · · · , Îϑ0 by
Ck,N : [0, 1]→ C, Ck,N (t) = Îϑk +
t
N
ĝϑk (z1)ĝ
ϑ
k (z2). (B.45)
Then letting F (z) = (1− z)−1, we get
1
N
1
1− Îϑk
ĝϑk (z1)ĝ
ϑ
k (z2) =
∫ 1
0
F (Ck,N (0)) · C′k,N (t)dt
=
∫
CN
F (z)dz +
∫ 1
0
(F (Ck,N )(0)− F (Ck,N (t)))Ck,N (t)′dt. (B.46)
By Lemma 3.35 we have |F (Ck,N (0))− F (Ck,N (t))| = O(N−1), so that∫ 1
0
(F (Cn,k(t))− F (Cn,k(0)))Ck,N (t)dt = O(N−2), (B.47)
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hence again by Lemma 3.35
1
N
∑
k
1
1− Îϑk
ĝϑk (z1)ĝ
ϑ
k (z2) =
∫
CN
F (z)dz +O(N−1) = − log(1− Îϑ0 (z1, z2)) +O(N−1)
= − log(1− Iϑ(z1, z2)) +O(N−1 + ϑN−α0). (B.48)
B.5.4 Summary
In summary, we have
Γ˜N (z1, z2) = (w2 − 2)Iϑ(z1, z2) + 1
2
(W4 − 3)Iϑ(z1, z2)2
− 2 log(1− Iϑ(z1, z2)) +O(N−1 + ϑN−α0) +O(N− 12 ). (B.49)
B.6 Proof of Lemma 4.6
B.6.1 ϑ∞ > 0
For ϑ∞ > 0, recalling Corollaries 3.35 and 3.40, we have
Γ˜N (z1, z2) = Γ˜
ϑ∞ +O(N−1 + ϑN−α0 + |ϑ− ϑ∞|) +O(N− 12 ), (B.50)
where
Γ˜ϑ∞(z1, z2) = (w2 − 2)Iϑ∞(z1, z2) + 1
2
(W4 − 3)Iϑ∞(z1, z2)2 − 2 log(1− Iϑ∞(z1, z2)). (B.51)
Then by differentiating, again the Cauchy integral formula implies the in probability convergence of ΓN
to Γ defined in Proposition 3.2.
B.6.2 ϑ = o(1)
If ϑ = o(1), similarly we reduce (B.49) further, using Corollaries 3.35 and 3.40, to
Γ˜N (z1, z2) = (w2 − 2)Iϑ(z1, z2) + 1
2
(W4 − 3)Iϑ(z1, z2)2
− 2 log(1− Iϑ(z1, z2)) +O(N−1 + ϑN−α0) +O(N− 12 )
= (w2 − 2)msc(z1)msc(z2) + 1
2
(W4 − 3)(msc(z1)msc(z2))2
− 2 log(1−msc(z1)msc(z2)) +O(ϑ) +O(N− 12 ). (B.52)
Differentiating, we get
ΓN (z1, z2) = m
′
sc(z1)m
′
sc(z2)
(
(w2 − 2) + 2(W4 − 3)msc(z1)msc(z2)
+
2
(1 −msc(z1)msc(z2))2
)
+O(ϑ) +O(N− 12 ), (B.53)
which converges to Γ(z1, z2) in probability.
Remark B.2. The result above and also coincides precisely with Γ(z1, z2) in Proposition 4.1 of [4].
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B.7 Proof of Lemma 4.7
Now it suffices to prove ∑
k
E[|Ek−1[φk]|21[|Ek−1[φk]|≥ǫ]]→ 0 (B.54)
for any fixed ǫ > 0. For
E[|Ek−1[φk]|1[|Ek−1[φk]|≥ǫ]] ≤ ǫ−2E[|Ek−1[φk]|4], (B.55)
the bound φk ≺ N−1/2 gives∑
k
E[|Ek−1[φk]|21[|Ek−1[φk]|≥ǫ]] ≤ ǫ−2
∑
k
E[|Ek−1[φk]|4] = O(N−1+ǫ′)→ 0. (B.56)
C Tightness of ξN
As mentioned in Section 4, this section provides the proofs of Lemmas 4.9 and 5.2. As in the sections above,
we omit the superscript ϑ to prevent unnecessary complication. Recalling the aim, in order to prove the
Ho¨lder conditions, we prove the existence of a constant K > 0 such that
E[|TrR(z1)R(z2)− E[TrR(z1)R(z2)]|2] ≤ K, ∀z1, z2 ∈ K (C.1)
for deterministic V and
1
Nϑ2
E[|TrRN (z1)RN (z2)− E[TrRN (z1)RN (z2)]|21Ω] ≤ K, ∀z1, z2 ∈ K (C.2)
for random V .
C.1 Proof of Lemma 4.9
To prove the existence of the constant K in (C.1), we again use the σ-algebra Fk introduced in Section 4:
E[|TrR(z1)R(z2)− E[TrR(z1)R(z2)]|2]
= E
[∣∣∣∣ N∑
k=1
(Ek−1 − Ek)
(
TrR(zz)R(z2)− TrR(k)(z1)R(k)(z2)
)∣∣∣∣2]. (C.3)
In the following, we denote
R := R(z1), S := R(z2) and R
(k) := R(k)(z1), S
(k) := R(k)(z2) (C.4)
for simplicity. Then one can observe that
‖R‖ ≤ 1
η
≤ C (C.5)
for C ≥ c−1 and similarly
‖S‖, ‖R(k)‖, ‖S(k)‖ ≤ C. (C.6)
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Now for i, j 6= k, (3.43) gives
RijSji −R(k)ij S(k)ji = (Rij −R(k)ij )S(k)ji +R(k)ij (Sji − S(k)ji ) + (Rij −R(k)ij )(Sji − S(k)ji )
=
RikRkj
Rkk
S
(k)
ji +R
(k)
ij
SjkSki
Skk
+
RikRkj
Rkk
SjkSki
Skk
. (C.7)
Hence we get
TrRS − TrR(k)S(k) =
(k)∑
i,j
(
RijSji −R(k)ij S(k)ji
)
+
(k)∑
j
RkjSjk +
(k)∑
i
RikSki +RkkSkk
=
(k)∑
i,j
(RikRkj
Rkk
S
(k)
ji +R
(k)
ij
SjkSki
Skk
+
RikRkj
Rkk
SjkSki
Skk
)
+ 2
(k)∑
i
RkiSik +RkkSkk, (C.8)
which together with (B.8) implies
E[|TrR(z1)R(z2)− E[R(z1)R(z2)]|2]
≤ CE
[ N∑
k=1
∣∣∣∣(Ek−1 − Ek) (k)∑
i,j
(RikRkj
Rkk
S
(k)
ji +R
(k)
ij
SjkSki
Skk
+
RikRkj
Rkk
SjkSki
Skk
)∣∣∣∣2]
+ CE
[ N∑
k=1
|(Ek−1 − Ek)2(RS)kk −RkkSkk|2
]
(C.9)
C.1.1 The first and the second term
We first rewrite
(k)∑
i,j
RikRkj
Rkk
S
(k)
ji =
(k)∑
i,j
1
Rkk
(
Rkk
(k)∑
p
R
(k)
ip Wpk
)(
Rkk
(k)∑
q
WkqR
(k)
qj
)
S
(k)
ji
=
(k)∑
i,j,p,q
RkkWkqR
(k)
qj S
(k)
ji R
(k)
ip Wpk = Rkk
(k)∑
p,q
Wkq(R
(k)S(k)R(k))qpWpk. (C.10)
Noting that
(Ek−1 − Ek)
[
ĝk(z1)
N
(k)∑
p
(R(k)S(k)R(k))pp
]
= 0, (C.11)
we get
E
[ N∑
k=1
∣∣∣∣(Ek−1 − Ek) (k)∑
i,j
RikRkj
Rkk
S
(k)
ji
∣∣∣∣2]
= E
[ N∑
k=1
∣∣∣(Ek−1 − Ek)[Rkk (k)∑
p,q
Wkq(R
(k)S(k)R(k))qpWpk − ĝk(z1)
N
(k)∑
p
(R(k)S(k)R(k))pp
]∣∣∣2]. (C.12)
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From |a+ b|2 ≤ 2(|a|2 + |b|2), (C.12) is bounded by
2
N∑
k=1
E
[∣∣∣∣Ek−1[Rkk (k)∑
p,q
Wkq(R
(k)S(k)R(k))qpWpk − ĝk(z1)
N
(k)∑
p
(R(k)S(k)R(k))pp
]∣∣∣∣2]
+ 2
N∑
k=1
E
[∣∣∣∣Ek[Rkk (k)∑
p,q
Wkq(R
(k)S(k)R(k))qpWpk − ĝk(z1)
N
(k)∑
p
(R(k)S(k)R(k))pp
]∣∣∣∣2]
≤ 4
N∑
k=1
E
[∣∣∣∣Rkk (k)∑
p,q
Wkq(R
(k)S(k)R(k))qpWpk − ĝk(z1)
N
(k)∑
p
(R(k)S(k)R(k))pp
∣∣∣∣2] (C.13)
where we have used the Jensen’s inequality in the third line.
Since |Rkk|, ‖R(k)‖, ‖S(k)‖ ≤ C, from Lemma 3.42 we have
E
[∣∣∣∣Rkk (k)∑
p,q
Wkq(R
(k)S(k)R(k))qpWpk − Rkk
N
(k)∑
p
(R(k)S(k)R(k))pp
∣∣∣∣2]
≤ CE
[∣∣∣∣ (k)∑
p,q
Wkq(R
(k)S(k)R(k))qpWpk − 1
N
(k)∑
p
(R(k)S(k)R(k))pp
∣∣∣∣2] ≤ C ‖R(k)S(k)R(k)‖2N ≤ CN . (C.14)
On the other hand, we also have tr(R(k)S(k)R(k)) ≤ ‖R(k)S(k)R(k)‖ ≤ C, so that
E
[∣∣∣∣RkkN
(k)∑
p
(R(k)S(k)R(k))pp − ĝk(z1)
N
(k)∑
p
(R(k)S(k)R(k))pp
∣∣∣∣2] ≤ CE[|Rkk − ĝk(z1)|2]. (C.15)
Using the expansion (A.3), we get
Rkk − ĝk(z1) = ĝk(z1)2(Qk(z1)− m̂fc(z1) + vk) +O(N−1)
= ĝk(z1)
2(Qk(z1)−m(k)N (z1) + vk) +O(N−1). (C.16)
Now using Lemma 3.42 we get
E[|Rkk − ĝk(z1)|2] ≤ CE[|Qk(z1)−m(k)N + vk|2] = CE
[∣∣∣∣−N− 12Aii + (k)∑
p,q
WkpR
(k)
pq Wqk −
1
N
(k)∑
p
R(k)pp
∣∣∣∣2]
≤ 2C
(
1
N
+ E
[∣∣∣∣ (k)∑
p,q
WkpR
(k)
pq Wqk −
1
N
(k)∑
p
R(k)pp
∣∣∣∣2]) ≤ CN , (C.17)
so that
E
[∣∣∣∣RkkN
(k)∑
p
(R(k)S(k)R(k))pp − ĝk(z1)
N
(k)∑
p
(R(k)S(k)R(k))pp
∣∣∣∣2] ≤ CN . (C.18)
Altogether, we get a bound for the first term:
E
[ N∑
k=1
∣∣∣∣(Ek−1 − Ek) (k)∑
i,j
RikRkj
Rkk
S
(k)
ji
∣∣∣∣2] ≤ C. (C.19)
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By symmetry, we have the same bound for the second term:
E
[ N∑
k=1
∣∣∣∣(Ek−1 − Ek) (k)∑
i,j
R
(k)
ij
SjkSki
Skk
∣∣∣∣2] ≤ C. (C.20)
C.1.2 The third term
We first expand the third term using (3.43):
(k)∑
i,j
RikRkj
Rkk
SjkSki
Skk
=
(k)∑
i,j
RkkSkk
(k)∑
p,q,r,t
WpkR
(k)
ip R
(k)
qj WkqWrkS
(k)
jr S
(k)
ti Wkt
= RkkSkk
(k)∑
p,q,r,t,i,j
(
Wkt(S
(k)
ti R
(k)
ip )Wpk
)(
Wkq(R
(k)
qj S
(k)
jr )Wrk
)
= RkkSkk
( (k)∑
t,p
Wkt(S
(k)R(k))tpWpk
)( (k)∑
q,r
Wkq(R
(k)S(k))qrWrk
)
= RkkSkk
( (k)∑
p,q
Wkp(R
(k)S(k))pqWqk
)2
, (C.21)
since R(k) and S(k) commutes. As above, we note that
(Ek−1 − Ek)
[
ĝk(z1)ĝk(z2)
( 1
N
(k)∑
p
(R(k)S(k))pp
)2]
= 0, (C.22)
hence
E
[∣∣∣∣(Ek−1 − Ek)[ (k)∑
i,j
RikRkj
Rkk
SjkSki
Skk
]∣∣∣∣2]
= E
[∣∣∣(Ek−1 − Ek)[RkkSkk( (k)∑
p,q
Wkp(R
(k)S(k))pqWqk
)2
− ĝk(z1)ĝk(z2)
( 1
N
∑
p
(R(k)S(k))pp
)2]∣∣∣2]. (C.23)
As above, |RkkSkk|, | 1N
∑(k)
p (R
(k)S(k))pp| ≤ ‖R‖‖S‖ ≤ C gives
E
[∣∣∣∣(Ek−1 − Ek)[ (k)∑
i,j
RikRkj
Rkk
SjkSki
Skk
]∣∣∣∣2]
≤ CE
[∣∣∣∣( (k)∑
p,q
Wkp(R
(k)S(k))pqWqk
)2
−
( 1
N
(k)∑
p
(R(k)S(k))pp
)2∣∣∣∣2]+ CE[|RkkSkk − ĝk(z1)ĝk(z2)|2]. (C.24)
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Using A2 −B2 = (A−B)2 + 2B(A−B) together with Lemma 3.42, the first term is bounded as
= E
[∣∣∣( (k)∑
p,q
Wkp(R
(k)S(k))pqWqk − 1
N
(k)∑
p
(R(k)S(k))pp
)2
+
2
N
(k)∑
p
(R(k)S(k))pp
( (k)∑
p,q
Wkp(R
(k)S(k))pqWqk − 1
N
(k)∑
p
(R(k)S(k))kk
)∣∣∣2]
≤ C
(
E
[∣∣∣∣ (k)∑
p,q
Wkp(R
(k)S(k))pqWqk − 1
N
(k)∑
p
(R(k)S(k))pp
∣∣∣∣4]
+ E
[∣∣∣∣ (k)∑
p,q
Wkp(R
(k)S(k))pqWqk − 1
N
(k)∑
p
(R(k)S(k))pp
∣∣∣∣2]) ≤ CN . (C.25)
On the other hand, by (C.17) we have
E[|RkkSkk − ĝk(z1)ĝk(z2)|2] = E[|Rkk(Skk − ĝk(z2)) + ĝk(z2)(Rkk − ĝk(z1))|2]
≤ C(E[|Skk − ĝk(z2)|2] + E[|Rkk − ĝk(z1)|2]) ≤ C
N
. (C.26)
Altogether, we have a bound of the third term:
E
[ N∑
k=1
∣∣∣∣(Ek−1 − Ek) (k)∑
i,j
RikRkj
Rkk
SjkSki
Skk
∣∣∣∣2] ≤ C (C.27)
C.1.3 Remainders
We again expand the fourth term:
(k)∑
i
RkiSik = RkkSkk
(k)∑
i
( (k)∑
p
WkpR
(k)
pi
)( (k)∑
q
S
(k)
iq Wqk
)
= RkkSkk
(k)∑
p,q
Wkp
(∑
i
R
(k)
pi S
(k)
iq
)
Wqk = RkkSkk
(k)∑
p,q
Wkp(R
(k)S(k))pqWqk. (C.28)
Using this expansion, we write
E
[∣∣∣(Ek−1 − Ek)[ (k)∑
i
RkiSik
]∣∣∣2]
= E
[∣∣∣∣(Ek−1 − Ek)[RkkSkk (k)∑
p,q
Wkp(R
(k)S(k))pqWqk − ĝk(z1)ĝk(z2) 1
N
(k)∑
p
(R(k)S(k))pp
]∣∣∣∣2]. (C.29)
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Then by the same argument as above, |RkkSkk|, | 1N
∑(k)
p (R
(k)S(k))pp| ≤ C implies that above is bounded by
2E
[∣∣∣∣(Ek−1 − Ek)[RkkSkk( (k)∑
p,q
Wkp(R
(k)S(k))pqWqk − 1
N
(k)∑
p
(R(k)S(k))pp
)]∣∣∣∣2]
+ 2E
[∣∣∣∣(Ek−1 − Ek)[(RkkSkk − ĝk(z1)ĝk(z2)) 1N
(k)∑
p
(R(k)S(k))pp
]∣∣∣∣2],
≤ CE
[∣∣∣∣ (k)∑
p,q
Wkp(R
(k)S(k))pqWqk − 1
N
(k)∑
p
(R(k)S(k))pp
∣∣∣∣2]+ CE[|RkkSkk − ĝk(z1)ĝk(z2)|2] ≤ CN . (C.30)
And similarly we have
E[|(Ek−1 − Ek)[RkkSkk]|2] = E[|(Ek−1 − Ek)[RkkSkk − ĝk(z1)ĝk(z2)]|2] ≤ C
N
. (C.31)
Using (C.19), (C.20), (C.27), (C.29) and (C.31), we conclude that the Ho¨lder condition holds, proving
the tightness of {ξN(z) : z ∈ K}.
C.2 Proof of Lemma 5.2
The proof of (C.2) follows the same line as Section C.1, except we replace the conditional expectation Ek[·]
with
Êk[ · ] := E[·|Gk], (C.32)
where Gk is defined in Definition 4.2. To be specific, noting that R(k) is independent of {vk,Wk,i : 1 ≤ i ≤ N},
we write
E[|TrR(z1)R(z2)− E[R(z1)R(z2)]|2]
= E
[∣∣∣∣ N∑
k=1
(Êk−1 − Êk)(TrR(zz)R(z2)− TrR(k)(z1)R(k)(z2))
∣∣∣∣2]
≤ CE
[ N∑
k=1
∣∣∣∣(Êk−1 − Êk) (k)∑
i,j
(RikRkj
Rkk
S
(k)
ji +R
(k)
ij
SjkSki
Skk
+
RikRkj
Rkk
SjkSki
Skk
)∣∣∣∣2]
+ CE
[ N∑
k=1
|2(RS)kk −RkkSkk|2
]
. (C.33)
To bound the first term, we replace the estimate
E[|Rkk(z)− ĝϑk (z)|2] ≤
C
N
(C.34)
in Section C.1 with
E
[∣∣∣∣Rkk(z) + 1
z +m
(k)
N (z)
∣∣∣∣2] ≤ Cϑ2. (C.35)
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To prove the bound above, we first recall the Schur complement formula (3.81):
Rkk =
1
ϑvk +
1√
N
Akk − z −
∑(k)
p,q WkpR
(i)
pqWqk
, (C.36)
so that
Rkk +
1
z +m
(k)
N (z)
=
Rkk
z +m
(k)
N
((
ϑvi +
1√
N
Akk
)
+
( 1
N
(k)∑
p
R(k)pp −
(k)∑
p,q
WkpR
(k)
pq Wqk
))
. (C.37)
On the other hand, z ∈ K implies ∣∣∣∣ Rkk
z +m
(k)
N (z)
∣∣∣∣ = η−2 = O(1), (C.38)
and by Lemma 3.42 together with the assumption ϑ≫ N−1/2,
E
[∣∣∣∣ϑvi + 1√NAkk +
( 1
N
(k)∑
p
R(k)pp −
(k)∑
p,q
WkpR
(k)
pq Wqk
)∣∣∣∣2] = O(ϑ2). (C.39)
By Ho¨lder inequality, with two bounds above, we deduce (C.35).
After the replacement, using the fact that
(Êk − Êk−1)
[ 1
−z −m(k)N (z)
· 1
N
(k)∑
p
(R(k)S(k)R(k))pp
]
= 0, (C.40)
we obtain
E
[ N∑
k=1
∣∣∣∣(Êk−1 − Êk) (k)∑
i,j
RikRkj
Rkk
S
(k)
ji
∣∣∣∣2]
= E
[ N∑
k=1
∣∣∣(Êk−1 − Êk)[Rkk (k)∑
p,q
Wkq(R
(k)S(k)R(k))qpWpk −
( 1
−z −m(k)N (z)
)
· 1
N
(k)∑
p
(R(k)S(k)R(k))pp
]∣∣∣2]
≤ 4
N∑
k=1
E
[∣∣∣Rkk (k)∑
p,q
Wkq(R
(k)S(k)R(k))qpWpk − 1−z −m(k)N (z)
· 1
N
(k)∑
p
(R(k)S(k)R(k))pp
∣∣∣2] ≤ CNϑ2, (C.41)
and a similar bound for the second term.
For the third term, we start by noting that
(Êk − Êk−1)
[
1
(−z2 −m(k)N (z2))(−z2 −m(k)N (z2))
( 1
N
(k)∑
p
(R(k)S(k))pp
)2]
= 0 (C.42)
and use the estimate
E
[∣∣∣∣RkkSkk − 1
(−z2 −m(k)N (z2))(−z2 −m(k)N (z2))
∣∣∣∣2] ≤ Cϑ2 (C.43)
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following from (C.35), to conclude that
E
[ N∑
k=1
∣∣∣∣(Êk−1 − Êk) (k)∑
i,j
RikRkj
Rkk
SjkSki
Skk
∣∣∣∣2] ≤ CNϑ2. (C.44)
The corresponding bounds for the other terms follows similarly, essentially by (C.35).
D Proof of Lemma 3.6
In this section, we omit the superscript ϑ for simplicity unless otherwise stated, as the bounds are uniform
over ϑ.
D.1 Proof of Lemma 3.12
We start from the martingale decomposition as in (B.3):
mN − E[mN |V ] = mN − EN [mN ] =
N∑
k=1
(Ek−1 − Ek)
[
Rkk
(
1 +
(k)∑
p,q
Wkp(R
(k))2pqWqk
)]
. (D.1)
Similar to proofs in Section C, we use the fact
(Ek−1 − Ek)
[
1
vk − z −m(k)N (z)
(
1 +
1
N
(k)∑
p
(R(k))2pp
)]
= 0, (D.2)
so that
E[|mN − EN [mN ]|]2
= E
[ N∑
k=1
∣∣∣∣(Ek−1 − Ek)[Rkk(1 + (k)∑
p,q
Wkp(R
(k))2pqWqk
)
− 1
vk − z −m(k)N (z)
(
1 +
1
N
(k)∑
p
(R(k))2pp
)]∣∣∣∣2]
≤ 4
N∑
k=1
E
[∣∣∣∣Rkk(1 + (k)∑
p,q
Wkp(R
(k))2pqWqk
)
− 1
vk − z −m(k)N (z)
(
1 +
1
N
(k)∑
p
(R(k))2pp
)∣∣∣∣2]
≤ C
N∑
k=1
E
[∣∣∣∣Rkk (k)∑
p,q
Wkp(R
(k))2pqWqk−
1
vk − z −m(k)N (z)
1
N
(k)∑
p
(R(k))2pp
∣∣∣∣2]+C N∑
k=1
E
[∣∣∣Rkk− 1
vk − z −m(k)N (z)
∣∣∣2]
(D.3)
Now we express each summand in the first sum by
Rkk
(k)∑
p,q
Wkp(R
(k))2pqWqk −
1
N
1
vk − z −m(k)N (z)
(k)∑
p
(R(k))2pp
=
(
Rkk− 1
vk − z −m(k)N (z)
)( (k)∑
p,q
Wkp(R
(k))2pqWqk
)
+
1
vk − z −m(k)N (z)
( (k)∑
p,q
Wkp(R
(k))2pqWqk−
1
N
(k)∑
p
(R(k))2pp
)
.
(D.4)
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The first term above is bounded by
∣∣∣Rkk − 1
vk − z −m(k)N (z)
∣∣∣∣∣∣ (k)∑
p,q
Wkp(R
(k))2pqWqk
∣∣∣
=
∣∣∣ 1
vk − z −m(k)N (z)
∣∣∣∣∣∣Rkk( (k)∑
p,q
Wkp(R
(k))2pqWqk
)∣∣∣∣∣∣(vk − z −m(k)N (z))− 1Rkk
∣∣∣ (D.5)
≤
∣∣∣ 1
vk − z −m(k)N (z)
∣∣∣∣∣∣∣ 1 +
∑(k)
p,q Wkp|R(k)|2pqWqk
Wkk − z −
∑(k)
p,q WkpR
(k)
pq Wqk
∣∣∣∣
×
∣∣∣vk − z −m(k)N (z)− (Wkk − z − (k)∑
p,q
WkpR
(k)
pq Wqk
)∣∣∣. (D.6)
Noting that
− Im
[
Wkk − z −
(k)∑
p,q
WkpR
(k)
pq Wqk
]
= η
(
1 +
(k)∑
p,q
Wkp|R(k)|2pqWqk
)
, (D.7)
The last line of (D.5) is bounded by
1
η
∣∣∣ 1
vk − z −m(k)N (z)
∣∣∣∣∣∣ 1√
N
Akk +
( (k)∑
p,q
WkpR
(k)
pq Wqk −m(k)N (z)
)∣∣∣. (D.8)
Then we use Lemma 3.42, to obtain
E
[∣∣∣∣ 1√NAkk +
( (k)∑
p,q
WkpR
(k)
pq Wqk −m(k)N (z)
)∣∣∣∣2∣∣∣∣Wpq : p, q 6= k] ≤ C( 1N + 1N2 Tr |R(k)|2). (D.9)
Thus,
E
[∣∣∣ 1
vk − z −m(k)N (z)
∣∣∣2∣∣∣ 1√
N
Akk +
( (k)∑
p,q
WkpR
(k)
pq Wqk −m(k)N (z)
)∣∣∣2]
≤ C
N
E
[∣∣∣ 1
vk − z −m(k)N (z)
∣∣∣2(1 + 1
N
Tr |R(k)|2
)]
≤ C
N
E
[∣∣∣ (1 + 1N Tr |R(k)|2)
vk − z −m(k)N (z)
∣∣∣1−ǫ ×
∣∣∣(1 + 1N Tr |R(k)|2)∣∣∣ǫ∣∣∣vk − z −m(k)N (z)∣∣∣1+ǫ
]
≤ C
N
η−1+ǫ × η−2ǫ × E
[ 1
|vk − z −m(k)N (z)|1+ǫ
]
≤ C
N
η−1−ǫE
[∣∣∣E[R−1kk ∣∣∣Wpq : p, q 6= k]∣∣∣1+ǫ] ≤ CN η−1−ǫE[|Rkk|1+ǫ], (D.10)
where we used the Jensen’s inequality in the last line.
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For the second term, we use again the similar bound, to obtain
E
[
1
|vk − z −m(k)N (z)|2
∣∣∣ (k)∑
p,q
Wkp(R
(k))2pqWqk −
1
N
(k)∑
p
(R(k))2pp
∣∣∣2]
≤ E
[
1
|vk − z −m(k)N (z)|2
E
[∣∣∣∣ (k)∑
p,q
Wkp(R
(k))2pqWqk −
1
N
(k)∑
p
(R(k))2pp
∣∣∣∣2∣∣∣∣Apq : p, q 6= k]]
≤ C
N
E
[ 1
N Tr |R(k)|4
|vk − z −m(k)N |2
]
≤ C
Nη2
× E
[ 1
N Tr |R(k)|2
|vk − z −m(k)N (z)|2
]
≤ C
Nη3+ǫ
E[|Rkk|1+ǫ]. (D.11)
Finally, each summand in the second sum of (D.3) is bounded as follows
∣∣∣Rkk − 1
vk − z −m(k)N (z)
∣∣∣ ≤ ∣∣∣ Rkk
vk − z −m(k)N (z)
∣∣∣× ∣∣∣vk − z −m(k)N (z)− (Wii − z − (k)∑
p,q
WkpR
(k)
pq Wqk
)∣∣∣
=
∣∣∣ Rkk
vk − z −m(k)N (z)
∣∣∣× ∣∣∣ 1√
N
Akk +
(k)∑
p,q
WkpR
(k)
pq Wqk −m(k)N (z)
∣∣∣. (D.12)
Noting that the last line is precisely (D.8) expect for the first factor replaced by |Rkk|, the bound directly
follows using the trivial bound |Rkk| ≤ η−1.
For E[|mN (z) − E[mN (z)]|2], the proof is similar to above, except we again use the filtration Gk and
1
−z−m(k)
N
(z)
as the auxiliary factor, instead of 1
vk−z−m(k)N (z)
.
We start with the same martingale decomposition:
E[|mN (z)− E[mN (z)]|2]
≤ C
N∑
k=1
E
[∣∣∣∣Rkk(1 + (k)∑
p,q
Wkp(R
(k))2pqWqk
)
− 1
−z −m(k)N (z)
(
1 +
1
N
(k)∑
p
(R(k))2pp
)∣∣∣∣2]
≤ C
N∑
k=1
E
[∣∣∣Rkk − 1−z −m(k)N (z)
∣∣∣2∣∣∣ (k)∑
p,q
Wkp(R
(k))2pqWqk
∣∣∣2]
+ C
N∑
k=1
E
[∣∣∣ 1
−z −m(k)N (z)
∣∣∣2∣∣∣ (k)∑
p,q
Wkp(R
(k))2pqWqk −
1
N
(k)∑
p
(R(k))2pp
∣∣∣2]+ C N∑
k=1
E
[∣∣∣∣Rkk + 1
z +m
(k)
N (z)
∣∣∣∣2].
(D.13)
We here give proof for the first sum, and the rest follows similar lines. Also as the order of ϑ has to be
taken into account, we keep the dependency on ϑ. As above, we see that
∣∣∣Rkk− 1−z −m(k)N (z)
∣∣∣∣∣∣ (k)∑
p,q
Wkp(R
(k))2pqWqk
∣∣∣ = ∣∣∣ 1
−z −m(k)N (z)
∣∣∣∣∣∣Rkk (k)∑
p,q
Wkp(R
(k))2pqWqk
∣∣∣∣∣∣−z−m(k)N (z)− 1Rkk
∣∣∣
≤ 1
η
∣∣∣ 1
z +m
(k)
N (z)
∣∣∣∣∣∣−Wkk + (k)∑
p,q
WkpR
(k)
pq Wqk −m(k)N (z)
∣∣∣. (D.14)
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And we can proceed as follows:
E
[∣∣∣ 1
−z −m(k)N (z)
∣∣∣2∣∣∣ 1√
N
Akk + ϑvk +
(k)∑
p,q
WkpR
(k)
pq Wqk −m(k)N (z)
∣∣∣2]
≤ CE
[∣∣∣ 1
−z −m(k)N (z)
∣∣∣2( 1
N
+ ϑ2Var[v1] +
1
N2
Tr |R(k)|2
)]
≤ Cϑ2Var[v1]E
[∣∣∣ 1
−z −m(k)N (z)
∣∣∣2(1 + 1
Nϑ2
× 1
N
Tr |R(k)|2
)]
. (D.15)
Using the condition ϑ≫ N− 12 , above is bounded by
Cϑ2Var[v1]E
[∣∣∣ 1
−z −m(k)N (z)
∣∣∣2(1 + 1
N
Tr |R(k)|2
)]
≤ Cϑ2Var[v1]η−1−ǫE[|Rkk|1+ǫ] (D.16)
D.2 Proof of (3.11) for ξϑ∞
Recalling the formula of Γ(z1, z2) in Proposition 3.2, we observe from the symmetry ξ(z) = ξ(z) that
E[|ξ − E[ξ]|2] = Γ(z, z) = (w2 − 2)
∫
R
|1 +m′fc(z)|2
|x− z −mfc(z)|4 dν(x)
+ (W4 − 3)
[( ∫
R
1
|x− z −mfc(z)|2 dν(x)
)( ∫
R
|1 +m′fc(z)|2
|x− z −mfc(z)|4 dν(x)
)
+
∣∣∣∣ ∫
R
(1 +m′fc(z))
(x− z −mfc(z))|x − z −mfc(z)|2 dν(x)
∣∣∣∣2]
+ 2
(
1−
∫
R
1
|x− z −mfc(z)|2 dν(x)
)−2∣∣∣∣ ∫
R
(1 +m′fc(z))
(x− z −mfc(z))|x− z −mfc(z)|2 dν(x)
∣∣∣∣2
+ 2
(
1−
∫
R
1
|x− z −mfc(z)|2 dν(x)
)−1 ∫
R
|1 +m′fc(z)|2
|x− z −mfc(z)|4 dν(x). (D.17)
Thus, applying Lemma 3.31 repeatedly, we find that Var[ξ(z)] is bounded for z ∈ Γr ∪ Γl ∪ Γ0. By a similar
argument, we also have the O(1) bound for
|E[ξ(z)]| = 1
2
∣∣∣∣ m′′fc(z)(1 +m′fc(z))2
∣∣∣∣∣∣∣∣(w2 − 1) +m′fc(z) + (W4 − 3) m′fc(z)1 +m′fc(z)
∣∣∣∣. (D.18)
Noting that E[|ξ(z)|2] = Var[ξ(z)] + |E[ξ(z)]|2 and |Γr ∪ Γl ∪ Γ0| → 0, we conclude∫
Γ#
E[|ξ(Γ#(t))|2]|Γ′#(t)|dt ≤ C|Γ#| → 0. (D.19)
D.3 Proof of (3.10) for ξϑN
We fix ǫ > 0 and take ΩN to be the event
ΩN :=
{
sup
z∈Γ0∪Γr∪Γl
|mN (z)− m̂fc(z)| ≤ N−1+ǫ
}
(D.20)
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For z ∈ Γ0, (3.62) implies for any large (but fixed) D > 0,∫
Γ0
E[|ξN (z)|21ΩN ]dz ≤ N ǫ|Γ0| ≤ N ǫ−δ and P[ΩcN ] ≤ N−D (D.21)
for sufficiently large N , hence (3.10) follows for Γ# = Γ0 letting ǫ =
δ
2 .
Now for Γr, as limv0→0+ |Γr| = 0, it suffices to prove E[|ξN (z)|2] ≤ M uniformly on Γr, for some (N -
independent) constant M . Recalling the results in Section A, we have
bN (z) = −1
2
m′′fc(z)
(1 +m′fc(z))2
[
(w2 − 1) +m′fc(z) + (W4 − 3)
m′fc(z)
1 +m′fc(z)
]
+ o(1), (D.22)
hence |E[ξN (z)]|2 ≤ C for z ∈ Γr.
Defining the event
ΛN :=
[
λN ≤ γ̂N +N− 13
] ∩ ΩN , (D.23)
we haveP[ΛcN ] < N
−D for any large (but fixed) D > 0 by Lemma 3.28. On the event ΛN , |L̂+−L+| ≤ N−cα0
gives the bound
|Rkk| ≤ ‖R‖ = max
1≤i≤N
∣∣∣∣ 1λi − z
∣∣∣∣ ≤ 1a+ − γ̂N −N− 13 ≤ 1a+ − L̂+ −N− 13 ≤ C, (D.24)
for any k = 1, · · · , N , uniformly for z ∈ Γr. Also the Cauchy interlacing gives the same bound ‖R(k)‖ ≤ C
and from (3.60) we obtain
|vk − z −m(k)N (z)| ≥ |vk − z − m̂fc(z)| − |m̂fc(z)−m(k)N (z)| ≥ C. (D.25)
.
To bound Var[ξN (z)] = E[|ξN (z)−E[ξN (z)]|2] = E[|ζN (z)|2], we start with the bound in (D.3), restricted
on the event ΛN . The proof is similar to that in Section D.1, except that we replace bounds concerning η
into ‖R‖. For example, the second line of (D.5) is bounded by
E
[
1ΛN
∣∣∣ 1
vk − z −m(k)N (z)
∣∣∣2∣∣∣Rkk( (k)∑
p,q
Wkp(R
(k))2pqWqk
)∣∣∣2∣∣∣(vk − z −m(k)N (z))− 1Rkk
∣∣∣2]
≤ CE
[
1ΛN
∣∣∣(vk − z −m(k)N (z))− 1Rkk
∣∣∣2] ≤ C
N
, (D.26)
where we used Cauchy-Schwarz inequality and Lemma 3.42 in the last inequality. Likewise, bound for other
terms in (D.3) follow by replacing η into ‖R‖, ‖R(k)‖, and (D.25). The proof for Γl is the same, except we
take the event ΛN as
ΛN := [λ1 ≥ γ̂1 −N− 13 ] ∩ ΩN (D.27)
and take the bound for ΛN as
‖R‖ ≤ 1
a− − λ1 ≤
1
a− − L̂− −N− 13
. (D.28)
54
D.4 Proof of (3.11) for ξ˜ϑ∞
As we saw above, we have
E[|ξ˜(z)|2] ≤ |1 +m′fc(z)|2
∫
1
|v − z −mfc(z)|2 dν(v) ≤ C, (D.29)
uniformly for z ∈ Γ from (3.56). As |Γ0 ∪ Γr ∪ Γl| → 0, (3.11) for ξ˜ϑ∞ directly follows.
D.5 Proof of (3.10) for ξ˜ϑN
We take the event ΩN to be contained in[
sup
z∈Γ0∪Γr∪Γl
: |mN (z)−mfc(z)| ≤ N− 12+ǫ
]
∩ [max{|λ1 − γ1|, |λN − γN |} ≤ cN− 13+ǫ] ∩ ΩN . (D.30)
Then for Γ0, by Corollary 3.30, we have∫
E[|ξ˜N (Γ0(t))|2]|Γ′0(t)|dt ≤ N ǫ−δ, (D.31)
hence we get the result by taking ǫ < δ.
For Γl, we first observe that from Remark 5.1,
|E[ξ˜N (z)1ΩN ]| = O(N−
1
2+ǫ), (D.32)
hence it suffices to prove
E[|ξ˜N (z)− E[ξ˜N (z)]|21ΩN ] ≤ K (D.33)
for some z,N -independent constant K ≥ 0.
From the definition of ΩN , we have
|Rkk| ≤ ‖R‖ = max
i
1
|λi − z| ≤
1
|a− − λ1| ≤
1
L− − a− − cN− 13+ǫ
≤ C (D.34)
on ΩN uniformly for z ∈ Γl. Then following lines of Appendix C.2,
E[|ξ˜N (z)− E[ξ˜N (z)]2|]
≤ C
∑
k
(
E
[∣∣∣∣Rkk( (k)∑
p,q
Wkp(R
(k))2pqWqk −
1
N
(k)∑
p
(R(k))2pp
)∣∣∣∣2]
+ E
[∣∣∣∣(Rkk + 1
z +m
(k)
N (z)
)(
1 +
1
N
(k)∑
p
(R(k))2pp
)∣∣∣∣2]). (D.35)
Now using Lemma 3.42, (C.35), and (D.34), the result follows from the same argument as in Section D.3.
E Proofs of Lemmas in Section 3.3
In this appendix, we provide the proofs of lemmas that were stated in Section 3.3.
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Proof of Lemma 3.19. Since Assumption 2.5 implies that (3.38) holds with probability ≥ 1−N−t, we focus
on (3.39) and (3.41).
To bound the probability of the event on which (3.39) does not hold, we first note that
|m′ν̂(z)| ≤
∫
1
|x− z|2 dν̂(x) ≤
1
C21
(E.1)
where C1 = dist(D, supp ν) and similarly |m′ν(z)| ≤ C−21 , so that
|mν̂(z)−mν̂(z′)| ≤ C−21 |z − z′|. (E.2)
Now we let QN be a lattice in C
+ with |QN | ≤ C2N1−ǫ0 such that for any z ∈ D, infz′∈QN |z − z′| ≤
C21N
−1/2+ǫ0 for sufficiently large N . Then,
P[sup
z∈D
|mν̂(z)−mν(z)| ≥ 3N− 12+ǫ0 ] ≤
∑
z∈QN
P[|mν̂(z)−mν(z)| ≥ N− 12+ǫ0 ]. (E.3)
On the other hand, for each fixed z ∈ D, a typical application of the Chernoff inequality implies
P[|mν̂(z)−mν(z)| ≥ N− 12+ǫ0 ]
= P
[∣∣∣∣ 1√N
N∑
i=1
( 1
vi − z − E[
1
vi − z ]
)∣∣∣∣ ≥ N ǫ0] ≤ C exp(−cN2ǫ0) (E.4)
for some absolute constant c, C > 0, hence
P[sup
z∈D
|mν̂(z)−mν(z)| ≥ 3N− 12+ǫ0 ] ≤ CN1−2ǫ0 exp(cN−2ǫ0) ≤ N−t. (E.5)
Now we bound the probability of the event on which (3.41) fails. We first note that
ϑ−1(mϑν̂ (z)−mϑν (z)) =
1
N
N∑
i=1
[ vi
z(ϑvi − z) − E[
vi
z(ϑvi − z) ]
]
. (E.6)
Considering the functions
F̂ (ϑ, z) :=
∫
x
z(ϑx− z)dν̂(x) and F (ϑ, z) :=
∫
x
z(ϑx− z)dν(x) (E.7)
defined on D ⊂ Θ̟ × C+, F is jointly Lipschitz for
|F (ϑ1, z1)− F (ϑ2, z2)| ≤
∫ ∣∣∣∣vi vi(z2ϑ2 − z1ϑz1) + (z21 − z22)z1z2(ϑx− z1)(ϑx − z2)
∣∣∣∣dν(x)
≤ d−4(C2|z2ϑ2 − z1ϑ1|+ C|z1 − z2|), (E.8)
where d = inf(ϑ,z)∈D dist(z, supp νϑ), and similarly F̂ is also jointly Lipschitz with constant bounded uni-
formly in N . Thus we conclude that there exists a constant C > 0 independent of (ϑ, z) ∈ D and N ∈ N
satisfying∣∣∣∣ 1ϑ1 (mϑ1ν̂ (z1)−mϑ1ν (z1))− 1ϑ2 (mϑ2ν̂ (z2)−mϑ2ν (z2))
∣∣∣∣
= |F̂ (ϑ1, z1)− F̂ (ϑ2, z2) + F (ϑ2, z2)− F (ϑ1, z1)| ≤ C(|z1 − z2|+ |ϑ1 − ϑ2|). (E.9)
Now we letQN be a lattice in D with |QN | ≤ CN6 such that for any (ϑ, z) ∈ D, inf(ϑ′,z′)∈QN |z−z′|+|ϑ−ϑ′| ≤
N−2 for sufficiently large N . Then,
P
[
sup
(ϑ,z)∈D
∣∣∣∣ 1ϑ (mϑν̂ (z)−mϑν (z))
∣∣∣∣ ≥ 2N− 12+ǫ0] ≤ ∑
(ϑ,z)∈QN
P
[
1
ϑ
|mϑν̂ (z)−mϑν (z)| ≥ N−
1
2+ǫ0
]
. (E.10)
On the other hand, for each fixed (ϑ, z) ∈ D, a typical application of McDiamird’s inequality implies
P
[
1
ϑ
|mϑν̂ (z)−mϑν (z)| ≥ N−
1
2+ǫ0
]
= P
[∣∣∣∣ 1√N
N∑
i=1
( vi
z(ϑvi − z) − E
[
vi
z(ϑvi − z)
])∣∣∣∣ ≥ N ǫ0] ≤ C exp(−cN2ǫ0) (E.11)
for some absolute constant c, C > 0, hence
P
[
sup
(ϑ,z)∈D
∣∣∣∣ 1ϑ (mϑν̂ (z)−mϑν (z))
∣∣∣∣ ≥ 2N− 12+ǫ0] ≤ CN6 exp(cN−2ǫ0) ≤ N−t. (E.12)
Proof of Corollary 3.30. We start with the bound
|mϑN (z)−mϑfc(z)| ≤
∣∣∣∣∑
i
1
N
1
γϑi − z
−
∫ γ˜ϑi
γ˜ϑ
i−1
1
x− zdρ
ϑ
fc(x)
∣∣∣∣ + 1N ∑
i
∣∣∣∣ 1γϑi − z − 1λϑi − z
∣∣∣∣, (E.13)
where γ˜ϑ0 = L
ϑ
−, γ˜
ϑ
N = L
ϑ
+ and
∫ γ˜i
R
dρϑfc(x) =
i
N for 1 ≤ i ≤ N − 1.
From κE + η ∼ 1, we find that
∣∣∣∣∑
i
1
N
1
γϑi − z
−
∫ γϑi
γϑ
i−1
1
x− z dρ
ϑ
fc(x)
∣∣∣∣ = ∣∣∣∣ N∑
i=1
∫ γ˜ϑi
γ˜ϑ
i−1
( 1
γϑi − z
− 1
x− z
)
dρϑfc(x)
∣∣∣∣
≤
∑
i
∫ γ˜ϑi
γ˜ϑ
i−1
∣∣∣∣ γϑi − x(x− z)(γϑi − z)
∣∣∣∣dρϑfc(x) ≤ κ−2E ∑
i
|γ˜ϑi − γ˜ϑi−1|
∫ γ˜ϑi
γ˜ϑ
i−1
dρϑfc(x) =
Lϑ+ − Lϑ−
κ2EN
= O(N−1). (E.14)
On the other hand, using the rigidity estimate (3.52) we get the bound
1
N
∑
i
∣∣∣∣ 1γϑi − z − 1λϑi − z
∣∣∣∣ ≤ 1κE(κE −max(|γϑ1 − λϑ1 |, |γϑN − λϑN |) 1N
∑
i
|λϑi − γϑi |
≺ 2
N
⌊N2 ⌋∑
i=1
[
N−
2
3 i−
1
3 + cN−
1
3 i−
2
3
]
+ ϑN−
1
2 + 2N−
5
3
+ǫ(1 + cN
1
4 ) = O(θN−
1
2 ), (E.15)
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since ϑ ≥ CN−1/2, where we let ǫ < 512 .
Proof of Corollary 3.33. We omit the superscript ϑ for simplicity. For z ∈ Dc, the bounds immediately
follow from the strong local deformed semicircle laws Lemma 3.25 as η ∼ 1. For z ∈ Γr ∪ Γl ∪ Γ0, we bound
|mN (z)− m̂fc(z)| by
|mN (z)− m̂fc(z)| =
∣∣∣∣ 1N ∑
i
1
λi − z −
∫
R
1
x− zdρ̂fc(x)
∣∣∣∣
≤
∣∣∣∣∑
i
( 1
N
1
γ̂i − z −
∫ λ̂i
λ̂i−1
1
x− z
)∣∣∣∣+ ∣∣∣∣ 1N ∑
i
( 1
λi − z −
1
γ̂i − z
)∣∣∣∣, (E.16)
where λ̂0 = L̂−, λ̂N = L̂+ and
∫ λ̂i
−∞ dρ̂fc =
i
N for 1 ≤ i ≤ N − 1.
Then κ̂E ∼ 1 and |L̂± − L±| ≤ N−cα0 implies
∣∣∣∣∑
i
( ∫ λ̂i
λ̂i−1
γ̂i − x
(x− z)(γ̂i − z)dρ̂fc(x)
)∣∣∣∣ ≤ κ̂−2E ∑
i
∫ λ̂i
λ̂i−1
|γ̂i − x|dρ̂fc(x)
≤ κ̂
−2
E
N
∑
i
(λ̂i − λ̂i−1) = κ̂
−2
E (L̂+ − L̂−)
N
= O(N−1) (E.17)
and Lemma 3.28 implies
1
N
∑
i
∣∣∣∣ 1λi − z − 1γ̂i − z
∣∣∣∣ ≤ κ̂−2E 1N ∑
i
|γ̂i − λi| ≺ N− 53
∑
i
αˇ
− 13
i
= 2N−1
∑
i≤N2
1
N
( i
N
)− 13 ∼ N−1 ∫ 2
0
x−
1
3 dx = O(N−1), (E.18)
so that the bound (3.62) for z ∈ Γl ∪ Γr ∪ Γ0 follows.
Now for z ∈ Γl ∪ Γr, (3.59) together with κ̂E ∼ 1 implies√
ℑm̂fc(z)
Nη
∼
√
η
κ̂E + η
1
Nη
∼ 1√
N
, (E.19)
so that
|Rij − δij ĝi(z)| ≺
√
ℑm̂fc(z)
Nη
+
1
Nη
= O(N−
1
2 +N−1+δ). (E.20)
Taking δ < 12 , we get the result.
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Proof of Corollary 3.35. For each N and 0 ≤ k ≤ N we have
|Îϑk (z1, z2)| ≤
1
N
∑
p>k
|ĝϑp (z1)ĝϑp (z2)| ≤
1
N
∑
p
|ĝϑp (z1)ĝϑp (z2)|
≤ 1
2N
∑
p
(|ĝϑp (z1)|2 + |ĝϑp (z2)|2) ≤
1
2
∫
R
1
|ϑx− z1 − m̂ϑfc(z1)|2
+
1
|ϑx− z − m̂ϑfc(z2)|2
dν̂(x)
=
1
2
( ℑm̂ϑfc(z1)
ℑ(z1 + m̂ϑfc(z1))
+
ℑm̂ϑfc(z2)
ℑ(z2 + m̂ϑfc(z2))
)
(E.21)
where we used (2.12) in the last equality. Similarly, from (2.11),
|Iϑ(z1, z2)| ≤ 1
2
( ℑmϑfc(z1)
ℑ(z1 +mϑfc(z1))
+
ℑmϑfc(z2)
ℑ(z2 +mϑfc(z2))
)
. (E.22)
From the inequalities above together with the uniform lower bound of ℑmϑfc(z) and ℑm̂ϑfc(z) given in
Corollary 3.32, it can be easily checked that there exists r > 0 satisfying the condition.
Proof of Corollary 3.37. Using (3.60) and Corollary 3.35. we first reduce Îϑ0 (z1, z2) as follows:
Îϑ0 (z1, z2) =
∫
1
(ϑx− z1 − m̂ϑfc(z1))(ϑx − z2 − m̂ϑfc(z2))
dν̂(x)
=
∫
1
(ϑx− z1 −mϑfc(z1))(ϑx − z2 −mϑfc(z2))
dν̂(x) + CϑN−
1
2+ǫ0 . (E.23)
Note that the uniformity of the constant C follows from that of (3.60) and Corollary 3.35. Then, letting
wϑ1 = z1 +m
ϑ
fc(z1) and similarly w
ϑ
2 , we can rewrite the integrand as
1
(ϑx− wϑ1 )(ϑx − wϑ2 )
=
1
wϑ1 − wϑ2
[ 1
ϑx− wϑ1
− 1
ϑx− wϑ2
]
, (E.24)
so that we have
Iϑ(z1, z2)− Îϑ0 (z1, z2) =
1
wϑ1 − wϑ2
[(mϑν (w
ϑ
1 )−mϑν̂ (wϑ1 ))− (mϑν (wϑ2 )−mϑν̂ (wϑ2 ))] + CϑN−
1
2+ǫ0 . (E.25)
Now the Cauchy integral formula shows that(
mϑν (w
ϑ
1 )−mϑν̂ (wϑ1 )
)− (mϑν (wϑ2 )−mϑν̂ (wϑ2 ))
wϑ1 − wϑ2
=
1
2πi
∮
γ
(
mϑν (w) −mϑν̂ (w)
) − (mϑν (wϑ2 )−mϑν̂ (wϑ2 ))
(w − w1)(w − w2) dw
(E.26)
for any contour γ in C+ satisfying
1
2πi
∮
γ
1
w − w1 dw = 1. (E.27)
For our particular choice of the contour, we first consider a positively oriented simple closed curve γ in Dc
such that D1 lies inside γ. If we set G(z) ≡ Gϑ(z) := z +mϑfc(z), clearly the contour G(γ) is contained in
C+. Furthermore, the contour integral
1
2πi
∮
G(γ)
1
w − w1 dw (E.28)
59
is precisely the number of zeros of
G(z)− w1 = G(z)−G(z1) = 0 (E.29)
within the region bounded by γ. Now using Lemma 3.36, which implies the injectivity of G, together with
the assumption on γ, we see that the number is precisely 1, so that
1
2πi
∮
G(γ)
1
w − w1 dw = 1. (E.30)
Recalling the definition of γ, we have a constant c0 > 0 such that |z − z0| ≥ c0 for any z ∈ γ and z0 ∈ D1,
so that whenever z ∈ γ and z1, z2 ∈ D1, from Lemma 3.36 we have the lower bound
|(G(z)−G(z1))(G(z) −G(z2))| ≥ d2|z − z1||z − z2| ≥ d2c20. (E.31)
Therefore, we get the bound∣∣∣∣ 12πi
∮
G(γ)
(
mϑν (w)−mϑν̂ (w)
) − (mϑν (wϑ2 )−mϑν̂ (wϑ2 ))
(w − w1)(w − w2) dw
∣∣∣∣
=
∣∣∣∣ 12πi
∮
γ
(
mϑν (G(z)) −mϑν̂ (G(z))
)− (mϑν (wϑ2 )−mϑν̂ (wϑ2 ))
(G(z)−G(z1))(G(z) −G(z2)) G
′(z)dz
∣∣∣∣
≤ |γ|
c20d
2
[
sup
z∈γ
|G′(z)|(|mϑν (G(z)) −mϑν̂ (G(z))|+ |mϑν (G(z2))−mϑν̂ (G(z2))|)] ≤ CϑN− 12+ǫ0 , (E.32)
where the last inequality follows from (3.41).
Proof of Lemma 3.39. We first note that by the self-consistent equation (2.11), together with the trivial
bound
|mϑfc(z)| ≤
∫
R
∣∣∣∣ 1x− z
∣∣∣∣dρϑfc(x) ≤ dist(z, [Lϑ−, Lϑ+])−1, (E.33)
implies that any pointwise limit s(z) of mϑfc(z) must satisfy the self-consistent equation
s(z) =
∫
R
1
ϑ∞x− z − s(z)dν(x), ℑs(z) > 0 if ℑz > 0, (E.34)
which precisely coincides with that of mϑ∞fc (z). Then, an application of Montel’s theorem gives the uniform
convergence mϑfc(z)→ mϑ∞fc (z) on D.
Now given the uniform convergence, we again use (2.11) to get
mϑfc(z)−mϑ∞fc (z) =
∫
R
[ 1
ϑx− z −mϑfc(z)
− 1
ϑ∞x− z −mϑ∞fc (z)
]
dν(x)
=
∫
R
(mϑfc(z)−mϑ∞fc (z))− (ϑ− ϑ∞)x
(ϑx− z −mϑfc(z))(ϑ∞x− z −mϑ∞fc (z))
dν(x)
= (mϑfc(z)−mϑ∞fc (z))
∫
R
1
(ϑx− z −mϑfc(z))(ϑ∞x− z −mϑ∞fc (z))
dν(x)
− (ϑ− ϑ∞)
∫
R
x
(ϑx − z −mϑfc(z))(ϑ∞x− z −mϑ∞fc (z))
dν(x). (E.35)
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so that(
1−
∣∣∣∣ ∫
R
1
(ϑx− z −mϑfc(z))(ϑ∞x− z −mϑ∞fc (z))
dν(x)
∣∣∣∣)|mϑfc(z)−mϑ∞fc (z)|
≤ |ϑ− ϑ∞|
∣∣∣∣ ∫
R
x
(ϑx− z −mϑfc(z))(ϑ∞x− z −mϑ∞fc (z))
dν(x)
∣∣∣∣. (E.36)
The stability bound (3.56) implies the existence of a constant C > 0 satisfying∫
R
∣∣∣∣ x(ϑx− z −mϑfc(z))(ϑ∞x− z −mϑ∞fc )
∣∣∣∣dν(x) ≤ C, (E.37)
uniformly for z ∈ D. On the other hand, our domain D satisfies the assumptions of Corollary 3.32, so that
there exists c′ > 0 satisfying ℑmϑfc(z) > c′ℑz and similarly for ϑ∞. Therefore we have
ℑmϑfc(z)
η + ℑmϑfc(z)
= 1− η
η + ℑmϑfc(z)
>
c′
1 + c′
(E.38)
and the same lower bound for ϑ∞. Then we deduce
1−
∫
R
∣∣∣∣ 1(ϑx− z −mϑfc(z))(ϑ∞x− z −mϑfc(z))
∣∣∣∣dν(x)
≤ 1−
[ ℑmϑfc(z)
η + ℑmϑfc(z)
· ℑm
ϑ∞
fc
η + ℑmϑ∞fc (z)
] 1
2 ≤ 1− c
′
1 + c′
=
1
1 + c′
, (E.39)
which completes the proof.
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