Using archival data of low-redshift (z < 0.01; CfA and SUSPECT databases) Type Ia supernovae (SN Ia) and recent observations of high-redshift (0.16 < z < 0.64; Matheson et al. 2005 ) SN Ia, we study the "uniformity" of the spectroscopic properties of nearby and distant SN Ia. We find no difference in the measures we describe here. In this paper, we base our analysis solely on line-profile morphology, focusing on measurements of the velocity location of maximum absorption (v abs ) and peak emission (v peak ). Our measurement technique makes it easier to compare low and high signal-tonoise ratio observations. We also quantify the associated sources of error, assessing the effect of line blending with assistance from the parametrized code SYNOW . We find that the evolution of v abs and v peak for our sample lines (Ca ii l3945, Si ii l6355, and S ii l l5454, 5640) is similar for both the low-and high-redshift samples. We find that v abs for the weak S ii l l5454, 5640 lines, and v peak for S ii l5454, can be used to identify fast-declining [∆m 15 (B) > 1.7] SN Ia, which are also subluminous. In addition, we give the first direct evidence in two high-z SN Ia spectra of a doubleabsorption feature in Ca ii l3945, an event also observed, though infrequently, in low-redshift SN Ia spectra (6/22 SN Ia in our local sample). Moreover, echoing the recent studies of Dessart & Hillier (2005a,b) in the context of Type II supernovae (SN II), we see similar P-Cygni line profiles in our large sample of SN Ia spectra. First, the magnitude of the velocity location at maximum profile absorption may underestimate that at the continuum photosphere, as observed for example in the optically thinner line S ii l5640. Second, we report for the first time the unambiguous and systematic intrinsic blueshift of peak emission of optical P-Cygni line profiles in Type Ia spectra, by as much as 8000 km s −1 . All the high-z SN Ia analyzed in this paper were discovered and followed up by the ESSENCE collaboration, and are now publicly available.
1 Based in part on observations obtained at the Cerro Tololo Inter-American Observatory (CTIO), which is operated by the Association of Universities for Research in Astronomy, Inc. (AURA) under cooperative agreement with the National Science Foundation (NSF); the European Southern Observatory, Chile (ESO Programme 170.A-0519); the Gemini Observatory, which is operated by AURA under a cooperative agreement with the NSF on behalf of the Gemini partnership: the NSF (United States), the Particle Physics and Astronomy Research Council (United Kingdom), the National Research Council (Canada), CONICYT (Chile), the Australian Research Council (Australia), CNPq (Brazil), and CON-ICET (Argentina) (Programs GN-2002B-Q-14, GN-2003B-Q-11, GS-2003B-Q-11) ; the Magellan Telescopes at Las Campanas Observatory; the MMT Observatory, a joint facility of the Smithsonian Institution and the University of Arizona; and the F. L. Whipple Observatory, which is operated by the Smithsonian Astrophysical Observatory. Some of the data presented herein were obtained at the W. M. Keck Observatory, which is operated as a scientific partnership among the California Institute of Technology, the University of California, and the National Aeronautics and Space Administration. The Observatory was made possible by the generous financial support of the W. M. Keck Foundation.
INTRODUCTION
Type Ia supernovae (SN Ia) have been the subject of intense theoretical modeling and dedicated observational campaigns in recent years. The implications of relative luminosity distance measurements for lowredshift and high-redshift SN Ia, namely the requirement for an additional negative pressure term in Einstein's field equations ("dark energy"), are extraordinary for cosmologists and particle physicists alike (Riess et al. 1998; Perlmutter et al. 1999; see Filippenko 2004 see Filippenko , 2005 for recent reviews). These results have not only been confirmed at moderate redshifts (Tonry et al. 2003 ; Knop et al. 2003; Barris et al. 2004) , but also at higher (z > 1) redshifts where the universal expansion is in a decelerating phase (Riess et al. 2004) . Currently, two ongoing projects are aiming to measure the equationof-state parameter of the dark energy: the ESSENCE (Equation of State: SupErNovae trace Cosmic Expansion; Miknaitis et al. 2005; Krisciunas et al. 2005; Matheson et al. 2005) and SNLS (Supernova Legacy Survey; Pritchet 2004 ) projects.
A substantial motivation for precisely determining potential non-uniformity among high and low-redshift SN Ia is how those differences would impact cosmological models. For example, the use of SN Ia as distance indicators requires an empirical relation, verified for nearby SN Ia, between light-curve width and maximum luminosity (Phillips 1993) . The extrapolation of such a relation to SN Ia at higher redshifts might be inaccurate, arising possibly from distinct progenitor properties or yet unknown differences in the explosion mechanism (see Hillebrandt & Niemeyer 2000; Leibundgut 2001; Höflich et al. 2003 for reviews).
Such evolutionary effects, however, would also need to explain the apparent brightening of SN Ia at z 1 (Riess et al. 2004) . Recently, Krisciunas et al. (2004a) have noted the absence of a relation between luminosity and light-curve shape in the near infrared (JHK bands), opening up exciting prospects for future highz SN Ia observations in this (rest-frame) passband. In the meantime, it is worthwhile to look for potential differences between SN Ia at different redshifts, based on their light-curve properties.
Spectroscopy is better suited than photometry to make quantitative comparisons between local and high-z SN Ia. Large amounts of information are conveyed by spectra on the properties of the ejecta (chemical composi-tion, velocity/density gradients, excitation level); subtle differences, blurred together in photometric measurements, will show up in the spectra. So far, comparisons of SN Ia at different redshifts have only been qualitative in nature (Coil et al. 2000; Leibundgut & Sollerman 2001) , although preliminary results on a quantitative analysis have been presented by Lidman (2004) . The ESSENCE spectra published by Matheson et al. (2005) clearly show that a significant fraction of the high-z data is of sufficient quality for such comparisons, made possible through the public availability of many local SN Ia data via the SUSPECT database 20 . The high-z data, presented by Matheson et al. (2005) , are now publicly available 21 . The optical spectra of SN Ia near maximum light are dominated by resonance lines of singly ionized, intermediate-mass elements, Doppler-broadened due to the large expansion velocities in SN Ia envelopes; see Filippenko (1997) for an observational review. Optically thick lines forming in such fast-expanding ejecta have a P-Cygni profile shape, characterized essentially by absorption blueward of line center and peak emission at line center (Kirshner et al. 1973) . Although these two components always appear qualitatively similar in P-Cygni profiles associated with optically thick outflows, there are significant differences, which may become relevant if one seeks an accurate association with, say, the velocity at the photosphere -defined here as the outflow location where the inward integrated continuum optical depth is 2/3 -of the SN ejecta (Kirshner & Kwan 1974) or, in another context, with the asymptotic velocity of a radiatively driven hot star wind (Prinja et al. 1990 ).
Recently, Dessart & Hillier (2005a,b) performed detailed analyses of line-profile formation in SN II spectra, using hydrogen Balmer lines and Fe ii l5169 diagnostics. The origin of the possible underestimate of the photospheric velocity with the use of v abs for optically thinner lines was identified by Branch (1977) , but explained for the first time in Dessart & Hillier (2005b) . Dessart & Hillier (2005a) also explained the origin of the significant blueshift of P-Cygni profile emission compared to the rest wavelength of the corresponding line: for SN 1987A on the 24th of February 1987, this blueshift is on the order of 7000 km s −1 , equivalent to a very sizeable 150Å (see, e.g., Dessart & Hillier 2005a) .
Both effects result from the fast declining density distribution in SN II, with n ≈ 10 for a power law given by ρ(r) = ρ 0 (R 0 /r) n , r being the radius and R 0 (ρ 0 ) some reference radius (density). Although the density dropoff in SN Ia is estimated to be smaller (see, e.g., Höflich 1995) , with n ≈ 7, this is still large enough for the above two effects to occur. Such velocity shifts are not trivial: they represent key observables to constrain the density distribution and the sites of line formation (and interpret, for example, line-polarization measurements), the magnitude of disk-occultation and continuum optical-depth effects, and the ubiquitous but modulated influence of line overlap. The velocity locations corresponding to maximum absorption and peak emission are thus carriers of important information on the SN ejecta; they are, moreover, convenient and well-defined observables, and can thus be used to objectively compare SN Ia at different redshifts. The present paper is the result of such an investigation, using 229 spectra of local (z < 0.05) and 48 of high-z (0.16 < z < 0.64) SN Ia, at phases between −2 weeks to +3 weeks from maximum light.
To minimize measurement biases, introduced primarily by the signal-to-noise ratio (S/N) obtained for the faint, high-redshift SN Ia, we develop a spectral-smoothing technique, which takes account of the expected large widths of observed SN Ia spectral features. We give a detailed account of our measurement technique and associated error model in Sect. 2. The results of these measurements are presented in Sect. 3, with individual discussion of v abs and v peak for Ca ii l3945, Si ii l6355, and S ii l l5454, 5640. We discuss the wide range of v abs values found for the different lines, the large magnitude of v peak for the optically thinner lines S ii l l5454,5640, and the detection, for the first time, of double-absorption features in Ca ii l3945 in high-z SN Ia spectra. We provide insights into the nature of the above measurements by illustrating, following Dessart & Hillier (2005a,b) , some aspects of line and continuum formation in SN Ia spectra; namely, we explain the origin of the blueshift of peak emission and the relation of the absorption velocity to the photospheric and expansion velocities. In Sect. 4, we present our conclusions.
MEASUREMENT TECHNIQUES
Any comparison between low-z and high-z SN Ia spectra suffers from the significantly degraded signal quality for the latter, due to the limited integration time available per spectrum when undertaking large SN Ia surveys (Matheson et al. 2005) . To minimize this bias, we have developed a smoothing technique, presented in detail in the following section.
Smoothing Supernova Spectra
We apply a filter to both local and high-z SN Ia spectra, to measure the absorption and emission-peak velocities in a consistent manner. This filter takes into account the wavelength-dependent nature of the noise in optical ground-based spectra, and is based on the fact that supernova spectral features are intrinsically broadened due to the large expansion velocity in the corresponding lineformation region. Assuming this broadening to have typical values of ∼1000-3000 km s −1 , one can write down a "smoothing factor" dλ/λ as (c is the speed of light in vacuum)
For such a spectrum, a well-suited filter is a Gaussian of the same width, σ g . This assumes the S/N of the spectrum to be uniform over the whole wavelength range, which is clearly not the case for ground-based observations in which sky emission lines increase the noise in the red part of the spectrum. Thus, we instead adopt an inverse-variance weighted Gaussian filter. Let − − → F SN and − − → F var be the 1D, flux-calibrated supernova spectrum and its corresponding variance spectrum (usually the variance of the optimally extracted spectrum; see Horne 1986 ). Both spectra share the same wavelength axis, − → l . At each wavelength element λ i , construct a Gaussian − → G i of width
We thus have
where N l is the number of wavelength elements of a subset of − → l , centered on l i . The inverse-variance weighted Gaussian is then
. . .
and the corresponding smoothed flux at λ i is therefore
By repeating this process for each wavelength element λ i , we obtain the smoothed supernova spectrum − − → F TS . We show the result of applying this spectral smoothing algorithm with dλ/λ = 0.005 in Fig. 1 . The upper spectrum is that of SN 2003jy (z = 0.339), plotted as a function of rest wavelength. The spectrum just below is the smoothed version, showing how most of the high-frequency noise has been removed, while the lower-frequency SN spectral features have been preserved. In this paper, we use the same smoothing factor dλ/λ = 0.005 in applying this smoothing technique to both the local and high-z SN Ia spectra.
We show examples of smoothed spectra of several local SN Ia at different phases (and with different S/N) in Fig. 2 , where we concentrate on the Si ii l6355 feature, plotted in velocity space (assuming λ 0 = 6355Å and using the relativistic Doppler formula). We also show (down arrows) the location of maximum absorption and emission peak, measured with our smoothing technique and corresponding to v abs and v peak . We see that line profiles in SN Ia come in many shapes and sizes, from the well-defined absorption trough of SN 1992A at −5 d to the flat-bottomed one of SN 1990N at −13 d, which extends over 5000 km s −1 (perhaps due to contamination from C ii l6580; see Fisher et al. 1997; Mazzali 2001) . The emission-peak region is often less well defined than the absorption trough (Jeffery & Branch 1990) , and is more affected by contamination by emission from irongroup elements at late phases ( 2 weeks past maximum brightness). Our spectral smoothing technique does a fine job in reproducing the broad features in SN Ia spectra, both for low-S/N spectra and for contaminated line profiles. The arrows indicate the measured maximum absorption and emission peak, used to determine v abs and v peak . Contamination of the sides of the Si ii absorption profile by strengthening emission/absorption from iron-group elements is apparent at late phases ( 2 weeks), and prevents us from measuring the emissionpeak velocity.
For some spectra we do not have a corresponding variance spectrum at our disposal, either because these variance spectra are not archived in the spectral databases (this is the case for many local SN Ia spectra), or because the pipeline used to reduce the spectra did not generate the variance spectra (as was the case for spectra taken with Keck+LRIS, at the time of data reduction). For these spectra we use a fiducial sky spectrum taken with the same telescope/instrument combination in place of a variance spectrum. This is adequate since our smoothing technique relies on the relative variance only, and we expect sky emission to be the dominant source of noise in our optical ground-based spectra.
We then spline interpolate the smoothed spectrum − − → F TS onto a 0.1Å resolution grid, and determine the wavelengths of maximum absorption (λ abs ) and emission peak (λ peak ). The absorption and emission-peak velocities are then calculated using the relativistic Doppler formula,
where ∆λ = λ abs − λ 0 or ∆λ = λ peak − λ 0 when inferring v abs or v peak , respectively, and λ 0 is the rest-frame wavelength of the corresponding transition. This approach has the advantage over using a Gaussian fit to the overall absorption/emission profiles, since it makes no assumption on their shape (in particular, whether the absorption/emission profiles are symmetric or not). Moreover, fitting a function to the whole ∼ 100 − 200Å-wide profiles would enhance the impact of line overlap on the fit. In Fig. 3 we show velocity residuals as a function of S/N, when using a Gaussian fit to the absorption profile, and when spline interpolating a spectrum smoothed using our algorithm. Here the "noise" is defined as the root-mean-square (RMS) deviation between the input spectrum − − → F SN and the filtered spectrum − − → F TS , with dλ/λ = 0.005:
where N λ is the number of elements in − → l . We find this to be an accurate description of the actual mean S/N, which then enables us to evaluate the mean S/N of spectra for which we do not have the corresponding variance spectrum.
Each of the points of Fig. 3 corresponds to a fit to the absorption profile of Si ii l6355 in SN 1989B at −6 d (S/N ≈ 70 in that spectral region), for which we have added increasing random Poisson noise weighted by a fiducial sky spectrum, to reproduce signal-to-noise ratios in the range 2-40. In this case, we are making a systematic error of ∼ +400 km s −1 when using a Gaussian, while this uncertainty drops to 100 km s −1 for the spline interpolation method. The latter method is more sensitive to the S/N, namely the drop in precision with decreasing S/N is more significant for the spline (σ spline ≈ 320 km s −1 ) than for the Gaussian (σ gauss ≈ 130 km s −1 ). We use such simulations to evaluate the error due to a spectrum's S/N on -Velocity residuals when fitting the minimum of the PCygni profile of Si ii l6355 in 1989B at −6 d with a Gaussian (black dots), or when determining the minimum from a spline interpolation of an inverse-variance weighted Gaussian spectrum (small points). The original S/N ratio of the spectrum is ∼70. Each of the points corresponds to the original spectrum to which we have added random Poisson noise weighted by a fiducial sky spectrum. The inset shows the distribution of velocity residuals for both the spline (empty) and Gaussian (hashed) techniques.
our inferred values of v abs and v peak (see next Sect.). All the measurements in this paper make use of the splineinterpolation method.
Error Budget
In this section we give a detailed account of the various sources of systematic error. We give estimates of these errors in Table 1 . The elaboration of an error model is an important part of the comparison of v abs and v peak amongst local SN Ia, and between the local and high-z SN Ia. Several authors presenting measurements of v abs in local SN Ia either do not give their error model or do not report errors at all .
Note that we do not include errors related to line blending, as this would require detailed modeling of every individual spectrum. We discuss the issue of line blending when presenting our results in Sect. 3.
Errors Related to the Measurement
The smoothing and spline-interpolation technique we use to measure the absorption and emission-peak velocities minimizes the impact of inherently asymmetric profiles. However, in some cases we are unable to rely entirely on this method. This occurs when (i) the profile is highly skewed over a wavelength scale ∆λ/λ < dλ/λ (dλ/λ = 0.005 here); (ii) the feature is too weak, yet a minimum is clearly identifiable; (iii) the absorption profile has a flat minimum (e.g., Si ii l6355 in SN 1990N at early phases; Fig. 2 ); (iv) there is a sharp feature which affects the smoothing technique (galaxy line, cosmic ray, noise spike). For (i) and (ii) we resort to a smaller smoothing factor (0.001 ≤ dl/l ≤ 0.003). For (iii), we report the velocity corresponding to the blue edge (i.e., the optically thinner part) of the absorption profile, and associate a lower error bar corresponding to the velocity difference between the blue and red edges of the profile. For (iv), we simply use a linear interpolation over the sharp feature when its width is less than (dλ/λ)λ abs (for v abs measurements) or (dλ/λ)λ peak (for v peak measurements).
The S/N of the input spectrum will limit the accuracy of the measurement. For every local SN Ia spectrum in our database, we progressively degrade the S/N of the spectrum by adding random Poisson noise weighted by a fiducial sky spectrum (see previous Sect.), and construct plots of velocity residuals vs. S/N (as in Fig. 3) for each of the four spectral features studied here. Most of the local SN Ia spectra used in this study have S/N > 10 (per 5Å bin), and the associated error is 500 km s −1 (Table 1) , whereas for many of the high-z spectra, the error due to poor S/N can be > 1000 km s −1 . King et al. (1995) measure cz = +880 km s −1 , at the supernova position. We have therefore added a σ cz,gal ≈ 200 km s −1 error in quadrature to the total error to account for this effect. Note that for some of the high-z SN Ia the redshift has been determined via cross-correlation with local SN Ia spectral templates, with a typical error σ z,SN ≈ 0.01 ≡ 3000 km s −1 (Matheson et al. 2005) . Thus, for these high-z SN the major source of error is due to redshift. Note that such an error leads to a global shift in velocity, and is different in nature from effects such as line overlap which are difficult to assess and vary from line to line.
2.
Reddening: All of the local and high-z SN Ia spectra have been corrected for both host galaxy and Galactic (Schlegel et al. 1998) reddening. For the local SN Ia, we use the host-galaxy reddenings of Phillips et al. (1999) (see Table 3 ). For the high-z SN Ia, we use the reddening values derived from fitting the light curves using the algorithm of Prieto et al. (2005) . An error in the reddening correction applied to a spectrum can affect the overall continuum slope and in turn bias v abs to higher(lower) values, if the reddening is under(over)-estimated. We have run a simulation to evaluate the errors associated with reddening mis-estimates. They are 50 km s −1 for σ E(B−V ) 0.3 mag. Since the reddening is typically known down to ∼ 0.1 mag in local and high-z SN Ia (see Tables 3 & 3) , we ignore this error.
3. Host-galaxy contamination: We do not include errors related to contamination of SN Ia spectra by host-galaxy light. The S/N of most local SN Ia spectra is such that the line shapes are expected to be little affected by host-galaxy contamination. For the high-z data, we cannot make this assumption.
Nor do we have a reliable way of evaluating the amount of galaxy light present in our spectra, and we ignore this error. All the VLT spectra analyzed here and presented by Matheson et al. (2005) were extracted using a 2D deconvolution technique employing the Richardson-Lucy restoration method, minimizing the contamination from the host galaxy (Blondin et al. 2005 ). However, we see no systematic effect between the VLT spectra and those from other telescopes.
We further assume the wavelength calibration to be accurate to within ±0.5Å, which corresponds to errors < 50 km s −1 (not included in the error budget). We note that, since absorption velocities in SN Ia ejecta can reach ∼ 30, 000 km s −1 (0.1c), relativistic corrections to the classical Doppler formula become noticeable (∼ 1500 km s −1 ). Different authors may or may not apply the relativistic Doppler formula in their determination of absorption velocities, and systematic differences can result from a blind comparison of different measurements. All the velocities calculated here make use of the relativistic Doppler formula -this is not strictly consistent when comparisons are made with model atmosphere computations that do not take explicitly into account the relativistic terms in the radiative transfer equation.
An error in the SN phase is of a different nature as it is not a direct error on a velocity measurement, but rather an indirect one affecting the correlation of v abs and v peak measurements with SN phase. The typical error in the time of rest-frame B-band maximum is 1 day (Table  3) . This error will of course directly propagate as an error in the phase of the supernova spectrum. For the local SN Ia, we use an updated version of the multi-color light-curve shape (MLCS) method of Riess et al. (1996) , MLCS2k2 (Jha 2002; Jha et al. 2005) , to determine the time of B-band maximum. We could use the MLCS2k2 1σ error on HJD max as the 1σ error on the SN phase, but the MLCS2k2 templates are sampled only once per day, introducing sampling errors on the order of ∼ 0.5 day. For the local SN Ia we add a fiducial ±0.5 day error in quadrature to the MLCS2k2 error in HJD max , while for the high-z ones we use the 1σ error output by the light-curve fitting routine of Prieto et al. (2005) .
RESULTS
In this section, using the above method, we present absorption (Sect. 3.1) and emission-peak (Sect. 3.2) velocity measurements for the Ca ii l3945, Si ii l6355, and S ii l l5454, 5640 line profiles (Table 2 ). These lines do not have the same observed profile shape, presumably because they form differently, and have the potential to reveal distinct aspects of the SN outflow. Note that here, these measurements are sometimes compared with the velocity at the photosphere; let us stress again that throughout this paper, we refer to the photosphere as the outflow location where the inward integrated continuum optical depth is 2/3 -no account is made of line opacity in this definition.
Our sample comprises 30 local SN Ia with phases between −14 d and +30 d from B-band maximum (Table 3), and 37 high-z (0.16 < z < 0.64) SN Ia with (rest-frame) phases between −12 d and +19 d from (rest-frame) B-band maximum (Table 3 ; Matheson et al. 2005) . We thus performed measurements for a total of 229 local and 48 high-z spectra. Emission-peak velocity measurements, more affected by line contamination (see Jeffery & Branch 1990) , are only quoted for 178 local and 39 high-z spectra. In Tables 3-3 , we present the relativistic Doppler velocities v abs and v peak corresponding to the above four line diagnostics, using for each the rest-frame wavelength given in Table 2 . For the doublet lines of Ca ii and Si ii this corresponds to the gf -weighted mean wavelength, where g and f are the statistical weight and oscillator strength of the transition, respectively. For the two S ii features we instead use the wavelength of the highest log(gf ) transition, due to the large number of transitions involved (see Sect. 3.1.1).
To facilitate the visual inspection of figures, we show the temporal evolution of v abs (Figs. 4, 6, and 7) and v peak for all spectra by grouping data points according to the decline-rate parameter ∆m 15 (B) (the decline in B-band magnitudes between maximum -+0 d -and +15 d; Phillips 1993; Phillips et al. 1999 ) of the corresponding SN Ia. Following this selection criterion, our sample of local (high-z) SN Ia has 10 (17) objects with ∆m 15 (B) < 1.0, 17 (20) Bell (1995) . b Assumed rest-frame wavelength for the transition of the given ion; for Ca ii and Si ii this is simply the gf -weighted mean wavelength of the two strongest transitions, while for S ii this is the wavelength corresponding to the strongest transition.
c There are five transitions corresponding to S ii in the range 5400Å< λ < 5500Å; we list the two corresponding to the largest gf values. Note that the value for λ gf corresponds to the gf -weighted mean of these five transitions. d There are eight transitions corresponding to S ii in the range 5600Å< λ < 5700Å; we list the two corresponding to the largest gf values. Note that the value for λ gf corresponds to the gf -weighted mean of these eight transitions.
that when computing the decline rate ∆m 15 (B) of highz SN Ia, time dilation is accounted for by scaling the time axis by a factor (1 + z) −1 (Leibundgut et al. 1996; Goldhaber et al. 2001 ).
Absorption Velocities
All spectroscopic velocity measurements reported in this paper are negative, and thus correspond to blueshifts; to avoid any confusion, we apply the standard rules of arithmetic and say, e.g., that a v abs measurement increases from −25,000 km s −1 to −15,000 km s −1 , while the simplistic interpretation of such a variation suggests that the corresponding location of maximum absorption decreases from outflow kinematic velocities of 25,000 km s −1 down to 15,000 km s −1 -see Sect. 3.1.2.
3.1.1. Presentation of v abs Measurements In the top panel of Fig. 4 , we show v abs measurements for the local SN Ia sample for the Ca ii l3945 feature, as a function of phase and ordered according to their decline rate: ∆m 15 (B) < 1.0 ("slow-decliners," downwardpointing triangles), 1.0 < ∆m 15 (B) < 1.7 (circles), and ∆m 15 (B) > 1.7 ("fast-decliners," upward-pointing triangles). For the few objects showing a double-absorption Ca ii feature (tagged "blue" and "red" according to wavelength; see Sect. 3.3 and Table 3 ), we plot only the redder component. We invert the ordinate (v abs ) axis for consistency with previously published measurements, which usually associate the absorption blueshifts with positive velocities.
The absorption velocities for Ca ii l3945 reveal two v abs sequences at pre-maximum phases: one sequence shows a steady increase in v abs from a minimum of −25, 000 km s −1 at the earliest observed phases ( −10 d) to ∼ −15, 000 km s −1 at B-band maximum, after which the evolution is more gradual or even constant. A second sequence is located at less negative v abs (v abs −15, 000 km s −1 ) and remains almost constant around ∼ −12, 000 km s −1 . This sequence corresponds to red Ca ii absorption components that have a blue counterpart, and the resulting contamination biases the measurements to higher v abs (see Sect. 3.3). The scatter in v abs decreases with SN phase, irrespective of decline rate, from ∼ ±7000 km s −1 at −10 d to ±3000 km s −1 at +20-30 d. The fast-decliners overlap significantly with the other SN Ia, and thus cannot be used to discriminate between subluminous and overluminous objects, contrary to claims made by Lidman (2004) . Within the ∆m 15 (B) < 1.0 sample, two objects (SN 1990O and 1999ee) form a v abs sequence at more negative velocities, suggesting higher explosion kinetic energies. The other 8 slow-declining SN Ia cannot be distinguished from those with ∆m 15 (B) ≥ 1.0, at all phases.
In the lower panel of Fig. 4 , we overplot the v abs measurements for our sample of high-z (0.16 < z < 0.64) SN Ia, again ordered according to their decline rate: ∆m 15 (B) < 1.0 (stars), and 1.0 < ∆m 15 (B) < 1.7 (squares). The time evolution of v abs for Ca ii l3945 in our high-z sample is similar to that for the local SN Ia: a steady increase from −25, 000 km s −1 at very early phases ( −10 d) to ∼ −15, 000 km s −1 at maximum, and a more gradual post-maximum increase. Again, the slow-declining high-z SN Ia cannot be distinguished.
Because this Ca ii feature is a few hundredÅngstroms wide, it likely overlaps with other lines. To illustrate and assess the magnitude of such a line overlap, we show in the top panel of Fig. 5 synthetic SYNOW spectra for SN 1994D at −10 d, −1 d, and +10 d from B-band maximum (Branch et al. 2005 ; solid line), as well as the relative contribution from Ca ii (dotted line), S ii (dashed line), and Si ii (long-dashed line). (All spectra are normalized to the adopted blackbody continuum energy distribution.) We see that the strong Ca ii l3945 absorption feature (including the blue absorption, see Sect. 3.3) is contaminated at all phases, predominantly by Si ii l3858 (gf -weighted mean rest-frame wavelength). However, it is only around and past maximum that the v abs measurement is affected by the Si ii l3858 absorption: at maximum (+10 d), v abs is biased to less (more) negative values. Despite this corrupting effect, the Ca ii l3945 line is the major contributor to the wide absorption trough seen at ∼ 3750Å, for all phases 2 weeks from B-band maximum.
In 2). The fast-declining SN Ia form, on average, a sequence of less negative v abs , at post-maximum phases, but this sequence separates only at t +20 d from the 1.0 ≤ ∆m 15 (B) ≤ 1.7 objects. The higher scatter in the slow-declining SN Ia causes an overlap with the fast-declining ones at all phases. We are lacking data at t +20 d to make a clear distinction between the slowest and fastest decliners of our sample. At these late phases, however, the optical spectra of SN Ia are dominated by lines of iron-group elements (mainly Co ii and Fe ii), and the Si ii l6355 feature suffers from increasing line blending. Note that the Si ii l6355 absorption profile is sometimes unusually flat and extended (see, e.g., SN 1990N at −14 d and −13 d with v abs ∼ −20, 000 km s −1 ; also see SN 2001el in Mattila et al. 2005) , perhaps due to contamination from C ii l6580 forming in a high-velocity shell (Fisher et al. 1997 ; see also Mazzali 2001) . The high-z sample (Fig. 7 , lower panel) reveals similar properties. Note that Si ii l6355 falls outside the optical spectral range for z 0.4; the highest redshift at which we were able to measure v abs for this feature was z = 0.428.
We now turn to the weakest lines in our study, the S ii l l5454, 5640 features, for which we show the timeevolution of v abs in Fig. 7 . Compared to Ca ii l3945 and Si ii l6355, v abs values for the S ii lines are less negative at all phases (always greater than −13, 000 km s −1 for l5454 and −15, 000 km s −1 for l5640), with a nearly constant and smaller increase with phase. These optically thinner lines are increasingly contaminated by those of iron-group elements at t 2 weeks, becoming unnoticeable at later phases -this explains the lack of data at late phases in Fig. 7 . Three of the 1.0 ≤ ∆m 15 (B) ≤ 1.7 points for S ii l5640 at t ∼ −10 d, associated with SN 2002bo (Benetti et al. 2004 ), lie at more negative velocities (< −13, 000 km s −1 ) than the bulk of our sam- ple. Several points at phases between maximum and +10 d, associated with SN 1994M (Gómez et al. 1996) , also have more negative velocities than the rest of our sample data. This may result from line blending, although our SYNOW investigation (see Fig. 5 , middle panels) suggests this overlap to be weak or absent.
Alternatively, the S ii v abs measurements might be influenced by the overlap between the 13 individual S ii features in the range 5300-5700Å (Kurucz & Bell 1995) . For example, distinct intrinsic excitation temperatures and formation mechanisms for one transition could cause its optical depth to vary differently from that of others and thus modulate, at selected phases, the observed location of maximum absorption in the total profile. Note that the Ca ii l3945 and Si ii l6355 features are the result of transitions corresponding to a single multiplet, and will not be affected by this issue.
Interestingly, fast decliners at positive phase show the least negative S ii l5454-l5640 v abs values with a lower limit of ∼ −8000 km s −1 , combined with the most pronounced v abs gradient with phase amongst the different ∆m 15 (B) subgroups. Provided the phase is known accurately, these two S ii features can be used to discrimi- nate between fast-and slow-decliners at post-maximum phases.
Interpretation of v abs measurements
We now investigate the causes of the variations in line profile shapes and v abs values for our optical diagnostics. We base our discussion on synthetic line profiles computed with CMFGEN (Hillier & Miller 1998) , a steadystate, one-dimensional, non-local thermodynamic equilibrium (non-LTE) model atmosphere code that solves the radiative transfer equation in the comoving frame, subject to the constraints of radiative and statistical equilibria. Because CMFGEN is at present not strictly adequate for SN Ia conditions (no chemical stratification; no γ-ray energy deposition; neglect of relativistic effects apart from first-order Doppler corrections; see Dessart & Hillier 2005a for details), these results are merely illustrative; nonetheless, they provide a new insight into the sites of optical-line and continuum formation, corresponding in this example to a low-luminosity SN Ia ("SN 1991bg-like") near maximum light.
The SN Ia conditions are epitomized here by the absence of hydrogen and helium in the outflow, and thus the dominance of metal species. Their mass fractions, alongside basic model parameters, are listed in Table 3 . Note that the continuum optical depth at the base radius R 0 is ∼50.
We show in Fig. 8 classical Doppler velocity, p is the impact parameter in units of R 0 , and I(p) is the specific intensity at p. The photosphere, corresponding to τ cont = 2/3 at 5500Å, is shown as a solid thick line. The dominance of the (gray) electron-scattering opacity makes the corresponding radius essentially wavelength independent over the range considered here; see, e.g., Sect. 4.2 and Figs. 7-9 of Dessart & Hillier (2005b) . The sum over p of the quantity p · I(p) at v corresponds to the total line flux at v, shown at the top of each panel (solid line). Note that for each line, we select a single transition to avoid the corrupting effect of line overlap, stemming from other transitions of the same or different species. Let us first focus on the absorption trough, controlling the resulting v abs , of such synthetic line profiles. For Ca ii l3934, we see that the trough is nearly saturated with essentially no residual flux down to ∼ −22, 000 km s −1 , while Si ii l6347 shows a maximum absorption at a less negative velocity of −12,000 km s −1 ; S ii l5432 is the weakest line of all three, with a very modest absorption and extent, located at ∼ −9500 km s −1 . We thus reproduce here the general trend shown in Figs. 4-7 and presented in the previous section: absorption velocities for Ca ii l3945 are more negative by several 1000 km s −1 at any given phase than those for S ii l l5454,5640 and Si ii l6355, because it remains optically thick out to larger radii (i.e., lower densities and higher expansion velocities). Indeed, this feature is the result of a blend of Ca ii K (3933.66Å) and H (3968.47Å) transitions, both corresponding to the same 4s 2 S-4p 2 P 0 multiplet, linking the ground state and low-lying upper levels (just 3 eV above the ground state). Despite the low log(gf )-value of the transition and the considerably lower calcium abundance compared to silicon and sulfur in our model (by a factor of 1000 and 500, respectively), the high Ca ii ground-state population in this parameter space translates into a very large line optical depth (τ line ∝ κ line ρ ion ). The sample Si ii and S ii lines result, however, from higher-level transitions, less populated, which translate into systematically lower optical depths and less negative v abs -values, the more so for the S ii lines. Also, at a given phase, the maximum absorption is further to the blue in S ii l5640 than in S ii l5454, which likely results from differences in the atomic properties of each transition.
Despite the assumed homogeneity and smooth density distribution of the CMFGEN model, a scatter in v abs between line diagnostics is not only present but also large and comparable to the observed scatter; inferring the presence, at a given phase, of chemical stratification in the SN outflow thus requires careful analysis, with a detailed and accurate account of all line optical depth effects (Stehle et al. 2005) . This argues for caution in the interpretation of v abs measurements, since one sees the numerous competing effects arising from differences in the atomic-transition properties, chemical abundances, density, and velocity distribution; additional corrupting effects such as line overlap are discussed later in this paper.
In Fig. 8 , we also see that |v abs | underestimates the velocity of the photosphere for the weak, optically thinner S ii l5432 line. The physical origin of this effect is given in Dessart & Hillier (2005b) , and stems from the steep density gradient in supernova atmospheres [ρ(r) ∝ r −n ]: iso-velocity curves are at constant v (depth z in the (p, z) plane) but the density varies as 1/r n . Thus, at fixed z, the density drops fast for increasing p, at the same time reducing the probability of line scattering and/or absorption. In practice, the location of maximum absorption along a p−ray shifts to larger depths (z closer to zero) for increasing p, showing overall the same curvature as seen for the photosphere (see overplotted curve). Along a given p−ray, the location of maximum absorption is always exterior to the photosphere along that ray (the line opacity comes on top of the default continuum opacity), but shifts toward line center for increasing p. As a consequence, the total line profile, which results from the contribution at all impact parameters, shows a maximum absorption at a velocity v abs , the magnitude of which can be higher or lower than the photospheric value v phot . This offset between |v abs | and v phot is determined primarily by the magnitude of the line optical depth. As we move from Ca ii l3934 to Si ii l6347 and S ii l5432, the line optical depth decreases and the corresponding absorption velocity is closer to zero.
Note that the comparison with the photospheric velocity of the SN Ia outflow is not necessarily meaningful. First, electron scattering, which provides the dominant source of continuum opacity in ionized hydrogen-free and helium-free outflows, corresponds to a small mass absorption coefficient due to the high mean molecular weight of the gas (κ e 0.05 cm 2 g −1 , a factor at least ten times smaller than in hot-star outflows). Second, the outflow density decreases with the cube of the time, following the homologous expansion of the SN Ia, so that the outflow becomes optically thin in the continuum after about 10 days past explosion; the concept of a photosphere then becomes meaningless. The alternative definition (not adopted here) of the photosphere as the location where the total (line and continuum) inward integrated optical depth is 2/3 changes this conception somewhat: the ubiquitous presence of lines makes the photospheric radius (and velocity) highly dependent on wavelength, and thus non-unique and ambiguous (see Höflich et al. 1993; Spyromilio et al. 1994; Höflich 1995; Pinto & Eastman 2000) . , where p is the impact parameter and I(p) the emergent specific intensity along p (at v). R 0 is the base radius of the CMFGEN radial grid where the continuum optical depth τcont ≈ 50 -a photosphere thus exists in this model configuration, corresponding here to a velocity of 9550 km s −1 . λ 0 is the rest wavelength of the transition and c is the speed of light in vacuum. The overplotted thick black curve gives the line-of-sight velocity location where the integrated continuum optical depth at 5500Å, along z and at a given p, equals 2/3 (Note that the photospheric velocity quoted above -not projected -is found at the point on this curve with p = 0, which also corresponds to a depth z = 1.91R 0 = v phot /v 0 ; see Table 3 ). In the (p, z) plane, this curve has a similar shape but more circular for negative z, as shown for a synthetic Hα profile for a Type II SN in Fig. 10 of Dessart & Hillier (2005b) 3.2. Emission-Peak Velocities Large negative v peak values are common in optical line profiles of Type II SN spectra, explained for the first time by Dessart & Hillier (2005a) ; the root cause is the strong SN outflow density gradient, and because such a property is common to both SN Ia and SN II, such peak-emission blueshifts are also expected in SN Ia line profiles. Using the same approach as before for v abs , we present in Sect. 3.2.1, for the first time, a census of v peak measurements, using our large sample of local and highz SN Ia spectra. We then comment on these results in Sect. 3.2.2, using the CMFGEN model presented in the previous section.
3.2.1. Presentation of v peak Measurements Keeping the same structure as for previous figures displaying v abs measurements, we show in Fig. 9 the phasedependent v peak measurements for the Ca ii l3945 feature in local SN Ia (upper panel) and all sampled SN Ia (lower panel), separating objects according to their decline-rate parameter, ∆m 15 (B). As for SN II, all v peak measurements for Ca ii l3945 at +20 d are negative; that is, the peak emission is blueshifted with respect to the rest wavelength of the line, increasing with phase from ∼ −6000 km s −1 (at −10 d) up to −1000 km s −1 (+20 d). The scatter is, however, significant. Moreover, at any phase, near-zero values are found. As previously for v abs measurements, Si ii l3858 modifies the Ca ii intrinsic line profile shape but now introduces, at all phases, a blueshift of the emission peak of the 3945Å feature (Fig. 5, left panels) , likely influencing the scatter and the magnitude of v peak values (see next section). A few points at +25 d (corresponding to the spectroscopically peculiar SN 1999aa; Li et al. 2001) show a counterexample to the above trend, with v peak > 0. At these phases, however, Ca ii l3945 is increasingly contaminated from lines of iron-group elements, and the measurements of v peak at these phases are highly uncertain. Note that v peak measurements for the high-z sample are consistent with the trend in the local sample, both qualitatively and quantitatively (Fig. 9, lower panel) .
A similar pattern is also found for Si ii l6355, both for local and high-z SN Ia (Fig. 10) , although the measurement errors for the latter are ∼ 1000 km s −1 . Unlike for the Ca ii feature, these measurements are free of sizeable line overlap (see previous section), and therefore represent a genuine intrinsic blueshift of peak emission of Si ii l6355. Note that v peak for the slow-declining (overluminous) SN Ia is slightly more negative (by ∼ 1000 km s −1 ), on average, than for the fast-declining (underluminous) objects. Since the magnitude of the emission-peak blueshift scales with the expansion velocity of the ejecta (see end of the section), this dependence supports the idea that slow-declining SN Ia correspond to higher kinetic energy explosions Leibundgut 2000) . The two points with v peak < −6000 km s −1 at t < −10 d correspond to SN 1990N, for which the v abs measurements at these phases are also more negative (Fig. 6) .
We finally turn in Fig. 11 to the v peak measurements for the S ii l5454, 5640 features. We first start with the right panels, which show that the S ii l5640 data points, both for the local and high-z samples, follow a similar pattern of increasing values with phase as for the Ca ii and Si ii features, with velocity shifts always negative but now reaching down to −8 500 km s −1 at ∼ −10 d. We associate the large scatter of data points to contamination by Si ii l5972 at pre-maximum phases, and Na i D l5892 at post-maximum phases. Note that for the high-z sample, an uncertainty of about 3000 km s −1 is introduced when the SN redshift is determined via cross-correlation with local SN Ia spectral templates (see Table 1 ). For S ii l5454 (left panel), we find, on average, a steady increase of v peak with phase, from −8 500 km s −1 at −10 d to −4000 km s −1 at +10 d, but with a clear dichotomy according to ∆m 15 (B) parameter: fast-decliners show systematically faster-increasing and less-negative values, related to the modest expansion velocity of their outflows and the larger (comoving) recession velocity of the photo-emitting layers in the SN ejecta. The low scatter of data points, due to the absence of sizeable line overlap, makes this distinction clear and suggests that, as before from v abs measurements, the blueshift of peak emission at post-maximum phases can now also be used to isolate fast-declining SN Ia, provided the SN phase is accurately known.
To conclude this section on the v peak measurements, we show in Fig. 12 the values for S ii l5454, but this time normalized to v abs,5640 at the same phase, a quantity that closely matches, at early times, the photospheric velocity of the flow (Fig. 8) . For both local and high-z SN Ia, this ratio covers the 0.2-0.7 range, and thus represents a significant shift of a line profile, comparable to the shift identified in the measurement of the absorption velocity. The time evolution of v peak /v abs has a flatter slope than the corresponding v peak sequence of Fig. 11 (left panels), suggesting that the magnitude of emission blueshift is a good tracer of the expansion velocity.
Physical Origin of the Emission-Peak Blueshift
To investigate the origin of the observed blueshift of peak emission, let us go back to the left panel of Fig. 8 and study the sites of emission in the Ca ii l3934 line. As in the standard cartoon of P-Cygni profile formation, one can view a significant amount of flux arising from the side lobes, corresponding to regions with p > p lim ≈ 3R 0 -this defines the spatial extent of the (continuum) photodisk. Despite the weaker emission at such distances from the "photosphere," the total contribution is quite bigger because it involves a larger and optically-thinner emitting volume. Contrary to such a heuristic P-Cygni profile formation, a significant amount of emission arises also from the region with p < p lim ; this more restricted volume is however affected by continuum optical depth effects since it resides partly within the photosphere (represented by the solid dark line). Although this latter emission source appears in the blue side of the profile, the larger contribution from the lobes leads to a relatively symmetric emission peak.
Moving to the optically thinner Si ii l6355 line (middle panel), we now see that the relative (symmetric) emission contribution from the lobe is lower compared to that arising from within the limbs of the photodisk, leading to a more pronounced blueshift of peak emission. This situation becomes even more extreme in the case of S ii l5432 (right panel), whereby no side-lobe emission is present: the resulting P-Cygni profile shows a strongly blueshifted centroid, corresponding to a sizeable fraction of the velocity at maximum absorption. For this very optically thin line, continuum optical depth effects are severe.
These synthetic line profiles are computed by accounting solely for the opacity of the chosen line (plus all sources of continuum opacity); thus, they lift any ambiguity brought upon by line overlap. In view of these results, the large and scattered observed (negative) v peak measurements for Ca ii l3945 are likely caused by line overlap, the most likely candidate being Si ii l3858. However, the measured and sizeable blueshifts for the Si ii and S ii lines are indeed expected theoretically; CMF-GEN computations also predict the larger blueshift velocity (more negative v peak ) for the optically thinner S ii lines, compared to either Si ii or Ca ii diagnostics.
Interestingly, Kasen et al. (2002) argued that such blueshifted emission must stem from peculiar effects, for example of a non-LTE nature, rather than from modulations of the line source function or optical depth. It now seems that their combined assumptions of a sharp photosphere, the neglect of continuum opacity, and a pure scattering source function enforce the symmetry of P-Cygni profile emission; here, CMFGEN demonstrates that such assumptions may be invalid for a number of lines, par-ticularly at epochs where the ejecta are optically thick in the continuum.
Double-Absorption Features in Ca ii l3945
Double-absorption features in Ca ii are frequently observed in local SN Ia, usually in the near-infrared lines at l8498, l8542, and l8662 (see, e.g., Gerardy et al. 2004; Mazzali et al. 2005; Mattila et al. 2005) . Gerardy et al. (2004) suggest the interaction of a circumstellar shell within the progenitor system, but Kasen et al. (2003) proposed a departure from sphericity in the explosion, inferred from polarization measurements of SN 2001el (Wang et al. 2003) . Gerardy et al. (2004) also discuss the possibility of detecting such double-absorption Ca ii absorption features in the l3945 doublet; alternatively, such identification could be influenced by the overlap of the bluer component with Si ii l3858 (see Fig. 5 ), predicted to dominate past ∼1 week before maximum (Höflich 1995; Höflich et al. 1998; Lentz et al. 2000) . The association of the blue component in Ca ii l3945 with high-velocity Ca ii absorption is uncertain, and we therefore prefer referring to the observed blue/red, in place of the interpreted high-velocity/low-velocity components as commonly used in the literature.
Here, line-profile measurements on Ca ii l3945 reveal possible double-absorption features for 6 (out of 22) local SN Ia, and, for the first time, for 2 (out of 34) high-z SN Ia (Table 3) In Fig. 14 (upper panel) , we show the evolution of v abs for single-and double-absorption features in Ca ii l3945, selecting objects with 1.0 ≤ ∆m 15 (B) ≤ 1.7: the value of the blue (red) component v blue (v red ) is systematically more (less) negative than single-absorption v abs values at the same phase, perhaps caused by overlap with Si ii l3858. The blue and red data points for the high-z object (SN 2003kn) are consistent with the local SN Ia sample, although significantly shifted to more negative velocities and closer together (∼ 7000 rather than ∼ 10, 000 km s −1 ); more observations are needed to draw a firm conclusion. In the lower panel of Fig. 14, we show data points for objects with ∆m 15 (B) < 1.0. Only one (SN 1999aa) out of 10 local slow-declining SN Ia shows such a double-absorption Ca ii feature; one high-z fast-declining SN Ia (SN 2003jt) out of 17 (Fig. 13 ) also clearly displays this feature.
Contrary to the 1.0 ≤ ∆m 15 (B) ≤ 1.7 objects, the blue component of Ca ii l3945 double absorptions in SN 1999aa does not correspond to a more negative v abs than for the single absorptions. The red component, however, lies at significantly less negative v abs (∼ 10, 000 km s −1 greater than v abs for the single-absorption features at similar phases). The ∼ −5000 km s −1 vertical offset for SN 2003jt (Fig. 13) is clearly seen, although we are lacking local SN Ia with Ca ii l3945 double-absorption features at these phases. Slow decliners are often associated with more luminous events (though not necessarily; see Table 3 ), which result from more energetic explosions Leibundgut 2000) . It would be worthwhile to study this spectral range in a large sample of local slow-declining SN Ia, to link the presence/absence of this feature with the kinematics, and thus kinetic energy, of the explosion. We note the absence of Ca ii l3945 double absorption in our sample of fast-declining SN Ia (4 SN Ia with ∆m 15 (B) > 1.7).
Finally, selecting the five local SN Ia of our sample (SN 1994D, 1996X, 1998aq, and 1998bu) having the best temporal coverage, we show in Fig. 15 the evolution of the ratio v blue /v red . The non-unity as well as the linear decline (except for SN 1994D) of v blue /v red over ∼ 2 weeks seems difficult to reconcile with the presence of an inhomogeneity, expected to leave a more transient imprint.
CONCLUSIONS
No major systematic differences in the spectral evolution of absorption and emission-peak velocities of several prominent lines can be seen between local and high-z SN Ia spectra.
We present a robust measurement technique (Sect. 2.1), which is applied to both local and high-z SN Ia spectra. We also elaborate a reliable, if limited, error model (errors due to blending of spectral features cannot be reliably included). We use a spectral-smoothing algorithm which takes into account the Doppler broadening of SN Ia spectral features due to the large velocities in the ejecta, as well as the wavelength-dependent noise affecting ground-based spectra. Our line-profile analysis reduces the impact of line overlap, since it relies on a smaller wavelength interval, and allows for asymmetric line profiles. The source code is available via the ESSENCE web page 22 , both as an IDL function and a Fortran script. All the results of our measurements are displayed in Tables 3-3. We find both the magnitude and time evolution of v abs for SN Ia with different decline-rate parameters ∆m 15 (B) to be consistent out to z = 0.64. As expected, strong lines have more negative absorption velocities, and 22 http://www.ctio.noao.edu/essence/ weaker lines are better tracers of the decline-rate parameter, since they form over less extended regions. In fact, the S ii l l5454, 5640 features can be used as diagnostic tools to separate fast-declining SN Ia [∆m 15 (B) > 1.7] from the rest, given a reliable phase. The lack of fastdeclining SN Ia in our high-z sample prevents us from assessing the validity of such a diagnostic at high redshifts. Most probably the magnitude selection in ESSENCE prevents us from finding the intrinsically less luminous, fast-declining SN Ia at higher redshift (Krisciunas et al. 2005) .
For the first time, we present a census of peak emission velocities, found, up to 20 d past maximum B-band light, to be systematically negative. Such a blueshifted emission peak for the three studied lines is present in all SN Ia of our local and high-z samples, irrespective of their decline-rate parameter. We measure v peak associated with this blueshift and find it to be a significant fraction of v abs for the S ii l5454 feature. We show that v peak for the S ii l5454 feature can also be used to distinguish SN Ia with ∆m 15 (B) > 1.7 at postmaximum phases, again given a reliable SN phase. Using a CMFGEN model (Hillier & Miller 1998) , we illustrate the line-profile formation mechanisms in SN Ia and show that this blueshifted emission stems from the steep density profile prevalent in supernova atmospheres (Dessart & Hillier 2005a) .
We report the detection of double-absorption Ca ii l3945 features in several local SN Ia, and for the first time confirm its detection in two high-z SN Ia (z = 0.244 and z = 0.45, Fig. 13 ). The association of the blue component of this double absorption with Ca ii is still under debate, and could be due to contamination by Si ii l3858 (Gerardy et al. 2004 ).
The present investigation has not only shown the importance of such quantitative studies in assessing systematic differences between local and high-z SN Ia, but also makes a strong case for the need for higher quality SN Ia spectral data at high redshifts. From the first high-z spectrum of an SN Ia ever obtained (at z = 0.31; Nørgaard-Nielsen et al. 1989) , previous and ongoing high-z SN Ia surveys have gathered sufficient data for detailed quantitative comparisons to be made between the two samples. To make the assertion of no evolution in the SN Ia sample with redshift, one would need a few high-quality SN Ia spectra, preferably with a ∼ 5 d sampling in rest-frame phase (i.e. a ∼ 1 week sampling at z ≈ 0.5). This could ideally be done with the Hubble Space Telescope, but could also be attempted with ground-based 8-10-m-class telescopes (Matheson et al. 2005) . Since the redshift uncertainty is the dominant source of error for our high-z measurements (when the redshift is determined from the SN itself), it is important for future studies of absorption and emission-peak velocities in SN Ia to obtain a spectrum of the host galaxy along with that of the supernova.
The ESSENCE high-z SN Ia spectra analyzed in this paper, and initially presented in Matheson et al. (2005) , are now publicly available.
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a From Riess et al. (1999a) , Table 3 . b From Li et al. (1999) ; the host galaxy E(B − V ) was determined from the total E(B − V ) quoted in Li et al. (1999) and a Galactic reddening of 0.11 mag, as derived using the dust IR emission maps of Schlegel et al. (1998) .
c From Turatto et al. 1998 . a For redshifts determined from narrow lines in the host galaxy (quoted with three decimal places), we assume an error of 0.001; for those determined via cross-correlations with local SN Ia spectra templates (Matheson et al. 2005) , we assume an error of 0.01.
b Light-curve parameters (and 1σ errors) output by the fitting routine of Prieto et al. (2005) . E(B − V ) values correspond to host-galaxy extinction only.
c Rest-frame phase in days from rest-frame B-band maximum, rounded to closest whole day. 
· · · −23.6 ± 0.3 −11.8 ± 0.2 −13.5 ± 0.2 −13.8 ± 0.2 −6 · · · −22.9 ± 0.3 −11.8 ± 0.2 · · · −13.9 ± 0.2 −5 · · · −22.9 ± 0.3 −11.8 ± 0.2 −13.1 ± 0.2 −13.
· · · † · · · † −9.5 ± 0.2 −11.9 ± 0.2 −12.7 ± 0.2 −8 −23.5 ± 0.3 −14.8 ± 0.3 −9.6 ± 0.2 −12.0 ± 0.2 −12.8 ± 0.2 −7 −24.8 ± 0.3 −14.5 ± 0.3 −9.7 ± 0.2 −11.9 ± 0.2 −12.3 ± 0.2 −6 · · · −13.5 ± 0.3 −9.7 ± 0.2 −11.7 ± 0.2 −11.8 ± 0.2 −5 · · · −13.7 ± 0.3 −9.1 ± 0.2 −11.1 ± 0.2 −11.4 ± 0.2 −4 −22.0 ± 0.3 −13.3 ± 0.3 −9.7 ± 0.2 −11.5 ± 0.2 −11.7 ± 0.2 −3 −20.0 ± 0.3 −11.9
+1.1 −1.0 −9.4 ± 0.2 −11.3 ± 0.2 −11.5 ± 0.2 −2 −19.7 ± 0.3 −11.6 −18.5 ± 0.7 −12.3 ± 0.7 
· · · −21.9 ± 0.3 −9.1 ± 0.2 −10.1 ± 0.2 −10.9 ± 0.2 +0 · · · −20.9 ± 0.3 −9.0 ± 0.2 −10.3 ± 0.2 −10.7 ± 0.2 +2 · · · −20.6 ± 0.3 −8.9 ± 0.2 −9.9 ± 0.2 −10. +1.0 −1.1 † Insufficient wavelength coverage. a Rest-frame days from B-band maximum, rounded to closest whole day. b v abs measurements for Ca ii l3945 are separated into "blue" and "red" components (when a double absorption is present). Both "red" and single-absorption velocities are reported in the same column.
c For SN 1994D there is evidence for several "blue" Ca ii components (see Hatano et al. 1999, their Fig. 3 ). In the "blue" column we report the absorption velocity corresponding to the bluest component.
TABLE 7
Absorption velocities in ESSENCE high-z SN Ia (10 3 km s −1 )
−2 · · · · · · −9.6 ± 0.5 −12.1 ± 0.5 −11.6 ± 0. 
−26.7 ± 0.7 −18.8 ± 0.7 −12.8 ± 0.5 −13.9 ± 0.5 −16.1 ± 0. Blondin et al. (2005) . a Rest-frame days from B-band maximum, rounded to closest whole day. b v abs measurements for Ca ii l3945 are separated into "blue" and "red" components (when a double absorption is present). Both "red" and single-absorption velocities are reported in the same column. Phase a Ca ii λ3945 S ii λ5454
S ii λ5640 Si ii λ6355 Blondin et al. (2005) . a Rest-frame days from B-band maximum, rounded to closest whole day.
