We consider the simplest equations describing coupled quadratic nonlinear ( (2) ) systems, which each consists of a fundamental mode resonantly interacting with its second harmonic. Such discrete equations apply, e.g., to optics, where they can describe arrays of (2) waveguides, and to solid state physics, where they can describe nonlinear interface waves under the conditions of Fermi resonance of the adjacent crystals. Focusing on the monomer and dimer we discuss their Hamiltonian structure and find all stationary solutions and their stability properties. In one limit the nonintegrable dimer reduce to the discrete nonlinear Schrödinger ͑DNLS͒ equation with two degrees of freedom, which is integrable. We show how the stationary solutions to the two systems correspond to each other and how the self-trapped DNLS solutions gradually develop chaotic dynamics in the (2) system, when going away from the near integrable limit.
I. INTRODUCTION
Coupled nonlinear ordinary differential equations ͑ODE's͒ are used in the description of many physical problems. Such sets of equations can describe the dynamics in inherently discrete systems, such as coupled anharmonic oscillators or molecules in condensed matter physics, or waveguide arrays in nonlinear optics. They can also be viewed as a discretization of a corresponding continuous ''field'' equation.
One of the most studied systems of coupled nonlinear ODE's is the discrete self-trapping ͑DST͒ equation ͓1͔, i‫ץ‬ W n ϩ ͚ m n ͑ J nm W m ͒ϩ͉W n ͉ 2 W n ϭ0, ͑1.1͒
where is the evolution coordinate, and nϭ͓1,n 0 ͔, with n 0 being the total number of sites. Classically the DST equation describes the dynamics of n 0 linearly coupled anharmonic oscillators with complex mode amplitudes W n (). The strength of the coupling between sites n and m is given by J nm . The DST equation describes a variety of effects in condensed matter physics, such as polarons ͓2͔, excitons in molecular chains ͓3͔, stretching vibrations of the hydrogen bonds in small polyatomic molecules such as water, ammonia, methane, and benzene ͓4͔, self-trapping of vibrational energy in hydrogen bonded polypeptide crystals such as acetanilide ͓5͔ and N-methylacetamide ͓6͔, and globular protein ͓7͔.
The DST equation is a generalization of the discrete nonlinear Schrödinger ͑DNLS͒ equation i‫ץ‬ W n ϩ͑W nϩ1 ϩW nϪ1 ͒ϩ͉W n ͉ 2 W n ϭ0, ͑1.2͒
the difference being that the DST equation takes into account arbitrary linear coupling between all the sites through the J nm 's, whereas only nearest neighbor coupling () is taken into account in the DNLS equation. Besides condensed matter physics the DNLS equation is also widely used in nonlinear optics, where it can describe wave propagation in arrays of cubic nonlinear waveguides ͓8-10͔. In that case W n () represents the slowly varying envelope of a weakly modulated carrier wave. The DNLS equation is generic and represents the simplest possible model for coupled cubic nonlinear oscillators with only a single frequency. Here we will consider the simplest model for coupled quadratic nonlinear oscillators, each with two frequencies, a fundamental (W n ) and a second harmonic (V n ), close to resonance i‫ץ‬ W n ϩ w ͑ W nϩ1 ϩW nϪ1 ͒ϩW n *V n ϭ0,
where w ( v ) determines the strength of the coupling between fields W n (V n ) at neighboring sites. The phase mismatch ␣ determines how far the two fields are from resonance. The system ͑1.3-1.4͒ is used in solid state physics to describe nonlinear interface waves between two media close to Fermi resonance ͓11,12͔, and in optics to describe arrays of quadratic nonlinear waveguides ͓13͔. For only one site, n 0 ϭ1, Eqs. ͑1.3-1.4͒ reduce to simple second harmonic generation, which is one of the earliest and most well-studied effects in nonlinear optics ͓14͔.
Studying the system ͑1.3-1.4͒ is important, not only in terms of fundamental physics, but also from a technological point of view. In optics the DNLS equation is the simplest model for beam propagation in arrays of cubic ͑or (3) ) nonlinear waveguides with a centrosymmetric crystal structure ͓9͔. One of the most interesting effects of the cubic nonlinearity is that the index of refraction becomes dependent on the intensity. This is known as the Kerr effect and leads to self-action processes, such as self-phase modulation and selftrapping ͑or self-focusing in continuum media͒, which can be used in all optical signal processing ͓15͔. However, in conventional materials the third order Kerr nonlinearity is weak and relatively slow ͑see ͓15͔ for a review͒. By using the generally stronger and faster second order quadratic ͑or (2) ) nonlinearity in noncentrosymmetric materials instead, these obstacles can be overcome.
It is now well known that quadratic materials have effective cubic properties, such as an intensity dependent refractive index and self-phase modulation. The physical mechanism behind these effects is known as cascading, because the fundamental and second harmonic wave components interact with themselves through repeated up and down conversion ͑see ͓16͔ for a comprehensive review on cascading and its application to all-optical signal processing͒. However, it is only in certain limits that the cascading nonlinearity can be treated as an effective cubic nonlinearity. Generally the (2) materials display a much richer variety of phenomena than can be found in (3) materials ͓16͔. As we will briefly show, the simplest model for beam propagation in arrays of quadratic nonlinear waveguides is given by Eqs. ͑1.3-1.4͒. Thus it is important to understand the properties of the system ͑1.3-1.4͒, in order to be able to fully utilize the potential of quadratic nonlinearity. Furthermore, the system ͑1.3-1.4͒ is important from the context of being the simplest discretization of the continuum equations. In the continuum limit Eq. ͑1.1͒ becomes the onedimensional ͑1D͒ NLS equation, which is integrable and has stable soliton solutions ͓17͔. In higher dimensions the solitary wave solutions to the NLS equation are unstable and can collapse in finite time ͑see ͓18͔ for a general review͒. In contrast the continuum counterpart to Eqs. ͑1.3-1.4͒ has stable solitary wave solutions in all dimensions of physical interest ͓19-21͔, and regardless of the initial wave function, a catastrophic collapse can never occur ͓19͔. Due to the nature of the cascaded nonlinearity, the solitary waves in quadratic materials differ from the NLS soliton, in that they have two components, the fundamental wave and its second harmonic. Experimentally, two-component solitary waves have been observed in both 2D ͓22͔ and 1D ͓23͔.
Since quadratic materials have effective cubic properties there is obviously a connection between the two kinds of nonlinearities. Indeed it is possible to derive an NLS equation for the fundamental wave in quadratic materials, using perturbation techniques ͓24͔. The connection may also be seen directly from the discrete Eqs. ͑1.3-1.4͒ by assuming that the phase mismatch is large, ͉␣͉ӷ1, while the derivatives of V n remain finite. In that case the second harmonic field is weak and slaved to the fundamental, V n ϷW n 2 /(2␣), with W n being determined by the DNLS equation.
The properties of the continuum equations corresponding to Eqs. ͑1.3-1.4͒ are well known; it has a continuous oneparameter family of bright solitary wave solutions ͓25͔, which is stable, except for only a narrow region in parameter space ͓21͔. A lot less is known about the discrete Eqs. ͑1.3-1.4͒. The main work has been done in the context of Fermi resonance interface waves ͓11,12͔, with only a single work published in nonlinear optics ͓13͔. In general the focus has been on systems with many sites (n 0 ӷ1͒, in which localized self-trapped states of different topology have been found to exist, that at low amplitude can move through the lattice and either fuse, annihilate, or pass through each other when colliding ͓13͔. In contrast to the DNLS equation, whose continuum limit is integrable, these collision properties are also found in the nonintegrable continuum limit of Eqs. ͑1.3-1.4͒ ͓26͔.
Even for the more conventional cubic nonlinear waveguides, the largest array fabricated to date consists of only 11 waveguides ͓27͔. In the context of nonlinear optics it therefore seems most appropriate to study systems with only a few sites. Here we consider the coupler, or so-called dimer, with n 0 ϭ2, which has not yet been analyzed in detail. The
(2) dimer is nonintegrable, but in the limit of a large phase mismatch, ͉␣͉ӷ1, it reduces to the DNLS dimer, which is integrable ͓1͔. Thus it is naturally to compare the properties of the two systems, which we do throughout the paper. In most cases no analytical forms for solutions of Eqs. ͑1.3-1.4͒, or the DST or DNLS equations, are known. However, there are a physically important subclass of solutions that can be easily classified and often expressed in a simple form. These are the stationary solutions, which we therefore focus on in the comparison. We consider the system from the point of view of optics and thus we will talk about cw beams, envelope functions, and waveguides, etc.
In Sec. II we heuristically derive the model and give its main features, such as conserved quantities, Hamiltonian structure, and symmetries. In Secs. III A and III B we briefly consider the stationary solutions and fixed points of the monomer, n 0 ϭ1. These are of course known from the theory of second harmonic generation ͓14͔, but we will need them, since in certain cases the dimer can be reduced to the monomer. Furthermore, in Sec. III C, we discuss the Hamiltonian structure of the monomer, and show how it can be written as a compact su͑2͒ algebra, in a similar way as for the DST equation ͓28͔. The dimer is treated in Sec. IV. In particular we find all the stationary solutions analytically and analyze their stability properties in Sec. IV A. In Sec. IV B we then consider their self-trapping properties, and how they are connected to the stationary solutions of the DNLS dimer when ͉␣͉ӷ1. Since the DNLS dimer is integrable, we can talk about a near-integrable limit of the (2) dimer. An interesting question is then how the stationary DNLS solutions, when used as initial conditions in the (2) system, will develop dynamics when going away from this limit. This is also considered in Sec. IV B, where we show how a gradual transition to chaos occurs. Finally, we discuss the Hamiltonian structure in Sec. IV C, and finish with a conclusion in Sec. V.
Before proceeding, we would like to draw attention to a recent paper by Dubovskii and Orlov ͓12͔, in which they analytically find stationary solutions of Eqs. ͑1.3-1.4͒ for n 0 ϭ2, 4, and 6. However, they consider only real solutions, and do not analyze stability. This means that for n 0 ϭ2, they only find two of the all in all seven different classes of solutions that we find here.
II. THE MODEL
Neglecting spatial walk-off, the dimensionless equations for cw beams in a lossless waveguide are the same as for second harmonic generation ͓14͔,
where the complex functions W(z) and V(z) are the lowamplitude, slowly varying envelopes of the fundamental wave and its second harmonic, respectively. The parameter ␤ is proportional to the phase mismatch ⌬kϭ2k 1 Ϫk 2 , ϭ k 2 /k 1 Ϸ2 is the ratio between the wave numbers, and is the normalized appropriate component of the (2) susceptibility. The mode structure in the transverse (x,y) plane is determined separately ͑see, e.g., ͓29͔͒.
Let us now consider an array of n 0 identical regularly spaced quadratic nonlinear wave guides, as depicted in Fig.  1 . Assume the distance between waveguides, d, to be large enough to allow the field in each waveguide to be treated almost as though in isolation. By almost we mean that d should still be sufficiently small to allow the evanescent field tails in neighboring waveguides to overlap just enough to create a small linear coupling ͑power leakage͒. Under these assumptions, to lowest order, the stationary envelope of the electric field in the nth waveguide is governed by the equations
where nϭ͓1,n 0 ͔, and and determine the coupling between adjacent waveguides for the fundamental and second harmonic, respectively. In order to write the equations in a convenient dimensionless Hamiltonian form, we apply the transformation
where ϭz. This reduces Eqs. ͑2.1-2.2͒ to iẆ n ϩ͑W nϩ1 ϩW nϪ1 ͒ϩW n *V n ϭ0,
͑2.3͒
iV n ϩ͑V nϩ1 ϩV nϪ1 ͒Ϫ␣V n ϩW n 2 /2ϭ0, ͑2.4͒
where the dot denotes differentiation with respect to . We have assumed here that 0, in order to reduce the number of parameters in the model to two: the relative coupling strength ϭ/, and the normalized phase mismatch ␣ϭ ␤/. The system ͑2.3-2.4͒ conserves the norm N ͑dimensionless power͒ and the Hamiltonian H:
It is Hamiltonian with the conjugate variables (W n ,iW n *) and (V n ,iV n *) and can be written in the standard form iẆ n ϭ ‫ץ‬H/‫ץ‬W n * , iV n ϭ‫ץ‬H/‫ץ‬V n * . Furthermore, it is invariant under the transformation
where ⍀ is an arbitrary constant phase. This will be useful when considering stationary solutions, since it allows us to assume that one of the fields is real and positive.
III. ONE WAVEGUIDE -THE MONOMER
In this section we consider a single waveguide, corresponding to simply second harmonic generation ͓14,30͔. Then Eqs. ͑2.3-2.4͒ reduce to the system of two equations
which is integrable and can be compared to the integrable DST dimer ͑same number of degrees of freedom͒ ͓1͔. We first map the regions of existence and stability of all stationary solutions to Eqs. ͑3.1͒ ͑Sec. III A͒. Then we reduce the equations to the simplest possible Hamiltonian system of 2 degrees of freedom, and characterize the fixed points and dynamical behavior ͑Sec. III B͒. Finally we discuss the Hamiltonian structure of the equations in Sec. III C and show how they can be written in terms of Feynman variables that satisfy a compact su͑2͒ algebra, in a similar way as for the DST equation ͓28͔.
A. Stationary solutions
The stationary solutions are defined as
where the eigenvalue is real. The amplitude w 1 can be assumed to be real and non-negative, because of the scaling property given by Eq. ͑2.7͒. Inserting Eq. ͑3.2͒ into Eqs. ͑3.1͒ we find two nonzero solutions. The solution
exists at ϭϪ␣/2, whereas the solution
exists for Ͻmin͕0,Ϫ␣/2͖ and Ͼmax͕0,Ϫ␣/2͖. The zero solution w 1 ϭv 1 ϭ0 exists for all , but here and in the following we will not consider this solution.
We have depicted the solutions ͑I͒ and ͑II͒ in Figs. 2͑a͒ and 2͑b͒. From Fig. 2͑a͒ we see that except at exact phase matching, ␣ϭ0, there is a gap in the eigenvalue spectrum, in which nonzero solutions do not exist. Such a gap is not found in the corresponding DST dimer, where there is a threshold instead ͓1͔. Linear stability analysis shows that the solution ͑I͒ is stable for Nр␣ 2 /2, but unstable for NϾ␣ 2 /2, while the solution ͑II͒ is stable in the whole domain of existence. From Fig. 2͑b͒ we see that at fixed norm Nϭ1 the solution ͑II͒ bifurcates continuously into the stable part of the solution ͑I͒ at ␣ 2 ϭ4 2 ϭ2. Thus we have a stable stationary solution for all ␣.
B. Fixed points and dynamical solutions
Let us introduce polar coordinates,
where the intensities xϭNϪ2y and y are real and positive, and the phases and are real. Inserting Eq. ͑3.5͒ into Eqs. ͑3.1͒, and separating the real and imaginary parts, it is then straightforward to derive the Hamiltonian system of two conjugate degrees of freedom:
where ()ϭ2()Ϫ() and H is given by
Equations ͑3.6-3.7͒ assume that y 0 and y N/2, and are therefore not physically valid in these limits, where the original Eqs. ͑3.1͒ must be applied instead. Now let us look at the fixed points (y,)ϭ(y e , e ), for which ẏ ϭ ϭ0. From Eq. ͑3.6͒ we see that there can be 4 such solutions, for which y e ϭ0, y e ϭN/2, and cos( e )ϭϮ1, respectively. Equations ͑3.1͒ give that the limit y e ϭ0 can never be a fixed point, while y e ϭN/2 always is a valid fixed point, since we can choose the phase (z) arbitrarily. In contrast, Eq. ͑3.7͒ gives unphysically that y e ϭN/2 is only valid for ͉␣͉рͱ2 and cos( e )ϭϪ␣/ͱ2N. The physically valid fixed points are therefore ͑ A͒ y e ϭN/2, ͑ B͒ cos͑ e ͒ϭϩ1, ͱy e ϭ͑ͱ␣ 2 ϩ6NϪ␣͒/6, ͑ C͒ cos͑ e ͒ϭϪ1, ͱy e ϭ͑ͱ␣ 2 ϩ6Nϩ␣͒/6, ͑3.9͒
where solution ͑A͒ exist for all ␣, while ͑B͒ and ͑C͒ exists for ␣уϪͱ2N and ␣рͱ2N, respectively. The solutions ͑A͒ and ͑B͒ correspond to the stationary solutions ͑I͒ and ͑II͒, respectively ͑thus the stationary solutions are only a special branch of the fixed point solutions͒. Accordingly, we find that the solution ͑A͒ is linearly stable for ͉␣͉уͱ2N, and unstable for ͉␣͉Ͻͱ2N, while the solutions ͑B͒ and ͑C͒ are stable in the whole domain of existence. The fixed points and their linear stability properties were found by Trillo et al., who studied second harmonic generation using phase-plane methods ͓30͔. Here we will give a brief description of the analytical solution to the monomer. This will be useful for the discussion in Sec. IV, where we show that for certain initial conditions the dimer reduces to the monomer.
Equations ͑3.6-3.7͒ can be reduced to a single equation for the fraction of power in the second harmonic, y(),
which is equivalent to the dynamical equation for a classical particle moving in a potential P(y). The potential P(y) is a cubic polynomium, P͑ y ͒ϭϪ4y 3 ϩ͑␣ 2 ϩ4N͒y 2 Ϫ͑2␣HϩN 2 ͒yϩH 2 .
͑3.11͒
In Fig. 3͑a͒ we depict the number of real roots of the cubic equation Pϭ0 in the (H,␣) plane, which is simply given by the sign of the discriminant The potential P(y) is shown in Fig. 3͑b͒ for ␣ϭ0.4 and H on the 3 solid lines ͓fixed points ͑A͒, ͑B͒, and ͑C͔͒. From the particle analogy we can clearly identify the fixed points and their stability ͓͑A͒ is unstable, ͑B͒ and ͑C͒ are stable͔.
In the physical region of the (H,␣) plane, the general solution y() to Eq. ͑3.10͒ is a periodic function determined by the three real roots 0рy 1 рy 2 рy 3 рN/2, y͑ ͒ϭy 1 ϩ͑ y 2 Ϫy 1 ͒sn 2 ͑ ͱy 3 Ϫy 1 ͓ϩ 0 ͔,k ͒, ͑3.13͒ which oscillates between the two lowest roots y 1 and y 2 . Here sn(u,k) is the Jacobi elliptic function with modulus k 2 ϭ(y 2 Ϫy 1 )/(y 3 Ϫy 1 ). This solution, where 0 is determined by the initial condition, was first found and studied by Armstrong et al. ͓14͔ .
On the line Hϭ␣N/2, the two largest roots are identical to the fixed point ͑A͒, y 3 ϭy 2 ϭN/2 (k 2 ϭ1͒, and y 1 ϭ␣ 2 /4. In this case the period goes to infinity and the solution ͑3.13͒ reduces to
This solution was first studied in ͓31͔. It is of significant physical importance, since it predicts that total transfer of power to the second harmonic (y→N/2) is possible. In the other simple cases, corresponding to the fixed points ͑B͒ and ͑C͒, the two lowest roots are identical, y 1 ϭy 2 (kϭ0), and the solution is a constant, y()ϭy(0). Thus no conversion to the second harmonic can be obtained.
C. The Hamiltonian structure
The quadratic monomer ͑3.1͒ has four degrees of freedom ͑amplitude and phase of W 1 and V 1 ). Since it has two conserved quantities and consists of two equations, it is completely integrable. Its solution in terms of the power y in the second harmonic is well known ͓14͔ and has been reviewed in Sec. III B. In this section we give the Hamiltonian structure and underlying symmetry. From this the full solution, including the individual phases, can be found systematically.
For one waveguide the Hamiltonian ͑2.6͒ reduces to
where W 1 and V 1 satisfy the where C acts as the Casimir element. Because of the symmetric group structure, the conjugate variables p j , ͕r j ,p j ͖ϭ1, are given by p 1 ϭarctan͑r 2 /r 3 ͒, p 2 ϭarctan͑r 3 /r 1 ͒, ͑3.17͒ p 3 ϭarctan͑r 1 /r 2 ͒.
For Eqs. ͑3.1͒ the algebra ͑3.16͒ can be realized by the Feynman variables r 1 ϭͱ2͉V 1 ͉Re͕W 1 *ͱV 1 ͖,
in terms of which the Hamiltonian may be written as Hϭ␣͑CϪr 3 ͒/2ϩ͑ r 2 2 Ϫr 1 2 ͒/ͱCϪr 3 .
͑3.19͒
The Casimir element is proportional to the norm, CϭN/2, and therefore a constant of motion, Ċ ϭ͕C,H͖ϭ0. Thus the monomer ͑3.1͒ has a simple su͑2͒ group structure, closely related to its integrability. The integrable DST dimer has a similar structure ͓28͔.
The system is considerably simplified if we introduce polar coordinates as in Eq. ͑3.4͒:
where we have written the phases in terms of the sum ϭ (2ϩ)/2 and the difference ␦ϭ(2Ϫ)/2. Since ͕C,͖ϭ1 we see that has no influence on the dynamics of the other variables, and thus is an ignorable coordinate, as we would expect from the calculations in Sec. III B, where only ϭ2␦ appears in Eqs. ͑3.6-3.7͒. In polar coordinates the Feynman variables simplify to r 1 ϭͱ2xy cos͑␦ ͒, r 2 ϭϪͱ2xy sin͑␦ ͒, ͑3.21͒ r 3 ϭ͑xϪ2y ͒/2, Cϭ͑xϩ2y ͒/2, where ␦ is the conjugate variable of r 3 , ͕r 3 ,␦͖ϭ1.
Introducing a new evolution coordinate dϭr 1 r 2 d the dynamical equations ṙ j ϭ͕r j ,H͖ become
where a prime denotes differentiation with respect to the new coordinate . Integrating the equation for r 3 and subse-quently the equations for r 1 and r 2 , we obtain Eqs. ͑3.6-3.7͒, where yϭ͓3(Ϫ 0 )/3͔ 2/3 , 0 being an integration constant. The dynamical equations for ␦ and for the ignorable coordinate are obtained as ␦ ϭ͕␦,H͖ and ϭ͕,H͖, thus yielding the dynamics of the individual phases and . This is of crucial importance for, e.g., Mach-Zehnder interferometers, but it is only recently that this calculation has been carried out in detail ͓32͔, without considering the Hamiltonian su͑2͒ structure though.
IV. TWO WAVEGUIDES -THE DIMER
We now consider two waveguides and thus the system ͑2.3-2.4͒ reduces to the four coupled equations iẆ n ϩW 3Ϫn ϩW n *V n ϭ0,
͑4.1͒
iV n ϩV 3Ϫn Ϫ␣V n ϩW n 2 /2ϭ0, nϭ1,2, ͑4.2͒
which are not integrable, just as the DST equation for four sites ͓1͔. However, we can still find all stationary solutions analytically and check their stability, which we do in Sec. IV A. We find 7 different classes of solutions, two of which have been found before ͓12͔, however, without considering the stability and the general scaling invariance given by Eqs. ͑2.7͒. In Sec. IV B we discuss the self-trapping properties of the stationary solutions. In particular we show how the stationary solutions are simply connected to the known stationary solutions of the DST dimer in the limit ͉␣͉ӷ1. Furthermore, we use the self-trapped DST stationary solutions as initial condition in the full quadratic system, and show how their dynamics gradually becomes more chaotic as ͉␣͉ is decreased. Finally we discuss the Hamiltonian structure of the equations in Sec. IV C and show how they can be reduced to a Hamiltonian system of six degrees of freedom.
A. Stationary solutions
In analogy with the monomer we consider stationary solutions of the form
where is real and w 1 is real and non-negative. All solutions with w 1 complex may be obtained from the phase rotation invariance given by Eq. ͑2.7͒. For two waveguides Eqs. ͑2.3-2.4͒ then reduce to
Here Eq. ͑4.5͒ can be considered as a linear inhomogeneous set of equations, with the determinant Dϭ4(Ϫ ϩ )͑Ϫ Ϫ ), where Ϯ ϵ(Ϫ␣Ϯ)/2. For Dϭ0 there exist three qualitatively different solutions ͑ I͒ w n ϭ0, ͉v 1 ͉ 2 ϩ͉v 2 ͉ 2 ϭN/2 for ϭ Ϯ ,
͑4.6͒
where w 1 ϭͱN/2Ϫ2͉v 1 ͉ 2 in solutions ͑II͒ and ͑III͒. The solution ͑I͒ is equivalent to that for the monomer. For D 0 Eq. ͑4.5͒ gives the second harmonic v n ϭ͓͑␣ϩ2͒w n 2 ϩw 3Ϫn 2 ͔/͑2D͒, ͑4.7͒
in terms of the fundamental. In this case there exist four classes of solutions. When w 2 2 ϭw 1 2 the solution is
When w 2 is allowed to be complex, and ͉w 2 ͉ 2 ϭw 1 2 , the fundamental fields are found to
͑4.9͒
with v n being given by Eq. ͑4.7͒. In the general case when ͉w 2 ͉ 2 w 1 2 , there are two solutions, for which the fundamentals are given by ͑ VI͒ w 2 ϭ4͑Ϫ Ϫ ͒/w 1 , w 1 ϭͱx 1 or ͱx 2 for D 0, Ϫ␣/2, bϽϪ2ͱc, ͑4.10͒ where x n are the two roots of the quadratic equation
and v n is given by Eq. ͑4.7͒. Finally, in the special case when ϭϪ␣/2 and ͉w 2 ͉ 2 w 1 2 , the solution is
͑4.12͒
where w 1 can be found from N. In the following we will denote the solutions ͑IV͒, ͑V͒, and ͑VI͒ as general solutions, because they exist in a certain interval in , while the solutions ͑I͒, ͑II͒, ͑III͒, and ͑VII͒ are termed particular solutions, because they only exist for discrete values of . Due to the scaling invariance, given by Eq. ͑2.7͒, each of the classes ͑I͒-͑VII͒ correspond to infinitely many solutions. The symmetric ͑IV͒ ϩ and antisymmetric ͑IV͒ Ϫ solutions, as well as the ͑VI͒ solution, were also found by Dubovskii and Orlov ͓12͔. However, the issue of stability was not considered, and only the sign degeneracy of the fundamental ͓⍀ϭ in Eq. ͑2.7͔͒ was taken into account. In Fig. 4 we show the norm N as a function of the soliton eigenvalue for the solutions ͑II͒-͑VII͒. As a representative example we have used ϭ2␣ϭ2, for which solution ͑VII͒ does not exist. Stable ͑unstable͒ solutions are indicated by a solid ͑dotted͒ line. The solutions ͑II͒, ͑III͒, ͑V͒, and ͑VI͒ all have two degenerate branches, which cannot be distinguished by this N() diagram. In Fig. 4 these pair of solutions all have the same stability properties, except for the solution ͑II͒, for which the component with the plus ͑minus͒ sign is unstable ͑stable͒ for NϾ25, and does not exist for lower values of N.
The solution ͑I͒ is special, since for each value of the norm, there exist infinitely many subbranches of solutions, whose stability properties vary with the relative size of ͉v 1 ͉ 2 and ͉v 2 ͉ 2 . In Fig. 5 we show the stability regimes of the solution ͑I͒ as a function of 2͉v 1 ͉ 2 /N͓0,1͔ for ϭ2␣ϭ2, as in Fig. 4 . The curve that separates the stable and unstable regimes is shown as a solid line for the branch at ϭ ϩ and a dashed line for the branch at ϭ Ϫ . For both branches the solution is unstable if it has a large value of the norm, but becomes stable for sufficiently small values of the norm.
B. Self-trapping and the DST limit
The dynamical equations ͑4.1-4.2͒ for 2 waveguides are nonintegrable, and consequently the dynamics may be chaotic. However, the stationary solutions constitute important points in the phase space, around which the system evolves.
Of particular interest are the self-trapped states, where the norm is primarily concentrated in one of the degrees of freedom. Here we will consider trapping in terms of whether the norm is concentrated in one of the two waveguides, NϷN n ϭ ͉W n ͉ 2 ϩ2͉V n ͉ 2 .
In Fig. 6 we therefore depict the ratio N 1 /N 2 of the norm in the two waveguides, for the stationary solutions ͑I͒-͑VII͒.
The parameters are the same as in Figs. 4 and 5, ϭ2 and ␣ϭ1, and thus the particular solution ͑VII͒ does not exist. We see that of the general solutions ͑IV͒, ͑V͒, and ͑VI͒, only the solution ͑VI͒, for which ͉W 1 ͉ 2 ͉W 2 ͉ 2 , can correspond to a self-trapped state, with either N 1 ϷN or N 2 ϷN. Of the particular solutions ͑I͒, ͑II͒, ͑III͒, and ͑VII͒, only the solution ͑I͒ can represent a self-trapped state. Note that with this representation the two degenerate ͑VI͒ solutions, ͑VI͒ ϩ and ͑VI͒ Ϫ , can be clearly distinguished.
Let us consider the limit where ͉␣͉→ϱ, while both V n and the coupling parameter remain finite. Eqs. ͑4.1-4.2͒
can then be reduced to iẆ n ϩW 3Ϫn ϩ␥͉W n ͉ 2 W n ϭ0, nϭ1,2 ͑4.13͒
where the nonlinearity parameter ␥ϭ1/(2␣) and the second harmonic is given by V n ϭ␥W n 2 . The expressions for the general solutions ͑IV͒ and ͑VI͒ in this limit, where ͉␣͉ӷ͉͉ and ͉␣͉ӷ͉͉, are given in Table I , from which it is clearly seen that the solutions VI Ϯ correspond to a self-trapped state for sufficiently large values of ͉͉. All other solutions do not exist in this limit. Equation ͑4.13͒ is also known as the DST equation ͓1͔ or discrete NLS equation with two degrees of freedom ͓9͔. The stationary solutions of this integrable dimer were first studied by Eilbeck et al., who found four different solutions ͓1͔. Comparing Table I with Table I in ͓1͔ ͑with ⑀ϭ1) we see that (W 1 ,W 2 ) for the asymptotic stationary solutions ͑IV͒ ϩ , ͑IV͒ Ϫ , ͑VI͒ ϩ , and ͑VI͒ Ϫ to the quadratic Eqs. ͑4.1-4.2͒, correspond exactly to the DST stationary solutions termed ↑↑, ↑↓, ↑•, and •↑, respectively. The close connection with the integrable DST dimer when ͉␣͉→ϱ indicates that the quadratic dimer is near integrable in this limit. An interesting question is therefore how the transition from integrability to nonintegrability occurs when decreasing ͉␣͉. This can be illustrated by looking at how the DST-like stationary solutions, given in Table I , behave when used as inital condition in Eqs. ͑4.1-4.2͒, for decreasing values of ͉␣͉.
In Fig. 7 we show the results of numerical integration of Eqs. ͑4.1-4.2͒ with the solution ͑VI͒ ϩ as initial condition, for ϭ2.5, ϭ1, and ␣ϭ100, 50, 41, and 38. The dynamics is illustrated as a phase-plane plot showing M ϵ(͉W 1 ͉ 2 Ϫ͉W 2 ͉ 2 )/N w versus ⌰ϵArg͕W 1 /W 2 ͖, where N w ϭ͉W 1 ͉ 2 ϩ͉W 2 ͉ 2 is the norm of the fundamental. For ͉␣͉→ϱ, where the solution corresponds to a trapped stationary DST solution with most of the norm N w ϭ2␣ at site 1, the trajectory is simply a point at (M ,⌰)ϭ͑0,0.6͒, indicated by a filled circle. This is also the initial point of integration. The dotted line indicates the DST separatrix, separating trapped ͑inside͒ from nontrapped ͑outside͒ solutions to the DST equation ͑4.13͒. In terms of ␥ and the norm N this separatrix is given by
where N 1 (z)ϭϮa sech(␥az), with aϭͱ2␥NϪ4/␥. We see that the coupling to the second harmonic due to a finite but large ␣ introduces regular oscillations that grow when ␣ is decreased. For ␣Ͼ40.9 the difference ͉W 1 ͉ 2 Ϫ͉W 2 ͉ 2 is always positive. Thus most of the fundamental power remains at site 1, and the solution can still be classified a trapped solution. For ␣Ͻ40.9 the trajectory crosses the DST separatrix, which makes the fundamental power swop periodically between the two sites. Thus the solution is no longer trapped. However, the motion is still regular, even for ␣ϭ38. In Fig. 8 we show the trajectories for even smaller ␣ values, ␣ϭ20, 10, 1, and 0.4. The motion becomes more and more chaotic as ␣ is decreased, with almost complete chaos for ␣ϭ0.4. However, even for ␣ϭ10, the motion is still highly regular and symmetric, showing a periodic exchange of fundamental power between the two sites. We have found that this gradual transition to chaos as ␣ is decreased is generally representative for the behavior of the asymptotic solutions ͑VI͒ Ϯ in Table I , that correspond to stable self-trapped states in the DST limit ͉␣͉→ϱ.
In order to see the corresponding effect on the delocalized asymptotic solutions ͑IV͒ Ϯ , we do not need to perform numerical simulations. For any value of ␣ the initial condition W 1 ϭϮW 2 ϭW, and V 1 ϭV 2 ϭV belong to a special class of ''integrable initial conditions,'' which reduces the dimer ͑4.1-4.2͒ to the integrable monomer TABLE I. The fundamental W n ()ϭw n e i for the stationary solutions IV Ϯ and VI Ϯ in the limit where ͉␣͉→ϱ, while ͉␣͉ӷ͉͉ and ͉␣͉ӷ͉͉. The second harmonic is V n ϭ␥W n 2 .
Solution
Fundamental Requirement 7. M vs ⌰ for the dynamics of the asymptotic ͑VI͒ ϩ solution given in Table I , when evolving in the system ͑4.1-2͒. The parameters are ϭ1 and ϭ2.5, with ␣ being given at the different curves. In all cases the integration distance was zϭ20. The dotted line indicates the DST separatrix (M s ,⌰ s ) ͑4.14͒. The filled circle indicates the point (M ,⌰)ϭ͑0,0.6͒, corresponding to the limit ␣→ϱ. Table I , when evolving in the system ͑4.1-4.2͒.
The parameters are ϭ1, ϭ2.5, and ␣ϭ20 ͑a͒, 10 ͑b͒, 1 ͑c͒, and 0.4 ͑c͒. The integration distance is zϭ20. iẆ ϩW *Ṽϭ0, iṼ Ϫ␣ṼϩW 2 /2ϭ0,
͑4.15͒
after the transformation WϭW e ϯiz , VϭṼe ϯi2z , ␣ϭ␣ϩϮ2. ͑4.16͒
Thus the motion of the two sites is completely decoupled, and the individual power N n at each site n is conserved. Some part of the power will simply oscillate periodically between the fundamental W n and second harmonic V n , as given by Eq. ͑3.13͒. Changing ␣ only leads to a change of the three roots y 1 , y 2 , and y 3 , and thus the amplitude and frequency of the oscillations.
For the symmetric initial condition W n ϭW, and V n ϭV, the full system ͑2.3-2.4͒ can be reduced to the monomer ͑3.1͒, regardless of the number of sites in the system. Such ''integrable initial conditions'' are also found in the DST equation ͑4.13͒ for W n ϭW.
C. The Hamiltonian structure
The dimer, given by Eqs. ͑4.1-4.2͒, is nonintegrable, and obviously cannot be written as a simple su͑2͒ algebra, as is the case for the integrable monomer. However, we can still reduce the system of 8 degrees of freedom to a Hamiltonian system of 6 degrees of freedom, which has a close resemblance with the monomer. To do so we introduce polar coordinates as in Eq. ͑3.4͒,
͑4.17͒
and note that the phases can be written as
where the collective phases ␦, , , and are defined as
From the scaling property, given by Eq. ͑2.7͒, we see that the sum is an ignorable coordinate, just as the equivalent sum for the monomer. The conjugate variables to the remaining three phases are R 1 ϭ͑x 1 Ϫx 2 ͒/2, R 2 ϭ͑ y 1 Ϫy 2 ͒/2, ͑4.20͒
R 3 ϭ͓͑x 1 ϩx 2 ͔Ϫ2͓y 1 ϩy 2 ͔͒/4, where ͕R 1 ,͖ϭ1, ͕R 2 ,͖ϭ1, and ͕R 3 ,␦͖ϭ1, with the Poisson bracket being defined in Eq. ͑3.15͒. However, the R j 's do not satisfy the group structure given by Eq. ͑3.16͒, and R 1 2 ϩR 2 2 ϩR 3 2 is not a conserved quantity. The individual intensities x j and y j may easily be written in terms of the R j 's and the norm. Thus the six conjugate variables (R 1 ,), (R 2 ,), and (R 3 ,␦) comprises the reduced system, in which the Hamiltonian is given by
͑4.21͒
where N Ϯ ϭN/4ϮR 3 . The six dynamical equations may be obtained as Hamilton equations, but these are far more complicated than Eqs. ͑4.1-4.2͒, which is why we have used Eqs. ͑4.1-4.2͒ when integrating the dimer numerically. However, the equations can throw some light on the structure of the problem, which may be useful for future research on the general system ͑2.3-2.4͒.
V. DISCUSSION
In this work we have studied the generic model for coupled quadratic nonlinear oscillators, each having two harmonic frequencies close to resonance. Being generic this model appears as the basic model in many areas of fundamental physics and nonlinear science. Specific applications include waveguide arrays in quadratic nonlinear, so-called
(2) materials, and interface waves between two media close to Fermi resonance.
Large arrays of nonlinear waveguides are not relevant with the present technology. We have therefore studied the system with one and two coupled oscillators, the monomer and dimer, with special emphasis on the dimer, which has not yet been investigated in detail. In particular we have analytically found all stationary solutions, and determined their stability and self-trapping properties. Furthermore, we have analyzed the Hamiltonian structure of the systems.
The stationary modes are an important subclass of solutions for the characterization of a given system, and may constitute the starting point for further analysis of the dynamical properties. The essential parameter for the dynamics is the phase-mismatch parameter ␣. When ͉␣͉ is large the second harmonic mode is weak, and slaved to the fundamental mode, whose dynamics then determines the dynamics of the whole system. In this limit the dominant fundamental mode is described by the DST equation, which is the generic model for coupled cubic nonlinear oscillators with only a single frequency. In nonlinear optics this is well known for the corresponding continuum systems: Away from phase matching (2) materials have effective cubic properties, in fact their nonintegrable dynamical equations reduce to the NLS equation, which is integrable in one dimension.
However, the discrete equations studied here are more intriguing than their continuum counterpart in that their integrability properties, and those of the effective equations in the large phase-mismatch limit, depend of the number of oscillators. For one oscillator both the original system and the limiting DST system are integrable. In the more interesting case of two oscillators, the (2) dimer is not integrable, but reduces to the integrable DST dimer in the limit of a large phase mismatch. We have given the specific connection between the stationary solutions of these two systems in this near-integrable limit. Five of the seven classes of (2) solutions disappear, while the two remaining becomes the localized ͑self-trapped͒ and delocalized DST solutions.
Finally, we have used the approximate self-trapped solution obtained in the near-integrable DST limit as an initial condition in the (2) dimer, and numerically shown how this solution gradually develops dynamics. For large ͉␣͉ it is almost stationary, while the dynamics becomes more and more chaotic as ͉␣͉ is decreased and we approach exact phase matching. At a specific value of ␣ there is a transition, where the solution goes from being primarily localized at one oscillator to being delocalized.
