Abstract: Multi-sensor data fusion of E-tongue and E-nose can provide a more comprehensive and more accurate analysis results. However, it also brings some redundant information, it is a hot issue to reduce the feature dimension for pattern recognition. In this paper, the taste-olfactory data fusion based on E-tongue and E-nose combined with Support Vector Machine (SVM) was used to classify five different beers. First, the taste and olfactory feature information were obtained based on E-tongue and E-nose. Second, the original feature data of single system were fused, then Principal Component Analysis (PCA) was applied to extract principal components, Genetic Algorithm-Partial Least Squares (GA-PLS) was used to select the characteristic variables, 20 subsets were generated with those variables based on the best Variable Importance of Projection (VIP) score. Finally, the classification models based on SVM were established, also c and g of SVM were calculated by Grid Search (GS), Genetic Algorithm (GA), and Particle Swarm Optimization (PSO), the classification results of all subsets were obtained. The results showed that the classification accuracy using data fusion was much higher over single E-tongue and single E-nose, and the variable selection method by VIP had the best classification performance in #12 subset coupled with GA-SVM.
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Materials and Methods

Beer samples
Five different beers were used in this study, and their alcohol degree, original wort concentration, raw materials were copied from the beer bottle labels. Table 1 lists all of these. 
Data acquisition of intelligent bionic detection
E-tongue data acquisition
SA-402B E-tongue developed by Japan Insent Company was used to gather beer taste information. The instrument includes sensor array, automatic detection system, data acquisition system and data analysis software. The sensor array consists of five taste sensors based on artificial bimolecular membranes and two reference electrodes. The sensor AAE was applied to detect umami substances. The sensor CT0 was applied to detect salty substances. The sensor CA0 is applied to detect sour substances. The sensor C00 was applied to detect bitter substances. The sensor AE1 was applied to detect astringent substances. The reference electrodes include the positive and negative reference electrodes.
The sample solution, reference solution, positive cleaning solution and negative cleaning solution were put into the reagent tank. The automatic detection device manipulated the robot arm to collect the sample's taste information by setting system parameter. When the taste substances are absorbed by artificial bimolecular membranes, the potential difference between the working 4 of 23 electrode and the reference electrode is measured. Take 40 ml of the tested beer samples, then put into the clean measuring cups. Before the test begins, the sensor was cleaned in the positive and negative cleaning solution for 90s, after which it was cleaned in the reference solution for 120s, and then repeated in another reference solution. After the balance was reached in reference solution, the test got started, 30s for each sample, then cleaned the sensor for 2 times quickly, and returned the reference solution to measure the aftertaste value (cpa), the measurement completed for one time.
After each measurement, the sensor cleaning runs automatically. Each beer brand offered 6 samples, and each group of samples repeated the measurement for 3 times. Finally, each brand of beer got 18 sets of data, 90 sets of sample data in total were obtained. The experimental temperature was (20(0.5) , and the relative humidity was (65(2)((H. The intensity value of each sensor at the 30th ℃ second was extracted and analyzed in this study. The SA-402B E-tongue was shown in Figure 2 . 
E-nose data acquisition
PEN3 E-nose developed by Germany Airsence Company was used to gather beer olfactory information. The instrument includes a gas collection device, a gas detection unit and a air purification device. The gas detection unit includes a sensor array and a pattern recognition analysis and processing system. The sensor array contains 10 metal oxide gas sensors, which can achieve the detection of olfactory cross-sensitive information. The components to be detected by sensors were listed as below: aromatic(W1C), broad range(W5S), aromatic(W3C), hydrogen(W6S), arom-aliph (W5C), broad-methane(W1S), sulfur-organic(W1W), broad-alcohol(W2S), sulfur-chlorine(W2W) and methane-aliphatic(W3S).
Put 5 ml of beer sample into a 50-ml sampling chamber and tighten the cork for 10 minutes to ensure the sufficient volatile able to be detected. Before each analysis, the gas chamber was cleaned with gas flow to made the sensor signal normalized, which filtered by active charcoal the speed of 300ml/min for 60s. Detection time was 80s at the gas flow speed of 300ml/min, so that the sensor reaches a stable signal value. The sensor response value was defined as G/G0 (G0/G), G is the conductivity of the sensor when the sample to be tested entered the sensor gas detection unit. G0 is the conductivity of the sensor when the pure gas entered the sensor gas detection unit. The 18 samples of each brand beer were prepared for the measurement. Finally, 90 sets of sample data were obtained. The experimental temperature was (20(0.5) , and the relative humidity was (65(2)((H. ℃
of 23
The intensity value of each sensor at the 60th second was extracted and analyzed in this study. The PEN3 E-nose system was shown in Figure 3 . GA-PLS first proposed by Leardi ([27] , and applied [28, 29] .The feature variables of the original feature data were screened by Genetic Algorithm-Partial Least Squares (GA-PLS) to remove redundant variables for constructing the classification model. In the process of variable selection, a randomization test used to determine whether it can be applied to GA-PLS for the original variable feature screening (random test value is less than 5). With the increase of the number of selected variables, the cross-validated exceptions variance (CV () value gradually increases, and finally it reaches it's maximum, and maintain a relatively stable state. In the calculation process, the chromosome corresponding to the highest CV( is the best optimal variable subset.
In the PLS, the explanatory ability of the independent variable to the dependent variable is measured by the Variable Importance of Projection (VIP) scores. The marginal contribution of the independent variable to the principal component is called VIP. The VIP definition is based on the fact that the explanatory ability of the independent variable to the dependent variable is passed through t, and if the explanatory ability of t to the dependent variable is strong, and the independent variable plays a very important role in constructing t, we think that the explanatory ability of the independent variable to the dependent variable is considered to be large. In this study, the variable importance of E-tongue and E-nose fusion data was sorted based on the VIP scores. previous studies, the (BF kernel function gave an excellent classification performance [31, 32] .
Whether small sample or large sample, high dimension or low dimension, the (BF kernel function is applicable. Therefore, this paper used (BF as SVM classification kernel function. The (BF kernel function needs to determine the parameters, and the kernel function parameters directly affect the complexity of the function. So, Grid Search (GS), Genetic Algorithm (GA) and Partical Swarm Optimization (PSO) were combined with SVM to optimize the penalty parameter c and the kernel function parameter g. In the process of finding the best parameters, the accurate rate was calculated under 5-fold cross validation (5-CV), the best c and g were selected when reached the highest CVAccuracy was obtained.
Results and discussion
Pre-processing
The detection data of E-tongue and the E-nose contained 10-dimension feature variables respectively. Data from the two systems were combined to form a single data for describing the flavor information of beer. A normalization between (-1, +1) was implemented on the origins feature data from different sensors of E-tongue and E-nose. Figure 4 showed the averaged-value radar plot of normalized response of different sensors. According to the sensor response information, it was difficult to identify the different samples, the relationship between the sensors data was extremely complex. So, data fusion and feature variable screening were particularly important for correctly distinguishing beer brands. 
Extraction of cross-perception sensor characteristic variables
E-tongue and E-nose provided twenty variables for beer, sensors in E-tongue and E-nose were cross-sensitive to different ingredients of sample. So the sensors information of beer samples contained overlapped information. This problem may be solved by PCA. In order to acquire as much information as possible from the original fusion feature data, the 10 principal components were extracted, which accumulated variance contribution rate was up to 99.99(.
Before applying the GA-PLS to select variables, a randomization test was required to determine whether the it could be applied to GA-PLS for the original variable feature screening. Figure 5 showed the randomized test result of the fusion data of E-tongue and E-nose. It could be seen that the random test value was less than 5, indicating that the application of GA-PLS was reliable. Figure   6 showed the GA-PLS search result for the best number of variables, it could be seen that the cross-validated exceptions variance (CV () increased rapidly and then gradually with the number of variables increases. When CV( reached a maximum 82.169(, the number of variables reached 12, then the number of variables continued to increase, the CV( decreased slightly and stayed in a relatively stable state. On the contrary, in Figure 7 , with the increase of the number of variables, (MSECV decreased rapidly and then gradually, when the number of variables reached 12 the (MSECV arrived to its minimum value 0.5937, then the number of variables continued to increase, (MSECV increased slightly and maintained in a relatively stable state. Finally, 12 characteristic variables were extracted from the fusion data, which were CA0, C00, AE1, AAE, cpa(C00), W1C, W5S, W6S, W1S, W1W, W2S and W2W. Figure 8 showed the VIP score of E-tongue and the E-nose original variables. We generated the variable subsets which would be used to build the classification models. Each subset was generated with those variables based on the best VIP score. Subset #1 included C00, subset #2 included C00 and AE1, and the last #20 contained all the variable of E-tongue and the E-nose. When we gradually accumulated the number of variables, and observed the classification results of the models, then achieved the purpose of filtering redundant information was feasible [33] . In this way, we not only obtained the best subset to achieve the purpose of reducing redundant variables, but also observed the classification tendency of SVM when variable was added gradually. 
Results of the SVM Models
Five kinds of beer samples were divided into 90 groups, 2/3 of which as training set, rest of it as testing set. The training set was used to establish the SVM classification models. The testing set was used to achieve classification prediction.
The optimize parameter c and g of SVM models was calculated using 5-fold cross validation, and the best cross-validation accuracy was picked. In the GS methods, log2c and log2g range from [-10, 10] at an interval of 0.5 made a calculation with c and g. The initialize parameters of GA and PSO methods following: maximum generation was 100, population was 20, the search range of c was 0 to 100, that of g was 0 to 1000. Table 4 showed 20 subsets, which were generated with those variables based on the best VIP score. GS-SVM in #8 subset, GA-SVM and PSO-SVM in the #7 subset the classification accuracy was 90(, which meant that the original fusion feature data contained a lot of redundant information. The highest classification accuracy of GS-SVM was up to 100( in #13 subset, GA-SVM was 100( in #12 and #13 subsets, and PSO-SVM was 96.37( in #11 subset respectively. Meanwhile, we could see that, after reaching the highest classification accuracy, with the increase of the number of variables, the classification accuracy reduced to 90( finally. So, according to the VIP score rank, we could consider cpa(CA0) and cpa(AAE) as redundant information, W6S, CT0, cpa(CT0), W5S and cpa(AE1) may as irrelevant variables. Now, we compared the results, which achieved the highest classification accuracy. Figure 9 showed the parameter selection result 3D diagram of GS based on the #13 subset, the best c was 337.794, and best g was 0.0089742. Figure 10 showed the fitness curve of GA based on the #12 subset, the best c was 27.5926. and best g was 0.092793. Figure 11 showed the fitness curve of GA based on the #13 subset, the best c was 65.7752 and best g was 0.042248. Compared with GS, the smallest penalty factor c of GA was obtained based on the #12 subset, which was suitable for the SVM analysis. The classification result of testing set was shown in Figure 12 . Finally, we can think that 12 characteristic variables were extracted from the original fusion feature data, which were C00, AE1, CA0, cpa(C00), AAE, W1C, W3S, W3C, W5C, W1W and W2S. An interesting phenomenon was that the five taste variables were extracted based on the GA-PLS and VIP variable selection methods were consistent. But the olfactory variable extraction was different, it may be the fact that the taste sensor was a description of the basic taste and the olfactory sensor was cross sensitive. We could think that the main taste substances of beer flavor were sour, bitter, astringency, umami, and the aftertaste of bitter. The olfactory substances were aromatic aromatic, alcohol and alkenes. 
Conclusions
Based on two kinds of efficient and objective bionic detection systems (E-tongue and E-nose), this paper compared different variable selection methods to realize the qualitative classification of beer. The main work and conclusions were as follows:
(1) Based on the E-tongue and E-nose bionic detection system to achieve intelligent access of the taste information and olfactory information of five different beers. The two detection equipment response information radar plot could be seen, the overall difference of five beer samples was described.
(2) The original feature data of the two bionic detection systems were fused, then PCA extracted 10 principal components, and GA-PLS screened 12 characteristic variables, 20 subsets were generated with those variables based on the best VIP score. (3) The results showed that the recognition rate of the fusion system was better than the single system. Specially, comparison of classification results of different variable selection methods, the VIP combined with GA-SVM showed the best classification accuracy in #12 subset was up to 100(, then compared with GS-SVM in #13 subset, a relatively small penalty factor was obtained. Analysis the main taste substances of beer flavor were sour, bitter, astringency, umami, and the aftertaste of bitter, and the olfactory substances were aromatic aromatic, alcohol and alkenes.
This study shown that discrimination of beer based on E-tongue and E-nose: comparison of different variable selection methods, which offered an effective intelligent way for beer classification. It can be applied to the beer production quality supervision, identify the authenticity, taste-olfactory fusion information regression prediction and so on.
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