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Construction of Counterfactuals and the
G-computation Formula
Zhuo Yu and Mark J. van der Laan
Abstract
Robins’ causal inference theory assumes existence of treatment specific counter-
factual variables so that the observed data augmented by the counterfactual data
will satisfy a consistency and a randomization assumption. Gill and Robins [2001]
show that the consistency and randomization assumptions do not add any restric-
tions to the observed data distribution. In particular, they provide a construction
of counterfactuals as a function of the observed data distribution. In this paper
we provide a construction of counterfactuals as a function of the observed data
itself. Our construction provides a new statistical tool for estimation of counter-
factual distributions. Robins [1987b] shows that the counterfactual distribution
can be identified from the observed data distribution by a G-computation formula
under an additional identifiability assumption. He proves this for discrete vari-
ables. Gill and Robins [2001] prove the G-computation formula for continuous
variable under some additional conditions and modifications of the consistency
and the randomization assumptions. We prove that if treatment is discrete, then
Robins’ G-computation formula holds under the original consistency, randomiza-
tion assumptions and a generalized version of identifiability assumption.
1 Introduction
In a series of papers, Robins [1986, 1987, 1989, 1997] develops a systematic ap-
proach for causal inference in complex longitudinal studies. His approach depends
on introducing counterfactual variables which link the variables observed in the
real world to variables expressing what would happen should the subject have
received treatment a. The keys to link the observed variables and counterfactual
variables are the so called consistency, randomization and identifiability assump-
tions under which the counterfactual distributions can be recovered from observed
data distribution if all variables are discrete (Robins [1987]).
Suppose a subject will visit a clinic at K fixed time points. At visit k =
1, . . . , K, medical tests are done yielding some data Lk (when the doctor as-
signs a treatment Ak, this could be the quantity of a certain drug). The data
L1, A1 . . . , Lk−1, Ak−1 from earlier visits is available. Of interest is some response
Y , to be thought of as representing the state of the subject after the complete
treatment regime. Thus in time sequence the complete history of the subject
results in the alternating sequence of covariates ( or responses) and treatments
L1, A1, . . . , LK , AK , Y ≡ LK+1.
We assume without mention from now on that all the random variables in this
paper are multivariate real valued and are defined on a given common probability
space (Ω,F , P ). We write L¯k = (L1, . . . , Lk), A¯k = (A1, . . . , Ak). We abbreviate
L¯K+1 and A¯K to L¯ and A¯. A treatment regime or plan, denoted g, is a rule which
specifies treatment at each time point, given the data available at that moment.
In other words, it is a collection (gk)
K
k=1 of functions gk, the k’th defined on
sequences of the first k covariate values, where ak = gk(l¯k) is the treatment to
be administered at the k’th visit given covariate values l¯k = (l1, . . . , lk) up till
then. Define g¯k(l¯k) = (g1(l1), g2(l1, l2), . . . , gk(l1, . . . , lk)). We abbreviate g¯K to
g¯. Let G denote the set of all treatment plans. A fundamental assumption for
Robins causal inference methodology is the existence of treatment specific random
variables (Y g¯; g ∈ G) such that the following assumptions hold.
A1 (Consistency) There exists a subset Ω0 ⊂ Ω with P (Ω0) = 1 such that
Y (ω) = Y g¯(ω) on {ω ∈ Ω0 : A¯(ω) = g¯K(L¯K(ω))},
A2 (Randomization) Ak⊥(Y
g¯; g¯ ∈ G)|(A¯k−1, L¯k). That is, Ak is independent of
(Y g¯; g¯ ∈ G) given the observed data history (A¯k−1, L¯k) before Ak.
and that the the following identifiability assumption holds:
A3 (Identifiability) For any l¯k with P (A¯k−1 = g¯k−1(l¯k−1), L¯k = l¯k) > 0, it
follows that P (A¯k = g¯k(l¯k), L¯k = l¯k) > 0.
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Under these three assumptions Robins [1987] proves that if L¯ and A¯ are discrete,
the distribution of Y g¯ is given by the G-computation formula:
P (Y g¯ ∈ ·) =
∑
l1
. . .
∑
lK
P (Y ∈ ·|A¯K = g¯K(l¯K), L¯K = l¯K)
×
K∏
k=1
P (Lk = lk|A¯k−1 = g¯k−1(l¯k−1), L¯k−1 = l¯k−1)
(1)
In this paper, as in Gill and Robins [2001], we are concerned with answering
the following two basic questions regarding Robins’ theory. Firstly, given observed
variables, whether there exist underlying counterfactual variables (Y g¯; g¯ ∈ G)
which satisfy the assumptions A1 and A2. More precisely, given observed ran-
dom variables (Y, A¯K , L¯K) defined on a given probability space, can one construct
counterfactual variables (Y g¯; g¯ ∈ G) (possibly after augmenting the probability
space with some independent uniform variables in order to have some extra source
of randomness) on the same space satisfying these assumptions. According to Gill
and Robins [2001], “if the answer is no, adopting his approach means making re-
strictive implicit assumptions-not very desirable. If however the answer is yes, his
approach is neutral. One can freely use it in modelling and estimation, exploring
the consequences (for the unobserved variables ) of the model”. Secondly, whether
the counterfactual distribution of Y g¯ can be identified by the observed data dis-
tribution under the consistency, randomization and identifiability assumptions.
For the first question, given a distribution of observed variables, Gill and
Robins [2001] construct counterfactual and factual variables which satisfy these
assumptions with the factual variables having the given observed data distribu-
tion. Our construction is directly based on observed variables rather than their
distribution. In other words, our construction directly maps observed variables
and their distribution into counterfactual variables. The estimated counterfactu-
als can be used to estimate the counterfactual distributions, and, and in partic-
ular, parameters of the counterfactual distribution such as a mean or median.
For the second question, we show that if the treatment value is discrete, the
counterfactual distribution can be recovered from the observed data distribution
by the G-computation formula (1) with the conditional probabilities replaced by
conditional distributions under A1, A2 and A3∗, here A3∗ is a generalized version
of A3. We shall note that in most of the applications the treatment value is
discrete, so that it is of interest to study the correctness of the G-computation
formula in this case. Gill and Robins [2001]’s proof of the G-computation for-
mula depends on additional continuity assumptions regarding the joint law of the
counterfactual variables and the factual variables. See Assumptions C and Cg
in Gill and Robins [2001]. They also modify the original consistency and ran-
domization assumptions in terms of conditional distributions. See Assumptions
A1∗ and A2∗ in Gill and Robins [2001]. We shall point out that Gill and Robins
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[2001] deal with a more general situation where the treatment value could also
be continuous. Our result also shows that the G-computation formula does not
depend on how one chooses the conditional distributions which are not unique
given the observed data distribution. If the treatment value is continuous, we
show in the discussion section with an example that A1, A2 and A3∗ are not
enough to identify the counterfactual distribution. This was already shown by
Gill and Robins [2001] with another type of example. In this case, one needs
more restrictions on the counterfactual variables. However, the continuous case
is not within the scope of the current paper.
Organization of the paper. Section 2 provides our construction of counter-
factuals satisfying A1 and A2. Under the additional assumption that the treat-
ment value is discrete, we show in section 3 that the counterfactual distribution
can be computed by the G-computation formula with conditional probabilities
in (1) replaced by conditional distributions. In section 4, we provide statistical
methods based on our construction of counterfactuals. Section 5 discusses some
future directions.
2 Construction of counterfactuals
In this section, we state our construction of counterfactuals and provide the proof.
Given observed variables defined on a given probability space, we can construct
counterfactual variables defined on the same space which satisfy the consistency
and randomization assumptions A1 and A2. This teaches us that the consistency
and randomization assumptions are ”free” assumptions in the sense that they do
not add hidden restrictions on the observed data distribution.
Section 2.1 states the main theorem. In section 2.2 we provide some prelim-
inaries on conditioning. 2.3 establishes some lemmas which we use to prove the
main theorem. The proof of the theorem is given in section 2.4.
2.1 The main Theorem
Theorem 2.1. (Construction of counterfactuals) Let O ≡ (A¯K , L¯K , Y ≡ LK+1)
be a random variable defined on a given probability space (Ω,F , P ). Let G be
the set of all treatment plans. Suppose Lk = (Lk,1, . . . , Lk,pk) ∈ R
pk . Let
∆k ≡ (∆k,1, . . . , ∆k,pk), k = 1, . . . , K + 1, where ∆k,j are all uniformly indepen-
dently distributed on (0, 1] and independent of O. Let L¯k,j ≡ (L¯k−1, Lk,1, . . . , Lk,j),
and L¯k,0 ≡ L¯k−1. Similarly we define ∆¯k,j. Let QLk,j |A¯k−1,L¯k,j−1(dlk,j ; a¯k−1, l¯k,j−1)
be a regular conditional distribution of Lk,j given (A¯k−1, L¯k,j−1). Let F
−1(·) ≡
infy{F (y) ≥ ·} for a univariate distribution function F . Set L
g¯
1 ≡ L1. For each
3
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k and j, define Lg¯k,j recursively by: for k = 1, . . . , K + 1, for j = 1, . . . , pk
Lg¯k,j ≡ Q
−1
Lk,j |A¯k−1,L¯k,j−1
(
Q
∆k,j
Lk,j |A¯k−1,L¯k,j−1
(Lk,j; A¯k−1, L¯k,j−1); g¯k−1(L¯
g¯
k−1), L¯
g¯
k,j−1
)
,
where L¯g¯k,0 ≡ L¯
g¯
k−1, L
g¯
k ≡ (L
g¯
k,1, . . . , L
g¯
k,pk
) and
Q
∆k,j
Lk,j |A¯k−1,L¯k,j−1
(
Lk,j; A¯k−1, L¯k,j−1
)
≡ ∆k,jQLk,j |A¯k−1,L¯k,j−1
(
Lk,j; A¯k−1, L¯k,j−1
)
+ (1−∆k,j)QLk,j |A¯k−1,L¯k,j−1
(
Lk,j−; A¯k−1, L¯k,j−1
)
.
Then (Y g¯ ≡ Lg¯K+1; g¯ ∈ G) satisfies assumptions A1 and A2.
Remark: Note that the constructions depend on ∆k,j if Lk,j is discrete. So the
counterfactuals satisfying A1 and A2 are not unique. However, we show in section
3 that if the treatment is discrete, then the counterfactual distribution is unique
under the additional assumption A3∗.
We next explain algorithmically how to construct the counterfactuals given
the observed variables and part of the observed data likelihood:
K+1∏
k=1
pk∏
j=1
QLk,j |A¯k−1,L¯k,j−1(Lk,j; A¯k−1, L¯k,j−1). (2)
To simplify the explanation, we assume pl = 1. We use lower case letters to denote
the actual observed variables. At the beginning, generate K + 1 independent
Unif(0, 1] random variables (δ1, . . . , δK+1) and set the counterfactual variable of
l1, l
g¯
1, to be l1 itself. In order to generate the counterfactual variable of l2, l
g¯
2, first
calculate the conditional distribution of L2 given (A1 = a1, L1 = l1) at l2 and
its left limit. Then take the weighted average of these two values with weights
equal to δ2 and 1 − δ2. Denote the result with u1. Thereby, apply the inverse
of the conditional distribution of L2 given (A1 = g1(l
g¯
1), L1 = l
g¯
1) to u1. Set the
result to be lg¯2. Note that this procedure corresponds with applying a quantile-
quantile function X2 = F
−1
2 F
∆
1 (X1) as described in Lemma 2.4, where X1 =
l2, F1 = QL2|A1,L1(·; a1, l1), F2 = QL2|A1,L1(·; g1(l
g¯
1), l
g¯
1). Repeat this procedure till
we obtain yg¯ ≡ lg¯K+1.
2.2 Preliminaries
Conditional distributions. Let Y , X denote two random variables. There
exists a regular conditional distribution QY |X(dy; x) satisfying
(a) B → QY |X(B; x) is a probability measure for any fixed x.
(b) x → QY |X(B; x) is a measurable function for any Borel set B,
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and
E(h(X,Y )|X) =
∫
y
h(X, y)QY |X(dy; X) (3)
for any bounded measurable function h(x, y). We note that Q is not unique.
As a convention, we denote QY |X((−∞, y] : x) with QY |X(y; x). It follows that
(y, x) → QY |X(y; x) is a measurable function as well.
Support of a distribution. A support point of the law of a random variable
X is a point x such that P (X ∈ B(x, δ)) > 0 for all δ > 0, where B(x, δ) is the
open ball around x with radius δ. We define the support of X, denoted Supp(X)
or Supp(FX), to be the set of all support points.
Conditional independence. Let X,Y, Z be random variables. We have
that X⊥Y |Z if for any bounded continuous functions h1 and h2,
E(h1(X)h2(Y )|Z) = E(h1(X)|Z)E(h2(Y )|Z).
Another way to verify the conditional independence X⊥Y |Z is to show that for
any bounded measurable function h(X), E(h(X)|Y, Z) is only a function of Z. In
order to prove that X⊥(Yt, t ∈ T )|Z for an arbitrary index set T , we only need
to prove that for any finite subset T0 ⊂ T , X⊥(Yt, t ∈ T0)|Z.
2.3 Lemmas
In this section we establish some lemmas needed for the proof of Theorem 2.1. In
the following we use capital letters to denote random variables and small letters
to denote realizations of the random variables.
We start with introducing Supp′ of a univariate distribution function F . We
say x ∈ Supp′(F ), if x satisfies that for any δ > 0, F ((x − δ, x]) > 0. Let D(F )
be all the continuity points of F satisfying the following conditions: (1) for any
x′ > x, F (x′) > F (x) and (2) there exists x′ < x, such that F (x′) = F (x). We
have that D(F ) is countable and thus has zero mass under F (dy). It is not hard
to show Supp′(F ) = Supp(F )\D(F ). Therefore,
1 = F (Supp(F )) = F (Supp′(F )) =
∫
x
I(x ∈ Supp′(F ))F (dx) (4)
Lemma 2.1. Let F be a univariate distribution function. For any δ ∈ (0, 1], we
have
F−1 (δF (y) + (1− δ)F (y−)) = y, for all y ∈ Supp′(F ). (5)
Proof: If y is a discontinuity point of F (·), then certainly y ∈ Supp′(F ) and
(5) obviously holds. If y ∈ Supp′(F ) is a continuity point of F (·), then we have
for any y′ < y that F (y′) < F (y). It is now easy to see that (5) holds in this case.

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Lemma 2.2. Let Y and X be random variables and Y is univariate. Let QY |X(dy; x)
be a regular conditional distribution of Y given X. Then
(x, y) → I
(
y ∈ Supp′
(
QY |X(·; x)
))
is a measurable function and
P
(
Y ∈ Supp′
(
QY |X(·; X)
))
= 1
Proof: Firstly, we will show that (x, y) → I
(
y ∈ Supp′
(
QY |X(·; x)
))
is a
measurable function. We have that, y ∈ Supp′
(
QY |X(·; x)
)
if and only if
QY |X
(
(y −
1
n
, y]; x
)
> 0 for any n.
Thus
I
(
y ∈ Supp′
(
QY |X(·; x)
))
= lim
n→∞
I
(
QY |X
(
(y −
1
n
, y]; x
)
> 0
)
.
Since this defines I
(
y ∈ Supp′
(
QY |X(·; x)
))
as a pointwise limit of measurable
functions, it is a measurable function itself. In addition, we have
P
(
Y ∈ Supp′
(
QY |X(·; X)
))
= EP
(
Y ∈ Supp′
(
QY |X(·; X)
)
|X
)
= E
∫
y
I
(
y ∈ Supp′
(
QY |X(·; X)
))
QY |X(dy; X)
= 1.
The second equality is due to (3) and the last equality is due to (4). 
Lemma 2.3. Let Y be a univariate random variable with distribution F . Let ∆
be uniformly distributed on (0, 1] and independent of Y . Then
F∆(Y ) ≡ ∆F (Y ) + (1−∆)F (Y−)
is uniformly distributed on (0, 1].
Proof of Lemma 2.3: Let Fn be the convolution of F and Unif(0,
1
n
], that
is,
Fn(·) ≡ n
∫
(0, 1
n
]
F (· − u)du.
Note that Fn is a continuous distribution function. Since F is right continuous
and has left limit, it is easy to verify that for any δ ∈ (0, 1] and y ∈ R,
Fn(y +
δ
n
) −→ δF (y) + (1− δ)F (y−), for n →∞.
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Thus
Fn(Y +
∆
n
) −→ ∆F (Y ) + (1−∆)F (Y−), a.s. for n →∞. (6)
The desired result follows now from (6) and the fact that Fn(Y +∆/n) is uniformly
distributed on (0, 1]. 
The following Lemma allows us to define a q-q function for discrete distribu-
tion functions.
Lemma 2.4. Let X1 and X2 be univariate random variables with distribution
functions F1 and F2. Let ∆ be independent of (X1, X2). Then F
−1
2
(
F∆1 (X1)
)
is
distributed as F2.
Proof: The proof is straightforward by Lemma 2.3. 
Lemma 2.5. Let X,Y and Z be random variables and Z is independent of
(X,Y ). Let QY |X(dy; x) be a regular conditional distribution of Y given X. Then
(1) QY,Z|X(dy, dz; x) ≡ P (Z ∈ dz)QY |X(dy; x) is a regular conditional distribu-
tion of (Y, Z) given X.
(2) QY |X(dy; x) is a regular conditional distribution of Y given (X,Z).
Proof: The proof is straightforward and omitted. 
Lemma 2.6. Let Y be a univariate random variable, X ∈ Rd be a random
variable and QY |X(dy; x) be a regular conditional distribution of Y given X. Let
∆ ∼ Unif(0, 1] be independent of (X,Y ). Let Z ∈ Re be a random variable and
independent of (∆, X, Y ). Let h : R × Rd × Re → R be a bounded measurable
function. Define
Q∆Y |X(Y ; X) ≡ ∆QY |X(Y ; X) + (1−∆)QY |X(Y−; X).
We have
E
(
h(Q∆Y |X(Y ; X), X, Z)|X,Z
)
=
∫
u∈(0,1]
h(u,X,Z)du, a.s.
Lemma 2.6 teaches us that Q∆Y |X(Y ; X) is uniformly distributed on (0, 1] given
(X,Z).
Proof: Lemma 2.6 is a straightforward result of Lemma 2.3 and Lemma 2.5.

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2.4 Proof of Theorem 2.1
Proof: Consistency. Let
Ω0 ≡
⋂
k,j
{
ω : Lk,j ∈ Supp
′
(
Q
∆k,j
Lk,j |A¯k−1,L¯k,j−1
(·; A¯k−1, L¯k,j−1)
)}
.
By Lemma 2.2, P (Ω0) = 1. It follows from Lemma 2.1 immediately that
L2,1 = L
g¯
2,1 ≡ Q
−1
L2,1|A1,L1
(
Q
∆2,1
L2,1|A1,L1
(L2,1; A1, L1); g1(L1), L1
)
(7)
on {ω ∈ Ω0 : A¯K = g¯K(LK)}. Now it can be verified by deduction that for
k = 1, . . . , K + 1 and for j = 1, . . . , pk,
Lk,j = L
g¯
k,j, on {ω ∈ Ω0 : A¯K = g¯K(LK)}.
Therefore Lk = L
g¯
k on {ω ∈ Ω0 : A¯K = g¯K(LK)} for k = 2, . . . , K + 1 and the
consistency assumption A1 follows.
Randomization. Given a finite subset G0 ⊂ G and a bounded measurable func-
tion of (Y g¯; g¯ ∈ G0), denoted with h(Y
g¯; g¯ ∈ G0). We will show that E(h|A¯m, L¯m)
is only a function of (A¯m−1, L¯m). We calculate E(h|A¯m, L¯m) by sequentially condi-
tioning on (A¯K , L¯K+1,pK+1−1, ∆¯K+1,pK+1−1), (A¯K , L¯K+1,pK+1−2, ∆¯K+1,pK+1−2), . . .,
(A¯m, L¯m, ∆¯m) and (A¯m, L¯m). h is actually only a function of(
Q
∆k,j
Lk,j |A¯k−1,L¯k,j−1
(Lk,j; A¯k−1, L¯k,j−1); 1 ≤ k ≤ K + 1, 1 ≤ j ≤ pK+1
)
.
Denote it with
hK+1,pK+1
(
Q
∆k,j
Lk,j |A¯k−1,L¯k,j−1
(Lk,j; A¯k−1, L¯k,j−1); k ≤ K + 1, 1 ≤ j ≤ pK+1
)
.
Firstly, take the conditional expectation of hK+1,pK+1 given (A¯K , L¯K+1,pK+1−1,
∆¯K+1,pK+1−1). We have that Q
∆k,j
Lk,j |A¯k−1,L¯k,j−1
(
Lk,j; A¯k−1, L¯k,j−1
)
is uniformly dis-
tributed on (0, 1] given (A¯k−1, L¯k,j−1, ∆¯k,j−1) by Lemma 2.6. The result of the con-
ditional expectation can be obtained as follows: first replace Q
∆K+1,pK+1
LK+1,pK+1 |A¯K ,L¯K+1,pK+1
(LK+1,pK+1; A¯K , L¯K+1,pK+1) by u and then integrate w.r.t u on (0, 1]. We obtain
a function of(
Q
∆k,j
Lk,j |A¯k−1,L¯k,j−1
(Lk,j; A¯k−1, L¯k,j−1); k ≤ K + 1,
1 ≤ j ≤ pk for 1 ≤ k ≤ K and 1 ≤ j ≤ pK+1 − 1 for k = K + 1
)
.
Denote this function with hK+1,pK+1−1. Iterating this process (i.e. take the con-
ditional expectation of hK+1,pK+1−1 given (A¯K , L¯K+1,pK+1−2, ∆¯K+1,pK+1−2) and so
8
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on) and ending with conditioning on (A¯m, L¯m, ∆¯m) = (A¯m, L¯m,pm , ∆¯m,pm), one
ends up with hm,pm , which is only a function of(
Q
∆k,j
Lk,j |A¯k−1,L¯k,j−1
(Lk,j; A¯k−1, L¯k,j−1); 1 ≤ k ≤ m, 1 ≤ j ≤ pk
)
.
This is obviously a function of (A¯m−1, L¯m, ∆¯m). Denote this function with f(A¯m−1,
L¯m, ∆¯m). Now we obtain
E(h|A¯m, L¯m, ∆¯m) = f(A¯m−1, L¯m, ∆¯m)
Since ∆k,j are I.I.D. Unif(0, 1] and independent of A¯ and L¯, we have
E(h|A¯m, L¯m) = E
(
E(h|A¯m, L¯m, ∆¯m)|A¯m, L¯m
)
= E(f(A¯m−1, L¯m, ∆¯m)|A¯m, L¯m)
=
∫
(0,1]
. . .
∫
(0,1]
f(A¯m−1, L¯m, u¯m)du1,1du1,2 . . . dum,pm .
We conclude that E(h|A¯m, L¯m) is only a function of (A¯m−1, L¯m) which completes
the proof. 
3 G-computation formula
In section 2, we showed that the counterfactuals (Y g¯ : g¯ ∈ G) satisfying A1 and A2
can be constructed given the observed variables. In this section we show that the
counterfactual distribution can be identified by the observed data distribution
under A1, A2 and A3∗ which is a generalized version of A3. assuming that
treatment A¯ is discrete valued. The counterfactual distribution is indeed given
by the general form of the G-computation formula where we replace conditional
probabilities in (1) by conditional distributions. The result of G-computation
formula does not depend on how one chooses the conditional distributions.
Section 3.1 gives the theorem. The proof of the G-computation formula is
given in section 3.2
3.1 G-computation formula
Theorem 3.1. (G-computation formula) Let (A¯K , L¯K , Y ≡ LK+1) be a ran-
dom variable defined on a given probability space (Ω,F , P ) and let Ak be dis-
crete, k = 1, . . . , K. Assume that the consistency and randomization assump-
tions A1 and A2 hold. Let QLk+1|A¯k,L¯k(dlk+1; a¯k, l¯k) be a regular conditional dis-
tribution of Lk+1 given (A¯k, L¯k) for k = 1, . . . K (note that LK+1 ≡ Y ). Let
QLk+1|A¯k,L¯k(dlk+1; a¯k, l¯k) denote P (L1 ∈ dl1) when k = 0. Let g¯ be a treatment
plan. Assume that g¯K satisfies the following identifiability assumption.
9
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A3∗ For any Borel set C with P (A¯k−1 = g¯k−1(L¯k−1), L¯k ∈ C) > 0, we have
P (A¯k = g¯k(L¯k), L¯k ∈ C) > 0.
We have (recall that lK+1 ≡ y)
P (Y g¯ ∈ dy) =
∫
l1
. . .
∫
lK
K∏
k=0
QLk+1|A¯k,L¯k(dlk+1; gk(l¯k), l¯k). (8)
Remark We note that when Lk is discrete, A3
∗ is equivalent to the discrete
version of A3 given in Section 1. A sufficient condition for A3∗ to hold is
A3∗∗ For any l¯k and a¯k = g¯k(l¯k) with (a¯k−1, l¯k) ∈ Supp(A¯k−1, L¯k), it follows that
QAk|A¯k−1,L¯k({ak}; a¯k−1, l¯k) > 0, where QAk|A¯k−1,L¯k(·; a¯k−1, l¯k) is a regular con-
ditional distribution of Ak given (A¯k−1, L¯k).
A3∗∗ is easier to verify practically.
3.2 Proof of Theorem 3.1
We first provide a definition which defines a conditional expectation conditioning
on an event and a sub σ-field. Then we establish a Lemma which we need in
the proof of Theorem 3.1. We will first remind the definition of conditional
expectation. Let H ⊂ F be a sub σ-field of F . E(X|H) is defined as the
unique H-measurable random variable ξ which satisfies E(XIH) = E(ξIH) for
any H ∈ H. If EY 2 < ∞, then ξ = E(X|H) is the unique (a.s. sense) random
variable which minimizes E(X − ξ)2 among H-measurable random variable ξ.
Definition 3.1. Let Y be a random variable defined on a given probability space
(Ω,F , P ). Let F ∈ F and H ⊂ F be a sub σ-field. We define E(Y |F,H) as
follows:
E(Y |F,H) ≡
E(Y IF |H)
P (F |H)
I (P (F |H) > 0) ,
where IF denotes the indicator function.
By Definition 3.1, the following Lemma is straightforward.
Lemma 3.1. E(Y |F,H) as defined by Definition 3.1 satisfies the following prop-
erties
(1) E(aX + bY |F,H) = aE(X|F,H) + bE(X|F,H), if X and Y are integrable.
(2) E(Y |F,H) = E(Y IF |F,H).
(3) E(Y |F,H) = Y I (P (F |H) > 0) if Y is H-measurable.
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(4) If F ∈ σ(H1,H2), where Hi, i = 1, 2 are sub σ-fields, then
E(Y |F,H1) = E (E(Y |H1,H2)|F,H1) .
(5) If Y is H-measurable, then E(XY |F,H) = E(X|F,H)Y.
(6) If X⊥F |H, then E(X|F,H) = E(X|H)I (P (F |H) > 0) .
In the following, as a convention, when we condition on a random variable,
we mean conditioning on the σ-field generated by the random variable. When
we condition on an event and a random variable, we mean conditioning on the
event and the σ-field generated by the random variable as defined in Definition
3.1. For example conditioning on (Ak = gk(L¯k), A¯k−1, L¯k) means conditioning on
(F ≡ {Ak = gk(L¯k)},H ≡ σ(A¯k−1, L¯k)).
Proof of Theorem 3.1: We begin with establishing the following Lemmas.
We assume that all the conditions of Theorem 3.1 hold.
Lemma 3.2. Y g¯⊥{Ak = gk(L¯k)}|(A¯k−1, L¯k).
Proof: This is a straightforward consequence of the fact that
X⊥Y |Z =⇒ X⊥h(Y, Z)|Z,
where X, Y and Z are random variables and h is a measurable function. 
Lemma 3.3. Let F gkk ≡ (Ak = gk(L¯k), A¯k−1, L¯k). We have that for any bounded
measurable function h
E
(
h(Ak, A¯k−1, L¯k)|F
gk
k
)
= h(gk(L¯k), A¯k−1, L¯k)I(P (Ak = gk(L¯k)|Fk) > 0).
Proof: The proof is straightforward by definition 3.1 and omitted. 
Lemma 3.4. Let Fk = (A¯k−1, L¯k). We have P (Ak = gk(L¯k)|Fk) > 0 a.s. on
{A¯k−1 = g¯k−1(L¯k−1)}.
Proof: Let Fk ≡ {P (Ak = gk(L¯k)|Fk) = 0} = {(A¯k−1, L¯k) ∈ C}, where C is
a Borel set. In order to prove the Lemma, we need to show that
P (A¯k−1 = g¯k−1(L¯k−1), Fk) = 0. (9)
Suppose (9) is incorrect. That is,
P (A¯k−1 = g¯k−1(L¯k−1), Fk)
= P (A¯k−1 = g¯k−1(L¯k−1), (A¯k−1, L¯k) ∈ C)
= P (A¯k−1 = g¯k−1(L¯k−1), (g¯k−1(L¯k−1), L¯k) ∈ C)
= P (A¯k−1 = g¯k−1(L¯k−1), L¯k ∈ D) > 0,
11
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where D is a Borel set. By assumption A3∗, the last formula implies
P
(
A¯k = g¯k(L¯k), L¯k ∈ D
)
= P
(
A¯k = g¯k(L¯k), Fk
)
> 0. (10)
We note that {A¯k−1 = g¯k−1(L¯k−1), Fk} is an element of the σ-field generated by Fk.
By definition of conditional expectation, we have
EIAk=gk(L¯k)IA¯k−1=g¯k−1(L¯k−1),Fk = EP (Ak = gk(L¯k)|Fk)IA¯k−1=g¯k−1(L¯k−1),Fk .
The right hand side is zero due to the definition of Fk. But the left hand side is
positive by (10). This is a contradiction. 
We now continue to prove the theorem. We first show that for any bounded
measurable function h,
E (h(Y g¯)) = EE
(
E
(
. . . E
(
E(h(Y g¯)|F+K)|F
gK
K
)
. . . |F g11
)
|L1
)
(11)
= EE
(
E
(
. . . E
(
E(h(Y )|F+K)|F
gK
K
)
. . . |F g11
)
|L1
)
, (12)
where F+k ≡ (A¯k, L¯k). Recall that Fk ≡ (A¯k−1, L¯k) and F
gk
k ≡ ({Ak = gk(L¯k)},
A¯k−1, L¯k). Firstly, applying property (2) in Lemma 3.1 with F = {Ak = gk(L¯k)}
shows that (11) equals
EE
(
E
(
. . . E
(
E
(
E(h(Y g¯)|F+K)|F
gK
K
)
|F+K−1
)
I
(
AK−1 = gK−1(L¯k−1)
)
. . . I(A1 = g1(L1))|F
a1
1
)
|L1
)
Applying (5) of Lemma 3.1 allows us to move the indicators inside step by step,
till we obtain
EE
(
E
(
. . . E
(
E(h(Y g¯)|F+K)|F
gK
K
)
I(A¯K−1 = g¯K−1(L¯k−1)) . . . |F
g1
1
)
|L1
)
. (13)
We have
E
(
E(h(Y g¯)|F+K)|F
gK
K
)
I(A¯K−1 = g¯K−1(L¯k−1))
= E(h(Y g¯)|F gKK
)
I(A¯K−1 = g¯K−1(L¯k−1))
= E(h(Y g¯)|FK
)
I(A¯K−1 = g¯K−1(L¯k−1))
The first equality is due to (4) of Lemma 3.1 and the second equality is due to (6)
of Lemma 3.1 and Lemma 3.4. Now, plug the last term in (13). Application of (2)
and (5) of Lemma 3.1 allows us to delete the indicator I(A¯K−1 = g¯K−1(L¯k−1)). We
also note that conditioning on FK and further conditioning on F
+
K−1 is equivalent
to conditioning on F+K−1. We have that (13) is equal to
EE
(
E
(
. . . E
(
E(h(Y g¯)|F+K−1)|F
gK−1
K−1
)
. . . |F g11
)
|L1
)
.
Set K = K − 1 and repeat the last procedures till we eventually obtain (11).
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Application of (2) and (5) of Lemma 3.1 with F = {Ak = gk(L¯k)} shows that
(11) is equal to
EE
(
E
(
. . . E
(
E(h(Y g¯)I(A¯K = g¯K(L¯K))|F
+
K)|F
gK
K
)
. . . |F g11
)
|L1
)
By the consistency assumption A1, the last equality is equal to
EE
(
E
(
. . . E
(
E(h(Y )I(A¯K = g¯K(L¯k))|F
+
K)|F
gK
K
)
. . . |F g11
)
|L1
)
Again, application of (2) and (5) of Lemma 3.1 allows us to delete the indicator
function I(A¯K = g¯K(L¯K)) which results in (12).
It remains to show that (12) yields the G-computation formula (8). Firstly,
we write (12) as
EE
(
E
(
. . . E
(
E(h(Y )|F+K)|F
gK
K
)
I(A¯K−1 = g¯K−1(L¯K−1)) . . . |F
g1
1
)
|L1
)
. (14)
We have (recall that lK+1 ≡ y)
E
(
E(h(Y )|F+K)|F
gK
K
)
I(A¯K−1 = g¯K−1(L¯K−1))
= E
(∫
lK+1
h(y)QLK+1|A¯K ,L¯K (dlK+1; A¯K , L¯K)
∣∣∣∣F gKK
)
I(A¯K−1 = g¯K−1(L¯K−1))
=
∫
lK+1
h(y)QLK+1|A¯K ,L¯K (dlK+1; gK(L¯K), A¯K−1, L¯K)I(A¯K−1 = g¯K−1(L¯K−1))
=
∫
lK+1
h(y)QLK+1|A¯K ,L¯K (dlK+1; g¯K(L¯K), L¯K)I(A¯K−1 = g¯K−1(L¯K−1))
(15)
The first equality is due to (3). The second equality is due to Lemma 3.3 and
Lemma 3.4. We plug (15) in (14) and delete the indicator function. Now, repeat-
ing the last procedure by sequentially conditioning on F+K−1 and F
gK−1
K−1 , . . . results
in the G-computation formula (8). 
Remark: Since the conditional distributions QLk+1|A¯k,L¯k(dlk+1; a¯k, l¯k) are not
unique, one might be concerned that different choices of conditional distribu-
tions would result in different answers. In the proof we show that the regular
conditional distributions are just used to compute (12) which is a well defined
quantity. Consequently the result of the G-computation formula doesn’t depend
on how one chooses the regular conditional distributions.
4 Statistical methods based on our construction
of counterfactuals
Theorem 2.1 provides a function which maps the observed variable O and its
distribution to the treatment specific counterfactuals. Suppose we have n I.I.D.
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observations of O. We can obtain a MLE of the partial likelihood (2) by assum-
ing a parametric or semiparametric model for QLk,j |A¯k−1,L¯k,j−1(Lk,j; A¯k−1, L¯k,j−1).
For each subject, we could estimate his/her counterfactuals following the proce-
dure described in section 2.1. Now we can estimate a function of counterfactual
distribution using the estimated counterfactuals. For example, we can use the
sample mean and the sample median of the estimated counterfactuals to get the
counterfactual mean and median. The bootstrap can be used to assess the vari-
ability of the resulting estimate of P (Y g¯ ∈ ·). An alternative way to estimate the
counterfactual distribution is to use the G-computation formula directly. This
can be implemented by a Monte-Carlo experiment which is described in Gill and
Robins [2001]. There are two important gains from the construction approach.
First, we can estimate a function of the counterfactual distribution without cal-
culating multivariate integrals (analytically or by Monte-Carlo simulation) which
is computationally easier. Second, we can use the constructed counterfactuals to
do model selection on the partial likelihood (2), in the manner discussed next.
We notice that for a given estimate Qn
Lk,j |A¯k−1,L¯k,j−1
(·; A¯k−1, L¯k,j−1), the con-
structed counterfactual variable Yˆ g¯ satisfies the consistency assumption A1 as
long as Lk,j lies in the Supp’ of Q
n
Lk,j |A¯k−1,L¯k,j−1
(·; A¯k−1, L¯k,j−1). Thus under
the additional identifiability assumption A3∗ , the true counterfactual distribu-
tion is uniquely identified by A2 (see Theorem 3.1). We can use a correctly
specified model for the treatment mechanism to directly fine-tune the model
for QLk,j |A¯k−1,L¯k,j−1(Lk,j; A¯k−1, L¯k,j−1) so that Yˆ
g¯ satisfies the randomization as-
sumption A2. For example the treatment is a 0, 1 random variable and satisfies
P (Ak = 1|A¯k−1, L¯k) = expit(α
T Wk), k = 1, . . . , K, where α is an unknown pa-
rameter vector, Wk is a known function of A¯k−1, L¯k, and expit(x) = e
x/(1 + ex).
Let Yˆ g¯ be the counterfactual variable calculated based on a partial likelihood
estimate Qn
Lk,j |A¯k−1,L¯k,j−1
(Lk,j; A¯k−1, L¯k,j−1). We estimate θ with the MLE in the
extended model P (Ak = 1|A¯k−1, L¯k, Yˆ
g¯) = expit(αT Wk + θYˆ
g¯), k = 1, . . . , K.
Since Ak⊥Y
g¯|A¯k−1, L¯k, if the partial likelihood is estimated well, one would
expect that θ is close to zero. Suppose we have several candidate models for
QLk,j |A¯k−1,L¯k,j−1(Lk,j; A¯k−1, L¯k,j−1). We first calculate the counterfactual variable
Yˆ g based on each model and choose the model which minimizes θˆ.
5 Discussion
Our q-q function given by Lemma 2.4 can be used to generalize Robins’ Structural
Nested Mean (SNM) models to both discrete and continuous outcome variables. It
is of interest to understand the precise conditions under which the counterfactual
distribution of Y g¯ can be identified from the observed data distribution in general,
that is, without assuming treatment is discrete. We were not able to settle this
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completely yet.
Firstly, we shall realize that A1, A2 and A3 themselves can not guarantee
the correctness of the G-computation formula. Here is a simple example with no
covariates. Let Ω = [0, 1], a ∈ A = [0, 1], Y a(ω) = I(a = ω) and A(ω) = ω.
Obviously, A⊥(Y a; a ∈ A) since the σ-field generated by (Y a; a ∈ A) is trivial.
Let Y (ω) = Y A(ω). We have Y ≡ 1. The variables defined above satisfy A1
and A2. That is, Y a = Y on {A = a} and A⊥(Y a; a ∈ A). But certainly
law(Y a) 6= QY |A(dy; a). Gill and Robins [2001] provide another counterexample.
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