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Resumen: El comportamiento dina´mico de los sistemas no lineales es mucho ma´s rico que el de los
lineales y su ana´lisis mucho ma´s complicado. Para el ana´lisis de estabilidad, las te´cnicas basadas
en la teorÆ´a de Liapunov tienen un lugar destacado. En este artÆ´culo se revisa parte de esta teorÆ´a
incluyendo las te´cnicas de estimacio´n de la cuenca de atraccio´n. Tambie´n se repasan los resultados
que han aparecido en los u´ltimos an˜os sobre la aplicacio´n a este campo de los me´todos nume´ricos de
optimizacio´n de suma de cuadrados. Copyright c© 2009 CEA.
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1. INTRODUCCIO´N
La estabilidad es el primer objetivo del ingeniero de control. Sin
la estabilidad, el resto de especiſcaciones (rapidez del transito-
rio, oscilaciones reducidas, rechazo de perturbaciones, robus-
tez, etc.) carecen de sentido. Para el caso de sistemas lineales
el concepto de estabilidad es claro, su condicio´n necesaria y
suſciente es bien conocida (parte real negativa de todos los
polos de la funcio´n de transferencia o de los autovalores de
la matriz de transicio´n de estados) y existen criterios sencillos
que permiten analizarla (como los bien conocidos criterios de
Routh-Hurwitz y de Nyquist). Sin embargo, en sistemas no
lineales el panorama es totalmente distinto: existen diversas
deſniciones de estabilidad –en realidad es preciso hablar de
la estabilidad de puntos de equilibrio o de otro tipo de con-
juntos y no de estabilidad del sistema– y la mayorÆ´a de los
criterios conocidos proporcionan condiciones suſcientes pero
no necesarias y, adema´s, no suelen ser me´todos sistema´ticos
como pueden ser los criterios mencionados en sistemas lineales.
Entre las teorÆ´as que permiten el ana´lisis de estabilidad de
sistemas no lineales, la teorÆ´a basada en Liapunov tiene un lugar
destacado por la riqueza en la descripcio´n de los diversos con-
ceptos de estabilidad y los me´todos de ana´lisis de estabilidad
que establecen condiciones suſcientes.
Alexander Mikhailovitch Liapunov publico´ su tesis doctoral
en 1892 (Lyapunov, 1892) 1 donde introdujo sus famosas de-
ſniciones de estabilidad y criterios para su ana´lisis. Ma´s de
un siglo despue´s es sorprendente el nu´mero de publicaciones
que aparecen pra´cticamente todos los meses en las revistas
relacionadas con el control automa´tico (Axelby y Parks, 1992).
En realidad, el me´todo directo de Liapunov permanecio´ des-
conocido para los cientÆ´ſcos e ingenieros fuera de Rusia hasta
pra´cticamente 1960. En este an˜o se publico´ el artÆ´culo seminal
(Kalman y Bertram, 1960); adema´s la celebracio´n del primer
congreso mundial de la IFAC en Moscu´ facilito´ la difusio´n de
esta teorÆ´a por el mundo occidental. Desde entonces ha habido
una enorme produccio´n cientÆ´ſca en este campo, apareciendo
nuevos conceptos de estabilidad relacionados con las deſnicio-
1 Publicada en ingle´s en (Lyapunov, 1992).
nes originales de Liapunov y se han desarrollado nuevos me´to-
dos de ana´lisis inspirados en las mismas ideas. Los resultados
no se han limitado al ana´lisis de estabilidad sino que tambie´n
se ha desarrollado un campo de aplicacio´n de estas te´cnicas en
el disen˜o de sistemas de control no lineal. El lector interesado
en los detalles histo´ricos puede consultar (Shcherbakov, 1992;
Fuller, 1992; Michel, 1996).
Una de las mu´ltiples diferencias entre la estabilidad de los
sistemas lineales y los no lineales es que en estos u´ltimos puede
tener un cara´cter local. En estos casos existe un conjunto de
puntos alrededor del punto de equilibrio tales que si el sistema
comienza en uno de estos puntos, la evolucio´n del mismo tiende
al equilibrio; sin embargo, si el sistema comienza en un punto
fuera de este conjunto, la trayectoria divergira´ hacia el inſnito
o hacia otro atractor. Por ejemplo, en el control de sistemas
inestables, si la sen˜al de control esta´ saturada (lo que siempre
sucede en la pra´ctica) la estabilidad no puede ser global sino
solamente local.
La determinacio´n de la cuenca de atraccio´n es muy importante
en el ana´lisis: esta regio´n deſne la zona de operacio´n segura.
Si el sistema se sale de ella, no podra´ volver al punto de opera-
cio´n deseado. Un ejemplo de este feno´meno fue el desastre de
Cherno´bil (Stein, 2003). La determinacio´n exacta de la cuen-
ca de atraccio´n solamente es posible en casos muy sencillos.
Normalmente es necesario conformarse con la estimacio´n de
la misma, entendiendo por tal el ca´lculo de un subconjunto de
la cuenca de atraccio´n. De esta forma se tienen garantÆ´as de
que si el sistema comienza en esa regio´n estimada, evolucio-
nara´ hacia el equilibrio deseado. Existen diversas te´cnicas para
la estimacio´n de la cuenca de atraccio´n, algunas de las cuales
se revisan en la seccio´n 3. Aparte de la diſcultad del ca´lculo,
un inconveniente de estas te´cnicas es su conservadurismo ya
que el conjunto estimado suele ser mucho ma´s pequen˜o que la
verdadera cuenca de atraccio´n.
En los u´ltimos an˜os ha aparecido una nueva te´cnica de optimi-
zacio´n nume´rica que tiene aplicaciones tanto para el ana´lisis de
estabilidad basado en Liapunov como para la estimacio´n de la
cuenca de atraccio´n, principalmente para sistemas polinomia-
les. Se trata de la optimizacio´n de suma de cuadrados (Choi et
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al., 1995; Powers yWormann, 1998; Parrilo, 2000; Prajna et al.,
2005). Estas aplicaciones tambie´n se revisan en este artÆ´culo.
En la seccio´n 2 se hace una breve revisio´n de los resultados
de ana´lisis estabilidad basados en la teorÆ´a de Liapunov. Sin
embargo, dada la vasta literatura que hay al respecto, serÆ´a
imposible cubrir todos ellos por lo que la revisio´n se limita a los
ma´s relevantes. El lector interesado puede consultar libros es-
pecializados en el tema (Hahn, 1967; Vidyasagar, 1993; Sastry,
1999; Khalil, 2002; Martynyuk, 2007; Haddad y Chellaboina,
2008) y las referencias que e´stos contienen. Se van a considerar
exclusivamente sistemas en tiempo continuo. Quedan fuera del
a´mbito de este artÆ´culo otro tipo de te´cnicas no basadas directa-
mente en Liapunov asÆ´ como las te´cnicas basadas en Liapunov
para el disen˜o de sistemas de control. La seccio´n 3 trata de los
me´todos de estimacio´n de la cuenca de atraccio´n mientras que
la 4 se dedica a las aplicaciones de la optimizacio´n de suma de
cuadrados en ana´lisis de estabilidad y estimacio´n de la cuenca
de atraccio´n.
2. ESTABILIDAD DE SISTEMAS DINA´MICOS
2.1 Sistemas invariantes en el tiempo
En esta seccio´n se consideran sistemas modelados por la ecua-
cio´n 2
x˙ = f(x) (1)
donde x ∈ D ⊂ Rn. Se supone, adema´s que el sistema tiene un
equilibrio en x = 0, es decir, f(0) = 0. Este es el equilibrio
del que se pretende analizar la estabilidad. En los casos en
los el equilibrio de intere´s no este´ en el origen, mediante un
cambio de coordenadas (una simple traslacio´n) es posible llevar
el equilibrio al origen.
En (1) la funcio´n f no depende del tiempo ni aparece ninguna
sen˜al de control. Esto quiere decir que, o bien se pretende
analizar la estabilidad de un sistema sobre el que no se puede
actuar, o que en el caso de sistemas de control x˙ = f(x, u)
donde u es la sen˜al de control, el sistema ya contiene un con-
trolador u = u(x) y que la ecuacio´n resultante en bucle cerrado
es (1). En este u´ltimo caso la referencia debe ser constante
(posiblemente nula) para que no aparezca el tiempo en f(x).
Desde este punto de vista, se puede decir que en el campo
del control automa´tico el caso de regulacio´n, con referencia
constante, se corresponde con el de sistemas invariantes en el
tiempo, mientras que el de seguimiento de referencias variables
corresponde a un caso variante en el tiempo.
Deſniciones Se van a exponer diversos conceptos de estabili-
dad que son ampliamente conocidos pero que, por completitud,
son incluidos aquÆ´. No obstante, dado el cara´cter de tutorial de
este artÆ´culo, se hacen algunos comentarios de tipo dida´ctico
para el lector no iniciado.
Deſnicio´n 1. Estabilidad en el sentido de Liapunov
Se dice que el equilibrio x = 0 del sistema (1) es (localmente)
estable en el sentido de Liapunov, o simplemente estable,
cuando para cada ε > 0 existe un valor de δ > 0 (posiblemente
dependiente de ε) tal que
‖x(0)‖ < δ ⇒ ‖x(t)‖ < ε, ∀t ≥ 0. (2)

2 Para no distraer la atencio´n del lector no iniciado se omiten aquÆ´ algunos
tecnicismos matema´ticos como las hipo´tesis necesarias para garantizar la
existencia y unicidad de soluciones.
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Figura 1. Estabilidad en el sentido de Liapunov
En lenguaje coloquial exento de rigor, esta deſnicio´n se puede
interpretar como que si la condicio´n inicial esta´ suſcientemente
cerca del equilibrio, la trayectoria no se aleja “demasiado” del
mismo. En realidad la deſnicio´n va ma´s alla´ de esta inter-
pretacio´n ya que establece que si se especiſca cua´nto, ε, se
puede alejar la trayectoria del equilibrio, existe una distancia
ma´xima, δ, de la condicio´n inicial al equilibrio que garantiza
el cumplimiento de esa especiſcacio´n. La ſgura 1 ilustra el
signiſcado de esta deſnicio´n. En ella se observa en el plano
una trayectoria que parte dentro del cÆ´rculo de radio δ y no sale
del cÆ´rculo de radio ε (si el sistema es estable esta trayectoria
no debe salir de este cÆ´rculo por mucho que avance el tiempo
–ni ninguna otra trayectoria que parta del cÆ´rculo de radio δ).
Como ejemplo de equilibrio estable en el sentido de Liapunov
se suele dar la posicio´n inferior (en reposo) de un pe´ndulo
simple en ausencia de friccio´n. En este caso si partimos de una
posicio´n suſcientemente cerca de la posicio´n inferior con una
velocidad suſcientemente baja, se cumple que el pe´ndulo no
se aleja “demasiado” de esa posicio´n. Obse´rvese que al ser un
caso sin friccio´n el pe´ndulo nunca se detiene y, por tanto, la
trayectoria no tiende al equilibrio. Como se ve, el concepto de
estabilidad en el sentido de Liapunov es bastante laxo y poco
exigente.
Un equilibrio que no es estable en el sentido de Liapunov
se dice que es inestable. No´tese que el que un equilibrio
sea inestable no implica necesariamente que las trayectorias
tiendan a inſnito. Simplemente que se alejan del equilibrio,
pudiendo tender a otros equilibrios o a otro tipo de atractores
(como ciclos lÆ´mites, atractores casi-perio´dicos o atractores
cao´ticos).
Entre los tipos de inestabilidad conviene resaltar, por su peligro-
sidad, la posibilidad de tiempo de escape ſnito. En los sistemas
que presentan este tipo de inestabilidad existen trayectorias
que tienden a inſnito cuando el tiempo se acerca a un valor
ſnito determinado. En otras palabras, la gra´ſca temporal de la
respuesta presenta una asÆ´ntota vertical. Como ejemplo de este
feno´meno, conside´rese el sistema x˙ = x2 con x(0) = x0. La
sencillez del mismo permite integrar la ecuacio´n analÆ´ticamente
resultando
x(t) =
1
1
x0
− t
que tiende a inſnito cuando t tiende a 1x0 . En la Fig. 2 se presen-
ta una de estas trayectorias en la que se observa la asÆ´ntota ver-
tical. Matema´ticamente hablando, la solucio´n no esta´ deſnida
en todo t ≥ 0 y, por tanto, este tipo de inestabilidad solamente
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se puede dar cuando se incumplen los criterios de existencia de
soluciones a los que se aludio´ en la nota 2.
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Figura 2. Ejemplo de trayectoria con tiempo de escape ſnito.
Deſnicio´n 2. Estabilidad asinto´tica
Se dice que el equilibriox = 0 del sistema (1) es asinto´ticamen-
te estable si es (localmente) estable en el sentido de Liapunov y
adema´s existe un valor de δ > 0 tal que
‖x(0)‖ < δ ⇒ l´ım
t→∞ x(t) = 0. (3)

Como se puede observar el concepto de estabilidad asinto´tica
reduce la laxitud del de estabilidad en el sentido de Liapunov
imponiendo que las trayectorias ſnalmente converjan hacia
el equilibrio. Continuando con el ejemplo del pe´ndulo, en
ausencia de friccio´n el equilibrio correspondiente a la posicio´n
inferior no es asinto´ticamente estable pero sÆ´ lo es si existe
friccio´n, de manera que el pe´ndulo ſnalmente se detiene en esta
posicio´n.
Es importante recalcar que no basta con la condicio´n (3) para
que el equilibrio sea asinto´ticamente estable sino que es nece-
sario que se cumpla la condicio´n de estabilidad en el sentido de
Liaupunov. AsÆ´, la conocida ley de control de ŇAstro¨m y Furuta
( ŇAstro¨m y Furuta, 2000) para el pe´ndulo simple invertido hace
que la posicio´n superior cumpla (3) pero este equilibrio no
es estable: a pesar de que la ley consigue levantar el pe´ndulo
(realizar el swing-up) y acercarlo a la posicio´n superior, cual-
quier perturbacio´n hara´ que el pe´ndulo vuelva a caer. En ese
caso la ley de control volvera´ a llevar el pe´ndulo a la posicio´n
deseada (quiza´s tras una o varias revoluciones completas) pero
este comportamiento no cumple (2) y por tanto el equilibrio
no es estable en el sentido de Liapunov (y por consiguiente,
tampoco es asinto´ticamente estable). Se dice que este equilibrio
es atractivo.
Deſnicio´n 3. Estabilidad exponencial
Se dice que el equilibrio x = 0 del sistema (1) es exponen-
cialmente estable si existen constantes positivas α, β y δ tales
que
‖x(0)‖ < δ ⇒ ‖x(t)‖ ≤ α‖x(0)‖e−βt, ∀t ≥ 0. (4)

Claramente el concepto de estabilidad exponencial implica es-
tabilidad asinto´tica; lo contrario no es cierto. La estabilidad ex-
ponencial es la propiedad deseada cuando se desea especiſcar
la velocidad del transitorio.
Las deſniciones anteriores son deſniciones locales. En las con-
diciones de tipo ε–δ se puede elegir δ arbitrariamente pequen˜o.
Esto signiſca que, en los conceptos de estabilidad anteriores, el
cara´cter de estable o no depende exclusivamente de las trayec-
torias cuyas condiciones iniciales esta´n arbitrariamente cerca
del equilibrio x = 0. Existes conceptos globales de estabilidad
como son los siguientes (en estos casos el dominio de deſnicio´n
de D debe ser Rn).
Deſnicio´n 4. Estabilidad asinto´tica global
Se dice que el equilibrio x = 0 del sistema (1) es global y
asinto´ticamente estable si es estable en el sentido de Liapunov
y adema´s se tiene que para todo x(0) ∈ Rn se cumple que
l´ımt→∞ x(t) = 0.
Deſnicio´n 5. Estabilidad exponencial global
Se dice que el equilibrio x = 0 del sistema (1) es global y
exponencialmente estable si existen constantes positivas α y β
tales que ‖x(t)‖ ≤ α‖x(0)‖e−βt, t ≥ 0 para todo x(0) ∈ Rn.
Existen bastante ma´s deſniciones de estabilidad. Entre ellas, el
concepto de estabilidad parcial hace referencia al caso en el que
solamente interesa el comportamiento de algunas de las compo-
nentes del vector de estados; por otro lado, se tiene estabilidad
asinto´tica casi global cuando la condicio´n l´ım t→∞ x(t) = 0 se
cumple para las trayectorias que parten de todas las condicio-
nes iniciales excepto para un conjunto de medida cero. No se
debe confundir con la estabilidad semi-global (en realidad es
ma´s apropiado hablar de estabilizacio´n semi-global) que hace
referencia a cuando a la hora de controlar un sistema no lineal
solamente se puede conseguir estabilidad local pero con un
dominio de atraccio´n tan grande como se desee. Otro concepto
importante, la estabilidad entrada-estado, se discutira´ en la sec-
cio´n 2.3. El lector interesado en consultar las deſniciones de
estabilidad de conjuntos puede hacerlo en (Haddad y Chella-
boina, 2008). Otras nociones de estabilidad se pueden encontrar
en (Martynyuk, 2000; Haddad y Chellaboina, 2008).
Me´todo directo de Liapunov El resultado fundamental de
Liapunov es el siguiente teorema que deſne el denominado
me´todo directo de Liapunov 3
Teorema 1. Conside´rese el sistema (1) y supo´ngase que existe
una funcio´n continuamente diferenciable V : D → R tal que
V (0) = 0
V (x) > 0, x ∈ D, x = 0,
V˙ (x) =
∂V
∂x
f(x) ≤ 0, x ∈ D.
Entonces, el equilibrio x = 0 es estable en el sentido de
Liapunov. Si adema´s se cumple
V˙ (x) =
∂V
∂x
f(x) < 0, x ∈ D, x = 0
el equilibrio x = 0 es asinto´ticamente estable. Esta estabilidad
sera´ global si D = Rn y, adema´s, la funcio´n V es radialmente
no acotada, es decir, l´ım‖x‖→∞ V (x) = ∞. Finalmente is
existen escalares α, β, γ > 0 y p ≥ 1 tales que
α‖x‖p ≤ V (x) ≤ β‖x‖p, x ∈ D,
V˙ (x) =
∂V
∂x
f(x) ≤ γV (x), x ∈ D,
3 El caliſcativo “directo” se utiliza para diferenciarlo del primer me´todo
o me´todo indirecto de Liapunov que permite analizar la estabilidad de un
equilibrio a partir de la estabilidad de la linealizacio´n del sistema alrededor
de ese punto.
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entonces el equilibrio x = 0 es exponencialmente estable. Esta
estabilidad sera´ global si D = Rn y, adema´s, la funcio´n V es
radialmente no acotada. 
Como se ve, el teorema de Liapunov proporciona condiciones
suſcientes para determinar la estabilidad, pero no son necesa-
rias. Adema´s es necesario encontrar la funcio´n de Liapunov.
Por el hecho de que una candidata a funcio´n de Liapunov no
cumpla las condiciones del teorema, no se puede inferir que
el equilibrio x = 0 no sea estable. De hecho, este es uno
de los mayores inconvenientes del me´todo de Liapunov: no
propone candidatas a funciones de Liapunov. No existe una
forma sistema´tica de encontrar funciones de Liapunov (Khalil,
2002). Sin embargo, existen me´todos que proporcionan o bien
funciones de Liapunov para un sistema dado, o bien candida-
tas que normalmente necesitan comprobaciones posteriores. La
mayorÆ´a de ellos requieren resolver ecuaciones en derivadas
parciales o realizar procesos de tipo prueba y error. AsÆ´, en
el me´todo del gradiente variable (Hahn, 1967; Slotine y Li,
1991) se asume una estructura para el gradiente de la funcio´n
de Liapunov, se le imponen las condiciones de que V˙ < 0 y
despue´s por integracio´n es posible en muchos casos llegar a
la funcio´n de Liapunov. El me´todo de Krasovskii (Krasovskii,
1959) es una generalizacio´n, al caso no lineal, de la ecuacio´n
que aparece al imponer en sistemas lineales V˙ < 0 con V
cuadra´tica. El me´todo de Zubov (Zubov, 1964) no so´lo permite
encontrar funciones de Liapunov sino que tambie´n caracteriza
la cuenca de atraccio´n como se discutira´ en la seccio´n 3. Otro
me´todo es el de energÆ´a-Casimir (Wan et al., 1993) basado en la
existencia de invariantes dina´micos o integrales del movimiento
denominados funciones de Casimir. A partir de ellas y bajo
ciertas condiciones se obtiene una expresio´n para la funcio´n de
Liapunov. El problema de este me´todo es que para obtener las
funciones de Casimir es necesario, una vez ma´s, resolver ecua-
ciones en derivadas parciales aunque a veces se pueden obtener
por consideraciones fÆ´sicas del sistema analizado. En realidad
este me´todo ya fue utilizado en (Routh, 1882). Recientemente
ha aparecido la te´cnica de optimizacio´n de suma de cuadrados
como se describe en la seccio´n 4.
Principio de invariancia de LaSalle En este apartado se
va a enunciar el conocido en la literatura occidental como
principio de invariancia de LaSalle. Debe hacerse notar que
este resultado –que en realidad se trata de un teorema– fue
enunciado por primera vez por Barbashin y Krasovskii en
1952 (Barbashin y Krasovskii, 1952), mientras que LaSalle lo
redescubrio´ en 1960 (LaSalle, 1960). Por ello, en algunos textos
aparece referenciado como Teorema de Barbashin-Krasovskii-
LaSalle.
Teorema 2. Sea el sistema dina´mico (1) y supo´ngase que existe
un conjunto Dc compacto y positivamente invariante 4 con
respecto al mismo. Supo´ngase que existe una funcio´n V :
Dc → R tal que V˙ ≤ 0 a lo largo de las trayectorias del
sistema. Sea R = {x ∈ Dc : V˙ = 0} y sea M el ma´ximo
conjunto invariante contenido en R. Entonces si x(0) ∈ D c se
tiene que x(t) →M cuando t→∞. 
Este teorema es de gran importancia en el ana´lisis de estabilidad
de sistemas dina´micos. Por una lado, permite demostrar la
estabilidad asinto´tica en casos en los que se tiene V˙ ≤ 0.
4 Un conjunto es positivamente invariante con respecto a un sistema dado,
cuando se cumple que si la condicio´n inicial pertenece al conjunto, la trayecto-
ria correspondiente para t > 0 esta´ incluida en el conjunto.
Adema´s, como se vera´ en la seccio´n 3, permite encontrar
estimaciones de cuencas de atraccio´n mayores que con la
aplicacio´n del me´todo directo de Liapunov. Por otro lado,
este teorema permite analizar la estabilidad de conjuntos –
tales como ciclos lÆ´mite– y no solamente la de equilibrios. Por
u´ltimo, obse´rvese adema´s que no se impone que V sea deſnida
positiva.
En (Khalil, 2002) se muestra que, en el ejemplo del pe´ndulo en
presencia de friccio´n, si se utiliza la energÆ´a meca´nica como
candidata a funcio´n de Liapunov, se tiene que V˙ ≤ 0 y,
por tanto, se demuestra estabilidad en el sentido de Liapunov
pero no estabilidad asinto´tica; para demostrar esto u´ltimo se
puede elegir otra funcio´n de Liapunov distinta de la energÆ´a o,
como procedimiento alternativo mucho ma´s sencillo, utilizar el
principio de invariancia de LaSalle.
Como ejemplo de ana´lisis de la estabilidad de ciclos lÆ´mite
conside´rese el siguiente sistema (Slotine y Li, 1991; Aracil et
al., 2005)
x˙1 = x2,
x˙2 = −x1 − kx2(x21 + x22 − μ), (5)
con μ, k > 0. Es inmediato ver que este sistema tiene un
equilibrio en el origen. Se puede comprobar que se trata de
un equilibrio inestable. Conside´rese la siguiente candidata a
funcio´n de Liapunov
V (x1, x2) =
1
4
(x21 + x
2
2 − μ)2.
Se tiene que
V˙ = (x1x˙1 + x2x˙2)(x21 + x
2
2 − μ)
=−kx22(x21 + x22 − μ)2 ≤ 0.
Para aplicar el principio de invariancia de LaSalle, obse´rvese
que para c > μ y dado que V˙ ≤ 0, el conjunto Dc =
{(x1, x2) ∈ R2 : x21 + x22 = c} es invariante. El conjunto
de puntos en los que V˙ = 0 es R = {(x1, x2) ∈ Dc : x2 =
0 o´ x21 + x
2
2 = μ}. El u´nico conjunto invariante con x2 = 0 es
el origen (que, como se ha dicho, es inestable), mientras que la
circunferencia x21 + x
2
2 = μ es invariante (puesto que V˙ = 0
en ella). Por tanto, el principio de LaSalle garantiza que toda
trayectoria que comienza enDc –excepto en el origen– tiende a
esta circunferencia. Como en este circunferencia no hay puntos
de equilibrio se deduce que es un ciclo lÆ´mite.
Versio´n moderna del teorema de Liapunov Como ya se ha
comentado los resultados iniciales de Liapunov han se han
extendido desde la segunda mitad del siglo XX a otras situa-
ciones. Para muchos de estos casos se utilizan las denominadas
funciones de comparacio´n (comparison functions) que, incluso,
permiten plantear el me´todo de Liapunov desde una nueva
perspectiva. Se deſnen a continuacio´n tres tipos de funciones
de comparacio´n.
Deſnicio´n 6. Funcio´n de clase K
Una funcio´n continua α : [0, a) → [0,∞) es de clase K si es
estrictamente creciente y α(0) = 0. 
Como se puede ver se trata de una deſnicio´n muy sencilla. Su
utilidad en la teorÆ´a de estabilidad de Liapunov se debe a que
cualquier funcio´n α(r) de clase K obviamente cumple que 1)
cuanto menor sea r menor es α(r); 2) cuanto menor es α(r)
menor es r; 3) l´ımr→0 α(r) = 0 y 4) l´ımv→0 α−1(v) = 0
(donde α−1 representa la funcio´n inversa de α).
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Deſnicio´n 7. Funcio´n de clase K∞
Una funcio´n continua α : [0,∞) → [0,∞) es de clase K∞ si
es estrictamente creciente, α(0) = 0 y l´ımr→∞ α(r) = ∞. 
Deſnicio´n 8. Funcio´n de clase KL
Una funcio´n continua β : [0, a)× [0,∞) → [0,∞) es de clase
KL si por cada s ſjo la funcio´n
α : [0, a)→ [0,∞)
r → β(r, s)
es de clase K y, adema´s por cada r ſjo la funcio´n
ϕ : [0,∞)→ [0,∞)
s → β(r, s)
es decreciente y l´ıms→∞ ϕ(s) = 0. 
Un ejemplo de funcio´n de clase KL es la funcio´n β(r, s) =
re−as con a > 0.
En la literatura especializada (Isidori, 1999) se pueden encon-
trar diversas propiedades de estas funciones como, por ejemplo,
que la suma de dos funciones de claseK es tambie´n de claseK.
Con estas deſniciones se puede re-escribir el teorema de Lia-
punov de la siguiente forma 5 (Isidori, 1999):
Teorema 3. Sea V : Bd → R una funcio´n de clase C 1 tal
que, para ciertas funciones de clase K, α1(·), α2(·) deſnidas
en [0, d),
α1(‖x‖) ≤ V (x) ≤ α2(‖x‖)
Si
∂V
∂x
f(x) ≤ 0 ∀‖x‖ < d,
el equilibrio x = 0 es estable.
Si, para una funcio´n α3(·) de clase K, deſnida en [0, d),
∂V
∂x
f(x) ≤ −α3(‖x‖) ∀‖x‖ < d,
el equilibrio x = 0 es asinto´ticamente estable.
Si d = ∞ y α1, α2 son de clase K∞, el equilibrio x = 0
es global y asinto´ticamente estable. 
Esta formulacio´n tiene ventajas respecto a la original y permite
obtener nuevos resultados como el que se vera´ ma´s adelante
sobre estabilidad ISS. AquÆ´, por ejemplo, se puede ver que
con esta formulacio´n se puede determinar la funcio´n δ(ε) de
la condicio´n (2); en concreto δ = α−12 (α1(ε)), siendo α
−1
2 la
funcio´n inversa de α2. Esto es debido a que las bola de radio
α−11 (c) contiene la superſcie de nivel V (x) = c mientras
que la bola de radio α−12 (c) esta´ contenida en el conjunto{x ∈ Rn : V (x) ≤ c}.
Tambie´n se ha generalizado el concepto de funcio´n de Liapunov
al caso de funciones de Liapunov vectoriales y matriciales.
El lector interesado puede encontrar una visio´n general en
(Martynyuk, 2007).
2.2 Sistemas variantes en el tiempo
En este apartado se va a tratar sucintamente el caso de sistemas
de la forma
x˙ = f(x, t). (6)
5 Se va a usar la notacio´n Bd como la bola abierta de radio d, es decir
Bd = {x ∈ Rn : ‖x‖ < d}.
Se supone que el origen es un equilibrio en todo instante,
f(0, t) = 0; t ≥ 0. El resultado fundamental de Liapunov (teo-
rema 1) se puede extender a este caso con la u´nica diferencia
de que la funcio´n de Liapunov puede convenir que dependa
del tiempo V (x, t) y su derivada respecto del tiempo debe ser
calculada como ∂V∂x f(x) +
∂V
∂t . Otro aspecto importante es que
en los sistemas variantes en el tiempo se pueden deſnir nuevos
conceptos de estabilidad que se introducen en la siguiente deſ-
nicio´n junto con la extensio´n de los conceptos de estabilidad de
sistemas invariantes en el tiempo.
Deſnicio´n 9. El equilibrio x = 0 de (6) es
Estable si, por cada ε > 0 existe un valor de δ = δ(ε, t0)
tal que
‖x(t0)‖ < δ ⇒ ‖x(t)‖ < ε, ∀t ≥ t0 ≥ 0. (7)
Uniformemente estable si, por cada ε > 0 existe un valor
de δ = δ(ε) independientemente de t0 tal que se satisface
(7).
Inestable si no es estable.
Asinto´ticamente estable si es estable y existe un valor de
δ = δ(t0) tal que
‖x(t0)‖ < δ ⇒ l´ım
t→∞x(t) = 0.
Uniforme y asinto´ticamente estable si es uniformemente
estable y existe un valor de δ > 0 tal que
‖x(t0)‖ < δ ⇒ l´ım
t→∞x(t) = 0 uniformemente en t0,
es decir, por cada η > 0 existe T = T (η) > 0 tal que
‖x(t)‖ < η, ∀t ≥ t0 + T (η), ∀‖x(t0)‖ < δ.
Global, uniforme y asinto´ticamente estable si es unifor-
memente estable y l´ımt→∞ x(t) = 0 uniformemente en
t0 y x0.
La diferencia entre estabilidad y estabilidad uniforme es que la
segunda evita que el equilibrio se haga “menos estable” con el
paso del tiempo. AsÆ´, se impide que se tenga que tomar δ ma´s
pequen˜o a medida que el tiempo avanza.
Para sistemas variantes en el tiempo no existe una extensio´n
directa del principio de invariancia de LaSalle excepto en casos
concretos, como cuando f(x, t) es perio´dica en t (Krasovskii,
1959; Sastry, 1999). Otras generalizaciones de este principio se
pueden consultar en (Sastry, 1999).
2.3 Estabilidad entrada-estado (ISS)
Hasta ahora se ha tratado exclusivamente la estabilidad en sis-
temas de la forma (1) o´ (6) en los que no aparecen sen˜ales ex-
ternas. Sin embargo, tambie´n es interesante analizar el compor-
tamiento, desde el punto de vista de la estabilidad, de sistemas
con este tipo de sen˜ales
x˙ = f(x, u, t) (8)
donde u ∈ Rnu representa las sen˜ales externas que pueden
ser perturbaciones o sen˜ales de control. En sistemas lineales
con sen˜ales externas esta´n muy estudiadas las condiciones de
estabilidad. En sistemas no lineales no esta´ tan claro ni siquiera
el concepto de estabilidad. Cuando se trabaja con sen˜ales de
salida adema´s de entrada se puede hablar, entre otros conceptos,
de estabilidad entrada acotada–salida acotada (BIBO por sus
iniciales en ingle´s) y estabilidad L. Tratando con descripcio´n
en variables de estado, un concepto aparecido en 1989 (Sontag,
1989) parece imponerse en los u´ltimos an˜os debido a la riqueza
con que se describe la estabilidad y a los resultados a los que se
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puede llegar a partir de e´l (Sontag, 1995). Se trata del concepto
de estabilidad entrada-estado o ISS (por las iniciales en ingle´s).
El objetivo es poder establecer cotas sobre la norma de x(t)
cuando u(t) es acotada. El concepto de ISS viene inspirado por
el concepto de estabilidad de sistemas lineales:
x˙ = Ax + Bu.
Supo´ngase que el sistema es estable, es decir, A es Hurwitz.
Como es bien conocido la respuesta de este sistema es
x(t) = eAtx(0) +
∫ t
0
eA(t−τ)Bu(τ)dτ.
Como ‖eAt‖ ≤ ke−λt siendo −λ < 0 el ma´ximo autovalor de
A, se tiene que
‖x(t)‖ ≤ ke−λt‖x(0)‖+
∫ t
0
ke−λ(t−τ)‖B‖‖u(τ)‖dτ
≤ ke−λt‖x(0)‖︸ ︷︷ ︸
clase KL
+
k‖B‖
λ
sup
0≤τ≤t
‖u(τ)‖︸ ︷︷ ︸
clase K
. (9)
En esta u´ltima expresio´n se ha resaltado que la funcio´n
ke−λt‖x(0)‖ es de claseKL cuando se toman ‖x(0)‖ y t como
variables independientes y que la funcio´n k‖B‖λ sup0≤τ≤t ‖u(τ)‖
es de clase K si se considera como variable independiente
sup0≤τ≤t ‖u(τ)‖. Estas dos caracterÆ´sticas son muy importan-
tes desde el punto de vista de la estabilidad. Obse´rvese que el
primer sumando de (9) esta´ relacionado con la respuesta libre
del sistema (ante una condicio´n inicial x(0)) y que el segundo
sumando esta´ relacionado con la respuestas forzada (ante una
entrada u(t)). Por tanto, lo anterior se puede decir con otras
palabras como:
La respuesta libre de un sistema lineal estable esta´ acota-
da. Su cota depende del tiempo de manera que tiende a
cero exponencialmente a medida que el tiempo tiende a
inſnito. Adema´s si se considera un instante de tiempo ſjo
y se varÆ´a la condicio´n inicial, la cota disminuye a medida
que disminuye la norma de la condicio´n inicial; cuando la
norma de la condicio´n inicial tiende a cero, la cota tambie´n
tiende a cero.
La respuesta forzada de un sistema lineal estable esta´ aco-
tada si su entrada esta´ acotada. Su cota disminuye si dis-
minuye el supremo de la norma de la entrada y tiende a
cero si el supremo de la norma de la entrada asÆ´ lo hace.
Estas propiedades se pueden entender que deben ser carac-
terÆ´sticas de cualquier sistema (lineal o no) para considerarlo
estable. La deſnicio´n de ISS que se va a ver ma´s adelante
incluye estas propiedades.
Recue´rdese que en un sistema lineal la estabilidad solamente
depende de la matriz de transicio´n A y no depende de la
matriz B. Sin embargo, en los sistemas no lineales el estudio
se complica. AsÆ´ en los sistemas de tipo afÆ´n x˙ = f(x)+ g(x)u
la estabilidad no so´lo depende de f(x) sino tambie´n de g(x).
Para comprobarlo, conside´rese el sistema
x˙ = −x + x2u.
El origen de este sistema es global y asinto´ticamente estable
si se supone u = 0. Esto no implica que el sistema posea las
caracterÆ´sticas anteriores cuando u = 0. AsÆ´, si se considera
x(0) = 2 y u(t) ≡ 1, la trayectoria del sistema es x(t) =
1/(1− 0,5et) que no es acotada (de hecho, presenta tiempo de
escape ſnito para t = ln 2).
La deſnicio´n de estabilidad ISS obliga precisamente a cumplir
algo similar a (9) pero para el caso de sistemas no lineales.
Deſnicio´n 10. Estabilidad ISS 6
El sistema (8) es estable entrada-estado (ISS) si existe una
funcio´n β de clase KL y una funcio´n γ de clase K tales
que, para cualquier condicio´n inicial x(0) y cualquier entrada
acotada u(t),
‖x(t)‖ ≤ β(‖x(0)‖, t) + γ
(
sup
0≤τ≤t
‖u(τ)‖
)
.

Como es inmediato deducir la estabilidad ISS implica estabili-
dad BIBO y adema´s para u ≡ 0 implica que el origen es global
y asinto´ticamente estable. La funcio´n γ tiene un interpretacio´n
como ganancia del sistema.
El e´xito del concepto de estabilidad ISS no solo radica en la
riqueza de la informacio´n sobre el sistema que conlleva sino
que adema´s existen resultados potentes que permiten deducir si
un sistema es ISS.
Teorema 4. Sea V : [0,∞)× Rn → R un funcio´n de clase C 1
tal que
α1(‖x‖) ≤ V (t, x) ≤ α2(‖x‖)
∂V
∂t
+
∂V
∂x
f(t, x, u) ≤ −W3(x), ∀‖x‖ ≥ ρ(‖u‖) > 0
∀(t, x, u), donde α1, α2 son de clase K∞, ρ es de clase K y
W3(x) es continua y deſnida positiva.
Entonces el sistema x˙ = f(t, x, u) es estable entrada-estado
con γ = α−11 ◦ α2 ◦ ρ. 
Como ejemplo de aplicacio´n conside´rese el siguiente sistema
(Khalil, 2002)
x˙ = −x3 + u.
Evidentemente el origen de este sistema es global y asinto´ti-
camente estable para u ≡ 0. Conside´rese como candidata a
funcio´n de Liapunov V = x2/2. Entonces se tiene que
V˙ =−x4 + xu = −(1− θ)x4 − θx4 + xu
≤−(1− θ)x4, ∀|x| ≥
( |u|
θ
)1/3
,
donde se ha elegido θ tal que 0 < θ < 1. Entonces el sistema es
ISS. Adema´s, dado que se puede tomar α1(r) = α2(r) = r2/2
se tiene que γ(r) = ρ(r) = (r/θ)1/3. 
A continuacio´n, a modo de ejemplo, se muestra un resultado
que ilustra la potencia del concepto de estabilidad ISS. Sea el
sistema en cascada
x˙1 = f1(x1, x2) (10)
x˙2 = f2(x2) (11)
Con f1 : Rn1 ×Rn2 → Rn1 y f2 : Rn2 → Rn2 .
Supo´ngase que los sistemas x1 = f1(x1, 0) y x˙2 = f2(x2)
tienen en el origen un equilibrio global y asinto´ticamente es-
table. Nos podemos preguntar bajo que´ condiciones el origen
6 Existe tambie´n una versio´n local (Khalil, 1996), denominada a veces estabi-
lidad ISS con restricciones.
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del sistema completo tambie´n sera´ global y asinto´ticamente
estable. Una condicio´n suſciente la aporta el siguiente teorema
(Khalil, 1996)
Teorema 5. Si el sistema (10) considerandox2 como su entrada
es ISS y el origen de (11) es global y asinto´ticamente estable,
entonces el origen del sistema completo es global y asinto´tica-
mente estable.
Tambie´n existen resultados que utilizan el concepto de estabi-
lidad ISS para el disen˜o de controladores como por ejemplo
(Kaliora, 2002) donde se extiende una ley de control disen˜ada
para un subsistema al sistema completo. La idea es que si el
subsistema es ISS se puede an˜adir una perturbacio´n pequen˜a
a la ley de control original sin que se deteriore demasiado el
control del subsistema; la perturbacio´n se utiliza para controlar
el resto del sistema. Esta idea se utiliza en (Aracil y Gordillo,
2005) para extender una ley de control para el pe´ndulo invertido
de manera que se pare tambie´n el soporte del mismo.
2.4 Estabilidad de sistemas especiales
Sistemas hÆ´bridos En los sistemas hÆ´bridos (Liberzon, 2003)
el estudio de la estabilidad tiene peculiaridades. Un primer
hecho a tener en cuenta es que un sistema compuesto de varios
subsistemas estables (con una ley de conmutacio´n entre ellos)
no es necesariamente estable (Liberzon y Morse, 1999). Desde
el punto de vista de la teorÆ´a de Liapunov, el que todos los sub-
sistemas tengan funcio´n de Liapunov no garantiza la estabilidad
del conjunto. Es fa´cil ver que una condicio´n suſciente aunque
muy conservadora es que todos los subsistemas posean la mis-
ma funcio´n de Liapunov. En (Narendra y Balakrishnan, 1994)
se proponen me´todos constructivos para encontrar un funcio´n
de Liapunov cuadra´tica comu´n. Otro enfoque (Johansson y
Rantzer, 1998) consiste en calcular una funcio´n cuadra´tica para
cada subsistema de manera que en las fronteras las funciones
tenga el mismo valor y asÆ´ la funcio´n unio´n de estas funcio-
nes sea continua y, por tanto, sera´ una funcio´n de Liapunov
(cuadra´tica a tramos). Este problema es convexo y se puede
formular como un problema de optimizacio´n LMI. Tambie´n
es posible tratar el problema de ana´lisis de estabilidad de un
sistema hÆ´brido con la consideracio´n de mu´ltiples funciones de
Liapunov (Peleties y DeCarlo, 1992). En este caso, la ausencia
de continuidad obliga a asegurar que en cada conmutacio´n el
valor al que llega la funcio´n de Liapunov en la nueva regio´n,
debe ser menor que el valor que tenÆ´a esta funcio´n la u´ltima vez
que el sistema salio´ de esa misma regio´n.
Un problema relacionado es el determinacio´n de las polÆ´ticas de
conmutacio´n que hacen estable un sistema hÆ´brido dado. Para
profundizar sobre este tema, asÆ´ como otras cuestiones sobre
la estabilidad de sistemas hÆ´bridos el lector interesado puede
consultar (Liberzon y Morse, 1999; Davrazos y Koussoulas,
2001) y las referencias que contienen.
Sistemas borrosos y neuronales El ana´lisis de estabilidad de
sistemas borrosos y neuronales ha recibido gran atencio´n en
la literatura. En realidad, estos sistemas esta´n englobados por
la clase (1) pero suelen dar lugar a expresiones complicadas
(no siempre de forma explÆ´cita) de la funcio´n f y, adema´s, es
posible aprovechar las caracterÆ´sticas especÆ´ſcas de este tipo de
sistemas para el ana´lisis de estabilidad. Adema´s de te´cnicas no
basadas en Liapunov (Cuesta et al., 1999; Espada y Barreiro,
1999; Aracil y Gordillo, 2000) existen tambie´n resultados de
tipo Liapunov especÆ´ſcos para los sistemas borrosos y neuro-
nales. Algunas de estas te´cnicas tienen cierta similitud con la de
sistemas hÆ´bridos. AsÆ´, por ejemplo en (Tanaka y Sugeno, 1992;
Wong et al., 2000) se trata el caso de la funcio´n de Liapunov
comu´n para el caso sistemas borrosos y en (Salam, 1988; Forti
y Tesi, 1995) para redes de neuronas. El uso de funciones de
Liapunov cuadra´ticas a tramos aparece en (Johansson et al.,
1999). El lector interesado en los resultados sobre estabilidad
de sistemas borrosos y redes de neuronas puede consultar res-
pectivamente (Aracil y Gordillo, 2000; Feng, 2006) y (Cao y
Wang, 2005) y las referencias que contienen.
3. ESTIMACIO´N DE LA CUENCA DE ATRACCIO´N
En los casos en los que la estabilidad no tiene cara´cter global
(o, al menos, no se puede demostrar) es interesante estimar la
cuenca de atraccio´n que se deſne como
Ω =
{
x ∈ D : x(0) = x⇒ l´ım
t→∞x(t) = 0
}
.
Es decir, la cuenca de atraccio´n es el conjunto de condiciones
iniciales cuyas correspondientes trayectorias tienden al equili-
brio x = 0. Desgraciadamente, no existe ningu´n procedimiento
general y sistema´tico de calcular este conjunto que, por otro
lado, puede tener una forma muy complicada (Furuta, 2003).
Por tanto, normalmente es necesario conformarse con una es-
timacio´n de la cuenca de atraccio´n, entendiendo por tal un
conjunto incluido en la misma. Es decir, se desea encontrar un
conjunto Ωe tal que Ωe ⊂ Ω. De esta forma si el sistema parte
de un punto de Ωe se tendra´ garantÆ´a de un comportamiento
seguro –no se saldra´ de la cuenca de atraccio´n– que ſnalmente
convergera´ al equilibrio deseado. Por supuesto, cuanto mayor
seaΩe se tendra´ una estimacio´n ma´s u´til. SiΩe es muy pequen˜o
comparado con Ω se dice que la estimacio´n es muy conserva-
dora.
3.1 Estimacio´n basada en Liapunov
El teorema de Liapunov se puede utilizar para realizar estima-
ciones de la cuenca de atraccio´n. La condicio´n V˙ ≤ 0 implica
que la superſcies de nivel no se pueden cruzar “hacia afuera”
–es decir, en el sentido de crecimiento de V – por lo que estas
superſcies son u´tiles para intentar delimitar conjuntos invarian-
tes. Sin embargo, este proceso requiere un poco de precaucio´n.
Por un lado estas superſcies de nivel no deben “abrirse” –en el
sentido de que deben ser acotadas, no deben tender a inſnito–
ya que si asÆ´ lo hicieran las trayectorias podrÆ´an tender a inſnito
sin cruzar superſcies de nivel hacia fuera (Fig. 3-a). Por otro la-
do, si D es el conjunto donde se cumple la condicio´n V˙ ≤ 0, se
debe cumplir que toda la superſcie de nivel Ωc debe estar con-
tenida enD puesto que en caso contrario las trayectorias podra´n
salir de Ωc (Fig. 3-b). Estas condiciones se pueden interpretar
por medio del principio de invariancia de LaSalle que requiere
que el conjunto Dc sea compacto e invariante. Con el anterior
procedimiento se esta´ usando Dc = {x ∈ Rn : V˙ <= c}
siendo c > 0 el valor que toma V en la superſcie de nivel. Es
evidente que si las superſcies de nivel se abren hacia el inſnito
se esta´ violando la condicio´n de queDc sea compacto. Por otro
lado, como ya se ha comentado, el conjuntoD c es invariante si
esta´ contenido enD y, por tanto, se tiene que V˙ ≤ 0. Obse´rvese
que la condicio´n de que V sea radialmente no acotada para
garantizar estabilidad global en el Teorema 1 garantiza que las
superſcies de nivel se cierran.
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Una vez ma´s, un inconveniente grave de este me´todo es que
es necesario encontrar una funcio´n de Liapunov. Otro inconve-
niente es que la estimacio´n de la cuenca de atraccio´n puede ser
muy conservadora ya que, por un lado en la cuenca de atraccio´n
“completa” no tiene por que´ cumplirse necesariamente V˙ ≤ 0
para la funcio´n V que se haya elegido y, por otro lado, con
este me´todo la frontera de la estimacio´n tiene necesariamente
la forma de las superſcies de nivel. AsÆ´, en la Fig. 4 se puede
ver un ejemplo en el que la estimacio´n Ωc es mucho menor que
el conjunto D donde V˙ ≤ 0 que, a su vez, es menor que la
verdadera cuenca de atraccio´n Ω.
Esta idea se puede explotar mediante me´todos nume´ricos (Rod-
den, 1964). En (Davison y Kurak, 1971) se propone un me´todo
que busca la funcio´n de Liapunov cuadra´tica que maximiza el
volumen de la estimacio´n.
Ŧ2 Ŧ1 0 1 2
Ŧ3
Ŧ2
Ŧ1
0
1
2
3
x1
x
2
(a)
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Figura 3. Problemas asociados a las curvas de nivel abiertas (a)
y no incluidas en D (b).
Ω
Ωc
M
Figura 4. Estimacio´n de la cuenca de atraccio´n basada en
Liapunov.
El teorema de LaSalle se puede utilizar en un sentido ma´s
amplio para mejorar la estimacio´n dada por el procedimiento
anterior como se puede ver en el ejemplo 8.10 de (Khalil, 2002,
pa´gs. 320-322). En este ejemplo de dimensio´n 2 se obtiene
la regio´n Dc donde V˙ ≤ 0 limitada por dos rectas (Fig. 5).
La estimacio´n proporcionada por la ma´xima curva de nivel
se marca como Ωc en esta ſgura. Sin embargo estudiando la
evolucio´n del sistema a lo largo de las rectas que limitan Dc se
ve que la recta superior (inferior) no se puede atravesar hacia
fuera para x2 ≤ 4 (x2 ≥ −4). Para encontrar un conjunto
compacto e invariante basta cerrar esta banda por las curvas
de nivel de Liapunov que pasan por estos puntos ya que estos
tramos de las curvas de nivel (marcados como γ1 y γ2 en la Fig.
5) esta´n dentro de la regio´n donde V˙ ≤ 0. Por tanto, se tiene que
la regio´n sombreada de la ſgura es compacta, invariante y en
su interior V˙ ≤ 0. Por el principio de invariancia de LaSalle se
tiene que las trayectorias tienden al ma´ximo conjunto invariante
tal que V˙ = 0. En este ejemplo se puede ver que el u´nico
punto con V˙ = 0 es el origen por lo que se deduce que el a´rea
sombreada pertenece a la cuenca de atraccio´n resultando en una
mejor estimacio´n que Ωc. Para ma´s detalles se debe consultar
el ejemplo citado.
Ŧ5 Ŧ4 Ŧ3 Ŧ2 Ŧ1 0 1 2 3 4 5
Ŧ5
Ŧ4
Ŧ3
Ŧ2
Ŧ1
0
1
2
3
4
5
x1
x2
γ1
γ2
Ωc
Dc
Figura 5. Ejemplo de estimacio´n de la cuenca de atraccio´n
mediante el principio de LaSalle.
Existen otros procedimientos para estimar la cuenca de atrac-
cio´n. El teorema de Zubov (Zubov, 1955, 1962, 1964) es la
base de muchos de ellos. En e´l se establece que las funciones
de Liapunov deben cumplir:
V˙ = −φ(x)(1 − V (x)), (12)
donde φ es un funcio´n arbitraria deſnida positiva. Entonces
V (x) = 1 deſne la frontera de la estimacio´n de la cuenca de
atraccio´n. Por desgracia (12) no admite soluciones analÆ´ticas
ma´s que en algunos casos sencillos. Sin embargo, existe una
vasta literatura sobre me´todos nume´ricos. El mismo Zubov
propone un me´todo para buscar soluciones de (12) basado en
el desarrollo en serie de la funcio´n de Liapunov. Margolis y
Vogt (1963) fueron unos de los primeros en utilizar este tipo
de me´todos para resolver el problema utilizando el teorema de
Zubov en sistemas de segundo orden. En (Loparo y Blankens-
hip, 1978) se propone un procedimiento basado en el desarrollo
en serie de Volterra de las soluciones de la ecuacio´n diferencial
del sistema. Otros me´todos basados en el teorema de Zubov
aparecen citados en (Genesio et al., 1985).
El me´todo de la inversio´n de las trayectorias (trajectory re-
versing) se propone en (Genesio et al., 1985). Este me´todo se
basa en integrar nume´ricamente el sistema x˙ = −f(x) que
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se obtiene sustituyendo t pot −t en (1). Si se parte de una
condicio´n inicial con garantÆ´as de pertenencia a la cuenca de
atraccio´n, la trayectoria correspondiente esta´ compuesta por
puntos que tambie´n pertenecen a ella. Mediante la adecuada
eleccio´n de estas condiciones iniciales, junto a consideraciones
de tipo topolo´gico, los autores llegan a buenas estimaciones en
sistemas de segundo e, incluso, tercer orden. Para dimensiones
mayores se aconseja la utilizacio´n del me´todo para mejorar las
estimaciones ya conocidas.
4. RESULTADOS BASADOS EN LA OPTIMIZACIO´N DE
SUMA DE CUADRADOS
En los u´ltimos an˜os se han desarrollado te´cnicas de optimiza-
cio´n nume´rica de problemas denominados de suma de cuadra-
dos (Choi et al., 1995; Powers y Wormann, 1998; Parrilo, 2000;
Prajna et al., 2005) que, entre otras aplicaciones, proporcionan
me´todos tanto de obtencio´n de funciones de Liapunov como de
estimacio´n de cuencas de atraccio´n. En esta seccio´n se descri-
ben estas aplicaciones.
4.1 Optimizacio´n de suma de cuadrados
A continuacio´n se describe el problema de optimizacio´n de
suma de cuadrados.
Un polinomio multivariable p(x1, x2, . . . , xn) ≡ p(x) es un
polinomio de suma de cuadrados (SOS, de sum of squares) si
existen polinomios f1(x), f2(x), . . . , fm(x) tales que
p(x) =
m∑
i=1
f2i (x).
Es obvio que si p(x) es SOS entonces p(x) ≥ 0 para todo valor
de x. La formulacio´n general de problemas de optimizacio´n
SOS es la que sigue:
Minimizar la funcio´n objetivo lineal
wc
donde c es un vector de coeſcientes (inco´gnitas)
de
Polinomios pi(x), i = 1, . . . , Nˆ
Polinomios suma de cuadrados pi(x), i =
Nˆ + 1, . . . , N
con las restricciones
a0j(x) +
N∑
i=1
pi(x)aij(x) = 0, j = 1, . . . , Jˆ
a0j(x) +
N∑
i=1
pi(x)aij(x) son SOS,
j = Jˆ + 1, . . . , J
Tambie´n se pueden plantear problemas de factibilidad: no se
pretende minimizar ninguna funcio´n sino encontrar valores de
las inco´gnitas que cumplan todas las restricciones.
Esta clase de problemas de optimizacio´n es muy amplia y cubre
un amplio espectro de problemas en diversas a´reas. Entre ellas
se encuentran varios problemas relacionados con el ana´lisis de
estabilidad (Parrilo, 2000) e incluso sÆ´ntesis de controladores
para sistemas no lineales (Jarvis-Wloszek, 2003).
La utilidad que ofrece la formulacio´n de suma de cuadradados
estriba en el hecho de que existen herramientas informa´ticas
eſcientes que permiten resolver en un tiempo razonable este
tipo de problemas (Prajna et al., 2002). En concreto, en el
caso particular de que los polinomios pi sean constantes y los
te´rminos aij sean cuadra´ticos, se obtiene la formulacio´n de de-
sigualdades matriciales lineales (LMI) esta´ndar. El caso general
se puede demostrar que se puede convertir en un problema de
programacio´n semideſnida (Parrilo, 2000) para el que existen
herramientas eſcientes (Sturm, 1999; Toh et al., 1999).
4.2 Bu´squeda de funciones de Liapunovmediante optimizaci o´n
SOS
En los casos de sistemas polinomiales (es decir, con f(x)
formada exclusivamente por polinomios) se puede utilizar la
potencia de los me´todos de resolucio´n de problemas de opti-
mizacio´n de suma de cuadrados para analizar la estabilidad.
En este apartado se va a mostrar co´mo se puede utilizar la
optimizacio´n SOS para encontrar funciones de Liapunov. Para
ello el siguiente problema permite analizar la estabilidad asÆ´nto-
tica de (1) (Papachristodoulou y Prajna, 2002, 2005). Se desea
encontrar una funcio´n V (x) tal que V (0) = 0 y adema´s se
cumpla que
V (x)− ϕ(x) es SOS (13)
−∂V
∂x
f(x) es SOS (14)
donde ϕ =
∑n
i=1
∑d
j=1 εijx
2j
i con
∑m
j=1 εij > c, i =
1, . . . , n con arbitrarios c > 0 y εij ≥ 0. Es fa´cil ver que si se
cumplen estas restricciones V (x) es funcio´n de Liapunov. Para
aplicar esta idea es necesario plantear una estructura polinomial
de V que cumpla V (x) = 0 y considerar los coeſcientes como
inco´gnitas. Por tanto es necesario elegir a priori el grado de
V (x). Este enfoque permite incluso considerar restricciones de
igualdad, desigualdad y de tipo integral en el sistema.
Esta te´cnica se puede aplicar incluso ma´s alla´ de los sistemas
polinomiales. En (Papachristodoulou y Prajna, 2002) aparece
un ejemplo con funciones trigonome´tricas. La idea es sencilla:
si aparecen te´rminos con senos y cosenos, se puede hacer el
cambio de variables z1 = sinx1, z2 = cosx1 e imponer la
restriccio´n z21 + z
2
2 = 1.
En (Jarvis-Wloszek, 2003; Jarvis-Wloszek et al., 2003) se trata
el caso de estabilidad exponencial. Para ello se considera la
funcio´n l(x) = ‖x‖pp con p un entero mayor que 1. El sistema
(1) es exponencialmente estable si existe una constante c > 0 y
una funcio´n V (x) que es suma de cuadrados con V (0) = 0 tal
que
V (x)− l(x) es SOS
−
(
cV (x) +
∂V
∂x
f(x)
)
es SOS.
Este problema no es un problema de optimizacio´n SOS esta´ndar
dado que aparecen productos de inco´gnitas en el te´rmino
cV (x). En las citadas referencias se propone dar valores a c
y proceder a una bu´squeda lineal.
Tambie´n existen aplicaciones de la optimizacio´n SOS en el
ana´lisis de estabilidad de sistemas hÆ´bridos (Papachristodoulou
y Prajna, 2005).
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4.3 Estimacio´n de cuencas de atraccio´n mediante optimizacio´n
SOS
Los me´todos de optimizacio´n de suma de cuadrados se han
propuesto para la estimacio´n mediante el uso del ordenador
de cuencas de atraccio´n (Tibken, 2000; Parrilo, 2000; Tibken y
Dilaver, 2002). En (Parrilo, 2000) se presenta en siguiente pro-
blema de optimizacio´n suponiendo que ya se tiene la funcio´n de
Liapunov V (x). Se desea encontrar el valor de c que minimiza
c = V (x) sujeto a la restriccio´n
V˙ = 0, ∀x = 0. (15)
Dado que se ha supuesto que V es funcio´n del Liapunov para
el sistema, debe existir una vecindad de x = 0 tal que V˙ ≤ 0.
Por tanto, V˙ ≤ 0 en el conjunto Ωc = {x ∈ Rn : V (x) ≤ c}.
Aplicando el teorema de LaSalle es claro que Ωc esta´ incluido
en la cuenca de atraccio´n. Este problema de optimizacio´n
se puede escribir como un problema de optimizacio´n SOS
cuando el sistema es polinomial y la funcio´n V tambie´n es un
polinomio. AsÆ´ se desea encontrar el valor mÆ´nimo de c tal que
la expresio´n
(V (x) − c)‖x‖22 + q(x)V˙ (x) (16)
es suma de cuadrados. En esta expresio´n q(x) es cualquier
polinomio (no necesariamente SOS). Para comprobar que este
problema es equivalente a (15), obse´rvese que en los puntos
x tales que V˙ (x) = 0 se tiene que (16) implica (V (x) −
c)‖x‖22 ≥ 0. Por tanto, para x = 0 se tiene V (x) ≥ c.
En (Albea y Gordillo, 2007) se utiliza la programacio´n de suma
de cuadrados para estimar la cuenca de atraccio´n cuando exis-
ten restricciones sobre la sen˜al de control. En este caso, se parte
de la hipo´tesis de que en ausencia de restricciones el sistema
es globalmente estable. El problema de optimizacio´n emplea-
do permite encontrar una superſcie de nivel de la funcio´n de
Liapunov tal que encierre una regio´n donde no se violan las
restricciones. La aplicacio´n presentada en este trabajo es sobre
el control de un convertidor electro´nico de potencia. Es de notar
tambie´n que el sistema no es polinomial sino que aparecen tam-
bie´n funciones racionales que tambie´n pueden ser consideradas
en este enfoque. Otra particularidad de este trabajo es que el
conjunto lÆ´mite analizado no es un punto de equilibrio sino un
ciclo lÆ´mite.
Finalmente, en (Topcu et al., 2008) se combina la optimizacio´n
de suma de cuadrados con simulaciones basadas en me´todos
aleatorios para realizar la estimacio´n de la cuenca de atraccio´n.
5. CONCLUSIONES
El ana´lisis de estabilidad de los sistemas no lineales es un pro-
blema muchoma´s complicado que en el caso lineal. El compor-
tamiento puede ser tan rico que existen mu´ltiples deſniciones
de estabilidad incluso cuando nos referimos exclusivamente
a estabilidad de puntos de equilibrio. La teorÆ´a de Liapunov
proporciona un marco general que permite veriſcar si un equi-
librio es estable segu´n varias de sus deſniciones. Sin embargo,
se echa en falta en esta teorÆ´a un procedimiento general para
construir funciones de Liapunov. Existen diversos me´todos que
proporcionan o bien funciones de Liapunov o bien candidatas.
Entre los primeros han aparecido con fuerza recientemente los
basados en optimizacio´n de suma de cuadrados.
Un problema relacionado con el ana´lisis de estabilidad es
el de estimacio´n de la cuenca de atraccio´n de un equilibrio
(u otros tipos de conjuntos). Este problema tiene un intere´s
pra´ctico para conocer las regiones del espacio de estado con
se pueden considerar de operacio´n segura. Sin embargo, el
conocimiento exacto de la cuenca de atraccio´n solamente es
posible en casos muy sencillos de dimensio´n baja por lo que
normalmente es necesario acudir a estimaciones de la misma
que son normalmente muy conservadoras. En este artÆ´culo se
han enumerado algunas de las te´cnicas basadas en la teorÆ´a
de Liapunov que permiten abordar este problema, incluyendo
algunas basadas en la optimizacio´n por suma de cuadrados.
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