ABSTRACT In this paper, we consider the distributed multiple-input multiple-output systems which experience both the small-scale and large-scale fading. By employing the Rayleigh-lognormal model to characterize the composite fading channels, we derive the uplink sum rate in terms of the signal-to-noise ratio for zero forcing (ZF) and ZF decision feedback receivers, respectively. Afterwards, we propose an optimal power loading strategy by constructing an optimization problem that maximizes the dominant term of the sum rate. Then on this basis, a two-stage precoder is designed to further improve the performance, where only the first and second order statistics of the channels are needed at the transmitters. Numerical simulations testify the effectiveness of the analytical sum rates and present the superiority of our optimal power loading strategy as well as the two-stage precoder.
I. INTRODUCTION
Multiple-input multiple-output (MIMO) is an attractive technology that can provide significant gains in data rate and reliability. It has received enormous attention especially under new cases such as multi-user MIMO (MU-MIMO), massive MIMO and distributed MIMO (D-MIMO) systems [1] - [5] .
In a D-MIMO system, several radio ports (RPs) are distributed over an area and send messages to the base station (BS) [6] - [8] . Unlike the situation in the point-topoint MIMO systems that only considers the small-scale fading, in D-MIMO systems, different RPs experience different large-scale fading and different path loss. Hence on the one hand, the composite (small-scale and large-scale) fading makes it more challenging to develop a novel transmission scheme; on the other hand, the derivation of the sum rate is needed to evaluate the performance in a direct and clear way.
Pioneering works [9] and [10] studied the large-scale fading in the conventional and distributed MIMO systems through the law of large numbers and random matrix theory. However, the authors did not jointly examine the effects of correlated fading and shadowing. Up to now, the Rayleigh-Lognormal (RLN) model is widely applied to portray the composite fading channels [11] - [13] . But it is always hard to be directly tackled. Thus much effort has been made to look for an alternative solution.
However, as pointed out in [27] , too many items (at least 10 there) were required to yield a satisfying approximation.
• Literatures [28] and [29] were dedicated to investigate the sum rate over RLN fading channels. They smartly avoided the direct analysis of the sum rate, but only addressed the corresponding upper and lower bounds. Therefore it remains an interesting problem to develop an analysis framework for the sum rate and further evaluate the performance of precoders directly and effectively.
In this paper, we first propose a general method to analyze the sum rate of the D-MIMO systems over RLN fading channels, where the integral and limit theories are used. The dominant terms of this solution provide a direct and clear way to evaluate the performance of the precoders. Moreover, we apply the zero forcing decision feedback (ZF-DF) receivers as a comparison with ZF receivers to discuss the sum rate and precoder design. Besides, we develop a search algorithm for the optimal diagonal power loading to maximize the system sum rate. It dynamically adjusts the number of active antennas to better adapt to the SNR. On this basis, a two-stage precoder of full matrix is designed to further enhance the performance.
Notation: Matrices and vectors are denoted by the upper and lower case boldface respectively (e.g., A, b), with the corresponding elements denoted by a ij and b j . For a complex matrix A, notations A T , A H , A + and Tr(A) represent the transpose, the Hermitian transpose, the pseudoinverse and the trace of A. A matrix consisting of the first m rows and the first n columns of A is denoted by A m;n . E[· ] stands for the expectation of a random variable or a random matrix. I M is an M × M identity matrix.
II. SYSTEM MODEL AND SUM RATE
In this paper, we investigate the uplink of a D-MIMO system, where P RPs each equipped with M antennas send messages to the BS configured with N antennas for N > PM .
Considering a composite fading channel model, the signal transmission is modeled as
where y ∈ C N ×1 is the received signal, s ∈ C PM ×1 is the transmitted signal and n ∈ C N ×1 ∼ CN (0, σ 2 I N ) is the circularly-symmetric complex Gaussian noise.
Three matrices are used to characterize the signal transmission. The first matrix H ∈ C N ×PM captures the small-scale fading, which follows a complex Gaussian distribution CN (0, ), such that H H H is of Wishart distribution denoted by H H H ∼ W PM (N , ). The second matrix = diag{ 1 , 2 , · · · , P } ∈ C PM ×PM portrays the largescale fading, which is block diagonal with each element
. In this expression, ξ p is the large-scale fading coefficient, D p is the distance from the p th RP to the BS, ν is the path loss exponent. We adopt the log-normal fading model here such that the probability density function (PDF) of ξ p is
The third matrix T ∈ C PM ×PM is a precoder, which is to be determined through two stages and evaluated by the system sum rate for both ZF and ZF-DF receivers. In the rest of this paper, we name the latter 'DF' for simplicity of expression.
The QR decomposition best describes DF receivers since the signal detection starts from the last symbol and every signal to be cancelled is a linear combination of the previously detected signals [30] . Hence by applying the QR decomposition to matrix H, the received signal in (1) is reformulated as
Premultiplying it by Q H , we arrive at
where R = R 1 2 T and n = Q H n. Therefore, the sum rate for DF receivers is achieved as
where ρ = 1/σ 2 is the original SNR before precoding. According to the received signal in (1), the output of ZF receivers is
Thus we come to the system sum rate for ZF receivers
III. ANALYSIS OF SUM RATES FOR BOTH RECEIVERS
In this section, we aim to present a general analysis framework for the sum rate of D-MIMO systems by coping with the RLN fading channels. Notice that although each RP experiences a different large-scale fading, they are all subject to the lognormal distribution. Hence it enables us to focus on a certain RP (i.e., the p th RP) first to make clear of the transmission features and then develop the multi-RP case further.
A. SUM RATE FOR DF RECEIVERS
Considering the elements of matrices R, and T are independent of each other, we can rewrite the sum rate of the p th RP in a double integral form according to (5) .
where r mm and t m are the diagonal elements of matrix R and T respectively. However, there is no direct result for the distribution of r mm . Therefore, it is crucial to find out some way to depict the statistical feature of this item. Enlightened by the analysis in [30] , we give the lemma below.
Lemma 1: Let
the PDF of η m is given by
for m = 1, 2, . . . , M .
Proof: See Appendix A. By substituting the PDFs of (2) and (10) into (8), and introducing
where a m,ξ p = a 1,m · ρ· ξ p . Besides, we denote a m,ρ = a 1,m · ρ for the following discussion. 1) Integral of the small-scale fading coefficient η m We first address a frequently used integral in the lemma below.
Lemma 2: Given two constants a and b, we have
Proof: Extract one η m and afterwards plus-subtract a constant 1 a we obtain
Through recursion of b times, lemma 2 is proved where the variable substitution of x = η m + 1 a is performed in the final result.
Property 1:
The inner integral with regard to η m in (11) is
with regard to N , such that through integration by parts, we obtain its recursive relation
where
Referring to lemma 2, we come to
The initial value of the sequence a m,N is
where the variable substitution of
is used. Therefore sequence a m,N (ξ p ) is acquired with the recursive formula (16) and the initial value (17) .
Accordingly, the sum rate of the p th RP can be expressed as
and
2) Integral of the large-scale fading coefficient ξ p In this part, we concentrate on the integrals T 1 and T 2 , which are both related to the large-scale fading.
Integral T 1 is achieved straightforward by variable substitution of y = ln ξ p . That is to say,
, and a 6 = e −a 5 π a 3 .
Integral T 2 reflects the key challenge to analyze the performance of D-MIMO systems over composite fading channels. We develop an innovative method in Property 2 to overcome this difficulty.
Property 2: Integral T 2 can be expanded to a series with respect to ρ. Without loss of generality, a three-item expansion is applied in the following series. In other words, the sum rate is finally expanded to ρ −2 in the series.
Proof: See Appendix B. Note that the more items are included in the series, the more accurate but also more complex the result is. From another aspect, more items imply a faster convergency of the analytical result to the actual with regard to SNR.
With the consideration of (18) ∼ (20), the system sum rate can be reformulated by
Proof: c 0 and c 1 are directly acquired since the coefficient of ln ρ/(ρ n ) is
It is necessary to clarify that the big O item describes the asymptotic behavior of the sum rate. The remainder terms can be omitted when the value in the bracket is small enough.
B. SUM RATE FOR ZF RECEIVERS
In this part, we first analyze the sum rate for ZF receivers and then make a brief comparison between DF and ZF receivers.
It is a direct conclusion of [31, Th. 3.2.12] by letting Y be an M × 1 unit vector with the m th element equals 1 and others 0.
Hence the sum rate of the p th RP for ZF receivers is
Similarly to analyze (11) , the sum rate is given by
From equations (22) and (26), we can conclude that the coefficients of the sum rate for both receivers have a similar format, with the main difference resulted from a different parameter of chi-squared distribution. It can also be intuitively interpreted from the freedom aspect that the freedom of signal detection with DF receivers increases with the index VOLUME 6, 2018 of transmit antennas while the freedom with ZF receiver keeps a constant.
C. SUM RATE UNDER MULTI-RP CASE
Based on the aforementioned analysis, we attain the sum rate of D-MIMO systems with P RPs in Theorem 1 as one of our main conclusions of this paper.
Theorem 1: For a D-MIMO system of P independent RPs each equipped with M antennas transmitting data to the BS with N antennas, the sum rate is
where for DF receivers,
+ a 7 , (28a)
for ZF receivers,
+ a 7 , (29a)
where the same part
Proof: Ahead of further study, we inspect some matrices that are determined by the correlation among the RPs.
The channel matrix is
is made up of the corresponding covariance matrices since no cooperation is supposed among different RPs. The largescale fading matrix
is a diagonal matrix of PM × PM dimension. It indicates that the largescale fading makes the same effect on the links of an identical RP but performs differently between separate RPs. Similarly, the precoder T is the diagonalized matrix of the corresponding precoders to each RP, whose elements are denoted by t m (m = 1, . . . , PM ).
Keeping in mind the structure of above matrices, we come to the sum rates
where 
IV. PRECODER DESIGN
We are dedicated to design a precoderT in this section by two steps to enhance the system sum rate for both receivers. Firstly, an optimization problem is formulated to determine the optimal diagonal power loading strategy. Secondly, an improved full-matrix precoder is designed to further increase the system performance. Suppose the precoders are independent among different RPs, where the local power of each RP is subject to P 0 . Compared with the total power limit, this hypothesis is more reasonable since every equipment has its own battery. Therefore, to maximize the system sum rate is to maximize the rate of each RP. Without loss of generality, regard the 1 st RP as our target for the precoder study.
A. OPTIMAL DIAGONAL POWER LOADING
Referring to the sum rates for DF and ZF receivers, we construct an optimization problem to maximize the sum rate subject to the power, where a public parameter δ m (m = 1, 2, . . . , M ) is introduced.
Leaving out the irrelative constants, we come to Problem 1:
where x m = t 2 m and
It is not necessarily a convex problem. Accordingly, we examine the boundary of the feasible region M m=1 x m − P 0 = 0. Besides, the Hessian matrix is negative semi-definite to ensure the existence of the maximum value, which implies
Generate the Lagrange function
such that
The generalized form of solution is
where λ ∈ (0, 1/(4δ max )], and the positive root is selected to satisfy the condition x m ≥ 2δ m since λ and δ m are positive. According to the above discussion, we develop Algorithm 1 to realize the required power loading strategy, either the optimal one to maximize the sum rate or the uniform one as a benchmark to be compared with. return precoder matrix T = diag(t m ) 4: else if Optimal Power Loading is Selected then 5:
for each RP U p ∈ {U 1 , U 2 , . . . , U P } do 7: slove equation
for each λ i ∈ do 10: examine the sum rate
if a greater sum rate is achieved then 12: precoder t m ← √ x m
13:
end if 14: end for 15: end for 16: return precoder matrix T = diag(t m ) 17: end if
B. DESIGN OF FULL-MATRIX PRECODER
In this part, we propose a full-matrix precoder based on the optimal power loading to further improve the sum rate.
Referring to the original transmission model (1), it is more explicit to rewrite the channel matrix as H = H iid 1/2 , where the covariance matrix can be eigen-value decomposed by = UVU H . A possible way to increase the sum rate is to decorrelate the links as much as possible, so we design the precoder asT
where T is the optimal diagonal power loading. Thus the channel correlation is impaired toˆ = UV via this two-stage designed precoder, whose effectiveness is examined in the simulation section.
Notice that the matrix is the only additional information demanded here, which means the full-matrix precoder holds a good tradeoff between the performance and the complexity. Channel estimation is a common way to obtain the first and second order statistics of channel. In practice, the transmitters send the training or pilot sequences to the receivers first and then utilize the feedback signals to estimate the channel state information (CSI). In this process, the estimation error is unavoidable. But fortunately, it is being improved by the technologies such as blind estimation and signal design. Therefore, it is under our future investigation on how to design the precoders robust to the estimation error.
V. NUMERICAL RESULTS
In this section, we illustrate our results for both ZF and DF receivers against the SNR, the number of antennas and the different precoders respectively. On the one hand, Monte VOLUME 6, 2018 FIGURE 2. System Sum Rate against the Number of Receive Antennas
FIGURE 3. System Sum Rate against the Number of Transmit Antennas
Carlo simulation verifies Theorem 1, suggesting the effectiveness of the three-item expansion. On the other hand, a comparison is made between the analytical outcome of ZF receivers and its upper and lower bounds, which not only testifies the analytical result but also shows the tightness of the lower bound (see Appendix C) investigated in [28] . All the experiments here are based on the exponential correlation model to characterize the channel covariance matrix. That is to say, we have [ ] i,j = ρ |i−j| t . Fig. 1 shows the variation of sum rates over SNR for a single RP. 
FIGURE 5. System Sum Rate with Different Diagonal Power Loading
It is observed that the analytical sum rates quickly approach the Monte Carlo results with the increase of SNR, while the outcome of DF receivers converges much quicker than that of ZF receivers. With the three-item expansion of sum rates, the analytical results perform well from 3dB in SNR for DF receivers and 6dB for ZF receivers. The analytical results can be more accurate when more items are included in (27) .
Note that the forepart of the analytical results curls because the sum rate is expanded with respect to the negative power and log-function of SNR. So with a greater SNR, the analytical sum rates can also be more accurate.
Besides, both the analytical and Monte Carlo outcome of ZF receivers lies strictly between the upper and lower bounds, which testifies our result on the other hand. Moreover, the lower bound is very tight especially at high SNR, but convergences more slowly than our result. Fig. 2 examines the sum rates against the number of receive antennas, where the RPs experience a large-scale fading of the same parameters. As anticipated, the lower bound remains very tight to our analytical results. With an increment on the amount of receive antennas, the sum rates increase while the gradients decrease. As a matter of fact, it has been revealed that the sum rate for ZF receivers approaches to a limit if the normalized SNR (ρ recv = ρ/N ) is applied. In Fig. 3 , the sum rates increase linearly for both receivers, which testifies the feature of the dominant term of the sum rate. The superiority of DF receivers becomes more significant as the number of transmit antennas grows larger. Note that the upper and lower bounds turn to be looser as the normalized SNR (ρ tran = ρ/(P· M )) diminishes.
In order to inspect the overall performance, we exhibit the normalized rate R/M in Fig. 4 . It shows that both the normalized rate and the gradient decrease as the number of transmit antennas grows.
The performance of the diagonal power loading is revealed in Fig. 5 , where the sum rates of optimal power loading are higher than that of uniform power loading. Besides, our algorithm works better for ZF receivers than that for DF receivers, because the feedback strategy helps the latter one depend less on the diagonal elements. Moreover, it shows that precoding is more necessary at low SNR since the gap between two precoders reduces as SNR increases. This phenomenon also works for other parameters affecting SNR such as the user power and the correlation coefficient.
The full-matrix precoderT for both receivers is examined in Fig. 6 and Fig. 7 respectively, where the sum rates at different SNR regions are portrayed in separate figures since the performance of these precoders presents a great difference with regard to ρ.
At high SNR, the sum rates in Fig. 6(b) and Fig. 7 (b) receive a significantly increase as expected. This enhancement can be interpreted through the original expression of the signal transmission model and the effect of this full-matrix precoder on the partial decorrelation of channel matrix.
At low SNR, the transmit antennas are not necessarily active. It is exihibited in Fig. 6(a) and Fig. 7 (a) that when ρ becomes smaller, more transmit antennas are turned off due to the inefficiency of the transmission on such antennas, which is implied in the optimization procedure where a threshold x m ≥ 2δ m is required.
VI. CONCLUSION
This paper investigates the sum rate of a D-MIMO system over composite fading channels where both ZF and DF receivers are considered. We have proposed an analysis framework to cope with the RLN fading model and obtained the analytical sum rate in Theorem 1. The three-item expansion of the sum rate is proved to have a good tradeoff between complexity and accuracy. It also provides a direct and effective way to evaluate the transmission technologies. Besides, we have designed a full-matrix precoder through two steps, which depends on the optimal diagonal power loading and the second order statistics of CSI. This two-stage precoder shows a remarkable superiority in the sum rate compared with the diagonal precoders.
In our analysis, we assume the full knowledge of CSI is available at the receiver while only the first and second order statistical information is available at the transmitter. Accordingly, it may be a future topic to study the more relaxed assumptions. In addition, it deserves further research to explore the asymptotic activity of the sum rate under this scenario.
APPENDIX

A. PROOF OF LEMMA 1
Applying QR decomposition to H, we arrive at
Through similar analysis, the generalized expression is achieved as 
B. PROOF OF PROPERTY 2
The following discussion of T 2 is based on the partition of its integral interval where the partition point is selected as ρ 
With the consideration of Cauchy-Schwarz inequality 
t(t!)
+ O(ρ −2 ).
Note that the series here are just expanded to O(ρ −2 ) so as to achieve a three-item-expansion form in the final sum rate. As a result, the last main term in (44) only makes sense for s = 0 and t = 1. 
