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Abstract: We study distributions on a Euclidean Jordan algebra V with
values in a finite dimensional representation space for the identity component
G of the structure group of V and homogeneous equivariance condition. We
show that such distributions exist if and only if the representation is spherical,
and that then the dimension of the space of these distributions is r+1 ( where
r is the rank of V ). We give also construction of these distributions and of
those that are invariant under the semi-simple part of G.
Classification AMS: 46F10,17C.
Mots clefs: Distributions homoge`nes, Distributions vectorielles, Alge`bres de
Jordan.
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I. Introduction.
Soient V une alge`bre de Jordan re´elle, simple et euclidienne et G la com-
posante neutre de son groupe de structure (voir le paragraphe II pour les rappels
sur les alge`bres de Jordan; on peut ici prendre pour V l’espace Sym(r,R) des
matrices syme´triques re´elles d’ordre r, et pour G le groupe SL(r,R) agissant
par: g.X = gXtg). Soit d’autre part (pi, Lpi) une repre´sentation irre´ductible
de dimension finie de G. Le but de cet article est l’e´tude des distributions
homoge`nes sous l’action de G a` valeurs dans l’espace Lpi. Nous montrons, dans
les paragraphes III et V, que de telles distributions non nulles existent si et
seulement si la repre´sentation pi est sphe´rique, et que dans ce cas la dimension
de l’espace des distributions homoge`nes de degre´ donne´ est e´gal aux nombres
d’orbites ouvertes du groupe G, re´sultat bien connu dans le cas scalaire (cf
[Ri.-St.], [Mu.] par exemple). Nous construisons, au paragraphe IV, ces dis-
tributions homoge`nes. Nous de´terminons aussi, au paragraphe V, l’espace des
distributions G1-invariantes (ou` G1 est la ”partie semi-simple” du groupe G)
porte´es par le lieu singulier de l’alge`bre de Jordan.
Nos de´monstrations s’inspirent de celles e´labore´es par F. Ricci et E.M.Stein
dans leur travail ([Ri.-St.]) consacre´ aux distributions homoge`nes sur les ma-
trices hermitiennes; en particulier la de´monstration de la caracte´risation des
repre´sentations, obtenue au paragraphe III, est une adaptation du lemme 5 de
[Ri.-St.] (dans [Bl.1], nous avions de´ja e´tendu ce lemme au cas scalaire pour
toute alge`bre de Jordan simple et euclidienne).
Ce travail constitue une ge´ne´ralisation naturelle de certains re´sultats que
J.A.C.Kolk et V.S. Varadarajan ont obtenus pour les distributions SOo(1, n)-
invariantes sur R1+n a` valeurs dans l’espace d’une repre´sentation irre´ductible
de dimension finie du groupe SOo(1, n), et a` support dans la nappe supe´rieure
du coˆne de lumie`re (voir [Kol.-Va.1] ainsi que [Kol.-Va.2]).
Signalons aussi l’article de J.Hilgert et K.H.Neeb ([Hi.-Ne.]), ou` les auteurs
e´tudient les distributions de Riesz vectorielles sur les alge`bres de Jordan eucli-
diennes.
Je remercie J.L.Clerc de m’avoir signale´ le travail de J.A.C.Kolk et V.S.
Varadarajan, H. Rubenthaler de ses (nombreux) encouragements amicaux ainsi
que P.Y. Gaillard et F. Chargois pour les discussions que nous avons eues
ensemble.
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II. Rappels sur les alge`bres de Jordan.
A. Les alge`bres de Jordan simples et euclidiennes.
Nous renvoyons a` [Br.-Koe.], [Fa.-Ko.], [Sa.1] pour les de´finitions et les prin-
cipaux faits concernant les alge`bres de Jordan, et reprenons ici les rappels de
[Bl].
Soit V une alge`bre de Jordan euclidienne sur le corps R, simple, de dimen-
sion n, de rang r et d’e´le´ment unite´ e. Pour x et y dans V , on de´finit les
endomorphismes de V :
L(x)y = xy, P(x) = 2L2(x)− L(x2) et xy = L(xy) + [L(x),L(y)].
On munit V de la forme biline´aire de´finie positive < x, y >= r
n
trL(xy); si g
est un e´le´ment de GL(V ), on note par g∗ son adjoint par rapport a` ce produit
scalaire; par ailleurs dx de´signera la mesure euclidienne associe´e au produit
< ., . >.
On note detx le de´terminant de V . C’est un polynoˆme irre´ductible et ho-
moge`ne de degre´ r. Un e´le´ment x de V est inversible si detx 6= 0. Nous noterons
Detg le de´terminant d’ un e´le´ment g de GL(V ), et V × l’ensemble des e´le´ments
inversibles de l’alge`bre V .
Tout e´le´ment x de l’alge`bre V peut s’e´crire sous la forme: x =
∑r
i=0 λiei, λi ∈
R ou` {e1, . . . , er} est un syste`me complet d’idempotents primitifs orthogonaux
(de´pendant de x). Les nombres λi sont appele´s les valeurs propres de x et l’on
a: detx =
∏r
i=0 λi. Le rang de x est le nombre de re´els λi non nuls (compte´s
avec multiplicite´). Si un e´le´ment inversible x posse`de p valeurs propres positives
et q valeurs propres ne´gatives, on dira que sa signature est (p, q) (p + q = r).
On note Ωj l’ensemble des e´le´ments inversibles de signature (r− j, j). Le coˆne
Ω = Ω0 est la composante connexe contenant e de l’ensemble des e´le´ments
inversibles de V .
Notons G la composante neutre du groupe G(Ω) des isomorphismes line´aires
de V pre´servant le coˆne Ω (c’est aussi la composante neutre du groupe de struc-
ture de V ); on a la de´composition G = R+∗ × G1 ou` G1 = {g ∈ G/Detg = 1}
est un groupe de Lie connexe, semi-simple de centre trivial. Fixons un syste`me
complet d’idempotents orthogonaux {e1, . . . , er} de l’alge`bre V . Le groupe G
admet une de´composition d’Iwasawa G = KAN ou` K est le sous-groupe de
G des e´le´ments qui fixent l’unite´ e, A est engendre´ par les P(
∑r
i=1 aiei) (avec
ai > 0), et ou` N est engendre´ par les transformations de Frobenius exp(2zej)
avec z dans Vij = {x ∈ V/eix = ejx =
1
2x},i < j (pour tout ceci voir [Fa.-
Ko.]); rappelons que tous les espaces Vij sont de meˆme dimension d et que l’on
a n = r+ dr(r−1)
2
. Notons que ce choix de N n’est pas celui de [Fa.-Ko.]: notre
N correspond a` leur N¯ .
Les orbites de V sous l’action du groupeG ont e´te´ de´termine´es par S.Kaneyuki
et I.Satake (cf.[Ka.], [Sa.2]): ce sont les ensembles Sp,q = Gop,q ou` op,q =
4
∑p−q
i=1 ei −
∑q
i=1 ep−q+i (avec 0 ≤ q ≤ p ≤ r); en particulier la signature est in-
variante sous G. Pour p = r les orbites Sp,q sont ouvertes et l’on a : Sr,q = Ωq;
les autres orbites sont contenues dans le lieu singulier S = {x ∈ V / detx = 0}
de l’alge`bre V et sont en fait des G1 orbites. Pour une telle orbite singulie`re,
notons Tpq (resp. Npq) l’espace tangent (resp. l’espace normal) en op,q. On
ve´rifie alors facilement que si
V =
⊕
1≤i≤j≤r
Vij
est la de´composition de Peirce associe´e au syste`me {e1, . . . , er}, l’espace Npq
s’identifie a`:
⊕
p<i≤j≤r Vij et Tpq a`:
⊕
1≤i≤j≤r
i≤p
Vij .
En particulier, Npq est une alge`bre de Jordan simple et euclidienne de rang
r − p que nous noterons V(r−p). Remarquons que Wpq =
⋃r
p′=p
⋃q+p′−p
q′=q Sp′q′ ,
est un voisinage ouvert de l’orbite Spq, invariant sous G.
Soit V C la complexifie´e de l’alge`bre V , le groupe GC, composante neutre du
groupe de structure de V C, est un complexifie´ de G, au sens ou` son alge`bre de
Lie est une complexifie´e de l’alge`bre de Lie G de G. On note G1
C
le sous-groupe
connexe de GC d’alge`bre de Lie G
1
C complexifie´e de l’alge`bre de Lie G
1 de G1.
Rappelons brie`vement la classification des alge`bres de Jordan sur R sim-
ples et euclidiennes ainsi que de leur complexifie´([Br.Koe.], [Fa.-Ko.], [Sp.]), on
donne aussi l’indice (G(Ω) : G) de G dans G(Ω):
1) V = R, le groupe G1 est ici trivial.
2) V = Sym(r,R)( r > 1), l’espace des matrices syme´triques re´elles d’ordre
r avec
x.y =
1
2
(xy + yx) d = 1 n =
r(r + 1)
2
< x, y >= trxy
Ici le de´terminant est le de´terminant usuel. Le groupe G1 est PSL(r,R) agis-
sant par: g.X = gXtg. On a V C = Sym(r,C) et G1
C
est le groupe des trans-
formations line´aires g.X = gXtg avec g dans SL(r,C), c’est a` dire s’identifie a`
SL(r,C)/{Id, (−1)r+1Id}. On a (G(Ω) : G) = 2 si n est pair et 1 sinon.
3) V = Herm(r,C)( r > 1), l’espace des matrices hermitiennes complexes
d’ordre r avec
x.y =
1
2
(xy + yx) d = 2 n = r2 < x, y >= trxy
Ici encore le de´terminant est le de´terminant usuel. Le groupe G1 est PSL(r,C)
agissant par: g.X = gXtg¯. On a V C = Mat(r,C) et G1
C
est le groupe des
transformations line´aires (g1, g2).X = g1Xg
−1
2 avec g1 et g2 dans SL(r,C).
Enfin (G(Ω) : G) = 2.
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4) V = Herm(r,H)( r > 2), l’espace des matrices hermitiennes sur H
d’ordre r, avec le produit x.y = 1
2
(xy + yx). Ici d = 4. On peut aussi voir
l’alge`bre V dans l’espace des matrices antisyme´triques Alt(2r,C): V = {x ∈
Alt(2r,C)/Jx¯ = xJ} avec la multiplication x.y = 1
2
(xJy + yJx) ou` J est la
matrice
J =
(
0 Ir
−Ir 0
)
.
Le groupe G1 est PSL(r,H) agissant par: g.X = gXtg.
On a V C = Alt(2r,C) et G1
C
est le groupe des transformations line´aires
g.X = gXtg avec g dans SL(2r,C). Le de´terminant est donne´ par le Pfaffien:
detx = Pf(JxJ) et (G(Ω) : G) = 1.
5) V = R × E, ou` E est un espace euclidien de produit scalaire (., .)E, de
dimension n−1,avec n > 4. Le produit de Jordan est de´fini par: (λ, u)(µ, v) =
(λµ + (u, v)E, λv + µu); ici r = 2, d = n − 2 et le de´terminant est donne´ par:
det(λ, u) = λ2 − ‖u‖2E .Le groupe G
1 est la composante neutre de SO(1, n− 1)
agissant naturellement sur V . On a V C = C × Cn−1 et G1
C
= SO(n,C).
(G(Ω) : G) = 2.
6) L’alge`bre de Jordan exceptionnelle Herm(3,O) constitue´e de matrices
(3, 3) a` coefficients dans les octaves de Cayley (d = 8, r = 3, n = 27), dans ce
cas on sait que le groupe G1
C
est le groupe complexe simplement connexe E6.
(G(Ω) : G) = 1.
Quelques remarques pour terminer ce paragraphe. Si x est un e´le´ment
inversible de V tel que P(x)e = e, P(x) appartiendra a`G(Ω); c’est en particulier
le cas des gi = P(e1 + . . . − ei + . . . + er) pour 1 ≤ i ≤ r. Il existe un
automorphisme wi de l’alge`bre V tel que wi(−e1 + . . .+ er) = e1 + . . .− ei +
. . .+ er, et par conse´quent gi = wig1w
−1
i ; il en re´sulte facilement que tous les
gi appartiennent a` la meˆme composante connexe du groupe G(Ω). Enfin, on
ve´rifie aise´ment que P(e1+ . . .− ei+ . . .− ej + . . .+ er) = gigj, par conse´quent
les transformations P(e1 + . . .− ei + . . .− ej + . . .+ er) appartiennent a` G.
B. La de´composition de Gauss.
L’alge`bre de Lie G = {VV } est re´ductive d’involution de Cartan θ : X 7→
−X∗, de de´composition de Cartan G = k⊕ p avec: k = {[L(x),L(y)]/x, y ∈ V }
et p = {L(x)/x ∈ V }. Conside´rons la de´composition de Cartan de G1: G1 =
k⊕ p1 ou` p1 = p ∩G1.
On pose:
a1 = {L(
r∑
i=1
aiei)/ai ∈ R,
r∑
i=1
ai = 0}
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c’est un sous-espace de Cartan de p1; les racines restreintes associe´es e´tant
les γij =
εi−εj
2
, 1 ≤ i, j ≤ r (avec εi(L(ei)) = δij). On a une de´composition
d’Iwasawa (associe´e a` un choix d’ordre sur les racines): G1 = k ⊕ a1 ⊕ n avec:
n =
∑
i<j gij ou` gij = Vijej . Rappelons que ce choix n’est pas celui de
[Fa.-Ko.]: notre n correspond a` leur n¯.
Soit h− une sous-alge`bre abe´lienne maximale dem (ou`m = {X ∈ k/∀i, Xei =
0}), alors h = h−⊕a1 est une sous-alge`bre de Cartan de G1 et hC est une sous-
alge`bre de Cartan de G1C. On a une de´composition de Cartan de G
1
C:
G1C = (k⊕ ip
1)⊕ (ik⊕ p1)
ih− ⊕ a1 est un sous-espace de Cartan de (ik ⊕ p1) et on a la de´composition
d’Iwasawa : G1C = (k ⊕ ip
1)⊕ ih− ⊕ a1 ⊕ n′. Pour un certain choix de l’ordre
sur les racines, on aura: n′ = nC ⊕ nm ou` nm est une sous-alge`bre de mC et ou`
nC =
∑
i<j V
C
ijej .
Soient N ′, N¯ ′, NC, Nm,MC etD les sous-groupes connexes de G
1
C
d’alge`bres
de Lie n′, n¯′, nC, nm, mC et hC. Le groupe MC normalise NC et on a N
′ =
NC.Nm = Nm.NC.
La de´composition de Gauss de G1
C
(voir [Ze.]) nous dit qu’il existe un ouvert
(G1
C
)reg dense tel que
(G1C)reg = N¯
′.D.N ′.
Rappelons que tout e´le´ment n de NC s’e´crit de manie`re unique sous la forme
n = τ(z(2)) . . . τ(z(r)), avec z(j) ∈
⊕j−1
k=1 V
C
kj et τ(z
(j)) = exp(2z(j)ej).
Enfin on sait ([Bl.2]) que les e´le´ments z de V C, inversible par rapport a` tous
les
∑i
k=1 ek (1 ≤ i ≤ r), s’e´crivent sous la forme:
z = τ(z(1)) . . . τ(z(r−1))
r∑
k=1
akek
avec τ(z(j)) = exp(2z(j)ej), ou` z(j) ∈
⊕r
k=j+1 V
C
jk, les ak e´tant des nombres
complexes non nuls; si l’e´le´ment z est dans V , les nombres ak seront re´els et
z(j) ∈
⊕r
k=j+1 Vjk.
Rappelons pour terminer, (voir par exemple [Ze.]) que si pi est une repre´senta-
tion holomorphe de poids dominant λ de G1
C
, on peut la voir comme agissant
dans un espace Fλ de fonctions analytiques sur N
′ de la manie`re suivante:
pi(g)f(z) = λ(zg)f(zg) ou` f est un e´le´ment de Fλ, z est dans N
′, g dans
(G)C (pourvu que zg soit dans (G
1
C
)reg, et alors zg est la N
′-composante de
zg). Comme le poids dominant est analytique, il est entie`rement de´fini par les
valeurs qu’il prend sur A1 et sur exp(h−).
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C. Les repre´sentations du groupe G.
Donnons pour commencer, la de´composition de l’espace P(V ) des polynoˆmes
sur V , a` valeurs complexes, sous l’action naturelle du groupe G. Les sous-
espaces V (k) = {x ∈ V/(e1 + . . . + ek)x = x (resp. V(k) = {x ∈ V/(er−k+1 +
. . .+ er)x = x) (1 ≤ k ≤ r) sont des sous-alge`bres de V . Notons par ∆k (resp.
∆∗k) la fonction polynoˆme sur V de´finie par ∆k(x) = det
(k)(x(k)) ou` x(k) est la
projection orthogonale de x sur V (k) et det(k) est la fonction de´terminant de
l’alge`bre V (k) (resp. ∆∗k(x) = det(k)(x(k)) ou` x(k) est la projection orthogonale
de x sur V(k) et det(k) est la fonction de´terminant de l’alge`bre V(k)).
L’espace P(V ) admet alors la de´composition en G-modules irre´ductibles (cf.
[Fa.-Ko.]):
P(V ) =
⊕
m=(m1,...,mr)
Pm
avec Pm = {∆m(gx)/g ∈ G} (ou` ∆m(x) = ∆1(x)
m1−m2∆2(x)
m2−m3 ...∆r(x)
mr ,
m = (m1, .., mr) avec m1 ≥ m2 ≥ ... ≥ mr ≥ 0 les mi e´tant des entiers).
On notera pim l’action naturelle de G dans l’espace Pm. Un vecteur de plus
haut poids pour le G module Pm est le polynoˆme
∆∗
m
= ∆∗1(x)
m1−m2∆∗2(x)
m2−m3 ...∆∗r(x)
mr
de poids dominant:
λm(P(expa)) = a
−2mr
1 ....a
−2m1
r
(a =
∑
aiei), et le plus bas poids µm par µm(P(expa)) = a
−2m1
1 ....a
−2mr
r , ∆m
e´tant un vecteur de plus bas poids.
Remarquons que, conside´re´ commeG1 module, Pm reste irre´ductible et s’identifie
a` la repre´sentation Pm1 avec m
1 = (m1 − mr, m2 − mr, .., mr−1 − mr, 0) et
que la de´composition G = R+∗ × G1 nous donne pim = χ
−
|m|
n ⊗ pi1
m1
, avec
χ(g) = Detg. D’autre part, nous avons la
Proposition II.1. La contragre´diente du G1 module Pm s’identifie au module
Pmc ou` m
c = (m1 −mr, m1 −mr−1, .., m1 −m2, 0).
En effet, il n’est pas difficile de voir que la contragre´diente du G-module
(Pm, pim) s’identifie a` (Pm, τ) avec τ(g) = pim(g
∗−1). D’autre part, l’application
g → g∗ e´change les groupes N et N¯ et par conse´quent un vecteur de plus
haut poids pour (Pm, τ) est ∆m; la proposition II.1 s’en de´duit aise´ment. No-
tons qu’en utilisant la formule (cf. [Fa.-Ko.], proposition VII.1.5) ∆m(x
−1) =
8
∆∗−m∗(x) (avec −m
∗ = (−mr, . . . ,−m1)), on peut voir que l’application de
Pm dans Pmc :
P (x) 7→ (detx)m1P (x−1)
re´alise un isomorphisme de G1 module entre la contragre´diente de Pm et Pmc .
Soit maintenant pi, une repre´sentation irre´ductible de dimension finie de G,
elle s’e´crit sous la forme χα ⊗ pi1 ou` pi1 est une repre´sentation irre´ductible du
groupe G1.
Proposition II.2. La repre´sentation pi1 est la restriction d’une repre´sentation
holomorphe du groupe G1
C
.
On utilise la classification. Le cas 5) est de´montre´ dans [Kol.-Va.1]; le
cas 6) re´sulte du fait qu’alors G1
C
est simplement connexe. Dans le cas 2),
la repre´sentation pi1 de PSL(r,R) = SL(r,R)/{Id, (−1)r+1Id} peut eˆtre con-
side´re´e comme une repre´sentation de SL(r,R) telle que pi1((−1)r+1g) = pi1(g);
sa de´rive´e dpi1 s’e´tend par line´arite´ sur G1C, cette extension s’inte`gre ( par
simple connexite´) en une repre´sentation holomorphe de SL(r,C) posse´dant
la meˆme parite´ que pi1, elle redescend donc en une repre´sentation de G1
C
=
SL(r,C)/{Id, (−1)r+1Id}; de´monstration analogue pour les cas 3) et 4).
Conside´rons p˜i une repre´sentation holomorphe de GC, elle est caracte´rise´e
par son poids dominant λp˜i . Ecrivons λp˜i(P(
∑
aiei)) =
∏r
1 a
mi
i . Par analycite´
de λp˜i les nombres mi sont des entiers relatifs, et en e´crivant les conditions pour
que λp˜i soit dominant, on trouve: m1 ≤ m2 ≤ . . . ≤ mr.
Proposition II.3. Soit pi une repre´sentation irre´ductible de dimension finie
de G, sphe´rique (i.e. elle posse`de un vecteur non nul K invariant). Alors elle
peut s’e´crire
pi = χβ ⊗ pim.
Comme pi = χα ⊗ pi1 est sphe´rique, la repre´sentation pi1 l’est aussi; par
la proposition II.2 on peut se ramener au cas ou` pi1 est la restriction d’une
repre´sentation p˜i1 holomorphe de GC, p˜i
1 est donc sphe´rique. En utilisant le
the´ore`me de Cartan-Helgason on trouve que la restriction de λp˜i1 a` h
− est nulle
et que
(λp˜i1 ,α)
(α,α)
∈ Z+. Cette dernie`re condition nous fournit
mj−mi
2
∈ Z+ pour
j > i, c’est a` dire que les mj −mi sont pairs, ce qui ache`ve la de´monstration
(voir aussi [Hi.-Ne.] pour ce type de re´sultat).
D. Les distributions zeˆta ge´ne´ralise´es.
On note par Φmj (., s) les distributions tempe´re´es de´finies par prolongement
me´romorphe des inte´grales (qui sont convergentes pour ℜs ≥ 0):
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∫
Ωj
|detx|s∆m(x)f(x)dx.
Pour m = 0, on retrouve les distributions zeˆta classiques, note´es Φj(., s) dans
[Bl.1] et on a:
Φmj (., s) = ∆mΦj(., s)
Les poˆles possibles de ces distributions sont ceux de la fonction
ΓΩ(s+ n/r +m) = (2pi)
n−r
2
r∏
j=1
Γ(s+mj + 1 +
(r − j)d
2
)
(voir [Fa.-Ko.] pour les proprie´te´s de la fonction gamma du coˆne Ω), et si s0
est poˆle d’ordre om(s0) de cette fonction, il est facile de voir que sa multiplicite´
pour Φmj (., s), ne de´passe pas om(s0) cela re´sulte de l’identite´ de Bernstein
(voir [Fa.-Ko.], page 129):
(det(∂))k|detx|s+k∆m(x) = (−1)
j |detx|s∆m(x)
ΓΩ(s+ k +m+
n
r
)
ΓΩ(s+m+
n
r
)
, x ∈ Ωj
ou`, si P est un polynoˆme sur V , P (∂) est l’ope´rateur diffe´rentiel a` coefficients
constants tel que: P (∂) exp(< ., y >) = P (y) exp(< ., y >).
Rapelons brie`vement, pour la commodite´ du lecteur, la de´finition du change-
ment de variable Φ, de´fini dans [Bl.1]: on fixe un syste`me complet d’idempotents
orthogonaux de V , {e1, . . . , er}; dans la de´composition de Peirce associe´e V =⊕
1≤i≤j≤r Vij , l’alge`bre:
V ′ = {x ∈ V/e1x = 0} =
⊕
2≤i≤j≤r
Vij
est une sous-alge`bre de V simple, euclidienne et de rang r − 1; posons enfin:
W = {x ∈ V/e1x =
1
2
x} =
⊕
2≤j≤r
V1j; l’application Φ est alors de´finie par:
Φ :R×W × V ′ −→ V
(u, z, v) 7−→ exp(2ze1)(ue1 + v).
cette application re´alise un C∞ diffe´omorphisme de R∗ ×W × V ′ sur l’ouvert
U = {x ∈ V/x11 6= 0} (cf. la proposition 3.1 de [Bl.1]; pour un e´le´ment x de
V , xij de´signe la composante sur Vij de cet e´le´ment suivant la de´composition
de Peirce).
Notons Φmj (., s)|U la restriction a` U de la distribution Φ
m
j (., s), et effectuons le
changement de variable Φ dans l’ouvert U , on montre alors (meˆme de´monstration
que celle du corollaire 3.2 de [Bl.1]) que l’image re´ciproque par Φ de Φmj (., s)|U
note´e Φ∗[Φmj (., s)|U ] ve´rifie la proposition:
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Proposition II.4. On a, pour (0 < j < r):
Φ∗[Φmj (., s)|U ] = x
s+d(r−1)+m1
− ⊗dz⊗Φ
m
′
j−1(., s)+x
s+d(r−1)+m1
+ ⊗dz⊗Φ
m
′
j (., s)
et
Φ∗[Φm0 (., s)|U ] = x
s+d(r−1)+m1
+ ⊗ dz ⊗ Φ
m
′
0 (., s)
Φ∗[Φmr (., s)|U ] = x
s+d(r−1)+m1
− ⊗ dz ⊗ Φ
m
′
r (., s)
avec m′ = (m2, . . . , mr), et ou` les distributions Φ
m
′
j sont de´finies sur l’alge`bre
V ′ comme les Φmj le sont sur V .
Dans cette proposition, nous avons utilise´ les notations classiques xs+ (resp.
xs−) pour de´signer les distributions de´finies par
xs+(φ) =
∫ ∞
0
xsφ(x)dx (resp. xs−(φ) =
∫ 0
−∞
|x|
s
φ(x)dx)
Cette proposition nous permettra, dans le paragraphe IV, de de´terminer, par
une re´currence sur le rang r, les poˆles effectifs des distributions Φmj (., s).
De´finissons la transforme´e de Fourier d’un e´le´ment f de l’espace de Schwartz
de V par: fˆ(y) =
∫
V
e−i<x,y>f(x)dx; a` partir de l’e´quation fonctionnelle ([Sa.-
Sh.], voir aussi [Sa.-Fa.]) des distributions Φj(., s), on obtient celle des Φ
m
j (., s)
(je remercie J. Faraut de m’avoir signale´ ce re´sultat):
Proposition II.5. La transforme´e de Fourier de la distribution Φmj (., s) est
donne´e par :
Φmj (fˆ , s−n/r) = ΓΩ(s+n/r+m) exp(−(rs+ |m|)ipi/2)
r∑
k=0
ujk(s)Ψ
−m∗
k (f,−s)
ou` les fonctions ujk(s) sont des polynoˆmes en exp(ipis), −m
∗ = (−mr, . . . ,−m1)
et avec
Ψmk (f, s) =
∫
Ωj
|detx|s∆∗
m
(x)f(x)dx.
Dans Φj(fˆ∆m, s−n/r), on commence par remplacer fˆ∆m par (−i)
|m|(∆m(∂)f )ˆ;
l’e´quation fonctionnelle des distributions Φj(., s) telle qu’e´nonce´e dans [Bl.1]
(the´ore`me 2.1) conduit a` la relation:
Φj((∆m(∂)f )ˆ, s− n/r) = ΓΩ(s) exp(−
ipirs
2
)
r∑
k=0
ujk(s)Φk(∆m(∂)f,−s).
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Une inte´gration par parties et l’identite´ de Bernstein:
∆m(∂)|detx|
s = (−1)|m|
ΓΩ(−s+m)
ΓΩ(−s)
∆m(x
−1)|detx|s
nous donne:
Φk(∆m(∂)f,−s) =
ΓΩ(s+m)
ΓΩ(s)
Φk(∆m(x
−1)f(x),−s).
La proposition re´sulte alors de la formule ∆m(x
−1) = ∆∗−m∗(x) de´ja e´voque´e
plus haut.
Remarque II.6 On voit que dans cette e´quation fonctionnelle ge´ne´ralise´e,
les coefficients ujk(s) sont ceux de l’e´quation fonctionnelle des distributions
Φj(., s), ce fait est essentiel pour les de´monstrations des re´sultats du paragraphe
IV.
De´finition II.7. Soit (pi, Lpi) une repre´sentation irre´ductible de dimension
finie du groupe G. Une distribution vectorielle T sur V a` valeurs dans Lpi est
dite G-homoge`ne de degre´ s si pour toute fonction test φ,
< T, φg >= (Detg)
rs
n
+1pi(g) < T, φ >
ou` g est dans G et avec φg(x) = φ(g
−1x). On notera Hspi l’espace de ces
distributions. La distribution T est dite G1 invariante si
< T, φg >= pi(g) < T, φ >
ou` g est dans G1. On notera Ipi l’espace de ces distributions.
Dans le cas ou` la repre´sentation pi est triviale, on retrouve la notion habituelle
de distribution homoge`ne, on sait alors (voir par exemple [Bl.1]) de´terminer
comple`tement l’espace Hspi cela se fait graˆce a` la conside´ration des distributions
Φj(., s). Dans ce travail, nous verrons le roˆle crucial joue´ par les Φ
m
j (., s) pour
la de´termination de Hspi dans le cas ge´ne´ral.
Dans le paragraphe V. nous aurons besoin de la notion de distribution quasi-
homoge`ne, introduite dans [Ri.-St.]:
De´finition II.8. Une distribution vectorielle K sur V a` valeurs dans Pm est
G quasi-homoge`ne de degre´ s s’il existe des distributions U1, . . . , Ul telles que
pour tout g dans G:
g.K = (Detg)
rs
n
+1pim(g)K + (Detg)
rs
n
+1
l∑
i=1
(LogDetg)ipim(g)Ui.
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III. Caracte´risation des repre´sentations.
On se propose de caracte´riser dans ce paragraphe les repre´sentations pi pour
lesquelles l’espace Hspi n’est pas trivial. On va retrouver des re´sultats analogues
a` ceux de [Kol.-Va.1].
Lemme III.1. Si l’espace Hspi contient une distribution non nulle de support
{0}, la repre´sentation pi est sphe´rique.
Soit T une telle distribution. Dans une certaine base eα de l’espace de la
repre´sentation pi, on a: T =
∑
Pα(∂)δeα ou` les Pα sont des polynomes. La
repre´sentation pi s’e´crit pi = χβ ⊗ pi1 ou` pi1 est une repre´sentation G1. En
e´crivant la condition d’homoge´ne´ite´ avec g = λId, on montre facilement que
tous les polynomes Pα sont homoge`nes de meˆme degre´ ( on peut ve´rifier que ce
degre´ vaut −n( rs
n
+ 1+ β)). Ecrivons ensuite la condition d’homoge´ne´ite´ pour
la distribution T avec g dans G1, en notant λαβ(g) les coefficients matriciels
de pi1(g) dans la base (eα), il vient:∑
(Pα(∂)δ)(g.φ)eα =
∑
α,β
λαβ(g)(Pβ(∂)δ)(φ)eα.
On en tire
g.Pα(∂) = (
∑
β
λαβ(g
−1)Pβ)(∂)
ou` (g.Pα(∂))(φ) = g.(Pα(∂)(g
−1φ)). Mais g.Pα(∂) = (g
∗−1Pα)(∂) ou` g.P est
l’action naturelle de G sur les polynomes (voir [Fa.-Ko.] page 222), tout ceci
implique
g∗−1Pα =
∑
β
λαβ(g
−1)Pβ)
c’est a` dire que sous l’action du groupe G1, les polynomes Pα engendrent
la repre´sentation pi1; il en re´sulte que cette dernie`re est isomorphe a` une
repre´sentation pi1
m
.
Dans la suite de l’article nous dirons que le support d’une distribution est
de rang p s’il contient au moins un e´le´ment de rang p mais aucun e´le´ment de
rang strictement supe´rieur a` p.
Lemme III.2. Supposons que l’espace Hspi contienne une distribution non
nulle a` support de rang p avec 1 ≤ p ≤ r − 1, alors la repre´sentation pi est
sphe´rique.
La de´monstration consiste a` adapter la preuve du lemme 5 de [Ri.-St.]. Soit
T une distribution donne´e par le lemme. Dans un voisinage convenable W du
point op,q, la distribution T s’e´crit par le the´ore`me de Schwartz comme somme
finie:
T =
∑
DjΦj
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ou` les Φj sont des distributions sur Spq et les Dj sont des de´rive´es partielles
par rapport a` des coordonne´es transverses a` Spq en op,q.
On montre dans un premier temps que les distributions Φj sont a` densite´
C∞ sur Spq ∩W . En effet, soit η une fonction C
∞ sur G, a` support compact
convenable et telle que
B =
∫
G
(Detg)
rs
n
+1η(g)pi(g)dg
soit inversible. Utilisant l’homoge´ne´ite´ de T , il vient facilement:
T (φ) = B−1
∫
G
η(g)T (g.φ)dg
Pour toute fonction φ a` support convenable. On conclut alors comme dans
[Ri.-St.].
On arrive ainsi a` la repre´sentation suivante de T dans W :
T =
M∑
m=0
∑
i1≤i2≤...≤im
Yi1 . . . YimψI
ou` I = (i1, . . . , im), les fonctions ψI e´tant C
∞ sur Spq ∩W , Yi1 . . . Yim sont
des champs de vecteurs sur W que l’on suppose engendrer en tout point de
Spq ∩W l’espace normal a` l’orbite Spq, et ou` M est l’ordre de transversalite´ de
la distribution T .
Exprimant l’homoge´ne´ite´ de T comme dans [Ri.-St.], nous pouvons e´crire
pour |I| =M (cf. la relation (37) de [Ri.-St.]):
(1) pi(g)ψI(x) = (Detg)
− rs
n
−1Jg(x)
∑
|L|=M
γLI(g, x)ψL(g.x)
g e´tant proche de l’identite´, x e´tant dans Spq ∩W , ou` Jg(x) est le jacobien de
l’action de g sur Spq et avec γLI(g, x) = βIL(g
−1, x) les coefficients βIL(g, x)
e´tant donne´s par l’action de g sur les champs de vecteurs:
gY˜ I =
∑
|J|=M
βJI(g, x)Y˜
J +
∑
|J|<M
. . .
(Y˜ I de´signe l’adjoint de Y I sur V ).
Dans la relation (1) faisons x = op,q, et prenons g dans Hpq = {g ∈
G/gop,q = op,q} et proche de l’identite´, on obtient:
(2) pi(g)ψI(op,q) = (Detg)
− rs
n
−1Jg(op,q)
∑
|L|=M
γLI(g, op,q)ψL(op,q).
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Notons que, par analycite´, la relation (2) est valable pour tout g dans la com-
posante neutre (Hpq)o du groupe Hpq; par ailleurs elle est e´galement valable
pour tout g de Hpq qui envoie Spq ∩W dans lui-meˆme.
Rappelons que nous avons note´ V(r−p) l’espace normal a` Spq en op,q, c’est
une alge`bre de Jordan simple et euclidienne de rang r−p. Dans la suite, si O est
un objet relatif a` l’alge`bre V , nous noterons par O(r−p) l’objet correspondant
pour l’alge`bre V(r−p); en particulier, P
k
(r−p) de´signe l’espace des polynoˆmes
homoge`nes de degre´ k sur V(r−p).
Dans une base convenable {eI , |I| = M} de l’espace P
M
(r−p), l’application
line´aire de matrice γIJ (g, op,q), que nous notons par σ˜(g), n’est autre que la
projection sur l’espace PM(r−p) de l’action naturelle de g sur P
M . En particulier,
si l’on note par H
′
pq le sous-groupe de Hpq forme´ des e´le´ments de Hpq laissant
stable l’espace Npq, et si l’on prend g dans H
′
pq, on a σ˜(g) = σ(g(r−p)) ou` g(r−p)
est la restriction de g a` l’espace Npq = V(r−p) et ou` σ(g(r−p)) de´signe l’action
naturelle de g(r−p) sur P
M
(r−p).
Conside´rons l’application line´aire L de PM(r−p) dans l’espace de la repre´senta-
tion pi telle que L(eI) = ψI(op,q) par la relation (2) il vient imme´diatement la
relation (3) pour g dans (H
′
pq)o:
(3) Lσ(g(r−p)) = (Detg)
rs
n
+1Jg(op,q)
−1pi(g)L.
La` encore, la relation (3) est encore valable pour tout g de H
′
pq qui envoie
Spq ∩ W dans lui-meˆme. Sous l’action de G(r−p), P
M
(r−p) se de´compose en
modules irre´ductibles:
PM(r−p) =
⊕
n=(np+1,...,nr)
|n|=M
(P(r−p))n.
Observons que la restriction de L a` un espace (P(r−p))n est soit nulle, soit
injective; en effet supposons que l’on ait L(v) = 0 pour un e´le´ment v non nul de
cet espace, alors par la relation (3) il vient L(P(r−p)(x)v) = 0 pour tous les x
dans Ω(r−p) et donc, puisque l’application x→ L(P(r−p)(x)v) est polynomiale,
pour tous les x dans V C(r−p); mais les e´le´ments P(r−p)(x) pour x dans V
C
(r−p)
engendrent le groupe de structure de l’alge`bre V C(r−p) et par conse´quent L est
nulle sur l’espace (P(r−p))n tout entier.
Supposons donc que L soit injective sur l’espace (P(r−p))n; la conside´ration
du vecteur L(vn) = f ou` vn est un vecteur de plus haut poids de (P(r−p))n va
nous permettre de montrer que le poids dominant λ de la repre´sentation pi est
trivial sur exp(h−).En effet suivant les rappels du paragraphe I, on peut voir la
repre´sentation pi comme agissant dans un espace Fλ de fonctions analytiques
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sur N ′. Un e´le´ment m de exp(h−) appartient a` (H
′
pq)o et le vecteur de plus
haut poids vn est invariant sous σ(mr−p) puisque m(r−p) appartient a` M(r−p).
Par la relation (3) on aura par conse´quent:
λ(zm)f(zm) = f(z).
Prenons z = e, et remarquons que la N ′-composante de m est e; si f(e) est
diffe´rent de 0, on trouve la relation
λ(m) = 1
ce qui est bien l’e´galite´ souhaite´e.
Nous sommes ramene´ a` montrer que f(e) est non nul. Proce´dant comme
plus haut, on montre que f est Nm invariant et donc de´termine´e par ses valeurs
sur NC et, par analycite´, par ses valeurs sur N .
D’apre`s les rappels sur la de´composition de Gauss, f peut s’e´crire, pour z
dans N :
f(z) = f(τ(z(2)) . . . τ(z(r))).
Pour j > p, l’e´le´ment τ(z(j)) est dans (Hpq)o (c’est une simple ve´rification
utilisant le lemme VI.3.1 de [Fa.-Ko.]), et σ˜(τ(z(j)))vn = vn puisque l’on
peut voir vn comme un vecteur de plus haut poids pour la repre´sentation
pi(np+1,...,nr,0,...,0); il en re´sulte la relation:
f(z) = f(τ(z(2)) . . . τ(z(p))).
Plac¸ons nous alors dans l’alge`bre V (p) =
⊕
0<i≤j≤p Vij ( si O est un objet relatif
a` l’alge`bre V , nous notons O(p) l’objet correspondant pour l’alge`bre V (p)), et
conside´rons dans cette alge`bre l’e´le´ment τ(z(2)) . . . τ(z(p))op,q. Ge´ne´riquement
(i.e en dehors de
∏p
1∆k = 0) cet e´le´ment est inversible par rapport aux
∑i
k=1 ek
(1 ≤ i ≤ p) et sera donc, par les rappels du paragraphe II, de la forme n¯aop,q
avec n¯ dans N¯ (p) et a dans A(p), on peut voir ces deux e´le´ments dans N¯ et A;
finalement on peut e´crire τ(z(2)) . . . τ(z(p)) = n¯ak avec k agissant trivialement
sur V(r−p) et donc σ(k(r−p))vn = vn. La relation (3) entraine alors que dans
un ouvert de N (p):
f(z) = λ(zk−1)f(e)
car zk−1 ∈ N¯ ′.D et donc sa N ′-composante est re´duite a` e. Il re´sulte de
tout ceci que si f est non nulle sa valeur en e l’est aussi. Noter que cette
de´monstration donne l’unicite´ de f a` un scalaire multiplicatif pre`s
Ecrivons maintenant λ(P(
∑
akek)) =
∏r
k=1 a
mk
k , ou` les mk sont des entiers
relatifs tels que m1 ≤ m2 ≤ . . . ≤ mr, il s’agit de voir que les entiers relatifs
mk sont de meˆme parite´. Pour cela, soit gi = P(−e1+ . . .− ei+ . . .+ er), c’est
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un e´le´ment du groupe H
′
pq qui envoie Spq ∩ W dans lui-meˆme; d’autre part
(gi)(r−p) = P(r−p)(ep+1 + . . .− ei + . . .+ er) (ou Id si p > i). Par la relation
(3) il vient:
σ(P(r−p)(ep+1 + . . .− ei + . . .+ er))vn = vn
puisque vn est un vecteur de plus haut poids de (P(r−p))n. Par conse´quent:
f = pi(gi)f.
En regardant en e, on arrive a`:
λ(P(r−p)(ep+1 + . . .− ei + . . .+ er)) = 1.
Ce qui entraine que m1 et mi ont meˆme parite´ et ache`ve la de´monstration du
lemme.
Nous sommes maintenant en mesure de montrer le re´sultat essentiel de ce
paragraphe.
The´ore`me III.3. L’espace Hspi est non nul si et seulement si la repre´sentation
pi est sphe´rique.
Soit T un e´le´ment non nul de Hspi, par les lemmes III.1 et III.2, nous pouvons
supposer que la restriction Ti de la distribution T a` l’une des orbites ouvertes
Ωi est non nulle. Par un re´sultat classique (voir par exemple [Ra.-Sc.], lemme
5.12), la repre´sentation χ
rs
n
+1+α
⊗
pi1 posse`de alors un vecteur Ki-invariant
non nul, ou` l’on a pose´ Ki = {g ∈ G/gor−i,i = or−i,i}. Le lemme 5.12 de
[Ra.-Sc.] montre aussi que le vecteur Ki invariant de´termine d’une manie`re
unique la distribution Ti. Comme le groupe Ki est inclus dans G
1, il en re´sulte
que la repre´sentation pi1 posse`de un vecteur ai non nul et Ki-invariant. On
sait par la proposition II.2 que pi1 s’e´tend en une repre´sentation holomorphe
du groupe G1
C
encore note´e pi1. Cette repre´sentation posse`de donc un vecteur
(Ki)C-invariant, ou` l’on a note´ par (Ki)C le sous groupe de G
1
C
correspondant
a` l’alge`bre de Lie (ki)C, complexifie´e de l’alge`bre de Lie ki de Ki. Il suffit alors
de remarquer que KC et (Ki)C sont conjugue´s dans G
1
C
pour pouvoir conclure
que la repre´sentation pi1 posse`de un vecteur K-invariant non nul. Notons qu’ici
aussi nous avons l’unicite´ de Ti a` un scalaire multiplicatif pre`s, puisque il en
est de meˆme du vecteur K-invariant.
Remarque III.4: Il n’est pas difficile d’adapter les de´monstrations effectue´es
pour les distributions G1 invariantes, nous obtenons ainsi la ge´ne´ralisation du
re´sultat de [Kol.-Va.1]:
The´ore`me III.5. L’espace Ipi est non nul si et seulement si la repre´sentation
pi est sphe´rique.
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IV. Construction de distributions homoge`nes.
Notons par Hs
m
l’espace des distributions G-homoge`nes de degre´ s a` valeurs
dans Pm. Le but de ce paragraphe est de construire des e´le´ments de H
s
m
. La
strate´gie est analogue a` celle utilise´e dans [Ri.-St]. On commence par une e´tude
pre´liminaire.
A. Une e´tude scalaire pre´liminaire.
On conside`re une distribution de la forme:
Am(., s) =
r∑
j=0
cjΦ
m
j (., s).
Pour un poˆle effectif s0 d’ordre α de la distribution A
m(., s), notons
Am(., s) =
h=α∑
h=1
Amh (., s0)
(s− s0)h
+ Am0 (., s0) + . . .
son de´veloppement de Laurent au voisinage de ce poˆle. Nous voulons connaitre
les poˆles effectifs de la distribution Am(., s) et avoir des pre´cisions sur le support
des distributions Amh (., s0) (en conside´rant la restriction de A
m(., s) a` un ouvert
Ωj , on voit que le support de la distribution A
m
0 (., s0) est de rang r).
Supposons d’abord l’entier d pair et construisons le polynoˆme P satisfaisant
aux deux conditions suivantes (ou` d◦P de´signe le degre´ de P ):
{
P (j) = cj exp(ipis0j)
d◦P ≤ r
Rappelons d’autre part que pour un poˆle s0 de la fonction ΓΩ(s + n/r +m),
nous avons note´ om(s0) sa multiplicite´.
The´ore`me IV.1. La distribution Am(., s) posse`de en s0 un poˆle d’ordre
min( d◦P, om(s0)).
La de´monstration e´tant identique a` celle du the´ore`me 3.3 de [Bl.1], nous
ne donnons pas les de´tails pour lesquels nous renvoyons a` l’article cite´. On se
place d’abord dans le cas ou` l’on a om(s0) = r c’est a` dire que s0 ≤ −m1 −
n/r, et l’on de´montre le re´sultat pour une base particulie`re {P0, . . . , Pr} des
polynoˆmes de degre´ infe´rieur ou e´gal a` r; dans cette e´tape, le seul changement
par rapport a` la de´monstration du the´ore`me 3.3 de [Bl.1] est l’utilisation de
l’e´quation fonctionnelle ge´ne´ralise´e (c’est-a` dire la proposition II.5) pour les
distributions Φmj (., s) au lieu de l’e´quation fonctionnelle classique; c’est ici que
la remarque II.6 est cruciale, puisque la de´monstration du the´ore`me 3.3 de
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[Bl.1] est essentiellement base´e sur des manipulations de certains des coefficients
ujk(s) intervenant dans l’e´quation fonctionnelle classique.
Si maintenant l’on a
−n/r −m1 < s0 ≤ −mr
on conside`re comme dans [Bl.1], la restriction de la distribution Am(., s) a`
l’ouvert U = {x ∈ V/ x11 6= 0} et l’on montre (par une re´currence sur
r), comme dans le cas scalaire (en utilisant notre proposition II.4 au lieu du
corollaire 3.2 de [Bl.1]) que cette restriction pre´sente en s0 un poˆle d’ordre
min( d◦P, om(s0)); la distribution A
m(., s) posse`de donc en s0 un poˆle d’ordre
au moins e´gal a` min( d◦P, om(s0)) mais par ailleurs la multiplicite´ ne peut
pas de´passer ce nombre puisqu’elle est majore´e par om(s0) et que A
m(., s) =
∆m(x)A
0(., s), cela ache`ve la de´monstration.
Supposons l’entier d impair et construisons les deux polynoˆmes Po et P1
tels que : 

cj exp(ipijso) = Po(j) si j est pair
d◦Po ≤ [
r
2 ]
cj exp(ipijso) = P1(j) si j est impair
d◦P1 ≤ [
r−1
2 ]
Posons par ailleurs ε = ε(P0, P1) = 1 si d
◦(Po − P1) = sup( d
◦Po, d
◦P1), et
ε = 0 sinon.
The´ore`me IV.1’. 1) Si s0 est un demi-entier, la distibution A
m(., s) y posse`de
un poˆle d’ordre
min(sup( d◦Po, d
◦P1), om(s0))
2) Si s0 est un entier, la distibution A
m(., s) y posse`de un poˆle d’ordre
min(sup( d◦Po, d
◦P1) + ε, om(s0)).
La de´monstration est identique au cas scalaire (the´ore`me 5.1 de [Bl.1]), en
employant la remarque II.6 et la proposition II.4.
En ce qui concerne le support des Amh (., s0), les re´sultats suivants se de´montrent
e´galement en copiant le cas scalaire:
The´ore`me IV.2. Supposons l’entier d pair. Pour tout poˆle s0 d’ordre α de
Am(., s), et tout entier h, compris entre 1 et α, le support de la distribution
Amh (., s0) est de rang r − h. Supposons l’entier d impair. Pour tout poˆle s0
d’ordre α de Am(., s), et tout entier h compris entre 1 et α, le support de la
distribution Amh (., s0) est de rang r+1−2h si s0 est un entier, et de rang r−2h
si s0 est un demi-entier.
B. Construction de distributions homoge`nes a` valeurs dans Pm.
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Avec (eα) une base de Pm, et (fα) sa base duale dans Pmc (par la Propo-
sition II.1 on a identifie´ le G1 module Pmc a` la contragre´diente de Pm) nous
pouvons de´finir l’application hm de V dans Pm par:
hm(x) =
∑
α
fα(x)eα.
Par construction, cette application ve´rifie le lemme suivant:
Lemme IV.3. L’application hm est G
1 e´quivariante, d’une manie`re pre´cise:
hm(g.x) = χ
rm1
n (g)pim(g)hm(x)
pour g dans G.
On conside`re alors les distributions sur V a` valeurs dans Pm du type:
Tmj (φ, s) =
∫
Ωj
|detx|s−m1hm(x)φ(x)dx.
Les poˆles de ces distributions sont parmi ceux des distributions
Φm
c
j (., s −m1), (m
c = (m1 −mr, m1 −mr−1, .., m1 −m2, 0)) cela re´sulte du
fait que les polynoˆmes (fα) sont, pour un choix convenable de la base (eα), de
la forme ∆mc(gx). Appelons un nombre complexe s critique pour pim s’il est
un poˆle de la fonction
ΓΩ(s+ n/r −m
∗) = (2pi)
n−r
2
r∏
j=1
Γ(s+ 1−mj + (j − 1)d/2).
Par les the´ore`mes IV.1 et IV.1’, un nombre complexe s est critique pour pim
s’il est un poˆle possible pour les distributions Φm
c
j (., s−m1); on a donc:
Proposition IV.4. La distribution Tmj (., s) se prolonge en tout point s non
critique en un e´le´ment de l’espace Hs
m
.
Si s0 est poˆle effectif s0 d’ordre α de T
m
j (., s), on ve´rifie que les distributions
Tmjα(., s0) sont s0-homoge`nes, et que les autres coefficients T
m
jh(., s0) sont quasi-
homoge`nes de degre´ s0.
Donnons, pour terminer ce paragraphe, un re´sultat utile pour la suite; sup-
posons d’abord l’entier d pair.
Proposition IV.5. Soient 1 ≤ p ≤ r − 1 et 0 ≤ q ≤ p. Pour tout s0 critique
pour pim tel que r − p ≤ o−m∗(s0), il existe une distribution G-homoge`ne de
degre´ s0, de support de rang p et contenant l’orbite Sp,q.
On conside`re une distribution du type
Am(., s) =
r∑
j=0
(−1)sjjr−pTmj (., s)
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telle que par un choix convenable de la base (eα), une de ses composantes soit∑r
j=0(−1)
sjjr−pΦm
c
j (., s − m1), elle pre´sentera en s0 un poˆle d’ordre r − p
d’apre`s le the´ore`me IV.1, et par le the´ore`me IV.2, la distribution Amr−p(., s0)
est a` support de rang p. Pour la composante
∑r
j=0(−1)
sjjr−pΦm
c
j (., s −m1)
de la distribution Am(., s), on peut copier la de´monstration du corollaire 3.7
de [Bl.1] ce qui nous donne la proposition.
Dans le cas ou` d est impair, on a
Proposition IV.5’. Soient 1 ≤ p ≤ r − 1 et 0 ≤ q ≤ p. Supposons p de la
forme r+1− 2h avec h un entier; alors pour tout s0 entier et critique pour pim
tel que h ≤ o−m∗(s0), il existe une distribution G-homoge`ne de degre´ s0, de
support de rang p et contenant l’orbite Sp,q. Supposons p de la forme r − 2h
avec h un entier; alors, pour tout demi-entier s0 tel que h ≤ o−m∗(s0), il existe
une distribution G-homoge`ne de degre´ s0, de support de rang p et contenant
l’orbite Sp,q.
Supposons p de la forme r + 1 − 2h avec h un entier et soit s0 un entier
critique pour pim tel que h ≤ o−m∗(s0) ; on conside`re les distributions
Am(., s) =
∑
j≡0[2]
exp(−ipis0)j
h−1Tmj (., s)
et
Bm(., s) =
∑
j≡1[2]
exp(−ipis0)j
h−1Tmj (., s).
Par le the´ore`me IV.1’, ces distributions pre´sentent en s0 un poˆle d’ordre h
puisque h ≤ o−m∗(s0), et par le the´ore`me IV.2, les distributions A
m
h (., s0) et
Bmh (., s0) sont a` support de rang r + 1 − 2h = p. On montre comme dans la
proposition IV.5 que le support de ces distributions contient toutes les orbites
de rang p.
Dans le cas ou` p est de la forme r − 2h avec h un entier, on conside`re les
distributions
Am(., s) =
∑
j≡0[2]
exp(−ipis0)j
hTmj (., s)
et
Bm(., s) =
∑
j≡1[2]
exp(−ipis0)j
hTmj (., s).
A nouveau, par le the´ore`me IV.1’, ces distributions pre´sentent en s0 un poˆle
d’ordre h et par le the´ore`me IV.2, les distributions Amh (., s0) et B
m
h (., s0) sont a`
support de rang r− 2h = p, les meˆmes arguments s’appliquent, mais cette fois
c¸i on trouve que le support de Amh (., s0) contient toutes les orbites Sp,q avec q
pair, et que celui de Bmh (., s0) contient toutes les orbites Sp,q avec q impair.
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V. L’espace Hs
m
et les distributions invariantes a` support singulier.
Le but de ce paragraphe est de montrer que la dimension de l’espace Hs
m
est r + 1.
Lemme V.1. Soit T une distribution non nulle, G quasi-homoge`ne de degre´
s, a` valeurs dans Pm et de support de rang 0 < p < r. Le nombre s est alors
ne´cessairement critique pour la repre´sentation pim, avec
s ≤ −(n/r − dp/2) +mr−p.
De plus, si Spq est une orbite de rang p, la restriction de T a`Wpq est homoge`ne
et unique a` une constante multiplicative pre`s.
La de´monstration consiste a` reprendre celle du lemme III.2 et a` suivre la
de´marche de Ricci et Stein. Supposons d’abord que T soit homoge`ne. On
ve´rifie facilement que les e´le´ments de A de la forme a = P(op,0 +
∑r
i=p+1 aiei)
(ai positifs non nuls) appartiennent a` (H
′
pq)o, et que donc la relation (3) du
lemme III.2 est valable pour ces e´le´ments. D’autre part, il est facile d’obtenir
les formules
P(a)(r−p) =P(r−p)(
r∑
i=p+1
aiei)
DetP(a) =(ap+1 . . . ar)
2n
r
JP(a)(op,q) =(ap+1 . . . ar)
dp.
Maintenant on a: P(a)(r−p)vn = a
−2nr
p+1 a
−2nr−1
p+2 . . . a
−2np+1
r vn, puisque vn est
un vecteur de plus haut poids de l’espace (P(r−p))n. La relation (3) du lemme
III.2 nous donne alors en z = e les relations:
(I)
−2nr = 2s− dp+ 2n/r − 2mr−p
−2nr−1 = 2s− dp+ 2n/r − 2mr−p−1
...
−2np+1 = 2s− dp+ 2n/r − 2m1
qui montrent que s ≤ −(n/r − dp/2) +mr−p, et que la donne´e de s, p, et pim
de´termine d’une manie`re unique n; la de´monstration du lemme III.2 prouve
alors que la famille (ψI(op,q))|I|=M est unique a` un facteur multiplicatif pre`s;
par la relation (1) de la de´monstration du lemme III.2 il en de meˆme de la
famille (ψI)|I|=M sur Spq ∩W . Maintenant, par les propositions IV.5 et IV.5’,
on sait qu’il existe une distribution U , homoge`ne de degre´ s et de support de
rang p contenant Spq , le re´sultat pre´ce´dent nous montre qu’il existe un scalaire
a telle que la distribution T − aU ne pre´sente plus dans Spq ∩W de termes
22
d’ordre M , ce qui entraine que T = aU dans Spq ∩W et par homoge´ne´ite´ dans
Wpq tout entier.
Plac¸ons nous maintenant dans le cas ge´ne´ral ou` T ve´rifie la relation:
g.T = (Detg)
rs
n
+1pim(g)T + (Detg)
rs
n
+1
l∑
i=1
(LogDetg)ipim(g)Ui
et suivons encore Ricci et Stein en reprenant la de´monstration du lemme III.2.
On montre facilement que dans W :
T =
M∑
m=0
∑
i1≤i2≤...≤im
Yi1 . . . YimψI
ainsi que:
Uj =
M∑
m=0
∑
i1≤i2≤...≤im
Yi1 . . . YimµIj
ou` ψI et µIj sont des fonctions re´gulie`res sur Spq ∩W . Comme dans [Ri.-St],
on montre ensuite que µIj(opq) = 0 ce qui nous permet de proce´der comme
dans le cas homoge`ne.
Lemme V.2. Soit T une distribution non nulle, G homoge`ne de degre´ s, a`
valeurs dans Pm, et porte´e par l’origine. Le nombre s est alors ne´cessairement
critique pour la repre´sentation pim, avec
s ≤ −n/r +mr.
De plus, une telle distribution est unique a` une constante multiplicative pre`s.
Soit en effet une distribution T =
∑
Pα(∂)δeα homoge`ne de degre´ s et
a` valeurs dans Pm; la de´monstration du lemme III.1 nous dit que tous les
polynoˆmes Pα sont homoge`nes de degre´
l = −rs− n− |m|.
et que le G1 module engendre´ par eux est pim1 . Le G module engendre´ par
les Pα est donc de la forme (detx)
aPm1 , ou` a est un entier positif tel que
l = ra+ |m| − rmr; il en re´sulte que:
s = −n/r +mr − a
et par conse´quent s est critique pour la repre´sentation pim. Si maintenant (eα)
est une base orthonorme´e pour le produit de Fischer (voir par exemple [Fa.-
Ko.] pour le produit de Fischer), la de´monstration du lemme III.1 nous montre
e´galement que:
(detx)−mreα 7→ (detx)
−aPα
est G1 e´quivariante, le lemme de Schur nous donne donc le re´sultat d’unicite´.
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The´ore`me V.3. La dimension de l’espace Hs
m
est r + 1.
La de´monstration est identique a` celle du cas scalaire donne´e dans [Ri-St.].
Indiquons en brie`vement les grandes lignes dans le cas ou` l’entier d est pair.
Soit donc T un e´le´ment non nul de l’espace Hs
m
et supposons d’abord que s
ne soit pas critique pour la repre´sentation pim. Il re´sulte du lemme V.1 que la
restriction de T a` V × est non nulle; par la de´monstration du The´ore`me III.3,
il existe des nombres a1, . . . , ar tels que sur V
×:
T =
∑
aiT
m
i (, s).
s n’e´tant pas critique, on peut conside´rer la distribution T −
∑
aiT
m
i (, s) sur
V tout entier; elle est porte´e par S et homoge`ne et donc par le lemme V.1, s
devrait etre critique; par conse´quent on a sur V :
T =
∑
aiT
m
i (, s).
On suppose maintenant que s = s0 est critique et que la restriction de T a`
V × soit non nulle. Conside´rons les distributions (i = 0, 1, . . . , r):
Ami (., s) =
r∑
j=0
(−1)s0jjiTmj (., s).
Le the´ore`me IV.1 nous dit que la distribution Ami (., s) pre´sente en s0 un poˆle
d’ordre min(i, om(s0)). Ecrivons les de´veloppements de Laurent:
Am0 = +A
m
00 + . . .
Am1 =
Am11
s−s0
+Am10 + . . .
...
Amh =
Amhh
(s−s0)h
+ . . .+
Amh1
s−s0
+Amh0 + . . .
...
Amr =
Amrh
(s−s0)h
+ . . .+
Amr1
s−s0
+Amr0 + . . .
avec h = min(r, om(s0)).
Il n’est pas difficile, en utilisant le the´ore`me IV.1, de voir que toute combinaison
line´aire non nulle
∑r
i=l aiA
m
il (l = 0, . . . , l = r) est a` support de rang r −
l, en particulier la famille Amll , A
m
l+1l, . . . , A
m
rl est line´airement inde´pendante.
On montre que la distribution T est combinaison line´aire des distributions
Am00, A
m
11, . . . , A
m
hh, . . . , A
m
rh: par le lemme V.1 on a sur V
×:
T =
∑
aiA
m
i0 .
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La distribution U = T −
∑
aiA
m
i0 , est une distribution de support a` rang au
plus r − 1 et quasi-homoge`ne de degre´ s0; par le lemme V.1 sa restriction a`
l’ouvert Wr−1 = ∪
r−1
0 Wr−1q est homoge`ne, en traduisant tout cela on montre
que a1 = a2 = . . . = ar = 0, ce qui entraine que U = T − a0A
m
00 et donc
homoge`ne; nous sommes ramene´s a` une distribution homoge`ne de support a`
rang au plus r−1; on continue ainsi de proche en proche: supposons que h < r,
ainsi h = om(s0), et donc on a l’e´galite´:
mom(s0)+1 − 1− (om(s0))d/2 < s0 ≤ mom(s0) − 1− (om(s0) − 1)d/2
a` la dernie`re e´tape, nous serons en pre´sence d’une distribution quasi-homoge`ne
a` support de rang au plus r − h − 1 de la forme U −
∑
aiA
m
ih, mais le lemme
V.1 impliquerait alors que
s0 ≤ mom(s0)+1 − 1− (om(s0))d/2
ce qui n’est pas, et par conse´quent U −
∑
aiA
m
ih = 0; si maintenant h = r,
nous arrivons a` la dernie`re e´tape a` une distribution s0 homoge`ne porte´e par
l’origine, on sait qu’une telle distribution est unique a` un scalaire pre`s et que
donc elle est proportionnelle a` Amrr. Cela donne le re´sultat pour d pair.
La de´monstration pour le cas d impair est analogue, on remplace les distri-
butions Ami (., s) par les distributions A
m
i (., s) (0 ≤ i ≤ E(
r
2
); E(x) de´signant
la partie entie`re de x) et Bmi (., s) (0 ≤ i ≤ E(
r−1
2 )) donne´es par:
Aml (., s) =
∑
j≡0[2]
exp(−ipijs0)j
lTmj (, s)
et
Bml (., s) =
∑
j≡1[2]
exp(−ipijs0)j
lTmj (, s).
De´signons par Em l’espace vectoriel engendre´ par les distributions A
m
h (., s)
(ou` s prend toutes les valeurs critiques pour pim, 1 ≤ h ≤ α, et ou` A
m(., s) est
une combinaison line´aire quelconque des Φmj (., s)) du paragraphe IV.
The´ore`me V.4. Soit m = (m1, . . . , mr−1, 0), alors le sous espace vectoriel
des e´le´ments a` support singulier de Ipim est l’espace Em.
Soit T un e´le´ment non nul de Ipim , a` support de rang 0 < p < r contenant
Spq; on reprend les conside´rations du lemme V.1, en prenant des e´le´ments a de
la forme a = P(op,0+
∑r
i=p+1 aiei) (ai positifs non nuls tels que ap+1 . . . ar = 1).
Au lieu des relations (I), on trouve alors:
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nr−1 − nr = mr−p−1 −mr−p
nr−2 − nr = mr−p−2 −mr−p
...
np+1 − nr = m1 −mr−p.
Les entiers nr−1 − nr, . . . , np+1 − nr sont donc parfaitement de´termine´s par la
donne´e de p et de m, de plus l’ordre de transversalite´ M et l’entier nr sont
relie´s par l’e´quation:
M − (r − p)nr = m1 + . . .+mr−p − (r − p)mr−p.
Tout ceci montre comme dans le lemme V.1, que la famille (ψI(op,q))|I|=M est
unique a` un facteur multiplicatif pre`s. Prenons s tel que: s = −(n/r− dp/2)+
mr−p − nr, on sait qu’il existe une distribution U homoge`ne de degre´ s et de
support de rang p contenant Spq, le re´sultat pre´ce´dent nous montre qu’il existe
un scalaire a telle que la distribution T −aU ne pre´sente plus dans Spq ∩W de
termes d’ordre M , ce qui entraine que l’ordre de transversalite´ de T − aU est
infe´rieur a` M dans Wpq tout entier. On conclut alors par re´currence.
Remarque V.5: Dans [Kol.-Va.1], les auteurs font agir les ope´rateurs diffe´ren-
tiels multiplication par detx et det(∂) ( ces deux ope´rateurs engendrant une
alge`bre de Lie isomorphe sl(2,C)) sur l’espace Em, obtenant ainsi des sl(2,C)-
modules interessants: il apparait en particulier des modules qui ne sont pas a`
poids. J.A.C.Kolk et V.S. Varadarajan e´tudient et caracte´risent (alge´briquement)
ces modules. Dans le cas d’une alge`bre de Jordan simple et euclidienne ge´ne´rale,
l’alge`bre de Lie engendre´e par les ope´rateurs diffe´rentiels detx et det(∂) n’est
plus de dimension finie (cf.[Ru.]), mais on peut constater pour les modules
Em des proprie´te´s similaires au cas e´tudie´ dans [Kol.-Va.1]. Il serait peut-eˆtre
interessant d’essayer de caracte´riser ces modules.
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