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Τα! κοινά! μονοπάτια! δρομολόγησης! τα! οποία! καταλήγουν! σε! δίκτυα! χαμηλής!
χωρητικότητας! τα!οποία!είναι!ευάλωτα!στις!συνθήκες!που!επικρατούν!κάθε!φορά!σε!
αυτά,! οδηγούν! σε! υπερφόρτωση! του! δικτύου! και! μείωση! της! ποιότητας! των!








είναι! και! η! δουλεία! των! μηχανισμών! που! εντοπίζονται! και! εφαρμόζονται! στο! TCP!
πρωτόκολλο.!Τέτοιοι!μηχανισμοί!όμως!παραλείπονται!σε!πρωτόκολλα!όπως!το!UDP!που!







όπως! το! OpenFlow! δημιουργήσαμε! μηχανισμούς! οι! οποίοι! προσαρμόζουν! σε!
πραγματικό!χρόνο!!το!φόρτο!που!εισάγει!κάθε!ροή!στο!δίκτυο!μέσω!της!εκτίμησης!του!
πραγματικού! throughput! που! μπορεί! να! επιτευγχθεί! ανά! πάσα! χρονική! στιγμή! στην!
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τοπολογία.!Στη!συνέχεια!βασιστήκαμε!πάνω!σε!αυτόν!και!δημιουργήσαμε!αλγορίθμους!
που! εφαρμόζουν! flow! control! για! όλες! τις! ροές! του! δικτύου! χρησιμοποιώντας! ως!













Το! ! πρόβλημα! που! προσπαθήσαμε! να! αντιμετωπίσουμε! στην! παρούσα! Διπλωματική!
εργασία,!εμφανίζεται!σε!ετερογενή!δίκτυα!(1),!δίκτυα!δηλαδή!που!αποτελούνται!από!
ενσύρματες! ζεύξεις! υψηλής! χωρητικότητας! και! ζεύξεις! χαμηλής! χωρητικότητας! όπως!
είναι! οι! ασύρματες.! Σε! τέτοιες! τοπολογίες! (Σχήμα+ 1)! πρωτόκολλα! όπως! το! UDP! δεν!
μπορούν! να! εκτιμήσουν! την! πραγματική! χωρητικότητα! της! συνολικής! ζεύξεις! που!
υπάρχει!κάθε!στιγμή!σε!κάθε!σημείο!του!δικτύου!με!αποτέλεσμα!να!μειώνεται!το!quality!

















Παρακάτω! εστιάζουμε! σε! περιπτώσεις! όπου! πολλαπλές! ροές! από! διαφορετικούς!
χρήστες!καταλήγουν!μέσω!μιας!κοινής!διαδρομής!μέσω!του!ενσύρματου!δικτύου!σε!ένα!
δρομολογητή!–!access!point!και!μέσω!αυτού!χρησιμοποιούν!κάποιο!ασύρματο!κανάλι!
του! 802.11! ! ώστε! να! φτάσουν! στους! αντίστοιχους! παραλήπτες.! Επειδή! όμως! όπως!
γνωρίζουμε!στο!ασύρματο!κανάλι!η!χωρητικότητα!είναι!περιορισμένη!και!επηρεάζεται!
από!διάφορες!συνθήκες,!όπως!είναι!η!απόσταση! ,!εμπόδια! ,!αριθμός!χρηστών!κ.λ.π! ,!
τελικά! αρκετοί! από! τους! παραλήπτες! δεν! καταφέρνουν! να! λάβουν! τα! πακέτα! που!
προορίζονται! για!αυτούς! και!αντίστοιχα!ο! χρήστης!δεν!μπορεί! να! εξυπηρετηθεί.! Έτσι!
υπάρχει!περίπτωση!κάποιοι!χρήστες!να!καταχράζονται!όλο!το!κανάλι!και!κάποιοι!να!μην!










αποτελούσε! μια! αυτόνομη! οντότητα.! Εσωτερικά! της,! για! λόγους! οργάνωσης! και!




Οι! μηχανισμοί! που! υλοποιούσαν! τις! προαναφερθείσες! ομάδες! λειτουργιών!
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χρησιμοποιούσαν! ιδιοταγείς! (proprietary)! διεπαφές! μεταξύ! τους! που!αναπτύσσονταν!
από! κάθε! κατασκευαστή! δικτυακών! συσκευών! χωριστά,! χωρίς! καμία! δυνατότητα!
επιλογών,! ειδικά! στην! περίπτωση! της! διεπαφής! μεταξύ! λειτουργιών! ελέγχου! και!






Το! επίπεδο! προώθησης! δεδομένων! (2),! παραδοσιακά,! υλοποιείται! τοπικά! σε! κάθε!
δικτυακή!συσκευή!και!λειτουργεί!με!την!ταχύτητα!άφιξης!των!πακέτων!(line6rate).!!














Το! επίπεδο! ελέγχου! είναι! υπεύθυνο! να! καθορίζει! τη! συμπεριφορά! του! επιπέδου!






Μια!από! τις! κύριες!λειτουργίες! του!επιπέδου!ελέγχου!είναι! να!υπολογίζει!διαδρομές!
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αποφάσεων! δρομολόγησης! του! πρωτοκόλλου! διατομεακής! δρομολόγησης! (inter6!
domain! routing)! Border! Gateway! Protocol! (ΒGP)! είναι! χαρακτηριστικά! στοιχεία! του!
κατανεμημένου! επιπέδου! ελέγχου.! Ενδεικτικά! αναφέρουμε! ότι! στο! συγκεκριμένο!
επίπεδο! ανήκουν! και! οι! ενημερώσεις! για! την! κατάσταση! διεπαφών! (Link! State!
Advertisements! 6! LSAs)! και! ο! αλγόριθμος! Dijkstra! που! αποτελούν! μέρος! του!
πρωτοκόλλου!Open!Shortest!Path!First!(OSPF).!!
Στην! συντριπτική! πλειοψηφία! των! δικτυακών! συσκευών! (π.χ.! δρομολογητές)! που! το!
επίπεδο!ελέγχου!είναι!κατανεμημένο,!η!επικοινωνία!μεταξύ!του!επιπέδου!ελέγχου!της!
εκάστοτε!συσκευής!με! το! επίπεδο!προώθησης!δεδομένων! γίνεται!ακόμα! και! σήμερα!
μέσω! ιδιοταγών! (proprietary)! διεπαφών.!Η!συγκεκριμένη! χρήση! ιδιοταγών!διεπαφών!
καθιστά!τις!υλοποιήσεις!των!δικτυακών!συσκευών!ένα!κλειστό!σιλό!τεχνολογιών!ενός!













(Σχήμα! 3).! Στην! κυριαρχούσα! κεντρικοποιημένη! αρχιτεκτονική! επιπέδου! ελέγχου! (4)!
υπάρχει!μια!κεντρική!οντότητα!που!υπαγορεύει!τον!τρόπο!προώθησης!των!πακέτων!στο!
δίκτυο.! Το!δίκτυο!προγραμματίζεται!με! την! χρήση!μιας!ομάδας! εντολών!που! έχει!ως!
σκοπό!την!εισαγωγή!ροών!που!χρησιμοποιούνται!από!το!επίπεδο!προώθησης!πακέτων!
των! συσκευών.! Με! αυτό! τον! τρόπο! η! διαχείριση! και! η! λειτουργία! των! δικτυακών!
συσκευών! γίνεται! απλούστερη,! σε! αντιδιαστολή! με! αυτές! των! κεντρικών! οντοτήτων!
ελέγχου!που!συγκεντρώνουν!την!πολυπλοκότητα.!!
Παράλληλα!με!το!διαχωρισμό!λειτουργιών!ελέγχου!και!προώθησης!δεδομένων!άρχισε!
να! προωθείται! και! ο! ορισμός! ανοιχτών/προτυποποιημένων! (open/standardized)!














Για! το! επίπεδο! διαχείρισης! δικτύου! έχουν! αναπτυχθεί! πολλαπλά! μοντέλα! τα! 30!
τελευταία! χρόνια! από! διαφορετικά! σώματα! τυποποίησης! όπως! είναι! ο! ∆ιεθνής!












του! διαχωρισμού! μεταξύ! επιπέδου! ελέγχου! και! επιπέδου! προώθησης! πακέτων.! Στη!
συνέχεια!το!OpenFlow!καθόρισε!μια!ολοκληρωμένη!διεπαφή!μεταξύ!των!δυο!επιπέδων.!
Κάνοντας! το! συγκεκριμένο! διαχωρισμό! επέτρεψε! την! ταχύτερη! ανάπτυξη! των!
οριζόμενων!από!λογισμικό!δικτύων!(Software!Defined!Networking!–!SDN),!που!αποτελεί!
ένα!από!τα!κύρια!αντικείμενα!ενασχόλησης!του!Open!Networking!Foundation!(ONF).!!




To!OpenFlow!μπορεί! να!θεωρηθεί! το!ανάλογο! του!συνόλου!εντολών! (instruction! set)!
ενός! επεξεργαστή! για! δικτυακές! συσκευές.! ∆ίνει! την! δυνατότητα! σε! λογισμικό! να!
προγραμματίσει! τους! δικτυακούς! επεξεργαστές! που! συμμετέχουν! στο! επίπεδο!
προώθησης! πακέτων,! ανεξαρτήτως! της! εσωτερικής! αρχιτεκτονικής! των! δικτυακών!
επεξεργαστών.!!
Ένα! βασικό! χαρακτηριστικό! του! είναι! ότι! όσες! συσκευές! είναι! συμβατές! μπορούν! να!
υλοποιούν! προώθηση! πακέτων! λαμβάνοντας! υπόψη! πολλαπλές! επικεφαλίδες!
πρωτοκόλλων! διαφορετικών! επιπέδων! της! στοίβας! πρωτοκόλλων! (network! protocol!
stack).! Η! συγκεκριμένη! ιδιότητα! επιτρέπει! την! προώθηση! ροών! (flow! forwarding)! με!
σύνθετα!κριτήρια!και!όχι!απλώς!την!προώθηση!πακέτων!(packet!forwarding)!βάσει!των!
επικεφαλίδων!ενός!συγκεκριμένου!πρωτοκόλλου!(π.χ!Internet!Protocol).!Η!συγκεκριμένη!




Μια! δικτυακή! συσκευή! του! επιπέδου! προώθησης! δεδομένων! που! υποστηρίζει! το!
OpenFlow! protocol! ονομάζεται! OpenFlow+ switch! (9),! σύμφωνα! με! το! OpenFlow!




controller! μπορεί! να! ελέγχει! τον! μηχανισμό! προώθησης! πακέτων! που! βρίσκεται!
υλοποιημένος! μέσα!στα!OpenFlow! switches! καθορίζοντας! τους! κανόνες! των!πινάκων!
προώθησης!που!ονομάζονται!Flow+tables+(Σχήμα+5).!Σε!περίπτωση!που!τα!Flow!tables!



















•!μετρητές! (Counters)! που! ανανεώνονται! κάθε!φορά! που! ένα! πακέτο! ταιριάζει!	 στο!
πεδίο!ταύτισης!	 !
•!ένα!πεδίο! προτεραιότητας! του! flow! entry! (Priority)! και! ένα!πεδίο! χρονικού!	 ορίου!
λήξεως!της!ισχύος!του!κανόνα!(Timeaout).!!
Ένας! OpenFlow! Controller! μέσω! του! OpenFlow! protocol! μπορεί! να! εισάγει,! αφαιρεί,!
ανανεώνει! flow! entries! που! βρίσκονται! σε! ένα! διασυνδεδεμένο! με! αυτόν! OpenFlow!
switch.!Υπάρχει!η!δυνατότητα!εισαγωγής!νέων!κανόνων!προληπτικά!(proactively),!πριν!
την! άφιξη! δηλαδή! κάποιου! πακέτου! που! ταιριάζει! στο! εκάστοτε! flow! entry.! ∆ίνεται!
επίσης! η! δυνατότητα! χειρισμού! ενός! πακέτου! που! δεν! αντιστοιχεί! με! κάποιον! ήδη!
εγκαθιδρυμένο!κανόνα,!αφού!το!OpenFlow!Switch!έχει!τη!δυνατότητα!να!αποθηκεύσει!
προσωρινά!ένα!πακέτο!και!να!ρωτήσει!τον!OpenFlow!Controller!για!τον!τρόπο!χειρισμού!
του! πακέτου.! H! ερώτηση! αυτή! ουσιαστικά! απαντάται! με! την! εγκαθίδρυση! ενός!
καινούριου!OpenFlow!entry!από!πλευράς!OpenFlow!Controller!στο!switch.!!

















βάση! όλη! την! ροή! της! κυκλοφορίας! ώστε! να! ανταποκρίνονται! στις!
μεταβαλλόμενες!ανάγκες.!
•! Κεντρική!διαχείριση:!Η!νοημοσύνη!του!δικτύου!είναι!συγκεντρωμένη!σε!λογισμικό!
που! βασίζεται! σε! ελεγκτές! SDN! (controllers! SDN)! που! διατηρούν! μια! συνολική!
εικόνα!του!δικτύου.!
•! Προγραμματισμή! ρύθμιση:! Το! SDN! επιτρέπει! στους! διαχειριστές! δικτύων! την!
διαχείριση,! ασφαλεια,! και! τη! βελτιστοποίηση! των! πόρων! του! δικτύου! πολύ!
γρήγορα! μέσω! δυναμικών,! αυτοματοποιημένων! προγράμματων! SDN,! τα! οποία!
μπορούν! να! γράφουν!οι! ίδιοι,! επειδή! τα!προγράμματα!δεν! εξαρτώνται!από! το!
ιδιόκτητο!λογισμικό.!
•! Ανοικτά! πρότυπα! (Open! Standards! Based):! Η! υλοποιηθεί! μέσω! ανοικτών!
προτύπων,! στο! SDN! απλοποιεί! το! σχεδιασμό! και! τη! λειτουργία! του! δικτύου,!






Έχει! σχεδιαστεί! για! να! επιτρέψει! τη! μαζική! αυτοματοποίηση! του! δικτύου! μέσα! από!
προγραμματιστικές! επεκτάσεις,! ενώ! υποστηρίζει! ακόμα! τυποποιημένες! διεπαφές!
διαχείρισης! και! πρωτόκολλα! (π.χ.! NetFlow,! sFlow,! IPFIX,! RSPAN,! CLI,! LACP,! 802.1ag).!
Επιπλέον,! έχει! σχεδιαστεί! για! να! υποστηρίξει! τη! διανομή! σε! πολλούς! φυσικούς!
εξυπηρετητές.!
!
3.4 Testbed Experimentation  
Tο!Testbed!(10)!είναι!μια!πειραματική!πλατφόρμα!δοκιμών!(κλίνης!δοκιμών)!δηλαδή!μια!
πλατφόρμα! για! τη! διεξαγωγή! αυστηρού,! διαφανή! και! αναπαραγόμενου! ελέγχου! των!
επιστημονικών!θεωριών,!υπολογιστικών!εργαλείων,!!νέων!αλγορίθμων!και!τεχνολογιών.!
Ο! όρος! χρησιμοποιείται! σε! πολλούς! επιστημονικούς! κλάδους! για! να! περιγράψει! την!
πειραματική!έρευνα!και!τις!νέες!πλατφόρμες!ανάπτυξης!προϊόντων!και!περιβάλλοντα.!!
!
Στον! τομέα! των! Τηλεπικοινωνιών! και! Δικτύων! χρησιμοποιούνται! τα! Testbeds! για! να!
αναπαραγάγουν! τοπολογίες! και! προβλήματα! σε! πραγματικό! περιβάλλον! και! σε!
συνθήκες!που!δεν!ορίζονται!μόνο!από!μαθηματικά!μοντέλα!και!!μεταβλητές.!Με!αυτό!
τον!τρόπο!δίνεται!η!δυνατότητα!στους!ερευνητές!να!τρέξουν!τα!πειράματα!τους!και!να!




Στα! πλαίσια! της! διπλωματικής! μου! εργασίας! χρησιμοποίησαμε! το! NITOS! Wireless!
Testbed! (11)! του! εργαστηρίου! ΝITLab! που! αποτελείται! από! ασύρματους! και!
ενσύρματους! κόμβους,! βασιζόμενους! σε! ανοιχτό! λογισμικό.! Στους! κόμβους!
δημιουργήσαμε! τοπολογίες! στις! οποίες! στη! συνέχεια! τρέξαμε! τους! αλγορίθμους! και!
συγκεντρώσαμε! τα! αποτελέσματα! των! πειραμάτων.! Επιλέξαμε! να! τρέξουμε! τους!










Το! '"TCP/IP"! (Transmission! Control! Protocol/Internet! Protocol=Πρωτόκολλο! Ελέγχου!
Μετάδοσης! και! πρωτόκολλο! του! Internet)! (13)! είναι! μια! συλλογή! πρωτοκόλλων!
επικοινωνίας! στα! οποία! βασίζεται! το!διαδίκτυο,! αλλά! και! μεγάλο! ποσοστό! των!
εμπορικών!δικτύων.!Η!ονομασία!TCP/IP!προέρχεται!από!τις!συντομογραφίες!των!δυο!
κυριότερων! πρωτοκόλλων! που! περιέχει! το!TCP! ή! Transmission! Control!





στρώματα! ή! επίπεδα! (layers).! Το! καθένα! τους! απαντά! σε! συγκεκριμένα! προβλήματα!
μεταφοράς! δεδομένων! και! παρέχει! μια! καθορισμένη! υπηρεσία! στα! υψηλότερα!
στρώματα.!Τα!ανώτερα!επίπεδα!είναι!πιο!κοντά!στη!λογική!του!χρήστη!και!εξετάζουν!πιο!





του! αποστολέα! ώστε! να! αποφύγει! την! κυκλοφοριακή! συμφόρησης.! Το! παράθυρο!
συμφόρησης! δείχνει! τη! μέγιστη! ποσότητα! δεδομένων! που! μπορεί! να! σταλεί! σε! μια!
σύνδεση!χωρίς!να!αναγνωρίζεται.!Το!TCP!ανιχνεύει!συμφόρηση!όταν!αποτυγχάνει!να!
λάβει!μια!επιβεβαίωση!(Αcknowledgment)!για!ένα!πακέτο!στην!εκτίμηση!του!χρονικού!
ορίου.! Σε! μια! τέτοια! κατάσταση,! μειώνει! το! παράθυρο! συμφόρησης! σε! ένα! μέγιστο!
















που! χρησιμοποιούνται! στο!διαδίκτυο.! Μία! εναλλακτική! ονομασία! του! πρωτοκόλλου!














Για! τις! εφαρμογές! αυτές! είναι! πολύ! σημαντικό! τα! πακέτα! να! παραδοθούν! στον!
παραλήπτη!σε!σύντομο!χρονικό!διάστημα!ούτως!ώστε!να!μην!υπάρχει!διακοπή!στην!ροή!
του! ήχου! ή! της! εικόνας.! Κατά! συνέπεια! προτιμάται! το! πρωτόκολλο! UDP! διότι! είναι!
αρκετά!γρήγορο,!παρόλο!που!υπάρχει!η!πιθανότητα!μερικά!πακέτα!UDP!να!χαθούν.!Στην!
περίπτωση! που! χαθεί! κάποιο! πακέτο,! οι! εφαρμογές! αυτές! διαθέτουν! ειδικούς!
μηχανισμούς! διόρθωσης! και! παρεμβολής! ούτως! ώστε! ο! τελικός! χρήστης! να! μην!
παρατηρεί! καμία! αλλοίωση! ή! διακοπή! στην! ροή! του! ήχου! και! της! εικόνας! λόγω! του!
χαμένου!πακέτου.!Σε!αντίθεση!με!το!πρωτόκολλο!TCP,!το!UDP!υποστηρίζει!broadcasting,!
δηλαδή! την! αποστολή! ενός! πακέτου! σε! όλους! τους! υπολογιστές! ενός! δικτύου,! και!
































μεταγωγέα! (switch1)! μέσω! του! ενσύρματου.! Ο! πρώτος! χρήστης! (user1)! εισάγει! μια!








data! rate! ,! διαφορετικό!UDP!φόρτο! κίνησης! ,! ξεκινώντας!από! τα!5Mbps,! αυξάνοντας!
σταδιακά!κατά!5Mbps!και!καταλήγοντας!στα!50Mbps.!Σε!κάθε!ένα!από!αυτά!τα!σενάρια!
πήραμε! τα! αποτελέσματα! της! ρυθμοαπόδοσης! (Troughput)! που! λαμβάνει! κάθε!


















Παρατηρώντας! το! γράφημα! 2! συμπεραίνουμε! ότι! η! απόδοση! στο! ασύρματο! μέσο!
εξαρτάται! άμεσα! από! τις! συνθήκες! του! καναλιού! ,! δλδ! το! physical! rate! που!
χρησιμοποιήσαμε.!Συγκεκριμένα!για! το!μικρότερο! rate! των!6Mbps! το! throughput! του!
χρήστη!2!(user2)!στο!ασύρματο!είναι!σταθερά!5Mbps!όσο!κι!αν!είναι!η!ροή!που!εισάγει!







ανταγωνίζεται! με! τον! χρήστη! 2.! Καθώς! λοιπόν! αυξάνεται! το! data! rate! του! χρήστη! 2!































το! κανάλι,! γιατί! έτσι! το! εκτιμά! με! τον! μηχανισμό! flow! και! congestion! control! που!
ενεργοποιεί.! Αναμενόμενο! καθώς! γνωρίζουμε! ότι! το! TCP! είναι! ευάλωτο! στις!
διακυμάνσεις!του!καναλιού.!!
!









































Για! την! προσαρμογή! του! rate! της! ροής! που! συμμετέχει! ή! προκαλεί! το! σημείο!
συμφόρησης! εκμεταλλευτήκαμε! τον! μηχανισμό! QoS! που! παρέχει! το! Openflow!
Πρωτόκολλο!ώστε!να!διαμορφώσαμε!τις!ουρές!μετάδοσης!των!διαφορετικών!ροών!που!
αντιστοιχούν! στις! πόρτες! του! εκάστοτε! switch.! Επομένως! δημιουργήσαμε! ουρές!





Στη! συνέχεια! συγκρίνουμε! την! απόδοση! που! πέτυχε! το! UDP! στην! τοπολογία! του!
Σχήματος! 6! στο! Κεφάλαιο! 5! χωρίς! μηχανισμό! flow! control! με! την! απόδοση! που!










































το!περισσότερο! throughput!στο!δίκτυο!ή!ποιό! flow!θα! ευνοηθεί! τελικά!περισσότερο.!















απόδοση! που! λαμβάνει! κάθε! χρήστης! ως! metric! και! να! ορίσουμε! ως! δίκαιο! τη!





















































να! χρησιμοποιήσει! ο! user! 2.! Συνολικά! το! ασύρματο! κανάλι! μπορεί! να! υποστηρίξει!















ανταλλάσουν! μηνύματα! μεταξύ! τους.! Στη! τοπολογία! που! βλέπουμε! παραπάνω! ο!
αλγόριθμος!επιλέγει!πάλι!ως!THRESHOLD_min!τα!10!Μbps!και!ώς!THRESHOLD_equal!τα!
2!Mbps!ενώ!το!bottleneck!εμφανίζεται!όπως!και!πρίν!!στο!ασύρματο!μέσο.!Και!πάμε!να!














Καθώς! λειτουργεί! ο!αλγόριθμος!βλέπουμε! να!μειώνεται! σταδιακά! το! throughput! του!









































Επανερχόμενοι! έτσι! στο! βασικό! ερώτημα! του! τι! είναι! τελικά! δίκαιο! και! αποδοτικό,!
σκεφτήκαμε!πως!υπάρχουν!περιπτώσεις!στις!οποίες!δε!θέλουμε!να!λαμβάνουν!όλοι!η!
χρήστες!το!ίδιο!throughput,!για!διάφορους!λόγους!(μερικούς!αναφέραμε!στην!αρχή!του!
κεφαλαίου)! .! Έτσι! εστιάσαμε!στην!έννοια! του!«Proportional! Fairness»! (20)! ,! δλδ!στον!
ορισμό!της!δικαιοσύνης!βασιζόμενη!στην!ικανοποίηση!που!λαμβάνει!ένας!χρήστης!από!
την!χρήση!του!μέσου.!Για!να!συσχετίσουμε!την!έννοια!της!ικανοποίησης!με!ένα!χρήστη!
χρησιμοποιήσαμε! μια! «utility! function»! (21)! ,! η! οποία! μπορεί! να! θεωρηθεί! ως! ένας!
δείκτης!ικανοποίησης!του!χρήστη!όταν!λαμβάνει!ένα!συγκεκριμένο!ρυθμό!πακέτων!από!
το!δίκτυο.!Μια!δεύτερη!έννοια!της!συνάρτησης!είναι!πώς!ανατίθεται!σε!ένα!χρήστη!με!



































































































25Mbps 4 9 5 
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f(u1) 0.48 0.76 0.6 
10Mbps 1,5 4 4,5 
f(u2) 0.17 0.6 0.6 
30Mbps 19 8 10 
f(u3) 0.76 0.54 0.6 
20Mbps 3,5 6,5 8 
f(u4) 0.38 0.56 0.6 
Jain 0.816 0.98 1 


























Ολοκληρώνοντας θα παρουσιάσουµε κάποιες κατευθύνσεις για τη επέκταση της δουλειάς 
µας πάνω στον τοµέα των Δικτύων και των Software Defined Networks.  
 






Η! υλοποίηση! του! flow! control! σε! ένα! δίκτυο! μπορεί! να! γίνει! με! πολλούς! και!
διαφορετικούς!τρόπους!σύμφωνα!με!τον!τρόπο!που!θέλουμε!να!κατευθύνουμε!τα!flows!
και!τον!ορισμό!που!ερμηνεύουμε!την!έννοια!του!«fairness».Εμείς!εστιάσαμε!μόνο!σε!δύο!
κριτήρια,! το! throughput! και! το! utility,! υπάρχουν! όμως! άπειρα! metric! που! θα!
μπορούσαμε!να!βασιστούμε.!Ενδεικτικά!αναφέρουμε!τα!εξής:!
•! Άθροισμα!των!throughputs!
•! Άθροισμα!των!utilities!
•! Καθυστέρηση!
•! Ελαχιστοποίηση!διακυμάνσεων!του!throughput!ή!της!καθυστέρησης!
•! Ανθεκτικότητα!σε!εναλλασόμμεο!περιβάλλον!
•! Rerouting!schemes!
!
!
 
Τέλος!για!να!λάβουμε!υπόψιν!και!τις!περιπτώσεις!όπου!κάποιοι!χρήστες!χρειάζεται!να!
λαμβάνουν!μεγαλύτερο!ποσοστό!των!πόρων!του!δίκτυου,!επειδή!για!παράδειγμα!έχουν!
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πληρώσει!για!να!έχουν!αυτό!το!δικαίωμα,!θέλουμε!να!υλοποιήσουμε!έναν!αλγόριθμο!
όπου!θα!εισάγει!προτεραιότητες!στους!χρήστες.!Στη!ουσία!θα!υπάρχει!μία! ιεράρχιση!
των!ροών!σε!όλο!το!δίκτυο.!!
!
!
!
8.+Αναφορές+
1.! https://en.wikipedia.org/wiki/Heterogeneous_network!
2.! https://en.wikipedia.org/wiki/Forwarding_plane!
3.! http://searchsdn.techtarget.com/definition/Distributed6Control6Plane6
Architecture6DCPA!
4.! http://searchsdn.techtarget.com/tip/SDN6basics6Understanding6centralized6
control6and6programmability!
5.! http://blog.ipspace.net/2013/08/management6control6and6data6planes6in.html!
6.! http://archive.openflow.org/wp/learnmore/!
7.! http://whatis.techtarget.com/definition/OpenFlow!
8.! https://www.opennetworking.org/sdn6resources/sdn6definition!
9.! http://searchsdn.techtarget.com/definition/OpenFlow6switch!
10.!https://en.wikipedia.org/wiki/Testbed!
11.!http://nitlab.inf.uth.gr/NITlab/index.php/component/users/?view=login!
12.!http://openvswitch.org/!
13.!https://el.wikipedia.org/wiki/Transmission_Control_Protocol!
14.!http://www.princeton.edu/~chiangm/ele539l6.pdf!
15.!https://el.wikipedia.org/wiki/UDP!
 39 
16.!https://en.wikipedia.org/wiki/User_Datagram_Protocol!
17.!http://www.cacs.louisiana.edu/~perkins/csce575/papers/80211_tutorial6
veriwave.pdf!
18.!https://books.google.gr/books?id=jKltCQAAQBAJ&pg=PA179&lpg=PA179&dq=tcp
+conservative+protocol&source=bl&ots=6
lmqeQQMau&sig=HiFIPFNkn5w9Ikp1ndAr2T8pd08&hl=el&sa=X&ved=0CHAQ6AE
wCWoVChMIhL_DxZ_DyAIVR7YaCh29kgaX#v=onepage&q=tcp%20conservative%2
0protocol&f=false!
19.!http://searchsdn.techtarget.com/definition/OpenFlow6controller!
20.!http://www.cs.helsinki.fi/u/ldaniel/mm_cn/lec1.2_cc_resource_allocation.pdf!
21.!http://www.ifp.illinois.edu/~srikant/ECE567/Fall09/lecture26num6primal.pdf!
22.!https://en.wikipedia.org/wiki/Fairness_measure!
!
!
 
 
 
