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field of view  (FoV)  feature.  In  addition,  the  transmitted  information  from many  light 





















Manchester coding was proposed  to alleviate  flickering  in  the RS mode, where  it was 














































 Development of  a practical CP‐PAM OCC prototype with  a  single Luxeon Rebel 
white LED  (SR‐01‐WC310) and an  IS  (Thorlabs DCC1645C) as  the Tx and  the Rx, 
respectively. 
 Development of an efficient signal extraction algorithm for the RS‐based OCC system. 





 Proposing  a  new  measurement  metric  for  assessing  the  quality  of  the 
communications link in terms of the number of row pixels/symbol.   






length  (diameter)  represented  in  𝐿, and a camera‐based Rx, which  is modeled using a 
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known as the rolling rate of IS,  𝐹   (i.e., the frequency at which the row pixels are sampled 
at the image plane).   
Therefore, the maximum frequency of the transmitted signal is limited    according 











𝐹   is defined in terms of the bandwidth of the transmitted signal  𝑓   and the number of 
received pixels per symbol, 𝑁 , which is given by: 
𝐹  𝑁  .  𝑓  ,  (3)
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of all symbols, i.e.,  𝐼   [18]. In CP‐PAM, each PAM symbol is temporally divided into 
two equal chips, (i) the 1st chip for the intensity of the PAM symbol  𝐼 ; and (ii) the 2nd 










Figure 2. An example of a generated packet signal with 𝑓  of 220 Hz. 
It is also noted that considering the Rb efficiency of CP 4‐PAM is reduced by half due 
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multilayer perceptron  (MLP)  is  a popular ANN  architecture, which has been demon‐
strated with high effectiveness in signal equalization [36]. It offers the ability to map any 
non‐linear  input‐output  sequence, provided  there are  sufficient neurons  in  the hidden 
layer(s), and the SNR is sufficiently high. 






ization,  i.e.,  it  is a  tapped delay  line o(m‐1) =  [𝑜 , 𝑜 ,  .  .  ., 𝑜 ], where N  is  the 
number of neurons,  and m  is  the  layer number. This  is  illustrated  in Figure  3, where 
weights 𝑤   relate the nth input to the kth neuron. Each neuron can be biased with a value 
C(m), which is in turn scaled by a threshold factor  𝑣 .   
 
Figure 3. A structure of the kth neuron in the layer m. 
The output  𝑜   of the kth neuron is mapped via a non‐linear activation function f(.) 
as given by [25]: 
𝑜 𝑓 𝑤 𝑜 𝐶 𝑣 .  (5)
The output of each layer is usually connected to each of the neurons in the next layer, 
i.e., a fully connected mode, therefore, using the observation vector  𝐨   for the mth layer 
and the 𝑁 𝑁   connection matrix between layers 𝑚  and 𝑚 1, the output is given 
in the vector form by: 
𝒐 𝑓 𝑾 𝒎 𝑜 𝐶 𝒗 ,  (6)





















𝒗 𝑣     𝑣     …    𝑣 . (8)
Considering the 𝑁 1  input vector, 𝑁 1  output vector,  𝐨 𝐱  and  𝐨 𝐲, 
the following observation vector  𝐨   is given by: 
𝒙 𝑥     𝑥     …    𝑥 ,  (9)
𝒚 𝑦     𝑦     …    𝑦 . (10)
Therefore, 
𝒐 𝟏 𝑓 𝑾 𝟏 𝒙 𝐶 𝒗 𝟏 , (11)
𝒐 𝟐 𝑓 𝑾 𝟐 𝒐 𝐶 𝒗 𝟐 , (12)




𝒚 𝑓 𝑾 𝑴 𝒐 𝐶 𝒗 𝑴 . (13)
MLP will record its trained information in 𝑤   and in the threshold factors 𝐯𝐧 , 
since  𝐶   is given as a constant for all layers (i.e., set as  𝐶 1,𝑚 1, 2, … ,𝑀). Resili‐
ent  back‐propagation  (RBP)  is  a  supervised  back‐propagation  (BP)  training method, 
which updates the weights to converge more rapidly than the standard BP training tech‐
nique  [26]. Figure 3 depicts a single neuron  for  the case where  the  layers are  intercon‐
nected with different weight coefficients. The RBP adjusts the MLP weights to reduce the 
error cost function  𝐸   as given by [25]:   
𝐸 ||𝑑 𝑦 || , (14)



















































  Input: Qth Tx packets signals and (Qth × 10 RS) Captured frames 𝐏       at dif‐
ferent  𝒇𝐓𝐱 where Q = 1, 2, …, 150 and 20 frames of illumination gain (DC signal 
only)   𝐆      
  Output:  𝐳  with that is fully synchronized with Tx packet 
1  For each Q = 1 to 150 do   
2     Read 𝑈  𝑉  3  sized colour plain text frame  𝐏       = 
[ 𝑃 𝑖, 𝑗, 𝑐  . The RGB components of  𝐏       denoted as𝐑𝐏    
 𝑅𝑃 𝑖, 𝑗 , 𝐆𝐏     𝐺𝑃 𝑖, 𝑗 , 𝐁𝐏    𝐵𝑃 𝑖, 𝑗 , respectively, i = 1, 2, 
…, U and j = 1, 2, …, V represents the pixels indices of captured frame, 
and c = 1, 2, 3. 
3     Monochrome to grayscale frame conversion is applied by calibrat‐
ing RGB components R𝐏    ,𝐆𝐏    , and 𝐁𝐏    together over c, re‐
sulting  𝐏𝑺    . 
4     Accumulate intensities for all pixels at each row  z z     
where  z  ∑ 𝐏𝑺    . 
5     Estimate the averaged DC value  𝑧̅   by repeating previous steps 
on 𝐆     .   
6     Calibrate  z  with respect to the averaged DC value  𝐳  𝑧 /𝑧̅  
7     Find the frame with full packet inclusion using Algorithm 2 
8     Resample  𝐳  with respect to the packet length 
9     Locate the start of each packet in the frame 
10     Synchronize both Tx and Rx signal using a correlation algorithm 








nization between the transmitted Qth Tx packet and received  𝐳  signals, where a filtered 
version of  𝒛   was simulated based on the encoded Qth packet using a moving average 
filter. Note, the window size of the filter was set to  𝑛   since it provided an optimal 










  Input:  10 𝐏      Captured frames at Qth Tx packet 
  Output: One frame  𝐏       at each Qth   
1    for  𝑙  = 1 to 10 
2    Define Check, Counter, CeckVal 
3    Check = abs ( 𝐳  2: 𝑒𝑛𝑑 𝐳  1: 𝑒𝑛𝑑 1 ) 
4    Check = Check < 0.01 
5    for cc = 2: length (Check) 
6      if Check(cc) == 1 && Check(cc) == check(cc‐1) 
7      Counter = Counter +1   
8      else   
9      CeckValk(l) = Counter 
10      Counter = 0 
11      end 
12    end 







































tained  IS bandwidth  (i.e., a 3 dB point) was 250 Hz.  It  is also noted  that the mismatch 
between the measured and simulated response was caused by aliasing due to the limited 
sampling frequency of the IS and utilization of image compression techniques [38]. The 






5, 10, 15, 20, 50, and 70, i.e.,  𝑓   220, 320, 420, 520, 1120, and 1520 Hz, respectively. Note, 
the width of  the received Qth packet and  the recorded Fs are 666 pixels and 13.31 kHz, 
respectively, based on the demodulated signal, see Figure 7. Increasing  𝑓   decreases the 
number of received pixels for each CP 4‐PAM symbol, thus, reducing the quality of data 






























5 11 60.54 220 
10  16  41.62  320 
15  21  31.71  420 
20 26 25.61 520 
30  36  18.50  720 
35  41  16.24  820 
40  46  14.48  920 
50  56  11.89  1120 
70  76  8.76  1520 













min 𝑉 ,𝑉 ,𝑉
max 𝑉 ,𝑉 ,𝑉
 ,  (15) 


















18 and remaining constant beyond 𝑁   > 18 (i.e., being independent of 𝑁 ). Thus, the 
ANN equalizer  show an  improvement of ~66 %  in  the eye  linearity  for 𝑁 > 18 pix‐





















∙ 𝑅  , (16) 











Rb (bps) at  𝑵𝐩𝐩𝐬 𝟐𝟔   
(i.e., w/o Equalization) 
Rb (bps) at  𝑵𝐩𝐩𝐬  20   
(i.e., with Equalization) 
Rf = 30 fps  Rf = 60 fps  Rf = 30 fps  Rf = 60 fps 
1200 × 1800 3794 7588 5040 10,080 
1500 × 2100 4486 8972 5940 11,880 
1800 × 2400 5178 10,357 6840 13,680 
2100 × 3000 6563 13,126 8640 17,280 
2400 × 3000 6563 13,126 8640 17,280 
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