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ABSTRACT
Let m be a countably additive vector measure with values in a real Banach space X, and let L1(m)
and L1w(m) be the spaces of functions which are, correspondingly, integrable and weakly integrable
with respect to m. Given a Young’s function , we consider the vector measure Orlicz spaces L(m)
and Lw(m) and establish that the Banach space of multiplication operators going from W = L(m) into
Y = L1(m) is M = Lw(m) with an equivalent norm; here  is the conjugated Young’s function for . We
also prove that when W = Lw(m),Y = L1w(m) we have M = Lw(m), and when W = Lw(m),Y = L1(m)
we have M = L(m).
1. INTRODUCTION
Throughout this work, we will always assume that  is a set,  is a σ -algebra
consisting of subsets of , μ is a ﬁnite positive measure deﬁned on  such
that μ() > 0 and L0(μ) is the space of (classes of μ-almost everywhere equal)
measurable functions f : → R. As usual, χA indicates the characteristic function
of A ∈  and S() ⊂ L0(μ) is the set of simple functions. We will always consider
real Banach spaces. If E and F are Banach spaces, then BE denotes the closed
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unit ball in E and B(E,F ) indicates the Banach space of bounded linear operators
T :E → F .
Given two μ-Banach function spaces (see next section for deﬁnitions) W and Y
such that W ⊂ Y , we deﬁne
M(W,Y ) = {g ∈ L0(μ): gw ∈ Y for all w ∈ W}.(1)
Each g ∈ M(W,Y ) induces the linear operator Mg :W → Y by the correspondence
Mgw ≡ gw, for all w ∈ W , and thus called a multiplication operator. The operator
Mg turns out to be bounded and ‖g‖M ≡ ‖Mg‖, the operator norm of Mg in
B(W,Y ). In Section 3 we establish that the normed space M(W,Y ) is always a
μ-Banach function space and that M(W,Y ) has the Fatou property if Y has it.
Assume W is a μ-Banach function space. Then its Kothe dual space is given
by W× ≡ {g ∈ L0(μ): gf ∈ L1(μ),∀f ∈ W } and so we have W× = M(W,L1(μ)).
Hence spaces of multiplication operators can be considered as a generalization of
Kothe dual spaces.
Let us now ﬁx a Banach space X and a countably additive vector measure m,
deﬁned on  and taking values in X. Let L1(m) and L1w(m) be the spaces of
functions which are, correspondingly, integrable and weakly integrable with respect
to m. Given a Young’s function , we consider the corresponding vector measure
Orlicz spaces L(m) and Lw(m). These were introduced and studied by O. Delgado
in [4].
The spaces L1(m), L1w(m), L
(m) and Lw(m) are Banach function spaces
with respect to any Rybakov measure for m. Denoting by  the conjugated
Young’s function for , in Section 4 we prove the main results in this pa-
per, namely that M(L(m),L1(m)) = Lw(m), M(Lw(m),L1w(m)) = Lw(m) and
M(Lw(m),L
1(m)) = L(m), in each case with equivalent norms.
It is interesting to notice that the above results extend the classical results
regarding the duality relationship between the spaces L(μ) and L(μ). For these
spaces we have L(μ)× = L(μ).
Finally, in Section 5 we provide an application of our results to the factorization
of linear operators through vector measure Orlicz spaces.
Let 1 < p < ∞. Then p(s) = sp, s  0, is a Young’s function which produces
the spaces Lp(m) of p-integrable functions with respect to a vector measure. Re-
cently, properties of these spaces have been extensively discussed by A. Fernández
et al. in [6] and multiplication operators from an Lp(m) space into L1(m) have
been studied by R. del Campo et al. in [3]. These papers, together with that above
mentioned of O. Delgado, have motivated and served as basis for this work.
2. PRELIMINARIES AND NOTATION
In this section we will introduce the basic deﬁnitions and results we need, together
with the corresponding notation. A good reference for the general theory of Banach
function spaces can be found in [11, Chapter 15].
A Banach space Y ⊂ L0(μ) is a Banach function space with respect to the
measure μ (μ-B.f.s. for short) if it has the following three properties:
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(a) its norm has the lattice property:
if f ∈ L0(μ), g ∈ Y and |f | |g| then f ∈ Y and ‖f ‖Y  ‖g‖Y ;
(b) χ ∈ Y ;
(c) Y is continuously included in L1(μ).
We extend the norm in Y to L0(μ) by deﬁning ‖f ‖Y = ∞ when f ∈ L0(μ) \ Y .
Then, ‖f ‖Y = ‖|f |‖Y ,∀f ∈ L0(μ). We also have L∞(μ) ⊂ Y.
Let Y be a μ-B.f.s. We say Y has the Fatou property if for any sequence (fn) ⊂
Y and function f ∈ L0(μ) satisfying 0  fn  fn+1 μ-a.e. and fn → f μ-a.e.,
we always have ‖fn‖Y → ‖f ‖Y . On other side, Y is order continuous if for any
sequence (fn) ⊂ Y such that 0  fn+1  fn μ-a.e. and fn → 0 μ-a.e., it follows
that fn → 0 in Y .
When Y is an order continuous μ-B.f.s., we have [4, p. 490]
Y ≡ {f ∈ L0(μ): ‖f χA‖Y → 0 when μ(A) → 0}.(2)
If a function φ : [0,+∞) → [0,+∞) is monotonically increasing, right-conti-
nuous, φ(u) = 0 if and only if u = 0, and limu→∞ φ(u) = ∞, we will say that φ
is admissible. In this case the function  deﬁned by
(s) =
s∫
0
φ(u)du, s  0,
is called a Young’s function. Notice that  is strictly increasing, continuous, convex,
(s) = 0 if and only if s = 0 and lims→∞ (s) = ∞. In particular, it has an inverse
function −1.
Let  be a Young’s function with admissible function φ. Then,
ψ(v) = sup{u: φ(u) v}, for 0 v < ∞(3)
deﬁnes an admissible function. Thus
(t) =
t∫
0
ψ(v)dv 0 t < ∞,
is also a Young’s function, called the conjugated Young’s function of . It turns out
that  is the conjugated function of  . In the rest of the paper  will always be a
Young’s function and  its conjugated Young’s function.
Remark 2.1. Our deﬁnition of a Young’s function corresponds to that in [7,
(1.12)]. It differs from the one given in [1, Deﬁnition 4.8.1], where a more general
context is considered. However both approaches are known to be equivalent in our
case.
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Instead of using the function ψ deﬁned in (3), the construction in [1] of the con-
jugated Young’s function employs another “generating” function. The conjugated
function so obtained equals  .
We refer to [7] or [1] for the properties of  and  we will employ in this work.
The Luxemburg norm corresponding to  is deﬁned by
‖f ‖L(μ) = inf
{
k > 0:
∫


( |f |
k
)
dμ 1
}
, f ∈ L0(μ).
The Orlicz space L(μ) consists of those (classes of μ-a.e. equal) functions f ∈
L0(μ) for which ‖f ‖L(μ) < ∞. This space, with the Luxemburg norm, is a μ-B.f.s.
having the Fatou property [1, Theorem 4.8.9].
In the space L(μ) we can consider another norm, the Orlicz norm:
‖f ‖o
L(μ)
= sup
{∫

|fg|dμ: ‖g‖L(μ)  1
}
, f ∈ L(μ).
The Orlicz norm is equivalent to the Luxemburg norm:
‖f ‖L(μ)  ‖f ‖oL(μ)  2‖f ‖L(μ), f ∈ L(μ).(4)
The Orlicz class corresponding to the Young’s function  is
O(μ) ≡ {f ∈ L0(μ): ρμ,(f ) < ∞},
where ρμ, is the Orlicz functional deﬁned as
ρμ,(f ) ≡
∫

(|f |) dμ = ‖(|f |)‖L1(μ).
Example 2.2. Let 1 < p < ∞. Then p(s) = sp, s  0, is a Young’s function and
Lp(μ) = Lp(μ) = Op(μ).
In general, the Orlicz class and the Orlicz space are not equal, but
O(μ) ⊂ L(μ).(5)
A Young’s function  has the 2-property whenever there are real numbers b > 0
and s0  0 such that
(2s) b(s), ∀s  s0.(6)
If  has the 2-property, then L(μ) = O(μ).
Let m : → X be a countably additive vector measure with range in a Banach
space X. For each x∗ in X∗, the dual space of X, by |〈m,x∗〉| we denote the variation
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of the scalar measure 〈m,x∗〉(A) ≡ 〈m(A), x∗〉, for every set A in . Note all of
these variation measures are ﬁnite measures. The semivariation of m is the set
function deﬁned on  by
‖m‖(A) = sup{|〈m,x∗〉|(A): x∗ ∈ BX∗}, A ∈ .
A measurable set A is m-null if ‖m‖(A) = 0; a positive measure λ deﬁned on  is
a control measure for m if λ and m have the same null sets. A Rybakov measure
for m is a control measure λ of the form λ = |〈m,x∗0 〉|, for some x∗0 ∈ B(X∗). Such
a measure always exists [5, Theorem IX.2.2]. In the rest of this work λ will always
indicate a Rybakov measure for m.
Let us denote by L0(m) the space of (classes of) real measurable functions that
are λ-a.e. equal and take L∞(m) ≡ L∞(λ). A function f ∈ L0(m) is integrable with
respect to m if
f is integrable with respect to 〈m,x∗〉, for all x∗ ∈ X∗,(7)
and
for each A ∈ , there is a vector
∫
A
f dm ∈ X such that(8)
〈∫
A
f dm,x∗
〉
=
∫
A
f d〈m,x∗〉, for all x∗ ∈ X∗.
The space L1(m) of (classes of λ-a.e.) integrable functions with respect to m,
endowed with the norm
‖f ‖m,1 = sup
x∗∈B(X∗)
∫

|f |d|〈m,x∗〉|,
is an order continuous λ-B.f.s. [2, Theorem 2] and has S() as a dense subset.
The linear operator I :L1(m) → X deﬁned by I (f ) = ∫

f dm is called the
integration operator and satisﬁes
∥∥∥∥
∫

f dm
∥∥∥∥
X
 ‖f ‖m,1, ∀f ∈ L1(m).
By deﬁnition, for a function f ∈ L0(m) to be weakly integrable with respect to m
we only need condition (7) to hold. The space L1w(m) of (classes of λ-a.e.) weakly
integrable functions with respect to m, equipped with the norm ‖ · ‖m,1, is a λ-B.f.s.
with the Fatou property [10, Theorem 9].
Following the work of O. Delgado in [4] we now consider the m-norm ρ :X∗ ×
L0(m) → [0,+∞] given by
ρ(x∗, f ) ≡ ‖f ‖L(|〈m,x∗〉|) = inf
k>0
{∫


( |f |
k
)
d|〈m,x∗〉| 1
}
.
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Then the weak Orlicz space with respect to the vector measure m is
Lw(m) =
{
f ∈ L0(m): ‖f ‖m, < ∞
}
(9)
with norm
‖f ‖m, = sup{ρ(x∗, f ): x∗ ∈ BX∗}.
The closure S()‖·‖m, is the Orlicz space with respect to the vector measure m,
and will be denoted by L(m).
Example 2.3. Let 1 < p < ∞. We say that f ∈ L0(m) is weakly p-integrable
with respect to m, if |f |p ∈ L1w(m), and p-integrable whenever |f |p ∈ L1(m). We
denote by Lp(m) and Lpw(m) the corresponding spaces of p-integrable and weakly
p-integrable functions with respect to m. These spaces, endowed with the norm
‖f ‖m,p = sup
x∗∈B(X∗)
(∫

|f |p d|〈m,x∗〉|
)1/p
(10)
are B.f.s.’s of L1w(m) (see [9]).
For p(s) = sp, s  0, the spaces Lpw (m) and Lp(m) correspond, respectively,
to the spaces of weakly p-integrable and p-integrable functions with respect to the
vector measure m.
From [4] we have that Lw(m) is a λ-B.f.s. having the Fatou property which is
continuously included in L1w(m), the space L
(m) is an order continuous λ-B.f.s.
which is continuously included in L1(m) and
Lw(m) =
{
f ∈ L0(m): ρ(x∗, f ) < ∞ for all x∗ ∈ X∗}.(11)
As in the scalar situation, we deﬁne the Orlicz classes
Ow (m) ≡
{
f ∈ L0(m): (|f |) ∈ L1w(m)
}
,
O(m) ≡ {f ∈ L0(m): (|f |) ∈ L1(m)}
and the associated Orlicz functional
ρm,(f ) ≡ ‖(|f |)‖m,1.
Lemma 2.4. Let f ∈ L0(m).
(i) If ‖f ‖m,  1, then ρm,(f ) ‖f ‖m,.
(ii) If ‖f ‖m, > 1, then ρm,(f ) ‖f ‖m,.
(iii) ‖f ‖m,  1 if and only if ρm,(f ) 1.
(iv) Ow (m) ⊂ Lw(m).
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Proof. (i) Let f ∈ L0(m) satisfy ‖f ‖m,  1 and take x∗ ∈ B(X∗). Then
‖f ‖L(|〈m,x∗〉|)  1. By the scalar case [1, Lemma 4.8.8], this implies
‖(|f |)‖L1(|〈m,x∗〉|)  ‖f ‖L(|〈m,x∗〉|)  ‖f ‖m,,
and the conclusion follows immediately.
(ii) Assume that ‖f ‖m, > 1 and take ε such that 0 < 2ε < ‖f ‖m, − 1. Next
choose x∗ ∈ B(X∗) such that ‖f ‖L(|〈m,x∗〉|)  ‖f ‖m, − ε  1 + ε. By the scalar
case [1, Lemma 4.8.8], this implies ρ|〈m,x∗〉|,  ‖f ‖m, − ε. Letting ε → 0 we
obtain the conclusion.
(iii) It is a direct consequence of (i) and (ii).
(iv) Let f ∈ Ow (m) and take x∗ ∈ B(X∗). Then we have (|f |) ∈ L1(|〈m,x∗〉|).
Using now (5), we have f ∈ L(|〈m,x∗〉|). By (11) this implies f ∈ Lw(m). 
3. BASIC PROPERTIES OF M(W,Y )
In what follows W and Y are μ-B.f.s. satisfying W ⊂ Y .
Proposition 3.1.
(i) If g ∈ M(W,Y ), then Mg ∈ B(W,Y ).
(ii) ‖g‖M ≡ sup{‖gf ‖Y : ‖f ‖W  1} deﬁnes a norm on M(W,Y ).
(iii) M(W,Y ) is a μ-B.f.s.
(iv) If Y has the Fatou property, then M(W,Y ) also has it.
Proof. (i) This result is well known.
(ii) Since the association g → Mg is linear, it follows that the function ‖ · ‖M is
a seminorm. Assume that g ∈ M(W,Y ) and gf = 0,∀f ∈ W . Taking f ≡ χ ∈ W ,
we have g = 0.
(iii) Let f ∈ L0(μ) and g ∈ M(W,Y ) be such that 0 |f | |g| and take w ∈ W .
Deﬁne h(x) = f (x)
g(x)
when g(x) = 0 and h(x) = 0 when g(x) = 0. Then h ∈ L0(μ)
and |h|  1. Hence hw ∈ W and so fw = g(hw) ∈ Y . Thus f ∈ M(W,Y ).
Moreover, for w ∈ W we get
‖fw‖Y = ‖ghw‖Y  ‖g‖M‖hw‖W  ‖g‖M.‖w‖W .
This indicates ‖f ‖M  ‖g‖M .
From W ⊂ Y it follows immediately that χ ∈ M(W,Y ).
Take g ∈ M(W,Y ). Since χ ∈ W , we have
‖g‖Y = ‖gχ‖Y  ‖g‖M‖χ‖W .(12)
This shows that M(W,Y ) is continuously included in Y . Since Y is also continu-
ously included in L1(μ), it follows that M(W,Y ) is continuously included in L1(μ).
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We ﬁnally show that M ≡ M(W,Y ) is complete. Consider a sequence (gn) ⊂ M
satisfying
∑∞
n=1 ‖gn‖M < ∞ and take f ∈ W . Then
∞∑
n=1
‖fgn‖Y  ‖f ‖W
∞∑
n=1
‖gn‖M < ∞.
By the Riesz–Fischer criterion [11, Section 64], the inequality above implies∑∞
n=1 |f ||gn| ∈ Y . Thus
∑∞
n=1 |gn| ∈ M . Applying again the Riesz–Fischer crite-
rion, we conclude that M is complete.
(iv) Let (gn) ⊂ M ≡ M(W,Y ) be such that gn+1  gn  0,μ-a.e., ∀n ∈ N, and
‖gn‖M  C for all n ∈ N. Assume that there is g ∈ L0(μ) so that gn → g μ-a.e.
If 0 f ∈ W , then 0  gnf ↑ in Y and ‖gnf ‖Y  C‖f ‖W for every n ∈ N. Since
Y has the Fatou property, this implies that gf ∈ Y and ‖gf ‖Y  C‖f ‖W . Hence
g ∈ M(W,Y ) and ‖g‖M  supn ‖gn‖M . The proof is complete. 
A simple example of this kind of spaces can be found in [12, Section 144], where
multiplication operators are treated in the setting of Banach lattices.
4. MULTIPLICATION OPERATORS OF VECTOR MEASURE ORLICZ SPACES
We ﬁrst establish some basic properties of vector measure Orlicz spaces. The ﬁrst
lemma provides a Hölder’s inequality for this situation. It is a direct consequence of
the scalar case (4).
Lemma 4.1. Let f ∈ Lw(m) and g ∈ Lw(m), then fg ∈ L1w(m) and
‖fg‖m,1  2‖f ‖m, · ‖g‖m,.
O. Delgado [4] proved that Lw(m) is continuously included in L
1
w(m). The next
lemma improves this result.
Proposition 4.2. Lw(m) is continuously included in L
1(m).
Proof. Take f ∈ Lw(m) and A ∈ . By Lemma 4.1 we get
‖f χA‖m,1  2‖f ‖m,‖χA‖m,.
Now, since χ ∈ L(m) and L(m) is an order continuous λ-B.f.s., from (2) it
follows that ‖χA‖m, → 0 when λ(A) → 0. Using this in the above inequality, we
conclude that ‖f χA‖m,1 → 0 when λ(A) → 0. Since L1(m) is order continuous,
using again (2) we conclude that f ∈ L1(m).
Continuity of the inclusion is obtained by noting that
‖f ‖m,1 = ‖f χ‖m,1  2‖χ‖m,‖f ‖m,.
The next proposition was proved by O. Delgado [4] when  has the 2-property
with s0 = 0. To prove it when s0 > 0 we start with the following remark. 
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Remark 4.3. Let  so that there are real numbers b > 0 and s0 > 0 such that for
every s  s0 inequality (6) holds. Then, for any 0 < s1 < s0 we can ﬁnd b1 > 0 such
that (2s)  b1(s),∀s  s1. Indeed, taking c = max{(2s)(s) : s1  s  s0} < ∞, it
sufﬁces to choose b1 ≡ max{b, c}.
Proposition 4.4. Let  have the 2 property. Then:
(i) Lw(m) = Ow (m);
(ii) a sequence (fn) ⊂ L0(μ) converges to 0 in Lw(m) if and only if ((|fn|))
converges to 0 in L1w(m);
(iii) L(m) = O(m).
Proof. (i) The conclusion follows immediately from the scalar case.
(ii) If ‖fn‖m, → 0, from Lemma 2.4 we conclude ‖(|fn|)‖m,1 → 0.
Now let us assume that ‖(|fn|)‖m,1 → 0. Given ε > 0, take j ∈ N such that
2−j < ε. Next, we choose s1 > 0 small enough so that

(
2j s1
)‖m‖() < 1
2
.(13)
By Remark 4.3 there is some C > 0 such that
(2s) C(s), ∀s  s1.(14)
We can now ﬁnd N ∈ N in order to
Cj‖(|fn|)‖m,1  12 , ∀nN.(15)
Let n  N and x∗ ∈ B(X∗). Taking n ≡ {x ∈ : |fn(x)|  s1} and using
(13)–(15), we ﬁnd
∫


(
2j |fn|
)
d|〈m,x∗〉|
=
∫
\n

(
2j |fn|
)
d|〈m,x∗〉| +
∫
n

(
2j |fn|
)
d|〈m,x∗〉|

(
2j s1
)‖m‖() + Cj
∫

(|fn|) d|〈m,x∗〉|
 1
2
+ Cj‖(|fn|)‖m,1  1.
It follows that ‖fn‖L(|〈m,x∗〉|)  2−j ,∀n  N,∀x∗ ∈ B(X∗). Hence, ‖fn‖m, 
2−j < ε,∀nN .
(iii) Let f ∈ L(m). Since L(m) is order continuous, from (2) we have
limμ(A)→0 ‖f χA‖m, = 0. By (ii) this implies
lim
μ(A)→0‖(f )χA‖m,1 = ‖(f )χA‖m, = 0.
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Employing (2) again, we conclude that (f ) ∈ L1(m). The other containment can
be proven similarly. 
Proposition 4.5.
(i) L(m) · Lw(m) ⊂ L1(m), L(m) · Lw(m) ⊂ L1(m).
(ii) Lw · Lw = L1w(m).
(iii) If  has the 2-property, then L(m) · Lw(m) = L1(m).
(iv) If  and  have the 2-property, then L(m) · L(m) = L1(m).
Proof. (i) Consider f ∈ Lw(m) and g ∈ L(m). Next, take a sequence (gn)n ⊂
S() such that ‖gn − g‖m, → 0. By Proposition 4.2 we have fgn ∈ Lw(m) ⊂
L1(m), for all n ∈ N. Using Lemma 4.1 we obtain fg ∈ L1w(m) and ‖fg −
fgn‖m,1  2‖f ‖m, · ‖g−gn‖m, . So we conclude that fgn → fg in L1w(m). Since
L1(m) is closed in L1w(m) and fgn ∈ L1(m) for all n ∈ N, then fg ∈ L1(m).
The other containment is obtained by interchanging  with  in what we have
just proved.
(iii) By (i) it remains to prove L1(m) ⊂ Lw(m) ·L(m). Fix f ∈ L1(m). Applying
[1, Lemma 4.8.16] we have
|f |−1(|f |)−1(|f |).
From Lemma 2.4 it follows that −1(|f |) ∈ Lw(m). Since  has the 2-property,
by (iii) in Proposition 4.4 we have −1(|f |) ∈ L(m). Thus |f | = f1f2 where
f1 = |f |
−1(|f |)−1(|f |)
−1(|f |) and f2 = −1(|f |).
Since |f |
−1(|f |)−1(|f |)  1, we have f1 ∈ Lw(m). Hence we have the decomposition
f = sign(f )f1f2.
Using similar arguments we can prove (ii) and (iv). 
The next result is the vector measure case corresponding to the scalar measure
situation [7, Lemma 9.1]. Recall that ψ is the admissible function deﬁning  .
Theorem 4.6. If g ∈ L0(m) and ‖g‖
M(Lw(m),L
1
w(m))
< 1, then:
(i) f ≡ ψ(|g|) ∈ Lw(m) and ‖f ‖m,  1;
(ii) ‖(g)‖m,1  ‖g‖M(Lw(m),L1w(m)).
Proof. (i) Let a > 0, since the function ψ is monotonically increasing, it follows
that {u  0: ψ(u) < a} ⊂ R is an interval. Being |g| : → R+ a measurable
function, this implies f = ψ(|g|) is also measurable.
Let us suppose that ‖f ‖m, > 1. Then, by (ii) in Lemma 2.4 we have
‖(f )‖m,1 > 1. Given n ∈ N, take An ≡ {w ∈ : |g(w)|  n} and gn ≡ |g|χAn .
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Then for each n ∈ N, gn ∈ L∞(m), 0  gn  gn+1 and gn → |g| λ-a.e., therefore,
since ψ is monotonically increasing, we have 0  ψ(gn)  ψ(gn+1). Consider
w ∈ . If |g(w)| < ∞ then, for large enough n ∈ N we have ψ(gn) = ψ(|g|). If
|g(w)| = ∞, then gn(w) → ∞ and so ψ(gn) → ∞ = ψ(|g(x)|). Thus, ψ(gn) →
ψ(|g|) = f λ-a.e. in .
Since L1w(m) has the Fatou property and ‖(f )‖m,1 > 1, it follows from above
that ‖(ψ(gn0))‖m,1 > 1 for some n0 ∈ N.
By Young’s inequality [7, (2.8)] we obtain
0
(
ψ(gn0)
)

(
ψ(gn0)
)+ (gn0) = gn0ψ(gn0).(16)
Let M ≡ M(Lw(m),L1w(m)). From (16) and (ii) in Lemma 2.4 follows
∥∥(ψ(gn0))∥∥m,1  ‖gn0ψ(gn0)‖m,1
 ‖gn0‖M‖ψ(gn0)‖m,
 ‖gn0‖M
∥∥(ψ(gn0))∥∥m,1.(17)
Since gn0 is bounded, it follows that (ψ(gn0)) is also bounded and so
‖(ψ(gn))‖m,1 < ∞. By (17), this implies ‖gn0‖M  1. On other side, since M
is a Banach lattice, from |gn0 | |g| we conclude that ‖gno‖M < 1. Thus, we have a
contradiction.
(ii) From Young’s inequality [7, (2.8)] it follows that 0  (|g|)  |g|ψ(|g|).
Using (i), this implies ‖(g)‖m,1  ‖|g|ψ(|g|)‖m,1  ‖g‖M . 
Corollary 4.7.
(i) ‖g‖m,  ‖g‖M(Lw(m),L1w(m))  2‖g‖m,,∀g ∈ Lw(m);
(ii) ‖g‖
M(Lw(m),L
1
w(m))
= ‖g‖M(L(m),L1(m)),∀g ∈ Lw(m).
Proof. We will take M ≡ M(Lw(m),L1w(m)),M0 ≡ M(L(m),L1(m)).
(i) Let g ∈ Lw(m). From Lemma 4.1 we get ‖g‖M  2‖g‖m, . It only rests
to establish the ﬁrst inequality. Let 0 < r < 1. By (ii) in Theorem 4.6, we have
‖(r |g|‖g‖M )‖m,1  1. Take x∗ ∈ B(X∗), then
∫

(
r|g|
‖g‖M )d(|〈m,x∗〉|)  1. By the
deﬁnition of the Luxemburg norm this implies ‖rg‖L(|〈m,x∗〉|)  ‖g‖M . Letting
r → 1, we conclude that ‖g‖m,  ‖g‖M .
(ii) Let g ∈ L(m),g = 0 and take 0 < r < 1. Using what we have just
established in (i) we obtain f ∈ B(Lw(m)) such that ‖gf ‖m,1 > r‖g‖M . Given
n ∈ N, take An ≡ {w ∈ : |g(w)|  n} and fn ≡ |f |χAn . Then fn ∈ L∞(m),
fn ∈ B(L(m)), 0 fn  fn+1 and fn → |f |. The Fatou property of L1w(m) implies
‖gfn‖m,1 → ‖gf ‖m,1. Hence ‖gfn‖m,1 > r‖gf ‖m,1 > r2‖g‖M , for some n ∈ N.
Therefore ‖g‖M0  r2‖g‖M . Letting r → 1, we conclude that ‖g‖M0  ‖g‖M. Since
‖g‖M  ‖g‖M0 , the conclusion follows. 
67
Theorem 4.8.
Lw(m) = M
(
L(m),L1(m)
)
= M(L(m),L1w(m))
= M(Lw(m),L1w(m)).
Proof. In Proposition 4.5 we established Lw(m) ⊂ M(L(m),L1(m)). Clearly
M(L(m),L1(m)) ⊂ M(L(m),L1w(m)).
From Lemma 4.1 we have Lw(m) ⊂ M(Lw(m),L1w(m)) and clearly M(Lw(m),
L1w(m)) ⊂ M(L(m),L1w(m)).
It only rests to prove M ≡ M(L(m),L1w(m)) ⊂ Lw(m). Take g ∈ L0(m) and, for
n ∈ N, consider An ≡ {w ∈ : |g(w)|  n} and gn ≡ |g|χAn . Then gn ∈ L∞(m) ⊂
Lw(m),0 gn  gn+1 and gn → |g|. Since 0 gn  |g|, by Proposition 3.1 we have
‖gn‖M  ‖g‖M , for all n ∈ N. Applying (i) of Theorem 4.7, this implies (gn) is also
bounded in Lw(m). Since L

w(m) has the Fatou property, the above conditions imply
that g ∈ Lw(m). 
Corollary 4.9. For g ∈ L0(m), the following properties are equivalent:
(i) gf ∈ L1w(m),∀f ∈ Lw(m);
(ii) gf ∈ L1(m),∀f ∈ L(m).
Theorem 4.10. If  has the 2-property, then
L(m) = M(Lw(m),L1(m)).
Proof. From Proposition 4.5 we have L(m) ⊂ M(Lw(m),L1(m)).
Take now g ∈ M(Lw(m),L1(m)). Then g ∈ M(Lw(m),L1w(m)). So we can apply
Theorem 4.8 to conclude that g ∈ Lw(m). Since  has the 2-property (|g|) ∈
L1w(m) and then by Lemma 2.4 
−1((|g|)) ∈ Lw(m). Thus g−1((|g|)) ∈
L1(m).
By [1, Lemma 4.8.16] we have
(|g|)−1((|g|))−1((|g|))= |g|−1((|g|)).
Since L1(m) is a B.f.s., it follows that (|g|) ∈ L1(m). Using now (iii) in Proposi-
tion 4.4, we get g ∈ L(m). 
5. OPERATORS FACTORIZING THROUGH VECTOR MEASURE ORLICZ SPACES
In this last section our aim is to characterize the class of operators deﬁned in a
μ-B.f.s. with range in a Banach space that factorize through a vector measure
Orlicz space and show that these spaces turn out to be the optimal domains for
such operators. The theory of optimal domains for continuous operators deﬁned on
B.f.s. has been developed recently by S. Okada, W. Ricker and E. Sánchez-Pérez
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in [8]. We begin with a technical lemma that might be known, but whose proof we
include for the sake of completeness.
Lemma 5.1. Let Z be a μ-B.f.s. continuously included in L1(m). If f ∈ M =
M(Z,L1(m)) then ‖f ‖M = sup{‖
∫

fg dm‖: g ∈ B(Z)}.
Proof. We will apply Lemma 3.11 in [8] which indicates that the norm of
h ∈ L1(m) can be computed as
‖h‖1,m = sup
{∥∥∥∥
∫

shdm
∥∥∥∥: s ∈ S() ∩ B(L∞(m))
}
.
Hence
‖f ‖M = sup
r∈BZ
sup
{∥∥∥∥
∫

sf r dm
∥∥∥∥: s ∈ S() ∩ B(L∞(m))
}
, f ∈ M.
Since Z is a B.f.s., if r ∈ B(Z) and s ∈ S() ∩ B(L∞(m)), then we have sr =
g ∈ B(Z). From the above equality this implies the conclusion. 
In the following we will assume that W is an order continuous μ-B.f.s. and
T ∈ B(W,X). It follows that the set function mT : → X deﬁned by mT (A) =
T (χA) for A ∈  is a countably additive vector measure, called the associate vector
measure of T . We will suppose the operator T is μ-determined, that is, μ is a control
measure for mT . Note that
∫

f dmT = Tf,∀f ∈ W . The following proposition
provides a characterization of bounded operators that factorize through a vector
measure Orlicz space.
Proposition 5.2. Let T :W → X be a μ-determined bounded operator. Then, the
following assertions are equivalent.
(i) There is a constant K > 0 such that
‖T (fg)‖X K‖f ‖W‖g‖mT ,, ∀f ∈ W,g ∈ S().(18)
(ii) T factorizes through L(mT ) as follows
W
T
i
X
L(mT )
I
where i and I are the respective inclusion and integration maps.
Moreover, L(mT ) is the optimal domain, in the sense that if Z is a μ-B.f.s.
such that W ↪→ Z and (18) holds with Z instead of W , then Z will be continuously
included in L(mT ).
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Proof. Let M ≡ M(L(mT ),L1(mT )) and M ≡ M(L(mT ),L1(mT )).
We will ﬁrst prove that (ii) implies (i). Let f ∈ W,g ∈ S(). Applying Lemma 5.1
and Corollary 4.7 we have
‖T (fg)‖X =
∥∥∥∥
∫

fg dmT
∥∥∥∥
X
 ‖f ‖L(mT )‖g‖M
K‖f ‖W‖g‖M  2K‖f ‖W‖g‖mT ,.
To prove the converse we ﬁrst show that W ⊂ L(mT ) and that the inclusion is
continuous. Let f ∈ W . By hypothesis, for every g ∈ S() we have ‖T (fg)‖X 
K‖f ‖W‖g‖mT , . Hence, from Lemma 5.1 we get
‖f ‖M = sup
{∥∥∥∥
∫

fg dmT
∥∥∥∥
X
: g ∈ BL(mT )
}
= sup
{∥∥∥∥
∫

fg dmT
∥∥∥∥
X
: g ∈ BL(mT ) ∩ S()
}
= sup{‖T (fg)‖X: g ∈ BL(mT ) ∩ S()}K‖f ‖W .
Corollary 4.7 yields now
‖f ‖mT , K‖f ‖W, ∀f ∈ W.(19)
This inequality indicates that W ⊂ Lw(mT ) and that the inclusion is continuous. We
now show that W ⊂ L(mT ). Take f ∈ W and let A ∈ . Then from (19) we have
‖f χA‖mT , K‖f χA‖W .
Since T is μ-determined, note that μ(A) → 0 if, and only if, λ(A) → 0, where λ
is a Rybakov measure for mT . Since W and L(mT ) are order continuous B.f.s., it
follows from the inequality above that ‖f χA‖mT , → 0 when μ(A) → 0. By (2),
this implies that f ∈ L(mT ).
It lasts to prove the optimality of L(mT ). So suppose that there is a μ-B.f.s.
Z and some K > 0 such that W ↪→ Z and ‖T (fg)‖X  K‖f ‖Z‖g‖,mT ,
∀f ∈ Z and g ∈ S(). Similar arguments as those we used just before show that Z is
continuously included in L(mT ). 
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