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Abstract
We derive an algorithm for real symmetric Toeplitz systems with an arbitrary right-hand
side. It differs from the Levinson algorithm in that the solution is built up from its middle
component(s) outwards, rather than from top to bottom. We then exploit the symmetry of
this method by solving separately for the even and odd parts of the right-hand side of the
system. On a sequential machine, the complexity of our algorithm for a system of order n is
7=2n2 CO.n/ flops, compared to 4n2 C O.n/ flops for Levinson’s algorithm. The algorithm
can be extended to nonsymmetric systems, just like Levinson’s algorithm. © 1999 Elsevier
Science Inc. All rights reserved.
AMS classification: 65F05
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1. Introduction
Toeplitz matrices continue to be of interest. These matrices appear in many ap-
plications and we refer to [4] for a good overview. The applications notably include
linear prediction, a well-known problem in digital signal processing.
A classical algorithm for solving symmetric Toeplitz systems is the one by Levin-
son [10]. It was adapted by Durbin [8] for the special case where the right-hand side
of the system is part of the first row of the matrix. Levinson’s method is recursive
and constructs a solution by gradually building up the right-hand side, starting with
its first component. The complexity of Levinson’s algorithm on a sequential machine
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is 4n2 C O.n/ flops for a system of order n. For Durbin’s algorithm the complexity
is 2n2 C O.n/; for Trench’s algorithm for computing the inverse the complexity is
13=4n2 C O.n/ (see [9, pp. 195–199]).
In this work, we consider real symmetric systems with an arbitrary right-hand
side, for which we present a different method, also recursive in nature. It constructs
the solution by building up the right-hand side, starting from its middle compon-
ent(s). To exploit the inherent symmetry of the method, we then split the right-hand
side vector into its even and odd constituents and solve the resulting systems separ-
ately. Its complexity on a sequential machine is 7=2n2 C O.n/ flops and it also has a
more parallel nature than Levinson’s algorithm. Like Levinson’s algorithm, it can be
extended to nonsymmetric Toeplitz systems.
The paper is organized as follows. In Section 2, we give some definitions and basic
results concerning Toeplitz matrices. We then present a basic algorithm in Section 3,
from which the main algorithm is derived in Section 4.
2. Preliminaries
A symmetric matrix T 2 R.n;n/ is said to be Toeplitz if its elements Tij satisfy
Tij D jj−ij, where fj gn−1jD0 are the components of a vector .0; r/T 2 Rn, with r D
.1; : : : ; n−1/T 2 Rn−1, so that
T D
0BBBBB@
0 1 2 : : : n−1
1 0 1 : : : n−2
:::
:::
::: : : :
:::
n−2 n−3 n−4 : : : 1
n−1 n−2 n−3 : : : 0
1CCCCCA :
Many early results about such matrices can be found in, e.g., [3,5,6,8,10].
Toeplitz matrices are persymmetric, i.e., they are symmetric about their southwest-
northeast diagonal. For such a matrix T, this is the same as requiring that JT TJ D T ,
where J is a matrix with ones on its southwest–northeast diagonal and zeros every-
where else (the exchange matrix). It is easy to see that the inverse of a persymmetric
matrix is also persymmetric. A matrix that is both symmetric and persymmetric is
called doubly symmetric or centrosymmetric.
An even or symmetric vector v is defined as a vector satisfying Jv D v and an
odd or antisymmetric vector w as one that satisfies Jw D −w.
A special system of equations, namely Tn−1y D −r , where Tn−1 is the leading
principal submatrix of T of order n− 1, is called the Yule–Walker system of equa-
tions. It can be solved by Durbin’s method in 2n2 C O.n/ flops (see [8,9]), following
[9], where we define a flop as a single floating point operation.
The identity matrix is denoted by I throughout this paper. As with J, we will not
specifically indicate its dimension, which is assumed to be clear from the context.
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3. A basic algorithm
Consider the system of linear equations Tnx D b, where Tn is an n n symmet-
ric Toeplitz matrix, defined by the vector .0; 1; 2; : : : ; n−1/T and b 2 Rn. We
also denote rj
4D .1; 2; : : : ; j /T. Under the same assumption as in Levinson’s al-
gorithm, namely that none of its principal submatrices be singular, we will solve this
system recursively by solving sub-systems of progressively higher order, increasing
the order by 2 at every step. As in Levinson’s algorithm, we “simultaneously” solve
the Yule–Walker equations with Durbin’s algorithm. We normalize the matrix Tn by
setting 0 D 1, which is always possible because of the regularity assumptions.
The algorithm starts with the solution of T1x.1/ D b.1/ when n is odd, or the
solution of T2x.2/ D b.2/ when n is even. The vectors b.1/ and b.2/ are defined as
b.1/ D b.nC1/=2 (odd n) and b.2/ D
(
bn=2; b.n=2/C1
T (even n), respectively. In gen-
eral, b.j/ D (b..n−j/=2/C1; : : : ; b.nCj/=2, for j even or odd when n is even or odd,
respectively.
Assume now that we have solved the subsystem Tj−1x.j−1/ D b.j−1/ and that,
from the solution of the Yule–Walker equations, we also have T −1j−1rj−1;
rTj−1T
−1
j−1rj−1 and rTj−1 JT
−1
j−1rj−1 at our disposal. We then compute the solution
of TjC1x.jC1/ D b.jC1/ as follows:0B@ 1 r
T
j−1 j
rj−1 Tj−1 J rj−1
j r
T
j−1J 1
1CA
0@1a
2
1A D
0@ 1b.j−1/
2
1A ;
where x.jC1/ is written as .1; a; 2/T and b.jC1/ as .1; b.j−1/; 2/T, with a; b.j−1/
2 Rj−1. This is equivalent to
1 C rTj−1a C j2 D 1; (1)
1rj−1 C Tj−1a C 2J rj−1 D b.j−1/; (2)
1j C rTj−1Ja C 2 D 2: (3)
Since x.j−1/ D T −1j−1b.j−1/, we obtain from (2)
a D x.j−1/ − 1T −1j−1rj−1 − 2JT −1j−1rj−1: (4)
Let us define
γj−1
4D rTj−1T −1j−1rj−1; j−1
4D rTj−1JT −1j−1rj−1;
j−1
4D rTj−1x.j−1/; j−1 4D rTj−1Jx.j−1/:
Using (4) in (1) and (3) then yields the following system of equations in 1 and 2:
.1− γj−1/1 C .j − j−1/2D1 − j−1;
.j − j−1/1 C .1− γj−1/2D2 − j−1:
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All these quantities are known from the previously solved subsystem and from
the solution of the Yule–Walker equations. This 2 2 system is easily solved with a
number of flops that is constant for each subsystem. We now show that its determin-
ant is nonzero. We have, with yj−1 D −T −1j−1rj−1:0@ 1 0 0yj−1 I Jyj−1
0 0 1
1AT
0B@ 1 r
T
j−1 j
rj−1 Tj−1 J rj−1
j r
T
j−1J 1
1CA
0@ 1 0 0yj−1 I Jyj−1
0 0 1
1A
D
0@ 1C rTj−1yj−1 0 j C rTj−1Jyj−10 Tj−1 0
j C rTj−1yj−1 0 1C rTj−1yj−1
1A :
It is clear that the matrix0@ 1 0 0yj−1 I Jyj−1
0 0 1
1A
is nonsingular, so that the determinant of the right-hand side is zero if and only if
det
(
TjC1
 D 0. Computing the determinant of the right-hand side, we find
det
0@ 1C rTj−1yj−1 0 j C rTj−1Jyj−10 Tj−1 0
j C rTj−1yj−1 0 1C rTj−1yj−1
1A
D

1C rTj−1yj−1

det

Tj−1 0
0 rTj−1yj−1 C 1

C

j C rTj−1Jyj−1

det

0 Tj−1
j C rTj−1Jyj−1 0

D

1C rTj−1yj−1
2 − j C rTj−1Jyj−12 det (Tj−1
D

1−j C rTj−1
(
yj−1−Jyj−1

1C j C rTj−1
(
yj−1CJyj−1

det
(
Tj−1

D (1− j − γj−1 C j−1 (1C j − γj−1 − j−1 det (Tj−1 :
Since we assumed that all subsystems were nonsingular, which in particular means
that det
(
TjC1

=D 0 and det (Tj−1 =D 0, we have found that(
1− j − γj−1 C j−1
 (
1C j − γj−1 − j−1

;
which is precisely the determinant of our 2 2 system, cannot be zero.
In what follows, we shall refer to this algorithm as “Algorithm 1”.
The computational cost (or flop count) can be computed from the number of flops
executed at each step. Since we are solving the Yule–Walker equations at the same
time, this accounts for 2n2 C O.n/ flops. At the solution of the jth subsystem, two
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inner products need to be carried out to update the solution, in addition to a constant
number of arithmetic operations (constant for all subsystems). The inner products
cost 4j flops, as does the update. Assuming that n is even, so that all the j’s are even
as well, we then have for the total number of flops:h
2n2 C O.n/
i
C [8.2C 4C 6C    C .n− 2//C O.n/]
D
h
2n2 C O.n/
i
C

16

1C 2C 3C    C n− 2
2

C O.n/

D 4n2 C O.n/:
Analogously, the same result is obtained for odd n. Therefore, Algorithm 1, as
formulated above, has the same complexity as Levinson’s algorithm.
4. The main algorithm
Contrary to Levinson’s algorithm, Algorithm 1 easily exploits any symmetry the
right-hand side b might possess. Let us look at what happens when b D Jb. Be-
cause of the persymmetry of Toeplitz matrices, this also means that x.j/ D Jx.j/
and b.j/ D Jb.j/ for all j. In this case, Eqs. (1) and (2) become
.1C j /1 C rTj−1a D 1; (5)
1.rj−1 C J rj−1/C Tj−1a D b.j−1/; (6)
2 D 1, and 2 D 1. With x.j−1/ D T −1j−1b.j−1/, Eq. (6) gives
a D x.j−1/ − 1.T −1j−1rj−1 C JT −1j−1rj−1/: (7)
Substituting this into Eq. (5) yields
1 D 1 − j−11C j − γj−1 − j−1 
We note that the denominator in this expression cannot be zero as we have shown
before.
If b D −Jb, then x.j/ D −Jx.j/, b.j/ D −Jb.j/ for all j, 2 D −1, 2 D −1,
and we obtain, analogously:
a D x.j−1/ − 1.T −1j−1rj−1 − JT −1j−1rj−1/
and
1 D 1 − j−11− j − γj−1 C j−1 
Once again, the denominator cannot be zero.
Let us now examine the complexity of Algorithm 1, when b D Jb. Take n to be
even (the case when n is odd is analogous). At every step we now have to carry
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out only one inner product. Furthermore, because of the symmetry of b, this inner
product can be written as
11 C 22 C    C j−1j−1
D .1 C j−1/1 C .2 C j−2/2 C    C .j=2 C j=2C1/j=2;
where x.j−1/ D .1; 2; : : : ; j−1/T. It can therefore be carried out with 3j=2 flops.
Keeping in mind that when we update the solution, we only have to update the first
j=2 components, this update costs an additional 3j=2 flops. This means that the total
number of flops, excluding the cost to solve the Yule–Walker equations, is given by
3 .2C 4C 6C    C .n− 2//C O.n/
D 6

1C 2C 3C    C n− 2
2

C O.n/ D 3
4
n2 C O.n/:
When b D −Jb, we obtain the same complexity in an entirely analogous way.
This suggests the following algorithm. To solve Tnx D b, write b as b D be C bo,
where be D .b C Jb/=2 and bo D .b − Jb/=2. Clearly, be D Jbe and bo D −Jbo.
We now solve Tnxe D be and Tnxo D bo simultaneously, using the Yule–Walker
solutions at each step for both systems of equations. We have xe D Jxe and xo D
−Jxo. The solution of the original system of equations is then given by x D xe C xo.
The memory storage requirements are the same as Algorithm 1 or Levinson’s al-
gorithm, as we only need to store roughly half of the components of the appropriate
vectors. We still have to compute two inner products at every step, but because of
symmetry, they require fewer arithmetic operations.
We now formally state our algorithm, which we label “Algorithm 2”. It uses
Durbin’s method for solving the Yule–Walker equations and we have used similar
notation as in [9]. The subscripts “e” and “o” refer to even and odd quantities,
respectively. The vector y represents the solution of the Yule–Walker equations. The
notation “b c” means “rounded to the nearest integer which is smaller or equal”.
For the sake of clarity, some redundant quantities were introduced in the algorithm.
These do not affect the complexity. We stress that this is a conceptual algorithm only,
as the final implementation depends on the architecture of the machine on which it
is run.
Algorithm 2
m D bnC12 c
be.1 V m/ D .1=2/ .b.1 V m/C b.m V −1 V 1//; bo.1 V m/ D .1=2/ .b.1 V m/− b.m V −1 V 1//
y.1/ D −r.1/; z.1/ D r.1/;  D 1;  D −r.1/
 D .1− 2/;  D −.r.2/− r.1/y.1//=
y.1/ D .1C /y.1/; y.2/ D ; j D 0
if n is even
z.1 V 2/ D y.1 V 2/
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xe.1/ D be.m/=.1C r.1//; xo.1/ D bo.m/=.1− r.1//
γ D r.1 V 2/Ty.1 V 2/;  D r.1 V 2/Ty.2 V −1 V 1/
e D .r.1/C r.2//xe.1/; o D .r.1/− r.2//xo.1/; k0 D 2
else (n is odd)
xe.1/ D be.m/; xo.1/ D 0; γ D r.1/2;  D r.1/2
e D r.1/xe.1/; o D r.1/xo.1/; k0 D 1
end
for k D .k0 V 2 V n− 2/
j D j C 1
e D .be.m− j/− e/ =.1C r.k C 1/− γ − /Io
D .bo.m− j/− o/ =.1− r.k C 1/− γ C /
xe .2 V b.k C 3/=2c/ D xe .1 V b.k C 1/=2c/ − e .z .1 V b.k C 1/=2c/
Cz .k V −1 V b.k C 1/=2c//
xo .2 V b.k C 3/=2c/ D xo .1 V b.k C 1/=2c/ − o .z .1 V b.k C 1/=2c/
−z .k V −1 V b.k C 1/=2c//
xe.1/ D e; xo.1/ D o
while k < n− 2
 D .1− 2/;  D − (r.k C 2/C r.k C 1 V −1 V 1/Ty.1 V k C 1/ =
y.1 V k C 1/ D y.1 V k C 1/C y.k C 1 V −1 V 1/; y.k C 2/ D 
z.1 V k C 2/ D −y.1 V k C 2/
 D .1− 2/;  D − (r.k C 3/C r.k C 2 V −1 V 1/Ty.1 V k C 2/ =
y.1 V k C 2/ D y.1 V k C 2/C y.k C 2 V −1 V 1/; y.k C 3/ D 
γ D 1− ;  D r.k C 3/C 
ve .1 V b.k C 3/=2c/ D r .1 V b.k C 3/=2c/C r .k C 2 V −1 V b.k C 3/=2c/
vo .1 V b.k C 3/=2c/ D r .1 V b.k C 3/=2c/ − r .k C 2 V −1 V b.k C 3/=2c/
if n is even
e D ve .1 V b.k C 3/=2c/T xe .1 V b.k C 3/=2c/
else (n is odd)
e D ve .1 V b.k C 3/=2c/T xe .1 V b.k C 3/=2c/
−r .b.k C 3/=2c/ xe .b.k C 3/=2c/
end
o D vo .1 V b.k C 3/=2c/T xo .1 V b.k C 3/=2c/
end
end
x.1 V m/ D xe.1 V m/C xo.1 V m/I x.m C 1 V n/ D xe.m− 1 V −1 V 1/− xo.m− 1 V −1 V 1/
In view of our previous complexity results, this means that (including the cost of
solving the Yule–Walker equations) the complexity of this procedure ish
2n2 C O.n/
i
C 2

3
4
n2 C O.n/

D 7
2
n2 C O.n/;
which is better than for Levinson’s algorithm. It also has a more parallel structure.
We note that superfast Toeplitz solvers (see, e.g., [1,2]) can be faster than Levin-
son’s or our method, depending on both the order of the system and the nature of the
machine on which they are implemented.
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It is conceivable that a further improvement, both in parallelization and com-
plexity, can be achieved by replacing Durbin’s algorithm with the split Levinson
algorithm (see [7]), but this requires more study.
Finally, we note that it is fairly straightforward to extend our algorithm to the
nonsymmetric case, just like Levinson’s algorithm.
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