It is proved that the centre Z of the simply connected quantised universal enveloping algebra over C, U ε,P (sl n ), ε a primitive lth root of unity, l an odd integer > 1, has a rational field of fractions. Furthermore it is proved that if l is a power of an odd prime, Z is a unique factorisation domain.
Introduction
In [8] de Concini, Kac and Procesi introduced the simply connected quantised universal enveloping algebra U = U ε,P (g) over C at a primitive lth root of unity ε associated to a simple finite-dimensional complex Lie algebra g. The importance of the study of the centre Z of U and its spectrum Maxspec(Z) is pointed out in [7, 8] .
In this article we consider the following two conjectures concerning the centre Z of U in the case g = sl n :
(1) Z has a rational field of fractions. (2) Z is a unique factorisation domain (UFD).
The same conjectures can be made for the universal enveloping algebra U(g) of the Lie algebra g of a reductive group over an algebraically closed field of positive characteristic. In [16] these conjectures were proved for g = gl n and for g = sl n under the condition that n is non-zero in the field.
The second conjecture was made by Braun and Hajarnavis in [1] for the universal enveloping algebra U(g) and suggested for U = U ε,P (g). There it was also proved that Z is locally a UFD. In Section 3 below, this conjecture is proved for sl n under the condition that l is a power of a prime ( = 2). The auxiliary results and Step 1 of the proof of Theorem 4, however, hold without extra assumptions on l.
The first conjecture was posed as a question by J. Alev for the universal enveloping algebra U(g). It can be considered as a first step towards a proof of a version of the Gelfand-Kirillov conjecture for U . Indeed the Gelfand-Kirillov conjecture for gl n and sl n in positive characteristic 1 was proved recently by J.-M. Bois in his PhD thesis [4] using results in [16] on the centres of their universal enveloping algebras (for sl n it was required that n = 0 in the field). It should be noted that the Gelfand-Kirillov conjecture for U(g) in characteristic 0 (and in positive characteristic) is still open for g not of type A.
As in [16] , a certain semi-invariant d for a maximal parabolic subgroup of GL n will play an important rôle. Later we learned that (a version of) this semi-invariant already appeared before in the literature, see [10] . For quantum versions, see [12, 13] .
Preliminaries
In this section we recall some basic results, mostly from [8] , that are needed to prove the main results (Theorems 3 and 4) of this article. Short proofs are added in case the results are not explicitly stated in [8] .
Elementary definitions
Let g be a simple finite-dimensional Lie algebra over C with Cartan subalgebra h, let Φ be its root system relative to h, let (α 1 , . . . , α r ) be a basis of Φ and let (·|·) be the symmetric bilinear form on h * which is invariant for the Weyl group W and satisfies (α|α) = 2 for all short roots α. Put d i = (α i |α i )/2. The root lattice and the weight lattice of Φ are denoted by respectively Q and P . Note that (·|·) is integral on Q × P .
Mostly we will be in the situation where g = sl n . In this case r = n − 1 and all the d i are equal to 1. We then take h the subalgebra that consists of the diagonal matrices in sl n and we take α i = A → A ii − A i+1 i+1 : h → C.
Let l be an odd integer > 1 and coprime to all the d i , let ε be a primitive lth root of unity and let Λ be a lattice between Q and P . Let U = U ε,Λ (g) be the quantised universal enveloping algebra of g at the root of unity ε defined in [8] and denote the centre of U by Z. Since U has no zero divisors (see [7, 1.6-1.8] ), Z is an integral domain. Let U + , U − , U 0 be the subalgebras of U generated by respectively the E i , the F i and the K λ with λ ∈ Λ. Then the multiplication U − ⊗ U 0 ⊗ U + → U is an isomorphism of vector spaces. We identify U 0 with the group algebra CΛ of Λ. Note that W acts on U 0 , since it acts on Λ. Let T be the complex torus Hom(Λ, C × ). Then T can be identified with Maxspec(U 0 ) = Hom C-Alg (U 0 , C) and for the action of
The braid group B acts on U by automorphisms. See [8, 0.4] . The subalgebra Z 0 of U is defined as the smallest B-stable subalgebra containing the elements K l λ , λ ∈ Λ, and E l i , F l i , i = 1, . . . , r. We have Z 0 ⊆ Z. Put z λ = K l λ and let Z 0 0 be the subalgebra of Z 0 spanned by the z λ . Then the identification of U 0 with CΛ gives an identification of Z 0 0 with ClΛ. If we replace K λ by z λ in foregoing remarks, then we obtain an identification of T with Maxspec(Z 0 0 ).
. See e.g. [7, 3.3] .
The Harish-Chandra centre Z 1 and the quantum restriction theorem
Let Q ∨ be the dual root lattice, that is, the Z-span of the dual root system Φ ∨ . We have
Then the elements = 1 of Q ∨ 2 are of order 2 and U
has a similar description as h and is a homomorphism of algebras. Define the shift automorphism γ of U
Here ρ is the half sum of the positive roots. Note that γ = id on Z
In [8, p. 174] and [7, §2] , there was constructed an injective homomorphism h : U 0W → Z, whose image is denoted by Z 1 , such that h (Z 1 ) ⊆ U 0Q ∨ 2 and the inverse
ofh is equal to γ −1 • h . Note that h = h on Z 0 ∩ Z 1 and that h | Z 1 is a homomorphism of algebras. Since Ker(h ) is stable under left and right multiplication by elements of U 0 and under multiplication by elements of Z, we can conclude that the restriction of h to the subalgebra generated by Z 0 and Z 1 is a homomorphism of algebras.
From now on we assume that Λ = P . Let G be the simply connected almost simple complex algebraic group with Lie algebra g and let T be a maximal torus of G. We identify Φ and W with the root system and the Weyl group of G relative to T . Note that the character group X(T ) of T is equal to P . In case g = sl n we take T the subgroup of diagonal matrices in SL n .
Generators for C[G] G and Z 1
We denote the fundamental weights corresponding to the basis (α 1 , . . . , α r ) by [17, §6] . For λ ∈ P denote the basis element of CP corresponding to λ by e(λ), denote the W -orbit of λ by W · λ and put sym(λ) = μ∈W ·λ e(μ). Then the sym( i ), i = 1, . . . , r, are algebraically independent generators of (CP ) W For a field K, we denote the vector space of all n × n matrices over K by Mat n = Mat n (K). Now assume that K = C. In this section we denote the restriction to SL n of the standard coordinate functionals on Mat n by ξ ij , 1 i, j n. Furthermore, for i ∈ {1, . . . , n − 1}, 
The cover π and the intersection
Let Φ + be the set of positive roots corresponding to the basis (α 1 , . . . , α r ) of Φ and let U + respectively U − be the maximal unipotent subgroup of G corresponding to Φ + respectively −Φ + . If g = sl n , then U + and U − consist of the upper respectively lower triangular matrices in SL n with ones on the diagonal. Put O = U − T U + . Then O is a nonempty open and therefore dense subset of G. Furthermore, the group multiplication defines
In [7, (3.4) -(3.6)] there was constructed a groupG of automorphisms ofÛ =Ẑ 0 ⊗ Z 0 U , whereẐ 0 denotes the algebra of holomorphic functions on the complex analytic variety Ω. The groupG leavesẐ 0 andẐ =Ẑ 0 ⊗ Z 0 Z stable. In particular it acts by automorphisms on the complex analytic variety Ω. In [8] this action is called the "quantum coadjoint action."
In [8, §4] there was constructed an unramified cover π : Ω → O of degree 2 r . I give a short description of the construction of π . Put
The following theorem says something about howG and π are related to the "HarishChandra centre" Z 1 and the conjugation action of G on C [G] . For more precise statements see [8, 5.4, 5.5 and §6] . 
I will give the proof of (iii). If we identify Z 0 0 with C[T ], then the homomorphism
Expressed in terms of the comorphisms this reads:
where res G,T and res Ω,T are the restrictions to T and the comorphism of the morphism between the tori is denoted by its restrictions to the character groups. Now we identify U 0 with C[T ]. Composing both sides on the left with x → lx and using 
(ii) Z is a free Z 0 -module of rank l r with the restricted monomials u
I give a proof of (ii). In [8, Proposition 6.4] it is proved that (CP ) W is a free (ClP ) Wmodule of rank l r with the restricted monomials (exponents < l) in the sym( i ) as a basis. The same holds then of course for (C2P ) W , (C2lP ) W and the sym(2 i ). But then the same holds for Z 1 , Z 0 ∩ Z 1 and the u i by (iii) of Theorem 1. So the result follows from (i).
Recall that Ω = Ω − × T × Ω + and that Ω ± ∼ = U ± . So Z 0 is a polynomial algebra in dim(g) variables with r variables inverted. In particular its Krull dimension (which coincides with the transcendence degree of its field of fractions) is dim(g). The same holds then for Z, since it is a finitely generated Z 0 -module.
3G is a group of automorphisms of the algebraÛ and does not leave Z stable. However, SG can be defined in the obvious way for every subset S ofÛ . 
by Theorem 1(ii). Now assume that we have generators and relations for Z 0 . We use for Z 1 the generators u 1 , . . . , u r defined in Subsection 1.3. For each i ∈ {1, . . . , r} we can express π co (s i ) as a polynomial g i in the generators of Z 0 and as a polynomial f i in the u j . Then the generators and relations for Z 0 together with the u i and the relations f i = g i form a presentation of Z 0 Z 1 . 4 The f i can be determined as follows. Write sym(l i ) as a polynomial f i in the sym( j ). Then sym(2l i ) is the same polynomial in the sym(2 j ) and
. ThenZ 0 is generated by theξ ij ; it is a copy of C[SL n ] in Z 0 . Now O consists of the matrices A ∈ SL n that have an LU-decomposition (without row permutations), that is, whose principal minors
Let pr O,T be the projection of O on T . An easy computation shows that
. In Subsection 3.3 we will determine generators and relations for Z 0 Z 1 , where Z 0 =Z 0 [z 1 , . . . , z n−1 ] using the method mentioned above.
Rationality
We use the notation of Section 1 with the following modifications. The functions ξ ij , 1 i, j n, now denote the standard coordinate functionals on Mat n and
This notation is in accordance with [16] . For f ∈ C[Mat n ] we denote its restriction to SL n by f and we denote π co (f ) byf . So now s 1 , . . . , s n−1 and ξ ij are the functions s 1 , . . . , s n−1 and ξ ij of Subsection 1.3 and theξ ij are the same.
To prove the theorem below we need to look at the expressions of the functions s i in terms of the ξ ij . We use that those equations are linear in ξ 1n , ξ 2n , . . . , ξ nn . The treatment is completely analogous to that in [16, 4 .1] (we use the same symbols R, M, d and x a ) to which we refer for more explanation. Let R be the Z-subalgebra of C[Mat n ] generated by all ξ ij with j = n.
Let ∂ ij denote differentiation with respect to the variable ξ ij and set
Then the matrix M has entries in R and the following vector equation holds:
We denote the determinant of M by d. For a = (a 1 , . . . , a n ) ∈ K n we set
Then the minimal polynomial of x a equals x n − n i=1 a i x n−i , det(x a ) = (−1) n−1 a n and d(x a ) = 1 (compare Lemma 3 in [16] ).
Theorem 3. Z has a rational field of fractions.
Proof. Denote the field of fractions of Z by Q(Z). From Subsection 1.5 it is clear that Q(Z) has transcendence degree dim(sl n ) = n 2 − 1 over C and that it is generated as a field by the n 2 + 2(n − 1) variablesξ ij , u 1 , . . . , u n−1 and z 1 , . . . , z n−1 . To prove the assertion we will show that Q(Z) is generated by the n 2 − 1 elementsξ ij , i = j , j = n, u 1 , . . . , u n−1 and z 1 , . . . , z n−1 . We will first eliminate the n generatorsξ 1n , . . . ,ξ nn and then the n − 1 generatorsξ 11 , . . . ,ξ n−1 n−1 .
Applying the homomorphism
to both sides of (1) we obtain the following equations in theξ ij ands 1 , . . . ,s n−1 M ·c =s +r, wherer ∈R n .
HereM,c,s,r have the obvious meaning, except that we put the last component ofs andr equal to 0 respectively 1, andR is the Z-subalgebra of Z 0 generated by allξ ij with j = n.
Choosing a such that a n = (−1) n−1 we have and for k = 2, . . . , n − 1 we have, by the Laplace expansion rule,
where t k is in the Z-subalgebra of Z generated by theξ ij with i, j k and
It follows by induction on k that for k = 1, . . . , n − 1,ξ 11 , . . . ,ξ kk are in the subfield of Q(Z) generated by the z i with i k and theξ ij with i, j k and i = j . 2
Unique factorisation
Recall that Nagata's lemma asserts the following: If x is a non-zero prime element of a Noetherian integral domain S such that S[x −1 ] is a UFD, then S is a UFD. See [11, Lemma 19.20] . Here an element is called prime if it generates a prime ideal. The non-zero prime elements of an integral domain are always irreducible and in a UFD the converse holds. In Theorem 4 we will see that, by Nagata's lemma, it suffices to show that the algebra Z/(d) is an integral domain in order to prove that Z is a UFD. To prove this we will show by induction that the two sequences of algebras (to be defined later):
over C, consist of integral domains. Lemma 2 is, among other things, needed to show
is an integral domain. Lemmas 3 and 4 are needed to obtain bases over Z (see Proposition1), which, in turn, is needed to pass to fields of positive characteristic and to apply mod p reduction (see Lemma 6).
The case n = 2
In this subsection we show that the centre of U ε,P (sl 2 ) is always a UFD, without any extra assumptions on l. The standard generators for U = U ε,P (sl 2 
. Identifying U 0 and CP , we have sym(2 ) = K + K −1 and sym(2l ) = z + z −1 . Put u =h(sym (2 )). By the restriction theorem for U , Z 1 is a polynomial algebra in u. Denote the trace map on 
1 ], so it is also irreducible in this ring.
SL n and the function d
The next lemma is needed for the proof of Theorem 4. The Jacobian matrix below consists of the partial derivatives of the functions in question with respect to the variables ξ ij . In the computations below we will use the following two facts:
where n 1 (i) denotes the position in which i occurs in Λ 1 and similarly for n 2 (j ).
For k n we have s k = Λ det(X Λ,Λ ) where the sum ranges over all k-subsets Λ of {1, . . . , n}.
Put α = ((1 1), (2 2), (2 3) , . . . , (2 n − 1), (n n), (n − 1 n), . . . , (2 n), (2 1), (1 2)), and let α i denote the ith component of α. We let A be the following (n × n)-matrix:
The columns of the Jacobian matrix are indexed by the pairs (i, j ) with 1 i, j n. Let M α be the 2n-square submatrix of the Jacobian matrix consisting of the columns with indices from α. By permuting in A the first row to the last position and interchanging the first two columns, we see that det(A) = 1. We will show that d(A) = 0 and that the minor d α := det(M α ) of the Jacobian matrix is ±1 at A. First we consider the Δ k , k ∈ {1, . . . , n − 1}. By inspecting the matrix A and using the fact that ∂ ij Δ k = 0 if i > k or j > k, we deduce the following facts: 
. , n}. Assume that ∂ in (det(X Λ,Λ )) is non-zero at A. Then we have:
• i, n ∈ Λ; • j ∈ Λ ⇒ j − 1 ∈ Λ for all j with 4 j n and j = i, since otherwise there would be a zero row (in X Λ\{i},Λ\{n} (A) = A Λ\{i},Λ\{n} ); • j ∈ Λ ⇒ j + 1 ∈ Λ for all j with 3 j n − 1, since otherwise there would be a zero column.
First assume that i 3 and that |Λ| n − i + 1. Then it follows that Λ = {i, . . . , n} and that ∂ in (det(X Λ,Λ ))(A) = ±1. Next assume that i = 2. Then it follows that either Λ = {2, . . . , n} or Λ = {1, . . . , n}. • n ∈ Λ, since otherwise the first row would be zero;
In the first case we have ∂ in (det(X Λ,Λ ))(A)
• j ∈ Λ ⇒ j − 1 ∈ Λ for all j with 4 j n, since otherwise there would be a zero row.
So Λ = {1, . . . , n} and ∂ in (det(X Λ,Λ ))(A) = ±1. Thus we have (∂ 12 s k )(A)
= 0 for all k ∈ {1, . . . , n} and
Finally, we consider the function d. Let i ∈ {1, . . . , n}, let Λ ⊆ {1, . . . , n} and assume that ∂ 12 ∂ in (det(X Λ,Λ )) is non-zero at A. Then we have:
• 1, 2, i, n ∈ Λ and i = 1; • i = 2, since otherwise the first row would be zero;
It follows that i = 2, Λ = {1, . . . , n} and ∂ 12 ∂ in (det(X Λ,Λ )) = ±1. So for i, k ∈ {1, . . . , n} we have:
We have
So, by the above,
where the sum is over all π ∈ S n with π(n) = 
In the remainder of this subsection K denotes an algebraically closed field. [16] . One now has to work with the maximal parabolic subgroup P of GL n that consists of the invertible matrices (a ij ) with a ni = 0 for all i < n. The element d is then a semi-invariant of P with the weight det · ξ −n nn (the restriction of this weight to the maximal torus of diagonal matrices is n n−1 ).
Lemma 2. (i) d is an irreducible element of
K[Mat n ]. (ii) K[SL n ] is a UFD. (iii)
Proof. (i) The proof of this is completely analogous to that of Proposition 3 in
(ii) In fact it is well known that the algebra of regular functions K[G] of a simply connected semi-simple algebraic group G over K is a UFD. See [15, the corollary to Proposition 1].
(iii) and (iv). Since Δ n−1 is not everywhere non-zero on SL n , it is not invertible in K[SL n ]. From the Laplace expansion for det with respect to the last row or the last column it is clear that we can eliminate ξ nn using the relation det = 1, if we make Δ n−1 invertible. So we have an isomorphism
. . , Δ n−1 , since these polynomials do not contain the variable ξ nn . The invertible elements of K[(ξ ij ) ( 
If we take a ∈ K n such that a n = (−1) n−1 , then we have x a ∈ SL n , d (x a ) = 1 and Δ n−1 (x a ) = 0. So Δ n−1 does not divide d . But then Δ n−1 divides g, since Δ n−1 is irreducible. Cancelling a factor Δ n−1 on both sides of ( * ), we obtain that f ∈ (d ). 2
Generators and relations and a Z-form forZ
For the basics about monomial orderings and Gröbner bases I refer to [5] . 
Lemma 3. If we give the monomials in the variables
with equality if and only if Λ = {n, n − 1, . . . , n − k + 1}. Now assume that i = n − k + 1. Then
with equality if and only if Λ = {n, n − 1, . . . , n − k + 1}. Finally assume that i < n− k + 1. Then
with equality if and only if Λ = {n, n − 1, . . . , n − k + 2, i}. So for i, k ∈ {1, . . . , n} with k 2 we have:
In particular LT(∂ in s k ) ±ξ n n−1 · · · ξ n−k+1 n−k+1 with equality if and only if i + k = n + 1. But then, by Eq.
Recall that the degree reverse lexicographical ordering on the monomials u α = u Proof. Let σ i be the ith elementary symmetric function in the variables x 1 , . . . , x n and let λ 1 ), . . . , e(λ n )) for i ∈ {1, . . . , n − 1}. So the f i can be found as follows.
. . , u n−1 , 1). It now suffices to show that for i ∈ {1, . . . , n − 1}, F i − u l i is a Z-linear combination of monomials in the u j that have exponents < l, are of total degree l and that contain some u j with j > i (the monomials that contain u n will become of total degree < l when u n is replaced by 1).
Fix i ∈ {1, . . . , n − 1}. Consider the following properties of a monomial in the x j :
(x1) the monomial contains at least i + 1 variables; (x2) the exponents are l; (x3) the number of exponents equal to l is i;
and the following properties of a monomial in the u j :
(u1) the monomial contains a variable u j for some j > i; (u2) the total degree is l; (u3) the exponents are < l.
Let h be a symmetric polynomial in the x i and let H be the polynomial in the u i such that h = H (σ 1 , . . . , σ n ). Give the monomials in the x i the lexicographic monomial ordering for which x 1 > · · · > x n . We will show by induction on the leading monomial of h that if each monomial that appears in h has property (x1) respectively property (x2) respectively properties (x1), (x2) and (x3), then each monomial that appears in H has property (u1) respectively property (u2) respectively properties (u1), (u2) and (u3). Let
Let k be the last index for which α k = 0. Then β = (α 1 − α 2 , . . . , α k−1 − α k , α k , 0, . . . , 0) . If x α has property (x1), then k i + 1, u β has property (u1) and the monomials that appear in σ β have property (x1), since σ k appears in σ β .
If x α has property (x2), then α 1 l, u β is of total degree α 1 l and the monomials that appear in σ β have exponents β 1 + · · · + β k = α 1 l. Now assume that x α has properties (x1), (x2) and (x3). For j < k we have β j = α j − α j +1 < l, since α j +1 = 0. So we have to show that β k = α k < l. If α k were equal to l, then we would have α 1 = · · · = α k = l, by (x2). This contradicts (x3), since we have k i + 1 by (x1). Finally we show that the 6 So our f i are related to the polynomials P i = x l i − μ d iμ x μ from the proof of Proposition 6.4 in [8] as follows:
In particular d i0 = sym(l i ) and d iμ ∈ Z for all μ ∈ P \ {0} (we are, of course, in the situation that g = sl n ). monomials that appear in σ β have property (x3). If α 1 < l, then all these monomials have exponents < l. So assume α 1 = l. Let j be the smallest index for which β j = 0. Then the number of exponents equal to l in a monomial that appears in σ β is j . On the other hand, α 1 = · · · = α j = l. So we must have j i, since x α has property (x3). Now we can apply the induction hypothesis to h−cσ β , where c is the leading coefficient of h.
The assertion about F i − u l i now follows, because the monomials that appear in σ i (x l 1 , . . . , x l n ) − σ l i have the properties (x1), (x2) and (x3). 2
From now on we denote z i by z i . 7 Let Z[SL n ] be the Z-subalgebra of C[SL n ] generated by the ξ ij and A be the Z-subalgebra of Z generated by theξ ij . So A = π co (Z[SL n ]).
Let B be the Z-subalgebra generated by the elementsξ ij , u 1 , . . . , u n−1 and z 1 , . . . , z n−1 . For a commutative ring R we put A(R) = R ⊗ Z A and B(R) = R ⊗ Z B. Clearly we can identify A(C) withZ 0 . In the proposition below "natural homomorphism" means a homomorphism that maps ξ ij toξ ij and, if this applies, the variables u i and z i to the equally named elements of Z. The polynomials f i below are the ones defined in Lemma 4. It follows that the kernel of the natural homomorphism from the polynomial algebra C[(ξ ij ) ij , z 1 , . . . , z n−1 ] to Z 0 is generated by the elements det − 1, z 2 1 − Δ 1 , . . . , z 2 n−1 − Δ n−1 . So we have generators and relations for Z 0 . By the construction from Subsection 1.5 we then obtain that the kernel I of the natural homomorphism from the polynomial algebra C[(ξ ij ) ij , u 1 , . . . , u n−1 , z 1 , . . . , z n−1 ] to Z 0 Z 1 is generated by the elements det
Now we give the monomials in the variables (ξ ij ) ij , u 1 , . . . , u n−1 , z 1 , . . . , z n−1 a monomial ordering which is the lexicographical product of an arbitrary monomial ordering on the monomials in the z i , the monomial ordering of Lemma 4 on the monomials in the u i and the monomial ordering of Lemma 3 on the ξ ij . 8 , u 1 , . . . , u n−1 , z 1 , . . . , z n−1 ] generated by these elements consists of the polynomials in I that have integral coefficients and that it has the Z-span of the monomials that are not divisible by any of the above leading monomials as a direct complement. This proves (i) and (ii).
(iii) The canonical images of the above monomials form a Z-basis of B. These monomials are the products of the monomials in the ξ ij that are not divisible by ξ nn · · · ξ 22 ξ 11 and the restricted monomials mentioned in the assertion. The canonical images of the monomials in the ξ ij that are not divisible by ξ nn · · · ξ 22 ξ 11 form a Z-basis of A.
(iv) As we have seen, the monomials with exponents < 2 in the z i form a basis of theZ 0 - First we introduce some more notation. For u ∈ Z we denote the canonical image of u inZ byū. For f ∈ C[Mat n ] we writef instead off . LetĀ be the Z-subalgebra ofZ generated by theξ ij and letB be the Z-subalgebra generated by the elementsξ ij ,ū 1 , . . . ,ū n−1 and z 1 , . . . ,z n−1 . For a commutative ring R we putĀ(R) = R ⊗ ZĀ andB(R) = R ⊗ ZB . Proof. Assume that there exist a, b ∈ L ⊗ R A \ {0} with ab = 0. By the above lemma we may assume that a, b ∈ F ⊗ R A \ {0} for some finite extension F of F . Let (e i ) i∈I be an R-basis of A. Let ν be an extension to F of the given valuation of F , let R be the valuation ring of ν, let K be the residue class field and let δ ∈ R be a uniformiser for ν. Note that R is a local ring and a principal ideal domain (and therefore a UFD) and that K is a finite extension of K (see e.g. [6, Chapter 8, Theorem 5.1]). By multiplying a and b by suitable integral powers of δ we may assume that their coefficients with respect to the basis (e i ) i∈I are in R and not all divisible by δ (in R ). By passing to the residue class field K we then obtain non-zero a , b
Proposition1. The following holds:
(i)∈ K ⊗ R (R ⊗ R A) = K ⊗ R A with a b = 0. 2
Remark.
The above lemmas also hold if we replace "zero divisors" by "non-zero nilpotent elements."
For t ∈ {0, . . . , n − 1} letB t be the Z-subalgebra generated by the elementsξ ij , u 1 , . . . ,ū n−1 andz 1 , . . . ,z t . SoB n−1 =B. For a commutative ring R we putB t (R) = R ⊗ ZBt . From (iv) and (v) of Proposition1 we deduce that the monomialsū Modifying the terminology of [11, §16.6], we define the Jacobian ideal of an m-tuple of polynomials ϕ 1 , . . . , ϕ m as the ideal generated by the k × k minors of the Jacobian matrix of ϕ 1 , . . . , ϕ m , where k is the height of the ideal generated by the ϕ i .
Theorem 4. If l is a power of an odd prime p, then Z is a unique factorisation domain.
Proof. We have seen in Subsection 3.1 that for n = 2 it holds without any extra assumptions on l, so assume that n 3. For the elimination of variables in the proof of Theorem 3 we only needed the invertibility ofd, so Z[d −1 ] is isomorphic to a localisation of a polynomial algebra and therefore a UFD. So, by Nagata's lemma, it suffices to prove thatd is a prime element of Z, i.e. thatZ = Z/(d) is an integral domain. We do this in 5 steps.
Step 1.B(K) is reduced for any field K.
We may assume that K is algebraically closed. SinceB(K) is a finiteĀ(K)-module it follows thatB(K) is integral overĀ(K) ∼ = K[Mat n ]/(det − 1, d). So its Krull dimension is n 2 − 2. By Proposition1(i),B(K) is isomorphic to the quotient of a polynomial ring over K in n 2 + 2(n − 1) variables by an ideal I which is generated by
Step 3.B 0 (C) is an integral domain.
This follows immediately from
Step 2 and Lemma 6 applied to the p-adic valuation of Q and with L = C.
Step 4.B t (C) is an integral domain for t = 0, . . . , n − 1.
We prove this by induction on t. For t = 0 it is the assertion of Step 3. Let t ∈ {1, . . . , n − 1} and assume that it holds for t − 1. ClearlyB t (C) =B t−1 (C)[z t ] ∼ =Bt−1(C)[x]/ (x 2 −Δ t ). So it suffices to prove that x 2 −Δ t is irreducible over the field of fractions ofB t−1 (C). Assume that x 2 −Δ t has a root in this field, i.e. thatΔ t = (v/w) 2 for some v, w ∈B t−1 (C) with w = 0. By the same arguments as in the proof of Lemma 5 we may assume that for some finite extension F of Q there exist v, w ∈B t−1 (F ) with w = 0 and w 2Δ t = v 2 . Let ν 2 be an extension to F of the 2-adic valuation of Q, let S 2 be the valuation ring of ν 2 , let K be the residue class field and let δ ∈ S 2 be a uniformiser for ν 2 . We may assume that the coefficients of v and w with respect to the Z-basis ofB t−1 mentioned earlier are in S 2 . Assume that the coefficients of w are all divisible by δ (in S 2 ). Then w = 0 in 
