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Abstract
In this short communication, we present optimality conditions for a class of non-smooth
variational problems. The main results are based on standard tools of functional analysis and
calculus of variations. Firstly we address a model with equality constraints and, in a second
step, a more general model with equality and inequality constraints, always in a general Banach
spaces context.
1 Introduction
In this article we present Lagrange multipliers results firstly for equality constraints mod-
els and, in a subsequent step, for a more general problem involving equality and inequality
constraints. The main reference for this article is [2]. Other relevant reference is [3].
We also highlight details on the function spaces addressed may be found in [1].
We start with some basic definitions.
Definition 1.1. Let U be a Banach space and let F : U → R be a functional. We say that F
is locally Lipschitz at u0 ∈ U if there exists r > 0 and K > 0 such that
|F (u)− F (v)| ≤ K‖u− v‖U , ∀u, v ∈ Br(u0).
The next definition is established similarly as those found in the reference [3].
Definition 1.2. Let U be a Banach space and let F : U → R be a locally Lipschitz functional
at u ∈ U . Let ϕ ∈ U. Under such statements, we define
Hu(ϕ) = sup
({un},{tn})⊂U×R+
{
lim sup
n→∞
F (un + tnϕ)− F (un)
tn
: un → u in U, tn → 0
+
}
.
We also define the generalized local sub-gradient of F at u, denoted by ∂0F (u), by
∂0F (u) = {u∗ ∈ U∗ : 〈ϕ, u∗〉U ≤ Hu(ϕ), ∀ϕ ∈ U}.
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In the next lines we prove some relevant auxiliary results.
Proposition 1.3. Considering the context of the last two definitions, we have
1.
Hu(ϕ1 + ϕ2) ≤ Hu(ϕ1) +Hu(ϕ2), ∀ϕ1, ϕ2 ∈ U.
2.
Hu(λϕ) = λHu(ϕ), ∀λ > 0, ϕ ∈ U.
Proof. Let u, ϕ1, ϕ2 ∈ U. Observe that
Hu(ϕ1 + ϕ2)
= sup
({un},{tn})⊂U×R+
{
lim sup
n→∞
F (un + tn(ϕ1 + ϕ2))− F (un)
tn
: un → u in U, tn → 0
+
}
= sup
({un},{tn})⊂U×R+
{
lim sup
n→∞
F (un + tn(ϕ1 + ϕ2))− F (un + tnϕ2) + F (un + tnϕ2)− F (un)
tn
: un → u in U, tn → 0
+
}
≤ sup
({vn},{tn})⊂U×R+
{
lim sup
n→∞
F (vn + tnϕ1)− F (un)
tn
: vn → u in U, tn → 0
+
}
+ sup
({un},{tn})⊂U×R+
{
lim sup
n→∞
F (un + tnϕ2)− F (un)
tn
: un → u in U, tn → 0
+
}
= Hu(ϕ1) +Hu(ϕ2). (1)
Similarly, let λ > 0, ϕ ∈ U . Thus,
Hu(λϕ)
= sup
({un},{tn})⊂U×R+
{
lim sup
n→∞
F (un + tnλϕ)− F (un)
tn
: un → u in U, tn → 0
+
}
= λ sup
({un},{tn})⊂U×R+
{
lim sup
n→∞
F (un + tnλϕ))− F (un)
tnλ
: un → u in U, tn → 0
+
}
= λ sup
({un},{tˆn})⊂U×R+
{
lim sup
n→∞
F (un + tˆnϕ))− F (un)
tˆn
: un → u in U, tˆn → 0
+
}
= λHu(ϕ). (2)
The proof is complete.
2 The Lagrange multiplier theorem for equality con-
straints and non-smooth optimization
In this section we state and prove a Lagrange multiplier theorem for non-smooth optimiza-
tion.
This first one is related to equality constraints.
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Theorem 2.1. Let U and Z be Banach spaces. Assume u0 is a local minimum of F (u) subject to
G(u) = θ, where F : U → R is locally Lipschitz at u0 and G : U → Z is a Fre´chet differentiable
transformation such that G′(u0) maps U onto Z. Finally, assume there exist α > 0 and K > 0
such that if ‖ϕ‖U < α then,
‖G′(u0 + ϕ)−G
′(u0)‖ ≤ K‖ϕ‖U .
Under such assumptions, there exists z∗0 ∈ Z
∗ such that
θ ∈ ∂0F (u0) + [G
′(u0)]
∗(z∗0),
that is, there exist u∗ ∈ ∂0F (u0) and z
∗
0 ∈ Z
∗ such that
u∗ + [G′(u0)]
∗(z∗0) = θ,
so that
〈ϕ, u∗〉U + 〈G
′(u0)ϕ, z
∗
0〉Z = 0,∀ϕ ∈ U.
Proof. Let ϕ ∈ U be such that
G′(u0)ϕ = θ.
From the proof of Theorem 11.3.2 in [2], there exists ε0 > 0, K1 > 0 and {ψ0(t), ∀0 < |t| < ε0}
such that
‖ψ0(t)‖U ≤ K1, ∀ 0 < |t| < ε0
and
G(u0 + tϕ+ t
2ψ0(t)) = θ, ∀ 0 < |t| < ε0,
so that from the hypothesis on F and u0,
F (u0 + tϕ+ t
2ψ0(t)) ≥ F (u0), ∀ 0 < |t| < ε1,
for some 0 < ε1 < ε0.
Thus,
F (u0 + tϕ+ t
2ψ0(t))− F (u0)
t
≥ 0, ∀ 0 < t < ε1.
From this, we obtain
Hu0(ϕ) ≥ 0, ∀ϕ ∈ N(G
′(u0)).
Hence,
Hu0(ϕ) ≥ 0 = 〈ϕ, θ〉U , ∀ϕ ∈ N(G
′(u0)). (3)
Therefore, from the Hahn-Banach theorem (see [2] for details), the functional f1 ≡ θ defined
on N(G′(u0)) may be extend to U through a functional f : U → R such that
f(ϕ) = 0 = 〈ϕ, θ〉U , ∀ϕ ∈ N(G
′(u0)),
and
f(ϕ) ≤ Hu0(ϕ), ∀ϕ ∈ U.
From the local Lipschitz property of F at u0, we have that Hu0 is a bounded functional, so
that f is also bounded.
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Hence, there exists u∗ ∈ U∗ such that
f(ϕ) = 〈ϕ, u∗〉U∗ , ∀ϕ ∈ U,
so that
Hu0(ϕ) ≥ 〈ϕ, u
∗〉U∗ , ∀ϕ ∈ U.
From this we obtain
u∗ ∈ ∂0F (u0).
On the other hand,
〈ϕ, u∗〉U = 0, ∀ϕ ∈ N(G
′(u0)).
Since G′(u0) is onto (closed range), we get u
∗ ∈ R([G′(u0)]
∗), so that there exists z∗0 ∈ Z
∗
such that
u∗ = [G′(u0)]
∗(−z∗0),
and thus,
u∗ + [G′(u0)](z
∗
0) = θ.
From this, we obtain
〈ϕ, u∗〉U + 〈ϕ, [G
′(u0)]
∗(z∗0)〉U = 0,
so that
〈ϕ, u∗〉U + 〈G
′(u0)ϕ, z
∗
0〉U = 0, ∀ϕ ∈ U.
3 The Lagrange multiplier theorem for equality and
inequality constraints for non-smooth optimization
In this section we develop a rigorous result concerning the Lagrange multiplier theorem for
the case involving equalities and inequalities.
Theorem 3.1. Let U,Z1, Z2 be Banach spaces. Consider a cone C in Z2 as specified in [2]
and such that if z1 ≤ θ and z2 < θ then z1 + z2 < θ, where z ≤ θ means that z ∈ −C and
z < θ means that z ∈ (−C)◦. The concerned order is supposed to be also that if z < θ, z∗ ≥ θ∗
and z∗ 6= θ then 〈z, z∗〉Z2 < 0. Furthermore, assume u0 ∈ U is a point of local minimum for
F : U → R subject to G1(u) = θ and G2(u) ≤ θ, where F is locally Lipschitz at u0, G1 : U → Z1,
G2 : U → Z2 are Fre´chet differentiable at u0 ∈ U . Suppose also G
′
1(u0) is onto and that there
exist α > 0,K > 0 such that if ‖ϕ‖U < α then
‖G′1(u0 + ϕ)−G
′
1(u0)‖ ≤ K‖ϕ‖U .
Finally, suppose there exists ϕ0 ∈ U such that
G′1(u0) · ϕ0 = θ
and
G′2(u0) · ϕ0 < θ.
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Under such hypotheses, there exists a Lagrange multiplier z∗0 = (z
∗
1 , z
∗
2) ∈ Z
∗
1 ×Z
∗
2 such that
θ ∈ ∂0F (u0) + [G
′
1(u0)]
∗(z∗1) + [G
′
2(u0)]
∗(z∗2),
z∗2 ≥ θ
∗,
and
〈G2(u0), z
∗
2〉Z2 = 0.
Summarizing, there exist u∗ ∈ ∂0F (u0) and (z
∗
1 , z
∗
2) ∈ Z
∗
1 × Z
∗
2 such that
〈ϕ, u∗〉U + 〈ϕ, [G
′
1(u0)]
∗(z∗1)〉U + 〈ϕ, [G
′
2(u0)]
∗(z∗2)〉U = 0, ∀ϕ ∈ U,
so that
〈ϕ, u∗〉U + 〈G
′
1(u0)ϕ, z
∗
1〉U + 〈G
′
2(u0)ϕ, z
∗
2〉U = 0, ∀ϕ ∈ U.
Proof. Let ϕ ∈ U be such that
G′1(u0) · ϕ = θ
and
G′2(u0) · ϕ = v − λG2(u0),
for some v ≤ θ and λ ≥ 0.
Select α ∈ (0, 1) and define
ϕα = αϕ0 + (1− α)ϕ.
Observe that G1(u0) = θ and G
′
1(u0) · ϕα = θ so that, from the proof of Theorem 11.3.2 in
[2], we may find K1 > 0, ε > 0 and ψ0(t) such that
G1(u0 + tϕα + t
2ψ0(t)) = θ, ∀ 0 < |t| < ε,
and
‖ψ0(t)‖U < K1,∀ 0 < |t| < ε.
Observe that
G′2(u0) · ϕα
= αG′2(u0) · ϕ0 + (1− α)G
′
2(u0) · ϕ
= αG′2(u0) · ϕ0 + (1− α)(v − λG2(u0))
= αG′2(u0) · ϕ0 + (1− α)v − (1− α)λG2(u0))
= v0 − λ0G2(u0), (4)
where,
λ0 = (1− α)λ,
and
v0 = αG
′
2(u0) · ϕ0 + (1− α)v < θ.
Hence, for t > 0
G2(u0 + tϕα + t
2ψ0(t)) = G2(u0) +G
′
2(u0) · (tϕα + t
2ψ0(t)) + r(t),
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where
lim
t→0+
‖r(t)‖
t
= 0.
Therefore from (4) we obtain
G2(u0 + tϕα + t
2ψ0(t)) = G2(u0) + tv0 − tλ0G2(u0) + r1(t),
where
lim
t→0+
‖r1(t)‖
t
= 0.
Observe that there exists ε1 > 0 such that if 0 < t < ε1 < ε, then
v0 +
r1(t)
t
< θ,
and
G2(u0)− tλ0G2(u0) = (1− tλ0)G2(u0) ≤ θ.
Hence
G2(u0 + tϕα + t
2ψ0(t)) < θ, if 0 < t < ε1.
From this there exists 0 < ε2 < ε1 such that
F (u0 + tϕα + t
2ψ0(t))− F (u0) ≥ 0, ∀ 0 < t < ε2, (5)
so that
F (u0 + tϕt + t
2ψ0(t))− F (u0)
t
≥ 0, ∀ 0 < t < min{1, ε2}, (6)
From this we obtain
Hu0(ϕ) ≥ 0,
if
G′1(u0) · ϕ = θ,
and
G′2(u0) · ϕ = v − λG2(u0),
for some v ≤ θ and λ ≥ 0. Define
A = {(Hu0(ϕ) + r, G
′
1(u0) · ϕ, G
′
2(u0)ϕ− v + λG2(u0))
: ϕ ∈ U, r ≥ 0, v ≤ θ, λ ≥ 0}. (7)
Observe that A is a convex set with a non-empty interior.
If
G′1(u0) · ϕ = θ,
and
G′2(u0) · ϕ− v + λG2(u0) = θ,
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with v ≤ θ and λ ≥ 0 then
Hu0(ϕ) ≥ 0.
From this and Hu0(θ) = 0, we have that (0, θ, θ) is on the boundary of A. Therefore, by the
Hahn-Banach theorem, geometric form, there exists
(β, z∗1 , z
∗
2) ∈ R× Z
∗
1 × Z
∗
2
such that
(β, z∗1 , z
∗
2) 6= (0, θ, θ)
and
β(Hu0(ϕ) + r) + 〈G
′
1(u0) · ϕ, z
∗
1〉Z1
+ 〈G′2(u0) · ϕ− v + λG2(u0), z
∗
2〉Z2 ≥ 0, (8)
∀ ϕ ∈ U, r ≥ 0, v ≤ θ, λ ≥ 0. Suppose β = 0. Fixing all variable except v we get z∗2 ≥ θ. Thus,
for ϕ = cϕ0 with arbitrary c ∈ R, v = θ, λ = 0, if z
∗
2 6= θ, then 〈G
′
2(u0) · ϕ0, z
∗
2〉Z2 < 0. Letting
c → +∞ through (8) we get a contradiction, so that z∗2 = θ. Since G
′
1(u0) is onto, a similar
reasoning lead us to z∗1 = θ, which contradicts (β, z
∗
1 , z
∗
2) 6= (0, θ, θ).
Hence, β 6= 0, and fixing all variables except r we obtain β > 0. There is no loss of generality
in assuming β = 1.
Again fixing all variables except v, we obtain z∗2 ≥ θ. Fixing all variables except λ, since
G2(u0) ≤ θ we get
〈G2(u0), z
∗
2〉Z2 = 0.
Finally, for r = 0, v = θ, λ = 0, we get
Hu0(ϕ) + 〈G
′
1(u0)ϕ, z
∗
1〉Z1 + 〈G
′
2(u0) · ϕ, z
∗
2〉Z2 ≥ 0 = 〈ϕ, θ〉U , ∀ϕ ∈ U.
From this we obtain
θ ∈ ∂0(F (u0) + 〈G1(u0), z
∗
1〉Z1 + 〈G2(u0), z
∗
2〉Z2) = ∂
0F (u0) + [G
′
1(u0)]
∗(z∗1) + [G
′
2(u0)]
∗(z∗2).
Therefore, there exists u∗ ∈ ∂0F (u0) such that
〈ϕ, u∗〉U + 〈ϕ, [G
′
1(u0)]
∗(z∗1)〉U + 〈ϕ, [G
′
2(u0)]
∗(z∗2)〉U = 0, ∀ϕ ∈ U,
so that
〈ϕ, u∗〉U + 〈G
′
1(u0)ϕ, z
∗
1〉U + 〈G
′
2(u0)ϕ, z
∗
2〉U = 0, ∀ϕ ∈ U.
The proof is complete.
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