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Abstract
We study multicomponent coagulation via the Smoluchowski coagulation equation un-
der non-equilibrium stationary conditions induced either by a source of small clusters or
by assuming that the solution has constant flux of mass towards large clusters. The coag-
ulation kernel can be very general, merely satisfying certain powerlaw asymptotic bounds
in terms of the total number of monomers in a cluster. The bounds contain two parame-
ters and we extend previous results for one-component systems to classify the parameter
values for which the above stationary solutions do or do not exist. The most striking
feature of these stationary solutions is that, whenever they exist, the solutions asymptot-
ically localize into a direction determined by the source: the ratio between momomers of
certain type to the total number of monomers in the cluster become closer to the ratio in
the source as the cluster size is increased. The proof relies on the control of asymptotic
scaling of the solutions for large cluster sizes provided by estimates on the mass current
observable of the system.
Keywords: Multicomponent coagulation dynamics; non-equilibrium; Smoluchowski’s
equation; source term; stationary injection solutions; constant flux solutions; mass flux.
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1 Introduction
Many processes of particle formation in the atmosphere are due to the aggregation of gas
molecules into small molecular clusters which grow by colliding with additional gas molecules
and with each other (cf. [20, 21]). The aggregation process of gas molecules to form larger
clusters is usually described using the so-called General Dynamic Equation (cf. [6]). This
model includes in particular effects like cluster-cluster reaction as well as cluster-gas reaction.
These reactions are reversible and the inverse process might take place.
In many interesting situations the particle clusters are made of aggregates of different
types of coagulating molecular types, called monomers. For instance, in the situations stud-
ied in [20] cluster compositions of two chemically distinct monomer types, an acid and a base,
are considered (the acid corresponds to sulfuric acid and the base to ammonia or dimethy-
lamine molecules). In such a two-component model, the relevant version of the General
Dynamic Equation must describe the concentrations nα of multicomponent clusters, with
α = (α1, α2) ∈ N20 \ {(0, 0)} where N0 = {0, 1, 2, 3, . . .} and α1 is the number of monomers
of a given type (say sulfuric acid) and α2 is the number of monomers of the other type (say
ammonia) which enter in the composition of a cluster.
In the general case of clusters α = (α1, α2, . . . , αd) ∈ Nd0 consisting of d different monomer
types, the relevant version of the General Dynamic Equation which includes coagulation,
fragmentation, and monomer injection is the following
∂tnα =
1
2
∑
β<α
Kα−β,βnα−βnβ − nα
∑
β>0
Kα,βnβ +
∑
β>0
Γα+β,αnα+β − 1
2
∑
β<α
Γα,βnα+
∑
|β|=1
sβδα,β
(1.1)
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where |α| denotes the ℓ1 norm of α, namely
|α| =
d∑
j=1
αj . (1.2)
Moreover, we will assume that in (1.1) we have α 6= O = (0, 0, . . . , 0) .
The coefficients Kα,β describe the coagulation rate between clusters with compositions α
and β, and the coefficients Γα,β describe the fragmentation rate of clusters of composition
α into two clusters, one with composition β and the other with (α− β). Suppose that
α = (α1, α2, . . . , αd) and β = (β1, β2, . . . , βd) . We use the notation β < α to indicate that
βk ≤ αk for all k = 1, 2, . . . , d, and in addition α 6= β.We denote as sβ the source of monomers
characterized by the composition β. In (1.1), we have only allowed source terms with |β| = 1
which correspond to clusters with only one molecule of any type, i.e., they correspond to the
d monomers. We will relax this condition in the results to allow for source terms sβ which
are supported on a finite set of values β.
The coefficients Kα,β yield the coagulation rate between clusters α and β to produce
clusters (α+ β) . The form of these coefficients depends on the specific mechanism which is
responsible for the aggregation of the clusters. These coefficients have been computed using
kinetic models under different assumptions on the particle sizes and the processes describing
the motion of the clusters. An important factor for these rates is that the coagulating clusters
are typically immersed in some background gas which is at thermal equilibrium and whose
particles are inert, in the sense that they do not aggregate between themselves nor with the
monomers (in the atmosphere, the background is provided by air which is mainly composed of
nitrogen molecules). The mean free path of a cluster in such a background gas is of particular
relevance for the rates.
Various choices of the coagulation kernel have been described in the literature, see e.g.
the textbook [6]. To illustrate two commonly occurring choices, let us consider electrically
neutral clusters which are either small or very large compared to their mean free path in the
background gas. For clusters whose size is much smaller than their mean free path, one can
use the free molecular regime coagulation kernel (cf. [6] and [20] for details):
Kα,β =
(
3
4π
) 1
6
√
6kBT
̺
(
1
V (α)
+
1
V (β)
) 1
2 (
(V (α))
1
3 + (V (β))
1
3
)2
. (1.3)
where V (α) is the volume of the cluster characterized by the composition α, and ρ denotes
the mass density of the monomers inside the cluster, assumed for simplicity not to depend on
the composition. The other parameters relate to properties of the background gas: T is the
absolute temperature, and kB denotes the Boltzmann constant.
Another commonly used alternative occurs when the mean free path between collisions of
a cluster with the background gas particles is much smaller than the cluster size. Then, it is
more appropriate to use the diffusive coagulation or Brownian kernel
Kα,β =
2kBT
3µ
(
1
(V (α))
1
3
+
1
(V (β))
1
3
)(
(V (α))
1
3 + (V (β))
1
3
)
(1.4)
where µ is the viscosity of the background gas.
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If we assume that the volume scales linearly with the number of monomers in the cluster,
i.e., if
k1 |α| ≤ V (α) ≤ k2 |α| with 0 < k1 ≤ k2 <∞ , (1.5)
then both of the above kernels satisfy the assumptions of our results. The inequalities (1.5)
hold, for instance, if we assume V (α) =
∑d
j=1 αjvj where vj > 0 for each j = 1, 2, . . . , d.
In this paper we will ignore the fragmentation terms in (1.1), and set Γα,β = 0. The
rationale for this, as discussed in [7], is that in the situations we are interested, the formation
of larger particles is energetically favourable and therefore only the coagulation of clusters
must be taken into account. This yields the following evolution problem
∂tnα =
1
2
∑
β<α
Kα−β,βnα−βnβ − nα
∑
β>0
Kα,βnβ +
∑
β
sβδα,β . (1.6)
We are interested in the steady states of (1.6) as well as in the steady states of the continuous
version of (1.6) which is given by
∂tf (x) =
1
2
∫
{0<ξ<x}
dξK (x− ξ, ξ) f (x− ξ) f (ξ)
−
∫
Rd
dξK (x, ξ) f (x) f (ξ) + η (x) , x ∈ Rd , x > 0 (1.7)
where given x = (x1, x2, . . . , xd) , y = (y1, y2, . . . , yd) we recall the previously introduced
comparison notation: x < y whenever x ≤ y componentwise, and x 6= y. In particular,∫
{0<ξ<x}
dξ =
∫ x1
0
dξ1
∫ x2
0
dξ2 · · ·
∫ xd
0
dξd .
In this paper we will consider the stationary solutions to the problems (1.6) and (1.7). In
order to obtain nontrivial solutions we will require that
∑
β sβ 6= 0 in (1.6). In the case of
(1.7) we will assume that η is a Radon measure with 0 <
∫
η (dx) <∞.
1.1 Coagulation kernel assumptions
We will restrict our attention to the class of coagulation kernels satisfying the following
inequalities
c1 (|α|+ |β|)γ Φ
( |α|
|α|+ |β|
)
≤ Kα,β ≤ c2 (|α|+ |β|)γ Φ
( |α|
|α|+ |β|
)
, α, β ∈ Nd0 \ {O} (1.8)
c1 (|x|+ |y|)γ Φ
( |x|
|x|+ |y|
)
≤ K (x, y) ≤ c2 (|x|+ |y|)γ Φ
( |x|
|x|+ |y|
)
, x, y ∈ Rd+ \ {O}
(1.9)
where
Φ (s) = Φ (1− s) for 0 < s < 1 , Φ (s) = 1
sp (1− s)p for 0 < s < 1 , p ∈ R , (1.10)
where 0 < c1 ≤ c2 < ∞. This class of kernels includes in particular the previously discussed
kernels, (1.3) and (1.4). We stress that even though the bound functions are isotropic, i.e.,
invariant under permutation of components, the kernels need not to be.
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The existence of steady states to the problems (1.6), (1.7) in the case d = 1 has been
considered in [7]. The class of kernels considered in [7] is slightly less general than those
covered by the assumptions (1.8)–(1.10). Indeed, the conditions assumed in [7] (with d = 1)
are
c1
(
αγ+λβ−λ + βγ+λα−λ
)
≤ Kα,β ≤ c2
(
αγ+λβ−λ + βγ+λα−λ
)
, (1.11)
c1
(
xγ+λy−λ + yγ+λx−λ
)
≤ K (x, y) ≤ c2
(
xγ+λy−λ + yγ+λx−λ
)
(1.12)
for some γ, λ ∈ R. It is readily seen that the kernels satisfying (1.11), (1.12) satisfy also
(1.8)–(1.10) with p = max {λ,− (γ + λ)} (assuming d = 1). On the other hand, for any
p ∈ R with p ≥ −γ2 there exists at least one value λ ∈ R such that max {λ,− (γ + λ)} =
p. In fact, we can take by definiteness λ = p, since then − (γ + λ) ≤ 2p − λ = λ, and
therefore, max {λ,− (γ + λ)} = λ = p. If p < −γ2 it is not possible to choose λ such that
p = max {λ,− (γ + λ)} . Therefore, the class of kernels satisfying (1.8)–(1.10) is strictly larger
than the class satisfying (1.11), (1.12).
The main result proven in [7] is that, in the case d = 1, there exist stationary solutions
to (1.6), (1.7) with kernels satisfying (1.11), (1.12) if and only if |γ + 2λ| < 1. In this paper
we will prove that in the multicomponent case and under the assumptions (1.8)–(1.10), there
exists a stationary solution to (1.6), (1.7) if and only if
γ + 2p < 1 . (1.13)
In fact, (1.13) implies the condition |γ + 2λ| < 1 if p = max {λ,− (γ + λ)} . There are two
possibilities: If λ ≥ − (γ + λ), we have γ + 2λ ≥ 0 and, since p = λ, (1.13) is equivalent to
γ+2λ < 1. If λ < − (γ + λ), we have γ+2λ < 0, p = − (γ + λ) , and thus (1.13) is equivalent
to γ + 2λ > −1. Therefore, (1.13) holds if and only if |γ + 2λ| < 1, whenever the two cases
can be compared.
Notice that these steady states yield a transfer of monomers from small clusters to large
clusters in the space of clusters sizes. Their existence express the balance between the injection
of small clusters (e.g. monomers) and the transport of these monomers towards clusters of
infinite size due to the coagulation mechanism. The non-existence of these steady states is
due to the fact that the transport of monomers towards large clusters is too fast and cannot
be balanced by any monomers injection, and therefore no equilibrium regime is possible.
It is interesting to note that the existence or nonexistence of stationary solutions to (1.6),
(1.7) is independent of the number of components d here. Both cases are also already rep-
resented by the two example kernels discussed above: In the case of kernels with the form
(1.3), we have γ = 16 and p =
1
2 . Thus the inequality (1.13) is not satisfied, and there are no
stationary solutions. On the other hand, in the case of kernels with the form (1.4) we have
γ = 0 and p = 13 . Then the inequality (1.13) holds, and there exists at least one stationary
solution.
However, we should point out that the assumptions (1.8)–(1.10) for multicomponent co-
agulation processes might be too restrictive for some physical phenomena since the estimates
are uniform with respect to the particle type, depending only on the total number of particles
in the cluster. They can be estimated like their one-component counterparts replacing the
composition vectors α and x by the sums |α| , |x|. The physical meaning of the assumption
is that all the types of monomers composing the clusters of the system have a similar effect
in the transport mechanism yielding the coagulation process, at least asymptotically for large
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clusters. This assumption will fail for instance if we deal with clusters composed by different
kinds of monomers some with electrical charge and some without. In this paper we will focus
only on kernels satisfying (1.8)–(1.10) which includes in particular the kernels (1.3) and (1.4).
1.2 Asymptotic localization
The main novelty of this paper is a property of the steady states to (1.6), (1.7) which is
specific to the multicomponent coagulation system, i.e., occurs only if d > 1. This property,
called here localization, consists in the fact that the mass in the stationary solutions to (1.6),
(1.7) concentrates for large values of the cluster size |α| or |x| along a specific direction of
the cone Rd+. More precisely, we can find some relative width of the strip, ζ > 0, such that
if {nα}α∈Nd0\{O} or f are solutions to (1.6) or (1.7), respectively, there exists a vector θ ∈ R
d
+
satisfying |θ| = 1 such that for any ε > 0 the following inequalities hold (respectively for
{nα}α or f)
lim
R→∞
∑
{R≤|α|≤ζR}∩
{∣∣∣ α|α|−θ
∣∣∣<ε
} nα∑
{R≤|α|≤ζR} nα
= 1 or lim
R→∞
∫
{R≤|x|≤ζR}∩
{∣∣∣ x|x|−θ
∣∣∣<ε
} f (dx)∫
{R≤|x|≤ζR} f (dx)
= 1. (1.14)
In fact, the direction θ can be uniquely determined from the source term, sβ or η, in the
sense that θj will agree with the total relative injection rate of monomers of type j. Thus
the flux of monomers towards large cluster sizes occurs via clusters with essentially fixed
relative monomer compositions. Let us remark that (1.14) is a non-equilibrium property
which cannot be derived from a variational principle such as by minimization of the free
energy or any other thermodynamic potential. On the contrary, the localization property
emerges as a consequence of the coagulation dynamics. Note that for systems of the form
(1.6), (1.7) the detailed balance property fails.
Asymptotic localization appears to be a very generic feature of multicomponent coagu-
lation, including time-dependent problems. This has been shown to occur for the constant
kernel K = 1 in [14], using the fact that for the constant kernel the solutions to (1.6) can
be obtained explicitly by means of Laplace transform methods. In a forthcoming paper [8],
a similar localization property will be shown for mass conserving solutions of the coagulation
equation (i.e. with η = 0 or sβ = 0), asymptotically for long times.
In addition to the localization properties mentioned above, in this paper we will prove
the existence of steady states to (1.6), (1.7) under the assumption (1.13) and nonexistence of
steady states if γ + 2p ≥ 1, by adapting techniques developed in [7]. As indicated in [7], the
physical rationale behind the nonexistence of stationary solutions to (1.6) for some collision
kernels is that for such kernels the aggregation of monomers with large clusters is so fast that
it cannot be compensated by the constant addition of monomers given by the injection term∑
|β|=1 sβδα,β . We emphasize that the steady states of (1.6), (1.7), whose existence is proved
in this paper, are stationary non-equilibrium solutions for an open system.
Most of the mathematical analysis of coagulation equations has been made for one-
component systems, i.e., d = 1. On the other hand, there are only a few papers addressing
the problem of the coagulation equations with injection terms like
∑
|β|=1 sβδα,β or η. This
issue has been discussed in [7] and we refer to that paper for additional references.
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1.3 Main notations and structure
In this paper we will denote the non-negative real numbers and integers by R+ := [0,∞)
and N0 := {0, 1, 2, . . .}, respectively. We also use a subindex “∗” to denote restriction of
real-component vectors x to those which satisfy x > 0, i.e., for which xi > 0 for some i. In
particular, we denote R∗ := R+ \ {0}, Rd∗ := Rd+ \ {O} and Nd∗ := Nd0 \ {O}. Assuming that
X is a locally compact Hausdorff space, for example X = Rd∗, we denote with Cc (X) the
space of compactly supported continuous functions from X to C, and let C0(X) denote its
completion in the standard sup-norm. Moreover, we will denote as M+(X) the collection of
non-negative Radon measures on X, not necessarily bounded, and as M+,b(X) its subspace
consisting of bounded measures. We recall that M+(X) can be identified with the space of
positive linear functionals on Cc(X) via Riesz–Markov–Kakutani theorem.
We will use indistinctly η(x)dx and η(dx) to denote elements of the above measure spaces.
The notation η(dx) will be preferred when performing integrations or when we want to em-
phasize that the measure might not be absolutely continuous with respect to the Lebesgue
measure. In addition, “dx” will often be dropped from the first notation, typically when the
measure eventually turns out to be absolutely continuous.
We also use the notation 1{P} to denote the generic characteristic function of a condition
P : 1{P} = 1 if the condition P is true, and otherwise 1{P} = 0.
The plan of the paper is the following. In Section 2 we informally discuss the different
types of stationary solutions considered in this paper (constant injection solutions, constant
flux solutions, . . . ). In Section 2.2 we introduce rigorously the definition of solutions studied
in this paper. In Section 3 we collect all the statements of the main results that we prove
(existence, nonexistence, localization). Section 4 contains two technical results which are
repeatedly used in the rest of the paper. The proof of the existence of the steady states is the
content of Section 5, and the appropriate steps to generalize the one-component result about
non-existence to the present setup are given in Section 6. Section 7 provides some estimates
for the stationary solutions whose existence was proven in Section 5. These estimates are
used, in particular, in the proof of the localization results presented in Section 8.
2 Different types of stationary solutions for coagulation equa-
tions
We now introduce different types of stationary solutions of (1.6), (1.7) which will be considered
in this paper. These classes of solutions have been discussed in [7] in the case d = 1. We will
adapt the definitions used in that paper to the multicomponent case. We recall that in all the
cases discussed in this Section, the solutions are stationary, nonequilibrium solutions yielding
a constant flux of monomers towards large clusters. We discuss shortly here these classes of
solutions as well as their physical meaning.
2.1 Flux and constant flux solutions in multicomponent systems
In this section, we first introduce different concepts of stationary solutions used in this paper.
The rigorous, more detailed, definitions are collected in Subsection 2.2.
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2.1.1 Stationary injection solutions
The stationary solutions of (1.6), (1.7) are described respectively by the equations
0 =
1
2
∑
β<α
Kα−β,βnα−βnβ − nα
∑
β>0
Kα,βnβ +
∑
β∈Nd∗
sβδα,β , α ∈ Nd∗ , (2.1)
0 =
1
2
∫
{0<y<x}
K (x− y, y) f (x− y, t) f (y, t) dy −
∫
Rd∗
K (x, y) f (x, t) f (y, t) dy
+ η (x) , x ∈ Rd∗ . (2.2)
We will assume that the sequence sβ is supported in a finite set of values of β. On the other
hand, we will assume that η ∈ M+
(
Rd∗
)
is a Radon measure compactly supported in the set
x ≥ 1, where 1 = (1, 1, . . . , 1) ∈ Rd∗ (for examples of how to relax the assumptions about the
source, we refer to a recent preprint [11] where compact support is not required assuming that
the solution f is absolutely continuous with respect to the Lebesgue measure). In this paper
we are mostly interested in the solutions of the equations (2.1), (2.2) which we call stationary
injection solutions. Their detailed definition will be given in Section 2.2.
2.1.2 Constant flux solutions
In addition to the above injection solutions, in the one-component case (d = 1) we have
considered in [7] a family of solutions of (2.2) with η = 0 that we have termed as constant flux
solutions. The terminology and motivation arise from the fact that the coagulation equation
without a source, at least formally, conserves “total mass”, the function
∫
xf(x, t)dx. This
conservation law leads to a continuity equation, which may be written as
∂t(xf(x, t)) + ∂xJ(x; f) = 0 ,
where the flux can be defined by
J (x; f) =
∫ x
0
dy
∫ ∞
x−y
dz K (y, z) yf (y) f (z) .
In this case, we find that f is a stationary solution if and only if for all x > 0
∂xJ (x; f) = 0 , (2.3)
i.e., if and only if the flux is constant in x. Therefore, if there is J0 ≥ 0 and a measure
f ∈ M+ (R∗) such that
J (x; f) = J0 , for all x > 0 , (2.4)
we say that f is a constant flux solution. We say that the solution has a non-trivial flux if
J0 > 0. In this case, clearly also f 6= 0.
In the above one-dimensional case, any sufficiently regular constant flux solution f also
has the property that
0 = −1
x
∂xJ(x; f) =
1
2
∫ x
0
K (x− y, y) f (x− y, t) f (y, t) dy −
∫ ∞
0
K (x, y) f (x, t) f (y, t) dy .
(2.5)
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Comparing the result with (2.2) shows that these are stationary solutions to the original
evolution equation without source, albeit with a slightly non-standard physical interpretation
as solutions with non-trivial source of “particles” located at x = 0. Indeed, one practical
use for the constant flux solutions comes from the observation that they can provide the
asymptotics of stationary injection solutions. It has been proven in [7] that the stationary
injection solutions both of the discrete and the continuous model (cf. (2.1), (2.2)) behave
for large values of α or x as a constant flux solution. More precisely, rescaling nα or f in a
suitable manner we obtain some measures that converge for large values to a measure which
satisfies (2.4). We refer to [7] for the detailed results.
In the multicomponent case without source, the total mass of each of the particle species
is conserved, so there are now d mass continuity equations, as derived below. In addition,
the analogue of (2.3) is a vectorial divergence equation. Therefore, it is not possible to
characterize the fluxes at a given point just by one number. In order to define a suitable
concept of constant flux solutions in the multicomponent case we must take into account
that, if d > 1, we cannot expect the solutions of (2.5) to be uniquely characterized by the flux
of particles across all the surfaces {|x| = R} for arbitrary values of R > 0, where the norm
| · | is as in (1.2). Let us introduce the change of variables x→ (|x| , θ) where θ = x|x| ∈ ∆d−1
where we denote by ∆d−1 the simplex
∆d−1 =
{
θ ∈ Rd∗ : |θ| = 1
}
. (2.6)
Then, the detailed distribution of the measure f in the variable θ in each surface {|x| = R}
must be obtained from the generalization of equation (2.3) to the multicomponent case and
it cannot be determined just from the values of the fluxes across these surfaces.
We now rewrite equation (2.2) in the form of divergences of fluxes. To this end, we
choose a component j ∈ {1, 2, . . . , d} and multiply (2.2) by xj . Expanding in the first term
xj = (x− ξ)j + ξj and using the symmetry ξ ↔ (x− ξ), we obtain
0 =
∫
{0<ξ<x}
dξK (x− ξ, ξ) (x− ξ)j f (x− ξ) f (ξ)−
∫
Rd∗
dξK (x, ξ)xjf (x) f (ξ) + xjη (x) .
We then multiply this equation by a test function ϕ ∈ Cc(Rd∗). The support of ϕ is a compact
subset of Rd+ \ {O} and thus it is bounded and separated by a finite distance from the origin.
Thus we can find a, b > 0 with a < b such that the support of ϕ is contained in the set
{x : |x| ∈ [a, b]}. Then, using Fubini and assuming that all the integrals appearing in the
computations are finite, we obtain
0 =
∫
Rd∗
dξ
∫
Rd∗
dx [ϕ (x+ ξ)− ϕ (x)]K (x, ξ) xjf (x) f (ξ) +
∫
Rd∗
xjη (x)ϕ (x) dx (2.7)
Here
ϕ (x+ ξ)− ϕ (x) =
∫ 1
0
ξ · ∇xϕ (x+ tξ) dt
and thus
0 =
∫ 1
0
dt
∫
Rd∗
dξ
∫
Rd∗
dx [ξ · ∇xϕ (x+ tξ)]K (x, ξ)xjf (x) f (ξ) +
∫
Rd∗
xjη (x)ϕ (x) dx
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Using the change of variables y = x+ tξ in the first integral we obtain
0 =
∫ 1
0
dt
∫
Rd∗
dξ
∫
{tξ<y}
dy [ξ · ∇yϕ (y)]K (y − tξ, ξ) (y − tξ)j f (y − tξ) f (ξ)
+
∫
Rd∗
xjη (x)ϕ (x) dx .
Applying Fubini’s Theorem we obtain
0 =
∫
Rd∗
dy∇yϕ (y) ·
[∫ 1
0
dt
∫
{0<ξ< yt }
dξ ξ (y − tξ)j K (y − tξ, ξ) f (y − tξ) f (ξ)
]
+
∫
Rd∗
xjη (x)ϕ (x) dx .
The final result can be interpreted in the sense of distributions as a vector equation
divx
(∫ 1
0
dt
∫
{0<ξ<xt }
dξ ξ ⊗ (x− tξ)K (x− tξ, ξ) f (x− tξ) f (ξ)
)
= xη (x)
or in a more detailed manner for each of the coordinates
div (Jj (x)) = xjη (x) , j = 1, 2, . . . , d , (2.8)
where each Jj itself is a vector-valued distribution with
(Jj)i (x) =
∫ 1
0
dt
∫
{0<ξ<xt }
dξ ξi (xj − tξj)K (x− tξ, ξ) f (x− tξ) f (ξ) , j = 1, 2, . . . , d .
(2.9)
In the case of constant flux solutions, i.e., in the absence of the source term η, equation (2.8)
becomes
div (Jj (x)) = 0 , j = 1, 2, . . . , d . (2.10)
Note that the equations (2.8), (2.10) indeed correspond to the conservation laws associated
with the transport of each of the components of the clusters of the system.
In order to quantify the fluxes of different monomer types which characterize the solutions
of (2.10) we introduce the following notation. We will write
ΣR =
{
x ∈ Rd∗ : |x| = R
}
for each R > 0 .
Note that then ΣR = R∆
d−1. The outward-pointing unit vector n, with respect to the simplex
{x ∈ Rd+ : 0 ≤ |x| ≤ R}, is given at any point of ΣR by
n =
1√
d
(1, 1, . . . , 1) .
Let us for simplicity assume that each Jj(x) is a regular function which satisfies (2.10)
and is zero if xi ≤ 0 for any component i. We integrate (2.10) over the set {x ∈ Rd+ : R1 ≤
10
|x| ≤ R2}, for arbitrary 0 < R1 < R2 and use Stokes’ theorem. This shows that there is
A ∈ Rd such that ∫
ΣR
[Jj (x) · n] dSx = Aj , for all j = 1, 2, . . . , d, R > 0 (2.11)
where dSx is the surface area element. It readily follows from (2.9) that Aj ≥ 0 for each
j ∈ {1, 2, . . . , d}, i.e., A ∈ Rd+. In particular, we find that the flux of monomers of type j is
constant across all the surfaces ΣR.
In contrast to the case d = 1, finding f for which equations (2.11) hold does not imply
that f satisfies (2.10). This is due to the fact that in the case d = 1 the set ΣR is just a point
for each R > 0. If d > 1 the relation (2.11) does not specify the distribution of the fluxes
Jj (x) in each surface ΣR and this distribution must be obtained from the equations (2.10).
One of the results of this paper is to prove that the solutions of (2.9), (2.10) are Dirac-like
measures f supported along a line {x = λb : λ > 0} for some vector b ∈ Rd+ with |b| = 1. Let
us point out that indeed there exist solutions with that form. To this end it is convenient
to reformulate (2.10) in weak form and to change to the coordinate system (|x| , θ) indicated
above.
Taking into account (2.7), it is natural to define a weak solution of (2.10) as a measure
f ∈ M (Rd∗) satisfying
0 =
∫
Rd∗
dξ
∫
Rd∗
dx [ϕ (x+ ξ)− ϕ (x)]K (x, ξ) xjf (x) f (ξ) (2.12)
for each j = 1, 2, . . . , d and every test function ϕ ∈ C1c
(
Rd∗
)
(see Section 2.2 for a precise
definition of weak solutions).
2.1.3 Change to (r, θ)−variables
It is convenient to rewrite (2.12) using the new coordinates (r, θ) with r = |x| > 0 and
θ = 1|x|x ∈ ∆d−1 for x ∈ Rd∗. The inverse map R∗ ×∆d−1 → Rd∗ is given by
x = rθ , r > 0, θ ∈ ∆d−1. (2.13)
We compute the Jacobian of the mapping x→ (r, θ) . We use the variables θ1, θ2, . . . , θd−1 to
parametrize the simplex and set then
θd = 1−
d−1∑
j=1
θj .
Thus, the change of variables is x → (r, θ1, θ2, . . . , θd−1). Therefore, with the above implicit
definition of θd,
∂ (x1, x2, . . . , xd)
∂ (r, θ1, θ2, . . . , θd−1)
=
∣∣∣∣∣∣∣∣∣∣∣∣
θ1 θ2 θ3 . . . θd−1 θd
r 0 0 . . . 0 −r
0 r 0 . . . 0 −r
. . . . . . r . . . . . . . . .
0 0 0 . . . 0 −r
0 0 0 0 r −r
∣∣∣∣∣∣∣∣∣∣∣∣
= Dd (r; θ1, θ2, . . . , θd) .
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We can iterate, developing the determinant by columns. Then
Dd (r; θ1, θ2, . . . , θd) = (−1)d−1 rd−1θ1 − rDd−1 (r; θ2, θ3, . . . , θd)
Iterating, we arrive to
Dd (r; θ1, θ2, . . . , θd) = (−1)d−1 rd−1 (θ1 + θ2 + . . . + θd) = (−r)d−1
Then
dx =
∣∣∣∣ ∂ (x1, x2, . . . , xd)∂ (r, θ1, θ2, . . . , θd−1)
∣∣∣∣ drdθ1dθ2 . . . dθd−1 = rd−1drdθ1dθ2 . . . dθd−1 .
We can write dθ1dθ2 . . . dθd−1 in terms of the area element of the simplex. We just use
dS (θ) =
√
1 + (∇θh)2dθ1dθ2 . . . dθd−1 .
with θd = h (θ1, θ2, . . . , θd−1) . We will denote the element of area of the simplex as dτ (θ).
Explicitly,
dτ (θ) =
√
d dθ1dθ2 . . . dθd−1
Thus,
dx =
rd−1√
d
drdτ (θ) . (2.14)
We can now rewrite (2.12) using the above results. Suppose that x = rθ and ξ = ρσ. We
then have |x+ ξ| = r + ρ. On the other hand,
x+ ξ
|x+ ξ| =
r
r + ρ
θ +
ρ
r + ρ
σ .
We define the kernel function in these new variables by
G (r, ρ; θ, σ) = K (rθ, ρσ) , (2.15)
and replace the measure f by the measure F ∈ M+(R∗ ×∆d−1) which is uniquely fixed by
the requirement that∫
ψ(r, θ)
rd−1√
d
F (r, θ)drdτ (θ) =
∫
ψ(|x|, x/|x|)f(x)dx , (2.16)
for all test functions ψ ∈ Cc(R∗ × ∆d−1). The normalization with the Jacobian is made to
guarantee that if f is absolutely continuous, then the respective density functions transform
as expected. Then (2.12) is found to be equivalent with∫ ∞
0
rddr
∫ ∞
0
ρd−1dρ
∫
∆d−1
dτ (θ)
∫
∆d−1
dτ (σ)G (r, ρ; θ, σ)
×
[
ψ
(
r + ρ,
r
r + ρ
θ +
ρ
r + ρ
σ
)
− ψ (r, θ)
]
θjF (r, θ)F (ρ, σ) = 0 , (2.17)
for all j = 1, 2, . . . , d and ψ ∈ C1c (R∗ ×∆d−1) (note that for any compact subset of Rd∗ there
is an open neighbourhood of Rd in which the above change of variables is a diffeomorphism).
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2.1.4 A family of weighted Dirac-δ solutions
Suppose that K is continuous and homogeneous with homogeneity γ. If the kernel K satisfies
(1.9), (1.10) with γ+2p < 1, we claim that we then have a family of solutions of (2.17) given
by the following weighted Dirac δ-measures
F (r, θ) =
C0
r
γ+1
2
+d
δ (θ − θ0) , C0 > 0 , (2.18)
where θ0 ∈ ∆d−1 is fixed but arbitrary. To see this, first note that rr+ρθ0 + ρr+ρθ0 = θ0, and
thus then (2.17) is equivalent to
(θ0)j
∫ ∞
0
rddr
∫ ∞
0
ρd−1dρ
G (r, ρ; θ0, θ0)
r
γ+1
2
+dρ
γ+1
2
+d
[ψ (r + ρ, θ0)− ψ (r, θ0)] = 0. (2.19)
Notice that the integral in (2.19) is well defined for ψ ∈ C1c (R∗ ×∆d−1) and γ + 2p < 1.
We now rewrite (2.19) in a more convenient form. First, since θ0 ∈ ∆d−1, there is at least
one j such that (θ0)j > 0. Thus the factor (θ0)j may be dropped from (2.19). Then for any
ψ ∈ C1c (R∗ ×∆d−1) we may employ inside the integrand the identity
ψ (r + ρ, θ0)− ψ (r, θ0) =
∫ r+ρ
r
∂ψ
∂t
(t, θ0) dt =
∫ b
a
1{t≥r}1{t<r+ρ}
∂ψ
∂t
(t, θ0) dt.
where 0 < a < b are such that the support of ψ lies in [a, b] × ∆d−1. Therefore, applying
Fubini, (2.19) is seen to be equivalent with∫ b
a
dt
∂ψ
∂t
(t, θ0)
∫ t
0
rddr
∫ ∞
t−r
ρd−1dρ
G (r, ρ; θ0, θ0)
r
γ+1
2
+dρ
γ+1
2
+d
= 0 .
Integrating by parts we obtain∫ ∞
0
dt ψ(t, θ0)
∂
∂t
(∫ t
0
rddr
∫ ∞
t−r
ρd−1dρ
G (r, ρ; θ0, θ0)
r
γ+1
2
+dρ
γ+1
2
+d
)
= 0 . (2.20)
Since this needs to hold for all allowed ψ, we find that it is valid if and only if there is
J0 ≥ 0 such that
J0 =
∫ t
0
rddr
∫ ∞
t−r
ρd−1dρ
G (r, ρ; θ0, θ0)
r
γ+1
2
+dρ
γ+1
2
+d
, for all t > 0 . (2.21)
This equation is indeed satisfied if K is a homogeneous kernel, since then G (λr, λρ; θ0, θ0) =
λγG (r, ρ; θ0, θ0) for each λ > 0, and thus∫ t
0
rddr
∫ ∞
t−r
ρd−1dρ
G (r, ρ; θ0, θ0)
r
γ+1
2
+dρ
γ+1
2
+d
=
t2d+1
tγ+1+2d
∫ 1
0
rddr
∫ ∞
1−r
ρd−1dρ
G (tr, tρ; θ0, θ0)
r
γ+1
2
+dρ
γ+1
2
+d
=
∫ 1
0
rddr
∫ ∞
1−r
ρd−1dρ
G (r, ρ; θ0, θ0)
r
γ+1
2
+dρ
γ+1
2
+d
is constant.
Using the same procedure to simplify the general case (2.17) yields an alternative way of
prescribing the fluxes through the surfaces {|x| = R}. This will be made precise in Section
2.2 (cf. Definitions 2.3).
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2.1.5 Stationary solutions with a prescribed concentration of monomers
As a third possibility used in the literature to obtain stationarity of solutions to coagulation
equation, let us briefly mention using, instead of sources, boundary conditions to fix the
concentration of monomers to some given value in (2.1). The one-component case has already
been considered in [7], but the definition becomes more involved here due to the fact that we
have a multicomponent system.
Explicitly, we would then be interested in solutions of
0 =
1
2
∑
β<α
Kα−β,βnα−βnβ − nα
∑
β>0
Kα,βnβ , |α| /∈ {0, 1} (2.22)
We will say that {nα}α∈Nd∗\{O} is a stationary solution of (2.22) with a prescribed concentration
of monomers, if it solves (2.22) and in addition it satisfies∑
{α:αj=1}
nα = cj for each j = 1, 2, 3, . . . , d (2.23)
for a given set of concentrations {cj}dj=1 ∈ Rd+.
The existence of solutions of the problem (2.22), (2.23) for a given set of concentrations
{cj}dj=1 is not evident at all. If we have an injection solution to (2.1) for a set of sources
{sα}{|α|=1} , then we have a solution of (2.22), (2.23) for the corresponding values of cj ob-
tained by means of the sum (2.23). However, there is not any reason to expect that any
set of concentrations {cj}dj=1 could be obtained by means of a suitable choice of sources
{sα}{|α|=1} . It has been seen in [7] that in the case d = 1 the problem (2.22)–(2.23) can be
solved if |γ + 2λ| < 1 and kernels with the form (1.11), (1.12).
2.2 Rigorous definition of the classes of steady state solutions
We define now in a precise mathematical way the solutions that we will consider in this paper.
Definition 2.1 Let η ∈ M+,b
(
Rd∗
)
with support contained in the set
{
x ∈ Rd∗ : 1 ≤ |x| ≤ L
}
for some L > 1. Suppose that K is continuous and it satisfies (1.9), (1.10). We will say that
f ∈ M+
(
Rd∗
)
is a stationary injection solution to (2.2) if f is supported in
{
x ∈ Rd∗ : |x| ≥ 1
}
and satisfies ∫
Rd∗
|x|γ+pf(dx) <∞ (2.24)
as well as the identity
0 =
1
2
∫
Rd∗
∫
Rd∗
K (x, y) [ϕ (x+ y)− ϕ (x)− ϕ (y)] f (dx) f (dy) +
∫
Rd∗
ϕ (x) η (dx) (2.25)
for any test function ϕ ∈ C1c
(
Rd∗
)
.
For the definition, we recall the notation Rd∗ := Rd \ {O} and that we use the ℓ1-norm in
Rd∗, i.e., |x| =
∑
j |xj |. For the next step, given a measure f ∈ M+
(
Rd∗
)
, it will be convenient
to begin using the measures F ∈ M+(R∗ ×∆d−1) defined by (2.16). This change of measure
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from f to F should be understood via the Riesz–Markov–Kakutani theorem applied to the
linear functional
ϕ 7→
∫
Rd∗
√
d
|x|d−1ϕ(|x|, x/|x|)f(x)dx , ϕ ∈ Cc(R∗ ×∆
d−1) .
Clearly, if F (r, θ)drdτ(θ) denotes the unique non-negative Radon measure associated with this
functional, then F satifies also (2.16). In addition, if f satisfies the assumptions in Definition
2.1, we also have that the support of F lies in [1,∞)×∆d−1 and F satisfies∫
R∗×∆d−1
rd−1+γ+pF (r, θ)drdτ(θ) <∞ .
In order to define stationary injection solutions for the discrete equation (2.1) we use the
fact that the solutions of (2.1) can be thought as solutions f of (2.2) where f is supported
at the elements of Nd∗ = Nd0 \ {O}. More precisely, suppose that the sequence {nα}α∈Nd∗ is a
solution of (2.1), i.e., it satisfies
0 =
1
2
∑
β<α
Kα−β,βnα−βnβ − nα
∑
β>0
Kα,βnβ + sα , α ∈ Nd∗ , (2.26)
and we assume that there is L > 1 such that sα = 0 whenever |α| > L. We define
f (x) =
∑
α∈Nd∗
nαδ (x− α) (2.27)
as well as
η (x) =
∑
α∈Nd∗
sαδ (x− α) . (2.28)
Then η satisfies the assumptions of Definition 2.1 with the same parameter L.
With these identifications in mind, we can then define a solution of (2.26) as follows:
Definition 2.2 Suppose that {sα}α∈Nd∗ is a non-negative sequence supported in a finite col-
lection of values α. We say that a sequence {nα}α∈Nd∗ , with nα ≥ 0 for α ∈ Nd∗, is a stationary
injection solution of (2.26) if ∑
α∈Nd∗
|α|γ+pnα <∞ ,
and the measure f ∈ M+
(
Rd∗
)
defined by means of (2.27) is a solution of (2.2) in the sense
of Definition 2.1.
Note that the assumptions made about nα guarantee that the associated measure f is sup-
ported in
{
x ∈ Rd∗ : |x| ≥ 1
}
and satisfies (2.24).
Finally, let us detail also the definition of the constant flux solutions associated to the
equation (2.2) with η = 0, i.e., to the equation
0 =
1
2
∫
{0<y<x}
K (x− y, y) f (x− y, t) f (y, t) dy −
∫
Rd∗
K (x, y) f (x, t) f (y, t) dy . (2.29)
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Definition 2.3 Suppose that K is continuous and it satisfies (1.9), (1.10). We say that
f ∈ M (Rd∗) is a stationary solution of (2.29) if (2.24) is satisfied and (2.25) holds with
η = 0, for every test function ϕ ∈ C1c
(
Rd∗
)
.
We then define the total flux across the surface {|x| = R} as the vector-valued function
A(R) ∈ Rd+, R > 0, defined by
Aj(R) =
1
d
∫
(0,R]×∆d−1
drdτ (θ)
∫
(R−r,∞)×∆d−1
dρdτ (σ) rdρd−1F (r, θ)F (ρ, σ) θjG (r, ρ; θ, σ) ,
(2.30)
where the function G is defined as in (2.15) and the measure F using (2.16), as explained
above. We say that f is a non-trivial constant flux solution of (2.29) if it is a stationary
solution and there is J0 > O such that A(R) = J0 for all R > 0.
Remark 2.4 The above definition of flux, (2.30), is obtained by a similar computation as
leading to the special case in (2.21) with the additional assumption that the test-function is
constant in the simplex-variable θ; the details of this argument may be found in the proof of
Theorem 3.1. Note that in the one-component case to impose that the fluxes are constant, i.e.
(2.30), implies that f is a solution to the coagulation equation. This does not automatically
happen in the multicomponent case and this explains why we need to further assume (2.25)
here.
3 Main results
3.1 Existence and nonexistence results
We state in this Section the main results proven in this paper. We begin with a few relevant
generalizations of results obtained in [7]. They are natural extensions from one- to multi-
component systems of the existence and non-existence of stationary injection solutions to
(2.2) and (2.26), as well as of the constant flux solutions to (2.29).
We first describe the existence results for the injection solutions:
Theorem 3.1 Suppose that K is a continuous symmetric function that satisfies (1.9), (1.10)
with γ+2p < 1. Suppose that η ∈ M+,b
(
Rd∗
)
is supported inside the set
{
x ∈ Rd∗ : 1 ≤ |x| ≤ L
}
for some L > 1. Then, there exists a stationary injection solution f ∈ M+
(
Rd∗
)
to (2.2) in
the sense of Definition 2.1.
Theorem 3.2 Suppose that K is symmetric and satisfies (1.8), (1.10) with γ + 2p < 1. Let
{sα}α∈Nd∗ be a non-negative sequence supported on a finite number of values α. Then, there
exists a stationary injection solution {nα}α∈Nd∗ to (2.26) in the sense of Definition 2.2.
Remark 3.3 Notice that the assumptions on the kernels K in Theorems 3.1, 3.2 are more
general than those in [7], since the assumptions on the kernels (1.11), (1.12) were used there.
Therefore, the results in this paper provide an improvement of the earlier results even in the
case of one component, d = 1.
Remark 3.4 Let us point out that no uniqueness of the solutions is claimed in Theorems 3.1,
3.2. The issue of uniqueness of stationary injection solutions is an interesting open problem.
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The restrictions for the values of γ an p in Theorems 3.1, 3.2 are not only sufficient to
have stationary injection solutions, but they are also necessary. Indeed, we have the following
results, which are analogous to Theorems 2.4, 5.3. in [7].
Theorem 3.5 Suppose that K is a continuous symmetric function that satisfies (1.9), (1.10)
with γ+2p ≥ 1. Suppose that η ∈ M+,b
(
Rd∗
)
is supported inside the set
{
x ∈ Rd∗ : 1 ≤ |x| ≤ L
}
for some L > 1. Then there are no solutions to (2.2) in the sense of Definition 2.1.
Theorem 3.6 Suppose that K is symmetric and satisfies (1.8), (1.10) with γ + 2p ≥ 1. Let
{sα}α∈Nd∗ be a nonnegative sequence supported on a finite number of values α. Then there are
no solutions to (2.26) in the sense of Definition 2.2.
Concerning the constant flux solutions to (2.29) we have already seen in Section 2 that
(2.18) defines a constant flux solution to (2.29) in the sense of Definition 2.3 if γ +2p < 1, at
least when K is a homogeneous kernel function. If γ + 2p ≥ 1, such solutions do not exist.
This is the content of the following Theorem.
Theorem 3.7 Suppose that K satisfies (1.9), (1.10) with γ+2p ≥ 1. There are no non-trivial
constant flux solutions to (2.29), in the sense of Definition 2.3.
3.2 Localization results
The main novel result of this paper is a rigorous proof of the so-called localization in the above
described stationary solutions. It turns out that the solutions to (2.2), (2.26) concentrate
along a straight line as |x| or |α| tend to infinity respectively. The precise results are stated
in the following.
Theorem 3.8 Suppose that K is a continuous symmetric function that satisfies (1.9), (1.10)
with γ+2p < 1. Suppose that η ∈ M+,b
(
Rd∗
)
is supported inside the set
{
x ∈ Rd∗ : 1 ≤ |x| ≤ L
}
for some L > 1 and η 6= 0. Let f ∈ M+
(
Rd∗
)
be a stationary injection solution of (2.2) in the
sense of Definition 2.1 and let F be defined by means of (2.16). Then, there exists b > 0 and
a function δ : R∗ → R+ with limR→∞ δ (R) = 0 such that
lim
R→∞
(∫
[R,R/b] dr
∫
∆d−1∩{|θ−θ0|≤δ(R)} dτ (θ)F (r, θ)∫
[R,R/b] dr
∫
∆d−1 dτ (θ)F (r, θ)
)
= 1 (3.1)
where
θ0 =
∫
Rd∗
xη (x) dx∫
Rd∗
|x| η (x) dx ∈ ∆
d−1 . (3.2)
Notice that Theorem 3.8 implies that any stationary injection solution of (2.2) concentrates
for large values of |x| along the direction x = |x| θ0. A similar result holds for the discrete
problem, since the solutions of (2.26) are solutions of (2.2) supported in the points with integer
coordinates Nd∗. We have the following result:
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Theorem 3.9 Suppose that K is symmetric and satisfies (1.8), (1.10) with γ + 2p < 1. Let
{sα}α∈Nd∗ be a nonnegative sequence supported on a finite number of values α, and assume
the sequence is not identically zero. Suppose that {nα}α∈Nd∗ is a stationary injection solution
to (2.26) in the sense of Definition 2.2. Then, there exists b > 0 and a function δ : R∗ → R+
with limR→∞ δ (R) = 0 such that
lim
R→∞


∑
{R≤|α|≤R/b}∩
{∣∣∣ α|α|−θ0
∣∣∣≤δ(R)
} nα∑
{R≤|α|≤R/b} nα

 = 1 (3.3)
where
θ0 =
∑
α∈Nd∗ sαα∑
α∈Nd∗ sα |α|
∈ ∆d−1 . (3.4)
We will prove also that the constant flux solutions to (2.29) are always supported along a
half-line {x = rθ0 : r > 0} and their analysis can be reduced to the constant flux solutions in
the one-component case d = 1. More precisely we have:
Theorem 3.10 Suppose that K is a continuous symmetric function that satisfies (1.9),
(1.10) with γ + 2p < 1. Suppose that f ∈ M+
(
Rd∗
)
is a constant flux solution to (2.29)
in the sense of Definition 2.3 with total flux J0 > O. We define F as in (2.16) and G as in
(2.15). Then,
F (r, θ) =
H (r)
rd−1
δ(θ − θ0)
where θ0 = J0/|J0| ∈ ∆d−1 and H ∈ M+ (R∗) is a constant flux solution for the one-
component coagulation equation with the kernel K˜ (r, ρ) = G (r, ρ; θ0, θ0) .
Remark 3.11 We observe that we did not require the kernel K to be homogeneous in The-
orems 3.1, 3.2, nor in Theorems 3.5, 3.6, 3.7, for which the upper and lower estimates (1.8),
(1.9), (1.10) suffice. We do not need the homogeneity assumption neither for the asymptotic
localization of stationary injection solutions (Theorems 3.8, 3.9) nor to prove the complete
localization of constant flux solutions in Theorem 3.10. Notice that, if the kernel K is homo-
geneous, there are constant flux solutions to (2.29) with H (r) = r−
γ+3
2 (cf. (2.18)) However,
we cannot expect all the constant flux solutions to the one-dimensional coagulation equation
to be power-law solutions, even for homogeneous kernels. Indeed, there are one-dimensional
coagulation kernels for which there exist constant flux solutions which are not power laws (cf.
[9]).
4 Some technical tools
4.1 Reduction of the problem to the case p = 0
The kernels K satisfying (1.8)–(1.10) can be characterized by the two parameters γ, p. It
turns out that, using a suitable change of variable, we can transform the problems described
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in Section 2 with kernels K into similar problems with new kernels K˜ but with parameters
γ˜ = γ + 2p and p˜ = 0.
To see this, we will use an idea introduced in [4] (see also [2])1. Before formulating the
precise results, we explain the idea in the case of the continuous coagulation equation (2.2).
Suppose that f ∈ M+
(
Rd∗
)
solves (2.2). We can rewrite this equation as
0 =
1
2
∫
{0<ξ<x}
dξ [K (x− ξ, ξ) |x− ξ|p |ξ|p] f (x− ξ)|x− ξ|p
f (ξ)
|ξ|p
−
∫
Rd∗
dξ [K (x, ξ) |x|p |ξ|p] f (x)|x|p
f (ξ)
|ξ|p + η (x) .
Therefore, if we multiply the measure f by the strictly positive continuous function x 7→ |x|−p,
i.e., if we define h (x) dx = |x|−p f(x)dx, we find that it solves the following equation
0 =
1
2
∫
{0<ξ<x}
dξK˜ (x− ξ, ξ)h (x− ξ) h (ξ)−
∫
R
d
+
dξK˜ (x, ξ) h (x)h (ξ) + η (x) (4.1)
where
K˜ (x, y) = K (x, y) |x|p |y|p (4.2)
Notice that (4.1) has the same form as (2.2). However, the bounds for the kernel K˜ are
simpler than those for K. Namely, we recall that K satisfies (1.9), (1.10), and thus obtain
the bounds
c1 (|x|+ |y|)γ |x|p |y|pΦ
( |x|
|x|+ |y|
)
≤ K˜ (x, y) ≤ c2 (|x|+ |y|)γ |x|p |y|pΦ
( |x|
|x|+ |y|
)
.
Denoting s = |x||x|+|y| , we then obtain
c1 (|x|+ |y|)γ+2p sp (1− s)pΦ (s) ≤ K˜ (x, y) ≤ c2 (|x|+ |y|)γ+2p sp (1− s)pΦ (s) .
By (1.10), this implies
c1 (|x|+ |y|)γ+2p ≤ K˜ (x, y) ≤ c2 (|x|+ |y|)γ+2p , x, y ∈ Rd∗ . (4.3)
Therefore, h solves (4.1) which is the same equation as (2.2) with a kernel K˜ satisfying
(4.3). The new kernel thus satisfies (1.9) after replacing γ by γ˜ = γ + 2p and p by p˜ = 0.
In addition, the supports of h and f are the same, and the moment bound (2.24) is true for
f , γ, and p, if and only if it is true for h, γ˜, and p˜. In other words, it is enough to study
the problem considered in this paper for bounded kernels and arbitrary homogeneity. Notice
that exactly the same argument can be made in the weak formulation of (2.2), as well as in
the discrete problem (2.1). Therefore we can reduce the discrete problem considered in this
paper to an analogous problem with kernel
K˜ (α, β) = K (α, β) |α|p |β|p (4.4)
which satisfies an estimate
c1 (|α|+ |β|)γ+2p ≤ K˜ (α, β) ≤ c2 (|α|+ |β|)γ+2p . (4.5)
These observations can be summarized as follows:
1We thank P. Laurencot for conveying the idea and related references to us; a slightly different combination
of the scaling idea with techniques of [7] may be found in the recent preprint [11].
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Theorem 4.1 The following statements hold:
(i) Let η ∈ M+,b
(
Rd∗
)
be supported inside the set
{
x ∈ Rd∗ : 1 ≤ |x| ≤ L
}
for some L > 1.
Suppose that K is continuous and it satisfies (1.9), (1.10). The Radon measure f ∈
M+
(
Rd∗
)
is a stationary injection solution to (2.2) in the sense of Definition 2.1 if and
only if the Radon measure h (x) = f(x)|x|p is a stationary injection solution to (2.2) with
the kernel K˜ defined in (4.2). The kernel K˜ satisfies (4.3).
(ii) Suppose that {sα}α∈Nd∗\{O} is a sequence supported in a finite number of values α. Let
us assume that the kernel K satisfies (1.8), (1.10). Then the sequence {nα}α∈Nd∗ is
a stationary injection solution to (2.26) in the sense of Definition 2.2 if and only if
the sequence
{|α|−p nα}α∈Nd∗ is a stationary injection solution to (2.26) with kernel K˜
defined in (4.4). The kernel satisfies (4.5).
(iii) Suppose that K is continuous and it satisfies (1.9), (1.10). The Radon measure f ∈
M+
(
Rd+
)
is a constant flux solution to (2.29) in the sense of Definition 2.3 if and only
if the Radon measure h (x) = f(x)|x|p is a constant flux solution to (2.29) with the kernel
K˜ defined in (4.2). The kernel K˜ satisfies (4.3).
Therefore, it is sufficient to consider kernels satisfying (1.8)–(1.10) with p = 0. Equiva-
lently, we need to examine kernels satisfying (4.3), (4.5).
4.2 A technical Lemma
The following result which will be extensively used in the rest of the paper has been proven
as Lemma 2.9 in [7]. It allows to transform estimates of averaged integrals in estimates in
the whole line. We also particularize here to powerlaw upper bounds zq, q ∈ R, which is the
most common case occuring in this paper. This requires estimating separately the three cases
q < −1, q = −1, and q > −1 using the assumption R > a/b, with slightly varying dependence
of the constant C on the parameters in each of the cases.
Lemma 4.2 Let a > 0, R ≥ a and b ∈ (0, 1) be such that bR > a. Suppose f ∈ M+(R∗),
ϕ ∈ C(R∗), g ∈ L1([a,R]), and g, ϕ ≥ 0. If
1
z
∫
[bz,z]
ϕ(x)f(dx) ≤ g(z) , for z ∈ [a,R] , (4.6)
then ∫
[a,R]
ϕ(x)f(dx) ≤
∫
[a,R] g(z)dz
ln(b−1)
+Rg(R) . (4.7)
In particular, if g(z) = c0z
q, with q ∈ R and c0 ≥ 0, there is a constant C > 0 which
depends only on b and q, such that∫
[a,R]
ϕ(x)f(dx) ≤ Cc0
∫
[a,R]
zqdz . (4.8)
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5 Proof of the existence of stationary injection solutions
In this Section we prove Theorems 3.1, 3.2.
5.1 Continuous coagulation equation
We first prove Theorem 3.1. Notice that due to Theorem 4.1 it is enough to prove the Theorem
under the additional assumptions γ < 1, p = 0. In particular, then the coagulation kernel
satisfies (4.3) with p = 0.
We will follow the same strategy as in [7]. This consists in proving first the existence of
stationary injection solutions for a truncated version of the problem in which the kernel K is
replaced by a compactly supported kernel. We will then derive estimates for the solutions of
these truncated problems that are uniform in the truncation parameter and we can then take
the limit in the truncated problem and derive a solution to (2.2). Given that the arguments
are rather similar to those in [7] we will skip some of the details.
We first define the truncated kernel. We will make two truncations, the first one to
obtain a bounded kernel and the second one to obtain a kernel with compact support. Before
describing these truncations in detail we prove that there exists a stationary injection solution
for a large class of coagulation equations with bounded, compactly supported kernels. This
result will be used later as an auxiliary tool.
We will use the following Assumptions to characterize a class of solutions in a simplified
setup where M is a cutoff parameter, K = KM is a suitably bounded kernel, and we addi-
tionally cut off the “gain term” for large values of |x|. This will result in unique solvability
of the coagulation evolution equation, and imply existence of stationary solutions.
Assumption 5.1 (cutoff model) We will make the following assumptions on the fixed source
term η, on the kernel KM and on the cutoff function ζM .
(i) Consider a source term η ∈ M+,b
(
Rd∗
)
. There exists a real number L ≥ 1 such that
supp (η) ⊂ {x : 1 ≤ |x| ≤ L}.
(ii) The kernel KM : R
d∗ × Rd∗ → R+ is a continuous, nonnegative, symmetric function.
Suppose that M , a1, a2 are constants such that M > 2L, with L as in item (i), and
0 < a1 < a2. Assume that the kernel KM satisfies
KM (x, y) ≤ a2 for all (x, y) ∈
(
R
d
∗
)2
.
We assume also
KM (x, y) ∈ [a1, a2] for (|x|, |y|) ∈ [1,M ]2
and
KM (x, y) = 0 if (|x| , |y|) /∈
(
0, 2M
)2
.
(iii) We assume that ζM is a fixed cutoff function such that ζM ∈ C
(
Rd∗
)
,
0 ≤ ζM ≤ 1, ζM (x) = 1 for 0 < |x| ≤ 1
2
M, and ζM (x) = 0 for |x| ≥M.
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The cutoff function ζM will be used to inactivate the “gain term” for large cluster sizes.
Explicitly, in the simplified problem we study solutions to the evolution equations
∂tf(x, t) =
ζM (x)
2
∫
{0<y<x}
KM (x− y, y)f(x− y, t)f(y, t)dy
−
∫
Rd∗
KM (x, y)f(x, t)f(y, t)dy + η(x) , (5.1)
where the kernel KM , the source η, and the function ζM are as in Assumption 5.1. In
particular we are interested in the steady states associated to (5.1). These satisfy
0 =
ζM (x)
2
∫
{0<y<x}
KM (x− y, y)f(x− y, t)f(y, t)dy −
∫
Rd∗
KM (x, y)f(x, t)f(y, t)dy + η(x) .
(5.2)
We will restrict our attention to solutions of (5.2) which vanish for small and very large
cluster sizes. More precisely, we will use the following concept of solution to (5.2).
Definition 5.2 Suppose that Assumption 5.1 holds. We will say that f ∈ M+(Rd∗), satisfy-
ing f
({
x ∈ Rd∗ : |x| < 1 or |x| > M
})
= 0, is a stationary injection solution to (5.1) if the
following identity holds for any test function ϕ ∈ Cc
(
Rd∗
)
:
0 =
1
2
∫
Rd∗
∫
Rd∗
KM (x, y) [ϕ (x+ y) ζM (x+ y)− ϕ (x)− ϕ (y)] f (dx) f (dy) +
∫
Rd∗
ϕ (x) η (dx) .
(5.3)
In order to prove the existence of a stationary injection solution to (5.1) in the sense of
Definition 5.2 we will argue as in [7] and we will obtain these solutions as a fixed point for
the corresponding evolution problem. Due to the close analogy with the results in [7] we will
just present them and sketch the main arguments leading to their proof here. We first prove
the following result.
Proposition 5.3 Suppose that Assumption 5.1 holds. Then, for any initial condition f0
satisfying f0
({
x ∈ Rd∗ : |x| < 1 or |x| > M
})
= 0 and for any T > 0, there exists a unique
time-dependent solution f ∈ C1([0, T ] ,M+,b(Rd∗)) to (5.1) which solves it in the classical
sense. Moreover, we have
f
({
x ∈ Rd∗ : |x| < 1 or |x| > M
}
, t
)
= 0 , for 0 ≤ t ≤ T , (5.4)
and the following estimate holds∫
Rd∗
f(dx, t) ≤
∫
Rd∗
f0(dx) + Ct , t ≥ 0 , (5.5)
for C =
∫
Rd∗
η(dx) ≥ 0 which is independent of f0, t, and T .
The proof of Proposition 5.3 reduces to the reformulation of (5.1) as an integral equation
by means of an application of the Duhamel principle. The well-posedness result then follows
by means of a standard fixed point argument. The estimate (5.5) is a consequence of the
inequality ∂t
(∫
Rd∗
f(dx, t)
)
≤ ∫
Rd∗
η(dx) which follows by integration of (5.1). Given that the
argument is just a small adaptation of the similar one in [7, Proposition 3.6] we will skip the
details of the proof.
The solution f obtained in Proposition 5.3 has a number of useful properties needed later:
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Proposition 5.4 Suppose that Assumption 5.1 holds. Let f0 ∈ M+,b(Rd∗) be as in the state-
ment of Proposition 5.3 and let f ∈ C1([0, T ] ,M+,b(Rd∗)) be the solution to (5.1) which has
been obtained in Proposition 5.3. Then, the following properties hold.
(i) The function f is a weak solution to (5.1), i.e., for a test function ϕ ∈ C1([0, T ] , Cc
(
Rd∗
)
)
and any T > 0 the following identity holds
d
dt
∫
Rd∗
ϕ (x, t) f (dx, t)−
∫
Rd∗
∂tϕ (x, t) f (dx, t)
=
1
2
∫
Rd∗
∫
Rd∗
KM (x, y) [ϕ (x+ y, t) ζM (x+ y)− ϕ (x, t)− ϕ (y, t)] f (dx, t) f (dy, t)
+
∫
Rd∗
ϕ (x, t) η (dx) , for every t ∈ [0, T ] . (5.6)
(ii) The following inequality is satisfied
∂t
(∫
Rd∗
f (dx, t)
)
≤ −a1
2
(∫
Rd∗
f (dx, t)
)2
+
∫
Rd∗
η (dx) . (5.7)
(iii) For each M > 1 we define a topological vector space
XM =
{
f ∈ M+,b(Rd∗) : f
({
x ∈ Rd∗ : |x| < 1 or |x| > M
})
= 0
}
endowed with the weak topology of measures, i.e., the ∗-weak topology inherited as a
closed subspace of C0(R
d∗)∗. If R > 0, the subset UR :=
{
f ∈ XM :
∫
Rd∗
f(dx) ≤ R
}
is compact and metrizable in this topology. For each t > 0 we define an operator
S (t) : XM → XM by means of S (t) f0 = f (·, t) , with f (·, t) as in Proposition 5.3.
Then the family of operators {S (t)}t≥0 define a continuous semigroup in XM . More
precisely, we have
S (0) = I , S (t1 + t2) = S (t1)S (t2) for each t1, t2 ∈ R+ , (5.8)
the mapping f 7→ S (t) f with f ∈ XM is continuous in XM for each t ≥ 0. Moreover,
the mapping t 7→ S (t) f from R+ to XM is continuous for each f ∈ XM .
Proof: All the results contained in Proposition 5.4 are small adaptations of similar results
contained in [7]. Therefore, we just sketch the main ideas and refer to that paper for details.
The proof of (i) is a consequence of the fact that f is a classical solution to (5.1). We
then compute ddt
(∫
Rd∗
ϕ (x, t) f (dx, t)
)
and write it in terms of the coagulation kernel using
(5.1). Using the regularity properties of ϕ and f , and applying Fubini’s theorem to rewrite
the term containing convolution in (5.1), we obtain (5.6).
Inequality (5.7) in item (ii) follows using a test function ϕ (x, t) which takes the value 1
for 1 ≤ |x| ≤ M, combined with the fact that ζM ≤ 1 and that K (x, y) ≥ a1 > 0 in the
support of the measure f (dx, t) f (dy, t) .
The statements in item (iii) about the space XM and its intersections with norm-topology
balls, UR, follow from standard results in functional analysis, in particular, by using the
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Banach–Alaogu theorem; more details may be found in [7]. The properties of S (t) in (5.8)
follow from the definition of S (t) and the uniqueness result in Proposition (5.3). The only
nontrivial results to be proven are the continuity properties of S (t) . The continuity of t 7→
S (t) f follows from the differentiability of f in the t variable, yielding even Lipschitz-type
estimates for the dependence, cf. Eq. (3.20) in [7].
The continuity of f 7→ S (t) f in the weak topology of measures is the most involved part
of the results but it can also be proven as in [7]. The basic idea is to prove that the mappings
f0 7→
∫
Rd∗
ϕ (x) f (dx, t) change continuously for every test function ϕ ∈ Cc
(
Rd∗
)
. Considering
the evolution of ϕ in terms of the adjoint equation from the time t to the time 0 we obtain a
new function, denoted as ϕ0 ∈ Cc
(
Rd∗
)
, such that∫
Rd∗
ϕ (x) f (dx, t) =
∫
Rd∗
ϕ0 (x) f0 (dx) .
Therefore,
∫
Rd∗
ϕ (x) f (dx, t) changes continuously if
∫
Rd∗
ϕ0 (x) f0 (dx) does. This gives the
desired continuity in the weak topology of measures and the result follows. We refer to [7] for
further details. 
We can now prove the existence of stationary injection solutions to (5.1) in the sense
of Definition 5.2. We observe that to prove the existence of stationary solutions finding
fixed points for the corresponding evolution semigroup has been often used in the study of
coagulation equations. We refer for instance to [5, 10, 17, 18, 19]. Similar ideas have been
used also to construct stationary solutions of more general classes of kinetic equations. See
for instance [12, 13, 15].
Proposition 5.5 Under the assumptions of Proposition 5.3, there exists a stationary injec-
tion solution fˆ ∈ M+,b(Rd∗) to (5.1) as in Definition 5.2.
Proof: The argument is analogous to the one in [7], and we again merely provide a sketch of
the the main details. The key idea is to construct an invariant region in the space XM under
the evolution semigroup S (t) . To this end notice that (5.7) implies that for R ≥
√
2
∫
Rd∗
η(dx)
a1
the set
UR =
{
f ∈ XM :
∫
Rd∗
f(dx) ≤ R
}
(5.9)
is invariant under the evolution semigroup S (t) , i.e., S (t) (UR) ⊂ UR. By Proposition 5.4,
the set UR is convex and compact in the weak topology of measures. Since the operator
S (δ) : UR → UR is continuous in the same topology, it follows from Schauder’s fixed point
theorem that there exists a fixed point fˆδ for each δ > 0. Given that UR is metrizable and
therefore sequentially compact, there exists a sequence δn → 0 and fˆ ∈ UR such that fˆδn → fˆ
in the weak topology of measures.
It only remains to prove that S (t) fˆ = fˆ for any t ≥ 0. To this end we use the semigroup
property of S (t) to show that S (mδn) fˆδn = fˆδn for each m ∈ N. For any t > 0, there exists
a sequence {mn}n∈N with mn ∈ N such that mnδn → t as n → ∞. Then, using the earlier
mentioned continuity estimates of (t, f) 7→ S (t) f , it follows that S (mnδn) fˆδn → S (t) fˆ , and
since S (mnδn) fˆδn = fˆδn → fˆ , we obtain S (t) fˆ = fˆ and the Proposition follows. 
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We can now prove Theorem 3.1.
Proof of Theorem 3.1. Due to Theorem 4.1, item (i), it is enough to prove the result for p = 0
and γ < 1. Therefore, we will restrict our attention to kernels of the form
K (x, y) = (|x|+ |y|)γ Φ (x, y) (5.10)
where Φ is continuous, symmetric, and
0 < C1 ≤ Φ (x, y) ≤ C2 <∞ , for x, y ∈ Rd∗. (5.11)
We recall that we do not assume that the kernels K (x, y) are homogeneous for this result.
We define a class of truncated kernels by means of
Kε (x, y) = min
{
(|x|+ |y|)γ , 1
ε
}
Φ (x, y) + ε , ε > 0 (5.12)
The kernels Kε are bounded in R
d∗×Rd∗ for each ε > 0. Moreover, they satisfy also Kε (x, y) ≥
ε > 0 for any (x, y) ∈ Rd∗ × Rd∗. We will assume in the following that ε ≤ 1, and add further
restrictions to its upper bound later on. Note that if γ ≤ 0, the truncation by the minimum
in (5.12) will not have any effect since we are interested in solutions supported in |x| ≥ 1 and
|y| ≥ 1.
We now introduce another truncation to obtain compactly supported kernels. To this end
we choose a symmetric function oM ∈ Cc(R∗ × R∗) such that for x, y ∈ Rd∗, r, s > 0,
ωM (x, y) := oM (|x|, |y|) , oM (r, s) =
{
1 , if 1 ≤ r, s ≤M ,
0 , if r ≥ 2M or s ≥ 2M . (5.13)
Note that then ωM ∈ Cc(Rd∗ × Rd∗) and it is symmetric. We then define truncated kernels
Kε,M by means of
Kε,M (x, y) = Kε (x, y)ωM (x, y) , x, y ∈ Rd∗ . (5.14)
Each of these kernels satisfies the requirements of KM in Assumption 5.1.
We finally choose a function pM ∈ C(R∗) satisfying Assumption 5.1 for d = 1. Then
defining ζM (x) := pM (|x|) satisfies Assumption 5.1 for general d. The hypothesis of Theorem
3.1 imply that η satisfies the requirements for this function in Assumption 5.1. Therefore, the
above choices result in a system which satisfies all conditions required in Assumption 5.1, and
thus Proposition 5.5 implies the existence of a stationary injection solution fε,M ∈ M+,b(Rd∗)
satisfying fε,M
({
x ∈ Rd∗ : |x| < 1 or |x| > M
})
= 0 and
1
2
∫
Rd∗
∫
Rd∗
Kε,M (x, y) [ϕ (x+ y) ζM (x+ y)− ϕ (x)− ϕ (y)] fε,M (dx) fε,M (dy) (5.15)
+
∫
Rd∗
ϕ (x) η (dx) = 0
for any test function ϕ ∈ Cc(Rd∗).
We now derive uniform estimates for the family of solutions fε,M in order to take the
limits M → ∞ and then ε → 0. To this end, it will be convenient to use the coordinates
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(r, θ) introduced in (2.13) and defined as r = |x| , θ = x|x| . We write also ρ = |y| , σ = y|y| as
well as ϕ (x) = ψ (r, θ), Kε,M (x, y) = Gε,M (r, ρ; θ, σ), and fε,M (x) = Fε,M (r, θ), as defined
in (2.16). Then (5.15) becomes
1
2d
∫
R∗
rd−1dr
∫
R∗
ρd−1dρ
∫
∆d−1
dτ (θ)
∫
∆d−1
dτ (σ)Gε,M (r, ρ; θ, σ)Fε,M (r, θ)Fε,M (ρ, σ)×
×
[
pM(r + ρ)ψ
(
r + ρ,
r
r + ρ
θ +
ρ
r + ρ
σ
)
− ψ (r, θ)− ψ (ρ, σ)
]
+
∫
Rd∗
ϕ (x) η (dx) = 0.
(5.16)
Given z, δ > 0, we introduce a function χδ ∈ C∞c (R∗) such that 0 ≤ χδ ≤ 1, χδ(s) = 1
for 1 ≤ |s| ≤ z, and χδ(s) = 0 for |s| ≥ z + δ. We then take the radial test function
ϕ(x) = |x|χδ (|x|) for x ∈ Rd∗. Then ψ (r, θ) = rχδ (r) . Plugging this test function into (5.16),
and using pM ≤ 1, we obtain∫
R∗
rd−1dr
∫
R∗
ρd−1dρ
∫
∆d−1
dτ (θ)
∫
∆d−1
dτ (σ)Gε,M (r, ρ; θ, σ)Fε,M (r, θ)Fε,M (ρ, σ)×
× [(r + ρ)χδ (r + ρ)− rχδ (r)− ρχδ (ρ)] + 2d
∫
Rd∗
|x|χδ (|x|) η (dx) ≥ 0.
Taking the limit δ → 0 and using arguments analogous to the ones in the proof of Lemma 2.7
in [7], yields
1
d
∫
(0,z]
rddr
∫
(z−r,∞)
ρd−1dρ
∫
∆d−1
dτ (θ)
∫
∆d−1
dτ (σ)Gε,M (r, ρ; θ, σ)Fε,M (r, θ)Fε,M (ρ, σ)
≤
∫
{0<|x|≤z}
|x| η (dx) , for any z > 0 . (5.17)
We can now derive uniform estimates for the measures Fε,M arguing as in [7]. We have
d
∫
{|x|≤z} |x| η (dx) ≤ d
∫
{|x|≤L} |x| η (dx) =: c. On the other hand (5.12), (5.14) imply that
Kε,M (x, y) = Gε,M (r, ρ; θ, σ) ≥ ε > 0 for (r, ρ) ∈ [1,M ]2 . Thus we may use the information
about support of fε,M to conclude that for any z > 0
ε
∫
(0,z]
rddr
∫
(z−r,∞)
ρd−1dρ
∫
∆d−1
dτ (θ)
∫
∆d−1
dτ (σ)Fε,M (r, θ)Fε,M (ρ, σ) ≤ c .
Assume next z ∈ [1,M ]. Then [2z/3, z]2 ⊂ {(x, y) ∈ R2+ : 0 < x ≤ z, z − x < y ≤M},
and we obtain
εz2d−1
(∫
[ 2z3 ,z]
dr
∫
∆d−1
dτ (θ)Fε,M (r, θ)
)2
≤ C .
Therefore,
1
z
∫
[ 2z3 ,z]
dr
∫
∆d−1
dτ (θ)Fε,M (r, θ) ≤ Cε
z
2d+1
2
for 0 < z ≤M
where Cε is a numerical constant depending on ε but independent of M . Then, Lemma 4.2
implies∫
Rd∗
fε,M (dx) =
∫
{1≤|x|≤M}
fε,M (dx) =
∫
[1,M ]
rd−1dr
∫
∆d−1
dτ (θ)Fε,M (r, θ) ≤ C¯ε . (5.18)
26
with C¯ε independent on M.
By the earlier mentioned sequential compactness, this bound implies that for each ε > 0
there exists a sequence {Mn}n∈N with limn→∞Mn = ∞ and fε ∈ M+,b
(
Rd∗
)
such that
fε,Mn → fε in the weak topology of measures. Moreover, we have∫
Rd∗
fε (dx) ≤ C¯ε
and also fε
({
x ∈ Rd∗ : |x| < 1
})
= 0.
We now notice that ζMn (x+ y) → 1 as n → ∞ if |x+ y| > 0. Using this, as well as
(5.18), we can now take the limit n → ∞ in (5.15) with M replaced by Mn (more details
about these estimates can be found from the proof of Theorem 2.3 in [7]). Since Kε(x, y) =
limM→∞Kε,M(x, y), and using that Kε is bounded for each ε > 0, we then obtain
1
2
∫
Rd∗
∫
Rd∗
Kε (x, y) [ϕ (x+ y)− ϕ (x)− ϕ (y)] fε (dx) fε (dy) +
∫
Rd∗
ϕ (x) η (dx) = 0 (5.19)
for any test function ϕ ∈ Cc
(
Rd∗
)
.We now argue again as in the derivation of (5.17), using the
test function ϕ(x) = |x|χδ (|x|) , or equivalently ψ (r, θ) = rχδ (r) .We define Fε (r, θ) = fε (x)
and Kε (x, y) = Gε (r, ρ; θ, σ) . Then, taking the limit δ → 0 we arrive at
1
d
∫
(0,z]
rddr
∫
(z−r,∞)
ρd−1dρ
∫
∆d−1
dτ (θ)
∫
∆d−1
dτ (σ)Gε (r, ρ; θ, σ)Fε (r, θ)Fε (ρ, σ)
=
∫
{0<|x|≤z}
|x| η (dx) , for any z > 0 .
Using (5.11) and (5.12) we have Kε(x, y) ≥ ε + C0min{zγ , 1ε} for |x| , |y| ∈
[
z
2 , z
]
with
C0 > 0. Using then that [2z/3, z]
2 ⊂ {(r, ρ) ∈ R2+ : 0 < r ≤ z, z − x < y <∞} we obtain
(
ε+min{zγ , 1
ε
}
)
z
(∫
[2z/3,z]
rd−1dr
∫
∆d−1
Fε (r, θ) dτ (θ)
)2
≤ c
∫
Rd∗
|x|η(dx) for all z > 0 ,
where c is independent of ε and η. Thus
1
z
∫
[2z/3,z]
rd−1dr
∫
∆d−1
Fε (r, θ) dτ (θ) ≤ C˜
z
3
2
(
ε+min{zγ , 1ε}
) 1
2
(∫
Rd∗
|x|η(dx)
) 1
2
≤ C˜
z
3
2
(
min{zγ , 1ε}
) 1
2
(∫
Rd∗
|x|η(dx)
) 1
2
(5.20)
with C˜ independent of ε and η, for z > 0. If z ≥ 1, we have min{zγ , 1ε} ≥ zγ− where
γ− := min(0, γ) ≤ 0. Thus we can conclude that
1
z
∫
[2z/3,z]
rd−1dr
∫
∆d−1
Fε (r, θ) dτ (θ) ≤ C˜
z
3
2
+γ−
(∫
Rd∗
|x|η(dx)
) 1
2
, for all z ≥ 1 . (5.21)
27
This implies the existence of a subsequence {εn}n∈N with limn→∞ εn = 0 such that we have
|x|γ−fεn(dx) → |x|γ−f(dx) in the weak measure topology of M+,b
(
Rd∗
)
. Clearly, then f ∈
M+
(
Rd∗
)
and also f
({
x ∈ Rd∗ : |x| < 1
})
= 0.
It only remains to check that we can take the limit n→∞ in (5.19) with ε = εn for any
test function ϕ ∈ Cc
(
Rd∗
)
. We can readily take the limit n → ∞, using (5.20), in the term∫
Rd∗
∫
Rd∗
Kεn (x, y)ϕ (x+ y) fεn (dx) fεn (dy) because ϕ is compactly supported and hence the
integration may be restricted to a compact subset of Rd∗ × Rd∗. It only remains to examine the
terms of (5.19) which contain the functions ϕ (x) , ϕ (y) . These contributions are identical,
as it can be seen exchanging the variables x and y. Therefore, it is enough to consider only
one of them, say
∫
Rd∗
∫
Rd∗
Kεn (x, y)ϕ (x) fεn (dx) fεn (dy) . Since ϕ is compactly supported we
only need to obtain uniform boundedness of
∫
Rd∗
Kεn (x, y) fεn (dy) for x bounded and for |y|
large. Due to (5.12), (5.20), as well as Lemma 4.2, it is enough to estimate∫ ∞
1
min
{
ργ , 1ε
}
+ ε
ρ
3
2
(
ε+min{ργ , 1ε}
) 1
2
dρ.
It is readily seen that this integral can be bounded (up to a multiplicative constant) by
the sum ∫ ∞
1
min
{
ργ , 1ε
}
ρ
3
2
(
min{ργ , 1ε}
) 1
2
dρ+
∫ ∞
1
ε
ρ
3
2 (ε)
1
2
dρ . (5.22)
The second integral in (5.22) is given by 2 (ε)
1
2 and thus it tends to zero as ε → 0. On the
other hand, the first integral in (5.22) can be bounded as∫ ∞
1
(
min{ργ , 1ε}
) 1
2 dρ
ρ
3
2
≤
∫ ∞
1
dρ
ρ
3−γ
2
<∞
since γ < 1. This gives the desired uniform estimate. We can then take the limit n → ∞ in
(5.19).
It remains to check that also
∫
Rd∗
|x|γf(dx) < ∞ which is obvious from the construction,
if γ ≤ 0. If 0 < γ < 1, this follows by first taking ε→ 0 in (5.20) and then using Lemma 4.2.
Therefore, f is a solution to (2.2) in the sense of Definition 2.1. This concludes the proof of
Theorem 3.1. 
Actually, the previous argument yields the following stronger result, which is analogous
to the upper estimates obtained in Section 6 of [7].
Proposition 5.6 Under the assumptions of Theorem 3.1, suppose that f is any stationary
injection solution of (2.2) in the sense of Definition 2.1. The following estimate holds:
1
z
∫
2z
3
≤|x|≤z
f (dx) ≤ C
z
3+γ
2
(∫
R
d
+
|x|η(dx)
) 1
2
for all z ≥ 1 (5.23)
where C is independent of η and z.
Notice that this estimate holds not only for p = 0 but for arbitrary continuous kernels K
satisfying (1.9), (1.10). This can be seen as follows. In the proof of Theorem 4.1 we have
defined a measure h(x) = f(x)|x|p . Then the estimate (5.23) with the measure f(x) replaced by
h(x) and γ by γ + 2p follows from (5.20) taking the limit ε → 0. Such an estimate implies
(5.23) due to the definition of h.
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5.2 Discrete coagulation equation
We now prove Theorem 3.2. Given that the proof is very similar to the one for the continuous
case (cf. Subsection 5.1) we just sketch the main ideas.
Proof of Theorem 3.2. Due to item (ii) of Theorem 4.1 it is enough to prove the result for
p = 0, γ < 1. By assumption the kernel K can be written as in (5.10) with Φ satisfying (5.11)
for all x, y ∈ Nd∗. We truncate the kernel K as in the proof of Theorem 3.1 (cf. (5.12), (5.13)
and (5.14)) with ζM chosen as explained in the paragraph after (5.14). Then ζM satisfies
Assumption 5.1.
We then consider the following time dependent truncated problem, where M > 2L,
∂tnα =
ζM (α)
2
∑
β<α
Kε,M (α− β, β)nα−βnβ − nα
∑
β>0
Kε,M (α, β)nβ + sα, α ∈ Nd∗. (5.24)
We can construct solutions of (5.24) satisfying nα = 0 for |α| ≥ 2M for any nonnegative
initial distribution n0,α satisfying the same property. Local existence follows from classical
ODE theory. Global existence follows from the estimate
∂t
(∑
α
nα
)
≤ −ε
2
(∑
α
nα
)2
+
∑
α
sα (5.25)
that implies ∑
α
nα ≤
∑
α
n0,α + t
∑
α
sα.
Due to (5.25) there exists an invariant convex set defined by means of{
nα :
∑
α
nα ≤
√
2
∑
α sα
ε
, nα ≥ 0
}
.
Therefore, the existence of a stationary solution is a consequence of Schauder’s Fixed Point
Theorem, arguing as in the proof of Proposition 5.5. This solution will be denoted as{
nε,Mα
}
α∈Nd0\{O}
.
We can now take the limitM →∞ and then ε→ 0 in order to obtain a stationary injection
solution to (2.26). To this end, we derive uniform estimates for the sequence
{
nε,Mα
}
α∈Nd∗
.
More precisely, we have already proved the estimate
∑
α n
ε,M
α ≤
√
2
∑
α sα
ε . Since the right-
hand side is independent of M, there exists a sequence {Mn}n∈N such that Mn → ∞ as
n→∞ and nε,Mnα → nεα as n→∞, where the sequence {nεα}α∈Nd∗ solves
1
2
∑
β<α
Kε (α− β, β)nεα−βnεβ − nεα
∑
β>0
Kε (α, β) n
ε
β + sα = 0 , α ∈ Nd∗. (5.26)
In order to estimate the sequence {nεα}α∈Nd∗ we use the fact that the measure fε =∑
α n
ε
αδ (· − α) solves a stationary continuous equation. More precisely, fε satisfies (5.19)
for any test function ϕ ∈ Cc
(
Rd∗
)
, where Kε is any continuous extension of the discrete ker-
nel. We can then derive, arguing as in the proof of Theorem 3.1 that fε satisfies the estimate
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(5.20) with fε (x) = Fε (r, θ) . We can then show that there exists a sequence {εn}n∈N with
limn→∞ εn = 0 such that nεnα → nα as n → ∞ for each α ∈ Nd∗. Moreover, using (5.20) we
can also pass to the limit in the weak form of (5.26) to show that {nα}α∈Nd∗ is a stationary
injection solution to (2.26). Hence the Theorem follows. 
The following result follows from Proposition 5.6 in the previous subsection with the
measure f supported in the points with integer coordinates.
Proposition 5.7 Let be R ≥ 1. Under the assumptions of Theorem 3.2 suppose that nα
is any stationary injection solution to (2.26) in the sense of Definition 2.2. The following
estimate holds:
1
R
∑
R≤|α|≤2R
nα ≤ C
|α| 3+γ2
(∑
α
|α|sα
) 1
2
for each α ∈ Nd∗ (5.27)
where C depends only on the sequence {sα}α∈Nd∗ .
6 Nonexistence results
In this Section we prove the non-existence of stationary injection solutions for the continuous
and discrete model as well as the non-existence of constant flux solutions.
We first prove Theorem 3.5. Due to Theorem 4.1, item (i), it is enough to prove the result
for γ ≥ 1, p = 0. We first recall the following auxiliary Lemma that is a particular case of
Lemma 4.1 in [7] with a ≥ 1, b = 0.
Lemma 6.1 Let a ≥ 1 be a constant. Let W : R∗ → R be a right-continuous non-increasing
function satisfying W (R) ≥ 0, for all R > 0. Assume that h ∈ M+(R∗) satisfies h([1,∞)) > 0
and ∫
[1,∞)
xah(dx) <∞ . (6.1)
Suppose that there exists δ such that 0 < δ < 1 and the following inequality holds
−
∫
[1,δR]
[W (R− y)−W (R)]h (dy) ≤ − C
Ra+1
, for R ≥ R0, (6.2)
for some R0 > 1/δ and C > 0.
Then there are two constants R′0 ≥ R0 and B > 0 which depend only on a, h, δ, R0, and
C, such that
W (R) ≥ B
Ra
, for R ≥ R′0, (6.3)
The proof of Lemma 6.1 relies on a comparison argument and on the construction of a
suitable subsolution for the problem (6.2).
Proof of Theorem 3.5. To prove this theorem we follow the same strategy as in the proof of
Theorem 2.4 in [7] for the one-component case. To get a contradiction, let us assume f is a
sationary injection solution. Let F be the corresponding measure in the simplex coordinates,
as explained after Definition 2.1. In particular, then the support of F lies in [1,∞) ×∆d−1
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and F satisfies
∫
R∗×∆d−1 r
d−1+γF (r, θ)drdτ(θ) < ∞. We define G as before from K. Then,
after rewriting (2.25) in the simplex coordinate system, we find that
1
2d
∫
R∗
rd−1dr
∫
R∗
ρd−1dρ
∫
∆d−1
dτ (θ)
∫
∆d−1
dτ (σ)G (r, ρ; θ, σ)F (r, θ)F (ρ, σ)×
×
[
ψ
(
r + ρ,
r
r + ρ
θ +
ρ
r + ρ
σ
)
− ψ (r, θ)− ψ (ρ, σ)
]
+
∫
Rd∗
ϕ (x) η (dx) = 0 (6.4)
for every ψ ∈ C1c (R∗ ×∆d−1).
We now choose test functions of the form ψ (r, θ) = rχR,δ (r) to derive a formula for the
fluxes. Let R > δ > 0. We assume that χR,δ ∈ C∞c (R∗) is a “bump function”, more precisely,
it is monotone increasing on (0, R] monotone decreasing on [R,∞). We also assume that
χR,δ (s) = 1 for δ ≤ s ≤ R, χR,δ (s) = 0 for s ≥ R+ δ. We then have
ψ
(
r + ρ,
r
r + ρ
θ +
ρ
r + ρ
σ
)
− ψ (r, θ)− ψ (ρ, σ) = (r + ρ)χR,δ (r + ρ)− rχR,δ (r)− ρχR,δ (ρ)
= −r [χR,δ (r)− χR,δ (r + ρ)]− ρ [χR,δ (ρ)− χR,δ (r + ρ)] .
Plugging this identity in (6.4) and assuming that R > L we obtain
|J |d =
∫
R∗
rd−1dr
∫
R∗
ρd−1dρ
∫
∆d−1
dτ (θ)
∫
∆d−1
dτ (σ)G (r, ρ; θ, σ)F (r, θ)F (ρ, σ)
× r [χR,δ (r)− χR,δ (r + ρ)] , (6.5)
where J =
∫
Rd∗
xη (dx) ∈ Rd∗. Taking the limit δ → 0 we may then conclude that for all R > L∫
(0,R]
rd−1dr
∫
(R−r,∞)
ρd−1dρ
∫
∆d−1
dτ (θ)
∫
∆d−1
dτ (σ)G (r, ρ, θ, σ)F (r, θ)F (ρ, σ) r = |J | d.
(6.6)
By the earlier mentioned known properties of F ,∫
[1,∞)
ρd−1+γdρ
∫
∆d−1
dτ (σ)F (ρ, σ) <∞ . (6.7)
We estimate first the contribution to the integral in (6.6) due to the region {ρ ≥ δr} where
0 < δ < 12 . Using the upper estimate in (1.9) (see also (4.3)) we obtain∫
{(r,ρ):r∈(0,R], r+ρ>R, ρ≥δr}
rd−1ρd−1drdρ
∫
∆d−1
dτ (θ)
∫
∆d−1
dτ (σ)G (r, ρ; θ, σ)F (r, θ)F (ρ, σ) r
≤ Cδ
∫
[1,R]
rd−1+1dr
∫
[ δR1+δ ,∞)
ρd−1dρ
∫
∆d−1
dτ (θ)
∫
∆d−1
dτ (σ) ργF (r, θ)F (ρ, σ)
≤ Cδ
(∫
[1,R]
rd−1+γdr
∫
∆d−1
F (r, θ) dτ (θ)
)∫
[ δR1+δ ,∞)
ρd−1+γdρ
∫
∆d−1
F (ρ, σ) dτ (σ) (6.8)
where γ ≥ 1, p = 0. It then follows from (6.7) that the right-hand side of (6.8) tends to zero
as R→∞.
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Therefore, we can now conclude from (6.6) that for every δ ∈ (0, 1) there is Rδ > L, δ−1
such that, if R ≥ Rδ, then∫
{(r,ρ): r∈(0,R], r+ρ>R, ρ<δr}
rdρd−1drdρ
∫
∆d−1
dτ (θ)
∫
∆d−1
dτ (σ)G (r, ρ; θ, σ)F (r, θ)F (ρ, σ)
≥ |J | d
2
.
Using again the upper estimate in (1.9) (or (4.3)) as well as the fact that in the domain of
integration r is close to R we obtain∫
[1,δR]
dρ
∫
(R−ρ,R]
dr
∫
∆d−1
F (ρ, σ) ρd−1dτ (σ)
∫
∆d−1
rd−1F (r, θ) dτ (θ) ≥ C1
Rγ+1
where C1 > 0 depends J but is independent of R and δ. We then consider the measure
h (r) = rd−1
∫
∆d−1
F (r, θ) dτ (θ) ,
which belongs to M+(R∗), by Fubini’s theorem. We can conclude that for all R ≥ Rδ∫
[1,δR]
h (ρ) dρ
[∫
(R−ρ,R]
h (r) dr
]
≥ C1
Rγ+1
.
The support of h lies in [1,∞) and h 6= 0. Since ∫
R∗×∆d−1 r
d−1+γF (r, θ)drdτ(θ) < ∞,
we have
∫
R∗ r
γh(r)dr < ∞. Here γ ≥ 1, and we may conclude that also ∫
R∗ h(r)dr < ∞.
Therefore, we can define a right-continuous, non-negative and non-increasing function W by
W (R) =
∫
(R,∞)
h (r) dr , R > 0 ,
and rewrite the earlier bound as∫
[1,δR]
h (ρ) [W (R− ρ)−W (R)] dρ ≥ C1
Rγ+1
for R ≥ Rδ. Applying Lemma 6.1, we obtain
W (R) ≥ B
Rγ
for all R large enough and with a constant B > 0. Then, for any R sufficiently large we have∫
[R,∞)
ργh(ρ)dρ ≥ RγW (R) ≥ B > 0,
but this contradicts (6.7) and the result follows. 
We now prove Theorem 3.6, namely the non-existence of stationary injection solutions for
the discrete model.
Proof of Theorem 3.6. The result is a direct corollary of Theorem 3.5. Namely, if {nα}α∈Nd∗
solves (2.26), then f (·) =∑α nαδ (· − α) and η (·) =∑α sαδ (· − α) solves (2.2) which leads
to a contradiction. 
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Finally we show the non-existence of nontrivial constant flux solutions stated in Theorem
3.7.
Proof of Theorem 3.7. The proof is similar to that of Theorem 3.5, except that here we do
not even need to assume that f solves (2.25).
We begin with the assumption that f is a nontrivial constant flux solution, and hence A
defined by (2.30) satisfies Aj(R) = (J0)j , for all R > 0. Summing over j in (2.30), we find
that for all R > 0
|J0| = 1
d
∫
(0,R]×∆d−1
drdτ (θ)
∫
(R−r,∞)×∆d−1
dρdτ (σ) rdρd−1F (r, θ)F (ρ, σ)G (r, ρ; θ, σ) .
(6.9)
Since we assume that the measure f is nontrivial, here |J0| > 0. Therefore, the previous
equality in (6.6) is satisfied (the value of L > 0 can now be chosen arbitrarily), and we can
follow the remaining steps in the proof of Theorem 3.5 to obtain a contradiction using the
moment bound (2.24) and the assumption γ ≥ 1. 
7 Lower estimates for the solutions
We have obtained in Propositions 5.6 and 5.7 upper bounds for the stationary injection
solutions of (2.2) (cf. (5.23)) and (2.26) respectively (cf. (5.27)). We now obtain analogous
lower estimates for these solutions. These estimates will be used in the proof of the localization
results (cf. Theorems 3.8, 3.9, and 3.10). Similar lower estimates have been proved in [7] for
the one-component case.
7.1 Continuous coagulation equation
We will prove the following bounds, valid for any of the stationary injection solutions.
Proposition 7.1 Suppose that K is a continuous symmetric function satisfying (1.9), (1.10)
with γ+2p < 1. Suppose that η ∈ M+,b
(
Rd∗
)
is supported inside the set
{
x ∈ Rd∗ : 1 ≤ |x| ≤ L
}
for some L > 1. Consider a stationary injection solution f ∈ M+
(
Rd∗
)
to (2.2) in the sense of
Definition 2.1. We denote as |J0| the total mass injection rate, where J0 =
∫
Rd∗
xη (dx) ∈ Rd∗.
Alternatively, suppose that f is a nontrivial constant flux solution as defined in Definition
2.3 with a flux J0 and let L > 0 be arbitrary.
Then there exist positive constants C1, C2 and b ∈ (0, 1) depending only on γ, p, d and
the constants c1, c2 in (1.9) such that
1
z
∫
z
2
≤|x|≤z
f (dx) ≤ C1
√
|J0|
z
3+γ
2
for all z ≥ 1 , (7.1)
1
z
∫
bz≤|x|≤z
f (dx) ≥ C2
√
|J0|
z
3+γ
2
for all z ≥ L
b
. (7.2)
Remark 7.2 Notice that |J0| is the total injection rate, i.e., it includes all of the possible
monomer types.
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Proof: Due to Theorem 4.1 as well as the fact that the estimates (7.1), (7.2) are invariant under
the transformation (f (x) , γ, p) →
(
f(x)
|x|p , γ + 2p, 0
)
, it is sufficient to prove the Theorem for
p = 0 and γ < 1.
Suppose first that f is an appropriate stationary injection solution. Estimate (7.1) is a
direct consequence of Proposition 5.6. Therefore, we only need to show (7.2). We define F
by means of (2.16) and G by means of (2.15). Then, arguing as in the proof of Theorem 3.1
(i.e. using the test function ψ (r, θ) = rχδ (r) and taking the limit δ → 0) we obtain
1
d
∫
(0,z]
rddr
∫
(z−r,∞)
ρd−1dρ
∫
∆d−1
dτ (θ)
∫
∆d−1
dτ (σ)G (r, ρ; θ, σ)F (r, θ)F (ρ, σ)
= |J0| , z ≥ L . (7.3)
where the (r, ρ)-integration can also be rearranged using Fubini to occur over the set
Ωz := {(r, ρ) ∈ R2+ : 0 < r ≤ z, ρ > z − r} , z > 0. (7.4)
In the second case, if f is a nontrivial constant flux solution as in Definition 2.3, by summing
over j in (2.30) we find that (7.3) holds for any choice of L > 0.
We now prove that the main contribution to the integral in (7.3) is due to the regions
where r and ρ are comparable. To this end, for each δ ∈ (0, 1) we partition (0,∞)2 =
Σ1(δ) ∪ Σ2(δ) ∪ Σ3(δ) where
Σ1(δ) = {(r, ρ) ∈ (0,∞)2 : ρ > r/δ} ,
Σ2(δ) = {(r, ρ) ∈ (0,∞)2 : δr ≤ ρ ≤ r/δ} ,
Σ3(δ) = {(r, ρ) ∈ (0,∞)2 : ρ < δr} , (7.5)
We define also the related functions
Jj(z, δ) =
1
d
∫
Ωz∩Σj(δ)
drdρ
∫
∆d−1
dτ (θ)
∫
∆d−1
dτ (σ) rdρd−1G (r, ρ; θ, σ)F (r, θ)F (ρ, σ) (7.6)
for z > 0, δ ∈ (0, 1) and j = 1, 2, 3. We now claim that for each ε > 0 there exists δ0
depending only on ε as well as in γ, p, d and the constants c1, c2 such that, if δ < δ0 we have
sup
z≥1
J1(z, δ) ≤ ε|J0| (7.7)
and
1
R
∫
[R,2R]
J3(z, δ)dz ≤ ε|J0| for each R ≥ 1 . (7.8)
We prove first (7.7). To this end we notice that, since p = 0, we have
c1 (r + ρ)
γ ≤ G (r, ρ, θ, σ) ≤ c2 (r + ρ)γ (7.9)
Then, if δ < 1 and (r, ρ) ∈ Σ1(δ) we have G (r, ρ; θ, σ) ≤ 2γc2ργ , and, therefore,
J1(z, δ) ≤ 1
d
2γc2
∫
Ωz∩Σ1(δ)
drdρ
∫
∆d−1
dτ (θ)
∫
∆d−1
dτ (σ) rdρd−1+γF (r, θ)F (ρ, σ) .
34
We have already proven a powerlaw upper bound in (7.1) which can be used, relying on the
estimates (4.8) in Lemma 4.2, to show that for any q ∈ R there is a constant C, which depends
only on q, γ, d, and C1, such that if a ≥ 1 and R > 2a, we have∫
[a,R]
dr
∫
∆d−1
dτ (θ) rd−1+qF (r, θ) ≤ C
√
|J0|
∫ R
a
rq−
γ+3
2 dr .
Now Ωz ∩ Σ1(δ) is contained in
{
(r, ρ) : 1 ≤ r ≤ z, ρ ≥ rδ , z2
}
whose limits allow using the
above powerlaw bounds directly, first to the ρ- and then to the r-integral, split into two parts
at r = δ2z if this greater than two. Therefore, there is C˜2 which depends only on variables
allowed in the Proposition and for which
J1(z, δ) ≤ C˜2|J0|
∫
{1≤r≤z, ρ≥ rδ , z2}
rργ
dr
r
3+γ
2
dρ
ρ
3+γ
2
.
Since γ < 1, we obtain
J1(z, δ) ≤ C¯2|J0|
∫ z
1
dr
r
1+γ
2
min
{
1
z
1−γ
2
,
(δ)
1−γ
2
r
1−γ
2
}
≤ C¯2|J0|
∫ 1
0
dξ
ξ
1+γ
2
min
{
1,
(δ)
1−γ
2
ξ
1−γ
2
}
(7.10)
where in the last inequality we use the change of variables r = zξ. The integral is well defined
for any δ > 0 and due to Lebesgue’s dominated convergence theorem it converges to zero as
δ → 0. Then (7.7) follows.
We next prove (7.8) and now assume that 0 < δ ≤ 14 . Integrating J3(z, δ) over z ∈
[
R
2 , R
]
and using that Ωz ∩ Σ3 ⊂ {(r, ρ) : 0 < ρ ≤ δz, z − ρ ≤ r ≤ z}, as well as (7.9), we obtain∫
[R2 ,R]
J3(z, δ)dz
≤ C3
∫
[R,2R]
dz
∫
(0,δz]
dρ
∫
[z−ρ,z]
rγ+1dr
∫
∆d−1
rd−1F (r, θ) dτ (θ)
∫
∆d−1
ρd−1F (ρ, σ) dτ (σ)
≤ C˜3Rγ+1
∫
[R,2R]
dz
∫
(0,2δR]
dρ
∫
[z−ρ,z]
dr
∫
∆d−1
rd−1F (r, θ) dτ (θ)
∫
∆d−1
ρd−1F (ρ, σ) dτ (σ)
where we use that (0, δz] ⊂ (0, 2δR]. Here {(r, z) : z − ρ ≤ r ≤ z, R ≤ z ≤ 2R} ⊂ {(r, z) :
R/2 ≤ r ≤ 2R, r ≤ z ≤ r + ρ} if 0 < ρ ≤ R/2, and thus we obtain∫
[R2 ,R]
J3(z, δ)dz
≤ C˜3Rγ+1
∫
(0,2δR]
dρ
∫
[R
2
,R]
dr
∫
[r,r+ρ]
dz
∫
∆d−1
rd−1F (r, θ) dτ (θ)
∫
∆d−1
ρd−1F (ρ, σ) dτ (σ)
= C˜3R
γ+1
∫
(0,2δR]
ρdρ
∫
[R
2
,R]
dr
∫
∆d−1
rd−1F (r, θ) dτ (θ)
∫
∆d−1
ρd−1F (ρ, σ) dτ (σ) .
Using here Lemma 4.2 and the bound (7.1) we obtain an estimate∫
[R2 ,R]
J3(z, δ)dz ≤ Cˆ3|J0|Rγ+1
∫
(0,2δR]
ρdρ
ρ
3+γ
2
∫
[R
2
,R]
dr
r
3+γ
2
≤ C4R|J0|δ
1−γ
2 .
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This implies (7.8) for all sufficiently small δ.
In order to prove (7.2) we remark that (7.3) and (7.6) imply
|J0| =
3∑
j=1
Jj(z, δ) for each z ≥ L . (7.11)
We fix ε so that 0 < ε ≤ 14 and choose δ > 0 small enough that both (7.7) and (7.8) are valid.
We then integrate (7.11) over z ∈ [R, 2R] with R ≥ L, which implies
|J0|R
2
≤ |J0|R (1− 2ε) ≤
∫
[R,2R]
J2(z, δ)dz .
We now choose b ∈ (0, 1) sufficiently small such that ⋃
z∈[R,2R]
(Ωz ∩ Σ2(δ)) ⊂
[√
bR,R/
√
b
]2
for any R. The constant b is a purely geometric constant since δ is now fixed. We then have
G (r, ρ; θ, σ) ≤ C5Rγ for (r, ρ) ∈
[√
bR,R/
√
b
]2
where C5 depends only on γ and c2. Thus,
using the definition of J2(z, δ) in (7.6) we obtain
|J0|R
2
≤ C ′Rγ+2
(∫
{√bR≤|x|≤R/√b}
f (dx)
)2
for R ≥ L√
b
.
Therefore,
1
R
∫
{√bR≤|x|≤R/√b}
f (dx) ≥ C˜1
√
|J0|
R
3+γ
2
for R ≥ L√
b
and (7.2) follows, replacing R/
√
b by R. 
Remark 7.3 We observe that for γ > −1, Proposition 7.1 implies that the number of clusters
associated to the stationary injection solutions
∫
R∗ f(dx) is finite and the following integral
estimates hold:
C1
√
|J0|
z(γ+1)/2
≤
∫
{|x|≥z}
f(dx) ≤ C2
√
|J0|
z(γ+1)/2
for z ≥ 1
where |J0| =
∫
Rd∗
|x|η(dx) and 0 < C1 ≤ C2.
7.2 Discrete coagulation equation
We can now conclude a result similar to Proposition 7.1 for the solutions of the discrete
problem (2.26).
Proposition 7.4 Suppose that K is symmetric and satisfies (1.8), (1.10) with γ+2p < 1. Let
{sα}α∈Nd∗ be a nonnegative sequence supported on a finite number of values α, and suppose
Ls > 1 is such that sα = 0 if |α| > Ls. Suppose that {nα}α∈Nd∗ is a stationary injection
solution to (2.26) in the sense of Definition 2.2. We denote as |J0| the total injection rate
36
of monomers given by |J0| =
∑
α |α| sα. Then, there exist positive constants C1, C2 and
b ∈ (0, 1) depending only on γ, p, d and the constants c1, c2 in (1.8) such that
1
z
∑
z
2
≤|α|≤z
nα ≤ C1
√
|J0|
z
3+γ
2
for all z ≥ 1 , (7.12)
1
z
∑
bz≤|α|≤z
nα ≥ C2
√
|J0|
z
3+γ
2
for all z ≥ Ls
b
. (7.13)
Proof: This result is just a Corollary of Proposition 7.1 since f (·) = ∑α nαδ (· − α) and
η (·) = ∑α sαδ (· − α) satisfy all the assumptions in Proposition 7.1 and (7.1), (7.2) imply
(7.12), (7.13) respectively. 
8 Localization results
8.1 Localization properties of the stationary injection solutions for the
continuous and discrete coagulation equation
This Section contains the main technical novelties of the paper. We prove Theorems 3.8 and
3.9. Given that the solutions to the discrete problem (2.26) can be thought of as solutions
to the continuous model (2.2) it will be sufficient to prove the main results in the case of the
continuous equation (2.2). On the other hand, we can argue as in Subsection 4.1 in order to
reduce the problem to the study of the case in which the kernels K satisfy (1.9), (1.10) with
p = 0, γ < 1. We formulate this result precisely.
Proposition 8.1 Suppose that K and η are as in the statement of Theorem 3.8. Let f ∈
M+
(
Rd∗
)
be a stationary injection solution of (2.2) in the sense of Definition 2.1 and let F
be defined by means of (2.16). Define h (x) = f(x)|x|p . Then h solves (4.1) with the kernel K˜ in
(4.2) which satisfies (4.3). Let H (r, θ) be obtained from h (x) as F is obtained from f . Then,
there exists b > 0 and a function δ : R∗ → R+ satisfying limR→∞ δ (R) = 0 and such that
(3.1) holds for some θ0 ∈ ∆d−1 if and only if
lim
R→∞
(∫
[R,R/b] dr
∫
∆d−1∩{|θ−θ0|≤δ(R)} dτ (θ)H (r, θ)∫
[R,R/b]
∫
∆d−1 dτ (θ)H (r, θ)
)
= 1 . (8.1)
Proof: First, note that (3.1) is equivalent to
lim
R→∞
(∫
[R,R/b] dr
∫
∆d−1∩{|θ−θ0|>δ(R)} dτ (θ)F (r, θ)∫
[R,R/b]
∫
∆d−1 dτ (θ)F (r, θ)
)
= 0 . (8.2)
Using that H (r, θ) drdτ (θ) = r−pF (r, θ) drdτ (θ) we obtain∫
[R,R/b]
dr
∫
∆d−1∩{|θ−θ0|>δ(R)}
dτ (θ)H (r, θ)
≤ 2
max{0,−p}
Rp
∫
[R,R/b]
dr
∫
∆d−1∩{|θ−θ0|>δ(R)}
dτ (θ)F (r, θ) ,
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and ∫
[R,R/b]
dr
∫
∆d−1∩{|θ−θ0|>δ(R)}
dτ (θ)H (r, θ)
≥ 2
min{0,−p}
Rp
∫
[R,R/b]
dr
∫
∆d−1∩{|θ−θ0|>δ(R)}
dτ (θ)F (r, θ) ,
If we assume that (8.2) holds, and then use these two inequalities, we find that
lim
R→∞
(∫
[R,R/b] dr
∫
∆d−1∩{|θ−θ0|>δ(R)} dτ (θ)H (r, θ)∫
[R,R/b]
∫
∆d−1 dτ (θ)H (r, θ)
)
= 0 .
from which (8.1) follows. The opposite direction is proven via similar estimates, and the rest
of the Proposition is a matter of comparison of definitions. 
In the proof of Theorem 3.8 we will need the following measure concentration estimate.
This Lemma states that given any probability measure λ on the unit simplex either a quadratic
functional acting on the space of measures λ is large, or there exists a set with small diameter
containing most of the mass of the measure λ.
Lemma 8.2 There is a constant Cd > 0 which depends only on the dimension d ≥ 1 and for
which the following alternative holds.
Suppose a Borel probability measure λ ∈ M+,b
(
∆d−1
)
and parameters ε, δ ∈ (0, 1) are
given. Then at least one of the following alternatives is true:
(i) There exists a measurable set A ⊂ ∆d−1 with diam (A) ≤ ε such that ∫A λ(dθ) > 1− δ.
(ii)
∫
∆d−1 λ (dθ)
∫
∆d−1 λ (dσ) ‖θ − σ‖2 ≥ Cdδεd+1 where ‖·‖ denotes the Euclidean distance
in Rd given by ‖θ‖2 =∑dj=1 (θj)2 .
Proof: If d = 1, we have ∆d−1 = {1} so diam(∆d−1) = 0. Thus alternative (i) holds in this
case always, with the choice A = ∆d−1. We may set C1 = 1, although it will never be used.
Let us then suppose d ≥ 2 and that the case (i) is not true. It suffices to prove that we
can define Cd > 0, depending only on d, such that case (ii) holds.
Given x ∈ ∆d−1, let us consider its following Rd-metric neighbourhood: define
A(x; ε) :=
{
θ ∈ ∆d−1 : ‖θ − x‖ < 1
2
ε
}
,
and denote its λ-measure by
m(x; ε) := λ(A(x; ε)) =
∫
∆d−1
λ(dθ)1{‖θ−x‖< 1
2
ε} .
For clarity, we drop ε from the notation in the following, we recall that it is fixed. Then
diam(A(x)) = ε, so we can conclude from the assumption that m(x) ≤ 1− δ.
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Let us then consider the expectation in item (ii), and estimate it from below as follows,
using generic characteristic functions:∫
∆d−1
λ (dθ)
∫
∆d−1
λ (dσ) ‖θ − σ‖2 ≥
∫
∆d−1
λ (dθ)
∫
∆d−1
λ (dσ) ‖θ − σ‖2 1{‖θ−σ‖≥ ε
4
}
≥ ε
2
42
∫
∆d−1
λ (dθ)
∫
∆d−1
λ (dσ)1{‖θ−σ‖≥ ε
4
} .
Now for any x ∈ Rd, by the triangle inequality, assuming ‖θ − x‖ ≥ ε2 and ‖x − σ‖ < ε4
implies ‖θ − σ‖ ≥ ε4 . Therefore,
1{‖θ−σ‖≥ ε
4
} ≥ 1{‖θ−x‖≥ ε
2
}1{‖x−σ‖< ε
4
} .
Thus we obtain the following lower bound, valid for any x ∈ ∆d−1,∫
∆d−1
λ (dθ)
∫
∆d−1
λ (dσ) ‖θ − σ‖2 ≥ ε
2
42
∫
∆d−1
λ (dθ)1{‖θ−x‖≥ ε
2
}
∫
∆d−1
λ (dσ)1{‖x−σ‖< ε
4
} .
Here 1{‖θ−x‖≥ ε
2
} = 1 − 1{‖θ−x‖< ε
2
}, and thus
∫
∆d−1 λ (dθ)1{‖θ−x‖≥ ε2} = 1 − m(x) ≥ δ. We
conclude that∫
∆d−1
λ (dθ)
∫
∆d−1
λ (dσ) ‖θ − σ‖2 ≥ ε
2
42
δ
∫
∆d−1
λ (dσ)1{‖x−σ‖< ε
4
} , x ∈ ∆d−1 .
We now integrate the previous inequality over the measure dτ(x). Denoting cd :=
∫
∆d−1 dτ(x)
and using Fubini, we thus obtain a lower bound∫
∆d−1
λ (dθ)
∫
∆d−1
λ (dσ) ‖θ − σ‖2 ≥ ε
2
cd42
δ
∫
∆d−1
λ (dσ)
∫
∆d−1
dτ(x)1{‖x−σ‖< ε
4
} .
We claim that there is a uniform lower bound Cd > 0 which depends only on d and such that,
for any σ ∈ ∆d−1,
1
cd42
∫
∆d−1
dτ(x)1{‖x−σ‖< ε
4
} ≥ Cdεd−1 . (8.3)
Since λ is a probability measure, we may then conclude that∫
∆d−1
λ (dθ)
∫
∆d−1
λ (dσ) ‖θ − σ‖2 ≥ Cdδεd+1 ,
and thus item (ii) holds for this constant Cd which satisfies the requirements of the Lemma.
It only remains to prove (8.3). The proof relies on the following geometrical argument.
We consider the volume of the intersection of the simplex with d-balls centered at σ. The
worst case scenario occurs at the extreme corner points of the simplex. However, since d is
fixed and finite, even the cones associated with the corner points have a finite volume fraction
of the ball, hence they have the same scaling as the radius goes to zero. This implies that∫
∆d−1 dτ(x)1{‖x−σ‖< ε4} ≥ c′dεd−1 using some c′d > 0 and for all ε ∈ (0, 1), and this estimate
may be used to complete the proof of (8.3).
For the detailed proof, let us parametrize the simplex using the coordinate system intro-
duced in Section 2.1: for θ ∈ ∆d−1 denote θˆ = (θ1, . . . , θd−1) ∈ Rd−1+ , and note that then
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|θˆ| ≤ 1 and θd = 1 − |θˆ|. Using the Schwarz inequality, we find ‖θ − σ‖2 ≤ d‖θˆ − σˆ‖2, and
thus 1{‖θ−σ‖< ε
4
} ≥ 1{‖θˆ−σˆ‖< ε
4
√
d
}. Therefore, denoting ε
′ := ε
4
√
d
> 0,
∫
∆d−1
dτ (θ)1{‖θ−σ‖< ε
4
} ≥
√
d
∫
R
d−1
+
dθˆ1{|θˆ|≤1}1{‖θˆ−σˆ‖<ε′}
=
√
d(ε′)d−1
∫
Rd−1
dy1{‖y‖<1}
d−1∏
j=1
1{yj≥−
σˆj
ε′ }
1{∑d−1j=1 yj≤ 1−|σˆ|ε′ }
,
where we have made a change of variables to y = 1ε′
(
θˆ − σˆ
)
. Now if |σˆ| ≤ 1− ε′
√
d = 1− ε4 ,
the remaining integrand is one on the set {y : ‖y‖ < 1 , yj ≥ 0 for all j}, and hence its value
may be bounded from below by an only d-dependent strictly positive constant. Otherwise,
there has to be some j′ such that σˆj′ ≥ 12d and then
σˆj′
ε′ ≥ 2√d . Now for y such that ‖y‖ < 1,
− 2√
d
≤ yj′ ≤ − 1√d and 0 ≤ yj ≤
1
d
√
d
for j 6= j′, all the conditions in the characteristic
functions are satisfied, and thus the integrand is then one. Again the integral over this non-
empty set results in a lower bound by an only d-dependent strictly positive constant. This
proves (8.3) and completes the proof of the Lemma. 
We now prove Theorem 3.8.
Proof of Theorem 3.8. Due to Proposition 8.1 it is enough to prove the result for p =
0, γ < 1. We will use the following weak formulation, which is valid for any function ψ ∈
C1c
(
R∗ ×∆d−1
)
1
2d
∫
R∗
rd−1dr
∫
R∗
ρd−1dρ
∫
∆d−1
dτ (θ)
∫
∆d−1
dτ (σ)G (r, ρ; θ, σ)F (r, θ)F (ρ, σ)
×
[
ψ
(
r + ρ,
r
r + ρ
θ +
ρ
r + ρ
σ
)
− ψ (r, θ)− ψ (ρ, σ)
]
+
∫
Rd∗
ϕ (x) η (dx) = 0 . (8.4)
In order to obtain estimates for the measure F we consider in (8.4) test functions ψ (r, θ;R) =
rφR (r) ‖θ‖2 with ‖θ‖2 =
∑d
j=1 (θj)
2 and R ≥ L. Here, φR ∈ C∞c (R∗) is again a bump
function: it is monotone increasing on (0, 1] and monotone decreasing on [1,∞). We also
assume that φR (r) = 1 for 1 ≤ r ≤ R, and φR (r) = 0 for r ≥ 2R.
Then,
ψ
(
r + ρ,
r
r + ρ
θ +
ρ
r + ρ
σ
)
− ψ (r, θ)− ψ (ρ, σ)
= (r + ρ)φR (r + ρ)
∥∥∥∥ rr + ρθ + ρr + ρσ
∥∥∥∥
2
− rφR (r) ‖θ‖2 − ρφR (ρ) ‖θ‖2
= φR (r + ρ)
(
r2
(r + ρ)
‖θ‖2 + 2rρ
(r + ρ)
(θ · σ) + ρ
2
(r + ρ)
‖σ‖2
)
− rφR (r) ‖θ‖2 − ρφR (ρ) ‖σ‖2
=
1
(r + ρ)
[
φR (r + ρ) r
2 − φR (r) r (r + ρ)
] ‖θ‖2 + 2rρ
(r + ρ)
φR (r + ρ) (θ · σ)
+
1
(r + ρ)
[
φR (r + ρ) ρ
2 − φR (ρ) ρ (r + ρ)
] ‖σ‖2 .
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We next assume r, ρ ≥ 1, an note that then φR (r) ≥ φR (r + ρ) and φR (ρ) ≥ φR (r + ρ).
This yields an upper bound
ψ
(
r + ρ,
r
r + ρ
θ +
ρ
r + ρ
θ
)
− ψ (r, θ)− ψ (ρ, σ)
≤ 1
(r + ρ)
[
φR (r + ρ) r
2 − φR (r + ρ) r (r + ρ)
] ‖θ‖2
+
1
(r + ρ)
[
φR (r + ρ) ρ
2 − φR (r + ρ) ρ (r + ρ)
] ‖σ‖2 + 2rρ
(r + ρ)
φR (r + ρ) (θ · σ)
= −φR (r + ρ) rρ
(r + ρ)
[
‖θ‖2 + ‖σ‖2 − 2 (θ · σ)
]
= −φR (r + ρ) rρ
(r + ρ)
‖θ − σ‖2 .
Then, for R ≥ L and taking into account that the injection solutions do not have any support
on values with |x| < 1, we obtain from (8.4)∫
R∗
rd−1dr
∫
R∗
ρd−1dρ
∫
∆d−1
dτ (θ)
∫
∆d−1
dτ (σ)G (r, ρ; θ, σ)F (r, θ)F (ρ, σ)
× φR (r + ρ) rρ
2 (r + ρ)
‖θ − σ‖2
≤ d
∫
Rd∗
|x|φR (|x|) η (dx) = d|J0| , (8.5)
where J0 :=
∫
Rd∗
xη (dx) ∈ Rd∗ is the mass injection rate vector.
Since 1{1≤r+ρ≤R} ≤ φR (r + ρ), the bound in (8.5) remains valid after we replace φR with
this characteristic function. The new function, however, is pointwise monotone increasing in
R, approaching 1 pointwise as R → ∞, so we may apply monotone convergence theorem to
take the limit R→∞ inside the integral. This yields∫
R∗
rd−1dr
∫
R∗
ρd−1dρ
∫
∆d−1
dτ (θ)
∫
∆d−1
dτ (σ)G (r, ρ; θ, σ)F (r, θ)F (ρ, σ)
rρ ‖θ − σ‖2
(r + ρ)
≤ K0
where K0 := 2d|J0| > 0. Using now the lower estimate in (1.9), (1.10) with p = 0, as well as
(2.15) (cf. also (7.9)), we obtain∫
R∗
rd−1dr
∫
R∗
ρd−1dρ
∫
∆d−1
dτ (θ)
∫
∆d−1
dτ (σ) (r + ρ)γ−1 F (r, θ)F (ρ, σ) rρ ‖θ − σ‖2 ≤ K0
c1
.
(8.6)
For the rest of the proof, let us recall Proposition 7.1, and let b ∈ (0, 1) and C1, C2 > 0
be some choice of constants for which the Proposition holds. We record the following bounds
implied by Proposition 7.1 and Lemma 4.2: If q < γ+12 and R ≥ L, we have
c2
√
|J0|
R
γ+1
2
−q ≤
∫
[R,∞)×∆d−1
F (r, θ) rq+d−1drdτ (θ) ≤ c1
√
|J0|
R
γ+1
2
−q ,
where the lower bound is obtained by restricting the integral into r ∈ [R, b−1R]. The constants
depend on q and b, as well as on γ, p, d. In particular, for any fixed R ≥ L the value of the
integral belongs to (0,∞), and we may define the Radon probability measures λ(θ;R)dτ (θ) ∈
M+,b
(
∆d−1
)
via the formula
λ (θ;R) =
∫
[R,∞) F (r, θ) r
γ+d−1dr∫
[R,∞)×∆d−1 F (r, σ) r
γ+d−1drdτ (σ)
(8.7)
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Let Z(R) denote the value of the integral in the denominator, for which we have bounds
C ′2
√|J0|
R
1−γ
2
≤ Z(R) ≤ C
′
1
√|J0|
R
1−γ
2
. (8.8)
To apply the measure concentration estimate, let us then consider the function
V (R) :=
∫
∆d−1
dτ (θ)λ (θ;R)
∫
∆d−1
dτ (σ)λ (σ;R) ‖θ − σ‖2 , R ≥ L . (8.9)
Using Fubini, we can rewrite the definition as
V (R) =
1
Z(R)2
∫
[R,∞)
rγ+d−1dr
∫
[R,∞)
ργ+d−1dρ
×
∫
∆d−1
dτ (θ)
∫
∆d−1
dτ (σ)F (r, θ)F (ρ, σ) ‖θ − σ‖2 .
Here, rγργ = rρ(r + ρ)γ−1(r−1 + ρ−1)1−γ ≤ rρ(r + ρ)γ−1(2/R)1−γ . Therefore, by (8.8),
V (R) ≤ 2
1−γ
|J0|(C ′2)2
∫
[R,∞)
rd−1dr
∫
[R,∞)
ρd−1dρ rρ(r + ρ)γ−1
×
∫
∆d−1
dτ (θ)
∫
∆d−1
dτ (σ)F (r, θ)F (ρ, σ) ‖θ − σ‖2 .
Hence, there is a constant C ′ > 0 such that
0 ≤ V (R) ≤ C
′
K0
∫
R∗
rd−1dr
∫
R∗
ρd−1dρ1{r,ρ≥R}
×
∫
∆d−1
dτ (θ)
∫
∆d−1
dτ (σ) (r + ρ)γ−1F (r, θ)F (ρ, σ) rρ ‖θ − σ‖2 .
The finite bound in (8.6) now allows to use dominated convergence theorem to conclude that
lim
R→∞
V (R) = 0 . (8.10)
We can then apply Lemma 8.2 as follows, with Cd denoting the constant in the Lemma.
We first choose R0 ≥ L, 2Cd so that V (R) <
Cd
2 for all R ≥ R0, which is possible due to (8.10).
Given R ≥ R0, we choose δ(R) and ε(R) so that the alternative (ii) fails. To this end, let us
pick an abritrary function ε0 : R∗ → R∗ which satisfies ε0(R) ≤ 1R for all R > 0, and then
define for R ≥ R0
δ(R) := ε(R) , ε(R) :=
(
V (R) + ε0(R)
Cd
) 1
d+2
∈ (0, 1) , (8.11)
so that always Cdδ(R)ε(R)
d+1 = V (R) + ε0(R) > V (R) and δ(R) = ε(R) ∈ (0, 1), with
ε(R) → 0 as R → ∞. Then we may conclude from Lemma 8.2 that to each R ≥ R0 there
exists σ0 (R) ∈ ∆d−1 for which∫
B¯ε(R)(σ0(R))
λ (θ;R) dτ (θ) > 1− ε(R) .
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Then, the compactness of ∆d−1 implies that for every sequence {Rn}n∈N with limn→∞Rn =
∞, there exists a subsequence {Rnk}k∈N and θ0 ∈ ∆d−1 such that σ¯k := σ0(Rnk)→ θ0 in Rd
and, hence,
λk (θ) := λ (θ;Rnk)⇀ δ (θ − θ0) as k →∞ (8.12)
where the convergence takes place in the weak topology of measures. The δ-measure above
is defined with respect to dτ (θ), for instance,
∫
∆d−1 dτ (θ) δ (θ − θ0) = 1 even if θ0 is on the
boundary of ∆d−1.
In principle, θ0 depends on the chosen subsequence {Rnk}. We prove now that this is
not the case and characterize θ0. We plug into the weak formulation (8.4) the test functions
ψj (r, θ) = rφR (r) θj, j = 1, 2, . . . , d, where φR satisfies all earlier conditions. In addition,
we now require that there is c > 0 such that 0 ≥ φ′R(r) ≥ − cR for r ≥ 1, so that 0 ≤
φR(r) − φR(r + ρ) ≤ cRρ for all r, ρ ≥ 1. A function satisfying all the requirements can be
constructed for instance by taking a smooth non-increasing function g1 for which g1(r) = 1
for r ≤ 1, g1(r) = 0, r ≥ 2, and then defining φR(r) = (1− g1(2r))g1(r/R).
Then, using a vector notation,
ψ
(
r + ρ,
r
r + ρ
θ +
ρ
r + ρ
σ
)
− ψ (r, θ)− ψ (ρ, σ)
= φ (r + ρ) (rθ + ρσ)− rφ (r) θ − ρφ (ρ)σ
= r [φ (r + ρ)− φ (r)] θ + ρ [φ (r + ρ)− φ (ρ)]σ.
Plugging this identity into (8.4) and using a symmetrization argument to exchange the vari-
ables (r, θ)←→ (ρ, σ) we obtain∫
R∗
rd−1dr
∫
R∗
ρd−1dρ
∫
∆d−1
dτ (θ)
∫
∆d−1
dτ (σ)G (r, ρ; θ, σ)F (r, θ)F (ρ, σ)×
× r [φR (r)− φR (r + ρ)] θ = J0d (8.13)
where we assume that R > L and J0 is the injection rate vector, as defined above.
We then expand using θ = θ0 + θ − θ0, and denote
ω(R) :=
∫
R∗
rd−1dr
∫
R∗
ρd−1dρ
∫
∆d−1
dτ (θ)
∫
∆d−1
dτ (σ)G (r, ρ; θ, σ)F (r, θ)F (ρ, σ)×
× r [φR (r)− φR (r + ρ)] (θ − θ0) . (8.14)
We also note that∫
R∗
rd−1dr
∫
R∗
ρd−1dρ
∫
∆d−1
dτ (θ)
∫
∆d−1
dτ (σ)G (r, ρ; θ, σ)F (r, θ)F (ρ, σ)×
× r [φR (r)− φR (r + ρ)] = |J0|d , (8.15)
as seen by summing over the components in (8.13), since θ ∈ ∆d−1. Therefore, for all R > L,
d|J0|θ0 + ω(R) = dJ0 .
We claim that there is a sequence R′k > L such that ω(R
′
k)→ 0 in Rd as k →∞. This implies
θ0 =
1
|J0|J0 ,
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as claimed in the Theorem. In particular, the value does not then depend on the choice of the
subsequence (Rnk) above. Therefore, σ(R) → θ0 as R → ∞, and we can then replace (8.12)
by λ (θ;R)⇀ δ (θ − θ0) as R→∞.
Thus it only remains to construct the sequence R′k > L, k ∈ N+, such that ω(R′k)→ 0 as
k → ∞. We do this by showing that limδ→0 lim supk→∞ ‖ω(Rnkδ−2)‖ = 0 where δ ∈
(
0, 14
]
since then a diagonal construction allows finding suitable R′k.
We start from (8.14) after choosing arbitrary k and δ ∈ (0, 14] and settingR = Rnkδ−2 > L.
For r, ρ ≥ 1, we have 0 ≤ φR(r)− φR(r + ρ) ≤ min
(
1, cRρ
)
, by assumption. In addition, the
difference is zero, if r ≥ 2R or r+ ρ ≤ R. Therefore, the integration region may be restricted
to
Ω :=
{
(r, ρ) ∈ R2∗ : 1 ≤ r ≤ 2R , ρ ≥ 1 , r + ρ > R
}
.
Let us also split the region into three parts Ωi, i = 1, 2, 3, analogously to what was used in
the proof of Proposition 7.1: We set
Ω1 := {(r, ρ) ∈ Ω : ρ > r/δ} , Ω2 := {(r, ρ) ∈ Ω : δR ≤ ρ ≤ r/δ} ,
Ω3 := {(r, ρ) ∈ Ω : ρ < δR} . (8.16)
and then define
Ii =
∫
Ωi
dr dρ rdρd−1
∫
∆d−1
dτ (θ)
∫
∆d−1
dτ (σ)G (r, ρ; θ, σ)F (r, θ)F (ρ, σ)×
× [φR (r)− φR (r + ρ)] (θ − θ0) . (8.17)
so that ω(R) =
∑3
i=1 Ii.
The estimation of the integral I1 is completely analogous to the one in the proof of
Proposition 7.1, after we use the trivial bound [φR (r)− φR (r + ρ)] ‖θ − θ0‖ ≤ 2 in the
integrand. This results in a bound ‖I1‖ ≤ C|J0|
∫ 2
0 dξ ξ
− γ+1
2 min(1, δξ−1)
1−γ
2 which goes to
zero when δ → 0.
In the region Ω3 we use the upper bound [φR (r)− φR (r + ρ)] ‖θ − θ0‖ ≤ 2cρ/R. Other-
wise, we proceed as in the proof of Proposition 7.1. This results in a bound
‖I3‖ ≤ CRγ−1
∫
{1≤ρ≤δR , 1
2
R≤r≤2R}
dr dρ rdρd
∫
∆d−1
dτ (θ)
∫
∆d−1
dτ (σ)F (r, θ)F (ρ, σ)
≤ C|J0|δ
1−γ
2 ,
where in the second inequality we have applied Lemma 4.2 with q = 1. Also this bound goes
to zero as δ → 0.
It remains to estimate I2 which previously yielded the dominant contribution. Now on Ω2
we have (r + ρ)γ ≤ 2|γ|δ−|γ|ργ , and also Ω2 ⊂ [δ2R, 2R] × [δR,∞). Therefore, we obtain an
estimate
‖I2‖ ≤ Cδ−|γ|R
∫
[δ2R,2R]
dr rd−1
∫
[δR,∞)
dρ ργ+d−1
×
∫
∆d−1
dτ (θ)
∫
∆d−1
dτ (σ)F (r, θ)F (ρ, σ) ‖θ − θ0‖ .
≤ C ′δ−3|γ|R1−γZ(δ2R)Z(δR)
∫
∆d−1
dθλ(θ; δ2R)‖θ − θ0‖
≤ C ′|J0|δγ−3|γ|−1
∫
∆d−1
dθλ(θ; δ2R)‖θ − θ0‖ .
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By our choice of R, δ, we have here δ2R = Rnk . Therefore,∫
∆d−1
dθλ(θ; δ2R)‖θ − θ0‖ ≤ ‖θ0 − σ¯k‖+
∫
∆d−1
dθλ(θ;Rnk)‖θ − σ0(Rnk)‖ ,
which goes to zero as k →∞, by construction.
Collecting the estimates of Ii together, we find limδ→0 lim supk→∞ ‖ω(Rnkδ−2)‖ = 0 which
completes the proof of limR→∞ σ0(R) = θ0. Hence, also
v(R) :=
(∫
∆d−1
dθλ(θ;R)‖θ − θ0‖
) 1
2
→ 0 ,
and by Chebyshev-type estimate then∫
∆d−1
dθλ(θ;R)1{‖θ−θ0‖>v(R)} ≤ v(R)→ 0 .
To conclude the proof of the Theorem, let us show that this result implies the claim in
the Theorem, if we choose there δ(R) =
√
d v(R). We have∫
[R,R/b] dr
∫
∆d−1∩{|θ−θ0|>δ(R)} dτ (θ)F (r, θ)∫
[R,R/b] dr
∫
∆d−1 dτ (θ)F (r, θ)
≤ CZ(R)
Rγ
∫
[R,R/b] dr r
d−1 ∫
∆d−1 dτ (θ)F (r, θ)
∫
∆d−1
dθλ(θ;R)1{‖θ−θ0‖>v(R)}
where the constant C depends only on b, d and γ. Employing Proposition 7.1 and (8.8),
we find that the first factor on the right hand side is uniformly bounded in R, and thus the
right hand side goes to zero as R → ∞. Thus (3.1), (3.2) hold. This concludes the proof of
Theorem 3.8. 
Remark 8.3 We notice that, in principle, the value of θ0 can be at the boundary of ∆
d−1.
We now prove Theorem 3.9 for the discrete coagulation equation.
Proof of Theorem 3.9. It is an easy consequence of Theorem 3.8 using the fact that f (·) =∑
α nαδ (· − α) and η (·) =
∑
α sαδ (· − α) satisfy all the assumptions in Theorem 3.8. Then
(3.3) is just a consequence of (3.1). 
8.2 Localization properties of the constant flux solutions
We now prove Theorem 3.10. The assumptions and some of the details of the proof are very
similar to the earlier cases, and then they will not be repeated here.
Proof of Theorem 3.10. Due to Theorem 4.1, item (iii), it is enough to prove the result for
γ < 1, p = 0. We consider the weak formulation (8.4) (with η = 0), namely
1
2
∫
R∗
rd−1dr
∫
R∗
ρd−1dρ
∫
∆d−1
dτ (θ)
∫
∆d−1
dτ (σ)G (r, ρ; θ, σ)F (r, θ)F (ρ, σ)×
×
[
ψ
(
r + ρ,
r
r + ρ
θ +
ρ
r + ρ
σ
)
− ψ (r, θ)− ψ (ρ, σ)
]
= 0. (8.18)
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We now choose continuous test functions ψ (r, θ) = rφR1,R2 (r) ‖θ‖2 where we require that
0 < R1 < R2 and we construct φR1,R2 (r) as
φR1,R2 = φR2 − φR1
2
(8.19)
where the functions φR are defined by
φR(r) =


1 if r ≤ R ,
1− r−RR if R ≤ r ≤ 2R ,
0 if r ≥ 2R .
Then each φR is Lipschitz continuous and decreasing, and φR1,R2 are compactly supported.
Although φR is not continuously differentiable, and hence strictly speaking not an allowed
test function, a standard approximation argument shows that, nevertheless, equation (8.18)
holds also for this choice. Alternatively, one may use below the smooth bump function φR
constructed after (8.12), although some of the constants in the upper bounds would need to
be increased then.
For this choice of test functions we obtain
ψ
(
r + ρ,
r
r + ρ
θ +
ρ
r + ρ
σ
)
− ψ (r, θ)− ψ (ρ, σ)
= (r + ρ)φR1,R2 (r + ρ)
∥∥∥∥ rr + ρθ + ρr + ρσ
∥∥∥∥
2
− rφR1,R2 (r) ‖θ‖2 − ρφR1,R2 (ρ) ‖σ‖2
=
1
(r + ρ)
[
φR1,R2 (r + ρ) r
2 − φR1,R2 (r) r (r + ρ)
] ‖θ‖2
+
1
(r + ρ)
[
φR1,R2 (r + ρ) ρ
2 − φR1,R2 (ρ) ρ (r + ρ)
] ‖σ‖2 + 2rρ
(r + ρ)
φR1,R2 (r + ρ) (θ · σ)
= −φR1,R2 (r + ρ) rρ
(r + ρ)
‖θ − σ‖2 + (φR1,R2 (r + ρ)− φR1,R2 (r)) r ‖θ‖2
+ (φR1,R2 (r + ρ)− φR1,R2 (ρ)) ρ ‖σ‖2
Plugging this into (8.18) and using also the symmetrization (r, θ)←→ (ρ, σ) we obtain
1
2
∫
R∗
rd−1dr
∫
R∗
ρd−1dρ
∫
∆d−1
dτ (θ)
∫
∆d−1
dτ (σ)U1(r, ρ, θ, σ)
=
∫
R∗
rd−1dr
∫
R∗
ρd−1dρ
∫
∆d−1
dτ (θ)
∫
∆d−1
dτ (σ)U2(r, ρ, θ, σ) (φR1,R2 (r + ρ)− φR1,R2 (r))
(8.20)
where
U1(r, ρ, θ, σ) = G (r, ρ; θ, σ)F (r, θ)F (ρ, σ)
φR1,R2 (r + ρ) rρ
(r + ρ)
‖θ − σ‖2
and
U2(r, ρ, θ, σ) = G (r, ρ; θ, σ)F (r, θ)F (ρ, σ) r ‖θ‖2 .
Using (8.19) we can then write (8.20) as
jR1
2
= DR1
2
,R2
+ jR2 (8.21)
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where
jR =
∫
R∗
rd−1dr
∫
R∗
ρd−1dρ
∫
∆d−1
dτ (θ)
∫
∆d−1
dτ (σ)U2(r, ρ, θ, σ) (φR (r)− φR (r + ρ)) ,
(8.22)
DR1
2
,R2
=
1
2
∫
R∗
rd−1dr
∫
R∗
ρd−1dρ
∫
∆d−1
dτ (θ)
∫
∆d−1
dτ (σ)U1(r, ρ, θ, σ) . (8.23)
Note that, since the functions φR are decreasing, we have jR ≥ 0. Moreover, given that
φR1,R2 ≥ 0 then DR1
2
,R2
≥ 0. Hence,
0 ≤ DR1
2
,R2
≤ jR1
2
. (8.24)
We next show that the integrals jR for any R > 0 are bounded by C |J0| where J0 is the
vector flux appearing in the definition of constant flux solution (cf. Definition 2.3) and C is
independent on R. More precisely, we claim that
0 ≤ jR ≤ C |J0| , for any R > 0. (8.25)
To prove this we notice that the integrand in the definition of jR can be non-zero only if
r ≤ 2R, r + ρ > R. Furthermore, since φR(r)− φR(r + ρ) ≤ ρR and φR(r) ≤ 1 we have
φR(r)− φR(r + ρ) ≤ min
{ ρ
R
, 1
}
.
Then, using (8.22) we obtain
jR ≤
∫∫
{r≤2R, ρ+r≥R
2
}
rdρd−1drdρ
∫
∆d−1
dτ (θ)
∫
∆d−1
dτ (σ)W (r, ρ; θ, σ)min
{ ρ
R
, 1
}
, (8.26)
where we set W (r, ρ; θ, σ) = G (r, ρ; θ, σ)F (r, θ)F (ρ, σ). Using Definition 2.3 we have
∫ 4R
R
4
d∑
j=1
Aj(ξ)dξ =
15
4
R|J0| . (8.27)
Hence, thanks to (2.30), we arrive at
15d
4
R|J0|
=
∫ 4R
R
4
dξ
∫
{r≤4R}
rddr
∫
R∗
ρd−1dρ
∫
∆d−1
dτ (θ)
∫
∆d−1
dτ (σ)1{r≤ξ<r+ρ}(r, ρ)W (r, ρ; θ, σ).
(8.28)
This implies
15d
4
R|J0| ≥∫∫
{r≤2R, ρ+r≥R
2
}
rdρd−1drdρ
∫
∆d−1
dτ (θ)
∫
∆d−1
dτ (σ)
∫ 4R
R
4
dξ1{r≤ξ<r+ρ}(r, ρ)W (r, ρ; θ, σ).
(8.29)
47
We now want to prove that in the integrand of (8.29)
∫ 4R
R
4
dξ1{r≤ξ<r+ρ}(r, ρ) ≥
R
4
min
{ ρ
R
, 1
}
. (8.30)
With this aim we consider separately the cases ρ ≤ r and ρ > r. If ρ ≤ r, r ≤ 2R, and
ρ+ r ≥ R2 , we have r ≥ R4 and ρ+ r ≤ 4R. Then∫ 4R
R
4
dξ1{r≤ξ<r+ρ}(r, ρ) =
∫ ρ+r
r
dξ = ρ.
Suppose now that ρ > r, r ≤ 2R, and ρ+ r ≥ R2 . Then∫ 4R
R
4
dξ1{r≤ξ<r+ρ}(r, ρ) = min {(r + ρ), 4R} −max
{
r,
R
4
}
= Rψ
( r
R
,
ρ
R
)
where ψ (y1, y2) = min {(y1 + y2), 4} −max
{
y1,
1
4
}
. It turns out that
min
{0≤y1≤2, y1+y2≥ 12 , y1≤y2}
ψ (y1, y2) ≥ 1
4
.
This inequality follows considering separately the regions Uj ∩ Vk ∩ {y1 ≤ y2} for j = 1, 2,
k = 1, 2 with
U1 = {y1 + y2 ≥ 4}, U2 = {y1 + y2 ≤ 4}
V1 = {y1 ≥ 1
4
}, V2 = {y1 ≤ 1
4
},
Therefore, (8.30) follows. Combining (8.26) with (8.29) and (8.30) we obtain (8.25). We
now use the inequality (8.25) which, together with (8.24), yields
DR1
2
,R2
≤ C |J | , 0 < R1 < R2 .
By monotone convergence, this result implies also that
D0,∞ :=
1
2
∫
R∗
rd−1dr
∫
R∗
ρd−1dρ
∫
∆d−1
dτ (θ)
∫
∆d−1
dτ (σ)W (r, ρ; θ, σ)
rρ
r + ρ
‖θ − σ‖2
≤ C |J | . (8.31)
Our next goal is to use the above convergent integral to prove a dominated convergence
argument similar to what was used in the proof of Theorem 3.8.
First, let us recall that by Proposition 7.1, if we set
Z(R) :=
∫
[R,∞)
rγ+d−1dr
∫
∆d−1
dτ (θ)F (r, θ) ,
then we may follow the same argument as in the proof of Theorem 3.8 and find constants such
that (8.8) holds for all R > 0. In particular, we may then define the probability measures
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λ(θ;R) as before for all R > 0, and conclude via the same argument, now relying on (8.31),
that with θ0 := J0/|J0| we have
λ (θ;R)⇀ δ (θ − θ0) as R→∞ . (8.32)
For the constant flux solution it is also possible to consider the limit R → 0 for the
probability distribution
λ0 (θ;R) =
∫
(0,R] F (r, θ) r
1+d−1dr
Z0(R)
, Z0(R) :=
∫
(0,R]
rddr
∫
∆d−1
dτ (θ)F (r, θ) . (8.33)
For this limit, we replaced the power γ with 1 since now, whenever 0 < r, ρ ≤ R, we have
rρ(r + ρ)γ−1 ≥ rρ(2R)γ−1, and on the other hand applying Lemma 4.2 and Proposition 7.1
we find constants C ′1 and C
′
2 such that for all R > 0
C ′2
√
|J0|R
1−γ
2 ≤ Z0(R) ≤ C ′1
√
|J0|R
1−γ
2 . (8.34)
Following analogous steps as in the first limit case, it follows that
λ0 (θ;R)⇀ δ (θ − θ0) as R→ 0 , (8.35)
where θ0 is the same constant vector as in the first case.
It only remains to show that the Dirac mass structure not only takes place for R → 0
or R → ∞, but for arbitrary values of R. If 0 < R1 < R2, we can use the test function
ψ (r, θ) = rφR1,R2 (r) to we obtain j˜R1
2
= j˜R2 where
j˜R :=
∫
R∗
rd−1dr
∫
R∗
ρd−1dρ
∫
∆d−1
dτ (θ)
∫
∆d−1
dτ (σ)W (r, ρ; θ, σ) (φR (r)− φR (r + ρ)) r .
Then, using (8.32), (8.35) together with (8.31), we may conclude that jR−‖θ0‖2j˜R → 0 both
when R→ 0 and when R→∞; note that for any θ ∈ ∆d−1 we have |‖θ‖2−‖θ0‖2| ≤ 2|‖θ‖−
‖θ0‖| ≤ 2‖θ − θ0‖. Thus, using the dissipation formula (8.21), we obtain that DR1
2
,R2
→ 0 as
R1 → 0, R2 → ∞. This implies that D0,∞ = 0, and this is possible only if there is measure
H˜(r) such that
F (r, θ) = H˜ (r) δ (θ − θ0)
It is readily seen that, since F solves the coagulation equation (8.18) we can write H˜ (r) as
H(r)
rd−1 where H is a constant flux solution with the kernel G (r, ρ, θ0, θ0) and the result follows.
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