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This thesis examines quantum confined quasi-one-dimensional structures on 
silicon surfaces.  An in situ prepared and hydrogenated Si(100)-(2x1) is investigated, on 
which a quasi-dimensional nanostructure is fabricated via scanning tunneling 
microscopy.  Also, the feasibility of STM-based nanolithography on an ex situ 
hydrogenated Si(111)-(1x1) surface is explored.  Using methods such as those discussed 
herein it is possible to create quasi one-dimensional semiconducting metallic nanowires 
as well as contact pads, useful for four point probe measurements at the nanoscale.  Using 
a STM, dimer wide strips of hydrogen are removed from the passivated layer to reveal 
bare silicon surface bonds forming a nanowire approximately 100nm in length.  Gallium 
is then evaporated onto the hydrogen-passivated surfaces and imaged.  Silicon structures 
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Should one consider ages that have been defined by the material that burgeoned 
technological advancement and improvement in the life of humankind such as the Stone, 
Bronze or Industrial Ages, the current era shall surely be referred to as the Silicon Age.  
This era in the history of humankind has allowed communication and transfer of 
information on a scale that has never before been witnessed.  It has given humankind the 
ability to rapidly transfer information, gain knowledge, and vastly improved the ways in 
which we are able to analyze the properties of nature.  This relatively new age of 
enlightenment is deeply rooted in the study of the electrical characteristics of artificially 
structured materials, specifically silicon and other semiconductors that allow precise 
control of the flow of electrons. 
 
1.1 Fabrication on the Nanoscale 
The next phase of the silicon revolution will occur on the nanoscale.  When 
creating atomic scale structures there are two basic methodologies or schools of thought 
for fabrication, top-down and bottom-up.   Top-down construction has been commonly 
used to achieve desired structures by modifying surfaces through etching or other 
macroscopically induced modifications.  It is an older and highly refined technology 
responsible for the success and reliability of microelectronic devices used today.  
Processes such as electron beam lithography, scanning probe lithography, and writing, 
stamping, or masking are considered top-down approaches [1].  
 2
Recently, however, the converse “bottom-up” type structuring is becoming of 
greater practical interest with increasing frequency of promising results and possible 
applications.  In the bottom-up approach, molecules and atoms undergo a self-assembly 
process that is highly dependent on temperature and the interactions between a small 
amount of deposited material and the surface of a larger structure.  That is, no external 
surface modifications are induced.  Thus, the formation of structured surfaces proceeds 
according to the most energetically favorable configuration. 
  A bottom-up type system produced by molecular evaporation or other methods 
will construct one atom or molecule at a time and possess features that are highly 
dependent on the material kinetics of the individual parts and the thermodynamics of the 
system.  Examples of bottom-up construction include step-edge decoration and strain-
mediated self-assembly [1]. 
It is interesting to pursue atomic scale structures that have the desired 
characteristics of a functional device without any external modification.  This approach 
allows the possibility of a much higher density of surface features, approaching 
nanometers and less, whereas present top down processes have limitations of tens to 
hundreds of nanometers.  This project seeks to explore a combination of these top-down 
and bottom-up approaches.  The surface is externally modified via STM lithography and 
then allowed to selectively form nanostructures by the evaporation of a metal onto the 




Fig. 1.1 Selective desorption of hydrogen by STM lithography.  A clean surface is 
passivated with hydrogen.  Then hydrogen is desorbed by STM. 
 
1.2 Objectives of This Thesis 
The goal of this thesis is to pursue the creation of a wire of atomic dimensions.  
Palasantzas and others have shown that it is possible to create such a nanowire and 
deposit metals such as cobalt and silver [2].  The atomic scale wire to be constructed 
herein will be created by first passivating the dangling bonds of a Silicon (100)-(2x1) 
surface, then electronically desorbing the passivating material in a desired pattern by 
stimulated desorption as first proposed by Dagata [3].  Ideally, a metal can then be 
deposited onto the patterned dangling surface bonds remaining after desorption.  The 
boundaries between such a metal and semiconductor act as natural Schottky barriers such 
that charge carriers are depleted from the semiconductor and thus, the charge carriers are 
well confined to move within the metallic wire [4].  Of further physical interest is that 
perfect metallic atomic wires are expected to behave as Luttinger liquids (separation of 
spin and charge density waves, fermions interact as bosons) due to strong Coulomb 
interaction between electrons confined within the wire [5,6].   
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The characterization of physical properties for such a wire has barely been 
explored, due largely to the inherent difficulty of probing materials on such small scales.  
This is due to the interesting physical phenomena that are found when macroscopic 
materials interact with those in reduced dimensions.  The most prevalent of these 
interactions in an atomic wire, quantized conductance, is discussed in detail.  When 
analyzing such nanoscopic materials, it is also a challenge to isolate effects originating 
from the macroscale from those on the nanoscale.  For example, it has been demonstrated 
that the quantum conductance of a one-dimensional wire has an expected quantized unit 
of 2e2/h [7].   
Other than creation and imaging of nanostructures the examination of properties 
by techniques such as four point probe analysis may not be possible in the time allotted 
for this thesis.  However it is hoped that the work completed here will provide a future 
researcher with the information and materials necessary to promptly embark on such 
endeavors. 
 
1.3 Experimental Motivations  
The following sub-sections list and describe practical factors that are driving 
research of low dimensional structures such as transistors and memory storage. 
 
1.3.1 Metal Oxide Semiconductor Field Effect Transistors 
The device presently used to control the switching effect of electrons in circuits is 
called a metal oxide semiconductor field effect transistor, or MOSFET.  Since the 
original inception by Shockley and the construction by Bardeen and Brattain in 
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December of 1947, the transistor has become the primary device used to achieve rapid 
on-off switching desired in electronic circuits.  Faster and more energy efficient than the 
transistor, the MOSFET was created at Bell Labs by Kahng and Atalla in 1960 [8].  The 
operation of the MOSFET depends upon an insulating layer that is sufficiently thick such 
that at a reasonable temperature a gate voltage may be applied to an overlying metal layer 
adding or removing carrier electrons from the underlying semiconductor.  This introduces 
a conducting path in the semiconductor for current to travel between metallic contact 
points attached to either end of the semiconductor (Fig. 1.2).  
Of critical importance to such a device is the classical assumption that an electron 
cannot pass through an insulating barrier such as an oxide.  As the thickness of the oxide 
layer decreases, as is desired for smaller devices and faster switching, eventually 











Fig. 1.2 Schematic of MOSFET device 
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probability and the device becomes nonfunctional.  However, the same quantum 
mechanical effects that are hindering smaller and faster MOSFETs could also introduce 
new ways of controlling electronic switching, such as the quantized conductance effect as 
discussed in section 2.6.1.  These factors require electron transport on the atomic scale to 
be fully understood.   
 
1.3.2 Applications for One-Dimensional Devices 
It may be possible to use electron transport properties through one-dimensional 
conductors to replace the switching effect of MOSFETs and also to form interconnects 
between such devices.  Memory storage using electron spin is also an application with 
much room for improvement.  Another novel idea is to use nanoscale conductors along 
with a nanopore on a silicon surface as a device that will provide a rapid sequencing 
technique to determine DNA nucleotides.  This is accomplished by detecting the potential 
difference due to the dipole moments of the nucleotides as they flow through a nanopore 
between metallic atomic wires, requiring a wire with diameter less than five nanometers 
(Fig. 1.3).  Thus, it is hoped that through the use of such a device the emergence of 
genetic predispositions might be prevented or prolonged [9].   
Switching devices are decreasing in size but the circuits connecting such devices 
are also approaching the quantum regime.  These connecting devices and methods of 
achieving them are a primary motivation of this thesis.  Metal silicides and metallic wires 
have high conductivity and also moderately high melting temperatures needed for 
interconnects and gates during device fabrication [4].   
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Fig. 1.3 Schematic of rapid DNA profiling apparatus.  DNA flows through the nanopore 
located between nanowires that detect the dipole moment or voltage of specific 
nucleotides. 
 
Comprehension of transport on the scale of atomic phenomena is needed in the 
integrated circuit industry and also to aid in developing a complete picture of electron 
conduction that may be applied in other areas.  This includes devices such as 
superconductors, light-emitting diodes, hard drives, memory storage, and photoelectric 
cells.  The possibility of great technological rewards, as demonstrated with increasing 
demand on the consumer level, has continued to vigorously drive research in this area. 
One-dimensional devices allow the ability to further study fundamental electron 
transport in a system where mathematical modeling is elegant and, in comparison to 
higher dimensions, easily solvable.  In such a wire, the primary interaction becomes 
electron-electron correlations as dominant interactions present in higher dimensional 
systems such as the electron interactions with the lattice structure, or phonons, may be 
neglected by geometrical considerations.  Possible experimental situations of interest are 
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the flow of electrons in such a wire within a magnetic field as well as studies of spin-
charge separation, and controlling the electron spin state within the wire [10,11]. 
 
1.3.3 Spin Transport in One-Dimension 
Using a one-dimensional wire it is possible to transport the spin orientation of an 
electron due to the possibility long spin coherence lengths [12].  It has been proposed that 
spin transport may be able exceed the performance of the MOSFET as a switching device 
[13].  The control of spin orientation, whether the spin is oriented up or down, is an ideal 
system to mimic the on-off switching effect of the MOSFET.  This system of spin-based 
electronics or spintronics requires far less energy to control the switching effect.  This is 
because no electrons are moved through the lattice as in typical switching devices, but are 
instead rotated into another orientation by magnetic interaction of the spin.  Thus, the 
switching process generates very little heat.  The benefit of this is two fold.  First, the 
spin-based transistor uses less energy and second, the required relaxation time to 
complete a transition from an on state to off state is greatly reduced increasing device 
performance.    
Spintronics also allows the possibility of taking advantage of quantum mechanics 
and quantum computation [14].  For example, a single electron spin may have not only 
on and off states but a superposition of the two, producing four possible states instead of 
just two, thus increasing the computational power from 2n for n “off-on” systems to 2n+1 
for a superimposed system.  Such control and detection of spin states may be 
accomplished using spin valves, which are constructed of multi-layered magnetic and 
non-magnetic materials and are extremely sensitive to magnetic fields [15].  This 
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sensitivity allows the spin state to be detected by allowing current to pass through the 
valve when the spin and magnetic materials align and off when the spin state is anti-
parallel [16].  The realization of such spin operational devices is possible through the 





















Chapter 2  
Electronic Transport Phenomena  
 This chapter will discuss electron transport in bulk systems, the observed Fermi 
levels and density of states of such macroscopic systems, structural and electronic 
properties present at the surface of a bulk system and transport properties within a quasi-
one dimensional conductor. 
 
2.1 Macroscopic Electronic Structure of Semiconductors 
The underlying layer or substrate of a surface possesses what are referred to as 
bulk properties.  These properties are the result of the combinative effects of local and 
long-range interactions producing phenomena that are typically observed on the 
macroscopic scale.  Generally these interactions are uniform or averaged out such that in 
a typical crystal, when no external perturbations are present, a measurement in any 
direction will yield identical results.   
 In a semiconductor there is a forbidden energy gap created periodic potential of 
the lattice (Fig. 2.1).  There are two types of semiconductors characterized by their band 
gap distributions.  The first type, to which silicon belongs, is an indirect bandgap 
semiconductor, so called because in addition to an external electronic perturbation an 
intermediary phonon is required to push the electron into the conduction band and 
conserve momentum [17].  The other type is a direct gap semiconductor, a common 














Fig. 2.1 Band gap of a semiconductor.  The valence band is completely filled and the 
conduction band is completely empty at 0K.  The Fermi level EF is in the middle. 
 
than the band gap to excite an electron into the conduction band.  As the energy, either 
thermal or electrical, supplied to the semiconductor is increased, the chance for an 
electron to experience an excitation across the gap from the insulating or valence band 
into the conduction band increases exponentially.  Once this gap is overcome by a 
sufficient number of electrons, leaving positive holes behind in the valence band, the 
semiconductor becomes a conductor and remains so until a reduction in the supplied 
energy decreases the number of electrons within the conduction band and thus refills the 
valence band.  The gap is fairly large in silicon, about 1.1 eV at room temperature.  
The resistance of a semiconductor may be dramatically decreased by insertion of 
donor or acceptor atoms into the bulk lattice, a process known as doping.  Each dopant 
atom provides a site for either the donation of an extra free electron or a hole for the 
acceptance of a free electron.  Phosphorus and Boron are examples of donor and acceptor 
atoms, respectively.  When these atoms are inserted into the crystal structure, the effect is 
an introduction of available states into gap [8].   The insertion of dopant atoms introduces 
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states into the band gap and conduction can easily occur.  For example, the addition of 
one boron atom to 105 silicon atoms at room temperature will increase silicon 
conductivity by 103 [17]. 
 Energy gaps are calculated by solving the Shrodinger equation (Eq. 2.1.1) in three 
dimensions and applying periodic boundary conditions based on the crystal structure.   
Such periodic potentials, U(r), produce repetitions in the electron wavefunctions known 
as Bloch functions (Eq. 2.1.2).  The function unk(r) describes the wavefunction within 
one repetition of the lattice and is translated into the next identical zone by an exponential 
phase factor.  This forms the complete wavefunction for an electron within the lattice 
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⋅Ψ =                                                                                                     (2.1.2) 
 
2.2 Density of States and the Fermi Energy 
It is of great practical interest to explore fundamental aspects of electron transport 
on the molecular scale.  Therefore, we wish to know how an electron behaves within a 
given solid.  The electron density of states, g(E), is defined as the number of available 
states found within an infinitesimal energy range dE (Eq. 2.2.1).  The density of states is 
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a fundamental quantity used to characterize material properties such as thermal and 
electrical conductivity due to the influence of the relative location of energy bands. 
 
( )( ) dN Eg E
dE
=                                                                                                             (2.2.1) 
 
The dimensionality of a solid has a profound influence on this distribution of 
available states originating from the allowed electron momentum within a given volume 
(Fig. 2.2).  In three dimensions it is found that 1/ 2( )g E E∝  whereas in two dimensions 
( )g E E∝  and in one dimension 1/ 2( )g E E−∝  (Fig. 2.2). 
Of particular importance is the distribution of states around the Fermi energy, EF.  
This distribution is represented by the Fermi-Dirac distribution function. (Eq. 2.2.2)  The 
Fermi-Dirac function describes the distribution of electrons between occupied and 
unoccupied energy levels.  Although it is dependent on elevated temperatures, at room 










                                                                                                         (2.2.2) 
 
Although one would expect such a probabilistic system of random excitations to 
follow Boltzman statistics for a particular ensemble with finite available states, electrons 
instead obey what is known as Fermi-Dirac statistics [18].  This is a consequence of the  
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Fig. 2.2 Density of states as a function of energy in one, two, and three dimensions for a 
free electron gas. 
 
Pauli exclusion principle, which states that no two half-integer spin particles may 
simultaneously occupy exactly the same quantum state [19].  Two electrons that 
degenerately occupy an energy state are referred to as either spin up or spin down. 
The Fermi-Dirac function elucidates that at absolute zero all electrons will occupy 
the lowest available states, and the electron distribution about the Fermi energy becomes 
an exact step function with all levels less than the Fermi energy being fully occupied and 
all above the Fermi energy unoccupied.  At much higher temperatures the step function 
becomes less sharply defined as electrons once below the Fermi energy now have 
sufficient energy available to likely be found in the empty states above it and less likely 
to be found in the states below. 
Thus, to summarize, the position of the electron state densities relative to the 
Fermi energy determines the electrical and thermal properties of a solid.  These include 
the conductivities, the specific heat, and also magnetic properties of the material.  
However, as the dimensionality of a solid is reduced from the bulk or as the boundaries 
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of a bulk material are approached, the electron occupation levels no longer overlap in the 
same way changing how energy levels are occupied.  This leads to dramatic changes in 
physical properties controlled by the density of states.  Thus physical quantities such as 
those listed above are remarkably changed. 
 
2.3 Origins of Surface Properties 
Compared to bulk properties, within a few atomic layers of the surface boundary 
the physical properties of a material are dramatically different.  Valence electron orbitals 
responsible for crystal bonding that were fully occupied in the bulk structure may become 
entirely or partially unoccupied at the surface producing energy states within the expected 
energy gap for bulk crystals [17].  This change in the electronic structure will alter 
physical characteristics such as electrical and thermal conductivity and may completely 
reorganize the surface structure from that encountered in bulk.  Thus surfaces will often 
produce a unique two-dimensional surface structure, each with distinctive physical 
properties, and also open up the possibility for electron transport tangential to the surface 
even though the bulk material exhibits no such characteristics. 
 
2.4 Silicon Surface Structure 
 A bulk silicon crystal has a diamond type lattice structure.  This can be visualized 
as two intertwining face centered crystals one of which is offset from the other by one-
quarter basis length in each positive Cartesian direction [20].  Thus each atom has four 
nearest tetrahedral neighbors.  Other than the bulk silicon structure the diamond lattice is 
shared by the diamond phase of carbon, germanium, and also tin.  
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The crystal orientation at the surface boundary will determine the observed 
surface structure.  These orientations are designated by Miller Indices which designate 
the plane formed by Cartesian coordinates on the x,y, and z axes represented as (xyz).  
For example, if the diamond lattice structure of silicon is cleaved along the (111) 
direction through the three opposing corners of the cubic basis (Fig. 2.3a), the observed 
structure takes on a hexagonal shape.  However, if the crystal is cleaved along the (100) 
axis, or through one of the faces of the cubic basis lattice, the dangling bonds of the 
crystal form linear rows with the off basis FCC atoms being slightly recessed (Fig.2.3b).  
This structure is referred to as the Si(100) unreconstructed surface or Si(100)-(1x1).   
The (1x1) surface silicon atoms are only bonded to two other atoms leaving two 
dangling bonds on the surface (Fig. 2.4a).  If the crystal is heat-treated and annealed by 
slowly approaching room temperature from the elevated temperatures, the (2x1) 
reconstructed phase is formed.  The (2x1) phase is constructed of parallel linear rows of 
atoms paired together covalently to form dimers (Fig. 2.4b).  Each silicon atom donates 
one of its two dangling bonds to form the dimer bond between silicon atoms.  
 
(a)                                                                          (b) 
              
Fig. 2.3 Bulk silicon lattice cell.  The (111) and (100) planes are highlighted [22]. 
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(a)                                                                       (b) 
  
Fig. 2.4 Silicon (100) surface reconstructions. (a) (1x1) and (b) (2x1) [23]. 
 
However, not all silicon atoms pair together at the same height from the surface.  
This is due to the degenerate symmetry of the covalently bonded silicon atoms.  
According to the Jahn-Teller theorem, these symmetry degenerate states are unstable 
compared to distortions that lower the symmetry [21]. Therefore the symmetry 
degenerate dimer pairs of silicon atoms will alternately move up and down with elevated 
atoms giving up an electron and recessed atoms acquiring one electron.  The system 
reaches an energetically favorable configuration when the distortions caused by electron 
transfer between paired atoms matches the total amount of bond angle strain with 
neighboring atoms.  This is commonly called a buckled dimerization state.  This 
symmetry degeneracy is not observed using the STM at room temperature due to their 
rapid oscillations, on the order of picoseconds, from the slightly raised or decreased 
positions.  However, if the buckled dimer system is cooled down to sufficiently low 
temperatures such that the rate of thermal oscillation may be decreased, the symmetry 




Fig. 2.5 Filled and empty state images of Si(100)-(2x1) at 63K [24].  The structure 
appears as c(4x2) indicating the transfer of charge from one atom to another within the 
dimer. Images are of identical locations (3.1 x 3.1 nm2). 
 
2.5 Transport in Quasi One-Dimensional Systems 
 It is fundamentally interesting to examine electron transport in one-dimensional 
systems.  These systems are not one-dimensional in the purist sense of the word, but are 
rather quantum confined in two dimensions and linear in another.  Therefore the word 
quasi-one-dimensional is often used however, with this disclaimer in mind, I will use the 
phrase “1D” as a descriptor of quasi-one-dimensional systems.  While large scale 
implementation of such devices may be far in the future, we are presently able to examine 
the physical properties, construct 1D conductors, determine prospective fields of 
usefulness, and also increase the knowledge base for future use.  The remainder of this 
chapter will discuss some of the novel physical characteristics of quasi-1D conductors. 
Interestingly enough, one-dimensional conductors are an excellent physical 
illustration of one of the most elementary pedagogical examples of quantum mechanics. 
This is the case of an electron confined to a rigid 1D box, also called the infinite square 
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well problem.  The electron is confined between two infinite potentials along the x and y 
directions but may move freely along the z-axis, analogous to a 1D wire where the 
potential energy U(x) within the confines of the metal wire is lower with respect to the 
passivated semiconductor.  Consider an electron confined along the x-axis (Fig. 2.6).  
The confinement along y is identical.   
If we define the bottom of the well to have a potential of zero and the width of the 
well as extending from x=0 to x=L and look for a standing wave solution as predicted by 
the Schrodinger wave equation (Eq. 2.5.1): 
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In this case we arbitrarily set ( ) 0U r = .  It is found that within this potential there are 
sinusoidal solutions, which after normalization are found to be: 
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Fig. 2.6 First two wave functions for a single electron in a 1D infinite square well. 
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Furthermore, momentum normal to the wire direction is quantized according to 
the deBroglie relation, λ=h/p where h is Planck’s constant, 6.626*10-34 J s.   Thus the 
energy eigenvalues of the wave equation are quantized along x and y.  The quantized 
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= + +                                                                                     (2.5.3) 
 
where n is the energy state of the electron, m is the mass and  is Planck’s constant 
divided by 2π.   
 
2.6 Discussion and Derivation of Quantized Conductance 
Unlike the familiar Ohmic behavior (V=IR  conductance: G=σW/L) found in 
good conductors on the macroscopic scale, molecular scale conductance exhibits novel 
phenomena such as conductance quantization.  The quantization of electrical conductance 
arises from the boundary conditions imposed by the length and width of the conducting 
wire.  As the electron mean free path (distance an electron travels before experiencing a 
change in momentum from interactions with electrons, phonons, or impurities) becomes 
greater than the length scale of the conductor, the conductance approaches infinity.   Such 
a wire whose mean free path is longer than the length of the conductor is called a ballistic 
conductor.   However if the width of the wire approaches zero, one expects from the 
classical equation that the conductivity would also approach zero, but this is not the case.  
Characteristic quantum mechanical effects (noticeable quantization of electron wave 
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vectors) must be taken into consideration as the width is reduced.  Thus, for the theory of 
conduction on the molecular scale, we no longer ignore the wave character of the 
electron, but consider its transport through a molecular wire as an electron traversing a 
waveguide (say along the z axis confined by x and y).  This is analogous to the familiar 
case of electromagnetic wave guides.  
Such that the quantized conductance may be determined, the current found in a 
ballistic conductor is calculated from an applied voltage (or similarly electrochemical µ1 
and µ2 where eV=µ1-µ2 is the energy range in which current is carried at low 
temperatures) in the left and right reservoirs, R1 and R2 (Fig. 2.7).  The potential energy 
of reservoir one is higher than that of reservoir two. 
  Recall that the current of a one dimensional electron gas is given by I=Nev/L.  
Where N is the number of electrons, v is their velocity, and L is the length traversed in a 
1D wire. For simplicity, consider conduction of a single transverse mode that may be 
occupied by a spin up and spin down electron (N=2) in a ballistic conductor.  The 
electron velocity may be found by finding the rate of change of the frequency with 
 
 
Fig. 2.7 Illustration of diffusive and ballistic transport of electrons.  l  is the mean free 
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Thus implying that 
22eG
h
=  for a ballistic conductor.  This may be extended to include 
multiple modes (M) and decreases in electron transmission (T) from interactions along 
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The above procedure is written more robustly in Datta’s book by consideration of 
a single transverse mode whose occupied k states are described by a Fermi-Dirac 
distribution function f+(E) at low temperatures [7].  We convert the sum over k-states into 
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where n is the electron density per unit length. Thus, the current due to occupied k states  
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where the limit of integration is from the cut-off energy of the waveguide to infinity.   
2e/h represents the current per unit energy (and per unit mode for multiple modes).  If we 
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and thus, the unit for quantized conductance of an electron through a ballistic conductor 








.                                                                                                     (2.6.6) 
  
Although theory of ballistic conduction had been predicted by Landauer to occur 
since 1957 [25] experimental verification of the conductance quantization in 
semiconductors (short Fermi wavelength) was not until 1988 when it was independently 
verified by Wharam et. al. and also van Wees et. al [26,27].  Since then, there have been 
several different experiments that have all verified quantization of conductance with 
improving clarity of results using various experimental techniques.   
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Perhaps the most striking evidence is that seen by Costa-Kramer et. al. [28].  
They discuss several different methods to observe conductance quantization such as the 
momentary contact between two gold wires and forming conductance channels between 
an STM tip and conducting metals. In this experiment an STM tip is dipped into liquid 
mercury.  As the tip is slowly extended into the solution the number of conduction modes 
between the metallic liquid and STM tip are increased (Fig. 2.8).   
 
2.6.1 Application of Conductance Quantization as a Switching Device 
Another application of interest is to create an atomic sized switching device by 
adjusting the width of an atomic channel.  Terabe and others have accomplished this 
quantum conductance atomic switch (QCAS) exposing a silver wire (d=150nm) to sulfur 
at elevated temperatures to form an Ag2S crystal [29].  A nano-protrusion is then grown 
on the crystal surface.  When current is applied to the crystal it expands and 
 
 
Fig. 2.8 Experimental observation of quantized conductance [28]. 
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thus makes contact with a Pt wire spaced 1nm from the protrusion (Fig. 2.9).  This type 
of fabrication is functional at 600mV (compared to 10mV for present transistors), will 
function at 1MHz and has a possible storage capacity of 2.5 Gigabits per square 
centimeter with present miniaturized semiconductor technology.   
The cross bar is fabricated using electron beam lithography and metal deposition 
and lift-off techniques, processes that are already used commonly in device fabrication.  
This switch is functional at room temperature and in air and it has also been shown that 
other sulfide compounds such as CuS2 are functional.  The resistances of the switch vary 
from 100kΩ in the off state to the expected quantized conductance of 12.9kΩ for the on 
state.  It is expected that decreasing the size of the components would lead to a device 
that would switch between its off and on state as quickly as conventional devices.  
Furthermore, a single switch can correspond to multiple states due to the quantized 
conductance, thus one switch could possibly do the work of multiple switches.  It would 
also be interesting if the state of the electron could be polarized in such a channel leading 
to many possible information states such as the case with polarized light used in fiber 


















Experimental Methods and Techniques 
 This chapter discusses methods, techniques, and tools employed such that the 
unique surface structures discussed in this thesis may be created and studied.  The tools 
and routines listed below are highly evolved techniques and procedures, all of which are 
the result of decades of research and improvement.  All of the procedures below are 
inherently delicate and the greatest of caution and care must be taken in order to achieve 
experimental success. 
 
3.1 Sample Handling Precautions 
Since we are examining atomic features, contamination issues are of critical 
concern while handling the sample prior to placement in the ultra high vacuum system.  
Examples of such contaminates to be avoided are oils and metals.  Several precautions 
are taken to ensure that the surface is free of these unwanted residual materials.  Metallic 
tools are never used to handle the sample.  Simple contact with certain metallic surfaces 
will leave residual metal atoms that will migrate across the surface during the degas 
procedure that is described below.  Nickel and iron contaminates are the most common. 
Such that metal contamination may be avoided, the sample is handled using ceramic 
tweezers at all times.  Additionally, the ceramic tools are never used to handle 
contaminating metallic materials.  Another necessary consideration is the sample holder 
or sample stage.  Molybdenum is commonly used for this purpose.  Molybdenum has 
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desirable properties such as a low diffusion of impurities, and a high melting point 
needed during in situ sample cleaning. 
At all times while handling the sample non-powdered vinyl or latex gloves are 
worn.  This includes while using any tools that come in contact with the sample.  This 
further reduces the risk of oils or salt contaminations.  Residues are not only detrimental 
to the sample surface but are difficult or impossible to remove from the vacuum chamber.   
The silicon samples used for these experiments underwent three ultrasonic 
cleanings in acetone for durations of seven minutes.  Acetone will dissolve salts and oils 
and without leaving a permanent residue on the silicon surfaces.  Any residue left by 
acetone is removed during the in situ heating of the sample.  When the sample is removed 
from the solution it should be done on the sample edge such that most liquid will roll off 
and not evaporate from the surface. 
 
3.2 Experimental Analysis 
The two primary methods of surface diagnostics used in this thesis are low energy 
electron diffraction or LEED and the scanning tunneling microscope or STM.  LEED 
provides a reciprocal space image averaged over a large area of the sample where as the 
STM provides a highly localized real space image of state densities on a crystalline 





Low energy electron diffraction is a proven tool for determining the structure of a 
surface.  It may be used either qualitatively to determine overall surface structure or 
quantitatively to determine a particular orientation’s contribution to the LEED intensity.  
The basic operation of the LEED is as follows.  Electrons originating tungsten filament 
are accelerated through an electron gun emitted with high kinetic energies.  After striking 
a sample the electrons are reflected elastically and inelastically towards a phosphorescent 
screen (Fig. 3.1).  A series of grids eliminate any electrons that may have interacted 
inelastically with the surface.  This is crucial since it is desirable to examine the 
diffracted wave vectors k’ that have the same magnitude as the incident electron wave 
vector k.  Thus, only the wave functions of the incident electrons that conserve 
momentum are observed.  In this way, a spot profile of constructively interfering wave 
functions, as observed on a phosphorescent screen, is indicative of the sample surface 
structure (Fig. 3.2).   
The theory behind this experimental apparatus is very similar to the phenomenon 
of Bragg diffraction observed in X-ray diffraction experiments.   In Bragg diffraction, as 
well as electron diffraction, the variation in path lengths of the incident waves creates a 
diffracted Fourier transform of the actual surface structure.  However in contrast to X-
rays, electrons only penetrate a short distance into the sample and thus diffraction 
information from the surface is not highly influenced by the underlying bulk structure 















Fig. 3.1 LEED apparatus.  A tungsten filament emits electrons that are subsequently 







Fig. 3.2 LEED origin of interference pattern.  Contributions from path differences in 
individual electron wavelengths produce the observed constructive interference pattern.  a 
is the atomic spacing and θ is the diffraction angle. 
 
 31
3.2.2 Scanning Tunneling Microscopy 
Critical to this project has been the STM or scanning tunneling microscope.  The 
STM employs the quantum mechanical effect known as tunneling to provide an image of 
the electron density present on a surface.  Although classically forbidden, it is now well 
known that as an electron encounters a barrier (i.e. a region of reduced or zero 
conductivity) it is probable to find the electron within the barrier.  The Schrodinger 
equation within a barrier predicts that the electron wavefunction will begin to decay 
exponentially as a function of the distance traversed into the barrier [19].  The square of 
this wavefunction predicts the probability of finding the electron within the barrier.  This 
implies that, surprisingly, there is an electron density present with some probability above 
a surface structure within a few Angstroms (Fig. 3.3a).  All in accordance with the 
Schrodinger wave equation and appropriate boundary conditions.  If the barrier is 
sufficiently thin, there is some probability for the electron to pass through it.  This 
quantum mechanical phenomenon is referred to as tunneling (Fig. 3.3b).  
 
(a)                                                                      (b) 
Vo  Vo  
  
Fig. 3.3 Electron wavefunctions traveling into or through a potential barrier. (a) Decaying 
wavefunction (b) Tunneling wavefunction. 
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Using relatively new technology, we are able to detect this electron density in 
metals and semiconductors using a wire whose end radius of curvature must be 
exceedingly small.  An atomic sized tip is ideal, however tip radii may be on the order of 
tens of Angstroms as may be viewed with a scanning electron microscope.  The high 
degree of curvature is desirable such that the highly focused electron density present on 
the end of the tip [31] may probe the electron density of the surface via the tunneling 
current.     
When the tip is brought within a few angstroms of a sample surface the electron 
wave functions generated by the tip and that generated by the surface begin to overlap.  
This signal is detected as a tunneling current on the order of 10-9 Amperes and its 
intensity will decay exponentially as the tip to sample distance is increased.  
Mathematically this statement may be represented as in equation 3.2.1. 
 
 I α Ve-κd                                                                                                                      (3.2.1) 
 
Where I is the tunneling current and V is the tip voltage.  κ is defined as a constant 
multiplied by the difference in electron energy, E, and barrier height Vo. 
 




=                                                                                                       (3.2.2) 
 
Using ceramic piezoelectric materials (expand or contract based on the magnitude 
and polarity of an applied electric field) to control the x and y motion, the tip is scanned 
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across the surface in a line-by-line fashion such that complete picture of the surface's 
local electron densities may be achieved.  This ability is due largely to the work of 
Binning and Rohrer, which culminated in 1981 with their successful design of an STM 
microscope that allowed stable positioning and vibration isolation [32],[33].  Thus, the 
long sought after dream of atomic resolution on metallic and semiconducting surfaces 
became a reality.  Both researchers were awarded the 1986 Nobel Prize in physics for 
their accomplishment. 
While it seems logical to develop a scanning probe system that will measure 
variations in charge density by detected variations of the tunneling current, modern STM 
systems use a piezoelectric in the z direction along with a computer monitored feedback 
loop to maintain the tip to sample distance, keep the current at a constant value, and thus 
prevent tip to surface contact (Fig. 3.4).  The changes in height recorded by the z-piezo to 
maintain the tunneling current corresponds directly to surface topography.  Constant tip 
to sample distance allows scans to be completed over a large area that may be highly 
corrugated while retaining the quality of the tip. 
The STM tips are typically made using the proven electro-chemical etching 
method, although the quality of a tip is variable and the manufacture is somewhat more of 
an art than science.  The standard procedure for tip formation is to use sandpaper to 
remove dirt and oxides from a tungsten (or iridium) wire of approximate diameter 
0.1mm.  The wire is then secured vertically into a clamp with lower end hanging freely.  
The clamp is connected to a power supply with potential difference of ten volts.  Another 




Fig. 3.4 STM schematic of operation.   
 
end of the power supply. This loop is dipped into a solution of two molar sodium 
hydroxide such that the solution is suspended within the loop as a bubble. The vertically 
hanging wire is then threaded through the loop and the bottom end of the tungsten wire is 
secured. 
The suspended liquid will slowly evaporate as the chemical etching proceeds gradually 
raising the level of the meniscus.  As the radius of curvature of the liquid decreases due to 
evaporation, the rate of etching likewise decreases, and two sharply pointed tips are 
created from the tungsten wire on either end of the suspended liquid.  It was found that 
although two tips are produced they are not identical. The upper tip of the tungsten wire 
is generally shorter and therefore slightly more stable when used in the STM whereas the 
lower tip is elongated, and therefore susceptible to vibrations and thermal excitations 
[34], but generally has a smaller end radius of curvature thus making a better scanning 
STM tip
Sample Surface









probe.  Uniform etching is of course critical to obtaining a stable conical tip.  Any 
residues such as grease or oxides will impede the uniformity.  Boland additionally 
suggests running the tungsten wire up and down the meniscus of sodium hydroxide to 
clean the wire prior to etching in addition to the above-mentioned processes [35].   
This method of STM tip fabrication was used primarily during my research 
occurring at Oak Ridge National Laboratory under the supervision of Dr. John 
Wendelken.  The tip fabrication procedure was conducted often as I would often use one 
to three tips in a given week.  Several very nice images of a clean Silicon (100) surface 
were obtained using this tip preparation procedure and are seen in section 5.2.1.  
Not only may a surface be imaged by STM, but the microscope can also be used 
to modify an appropriate surface structure.  IBM scientist Don Eigler first illustrated an 
example of this by positioning Xenon atoms onto a nickel (110) surface held at 4 K [36].  
Similarly, this thesis uses the STM to bombard the silicon surface with a focused beam of 
electrons to cause desorption of hydrogen atoms from a silicon (111) and (100) surfaces 
to create desired surface structures. 
 
3.2.3 Scanning Tunneling Spectroscopy 
 It is also possible to use the STM to characterize the electrical characteristics of 
the surface.  This is called scanning tunneling spectroscopy, abbreviated STS.  The basic 
principle is that by measuring the tunneling current while varying the potential difference 
between the tip and the sample with the feedback loop off it is possible to obtain 
information about the local density of electronic states.  This is found by calculating the 
conductance differential, (dI/dV)/(V/I).  The differential reflects the local density of 
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states and thus provides information about the band structure of the surface [37].  
Example STS curves are provided (Fig. 3.5).  If numerous current voltage curves of the 
crystal structure are obtained in different locations, a direct correlation to photoemission 
data may be seen. 
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Fig. 3.5 STS curves. (a)  Si(100)-(2x1):H [38]. i) Hydrogen unreacted sites, ii) dimer 





3.3 Experimental Apparatus 
 The following subsections will describe in detail the methods used to achieve 
ultra high vacuum pressures and the apparatus built to dissociate molecular hydrogen into 
its atomic parts to achieve surface passivation of the silicon surface.  
 
3.3.1 Ultra High Vacuum Systems 
 Critical to the process of creating and examining unique surface states is that of 
the ultra high vacuum system or UHV (Fig. 3.6).  Reaching pressures considered as ultra 
high vacuum (10-9 torr or less) is achieved through several pumping methods and 
procedures. 
 Initially, roughing pumps lower the system pressure into the 10-4 mbar regime.  
This can be accomplished in just a few minutes.   Roughing pumps use positive 













Fig. 3.6 Pumping diagram of UHV system. 
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reaches the 10-4 mbar stage, turbo molecular pumps, which are positioned in line between 
the vacuum chamber and the roughing pumps, are engaged in order to bring the system 
into the low 10-7 to 10-8 mbar range.  These pumps rely on a series of high-speed rotating 
blades (50 k.r.p.m. or more) that force the molecules out by transferring momentum 
between the molecule and blade rather than creating a region of low pressure.  For this 
reason, roughing pumps must back up the turbo molecular pumps in order to prevent 
high-pressure external gasses from entering the vacuum chamber.  Once the 10-7 mbar 
stage has been achieved, the gas pressure is so infinitesimal that molecules within the 
chamber do not often interact with themselves or other gas molecules but mainly with 
chamber walls or other surfaces.  Thus, at this pressure, the rate of pressure decrease is 
significantly reduced.   However, a clean silicon surface will become contaminated 
within a few minutes and further procedures are thus required.   
While it is probable that over a sufficiently long period time (weeks or months) 
the desired UHV levels would be approached through the use of turbo and roughing 
pumps, the UHV system instead undergoes a two to three day long “baking process”.  
During this procedure, the chamber is heated to 150oC while being pumped out by turbo 
and roughing pumps.  This high temperature increases the kinetic energy of gas 
molecules and thus their rate of interaction with the surfaces within the chamber.  
Furthermore, due to molecular interactions, such as the electric dipole moment of water 
and molecular adsorption of gases by metals, prior to the bakeout many of the gas 
molecules are initially stuck to the interior of the chamber walls or adsorbed into the 
materials composing the chamber.  The baking process provides sufficient thermal energy 
to remove these molecules from the chamber walls.  When the chamber is cooled down, 
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usually two to three days later, the walls of the chamber, now left mostly vacant, serve as 
a further pumping mechanism such that pressures further decrease into the 10-10 mbar 
levels or less.  
 Yet another critical process to achieving UHV conditions is the use of an ion 
pump.  The ion pump removes residual gas molecules that the turbo molecular pump has 
difficulty due to low momentum transfer to the gasses.  Primary examples include helium 
and hydrogen.  The ion pump may be used when pressures reach approximately below 
10-6 mbar.  A similar tool for this purpose is the titanium sublimation pump where 
evaporated titanium traps residual gasses forming hydride, oxides or nitrides compounds 
with the titanium. 
In addition to pumping out gas molecules, the system must be kept in a condition 
of pristine cleanliness by making the necessary precautions such as cleaning all tools by 
submersion into acetone followed by desiccation at ultrahigh frequencies.  In addition to 
preventing any skin contact with materials within or to be inserted into the vacuum 
chamber by wearing the appropriate gloves, this process is conducted to ensure that oils, 
salts, and other residues that are difficult to remove by the pumping down process will 
not contaminate the interior of the UHV chamber.  Materials inserted into the chamber 
must also be carefully considered.  The vapor pressure of any material must be 
considered as well as its ability to absorb gasses in atmospheric pressures and outgas 
them once UHV conditions have been reached. 
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3.3.2 Construction and Operation of an Atomic Hydrogen Source for In Situ 
Passivation 
 An atomic hydrogen source was constructed on site for this project.  Closely 
followed is the design of Bischler and Bertel [40].  The design uses electron-beam 
heating of a tungsten capillary to dissociate hydrogen molecules into its atomic 
constituents.  This is in contrast to previous experiments that relied upon a hot tungsten 
filament to obtain the temperatures of greater than 1500oC needed to effectively 
dissociate hydrogen molecules.   
The advantages of electron bombarding a tungsten capillary versus the use of a 
tungsten filament for hydrogen molecule dissociation are several-fold.  First, a narrow 
distribution of atomic hydrogen is produced instead of a broad cosine distribution due to 
the narrow capillary focusing the beam [41].  Furthermore, cracking efficiency is greatly 
increased, approaching 100%, thus reducing the amount of molecular hydrogen injected 
into the vacuum chamber to achieve full passivation of the sample surface [42].  Another 
benefit is the amount of sample heating and contaminating materials striking the sample 
surface such as impurities within the hydrogen gas and those originating from the 
tungsten filament such as evaporated tungsten or tungsten oxide are minimized. 
Tschershich provides a quantitative discussion of hydrogen dissociation from a hot 
capillary [43] 
 The atomic hydrogen source is constructed within a 1.75 inch diameter stainless 
steel casing.  To achieve optimal cracking efficiency, construction of the hydrogen source 
requires a small diameter bore through a tungsten rod such that a narrow capillary could 
be created.  Tungsten is the material of choice for such an application due to its high 
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melting temperature, however, because of tungsten’s high hardness (2570MPa HB) [44] 
and low ductility, conventional boring is not an option.  Therefore, specialty machining is 
needed.  The method of choice for such a task is electrical discharge machining (EDM).  
EDM is the process where metals are evaporated and cracked through controlled arcing 
between the tool (the anode) and the material (the cathode).   Atomic City Tool, was able 
to use EDM to fabricate the needed capillary within four-weeks.   
The inner diameter of the capillary is chosen to be as small as possible, 1mm.  
This improves the distribution of the hydrogen beam and also increases the extent of 
dissociation occurring as the hydrogen gas collides with the capillary walls.  The outer 
diameter is chosen to be 2mm wide such that the wall thickness of the capillary does not 
impede the conduction of heat during the electron bombardment process.   
During degassing and passivation, a research grade regulator controls the pressure 
between the highly pressurized hydrogen canister and leak valve.  This produces less than 
one atmosphere pressure at the intake of a leak valve, which allows precision control of 
pressures entering into the atomic hydrogen source and UHV chamber.  Obtaining 
optimal pressure control is critical.  Excess hydrogen entering into the chamber can result 
in insufficient molecular dissociation within the capillary and thus decrease the likelihood 
for the formation hydrides on the sample surface.  On the other hand, too little pressure 
will result in increased surface contamination from the hot capillary and filament and also 
excess molecular hydrogen backfilling the UHV chamber.   
Once inside the source, hydrogen flows through standard quarter inch tubing until 
traveling though a cylindrical section of machinable ceramic, MACOR, used to 
electrically isolate the gas line feed from the high voltage tungsten capillary.  Within this 
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capillary hydrogen molecules are dissociated.  The capillary is held at approximately 
1.7kV and the tungsten filament surrounding it operated at a current of six amperes 
producing a voltage of approximately 4.2 volts.  These settings are sufficient to provide 
the observed emission current of 10mA to heat the capillary to ~1500oC, the temperature 
where dissociation will occur with reasonable efficiency. 
The chamber side of the hydrogen source is composed of a water-cooled copper 
shield with a one-eighth inch diameter hole used as a rough collimating aperture.  The 
cooled aperture prevents excess thermal radiation from striking the sample as well as 
limiting the amount of exposure to evaporated tungsten.  A schematic of the constructed 














Fig. 3.7 Schematic of atomic hydrogen source.  The water-cooling line, which acts as a 
support rod for the copper heat shield and ground lead for W filament, is not shown.  
Drawing is approximately to scale. 
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Chapter 4 
Silicon Passivation and Desorption of Hydrogen 
 Surface passivation is central to surface studies.  A wide variety of materials may 
be deposited onto a multitude of surfaces.  Bonds formed between the two create unique 
surface structures whose physical properties often vary by the number of atomic layers 
deposited.  A goal of this experiment is to deposit a monolayer of Hydrogen such that the 
surface of silicon becomes comparatively inert.  It has been proven by several research 
groups that controlled nanoscale patterning of such a passivated surface is possible 
through induced hydrogen desorption [2,35,45].  Accomplishing hydrogen passivation is 
pursued by both an ex situ chemical passivation procedure and also an in situ passivation 
on silicon (111) and silicon (100), respectively. 
  
4.1 Kinetics of Hydrogen Adsorption and Desorption 
Atomic hydrogen bonds with the unbonded electron orbitals present on the ends 
of the Si(100)-(2x1) dimer rows when the temperature of the surface is elevated to 
approximately 400oC.  If the temperature is above 475oC the hydrogen bonds do not form 
[35].  Below 325oC conditions become favorable for hydrogen to break the bond between 
silicon atoms and form the 3x1 phases and subsequently the dihydride 1x1 phase 
followed by surface etching (Fig. 4.1). 
The exact dynamics of hydrogen desorption from silicon (100) by STM are 







Fig. 4.1 Possible hydride and dihydride configurations of Si(100)-(2x1) [46]. 
 
inelastically with the hydrogen atom forcing multiple vibrational excitations of the bond.  
In other words, the hydrogen atom is removed through localized heating and breaking of 
the Si-H bond.  In the second model, hydrogen atoms are desorbed via electronic 
excitations induced from high current densities and energies of tunneling electrons.  In 
this case electrons are excited out of the bonding orbital into the anti-bonding orbital thus 
weakening or negating the bond.  Excitation and desorption by STM induced vibrational 
modes is dominant at voltages between two and negative five volts, sample polarity. 
Whereas at voltages greater than 6.5V, desorption by electronic excitations is dominant  
(Fig. 4.2, Fig. 4.3) [47].  
Since high voltages increase the distance between sample and tip via the feedback 
loop, patterning resolution is also decreased.  Shen and others propose that vibrational 
desorption of hydrogen at voltages below 6.5V with currents greater than that required in 









Fig. 4.3 Desorption yield as a function of tunneling current. All voltages are below 




4.2 Ex Situ Hydrogen Passivation of Silicon (111)-(1x1) Sample 
As a preliminary exercise, it was desirable to examine a hydrogen passivated 
silicon sample with the (111)-(1x1) crystallographic orientation [48].  The silicon sample 
is hydrogenated and cleaned by an ex situ wet chemical preparation method similar to the 
Shiraki cleaning procedure without the final dip into an acidic solution[49].  The 
description of this hydrogenation method follows.   
 
4.2.1 Ex Situ Preparation of Si(111)-(1x1):H 
A chemical dip into a 95% sulfuric acid and a 30% hydrogen peroxide mix in a 
three to one ratio removes any contaminations and thermally oxidizes the surface [50]. 
The sample is rinsed in deionized water and dipped for six minutes into 5% hydrofluoric 
acid to remove oxides and hydrogen passivate the silicon dangling bonds.  The sample is 
then again dipped into deionized water for ten minutes and then quickly dipped into a 
40% mixture of Ammonium Flouride at 80oC for thirty seconds.  The basic ammonium 
fluoride solution ensures a reasonably smooth surface.  The sample is then removed from 
the ammonium fluoride solution and placed into dionized water.  It is then dried by an 
inert gas (argon was used), placed onto a sample holder, and inserted into the vacuum 
chamber as promptly as possible to reduce any atmospheric contamination.  Once the 
sample was removed from ammonium fluoride all the above steps were accomplished in 
under twelve minutes for the samples examined to minimize contamination of the 




Table 4.1 Wet chemical preparation of Si(111):H 
Chemical Solution Duration Purpose 
1 part  30% Hydrogen Peroxide 
3 parts 95% Sulfuric Acid  
5min Remove contaminates 
Thermal Oxidize 
 
Deionized Water  rinse Remove solution 
5% Hydrofluoric Acid 6min Removes oxides 
Passivates surface 
Deionized Water 10min Remove solution 
Isolate surface until etching ceases
40% Ammonium Fluoride (80oC) 30sec Provides smooth atomic layers 
Deionized Water 1min Remove Ammonium Flouride 
Protect hydrogenated surface 
Dry in inert gas  Prevent reaction with air 
 
4.3 In Situ Hydrogen Passivation of Silicon (100)-(2x1) 
 In order to avoid the surface roughness and contamination issues associated with 
the wet chemical passivation procedure, an in situ hydrogenation method was chosen for 
the (100) surface.  This requires the use of the atomic hydrogen source described above to 
dissociate the hydrogen molecule.  Research grade hydrogen was used (99.9999%).  The 
Si(100) surface was chosen due to its linear dimer reconstruction (2x1) along each atomic 
step increasing the probability for well-defined boundaries for nanowires and contacts. 
 
4.3.1 Preparation of Silicon (100)-(2x1) 
The sample is initially put inside a load lock and pumped down from atmospheric 
pressure for three to four hours.  The sample is then transferred to a manipulator and 
resistively heated for six or more hours at 750oC.  This process removes a majority of 
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gasses that have absorbed into the sample.  The temperature is sufficient to remove the 
adsorbed gasses while leaving behind oxides that serve as a protective capping layer 
during degassing.   When the degassing procedure is complete, the sample temperature is 
increased to the annealing temperature, approximately 900oC.  Temperatures above 
800oC are great enough to remove any oxides that have formed.  Once the annealing 
temperature is reached, a sample “flashing” procedure follows.  The flashing procedure 
requires heating the sample quickly to 1200oC from the annealing temperature.  This 
process ensures that strongly bound oxides, nitrides, and most carbides are removed from 
the surface.  The flashing process is repeated three times, each flash cycle lasting longer 
than the previous one until pressures of 1x10-9 mbar can be maintained for twenty 
seconds.  The sample is then slowly cooled from 900oC to room temperature over ten 
minutes.  This cooling process allows the silicon structure to relax into a uniform (2x1) 
reconstruction with virtually no other stress induced phases on the surface (Fig. 4.4).   
 
 
Fig. 4.4 Clean silicon (100)-(2x1). 
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4.3.2 Hydrogen Passivation of the Silicon (100)-(2x1) Surface 
During the hydrogen passivation process the ion pump is turned off to prevent 
excess hydrogen adsorption by the titanium filaments.  Should the filaments become 
saturated with hydrogen, the time required to restart due to degassing of hydrogen 
followed by the re-absorption time of hydrogen released during degassing becomes 
excessive.  The chamber pressure is kept at 1.5x10-6 mbar during all experiments.  The 
silicon sample is held at an elevated temperature, approximately 415oC.  This temperature 
avoids dihydride formation on the surface and hydrogen etching while being below the 
desorption temperature of 475oC [35].  Once the passivation period of five minutes is 
completed, turbo molecular pumps ran for six minutes to reduce the amount of hydrogen 
inside the chamber.  The current supplied to the titanium sublimation pump was then 
ramped and several minutes afterward, ion pump operation was resumed.  
 
4.3.3 Hydrogen Desorption from In Situ Passivated Si(100)-(2x1):H 
 Desorption of hydrogen from Si(100) does not require the same voltage intensities 
as that for Si(111).  This is due to the fact that along the (100) surface, hydrogen and 
silicon bonds are weaker due to bonding geometry compared to the (111) surface.  Thus, 
the silicon (100) surface was more easily depassivated and the resolution recovery time 
was shorter than its (111) surface structure counterpart.   Voltage thresholds for hydrogen 
desorption were observed at approximately 6V in good agreement with Shen et. al. [47]. 
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4.4 Gallium Deposition onto Depassivated Silicon (100)-(2x1):H 
Metals deposited onto a bare silicon surface structure with low flux rates will 
form thin metallic films.  These structures are essentially two dimensional, being 
quantum confined along the z direction and stretching out along x and y-axes, as 
described above.  The reasoning behind hydrogen passivation of the silicon surface is to 
limit the reaction area to only that created by the electronic desorption of hydrogen via 
the high current densities provided by the STM.  Also, unique surface structures 
compared to those grown two-dimensionally are observed since hydrogen atoms change 
the ambient surface properties.  This alteration can lead to unique reconstructions than 
that usually observed. 
Once the hydrogen area is depassivated we are free to choose what material we 
would like to react with the dangling silicon bonds.  Several materials are of interest for 
this metallic passivation; these include but are not limited to, magnetic transition metal 
materials, in addition to materials such as copper, palladium, silver, and gallium.  For this 
topic it was chosen to examine how depositing gallium onto the Si(100)-(2x1):H surface 
modifies its structure.   
It is notable that materials that could be applied to such patterned surfaces have 
not been fully explored.  A few materials that have good conductivity, such as silver [51], 
gallium [52], iron [53], aluminum [54], and cobalt [2], have been researched.  However 
as these materials do not always have the same physical properties on the atomic scale, it 
is reasonable to expect the converse may be true.  That is, materials that do not have 
desirable properties on the macroscopic scale may unexpectedly be promising on the 
molecular scale.   Hence, through the use of surface passivation and selective desorption 
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we have a fertile field in which pick and choose vast array of materials to explore the 






















Chapter 5  
Results and Discussions 
 This chapter primarily summarizes the observed results of experiments involving 
hydrogen depassivation by STM.  These experiments were conducted on both Si(111) 
and Si(100) orientations, by ex situ and in situ preparation techniques, respectively.  
Metals were subsequently deposited onto the depassivated surfaces and STM images of 
these regions are presented.  Additionally, experiments and observations preceding the 
construction of a nanowire structure are also mentioned.  The order of presentation is as 
follows.  Initially, the externally prepared Silicon (111):H is discussed and the results of 
STM work observed after hydrogen desorption and Gallium deposition are revealed.  
Then, some unexpected phenomena that were observed to occur in the process of 
experimental preparation of Si(100)-(2x1):H are also mentioned and illustrated.  These 
include the observation of the (2xn) phase reconstruction of the silicon sample, as well as 
observation of the c(4x4) phase reconstruction.  Next, hydrogen passivation on the 
Silicon (100)-(2x1) surface, the selective desorption of hydrogen from that surface, 
deposition of gallium onto the surface, and the results seen at the depassivated area are 
presented.  Finally, the thesis concludes with the discussion of difficulties associated with 
this method of surface structuring and briefly mentions some alternatives to this method 
that have the capability to produce similar results. 
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5.1 Observed Results of H Passivation and Desorption from Wet Chemically 
Prepared Silicon (111) 
The as-prepared surface appeared fairly rough with no clear atomic steps, 
although typical island and depression heights were within expected atomic sized step 
dimensions.  The sample underwent no heating or annealing processes since this results 
in the thermal desorption of hydrogen from the surface.  The STM is then used to 
electronically desorb hydrogen from the Si(111) surface.  This process can be quite 
tedious due to the deterioration of the STM tip when alternating between typical scan 
mode settings and those required for hydrogen desorption.  However it is found that 
increasing STM current settings prior to adjusting the voltage as well as doing so in a 
piecewise fashion helped to reduce tip destruction for the (111) surface.  Some promising 
results are found.  Namely an area of approximately 500nm2 is hydrogen desorbed and 
subsequently imaged (Fig. 5.1).  This desorbed surface area had a height of 
approximately one nanometer suggesting that the hydrogen desorption process is indeed 
successful.  This sample is then removed from the STM stage onto the manipulator where 
Gallium is deposited onto the surface by evaporation at 575oC for duration of 
approximately twenty minutes, a relatively low flux rate.  The sample is then returned to 
the STM stage. After a fairly lengthy search, the modified area is located.  Unfortunately 
however, due to the roughness of the wet chemically prepared sample, no clear gallium 
surface reconstruction is verified in the STM images (Fig. 5.2).  The production of a 
nanowire was also attempted on the Si(111):H surface.  The length was 300nm and width 
was approxiamately 20nm (Fig 5.3) 
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(a)                                                                    (b) 
   
 
Fig. 5.1 STM image of silicon (111):H. (a) 500 x 500nm2. (b) Same area, hydrogen 
depassivated.  Depassivation (8V, 5nA). 
 
(a)                                                                    (b) 
   
 
Fig. 5.2 STM Images of Si(111) after Gallium Deposition. (a) Si(111):H with Ga (b) 





Fig. 5.3 Image of depassivated linewidth on Si(111):H. 500 x 500 nm2 (1.89V, .11nA). 
 
 
5.2 Additional Si(100) Phases  
 During the experimental research two unanticipated phase reconstructions were 
observed when working with Si(100).  The observations of silicon (100)-(2xn) and 
silicon (100)-c(4x4) are discussed in detail in the following subsections. 
 
5.2.1 Observation of Silicon (100)-(2xn) after Sample Preparation 
 It is found that standard cleaning procedures conducted on a daily basis of the 
silicon (100) surface over the course of approximately two weeks induced row like 
structures perpendicular to the dimer rows of silicon (100).  Literature on this structure 
suggests it is likely induced by nickel contamination as nickel easily migrates across the 
surface at high temperatures [55].  The origin of the contamination is unknown, possibly 
arising from the vacuum chamber or the sample surface during the ex situ cleaning 
procedure.  It is probable that either the ceramic tweezers or sample stage used were 
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contaminated with nickel and over the course of two weeks the contamination migrated 
from the edges of the surface toward the center.  STM images of the Si(100)-(2xn) 
surface are very similar to that observed by another group.  Jian-Long Li et. al. induced 
the silicon 2xn structure by handling the sample with stainless steel tweezers prior to 
insertion into the vacuum chamber [56].  This is suggestive that substantial nickel 
contamination is required to observe the 2xn reconstruction.   
However, it is also a possibility that nickel is not the source of the (2xn) structure, 
but that the propagation and accumulation of silicon vacancies [55].   This supports the 
slow congregation of 2xn structures over several flashing cycles.  First, only minor 
defects in the surface are observed (Fig. 5.4a).  These progress into short row-like 
structures (Fig. 5.4b) with some random vacancies and finally to an ideal (2xn) structure 
(Fig. 5.4c, Fig. 5.5).  These lines of vacancies are characterized in the STM images by 
darkened rows running perpendicular to the silicon (2x1) rows.  
 
 (a)                                           (b)                                           (c) 
 
 
Fig. 5.4 Coalescence of Si(100)-(2x1) dimer vacancies. (a) Onset of dimer vacancies 




(a)                                                                    (b) 
   
Fig. 5.5 Silicon (100)-(2xn). (a) 15x15 nm2 (b) 8.31x8.31 nm2 close up (-2V, 0.6nA) 
 
5.2.2 Observation of Si(100)-c(4x4) after Hydrogen Passivation 
After imaging a clean silicon (100)-(2x1) surface, initial hydrogenation of clean Si(100) 
is completed by dosing the surface with hydrogen for six minutes at a chamber pressure 
of 2x10-6 mbar.  The duration and pressure corresponded to a hydrogen dose of 
approximately 540 Langmuir (1 Langmuir =10-6 Torr s).  This dose proved to be 
excessive, etching away silicon and producing a c(4x4) “brick-like” reconstruction as 
observed in STM images (Fig. 5.6, Fig. 5.7).  However, while the expected (2x1) surface 
was not observed, this initial test proved the successful operation of the constructed 
atomic hydrogen source.  During sample passivation the surface was presumed to be held 
at 390oC to prevent etching and ensure monohydride bonding to the silicon (2x1) π bond 




(a.)                                                                   (b.) 
   
Fig. 5.6 Si(100)-c(4x4) metastable structure. a.) 50 x 50 nm2 (,) b.) c(4x4) phase with 
vacancy induced c(4x2) 20 x 20 nm2.  Both images scanned at 1.3V, .1nA, sample bias. 
Note perpendicular layer reconstructions. 
 
 
α - c (4 x4 )  
 
β - c (4 x4 )  
 
 
Fig. 5.7 Si(100)-c(4x4) unit cell. Circles are silicon atoms. Rectangles are representative 
of dimers seen in STM images.  Both the α and β phases may be seen in the lower right 





The reconstruction of the Si(100)-c(4x4) metastable state is well known to be 
induced by a variety of absorbates, including hydrogen [59].  The occurrence of the 
Si(100)-c(4x4) reconstruction on the first trial of the hydrogen source (1.0kV, 5mA) 
seems to support the theory that the interaction of carbon may assist the construction of 
the c(4x4) phase [60].  Even so, the hydrogen source is thoroughly degassed and tested 
several times prior to the reconstruction, suggesting a low concentration of carbon 
degassing.  Additionally, the new sample holder is degassed for two days prior to 
hydrogenation and also STM images suggest a clean (2x1) surface. Thus, the possibility 
of carbon contamination is rather minute.   
The c(4x4) structure has been suggested in numerous papers to be induced by a 
several minute hold in the 600oC range during sample cooling after flashing and 
annealing [57].  Thus, there was a vast disagreement between the observed 390oC and 
quoted 600oC.  It was later determined by a study incited by the apparent lack of 
hydrogen on Si(100)-(2x1) at temperatures below 390oC, that the pyrometer was indeed 
producing erroneous results by 200oC.  This was determined by beginning with a sample 
hydrogen passivated at the lowest possible reading of the pyrometer, 200oC.  Then, STM 
was used to observe if hydrogen desorption was possible (the hydrogen passivated 
surface has an appearance nearly identical to that of clean silicon).  The temperature was 
increased in increments of 20oC and repeated until no evidence of hydrogen desorption 
was seen. This was observed to occur at a pyrometer reading between 285oC and 306oC.  
Comparing this value to the quoted hydrogen desorption temperature of 477oC [61] the 
inaccurate pyrometer values are evident, thus providing a good explaination for the 
observance of c(4x4). 
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LEED images show a c(4x4) structure show spots that are fairly dim, likely due to 
the roughness of the surface structure (Fig. 5.8a).  The observed results of LEED are in 
good agreement with Wang et. al.[62].  At beam energies greater than 95eV the faint 
spots completely disappear.  After obtaining LEED images of the c(4x4) surface, the 
sample is again annealed at 900oC and flashed to 1200oC.  Examination with STM and 
LEED shows a clean recovered silicon (100)-(2x1) surface (Fig. 5.8b).  The above 
experiment resulting in the c(4x4) reconstruction is repeated at the same apparent 
pyrometer reading, thus a corrected estimate of approximately 590oC.   The atomic 
hydrogen dose was decreased to less than one-half, 10-6 mbar for five minutes or 225 
Langmuir.  STM images could not be obtained, however the sample was examined using 
LEED, which showed that a 2x1 surface construction was indeed present, however the 
spot profiles of the hydrogen dosed surface were not as sharp as those found for clean 
silicon, indicating some etching due to dosing or an effect of the Si-H bond (Fig. 5.9).    
 (a)                                                                    (b) 
     
Fig. 5.8 (a) LEED images of a.) Si(100)-c(4x4):H and (b) clean Si (100)-(2x1).  Beam 
energy of c(4x4) is 60eV, dose of 540 Langmuir.  The c(4x4) spots are weak presumably 




Fig. 5.9 LEED image of hydrogen dosed Si (100)-(2x1).  Dose of 225 Langmuir. 
 
5.3 Passivation, Selective Depassivation, and Gallium Deposition on Si(100)-(2x1) 
The procedure for hydrogen passivation of Si(100)-(2x1) is described in section 
4.3.2.  Once the hydrogen passivated Si(100)-(2x1) reconstruction is verified, the STM is 
then transferred from the typical frame imaging mode into point imaging mode.  In this 
mode the STM repeatedly measures one single position without translation in the x or y 
directions.  The tip is paused in this mode for several minutes to remove any residual drift 
from scanning in frame mode.  The measurement speed is decreased to 10% of the 
desired line to be formed (i.e. a 100 nm line would have a speed of 10 nm/s.)  The voltage 
is slowly increased from the typical imaging voltage of 2.5V to 4.2-6.5V at a rate of 
approximately 0.25 V/s.  As long as no abrupt changes are observed in the “line” profile 
of the point scan, the current may then be increased, otherwise another suitable location 
should be found.  The current is incremented from 0.1nA to 1 or 2nA at a rate of 
approximately 0.1nA/s.  The STM tip is then moved either in the x or y direction the 
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desired length of the wire.  This movement is accomplished similarly to the procedure for 
frame translation in the typical scanning mode.  Once the “line” profile returns to a state 
similar to that prior to translation, the tip has finished traversing the desired length.  This 
generally requires about ten to twenty seconds, depending on the length.  When the tip 
arrives at the destination, the current and voltage procedures are repeated in the reverse 
order and the tip is returned to frame mode. A large area scan is then completed to verify 
hydrogen desorption along the line width and observed the quality of the depassivation. 
 Using voltages within the thermal desorption regime a line of apparent dimer 
width along the row is achieved (Fig. 5.10a).  The same tip parameters perpendicular to 
dimer rows results in a 3nm wide line (Fig. 5.10b).  Voltages within the electronic regime 
result in a line approximately 5nm wide (Fig. 5.11).  Several lines along atomic step 
levels (Fig. 5.12), in addition to the creation of large contact areas created by putting the 
tip in scan mode but with depassivation parameters, are constructed (Fig. 5.13, 5.14). 
(a)                                                                     (b) 
   
Fig. 5.10 Semiconducting wires created in thermal excitation regime.  (a) A dimer wide 
wire. Depassivated (4.2V, 2nA); Imaged (2.3V, 0.1nA). (b) 3nm wide wire.  





Fig. 5.11 5nm semiconducting wire created in electronic excitation regime.  Depassivated 





Fig. 5.12 Collection of semiconducting nanowires.  300nmx300nm. Image (2.3V 
0.11nA).  The two lines on the right were subject insufficient time between frame and 
point modes leading to a disorganized wire. 
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 (a)                                                                     (b) 
   
 
Fig. 5.13 Area depassivation on Si(100)-(2x1).  (a) Image size 250nmx250nm (2.3V, 
0.1nA), depassivation area 50nmx50nm (6.5V, 2nA).  (b) 30nmx30nm (2.5V, 0.1nA) 






Fig. 5.14 Large nanoscale depassivation on Si(100)-(2x1).  Image size 500nmx500nm.  
Depassivation area 100nmx100nm, some forward drift during depassivation creates the 




The sample is then removed from the STM stage and transferred by the 
manipulator to the gallium source.  The temperature of the gallium Knudsen effusion cell 
is increased to 700oC for fourteen minutes.  During the deposition of Gallium the sample 
was held a room temperature.  The result of the deposition of Gallium on the 
hydrogenated surface is highly uniform nanoclusters (Fig. 5.15).   
 
5.4 Recommendations  
 The insulating oxides are critical since measured tunneling currents are usually 
less than a nanoampere.  Therefore, oxides locally present near the tip apex are removed 
by a sequence or combination of relatively high voltages up to 10V, high tunneling 
currents up to 5nA, and rapid polarity changes, to obtain atomic resolution.  While this 
procedure, which may take a day or two to clean a new tip, works reasonably well for 
 
 
Fig. 5.15 Gallium on Si(100):H. (100nmx100nm) (2.3V, 0.1nA) 
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obtaining good resolution in a singular incident, however it does not in cases where high 
voltages and tunneling currents are required.  Unfortunately, the high voltages and 
tunneling currents required to depassivate the silicon surface typically destroys or reduces 
the imaging capability of the tip for several minutes to a several hours.  This time span 
for resolution recovery usually shortens with the number of repetitions suggesting that 
oxides near the tip apex are removed and tip is thus “cleaner”.  Usually, the tip is within 
good working order for depassivation after one week.  The origin of this issue, in this 
case, may be either due to lack of a way to remove the majority of tungsten oxides, or it 
may be inherent to the procedure since high voltages can cause tungsten atoms near the 
apex to be ejected onto the surface and thereby affecting or reforming the tip curvature 
and resolution.  
 Other recommendations for further exploration of this topic would be for a metal 
source to be directly mounted onto the STM chamber to prevent the loss of position of 
induced surface structures.  A scanning electron microscope would also serve to assist in 
locating the nanostructures.  A hot or warm sample could assist in removing hydrogen 
from the surface, making the tip voltages and currents lower assisting in long term tip 
stability.  In situ preparations of the Si(111) surface are also recommended.  The 1x1 
structure can be induced by hydrogenation similarly to that described above for Si(100).  
Finally, the gallium nanodots are also a topic worth further exploration. 
 
5.5 Alternatives to STM Desorption 
While this procedure has been proven to be functional, the reality of manufacturing 
usable devices with this procedure on a time scale within the near future is limited.  
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While hydrogen passivation is commonly used in the semiconductor industry to form a 
protective layer over surfaces, one would need multiple STM tips working in conjunction 
to simultaneously pattern the substrate within a reasonable time frame.  Recently, it has 
been shown that desorption of H from a Si(111) surface maybe accomplished by 
resonantly exciting and removing the hydrogen atom from the surface using 
photodesorption by infrared radiation [63].  This holds significant promise as the spatial 
resolution of photons can create well-defined depassivation areas.  
Other methods also hold promise for similar results such as field evaporation of 
atoms from Au tips, electron-stimulated processes in STM chemical vapor deposition 
(microscope-assisted chemical vapor deposition [64], oxidation of the anode using a 
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