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Abstract
We present a reinforcement learning ap-
proach to learning a single, non-hierarchical
policy for multiple targets. In the context of
a policy search method, we propose to de-
fine a parametrized policy as a function of
both the state and the target. This allows for
learning a single policy that can navigate the
RL agent to different targets. Generalization
to unseen targets is implicitly possible while
avoiding combining local policies in a hierar-
chical RL setup. We present first promising
experimental results that show the viability
of our approach.
1. Introduction
Fully autonomous reinforcement learning (RL) often
requires many trials to successfully solve a task (e.g.,
Q-learning) or learning requires a good initialization
(e.g., by imitation (?)) and/or a deep understand-
ing of the system. If this knowledge is not available,
be it due to lack of understanding of highly compli-
cated dynamics or because a solution is simply not
known, data-intensive learning methods are required.
In a robotic system, however, many physical interac-
tions are often infeasible and lead to worn-out robots.
The more fragile a robotic system the more important
data-efficient learning methods are.
Generally, model-based methods, i.e., methods that
learn a dynamics model of the environment, are more
promising to efficiently extract valuable information
from available data than model-free methods such as
Q-learning or TD-learning. One reason why model-
based methods struggle when learning from scratch is
that they suffer from model errors, i.e., they inher-
ently assume that the learned dynamics model suffi-
ciently accurately resembles the real environment, see,
e.g., (??). Model errors are especially an issue when
only a few samples are available or only uninformative
prior knowledge about the task to be learned is known.
Hence, most model-based RL methods assume a pre-
trained dynamics model, obtained through motor bab-
bling, for instance (?), which is sample inefficient.
Pilco (probabilistic inference and learning for con-
trol) is a model-based policy search framework that
sidesteps these issues by employing probabilistic dy-
namics models to account for model uncertainties (??).
The dynamics models are implemented as flexible non-
parametric Gaussian processes (GPs) (?). The key
to its data-efficiency is that pilco incorporates model
uncertainties in a principled way by integrating them
out during planning and decision making. This allows
pilco to jointly learn good controllers and dynam-
ics models from scratch using only a few interactions
with the physical system. Using only general prior in-
formation, pilco achieves an unprecedented speed of
learning tasks from scratch (?).
The controllers learned by pilco drive the system to
a desired target state. Reasonable generalization to
previously unseen targets is impossible. In this paper,
we extend pilco to jointly deal with multiple targets
during policy learning. During training, the learner
has access to a small set of targets and learns a single
controller jointly for all targets. We achieve gener-
alization to unseen targets (in the same domain) by
defining the policy as a function of both the state and
the target. At test time, this allows for generalization
to unseen targets without retraining.
Our approach differs from hierarchical RL, where local
policies are combined. Often, the local policies are
trained independently (?). Cross-domain RL proposed
in (?) aims at transferring a policy learned for a task to
a related task in a different domain using rule transfer.
2. Scenario and Setup
We consider the RL scenario depicted in Fig. 1. An
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Figure 1. Can an agent (green) learn to reach not-yet speci-
fied targets (question marks) in some area of interest (gray)
based on the information obtained from learning to go to
some training targets (red squares) in that area? An ora-
cle (yellow duck) provides the training targets and specifies
targets at test time.
RL agent (green) has to learn to navigate to targets,
which are located in the target area (gray). An ex-
ternal oracle represented by the yellow duck provides
the agent a small set of training targets (red squares).
During training/learning the agent can find policies to
navigate to these training targets. However, the agent
does not know, which targets are of interest during a
subsequent test phase. At test time, the oracle gives
the agent new (unseen) deterministic target locations,
which are indicated by the question marks. Retrain-
ing the policy is not allowed once the training phase
has ended. The agent’s objective is to use the training
phase to learn a policy that generalizes to new targets.
Throughout this paper, we consider dynamic systems
xt = f(xt−1,ut−1) + wt , (1)
with continuous-valued states x ∈ RD and controls
u ∈ RF and unknown transition dynamics f . The sys-
tem noise term wt is assumed zero-mean i.i.d. Gaus-
sian with unknown (diagonal) covariance matrix Σw.
The objective is to find a (deterministic) policy pi :
x 7→ pi(x) = u that minimizes the expected cost-to-go
Jpi(θ) =
T∑
t=0
Ext [c(xt)] , x0 ∼ N (µ0,Σ0) , (2)
of following pi for T steps, where c(xt) is the cost (neg-
ative reward) of being in state x at time t. We assume
that pi is a function parametrized by θ. Typically, the
cost function c incorporates some information about a
target location τ .
To learn a single policy for multiple targets, see Fig. 1,
we propose to define the policy pi as a function of both
the state x and the target location τ . This means
that the policy can return different actions if the state
is fixed, but the target locations vary. Fig. 2 gives
an intuition what kind of generalization power we can
training targets (state is fixed)
learned control
shape of the function implicitly defined by policy parametrization
Figure 2. Generalization ability when augmenting the pol-
icy. Here, the state is fixed, the change in the controls is
solely due to the change in the target states. Therefore,
the policy parametrization implicitly defines the general-
ization flexibility of the learned controller to unseen (test)
targets.
expect from a policy that uses state-target pairs as in-
puts: Assume a fixed state and four training targets
τi. For each pair (x, τi), the policy determines corre-
sponding controls pi(x, τi, θ), which are denoted by the
black dots. The differences in these control signals can
be achieved solely by the changing τi in pi(x, τi, θ) as
x and θ were assumed fix. Hence, the parametrization
of the policy by θ implicitly determines the general-
ization power of pi to unseen targets. For example,
a linear policy pi would allow for a linear relationship
between the dots in Fig. 2.
3. PILCO: Model-based Policy Search
In the following, we summarize the main concepts
of pilco, a data-efficient model-based policy search
method (??). Pilco is a model-based policy search
method that treats model uncertainty in a principled
way by averaging it out. This allows pilco to be very
data efficient, i.e., a small number of trials is often suf-
ficient to successfully learn a task (?). The main steps
are summarized in Alg. 1.
The (parametrized) policy is initialized randomly lead-
ing to an initial random trial, i.e., an interaction with
the system. The probabilistic dynamics model is im-
plemented as a GP (?), which consistently accounts for
model uncertainty. Pilco takes model uncertainty ex-
plicitly into account during a gradient-based indirect
policy search.
For policy evaluation, we analytically computed an ap-
proximation of the expected cost-to-go Jpi(θ): Given
a joint Gaussian prior distribution p(xt−1,ut−1), the
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Algorithm 1 pilco
1: init: set θ randomly. Apply random control sig-
nals and record data.
2: repeat
3: Learn GP dynamics model using all data.
4: repeat
5: Approximate policy evaluation: get Jpi(θ)
6: Get gradient dJpi(θ)/ dθ
7: Update parameters θ (e.g., CG or L-BFGS).
8: until convergence; return θ∗
9: Set pi∗ ← pi(θ∗).
10: Apply pi∗ to system (single trial/episode) and
record data.
11: until task learned
distribution of the successor state
p(xt) =
∫
(xt−1,ut−1)
p(f(xt−1,ut−1)|xt−1,ut−1)p(xt−1,ut−1)
(3)
is approximated by a Gaussian distribution
N (xt |µt,Σt) using exact moment matching (??).
Note that in Eq. (3), the transition probability
p(f(xt−1,ut−1)|xt−1,ut−1) is given by GP posterior
on the dynamics function f . Iterating this process
for all time steps of the finite horizon, pilco approxi-
mates the marginal distributions p(x1), . . . , p(xT ) by
Gaussians, which allows for the computation of the
expected immediate cost
Ext [c(xt)] =
∫
c(xt)N
(
xt |µt,Σt
)
dxt , t = 1, . . . , T .
(4)
This integral can be solved analytically for many
choices of the immediate cost function c, e.g., poly-
nomials, trigonometric functions, or squared exponen-
tials (?).
The deterministic and analytic approximation of J(θ)
also allows for an exact computation of the correspond-
ing gradient with respect to the policy parameters θ,
dJpi(θ)
dθ
=
T∑
t=1
d
dθ
Ext [c(xt)] . (5)
These gradients can be used in any gradient-based
optimization toolbox, e.g., conjugate gradients or L-
BFGS. Analytic computation of Jpi(θ) and its gradi-
ents dJpi(θ)/ dθ is much more efficient than estimating
policy gradients through sampling: For the latter, the
variance in the gradient estimate grows quickly with
the number of parameters (?).
3.1. Derivatives
Computing the derivatives of Jpi(θ) with respect to
the policy parameters θ requires repeated application
of the chain-rule. Let us have a look at the derivatives
inside the sum in Eq. (5): By defining Et := Ext [c(xt)],
this derivative can be written as
dEt
dθ
=
dEt
dp(xt)
dp(xt)
dθ
:=
∂Et
∂µt
dµt
dθ
+
∂Et
∂Σt
dΣt
dθ
, (6)
where we took the derivative with respect to p(xt), i.e.,
the “parameters” (sufficient statistics) of the distribu-
tion p(xt). In our case, this amounts to computing
the derivatives with respect to the mean µt and the
covariance Σt of the Gaussian approximation of p(xt).
By applying the chain-rule to Eq. (6), we obtain then
dp(xt)
dθ
=
∂p(xt)
∂p(xt−1)
dp(xt−1)
dθ
+
∂p(xt)
∂θ
, (7)
∂p(xt)
∂p(xt−1)
=
{
∂µt
∂µt−1
,
∂µt
∂Σt−1
,
∂Σt
∂µt−1
∂Σt
∂Σt−1
}
. (8)
Note that the control signal ut does not appear explic-
itly, but only implicitly in the term ∂p(xt)/∂θ since
ut = pi(xt, θ). More details about the derivatives
∂p(xt)/∂p(xt−1) can be found in (??). In Eq. (7), we
assume that the derivatives dp(xt−1)/ dθ have been
computed for the previous time step. Hence, we
only need to compute the gradient change caused by
∂p(xt)/∂θ. Due to the Gaussian approximation to the
marginal state distribution, we obtain ∂p(xt)/∂θ =
{∂µt/∂θ, ∂Σt/∂θ} with
∂µt
∂θ
=
∂µt
∂p(ut−1)
∂p(ut−1)
∂θ
=
∂µt
∂µut
∂µut
∂θ
+
∂µt
∂Σut
∂Σut
∂θ
,
(9)
∂Σt
∂θ
=
∂Σt
∂p(ut−1)
∂p(ut−1)
∂θ
=
∂Σt
∂µut
∂µut
∂θ
+
∂Σt
∂Σut
∂Σut
∂θ
.
(10)
Here, the distribution p(ut) = p(pi(xt)) of the control
signal is approximated by a Gaussian with mean µut
and covariance Σut . Often they (and their gradients
with respect to θ) can be computed analytically in
many interesting cases, e.g., linear models with poly-
nomial or Gaussian basis functions (?).
4. Single-Policy-Multiple-Target RL
In the context of Fig. 1, we propose to learn a sin-
gle policy that is able to bring the agent to all five
training locations. By learning a single policy that is
flexible enough to navigate the agent to the training
target locations, we hope to obtain good generalization
performance to nearby targets.
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To learn a single controller for multiple targets, we pro-
pose to make the policy a function of both the state
and the target, i.e., u = pi(x, τ, θ). By making pi also
dependent on the target, a trained policy has the po-
tential to move the system toward previously unseen
targets. In the following, we refer to this approach as
single-policy-multiple-target RL (SPMT).
With a target τ ∼ N (ξ,Ξ) at time t, we define the
joint state-target distribution
p(xt, τt − xt) = N
([
µt
ξt − µt
]
,
[
Σt −Σt
−Σt Σt + Ξ
])
=: N (xx,τt |µx,τt ,Σx,τt ) , (11)
where the state and target distributions are
N (xt |µt,Σt) and τ ∼ N (ξ,Ξ), respectively.
The joint state-target distribution in Eq. (11) serves
as the input distribution to the controller function pi.
Although we assume that the training targets τi are
given deterministically by the oracle, Ξ 6= 0 can make
sense for two reasons: First, it defines a target region,
which may allow for better generalization performace
compared to the case Ξ = 0. Second, Ξ 6= 0 serves
as a smoother and makes policy-overfitting less likely,
but might lead to worse performance at the training
targets. Instead of using the differences between the
state and the target in Eq. (11) the target τ could be
mapped through any differentiable function.
To compute the expected return Jpi in Eq. (2), we
additionally need to average over the target locations
τi. Therefore, we place a uniform prior p(τ) on all
targets. We then obtain
Eτ [J
pi(θ)] =
∫
Jpi(θ|τ)p(τ) dτ ≈ 1|τ |
∑|τ |
i=1
Jpi(θ|τi) ,
(12)
where |τ | is the number of training targets provided by
the oracle. In Eq. (12), we set Jpi(θ|τi) to the expected
return defined in Eq. (2) for a single training target.
Thus, we now also redefine the expected return as
Eτ [J
pi(θ)] ≈ 1|τ |
∑
τ
T∑
t=1
E[c(xt)|τ ] . (13)
The intuition behind this expected return is to allow
for learning a single controller for a set of potential
targets jointly. This means that if controller parame-
ters are updated, then they have to be updated in the
light of all targets. This does not necessarily lead to a
controller that is optimal for a single target, but (ne-
glecting approximation and numerical errors) optimal
on average across all targets.
4.1. Derivatives
The proposed reparametrization of the policy, see
Eq. (11), requires an additional layer of derivatives
for computing dJpi(θ)/ dθ, see Sec. 3.1, as an addi-
tional variable transformation xt → [xt, τ − xt] → ut
is introduced. This variable transformation affects the
derivatives of µut and Σ
u
t with respect to µt,Σt, θ. The
required derivatives are given by
∂µut
∂µt
=
∂µut
∂p(xt, τ − xt)
∂p(xt, τ − xt)
∂µt
, (14)
∂µut
∂Σt
=
∂µut
∂p(xt, τ − xt)
∂p(xt, τ − xt)
∂Σt
, (15)
∂µut
∂θ
=
∂µut
∂p(xt, τ − xt)
∂p(xt, τ − xt)
∂θ
, (16)
∂Σut
∂µt
=
∂Σut
∂p(xt, τ − xt)
∂p(xt, τ − xt)
∂µt
, (17)
∂Σut
∂Σt
=
∂Σut
∂p(xt, τ − xt)
∂p(xt, τ − xt)
∂Σt
, (18)
∂Σut
∂θ
=
∂Σut
∂p(xt, τ − xt)
∂p(xt, τ − xt)
∂θ
. (19)
The derivatives ∂p(ut)/∂p(xt, τ − xt) and ∂p(ut)/∂θ
are returned by the controller function, which is as-
sumed to compute the derivatives of the predictive
(control) distribution p(ut) with respect to the input
distribution and the controller parameters θ, being
fully agnostic about what the input distribution is.
Hence, it remains to compute the second terms of the
right-hand sides of the derivatives in Eqs. (14)–(19).
In particular (see the joint distribution in Eq. (11)),
we need to compute the partial derivatives
∂µut
∂µx,τt
,
∂Σut
∂µx,τt
,
∂cov[xx,τt ,ut]
∂µx,τt
, (20)
∂µut
∂Σx,τt
,
∂Σut
∂Σx,τt
,
∂cov[xx,τt ,ut]
∂Σx,τt
, (21)
∂µut
∂θ
,
∂Σut
∂θ
,
∂cov[xx,τt ,ut]
∂θ
. (22)
For simplicity, we assume that the target τ and the
state x have the same dimensionality D. Then, we
obtain
∂µx,τt
∂µt
=
[
ID×D
−ID×D
]
∈ R2D×D , (23)
∂(Σx,τt )ij
(∂Σt)pq
=

1 , if i = p and j = q
or D + i = p and D + j = q ,
−1 , if D + i = p and j = q
or i = p and D + j = q ,
0 , otherwise

∈ R2D×2D×D×D (24)
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for i, j, p, q = 1, . . . , D. All other partial derivatives
equal 0, see Eq. (11). Combining these derivatives
with the derivatives computed by pilco via the chain-
rule and product-rule, allows for the analytic compu-
tation of the desired gradient dJ(θ)/ dθ in Eq. (12).
This gradient is used for a gradient-based policy search
within the pilco-framework, see line 1 in Alg. 1.
4.2. Controller Application
Pilco applies the controller to the system when the
policy search has finished, i.e., the number of pre-
specified iterations has been reached or the minimiza-
tion procedure has converged, see line 1 in Alg. 1.
Every time, we have to specify a target state, i.e., a
state that is the desired goal. Pilco will take the data
from this rollout to improve the probabilistic dynamics
model in the next learning iteration, see Alg. 1.
It is possible to apply the learned controller to all train-
ing targets, but this would somewhat defeat the idea of
data efficiency. Hence, we apply the learned controller
to a single target only.
The choice of this target corresponds to an experimen-
tal design problem (active learning) (?). Therefore, we
define a utility function from which we believe pilco
can profit: Pilco alternates between learning a dy-
namics model (using the data collected from the con-
troller applied to the system) and learning a condi-
tional policy, see Alg. 1. Pilco profits from a dynam-
ics model that captures much information. Hence, the
utility function should be related to the information
gain in the dynamics model of a rollout to a particular
training target τi. This idea is also in the flavor of (?),
where the author suggests that a good dynamics model
is valuable (in the context of demonstration learning).
Information will be gained in regions of high predictive
uncertainty (under the i.i.d. Gaussian noise assump-
tion in Eq. (1)). Therefore, we define the utility
U(τi) :=
∣∣∣∣∑Tt=1 Σt|τi
∣∣∣∣ , (25)
where | · | is the determinant operator.
A training target τi to which the controller is applied
to is sampled according to τi ∼ U(τi)∑|τ|
i=1 U(τi)
, i.e., the pol-
icy is applied to drive the system toward this sampled
target to generate a rollout, see line 1 in Alg. 1.
Instead of sampling, one could also imagine simply
choosing the target that maximizes the sum of the
determinants of the predicted covariances. Our ex-
perience, however, is that this leads to slower learning
and the learning process can end up in local optima.
5. Results
In the following, we analyze our approach to learning
a single policy for multiple possible targets on a sim-
ulated benchmark problem, the under-actuated cart-
pole swing-up (plus balancing), and a low-cost robotic
manipulator system that learns to stack a tower of
foam blocks. In both cases, the system dynamics
are completely unknown. The tasks are learned from
scratch, i.e., based on a single random initialization.
5.1. Cart-Pole Swing-up and Balancing
We applied SPMT in the context of pilco to learning
a model and a controller for swinging up and balanc-
ing a pole attached to a cart. The system consists of
a cart with mass 0.5 kg running on an infinite track
and a pendulum of length 0.6 m and weight 0.5 kg at-
tached to the cart. Every 0.1 s, an external force can
be applied to the cart, but not to the pendulum. The
friction between cart and ground was 0.1 N/m/s. The
dynamics of the cart-pole system are derived from first
principles in (?).
The state x of the system comprised the position x1
of the cart, the velocity x˙1 of the cart, the angle θ2 of
the pendulum, and the angular velocity θ˙2 of the pen-
dulum. The controller was parametrized as an RBF
network with 100 basis functions. The controller pa-
rameters were the locations of the basis functions, a
shared (diagonal) width-matrix, and the weights.
Initially, the system was expected to be a state, where
the pendulum hangs down (µ0 = 0,Σ0 = 0.1
2I). By
pushing the cart to the left and to the right, the ob-
jective was to swing the pendulum up and to balance
it in the inverted position around a target location τ
specified at test time, such that x1 = τ ∈ [−1.5, 1.5]m
and θ2 = pi + 2kpi, k ∈ Z. Optimally solving the task
required the cart to stop at a particular position.
We considered three experimental setups:
Experiment 1: SPMT-pilco with five known tar-
gets during training, which only differ in the location
where the pendulum is supposed to be balanced. The
target locations were {±1 m,±0.5 m, 0 m}. In this ex-
periment, the target covariance in the controller func-
tion was Ξ = diag([0.12, 0, 0, 0]), see Eq. (11). We
show results after 20 trials, i.e., 70 s total experience.
Experiment 2: SPMT-pilco with the same five tar-
gets as in Experiment 1. Here, we set the target co-
variance Ξ = 0, see Eq. (11). We show results after
20 trials, i.e., a total experience of 70 s only.
Experiment 3: A baseline experiment with five in-
dependently learned controllers, one for each train-
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(a) Experiment 1.
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(b) Experiment 2.
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(c) Experiment 3.
Figure 3. Generalization of SPMT-RL and individual poli-
cies. The graphs show the expected cost per time step
along with the 95% standard errors.
ing target of Experiment 1. Each controller has been
learned using 10 trials, i.e., a total experience of 200 s.
For testing the performance of the algorithms, we ap-
plied the learned policies 100 times to each test-target
location −1.5,−1.4, . . . , 1.5. Every time, the initial
state of a rollout was sampled from the distribution
p(x0) = N
(
x0 |µ0,Σ0
)
. For the first two experiments,
we used the test target inside Eq. (11) to compute the
corresponding control signals. In the baseline experi-
ment, we used the test target to apply the individual
controller with the closest (Euclidean distance) target
location. Blending local controllers according to com-
mon heuristics did not lead to success.
Fig. 3 illustrates the generalization performance of the
learned controllers. The horizontal axis denotes the
location of the target position of the cart at test time.
The height of the bars show the average (over trials)
cost per time step. The means of the training targets
correspond to the location of the red bars. In Fig. 3(a),
the distribution Ξ used during training is indicated by
the bell-curves, which approximately cover the range
[−1.2 m, 1.2 m].
Fig. 3(a) shows that the learned controller successfully
performs the swing-up plus balancing task for all tar-
get locations at test time that are sufficiently covered
by the training-target distributions. An average cost of
0.3 still means that the pendulum does not fall over. It
might be balanced slightly offset or the swing-up takes
a bit longer (evidence is given below): The baseline
experiment, see Fig. 3, in which we always apply the
controller trained for the closest red target, balances
the pendulum at a location that is not further away
than 0.2 m, which incurs a cost of approximately 0.4.
Fig. 3(a) has a relatively constant performance across
the test targets covered by the bell curves. Fig. 3(b)
shows the performance of the controller learned in the
second experiment, where Ξ = 0. The performance
varies stronger compared to the case with Ξ 6= 0, but
on average both performances do not differ substan-
tially. Compared to the third experiment, the target-
dependent controllers perform better on average.
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(a) Exp. 1, Ξ 6= 0.
Expected cost per
time step: 0.2399,
incurred cost per
time step: 0.2380.
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(b) Exp. 2, Ξ = 0.
Expected cost per
time step: 0.2337,
incurred cost per
time step: 0.2305.
1 2 3 4 5 6
0
0.2
0.4
0.6
0.8
1
time in seconds
im
m
ed
ia
te
 c
os
t
 
 
predicted cost
incurred cost
(c) Exp. 3. Ex-
pected cost per
time step: 0.1598,
incurred cost per
time step: 0.1419.
Figure 4. Cost trajectories for all experiments when apply-
ing the controller to the training target location at −0.5 m.
Figure 5. Low-cost robotic arm by Lynxmotion (?) per-
forming a block stacking task. Since the manipulator does
not provide any pose feedback, our system learns a con-
troller directly in the task space using visual feedback from
a Kinect-style depth camera.
Note that a linear blending of individual policies does
not lead to success. As part of a joint optimization,
SPMT-RL is one approach to automatically figuring
out the necessary nonlinear combination of policies
that lead to generalization.
Fig. 4 shows (open-loop) predicted and actual cost tra-
jectories when swinging the pendulum up at −0.5 m,
which is a training target for all learned controllers.
We can see that the individually trained controller in
Fig. 4(c) performs the swingup faster than both other
controllers. In all three cases, the actual cost tra-
jectory agrees with the corresponding predicted cost
trajectories. Moreover, the predicted uncertainties
converge either to the noise level introduced by Ξ,
Fig. 4(a), or to zero.
5.2. Low-Cost Robotic Manipulator
In the following, we report results of our proposed
SPMT-RL method when applied to a block-stacking
task using a cheap, off-the-shelf robotic manipulator
($370), see Fig. 5, and a Kinect-style depth camera
($130) (??).
The arm has six controllable degrees of freedom: base
rotate, three joints, wrist rotate, and a gripper (open/
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close). The plastic arm can be controlled by command-
ing both a desired configuration of the six servos (via
their pulse durations) and the duration for executing
the command. The robotic arm is shipped without
any sensors. Thus, neither the joint angles nor the
configuration of the servos can be obtained directly.
The camera is identical to the Kinect sensor, provid-
ing a synchronized depth image and a 640× 480 color
(RGB) image at 30 Hz. Using structured light, the
camera delivers useful depth information of objects in
a range of about 0.5 m–5 m. The depth resolution is
approximately 1 cm at 2 m distance (?).
The objective was to make the robot learn to stack
a tower of six blocks using the proposed SPMT-RL
method. We used the Kinect-style camera for 3D-
tracking of the block in the gripper. Within the pilco-
framework, a GP-dynamics model was learned that
mapped the x-y-z-position of the block in the gripper
and the commanded controls at time t to the x-y-z-
position of the block in the gripper at time t+1, where
time was discretized at a rate of 2 Hz.
In (?), we showed that pilco can be used to learn in-
dividual controllers, one for each block, which required
50 trials in total. In this paper, we speed up the train-
ing process by employing the SPMT-RL approach. In-
stead of training a controller using all potential target
locations, we only specify blocks 2, 4, and 5 during
the training phase. In Fig. 5, this would correspond
to the green, the red, and the yellow block. The other
blocks (blue and top purple) shall be stacked using the
generalization power of the multiple-target approach.
For the stacking task, we use an affine time invariant
policy ut = pi(xt, τ, θ) = Ax
x,τ
t +b, where θ = {A,b}.
Initially, we set θ = 0. The policy now defines a map-
ping pi : R6 → R4, where the four controllable degrees
of freedom were the base rotate and the three joints.
In the following, we report results based on 16 train-
ing trials, each of length 5 s, which amounts to a to-
tal experience of 80 s only. Here, we set Ξ = b2/4I,
see Eq. (11), where b is the edge length of a foam
block. Note that both a dynamics model and a good
controller were learned based on this experience. The
mean µ0 of the initial distribution p(x0) corresponded
approximately to the configuration shown in the left
panel of Fig. 5. The 95% confidence bounds of the
initial covariance Σ0 covered a sphere with radius b
(block length) around µ0.
The controller solely attempted to move the block in
the gripper on top of the target block. After 5 s, the
gripper opened and released the block. The learning
process did not involve any notion of successfully de-
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Figure 6. Average distances of the block in the gripper
from the target (with 95% standard error).
positing a block, but solely focused on bringing the
block to the target location.
The test phase consisted of 10 trials per target block,
where the arm was supposed to stack the block in the
gripper on the currently topmost block. The targets
during testing corresponded to blocks 2–6 in Fig. 5.
Fig. 6 shows the average distance of the block in the
gripper from the target position, which is b = 4.3 cm
above the topmost block. Here, “block2” means that
the objective was to move the block in the gripper on
top of block 1. The horizontal axis shows times at
which the robot arm was controlled, the vertical axis
shows the average distances (over 10 test trials) to the
target position in meters. Initially, block 2 is further
away from the target than any other block because
the other blocks just continue building up the tower,
which brings the target closer to the initial configura-
tion. Fig. 6 illustrates that for all blocks (including
blocks 3 and 6, which were not part of the training
targets) the distances approach zero over time. This
indicates that the learned SPMT-controller was able
to interpolate (block 3) and to extrapolate (block 6)
from the training targets. Fig. 6 also shows that the
learned controller is very precise—given the noise of
the robotic arm and the camera.
This experiment showed that the SPMT-RL method
sped up the block-stacking task by approximately a
factor of 3, i.e., only 16 trials corresponding to 80 s of
data were required for successfully learning to stack a
tower of six blocks. Furthermore, we showed that the
learned controller was able to interpolate between and
to extrapolate from training targets to unseen targets.
6. Discussion
Controlling the cart-pole system to different target lo-
cation is a task that could be solved without the target-
augmentation of the controller inputs: It is possible to
learn a controller that depends only on the position
of the cart relative to the target location—the control
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signals should be identical when the cart is at location
x1, the target location is at x1 + ε or when the cart
is at location at position x2, and the target location
is at x2 + ε. Our approach, however, learns these in-
variances automatically, i.e., it does not require an in-
tricate knowledge of the system/controller properties.
Note that a linear combination of local controllers usu-
ally does not lead to success in the cart-pole system,
which requires a nonlinear controller for the joint task
of swinging up the pendulum and balancing it in the
inverted position.
In the case of the Lynx-arm, these invariances no
longer exist as the optimal control signal depends on
the absolute position of the arm, not only on the rel-
ative distance to the target. Since a linear controller
is sufficient to learn block stacking, a convex combi-
nation of individual controllers should be able to gen-
eralize from the trained blocks to new targets if no
extrapolation is required.
7. Future Work and Conclusion
Our method can be extended to an automatic learning
method in the sense that it can automatically augment
the set of training targets by using active learning, for
instance: Add a new training target from a set of can-
didates that is most promising according to a utility
function. This approach would no longer require the
oracle to provide the training targets, see Fig. 1.
Our proposed approach could be used for learning
a state-feedback policy for trajectory following and
tracking without knowing the trajectory in advance or
explicitly encoding it in the cost function.
In this paper, we considered the case that re-training
the policy after a test run is not allowed. Relaxing this
constraint and incorporating the experience from the
test trials into a subsequent iteration of the learning
procedure would improve the average quality of the
controller.
In this paper, we presented an approach to learning a
single policy for navigating an RL agent to multiple
targets. During policy learning, the location of a few
training targets is known, but the location of the tar-
gets at test time is unknown. We propose to make the
policy an explicit function of the target location and,
therefore, enable the policy to generalize to unknown
target locations. This generalization is phrased as part
of a joint optimization problem. We incorporated our
approach into the pilco-framework, a data-efficient
model-based policy search algorithm. We reported
first promising results on a standard benchmark prob-
lem as well as on a robotic manipulator.
