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Abstract: A general resampling approach is considered for selective in-
ference problem after variable selection in regression analysis. Even after
variable selection, it is important to know whether the selected variables are
actually useful by showing p-values and confidence intervals of regression
coefficients. In the classical approach, significance levels for the selected
variables are usually computed by t-test but they are subject to selection
bias. In order to adjust the bias in this post-selection inference, most ex-
isting studies of selective inference consider the specific variable selection
algorithm such as Lasso for which the selection event can be explicitly rep-
resented as a simple region in the space of the response variable. Thus,
the existing approach cannot handle more complicated algorithm such as
MCP (minimax concave penalty). Moreover, most existing approaches set
an event, that a specific model is selected, as the selection event. This selec-
tion event is too restrictive and may reduce the statistical power, because
the hypothesis selection with a specific variable only depends on whether
the variable is selected or not. In this study, we consider more appropriate
selection event such that the variable is selected, and propose a new boot-
strap method to compute an approximately unbiased selective p-value for
the selected variable. Our method is applicable to a wide class of variable
selection algorithms. In addition, the computational cost of our method is
the same order as the classical bootstrap method. Through the numerical
experiments, we show the usefulness of our selective inference approach.
1. Introduction
In the classical statistical inference, it is assumed that specification of a hypoth-
esis is independent of obtained data. In recent years, since big and complicated
data have been common in various fields, it is difficult to set hypotheses in
advance. Thus, in modern data analysis, we commonly find useful hypotheses
from obtained data using exploratory data analysis, and then we perform the
classical inference for the selected hypotheses. However, we ignore the effects of
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the hypothesis selection in the classical inference, and thus this naive approach
will not provide a valid statistical inference. Therefore, recently, the selective
(or post-selection) inference, which deals with the hypothesis selection effect
appropriately, has drawn considerable attention.
In this paper, we focus on the selective inference after the variable selection
in regression analysis. The most simple and intuitive approach of selective infer-
ence is proposed by Cox (1975) and called data splitting. In data splitting, an
i.i.d. sample is divided into two subsamples: one is used for the variable selec-
tion and the other is used for the inference of the selected variables. However,
this approach reduces available data for both variable selection and inference.
Fithian, Sun and Taylor (2014) provides the theoretical foundation to consider
the optimality of the selective inference in the sense of the statistical power. In
Berk et al. (2013), without assuming a specific variable selection method, the
valid selective inference after variable selection for the submodel parameters is
developed on the regression problem. Importantly, Berk et al. (2013) also in-
troduces both “submodel view” and “full model view” of the targets of selective
inference after variable selection. Under the setting of Berk et al. (2013), Lee
et al. (2016) characterizes the selection event in which a specific model is se-
lected by the lasso (Tibshirani, 1996). More precisely, this selection event can
be represented as a union of polyhedra in the space of the response variable. In
addition, based on this fact, Lee et al. (2016) proposes the exact selective infer-
ence for the variable selection via the lasso. Tibshirani et al. (2016) develops a
general framework to perform selective inference after any selection event that
can be represented as a response vector falling into a polyhedral set. Tibshirani
et al. (2018) proves that this selective inference is asymptotically valid even for
non-normal error distributions. On the other hand, the exact selective inference
approaches such as Lee et al. (2016) and Tibshirani et al. (2016) assume that the
selection event can be explicitly represented as a simple region in the space of
the response variable. Thus, the existing approaches cannot handle more com-
plicated algorithm such as MCP (minimax concave penalty; Zhang, 2010) and
SCAD (smoothly clipped absolute deviation; Fan and Li, 2001). Although the
selective inference of Berk et al. (2013) can be applied separately from the vari-
able selection method, it is difficult to apply this method for the case in which
the number of variables over 20. Moreover, as described in Berk et al. (2013),
this selective inference is generally conservative for particular variable selection
methods.
Recently, Terada and Shimodaira (2017) extends the general hypothsis test-
ing framework, called problem of regions (Efron and Tibshirani, 1998), to the
selective inference, and propose a new selective inference approach via multi-
scale bootstrap of Shimodaira (2002, 2004, 2008). Using this approach, we can
compute an approximately unbiased selective p-value. Moreover, Terada and
Shimodaira (2017) provides the theoretical justification for this approach in two
asymptotic theories. In this framework, we consider the general setting in which
the hypothesis and the selection event can be represented as general regions in
some parameter space. It is not necessary to know the shapes of these regions,
and thus this approach can be applied widely. In fact, Shimodaira and Terada
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(2019) describes an application of this approach for testing trees and edges in
phylogenetics. In the usual multiscale bootstrap method, we change the sam-
ple size of bootstrap samples and then compute a bias corrected p-value using
geometric quantities (curvature and signed distance of the region) estimated
from the scaling-law of the bootstrap probability. However, the selective infer-
ence algorithm via multiscale bootstrap cannot be directly applied to selective
inference after variable selection since the shape of the selective region is unwill-
ingly related to the sample size in the variable selection problem. To overcome
this difficulty, we propose the use of the resampling of the residuals with scale
change. The advantage of our method is that we can apply our method to al-
most any variable selection algorithm. In addition, the computational cost of
our method is the same order as the classical bootstrap method.
This paper is organized as follows. In Section 2, we give a brief exposition
of multiscale bootstrap and the general selective inference via multiscale boot-
strap. Section 3 presents some preliminaries. In Section 4, we develop a new
selective inference algorithm via multiscale bootstrap in regression analysis. In
Section 5, the usefulness of our approach is demonstrated through the numerical
experiments.
2. An overview of multiscale bootstrap
First, we describe the basic idea of multiscale bootstrap (Shimodaira, 2002,
2004, 2008), and also briefly introduce the general selective inference framework
proposed by Terada and Shimodaira (2017). The general statistical inference
problem, in which the hypothesis is represented by a general region in some
parameter space, is called the problem of regions (Efron and Tibshirani, 1998).
This problem is an abstraction of many applications. For example, this frame-
work is useful for assigning a confidence level for each clade in the obtained
pylogenetic tree (Felsenstein, 1985; Efron, Halloran and Holmes, 1996).
Let Xn = (X1, . . . , Xn) be a data with sample size n. In the problem of
regions, it is assumed that there exists a transform fn of Xn such that the
transformed data follows the (m + 1)-dimensional Gaussian distribution with
unknown parameter µ and covariance identity Im+1:
Y := fn(Xn) ∼ Nm+1(µ, Im+1).
Typically, fn involves multiplying
√
n to a form of sample average so that the
covariance matrix of Y is properly rescaled. Here, the (m+1)-dimensional space
of Y will be referred to as the model space in this paper. Figure 1 shows the
image of the model space. In addition, let y be an observed value of Y , and
suppose that a bootstrap sample X ∗n′ = (X∗1 , . . . , X∗n′) with sample size n′ can
be represented as a realization of the following Gaussian distribution in the
model space:
Y ∗ = fn(X ∗n′) ∼ N(y, σ2Im+1), σ2 =
n
n′
.
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Data space Model space
Fig 1. Relationship between the data space and the model space.
We will denote by Pσ2(·|y) the probability measure of a bootstrap sample Y ∗
with scale σ > 0. This framework is a simplification of reality, and is justified
by the central limit theorem in many situations.
Let H ⊂ Rm+1 be a general region and let us consider H0 : µ ∈ H as
a hypothesis. It is assumed that the region H can be locally represented as
H = {(u, v) | v ≤ −h(u), u ∈ Rm} using some continuous function h : Rm → R.
Let ∂H := {(u, v) | v = −h(u), u ∈ Rm} be the boundary surface of the region
H. In this setting, our main propose is to compute an approximately unbiased
p-value p(H|y) for the hypothesis H0 : µ ∈ H and a given significance level
α > 0:
∀µ ∈ ∂H; P (p(H|Y ) < α | µ) ≈ α. (1)
In the above equation, the difference between P (p(H|Y ) < α | µ) and α is called
bias (or error). The bootstrap probability pBP(H|y) := P1(Y ∗ ∈ H|y) can be
considered as the most simple p-value satisfying (1) (e.g., see Efron, Halloran
and Holmes (1996)). More formally, in the classical large sample theory, if the
region H has a smooth boundary surface, the bootstrap probability pBP(H|y)
has the first-order accuracy: ∀µ ∈ ∂H; P (pBP(H|Y ) < α | µ) = α + O(n−1/2).
However, in many practical situations, the bootstrap probability pBP often has
a serious bias.
2.1. Basic idea of multiscale bootstrap
To obtain more accurate p-values, the geometric quantities related to the data
point y and the region H play a key role. In fact, Efron and Tibshirani (1998)
shows that we can compute a more accurate p-value using the signed dis-
tance v(y) from the data point y to the region H. More precisely, the p-value
psign(H|y) := P1(v(Y ∗) ≥ v(y) | µˆ(y)) is proposed, where µˆ(y) is the projected
point of y onto ∂H. This p-value psign(H|y) has the third-order accuracy (Efron,
1985; Efron and Tibshirani, 1998).
However, in most practical situations, it is difficult to access the model space
and to obtain the explicit formula of the hypothesis region in the model space.
Thus, we cannot compute the signed distance v(y) in general. To overcome this
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difficulty, Shimodaira (2002, 2004, 2008) propose a new bootstrap method, called
multiscale bootstrap. In multiscale bootstrap, the geometric quantities such as
the signed distance v(y) and the mean curvature of ∂H at µˆ(y) are estimated
based on the scaling law of the bootstrap probabilities, and an accurate p-value is
computed based on these estimated quantities. Let ασ2(H|y) = Pσ2(Y ∗ ∈ H|y)
be the bootstrap probability with scale σ > 0. We will denote by Φ(x) the
cumulative distribution function of the standard normal distribution, and write
Φ¯(x) = 1 − Φ(x). For a general region H, we define the normalized bootstrap
z-value as ψσ2(H|y) := σΦ¯−1(ασ2(H|y)). Then, we have the following scaling
law of the bootstrap probabilities:
ψσ2(H|y) = v(y) + γ(y)σ2 +Op(n−1),
where γ(y) is the mean curvature of the boundary surface at µˆ. This scaling
law can be considered as the simple linear regression model βH,0 + βH,1σ2
with σ2 as the predictor. We will denote by ϕH(σ2|βH) the model for the
normalized bootstrap z-value, such as βH,0 + βH,1σ2 with parameter βH =
(βH,0, βH,1). We note that the bootstrap probabilities with several scales can
be computed by using the bootstrap samples with different sample sizes, say
n′ = d0.5ne, · · · , d1.0ne, · · · , d1.5ne. Let B be the number of bootstrap repli-
cates, and CH = #{Y ∗ ∈ H} be the frequency to be Y ∗ ∈ H. Let ψˆσ2j (H|y) be
the estimated normalized bootstrap z-value by using the estimated bootstrap
probability αˆσ2(H|y) = CH/B. We can estimate the values of v(y) and γ(y)
by the simple regression for {(σ2j , ψˆσ2j (H|y))}. Shimodaira (2002) proposes the
following p-value:
pAU(H|y) := Φ¯(ϕH(−1|βH)) = Φ¯(v(y)− γ(y)) +Op(n−1).
This p-value pAU(H|y) has the second-order accuracy (Shimodaira, 2004; Efron
and Tibshirani, 1998):
∀µ ∈ ∂H; P (pAU(H|Y ) < α | µ) = α+O(n−1).
It becomes third-order accurate erring only O(n−3/2) when ϕH(σ2|βH) is prop-
erly estimated from observed values of ψσ2(H|y) including terms of orderOp(n−1).
In the classical large sample theory, the shape of H in the model space is
magnified by
√
n, and thus the key point is that the smooth boundary surface
∂H approaches a flat surface in a neighborhood of any point on ∂H. In contrast,
for non-smooth surfaces, this key property is not satisfied. For example, if the
region H is cone-shaped, the shape of H is scale invariant in a neighborhood
of the vertex of H. To deal with general regions with non-smooth boundary
surfaces, Shimodaira (2008) develops a new theoretical frame work, called the
asymptotic theory of nearly flat surfaces. The brief introduction of this theory
is provided in Appendix A.
2.2. General selective inference via multiscale bootstrap
Here, we describe an extended framework of the problem of regions for the
selective inference. In the model space, two regionsH = {(u, v) | v ≤ −h(u), u ∈
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Rm} and S = {(u, v) | v > −s(u), u ∈ Rm} are considered. Suppose that the
selection event can be represented as y ∈ S, and we consider the selective
inference in which the hypothesis H0 : µ ∈ H is selected whenever y ∈ S. For a
technical reason, ∂H and ∂S are assumed to be nearly parallel in the sense that
the first derivatives of h and s differ only O(n−1). In this setting, for a given
significant level α, we want to compute selective p-values p(H|S, y) satisfying
∀µ ∈ ∂H; P (p(H|S, Y ) < α | µ)
P (Y ∈ S | µ) ≈ α.
Terada and Shimodaira (2017) proposes the following approximately unbiased
selective p-value pSI(H|S, y) for regionsH and S with smooth boundary surfaces:
pSI(H|S, y) := Φ¯(ϕH(−1|βH))
Φ¯(ϕH(−1|βH) + ϕS(0|βS)) .
In the classical large sample theory, this selective p-value pSI(H|S, y) has the
second-order accuracy:
∀µ ∈ ∂H; P (pSI(H|S, Y ) < α | µ)
P (Y ∈ S | µ) = α+O(n
−1).
In Terada and Shimodaira (2017), the selective p-value for the regions with non-
smooth boundary surfaces is also proposed, and the theoretical justification of
this p-value is provided using the asymptotic theory of nearly flat surfaces. For
more details about the case in which the regions H and S have possibly non-
smooth boundary surfaces, see Appendix A. The detailed calculation is provided
as Algorithm 1. In the step 4 of this algorithm, (B) is used when the hypothesis
region has the non-smooth boundaries.
Algorithm 1 Computing approximately unbiased p-values for general regions
H and S
1: Specify several n′ ∈ N values, and set σ2 = n/n′ for each n′. Set the number of bootstrap
replicates B, say, 10000.
2: For each n′, perform bootstrap resampling to generate Y ∗ for B times and compute
ασ2 (H|y) = CH/B and ασ2 (S|y) = CS/B by counting the frequencies CH = #{Y ∗ ∈ H}
and CS = #{Y ∗ ∈ S}. We actually work on X ∗n′ instead of Y ∗. Compute ψσ2 (H|y) =
σΦ¯−1(ασ2 (H|y)) and ψσ2 (S|y) = σΦ¯−1(ασ2 (S|y)).
3: Estimate parameters βH(y) and βS(y) by fitting models ψσ2 (H|y) = ϕH(σ2|βH) and
ψσ2 (S|y) = ϕS(σ2|βS), respectively.
4: Approximately unbiased p-values of non-selective inference (pAU) and of selective inference
(pSI) are computed by one of (A) and (B) below.
(A) Compute p-values by pAU(H|y) = Φ¯(zH) and pSI(H|S, y) = Φ¯(zH)/Φ¯(zH + zS),
where zH = ϕH(−1|βˆH(y)) and zS = ϕS(0|βˆS(y)).
(B) Specify k ∈ N, σ20 , σ2−1 > 0 (e.g., k = 3 and σ2−1 = σ20 = 1). Compute p-values
by pAU,k(H|y) = Φ¯(zH,k) and pSI,k(H|S, y) = Φ¯(zH,k)/Φ¯(zH,k + zS,k), where
zH,k = ϕH,k(−1|βˆH(y), σ2−1) and zS,k = ϕS,k(0|βˆS(y), σ20) computed by formula
(A.1) in Appendix A.
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3. Preliminaries
Here, we describe the setting of the selective inference after variable selection
in regression analysis. We employ the general assumption used in Berk et al.
(2013), Lee et al. (2016), and Tibshirani et al. (2016). Consider the response
variable Y = (Y1, . . . , Yn) drawn from the multivariate Gaussian distribution:
Y ∼ N(µ, σ2In),
where µ ∈ Rn is an unknown parameter, In is the n-dimensional identity matrix,
and σ2 is assumed to be known. We will denote by y ∈ Rn the observed value
of Y . Let X = (x1, . . . , xp) = (xij)n×p be a non-random full column matrix
whose columns represent the predictors. Note that the error variance σ2 can
be estimated if µ is modeled as a function of predictors x1, . . . , xp ∈ Rn. Let
Mˆ ⊆ {1, . . . , p} be the set of selected variables by applying a specific variable
selection method to (X, y) ∈ Rn×p × Rn. Let sˆj ∈ {±} be the sign of the
estimated coefficient βˆj of variable j by a specific variable selection method
such as the lasso and MCP. Let sˆM denote the vector of the estimated signs of
the coefficients of the selected variables.
In most existing approachs such as Berk et al. (2013) and Lee et al. (2016),
the selection event is set as that a specific model M ⊆ {1, . . . , p} is selected,
that is {Mˆ = M}. Due to computational issue, Lee et al. (2016) and Tibshirani
et al. (2016) mainly consider the more specific selection event that a specific
model M ⊆ {1, . . . , p} with specific signs sM ∈ {±}#(M) is selected, that is,
{Mˆ = M, sˆM = sM}. Moreover, in Berk et al. (2013), the target of the selective
inference is the submodel parameters:
β(M) := arg min
bM∈R#(M)
E
[‖Y −XMbM‖2] = (XTMXM )−1XTMµ,
where XM is the predictor matrix consisting of the selected variables, and M ⊆
{1, . . . , p} is the set of the selected variables. In Lee et al. (2016) and Tibshirani
et al. (2016), the following full-model parameter can be treated as the target of
the selective inference:
β = (β1, . . . , βp) = arg min
b∈Rp
E
[‖Y −Xb‖2] = (XTX)−1XTµ.
In most practical situations, we are interested in whether the variable j is useful
or not whenever the variable j is selected. More precisely, whenever the variable
j is selected and βˆj ≷ 0, the hypothesis H0 : βj Q 0 is tested. Thus, the selection
event {Mˆ = M, sˆM = sM} is too restrictive, and this over-conditioning could
reduce the statistical power. Recently, Liu, Markovic and Tibshirani (2018) sug-
gests the use of the selection event {j ∈ Mˆ} in the sense of the statistical
power. This idea is related to the monotonicity of the selective error provided
in Fithian, Sun and Taylor (2014). Here, we also consider the minimal selection
event {j ∈ Mˆ, sˆj = sj} where sj ∈ {±}. In this setting, the target of the se-
lective inference is the full-model parameter β. Hence, the main purpose of the
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selective inference is to compute the selective p-value pj(y), which satisfies the
following inequality under the null hypothesis H0 : βj Q 0:
P (pj(Y ) < α | j ∈ Mˆ and βˆj ≷ 0) ≤ α.
Ideally, the selective p-value should satisfy the unbiasedness as follows: under
H0 : βj = 0
P (pj(Y ) < α | j ∈ Mˆ and sˆj = sj) = α, (2)
where sj ∈ {±}.
4. Selective inference after model selection via multiscale bootstrap
In this section, we develop a new algorithm to compute the approximately un-
biased selective p-value which satisfies approximately the equation (2). For the
variable selection via the lasso, the selection event {j ∈ Mˆ, sˆj = sj} (sj ∈ {±})
can be represented as a union of polyhedra in the n-dimensional space of the
response variable (Lee et al., 2016). The left panel of Figure 2 shows the rela-
tionship between the selected model by the lasso and the corresponding region
in the space of the response vector when n = 2. In contrast, for more compli-
cated variable selection methods such as MCP and SCAD, the region S of the
selective event {j ∈ Mˆ, sˆj = sj} will be complicated, and the explicit shape of
the selective region S may not be obtained. Thus, it is difficult to consider the
exact selective inference such as Lee et al. (2016) and Tibshirani et al. (2016).
The right panel of Figure 2 shows the relationship between the selected model
by MCP and the corresponding region in the space of the response vector when
n = 2. Note that since no explicit representation of the selection event, we nu-
merically evaluate which variables are selected for each point in the right panel
of Figure 2.
The advantage of the selective inference described in Section 2 is that it is not
necessary to know the shapes of the hypothesis and selective regions. However,
it is assumed that the hypothesis and selective regions can be represented as
specific regions, which are independent of the sample size n, in the model space.
For the selective inference in regression analysis, however, the shape of selective
region inevitably depends on n because it is the dimension of the model space.
Hence, the general selective inference approach described as Algorithm 1 cannot
be directly applied.
At first, we remark that it is assumed that Y ∼ Nn(µ, σ2In) and that the
selection event can be represented as the region of the space of Y . Then, it
is realized that the normalized space of Y/σ can be considered as the model
space described in Section 2. As shown in Figure 2, the selective region S which
represents the selection event {j ∈ Mˆ, sˆj = sj} has generally a non-smooth
boundary surface. In contrast, for η ∈ R, the hypothesis H0 : βj Q η can be
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Fig 2. Selective regions of variable selection (n = 2, the shaded region is corresponding to
the event {1 ∈ Mˆ, sˆ1 = +}). Our method works for both cases.
represented as the following region in the space of Y :
H = {y ∈ Rn | aTj y Q η}, A =
a
T
1
...
aTp
 = (XTX)−1XT .
Thus, the hypothesis region has a flat boundary surface. Hence, we may use
Step 3 - 4 of Algorithm 1 to compute the selective p-value if the bootstrap prob-
abilities related to the selective region can be computed at several scales. With
the normality of response Y , the parametric bootstrap method by sampling
from N(y, γ2In) can be applied to the computation of bootstrap probabilities
αγ2(S|y) at several scales γ > 0. To relax the Gaussian assumption, we may
consider the resampling of residuals with scale change. More formally, we re-
sample the scaled residuals to compute αγ2(S|y) at several γ > 0 as follows. Let
βˆ(LS) = (XTX)−1XT y be the least-squares estimator based on the full model.
Write eˆ := y − Xβˆ(LS) and (h1, . . . , hn) := diag(X(XTX)−1XT ). Then, the
adjusted residuals ˆ = (ˆ1, . . . , ˆn)T are defined as ˆi = eˆi/
√
1− hii. To compute
the bootstrap probability αγ2(S|y) at γ > 0, we use the following bootstrap
sample:
y∗γ = Xβˆ
(LS) + γˆ∗, (3)
where ˆ∗ = (ˆ∗1, . . . , ˆ∗n)T is a bootstrap sample with size n from (ˆ1, . . . , ˆn).
Here, since the hypothesis region of H0 : βj Q 0 has the flat boundary surface,
we have
ψγ2(H|y) = v(y|H) = aTj y/‖aj‖2,
where v(y|H) is the signed distance from y to the hypothesis region H. Thus,
it is not necessary to compute bootstrap probabilities related to the hypothesis
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region. Combining these facts, we propose Algorithm 2 to compute an approx-
imately unbiased selective p-value for the selected variable j ∈ Mˆ . It is worth
noting that Algorithm 2 can be applied to almost any variable selection method.
Moreover, in the asymptotic theory of nearly flat surfaces, the proposed p-value
pSI(H|S, y) has the second-order accuracy (Terada and Shimodaira, 2017). The
computational cost is the same order as the classical bootstrap method. Thus,
this algorithm works even for large p such as p > 20.
Algorithm 2 Approximately unbiased selective p-value for the selected variable
j ∈ Mˆ
1: Specify several γ > 0 values. Set the number of bootstrap replicates B, say, 10000.
2: Compute the adjusted residuals ˆ based on the full model.
3: For each γ, perform bootstrap resampling to generate y∗γ given by (3) for B times and
compute αγ2 (S|y) = CS/B by counting the frequency CS = #{j ∈ Mˆ∗γ} where Mˆ∗γ
is the set of selected variables by applying the specific algorithm to (X, y∗γ). Compute
ψγ2 (S|y) = γΦ¯−1(αγ2 (S|y)).
4: Estimate parameters θS(y) by fitting model ψγ2 (S|y) = ϕS(γ2|θS).
5: Compute the selective p-value by pSI(H|S, y) = Φ¯(zH)/Φ¯(zH + zS), where zH =
aTj y/‖aj‖2, zS = ϕS(0|θˆS(y)), and θˆS(y) is the estimated value of θS(y).
5. Numerical experiments
Here, we show some numerical experiments to demonstrate the usefulness of
our method. For the lasso, the exact unbiased selective test conditioned on
j ∈ Mˆ and sˆj = sj (sj ∈ {±}) can be constructed (Lee et al., 2016; Liu,
Markovic and Tibshirani, 2018), but it did not work for large p. Here, the lasso
is defined as minβ∈Rp ‖y − Xβ‖22/2 + λ
∑p
j=1 |βj |, where ‖y‖22 =
∑n
i=1 y
2
i . Set
(n, p) = (50, 25) and β = (2, 2, 2, 2, 2, 0, . . . , 0)T ∈ Rp. The elements xij of
the input matrix X were independently generated from the standard normal
distribution N(0, 1). Then, the response y ∈ Rn was generated as y = Xβ + ,
where  was generated from the n-dimensional standard normal distribution
Nn(0n, In). We simulated 2000 independent datasets. We set the significant
level α = 5%. Here, we used the lasso with the penalty parameter λ = 10 as the
variable selection method. In each dataset, we performed the classical t-test and
our approximately unbiased test for each selected variable. We count how many
times, say Nj , the variable j is selected. For each test, we also count how many
times, say Rj , the null hypothesis H0 : βj Q η is rejected, and the selective
rejection probability is estimated by Rj/Nj . The left panel of Figure 3 shows
the selective rejection probabilities of these test at each variable for the lasso.
In this figure, we can see that the selective rejection probabilities of our test for
variable 6 to 25 are around 5%, and thus it is shown that our method satisfies
the unbiasedness (2) approximately. Note that each variable with zero coefficient
were selected approximately 200 times in this experiment. We can also see that
the classical inference does not provide a valid inference after variable selection.
Moreover, we also used the MCP with the tuning parameter (λ, γ) = (10, 3) as
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Fig 3. Selective rejection probabilities (in percent) with two standard deviations for each
variable (Black: the classical t-test, Red: our approximately unbiased test conditioned on j ∈
Mˆ and sˆj = sj).
the variable selection method, and the right panel of Figure 3 shows the selective
rejection probabilities in the case of MCP. Note that each variable with the zero
coefficient were selected approximately 250 times in this experiment. In this
setting, whereas no exact unbiased selective inference is proposed, the selective
rejection probabilities of our test for variable 6 to 25 are around 5%. Thus, our
method works well not only for the lasso but also for more complicated variable
selection methods such as the MCP.
Next, we deal with the prostate cancer data (Stamey et al., 1989), which
is available in the R package ElemStatLearn (Halvorsen, 2015). Stamey et al.
(1989) studied the relation between the level of prostate-specific antigen (PSA)
and 8 clinical measures: the log cancer volume (lcavol), the log prostate weight
(lweight), and so on. Here, we consider a linear regression model to the log
of PSA (lpsa) with 8 clinical measures. In this application, we prepossessed
the data so that each variable has mean zero and unit variance. The main
purpose is to provide the selective confidence intervals (CIs) for the coefficients
of the 6 selected variables by the lasso with the penalty λ = 5. Here, we also
set α = 5%. We computed four types of confidence intervals with confidence
level 1 − α: the non-selective CI [L(t)j , U (t)j ] using t-distribution, the selective
CI [L(M,s)j , U
(M,s)
j ] conditioned on {Mˆ = M, sˆM = sM} (Lee et al., 2016), the
selective CI [L(vs)j , U
(vs)
j ] conditioned on {j ∈ Mˆ, sˆj = sj}, and the approximate
selective CI [L(SI)j , U
(SI)
j ] based on our approximately unbiased p-values. We
note that first three CIs satisfy the following equations, respectively, for M ⊆
{1, . . . , p}, s = (s1, . . . , sp)T ∈ {±}p:
P (βj ∈ [L(t)j , U (t)j ]) = 1− α, P (βj ∈ [L(M,s)j , U (M,s)j ] | Mˆ = M, sˆ = s) = 1− α,
P (βj ∈ [L(vs)j , U (vs)j ] | j ∈ Mˆ, sˆj = sj) = 1− α.
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Fig 4. Various confidence intervals for the coefficients of the selected variables. (Black) the
non-selective CIs [L(t)j , U
(t)
j ]. (Green) the selective CIs [L
(M,s)
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(M,s)
j ]. (Blue) the selective
CIs [L(vs)j , U
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j ]. (Red) our approximate selective CIs [L
(SI)
j , U
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j ].
Figure 4 shows these confidence intervals. From this figure, we can see that our
selective CIs [L(SI)j , U
(SI)
j ] can approximate the exact selective CIs [L
(vs)
j , U
(vs)
j ]
very well. Moreover, the over-conditioning made CIs [L(M,s)j , U
(M,s)
j ] wider than
[L
(vs)
j , U
(vs)
j ], and this indicates that the selective event {j ∈ Mˆ, sˆj = sj} is
preferable. This is because the selection event {Mˆ = M, sˆ = s} is too restrictive.
For more details about an appropriate conditioning, we refer the reader to Liu,
Markovic and Tibshirani (2018).
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Appendix A: Asymptotic theory for non-smooth boundary surfaces
Here, we follow the notation of Section 2 in the main paper. In the main pa-
per, we only describe the multiscale bootstrap method for the hypothesis and
selective regions with smooth boundaries. In the classical large sample theory,
an important point is that the smooth boundary surface of the hypothesis re-
gion approaches a flat surface in a neighborhood of any point on its boundary
surface. However, this claim cannot be true for regions with non-smooth bound-
aries since cone-shaped regions are scale invariant in the neighborhood of the
vertex. In many practical situations, the hypothesis and selective regions could
have non-smooth surfaces. Thus, Shimodaira (2008) develops a new theoretical
framework, called the asymptotic theory of nearly flat surfaces. In this the-
ory, we consider the situation that the magnitude of boundary surfaces, say λ,
becomes small, that is, any boundary surfaces approach flat surfaces at least
locally in a neighborhood. The artificial parameter λ is introduced, and con-
sider the situation of λ→ 0 instead of n→∞. More precisely, suppose that the
L1-norms ‖h‖1 and ‖h˜‖1 of function h and its Fourier transform h˜ are bounded
and that the L∞-norm ‖h‖∞ of h has the same order as λ. Then, we consider
the asymptotic theory as λ→ 0. Note that λ in this theory is corresponding to
1/
√
n in the classical large sample theory.
Even in this theory, the bootstrap probability also has the first-order accu-
racy:
∀µ ∈ ∂H; P (pBP(H|Y ) < α | µ) = α+O(λ−1).
Write y = (u, v) ∈ Rm × R. Then, the distribution of the bootstrap sample
Y ∗ = (U∗, V ∗) with the scale σ2 is given as
U∗ ∼ Nm(u, σ2Im), V ∗ ∼ N(v, σ2).
Let Eσ2 denote the expectation operator related to U∗, that is,
Eσ2h(u) = Eσ2 [h(U∗)|u] = F−1[e−σ
2‖ω‖2/2h˜(ω)](u),
where Eσ2 [·|u] is the expectation related to U∗ and F−1 is the inverse Fourier
transform operator. For the normalized bootstrap z-value, we have the following
scaling-law which is parallel to one of the large sample theory:
ψσ2(H|y) = v + Eσ2h(u) +O(λ2).
We note that, for σ21 , σ22 > 0, it follows that Eσ21Eσ21h(u) = Eσ21+σ22h(u). Hence,
at least formally, the expected value with a negative variance is defined as
E−1σ2 h(u) = E−σ2h(u) = F−1[eσ
2‖ω‖2/2h˜(ω)](u).
Note that E−σ2h(u) may not be well-defined in general. For a detailed discussion
about E−σ2h(u), we refer the reader to Shimodaira (2008). If E−1h(u) can be
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defined, the p-value pAU(H|y) = Φ¯(v+ E−1h(u)) has the second-order accuracy
(Shimodaira, 2008):
∀µ ∈ ∂H; P (pAU(H|Y ) < α | µ) = α+O(λ2).
As with the classical large sample theory, if E−1h2(u) also exits, it can be shown
that pAU(H|y) has the third-order accuracy with bias only O(λ−3).
For the smooth h, it follows that Eσ2h(u) =
∑∞
j=0 σ
2jβj(u). That is, letting
βH,0 = v + β0(u) and βH,j = βj(u) (j ≥ 1), ϕH(σ2|βH) can be modeled as
βH,0 + βH,1σ
2 + βH,2(σ
2)2 + · · · . Thus, using a polynomial regression with σ2,
we can compute the p-value pAU(H|y). In contrast, for a cone-shaped region H,
it is shown that Eσ2h(u) =
∑∞
j=0 σ
1−jβj(u). Since we have βj(u) = O(‖u‖j) as
‖u‖ → 0, focusing on first two terms, we obtain
Eσ2h(u) ≈ β0(u)σ + β1(u).
In this model, we cannot take σ2 = −1, and E−1h(u) does not exists for a cone-
shaped region H. This observation is related to the important fact proved by
Lehmann (1952) that an unbiased test cannot exist for a cone-shaped hypoth-
esis region. Set βH,0 = v + β1(u) and βH,1 = β0(u), and then the normalized
bootstrap z-value ψσ2(H|y) can be approximated by the model βH,0 + βH,1σ.
Here, we also denote by ϕH(σ2|βH) the model which approximates the normal-
ized bootstrap z-value ψσ2(H|y). For fixed σ20 > 0, let ϕH,k(σ2|βH , σ20) be the
truncated Taylor expansion of ϕH(σ2|βH) at σ20 :
ϕH,k(σ
2|βH , σ20) =
k−1∑
j=0
(σ2 − σ20)j
j!
∂jϕH(σ
2|βH)
∂(σ2)j
∣∣∣∣
σ2=σ20
. (A.1)
For fixed k ∈ N, we consider the following p-value:
pAU,k(H|y) = Φ¯(ϕH,k(−1|βH , σ20)).
Under some regularity conditions, Shimodaira (2008) proves that
∀µ ∈ ∂H; P (pAU,k(H|Y ) < α | µ)→ α+O(λ2) as k →∞.
Moreover, for general selective inference with possibly non-smooth boundary
surfaces, Terada and Shimodaira (2017) proposes the following selective p-value:
pSI,k(H|S, y) =
Φ¯(ϕH,k(−1|βH , σ2−1))
Φ¯(ϕH,k(−1|βH , σ2−1) + ϕS,k(0|βS , σ20))
,
where σ2−1, σ20 > 0. In addition, it is shown that the selective p-value has the
second-order accuracy:
∀µ ∈ ∂H; P (pSI,k(H|S, Y ) < α | µ)
P (Y ∈ S | µ) → α+O(λ
2) as k →∞.
Y. Terada and H. Shimodaira/Post selection inference via multiscale bootstrap 16
In regression analysis, since the hypothesis region has a flat surface, we can
simply use the following p-value:
pSI(H|S, y) = Φ¯(ϕH(−1|βH))
Φ¯(ϕH(−1|βH) + ϕS(0|βS)) .
In this setting, Terada and Shimodaira (2017) also proves that the p-value
pSI(H|S, y) has the second-order accuracy:
∀µ ∈ ∂H; P (pSI(H|S, Y ) < α | µ)
P (Y ∈ S | µ) = α+O(λ
2).
