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Cap´ıtulo 1
INTRODUCCIO´N
PRELIMINARES.
De los posibles estados de la materia el estado l´ıquido constituira´ el centro de atencio´n
de este trabajo. Su estudio conlleva ciertos inconvenientes que no esta´n presentes en otros
casos y as´ı, por ejemplo, mientras que en los gases diluidos en general se puede despreciar
el efecto de las interacciones entre sus a´tomos o mole´culas, en el caso de los l´ıquidos su
mayor agregacio´n impide llevar a cabo este tipo de aproximaciones.
En principio un primer acercamiento intuitivo al estudio de la materia pasar´ıa por la
observacio´n y medida de propiedades del sistema que se desee analizar. En este sentido
la Termodina´mica proporciona una serie de relaciones matema´ticas entre las diversas
propiedades experimentales de los sistemas macrosco´picos en equilibrio. Sin embargo, no
necesita ningu´n punto de referencia molecular.
Ma´s alla´ de la observacio´n o cuantificacio´n de los feno´menos que tienen lugar en la
naturaleza esta´ la justificacio´n u´ltima de los mismos. En respuesta a ello, una posible v´ıa
para afrontar la caracterizacio´n de los l´ıquidos vendr´ıa dada por el tratamiento de todas y
cada una de las part´ıculas de una muestra concreta en te´rminos de sus posiciones y veloci-
dades (espacio fa´sico), tal y como requiere un tratamiento cla´sico mediante las ecuaciones
del movimiento de Newton. A partir de las posiciones de cada ente, y previo conocimiento
de la naturaleza de sus interacciones, ser´ıa posible determinar la energ´ıa potencial, mien-
tras que un tratamiento de las velocidades dar´ıa cuenta de la energ´ıa cine´tica. En concreto
la Meca´nica Estad´ıstica se encarga de estudiar los sistemas macrosco´picos desde un punto
de vista microsco´pico o molecular.
Sin embargo, es fa´cil imaginar que el elevado nu´mero de grados de libertad existente
en sistemas constituidos por tantas part´ıculas introduzca complicaciones en los ca´lculos.
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En este aspecto la relacio´n entre la Meca´nica Estad´ıstica y la Termodina´mica facilita
el camino acudiendo al uso de funciones de densidad de probabilidad que predicen la
frecuencia de aparicio´n de las part´ıculas en las regiones del espacio fa´sico. Suponiendo
que el sistema es ergo´dico, y por tanto tiene accesibilidad a todos los puntos del espacio
de fases, es posible establecer la equivalencia entre las propiedades estad´ısticas de un
sistema concreto observa´ndolo en diferentes instantes de tiempo (promedios temporales)
y un conjunto de sistemas (que forman un colectivo) con las mismas caracter´ısticas que
el anterior, pero examinados en un mismo instante. Con esta filosof´ıa las funciones de
densidad de probabilidad en combinacio´n con la idea de colectivos de sistemas permiten
una relacio´n directa entre las propiedades microsco´picas y macrosco´picas de un sistema
determinado a trave´s del ca´lculo de promedios.
Esta tesis aborda fundamentalmente el estudio de la estructura microsco´pica de los
l´ıquidos empleando herramientas teo´ricas y de simulacio´n, y dejando a un lado las medi-
das experimentales que, en este caso, se han empleado como punto de referencia. Adema´s,
hemos trabajado con l´ıquidos simples, esto es, constituidos por part´ıculas o a´tomos ca-
racterizados por una isotrop´ıa microsco´pica, pudiendo as´ı simplificar los tratamientos y
hacer incidencia u´nicamente en los grados de libertad traslacionales.
r Una vez definido el marco de actuacio´n en el que se va a desarrollar este trabajo es
preciso aportar las herramientas adecuadas para llevar a cabo los ca´lculos. Por un lado
se hara´ uso de la Teor´ıa de Ecuaciones Integrales, que establece la relacio´n entre las fun-
ciones de correlacio´n entre part´ıculas y el potencial de interaccio´n intermolecular. Esta
metodolog´ıa esta´ ampliamente desarrollada en el caso concreto de que las funciones utili-
zadas se refieran a la relacio´n entre pares de part´ıculas (funciones pares). En el caso de las
teor´ıas tipo Ornstein Zernike, el punto de partida es una ecuacio´n integral determinada
a la que se acopla otra ecuacio´n llamada relacio´n de cierre. La relacio´n de cierre tambie´n
contiene una serie de funciones pares entre las cuales esta´ la funcio´n puente, y son precisa-
mente las aproximaciones que se realizan para determinar esta funcio´n las que dan lugar
a las diferentes teor´ıas. Paralelamente existen ecuaciones integrales triples que relacionan
funciones de correlacio´n de tres part´ıculas, y puesto que son una parte importante de este
trabajo se describira´n convenientemente en el cap´ıtulo 2.
Adicionalmente se empleara´ la simulacio´n por ordenador que, como se explicara´ ma´s
adelante, intenta reproducir las caracter´ısticas de un sistema ’imitando’ el comportamiento
de las part´ıculas que lo forman.
r Por otra parte, el estudio microsco´pico de un sistema f´ısico requiere el conocimiento
de las interacciones entre las part´ıculas que lo forman, esto es, el potencial intermolecular.
La energ´ıa de interaccio´n se puede separar en diferentes contribuciones en funcio´n del
3nu´mero de part´ıculas que se este´n considerando. Ma´s adelante se vera´ que la primera de
esas contribuciones (V1(r)) hace alusio´n a la existencia de un campo externo como puede
ser un campo gravitatorio, ele´ctrico, etc, o como el presente por ejemplo en los sistemas
sometidos a confinamiento (capas, poros, matrices, ...). Nosotros prescindiremos de esta
contribucio´n puesto que u´nicamente trabajaremos con sistemas homoge´neos, en los que
todas las posiciones ocupadas por las part´ıculas son equivalentes. La segunda contribucio´n
del potencial es el denominado potencial de interaccio´n par (V2(r12)), que establece la
energ´ıa potencial entre pares de part´ıculas en funcio´n de la distancia que las separa. Esta es
la contribucio´n ma´s importante al potencial intermolecular en sistemas homoge´neos poco
densos y su determinacio´n constituye en s´ı un amplio campo de estudio. En este trabajo
se considerara´n exclusivamente potenciales de este tipo entre los cuales los ma´s utilizados
por su sencillez y buenos resultados son el denominado potencial de esferas duras (HS)
y el potencial de Lennard-Jones (LJ). En los sistemas ma´s densos donde la probabilidad
de acercamiento entre tripletes de part´ıculas en una regio´n dada del espacio es grande,
se hace necesaria la consideracio´n de un te´rmino adicional; el potencial de tres cuerpos
(V3(r123)). Normalmente cuando se trata de part´ıculas esfe´ricas el potencial de tres cuerpos
resulta del principio de exclusio´n de Pauli por solapamiento de las nubes electro´nicas y
de las interacciones entre los momentos dipolares fluctuantes de las mismas. Mientras
que el primer efecto tiene menos importancia y es ma´s dif´ıcil de modelar, el segundo
esta´ descrito de una manera apropiada en muchas ocasiones a trave´s del potencial de tres
cuerpos de Axilrod-Teller. En este trabajo no se hara´ uso de este tipo de potenciales,
aunque es necesario hacer una mencio´n especial a su existencia puesto que en los casos en
los que s´ı se utiliza cobran gran importancia las funciones de distribucio´n triple, objeto
de estudio de esta tesis.
El principio de aditividad par, que supone exclusivamente la contribucio´n de V2 al
potencial, proporciona en general buenos resultados porque los efectos triples se pueden
incluir parcialmente en los ’potenciales pares efectivos’ (Allen y Tildesley, 1987; Gubbins
y Quirke, 1996). Normalmente los potenciales pares usados en simulacio´n son de este tipo,
incluyendo todas las contribuciones de N-cuerpos. Sin embargo, una consecuencia de esta
aproximacio´n es que los potenciales pares necesarios para reproducir datos experimentales
pueden depender de la densidad, la temperatura, etc. En el cap´ıtulo 4 se resumira´n de
manera breve los principales potenciales empleados en cada etapa de la tesis.
r Como ya se ha mencionado anteriormente, a la hora de estudiar un sistema es nece-
sario atribuirle un potencial de interaccio´n a las part´ıculas que lo integran para dar lugar
a un modelo determinado, y la validez de e´ste dependera´ de su capacidad para reproducir
las propiedades experimentales del referido sistema. En este sentido habra´ que recurrir
a los ca´lculos de simulacio´n usando el modelo hipote´tico y posteriormente compararlos
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con los resultados obtenidos mediante la experimentacio´n. Si el acuerdo entre ambos es
satisfactorio podra´ aceptarse el modelo como adecuado para representar el sistema en
cuestio´n, de manera que en este contexto la simulacio´n se emplea como ’test de modelos’.
Una vez que un modelo ha quedado suficientemente corroborado gracias a la experimen-
tacio´n estara´ listo para ser utilizado por otros me´todos de la Meca´nica Estad´ıstica. As´ı,
por ejemplo, podra´ ser introducido en el formalismo de la teor´ıa de ecuaciones integrales
con el objeto de caracterizar al sistema. Adema´s, en el supuesto de creacio´n de nuevas
aproximaciones teo´ricas el empleo de estos modelos dara´ lugar a resultados que, al ser
contrastados con los datos de simulacio´n de referencia, permitira´n la aceptacio´n o rechazo
de esas nuevas aproximaciones. En tales condiciones los modelos se emplean como ’test
de teor´ıas’.
r Una de las propiedades ma´s empleadas en el estudio de la estructura de l´ıquidos
es la funcio´n de distribucio´n par (g(2)(r)), que para sistemas homoge´neos representa la
probabilidad de encontrar una part´ıcula a una distancia dada r de otra, respecto a la
misma probabilidad para un sistema de part´ıculas no interaccionantes. La transformada
de Fourier de esta funcio´n esta´ directamente relacionada con el denominado factor de
estructura (S(2)(k)), el cual a su vez se puede medir experimentalmente por ejemplo
mediante difraccio´n de neutrones. He aqu´ı, pues, un ejemplo claro de la relacio´n entre
dos propiedades (g(2)(r) y S(2)(k)) de cuya comparacio´n se puede dilucidar la validez del
modelo que ha sido empleado en los ca´lculos de la funcio´n de distribucio´n.
Existen tambie´n algunos experimentos que permiten calcular de forma indirecta el
efecto de las correlaciones de tres cuerpos, y aunque no son tan concluyentes como los
destinados al ca´lculo del factor de estructura par, han servido para validar aproximaciones
teo´ricas de ı´ndole diversa. De entre ellos cabe destacar los estudios de dependencia del
factor de estructura con la presio´n (Egelstaff et al, 1969).
MOTIVACIO´N DE LA TESIS.
Entre los sistemas ma´s ampliamente analizados destaca el agua por su importancia en
procesos industriales y su implicacio´n en los sistemas biolo´gicos. Consecuentemente su es-
tudio ha suscitado un gran intere´s y ha dado lugar a una gran cantidad de contribuciones
tanto desde el punto de vista de la teor´ıa como de la simulacio´n. En uno de esos traba-
jos Lombardero et al. (1999) utilizaron un determinado modelo de interaccio´n para las
mole´culas de agua, y obtuvieron una serie de resultados termodina´micos y estructurales
empleando una teor´ıa de ecuaciones integrales molecular. Se observo´ que en condiciones
normales de presio´n y temperatura el tratamiento teo´rico produc´ıa resultados ma´s bien
pobres. Por otra parte, y en contra de lo que cab´ıa esperar, se observo´ una disminucio´n
de la estructura par del l´ıquido al bajar la temperatura. Todo ello nos indujo a considerar
5el ana´lisis de las funciones de correlacio´n de tres cuerpos para aclarar estos resultados.
Una de las caracter´ısticas ma´s importantes que presenta el agua es su gran tendencia
a la formacio´n de enlaces de hidro´geno, que en las fases l´ıquidas y so´lidas conducen a la
creacio´n de una red tetrae´drica estable. La estabilidad de este entramado no es debida
u´nicamente a la fuerza del enlace de hidro´geno, sino que tambie´n se da la circunstancia
de que los centros de asociacio´n en el agua se disponen en una ordenacio´n tetrae´drica
alrededor del ox´ıgeno. As´ı, el a´ngulo de enlace del agua es 105o – muy pro´ximo al a´ngulo
tetrae´drico (109o) – mientras que los pares de electrones no enlazados se situ´an aproxi-
madamente en las otras posiciones tetrae´dricas. Esta malla de enlaces de hidro´geno da
lugar a una serie de propiedades at´ıpicas en el agua entre las que se encuentran su elevado
punto de fusio´n y de ebullicio´n, su alta constante diele´ctrica y tensio´n superficial, su baja
compresibilidad, el hecho de que su densidad ma´xima se presente a 4o C y que el l´ıquido
se contraiga respecto al so´lido durante la fusio´n.
Existen modelos para representar el agua que tienen en cuenta la geometr´ıa molecular
aceptando la existencia de centros de interaccio´n con carga dentro de la mole´cula. En
estos casos su estudio plantea ciertos inconvenientes tanto desde el punto de vista de la
simulacio´n como de la teor´ıa, puesto que el establecimiento de un modelo de potencial en
el que se considera la anisotrop´ıa microsco´pica de la mole´cula obliga a tener en cuenta
de un modo expl´ıcito los grados de libertad orientacionales, con la consiguiente compli-
cacio´n de los ca´lculos e incremento en el tiempo utilizado para llevarlos a cabo. Algunos
potenciales consideran a la mole´cula como un ente r´ıgido, es decir, sin considerar la po-
larizacio´n molecular ni el a´ngulo de flexio´n de forma expl´ıcita (TIP4 (Jorgensen, 1982),
SPC (Berendsen et al., 1981), SPCE (Berendsen et al., 1987)), otros tienen en cuenta
que los enlaces son flexibles (Lie y Clementi, 1986), otros incorporan de manera expl´ıcita
efectos de N-cuerpos a trave´s de la polarizabilidad (Halley et al., 1993), e incluso algu-
nos permiten su disociacio´n, como es el caso del modelo de fuerzas centrales (Lemberg y
Stillinger, 1975).
En el ya mencionado trabajo de Lombardero et al. (1999) se hace un estudio completo
del modelo SPCE del agua mediante teor´ıa de ecuaciones integrales y simulacio´n. Los
ca´lculos teo´ricos se desarrollaron segu´n la aproximacio´n molecular de la cadena hiperreti-
culada de referencia (RHNC), y los resultados fueron comparados con los correspondientes
a simulaciones de dina´mica molecular. Como sistema de referencia para la teor´ıa RHNC
se empleo´ el fluido de esferas duras, que en general proporciono´ datos termodina´micos
aceptables. Como ya se ha dicho, a bajas temperaturas se obtuvieron resultados inespera-
dos para la estructura par que parec´ıan poner en tela de juicio la idoneidad de la relacio´n
de cierre utilizada. Por un lado se llevaron a cabo ca´lculos en condiciones termodina´micas
ambientales, esto es, a una temperatura de 298,15 K y densidad ρ = 0,997 g/cm3. En
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estas condiciones se observo´ que las funciones de distribucio´n a´tomo-a´tomo RHNC, es
decir, g
(2)
OO(r), g
(2)
OH(r) y g
(2)
HH(r), difer´ıan sustancialmente de los resultados de simulacio´n.
Asimismo, otro detalle que llamaba la atencio´n es que la teor´ıa HNC, que no utiliza ningu´n
sistema de referencia, proporcionaba resultados similares a la RHNC. Es decir, parec´ıa
que la inclusio´n del sistema de referencia de esferas duras no ten´ıa ningu´n efecto en los
resultados estructurales. Adema´s, como se observa en la figura 1.1, para una densidad
de ρ = 1 g/cm3 la funcio´n de distribucio´n g
(2)
OO(r) a 700 K posee ma´s estructura que la
correspondiente a 400 K, mientras que a 300 K se aprecia nuevamente un aumento de la
estructura par.
En definitiva, una explicacio´n de estos feno´menos parec´ıa requerir el ana´lisis de las
funciones de distribucio´n ma´s alla´ de la contribucio´n par. Con esta idea en mente se
llevaron a cabo ca´lculos de la funcio´n de distribucio´n de tres cuerpos en el agua que
revelaron la importancia de dicha funcio´n en el ana´lisis estructural de este sistema. En
el cap´ıtulo 3 se detallan estos resultados como un ejemplo de ca´lculo de g(3) mediante
simulacio´n, y se comprobara´ que la disminucio´n de la estructura par esta´ asociada a un
aumento en la estructura triple resultado del ordenamiento tetrae´drico de los a´tomos de
ox´ıgeno.
Puesto que en la bibliograf´ıa exist´ıan numerosos ejemplos del ca´lculo de la funcio´n
de distribucio´n g(3) en sistemas de un u´nico componente, los resultados de simulacio´n de
Lombardero et al. (1999) constitu´ıan en este aspecto una aportacio´n ma´s, pero a nivel mo-
lecular. Adema´s, en el citado trabajo se hab´ıan empleado las correlaciones de tres cuerpos
para aclarar los resultados de la variacio´n de la estructura par con la temperatura. En este
sentido las aportaciones hechas desde el punto de vista de las funciones de distribucio´n
triplete estimularon el intere´s por tales funciones, convirtie´ndose en el centro de este tra-
bajo de tesis. En particular, nuestro intere´s se ha centrado tanto en sistemas puros como
en mezclas de l´ıquidos simples generalizando diversas aproximaciones teo´ricas, y haciendo
especial hincapie´ en la informacio´n que las funciones de distribucio´n triple ofrecen sobre
la geometr´ıa local.
ORGANIZACIO´N DE LA TESIS.
î El fundamento teo´rico relevante en la descripcio´n de los l´ıquidos esta´ parcialmente
esquematizado en el cap´ıtulo 2, donde u´nicamente se recogen los principios ba´sicos para
el establecimiento de puentes de unio´n entre la estructura microsco´pica de los l´ıquidos
y sus propiedades macrosco´picas a trave´s de la Termodina´mica Estad´ıstica. Asimismo se
avanzan las relaciones fundamentales que sera´n de gran utilidad en la determinacio´n de
las correlaciones de tres cuerpos.
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Figura 1.1: Funcio´n de distribucio´n par ox´ıgeno-ox´ıgeno (g(2)OO(r)) a partir de simulacio´n MD
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î En el cap´ıtulo 3 se hace un breve resumen de las dos te´cnicas de simulacio´n
que se han empleado en este trabajo. La simulacio´n por ordenador intenta reproducir
el comportamiento de sistemas reales por medio de ca´lculos en colectivos de part´ıculas
que interaccionan entre s´ı a trave´s de un potencial intermolecular dado. La simulacio´n
Monte Carlo (MC) genera configuraciones de part´ıculas vinculadas a una probabilidad
de transicio´n de un estado inicial a otro final en funcio´n de la diferencia de energ´ıa entre
ambos. La simulacio´n de Dina´mica Molecular (MD), sin embargo, resuelve las ecuaciones
del movimiento asociadas a las part´ıculas que integran el colectivo que se este´ tratando.
î Los potenciales intermoleculares utilizados a lo largo de la tesis se han recopilado en
el cap´ıtulo 4 haciendo una breve referencia a su relacio´n con los sistemas que representan.
î El cap´ıtulo 5 esta´ dedicado al ca´lculo teo´rico de correlaciones de tres cuerpos en el
contexto de la teor´ıa de Barrat, Hansen y Pastore (Barrat et al., 1988) o teor´ıa BHP. Segu´n
estos autores es posible describir la funcio´n de correlacio´n directa triple c(3)(r12, r13, r23)
de un sistema como un ansatz de factorizacio´n consistente en el producto de tres funciones
pares (ide´nticas), las cuales en el l´ımite de baja densidad se comportan como la funcio´n
de correlacio´n total par h(2)(r) = g(2)(r)−1. En el formalismo de la teor´ıa BHP la funcio´n
de distribucio´n triple g(3)(r12, r13, r23) se puede obtener a partir de una ecuacio´n integral
triple en la que previamente se ha introducido c(3) de forma apropiada. Por simplicidad
esta ecuacio´n integral se resuelve en el espacio de Fourier, y con posterioridad la funcio´n
de distribucio´n triplete obtenida a partir de ella se invierte para calcular g(3)(r12, r13, r23).
Una manera de comprobar la validez de esta aproximacio´n consiste en la comparacio´n
directa con datos de simulacio´n para determinar hasta que´ punto el ansatz para c(3) es
apropiado. En el mencionado cap´ıtulo adema´s de hacer una revisio´n de esta teor´ıa en
el caso de un solo componente, se llevara´ a cabo una extensio´n de la misma al caso de
mezclas, lo que constituye una de las aportaciones originales de este trabajo.
î El cap´ıtulo 6 contiene los detalles relacionados con la teor´ıa de Ornstein-Zernike
inhomoge´nea (IOZ) para el ca´lculo de funciones de distribucio´n de tres cuerpos. En este
formalismo cada triplete de part´ıculas se coloca en un sistema de referencia ficticio en el
que una de las part´ıculas se situa en el origen de coordenadas y se considera como fuente
de un potencial perturbativo. Esto permite que el sistema pueda ser tratado dentro de
un contexto correspondiente a los sistemas inhomogeneos. Esto constituye el me´todo de
la part´ıcula fuente de Percus (1964). Adema´s, al considerar un potencial perturbativo
centrado en la part´ıcula fuente, se rompe la equivalencia entre las posiciones del triplete.
La ecuacio´n integral inhomoge´nea que se usa en el marco de esta teor´ıa se resuelve en
el espacio real mediante una transformacio´n de Legendre discreta. Aunque la metodolog´ıa
que acompan˜a este ca´lculo esta´ convenientemente descrita en este cap´ıtulo, los detalles
9espec´ıficos propios de sistemas con potenciales discontinuos se recogen en el ape´ndice D.
Una de las contribuciones originales de esta tesis se centra en la extensio´n al caso
de sistemas multicomponentes de la teor´ıa de IOZ, y con el fin de estimar la validez de
esa generalizacio´n se ha tomado como ejemplo el caso de mezclas binarias realiza´ndose
ca´lculos para los potenciales de esferas duras y Lennard Jones.
Tambie´n se ha aplicado la teor´ıa IOZ al caso de un solo componente en un fluido
superenfriado con ordenamiento t´ıpico icosae´drico. Tomando como referencia la simulacio´n
MD se han comparado los resultados obtenidos mediante diferentes teor´ıas, y entre ellas
tambie´n la RHNC. Nuevamente, al igual que en el caso del agua, se ha comprobado que el
sistema de referencia proporcionado por el fluido de esferas duras no es capaz de capturar
los detalles de la estructura par derivadas de geometr´ıas locales muy diferentes a la propia
del potencial de esferas duras.
î Las funciones de correlacio´n directa de tres cuerpos son especialmente importantes
en el contexto de algunas teor´ıas que estudian el feno´meno de cristalizacio´n, as´ı como en
las propiedades dina´micas de sistemas superenfriados. En el cap´ıtulo 7 se recopilan los
resultados de factores de estructura y funciones de correlacio´n directa de tres cuerpos en el
espacio de Fourier obtenidos mediante simulacio´n MC, y se comparan con los tratamientos
teo´ricos desarrollados en este trabajo.
î En el cap´ıtulo 8 se recogen las aportaciones de las teor´ıas BHP e IOZ a un caso
concreto de sistema multicomponente como es el de una mezcla binaria en electrolitos.
En sistemas asociativos como los que se tratara´n aqu´ı las correlaciones entre ma´s de
dos part´ıculas juegan un papel muy relevante dado que incluso a densidades bajas la
geometr´ıa local derivada de las condiciones de electroneutralidad se aparta notablemente
del comportamiento ideal.
î El ape´ndice A contiene una breve descripcio´n de la ecuacio´n Ornstein-Zernike par
y algunas de las relaciones de cierre que se han empleado en los diferentes cap´ıtulos.
î El ape´ndice B hace una breve revisio´n de los principales me´todos nume´ricos utili-
zados en la resolucio´n de las ecuaciones integrales de este trabajo.

Cap´ıtulo 2
MECA´NICA ESTADI´STICA
2.1. Introduccio´n
Desde un punto de vista puramente pra´ctico el estudio de los l´ıquidos se lleva a cabo
a trave´s de la observacio´n y medida experimental de una serie de propiedades que ca-
racterizan al sistema en cuestio´n. Estas propiedades macrosco´picas se relacionan de una
manera directa con la composicio´n qu´ımica de la sustancia, es decir, con las part´ıculas
microsco´picas que la componen, de modo que en u´ltimo te´rmino el comportamiento ma-
crosco´pico de un sistema esta´ directamente relacionado con su comportamiento molecular.
Por este motivo el estudio teo´rico de los l´ıquidos emplea como herramienta la Meca´nica
Estad´ıstica a fin de poder manejar conceptos y funciones que esta´n ı´ntimamente ligados
al comportamiento de a´tomos y mole´culas, y que al mismo tiempo se relacionan con las
magnitudes macrosco´picas.
La importancia de este tipo de tratamientos no solamente esta´ asociada a la caracteri-
zacio´n y justificacio´n de las propiedades observadas en un sistema dado, sino que tambie´n
cobra gran relevancia a nivel predictivo permitiendo determinar el posible comportamiento
real de sistemas en determinadas condiciones.
2.2. Fundamentos de la Meca´nica Estad´ıstica.
El hamiltoniano de un sistema de un solo componente con N part´ıculas se expresa
como:
H(rN ,pN) =
1
2m
N∑
i=1
p2i + V (r
N) (2.1)
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donde m es la masa de la part´ıcula, rN = (r1, r2, ..., rN) y p
N = (p1,p2, ...,pN), siendo ri
y pi (1 ≤ i ≤ N) respectivamente las posiciones y momentos de las N part´ıculas, y cuya
combinacio´n describe el espacio de fases del sistema. El primer sumando de (2.1) es la
energ´ıa cine´tica Ec y V es la energ´ıa potencial. En la pra´ctica el te´rmino correspondiente a
la energ´ıa potencial se puede descomponer en distintas contribuciones segu´n la expresio´n
VN(N) =
N∑
i=1
Φ(i) +
1
2!
N∑
i=1,j=1
V2(ij) +
1
3!
N∑
i=1,j=1,k=1
V3(ijk) + ... (2.2)
El te´rmino V2(ij) se refiere al potencial de interaccio´n entre pares de part´ıculas, V3(ijk)
es el correspondiente a los tripletes, y as´ı sucesivamente. En este trabajo u´nicamente se
empleara´n potenciales pares como los que se describira´n en el cap´ıtulo 4, desestima´ndose
todos los te´rminos Vn(r), para n ≥ 3. El primer te´rmino (Φ(i) ≡ V1(i)) corresponde
al acoplamiento de un potencial externo, y aunque no se utilizara´ de forma expl´ıcita
en ningu´n sistema de los que se estudia en este trabajo, su presencia resulta de gran
importancia por dos motivos. Por un lado es fundamental para introducir el formalismo
del funcional de la densidad que nos permite deducir la ecuacio´n de Ornstein-Zernike,
y por otro lado juega un papel esencial en el contexto de la ecuacio´n integral Ornstein-
Zernike inhomoge´nea, tal y como se explica en el cap´ıtulo 6.
La caracterizacio´n de un sistema determinado se puede satisfacer de modo completo a
partir de las coordenadas del espacio fa´sico y las ecuaciones del movimiento de Hamilton.
Sin embargo, como se menciono´ en el apartado anterior, el estudio de sistemas microsco´pi-
cos obliga a manejar un elevado nu´mero de part´ıculas, y por tanto en principio resulta
pra´cticamente imposible afrontar el ana´lisis de un sistema con un gran nu´mero de grados
de libertad empleando la Meca´nica Cla´sica a trave´s de las ecuaciones de Hamilton. Pa-
ra solucionar este inconveniente la Meca´nica Estad´ıstica se sirve de la Hipo´tesis ergo´dica
(McQuarrie, 1976), en la que se supone que la evolucio´n temporal de un sistema le permite
recorrer todos los puntos accesibles del espacio fa´sico. De este modo se puede recurrir al
empleo de funciones de densidad de probabilidad (Dı´az, 1979) P (N)(rN ,pN) para calcular
el valor promedio de una variable en te´rminos de las posiciones y los momentos
< A >=
∫ ∫
AN(r
N ,pN)P (N)(rN ,pN)drNdpN , (2.3)
donde P (N)(rN ,pN) representa la probabilidad de que en un instante t la part´ıcula 1
este´ entre r1 y r1 + dr1 y su impulso entre p1 y p1 + dp1, la part´ıcula 1 este´ entre r2 y
r2 + dr2 y su impulso entre p2 y p2 + dp2, etc.
En algunas ocasiones no es necesaria toda la informacio´n que proporciona P (N), sino
que u´nicamente interesa una densidad de probabilidad en te´rminos de coordenadas y
momentos de un nu´mero pequen˜o de part´ıculas P (n)(rn,pn). Para obtener esta funcio´n se
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integrara´ P (N) respecto de las coordenadas y momentos de las (N−n) mole´culas restantes.
P (n)(rn,pn) =
∫ ∫
P (N)(rN ,pN)drN−ndpN−n. (2.4)
Ana´logamente se pueden definir las funciones de distribucio´n f (N)(rN ,pN), de modo
que f (N)(rN ,pN)drNdpN represente la probabilidad de que cualquiera de las N part´ıculas
se encuentre en el elemento dr1dp1 alrededor de r1 y q1, cualquier otra part´ıcula este´ en
dr2dp2 alrededor de r2 y q2, etc. Si todas las part´ıculas del sistema son iguales, habra´ N !
maneras posibles de colocar las mole´culas, cumplie´ndose la relacio´n
f (N)(rN ,pN) = N !P (N)(rN ,pN). (2.5)
De forma similar a como ocurr´ıa con P (N) puede que u´nicamente nos interese la probabi-
lidad de que un subgrupo de n mole´culas se encuentre en el elemento de volumen drndpn
alrededor de rn y pn, independientemente de las posiciones y momentos de las (N − n)
mole´culas restantes. Puesto que hay N !/(N − n)! maneras de elegir n mole´culas entre las
N del sistema, se tiene que
f (n)(rn,pn) =
N !
(N − n)!P
(n)(rn,pn). (2.6)
Teniendo en cuenta la definicio´n (2.4) f (n) puede expresarse tambie´n como
f (n)(rn,pn) =
N !
(N − n)!
∫ ∫
P (N)(rN ,pN)drN−ndpN−n. (2.7)
Si ahora despejamos P (N) de (2.5) y P (n) de (2.6), y las sustituimos en (2.4), llegamos a
f (n)(rn,pn) =
1
(N − n)!
∫ ∫
f (N)(rN ,pN)drN−ndpN−n. (2.8)
A partir de la manipulacio´n de estas funciones de densidad de probabilidad se pone de
manifiesto la relevancia de la identidad de las part´ıculas que constituyen un sistema dado.
Este detalle cobra mayor importancia au´n en el ca´lculo de las funciones de distribucio´n, y
en concreto supone una gran ayuda a la hora de generalizar dichas funciones para el caso
de sistemas multicomponentes, tal y como se vera´ en cap´ıtulos posteriores.
Concretamente la densidad de probabilidad fo(r
N ,pN , N) de un sistema de N part´ıcu-
las en el colectivo cano´nico se describe como
f (N)o (r
N ,pN) =
1
N !
h−3N
exp[−βHN(rN ,pN)]
QN(V, T )
, (2.9)
donde h es la constante de Planck, β = (KT )−1 y QN(V, T ) es la funcio´n de particio´n
cano´nica
QN(V, T ) =
1
N !
h−3N
∫ ∫
exp[−βHN(rN ,pN)]drNdpN . (2.10)
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El promedio en el colectivo de una funcio´n G(r,p) dependiente de las posiciones y los
momentos de las part´ıculas se define como
G =
∫ ∫
G(r,p)fo(r
N ,pN)drNdpN . (2.11)
En sistemas conservativos se puede llevar a cabo la integracio´n sobre los momentos
en (2.10), dando lugar a un factor Λ = (2pimKBT )
(1/2) por cada grado de libertad. Esto
conduce a
QN(V, T ) =
Λ−3N
N !
V NZN(V, T ), (2.12)
donde ZN es la integral de configuracio´n
ZN(V, T ) =
∫
exp[−βVN(rN)]drN . (2.13)
En el colectivo cano´nico la conexio´n entre la Meca´nica Estad´ıstica y la Termodina´mica se
establece a partir de la relacio´n
F = −KBT logQN(V, T ), (2.14)
siendo F la energ´ıa libre de Helmholtz, es decir, el potencial termodina´mico correspon-
diente al sistema con N , V y T fijos. En definitiva con esta expresio´n hemos conseguido
relacionar una magnitud macrosco´pica (F ) con otra microsco´pica o estad´ıstica (QN(V, T )).
Adicionalmente, en un sistema ideal el potencial de interaccio´n entre las part´ıculas es nulo
(VN = 0), y entonces la integral de configuracio´n es proporcional al volumen del sistema
(ZN = V
N), y la funcio´n de particio´n cano´nica (2.10) viene dada por la expresio´n
QidN(V, T ) =
Λ−3N
N !
V N . (2.15)
Utilizando las expresiones anteriores la funcio´n de particio´n del sistema se puede reescribir
como
QN(V, T ) = Q
id
N
ZN(V, T )
V N
. (2.16)
Tomando logaritmos en ambos lados la energ´ıa libre se separa de forma natural en una
contribucio´n ideal, y otra de exceso. De esta manera se define un funcional Fid como la
parte ideal de F y Fex como la contribucio´n debida a las interacciones entre las part´ıculas.
F = Fid + Fex. (2.17)
Si se hace uso de la aproximacio´n de Stirling y de la expresio´n (2.14) se tiene que la
energ´ıa libre por part´ıcula es
β
Fid
N
= log ρ+ 3Λ− 1. (2.18)
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Por otra parte, tambie´n resulta de gran utilidad relacionar los potenciales termo-
dina´micos con otras variables termodina´micas, y esto se consigue a trave´s de la trans-
formada de Legendre. As´ı, por ejemplo, es posible demostrar que F es la transformada
de Legendre de la energ´ıa interna considerando T y V como variables independientes
(F = U − TS). Teniendo en cuenta el hecho de que F, al igual que los otros potenciales
termodina´micos, es una funcio´n de estado y por tanto tiene diferencial exacta, se deducen
estas relaciones
P = −
(
∂F
∂V
)
T
; (2.19)
S = −
(
∂F
∂T
)
V
; (2.20)
U =
(
∂(F/T )
∂(1/T )
)
V
, (2.21)
que como se vera´ ma´s tarde son de gran utilidad en los ca´lculos de propiedades termo-
dina´micas.
Si se considera el colectivo gran cano´nico (µ,V,T) se puede definir la densidad de
probabilidad fo(r
N , pN , N) para N part´ıculas a temperatura T de la siguiente forma:
fo(r
N ,pN , N) =
1
N !
h−3N
exp(Nβµ) exp(−βHN(rN ,pN))
Ξ(µ, V, T )
, (2.22)
donde Ξ representa la funcio´n de particio´n gran cano´nica
Ξ(µ, V, T ) =
∞∑
N=0
1
N !
h−3N exp(Nβµ)
∫ ∫
exp(−βHN(rN ,pN))drNdpN (2.23)
=
∞∑
N=0
exp(Nβµ)QN(V, T ) (2.24)
=
∞∑
N=0
zN
N !
ZN(V, T ), (2.25)
y la actividad z se define como
z =
eβµ
Λ3
. (2.26)
La variable µ es el potencial qu´ımico y es la conjugada del nu´mero de mole´culas. Se
puede definir como la derivada parcial del potencial termodinia´mico F en funcio´n del
nu´mero de part´ıculas. En particular, para el gas ideal
βµid =
(
∂βF id
∂N
)
V,T
= log ρ+ 3 log Λ. (2.27)
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Comparando esta expresio´n con (2.18) se llega a la conclusio´n de que para el gas ideal
z = ρ. (2.28)
Para la densidad de probabilidad de equilibrio se cumple que
Ω = −β−1 log Ξ, (2.29)
siendo Ω el gran potencial.
La probabilidad de que el sistema contenga N part´ıculas independientemente de sus
coordenadas y momentos se obtiene integrando adecuadamente (2.9)
P (N) =
∫ ∫
fo(r
N ,pN , N)drNdpN =
1
Ξ
exp(Nβµ)QN(V, T ) =
1
Ξ
zN
N !
ZN(V, T ). (2.30)
Teniendo en cuenta (2.11), en el colectivo gran cano´nico el valor medio de una propie-
dad X que depende de las coordenadas de las part´ıculas se define como
< X >=
∞∑
N=0
XP (N) (2.31)
En concreto
< N >=
∞∑
N=0
NP (N) =
1
Ξ
∂Ξ
∂ log z
=
∂ log Ξ
∂ log z
. (2.32)
La desviacio´n cuadra´tica media de N proporciona una medida de la fluctuacio´n en el
nu´mero de part´ıculas alrededor de su valor medio: < N2 > − < N >2. Concretamente,
una expresio´n para esta desviacio´n se obtiene de
∂ < N >
∂βµ
=
∂2 log Ξ
∂(βµ)
=< N2 > − < N >2, (2.33)
de modo que se cumple la propiedad
< N2 > − < N >2
< N >
=
1
< N >
∂ < N >
∂βµ
. (2.34)
A temperatura constante se tiene la relacio´n (Dı´az, 1979; Hansen y McDonald, 1986)
< N2 > − < N >2
< N >
= ρKTχT , (2.35)
donde χT = 1/ρ(∂ρ/∂P )T es la compresibilidad isoterma.
Finalmente, de las ecuaciones (2.9), (2.22) y (2.30) se deduce que los colectivos cano´ni-
co y gran cano´nico esta´n relacionados de la siguiente forma
fo(r
N ,pN , N) = P (N)f (N)o (r
N ,pN) (2.36)
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2.2.1. Densidad de part´ıculas de equilibrio y funciones de dis-
tribucio´n.
La integracio´n de las funciones f (n) respecto de los momentos da lugar a la densi-
dad de part´ıculas de equilibrio ρ(n)(r(n)), de modo que ρ(n)(rn) es N !/(N − n)! veces la
probabilidad de encontrar n part´ıculas del sistema con coordenadas en el elemento drn
independientemente de las otras part´ıculas y de todos los momentos.
En el colectivo cano´nico la densidad de equilibrio se obtiene a partir de (2.9)
ρ
(n)
N (r
n) =
N !
(N − n)!
h−3N
N !
∫ ∫
exp[−βHN(rN ,p)]drN−ndpN
QN(V, T )
=
N !
(N − n)!
∫
exp[−βVN(rN)]dr(N−n)
ZN(V, T )
, (2.37)
y cumple la condicio´n de normalizacio´n∫
ρ
(n)
N (r
n)drn =
N !
(N − n)! . (2.38)
Partiendo del concepto de funcio´n de densidad de probabilidad es posible definir las
funciones de correlacio´n g(n)(r1, ..., rn) de la siguiente forma
ρ
(n)
N (r1, ..., rn) =
n∏
i=1
ρ
(1)
N (ri)g
(n)
N (r
n). (2.39)
La funcio´n g(n)(r1, ..., rn) se denomina funcio´n de correlacio´n puesto que si las mole´cu-
las fueran independientes unas de otras, entonces ρ(n) ser´ıa simplemente un producto de
densidades ρ(1) (probabilidad de sucesos independientes), de donde g(n) representa el efec-
to de las correlaciones que se establecen entre las part´ıculas por accio´n de los potenciales
intermoleculares u2, u3, ... etc.
Del mismo modo, en el colectivo gran cano´nico se define la densidad de probabilidad
de equilibrio en funcio´n de (2.30) y (2.37)
ρ(n)(rn) =
∞∑
N≥n
P (N)ρ
(n)
N (r
n) =
1
Ξ
∞∑
N≥n
zN
(N − n)!
∫
exp[−βVN(rN)]dr(N−n), (2.40)
y cumple la condicio´n de normalizacio´n∫
ρ(n)(rn)drn =
〈
N !
(N − n)!
〉
. (2.41)
Teniendo en cuenta las condiciones de normalizacio´n (2.41) para n = 1 y n = 2 se
tiene que∫ ∫
[ρ(2)(r1, r2)− ρ(1)(r1)ρ(1)(r2)]dr1dr2 =< N2 > − < N > − < N >2 . (2.42)
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Si el sistema es homoge´neo, ρ(1)(r) = ρ y haciendo uso de (2.41) y (2.35) se llega a una
ecuacio´n que relaciona directamente la funcio´n de distribucio´n par y la compresibilidad
isoterma
1 + ρ
∫
[g(2)(r)− 1]dr = < N
2 > − < N >2
< N >
= ρKTχT . (2.43)
La relacio´n entre la densidad de n part´ıculas y la funcio´n de distribucio´n es similar a
la expresada para el colectivo cano´nico
ρ(n)(r1, ..., rn) =
n∏
i=1
ρ(1)(ri)g
(n)(rn). (2.44)
Insertando la ecuacio´n (2.40) en (2.44) y haciendo el cambio de variable (N − n) = m
se obtiene la expresio´n
Ξ
(ρ
z
)n
g(n)(rn) = exp[−βVn(rn)] +
∞∑
m=1
zm
m!
∫
...
∫
exp[−βVn+m(rn+m)]drn+1...drn+m.(2.45)
En el l´ımite de baja densidad, ρ → 0, z → 0, ρ/z → 1 y Ξ → 1, de modo que la
expresio´n anterior se convierte en
g(n)(rn) ∼ exp[−βVn(rn)]. (2.46)
Es decir, en el l´ımite de baja densidad la funcio´n de distribucio´n equivale a la exponencial
del potencial de interaccio´n.
Funcio´n de distribucio´n radial y triple.
El caso particular de n = 2 es el correspondiente a las correlaciones pares y da ori-
gen a la funcio´n de distribucio´n par g(2)(r1, r2), de gran importancia fundamentalmente
por dos motivos. En primer lugar se puede determinar experimentalmente a trave´s de
difraccio´n de rayos X o de neutrones, y su comparacio´n con la misma funcio´n calculada a
partir de un modelo de potencial determinado puede servir como un punto de referencia
para la aceptacio´n o rechazo de dicho modelo. Adema´s, en aquellos sistemas donde las
interacciones pares sean dominantes, su conocimiento permite caracterizar la mayor parte
de propiedades macrosco´picas del sistema.
En un l´ıquido homoge´neo e iso´tropo de mole´culas de simetr´ıa esfe´rica g(2)(r1, r2) de-
pendera´ u´nicamente de la distancia relativa entre las mole´culas 1 y 2, pudie´ndose expre-
sar como g(2)(r). El significado f´ısico de esta funcio´n queda determinado en virtud de
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las ecuaciones (2.6), (2.44) y (2.41), a partir de las cuales se concluye que ρg(r)dr es la
probabilidad de que dada una mole´cula en el origen de r, se encuentre otra mole´cula en
dr. Esta probabilidad esta´ normalizada como sigue∫ ∞
o
ρg(r)4pir2dr = N − 1 ∼ N. (2.47)
De hecho, ρg(r)4pir2dr es realmente n(r)dr, esto es, el nu´mero de mole´culas situadas entre
r y r + dr alrededor de una mole´cula central. Consecuentemente la densidad local del
l´ıquido podra´ obtenerse como el producto de la funcio´n de distribucio´n par y la densidad
correspondiente al seno del l´ıquido (ρ(r) = ρg(r)), tal y como se expresa de forma general
en la ecuacio´n (2.44).
Asimismo, la funcio´n de distribucio´n de tres cuerpos g(3)(r, s, t) representa la probabi-
lidad de encontrar tres part´ıculas con distancias relativas entre ellas r, s y t. Aplicando las
definiciones correspondientes se puede demostrar que el nu´mero de tripletes con distancias
r, s y t se calcula integrando la funcio´n de distribucio´n del colectivo
ω3(r, s, t) =
∫ ∫ ∫
ρ
(3)
N (r1, r2, r3)dr1dr2dr3. (2.48)
2.2.2. El potencial de fuerza media.
Para un sistema homoge´neo e iso´tropo adema´s se cumple
ρ
(n)
N (r1, ..., rn) = g
(n)
N (r
n)ρn (2.49)
Si sustituimos este valor de ρ
(n)
N (r1, ..., rn) en el miembro de la izquierda en (2.37) (y
prescindimos del sub´ındice N) tenemos
g(n)(rn) =
1
ρn
N !
(N − n)!
∫
exp[−βVN(rN)]dr(N−n)
ZN(V, T )
(2.50)
Ahora definamos la cantidad w(n)(rn) como
g(n)(rn) = exp[−βw(n)(rn)] (2.51)
Sustituyendo (2.51) en (2.50), tomando logaritmos en ambos lados y posteriormente
tomando el gradiente respecto a la posicio´n gene´rica j de una de las n part´ıculas, se llega
a
−∇jw(n) =
∫
(−∇jVN(rN)) exp[−βVN(rN)]dr(N−n)∫
exp[−βVN(rN)]dr(N−n) (2.52)
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Puesto que −∇jVN es la fuerza que actu´a sobre la mole´cula j para cualquier configuracio´n
fija r1, ..., rN , entonces se tiene que el segundo miembro en (2.52) es la fuerza media f
(n)
j
que actu´a en la part´ıcula j, promediada sobre las configuraciones de las n + 1, ..., N
mole´culas que no esta´n fijas en el grupo 1, ..., n. Por lo tanto,
f
(n)
j = −∇jw(n). (2.53)
En particular, w(2)(r12) es la interaccio´n media efectiva entre dos part´ıculas que esta´n
separadas por una distancia r, tanto directa como mediada por las N − 2 part´ıculas
restantes del fluido.
Si ahora asumimos que el potencial de fuerza media de un triplete determinado cumple
el principio de aditividad par, entonces se tiene la expresio´n para w(3)
w(3)(r1, r2, r3) ∼ w(2)(r1, r2) + w(2)(r1, r3) + w(2)(r2, r3), (2.54)
y esto conduce a la aproximacio´n de superposicio´n de Kirkwood (KSA) (Kirkwood, 1935)
g(3)(r1, r2, r3) ∼ g(2)(r1, r2)g(2)(r1, r3)g(2)(r2, r3). (2.55)
La interpretacio´n probabil´ıstica de esta expresio´n indica que, si se asume que las part´ıcu-
las 1, 2 y 3 son independientes entre s´ı, entonces g(3)(r1, r2, r3) es igual al producto
g(2)(r1, r2)g
(2)(r1, r3)g
(2)(r2, r3) asociado a la probabilidad de sucesos independientes.
Adicionalmente, si a (2.54) se le an˜ade un te´rmino correspondiente a una contribucio´n
de tres cuerpos irreducible, entonces se tiene la expresio´n
g(3)(r1, r2, r3) ∼ g(2)(r1, r2)g(2)(r1, r3)g(2)(r2, r3)e−βτ3 , (2.56)
que constituye esencialmente un grado de aproximacio´n mayor a la expresio´n (2.55).
Asimismo, si se observa la expresio´n (2.46) se comprueba que en el l´ımite de baja
densidad el potencial de fuerza media y el potencial intermolecular coinciden. Esto es,
segu´n (2.52) se tiene que las n part´ıculas que se consideran fijas no se ven afectadas por
las N − n part´ıculas restantes.
2.2.3. La ecuacio´n de fuerza.
La relacio´n entre la funcio´n de distribucio´n radial y las funciones de correlacio´n de
orden mayor se puede obtener tomando el gradiente de g(r12) respecto a la posicio´n de
una part´ıcula. Asumimos que las part´ıculas interaccionan a trave´s de un potencial par
central, V (|r1 − r2|), y entonces podemos escribir la energ´ıa potencial VN de la forma
VN(r1, ..., rN) = V (r12) +
N∑
i=3
V (r1i) + (Te´rminos independientes de r1) (2.57)
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De las ecuaciones (2.40) y (2.44) se tiene para n = 2
ρ2g(2)(r12) =
1
Ξ
∞∑
N=2
zN
(N − 2)!
∫
e−βVN (r
N )drN−2 (2.58)
Tomando el gradiente de g2 respecto a la posicio´n de la part´ıcula r1, y teniendo en
cuenta (2.57)
ρ2∇r1g(2)(r12) = −β
1
Ξ
∞∑
N=2
zN
(N − 2)!
∫ [
∇r1V (r12) +
N∑
i=3
∇r1V (r1i)
]
e−βVN (r
N )drN−2
= −β∇r1V (r12)
1
Ξ
∞∑
N=2
zN
(N − 2)!
∫
e−βVN (r
N )dr3...drN (2.59)
− β 1
Ξ
∞∑
N=2
zN
(N − 2)!
∫ N∑
i=3
∇r1V (r1i)e−βVN (r
N )dr3...drN . (2.60)
Podemos simplicar convenientemente el miembro de la derecha haciendo uso de diversas
ecuaciones. En primer lugar puede utilizarse la ecuacio´n (2.40) para n = 2 en el primer
sumando. Adema´s, en el segundo sumando hay (N − 2) te´rminos iguales que se obtienen
de sumatorio en i, y cuyo valor puede ser determinarse tomando por ejemplo i = 3. En
tal caso se tiene
ρ2∇r1g(2)(r12) = −βρ2g2(r12)∇r1V (r12)− β
1
Ξ
∞∑
N=3
zN
(N − 3)!
∫
∇r1V (r13)e−βVN (r
N )dr3.(2.61)
Nuevamente teniendo en cuenta (2.40) y (2.44) para n = 3 se llega a la ecuacio´n
∇r1g(2)(r12) = −βg2(r12)∇r1V (r12)− βρ
∫
g(3)(r1, r2, r3)∇r1V (r13)dr3. (2.62)
Esta ecuacio´n relaciona las funcines de distribucio´n par y triple. Si particularizamos
la expresio´n (2.51) para n = 2 tenemos
g(2)(r12) = e
−βw(2)(r12), (2.63)
y sustituyendo en (2.62) finalmente se llega a la expresio´n
−∇r1w(2)(r12) = −∇r1V (r12)− ρ
∫
g(3)(r1, r2, r3)
g(r12)
∇r1V (r13)dr3. (2.64)
El miembro de la izquierda representa la fuerza total sobre la part´ıcula 1 cuando otro
a´tomo se encuentra a una distancia r12 de e´l. En cuanto al miembro de la derecha, existen
dos contribuciones
el primer sumando se refiere a la interaccio´n directa entre las part´ıculas 1 y 2
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el segundo sumando establece la interaccio´n entre el a´tomo 1 y un tercer a´tomo 3
situado en r3. La fuerza ∇r1V (r13) esta´ promediada con el factor g(3)/g(2) que da la
probabilidad de encontrar la part´ıcula 3 en r3, existiendo part´ıculas en r1 y r2.
A partir de la ecuacio´n de fuerza (2.64) se establece un punto de partida para la
creacio´n de teor´ıas de mediante las cuales se puede determinar g(r) a partir de un potencial
par determinado V (r).
2.3. El funcional de la densidad y teor´ıa de Ornstein-Zernike.
Los me´todos de diferenciacio´n funcional son muy u´tiles a la hora de deducir ciertas
expresiones que involucran derivadas respecto a la densidad. Si consideramos un sistema
de part´ıculas que interaccionan a trave´s de fuerzas pares, y sujetas a un campo externo
Φ(r), la energ´ıa potencial total se reduce a
V (1, ..., N) =
N∑
i=1
Φ(i) +
N∑
i<j
V2(i, j). (2.65)
En estas condiciones la funcio´n de particio´n en el colectivo gran cano´nico (2.23) puede
expresarse como
Ξ =
∞∑
N=0
1
N !
∫
...
∫ N∏
i=1
z∗(i)
N∏
i<j
e−βV (i,j)d1...dN, (2.66)
donde
z∗ = z exp[−βφ(i)]. (2.67)
En el caso de que φ 6= 0, la densidad de n part´ıculas dada en la expresio´n (2.40) se
convertira´ en
ρ(n)(1, ..., n) =
1
Ξ
∞∑
N=n
∫
...
∫ N∏
i=1
z∗(i)
N∏
i<j
e−βV (i,j)d(n+ 1)...dN. (2.68)
Si se aplican las reglas de la diferenciacio´n funcional se comprueba que ρ(n) es la derivada
funcional de Ξ respecto a zn
ρ(n)(1, ..., n) =
1
Ξ
z∗(1)...z∗(n)
δnΞ
δz∗(1)...δz∗(n)
. (2.69)
Paralelamente se puede definir una funcio´n de densidad de n part´ıculas truncada
ρ
(n)
T (1, ..., n) = z
∗(1)...z∗(n)
δn log Ξ
δz∗(1)...δz∗(n)
. (2.70)
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As´ı, si la funcio´n de distribucio´n de n part´ıculas se relaciona con la funcio´n de densidad
n
g(n)(1, ..., n) =
ρ(n)(1, ..., n)∏n
i=1 ρ
(1)(i)
, (2.71)
la funcio´n de densidad truncada se relaciona con la correspondiente funcio´n de correlacio´n
total mediante
h(n)(1, ..., n) =
ρ
(n)
T (1, ..., n)∏n
i=1 ρ
(1)(i)
. (2.72)
De esta forma, a partir de (2.72) y (2.70) se tiene
h(n)(1, ..., n) =
z∗(1)...z∗(n)
ρ(1)...ρ(n)
δn log Ξ
δz∗(1)...δz∗(n)
. (2.73)
Concretamente, para n = 2, de (2.69), (2.71) y (2.73) se deduce que
h(2)(12) = g(2) − 1, (2.74)
que representa la funcio´n de correlacio´n total.
2.3.1. Ecuacio´n Ornstein-Zernike par.
En el ape´ndice A se hace una revisio´n general de las distintas aproximaciones que
surgen en el contexto de la ecuacio´n OZ par. Aqu´ı nos centraremos en la deduccio´n de
esta u´ltima. Concretamente, en el caso par la ecuacio´n (2.69)
ρ(2) =
1
Ξ
z∗(1)...z∗(2)
δ2Ξ
δz∗(1)δz∗(2)
(2.75)
Adema´s empleando las expresiones (2.69) y (2.73) puede demostrarse que
δρ(1)
δ log z∗(2)
= z∗(2)
δ
δz∗(2)
z∗(1)
δ log Ξ
δz∗(1)
= z∗(2)
δ log Ξ
δz∗(1)
δz∗(1)
δz∗(2)
+ z∗(1)z∗(2)
δ2 log Ξ
δz∗(1)δz∗(2)
= ρ(1)δ(1, 2) + ρ(1)(1)ρ(1)(2)h(2)(1, 2) (2.76)
Definimos ahora la funcio´n de correlacio´n directa como
c(1, 2) =
δ log[ρ(1)(1)/z∗(1)]
δρ(1)(2)
. (2.77)
Esta ecuacio´n se puede reorganizar de manera sencilla en
δ log z∗(1)
δρ(1)(2)
=
1
ρ(1)(1)
δ(1, 2)− c(1, 2). (2.78)
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Si ahora se hace uso de la diferenciacio´n funcional se puede demostrar que
δ(1, 2) =
δ log z∗(1)
δ log z∗(2)
=
∫
δ log z∗(1)
δρ(1)(3)
δρ(1)(3)
δ log z∗(2)
d3. (2.79)
Introduciendo (2.76) y (2.78) en la expresio´n anterior se obtiene la ecuacio´n Ornstein-
Zernike par
h(1, 2) = c(1, 2) +
∫
ρ(1)(3)c(1, 3)h(3, 2)d3. (2.80)
De aqu´ı y de (2.74) se infiere que c(12) representa las correlaciones directas entre las
part´ıculas 1 y 2 en el fluido.
2.3.2. La funcio´n de correlacio´n directa y el funcional de la
densidad.
El Hamiltoniano (2.1) se puede reorganizar del modo siguiente
H(rN ,pN) = Ec(p
N) + U(rN) + Φ(i), (2.81)
donde ya se han separado expl´ıcitamente la contribucio´n debida al potencial intermolecu-
lar U(rN) y el te´rmino Φ(i), que describe el acoplamiento a un potencial externo ψ
Φ(i) =
∫
ρ(r)ψ(r)dr. (2.82)
Si se considera un colectivo gran cano´nico de part´ıculas, y se define la densidad de
probabilidad de equilibrio a partir de fo como
f =
exp(Nβµ) exp(−βHN(rN ,pN))
Ξ(µ, V, T )
, (2.83)
Cuando se considera un sistema en presencia de un campo externo, en virtud de (2.28) la
actividad local se define como
z∗(r) = z∗ = z exp[−βψ(i)]. (2.84)
Si adema´s recordamos que la actividad z atiende a la expresio´n (2.26), la actividad (2.84)
da pie a definir el potencial
Ψ = µ− ψ. (2.85)
Mermin (1965) demostro´ que en el colectivo gran cano´nico a una temperatura determi-
nada y con un potencial qu´ımico dado, dos potenciales externos Ψ distintos no conducen
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a la misma densidad de equilibrio. Esto permite definir la energ´ıa libre como un fun-
cional de la densidad F [ρ(r)] independiente del potencial Ψ, de manera que la cantidad
Ω =
∫
Ψ(r)ρ(r)F [ρ(1)]dr+ F [ρ(r)] sea un mı´nimo e igual al gran potencial (2.29) cuando
se considera la densidad de equilibrio en el colectivo gran cano´nico en presencia de Ψ.
Teniendo en cuenta el trabajo de Mermin (1965) se toma el funcional Ω[f ] como
Ω[f ] =
∞∑
N=0
1
h3NN !
∫ ∫
drNdpNf(HN − µN + β−1lnf). (2.86)
Para la densidad de probabilidad de equilibrio se cumple
Ω[fo] = −β−1lnΞ ≡ Ω, (2.87)
y adema´s Ω posee un mı´nimo en fo satisfacie´ndose la condicio´n(
δΩ[f ]
δf
)
f=fo
= 0. (2.88)
Como fo es una funcio´n de Ψ, ρo tambie´n es un funcional de Ψ. Para un potencial de
interaccio´n dado V (r), se puede demostrar que so´lo un potencial Ψ puede determinar una
densidad ρo determinada. Puesto que Ψ determina fo, entonces fo es un funcional de ρo.
Es posible pasar de Ω a la energ´ıa libre F a trave´s de la transformada de Legendre
F [ρ(1)] = Ω[Ψ] +
∫
ρ(1)(r)Ψ(r)dr (2.89)
= Fid[ρ
(1)] + Fex[ρ
(1)]. (2.90)
Si sustituimos en la expresio´n anterior Ψ por su valor de (2.85) obtenemos:
F [ρ(1)] = Ω + µ
∫
ρ(1)(r)dr−
∫
ρ(1)(r)ψ(r)dr, (2.91)
y haciendo la derivada funcional respecto a ρ(1)(r) se llega a
µ = ψ(r) +
δF [ρ]
δρ(1)r
. (2.92)
Algunos autores (Evans, 1979) denominan al te´rmino δF [ρ]/δρ(1)r potencial intr´ınseco
(µin). La ecuacio´n (2.92) es fundamental en la teor´ıa de fluidos no uniformes, ya que
conocido F [ρ], e´sta es una ecuacio´n expl´ıcita para la densidad de equilibrio.
En un sistema ideal el potencial de interaccio´n se anula, y segu´n (2.18) y (2.89) Fid[ρ]
se reduce a
Fid[ρ] =
∫
β−1ρ(r)(log Λ3ρ(r)− 1)dr, (2.93)
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y el potencial intr´ınseco se convierte en
δF [ρ]
δρ(1)(r
) = β−1ln(Λ3ρ(r)) (2.94)
tras hacer la derivada funcional respecto a ρ(r) en (2.93). Adema´s, en este caso la ecuacio´n
(2.92) da lugar a ρo(r) = z exp[−βψ], recuperando nuevamente la ecuacio´n (2.84).
Cuando se incluye el efecto de las interacciones entre las part´ıculas el potencial intr´ınse-
co, y tambie´n µ, dejan de ser funciones sencillas de la densidad local. En tal caso, al
relacionar (2.90), (2.92) y (2.93) se obtiene
− δFex[ρ]
δρ(1)(r)
= β−1 log Λ3ρ(1)(r) + ψ − µ (2.95)
Funciones de correlacio´n directa.
Como ya se ha mencionado anteriormente, al considerar los efectos de interaccio´n entre
las part´ıculas el potencial intr´ınseco ya no puede identificarse con el potencial qu´ımico de
un fluido uniforme de densidad igual a la densidad local, y esta complicacio´n introduce la
jerarqu´ıa de las funciones de correlacio´n directa.
Teniendo en cuenta las ecuaciones (2.90) y (2.94) se tiene
βµin[ρ; r] = ln(Λ
3ρ(r))− c(1)[ρ; r], (2.96)
donde,
c(1)[ρ; r] = β
δFex[ρ]
δρ(r)
(2.97)
es la contribucio´n debida a las interacciones entre las part´ıculas, y la densidad de equilibrio
vendra´ dada por
ρo(r) = z e
−βψ+c[ρo;r]. (2.98)
De la expresio´n anterior se deduce que −β−1c(1)[ρ; r] es el potencial efectivo adicional que
determina la densidad de equilibrio ρo.
Adicionalmente, (2.97) indica que c(1)[ρ; r] es el primer miembro de la jerarqu´ıa de
funciones de correlacio´n generadas por Fex[ρ]. As´ı pues, Fex es el funcional generador de
las funciones de correlacio´n directa de n part´ıculas c(n)
c(n)(1, ..., n) =
δc(n−1)(1, ..., n− 1)
δρ(1)(n)
=
δnβFex
δρ(1)(1)...δρ(1)(n)
(2.99)
como se puede comprobar para n = 2 a partir de (2.87)-(2.90) y (2.76)-(2.77).
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2.4. Factores de estructura.
La difraccio´n de la radiacio´n por parte de la materia esta´ relacionada con la distri-
bucio´n de las posiciones ato´micas si la longitud de onda de la radiacio´n es del orden de
magnitud del espaciado interato´mico. Si el rayo de la radiacio´n incide en una muestra
y los rayos difractados por los diferentes a´tomos tienen amplitudes y fases similares, en-
tonces se produce una interferencia y la muestra actuara´ como una rejilla de difraccio´n.
En estos casos la distribucio´n de la intensidad difractada contine la informacio´n sobre la
distribucio´n de los a´tomos.
En determinados experimentos la intensidad difractada esta´ relacionada con el factor
de estructura esta´tico S(k), donde h¯Q = ko − k es el momento transferido a la especie
en el proceso de difraccio´n. Estos factores de estructura son la cantidad experimental de
ı´ndole microsco´pica ma´s importante en el estudio de l´ıquidos.
La intensidad difractada por un a´tomo aislado esta´ relacionada con el cuadrado de su
amplitud difractada, a, de modo que para el sistema de N a´tomos esta componente de la
intensidad es Na2. Adema´s de este te´rmino, habra´ una serie de te´rminos proporcionales
a
∑
iAi(
∑
i a)
i, y cada uno de ellos corresponde a la difraccio´n de interferencia del sis-
tema tomando i a´tomos de cada vez. Cada te´rmino en esta serie es (
∑
N a)
i o N iai, que
esta´ multiplicado por un coeficiente combinatorial
Ai =
Nu´mero de grupos de i a´tomos diferentes
Nu´mero de maneras de elegir i a´tomos de los N
=
1
N i−1
. (2.100)
Por tanto, la intensidad proveniente de la difraccio´n de una muestra es proporcional a la
suma de muchos te´rminos, cada uno de los cuales es proporcional a N iAi = N . Entonces,
el factor de escala para cada te´rmino esta´ dado por el te´rmino correspondiente en la
siguiente serie
Intensidad difractada ≈ (Na2)1 + (Na2)2 + (Na3)3 + (Na4)4 + ..., (2.101)
donde los sub´ındices 1,2,... indican el valor de i. Si a es suficientemente pequen˜o el tercer
te´rmino y los siguientes son despreciables frente a los dos primeros proporcionales a a2.
Ca´lculo de la intensidad.
Para calcular la intensidad de los dos te´rminos importantes en (2.101) se supone que
el sistema esta´ dividido en dos bloques, donde cada uno es lo suficientemente grande
como para representar el seno del sistema, y al mismo tiempo lo suficientemente pequen˜o
como para producir una atenuacio´n despreciable cuando la radiacio´n pase a trave´s de
28 MECA´NICA ESTADI´STICA
e´l. Entonces, cada a´tomo en el bloque ’percibe’ la misma radiacio´n incidente a la misma
amplitud.
En estas circunstancias, la intensidad difractada se relaciona con el desplazamiento de
fase (δ) entre pares de a´tomos a trave´s de la fo´rmula
I ∼ a2
∑
pares
exp(iδ) (2.102)
La figura 2.1 muestra co´mo se calcula δ. Si la radiacio´n de vector de onda k viaja una
distancia r proyectada sobre k, el producto kr es 2pi veces el nu´mero de longitudes de
onda en esta distancia. Por lo tanto, la diferencia de fase en el observador para el rayo 1
difractado por el a´tomo j en rj, comparado con el rayo 2 difractado por el a´tomo i en ri
es
korij − krij = Qrij, (2.103)
donde rij = rj − ri y Q = ko − k. Esta cantidad es δ, y la intensidad por tanto
sera´
∑
exp(iQrij). Cuando una part´ıcula (por ejemplo un neutro´n) entra en una muestra,
la difraccio´n ocurre para este estado te´rmico de la muestra en particular en ese momento
dado. Si el experimento se repite durante un tiempo y se detectan diferentes part´ıculas di-
fractadas, entonces se puede hacer un promedio te´rmico del sistema (< ... >). El resultado
final es
Intensidad observada = a2
〈∑
ij
exp(iQrij)
〉
∝ S(Q). (2.104)
En la figura 2.1 los sub´ındices (i,j) se refieren a los diferentes a´tomos. Sin embargo,
eliminando esta restriccio´n en el caso de la ecuacio´n (2.104) e incluyendo los te´rminos para
los cuales i = j, entonces los dos te´rminos importantes en (2.101) pueden ser incluidos
automa´ticamente en (2.104). Una vez que a intensidad se ha normalizado conveniente-
mente en la ecuacio´n (2.104), es igual al factor de estructura esta´tico S(Q) del que se
hablara´ ma´s adelante.
Como ya se ha visto en apartados anteriores las funciones de distribucio´n se pueden
expresar en te´rminos de la densidad local de part´ıculas. Haciendo uso de la definicio´n
general de la densidad de n-part´ıculas aplicado al caso de n = 1, y de la ec. (2.37), se
llega a la expresio´n
< ρ(r) >= ρ(1)(r) (2.105)
Los componentes de Fourier de la densidad ρ(r) son:
ρk =
∫
exp(−ikr)ρ(r)dr =
n∑
i=1
exp(−ikri) (2.106)
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Figura 2.1: Diagrama que muestra el desplazamiento de fase que tiene lugar en los diferentes rayos
difractados por los a´tomos i y j. Las l´ıneas so´lidas muestran los rayos, mientras que las l´ıneas discont´ınuas
muestran la construccio´n geome´trica.
y la funcio´n de autocorrelacio´n de densidad en el espacio de Fourier es el denominado
factor de estructura S(k)
S(k) =
1
N
< ρkρ−k > . (2.107)
Desarrollando esta u´ltima expresio´n se consigue relacionar directamente S(2)(k) y
g(2)(r)
S(k) = 1 + ρ
∫
exp(−ikr)g(r)dr. (2.108)
Esta expresio´n tambie´n se puede escribir como
S(k) = 1 + (2pi)3ρδ(k) + ρh˜(k), (2.109)
de manera que despreciando el te´rmino que contiene la funcio´n δ (que se refiere a la
difraccio´n en la direccio´n incidente) se tiene que
S(k) = 1 + ρh˜(k). (2.110)
Teniendo en cuenta la ecuacio´n de compresibilidad en el l´ımite de k → 0 se llega a la
expresio´n
S(0) = ρKBTχT = χT/χ
o
T , (2.111)
siendo χoT = β/ρ la compresibilidad del gas ideal. Sabemos que cerca del punto cr´ıtico
la compresibilidad isoterma diverge, lo que significa en virtud de la ecuacio´n (2.111) que
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el factor de estructura adquiere un pico muy grande en el origen. Esto a su vez implica
que la funcio´n h(r) se hace de muy largo alcance, o dicho de otro modo, las correlaciones
espaciales decrecen muy lentamente al aumentar la distancia. Asimismo, combinando las
ecuaciones (2.110), (2.111) y (A.4) se llega a una expresio´n que relaciona la funcio´n de
correlacio´n directa y la compresibilidad isoterma
ρc˜(0) = 1− χT/χoT . (2.112)
As´ı, cerca del punto cr´ıtico ρc˜(0) → 1 y por tanto c(r) conserva la naturaleza de corto
alcance a la que se hace referencia en el ape´ndice A.
En cuanto a las correlaciones de tres part´ıculas, el factor de estructura triple se define
como
S(3)(k,k′) =
1
N
< ρkρk′ρ−k−k′ >, (2.113)
y aplicando la definicio´n (2.106) y desarrollando convenientemente se relaciona el factor
de estructura con la funcio´n de correlacio´n total triple h(3) (Egelstaff, 1994)
S(3)(k,k′) = S(2)(k)+S(2)(k′)+S(2)(k+ k′)−2+ρ2
∫ ∫
h(3)(r, r′) exp(ikr) exp(−ikr′)drdr′.
(2.114)
En sistemas multicomponentes se pueden encontrar expresiones similares a las ante-
riores, de manera que para un sistema de N part´ıculas con componentes (µ, ν, ξ, ...)
S(2)µν (k) =
1
N
< ρµkρ
ν
−k > (2.115)
S
(3)
µνξ(k,k
′) =
1
N
< ρµkρ
ν
k′ρ
ξ
−k−k′ > . (2.116)
2.5. La ecuacio´n de Ornstein-Zernike triple.
La segunda derivada en (2.99) evaluada para la densidad de equilibrio se conoce con el
nombre de funcio´n de correlacio´n directa de Ornstein-Zernike (OZ) del fluido no uniforme.
Tambie´n es posible deducir otras funciones de correlacio´n a partir de expresiones similares,
y expresar la ecuacio´n OZ por medio de dichas funciones. En particular, el tratamiento de
la ecuacio´n integral de Ornstein-Zernike en te´rminos de las derivadas funcionales empleado
por Barrat et al. (1988) resulta especialmente u´til para tratar con correlaciones entre ma´s
de dos part´ıculas.
Estos autores escriben las ecuaciones integrales Ornstein-Zernike utilizando las fun-
ciones H(n)
H(n)(1, ..., n) = < [ρ(1)− ρ(1)(1)]...[ρ(n)− ρ(1)(n)] >
=
δn log Ξ
δ log z(1)...δ log z(n)
, (2.117)
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que se relacionan con las funciones de correlacio´n total h(n) a trave´s de la ecuacio´n (2.73),
y tambie´n las funciones K(n), cuya relacio´n con la funcio´n de correlacio´n c(n) total se
escribe a continuacio´n
K(n)(1, ..., n) = − δ
(n)βF
δρ(1)(1)...ρ(1)(n)
=
(−1)n(n− 2)!
[ρ1(1)]n−1
δ(1, 2)...δ(1, n)− c(n)(1, ..., n). (2.118)
Aplicando la regla de la cadena a (2.117) y (2.118) puede demostrarse que cumplen
las relaciones OZ generalizadas (Barrat et al., 1988)∫
K(2)(1, 3)H(2)(3, 2)d3 = δ(1, 2) (2.119)
∫
K(3)(1, 2, 3)H(2)(3, 4)d3 +
∫ ∫
K(2)(2, 3)H(3)(3, 4, 5)K(2)(5, 1)d3d5 = 0. (2.120)
Si se expresaK(2) en te´rminos de c(2), yH(2) en te´rminos de h(2), se recuperan las relaciones
de OZ de dos part´ıculas. Ana´logamente la ecuacio´n (2.120), una vez expresada K(3) en
te´rminos de c(3), y H(3) en te´rminos de h(3), constituye la ecuacio´n Ornstein-Zernike de
tres part´ıcular (OZ3) (ver ecuacio´n (2.128) ma´s abajo).
En el caso particular en que se consideren fluidos isotro´picos y homogeneos existe
una invariancia translacional y rotacional que da lugar a una serie de simplificaciones. En
primer lugar la densidad de una part´ıcula ρ(1) se convierte en la densidad macrosco´pica del
sistema ρ = N/V . Por otro lado, las funciones pares pasan a depender u´nicamente de las
distancias entre las part´ıculas correspondientes r = |r1−r2|, y ana´logamente las funciones
de tres part´ıculas ya no son funciones de las posiciones absolutas de esas part´ıculas sino
de sus distancias relativas (r = |r1 − r2| y r′ = |r1 − r3|) y la orientacio´n entre ellas a
trave´s del a´ngulo θ (cosθ = (rr′)/rr′. En estos casos las relaciones OZ se convierten en
las siguientes expresiones despue´s de hacer su transformada de Fourier
K˜(2)(k)H˜(2)(k) = 1 (2.121)
K˜(3)(k,k′)H˜(2)(k′) + K˜(2)(k)H˜(3)(k,k′)K˜(2)(k+ k′) = 1 (2.122)
Como se comento´ anteriormente, la funcio´n de distribucio´n par g(2) se relaciona direc-
tamente con el factor de estructura, el cual a su vez puede medirse experimentalmente.
Por este motivo resulta interesante escribir las relaciones OZ en te´rminos de los factores de
estructura par y triple. Utilizando las definiciones de factor de estructura en te´rminos de
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las correlaciones de densidad (ecs. (2.107) y (2.113)) y relaciona´ndolas con sus homo´logos
en te´rminos de las funciones de correlacio´n par y triple (ec. 2.117) se concluye que
S(2)(k) = (1/ρ)H(2)(k) (2.123)
S(3)(k,k′) = (1/ρ)H(3)(k,k′). (2.124)
Utilizando las expresiones para H(n) del ape´ndice C (Barrat et al., 1988) finalmente se
obtienen las ecuaciones OZ que contienen las funciones de correlacio´n en una forma ma´s
u´til a la hora de hacer los ca´lculos
S(2)(k)[1− ρc(2)(k)] = 1 (2.125)
S(3)(k,k′) = S(2)(k)S(2)(k′)S(2)(k+ k′)[1 + ρ2c(3)(k,k′)]. (2.126)
Este factor de estructura, expresado en te´rminos de las funciones de correlacio´n total,
adopta la siguente forma
S(3)µνγ(k,k
′) = δµνδµγxµ
+ δµγxµxνρh˜µν(k
′) + δνγxµxγρh˜µγ(k) + δµνxνxγρh˜νγ(|k+ k′|)
+ xµxνxγρ
2
∫
e−ikrµe−ik
′r′νh(3)µνγ(r, r
′)drdr′. (2.127)
Relacionando (2.126) y (2.127) se consigue la expresio´n final de la OZ3 en el espacio de
Fourier
h˜(3)(k,k′) = h˜2(k)h˜2(k′) + h˜2(k′)h˜2(k+ k′) + h˜2(k)h˜2(k′) +
c(3)(k,k′) + ρc˜(k)c˜(k′)c˜(k+ k′)
(1− ρc˜(2)(k))(1− ρc˜(2)(k))(1− ρc˜(2)(k+ k′)) . (2.128)
La transformada de Fourier inversa de (2.128) permite calcular la funcio´n de distribucio´n
de tres cuerpos como
g(3)(r, r′) = h(3)(r, r′) + h(r) + h(r′) + h(|r+ r′|) + 1. (2.129)
2.5.1. Ecuacio´n triple de Ornstein-Zernike en sistemas mul-
ticomponentes.
La utilizacio´n de las ecuaciones (2.117) y (2.118) aplicadas a una mezcla de compo-
nentes µ, ν, etc., da lugar a la ecuacio´n OZ3, que tratada convenientemente relaciona el
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factor de estructura triple S(3) y la funcio´n de correlacio´n directa triple c(3), como veremos
seguidamente
En primer lugar tenemos que en el espacio real las ecuaciones OZ par y triple en
sistemas multicomponentes tienen la forma∑
γ
∫
K(2)αγ (1, 3)H
(2)
γβ (3, 2)d3 = δαβ(1, 2) (2.130)
∑
λ
∫
K
(3)
αβγ(1, 2, 3)H
(2)
γ (3, 4)d3 +
∑
γη
∫ ∫
K
(2)
βγ (2, 3)H
(3)
γη(3, 4, 5)K
(2)
ηα (5, 1)d3d5 = 0,(2.131)
donde simplemente (2.119) y (2.120) se generalizan considerando la naturaleza de las
part´ıculas (especies) como un grado de libertad discreto. Desde el punto de vista pra´ctico
es ma´s sencillo trabajar con la transformada de Fourier de las expresiones anteriores. Si
nos centramos en el caso triple
(
∑
γ
∫ ∫ ∫
K
(3)
αβγ(1, 2, 3)H
(2)
γ (3, 4)d3e
−ikr1e−ikr2d1d2 +
∑
γη
∫ ∫ ∫ ∫
K
(2)
βγ (2, 3)H
(3)
γη(3, 4, 5)K
(2)
ηα (5, 1)d3d5e
−ikr1e−ik
′r2d1d2 = 0. (2.132)
Con el objeto de facilitar los ca´lculos se toma el origen de coordenadas en la part´ıcula
4, y por tanto se tendra´ que r4 = 0. Seguidamente se analizara´ la ecuacio´n (2.132) te´rmino
a te´rmino, comenzando por el primer sumando∑
γ
∫ ∫ ∫
K
(3)
αβγ(1, 2, 3)H
(2)
γ (3, 4)e
−ikr1e−ikr2dr1dr2dr3 =
=
∑
γ
∫ ∫ ∫
K
(3)
αβγ(1, 2, 3)H
(2)
γ (3, 4)e
−ikr1e−ikr2e−ikr3eikr3e−ik
′r3eik
′r3dr1dr2dr3 =
=
∑
γ
∫ ∫ ∫
K
(3)
αβγ(1, 2, 3)H
(2)
γ (3, 4)e
−ik(r1−r3)e−ik
′(r2−r3)e−i(k+k
′)r3dr1dr2dr3 =
=
∑
γ
Kˆ
(3)
αβγ(k,k
′)Hˆ(2)γ (k+ k
′), (2.133)
donde se ha tomado el cambio de variables
r1 − r3 = r′1 (2.134)
r2 − r3 = r′2
r3 = r
′
3,
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siendo el Jacobiano de la transformacio´n (Boas, 1983)
dr1dr2dr3 =
∣∣∣∣∣∣∣
∂r1
∂r′1
∂r1
∂r′2
∂r1
∂r′3
∂r2
∂r′1
∂r2
∂r′2
∂r2
∂r′3
∂r3
∂r′1
∂r3
∂r′2
∂r3
∂r′3
∣∣∣∣∣∣∣ dr′1dr′2dr′3 =
∣∣∣∣∣∣∣
1 0 0
0 1 0
0 0 1
∣∣∣∣∣∣∣ dr′1dr′2dr′3 = dr′1dr′2dr′3.
(2.135)
Respecto al segundo sumando de (2.132)∑
γη
∫ ∫ ∫ ∫
K
(2)
βγ (2, 3)H
(3)
γη(3, 4, 5)K
(2)
ηα (5, 1)d3d5e
−ikr1e−ik
′r2d1d2
=
∑
γη
∫ ∫ ∫ ∫
K
(2)
βγ (2, 3)H
(3)
γη(3, 4, 5)K
(2)
ηα (5, 1)e
−ikr1e−ik
′r2e−ikr5eikr5e−ik
′r3eik
′r3dr1dr2dr3dr5
=
∑
γη
∫ ∫ ∫ ∫
K
(2)
βγ (2, 3)H
(3)
γη(3, 4, 5)K
(2)
ηα (5, 1)e
−ik(r1−r5)e−ik
′(r2−r3)e−ikr5e−ik
′r3dr1dr2dr3dr5
=
∑
γη
∫ ∫ ∫ ∫
K
(2)
βγ (2, 3)H
(3)
ηγ(5, 3, 4)K
(2)
αη (1, 5)e
−ik(r1−r5)e−ik
′(r2−r3)e−ikr5e−ik
′r3dr1dr2dr3dr5(2.136)
=
∑
γη
∫ ∫ ∫ ∫
K
(2)
βγ (r2 − r3)H(3)ηγ(r5, r3)K(2)αη (r1 − r5)e−ik(r1−r5)e−ik
′(r2−r3)e−ikr5e−ik
′r3dr1dr2dr3dr5
= K
(2)
βγ (s
′
2)H
(3)
ηγ(s
′
5, s
′
3)K
(2)
αη (s
′
1)e
−iks′1e−ik
′s′2e−iks
′
5e−ik
′s′3ds′1ds′2ds′3ds′5
= K
(2)
βγ (k
′)H(3)ηγ(k,k
′)K(2)αη (k). (2.137)
En este caso el cambio de variable empleado es
s′1 = r1 − r5 (2.138)
s′2 = r2 − r3
s′3 = r3
s′4 = r5,
y al igual que suced´ıa en (2.134), el determinante del Jacobiano es la unidad. Puesto que
en la expresio´n final se deseaba tener la funcio´n H
(3)
γη(k,k′), en (2.136) se ha llevado a cabo
una permutacio´n simultanea en los argumentos y los sub´ındices de H
(3)
γη(3, 4, 5) para estar
de acuerdo con los argumentos de la exponencial correspondiente. La misma operacio´n se
ha llevado a cabo en H
(2)
ηα (5, 1) en consonancia con la exponencial asociada.
Agrupando ambos sumandos la ecuacio´n OZ3 para mezclas queda expresada del modo
siguiente ∑
γ
Kˆ
(3)
αβγ(k,k
′)Hˆ(2)γ (k+ k
′) +
∑
γη
Kˆ
(2)
βγ (k
′)Hˆ(3)ηγ(k,k
′)Kˆ(2)ηα (k) = 0. (2.139)
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A continuacio´n utilizaremos la definicio´n de la ecuacio´n OZ2 (2.130) para manipular
la ecuacio´n (2.139)∑
γ,α
Kˆ
(3)
αβγ(k,k
′)Hˆ(2)γ (k+ k
′)Hˆ(2)αa (k) +
∑
γ,η
∑
α
Kˆ
(2)
βγ (k
′)Hˆ(3)ηγ(k,k
′)Kˆ(2)αη (k)Hˆ
(2)
αa (k) = 0
∑
γ
Kˆ
(3)
αβγ(k,k
′)Hˆ(2)γ (k+ k
′)Hˆ(2)αa (k)Hˆ
(2)
bβ (k
′) +
∑
γ,η
∑
β
Hˆ
(2)
bβ (k
′)Kˆ(2)βγ (k
′)Hˆ(3)ηγ(k,k
′)Kˆ(2)αη (k)δηa = 0
∑
γ
Kˆ
(3)
αβγ(k,k
′)Hˆ(2)γ (k+ k
′)Hˆ(2)αa (k)Hˆ
(2)
bβ (k
′) +
∑
γη
Hˆ(3)ηγ(k,k
′)δbγδηa = 0
∑
γ
Kˆ
(3)
αβγ(k,k
′)Hˆ(2)γ (k+ k
′)Hˆ(2)αa (k)Hˆ
(2)
bβ (k
′) + Hˆ(3)ab(k,k
′) = 0
Hˆ
(3)
ab(k,k
′) = −
∑
αβγ
Kˆ
(3)
αβγ(k,k
′)Hˆ(2)αa (k)Hˆ
(2)
bβ (k
′)Hˆ(2)γ (k+ k
′) = 0
Haciendo uso de la definicio´n de K(n) en te´rminos de la funcio´n de correlacio´n directa
(2.118), y de la definicio´n de H(n) en te´rminos de los factores de estructura (ecuaciones
(2.123) y (2.124), es posible reorganizar Eq. (2.139) para escribir
S
(3)
ab(k,k
′) = −
∑
αβγ
(
− 1
ρα2
δαβδαγ − c˜(3)αβγ(k,k′)
)
ρSˆ(2)αa (k)ρSˆ
(2)
bβ (k
′)ρSˆ(2)γ (k+ k
′).
Por u´ltimo realizamos el cambio de variable
α =  => a = µ (2.140)
β = σ => b = ν
γ = η =>  = ξ,
y llegamos a una expresio´n de la ecuacio´n OZ3 que asocia el factor de estructura triple y
la funcio´n de correlacio´n directa triples
S
(3)
µνξ(k,k
′) =
∑
ση
S(2)µ (k)S
(2)
νσ (k
′)S(2)ξη (|k+ k′|)
(
1
x2
δσδη + ρ
2c˜(3)ση(k,k
′)
)
.(2.141)
Siguiendo razonamientos similares a los hechos en el caso de un solo componente
podemos deducir las expresiones para el ca´lculo de la funcio´n de distribucio´n de tres
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cuerpos en mezclas. Ma´s concretamente, si se desarrollan los promedios en (2.116) se llega
a
S(3)µνγ(k,k
′) = δµνδµγxµ
+ δµγxµxνρh˜µν(k
′) + δνγxµxγρh˜µγ(k) + δµνxνxγρh˜νγ(|k+ k′|)
+ xµxνxγρ
2
∫
e−ikrµe−ik
′r′νh(3)µνγ(r, r
′)drdr′. (2.142)
Puesto que las ecuaciones (2.141) y (2.142) expresan los factores de estructura triple
en te´rminos de la funcio´n de correlacio´n total c
(3)
µνγ(r, r′) en el primer caso, y en te´rminos
de la funcio´n de distribucio´n total h
(3)
µνγ(r, r′) en el segundo, es posible llegar obtener una
tercera ecuacio´n que relacione estas dos u´ltimas expresiones,
h˜
(3)
αβγ(k,k
′) =
∑

[
δγh˜α(k)h˜β(k
′) + δβh˜α(k)h˜γ(−k− k′) + δαh˜β(k′)h˜γ(−k− k′)
+ ρh˜α(k)h˜β(k
′)h˜γ(−k− k′)
]
+
∑
ση
c˜(3)ση(k,k
′)
[
δασδβηδγ
+ δβηδγρσh˜ασ(k) + δασδγρηh˜βη(k
′) + δασδβηρh˜γ(−k− k′)
+ δγρσρηh˜ασ(k)h˜βη(k
′) + δβηρσρh˜ασ(k)h˜γ(−k− k′) + δασρηρh˜βη(k′)h˜γ(−k− k′)
+ ρρσρηh˜ασ(k)h˜βη(k
′)h˜γ(−k− k′)
]
. (2.143)
Esta es la forma usual de la ecuacio´n OZ3 en el espacio de Fourier para sistemas mul-
ticomponentes. La transformada de Fourier de (2.143) llevada a cabo convenientemente
(ver ape´ndice C) conduce a la funcio´n de correlacio´n total triple, y e´sta u´ltima a la funcio´n
de distribucio´n de tres cuerpos mediante la expresio´n
g(3)µνγ(r, r
′) = h(3)µνγ(r, r
′) + hµγ(r) + hνγ(r′) + hµν(|r+ r′|) + 1. (2.144)
Cap´ıtulo 3
SIMULACIO´N
3.1. Introduccio´n.
La simulacio´n por odenador constituye uno de los me´todos de estudio de la Meca´nica
Estad´ıstica dado que supone una v´ıa de unio´n entre los detalles microsco´picos de un
sistema (masa de las part´ıculas, geometr´ıa molecular, ...) y las propiedades macrosco´picas
(ecuaciones de estado, factores de estructura...). Una ventaja fundamental de esta te´cnica
radica en que trata el hamiltoniano de un sistema de forma exacta, y gracias a ello puede
proporcionar resultados para problemas que de otro modo u´nicamente podr´ıan resolverse
de forma aproximada. En este sentido la simulacio´n constituye un test de teor´ıas, mientras
que al ser comparada con resultados de experimentos reales representa un me´todo de
validacio´n de los modelos utilizados en dicha simulacio´n. Adema´s, esta te´cnica permite
llevar a cabo ca´lculos que en condiciones experimentales resultan poco factibles ya sea
por la dificultad que entran˜an, su peligrosidad o el coste econo´mico asociado.
Al principio de una simulacio´n las part´ıculas del sistema se situan en sus posiciones
iniciales dentro de una caja de simulacio´n, que normalmente es cu´bica, ya sea distribuidas
segu´n una estructura cristalina determinada o bien al azar. A continuacio´n en cada paso de
simulacio´n las part´ıculas se mueven, en el caso de la Dina´mica Molecular (MD) guiadas por
las trayectorias resultantes de resolver las ecuaciones del movimiento, o bien en el caso de
la simulacio´n Monte Carlo (MC) generando una cadena de Markov de configuraciones con
probabilidades de transicio´n adecuadas al colectivo deseado. Tras un nu´mero determinado
de pasos de relajacio´n el sistema continu´a su trayectoria y entonces es posible medir las
propiedades asociadas a las posiciones (y velocidades en el caso de MD) de las part´ıculas.
Cuando se pretende estudiar las propiedades en el seno de un fluido, la caja que
contiene las part´ıculas del sistema en principio podr´ıa suponer un inconveniente a la
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Figura 3.1: Representacio´n de las condiciones de contorno perio´dicas.
hora de calcular las interacciones intermoleculares, dado que las part´ıculas situadas en la
superficie de la caja de simulacio´n estar´ıan sometidas a fuerzas diferentes de las que se
encuentran en la zona central de la misma. Para evitar este efecto de superficie se aplican
al sistema las condiciones de contorno perio´dicas, que consisten en replicar el sistema
idealmente de forma infinita para cubrir todo el espacio. De esta manera, y tal y como
se muestra en la figura 3.1, a lo largo del proceso de ca´lculo cuando una de las part´ıculas
abandone la caja que la contiene entrara´ en una caja contigua, y de un modo ana´logo
otra part´ıcula entrara´ en la caja para restablecer la densidad del sistema.
3.1.1. Truncamiento del potencial.
El ca´lculo de propiedades del sistema sujeto a las condiciones de contorno perio´dicas
ha de hacerse de forma cuidadosa puesto que en algunos casos (potenciales del tipo Cou-
lomb, interacciones dipolares, ...) no todos los me´todos resultan apropiados. En el caso de
sistemas con interacciones de corto alcance se tiene que la energ´ıa potencial total de una
part´ıcula determinada esta´ dominada por interacciones con las part´ıculas vecinas que se
encuentran dentro de una distancia l´ımite o radio de corte rc. Entonces, ser´ıa lo´gico igno-
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rar las interacciones con part´ıculas que se encuentran a distancias mayores, y minimizar
el posible error cometido haciendo que rc sea lo suficientemente grande. Si el potencial
de interaccio´n no es estrictamente igual a cero para distancias mayores o iguales que rc,
entonces se cometer´ıa un error sistema´tico en el ca´lculo de las propiedades del sistema
(energ´ıa, ...) que deber´ıa ser corregido an˜adiendo una contribucio´n de largo alcance que
compense el valor desestimado.
Existen diferentes modos de truncar los potenciales en una simulacio´n (Allen y Til-
desley, 1987; Brooks et al., 1985; Linse y Andersen, 1986), y algunos de ellos son citados
a continuacio´n
2 Truncamiento simple. Consiste en ignorar las interacciones entre part´ıculas que este´n
separadas por una distancia mayor que una dada rc, por lo que el potencial presen-
tara´ una discontinuidad en el radio de corte.
2 Truncamiento y desplazamiento. Es el me´todo que se empleara´ en el cap´ıtulo 8 dedi-
cado al estudio de electrolitos. Consiste en truncar el potencial a una distancia rc y
desplazarlo de modo que desaparezca la discontinuidad que implica el truncamiento.
2 Criterio de mı´nima imagen. En principio cada part´ıcula del sistema interacciona
con todas las ima´genes de todas las part´ıculas en las cajas adyacentes. Sin embargo,
para potenciales de corto alcance se puede restringir esta suma haciendo una apro-
ximacio´n consistente en suponer que la part´ıcula 1 de la figura 3.2 interacciona con
todas las part´ıculas que esta´n contenidas en el cuadrado centrado en ella misma.
3.2. Simulacio´n Monte Carlo (MC).
La hipo´tesis ergo´dica (McQuarrie, 1976) establece que el promedio temporal de una
magnitud dada y su promedio configuracional en un colectivo determinado son equivalen-
tes. Gracias a ello, y como ya se adelanto´ en la ecuacio´n (2.11), el ca´lculo de los valores
de equilibrio de una magnitud gene´rica M se puede hacer de la forma
< M >=
∫
M exp(−HN(rN ,pN)/(KBT ))drNdpN∫
exp(−HN(rN ,pN)/(KBT ))drNdpN . (3.1)
Consecuentemente, en una simulacio´n deber´ıan llevarse a cabo las integrales en un espacio
de configuraciones 6-N dimensional, lo que ser´ıa impensable desde un punto de vista
pra´ctico, aun teniendo en cuenta la aproximacio´n de que las fuerzas entre las part´ıculas
son independientes de la velocidad y las integrales respecto al momento puedan hacerse
anal´ıticamente. Para evitar este inconveniente existe la alternativa de llevar a cabo la
integracio´n sobre una muestra aleatoria de puntos en lugar de unos puntos establecidos.
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La te´cnica de simulacio´n MC (Allen y Tildesley, 1987; Frenkel y Smit, 1996) consiste
en la representacio´n de un sistema determinado mediante un colectivo de part´ıculas que
recorre el espacio fa´sico gobernado por una probabilidad de transicio´n asociada a la funcio´n
de particio´n propia de cada colectivo.
3.2.1. El me´todo de Metro´polis.
El me´todo de Metro´polis (Metropolis et al., 1953) en una simulacio´n MC en el colectivo
NVT define la probabilidad de transicio´n de un estado gene´rico i a otro f , asociada a la
diferencia de energ´ıa entre los estados inicial y final (∆ = Ef −Ei). As´ı pues, si la energ´ıa
del estado final Ef es menor que la del inicial Ei el movimiento realizado es aceptado
directamente. En caso contrario se genera un nu´mero aleatorio ξ entre 0 y 1; si ξ <
exp(−∆E/(KBT )) se mueve la part´ıcula a su nueva posicio´n y si ξ > exp(−∆E/(KBT ))
entonces se devuelve la part´ıcula a su posicio´n antigua y la configuracio´n antigua se
considera como la nueva.
De este modo, cada configuracio´n del sistema se genera tras el desplazamiento de una
part´ıcula a cualquier lugar dentro de un cubo de lado 2α, de tal modo que sus nuevas
coordenadas son
x→ x+ ξx
y → y + ξy
z → z + ξz, (3.2)
siendo ξi la magnitud del desplazamiento en la direccio´n i.
Puesto que una part´ıcula puede moverse en cualquier punto dentro del cubo de lado
2α, al cabo de un nu´mero grande de movimientos podra´ alcanzar cualquier punto en el
cubo completo. Dado que esto es cierto para todas las part´ıculas del sistema sera´ posible
alcanzar cualquier punto del espacio configuracional, motivo por el cual el me´todo es
ergo´dico.
3.3. Simulacio´n de Dina´mica Molecular (MD).
La te´cnica de simulacio´n MD consiste ba´sicamente en la resolucio´n de las ecuaciones
del movimiento del sistema aplicadas a las part´ıculas de un colectivo determinado. A
diferencia de la simulacio´n MC en este caso la presencia del tiempo en las ecuaciones del
movimiento juega un papel importante permitiendo el ca´lculo de propiedades dina´micas
del sistema, como por ejemplo coeficientes de difusio´n. Sin embargo, puesto que esta
tesis esta´ enfocada fundamentalmente a la caracterizacio´n estructural de l´ıquidos, no se
hara´ una alusio´n expl´ıcita a este tipo de propiedades.
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En definitiva la dina´mica molecular resuelve las ecuaciones de movimiento cla´sicas para
un conjunto de part´ıculas que interaccionan mediante un potencial determinado, de ma-
nera que, prescindiendo de la existencia de posibles potenciales externos estas ecuaciones
esta´n representadas por
f(ri) = mi
dri
dt2
(3.3)
donde ai es la aceleracio´n de la part´ıcula i, y
fi =
∂V
∂r
(3.4)
Entre los me´todos de resolucio´n de estas ecuaciones uno de los ma´s ampliamente utiliza-
dos es el me´todo de las diferencias finitas. La idea fundamental consiste en que dadas las
posiciones, velocidades y otra informacio´n dina´mica del sistema en un tiempo t, es posible
obtener esta misma informacio´n a un tiempo posterior (t + ∆t). El intervalo ∆t depen-
dera´ de las circunstancias particulares de cada problema, pero en general sera´ menor que
el tiempo aproximado que tarda una mole´cula dada en recorrer su propia longitud. Un
ejemplo de este tipo de me´todos es el denominado predictor-corrector, en cuya primera
fase se ’predicen’ a un tiempo (t+∆t) los valores de las posiciones de las part´ıculas (ri),
sus velocidades (vi), aceleraciones (ai), y derivadas terceras de la posicio´n respecto al
tiempo, a partir de desarrollos en serie de estas magnitudes truncados convenientemente.
En una segunda etapa se ’corrigen’ estas variables an˜adie´ndoles un te´rmino de correccio´n
que involucra las ecuaciones del movimiento.
Sin embargo, existen otros me´todos ma´s ampliamente utilizados por su sencillez y su
bajo coste en recursos de memoria, entre los cuales destacan el algoritmo de Verlet y sus
variantes.
3.3.1. Me´todo de Verlet ’leap-frog’
Primeramente se describira´n las caracter´ısticas principales del algoritmo empleado
por Verlet (1967) para la resolucio´n de las ecuaciones del movimiento. Este me´todo de
integracio´n de las ecuaciones del movimiento es una solucio´n directa de las ecuaciones
(3.3), y se basa en las posiciones r(t), las aceleraciones a(t), y las posiciones r(t−∆t) del
paso anterior. Partiendo de las posiciones r(t) en un instante determinado se calculan las
fuerzas, y a partir de e´stas u´ltimas las aceleraciones at de modo que puedan adelantarse
las nuevas posiciones
r(t+∆t) = 2r(t)− r(t−∆t) + ∆t2a(t). (3.5)
Para determinar la energ´ıa cine´tica tambie´n son necesarias las velocidades v(t)
v(t) =
r(t+∆t)− r(t−∆t)
2∆t
. (3.6)
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Las ecuaciones (3.5) y (3.6) se obtienen respectivamente de sumar y restar r(t + ∆t)
y r(t − ∆t) calculados mediante desarrollos de Taylor alrededor de r(t) hasta segundo
orden. Aunque este algoritmo es sencillo y cumple las propiedades de conservacio´n del
momento lineal, resulta algo inestable puesto que la trayectoria se genera a partir de la
ecuacio´n (3.5) en la que ha de an˜adirse una cantidad muy pequen˜a a la diferencia entre
dos cantidades grandes.
Con el fin de mitigar esta inestabilidad se desarrollo´ el esquema del me´todo’leap-frog’,
en el que se parte de velocidades que se encuentran en la mitad del paso de tiempo.
Inicialmente se parte de las posiciones r(t) para calcular las aceleraciones a(t) a trave´s de
las fuerzas correspondientes. Posteriormente se calculan las velocidades
v(t+
1
2
∆t) = v(t− 1
2
∆t) + ∆t a(t), (3.7)
y a continuacio´n las nuevas posiciones
r(t+∆t) = r(t) + ∆t v(t+
1
2
∆t). (3.8)
En el proceso tambie´n es posible calcular las velocidades
v(t) =
1
2
(v(t+
1
2
∆t) + v(t− 1
2
∆t)) (3.9)
3.3.2. Termostato de Berendsen.
A lo largo de una simulacio´n MD es posible acoplar el sistema a un ban˜o te´rmico
para asegurar que la temperatura media del sistema se mantenga cercana a la tempera-
tura deseada Tref , consiguiendo el efecto de un termostato. En tal caso las ecuaciones del
movimiento se modifican respecto a las de otros me´todos y el sistema ya no muestrea con-
figuraciones en el colectivo microcano´nico (NVE), sino que ahora en principio lo hara´ en
el colectivo cano´nico (NVT). Existen diferentes variantes de termostatos (Hoover, 1985;
Berendsen et al., 1984; Evans y Morris, 1984), de entre los cuales se ha optado por el
termostato de Berendsen et al. (1984) debido a su sencillez y rapidez, y a continuacio´n se
exponen sus caracter´ısticas fundamentales.
En este tipo de termostato la temperatura instantanea del sistema es guiada hacia la
temperatura deseada To incluyendo una componente asociada a la fuerza de friccio´n de
las part´ıculas en las ecuaciones del movimiento
miv˙i = Fi +miγ
(
To
T
− 1
)
vi. (3.10)
Esta ecuacio´n representa el ajuste de las velocidades por paso de tiempo desde v hasta λ
v, siendo λ
λ = 1 +
∆t
2τT
(
To
T
− 1
)
. (3.11)
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El para´metro τT es la constante de tiempo de este acoplamiento, y en los casos estudiados
en esta tesis se ha estipulado valor en 0,4 ps. El cambio en temperatura por cada paso de
tiempo se puede hacer exactamente igual a (To − T )∆t/τT , tenie´ndose finalmente:
λ =
[
1 +
∆t
τT
(
To
T
− 1
)]1/2
. (3.12)
La integracio´n continua de la forma
v(t+
1
2
∆t) =
[
v(t− 1
2
∆t) + ∆t
f(t)
m
]
λ (3.13)
v(t+
1
2
∆t) =
1
2
[
v(t− 1
2
∆t) + v(t+
1
2
∆t)
]
(3.14)
r(t+∆t) = r(t) + ∆tv(t+
1
2
∆t). (3.15)
Esto es, con el me´todo Verlet ’leap-frog’ se calcula la velocidad y durante el ca´lculo se
lleva a cabo un proceso de iteracio´n con el fin de conseguir autoconsistencia en λ, v(t) y
T.
3.4. Simulacio´n en sistemas con interacciones de largo alcan-
ce de Coulomb.
Los sistemas cargados presentan interacciones de Coulomb de largo alcance. En estos
casos el hecho de utilizar una caja de simulacio´n de taman˜o finito podr´ıa representar un
problema si se llegasen a despreciar contribuciones importantes a la energ´ıa del sistema.
Las te´cnicas de simulacio´n cuentan con diversos me´todos para evaluar el efecto de las
fuerzas de largo alcance, y a continuacio´n se enumeran algunos de ellos
2 me´todo del campo de reaccio´n,
2 sumas de Ewald,
2 sustitucio´n de las fuerzas Culo´mbicas de largo alcance por potenciales de alcance
finito y el posterior uso de la teor´ıa de perturbaciones para corregir los efectos del
potencial de largo alcance.
En algunos casos es posible sustituir las fuerzas Culo´mbicas de largo alcance por
potenciales de alcance finito sin realizar correcciones de largo alcance sin que esto afecte
excesivamente a las propiedades estructurales de intere´s. Esto se analizara´ con ma´s detalle
en el cap´ıtulo 8. No obstante, en aquellos casos donde se han estudiado las interacciones de
Coulomb completas, hemos recurrido a la te´cnica de las sumas de Ewald que se describe
bremente a continuacio´n.
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3.4.1. Sumas de Ewald.
El me´todo de las sumas de Ewald ha sido el empleado en este trabajo para contabilizar
las contribuciones de largo alcance a la energ´ıa potencial. Supongamos un sistema de
i part´ıculas con cargas positivas y negativas qi, que necesariamente ha de cumplir la
condicio´n de electroneutralidad
∑
qi = 0. La energ´ıa de Coulomb debida a este sistema
se expresa del modo siguiente
Ucoul =
1
2
N∑
i=1
qiΦ(ri) (3.16)
donde Φ(ri) es el potencial electrosta´tico en la posicio´n de la carga i
Φ =
∑ qj
|rij + nL| (3.17)
La suma expresada en (3.16) esta´ mal condicionada, y para mejorar su convergencia es
conveniente reescribirla suponiendo que alrededor de cada part´ıcula i existe una distribu-
cio´n de carga difusa que compensa qi. De esta manera el potencial electrosta´tico debido
a i proviene u´nicamente de la fraccio´n de qi que no ha sido apantallada, y que a su vez
decrece ra´pidamente con la distancia. Pero en la realidad lo que se desea calcular es el
potencial debido a las cargas puntuales, y no a las cargas apantalladas, por lo que debe
corregirse el hecho de haber an˜adido esa carga apantallada a cada part´ıcula. La energ´ıa
de Coulomb final tendra´ una contribucio´n debida al fondo continuo de carga, otra debida
al te´rmino espu´reo de la autointeraccio´n, y la contribucio´n en el espacio real debida a las
cargas apantalladas.
Ucoul =
1
2
∑
k 6=0
4piV
k2
|ρ(k)|2exp[−k2/4α]− (α/pi)(1/2)
N∑
i=1
q2i +
1
2
N∑
i6=j
qiqjerfc(
√
αrij)(3.18)
donde α es el para´metro que controla la convergencia de las sumas de Ewald. La funcio´n
ρ es la distribucio´n de carga utilizada para calcular el potencial electrosta´tico, a partir
del cual, a su vez, se ha determinado la contribucio´n a (3.18) en el espacio de Fourier.
3.5. Ca´lculo de funciones de distribucio´n mediante simula-
cio´n.
El ca´lculo de la funcio´n de distribucio´n par g(2)(r) en simulacio´n se realiza de forma
sencilla aplicando las definiciones correspondientes y considerando los promedios sobre las
diferentes configuraciones del sistema en el colectivo que se este´ empleando (Allen y Til-
desley, 1987). Aplicando los mismos principios es posible realizar ca´lculos de la funcio´n de
distribucio´n triple g(3)(r, r′). Para ello se considerara´ un sistema de N part´ıculas ide´nticas
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contenidas en una caja cu´bica de volumen V , en la que se asume la existencia de condi-
ciones de contorno perio´dicas en todas las superficies. En el equilibrio, la probabilidad de
encontrar un triplete con una part´ıcula en r1 en el elemento dr1, otra part´ıcula en r2 en
el elemento dr2 y una tercera en r3 en el elemento dr3 es, segu´n la ecuacio´n (2.37)
ρ
(3)
N (r1, r2, r3) =
N(N − 1)(N − 2)
ZN
∫
...
∫
exp[−βVN(rN)]drN−3. (3.19)
En un sistema homoge´neo e iso´tropo ρ(3)(r1, r2, r3) depende u´nicamente de las posicio-
nes relativas de las part´ıculas y por lo tanto se trata de una funcio´n sime´trica respecto al
intercambio de sus argumentos. En tal caso la funcio´n de distribucio´n triple vendra´ dada
por la expresio´n
g
(3)
N (r12, r13, r23) =
ρ
(3)
N (r12, r13, r23)
ρ3
. (3.20)
Es decir, en el mencionado sistema g
(3)
N (r, s, t) representa el nu´mero de tripletes ω3(r, s, t)
con distancias r, s y t, respecto al nu´mero de tripletes con las mismas caracter´ısticas en el
gas ideal ωid3 (r, s, t). Estas cantidades se obtienen integrando la densidad de probabilidad
correspondiente
ω3(r, s, t) =
∫ ∫ ∫
ρ
(3)
N (r1, r2, r3)dr1dr2dr3, (3.21)
para obtener as´ı el factor de normalizacio´n de g(3)en te´rminos de las dimensiones del
tria´ngulo que se considere. Algunos autores han examinado de forma exhaustiva esta
integral (Tanaka y Fukui, 1975; Baranyai y Evans, 1990) haciendo hincapie´ en las confi-
guraciones especialmente complicadas debido al taman˜o de uno o varios lados del triplete
considerado.
Ana´logamente es posible expresar la funcio´n de distribucio´n triple respecto a dos
coordenadas radiales y una angular definiendo g
(3)
N (r, s, θ). Esta definicio´n resultara´ par-
ticularmente u´til en el cap´ıtulo 5 al tratar las correlaciones de tres cuerpos mediante la
teor´ıa BHP, puesto que entonces se resolvera´ la ecuacio´n OZ3 en el espacio de Fourier y
se definirira´n todas las funciones triplete en te´rminos de estas mismas coordenadas. De
forma similar, en el cap´ıtulo 6 se resolvera´ la ecuacio´n OZ2 inhomoge´nea en el espacio real
factoriza´ndola en polinomios de Legendre con el fin de obtener las correlaciones triplete
en el contexto de la aproximacio´n de Attard para g(3). Utilizando estas nuevas variables
el nu´mero de tripletes se expresa como
ω3(r, s, θ) =
∫ ∫ ∫
ρ(3)(r1, r2, r3)dr1dr2dr3 (3.22)
= ρ3V 8pi2
∫
rdr
∫
sds
∫
senθdθ (3.23)
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donde se ha tenido en cuenta el hecho de que para el gas ideal g(3)(r, s, θ) = 1.
Desde el punto de vista de la simulacio´n el ca´lculo de g(3)(r, s, θ) se lleva a cabo
contando los tripletes de part´ıculas a partir de las configuraciones obtenidas por simulacio´n
MC o MD, y normalizando este valor respecto a ese mismo nu´mero para el caso del gas
ideal
g
(3)
N (r, s, θ) =
w3
wid3
=
w3(r, s, θ)
ρ3V 8pi
2
9
[r3]j∆r(j−1)∆r [s
3]k∆r(k−1)∆r [−cosθ]l∆θ(l−1)∆θ
. (3.24)
Como se observa en la expresion anterior, en simulacio´n la funcio´n de distribucio´n de tres
cuerpos g(3)(r, s, t) se calcula de manera similar a g(2)(r), aunque con algunas complicacio-
nes adicionales. Por una parte es necesario tener muestras lo suficientemente grandes de-
bido a que se esta´n estudiando correlaciones entre tres part´ıculas y la estad´ıstica sera´ ma´s
pobre que cuando u´nicamente se estudian correlaciones pares. Por otro lado, dado que en
principio el tiempo de ca´lculo de g(3) escala con N3 – siendo N el nu´mero de part´ıculas
del sistema – el primer requerimiento de muestras grandes hace que el tiempo de ca´lculo
se dilate de un modo poco deseable. Este problema se agrava au´n ma´s en los sistemas
con varios componentes (µ, ν, ...), puesto que la estad´ıstica afecta a cada funcio´n g
(3)
µνξ de
manera independiente.
Hay que tener adema´s presente que para determinar funciones pares se ha de tener
en cuenta pares de part´ıculas separadas por distancias inferiores a L/2, dado que de otra
forma se incluir´ıan correlaciones espu´reas entre re´plicas de la misma part´ıcula. Esta restric-
cio´n afecta tambie´n a la funcio´n de distribucio´n triple. Como se menciono´ anteriormente,
su ca´lculo en simulacio´n se lleva a cabo contando los tr´ıos de part´ıculas del sistema. Si se
toma como origen una part´ıcula determinada, como por ejemplo la part´ıcula 1 de la figura
3.2, y se calcula la distancia a todas las dema´s, se observara´ que en algunos casos puede
que r12 < L/2 y r13 < L/2, pero sin embargo r23 > L/2, de forma que a trave´s de este
par de part´ıculas se introducen correlaciones entre re´plicas. Por lo tanto, el tria´ngulo 123
no podr´ıa ser contabilizado en los ca´lculos de g(3)(r, s, θ), y estrictamente so´lo los tripletes
con r, s < L/4 satisfacen completamente la condicio´n de mı´nima imagen para cualquier
(r, s, θ) dados.
3.6. Ca´lculo de factores de estructura.
La cantidad fundamental en el estudio teo´rico del feno´meno de cristalizacio´n es la
funcio´n de correlacio´n directa triple c˜(3)(k,k′), que como se ha visto en el cap´ıtulo 2 se re-
laciona con el factor de estructura triple S(3)(k,k′) mediante de la ecuacio´n OZ3. En este
apartado se describira´ el modo de calcular S(3)(k,k′) a partir de las configuraciones de una
simulacio´n. Una vez conocido este factor de estructura la funcio´n de correlacio´n directa
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c˜(3)(k,k′) se calcula fa´cilmente a partir de la ecuacio´n OZ3 (2.126). Uno de los primeros
trabajos en los que se hace referencia al ca´lculo de funciones de correlacio´n directa triple
mediante simulacio´n (MD) es el debido a Haymet (1985). Sin embargo, estos resultados
estaban seriamente afectados por el error estad´ıstico de modo que no resultaban apropia-
dos para un ana´lisis objetivo. Segu´n sen˜ala Haymet, las contribuciones ma´s importantes
de segundo orden provienen de te´rminos constituidos por tripletes de vectores de onda
que forman un tria´ngulo equila´tero, y donde el mo´dulo de dicho vector corresponde al
primer pico del factor de estructura par. Posteriormente Rosenfeld et al. (1990) llevaron
a cabo ca´lculos extensivos de estas cantidades mediante simulacio´n MC para un fluido
de esferas duras, restringie´ndose u´nicamente a las configuraciones de tria´ngulo iso´sceles
debido a los elevados costes computacionales de dichos ca´lculos.
Cuando se describio´ anteriormente el proceso de ca´lculo de la funcio´n de distribucio´n
g(3) se menciono´ que la periodicidad de la caja de simulacio´n impon´ıa ciertas restricciones
a las configuraciones triplete que pod´ıan ser exploradas. En el caso de los factores de
estructura triples tambie´n existen ciertas limitaciones impuestas por las condiciones de
contorno perio´dicas, y as´ı por ejemplo u´nicamente podra´n observarse fluctuaciones en la
componente de Fourier de ρ(r) con una longitud de onda inferior a la longitud de la caja
de simulacio´n L. Ma´s concretamente, las fluctuaciones permitidas son aquellas con vector
de onda
k =
2pi
L
(kx, ky, kz) (3.25)
y mo´dulo
k =
2pi
L
√
(k2x, k
2
y, k
2
z), (3.26)
donde kx, ky y kz son nu´meros enteros.
En definitiva, la determinacio´n de S(3)(k,k′) se llevara´ a cabo evaluando el promedio
(2.113) teniendo en cuenta que la transformada de Fourier de la densidad viene dada por
(2.106). El vector k de estas ecuaciones es el expresado por (3.25), y el vector r representa
las posiciones de las part´ıculas obtenidas obtenidas de las configuraciones de simulacio´n.
En el caso de sistemas multicomponentes tambie´n es posible determinar las funciones
de correlacio´n directa a partir de los resultados de simulacio´n de los factores de estructura
S
(3)
µνξ(k,k
′) correspondientes, tal y como se vera´ en el cap´ıtulo 7. Igual que en el caso puro,
S
(3)
µνξ(k,k
′) se obtiene promediando las componentes de la densidad que correspondan,
y considerando u´nicamente las part´ıculas del tipo marcado por el sub´ındice. As´ı, por
ejemplo, si se considera una mezcla binaria de part´ıculas α y β, en el ca´lculo de S
(3)
ααα(k,k′)
u´nicamente han de considerarse las posiciones de las part´ıculas de tipo α.
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Figura 3.2: Representacio´n del criterio de mı´nima imagen para un triplete determinado.
En una mezcla el factor de estructura S
(3)
µνξ(k,k
′) es proporcional a un sumatorio en las
distintas funciones c˜
(3)
µνξ(k,k
′). Esto implica que una misma funcio´n c˜(3)µνξ(k,k
′) contribuira´ a
distintos factores de estructura, acoplando el conjunto de ecuaciones en un sistema lineal
que habra´ de ser resuelto para calcular las funciones de correlacio´n directa triple.
3.7. Ca´lculo de errores.
Los ca´lculos de simulacio´n por ordenador esta´n sujetos a errores sistema´ticos y es-
tad´ısticos (Allen y Tildesley, 1987). Los primeros se deben generalmente a una fase de
equilibrado inadecuada, a un taman˜o reducido de la muestra, etc, y ha de ponerse espe-
cial cuidado en su control y eliminacio´n (cuando resulta posible). Los errores estad´ısticos
generalmente esta´n producidos por la utilizacio´n de una muestra finita y de un nu´mero
de sucesos finito en el ca´lculo de promedios. En lo que respecta a los valores de simulacio´n
de la funcio´n de distribucio´n triple g(3) el error aproximado se intuye por la fluctuacio´n
de los valores representados en las gra´ficas correspondientes. En el caso de las magnitudes
en el espacio de Fourier S
(2)
µν (k), S
(3)
µνξ(k,k
′) y c˜(3)µνξ(k,k
′) s´ı ha sido necesario el ca´lculo de
errores debiod a la fluctuacio´n estad´ıstica asociada a estas funciones.
Suponiendo una propiedad gene´rica G, su error estad´ıstico se estimar´ıa calculando la
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varianza σ de la distribucio´n de valores de Gi a lo largo de todos los pasos de simulacio´n
Nsim
σ2(< G >) =
1
Nsim
Nsim∑
i=1
(Gi − < G >sim)2. (3.27)
En ocasiones sucede que el valor de Gi se almacena con una frecuencia que hace que
los datos este´n bastante correlacionados y por tanto no sean independientes. Con el fin
de contrarrestar este efecto se divide la simulacio´n en bloques que este´n estad´ısticamente
descorrelacionados y posteriormente se aplica un factor de correccio´n a la propiedad G.
En este caso particular la distribucio´n esta´ constituida por Nb valores de G promediados
a partir de un nu´mero determinado de pasos de simulacio´n nb (promedio de bloques), de
modo que Nsim = Nb × nb. La varianza adquiere la forma
σ2(< G >b) =
1
Nb
Nb∑
b=1
(< G >b − < G >sim)2. (3.28)
En principio el valor de nb deber´ıa estimarse de modo que los bloques proporcionaran va-
lores de G independientes. Un ejemplo de este tipo de ca´lculos fue realizado por Friedberg
y Cameron (1970) para determinar el error en la presio´n en un l´ıquido molecular. Estos
autores defin´ıan un para´metro ς que relacionaba las varianzas calculadas paso a paso y
por medio de bloques, de tal forma que para un valor determinado de nb se alcanzaba una
meseta en ese para´metro. El error en la presio´n u´nicamente deb´ıa ser reescalado conve-
nientemente teniendo en cuenta ese valor de nb. Volviendo al caso de la variable gene´rica
G
σ(< G >) =
(
nb
Nsim
)1/2
σ(< G >sim). (3.29)
Teniendo en cuenta que en este caso cada triplete S
(3)
µνξ(k,k
′) lleva asociado un error
resultar´ıa muy tedioso hacer el ana´lisis anterior, de modo que el nu´mero de pasos que
componen cada bloque (nb) se ha elegido de manera aproximada.
3.7.1. Funcio´n de distribucio´n de tres cuerpos en el caso del
agua.
En la Introduccio´n de este trabajo se atribuyo´ un peso especial al ca´lculo de las co-
rrelaciones triplete en el agua realizado por Lombardero et al. (1999) como motivacio´n
principal para realizar esta tesis. En el mencionado trabajo se hab´ıa empleado una aproxi-
macio´n teo´rica para el ca´lculo de diferentes propiedades en el agua. Entre esas propiedades
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se aludio´ a la funcio´n de distribucio´n par y a su variacio´n ano´mala respecto a la tempera-
tura. Como muestra la figura 1.1, esta inconsistencia surgio´ al encontrar que una funcio´n
g
(2)
OO(r) a una temperatura dada pose´ıa mayor que otra a una temperatura menor. Por
esta razo´n se realizaron ca´lculos de simulacio´n de la funcio´n de distribucio´n de tres cuer-
pos g
(3)
OOO(r12, r23, θ123), con distancias r12 = r23 que corresponden a las posiciones de los
ma´ximos de la funcio´n g
(2)
OO(r). En la figura 3.3 se observan los resultados de g
(3)
OOO en
funcio´n del a´ngulo θ123 para distintas temperaturas. A medida que disminuye la tempe-
ratura se observa el crecimiento de un ma´ximo situado desde θOOO = 100
o hasta 120o,
lo que indica la aparicio´n de la estructura tetrae´drica. Este ordenamiento tetrae´drico, sin
embargo, queda promediado en las funciones pares cuya u´nica dependencia es radial, y
ese es el motivo por el que g
(2)
OO(r) a 400 K parece poseer menos estructura que a 700 K.
Por otro lado, la ausencia del pico de segundos vecinos es caracter´ıstica en fluidos con
orden tetrae´drico, como en el caso del silicio l´ıquido y amorfo (Stillinger y Weber, 1985).
As´ı pues, esta parece ser la causa de la imposibilidad de la teor´ıa RHNC para reproducir
los datos de simulacio´n. A temperatura ambiente el agua segu´n el modelo SPCE esta´ cerca
del punto de cristalizacio´n, y las mole´culas tienden a organizarse en estructuras abiertas
que presentan un orden local caracter´ıstico del so´lido. Segu´n explica Rosenfeld (1994)
la funcio´n puente del sistema de referencia que se emplea en el estudio teo´rico deber´ıa
contener las caracter´ısticas geome´tricas ba´sicas del sistema que se esta´ estudiando, y por
lo tanto es lo´gico que el fluido de esferas duras, que cristaliza en estructuras empaqueta-
das compactas, no posea los rasgos geome´tricos propios del agua a temperatura ambiente.
Aunque el potencial par sea el responsable de la organizacio´n tetrae´drica, de todas las fun-
ciones pares involucradas en la relacio´n de cierre u´nicamente la funcio´n puente da cuenta
directa de las correlaciones de tres o ma´s part´ıculas. Puesto que el ma´ximo de densidad
del agua tambie´n esta´ directamente ligado a los cambios en los nu´meros de coordinacio´n
locales, es comprensible que el sistema de referencia esfe´rico no pueda reproducir este
hecho tampoco.
Por otra parte, existen otros sistemas con un orden local muy marcado como por
ejemplo el acetonitrilo (Fries et al., 1994), en los que la teor´ıa HNC parece proporcionar
buenos resultados a bajas temperaturas, donde el orden comienza a parecerse al del so´li-
do. Igual sucede con la teor´ıa HNC para la acetona y cloroformo (Richardi et al., 1998b),
los cuales experimentan grandes correlaciones espaciales. Sin embargo, ninguno de estos
sistema cristaliza en ordenamientos tetrae´dricos, y adema´s su funcio´n de distribucio´n par
centro-centro (puesto que son mole´culas) posee un segundo pico n´ıtidamente marcado.
Estos hechos indican claramente la necesidad de indagar ma´s profundamente en la in-
fluencia de la geometr´ıa local en las aproximaciones de ecuaciones integrales. Adema´s
ponen de manifiesto la importancia que tiene el conocimiento de las correlaciones de tres
cuerpos para comprender la fenomenolog´ıa de los fluidos densos, incluso cuando se analiza
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el comportamiento de propiedades pares.

Cap´ıtulo 4
FUERZAS INTERMOLECULARES
Y POTENCIAL DE
INTERACCIO´N.
De los estados fundamentales de la materia este trabajo se centrara´ en el estudio de
l´ıquidos. Principalmente se hara´ hincapie´ en los l´ıquidos simples, definidos como aque-
llos constituidos por a´tomos o mole´culas de geometr´ıa aproximadamente esfe´rica, y sus
mezclas. No obstante, y de forma puntual, tambie´n se ha prestado cierta atencio´n a un
sistema molecular como es el caso del agua.
Como ya se menciono´ en el cap´ıtulo 2, un sistema determinado se puede caracterizar
por el comportamiento de las part´ıculas que lo constituyen. En este sentido, desde un
punto de vista cla´sico las propiedades termodina´micas, estructurales, etc., de un siste-
ma podra´n analizarse como resultado de dos contribuciones fundamentales. Por un lado
esta´ aquella proveniente del movimiento te´rmico de las part´ıculas y que origina la energ´ıa
cine´tica del sistema, y por otra parte esta´ la originada por las interacciones intermolecu-
lares entre esas part´ıculas, y que da lugar a la energ´ıa potencial.
Uno de los pasos fundamentales en el estudio de los l´ıquidos conlleva la creacio´n
de potenciales que sean capaces de reproducir tanto la termodina´mica como otra serie
de propiedades del sistema. Prescindiendo del primer te´rmino en la ecuacio´n (2.2), el
potencial intermolecular se puede descomponer de esta forma
VN(N) =
1
2!
N∑
i=1,j=1
V2(ij) +
1
3!
N∑
i=1,j=1,k=1
V3(ijk) + ... (4.1)
Aqu´ı consideraremos u´nicamente el primer te´rmino de (4.1) o contribucio´n par, cuya
caracter´ıstica fundamental en el caso de los l´ıquidos es la fuerte repulsio´n existente entre
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las part´ıculas cuando la distancia que las separa es pequen˜a. Este efecto de volumen
excluido de corto alcance es consecuencia del solapamiento de las nubes de electrones de
las capas ma´s externas de los a´tomos y por consiguiente del principio de exclusio´n de Pauli.
Por el contrario, las fuerzas de tipo atractivo son ma´s suaves y su efecto se manifiesta a
distancias intermoleculares ma´s grandes. Dada la escasa probabilidad de encuentros de
tres o ma´s part´ıculas en sistemas diluidos, por lo general se consideran despreciables los
potenciales triples o de mayor orden. Sin embargo, no ha de olvidarse que en muchos
casos la aportacio´n del potencial de tres cuerpos es sumamente importante, como por
ejemplo en l´ıquidos densos. Tambie´n hay sistemas en los que las part´ıculas que los forman
experimentan fuertes enlaces direccionales, y por ello los modelos de potencial de los
ca´lculos necesitan tener en cuenta las fuerzas de tres cuerpos (Stillinger y Weber, 1985)
para reproducir las propiedades de dichos sistemas. Algunos autores (Anta et al., 1994),
por ejemplo, han demostrado la influencia de las fuerzas de tres cuerpos en el diagrama de
fases de l´ıquidos simples. No obstante, la determinacio´n de magnitudes que involucran tres
part´ıculas plantea un problema adicional tanto en la simulacio´n como en la teor´ıa, porque
la evaluacio´n de funciones de tres cuerpos es computacionalmente muy costosa. Por este
motivo a veces se incorpora esta contribucio´n triplete en los potenciales pares a trave´s
de lo que se denomina potenciales efectivos. A diferencia de los potenciales puros e´stos
poseen la caracter´ıstica de que dependen de variables termodina´micas como la densidad,
o la temperatura.
Uno de los potenciales intermoleculares ma´s sencillos es el de esferas duras, tambie´n
denominado HS (’hard-sphere’)
V (r) =
{
∞ r < d
0 r > d
}
. (4.2)
En el cap´ıtulo 5 se empleara´ este potencial para validar la extensio´n a sistemas multi-
componentes de la teor´ıa de Barrat et al. (1988) para el estudio de correlaciones de tres
cuerpos. Tambie´n se utilizara´ en el cap´ıtulo 6, donde se estudiara´ la funcio´n de distribucio´n
de triple en una mezcla binaria empleando la teor´ıa IOZ extendida a varios componentes.
La sencillez del potencial HS permite gran nu´mero de simplificaciones en los ca´lculos y
por ello es de gran utilidad en el estudio de l´ıquidos simples, sin olvidar adema´s que re-
presenta uno de los sistemas de referencia ma´s importantes en el estudio de la meca´nica
estad´ıstica y que es bastante adecuado para modelar l´ıquidos densos a altas presiones.
Una descripcio´n ma´s realista de las interacciones pares en fase l´ıquida debe, no obs-
tante, incluir las fuerzas atractivas de dispersio´n. En l´ıquidos monoato´micos estas fuerzas
se derivan de las fluctuaciones de la nube de carga, que dan lugar a la formacio´n de mul-
tipolos instanta´neos. La interaccio´n dominante es la dipolo-dipolo fluctuante, que decae
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como 1/r6. Esta es la componente esencial en el potencial de Lennard-Jones (LJ)
V (r) = 4
[(σ
r
)12
−
(σ
r
)6]
, (4.3)
que adema´s incluye habitualmente un te´rmino repulsivo 1/r−12. Este potencial reproduce
muy bien las interacciones entre pares de a´tomos de gases nobles y de ciertas mole´culas
de geometr´ıa pseudoesfe´rica. En el presente trabajo se empleara´ en el cap´ıtulo 6 en el
estudio de correlaciones de tres cuerpos en mezclas binarias de fluidos de Lennard-Jones.
Los fluidos de LJ y de esferas duras presentan un comportamiento a alta densidad
similar, con tendencia a la cristalizacio´n en estructuras de alta coordinacio´n (fcc, bcc,
hcp). De hecho, el potencial de esferas duras es un excelente sistema de referencia para
el potencial de Lennard-Jones dentro de un tratamiento perturbativo. Sin embargo, hay
algunos sistemas que incluso modelados mediante potenciales pares efectivos, presentan
tendencias a coordinaciones locales esencialmente diferentes. Tal es el caso del potencial
deDzugutov (Dzugutov, 1992), que es el primer potencial par conocido que induce orden
icosae´drico en sistemas de un solo componente. Este ordenamiento icosae´drico (coordi-
nacion 5) es responsable de la facilidad para vitrificar que presentan los sistemas con
interacciones de este tipo. La expresio´n concreta de este potencial es
V (r) = u1(r) + u2(r), (4.4)
donde
u1(r) =
{
A(r−m −B) exp ( c
r−d
)
r < d
0 r ≥ d,
}
(4.5)
u2(r) =
{
B exp
(
d
r−b
)
r < b
0 r ≥ b.
}
(4.6)
En la figura 4 se hace una comparacio´n entre el potencial de Dzugutov y el potencial LJ,
ya que ambos sera´n empleados posteriormente en el cap´ıtulo 6. Como se ve en la figura,
el potencial de Dzugutov presenta dos zonas repulsivas y una zona atractiva, cuyo rango
y magnitud respectivas esta´n ajustados para que la interaccio´n potencie la coordenacio´n
5.
Los sistemas cargados requieren tambie´n una atencio´n especial, y en concreto en esta
tesis el intere´s se ha centrado principalmente en los electrolitos. La particularidad de los
electrolitos radica en el hecho de que la existencia de iones en el medio pone en juego
las interacciones de tipo culo´mbico, caracterizadas por su lento decaimiento originado
por la depencia con r−1 del potencial de interaccio´n. En estos sistemas tambie´n exis-
ten efectos de apantallamiento resultado de las condiciones de neutralidad de carga. Un
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Figura 4.1: Comparacio´n entre el potencial de Dzugutov (l´ınea so´lida) y el LJ (l´ınea discontinua). E´ste
u´ltimo se ha desplazado para ilustrar la coincidencia de los dos potenciales alrededor del mı´nimo y de la
regio´n del nu´cleo.
57
ejemplo de potencial ampliamente utilizado en el estudio de electrolitos es el potencial de
Ramanathan-Friedman (RF) (Ramanathan y Friedman, 1971), constituido por una
parte repulsiva blanda y una parte de largo alcance representada por medio del potencial
de Coulomb. El cap´ıtulo 8 de este trabajo esta´ enteramente dedicado al estudio de elec-
trolitos empleando el potencial RF para describir las interacciones entre las part´ıculas del
sistema. El potencial RF esta´ descrito por la expresio´n
uRFµν (r) =
5377,75|qµqν |
(rµ + rν)
(
rµ + rν
r
)9
+ ucµν(r), (4.7)
donde ucµν(r) representan el te´rmino de Coulomb
ucµν(r) =
qµqνe
2
r
. (4.8)
qµ la carga de la part´ıcula (en unidades de la carga fundamental),  la constante diele´ctrica,
e la carga del electro´n, y rµ y rν representan el radio de los iones µ y ν. Como vemos, el
disolvente so´lo interviene a trave´s de la constante diele´ctrica  (representacio´n de McMillan
y Mayer (1945)). A pesar de la sencillez del tratamiento McMillan-Mayer, resulta bastante
adecuado para el estudio de disoluciones io´nicas hasta fuerzas io´nicas elevadas, siempre y
cuando los efectos de solvatacio´n no sean muy relevantes.

Cap´ıtulo 5
TEORI´A DE BARRAT, HANSEN
Y PASTORE (BHP)
5.1. Introduccio´n
La funcio´n de distribucio´n de tres cuerpos constituye una herramienta muy u´til en la
descripcio´n de la estructura de fluidos. En concreto, es de gran utilidad en la caracteriza-
cio´n de sistemas cuyo comportamiento no puede explicarse en te´rminos de modelos simples
como el sistema de esferas duras o el fluido Lennard-Jones. As´ı, por ejemplo, la funcio´n
de distribucio´n triple proporciona informacio´n estructural fundamental para entender la
distorsio´n de Peierls y el ordenamiento qu´ımico en la aleacio´n GeTe l´ıquido (Raty et al.,
2000). Tambie´n en un sistema como el agua, el ana´lisis de la funcio´n de distribucio´n triple
explica coo´mo la disminucio´n de la estructura par al enfriar la muestra cerca del punto
triple esta´ relacionada con un incremento en el orden local tetrahe´drico de las mole´culas
de agua (Lombardero et al., 1999).
Hoy en d´ıa existen diversas teor´ıas que permiten el ca´lculo de las correlaciones de tres
cuerpos, y su aplicabilidad depende fundamentalmente de las caracter´ısticas del sistema
que se desee estudiar. Uno de los ejemplos ma´s sencillos para ilustrar esto lo propor-
ciona la aproximacio´n de superposicio´n de Kirkwood (KSA). Si bien es cierto que esta
aproximacio´n no resulta demasiado exitosa en sistemas con una alta densidad o con una
fuerte asociacio´n, sin embargo s´ı suele reproducir adecuadamente la funcio´n de distri-
bucio´n triple en sistemas simples a baja densidad, donde las part´ıculas no esta´n muy
correlacionadas. Alternativamente a la aproximacio´n KSA, Jackson y Feenberg (1962)
propusieron la siguiente factorizacio´n en el espacio de Fourier
S
(3)
αβγ(k,k
′) = S(2)γ (|k+ k′|)S(2)ασ (k)S(2)ηβ (k′). (5.1)
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Al comparar esta expresio´n con la ecuacio´n triple de Ornstein-Zernike (2.126) se observa
claramente que (5.1) implica la desestimacio´n de las correlaciones triples
c(3)(r, r′) = 0.
Esta aproximacio´n se conoce con el nombre de aproximacio´n de convolucio´n (CA).
Normalmente resulta muy u´til expresar la funciones de correlacio´n de tres cuerpos en
fluidos homoge´neos en te´rminos de tres variables triangulares r, r′ y |r− r′|. En tal caso
la funcio´n de correlacio´n directa triple c(3) cumple las siguientes propiedades de simetr´ıa
c(3)(r, r′) = c(3)(r′, r) = c(3)(−r, |r− r′|). (5.2)
Como correccio´n a la aproximacio´n CA, Iyetomi e Ichimaru (1983) consideraron una
expansio´n de c(3) en te´rminos de la funcio´n de correlacio´n total h(2)
c(3)(r, r′) ≈ h(2)(r)h(2)(r′)h(2)(|r− r′|). (5.3)
Sin embargo, esta expresio´n presenta el inconveniente de que da lugar al valor c(3)(r, r′) =
−1 independientemente de la densidad a la que nos encontremos, para todos los tripletes
cuyas distancias r, r′ y |r − r′| sean menores que el valor del rango de repulsio´n entre
part´ıculas, donde h(2)(r) = −1. En definitiva, era necesario disponer de teor´ıas para el
ca´lculo de c(3) que cumplieran ciertos requisitos, a saber, precisio´n, sencillez y economı´a
tanto en tiempo de ca´lculo como en recursos de memoria.
5.2. Generalidades sobre la teor´ıa de Barrat, Hansen y Pas-
tore (BHP)
En 1987 Barrat, Hansen y Pastore (Barrat et al., 1987, 1988) propusieron una expresio´n
para la funcio´n de correlacio´n directa c(3) que manten´ıa la estructura de la ec. (5.3),
puesto que e´sta u´ltima respeta las propiedades de simetr´ıa de (5.2), pero sustituyendo las
funciones de distribucio´n total por unas funciones pares arbitrarias t(r). El nuevo ansatz
de factorizacio´n se expresa de la siguiente forma
c(3)(r, r′) = t(r)t(r′)t(|r− r′|), (5.4)
con la funcio´n desconocida t(r). Esta expresio´n se transforma en el espacio k en
c˜(3)(k,k′) =
1
(2pi)3
∫
t˜(k′′)t˜(|k− k′′|)t˜(|k′ + k′′|) dk′′, (5.5)
donde la tilde indica la transformada de Fourier.
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La determinacio´n de la funcio´n t(r) se hace utilizando la regla de la suma (2.99), a
partir de la cual se establece la siguiente relacio´n entre c(2) y c(3) en el l´ımite de fluidos
homoge´neos (Baxter, 1964)
∂c(2)(r)
∂ρ
=
∫
c(3)(r, r′)dr′
= t(r)
∫
t(r′)t(|r− r′|) dr′. (5.6)
ρ es la densidad del sistema, y en algunas ocaciones nos referiremos a la derivada ∂c(2)(r)/∂ρ
como Cρ de forma abreviada. Es importante destacar que en esta teor´ıa la u´nica informa-
cio´n sobre el sistema que se requiere como dato de entrada es la funcio´n de correlacio´n
directa c(2) para calcular las derivadas de (5.6).
La introduccio´n de la funcio´n c(3) en la ecuacio´n OZ3 permite la determinacio´n de la
funcio´n de distribucio´n de tres cuerpos g(3) tal y como se explicara´ a continuacio´n. En
definitiva, el ansatz de la teor´ıa BHP juega un papel similar al de la relacio´n de cierre en
la teor´ıa OZ, puesto que al introducir su valor en la ecuacio´n integral se cierra el ca´lculo
permitiendo la determinacio´n de la otra inco´gnita (h(3)) en (2.127).
En resumen, el ca´lculo de la funcio´n de distribucio´n triple por medio de la teor´ıa BHP
consta de los siguientes pasos
À Ca´lculo de ∂c(2)(r)/∂ρ. El u´nico dato de entrada necesario en el contexto de esta
teor´ıa es la derivada de la funcio´n de correlacio´n directa c(2)(r) respecto a la den-
sidad ρ. Para calcular c(2)(r) se puede emplear la teor´ıa de ecuaciones integrales
homoge´nea OZ con alguna relacio´n de cierre adecuada, y en concreto aqu´ı para
obtener (∂c(2)(r)/∂ρ) se utilizara´ el me´todo de las derivadas finitas que se explicita
ma´s adelante.
Á Ca´lculo de t(r). La funcio´n t(r) del ansatz BHP se calcula resolviendo la ecuacio´n
integral formulada por la regla de la suma (5.6) empleando como u´nico dato la
derivada Cρ.
Â Ca´lculo de c˜(3)(k¯, k¯′). Una vez conocido el valor de t(r) es necesario calcular la
funcio´n c(3) para introducirla en la ecuacio´n OZ3. Por cuestiones de tipo pra´ctico
resulta ma´s sencillo resolver la ecuacio´n OZ3 en el espacio de Fourier, lo que implica
que todas las funciones involucradas en dicha ecuacio´n han de estar en el espacio k.
Por lo tanto, el paso siguiente en el ca´lculo es, primeramente hacer la transformada
de Fourier de la funcio´n t(r), y posteriormente calcular c˜(3)(k,k′) a partir de (5.5).
Ã Obtencio´n de h˜(3)(k¯, k¯′). Una vez conocida c˜(3)(k, k′) se introduce su valor en
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la ecuacio´n OZ3 transformada de Fourier. De esta forma se consigue la funcio´n
h˜(3)(k,k′).
Ä Obtencio´n de h(3)(r¯, r¯′). Finalmente se hace la transformada de Fourier doble in-
versa de h˜(3)(k,k′) para obtener h(3)(r, r′), y a partir de ella y empleando la ecuacio´n
(2.129) la funcio´n de distribucio´n de tres cuerpos g(3)(r, r′).
En la figura 5.2 se presenta a modo de esquema el algoritmo de ca´lculo de la funcio´n
de distribucio´n de tres cuerpos g(3)(r, r′) en el contexto de la teor´ıa BHP.
La teor´ıa BHP ha sido ampliamente utilizada no solamente como referencia para com-
parar con los resultados de correlaciones triplete proporcionados por otras teor´ıas (Rosen-
feld et al., 1990; Zhou y Ruckenstein, 2000; Curtin y Ashcroft, 1987), sino tambie´n por
su importancia en el estudio de los feno´menos de cristalizacio´n dado que proporciona de
una manera directa la funcio´n de correlacio´n directa triple (Barrat et al., 1988). Existen
algunos estudios de transiciones de fase, como por ejemplo de la transicio´n so´lido-l´ıquido
(Likos y Ashcroft, 1993) en los que tambie´n se hace uso del ansatz BHP para compa-
rar los distintos resultados de c(3)(k,k′). A pesar de que existen referencias bibliogra´ficas
que mantienen la unicidad de la funcio´n t(r) de (5.4) (Barrat et al., 1988; Khein y Ash-
croft, 1999), hemos encontrado que es posible encontrar varias funciones que satisfacen la
condicio´n (5.6), en concordancia con las observaciones de otros autores (Belloni, 1998).
La estructura del ansatz de la teor´ıa BHP y el cara´cter no lineal de la ecuacio´n integral
induce a pensar en la existencia de mu´ltiples soluciones para la funcio´n t(r) de la ecuacio´n
(5.4). En principio esta no unicidad en t(r) no deber´ıa afectar al ca´lculo de la funcio´n
de correlacio´n directa triple, puesto que todas las funciones t(r) que cumplen la regla
de la suma (5.6) necesariamente satisfacen el ansatz (5.4), y por lo tanto proporcionan el
mismo valor para c(3)(r, r′). No obstante, en sistemas multicomponentes esta multiplicidad
de soluciones aumenta considerablemente las complicaciones en la convergencia de los
me´todos nume´ricos.
5.3. Generalizacio´n de la teor´ıa BHP para sistemas multicom-
ponentes.
En general la disponibilidad de teor´ıas que permitan el ca´lculo de las correlaciones de
triples en sistemas multicomponentes es de gran intere´s, e incluso fundamental en casos
donde la presencia de varias especies ocurre de forma natural. Un ejemplo de este u´ltimo
sistema lo constituyen las especies io´nicas en los electrolitos. Adema´s, la diversidad de la
naturaleza de los componentes en una mezcla determinada puede dar lugar a diferentes
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ENTRADA
c(2) homogenea
(ρξ −∆ρξ)
(ρξ +∆ρξ)
?
CA´LCULO DE ∂c
(2)(r)
∂ρ
(Diferencias finitas)
?
Tomando ANSATZ factorizacio´n
c(3)(r, r′) = t(r)t(r′)t(|r− r′|)
?
GMRESNL
G[t] = ∂c
(2)(r)
∂ρ − t(r)
∫
t(r′)t(|r− r′|) dr′
Ca´lculo de t(r)
∂c(2)(r)
∂ρ
= t(r)
∫
t(r′)t(|r− r′|) dr′
?
t(r) TF−→ t˜(k)
?
c˜(3)(k,k′) = 1(2pi)3
∫
t˜(k′′)t˜(|k− k′′|)t˜(|k′ + k′′|) dk′′
?
OZ3
h˜(3) = FOZ3(h˜(3), c˜(3))
?
CA´LCULO DE g(3)(r, r′)
h˜(3)(k,k′) TH−−→ h(3)(r, r′)
Figura 5.1: Diagrama de flujo para la obtencio´n de g(3)(r, r′) mediante la teor´ıa BHP. Los s´ımbolos TF
y TH aluden respectivamente a la Transformada de Fourier, y a la transformada de Hankel-Fourier.
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Figura 5.2: Sistema de referencia
feno´menos de orden local, por lo que resulta de gran intere´s disponer de teor´ıas que sean
capaces de tratar adecuadamente estos casos.
La generalizacio´n de la teor´ıa BHP al caso de mezclas es conceptualmente simple,
aunque conduce a la formulacio´n de un problema nume´rico de dificultad considerable.
Ahora en el ansatz de factorizacio´n de la Ec. (5.4) intervienen funciones pares t(r)
diferentes, y en consecuencia su nueva expresio´n es
c
(3)
µνξ(r, r
′) = tµνξµν (1, 2)t
µνξ
µξ (1, 3)t
µνξ
νξ (2, 3). (5.7)
En el sistema de coordenadas de la Fig. 5.2 esta expresio´n se convierte en
c
(3)
µνξ(r, r
′) = tµνξµν (|r− r′|)tµνξµξ (r)tµνξνξ (r′). (5.8)
En el espacio k la funcio´n c
(3)
µνξ(r, r
′) se transforma en
c˜
(3)
µνξ(k,k
′) =
1
2pi3
∫
t˜µνξµν (k
′′)t˜µνξµξ (|k− k′′|)t˜µνξνξ (|k′ + k′′|) dk′′. (5.9)
De forma ana´loga al caso puro, la funcio´n tµνξµν (r) se calcula gracias a la regla de la
suma generalizada a sistemas multicomponentes
∂c
(2)
µξ (r)
∂ρν
=
∫
c
(3)
µνξ(r, r
′)dr′
= tµνξµξ (r)
∫
tµνξνξ (r
′)tµνξµν (|r− r′|) dr′, (5.10)
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Figura 5.3: Posibles tipos de configuracio´n triplete en una mezcla binaria.
cuya transformada de Fourier viene dada por
∂c˜
(2)
µξ (k)
∂ρν
= c˜
(3)
µνξ(k,k
′ = 0). (5.11)
Si se considera un sistema de n componentes habra´ n2 funciones de correlacio´n c
(3)
µνξ
independientes, es decir, habr´ıa n2 maneras diferentes de agrupar simulta´neamente las
part´ıculas de tres en tres en el espacio. Por lo tanto, en el caso de una mezcla binaria de
componentes α y β como el que se estudiara´ en este cap´ıtulo se tendra´n cuatro funciones
c
(3)
µνξ independientes, a saber, c
(3)
ααα, c
(3)
βββ, c
(3)
ααβ y c
(3)
ββα. En la figura 5.3 se ha dibujado
esquema´ticamente la disposicio´n espacial de los tripletes de part´ıculas representados por
las correlaciones de tres cuerpos que se acaban de mencionar.
En la pra´ctica estas funciones c(3) esta´n representadas por matrices que recogen de
manera expl´ıcita la dependencia de dicha funcio´n con sus variables. Por ejemplo, es posi-
ble expresar c(3) en te´rminos de dos variables espaciales y una variable angular θ (siendo
cosθ = rr′/(rr′)). En particular, esta representacio´n resulta adecuada para la manipula-
cio´n efectiva de la ecuacio´n OZ3 en la que se introducira´ posteriormente la funcio´n c(3).
En una mezcla dada el nu´mero de estas matrices es superior al de funciones de correlacio´n
a las que representan. Esto se debe a que, para una combinacio´n dada de las que aparecen
en la figura 5.3, es posible situar el origen de coordenadas en tres sitios diferentes, y es
precisamente la asignacio´n de ese origen lo que puede dar lugar a una rotura en la simetr´ıa
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de las matrices.
Con el fin de visualizar de una manera ma´s expl´ıcita esta rotura de simetr´ıa se escri-
bira´n a continuacio´n las matrices anteriores para la mezcla binaria, en funcio´n de las tres
distancias del triplete a las que se hace alusio´n en la figura (5.2)
c(3)ααα(r, r
′) = tααααα (|r− r′|)tααααα (r)tααααα (r′), (5.12)
c
(3)
βββ(r, r
′) = tβββββ (|r− r′|)tβββββ (r)tβββββ (r′), (5.13)
c
(3)
ααβ(r, r
′) = tααβαα (|r− r′|)tααβαβ (r)tααβαβ (r′), (5.14)
c
(3)
αβα(r, r
′) = tαβααβ (|r− r′|)tαβααα (r)tαβαβα (r′), (5.15)
c
(3)
βαα(r, r
′) = tβααβα (|r− r′|)tβααβα (r)tβαααα (r′), (5.16)
c
(3)
ββα(r, r
′) = tββαββ (|r− r′|)tββαβα (r)tββαβα (r′), (5.17)
c
(3)
βαβ(r, r
′) = tβαββα (|r− r′|)tβαβββ (r)tβαβαβ (r′), (5.18)
c
(3)
αββ(r, r
′) = tαββαβ (|r− r′|)tαββαβ (r)tαββββ (r′). (5.19)
Si en la figura 5.3 se asigna el c´ırculo blanco a la part´ıcula α y el negro a la part´ıcula β,
entonces la ecuacio´n (5.12) hara´ referencia a la configuracio´n (a) de dicha figura, mientras
que (5.13) hara´ referencia a la configuracio´n (b). Las ecuaciones (5.14)-(5.16) se relacionan
con la configuracio´n (c), y (5.17)-(5.19) con (d).
En resumen, hay que distinguir entre las correlaciones de tres cuerpos representadas
por las funciones de correlacio´n total c
(3)
µνξ, y las matrices que se empleara´n en los ca´lculos
para almacenar los datos correspondientes a cada funcio´n c
(3)
µνξ. Mientras que en el primer
caso nos movemos en el plano referente a la disposicio´n de las part´ıculas en el espacio, en
el segundo caso nos estamos refiriendo al aspecto puramente matema´tico. Esta distincio´n
ha de tenerse muy presente al hacer los ca´lculos, y en algunos casos puede ayudar al lector
a la hora de analizar las posibles relaciones de simetr´ıa que se establecen en los sistemas
multicomponentes al calcular este tipo de propiedades.
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Haciendo uso de las relaciones de simetr´ıa antes mencionadas las cuatro funciones de
correlacio´n independientes c
(3)
ααα, c
(3)
ααβ, c
(3)
αββ, y c
(3)
βββ se relacionan con las seis inco´gnitas
tαβγβγ a trave´s de estas ecuaciones
∂c
(2)
αα(r)
∂ρα
= tααααα (r)
∫
tααααα (r
′)tααααα (|r− r′|)dr′ =
∫
c(3)ααα(r, r
′)dr′ (5.20)
∂c
(2)
αβ(r)
∂ρα
= tααβαβ (r)
∫
tααβαβ (r
′)tααβαα (|r− r′|)dr′ =
∫
c
(3)
ααβ(r, r
′)dr′ (5.21)
∂c
(2)
αα(r)
∂ρβ
= tαβααα (r)
∫
tαβαβα (r
′)tαβααβ (r− r′)dr′ =
∫
c
(3)
αβα(r, r
′)dr′ (5.22)
∂c
(2)
βα(r)
∂ρβ
= tββαβα (r)
∫
tββαβα (r
′)tββαββ (|r− r′|)dr′ =
∫
c
(3)
ββα(r, r
′)dr′ (5.23)
∂c
(2)
ββ (r)
∂ρα
= tβαβββ (r)
∫
tβαβαβ (r
′)tβαββα (r− r′)dr′ =
∫
c
(3)
βαβ(r, r
′)dr′ (5.24)
∂c
(2)
ββ (r)
∂ρβ
= tβββββ (r)
∫
tβββββ (r
′)tβββββ (|r− r′|)dr′ =
∫
c
(3)
βββ(r, r
′)dr′. (5.25)
Las ecuaciones (5.20) y (5.25) esta´n desacopladas y pueden resolverse de manera inde-
pendiente – de forma similar a como se hace en el caso de un solo componente –, mientras
que las otras cuatro ecuaciones esta´n acopladas dos a dos.
En definitiva, una vez que se dispone de la funcio´n de correlacio´n directa c
(3)
µνξ, en este
caso proporcionada por la teor´ıa BHP, es posible calcular la funcio´n de distribucio´n de
tres cuerpos haciendo la transformada de Fourier de la ecuacio´n (2.128) y posteriormente
calculando g
(3)
µνξ gracias a la expresio´n (2.144).
5.3.1. Algoritmo de ca´lculo en la teor´ıa BHP.
Funciones ’t(r)’ del ansatz de factorizacio´n.
En los sistemas multicomponentes en lugar de tener una ecuacio´n (5.10) aparece un
sistema de ecuaciones. Puesto que las ecuaciones (5.21) y (5.22), y (5.23) y (5.24), respec-
tivamente, esta´n acopladas, la dificultad del ca´lculo aumenta respecto al caso de un solo
componente. Para ilustrar el proceso de resolucio´n del ansatz se tomara´ como ejemplo
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el sistema acoplado constituido por el grupo de ecuaciones (5.21) y (5.22), que de forma
abreviada se escribe
Cραα − tαα(tαβ ∗ tαβ) = 0 (5.26)
Cραβ − tαβ(tαα ∗ tβα) = 0. (5.27)
Las funciones Cραα y Cραβ son las derivadas de las funciones de correlacio´n par respecto a
la densidad, y el s´ımbolo * indica la operacio´n de convolucio´n. El sistema de ecuaciones
se ha resuelto empleando el esquema nume´rico correspondiente al me´todo GMRESNL,
de manera semejante a como se hace en sistemas de un solo componente. Este algoritmo
presenta numerosas ventajas frente al me´todo tradicional ’steepest-descent’ Barrat et al.
(1988), puesto que evita el ca´lculo de las derivadas funcionales del sistema de ecuaciones.
Los detalles sobre este me´todo nume´rico se recogen en el ape´ndice B. Su aplicacio´n correcta
requiere en primer lugar una discretizacio´n de las funciones utilizando una rejilla en la
coordenada r. Las dos funciones tµν se introducen en el vector t, y a continuacio´n se
resuelve el sistema de ecuaciones. En este caso el operador no lineal M correspondiente
en el me´todo GMRESNL representa las operaciones de convolucio´n que actu´an en las
ecuaciones (5.26)-(5.27).
Las funciones se han discretizado en una rejilla de 2048 puntos con un taman˜o de red
de 0,005σ, donde σ es el dia´metro de la esfera ma´s grande de la mezcla. En esta ocasio´n
el valor utilizado para el para´metro  del me´todo GMRESNL (ver ec. (B.7) en ape´ndice
B) es del orden de 0.001, y se han utilizado diez direcciones de bu´squeda. El criterio de
convergencia seguido requiere el cumplimiento de la siguiente condicio´n en la iteracio´n n
||∂c(2)
∂ρ
− tn(tn ∗ tn)||
||∂c(2)
∂ρ
|| < ε, (5.28)
donde el sumatorio se ha llevado a cabo sobre el nu´mero de puntos de la rejilla empleada
en la discretizacio´n de las funciones. El valor de ε alcanzado para el sistema de ecuaciones
desacoplado es del orden de 10−10, mientras que para el caso acoplado no supero´ 10−4.
En general, la convergencia se alcanzo´ en un rango de 10 a 100 iteraciones, en funcio´n de
los para´metros empleados en el ca´lculo.
En vista de estos resultados parece evidente que en el caso desacoplado el me´todo GM-
RESNL es claramente ma´s eficiente que el me´todo ’steepest-descent’ utilizado original-
mente por Barrat et al. (1988). Mientras que estos autores llegan a valores del para´metro
ε (ec. (B9a) de (Barrat et al., 1988)) del orden de 10−2, en el presente trabajo se consigue
un valor equivalente de ε (ec. (5.28)) de 10−10.
Una vez resueltas las ecuaciones (5.20)-(5.25) se consiguen las funciones tµν(r). En
las figuras 5.4(a) − (c) se presentan dichas funciones Como puede observarse presentan
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Figura 5.4: Gra´fica superior: Funciones tµνψµν (r) del ansatz de factorizacio´n de la teor´ıa BHP.
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un decaimiento lento a medida que se aumenta la coordenada espacial, y poseen las
discontinuidades propias de las funciones de correlacio´n directa par asociadas. Por otro
lado, para distancias menores que el valor de r ligado a la repulsio´n en la regio´n del
solapamiento no poseen el valor −1 t´ıpico de las funciones de correlacio´n total hµν(r), lo
que implica que, como era de esperar, la aproximacio´n t(r) ∼ h(r) tiene una validez muy
limitada.
5.4. Correlaciones de tres cuerpos en una mezcla binaria de
esferas duras.
Puesto que se pretende validar la presente extensio´n de la teor´ıa BHP para el caso
particular de sistemas multicomponentes, es necesario utilizar como referencia un sistema
sencillo que este´ bien caracterizado y del que se conozca suficientemente su comportamien-
to. Con este fin se ha considerado el estudio de las correlaciones de tres cuerpos en una
mezcla equimolar de esferas duras aditivas cuyos componentes son α y β, con σ∗αα = 0,8
y σ∗ββ = 1,0, siendo σ
∗
i = σi/σββ. Los ca´lculos se han realizado para una fraccio´n de
empaquetamiento η = pi
6
ρσ3ββ = 0,4.
Los resultados obtenidos a partir de la teor´ıa BHP han de contrastarse con datos de
referencia para el mismo sistema, que en este caso se han obtenido mediante simulacio´n. En
particular, las funciones de distribucio´n han sido calculadas a partir de las configuraciones
de una simulacio´n MC esta´ndar en el colectivo cano´nico con 1100 part´ıculas (550 de cada
tipo). El muestreo para hacer los ca´lculos de las funciones par y triple se ha llevado a
cabo sobre 400 configuraciones.
En cuanto a la teor´ıa, tanto la funcio´n de distribucio´n total como la funcio´n de correla-
cio´n directa empleadas para calcular g
(3)
µνξ en las diferentes aproximaciones, se han obtenido
a partir de la ecuacio´n OZ con una relacio´n de cierre autoconsistente. E´sta incorpora por
un lado el criterio de consistencia entre la compresibilidad isoterma y el virial, y por otro
lado entre el potencial qu´ımico y el virial segu´n la aproximacio´n de Verlet modificada
(VM) (Lomba et al., 1996). La relacio´n de cierre se escribe formalmente como
g
(2)
µνξ(r12) = exp{−βvµν(r12) + h(2)µνξ(r12)− c(2)µνξ(r12) +Bµνξ(r12)} (5.29)
donde β = 1/KBT , y Bµνξ es la funcio´n puente
Bµνξ(r12) = −Φµν(r, ψ)sµνξ(r12)
2
2[1 + Ωµνsµνξ(r12)]
. (5.30)
Ωµν = ω(1,1 − ρσ3µν/3) y sµνξ = hµνξ − cµνξ es la funcio´n de correlacio´n indirecta. La
funcio´n de interpolacio´n puede expresarse como
Φµν(r12;ψ) = 1 + [1 + tanh(r12 − σµν)]ψ − 1
2
, (5.31)
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donde los para´metros ψ y ω en este caso particular adquieren los valores respectivos
1,38663 y 1,31199.
Puesto que el u´nico dato de entrada necesario en la teor´ıa BHP es la funcio´n de
correlacio´n directa par, las funciones de correlacio´n de tres cuerpos resultantes estara´n
condicionadas por la calidad de estas funciones iniciales. En la figura 5.5 se representan
las funciones de distribucio´n total pares correspondientes a la mezcla de esferas duras
obtenidas con la aproximacio´n VM autoconsistente (Lomba et al., 1996). El buen acuerdo
entre simulacio´n y teor´ıa ilustra la fiabilidad de la teor´ıa a nivel par, y consecuentemente
la conveniencia de dichas funciones como fuente de datos iniciales para resolver la apro-
ximacio´n BHP. Alternativamente se podr´ıa acudir a una parametrizacio´n de la funcio´n
de correlacio´n directa de igual modo a como se hace habitualmente en el caso puro para
esferas duras (Barrat et al., 1988). A pesar de que en mezclas existe un tratamiento de
este tipo (Enciso et al., 1987), no es de esperar que su uso afectase significativamente al
resultado final, en vista del acuerdo presentado en la figura 5.5.
Una de las posibilidades ma´s sencillas para el ca´lculo de la derivada de la funcio´n de
correlacio´n directa respecto a la densidad es el me´todo de diferencias finitas, que es el que
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se ha empleado en este trabajo.
∂c
(2)
µν (r)
∂ρξ
=
c
(2)
µν (r)(ρξ +∆ρξ)− c(2)µν (r)(ρξ −∆ρξ)
2∆ρξ
, (5.32)
con ∆ρξ = 0,01. Alternativamente existen otros me´todos que permiten el ca´lculo expl´ıcito
de estas funciones diferenciando tanto la ecuacio´n integral OZ como la relacio´n de cierre
que corresponda, y construyendo as´ı un nuevo sistema de ecuaciones que relaciona las
funciones de correlacio´n pares y sus derivadas respecto a la densidad (Barrat et al., 1988;
Belloni, 1988). Este procedimiento permite una mayor precisio´n y se emplea normalmente
cuando se resuelven ecuaciones autoconsistentes tipo HMSA en condiciones de convergen-
cia dif´ıcil (altas densidades, bajas temperaturas). En condiciones normales el me´todo de
diferencias finitas es suficiente, como demuestra la calidad de los resultados de la aproxi-
macio´n SCVM de la figura 5.5 empleados en este trabajo. En la figura 5.6 se presentan
las diferentes funciones ∂c
(2)
µν /∂ρξ para este sistema, y como cab´ıa esperar, al tratarse de
una mezcla de esferas duras, se observa que las derivadas conservan la discontinuidad en
el mismo lugar que las funciones c
(2)
µν de partida.
5.4.1. Multiplicidad de soluciones.
El formalismo de la teor´ıa BHP para sistemas multicomponentes conserva la estructura
del ansatz original (5.4), y por lo tanto en principio es de esperar que tambie´n en este caso
aparezca una multiplicidad de soluciones en c
(3)
µνξ(r, r
′). Sin embargo, adema´s en cada una
de las ecuaciones (5.14)-(5.19) es posible multiplicar una de las funciones tµνξµν (r) por una
constante arbitraria c y la otra por 1/c, de modo que el producto se mantenga constante.
Esto implica la existencia de infinitas soluciones, lo que complica au´n ma´s los ca´lculos.
Una manera de ilustrar la existencia de diferentes soluciones t(r) para el ansatz BHP
consiste en invertir el proceso de ca´lculo. Es decir, partiendo de una funcio´n t(r) conocida
(t1), calcular la funcio´n ∂c
(2)(r)/∂ρ, y posteriormente utilizar esta derivada para introdu-
cirla en (5.6) y determinar t(r) (t2). Si t1 6= t2, entonces habra´ quedado demostrado que
no existe una u´nica solucio´n que satisface (5.4). A continuacio´n se recogen los resultados
obtenidos tras llevar a cabo este ca´lculo en el tipo de sistema de ecuaciones acoplado
representado por (5.21) y (5.22).
En la figura 5.7(a) se han representado las dos funciones tµνξµν (r) de partida. Se trata de
dos funciones escalo´n, que al ser introducidas en la expresio´n (5.6) dan lugar a las derivadas
∂c˜
(2)
µξ (r)/∂ρν de la figura 5.7(b). Partiendo de estas derivadas, y adema´s toma´ndolas como
estimaciones iniciales para tµνξµν (r), se resuelve la ecuacio´n (5.6) y se consiguen las nuevas
soluciones tµνξµν (r). Como se observa en la figura 5.8, las nuevas t
µνξ
µν (r) son diferentes de
las que se utilizaron en el ca´lculo de las derivadas de c
(2)
µξ , que a su vez son tambie´n
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solucio´n de (5.6). Este es uno de los casos en que los dos conjuntos de soluciones se
relacionan mediante tαα = ctαα y tαβ = (1/c)tαβ. Junto con este tipo de multiplicidad
tambie´n encontramos soluciones espu´reas que son resultado de resolver la ecuacio´n integral
discretizada, y que normalmente se identifican por una dependencia muy marcada de las
condiciones de discretizacio´n (para´metros N y ∆r), y por la presencia de comportamientos
que no tienen justificacio´n f´ısica (las funciones t adquieren valores elevados para distancias
grandes).
5.4.2. Funciones de correlacio´n directa de tres cuerpos.
Introduciendo las funciones tµνξµν (r) en las ecuaciones (5.9) se obtienen las funciones
de correlacio´n directa triple en el espacio k. Estas funciones c˜
(3)
µνξ(k,k
′) se introducira´n
posteriormente en la ecuacio´n OZ3 con el fin de calcular las funciones de distribucio´n de
tres cuerpos de las que se hablara´ posteriormente. Como ejemplo se muestran en la figura
5.9 algunos resultados de c˜
(3)
µνξ(k,k
′) frente a kσ para diferentes configuraciones (x = cos θ
= 0, 1 y -1), donde θ representa el a´ngulo entre k y k′ en una configuracio´n de tria´ngulo
iso´sceles determinada por los vectores k, k′, y k− k′ (k = k′). En un primer ana´lisis se
observa que estas funciones no solamente presentan la misma tendencia que los resultados
obtenidos por Rosenfeld et al. (1990) para el caso puro, sino que adema´s muestran un
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Figura 5.8: Funciones tµνξµν (r) solucio´n de la ecuacio´n (5.6).
acuerdo razonable con los datos de simulacio´n que se presentara´n en el cap´ıtulo 7.
Adema´s, en la figura 5.10 se incluyen resultados de c˜
(3)
µνξ(k,k
′) frente a cos θ, donde los
valores de k corresponden en cada caso a los primeros picos en las funciones h˜µν(k). Se
han representado dos aproximaciones para c˜
(3)
µνξ(k,k
′); por un lado el ansatz de la teor´ıa
BHP – Eq. (5.4) – y por otro la aproximacio´n correspondiente a la expansio´n de c(3)(r, r′)
en te´rminos de la funcio´n par h(2)(r) – Eq. (5.3) –. Las dos aproximaciones presentan
el mismo comportamiento, aunque se observan ma´s diferencias entre ellas sobre todo a
a´ngulos pequen˜os, esto es, para valores de k pequen˜os. Si se comparan estos resultados con
los correspondientes al art´ıculo de Barrat et al. (1988) para el caso de un solo componente,
se observa que cualitativamente la tendencia es similar, y tambie´n aparecen diferencias
mayores entre las aproximaciones antes mencionadas para a´ngulos pequen˜os. En concreto,
es digno de mencio´n el desacuerdo para θ = 0 y θ = pi en la configuracio´n triplete
c˜
(3)
ααα(k,k′).
5.4.3. Funciones de distribucio´n de tres cuerpos.
Para poder obtener las funciones de distribucio´n de tres cuerpos g
(3)
µνξ(r, r
′) en la teor´ıa
BHP previamente han de calcularse las funciones de correlacio´n directa c˜
(3)
µνξ(k,k
′) por me-
dio de la ecuacio´n (5.9). Posteriormente se inserta c˜
(3)
µνξ(k,k
′) en la ecuacio´n (2.128) con
el fin de obtener h˜
(3)
µνξ(k,k
′), y tras hacer su transformada de Fourier inversa, h(3)µνξ(r, r
′).
De los cuatro primeros te´rminos de la ecuacio´n (2.128) se puede hacer la transformada de
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Fourier inversa directamente, mientras que el te´rmino restante ha de invertirse nume´ri-
camente por medio de la transformada de Hankel-Legendre, tal y como se muestra en la
ecuacio´n (A3) del trabajo de Bildstein y Kahl (1993).
En el estudio de las funciones de distribucio´n de tres cuerpos es muy comu´n el empleo
de otra magnitud asociada que corresponde al cociente entre g(3) y la aproximacio´n KSA
Γ(r, s, t) = g(3)(r, s, t)/g(2)(r)g(2)(s)g(2)(t), (5.33)
y que en cierta manera representa las desviaciones de la funcio´n triplete respecto al com-
portamiento ideal. En la gra´fica superior de las figuras 5.11-5.12 se representan los re-
sultados de g
(3)
µνξ(r, r
′) de simulacio´n y de varias teor´ıas para configuraciones de contacto,
mientras en la gra´fica inferior se incluyen resultados de las funciones Γµνξ(r, r
′) corres-
pondientes. Se denominan configuraciones de contacto en esferas duras a aquellas para
las cuales r en g
(3)
µνξ(r, r, r) esta´ muy pro´xima al valor de σ (dia´metro de la esfera dura) o
tambie´n llamado valor de contacto. Su estudio resulta especialmente importante en el caso
del potencial de esferas duras puesto que a partir de e´l se pueden obtener las propiedades
termodina´micas del sistema (Alder, 1964).
Al observar las gra´ficas de las diferentes funciones g
(3)
µνξ(r, r
′) en las configuraciones
de contacto (Figs. 5.11-5.13), llama la atencio´n el hecho de que en todos los casos los
valores de la aproximacio´n KSA difieren notablemente de los valores correspondientes a
la simulacio´n. Adema´s, en tales casos la funcio´n Γ(r, s, θ) muestra una forma caracter´ıstica
con un ma´ximo bastante acusado. Hay que resaltar que estos mismos rasgos caracter´ısticos
en la funcio´n de distribucio´n triplete han sido observados previamente para el caso de un
solo componente, como se constata por ejemplo en los trabajos de Bildstein y Kahl (1994)
y Mu¨ller y Gubbins (1993) para un sistema de esferas duras. En cuanto a los valores de
las teor´ıas CA y BHP, los resultados presentados para esta mezcla muestran una mejora
considerable respecto a los valores de la aproximacio´n KSA en todo el rango de valores
de θ para las configuraciones de contacto.
Como cab´ıa esperar, a medida que se incrementa el valor de los argumentos r y s de la
funcio´n g
(3)
µνξ(r, s, θ), esto es, para configuraciones que se alejan de los valores de contacto,
el acuerdo entre simulacio´n – y en general tambie´n CA y BHP – y la aproximacio´n KSA
mejora sustancialmente. Este hecho se pone de manifiesto en las gra´ficas 5.14-5.16, en las
que se ha mantenido la misma escala en el eje y para la funcio´n Γ(r, s, θ) con el fin de
facilitar las comparaciones con las configuraciones de contacto.
A pesar de que la mezcla que se esta´ estudiando no es demasiado asime´trica en lo que
respecta al taman˜o de las part´ıculas, esta asimetr´ıa es suficiente como para dar lugar a
ciertos efectos estrechamente relacionados con el tipo de potencial empleado. Si se obser-
van las funciones g
(3)
ααα y g
(3)
βββ en las configuraciones de contacto (Figs. 5.11) se vera´ co´mo
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Figura 5.12: Funciones g(3)µνξ(rµν , sµξ, θ) y Γµνξ(rµν , sµξ, θ) para configuraciones de contacto.
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Figura 5.13: Funciones g(3)µνξ(rµν , sµξ, θ) y Γµνξ(rµν , sµξ, θ) para configuraciones de contacto.
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la segunda presenta un pico alrededor de 115o bastante ma´s acusado que la primera. Dado
el alto valor de la fraccio´n de empaquetamiento existente en esta mezcla es de esperar que,
aunque de forma muy ligera, la part´ıcula ma´s grande se vea en mayor medida afectada por
los efectos de empaquetamiento y por tanto presente una estructura con un orden sensi-
blemente ma´s definido que el correspondiente a la part´ıcula ma´s pequen˜a. Estos efectos se
acentu´an notoriamente cuando la diferencia de taman˜o entre las part´ıculas se incrementa
ma´s au´n, tal y como se vera´ en el cap´ıtulo 8.
En las figuras 5.12 se aprecia co´mo la funcio´n g
(3)
ααβ empieza a adquirir valores no nulos a
a´ngulos ma´s pequen˜os respecto a su homo´loga g
(3)
ββα. En definitiva e´sta es la manifestacio´n
de las repulsiones entre los nu´cleos del potencial de las esferas duras. La distancia de
aproximacio´n entre dos esferas duras pequen˜as es menor que entre las grandes, por lo que
el valor del a´ngulo θ cuando las dos part´ıculas iguales esta´n en contacto ha de ser tambie´n
menor para g
(3)
ααβ que para g
(3)
ββα.
5.4 Correlaciones de tres cuerpos en una mezcla binaria de esferas duras. 83
0
1
2
3
4
g(
3) αα
α
 
(r α
α
,
 
s α
α
,
 
Θ
) SimKSA
CA
BHP
0 60 120 180
Θ
0.8
0.9
1
1.1
Γ α
α
α
 
(r α
α
,
 
s α
α
,
 
Θ
)
Sim
CA
BHP
r=1.85, s=1.85
r=1.85, s=1.85
(a) g(3)ααα(rαα, sαα, θ) y Γααα(rαα, sαα, θ)
0
1
2
3
g(
3) ββ
β (
r ββ
,
 
s β
β, 
Θ
) MCKSA
CA
BHP
0 60 120 180
Θ
0.9
0.95
1
1.05
Γ β
ββ
 
(r β
β, 
s β
β, 
Θ
)
MC
CA
BHP
r=2.05, s=2.05
r=2.05, s=2.05
(b) g(3)βββ(rββ , sββ , θ) y Γβββ(rββ , sββ , θ)
Figura 5.14: Funciones g(3)µνξ(rµν , sµξ, θ) y Γµνξ(rµν , sµξ, θ).
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Figura 5.15: Funciones g(3)µνξ(rµν , sµξ, θ) y Γµνξ(rµν , sµξ, θ).
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Figura 5.16: Funciones g(3)µνξ(rµν , sµξ, θ) y Γµνξ(rµν , sµξ, θ).

Cap´ıtulo 6
TEORI´A ORNSTEIN-ZERNIKE
INHOMOGE´NEA
Hasta hace unos an˜os el estudio de las ecuaciones integrales inhomoge´neas se centraba
fundamentalmente en los fluidos confinados, en las interfases, en las transiciones de mo-
jado, o en general en los feno´menos de superficie. Sin embargo, en 1989 Attard utilizo´ el
me´todo de la part´ıcula fuente desarrollado por Percus (1964) para calcular la funcio´n de
distribucio´n g(3) a partir de la ecuacio´n integral Ornstein-Zernike inhomoge´nea (IOZ). La
sencillez de este me´todo aplicado al ca´lculo de las correlaciones de tres cuerpos radica en
el hecho de considerar un sistema sometido a un campo externo esfe´ricamente sime´tri-
co, de modo que la ecuacio´n de Ornstein-Zernike puede factorizarse de forma sencilla en
polinomios de Legendre.
En el presente cap´ıtulo se utilizara´ este tratamiento para estudiar la estructura par
y triple de un sistema puro modelado con el potencial de Dzugutov, que como se men-
ciono´ anteriormente reproduce las condiciones de vitrificacio´n de ciertos sistemas a bajas
temperaturas. Asimismo se llevara´ a cabo la generalizacio´n para sistemas multicompo-
nentes de la teor´ıa IOZ propuesta por Attard para el estudio de la funcio´n de distribucio´n
de tres cuerpos, y se mostrara´n resultados para una mezcla de Lennard-Jones y otra de
esferas duras.
6.1. Teor´ıa de Ornstein-Zernike inhomoge´nea para sistemas
de un solo componente.
Como ya se ha mencionado anteriormente la idea de Attard consiste en emplear el
me´todo de la part´ıcula fuente de Percus para aplicar la teor´ıa de ecuaciones integrales
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inhomoge´nea al estudio de las correlaciones triplete. Si se considera una de las part´ıculas
de un triplete dado como fuente de un campo perturbativo, es posible utilizar el for-
malismo de la ecuacio´n de Ornstein-Zernike inhomoge´nea (IOZ) para llevar a cabo la
caracterizacio´n estructural del fluido en te´rminos de correlaciones pares y de tres cuer-
pos. El potencial externo inducido por la part´ıcula fuente genera un perfil de densidad
inhomoge´neo que puede relacionarse con las funciones de correlacio´n par. Estas dos u´lti-
mas cantidades pueden relacionarse a trave´s de la jerarqu´ıa Yvon-Born-Green (YBG)
(Hansen y McDonald, 1986), o a trave´s de la ecuacio´n de Triezenberg-Zwanzig-Wertheim-
Lovett-Mou-Buff (TZWLMB) (Triezenberg y Zwanzig, 1972; Kjellander y Sarman, 1990).
Adema´s del perfil de densidad, es necesaria una relacio´n de cierre para complementar la
ecuacio´n IOZ.
Es importante recordar que en este tipo de aproximaciones la eleccio´n de la part´ıcula
fuente del triplete condiciona los resultados de las funciones de correlacio´n, dado que en
principio las posiciones de las part´ıculas en dicho triplete no son necesariamente equi-
valentes. En general la consecuencia de esto es que las funciones de distribucio´n triple
no sera´n u´nicas y las diferencias entre las distintas posibilidades dependera´n ligeramente
de que´ part´ıcula se elija como fuente. Los efectos de esta deficiencia de la teor´ıa ya han
sido analizados en detalle con anterioridad por Attard (1991). Adicionalmente, en el caso
de mezclas se vera´ que, debido a las aproximaciones hechas al resolver la ecuacio´n inte-
gral, algunas funciones pares tambie´n pueden ser diferentes dependiendo de que´ tipo de
part´ıcula se tome como fuente.
Tambie´n se ilustrara´ aqu´ı la misma fenomenolog´ıa mostrada con anterioridad por
Attard, y que establece que cuando las funciones pares se obtienen de forma consistente
con las de tres cuerpos, los resultados mejoran considerablemente los obtenidos mediante
aproximaciones equivalentes aplicadas a la teor´ıa OZ homoge´nea.
6.1.1. Fundamento teo´rico
La ecuacio´n OZ inhomoge´nea establece la relacio´n entre la funcio´n de correlacio´n
total h
(2)
o (r1, r2) y la funcio´n de correlacio´n directa c
(2)
o (r1, r2) en presencia de la inhomo-
geneidad,
h(2)o (r1, r2) = c
(2)
o (r1, r2) +
∫
dr4ρ(r4)c
(2)
o (r1, r4)h
(2)
o (r4, r2). (6.1)
Esta ecuacio´n se deduce inmediatamente del formalismo OZ (ver seccio´n 2.5 y ape´ndice
A) simplemente al considerar la dependiencia espacial de la densidad y la rotura de la
invariancia translacional de las funciones pares. Adema´s, el me´todo de Percus implica que
la fuente de inhomogeneidad en el fluido es una de las part´ıculas del mismo, y que de
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Figura 6.1: Sistema de referencia para la teor´ıa IOZ. La part´ıcula fuente se encuentra en el origen de
coordenadas.
ahora en adelante denominaremos part´ıcula o (part´ıcula fuente).
A pesar de que la tercera part´ıcula (part´ıcula fuente) no aparece expl´ıcitamente en la
ecuacio´n integral (6.1), esta´ impl´ıcita en la notacio´n utilizada fo(r1, r2), y su presencia
indica que las part´ıculas 1 y 2 esta´n sujetas a la influencia del potencial externo inducido
por la part´ıcula o. Como consecuencia de esto la funcio´n de distribucio´n par inhomoge´nea
g
(2)
o (r1, r2) obtenida mediante la ecuacio´n (6.1) representa la probabilidad de encontrar
las part´ıculas 1 y 2 en r1 y r2 respectivamente, condicionado a tener la part´ıcula o en ro.
Por ello la funcio´n de distribucio´n de tres cuerpos g(3) se puede expresar como
g(3)(ro, r1, r2) = g
(2)(r1)g
(2)(r2)g
(2)
o (r1, r2), (6.2)
mientras que el perfil de densidad inhomoge´neo proporcionara´ la funcio´n de distribucio´n
correspondiente al seno del fluido, esto es,
ρ(r1) = ρg(ro1) (6.3)
donde ρ es la densidad del fluido homoge´neo.
El sistema que nos ocupa presenta simetr´ıa axial dado que el potencial externo depende
u´nicamente de la distancia al origen, donde esta´ situada la part´ıcula fuente. En el sistema
de referencia esquematizado en la figura 6.1 a la part´ıcula fuente ’o’ se le ha asignado
la etiqueta 3, y como se observa el potencial par V (r12) depende de la separacio´n de
las part´ıculas respecto al origen y del a´ngulo entre los vectores r1 y r2. Esta simetr´ıa
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axial permite expresar la ecuacio´n integral (6.1) en te´rminos de las coordenadas polares
(Attard, 1989)
s(2)(r1, r2, θ12) = h
(2)(r1, r2, θ12)− c(2)(r1, r2, θ12)
=
∫
dr4ρ(r4)c
(2)(r1, r4, θ14)h
(2)(r4, r2, θ42), (6.4)
y adema´s facilita el camino para su factorizacio´n en polinomios de Legendre. Empleando
la transformada continua de Legendre – ver ecuaciones (C.4) y (C.5) en el ape´ndice C –,
y aplicando las propiedades de ortogonalidad de los polinomios de Legendre se obtienen
los coeficientes
sˆn(r1, r2) = hˆn(r1, r2)− cˆn(r1, r2)
=
4pi
2n+ 1
∫ ∞
0
dr4r
2
4ρ(r4)cˆn(r1, r4)hˆn(r4, r2), (6.5)
donde ˆ indica la funcio´n transformada de Legendre de orden n. Esta integral se ha tratado
siguiendo el me´todo empleado por Fushiki (1991). El tratamiento de largo alcance en (6.5)
supone que a partir de una distancia dada R se considera el re´gimen del seno del fluido,
y por tanto las funciones en esa regio´n son las correspondientes al sistema homoge´neo
designadas gene´ricamente como fˆ∞(ri, rj)
sˆn(r1, r2) =
4pi
2n+ 1
[∫ R
0
dr4r
2
4ρ(r4)cˆn(r1, r4)hˆn(r4, r2)
+
∫ ∞
R
dr4r
2
4ρ(r4)cˆn(r1, r4)hˆn(r4, r2)
]
. (6.6)
Teniendo en cuenta que la transformada de Legendre de la funcio´n de correlacio´n indirecta
en el seno del fluido, sˆ∞(r1, r2), se escribe del siguiente modo,
sˆ∞(r1, r2) =
4pi
2n+ 1
[∫ R
0
dr4r
2
4ρcˆ
∞
n (r1, r4)hˆ
∞
n (r4, r2)
+
∫ ∞
R
dr4r
2
4ρcˆ
∞
n (r1, r4)hˆ
∞
n (r4, r2)
]
, (6.7)
entonces si en (6.6) se aproxima ρ(r) a ρ en el segundo sumando, e´ste queda igual al
segundo sumando de (6.7), por lo que puede reescribirse la integral en (6.5) como
sˆn(r1, r2) = sˆ
∞
n (r1, r2) +
4pi
2n+ 1
[∫ R
0
dr4r
2
4ρ(r4)cˆn(r1, r4)hˆn(r4, r2)
−
∫ R
0
dr4r
2
4ρcˆ
∞
n (r1, r4)hˆ
∞
n (r4, r2)
]
. (6.8)
Puesto que hay tres funciones inco´gnita en la ecuacio´n (6.4) son necesarias dos ecua-
ciones ma´s para resolver el sistema. Una de ellas es la relacio´n de cierre que conecta el
6.1 Teor´ıa de Ornstein-Zernike inhomoge´nea para sistemas de un solo
componente. 91
potencial par con la funcio´n de correlacio´n par, y la otra es el perfil de densidad gobernado
por el potencial externo.
Entre las posibles relaciones de cierre aqu´ı consideraremos la aproximacio´n HNC
h(2)(r1, r2, θ12) = exp[h
(2)(r1, r2, θ12)− c(2)(r1, r2, θ12)− βV (r1, r2, θ12)]− 1, (6.9)
siendo β = (kBT )
−1 el inverso de la temperatura, as´ı como la la relacio´n de cierre propuesta
por Zerah y Hansen (1986)
g(2)(r1, r2, θ12) =
{
1− exp
[
m(r12)
(−vatt(r1, r2, θ12) + s(2)(r1, r2, θ12))]− 1
m(r12)
}
(6.10)
× exp [−βvrep(r1, r2, θ12)] .
Aqu´ı m(r12) = 1− exp(−α r12), y el para´metro de mezcla α ha sido obtenido requiriendo
la consistencia termodina´mica en la aproximacio´n a nivel de dos part´ıculas, esto es, a
nivel homoge´neo. El potencial de interaccio´n de Lennard-Jones que se empleara´ en este
cap´ıtulo se ha dividido en este caso en la parte repulsiva vrep(r), y atractiva vatt(r), segu´n
la descomposicio´n de Weeks et al. (1971). Siguiendo el me´todo empleado por Attard
(1989), todas las funciones angulares se pueden factorizar en polinomios de Legendre segu´n
se explica en el ape´ndice C. A efectos pra´cticos las ecuaciones (6.4)-(6.10) se escriben
en te´rminos de las funciones s(r1, r2, θ) = h(r1, r2, θ) − c(r1, r2, θ) y c(r1, r2, θ), que se
comportan mejor que la funcio´n h(r1, r2, θ).
El perfil de densidad puede evaluarse a partir de diversas relaciones que, si bien son
exactas, no conducen necesariamente a los mismos resultados dado que en u´ltimo te´rmino
se lleva a cabo una aproximacio´n en la relacio´n de cierre de la ecuacio´n IOZ. En este
trabajo se ha empleado la ecuacio´n TZWLMB (Triezenberg y Zwanzig, 1972; Lovett et
al., 1976; Wertheim, 1976)
∇r1ρ(r1) = −βρ(r1)∇r1V (r1)− βρ(r1)
∫
dr2ρ(r2)h(r1, r2)∇r2V (r2), (6.11)
donde V(r) representa el potencial externo originado por la part´ıcula fuente. Puesto que
en este caso espec´ıfico la part´ıcula fuente sera´ una part´ıcula cualquiera del sistema, V(r)
coincide con el potencial intermolecular y ana´logamente el perfil de densidad sera´ pro-
porcional a la funcio´n de distribucio´n par. Esta ecuacio´n no es ma´s que la ley de fuerza
(March y Tosi, 1976) 2.64 en te´rminos de funciones inhomoge´neas.
Previamente a su utilizacio´n, es necesario proyectar (6.11) sobre r. Si adema´s se desa-
rrolla la funcio´n h del segundo sumando en polinomios de Legendre, se obtiene la ecuacio´n
integro-diferencial
ρ′(r1) = −βρ(r1)V ′(r1)− 4pi
3
βρ(r1)
∫ ∞
0
dr2ρ(r2)hˆ1(r1, r2)V
′(r2), (6.12)
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donde hˆ1(r1, r2) es el coeficiente de grado 1 del desarrollo en polinomios de Legendre de
h(r, r′). Como vemos, las fuerzas en el fluido se determinan so´lo por uno de los coeficientes
del desarrollo de la funcio´n de tres cuerpos.
La ecuacio´n anterior se puede integrar con ayuda de la condicio´n de contorno ρ(r∞)→
ρb (ρb corresponde a la densidad del seno del fluido) llegando a la expresio´n
ρ(r1) = ρ exp
{
−
∫ ∞
0
[
βV ′(r1)− 4pi
3
β
∫ ∞
0
dr2ρ(r2)r
2
2hˆ1(r1, r2)V
′(r2)
]
dr1
}
. (6.13)
Haciendo uso de la proporcionalidad existente entre el perfil de densidad y la funcio´n de
distribucio´n par, y resolviendo la integral del primer te´rmino en (6.13), dicha ecuacio´n se
convierte en
g(r1) = exp
{
−βV (r1)−
∫ ∞
0
dr1
4pi
3
β
∫ ∞
0
dr2ρg(r2)r
2
2hˆ1(r1, r2)V
′(r2)
}
, (6.14)
En el caso de los potenciales de Lennard-Jones y Dzugutov que son de corto alcance,
el l´ımite superior de integracio´n de la expresio´n (6.14) se fija en rcut = 1,9σ
g(r1) = exp
{
−βV (r1) −
∫ rlim
0
dr1
4pi
3
β
∫ rcut
rcore
dr2ρg(r2)r
2
2hˆ1(r1, r2)V
′(r2)
−
∫ 2rlim
rlim
dr1
4pi
3
β
∫ rcut
rcore
dr2ρg(r2)r
2
2hˆ
∞
1 (r1, r2)V
′(r2)
}
(6.15)
Como se observa en la expresio´n anterior la integracio´n sobre r1 se ha desdoblado en dos
partes, teniendo en cuenta que a partir de una distancia dada rlim se considera el re´gimen
del seno del fluido. En este re´gimen las funciones de distribucio´n se han considerado como
las del sistema homoge´neo y se les ha asignado la notacio´n gene´rica ’f∞’ para distinguirlas
de las funciones ’f ’ dentro de la zona de influencia de la part´ıcula fuente. Por lo tanto,
la primera integral de 0 a rlim involucra funciones inhomoge´neas mientras que la segunda
de 2rlim a rlim considera funciones homoge´neas. En cuanto a la integral respecto a r2, se
ha llevado a cabo entre los l´ımites rcore y rcut porque para distancias menores que rcore se
sabe que la funcio´n de distribucio´n par tiene un valor de 0 (condicio´n de ’core’), y para
distancias mayores que rcut el potencial de interaccio´n se hace cero, por tanto tambie´n su
derivada y en consecuencia el integrando se anula.
6.1.2. Proceso de ca´lculo.
El proceso de resolucio´n de la ecuacio´n IOZ junto con la relacio´n de cierre y el perfil
de densidad se puede resumir en los siguientes pasos
À Se toma una solucio´n inicial para s(r1, r2, θ) y para el perfil de densidad ρ(r1), por
ejemplo los correspondientes al sistema homoge´neo.
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Cuadro 6.1: Para´metros del potencial par de Dzugutov.
m A c a B d b
16 5.82 1.1 1.87 1.28 0.27 1.94
Á Se calculan las contribuciones a las funciones h y c correspondientes al segundo
sumando en (6.6), y para ello se emplea la ecuacio´n (6.7). Estas contribuciones, al
involucrar funciones en la regio´n del seno del fluido, permanecera´n constantes a lo
largo de todo el proceso.
Â Con estas datos iniciales se resuelven las ecuaciones (6.4) y (6.9) o – (6.10), en fun-
cio´n de la relacio´n de cierre que se considere –. El me´todo empleado en este caso para
resolver la ecuacio´n integral es el GMRESNL. Si se ha empleado una aproximacio´n
inicial lo suficientemente buena para el perfil de densidad, entonces el ca´lculo aca-
bar´ıa aqu´ı y posteriormente habr´ıa que calcular las funciones de distribucio´n de tres
cuerpos a partir de la expresio´n (6.2). En tal caso las teor´ıas empleadas se denominan
IHNC o IHMSA, segu´n se empleen las relaciones de cierre (6.9) o (6.10) respectiva-
mente. Para nombrar las teor´ıas hemos empleado la terminolog´ıa de Fushiki (1991)
en la que la I denota que se trata de una aproximacio´n inhomoge´nea.
Ã En caso de que se desee mejorar el perfil de densidad, habra´ que recalcularlo a
partir de la expresio´n (6.15) y volver al paso anterior hasta obtener unas funciones
s(r1, r2, θ) y g(r) consistentes. En este caso las teor´ıas empleadas se denominan
HNC3 y HMSA3.
Este proceso se resume en el diagrama de flujo de la figura 6.1.2, en el que se ha
designado a la contribucio´n del seno del fluido en 6.6 gene´ricamente como sˆb.
6.1.3. Correlaciones pares y triples en fluidos simples. L´ıqui-
do LJ y l´ıquido Ih superenfriado.
Como ya hemos comentado, el ordenamiento icosae´drico (Ih) juega un papel esencial
en la formacio´n de vidrios en los sistemas simples. El potencial de Dzugutov fue disen˜ado
espec´ıficamente para reproducir este tipo de comportamiento en los sistemas puros, y en
este caso se empleara´ en el estudio de las correlaciones par y triple contrasta´ndolo los
resultados con los de un sistema LJ truncado (ver Fig. 4). En la tabla 6.1
En este apartado se ilustra la aplicabilidad de la teor´ıa IOZ para estudiar sistemas
con diferente comportamiento a altas densidades. Por un lado se considerara´ un fluido
de Lennard-Jones truncado a densidad reducida ρ∗=0.85 y T ∗=0.73 correspondiente a un
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Figura 6.2: Diagrama de flujo para la obtencio´n de g(3)(r, r′) mediante la teor´ıa IOZ.
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Figura 6.3: Potenciales pares empleados en este apartado; el potencial Ih esta´ dado por la ecuacio´n 4.4
(l´ınea so´lida) y el LJ (l´ınea discontinua). E´ste u´ltimo se ha desplazado para ilustrar la coincidencia de
los dos potenciales alrededor del mı´nimo y de la regio´n del nu´cleo.
estado superenfriado. Por otro lado se estudiara´ un sistema icosae´drico a densidad redu-
cida ρ∗=0.88 y a las temperaturas T ∗=1.6 y T ∗=0.5, correspondientes respectivamente al
l´ıquido propiamente dicho y a un estado superenfriado. Con el fin de evaluar la capacidad
de la teor´ıa IOZ para reproducir este tipo de sistemas se han empleado como referencia
resultados de simulacio´n. En concreto, se han llevado a cabo simulaciones MD en el colec-
tivo cano´nico (NVT) por medio del programa DLPOLY (1994). En todos los casos se han
empleado 1372 part´ıculas en la caja de simulacio´n con condiciones de contorno perio´dicas.
El estado superenfriado (T ∗=0.5) se consiguio´ realizando una serie de pasos de en-
friamiento acoplando un ban˜o termosta´tico a temperatura T ∗b (t) al sistema. Para ello se
empleo´ un termostato de Berendsen (Berendsen et al., 1984) y as´ı ir enfriando el sistema
linealmente en el tiempo siguiendo la ecuacio´n T ∗b (t)=T
∗
s -γt, donde γ es la velocidad de
enfriamiento, y t el tiempo de simulacio´n. El proceso de enfriamiento se llevo´ a cabo con
γ = 4 × 1010 sec−1 comenzando desde T∗=1.6 hasta llegar al estado superenfriado. El
paso de tiempo de la simulacio´n fue de 2,5 fs y la longitud total de 175 ps, de los cuales
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Figura 6.4: Funciones de distribucio´n par obtenidas mediante simulacio´n y teor´ıa. Gra´fica superior: sistema
LJ a T ∗=0.73. Gra´fica inferior: sistema Ih a T ∗=1.6
150 ps fueron de ca´lculo.
Las funciones de distribucio´n par para el sistema LJ se muestran en la gra´fica superior
de la figura 6.4, donde aparecen tanto los datos de simulacio´n como los de diferentes
aproximaciones teo´ricas. En primer lugar observa que la aproximacio´n HMSA concuerda
de manera excelente con los datos de simulacio´n. Por otra parte, cuando se utiliza esta
aproximacio´n al nivel de tres part´ıculas dentro de la teor´ıa HMSA3, se obtienen resultados
pra´cticamente indistinguibles de los anteriores. Hay que recordar que en este caso en la
teor´ıa HMSA3 el para´metro de mezcla α de la relacio´n de cierre es el correspondiente a
la aproximacio´n a nivel par (HMSA). Esto se debe a que el ca´lculo de la compresibilidad
isoterma a partir del teorema de fluctuacio´n para la aproximacio´n inhomoge´nea no ser´ıa
suficientemente preciso como para incluirlo en un ciclo de consistencia termodina´mica
como el requerido por la aproximacio´n HMSA (Attard, 1991).
En cuanto al sistema Ih en el estado l´ıquido (T ∗=1.6) las funciones g(2)(r) se muestran
en la gra´fica inferior de la figura 6.4. Cuando se emplea la aproximacio´n HMSA los resulta-
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Figura 6.5: Funciones de distribucio´n par para el l´ıquido superenfriado Ih obtenidas mediante diferente
simulacio´n MD y diferentes aproximaciones teo´ricas.
dos son semejantes a los comentados para el caso del potencial LJ, mientras que al utilizar
la teor´ıa HNC3 la mejora respecto a la aproximacio´n HNC par se hace ma´s visible, tal y
como observo´ ya Attard en 1991. A pesar de esto hay que sen˜alar que la aproximacio´n
HNC3 no mejora los buenos resultados proporcionados por las teor´ıas HMSA y RHNC.
Cuando el sistema se enfr´ıa la situacio´n cambia radicalmente. En primer lugar, la ecua-
cio´n HMSA es incapaz de alcanzar la consistencia termodina´mica. La mejor consistencia
se consigue para el caso de α = 0, esto es, para la aproximacio´n SMSA (’soft core Mean
Spherical Aproximation), con unos resultados francamente pobres. As´ı pues, u´nicamen-
te se muestran aqu´ı resultados con las ecuaciones HNC y HNC3, que se representan en
la figura 6.5 junto con los ca´lculos RHNC empleando el criterio de optimizacio´n de la
energ´ıa libre (Lado et al., 1983). Si se observa esta gra´fica el primer detalle que llama la
atencio´n es que las aproximaciones pares – HNC y RHNC – claramente ignoran el hom-
bro que aparece en el segundo pico correspondiente a la segunda esfera de coordinacio´n.
Este rasgo es caracter´ıstico del proceso de vitrificacio´n Dzugutov (1992) y esta´ asocia-
do a la coordinacio´n local t´ıpica de los sistema v´ıtreos. Este fallo de las aproximaciones
pares es compatible con los ca´lculos realizados por Zerah y Hansen (1986), gracias a los
cuales se demostraba que la teor´ıa HMSA no era capaz de reproducir los resultados de
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simulacio´n para el potencial de esferas blandas ma´s alla´ de la transicio´n v´ıtrea (Υ=1.92,
siendo Υ = ρ∗(T ∗)−1/4)). En cuanto a las aproximaciones a nivel de tres cuerpos, ya se
ha mencionado que la teor´ıa SMSA3 no da buenos resultados, cosa que por otro lado no
ha de sorprender demasiado dado el cara´cter lineal de esta aproximacio´n. Sin embargo la
teor´ıa HNC3, aunque sobreestima la importancia de los picos (caracter´ıstica comu´n de la
HNC a altas densidades), s´ı logra localizar de manera acertada su posicio´n y tambie´n la
forma del hombro en la segunda esfera de coordinacio´n.
Como se ha mencionado anteriormente, este hombro es una consecuencia directa del
proceso de vitrificacio´n y esta´ directamente relacionado con el orden preferencial icosae´dri-
co de los sistemas con potencial de Dzugutov superenfriados Dzugutov (1992). Este tipo
de ordenamiento se aleja del comportamiento t´ıpico de los sistemas de esferas duras o
LJ, y para una correcta descripcio´n del mismo se necesitan aproximaciones que inclu-
yan al menos las correlaciones triples, dado que estos efectos se escapan a los promedios
impl´ıcitos en las teor´ıas pares.
Con el fin de dar alguna idea de la estructura triple de estos sistemas se ha analizado
el comportamiento de la funcio´n τ(r, s, t) = ln[g(3)(r, s, t)/g(r)g(s)g(t)]. El denominador
del argumento no es ma´s que la aproximacio´n de superposicio´n de Kirkwood. En realidad
τ(r, s, t) es esencialmente un potencial triple de exceso de fuerza media si se considera que
la KSA representa el l´ımite de baja densidad (ideal) de las correlaciones de tres cuerpos,
esto es, g(3)(r, s, t) = g(r)g(s)g(t)exp[−τ(r, s, t)]. A modo de ejemplo se ha representado
en la figura 6.6 la funcio´n τ(r) = τ(r, r, r) para configuraciones de tria´ngulo equila´tero a
distancias correspondientes a los primeros picos de g(2)(r), tanto en el caso del l´ıquido LJ
como en el Ih superenfriado.
La separacio´n de τ(r) respecto al valor cero mide la correccio´n a la aproximacio´n de
Kirkwood de tal forma que los valores positivos significan que el triplete es ma´s probable de
lo que predice la teor´ıa KSA, mientras que los valores negativos indican que tales tripletes
suceden menos frecuentemente de lo que indica el ansatz cla´sico. As´ı pues, para el l´ıquido
LJ los resultados de la teor´ıa HNC3 esta´n de acuerdo con los resultados de simulacio´n
y en especial a distancias cortas, de forma que se confirman los buenos resultados de
esta aproximacio´n para este tipo de sistemas (Attard, 1991; Bildstein y Kahl, 1994). En
la gra´fica inferior de la figura 6.6 se observa que en el Ih superenfriado las desviaciones
de la aproximacio´n KSA son positivas y muy grandes a distancias cortas, en contraste
con la tendencia mostrada por el fluido LJ. Este comportamiento es reproducido de forma
cualitativa por la HNC3, aunque en general esta teor´ıa se desv´ıa bastante de los resultados
de simulacio´n para distancias medias. Estas desviaciones se pueden atribuir en parte a
las diferencias de amplitud en g(2)(r), que al estar multiplicadas en el denominador de
τ(r) se magnifican au´n ma´s. La validez de esta idea se confirma a continuacio´n al analizar
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Figura 6.6: τ(r) calculado mediante la aproximacio´n HNC3 se compara con los resultados de simulacio´n
para el caso LJ y el l´ıquido Ih superenfriado.
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Figura 6.7: Los resultados de teor´ıa y simulacio´n de la funcio´n de distribucio´n triplete en configuraciones
de tria´ngulo iso´sceles para el caso LJ son representados frente a θ para valores de r correspondientes
a los dos primeros ma´ximos de g(2)(r) (ver Fig. 6.4. La intensidad de g(3)(r, r, θ) para r2 = 2,06 se ha
multiplicado por 5 para poder ser representada en la misma escala del eje que la correspondiente a la
primera capa de coordinacio´n.
directamente las correlaciones de tres cuerpos.
Otro modo de analizar la topolog´ıa de corto alcance de estos sistemas es calcular la
funcio´n de distribucio´n triplete para configuraciones de tria´ngulo iso´sceles, esto es, para
g(3)(r, s, θ) con r = s, y donde θ una vez ma´s es el a´ngulo entre r y s. Estas funciones se han
calculado y representado en las figuras 6.7 y 6.8 para el l´ıquido LJ y el Ih superenfriado
respectivamente, y los valores de r corresponden a los dos primeros ma´ximos de g(2)(r), y
tambie´n a la posicio´n del hombro en el l´ıquido Ih superenfriado. Ahora el acuerdo entre
simulacio´n y teor´ıa para los casos LJ e Ih es bastante bueno. Por otro lado, hay grandes
diferencias en el comportamiento de las correlaciones triplete para estos dos sistemas. En
particular, el ma´ximo de g(3)(r, r, θ) correspondiente a la segunda esfera de coordinacio´n
presente en 100o para el l´ıquido Ih superenfriado (90o en el fluido LJ) que se desdobla
en otros dos (80o − 90o y 110o − 120o). Este comportamiento inicialmente podr´ıa estar
directamente ligado a la mayor coordinacio´n del l´ıquido Ih superenfriado, que como se
observa es reproducido cualitativamente de forma correcta por la aproximacio´n HNC3.
En cuanto a los cinco ma´ximos que aparecen en la segunda esfera de vecinos, se podr´ıan
asociar a la coordinacio´n de orden cinco t´ıpica del orden icosae´drico, aunque ser´ıa necesario
un ana´lisis geome´trico ma´s exhaustivo para confirmar esta hipo´tesis.
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En definitiva se ha analizado la capacidad de la ecuacio´n IOZ empleando la relacio´n
de cierre HNC para determinar la estructura par y triple de un sistema caracterizado
por un orden de corto alcance icosae´drico que t´ıpicamente se desv´ıa del comportamiento
cla´sico de los l´ıquidos como el LJ o el fluido de HS. Puesto que la aproximacio´n HNC3
es capaz de reproducir la estructura par de forma adecuada dando cuenta del hombro
en la segunda esfera de coordinacio´n t´ıpico de los sistemas icosae´dricos, queda patente la
utilidad de la informacio´n relativa a las correlaciones de tres cuerpos en la descripcio´n de
estos sistemas.
6.2. Generalizacio´n de la teor´ıa IOZ para sistemas multicom-
ponentes.
6.2.1. Ecuacio´n de Ornstein-Zernike Inhomoge´nea
La ecuacio´n integral inhomoge´nea
En el caso de una mezcla de n componentes (µ, ν, ...) la ecuacio´n IOZ relaciona
la funcio´n de correlacio´n par total h
(2)
µνγ(r1, r2) con la funcio´n de correlacio´n directa par
c
(2)
µνγ(r1, r2),
h(2)µνγ(r1, r2, θ12) = c
(2)
µνγ(r1, r2, θ12) +
n∑
λ=1
∫
dr4ρλγ(r4)c
(2)
µλγ(r1, r4, θ14)h
(2)
λνγ(r4, r2, θ42).(6.16)
Las part´ıculas µ y ν corresponden a las coordenadas r1 y r2, y la tercera part´ıcula γ,
situada en el origen del triplete, representa la fuente de la inhomogeneidad en el sistema.
Asimismo, estas variables se relacionan de la siguiente forma a trave´s del teorema del
coseno cos θij = rirj/rirj.
Es necesario destacar que, a diferencia de como ocurre en un sistema puro (Fushiki,
1991; Attard, 1991), en esta ocasio´n s´ı aparece la part´ıcula fuente de manera expl´ıcita
en la notacio´n de la teor´ıa, puesto que al tratarse de un sistema multicomponente la
identidad de la part´ıcula fuente puede cambiar y por este motivo debe especificarse en
cada caso. De ah´ı que en lo sucesivo se designe a la part´ıcula fuente subrayando su ı´ndice
correspondiente.
En general, en una mezcla de n componentes hay n2 × (n + 1)/2 ecuaciones como
la ecuacio´n integral (6.16) que relacionan las n2 × (n + 1)/2 funciones inhomoge´neas
independientes f
(2)
µνγ(r1, r2).
Dado que este sistema posee simetr´ıa esfe´rica, es posible hacer el mismo tratamiento
que en el caso puro (Attard, 1989, 1991) y factorizar la ecuacio´n integral Ornstein-Zernike
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en polinomios de Legendre, obteniendo los coeficientes
hˆ
µνγ
m (r1, r2) = cˆ
µνγ
m (r1, r2) +
4pi
2m+ 1
n∑
λ=1
∫
dr4r
2
4ρλγ(r4)cˆ
µλγ
m (r1, r4)hˆ
λνγ
m (r4, r2). (6.17)
Al igual que en (6.5) las funciones sobre las cuales aparece el s´ımbolo ˆ representan
los coeficientes de la transformacio´n de Legendre de las correspondientes funciones pares
inhomoge´neas.
En el caso particular de una mezcla de dos componentes α y β, como el que se estu-
diara´ en este cap´ıtulo, las seis ecuaciones obtenidas a partir de (6.16) son
h(2)ααα(r1, r2, θ12) = c
(2)
ααα(r1, r2, θ12) +
∫
dr4ραα(r4)c
(2)
ααα(r1, r4, θ14)h
(2)
ααα(r4, r2, θ42)
+
∫
dr4ρβα(r4)c
(2)
αβα(r1, r4, θ14)h
(2)
βαα(r4, r2, θ42)(6.18)
h
(2)
ββα(r1, r2, θ12) = c
(2)
ββα(r1, r2, θ12) +
∫
dr4ραα(r4)c
(2)
βαα(r1, r4, θ14)h
(2)
αβα(r4, r2, θ42)
+
∫
dr4ρβα(r4)c
(2)
ββα(r1, r4, θ14)h
(2)
ββα(r4, r2, θ42)(6.19)
h
(2)
αβα(r1, r2, θ12) = c
(2)
αβα(r1, r2, θ12) +
∫
dr4ραα(r4)c
(2)
ααα(r1, r4, θ14)h
(2)
αβα(r4, r2, θ42)
+
∫
dr4ρβα(r4)c
(2)
αβα(r1, r4, θ14)h
(2)
ββα(r4, r2, θ42),(6.20)
h
(2)
βββ(r1, r2, θ12) = c
(2)
βββ(r1, r2, θ12) +
∫
dr4ραβ(r4)c
(2)
βαβ(r1, r4, θ14)h
(2)
αββ(r4, r2, θ42)
+
∫
dr4ρββ(r4)c
(2)
βββ(r1, r4, θ14)h
(2)
βββ(r4, r2, θ42)(6.21)
h
(2)
ααβ(r1, r2, θ12) = c
(2)
ααβ(r1, r2, θ12) +
∫
dr4ραβ(r4)c
(2)
ααβ(r1, r4, θ14)h
(2)
ααβ(r4, r2, θ42)
+
∫
dr4ρββ(r4)c
(2)
αββ(r1, r4, θ14)h
(2)
βαβ(r4, r2, θ42)(6.22)
h
(2)
αββ(r1, r2, θ12) = c
(2)
αββ(r1, r2, θ12) +
∫
dr4ραβ(r4)c
(2)
ααβ(r1, r4, θ14)h
(2)
αββ(r4, r2, θ42)
+
∫
dr4ρββ(r4)c
(2)
αββ(r1, r4, θ14)h
(2)
βββ(r4, r2, θ42).(6.23)
Las tres primeras ecuaciones corresponden al grupo que contiene la part´ıcula α como
part´ıcula fuente, y las tres u´ltimas constituyen el grupo con part´ıcula fuente β.
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De este modo, la ecuacio´n (6.16) consta de tres conjuntos de inco´gnitas: h
(2)
µνγ(r1, r2, θ12),
c
(2)
µνγ(r1, r2, θ12), y el perfil de densidad ρλγ(r). En consecuencia, son necesarias dos ecua-
ciones ma´s adema´s de la ecuacio´n integral: la relacio´n de cierre y el perfil de densidad.
Como ya hemos visto e´ste u´ltimo esta´ relacionado con la funcio´n de distribucio´n par segu´n
la expresio´n
ρµγ(r) = ρµgµγ(r). (6.24)
El tratamiento de largo alcance en (6.17) es el mismo que se ha empleado en el caso
puro en la ecuacio´n (6.8)
La relacio´n de cierre
Como ya se ha explicado con anterioridad, la relacio´n de cierre relaciona el potencial
de interaccio´n con las funciones de correlacio´n par. Su forma gene´rica para un sistema
inhomoge´neo en la formulacio´n de la part´ıcula fuente ser´ıa la siguiente
g(2)µνγ(r1, r2, θ12) = exp{−βvµν(r12) + h(2)µνγ(r1, r2, θ12)− c(2)µνγ(r1, r2, θ12) +Bµνγ(r1, r2, θ12)}(6.25)
Las diversas aproximaciones a la funcio´n puente dan lugar a las distintas relaciones de
cierre que ya hemos visto: HNC, HMSA, SCVM, etc...
El perfil de densidad
En los sistemas inhomoge´neos la densidad de equilibrio no es invariante translacional.
Esto sucede tambie´n cuando se aplica el formalismo de la part´ıcula fuente al estudio de
correlaciones de tres cuerpos; la densidad deja de ser constante y ya no puede sacarse
fuera de la integral en la ecuacio´n (6.16), de manera que ha de encontrarse una expresio´n
para el perfil de densidad correspondiente que relacione la distribucio´n de densidad y la
funcio´n de correlacio´n par. Existen diversas ecuaciones que establecen esta conexio´n, y
aqu´ı al igual que en la seccio´n 6.1 se ha utilizado la ecuacio´n TZWLMB (Kjellander y
Sarman, 1990; Triezenberg y Zwanzig, 1972). Su expresio´n general es la expresada en la
ecuacio´n (6.11), y su generalizacio´n a mezclas es inmediata.
Una vez integrada la ecuacio´n (6.11) para sistemas multicomponentes adquiere la
forma
ρ(2)µγ (r1) = ρµ exp
{
−βVµγ(r1)−
∫ r
∞
dr1
4pi
3
β
n∑
λ=1
∫ ∞
0
dr2r
2
2ρλγ(r2)hˆ
µλγ
1 (r1, r2)V
′
λγ(r2)
}
,(6.26)
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y para una mezcla de n componentes es posible escribir n2 expresiones como esta, a partir
de las cuales se obtienen las n2 funciones de distribucio´n a´tomo-a´tomo de la mezcla.
El tratamiento de largo alcance para (6.26) es el mismo que se ha empleado en el caso
puro
gµγ(r1) = exp
{
−βVµγ(r1)−
∫ rlim
0
dr1
4pi
3
β
n∑
λ=1
∫ rcut
rcore
dr2r
2
2ρλgλγ(r2)hˆ
µλγ
1 (r1, r2)V
′
λγ(r2)
−
∫ 2rlim
rlim
dr1
4pi
3
β
n∑
λ=1
∫ rcut
rcore
dr2r
2
2ρλgλγ(r2)hˆ
µλγ,∞
1 (r1, r2)V
′
λγ(r2)
}
(6.27)
La funcio´n de distribucio´n de tres cuerpos en una mezcla se calcula por medio de la
factorizacio´n
g(3)µνγ(r1, r2, cos θ12) = gµγ(r1)gνγ(r2)g
(2)
µνγ(r1, r2, cos θ12), (6.28)
donde la funcio´n g
(2)
µνγ(r1, r2, cos θ12) representa la probabilidad de encontrar las part´ıculas
µ y ν respectivamente a distancias r1 y r2 de la part´ıcula fuente γ, θ12 es el a´ngulo entre
los vectores r1 y r2, y gµν(ri) es la funcio´n de distribucio´n par homoge´nea.
6.2.2. Correlaciones de tres cuerpos en una mezcla de Lennard-
Jones.
En apartados anteriores se ha mostrado la importancia de la teor´ıa IOZ en la carac-
terizacio´n estructural de l´ıquidos simples.
En este apartado se ilustrara´ la validez de la extensio´n de la teor´ıa IOZ en sistemas
multicomponentes – desarrollada en el apartado anterior – estudiando dos mezclas aditivas
de Lennard-Jones con diferente relacio´n de dia´metros, a saber σαα/σββ = 0,8 y σαα/σββ =
0,5. En estos sistemas las relaciones de cierre empleadas son la HNC y la HMSA, que
combinadas con la ecuacio´n TZWLMB dan lugar a resultados que, como se vera´, esta´n
de acuerdo con los datos de simulacio´n de referencia. En concreto, se mostrara´ que en el
caso ma´s asime´trico estas teor´ıas claramente superan los resultados de la aproximacio´n
HMSA autoconsistente a nivel de dos part´ıculas.
Para obtener las funciones de distribucio´n par y triple primeramente hay que resolver
las ecuaciones (6.16) y (6.25) junto con las relaciones del perfil de densidad (6.11). Al
igual que en el sistema LJ puro de la seccio´n 6.1, aqu´ı hemos empleado la relacio´n de
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cierre HMSA que para mezclas se generaliza a la expresio´n
g(2)µνγ(r1, r2, θ12) = exp{−βvµν1 (r12)}
×
(
1− exp{m(r12)[h
(2)
µνγ(r1, r2, θ12)− c(2)µνγ(r1, r2, θ12)− βvµν2 (r12)]} − 1
f(r12)
)
,(6.29)
donde m(r12) = 1− exp−αr12 es la funcio´n de interpolacio´n y el potencial vµν(r12) queda
dividido en un nu´cleo blando de repulsio´n vµν1 y una cola atractiva v
µν
2 siguiendo el criterio
introducido por Weeks et al. (1971). Para fluidos uniformes el para´metro α se determina
mediante consistencia termodina´mica, requiriendo que la presio´n calculada mediante el
teorema de fluctuacio´n y la ecuacio´n del virial este´n de acuerdo. Sin embargo, en este caso
dicho procedimiento resulta impracticable dada la dificultad en estimar la compresibilidad
a partir de la ecuacio´n IOZ (Attard, 1991). As´ı pues, siguiendo las mismas pautas que en el
trabajo de Kjellander y Sarman (1990) en estos ca´lculos se ha utilizado el mismo para´metro
α que el obtenido para el fluido homoge´neo en las mismas condiciones termodina´micas. Es
conveniente resaltar en este punto que cuando α→ 0 se recupera la aproximacio´n SMSA,
mientras que α→∞ reduce la ecuacio´n (6.29) a la aproximacio´n HNC. Recordemos que
en una mezcla de n especies aparecen n × (n + 1)/2 relaciones independientes igual a la
ecuacio´n (6.29). A modo de comparacio´n, en los ca´lculos llevados a cabo para el potencial
LJ se han empleado tanto la aproximacio´n HNC como la HMSA a nivel de dos part´ıculas
en la relacio´n de cierre, lo que adema´s proporciona las estimaciones iniciales para las
ecuaciones HNC3 y HMSA3.
Si se observa detenidamente la ecuacio´n (6.16) se comprueba que cada ecuacio´n en
este sistema contiene funciones con la misma especie como fuente, de modo que para una
mezcla dada en principio el mencionado sistema se dividir´ıa en varios grupos de ecuaciones,
cada uno conteniendo u´nicamente funciones con un mismo tipo de part´ıcula fuente. En el
caso particular de una mezcla binaria como la que nos ocupa se tendr´ıan dos grupos, uno
formado por las ecuaciones (6.18)-(6.20) y el otro constituido por las ecuaciones (6.21)-
(6.23). Como ya hemos comentado anteriormente, la ruptura de simetr´ıa que acompan˜a al
intercambio de la part´ıcula fuente dentro de cada triplete implica que ραβ y ρβα no han de
ser necesariamente ide´nticas. Sin embargo, en este trabajo se ha asumido la aproximacio´n
ραβ = ρβα, que como se mostrara´ ma´s adelante se cumple de manera razonable. Esto
permite el desacoplamiento del sistema de ecuaciones (6.16) en los dos grupos que se
acaban de mencionar, siempre y cuando el perfil de densidad en ambos, que es el u´nico
factor de acoplamiento, sea calculado con el mismo grado de precisio´n.
El me´todo empleado para resolver cada subsistema de ecuaciones acoplado es el al-
goritmo general de minimizacio´n del resto para sistemas de ecuaciones no lineales (GM-
RESNL). Este me´todo ya se ha utilizado en el cap´ıtulo 5 para estudiar correlaciones de
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tres cuerpos en una mezcla de esferas duras dentro del contexto de la teor´ıa BHP (Jorge et
al., 2000), e incluso en la propia teor´ıa IOZ para resolver la ecuacio´n HNC3 en un l´ıquido
puro simple (Lomba et al., 2001). Adicionalmente, con el fin de mejorar la estabilidad de
la convergencia en los ca´lculos se ha adoptado un algoritmo de mezcla (Broyles, 1960)
tanto para la funcio´n de correlacio´n directa como para el perfil de densidad. El lector
podra´ encontrar una explicacio´n ma´s detallada en el ape´ndice B.
En este tipo de problemas los requerimientos de memoria aumentan ra´pidamente con
el nu´mero de especies y con el nu´mero de puntos en la malla de las funciones discretizadas,
haciendo los ca´lculos bastante tediosos. En este sentido se puede hacer una gran simpli-
ficacio´n si se tiene en cuenta que una funcio´n par inhomoge´nea gene´rica f
(2)
µµγ(r1, r2, θ12)
es sime´trica respecto al intercambio de las variables r1 y r2, independientemente de la
identidad de la fuente γ. As´ı pues, las dimensiones de las matrices asociadas se pueden
reducir a la mitad.
En cuanto a los detalles nume´ricos, las funciones pares homoge´neas calculadas en las
aproximaciones HNC y HMSA se han discretizado en una malla de 2048 puntos con un
intervalo de 0,04σ, siendo σ el para´metro de alcance del potencial de Lennard-Jones de
la part´ıcula ma´s pequen˜a. Con el fin de economizar recursos se ha establecido un nu´cleo
de corte de 0,7σ en las funciones para dar cuenta de las fuertes repulsiones a cortas
distancias. Las soluciones del sistema de ecuaciones inhomoge´neo (6.16), (6.29) y (6.26)
se han obtenido empleando 150 puntos en la coordenada radial, y 60 nodos angulares
en la transformada discreta de Legendre. Para el me´todo GMRESNL se han utilizado 5
direcciones de bu´squeda, y la convergencia en las funciones de correlacio´n y el perfil de
densidad se consiguio´ con el cumplimiento de la condicio´n√∑Nd
i=1(f
n+1
i − fni )2
Nd − 1 < ε (6.30)
para cada funcio´n f
(2)
µνγ y ρµγ. Aqu´ı Nd es el nu´mero de puntos y n designa una determinada
iteracio´n. En este caso concreto el para´metro ε se fijo´ en un valor de 10−3. En total
los ca´lculos llevados a cabo en estas condiciones requirieron alrededor de 200 Mbytes de
memoria para cada grupo de tres ecuaciones acopladas que pueden ser resueltos de manera
independiente.
Como se comento´ al principio de este apartado, la validez de la extensio´n de la teor´ıa
IOZ en el caso de sistemas multicomponentes se ha verificado haciendo ca´lculos para dos
mezclas de LJ, denominadas A y B, con las caracter´ısticas que se recogen en la tabla 6.2.
En ambas mezclas se tiene que ρ = ρα + ρβ, xµ = ρµ/ρ y T
∗ = KBT/αα. Los para´metros
de interaccio´n en el potencial de Lennard-Jones son αα = αβ = ββ, y se ha empleado la
regla de Lorentz para definir σαβ. Como unidad de longitud se ha utilizado σαα.
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Cuadro 6.2: Caracter´ısticas de las disoluciones estudiadas.
Mezcla σαα/σββ ρσ3αα xα T
∗ αHMSA
A 0.8 0.5302 0.5 1.0 0.16382
B 0.5 0.1063 0.25 0.85 0.13826
Los resultados de referencia con los que se han comparado los datos de teor´ıa se han
generado por medio de simulaciones de Dina´mica Molecular en el colectivo cano´nico con
una muestra de 864 part´ıculas. La temperatura en estos ca´lculos se ha estabilizado usando
un termostato de Berendsen (Berendsen et al., 1984) con una constante de tiempo para el
acoplamiento de temperatura de 0,4 ps, siendo el paso de tiempo de simulacio´n de 0,001
ps. En cuanto al periodo de equilibrado se ha estipulado en 5 × 104 pasos de tiempo,
mientras que el nu´mero de pasos de produccio´n ha sido de 2,5× 105.
Al igual que en el caso de un solo componente la ecuacio´n IOZ requiere una estimacio´n
inicial para las funciones de distribucio´n par inhomoge´neas y el perfil de densidad ρµγ(r).
Como valores iniciales se han tomado las correspondientes cantidades obtenidas con las
ecuaciones integrales homoge´neas en las aproximaciones HNC y HMSA. Estas funciones
se representan en las figuras 6.9 y 6.2.2 para las dos mezclas descritas en la tabla 6.2.
Primeramente llama la atencio´n la mejora significativa de la aproximacio´n HMSA sobre
la HNC para el sistema A visible en la figura 6.9. Sin embargo, a medida que se incrementa
la asimetr´ıa en la relacio´n de para´metros σ la calidad de las predicciones teo´ricas empeora,
y as´ı en la gra´fica 6.2.2 se observa la dificultad de la HMSA para reproducir los primeros
picos en gαα y gαβ. Por otra parte, esta deficiencia de la mencionada aproximacio´n ha
sido documentada con anterioridad en mezclas similares (Ould-Kadour y Pastore, 1994).
A pesar de que los resultados de la teor´ıa HNC muestren en este caso el desplazamiento
caracter´ıstico en todas las posiciones de los picos, en general presentan un mayor acuerdo
con la simulacio´n.
En ocasiones anteriores (Attard, 1991; Lomba et al., 2001) se ha podido comprobar que
la utilizacio´n de las mismas relaciones de cierre a nivel de tres part´ıculas en la ecuacio´n
IOZ conduce a mejoras considerables en las funciones de correlacio´n par. En este caso
nuevamente confirman este hecho las figuras 6.11(a) y 6.11(b), en las que se representan
resultados de gµν para las aproximaciones HNC3 y HMSA3 para los sistemas A y B
respectivamente. La capacidad de este me´todo para mejorar las relaciones de cierre a
nivel de dos part´ıculas es ma´s pronunciado en el caso de la aproximacio´n HNC a medio
alcance, donde el desplazamiento de las posiciones de los picos es corregido, mientras que
a cortas distancias la mejora sobre los resultados de la teor´ıa HMSA para la mezcla ma´s
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Figura 6.9: Funciones de distribucio´n par calculadas a partir de ecuaciones integrales homoge´neas versus
simulacio´n para la mezcla A. La notacio´n se explica en la leyenda.
110 TEORI´A ORNSTEIN-ZERNIKE INHOMOGE´NEA
0 1 2 3 4 5
r*=r/σ
αα
0
1
2
3
4
g µ
ν(r
*)
1 2 3 4 5
0.8
1
1.2
1.4
MD
HNC
HMSA
g
αα
(r*)
g
αβ(r*)
gββ(r*)
Fig. 2
Figura 6.10: Funciones de distribucio´n par calculadas a partir de ecuaciones integrales homoge´neas versus
simulacio´n para la mezcla B. La notacio´n se explica en la leyenda.
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Figura 6.11: Funciones de distribucio´n par para la mezcla evaluadas a partir de ecuaciones integrales
inhomoge´neas por medio de la ecuacio´n (6.16), comparadas con resultados de simulacio´n MD. La notacio´n
se explica en la leyenda.
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Figura 6.12: Dependencia de la estructura del fluido con la eleccio´n de la part´ıcula fuente, ilustrada por
medio de las funciones de distribucio´n de mezcla gαβ 6= gβα.
asime´trica es digno de mencio´n. En general, por tanto, puede decirse que la aproximacio´n
HMSA3 es ligeramente superior a la HNC3.
Se ha mencionado a lo largo de este cap´ıtulo el hecho de que el intercambio de las
part´ıculas en un triplete determinado conduce a diferentes aproximaciones para la misma
funcio´n. Esta caracter´ıstica es inherente a la teor´ıa, aunque en el caso de mezclas tiene
la consecuencia inmediata de limitar el desacoplamiento del sistema de ecuaciones (6.16).
A pesar de esto, en este trabajo se ha desacoplado el sistema de ecuaciones y consecuen-
temente gαβ y gβα se han considerado como una funcio´n u´nica. Esta suposicio´n es una
aproximacio´n dado que gµγ es proporcional al perfil de densidad de las part´ıculas µ al-
rededor de la fuente γ, e intuitivamente su valor deber´ıa ser mejor cuanto menor es la
perturbacio´n inducida por la part´ıcula fuente. Es decir, se esperar´ıa obtener mejores re-
sultados cuando la part´ıcula fuente es pequen˜a. Este hecho se puede ilustrar comparando
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gαβ y gβα en la figura 6.12 para los sistemas A y B. Primeramente se observa que el mejor
acuerdo entre gαβ y gβα se obtiene cuando la asimetr´ıa es menor, esto es, en la mezcla
A. Adema´s, este mismo argumento explicar´ıa las desviaciones de gαβ de los resultados
de simulacio´n en las dos mezclas, tanto para la aproximacio´n HNC3 como para la HM-
SA3. Puesto que la part´ıcula β es ma´s grande en el sistema B, tambie´n han de esperarse
discrepancias mayores respecto a la simulacio´n en esta mezcla.
Teniendo en cuenta que para fluidos simples la relacio´n de cierre HMSA es consisten-
temente superior a la HNC, un detalle que llama poderosamente la atencio´n en la figura
6.12(b) es el hecho de que cuando la part´ıcula fuente es β el desacuerdo con los resultados
de simulacio´n sea mayor para la aproximacio´n HMSA3 que para la HNC3. Sin embargo,
hay que recordar que el para´metro de mezcla en la teor´ıa HMSA es determinado para
la ecuacio´n integral homoge´nea, que como se ha visto en la figura 6.2.2 no reproduce
adecuadamente la altura de los picos. As´ı pues, no ser´ıa de extran˜ar que este para´metro
resultara inapropiado para la teor´ıa inhomoge´nea, lo que dar´ıa una posible explicacio´n al
comportamiento de la gra´fica 6.12(b). En este sentido se podr´ıa utilizar la discrepancia
entre las funciones gµγ’s para implementar un posible criterio de consistencia en el sistema
completo (6.18)-(6.19) con el fin de buscar una ecuacio´n integral aproximada mejor.
En cuanto a la estructura triple, en las figuras 6.13 -6.15 se representan las seis posibles
funciones de distribucio´n de tres cuerpos para la mezcla A, mientras que en las figuras 6.16
- 6.18 se hallan las correspondientes a la mezcla B. Los resultados se comparan con las
aproximaciones KSA y CA, y en la parte inferior de cada gra´fico se representan tambie´n
las funciones Γ(r, s, θ)
Γµνγ(r1, r2, cos θ12) =
g
(3)
µνγ(r1, r2, cos θ12)
gµγ(r1)gνγ(r2)gµν(r12)
=
g
(2)
µνγ(r1, r2, cos θ12)
gµν(r12)
. (6.31)
Las configuraciones recogidas en las figuras anteriores representan tripletes con dis-
tancias entre part´ıculas correspondientes a los primeros picos en gµν . Adicionalmente, y
con el fin de facilitar la comprensio´n de los datos, en la gra´fica superior de cada caso se
ha dibujado el tipo de configuracio´n triplete que se analiza. El objetivo de agrupar las
gra´ficas de dos en dos en cada figura es el de comparar de una manera ma´s directa el
efecto de la part´ıcula fuente, puesto que en todos los casos se representan configuracio-
nes homo´logas, entendiendo por esto que la una se convierte en la otra por sustitucio´n
simultanea de todas las part´ıculas. En cuanto a la mezcla A, en general se observa que
la teor´ıa HMSA3 proporciona la mejor aproximacio´n a los datos de simulacio´n. Una de
las virtudes que caracteriza a esta teor´ıa, y de la cual ya se ha hablado en el caso de
un solo componente, es la facilidad para capturar de forma cualitativa y cuantivativa la
tendencia de la estructura triple. Concretamente en la figura 6.13.(a) se ve co´mo la teor´ıa
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Figura 6.13: Funciones g(3)µνξ(rµξ, sνξ, θ) y Γµνξ(rµξ, sνξ, θ) para la mezcla A.
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Figura 6.14: Funciones g(3)µνξ(rµξ, sνξ, θ) y Γµνξ(rµξ, sνξ, θ) para la mezcla A.
HMSA3 tiene la misma tendencia de los datos de simulacio´n aunque existe un despla-
zamiento entre ambos para todos los valores del a´ngulo θ. Cuando se analiza la misma
configuracio´n con las part´ıculas de taman˜o ligeramente mayor (figura 6.13.(b), en la zona
de a´ngulos grandes el acuerdo cuantitativo es bastante bueno resultando algo peor para
a´ngulos menores.
Un patro´n similar se repite en la figura 6.14, en la que se ve claramente que las apro-
ximaciones HNC3 y HMSA3 son superiores a la aproximacio´n de convolucio´n. Tanto en
la gra´fica 6.14.(a) como en la 6.14.(b) los datos correspondientes a la teor´ıa HMSA3 se
ajustan a los de simulacio´n en mayor medida, aunque en el segundo caso las diferencias
cuantitativas son mayores que en el primero. En principio la justificacio´n de esta dife-
rencia entre las dos gra´ficas se podr´ıa achacar al hecho de que la part´ıcula fuente mayor
produce mayores perturbaciones en el medio, y en consecuencia aproximaciones peores
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Figura 6.15: Funciones g(3)µνξ(rµξ, sνξ, θ) y Γµνξ(rµξ, sνξ, θ) para la mezcla A.
para la funcio´n par inhomoge´nea. Sin embargo, los resultados de la figura 6.13 no apo-
yan excesivamente este argumento. De hecho una comparacio´n del efecto de la part´ıcula
fuente quiza´s resultase ma´s apropiado para mezclas ma´s asime´tricas, tal y como sucede
con la mezcla B. En este sentido la funcio´n par gµν es la que mejor puede ilustrar este
argumento, tal y como se mostro´ en la figura 6.12.
Por u´ltimo, en la figura 6.15 se representan las dos configuraciones que son asime´tricas
respecto al intercambio de argumentos. En ellas nuevamente se constata la superioridad
de la aproximacio´n HMSA3 sobre las dema´s, as´ı como los buenos resultados en valor
absoluto de esta teor´ıa respecto a la simulacio´n.
La mezcla B presenta una asimetr´ıa mayor en el taman˜o de part´ıculas, por lo que en
principio se espera observar de una manera ma´s acusada el efecto que provoca la part´ıcula
fuente en la estructura triple. Las gra´ficas correspondientes a este sistema se encuentran
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Figura 6.16: Funciones g(3)µνξ(rµξ, sνξ, θ) y Γµνξ(rµξ, sνξ, θ) para la mezcla B.
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Figura 6.17: Funciones g(3)µνξ(rµξ, sνξ, θ) y Γµνξ(rµξ, sνξ, θ) para la mezcla B.
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Figura 6.18: Funciones g(3)µνξ(rµξ, sνξ, θ) y Γµνξ(rµξ, sνξ, θ) para la mezcla A.
120 TEORI´A ORNSTEIN-ZERNIKE INHOMOGE´NEA
agrupadas en las figuras 6.16 - 6.17. Uno de los rasgos que ma´s llama la atencio´n en estas
gra´ficas es que la teor´ıa CA difiera de manera tan acusada de los datos de simulacio´n.
Puesto que esta aproximacio´n desprecia completamente la correlacio´n de tres cuerpos
(c
(3)
µνξ(r, r
′) = 0), estos resultados dan idea de la importancia de dichas correlaciones en
el sistema que nos ocupa. Otro detalle importante es el hecho de que en general las
discrepancias entre la aproximacio´n KSA y el resto de teor´ıas se ha incrementado respecto
a la mezcla A, motivo por el cual la escala y en las gra´ficas de Γµνξ(rµξ, sνξ, θ) se ha
aumentado ligeramente en algunas configuraciones.
Las gra´ficas (a) de las figuras 6.16, 6.17 y 6.18 representan configuraciones que en el
formalismo de la teor´ıa IOZ contienen como part´ıcula fuente la part´ıcula de menor taman˜o,
mientras que las gra´ficas (b) contienen como fuente la part´ıcula mayor. Los argumentos de
estas funciones corresponden a primeros picos en la funcio´n de distribucio´n par correson-
diente. Hasta ahora se ha visto que para tales configuraciones la funcio´n Γµνξ(rµξ, sνξ, θ)
normalmente presenta una forma creciente caracter´ıstica alcanzando un pico a a´ngulos
cercanos a los 100o, para descender nuevamente a a´ngulos mayores. Este comportamiento
se observa en las gra´ficas (b) referidas anteriormente, mientras que cuando la part´ıcula
fuente es la ma´s pequen˜a la tendencia cambia de modo que en Γµνξ(rµξ, sνξ, θ) no se ob-
serva ese decrecimiento para los a´ngulos ma´s grandes. Esas discrepancias respecto a la
teor´ıa KSA incluso para a´ngulos grandes indicar´ıan que dicha aproximacio´n estar´ıa infra-
valorando sustancialmente las correlaciones triplete en las mencionadas configuraciones.
Este argumento contribuye tambie´n a explicar los pobres resultados de la teor´ıa CA en
todo el rango de valores de θ, y en especial para los a´ngulos grandes. Continuando con
las gra´ficas (a) es importante resaltar que en los tres casos tanto la teor´ıa HNC3 como
la HMSA3 reproducen de manera adecuada la estructura triple de esta mezcla, aunque
la altura del primer pico en g
(3)
µνξ(rµξ, sνξ, θ) queda mejor ajustada con la aproximacio´n
HNC3. A este respecto cabr´ıa recordar los comentarios hechos sobre la figura 6.12 a tenor
de la influencia de la eleccio´n de la part´ıcula fuente en las funciones gµν .
6.2.3. Correlaciones de tres cuerpos en una mezcla de esferas
duras.
En este apartado se ilustrara´n los resultados de funcio´n de distribucio´n de tres cuerpos
para una mezcla binaria de esferas duras obtenidos con la teor´ıa IOZ propuesta por Attard.
En concreto, emplearemos como ejemplo la misma mezcla que se utilizo´ en el estudio de
la teor´ıa BHP en el apartado 5.4 del cap´ıtulo 5, esto es, una mezcla con σαα/σββ = 0,8.
Cuando se trabaja con sistemas modelados por potenciales discontinuos, como es el
caso de las esferas duras, el formalismo de la teor´ıa IOZ aplicado al ca´lculo de funciones
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de distribucio´n triple es esencialmente el mismo que el que ya se ha visto para potenciales
continuos. La u´nica diferencia entre los dos casos estriba precisamente en que ha de darse
un tratamiento especial a las funciones de distribucio´n discontinuas a la hora de hacer la
transformacio´n de Legendre, como se explicara´ ma´s adelante.
Al igual que en el apartado anterior, ahora tambie´n han de resolverse las ecuaciones
(6.16) y (6.25) junto con las relaciones del perfil de densidad (6.11) con el fin de determinar
las funciones de distribucio´n par y triple. En este caso se ha utilizado una relacio´n de
cierre autoconsistente, la aproximacio´n SCVM Lomba et al. (1996), ya que proporciona
muy buenos resultados a nivel de dos cuerpos. Siguiendo las ideas de Fushiki (1991) los
para´metros de autoconsistencia se han tomado de la solucio´n de la ecuacio´n homoge´nea,
al igual que se hizo en el caso puro para el potencial de Dzugutov y en el caso de mezclas
para el potencial de Lennard-Jones. Puesto que las funciones de distribucio´n obtenidas
con esta relacio´n de cierre son extremadamente precisas, se han tomado directamente de
la ecuacio´n homoge´nea y no se han iterado de manera autoconsistente en el formalismo
de la teor´ıa IOZ. Consecuentemente la iteracio´n en el perfil de densidad se ha eliminado
del sistema de ecuaciones, motivo por el cual se ha denominado a esta teor´ıa SCVM
inhomoge´nea (ISCVM). La relacio´n de cierre se escribe formalmente como
g(2)µνγ(r1, r2, θ12) = exp{−βvµν(r12) + h(2)µνγ(r1, r2, θ12)− c(2)µνγ(r1, r2, θ12) +Bµνγ(r1, r2, θ12)}(6.32)
donde β = 1/KBT , r12 = (r
2
1 + r
2
2 − 2r1r2 cos θ12)1/2, y Bµνγ es la funcio´n puente. Como
en casos anteriores la part´ıcula fuente (γ) se ha subrayado para distinguirla de las dema´s
part´ıculas del triplete. En este caso al tratarse de la aproximacio´n SCVM la funcio´n puente
es
Bµνγ(r1, r2, θ12) = −
Φµν(r, ψ)sµνγ(r)
2
2[1 + Ωµνsµνγ(r)]
, (6.33)
donde Ωµν = ω(1,1− ρσ3µν/3) y sµνγ = hµνγ − cµνγ es la funcio´n de correlacio´n indirecta.
La funcio´n de interpolacio´n se expresa
Φµν(r1, r2, θ12;ψ) = 1 + [1 + tanh(r12 − σµν)]ψ − 1
2
, (6.34)
donde los para´metros ψ y ω se han tomado de la solucio´n de la ecuacio´n homoge´nea (Jorge
et al., 2001; Fushiki, 1991; Kjellander y Sarman, 1990) en la que se impone consistencia
entre la compresibilidad del virial y del teorema de fluctuacio´n, y entre el potencial qu´ımico
y la presio´n del virial. Como ya se menciono´ en el apartado 5.4 su valor es ψ = 1,38663 y
ω = 1,31199.
Hay que recordar que en el cap´ıtulo 5 tambie´n se empleo´ esta relacio´n de cierre en el
ca´lculo de la funcio´n Cρ a partir de la cual se obtuvieron las funciones de distribucio´n
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triple segu´n la teor´ıa BHP, y la figura 5.5 ilustra los excelentes resultados que proporciona
para mezclas de esferas duras aditivas.
Para resolver la ecuacio´n IOZ las funciones triplete se han expandido en polinomios
de Legendre segu´n la expresio´n (6.17). Al trabajar con el potencial de esferas duras la
discontinuidad ocasionada por el nu´cleo repulsivo introduce dificultades a la hora de eva-
luar las transformadas de Legendre, y para afrontarlas se ha seguido el procedimiento
sugerido por Attard (1989) que se ha resumido en el ape´ndice D. Para resolver las ecua-
ciones (6.16) y (5.29) se ha hecho la misma aproximacio´n que en el caso del potencial de
Lennard-Jones, y por ello se ha desacoplado el sistema de ecuaciones en dos grupos de tres
ecuaciones. Cada uno de ellos se ha resuelto tambie´n empleando el me´todo GMRESNL.
Las funciones pares SCVM se han discretizado en una red de 2048 puntos con taman˜o
de malla de 0,0125σ (σ es el dia´metro de la part´ıcula ma´s grande). Se han utilizado 120
puntos para la coordenada radial, y la transformada discreta de Legendre se ha llevado
a cabo con 64 nodos angulares. Los resultados de g
(3)
µνξ(rµξ, sνξ, θ) y Γµνξ(rµξ, sνξ, θ) para
esta mezcla se representan en las figuras 6.19-6.21 para las configuraciones de contacto,
esto es, con valores de rµν = σµν . Adema´s, se han incluido los resultados de la teor´ıa BHP
que tambie´n aparecen en el cap´ıtulo 5 para poder establecer una comparacio´n entre las
dos teor´ıas. Tal y como resaltaron Bildstein y Kahl (1994) para el caso de un solo com-
ponente, los resultados ma´s precisos se obtienen con la ecuacio´n integral inhomoge´nea
(PY3), y ma´s concretamente en este caso con la aproximacio´n ISCVM. Hay que recordar
que los resultados de la teor´ıa BHP esta´n afectados de las imprecisiones que conlleva la
transformada inversa de Fourier, la cual implica un problema nume´rico serio en el caso
de funciones inhomoge´neas. Tambie´n se puede comprobar que los resultados de la aproxi-
macio´n ISCVM son menos precisos cuando la part´ıcula grande se toma como fuente. Este
hecho se pone especialmente de manifiesto al comparar entre s´ı las gra´ficas de las figuras
6.19 y 6.21. Finalmente hay que destacar que los resultados de g(3) proporcionados por
la teor´ıa ISCVM presentan un acuerdo con la simulacio´n mayor que el correspondiente
al sistema Lennard-Jones empleando la relacio´n de cierre HMSA descrito en el apartado
6.2.2. Esto hecho se debe probablemente a que el doble criterio de consistencia impuesto
sobre la relacio´n SCVM hace que esta aproximacio´n sea ma´s precisa en el sistema de
esferas duras.
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Figura 6.19: Funciones g(3)µνξ(rµξ, sνξ, θ) y Γµνξ(rµξ, sνξ, θ) para configuraciones de contacto.
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Figura 6.20: Funciones g(3)µνξ(rµξ, sνξ, θ) y Γµνξ(rµξ, sνξ, θ) para configuraciones de contacto.
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Figura 6.21: Funciones g(3)µνξ(rµξ, sνξ, θ) y Γµνξ(rµξ, sνξ, θ) para configuraciones de contacto.

Cap´ıtulo 7
FACTOR DE ESTRUCTURA Y
FUNCIO´N DE CORRELACIO´N
DIRECTA TRIPLES EN MEZCLAS
DE LI´QUIDOS SIMPLES.
Las funciones de correlacio´n directa de tres cuerpos juegan un papel esencial en el
estudio de los feno´menos de cristalizacio´n en el marco de las teor´ıas del funcional de la
densidad (Likos y Ashcroft, 1992, 1993). Existen aproximaciones de distinta naturaleza
para la funcio´n de correlacio´n directa c(3), como por ejemplo las que se originan en el marco
de la Teor´ıa del funcional de la densidad (DFT) (Tarazona, 1984; Curtin y Ashcroft, 1987;
Denton y Ashcroft, 1989; Rosenfeld, 1989), o la propuesta por Barrat et al. (1988) a partir
del ansatz de Ichimaru (1982). Adicionalmente, en algunos casos c(3) se emplea como
magnitud intermedia en el proceso de ca´lculo de las funciones de distribucio´n triplete
Bildstein y Kahl (1993, 1994). Pero no solamente las propiedades de equilibrio esta´n
vinculadas a c(3). As´ı, recientemente Sciortino y Kob (2001) demostraron que la inclusio´n
de la funcio´n de correlacio´n directa triple en el marco de la teor´ıa MCT (Mode Coupling
Theory, MCT) es fundamental para reproducir la dependencia con el vector de onda
del factor de Debye-Waller en s´ılice superenfriada. No obstante, la determinacio´n de la
funcio´n de correlacio´n directa triple supone un problema considerable tanto desde el punto
de vista teo´rico como desde el marco de la simulacio´n (Rosenfeld et al., 1990), incluso en
los sistemas puros. Consecuentemente, el tratamiento de los sistemas multicomponentes
presenta dificultades au´n mayores. A este respecto, en el Cap´ıtulo 5 se ha presentado la
extensio´n a mezclas de la teor´ıa BHP. Esta teor´ıa junto con la teor´ıa de Rosenfeld (1989),
son los dos u´nicos procedimientos de ca´lculo de c(3) para sistemas multicomponentes que
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segu´n creemos se han desarrollado hasta la fecha.
En cap´ıtulos anteriores se han analizado las aproximaciones BHP e IOZ en te´rminos
de las funciones de distribucio´n de tres cuerpos en mezclas. Sin embargo, en ambos casos
existe un vac´ıo en lo que respecta a la eficiencia de dichas aproximaciones para reproducir
la funcio´n de correlacio´n directa triple de mezclas. As´ı pues, en el presente cap´ıtulo se
analiza la calidad de estas aproximaciones a nivel de c(3), para lo cual se ha tomado
como ejemplo la mezcla de esferas duras aditivas de los cap´ıtulos 5 y 6. En este sentido
la determinacio´n del factor de estructura triple requiere simulaciones ma´s largas y un
procedimiento ma´s elaborado que el de la funcio´n de distribucio´n triple. Como sabemos,
el factor de estructura triple se relaciona de forma directa con la funcio´n de correlacio´n
directa de tres cuerpos a trave´s de la ecuacio´n OZ3.
Tanto en la teor´ıa BHP como en el formalismo IOZ se empleara´n como datos de
entrada los correspondientes a la aproximacio´n SCVM (Lomba et al., 1996), puesto que
ya se ha comprobado con anterioridad que proporciona resultados de una gran calidad.
Como se recordara´ del Cap´ıtulo 5, la teor´ıa BHP u´nicamente empleaba como dato de
entrada las derivadas de la funcio´n de correlacio´n directa par respecto a la densidad,
que en este caso han sido calculadas por el me´todo de diferencias finitas – ec. (5.32) – a
partir de las funciones c(2) asociadas a la teor´ıa SCVM homoge´nea. Adicionalmente las
funciones pares h(2) y c(2) obtenidas a partir de la aproximacio´n SCVM homoge´nea son
tomadas como aproximacio´n inicial y para definir el comportamiento de largo alcance de
las respectivas funciones inhomoge´neas en el formalismo de la ecuacio´n IOZ. En este caso
por no considerar la iteracio´n sobre el perfil de densidad, la aproximacio´n considerada es
la ISCVM (Jorge et al., 2000).
En definitiva, ambas teor´ıas parten de aproximaciones a nivel par homoge´neo equiva-
lentes, y por eso en principio las diferencias en los resultados obtenidos se pueden atribuir
al tratamiento teo´rico empleado en cada caso para describir las funciones triples.
7.1. Simulacio´n del factor de estructura triple y ca´lculo de
c(3)(k,k′).
En el cap´ıtulo 3 se presentaba una revisio´n general del proceso de ca´lculo de las
funciones de distribucio´n y de correlacio´n directa de tres cuerpos mediante simulacio´n,
tanto en fluidos puros como en mezclas. Sobre todo en este u´ltimo caso se observa en
la bibliograf´ıa una escasez de resultados, por lo que resulta de gran intere´s llevar a cabo
nuevos ca´lculos que proporcionen datos de referencia, por ejemplo para comparar con
resultados generados por diferentes teor´ıas.
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Este cap´ıtulo esta´ dedicado al ca´lculo de los factores de estructura triple en una mezcla
binaria mediante la te´cnica de simulacio´n, as´ı como a la obtencio´n de las funciones de co-
rrelacio´n directa de tres cuerpos. Los resultados obtenidos servira´n como referencia para
compararlos con los correspondientes a dos teor´ıas que ya han sido extendidas para siste-
mas multicomponentes: la teor´ıa BHP en el cap´ıtulo 5, y la teor´ıa IOZ en el cap´ıtulo 6. En
concreto, se ha utilizado la te´cnica de simulacio´n MC para obtener las configuraciones de
las part´ıculas de una mezcla equimolar de esferas duras con fraccio´n de empaquetamiento
η = (pi/6)(ρ/2)(σ3αα+ σ
3
ββ)=0.4 – siendo ρ la densidad total – y una diferencia de taman˜o
correspondiente a σαα/σββ = 0,8. Los factores de estructura S
(2)
µν (k) y S
(3)
µνξ(k,k
′) se han
calculado evaluando los correspondientes promedios (Hansen y McDonald, 1986), y sus
expresiones son las que aprecen tambie´n en cap´ıtulo 2
S(2)µν (k) =
1
N
< ρµkρ
ν
−k > (7.1)
S
(3)
µνξ(k,k
′) =
1
N
< ρµkρ
ν
k′ρ
ξ
−k−k′ >, (7.2)
donde N es el nu´mero de part´ıculas, y los componentes de Fourier de la densidad ρ(r) =∑
i δ(r− ri) son
ρk =
N∑
i
e−ikri . (7.3)
Desarrollando (7.1) y (7.2) con ayuda de (7.3) se consiguen nuevas expresiones que resul-
tara´n ma´s u´tiles a la hora de hacer los ca´lculos durante la simulacio´n, a saber
S(2) =
1
N
〈
Nµ∑
i=1
e−ikr
µ
i
Nν∑
j=1
eikr
ν
j
〉
(7.4)
S(3) =
1
N
〈
Nµ∑
i=1
e−ikr
µ
i
Nν∑
j=1
e−ik
′rνj
Nξ∑
l=1
e−i(k+k
′)rµl
〉
, (7.5)
Una vez que se tienen los factores de estructura par y triple la funcio´n de correlacio´n
directa c˜
(3)
µνξ(k,k
′) puede calcularse resolviendo un sistema de ecuaciones lineal derivado
de la ecuacio´n de Ornstein-Zernike triple,
S
(3)
µνξ(k,k
′) =
∑
ση
S(2)µ (k)S
(2)
νσ (k
′)S(2)ξη (|k+ k′|)
(
1
x2
δσδη + ρ
2c˜(3)ση(k,k
′)
)
(7.6)
Dado el gran nu´mero de configuraciones posibles obtenidas por combinacio´n de los
vectores de onda k y k′, para simplificar los ca´lculos, y siguiendo las pautas de Rosenfeld
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k’
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θ
Figura 7.1: Configuracio´n de tria´ngulo iso´sceles en el espacio k.
et al. (1990), en este trabajo nos hemos limitado al ca´lculo de configuraciones de tria´ngulo
iso´sceles correspondientes a |k| = |k′| = k y cos θ = kk′/|k||k′|, de manera que el valor
ma´ximo de |k+ k′| queda restringido a 2k (ver Fig. 7.1).
A continuacio´n se exponen con ma´s detalle los pasos fundamentales en el ca´lculo de
los factores de estructura mediante simulacio´n, y tambie´n se indica co´mo se obtienen las
funciones de correlacio´n directa triple a partir de ellos
À Primeramente se establecen las condiciones iniciales para el ca´lculo, esto es, los
pasos de simulacio´n que se empleara´n en los promedios, el nu´mero de vectores k, la
longitud de los bloques para el ca´lculo de errores, etc...
En lo que respecta a los vectores k, se toma la expresio´n (3.25) del cap´ıtulo 3, y por
ejemplo se supone que cada componente de k satisface la condicio´n
kmaxx = k
max
y = k
max
z , (7.7)
lo que proporciona una condicio´n l´ımite para el mo´dulo de k equivalente a
k2lim = k
2
x + k
2
y + k
2
z . (7.8)
Asimismo, se toma un nu´mero determinado de configuraciones triplete (k,k′) a
estudiar al que llamaremos kconf . Como se ha mencionado anteriormente, en este
caso se analizan exclusivamente configuraciones de tria´ngulo iso´sceles con |k| =
|k′| = k y 0 < |k+k| < 2|k|. En concreto, se ha tomado kconf = 9 configuraciones,
a saber: |k| =1.26, 2.31, 3.36, 5.46, 6.93, 7.35, 7.77, 9.45 y 10.71.
Á A continuacio´n se calculan los vectores k con mo´dulo menor que klim. En particular,
en este caso nosotros hemos separado los vectores en tres contribuciones segu´n este´n
contenidos en los ejes, en los planos o en el espacio situado dentro de los cuadrantes
definidos por el sistema de coordenadas de la figura 7.2
- Ejes (2 componentes ki han de ser 0).
7.1 Simulacio´n del factor de estructura triple y ca´lculo de c(3)(k,k′). 131
- Plano (1 componentes ki han de ser 0).
- Espacio (Todas las componentes ki han de ser 6= 0).
Las componentes ki de los vectores k se almacenan en variables kd(idk, asig) que
van a estar identificadas por dos datos
- un nu´mero (asig) que es diferente para cada componente de cada vector
- una variable idk que hace alusio´n al mo´dulo del vector k al que pertenece.
En funcio´n del valor de |k| habra´ ma´s o menos vectores k compatibles con ese
mo´dulo. As´ı, por ejemplo, habra´ muy pocos vectores con un valor de |k| pequen˜o
de manera que para esos casos la estad´ıstica sera´ ma´s pobre. El nu´mero de vectores
k compatible con un valor del mo´dulo determinado se almacena en una variable
nv(idk).
Â En este paso comienza el ca´lculo propiamente dicho de los factores de estructura.
As´ı pues, primeramente se leen las coordenadas de las part´ıculas y se almacenan en
los vectores r.
Ã Puesto que se calculara´n S(2)µν (k) y S(3)µνξ(k,k′) a partir de (7.11) y (7.12), en primer
lugar han de evaluarse las exponenciales exp[−ikdrd,i] (con d = x, y, z) para todas
las part´ıculas del sistema tomando kd desde 1 hasta k
max
d . Tambie´n en este paso se
calcula su compleja conjugada.
Ä A continuacio´n se toma uno de los valores de |k| (que designaremos como keleg) de
entre los kconf que se desea estudiar.
Å Despue´s se elige el nu´mero de tripletes – |k|, |k′|, |k + k′| –, al que denominamos
como nsup, que se van a considerar para cada keleg. En este caso nosotros hemos
establecido un l´ımite superior de nsup = 60.
Æ Seguidamente se elige cada pareja de vectores k y k′ al azar (teniendo en cuenta
que el mo´dulo se ajuste al valor keleg) y para cada una de ellas se calcula: k + k′,
|k + k′|, cosθkk′ = kk′/|k||k′|, y por u´ltimo
∑Nµ
i=1 e
−ikrµi y
∑Nµ
l=1 e
−i(k+k′)rµl , donde
los super´ındices en r se refieren al tipo de part´ıcula en la mezcla. En realidad los
sumatorios anteriores se llevan a cabo de forma expl´ıcita como sigue
Nµ∑
i=1
(
e−ikxx
µ
i e−ikyy
µ
i e−ikzz
µ
i
)
(7.9)
Nµ∑
l=1
(
ei(kx+k
′
x)x
µ
l ei(ky+k
′
y)y
µ
l ei(kz+k
′
z)z
µ
l
)
(7.10)
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Ç Una vez calculados los sumatorios (7.9) y (7.10) para cada tipo de part´ıcula se
calculan las cantidades directamente relacionadas con (7.4) y (7.5), esto es
S(2)run =
1
N
(
Nµ∑
i=1
e−ikr
µ
i
Nν∑
j=1
eikr
ν
j
)
(7.11)
S(3)run =
1
N
 Nµ∑
i=1
e−ikr
µ
i
Nν∑
j=1
e−ik
′rνj
Nξ∑
l=1
e−i(k+k
′)rµl
 , (7.12)
y se van almacenando en variables para poder calcular posteriormente sus prome-
dio. En particular, para una mezcla binaria S
(3)
µνξ(k,k
′) las cantidades anteriores se
calculan de forma expl´ıcita como sigue
S(3)ααα,run =
1
N
{ Nα∑
i=1
(
e−ikxx
α
i e−ikyy
α
i e−ikzz
α
i
) Nα∑
j=1
(
e−ik
′
xx
α
j e−ik
′
yy
α
i e−ik
′
zz
α
i
)
Nα∑
l=1
(
ei(kx+k
′
x)x
α
l ei(ky+k
′
y)y
α
l ei(kz+k
′
z)z
α
l
)}
, (7.13)
S
(3)
βββ,run =
1
N
{ Nβ∑
i=1
(
e−ikxx
β
i e−ikyy
β
i e−ikzz
β
i
) Nβ∑
j=1
(
e−ik
′
xx
β
j e−ik
′
yy
β
i e−ik
′
zz
β
i
)
Nβ∑
l=1
(
ei(kx+k
′
x)x
β
l ei(ky+k
′
y)y
β
l ei(kz+k
′
z)z
β
l
)}
, (7.14)
S
(3)
ααβ,run =
1
N
{ Nα∑
i=1
(
e−ikxx
α
i e−ikyy
α
i e−ikzz
α
i
) Nα∑
j=1
(
e−ik
′
xx
α
j e−ik
′
yy
α
i e−ik
′
zz
α
i
)
Nβ∑
l=1
(
ei(kx+k
′
x)x
β
l ei(ky+k
′
y)y
β
l ei(kz+k
′
z)z
β
l
)}
, (7.15)
S
(3)
αβα,run =
1
N
{ Nα∑
i=1
(
e−ikxx
α
i e−ikyy
α
i e−ikzz
α
i
) Nβ∑
j=1
(
e−ik
′
xx
β
j e−ik
′
yy
β
i e−ik
′
zz
β
i
)
Nα∑
l=1
(
ei(kx+k
′
x)x
α
l ei(ky+k
′
y)y
α
l ei(kz+k
′
z)z
α
l
)}
, (7.16)
... etce´tera
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È Cuando se han terminado todos los ca´lculos con las nsup parejas k, k′ se vuelve al
paso 5 y se considera el siguiente valor kconf , esto es, el siguiente valor de |k|.
É Cuando se han terminado los ca´lculos con los kconf valores del mo´dulo de k se
vuelve al paso 3 y se leen las nuevas coordenadas de las part´ıculas, repitiendo todos
los pasos de nuevo.
Una vez finalizada la simulacio´n se calculan los promedios y los errores en los factores
de estructura.
Por u´ltimo, con los resultados de S
(2)
µν (k) y S
(3)
µνξ(k,k
′) de simulacio´n se resuelve el
sistema de ecuaciones (7.6) para determinar las funciones de correlacio´n directa triples.
La simulacio´n se ha llevado a cabo para una muestra de 500 part´ıculas. Se han em-
pleado 6,3×107 pasos de simulacio´n, llegando con ello al mismo orden de magnitud de las
simulaciones llevadas a cabo recientemente por Sciortino y Kob (2001) para evaluar las
correlaciones triples en s´ılice l´ıquida. El error esta´ndar en las magnitudes se ha estimado
utilizando promedios sobre bloques de pasos, conduciendo a variancias por debajo de 0,4%
para el factor de estructura par S
(2)
µν (k), alrededor de 10% para el factor de estructura
triple S
(3)
µνξ(k,k
′) , y desde 1 a 30% para c˜(3)µνξ(k,k
′).
Puesto que en los cap´ıtulos 5 y 6 se ha detallado tanto el formalismo como los detalles
nume´ricos de las dos teor´ıas a emplear, esto es, BHP e ISCVM extendidas al caso de
mezclas, a continuacio´n u´nicamente se recordara´ el procedimiento para la obtencio´n de
los factores de estructura y la funcio´n de correlacio´n directa.
7.1.1. La ecuacio´n integral inhomogenea.
Las funciones pares homoge´neas SCVM se han discretizado en una malla de 2048
puntos con taman˜o de red de 0,0125σ (siendo σ el dia´metro de la part´ıcula ma´s grande).
El nu´mero de puntos de malla en la coordenada radial es de 250, y la transformada de
Legendre discreta se ha hecho con 64 nodos angulares.
Una vez resuelta la ecuacio´n integral se obtienen las funciones de distribucio´n pares
inhomoge´neas, que esta´n relacionadas con g
(3)
µνξ(r, r
′) a trave´s de (6.28). La funcio´n de
correlacio´n total triple viene dada por la exprexio´n
h(3)µνγ(r, r
′) = g(3)µνγ(r, r
′)− hµγ(r)− hνγ(r′)− hµν(|r+ r′|)− 1, (7.17)
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Figura 7.2: Sistema de coordenadas para los vectores k.
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que a su vez se relaciona con el factor de estructura triple mediante la ecuacio´n
S(3)µνγ(k,k
′) = δµνδµγxµ
+ δµγxµxνρh˜µν(k
′) + δνγxµxγρh˜µγ(k) + δµνxνxγρh˜νγ(|k+ k′|)
+ xµxνxγρ
2
∫
e−ikrµe−ik
′r′νh(3)µνγ(r, r
′)drdr′. (7.18)
Finalmente, una vez conocido este factor de estructura la funcio´n de correlacio´n directa
triple se determina a partir del sistema de ecuaciones (7.6).
7.1.2. Teor´ıa BHP.
El nu´cleo de la teor´ıa BHP lo constituye el ansatz para c
(3)
µνξ(r, r
′) dado por la ecuacio´n
(5.7). Una vez que las funciones tµνξµν (r) se han calculado a partir de (5.10), se hace su
transformada de Fourier y se calcula c˜
(3)
µνξ(k,k
′) utilizando (5.5). El factor de estructura
S
(3)
µνξ(k,k
′) se puede obtener a partir de c(3)µνξ(k,k
′) mediante la ecuacio´n (7.6). Todos los
detalles nume´ricos de estos ca´lculos se pueden encontrar ampliamente desarrollados en el
Cap´ıtulo 5.
Adicionalmente, la transformada de Fourier de la expresio´n (5.10) es
∂c˜
(2)
µξ (k)
∂ρν
= c˜
(3)
µνξ(k,k
′ = 0). (7.19)
Las derivadas de la funcio´n de correlacio´n directa en el espacio k respecto a la densidad se
pueden evaluar a partir de los resultados de la ecuacio´n SCVM para la mezcla mediante
el me´todo de diferencias finitas (5.32).
∂c
(2)
µν (k)
∂ρξ
=
c
(2)
µν (k)(ρξ +∆ρξ)− c(2)µν (k)(ρξ −∆ρξ)
2∆ρξ
, (7.20)
7.2. Factores de estructura.
Una de las cantidades importantes que aparecen en las aproximaciones teo´ricas de este
cap´ıtulo es la estructura par del fluido. En la figura 7.3 se han representado los factores
de estructura parciales de la mezcla binaria obtenidos mediante promedios de simulacio´n,
y se comparan con los correspondientes a la aproximacio´n SCVM. Como se observa el
acuerdo entre ambos es casi perfecto, lo que proporciona las garant´ıas suficientes para
emplear la funcio´n de distribucio´n par SCVM como dato de entrada para la ecuacio´n
ISCVM, y como medio de obtencio´n de las derivadas de la funcio´n de correlacio´n directa
par en el formalismo de la teor´ıa BHP.
En las figuras 7.4, 7.5 y 7.6 se representan los factores de estructura triple de la
mezcla de esferas duras correspondientes a configuraciones iso´sceles. Para poder llevar a
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Figura 7.3: Factores de estructura par S(2)µν (k) para una mezcla de esferas duras calculados mediante
simulacio´n (s´ımbolos) y la ecuacio´n integral SCVM (l´ıneas).
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cabo un estudio comparativo se han representado resultados de la teor´ıa BHP y de la
teor´ıa ISCVM, as´ı como los datos de simulacio´n MC con sus respectivas barras de error.
Para mayor claridad estas barras se han colocado so´lo sobre algunos puntos elegidos para
dar una idea general. Cada figura contiene dos gra´ficas que son ide´nticas excepto por el
valor de los argumentos de S
(3)
µνξ(k, k, x), y en general se han elegido como valores de k las
posiciones de los primeros picos en las funciones S
(2)
µν .
En vista de estos resultados puede decirse que ambas aproximaciones teo´ricas pro-
porcionan resultados casi dentro del error estad´ıstico de la simulacio´n. Sin embargo, se
comprueba que para una configuracio´n dada, los datos ISCVM exhiben ciertos bucles
artificiales que se deben al procedimiento de la transformada de Fourier. La alternativa
que existe para suprimir estos efectos espu´reos es aumentar el nu´mero de puntos en la
coordenada radial y disminuir el intervalo de integracio´n de la coordenada angular en las
funciones homoge´neas. A este respecto cabe mencionar que los ca´lculos que se presentan
en este trabajo esta´n en el l´ımite de los recursos computacionales disponibles. En defini-
tiva, y excepto por este detalle, podr´ıa decirse que las dos teor´ıas aportan resultados de
precisio´n comparable.
7.3. Funcio´n de correlacio´n directa triple.
Como ya se menciono´ anteriormente, una vez se dispone de datos de simulacio´n para
los factores de estructura S
(2)
µν y S
(3)
µνξ(k, k, x) se puede resolver el sistema de ecuaciones
(7.6) derivado de la ecuacio´n OZ3 en el espacio de Fourier para mezclas, y obtener as´ı las
funciones de correlacio´n directa triple c˜
(3)
µνξ(k,k
′). Puesto que u´nicamente se han analizado
configuraciones iso´sceles, las funciones c˜
(3)
µνξ(k, k, x) se representan en las figuras 7.7, 7.8
y 7.9. Como se observa los resultados teo´ricos esta´n pra´cticamente dentro de las barras
de error de los datos de simulacio´n, y al igual que suced´ıa con los factores de estructura
triple, tambie´n ahora los resultados ISCVM presentan los bucles caracter´ısticos debidos
a la transformacio´n de Fourier de h(3)(r, r′) en (7.18). Sin embargo, estas oscilaciones
aparecen magnificadas en c˜
(3)
µνξ(k,k
′) debido precisamente a la forma en que esta cantidad
es obtenida. Este efecto se entiende mejor si se analiza la expresio´n que relaciona c˜(3)(k,k′)
y S(3)(k,k′) en el caso de un solo componente,
c˜(3)(k,k′) =
1
ρ2
(
S(3)(k,k′)
S(2)(k)S(2)(k′)S(2)(k+ k′)
− 1
)
, (7.21)
donde se observa que a medida que S(2)(k) → 0 los errores se magnifican en c˜(3)(k,k′).
Como consecuencia de esto en las figuras anteriores se han seleccionado u´nicamente dos
valores de k omitiendo expl´ıcitamente las correlaciones triplete correspondientes a k =5.46,
ya que las oscilaciones en este u´ltimo caso son particularmente grandes en la zona de cos θ
pro´xima a −1.
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Figura 7.4: Factor de estructura triple para una configuracio´n iso´sceles de part´ıculas iguales S(3)ααα(k, k, x)
y S(3)βββ(k, k, x) vs x = cos θ. Los s´ımbolos representan los resultados de simulacio´n. La l´ınea discontinua
representa la teor´ıa BHP y la l´ınea continua la teor´ıa ISCVM.
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Figura 7.5: Factor de estructura triple para una configuracio´n iso´sceles de part´ıculas S(3)αβα(k, k, x) y
S
(3)
βαβ(k, k, x) vs x = cos θ. Leyenda como en la figura 7.4.
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Figura 7.6: Factor de estructura triple para una configuracio´n iso´sceles de part´ıculas S(3)ααβ(k, k, x) y
S
(3)
ββα(k, k, x) vs x = cos θ. Los s´ımbolos representan los resultados de simulacio´n. Leyenda como en la
figura 7.4.
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Figura 7.10: c(3)µνξ(k, k, x) vs kσ para una configuracio´n de tria´ngulo iso´sceles en una mezcla binaria de
esferas duras para varias configuraciones. Los s´ımbolos corresponden a la simulacio´n MC (cuadrados
huecos, x = 1; tria´ngulos hacia arriba, x = 0; c´ırculos huecos, x = −1) y los c´ırculos rellenos a la regla
de la suma (7.19) para x = −1 . Las curvas denotan los resultados BHP.
Por u´ltimo, en la figura 7.10 se ilustra la dependencia con k de la transformada de
Fourier de la funcio´n de correlacio´n directa en configuraciones iso´sceles. Adema´s de los
resultados de simulacio´n propiamente dichos, en el caso de cos θ = −1 se ha incluido
el valor correspondiente a la regla de la suma (7.19), tambie´n calculado directamente
a partir de la simulacio´n. En primer lugar puede comprobarse que los resultados de la
teor´ıa BHP son muy buenos en todos los casos. Los datos de la aproximacio´n ISCVM no
se han incluido en esta figura debido a que para valores de k pequen˜os las oscilaciones
espu´reas distorsionan considerablemente los resultados de c˜(3)(k,k′), aunque por otro lado
el acuerdo con la simulacio´n es bastante bueno para valores de k mayores.
En definitiva, se observa que tanto la formulacio´n ISCVM como el ansatz BHP pro-
porcionan una alternativa razonable para el ca´lculo de correlaciones triplete, siempre y
cuando la estructura par de partida sea conocida a trave´s de una buena aproximacio´n. No
obstante, a efectos de ca´lculo de c(3) la teor´ıa BHP es, por construccio´n, ma´s adecuada.
Cap´ıtulo 8
ELECTROLITOS
8.1. Introduccio´n.
Las soluciones io´nicas son l´ıquidos constituidos por un disolvente de mole´culas polares
y neutras, y un soluto que se disocia en iones positivos y negativos. Existe una gran
variedad de estas soluciones, como por ejemplo las soluciones io´nicas macromoleculares
que contienen macroiones (part´ıculas coloidales cargadas, micelas, cadenas polime´ricas
cargadas, etc) y contraiones de taman˜o mucho menor (Linse, 1991; Linse y Lobaskin,
2000) . Sin embargo, en este trabajo el intere´s se centrara´ en las soluciones de electrolitos
cla´sicas, constituidas por cationes y aniones cuya diferencia de taman˜o y carga no es muy
grande.
En general los sistemas io´nicos poseen ciertos rasgos caracter´ısticos que les confieren
propiedades espec´ıficas y diferentes de las de otros sistemas multicomponentes, como son
el cumplimiento de la neutralidad de carga macrosco´pica, y la existencia de portadores de
carga mo´viles. En cuanto a la condicio´n de electroneutralidad, implica que en un sistema
donde hay n especies, si ρν = Nν/V es el nu´mero de iones por unidad de volumen de la
especie ν, y su carga qν = zνe – siendo e la carga fundamental –, entonces ha de cumplirse
que
∑n
µ=1 qµρµ = 0. Precisamente la presencia de estas cargas en el medio da lugar en
algunos casos al feno´meno de asociacio´n o agregacio´n, por el que los iones se agrupan
en conjuntos ba´sicamente neutros. La formacio´n de estos agregados de part´ıculas puede
afectar tanto a propiedades termodina´micas (presio´n osmo´tica), propiedades dina´micas
(conductividad ele´ctrica) o incluso a la actividad qu´ımica de las especies involucradas en
el proceso de agregacio´n (Friedman y Larsen, 1979a).
Un efecto t´ıpico de la asociacio´n es el comportamiento ano´malo de la aproximacio´n
HNC a bajas densidades y elevadas fuerzas io´nicas Gillan (1979). Un tratamiento como el
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de la HNC es correcto en lo que a la formacio´n de pares se refiere (reproduce exactamente
el segundo coeficiente del virial), pero sin embargo no puede dar cuenta correctamente
de feno´menos que involucran a tres o ma´s part´ıculas. He aqu´ı una de las motivaciones
fundamentales de esta parte del trabajo. Una vez analizada la capacidad de aproximacio-
nes de tres cuerpos como la HNC3 para reproducir las caracter´ısticas estructurales t´ıpicas
de sistemas con coordinaciones poco frecuentes, los electrolitos constituyen un campo de
estudio muy apropiado para estas teor´ıas, como veremos en este cap´ıtulo.
La peculiaridad de la restriccio´n de neutralidad de carga introduce determinados con-
dicionantes en los sistemas electrol´ıticos en cuanto al orden local que van a adoptar las
part´ıculas. Estos condicionantes se pueden analizar en te´rminos de la teor´ıa de respuesta
lineal (Stillinger y Lovett, 1968), como veremos seguidamente.
En un electrolito la respuesta lineal del sistema a una perturbacio´n provocada por un
campo electrosta´tico externo ha de analizarse en funcio´n del nu´mero de ondas del campo
incidente. As´ı, la respuesta lineal a tal perturbacio´n genera un potencial electrosta´tico
medio de la forma
ψ¯(r) = [ψo/(k)]sen(kr), (8.1)
donde  es la constante diele´ctrica del sistema y k es el vector de ondas. Esta respuesta
puede considerarse como resultado de dos efectos aditivos [Stillinger (1968)]. Por un lado
se pone de manifiesto una respuesta de tipo diele´ctrico exclusivamente (sin redistribucio´n
de masas en el sistema) que consiste en
orientacio´n de dipolos permanentes,
induccio´n de multipolos tanto en los iones como en el disolvente,
interacciones entre los multipolos,
y por otro lado tienen lugar los efectos de conduccio´n io´nica que modifican los perfiles de
densidad de las especies presentes en el medio.
Una consecuencia de estos feno´menos es que el estado final de equilibrio alcanzado
despue´s de aplicar un campo externo determinado puede caracterizarse por una fuerza
media aplicada en cada tipo de io´n ν de la forma
F¯ν(r) = F¯p,ν(r) + F¯c,ν . (8.2)
Es decir, F¯p,ν es la fuerza media proveniente de los efectos de polarizacio´n diele´ctrica,
y F¯c,ν la fuerza media correspondiente a la distribucio´n de carga de los iones. Puesto que
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en un sistema electrol´ıtico el efecto de un campo externo aplicado tiende a ser apantallado
completamente, se cumple la siguiente condicio´n
l´ım
k→0
[(k)]−1 = 0. (8.3)
Paralelamente, la expresio´n (8.3) implica igualmente que los potenciales de fuerza media
anteriormente mencionados tambie´n se anulan. Si se expresan las fuerzas en te´rminos
de la densidad de carga io´nica final, y se relacionan dichas densidades con la funcio´n de
correlacio´n par io´nica correspondiente, es posible llegar a los dos condiciones de Stillinger-
Lovett
−6k−2 =
[
n∑
i=1
Z2i ρi
]−1 ∫ ∞
0
[
n∑
j=1
n∑
l=1
ZjZlρjρlgjl(r)r
2
]
4pir2dr, (8.4)
−Zi =
∫ ∞
j=1
[
n∑
j=1
Zjρjgij(r)
]
4pir2dr, (8.5)
siendo
k2 = (4pie2/kT )
n∑
i=1
Z2i ρi. (8.6)
Las magnituders a la derecha de (8.4) y (8.5) son los denominados momentos de
Stillinger-Lovett. Estas dos condiciones son exactas en el l´ımite termodina´mico para un
potencial de Coulomb con alcance infinito. El momento expresado en la ecuacio´n (8.4) no
es ma´s que una combinacio´n lineal del criterio de electroneutralidad local
−zα =
∫ [ n∑
µ=1
zµρµgαµ(r)
]
dr, (8.7)
y el significado f´ısico que encierra es precisamente que la carga total alrededor de un io´n
α es precisamente −zα. As´ı pues, la carga cancelada por los iones que se encuentran a
una distancia r de otro dado, o carga de exceso (qex) se definira´ como:
qexc = n+−(r)− n++(r), (8.8)
donde nij es el nu´mero de coordinacio´n
nij = ρj
∫ r
0
4pi(r′)2gij(r′)dr′. (8.9)
8.2. Modelado de los sistemas io´nicos.
Uno de los modelos ma´s ba´sicos en el estudio de sistemas cargados es el denominado
OCP (one-component plasma) (Weis et al., 2001) que esta´ formado por part´ıculas discre-
tas cargadas y un fondo de carga opuesta, sin estructura, que neutraliza globalmente el
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sistema. En principio este modelo representar´ıa el punto de referencia ba´sico en el estudio
de fluidos con carga y ser´ıa equivalente al modelo de esferas duras en el estudio de fluidos
simples neutros. Puesto que en definitiva lo que pretende la modelizacio´n molecular es
caracterizar de la forma ma´s fiel posible los sistemas reales, lo lo´gico es aumentar cada
vez ma´s el nivel de complejidad de los modelos de forma que recojan ma´s detalles de los
sistemas de referencia. A tal efecto se ideo´ un modelo que consideraba de forma expl´ıcita
la presencia de aniones y cationes, y con el fin de impedir el colapso de los iones de carga
opuesta se introdujo un potencial repulsivo a corta distancia. Cuando dicho potencial es
el de esferas duras el modelo resultante se denomina modelo primitivo (PM), y cuando
ambos iones poseen igual taman˜o y carga absoluta modelo restringido primitivo o RPM.
El modelo RPM corresponde a una descripcio´n tipo McMillan y Mayer (1945) porque
incorpora el efecto de las mole´culas de disolvente a trave´s de la constante diele´ctrica del
medio disolvente. Por lo tanto, con esta clase de modelos no pueden ponerse de mani-
fiesto ciertos efectos debidos a la estructura molecular del disolvente. Si se pretende ver
expl´ıcitamente estos feno´menos de solvatacio´n habr´ıa que modelar el efecto del disolvente
considerando de forma expl´ıcita las mole´culas que lo forman.
En un nivel mayor de complicacio´n el potencial de Ramanathan-Friedman (Ramanat-
han y Friedman, 1971) modela las interacciones entre los iones del medio considerando
por una parte una contribucio´n repulsiva a corta distancia y una parte interactiva de
largo alcance representada por el potencial de Coulomb. Este es el modelo de potencial
empleado en este trabajo.
Uno de los inconvenientes que presentan los sistemas io´nicos es el largo alcance de las
fuerzas derivado de potenciales de interaccio´n de tipo culombiano, cuya dependencia con
r−1 hace que el lento decaimiento de dicha funcio´n complique considerablemente los ca´lcu-
los. Esta problema´tica se presenta tanto al utilizar me´todos de simulacio´n como teor´ıas de
ecuaciones integrales, y en cada caso la aplicacio´n de ciertas recetas permite el ca´lculo de
las propiedades de estos sistemas. En lo que respecta a la simulacio´n, en el Cap´ıtulo 3 se
describio´ brevemente el me´todo de las sumas de Ewald para calcular la energ´ıa potencial
de los electrolitos. Paralelamente, en el caso de la teor´ıa de ecuaciones integrales existen
diversos tratamientos que permiten trabajar con los potenciales de largo alcance como el
potencial de Coulomb. Un ejemplo de estos me´todos consiste en la renormalizacio´n de la
ecuacio´n OZ de manera que quede expresada en te´rminos de funciones de corto alcance
(Allnatt, 1964).
Por otra parte, en lugar de modificar los me´todos de ca´lculo se puede recurrir a la mo-
dificacio´n del propio potencial de interaccio´n, pero respetando aquellas propiedades que
le hacen ser apto para la modelizacio´n del sistema io´nico. Normalmente lo que se hace
en estos casos es truncar el potencial para que su contribucio´n se anule para distancias
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intermoleculares grandes, pero manteniendo el comportamiento de las fuerzas que actu´an
entre los a´tomos del sistema. Dada la dificultad de aplicar los me´todos de renormalizacio´n
a los tratamientos Ornstein-Zernike de tres cuerpos, en esta tesis hemos optado por la
utilizacio´n de una versio´n truncada y desplazada del potencial de Ramanathan-Friedman.
Este tipo de potenciales se ha empleado profusamente en la bibliograf´ıa, llegando a es-
tablecerse convenientemente sus l´ımites de aplicabilidad, dentro de los cuales nos hemos
mantenido en este trabajo.
8.3. Estudio de la estructura io´nica.
Resulta dif´ıcil encontrar me´todos teo´ricos que permitan caracterizar las propiedades de
disoluciones acuosas en ma´rgenes grandes de concentracio´n. Para el caso de disoluciones
diluidas de electrolitos completamente ionizados la teor´ıa de Debye-Hu¨ckel proporciona
expresiones matema´ticas que describen el comportamiento l´ımite de los coeficientes de
actividad en disoluciones muy diluidas. La teor´ıa de Bjerrum es en cierto sentido una
extensio´n de la teor´ıa de Debye-Hu¨ckel combinada con la ley de accio´n de masas, todo
ello aplicado a una solucio´n io´nica donde se considera la presencia de cierta estructura
debida a la existencia de una mezcla de iones libres y pares io´nicos. De este modo es posible
establecer un equilibrio entre los iones y los pares neutros, pudiendo calcular una constante
de equilibrio de la solucio´n. La caracterizacio´n del sistema se puede llevar parcialmente a
cabo a trave´s de la fraccio´n de iones que esta´n emparejados y del coeficiente de actividad
de los iones libres. Esta teor´ıa de asociacio´n par proporciona resultados razonables para
propiedades termodina´micas dentro del contexto del modelo RPM (Friedman y Larsen,
1979a), y en concreto para los coeficientes osmo´ticos, aunque tiene grandes carencias en
cuanto a los resultados que se derivan de la estructura relacionada con los pares io´nicos
+−.
Desde el punto de vista de las ecuaciones integrales, se sabe que la aproximacio´n HNC
funciona especialmente bien para los potenciales de largo alcance, y en especial para los
sistemas de Coulomb, resultando una aproximacio´n muy precisa en la descripcio´n de solu-
ciones de electrolitos diluidas y moderadamente concentradas (Abernethy y Gillan, 1980).
Los resultados estructurales que proporciona esta aproximacio´n permiten en cierto modo
predecir la existencia de agregados entre iones ma´s alla´ de la estructura par (Friedman y
Larsen, 1979a), motivo por el cual resultan especialmente u´tiles a la hora de justificar la
reactividad qu´ımica en ciertos sistemas. Estas predicciones han sido obtenidas a partir de
una teor´ıa que da solamente correcciones de dos cuerpos, y ha sido corroborada a trave´s
de la te´cnica de simulacio´n MC con un estudio de la proporcio´n relativa de agregados
(Rossky y Friedman, 1980).
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Para sistemas a densidad muy alta (en el re´gimen de sales fundidas), la HNC puede ser
mejorada utilizando una funcio´n puente de referencia de esferas duras (RHNC) (Lado et
al., 1983) con relativamente buenos resultados (Hansen y McDonald, 1986). Sin embargo,
en el re´gimen de electrolito fuerte la aproximacio´n HNC presenta deficiencias importantes
que son debidas al creciente papel que juega el feno´meno de asociacio´n al aumentar la
fuerza io´nica (Gillan, 1979). A este respecto se han introducido mejoras reformulando la
forma del funcional de la funcio´n puente con ayuda de la simulacio´n por ordenador, tal
y como hicieron Duh y Haymet (1994) en la aproximacio´n INV. En esta misma l´ınea
Bresme et al. (1995) desarrollaron la ecuacio´n integral INV-C. Ambas aproximaciones son
bastante aceptables en casos en los que la HNC no puede reproducir la estructura de
electrolitos, pero su naturaleza semifenomenolo´gica ha frenado posteriores mejoras. Por
otra parte, las aproximaciones basadas en la teor´ıa de asociacio´n de Wertheim (1986) como
la ecuacio´n integral multidensidad (Kalyuzhnyi y Stell, 1993) representan una alternativa
prometedora para dar cuenta expl´ıcita de los feno´menos de agregacio´n en electrolitos.
8.4. El potencial truncado y desplazado.
La validez del potencial de Ramanathan-Friedman (Ramanathan y Friedman, 1971)
para reproducir las propiedades de sistemas electrolitos ha motivado su uso en el presente
trabajo. Como ya se adelantaba en apartados anteriores este potencial es parecido al
RPM, pero sustituyendo la parte repulsiva de esferas duras por un potencial blando que
decae con el inverso de una potencia en r. Adicionalmente, algunos autores (Clarke et al.,
1986; Linse y Andersen, 1986) demostraron que la estructura de un l´ıquido io´nico simple
pod´ıa ser descrita usando un potencial par efectivo de corto alcance, lo que estimulo´ el
empleo de un procedimiento similar en esta tesis.
El potencial de Ramanathan-Friedman se puede dividir en un nu´cleo de corto alcance
y una cola de Coulomb, que en este caso ha sido truncada y desplazada para evitar el
tratamiento especial que necesitan las interacciones de largo alcance. El potencial as´ı cons-
truido se denominara´ con las sigas tsc (’truncated and shifted Coulomb’) V tsc, mientras
que al potencial que conserva ı´ntegra la contribucio´n de Coulomb nos referiremos como
fcp (’full Coulomb potential’. Su forma expl´ıcita es
V tscµν (r) =

uRFµν (r) + u
c
µν − Pµν(rts) 0 < r < rt
uRFµν (r) + Pµν(r)− Pµν(rts) rt < r < rts
0 r > rts
 , (8.10)
donde uRFµν (r) es el potencial de Ramanathan-Friedman, u
c
µν(r) representa el te´rmino de
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Coulomb, y Pµν(rts) es la magnitud del desplazamiento en u
c
µν(r)
uRFµν (r) =
5377,75|qµqν |
(rµ + rν)
(
rµ + rν
r
)9
(8.11)
ucµν(r) =
qµqνe
2
r
, (8.12)
siendo qµ la carga de la part´ıcula,  la constante diele´ctrica del medio, y e es la carga
del electro´n. La funcio´n Pµν(r) es un polinomio de interpolacio´n utilizado para suavizar
los efectos espu´reos que se producen en la estructura par a causa del truncamiento del
potencial, y su ca´lculo se realiza siguiendo las siguientes premisas
P ′µν(rt) = u
c
µν
′
(rt); P
′′
µν(rt) = u
c
µν
′′
(rt); Pµν(rt) = u
c
µν(rt); P
′
µν(rts) = 0, (8.13)
donde rt es el radio de truncamiento del potencial total, rts es el l´ımite superior en dis-
tancias para el cual se realiza el desplazamiento en el polinomio P, y ′ y ′′ representan
respectivamente la primera y segunda derivada. En todos los ca´lculos que se han estu-
diado en esta contribucio´n rts se ha calculado siempre como rts = rt + rα, donde rα es el
radio de la part´ıcula ma´s pequen˜a. De aqu´ı en adelante se hara´ referencia a rts como la
distancia de truncamiento queriendo resaltar que se trata del l´ımite ma´s alla´ del cual el
potencial V tscµν (r) se anula. En la bibliograf´ıa se pueden encontrar numerosos casos en los
que las interacciones electrosta´ticas han sido modificadas en una manera similar a la que
nos ocupa en este cap´ıtulo (Brooks et al., 1985).
8.4.1. Teor´ıas HNC, HNC3 y BHP.
El ana´lisis de las funciones de distribucio´n par o triple utilizando diversas teor´ıas per-
mite conocer hasta que punto e´stas son capaces de reproducir la estructura del sistema.
Aunque se han llevado a cabo tanto simulaciones como ca´lculos de teor´ıa con la aproxi-
macio´n HNC tal y como se mencionaba en apartados anteriores, es interesante evaluar
en que´ medida otras aproximaciones pueden tambie´n contribuir a la caracterizacio´n de
los sistemas io´nicos. En este sentido los ca´lculos de este cap´ıtulo se refieren fundamental-
mente a teor´ıas OZ y OZ inhomoge´nea en sus aproximaciones respectivas HNC y HNC3,
mientras que la teor´ıa BHP se ha empleado u´nicamente en casos puntuales.
El hecho de que los electrolitos este´n constituidos por aniones y cationes permite la
aplicacio´n inmediata de la teor´ıa IOZ extendida para sistemas multicomponentes. En
particular, su puesta en pra´ctica resulta muy sencilla dado que en cap´ıtulos anteriores
se tomo´ como ejemplo una mezcla binaria, que es precisamente el caso que nos ocupa
ahora. En lo que respecta a la teor´ıa IOZ usada por Attard para el ca´lculo de g(3), en este
cap´ıtulo se ha utilizado la aproximacio´n HNC3 que incorpora la obtencio´n de la funcio´n
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de distribucio´n par homogene´a a trave´s del perfil de densidad de forma consistente con
la estructura triple del fluido. En concreto, la evaluacio´n de este perfil se ha llevado a
cabo gracias a la ecuacio´n TZLMBW (Triezenberg y Zwanzig, 1972), tal y como se indica
en el cap´ıtulo 6. Como ya se menciono´ all´ı, el sistema de ecuaciones (6.16) para una
mezcla binaria consta de seis ecuaciones: (6.18)-(6.20) tienen como part´ıcula fuente α
y (6.21)-(6.23) tienen como part´ıcula fuente β. En el caso particular de los electrolitos
en lugar de hablar de part´ıcula fuente α o β se hablara´ de part´ıcula fuente + o −. El
u´nico factor de acoplamiento entre estos dos subsistemas de tres ecuaciones es el perfil
de densidad ραβ, ya que aproximadamente se cumple que ραβ = ρβα. Ahora bien, en
todos los ca´lculos de esta tesis se ha desacoplado (6.16) para disminuir los requerimientos
de memoria y tiempo de ca´lculo, y tras resolver los sistemas de ecuaciones desacoplados
independientemente se ha comprobado que los perfiles de densidad que se obten´ıan de
(6.18)-(6.20) y (6.21)-(6.23) eran algo diferentes, tal y como se ilustraba en la figura 6.12
para una mezcla de LJ. Basa´ndonos en esto podemos afirmar que, cuando se considera
un electrolito cuyos iones tienen diferente taman˜o o diferente carga absoluta, al aplicar
la ecuacio´n IOZ antes mencionada en general se tendra´ que ρ+− 6= ρ−+ ya que el efecto
perturbativo de la part´ıcula fuente depende de la identidad de e´sta, y la discrepancia
entre ρ+− y ρ−+ esta´ asociada al grado de asimetr´ıa en las part´ıculas de la mezcla que se
considere.
En el supuesto de que los dos componentes io´nicos tengan igual taman˜o e igual carga
absoluta, la condicio´n ρ+− = ρ−+ es exacta y en consecuencia el sistema (6.16) se trans-
forma en dos grupos de ecuaciones que son ide´nticos excepto por la identidad de la carga.
Este hecho reduce el nu´mero de ecuaciones a la mitad puesto que ahora (6.18)-(6.20) y
(6.21)-(6.23) pueden desacoplarse sin necesidad de hacer ninguna aproximacio´n. Tanto en
el caso de electrolitos con iones sime´tricos (en taman˜o y carga absoluta) o asime´tricos
(en taman˜o o carga absoluta), cada sistema de tres ecuaciones se ha resuelto por me-
dio del algoritmo GMRESNL (Saad y Schultz, 1986; Fries et al., 1994) presentado en el
ape´ndice B. Las funciones pares homoge´neas calculadas con la aproximacio´n HNC se han
discretizado en una rejilla de 2048 puntos con un intervalo de malla variable (0,04σ-0,08σ)
dependiendo del caso concreto.
En cuanto a la teor´ıa BHP, u´nicamente se ha utilizado para electrolitos 3:3 cuando
cationes y aniones tienen el mismo taman˜o, de modo que se han podido realizar apro-
ximaciones similares a las de la teor´ıa IOZ con la consiguiente reduccio´n del nu´mero de
ecuaciones a la mitad. En concreto se cumplen las siguientes igualdades
tααααα de (5.20) = t
βββ
ββ de (5.25),
tααβαα de (5.21) = t
ββα
ββ de (5.23),
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tααβαβ de (5.21) = t
ββα
αβ de (5.23),
tαβααα de (5.22) = t
βαβ
ββ de (5.24),
tαβααβ de (5.22) = t
βαβ
αβ de (5.24),
y paralelamente tambie´n se cumple
∂c
(2)
αα(r)
∂ρα
de (5.20) =
∂c
(2)
ββ (r)
∂ρβ
de (5.25),
∂c
(2)
αβ(r)
∂ρα
de (5.21) =
∂c
(2)
βα(r)
∂ρβ
de (5.23),
∂c
(2)
αα(r)
∂ρβ
de (5.22) =
∂c
(2)
ββ (r)
∂ρα
de (5.24).
Las derivadas de la funcio´n de correlacio´n directa se aproximan a partir de los re-
seultados de la ecuacio´n HNC para el RF. As´ı pues, u´nicamente habra´ que resolver una
ecuacio´n desacoplada y un sistema de dos ecuaciones acopladas para cada caso. Para re-
solver estas ecuaciones se ha empleado el me´todo GMRESNL – ver ape´ndice B –, siendo
el para´metro  0.001. El criterio de convergencia seguido esta´ marcado por la ecuacio´n
(5.28), consiguie´ndose un valor del para´metro ε que oscila entre 10−5 y 10−10 para la
ecuacio´n desacoplada, y entre 10−3 y 10−5 para el sistema acoplado. Las funciones pares
se han discretizado en una malla 2048 puntos con un taman˜o de malla de 0,04σ, y en este
caso se han empleado entre 10 y 20 direcciones de bu´squeda.
8.4.2. Simulaciones en el colectivo cano´nico.
En este cap´ıtulo se presentara´n resultados para soluciones de electrolitos 3:3 y 1:3 a
una temperatura T = 298,16 K. En la mayor´ıa de los casos la constante diele´ctrica del
disolvente empleado corresponde a la del agua ( = 78,358), excepto en algunos casos
para electrolitos 1:3 en los que se ha empleado  = 36,4 correspondiente al acetonitrilo.
En la Tabla 8.1 se recogen las caracter´ısticas ma´s generales de las soluciones que se han
estudiado, como por ejemplo la relacio´n entre dia´metros de los iones λ = σ++/σ−−, la
concentracio´n molar c, la fuerza io´nica I, y el para´metro r∗ts del potencial V
tsc
µν (r), siendo
r∗ = r/σ−−. Tambie´n se incluye el nu´mero de part´ıculas Npart y el nu´mero total de pasos
Nst empleados en las simulaciones. El valor del para´metro λ = 1,707 se ha utilizado para
reproducir la posicio´n del primer pico en la funcio´n de distribucio´n par g
(2)
+− para una
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Cuadro 8.1: Caracter´ısticas de las disoluciones de electrolito estudiadas. La fuerza io´nica esta´ definida
por I = 12
∑
α cαq
2
α y la fraccio´n de empaquetamiento por η = pi(ρ−σ
3
−− + ρ+σ
3
++)/6.
Electrolito σ+/σ− c(M) I r∗ts Npart Nst × 10−3
0.89 80.0 6.5 500 1350
7.78 70.0 6.5 864 300
3:3 1.0 8.89 80.0 6.5 1372 300
7.78 70.0 7.5 1372 300
H2O 8.89 80.0 7.5 1372 300
2.0 0.89 8.0 18.5 1372 300
1.67 15.0 16.5 2048 150
3.0 0.89 8.0 18.5 1372 150
1:3 1.707 1.33 8.0 12.5 1728 150
H2O 2.50 15.0 12.5 2744 150
3.0 0.89 5.35 18.5 2744 150
1:3 1.707 1.33 8.0 12.5 1728 150
CH3CN
disolucio´n de LaCl3 a c = 0,05M modelada mediante el potencial de esferas duras por
Hribar et al. (2000).
Todos los resultados de simulacio´n presentados en este cap´ıtulo corresponden a la
te´cnica de Dina´mica Molecular y han sido realizados con el programa esta´ndar DLPOLY
(1994). La estabilizacio´n de temperatura se ha llevado a cabo utilizando el termostato
de Berendsen (Berendsen et al., 1984) con una constante de tiempo de 0,4 ps, siendo el
paso de simulacio´n de 0,001 ps. Por regla general el periodo de equilibrado se ha realizado
durante 5 × 104 pasos, y en la tabla I se indica el nu´mero de pasos de produccio´n para
cada caso particular. En los casos en los que se ha utilizado el potencial de Coulomb
ı´ntegro (sin truncamientos) las interacciones de largo alcance se han calculado mediante
el me´todo de las sumas de Ewald mencionado en el Cap´ıtulo 3.
8.4.3. Influencia del truncamiento del potencial.
Para evaluar hasta que´ punto el modelo de potencial truncado reproduce el electrolito
en la concepcio´n de McMillan y Mayer (1945) se han comparado los resultados de funcio´n
de distribucio´n par g(2) en el sistema que interacciona a trave´s del potencial tsc, y el
potencial de referencia fcp. En concreto, la figura 8.1.(a) se refiere al electrolito 3:3 con λ =
1,0 y concentracio´n 7,78M (r∗ts = 6,5), y la figura 8.1.(b) a un electrolito 1:3 con λ = 1,707
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y c = 2,5M . El primer caso es bastante extremo dada su alta fuerza io´nica, lo que resulta
evidente por el largo alcance del ordenamiento io´nico en los resultados correspondientes
al potencial fcp. De hecho, en estas condiciones el sistema comienza a parecerse a una sal
fundida. Sin embargo, aparte del desplazamiento de fase de los momentos entre simulacio´n
y teor´ıa en la regio´n de medio y largo alcance, y de las marcadas oscilaciones de las
correlaciones tsc, la primera esfera de coordinacio´n queda adecuadamente reproducida
por las interacciones del potencial truncado. En consecuencia, podemos esperar que los
feno´menos de agregacio´n io´nica y el ordenamiento local en este modelo sean considerados
de forma apropiada. En el segundo caso referente al electrolito 1:3, que adema´s corresponde
a una fuerza io´nica mucho ma´s de´bil, el acuerdo entre ambos modelos es muy satisfactorio.
La utilizacio´n de un potencial truncado que elimina la contribucio´n de largo alcance
de Coulomb produce ciertos efectos espu´reos en la funcio´n de distribucio´n. En concreto
se observa la aparicio´n de un pico en las funciones de distribucio´n g
(2)
++ y g
(2)
−−, y un valle
en g
(2)
+− cerca del lugar de truncamiento. Esta caracter´ıstica se aprecia por ejemplo en
las funciones de distribucio´n par representadas en la figura 8.1, en la zona de r∗ts = 6,5
para el caso (a) y de r∗ts = 12,5 para (b) (ver tabla 8.1). Este feno´meno, que ya ha
sido caracterizado con anterioridad (Linse y Andersen, 1986), es debido a un exceso de
coiones a distancias pro´ximas a la de truncamiento. Con el fin de estudiar la influencia
del para´metro de truncamiento rts sobre el potencial, como ya hicieron otros autores
anteriormente (Brooks et al., 1985; Linse y Andersen, 1986), se han llevado a cabo ca´lculos
de los momentos de Stillinger y Lovett para diferentes soluciones de electrolito. Puesto
que los momentos (8.4) y (8.5) se cumplen para un sistema en el que las interacciones de
Coulomb no esta´n apantalladas en modo alguno, es posible emplear dichas condiciones
como test para comprobar si los resultados de simulacio´n para un sistema con potencial
de corto alcance son equivalentes a los que proporciona el potencial de Coulomb. Un modo
de comprobar lo anterior ser´ıa calcular las siguientes cantidades
ZMi(r) = −1− (1/Zi)
∫ r
0
[
b∑
j=1
Zjρjgij(r
′)
]
4pi(r′)2dr′ (8.14)
SM(r) = −1− (4pie2/6kT )
∫ r
0
[
n∑
i=1
n∑
j=1
ZiZjρiρjgij(r
′)r′2
]
4pi(r′)2dr′. (8.15)
Teo´ricamente los citados momentos calculados para el potencial V tscµν (r) se parecera´n
ma´s a los correspondientes al potencial de Coulomb cuando ma´s grande sea el valor del
para´metro rts. Una muestra de ello se recoge en la figura 8.2, en la que se han repre-
sentado los momentos ZMi y SM para una disolucio´n de electrolitos 3:3 con λ = 1,0 a
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Figura 8.1: Funcio´n de distribucio´n par de simulacio´n MD para un el potencial de Coulomb truncado
y desplazado (tsc, l´ıneas) y el potencial de Coulom ı´ntegro (fcp, s´ımbolos) en: a) un electrolito 3:3 con
λ = 1,0 y r∗ts = 6,5 a c = 7,78M ; b) un electrolito 1:3 con λ = 1,707 y c = 2,5M .
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Figura 8.2: Momentos de Stillinger y Lovett para una disolucio´n de electrolito 3:3 con λ = 1,0
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dos concentraciones diferentes. Aunque de forma muy leve, en ambos casos se observa
que la discrepancia entre los momentos calculados con el potencial fcp y tsc comienza
a distancias menores cuanto menor es el valor de rts, y por tanto cuanto ma´s dra´stica
es la reduccio´n de la contribucio´n de largo alcance. Estas diferencias son mucho menores
cuando el valor de r∗ts se incrementa hasta 18,5, tal y como queda expresado en la figura
8.3 donde esta´n representadas estas mismas magnitudes para dos disoluciones de electro-
lito 3:3 y 1:3 con una asimetr´ıa correspondiente a λ = 3,0, ambas a una concentracio´n de
c = 0,89 M . El grado de acuerdo entre los potenciales fcp y tsc queda reflejado en estas
gra´ficas a trave´s de la similitud entre s´ımbolos y l´ıneas en un rango amplio de distancias.
De hecho, a pesar de que las discrepancias entre fcp y tsc sean considerables para valores
de r grandes, esto no supone demasiados problemas puesto que en general lo que se es-
pera es que el acuerdo sea bueno hasta distancias pro´ximas al valor de truncamiento del
potencial, que corresponde a la zona en la que se ven con mayor claridad los efectos de la
agregacio´n.
Tambie´n pueden observarse en las gra´ficas de la figura 8.3 las diferencias en el efecto
de neutralizacio´n de carga entre los electrolitos 3:3 y 1:3. En el primer caso tanto ZM−
como ZM+ toman un valor inicial de −1 y van creciendo ra´pidamente antes de comenzar
a oscilar a medida que aumenta la distancia. Sin embargo, en los electrolitos 1:3 en el
periodo inicial se observa co´mo ZM− disminuye de forma significativa antes de empezar
a tomar valores mayores que −1. Este feno´meno indicar´ıa que en las proximidades de
la zona de contacto de los aniones inicialmente hay una regio´n en que la carga negativa
no so´lo no tiende a neutralizarse, sino que aumentar´ıa ligeramente. Este efecto es debido
u´nicamente a la superioridad nume´rica de aniones frente a cationes en la disolucio´n.
8.4.4. Efecto de la asimetr´ıa del taman˜o io´nico.
En la mayor´ıa de los casos los cationes y aniones de una disolucio´n de electrolito no
poseen el mismo taman˜o. Para evaluar cua´l es el efecto de la asimetr´ıa de taman˜os en la
estructura microsco´pica se han realizado ca´lculos de simulacio´n para tres disoluciones de
electrolito 3:3 a una concentracio´n de c = 0,89M y a diferentes valores del para´metro de
asimetr´ıa de taman˜o, a saber, λ = 1,0, 2,0 y 3,0. Los resultados de los momentos (8.4) y
(8.5) para estas soluciones se encuentran en la figura 8.4, donde los s´ımbolos corresponden
al potencial fcp y las l´ıneas al potencial tsc. En las gra´ficas se observa que la discrepancia
mayor entre los potenciales fcp y tsc se produce para el caso λ = 1,0, porque como se
indica en la tabla 8.1 el para´metro r∗ts es muy pequen˜o y por tanto las diferencias entre
los potenciales fcp y tsc son mayores. Sin embargo, para λ = 2,0 y λ = 3,0, donde los
para´metros r∗ts son iguales, el grado de similitud entre el potencial truncado y desplazado
y el de Coulomb es ma´s grande.
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Figura 8.3: Momentos de Stillinger y Lovett para dos disolucio´n de electrolito 3:3 y 1:3 con λ = 2,0 y
c=0.89M.
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Figura 8.4: Momentos de Stillinger y Lovett para un electrolito 3:3 con c = 0,89M y diferentes valores λ.
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8.4.5. Estructura par.
La idoneidad de la utilizacio´n del potencial tsc para reproducir la estructura de elec-
trolitos ha quedado reflejada en los resultados de simulacio´n de estructura par de la figura
8.1. En general el mismo grado de concordancia se ha obtenido en todos los casos estudia-
dos a lo largo de esta tesis, haciendo hincapie´ en el hecho de que la diferencia entre tsc y
fcp se hace ma´s grande cuanto mayor es la distancia de truncamiento, y por tanto cuanto
menor es la reduccio´n de la contribucio´n de largo alcance en el potencial de Coulomb.
En lo que respecta a la teor´ıa, en la figura 8.5 se observa por ejemplo la funcio´n
de distribucio´n par evaluada en las aproximaciones HNC y HNC3. Las discrepancias
entre simulacio´n y teor´ıa se hacen ma´s aparentes en el primer ma´ximo de las funciones
de distribucio´n entre part´ıculas iguales (en el caso 1:3 en g++, que corresponde a las
part´ıculas ma´s grandes). Este pico es debido a la presencia de agregados de part´ıculas
con carga alternante (+–+ o –+–), lo que parece sugerir la necesidad de un ana´lisis ma´s
alla´ de la estructura par con el fin de conseguir una descripcio´n precisa del sistema. En
ambos casos puede verse la mejora sustancial de la aproximacio´n HNC3 sobre la teor´ıa
HNC, lo que esta´ de acuerdo con resultados previos en fluidos puros (Attard, 1989) y
mezclas (Jorge et al., 2001). Algunas leyendas de estas gra´ficas nos muestran dos valores
de g
(2)
+−, uno sen˜alado con + y el otro con − refirie´ndose a la part´ıcula fuente usada en
cada caso. Si nos remitimos al apartado 8.4.1, cuando se hablo´ de la teor´ıa HNC3 para
casos con asimetr´ıa de taman˜o o valor absoluto de la carga, se menciono´ que para facilitar
los ca´lculos se supon´ıa que ρ+− = ρ−+ con el objeto de desacoplar el sistema de ecuaciones
de la ecuacio´n integral. Aunque no se muestran resultados para la totalidad de sistemas
de la tabla 8.1, se ha comprobado que la aproximacio´n del desacoplamiento en (6.16) es
leg´ıtima dado que en todos los casos el desacuerdo entre g
(2)
+− y g
(2)
−+ no es muy relevante.
En general los mismos efectos observados para la disolucio´n recie´n comentada se pue-
den hacer extensivos a otros casos estudiados. En la figura 8.6 se perfila la estructura
par de una disolucio´n de electrolito 3:3 con λ = 2,0 a una concentracio´n c = 1,67 M y
 = 78,358. La concordancia entre los datos de simulacio´n MD para los potenciales fcp
y tsc se hace patente en la gra´fica superior de la figura, en la que u´nicamente se obser-
van discrepancias entre los dos potenciales cerca del radio de truncamiento de la cola de
Coulomb. En cuanto a la gra´fica inferior, no so´lo se aprecia la calidad de la estructura
par generada por la teor´ıa HNC3, sino que tambie´n se observa co´mo nuevamente la apro-
ximacio´n de g
(2)
+− obtenida a partir del sistema de ecuaciones con aniones como part´ıcula
fuente es superior a la correspondiente a g
(2)
+−(+).
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Figura 8.5: Funciones de distribucio´n de teor´ıa y simulacio´n MD para el potencial truncado y desplazado
presentado de los sistemas a) y b) de la figura 8.1.
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Figura 8.6: Funcio´n de distribucio´n par para un electrolito 3:3 con λ = 2,0 a una concentracio´n c = 1,67M
y r∗ts = 16,5. Gra´fica superior: comparacio´n entre los potenciales fcp y tsc. Gra´fica inferior: Simulacio´n
MD y teor´ıas HNC y HNC3.
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8.4.6. Estructura triple.
Una de las propiedades ma´s ampliamente utilizada en el estudio de la estructura de
l´ıquidos es la funcio´n de distribucio´n par. Sin embargo, a medida que crece la complejidad
de los sistemas, ya sea por la aparicio´n de efectos de orden local, de tipo asociativo, etc.,
hay que aumentar tambie´n la complicacio´n de las herramientas utilizadas para caracte-
rizarlos. En este sentido, a lo largo de esta tesis se ha comprobado que la funcio´n de
distribucio´n triple ha sido de gran ayuda para la clarificacio´n de los resultados de estruc-
tura en el agua (Lombardero et al., 1999), as´ı como en la caracterizacio´n de la estructura
par y triple en un sistema con potencial de Dzugutov (Lomba et al., 2001). Hemos com-
probado tambie´n que la estructura par generada en consistencia con la estructura triple
es considerablemente mejor respecto a la misma aproximacio´n a nivel de dos cuerpos.
Aqu´ı una vez ma´s la caracterizacio´n de la estructura triple en las disoluciones de
electrolitos se va a llevar a cabo a trave´s de la funcio´n de distribucio´n de tres cuerpos
g(3). Para cada disolucio´n estudiada se presentara´n resultados de las aproximaciones KSA,
HNC3, y en algu´n caso tambie´n se hara´n ca´lculos de la funcio´n de distribucio´n de tres
cuerpos mediante la teor´ıa BHP.
En la figura 8.7 se presentan resultados de g
(3)
µνγ(r, s, θ12) para un electrolito sime´trico
3:3 comparando dos estados de alta y baja densidad. Los valores de r y s elegidos corres-
ponden a las posiciones de los picos relevantes en la funcio´n de distribucio´n par. El hecho
de que la aproximacio´n BHP proporcione valores de g(3) distintos de cero para a´ngulos
bajos – que para las configuraciones dadas corresponden a part´ıculas que solapan –, se
debe a la imprecisio´n nume´rica debida a la transformacio´n multidimensional inversa de
Fourier de la ecuacio´n OZ3 (Jorge et al., 2001). Este hecho es caracter´ıstico de la inversio´n
discreta de transformadas de Fourier de funciones que presentan un escalo´n (no necesaria-
mente discontinuo) para r ∼ σ (σ > 0). Aparte de estos inconvenientes esta aproximacio´n
reproduce cualitativamente el comportamiento de las distribuciones triples de part´ıculas
de igual carga, al igual que la teor´ıa HNC3, y en contraste con la aproximacio´n KSA. Hay
que hacer notar que las deficiencias observadas en la HNC3 provienen de las imprecisiones
en la determinacio´n del pico en la funcio´n de distribucio´n par que interviene en el ca´lculo
de g(3) a trave´s de (6.28). Este hecho se aprecia especialmente en la regio´n de a´ngulos
grandes (r grande). Este es el u´nico estado y sistema para el que hemos realizado ca´lculos
BHP dado que las dificultades de convergencia asociadas a la multiplicidad de soluciones
han hecho impracticable su resolucio´n para fuerzas io´nicas mayores o para asimetr´ıa de
carga y/o taman˜o.
A medida que la concentracio´n aumenta, la funcio´n de distribucio´n g
(3)
−−− = g
(3)
+++
desarrolla un ma´ximo adicional situado alrededor de 90o. Aunque la KSA capta este
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Figura 8.7: Funcio´n de distribucio´n triple g(3)µνγ(r, r′) para un electrolito 3:3 con λ = 1,0. Los tres gra´ficos
de arriba son para c = 7,78 M y los tres de abajo para c = 0,89 M .
detalle, lo sobreestima notablemente invirtiendo las alturas relativas de los picos respecto
a la simulacio´n. En g
(3)
−+− se muestra que el ma´ximo a 85
o se difumina a medida que la
densidad disminuye y se convierte en una meseta que alcanza 180o, es decir, estructuras
practicamente lineales. Esto es una sen˜al t´ıpica de la presencia de agregados abiertos en
el re´gimen de baja densidad. Finalmente, en g
(3)
−−+ se observa que a concentraciones bajas
la atraccio´n +− coloca el ma´ximo a a´ngulos bajos mientras que la tercera part´ıcula se
hace notar a altas concentraciones induciendo una estructura que recuerda a la funcio´n
de distribucio´n par, con un primer pico que aparece a distancias determinadas por la
repulsio´n del nu´cleo de la tercera part´ıcula. Este efecto, sin embargo, s´ı es captado por la
KSA.
Es conocido el hecho de que la aproximacio´n de superposicio´n de Kirkwood en general
da buenos resultados a bajas densidades, donde supuestamente las correlaciones entre
part´ıculas no son demasiado fuertes y por lo tanto pueden ser desestimadas. En concreto,
existen diversos trabajos donde se ha analizado en profundidad el rango de validez de esta
aproximacio´n (Krumhansl y Wang, 1972; Wang S.-S. y Krumhansl, 1972; Tanaka y Fukui,
1975). Sin embargo, una de las caracter´ısticas que puede observarse en pra´cticamente la
totalidad de los estados termodina´micos estudiados en este trabajo es que a pesar de
las bajas densidades la KSA es apenas cualitativa, mostrando una clara superioridad
la teor´ıa HNC3. Esto queda reflejado en las distintas gra´ficas en las que se representa
g
(3)
µνγ(r, r′). Un ejemplo de ello se muestra en la figura 8.8 en la que se han representado
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Figura 8.8: Funcio´n de distribucio´n triple g(3)µνγ(r, r′) para un electrolito 3:3 con λ = 2,0 y concentracio´n
1.67 M. Las configuraciones son las mismas que las que se presentan en la gra´fica 8.9.
las distintas funciones triplete para una disolucio´n acuosa de electrolito 3:3 con λ = 2,0 a
una concentracio´n c = 1,67 M . Como se observa en esta figura la teor´ıa HNC3 es capaz
de captar los detalles cualitativos de la estructura triple, a pesar de que en algunos casos
cuantitativamente no consigue ajustarse a los datos de simulacio´n. En la figura 8.9 este
hecho se hace ma´s evidente au´n puesto que la diferencia entre los rasgos caracter´ısticos
de la simulacio´n y la aproximacio´n KSA es ma´s grande todav´ıa. Si nos remitimos a la
expresio´n de g(3) para la teor´ıa IOZ observamos que tiene la misma naturaleza que la
aproximacio´n KSA en la medida en que ambas desarrollan g(3) como un producto de tres
funciones pares. Mientras que en el segundo caso las tres funciones pares del desarrollo
corresponden a g(2), en el caso particular de la teor´ıa HNC3 dos de esas funciones son
g(2) mejoradas a trave´s del ca´lculo del perfil de densidad, y la tercera es la funcio´n g
(2)
o
inhomoge´nea que esencialmente capta la influencia de la tercera part´ıcula en un triplete
determinado. Realmente es esta u´ltima funcio´n inhomoge´nea la que con su peso en la
expresio´n de g(3) consigue en mayor medida reproducir la estructura triplete. Prueba de
ello es que en los casos en los que se ha empleado la teor´ıa de IOZ sin optimizacio´n en
la funcio´n de distribucio´n par tambie´n se aprecia una mejora sensible en la estructura
triplete.
Continuando el ana´lisis de las disoluciones con electrolitos 3:3, es interesante fijarse
en el caso de concentracio´n 0,89 M y para´metro λ = 2,0; esto es, la u´nica variacio´n
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Figura 8.9: Funcio´n de distribucio´n triple g(3)µνγ(r, r′) para un electrolito 1:3 con λ = 3,0 y concentracio´n
0.89 M.
que se esta´ considerando respecto a la disolucio´n de la figura 8.8 es una disminucio´n en
la concentracio´n. Teo´ricamente se espera que al tratarse de una densidad de iones ma´s
baja los resultados de la aproximacio´n KSA sean mejores que cuando la concentracio´n
es 1,67 M , y en efecto as´ı se constata al comparar las figuras 8.8 y 8.10 Hasta ahora los
resultados de la aproximacio´n KSA analizados son consistentes en lo que respecta a su
mayor capacidad para asemejarse a la simulacio´n a medida que disminuye la densidad.
Sin embargo, cuando nos remitimos al caso en el que cationes y aniones tienen el mismo
taman˜o y la concentracio´n sigue siendo 0,89M (ver gra´ficas de la parte inferior en Fig. 8.7),
observamos que el acuerdo entre la aproximacio´n de Kirkwood y la simulacio´n no es
tan bueno como en el caso homo´logo para λ = 2,0. De hecho, los valores de g3 en la
KSA sobreestiman abiertamente los datos de simulacio´n. Esta aparente incoherencia en
la estructura triplete se debe al feno´meno de asociacio´n ya mencionado anteriormente. A
pesar de encontrarnos a una densidad baja, el hecho de que las part´ıculas tiendan a formar
agregados hace que se establezcan entre ellas correlaciones significativas que no pueden ser
desestimadas por una teor´ıa que intente captar el comportamiento estructural del sistema.
Por ese motivo la aproximacio´n KSA no es capaz de reproducir esta fenomenolog´ıa, ya
que precisamente al factorizar g(3) en funciones pares se produce un desacoplamiento entre
los pares de part´ıculas que constituyen un determinado agregado, y por tanto quedan
enmascaradas correlaciones de mayor orden. Llama la atencio´n co´mo para este caso la
teor´ıa HNC3 no solamente es capaz de perfilar las tendencias generales de la estructura
triple, sino que adema´s puede cuantificar con unos ma´rgenes de error bastante pequen˜os
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Figura 8.10: Funcio´n de distribucio´n triple g(3)µνγ(r, r′) para un electrolito 3:3 con λ = 2,0 y concentracio´n
0.89 M.
los valores concretos de g(3).
Teo´ricamente la constatacio´n del feno´meno de asociacio´n deber´ıa hacerse a trave´s de
un ana´lisis de los agregados existentes en el medio, estableciendo un criterio de distan-
cia mı´nima de clustering (Bresme y Abascal, 1993) y contando los diferentes tipos de
agregados (Abascal y Bresme, 1994; Rossky y Friedman, 1980). Aunque este estudio no
se ha llevado a cabo en el presente trabajo, s´ı es posible analizar parte de la estructura
de asociacio´n del sistema atendiendo a las funciones de distribucio´n de tres cuerpos. La
figura 8.11 representa un fotograma de una configuracio´n perteneciente a una solucio´n
como la de la parte inferior de la de la figura 8.7. Esta configuracio´n muestra que en
promedio existen huecos importantes entre las part´ıculas, y que adema´s e´stas se disponen
en estructuras bastante abiertas. Mayoritariamente aparecen grandes agregados abiertos
que ba´sicamente recorren todo el sistema (percolan). La alternancia de aniones y cationes
en estas cadenas da lugar a que la funcio´n g
(3)
−+−(r, s, θ) empiece a crecer bruscamente en
torno a 60o y se mantenga hasta el l´ımite superior en θ, considerando como valores de r+−
y s+− los correspondientes al primer ma´ximo en g
(2)
+−. El comportamiento de g
(3)
−−−(r, s, θ),
g
(3)
−+−(r, r
′) y g(3)−−+(r, s, θ) es consistente con esta imagen del sistema.
Recientemente se han llevado a cabo investigaciones sobre el efecto de la asimetr´ıa
en los taman˜os de iones correspondientes a modelos primitivos de electrolitos (Romero-
Enrique et al., 2000; Yan y de Pablo, 2001). En estos trabajos se describe el comporta-
miento del sistema cerca del punto cr´ıtico, donde surgen fluctuaciones de concentracio´n
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Figura 8.11: Fotograma de una configuracio´n de simulacio´n MD para un electrolito 3:3 con λ = 1,0 a
c = 0,89 M
que dan lugar a la formacio´n de agregados. En concreto se evidencia el hecho de que a
medida que aumenta la asimetr´ıa en el taman˜o de los iones tambie´n lo hace la tendencia
a la asociacio´n. Adema´s, se hacen referencias a la formacio´n de estructuras concretas y a
co´mo la asimetr´ıa en el taman˜o incide directamente en el tipo de agregado atendiendo a
razonamientos energe´ticos y este´ricos. Aunque los estados termodina´micos mencionados
hasta ahora aqu´ı no se encuentran cerca de la regio´n cr´ıtica, cabr´ıa preguntarse hasta
que´ punto este tipo de fenomenolog´ıa se puede extender a sistemas como los que nos
ocupan en este trabajo. Se ha visto que para electrolitos 3:3 a concentracio´n 0,89 M con
λ = 1,0 existen indicios de agregacio´n con la formacio´n de estructuras abiertas. Cabr´ıa
esperar que con el aumento de la asimetr´ıa de taman˜o en los iones – λ = 2,0 – la asociacio´n
aumentase y las cadenas fueran ma´s evidentes au´n. Sin embargo no parece que sea esto lo
que suceda en vista de los resultados de las figuras 8.10 y 8.12. Esta u´ltima figura recoge
un fotograma de una configuracio´n del sistema correspondiente al caso de electrolito 3:3
con λ = 2,0 y una concentracio´n 0,89 M . En esta ocasio´n los iones se disponen de un
modo ma´s homoge´neo a lo largo del espacio sin dejar huecos vac´ıos significativos en el
medio. Segu´n cabr´ıa esperar, al aumentar el para´metro λ en igualdad de los otros factores
deber´ıa notarse un aumento en el nu´mero de cadenas o estructuras abiertas en el medio,
acompan˜ado de valores crecientes en g
(3)
−+−(r, r
′) y g(3)+−+(r, r
′) a partir de valores de θ en
torno a 60o o 70o.
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Figura 8.12: Fotograma de una configuracio´n de simulacio´n MD para un electrolito 3:3 con λ = 2,0 a
c = 0,89 M
Teniendo en cuenta que la diferencia de taman˜os io´nicos no es tan grande como la
estipulada en los trabajos de Yan y de Pablo (2001), se incremento´ algo ma´s el para´metro
de asimetr´ıa con el fin de observar la tendencia de los resultados. La figuras 8.14 y 8.13
toman como referencia la misma disolucio´n de antes pero ahora haciendo que el dia´metro
del catio´n sea tres veces mayor al dia´metro del anio´n (λ = 3,0) con c = 0,89 M . Adema´s
de no existir vestigio alguno de la presencia de cadenas en el medio, las funciones de
distribucio´n de tres cuerpos no muestran rastro de estructuras lineales sino que, ma´s bien
al contrario, parecen reflejar la presencia de estructuras ma´s cerradas o empaquedas. As´ı lo
indican por ejemplo las funciones g
(3)
+−+(r, s, θ) cuyo valor disminuye considerablemente
para a´ngulos grandes, poniendo en entredicho la existencia cadenas caracterizadas por
estructuras triplete con a´ngulos predominantemente abiertos.
¿Por que´ se obtienen comportamientos inversos a los esperados cuando se incrementa
el para´metro λ? La respuesta a esta pregunta se encuentra al comparar entre s´ı las figuras
8.11, 8.12 y 8.14. Aunque se mantiene la concentracio´n constante en los tres casos, el
aumento del para´metro de asimetr´ıa supone no solamente una mayor disparidad en los
taman˜os de los iones, sino que tambie´n implica una disminucio´n importante del volumen
libre de los iones en la disolucio´n. De este modo, a pesar de que este´ricamente sea ma´s
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Figura 8.13: Funcio´n de distribucio´n triple g(3)µνγ(r, r′) para un electrolito 3:3 con λ = 3,0 y concentracio´n
0.89 M.
favorable que las estructuras sean ma´s abiertas, la falta de espacio en el sistema impide
esa expansio´n de los agregados con la consecuente predominancia de un efecto de empa-
quetamiento t´ıpico de los sistemas densos. En otras palabras, en estas condiciones no es
posible estudiar aisladamente el efecto de la asimetr´ıa io´nica puesto que dicho efecto lleva
asociado un aumento del grado de empaquetamiento del sistema.
Para ilustrar co´mo la carga altera la estructura triple del fluido incluso en casos donde
los efectos de empaquetamiento son dominantes, en la figura 8.15 se presentan resultados
obtenidos para una mezcla equimolar neutra de esferas blandas (so´lo repulsiones del nu´cleo
de Ramanathan-Friedman – ec. (8.11) –), correspondiente a un sistema con λ = 3 y
η = 0,1806. En la misma gra´fica se hace una comparacio´n de estos resultados con los
homo´logos del sistema 3:3 cargado. Lo primero que se observa es una gran disminucio´n
en g
(3)
−−− (−− ahora denota los aniones y las part´ıculas pequen˜as) debida a las repulsiones
entre las cargas que dominan el comportamiento de las part´ıculas pequen˜as. Esta repulsio´n
es tambie´n la fuente de la desaparicio´n del pico a 30o presente en g
(3)
−−+. Por otra parte,
la organizacio´n de las part´ıculas grandes esta´ condicionada fundamentalmente por efectos
este´ricos. En resumen, como se esperaba las cargas afectan a la reorganizacio´n de las
part´ıculas pequen˜as en una ’matriz’ de part´ıculas grandes que conserva su orden local
relativo a pesar de la presencia de las cargas.
Para separar los efectos de asimetr´ıa de taman˜o de los efectos de empaquetamiento
habr´ıa que reducir dra´sticamente las concentracioens, y en esas condiciones estar´ıamos
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Figura 8.14: Fotograma de una configuracio´n de simulacio´n MD para un electrolito 3:3 con λ = 3,0 a
c = 0,89 M
enla situacio´n descrita por Yan y de Pablo (2001). Desafortunadamente, no es posible
conseguir la convergencia de la ecuacio´n HNC3 en su formulacio´n actual para ese tipo de
sistemas.
Con el fin de dar una idea tridimensional de la funcio´n de distribucio´n triplete, y por
completar el estudio de la asimetr´ıa en el taman˜o io´nico, en las figuras 8.16(a) y (b) y 8.17
se muestran las funciones de distribucio´n g(3) para configuraciones de tria´ngulo iso´sceles
(g(3)(r, r, θ)) para la disolucio´n de electrolito 3:3 a c=0.89M y λ = 1.
En la gra´fica 8.16(b) se pone de manifiesto la aparicio´n de agregados lineales a distan-
cias pequen˜as de r a trave´s del ra´pido crecimiento de g
(3)
−+−(r+−, r+−, θ) a a´ngulos bajos
(pro´ximos a 20o), que se mantiene hasta pra´cticamente el l´ımite superior de θ. En esta
misma gra´fica se observa la desaparicio´n del feno´meno de agregacio´n, tal y como se deduce
de la ra´pida disminucio´n de g
(3)
−+−(r, r, θ) al aumentar la distancia en la zona de a´ngulos
grandes.
En las figuras 8.18-8.20 se representan igualmente las funciones de distribucio´n g(3)(r, s, θ)
para configuraciones de tria´ngulo iso´sceles en el caso de electrolitos 3:3 a concentracio´n
0.89M y λ = 3,0. En la gra´fica 8.18(a) se muestra el crecimiento progresivo de g
(3)
−−−(r, r, θ)
al aumentar la r, casi de manera uniforme para todos los a´ngulos. En contraste, en la
gra´fica 8.18(b) g
(3)
+++(r, r, θ) se presenta toda una zona de valores nulos en la totalidad
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Figura 8.15: Funcio´n de distribucio´n triple para una mezcla de esferas blandas 3:3 con λ = 3,0 y fraccio´n de
empaquetamiento η = 0,1806 (equivale a c = 0,89 M), frente al electrolito correspondiente 3:3. C´ırculos:
sistema neutro. Tria´ngulos hacia arriba: sistema cargado. Se han pintado tambie´n las l´ıneas como gu´ıa
visual.
del intervalo θ = 0o − 180o para una franja de valores de r pequen˜os. Esto indica preci-
samente la ausencia de configuraciones triplete en esa regio´n, apoyando la idea de que el
sistema se dispone en una especie de matriz de part´ıculas grandes cuyos huecos ocupan
las part´ıculas pequen˜as –los aniones en este caso–. Asimismo puede apreciarse co´mo los
cationes alcanzan ra´pidamente una distribucio´n uniforme al aumentar θ para casi todas
las distancias.
Paralelamente, en la gra´fica 8.19(a) vemos que para cada a´ngulo θ g
(3)
−+−(r, r, θ) empieza
a aumentar a distancias r+− pequen˜as hasta llegar a un valor aproximado de r+− = 3,0, a
partir del cual comienza a disminuir. Por otra parte, para una distancia r+− determinada
existe un incremento ra´pido de g
(3)
−+−(r, r, θ) al aumentar θ hasta alcanzar una distribu-
cio´n aproximadamente uniforme. Este u´ltimo comportamiento esta´ de acuerdo con los
comentarios hechos sobre la gra´fica 8.18(a), y tambie´n apoya la imagen del sistema que
se comentaba entonces. En la gra´fica 8.19(b) la situacio´n es similar en lo que respecta
a la variacio´n de g(3) con r para un θ dado – aunque la perspectiva no permite apreciar
totalmente este detalle –, pero sin embargo en este caso para cada distancia r+− se aprecia
un primer pico ma´s pronunciado en g
(3)
+−+(r, r, θ) al aumentar θ. Tambie´n en esta gra´fica
se observan de manera especial las consecuencias de la restriccio´n del nu´cleo del poten-
cial Vqq(r) impuesta por la repulsio´n de carga y el taman˜o io´nico. En concreto el mayor
taman˜o del catio´n hace que para un r+− dado g
(3)
−+−(r, r, θ) empiece a adquirir valores no
nulos a a´ngulos menores que g
(3)
+−+(r, r, θ).
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Figura 8.16: Electrolitos 3:3 a concentracio´n 0.89 M y λ = 1,0 ( = 78,358).
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Figura 8.17: Electrolitos 3:3 a concentracio´n 0.89 M y λ = 1,0 ( = 78,358).
Por u´ltimo, en las gra´ficas 8.20(a) y 8.20(b) se representan las configuraciones g
(3)
−−+(r, r, θ)
y g
(3)
++−(r, r, θ) respectivamente. Nuevamente en g
(3)
++−(r, r, θ) se pone de relieve la ausencia
configuraciones con distancias r++ pequen˜as para todo el intervalo de θ.
8.4.7. Influencia del disolvente.
El disolvente empleado en una disolucio´n de electrolitos tiene gran influencia en propie-
dades dina´micas como la conductividad de la disolucio´n (Fuoss y Kraus, 1933) o esta´ticas
como la propia estructura de la disolucio´n. En este trabajo se han empleado constantes
diele´ctricas de 78,358 y 36,4, que corresponden respectivamente al agua y al acetonitrilo.
En l´ıneas generales el incremento de la constante diele´ctrica del medio en una disolucio´n
de electrolito tiende a apantallar las fuerzas de largo alcance. Este efecto tiene lugar por-
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Figura 8.18: Electrolitos 3:3 a concentracio´n 0.89 M y λ = 3,0 ( = 78,358).
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Figura 8.19: Electrolitos 3:3 a concentracio´n 0.89 M y λ = 3,0 ( = 78,358).
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Figura 8.20: Electrolitos 3:3 a concentracio´n 0.89 M y λ = 3,0 ( = 78,358).
que la mayor polaridad de las mole´culas hace que e´stas se orienten ma´s fa´cilmente ante
la presencia del campo creado por las cargas io´nicas del soluto, de modo que en promedio
las fuerzas de Coulomb de los electrolitos pierden su efecto. Por el contrario, los disol-
ventes constituidos por mole´culas ma´s apolares se orientan ma´s dif´ıcilmente y por ello su
presencia no afecta tanto a la interaccio´n entre los iones del medio.
En la figura 8.21 se analiza el efecto de la disminucio´n de la constante diele´ctrica en la
disolucio´n de electrolito 1:3 que pretende modelar el LaCl3. Al disminuir  se observa un
incremento considerable de la altura de los picos denotando una mayor asociacio´n en el
sistema. Es decir, la disminucio´n del apantallamiento incrementa tanto la repulsio´n de ++
en g
(3)
+−+, como la atraccio´n +− en g(3)−−+. Paralelamente, el desplazamiento hacia a´ngulos
menores del pico en g
(3)
−−+ es una consecuencia de la mayor atraccio´n entre las part´ıculas
+−. En la gra´fica superior de esta figura se comprueba nuevamente que la funcio´n g(3)+−+
esta´ dominada por efectos este´ricos, y por eso los resultados de KSA son peores que para
g
(3)
−−+. El desplazamiento vertical en los datos de HNC3 para a´ngulos grandes se debe una
vez ma´s a una infravaloracio´n de los picos en la distribucio´n par.
La influencia de la constante diele´ctrica en sistemas cargados se acentu´a a bajas den-
sidades, donde las asociaciones entre part´ıculas son bastante fuertes incluso llegando a
la formacio´n de grandes agregados. En la figura 8.22 esta´n representadas respectivamen-
te configuraciones correspondientes a sendas simulaciones de disoluciones de electrolitos
3:3 – λ = 1,0 – en agua y acetonitrilo, a una concentracio´n 0,11 M . Mientras que en la
configuracio´n perteneciente a la gra´fica (a) el sistema esta´ equilibrado, en el caso (b) no
se ha conseguido estabilizar la disolucio´n y por eso aparecen grandes nu´cleos de part´ıcu-
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las que bien pueden corresponder a la formacio´n de gotas, esto es, muy probablemente
nos encontramos dentro de la curva de coexistencia l´ıquido-vapor de este sistema. En el
caso (a) pueden distinguirse pequen˜os grupos de part´ıculas repartidos homoge´neamente
por todo el sistema, mientras que en el caso del acetonitrilo los agregados son much´ısimo
ma´s pronunciados. Es decir, en las mismas condiciones de temperatura, concentracio´n y
simetr´ıa en los iones, cuando el disolvente es acetonitrilo el feno´meno de asociacio´n en
mucho ma´s acusado y parece inducir una transicio´n gas-l´ıquido donde el gas esta´ forma-
do por agregados neutros de pequen˜o taman˜o (ba´sicamente pares). Es estudio de este
tipo de sistemas abre una v´ıa potencial de investigacio´n muy interesante, dado que es-
te tipo de condensaciones de sistemas io´nicos presenta una fenomenolog´ıa experimental
extremadamente rica (Glasbrenner y Weinga¨rtner, 1989).
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(a)  = 78,358. (b)  = 36,4.
Figura 8.22: Electrolitos 3:3 a concentracio´n 0.11 M para diferentes valores de la constante diele´ctrica.

Cap´ıtulo 9
RESUMEN Y CONCLUSIONES
r La funcio´n de distribucio´n radial g(r) proporciona una descripcio´n muy valiosa sobre
la estructura de un l´ıquido, pero a veces tambie´n resulta insuficiente, incluso para fluidos
monoato´micos. Un ana´lisis ma´s profundo en te´rminos de las funciones de correlacio´n de
o´rdenes mayores aporta la informacio´n correspondiente a la disposicio´n en el espacio de
tres o ma´s a´tomos.
La idea sobre la que se ha fundamentado todo este trabajo de tesis es el estudio de
las correlaciones de tres cuerpos en sistemas puros y mezclas de l´ıquidos simples. En este
sentido se han analizado tanto la funcio´n de distribucio´n triple g(3)(r, s, θ) como la funcio´n
de correlacio´n directa triple en el espacio de Fourier c˜(3)(k,k′). Para llevar a cabo este
estudio se han empleando diferentes puntos de vista, y as´ı por ejemplo se ha utilizado
la simulacio´n por ordenador (Monte Carlo y Dina´mica Molecular) y tambie´n la teor´ıa de
ecuaciones integrales tipo Ornstein-Zernike. En cada caso ha sido necesario desarrollar las
herramientas adecuadas espec´ıficas para los sistemas multicomponentes dada la escasez
de resultados para estos sistemas en la biliograf´ıa.
A continuacio´n presentamos un resumen de los puntos ma´s relevantes que se han
abordado en el presente trabajo
Generacio´n de sendos programas – para sistemas puros y mezclas binarias – pa-
ra el ca´lculo de funcio´n de distribucio´n de tres cuerpos g(3)(r, s, θ) a partir de las
configuraciones de una simulacio´n.
Determinacio´n mediante simulacio´n de las funciones de distribucio´n g(3)(r, s, θ) a´tomo-
a´tomo para el H2O con el fin de justificar, entre otros, el comportamiento inesperado
de la estructura g
(2)
OO(r) par frente a la temperatura.
Extensio´n al caso de mezclas de la teor´ıa BHP para el ca´lculo de funciones de
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correlacio´n de tres cuerpos, y su validacio´n mediante ca´lculos de g
(3)
µνξ(r, s, θ) en
mezclas de esferas duras empleando como datos iniciales los correspondientes a la
teor´ıa SCVM.
Ana´lisis del ansatz de c(3)(r, s, t) de la teor´ıa BHP, y estudio de la multiplicidad
de las funciones t(r) para el caso de mezclas empleando como ejemplo la funcio´n
escalo´n.
Extensio´n a sistemas multicomponentes de la teor´ıa IOZ en la formulacio´n de Attard
para el ca´lculo de g(3)(r, s, θ), y validacio´n de dicha teor´ıa mediante ca´lculos en
mezclas de LJ (HMSA3) y mezclas de esferas duras (ISCVM).
Desarrollo de un programa que calcula los factores de estructura S
(2)
µν (k) y S
(3)
µνξ(k,k
′)
en mezclas binarias de l´ıquidos simples a partir de las configuraciones de una simu-
lacio´n, y tambie´n de un programa de ca´lculo de las funciones de correlacio´n directa
triple de mezclas c˜
(3)
µνξ(k,k
′). Ambos co´digos implementan el ca´lculo de los errores
asociados a las magnitudes anteriores.
Ana´lisis de la estructura par y triple de un sistema modelado con el potencial de
Dzugutov que reproduce el comportamiento de vitrificacio´n de un metal l´ıquido a
bajas temperaturas. Los ca´lculos de estructura se han llevado a cabo en las apro-
ximaciones teo´ricas RHNC, HNC y HNC3, y se han empleado los resultados de
simulacio´n MD como referencia. Asimismo se han realizado comparaciones con el
mismo sistema en condiciones propias del l´ıquido, y tambie´n con un fluido de LJ
usando diferentes aproximaciones.
Estudio de electrolitos 3:3 y 1:3 segu´n el tratamiento de McMillan-Mayer empleando
el potencial truncado y desplazado de Ramanathan-Friedman. Este potencial consta
de un nu´cleo repulsivo (potencial RF propiamente dicho) y de una cola conveniente-
mente truncada y desplazada (potencial de Coulomb). En concreto se ha estudiado
la estructura par y triple de cada disolucio´n haciendo hincapie´ en su relacio´n con
diferentes aspectos como son: la concentracio´n de las especies io´nicas, la asimetr´ıa
de taman˜o en los iones, y el efecto del disolvente a trave´s de la constante diele´ctrica
del medio.
r Un ana´lisis detallado del trabajo resumido en los puntos anteriores permite extraer
las siguientes conclusiones
î La teor´ıa BHP en el caso de sistemas multicomponentes proporciona buenos resul-
tados para g(3)(r, s, θ) y c(3)(k,k′) para mezclas binarias de esferas duras a partir de
la estructura par generada por la aproximacio´n SCVM.
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î La aproximacio´n al ca´lculo de g(3)(r, s, θ) mediante la teor´ıa IOZ en mezclas bina-
rias da resultados buenos para sistemas binarios de LJ con asimetr´ıas de taman˜o
razonables, cuando se emplean como datos para el fluido homoge´neo los obtenidos
a partir de las teor´ıas HNC y HMSA.
î El ca´lculo de la funcio´n de distribucio´n triple g(3)(rOO, sOO, θ) en el agua permite
justificar el comportamiento inesperado de g(2)(rOO) con la temperatura como un
efecto atribuible al promediado impl´ıcito en las funciones de distribucio´n par. La
funcio´n g(3)(rOO, sOO, θ), sin embargo, al considerar las correlaciones con terceras
part´ıculas pone de manifiesto los feno´menos derivados del orden local t´ıpico por
ejemplo de los sistemas tetrae´dricos como el agua.
î La obtencio´n del perfil de densidad y de la funcio´n de distribucio´n par inhomoge´nea
de modo consistente dentro del formalismo de la ecuacio´n IOZ ideado por Attard
para el ca´lculo de g(3)(r, s, θ) permite obtener funciones de distribucio´n pares de
gran calidad. La inclusio´n de las correlaciones triplete en el ca´lculo permite que estas
funciones pares reproduzcan rasgos t´ıpicos de la estructura de l´ıquidos asociados a
un orden local especial. En el caso del potencial de Dzugutov se ha comprobado
que la teor´ıa HNC3 es capaz de reproducir el hombro caracter´ıstico que aparece en
el segundo pico de la funcio´n de distribucio´n par, y que es caracter´ıstico del orden
icosae´drico del sistema de Dzugutov superenfriado.
î La teor´ıa BHP proporciona directamente resultados de c˜(3)(k,k′), y las funciones de
distribucio´n triple g(3)(r, s, θ) han de calcularse haciendo la transformada inversa de
h(3)(k,k′). Sin embargo, en el formalismo IOZ empleado por Attard se obtienen de
modo directo las funciones de distribucio´n triple g(3)(r, s, θ), mientras que c(3)(k,k′)
ha se calcularse a trave´s de la ecuacio´n OZ3 previa transformada de Fourier de doble
de h(3)(r, s, θ). Por todo lo anterior se concluye la teor´ıa IOZ en el formalismo de
Attard es ma´s apropiada para el ca´lculo de funciones de distribucio´n triple, mien-
tras que las cantidades transformadas de Fourier y la propia funcio´n de correlacio´n
directa triple se obtienen de modo ma´s sencillo a partir de la teor´ıa BHP.
En resumen, disponemos de un conjunto bastante completo de te´cnicas complementa-
rias para predecir la estructura triple de fluidos densos y sistemas con grados apreciables
de agregacio´n, proporcionando as´ı la base para el desarrollo de teor´ıas de cristalizacio´n
mejoradas, teor´ıas de acoplamientos de modos para el estudio de feno´menos dina´micos,
o incluso teor´ıas sofisticadas para la descripcio´n de estados electro´nicos y espectros de
absorcio´n en medios desordenados.

Ape´ndice A
LA ECUACIO´N
ORNSTEIN-ZERNIKE PAR.
A.1. Introduccio´n.
Dentro de las teor´ıas que esta´n enfocadas al ca´lculo de las funciones de distribucio´n
par pueden distinguirse dos grandes grupos
î aquellas que se obtienen a partir de la expansio´n en te´rminos de una variable inten-
siva, como por ejemplo la expansio´n diagrama´tica en te´rminos de la actividad.
î las que se derivan de una jerarqu´ıa de ecuaciones que relaciona ρ(n)(r1, ..., rn) con
ρ(n+m)(r1, ..., rn, ..., rm).
La ecuacio´n de Ornstein-Zernike (OZ) pertenece a este primer grupo mientras que la
ecuacio´n de fuerza (2.64) al segundo.
La ecuacio´n OZ par define la funcio´n de correlacio´n directa c(2)(r12) como una de las
contribuciones en que puede dividirse la funcio´n de correlacio´n total par h(2)(r)
h(2)(r12) = c
(2)(r12) +
∫
ρ(1)(r1)c
(2)(r13)h
(2)(r32)dr3. (A.1)
La otra contribucio´n viene dada por el segundo miembro en (A.1) y da cuenta de la
influencia propagada directamente de la part´ıcula 1 sobre la tercera part´ıcula 3, que a
su vez ejerce su influencia sobre 2 directa o indirectamente. Esto se ve ma´s claramente
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desarrollando algo ma´s (A.1)
h(r12) = c(r12) +
∫
ρ(r1)c(r13)c(r23)dr3 +
∫ ∫
ρ(r3)ρ(r4)c(r13)c(r24)c(r34)dr3dr4
+
∫ ∫ ∫
ρ(r3)ρ(r4)ρ(r5)c(r13)c(r24)c(r35)dr3dr4dr5, (A.2)
donde hemos omitido los super´ındices que reflejan el cara´cter par de estas funciones, tal
y como se hara´ en lo que sigue.
El alcance de c(r12) es comparable al del potencial par V2(r12), mientras que h(r12)
generalmente tiene un alcance mayor, muy especialmente en las proximidades del punto
cr´ıtico, donde su integral espacial diverge. Adema´s, la estructura de c(r12) es mucho ma´s
simple que la de h(r12). Todos estos comentarios acerca del alcance de las funciones han
de considerarse con cierto cuidado en los fluidos io´nicos. En estos sistemas entran en juego
feno´menos de apantallamiento que por ejemplo hacen que el alcance de h(r) decrezca de
manera exponencial a distancias intermoleculares grandes, mientras que c(r) conserva el
alcance similar al del potencial de interaccio´n. En estos casos, por tanto, el alcance de
c(r) es mayor que el de h(r).
Para un fluido iso´tropo la relacio´n OZ adquiere la forma
h(r) = c(r) + ρ
∫
c(r′)h(|r− r′|)dr′. (A.3)
Si se hace la transformada de Fourier en los 2 miembros de (A.1) se llega a la ecuacio´n
h˜(k) =
c˜
(1− ρc˜) , (A.4)
donde las tildes ’˜’ sobre las funciones indican precisamente la transformada de Fourier.
A.2. La relacio´n de cierre.
En definitiva, la ecuacio´n OZ2 (A.1) se puede considerar como una definicio´n de la
funcio´n de correlacio´n directa c(r12). Si se dispusiera de otra ecuacio´n que relacionara c(r)
con g(r) o h(r), entonces para un potencial par intermolecular determinado se tendr´ıa un
sistema de dos ecuaciones con dos inco´gnitas. A la ecuacio´n gene´rica
c(r) = FRC(V2(r)) (A.5)
comunmente se le denomina relacio´n de cierre.
Antes de describir la expresio´n general para la relacio´n de cierre introduciremos una
serie de definiciones. Sabemos que la funcio´n de distribucio´n par de un gas diluido viene
dada por
g(r) = e−βV (r), (A.6)
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de manera que en general la funcio´n de distribucio´n par de un fluido se puede expresar en
te´rminos de la g(r) del gas diluido multiplicada por un factor de correccio´n que considere
las desviaciones del comportamiento (A.6) a bajas densidades
g(r) = y(r)e−βV (r), (A.7)
donde
y(r) = e−β(w(r)−V (r)). (A.8)
En este punto podemos definir una nueva funcio´n
$(r) = −β(w(r)− V (r)). (A.9)
Si se hace un desarrollo de diagramas de $(r) es posible demostrar que esta funcio´n se
puede separar en dos contribuciones
$(r) = γ −B(r), (A.10)
donde γ es la denominada funcio´n de correlacio´n indirecta (γ = s = h − c) y B(r) es la
funcio´n puente. Utilizando estas funciones se puede reescribir (A.7)
g(r) = e−βV (r)+γ−B(r). (A.11)
Esta ecuacio´n facilita mucho los ca´lculos puesto que permite expresar la funcio´n de dis-
tribucio´n radial en te´rminos de funciones que intervienen directamente en la ecuacio´n
integral OZ.
A.2.1. La relacio´n de cierre de Percus-Yevick.
La funcio´n de correlacio´n directa se introdujo para representar en cierto sentido la
correlacio´n entre dos part´ıculas en un sistema que contiene las N −2 part´ıculas restantes.
Por tanto, resulta razonable representar esa correlacio´n directa como
c(r) = gtotal(r)− gindirecta(r), (A.12)
donde gtotal(r) es la funcio´n de distribucio´n radial (2.63) , y gindirecta(r) es la funcio´n de
distribucio´n radial pero sin la contribucio´n directa debida al potencial de interaccio´n V (r)
c(r) = e−βw(r) − e−β[w(r)−V (r)]
= g(r)e−βV (r) − y(r)
= f(r)g(r), (A.13)
donde f(r) es la funcio´n de Mayer
f(r) = e−βV (r) − 1. (A.14)
Esta aproximacio´n para c(r) se denomina aproximacio´n de Percus-Yevick (PY).
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A.2.2. La aproximacio´n HNC.
Si se lineariza la ecuacio´n (A.13) se llega a otra aproximacio´n
c(r) = e−βw(r) − 1− β[w(r)− V (r)]
= g(r)− 1− lny(r)
= f(r)g(r) + y(r)− 1− lny(r). (A.15)
Esta es la denominada aproximacio´n de la cadena hiperreticulada (HNC), y adema´s su-
pone que la funcio´n puente es nula. En tal caso escribiendo (A.15) en funcio´n de (A.11)
y teniendo en cuenta que B(r) = 0
c(r) = e−βV (r)+γ(r) − γ(r)− 1. (A.16)
A.2.3. La aproximacio´n RHNC.
La teor´ıa RHNC (reference hypernetted chain) consiste en suponer que la funcio´n
puente es igual a la de un sistema de referencia conocido y bien caracterizado.
B(r) = Bo(r), (A.17)
de manera que la relacio´n de cierre quedar´ıa de la forma
c(r) = e−βV (r)+γ+Bo(r) − γ(r)− 1. (A.18)
Por lo general el sistema elegido es el de esferas duras, aunque lo deseable es que se tratte
de un marco de referencia que conserve las propiedades fundamentales del fluido que se
quiere estudiar.
Siguiendo a Rosenfeld y Ashcroft (1979) en el que propon´ıan que B(r) deb´ıa ser esen-
cialmente la misma para todos los potenciales V (r), Lado et al. (1983) consideraron Vo(r)
como funcio´n un para´metro ajustable cuyo valor o´ptimo deb´ıa determinarse requiriendo
la minimizacio´n de la energ´ıa libre. El u´nico para´metro a optimizar cuando el sistema de
referencia es el de esferas duras es precisamente el dia´metro de la esfera d, y en tal caso
el criterio de minimizacio´n de la energ´ıa libre proporciona la condicio´n
ρ
∫
dr[g(r)− gHS(r)]∂BHS(r; d)
∂d
= 0 (A.19)
A.2.4. La aproximacio´n HMSA.
La idea de combinar diferentes teor´ıas con el fin de obtener una buena aproximacio´n
en la relacio´n de cierre fue considerada por Rogers y Young (1984), quieres emplearon
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las relaciones de cierre PY (a distancias cortas) y HNC (a distancias largas) para dar
lugar a la denominada ecuacio´n integral Rogers-Young (RY). La combinacio´n se realiza
de forma que la compresibilidad isoterma obtenida a partir del teorema de fluctuacio´n y
de la ecuacio´n del virial sean consistentes. Esta aproximacio´n da buenos resultados para
el potencial de esferas duras, pero no obstante es inadecuada para potenciales blandos.
A partir de la ecuacio´n RY, Zerah y Hansen (1986) propusieron una nueva ecuacio´n
integral autoconsistente que interpola entre las relaciones de cierre HNC y ’soft core
MSA’ (SMSA), que es una extensio´n de la MSA adecuada para potenciales blandos. Esta
aproximacio´n denominada HMSA se basa en la separacio´n del potencial par en su parte
repulsiva y atractiva V = V att + V rep, que siguiendo la formulacio´n WCA (Weeks et al.,
1971) adquiere la forma
V att(r) = V (r)− V (rm), r ≤ rm
= 0, r ≥ rm (A.20)
vrep(r) = V (rm), r ≤ rm
= V (r), r ≥ rm, (A.21)
siendo rm la posicio´n del mı´nimo de potencial.
La relacio´n de cierre HMSA adquiere la forma
g(2)(r1, r2, θ12) =
{
1− exp
[
m(r12)
(−V att(r1, r2, θ12) + s(2)(r1, r2, θ12))]− 1
m(r12)
}
(A.22)
× exp [−βV rep(r1, r2, θ12)] ,
donde m(r12) = 1 − exp(−α r12) es la funcio´n de mezcla y α el para´metro que controla
la consistencia termodina´mica, imponiendo la consistencia entre las ecuaciones de estado
del virial y compresibilidad isoterma obtenida a partir del teorema de fluctuacio´n(
∂βP
∂ρ
)
virial
= (ρKBTχT )
−1 = 1 + ρh˜(0). (A.23)
A.2.5. La aproximacio´n SCVM.
La funcio´n puente de Verlet (Verlet, 1980) propone una dependencia funcional de B(r)
con la funcio´n γ de la forma
B(r) =
1
2
a2γ
2
1 + aγ
, (A.24)
donde los para´metros a2 y a se ajustan tomando como referencia propiedades de un
sistema conocido. Con posterioridad Lab´ık et al. (1991) modificaron (A.24) para darle la
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forma ma´s general
B(r) =
1
2
a2γ
2(r)
1 + a(ρ)γ(r)
, (A.25)
siendo a un para´metro dependiente de la densidad y de la geometr´ıa molecular. Habitual-
mente a2 = 1. La expresio´n (A.25) se conoce con el nombre de aproximacio´n de Verlet
modificada (VM) y da muy buenos resultados para el sistema de esferas duras, diato´micas
y esferocilindros duros.
Forzando la consistencia local entre la presio´n del virial y la compresibilidad isoterma
(A.23), y entre la presio´n del virial y el potencial qu´ımico
βP
ρ
= 1 + ρ
[
∂(βF ex/N)
∂ρ
]
, (A.26)
se impone un doble criterio de consistencia para determinar a2 y a(ρ) que proporciona muy
buenos resultados para mezclas de esferas duras (Lomba et al., 1996). La aproximacio´n
as´ı formulada se ha denominado SCVM (self consistent Verlet’s Modified) En sistemas
multicomponentes la ecuacio´n (A.26) esta´ relacionada con la ecuacio´n de Gibbs-Duhem
(McQuarrie, 1976)
1
ρ
=
∑
ν
xν
(
dµν
dP
)
. (A.27)
Ape´ndice B
ME´TODOS DE RESOLUCIO´N
NUME´RICA DE ECUACIONES
INTEGRALES
B.1. GENERALIDADES
A lo largo de este trabajo de tesis nos hemos encontrado con diversos tipos de ecuacio-
nes integrales que, una vez discretizadas, se convierten realmente en ecuaciones algebraicas
no lineales con N inco´gnitas, donde N es el nu´mero de puntos en el que hemos discretizado
el espacio r (y en su caso el espacio k). Las distintas ecuaciones presentadas se pueden
agrupar en dos tipos gene´ricos que condicionan el me´todo de resolucio´n de las mismas
î Ecuaciones de la forma
x = G(x), (B.1)
donde x = (x1, ..., xN) representa la funcio´n solucio´n discretizada y G es un operador
no lineal dado. Dentro de este tipo de ecuaciones se encuentran los tratamientos
derivados de la ecuacio´n Ornstein-Zernike (HNC, RHNC, SCVM,...) donde x =
h(r)−c(r) = s(r), y el operador G representa las cuatro transformaciones siguientes
c(r) = exp[−βV (r) + s(r) +B(r)]− 1− s(r),
c˜(k) =
4pi
k
∫ ∞
0
rc(r) sen(kr)dr
s˜(k) =
ρc˜(k)
1− ρc(k)
s(r) =
1
2pi2r
∫
ks˜(k) sen(kr)dk (B.2)
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Este tipo de ecuaciones es susceptible de ser resuelta por el me´todo de Picard, en el
que xi+1 = G(xi) se itera hasta convergencia. El me´todo de Picard se puede esta-
bilizar introduciendo un procedimiento de mezcla de soluciones como el propuesto
por Broyles (1960)
xi = ωxi + (1− ω)xi−1, (B.3)
donde el para´metro ω adquiere los valores (0 < ω ≤ 1), y se puede acelerar em-
pleando procedimientos de extrapolacio´n como el propuesto por Ng (1974). Estos
me´todos son habitualmente suficientemente robustos para resolver las ecuaciones
tipo OZ en los casos ma´s habituales.
Junto a ellos, se han desarrollado diversos me´todos h´ıbridos de Newton-Raphson
(NR) como el de Gillan (1979), el de Lab´ık et al. (1985), o me´todos Newton-Raphson
con te´cnicas de gradientes conjugados como el propuesto por Zerah (1985). Todos
estos me´todos presentan condiciones de convergencia local (en las cercan´ıas de la
solucio´n) cuadra´tica pero tienen el inconveniente de que es necesario construir el
Jacobiano del operador no lineal G[x], lo que no siempre resulta una tarea sencilla.
î Ecuaciones irreducibles de la forma
0 = G[x]. (B.4)
En este caso se trata de aquellos sistemas en los que no es posible llevar una x al
miembro de la izquierda en (B.4) (y por tanto adoptar la forma (B.1)) sin introducir
singularidades en el miembro de la derecha. Tal es el caso de la ecuacio´n BHP.
Este tipo de ecuaciones debe resolverse necesariamente mediante me´todos del tipo
Newton-Raphson o similares, como es el me´todo de pendiente ma´xima (steepest-
descent) (Barrat et al., 1988). En los u´ltimos an˜os se han venido desarrollando
unos algoritmos especialmente adecuados para este tipo de problemas, y que no
requieren el conocimiento expl´ıcito del Jacobiano del operadorG[x]. Tal es el caso del
malgoritmo general de minimizacio´n del resto para sistemas no-lineales (GMRESNL)
que pasamos a detallar a continuacio´n.
En el algoritmo GMRESNL hay dos elementos esenciales
À Linearizacio´n de la ecuacio´n G[x] = 0 mediante una iteracio´n de Newton-
Raphson
J∆x = 0, (B.5)
donde x = xi+1 − xi y Jij = ∂Mi∂xj
Á La ecuacio´n lineal (B.5) se resuelve utilizando el algorigmo GMRES Press
et al. (1992), que es ba´sicamente una modificacio´n del me´todo de gradientes
conjugados.
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Junto a ello hay otras caracter´ısticas esenciales del GMRES. Por una parte la ecua-
cio´n (B.5) no se resuelve exactamente (en caso contrario el me´todo se reducir´ıa
a un me´todo de Newton-Raphson normal), porque J no se evalu´a expl´ıcitamen-
te. Para ello, se va a desarrollar ∆x en el subespacio formado por los vectores
{po,Jpo, ...,Jnpo} – donde po = G[xo] y xo es la solucio´n inicial – que se conoce con
el nombre de subespacio de Krylov (Saad y Schultz, 1986). Se construye una base
ortonormal {p′o, ..., p′n} mediente un procedimiento de Gram-Schmidt modificado, y
de esta forma
J∆x = J
∑
k
akp
′
k =
∑
k
ak
(
∂G
∂p′k
)
. (B.6)
Es decir, en vez de calcular el Jacobiano solamente hay que calcular las derivadas
direccionales de G en un nu´mero prefijado m de direcciones de bu´squeda. Si m = N
(nu´mero de inco´gnitas) tendremos el me´todo de NR, pero para m < N se resuelve
(B.5) de forma inexacta. De ah´ı que este tipo de me´todo se conozca como me´todos de
NR inexactos en el subespacio de Krylov. Los coeficientes ak en (B.6) se obtienen de
acuerdo al criterio GMRES, esto es, minimizando el residuo ||G(xn+1)|| = ||G(xn)+
J∆x||. A efectos pra´cticos el algoritmo se esquematiza como sigue.
La derivada direccional G en un punto dado x en la direccio´n p, G¯(x;p), viene
dada por
G¯(x;p) = l´ım
→0
G[x+ p]−G[x]

= JG[x]p, (B.7)
donde JG es la matriz del Jacobiano de G. Ahora es necesario construir una secuen-
cia de xn, que han de tender hacia la solucio´n x; ambos esta´n contruidos a partir
de la relacio´n
xn+1 = xn + δx. (B.8)
Expendiendo δx en te´rminos de k direcciones de bu´squeda ortogonales pj, j =
1, . . . , k, es decir , δx =
∑k
j=1 ajpj, con
p0 = − G[xn]||G[xn]|| . (B.9)
Las barras verticales ||...|| representan la norma de la funcio´n, que en la versio´n
discretizada representa el mo´dulo del vector. Las otras pj’s se construyen a partir
de un proceso de ortonomalizacio´n tipo Gram-Schmidt. Los coeficientes aj de la
expansio´n se calculan teniendo en cuenta que ha de minimizarse la norma ||G[xn]+
JG[xn]δx||, es decir
||G[xn] +
k∑
j=1
ajJG(xn)pj|| = ||G[xn] +
k∑
j=1
ajG¯[xn,pj]||. (B.10)
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Tras el proceso de minimizacio´n se obtienen los coeficientes resolviendo el siguiente
conjunto de ecuaciones lineales en aj
k∑
i=1
aiG¯(xn, pi)G¯(xn, pi) = roG¯(xn, pj) (B.11)
que puede tratarse de un modo adecuado mediante el proceso de descomposicio´n QR
(Press et al., 1992). Una vez obtenidos los {ai}, se construye δx, xn+1 y se vuelve al
paso (B.7) iterando hasta conseguir la convergencia. La parte que conlleva ma´s es-
fuerzo computacional en este proceso es la evaluacio´n de las derivadas direccionales,
por lo que es crucial elegir adecuadamente el nu´mero de direcciones de bu´squeda.
El me´todo tiene la enorme ventaja de que una vez programado es totalmente inde-
pendiente de la forma expl´ıcita del operador no lineal G. La convergencia local es
quasi-cuadra´tica y la convergencia global se puede controlar mediante un me´todo de
Broyles. Es posible tambie´n incorporar estrategias ma´s elaboradas para conseguir
que el me´todo sea globalmente convergente.
Ape´ndice C
Transformacio´n de Fourier mu´ltiple.
Se define la transformada de Fourier inversa de una funcio´n cualquiera como
f(r) =
1
(2pi)3
∫
f(k)eikrdk, (C.1)
y ana´logamente
f(r, r′) =
1
(2pi)6
∫
f(k)eikreik
′r′dkdk′. (C.2)
La transformacio´n de Fourier mu´ltiple (en este caso doble) de una funcio´n gene´rica
multidimensional f(r, r′) que depende de las variables r = ||r||, r′ = ||r′|| y del a´ngulo θ
formado por los vectores r y r′
f˜(k,k′) =
∫ ∫
f(r, r′)e−ikre−ik
′r′drdr′ (C.3)
puede expresarse en te´rminos de transformadas de Hankel.
En primer lugar se desarrolla la funcio´n f(r, r′, θ) en una serie de Legendre
f(r, r′, θ) =
∞∑
l=0
fˆl(r, r
′)Pl(cosθ). (C.4)
Los coeficientes de esta transformacio´n son
fˆl(r, r
′) =
(2l + 1)
2
∫ 1
−1
f(r, r′, θ)Pl(cosθ)d(cosθ), (C.5)
y se obtienen de la condicio´n de ortogonalidad de los polinomios de Legendre (Boas, 1983;
Attard, 1989) ∫ 1
−1
dxPn(x)Pm(x) =
2
2n+ 1
δn,m, (C.6)
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siendo x = cosθ. Desarrollando las exponenciales (Messiah, 1983) mediante un desarrollo
de Neuman se tiene
eikr =
∞∑
l=0
(2l + 1)
2
iljl(kr)Pl(cosθ), (C.7)
siendo jl(x) la funcio´n esfe´rica de Bessel de orden l. Empleando esta expresio´n (C.3) se
transforma en
f˜(k,k′) =
∞∑
l,m,n=0
(2m+ 1)(2n+ 1)im+n
×
∫ ∫
drdr′r2r′2fl(r, r′)jm(kr)jn(k′r′)
×
∫ ∫ ∫ ∫
d(cosθkr)d(cosθk′r′)dψrdψr′Pl(cosθrr′)Pm(cosθkr)Pn(cosθk′r′).(C.8)
Teniendo en cuenta tanto el teorema de adicio´n de los armo´nicos esfe´ricos (Boas, 1983;
Attard, 1989)
Pj(cosθ32) = Pj(cosθ3)Pj(cosθ2) + 2
j∑
m=1
(j −m)!
(j +m)!
Pmj (cosθ3)Pj(cosθ2)cos(mφ3), (C.9)
como las propiedades de ortogonalidad de los mismos antes citadas, la ecuacio´n (C.8) se
transforma en
f˜(k,k′) =
∑
l
Pl(cosθkk′)16pi
2(−1)l
∫ ∫
drdr′r2r′2fˆl(r, r′)jl(kr)jl(k′r′). (C.10)
La transformada de Fourier inversa se har´ıa de un modo similar, pero considerando la
ecuacio´n (C.2) en lugar de (C.3). El resultado final ser´ıa
f(r, r′) =
∑
l
Pl(cosθrr′)
1
4pi4
(−1)l
∫ ∫
dkdk′k2k′2f˜l(k, k′)jl(kr)jl(k′r′), (C.11)
con los coeficientes
f˜l(k, k
′) =
(2l + 1)
2
∫ 1
−1
f˜(k, k′, θ)Pl(cosθ)d(cosθ). (C.12)
El coste computacional de estas expresiones es elevado, dada la necesidad de efectuar
una transformada de Hankel bidimensional que no es susceptible de ser expresada en
te´rminos de FFTs (transformadas ra´pidas de Fourier). Por otra parte, en la pra´ctica no
se puede llevar a cabo la transformada de Legendre continua expresada en las ecuaciones
(C.4) y (C.5), sino que ha de recurrirse a la modalidad discreta de N puntos
f(r, r′, θ) =
N−1∑
l=0
fˆl(r, r
′)Pl(cosθ) (C.13)
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con los coeficientes descritos por la expresio´n
fˆl =
2l + 1
2
N∑
i=1
wif(r, r
′, xi), Pl(xi), (C.14)
y donde nuevamente los valores xi = cosθi son las abscisas y
wi =
2
(1− x)2
1
P ′N(xi)2
(C.15)
los pesos correspondientes a la cuadratura de Gauss-Legendre (Attard, 1989; Press et al.,
1992). Esta cuadratura es exacta cuando f(r, r′, xi) es un polinomio de grado menor o
igual a (2N-1). Para una funcio´n gene´rica g el me´todo de cuadratura gaussiana para N
puntos se expresa del siguiente modo∫ 1
−1
g(t)dt =
N∑
i=1
wig(xi). (C.16)
Los puntos xi en el intervalo [-1,1] son las abscisas, y para un N dado son las raices del
polinomio de Legendre de grado N .
En el caso de la transformacio´n discreta de Legendre la condicio´n de ortogonalidad
(C.6) se convierte en
N∑
i=1
wiPn(xi)Pm(xi) =
2
2n+ 1
δn,m. (C.17)
Esta condicio´n tambie´n se puede expresar de otro modo
N−1∑
n=0
2
2n+ 1
Pn(xi)Pn(xj) =
1
wi
δi,j, (C.18)
puesto que de (C.14) se tiene que xi son las ra´ıces del polinomio de Legendre de grado
N , y por tanto PN(xi) = PN(xj) = 0.

Ape´ndice D
Transformada de Legendre en
sistemas con potencial discontinuo
El formalismo de la part´ıcula fuente aplicado a sistemas con potenciales discontinuos,
como es el caso de las esferas duras, conlleva ciertas dificultades de tipo nume´rico. Ma´s
concretamente, al hacer la transformada de Legendre directamente en una funcio´n discon-
tinua se pierde dicha discontnuidad cometie´ndose un error del orden de la grid empleada
en el ca´lculo. Para evitar esto es necesario dar un tratamiento especial a las funciones
discontinuas.
Una funcio´n discontinua fµνγ se puede contruir en te´rminos de los para´metros aµν(r1, r2, τµν) =
h
(2)
µνγ(r1, r2, τµν) y bµν(r1, r2, τµν) = (∂h
(2)
µνγ(r1, r2, x)/∂x)x=τµν , que representan respectiva-
mente los valores de la funcio´n de correlacio´n total y su primera derivada en el a´ngulo de
contacto (τµν = cosθµν)
fµνγ(x) = 0 − 1 ≤ x < τµν
= aµνγ + bµνγ(x− τµν) τµν ≤ x ≤ 1 (D.1)
As´ı pues, cuando esta funcio´n se le an˜ade a la funcio´n de correlacio´n total h
(2)
µνγ(r1, r2, x)
anula su discontinuidad en el punto de contacto.
Por otro lado, la funcio´n Eq.(D.1) tiene una transformada de Legendre anal´ıtica
fˆ
µνγ
n = (aµν − bµντµν)2n+ 1
2n
[τµνPn(τµν)− Pn+1(τµν)] + bµν
2
{[
2n+ 1
n− 1 τ
2
µν −
2n+ 1
(n− 1)(n+ 2)
]
× Pn(τµν)− τµν (2n+ 1)(n+ 1)
(n− 1)(n+ 2) Pn+1(τµν)
}
(D.2)
para n ≥ 2, y
fˆ
µνγ
0 = (aµν − bµντµν)(1− τµν)/2 + bµν(1− τ 2µν)/4 (D.3)
200 Transformada de Legendre en sistemas con potencial discontinuo
fˆ
µνγ
1 = 3(aµν − bµντµν)(1− τ 2µν)/4 + bµν(1− τ 3µν)/2 (D.4)
para n = 0 y 1.
Primeramente se suma fµνγ a h
(2)
µνγ para conseguir la funcio´n continua y de comporta-
miento suave h′(2)µνγ (h
′(2)
µνγ = h
(2)
µνγ + fµνγ), y posteriormente se hace su transformada de
Legendre nume´rica para obtener hˆ′
µνγ
n . Por u´ltimo se resta la transformada anal´ıtica de
fµνγ con el fin de conseguir la transformada de la funcio´n de correlacio´n total (hˆ
µνγ
n =
hˆ′
µνγ
n - fˆ
µνγ
n ).
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