In this article, a general and systematical quantitative robust linear parameter varying control method is proposed for active vibration control of linear parameter varying flexible structures such that a complete set of control objectives can be considered, especially the reduction of necessarily required control energy and the control input. To achieve this goal, the phase and gain control policies are employed in linear parameter varying H N control designs for suitable selection of weighting functions. The designed parameter-dependent H N controller allows us to explicitly consider the time-varying parameters of the dynamical models for saving the control energy and achieving other control objectives such as the specification of vibration reduction and qualitative robustness properties to both parametric and dynamic uncertainties. Then, various reliable robustness analyses are conducted to quantitatively verify the robustness properties in both deterministic and probabilistic senses. The design processes and the effectiveness of the proposed control method are illustrated by active vibration control of a non-collocated piezoelectric cantilever beam excited by an external positionvarying force which is the disturbance to be rejected. This plant has typical parameter (force position)-dependent dynamics and is modeled as a linear parameter varying system whose time-varying parameter is the actual position of the disturbance. The numerical simulations demonstrate that, compared to the classical H N control and the acceleration feedback control, the proposed control method allows us to compute a quantitatively robust force-position-dependent H N controller whose benefit is requiring less control energy and smaller control input, while satisfying the same control objectives in the frequency and time domains.
Since lightweight components are widely used in practical structures for miniaturization and efficiency, these structures become more flexible and more susceptible to vibrations, which may cause significant noise, harmful stresses, malfunctions and even failures. As a result, flexible structures have naturally become suitable candidates for active vibration control. However, in the presence of random variations in structural properties and/ or the errors in the system identification process, the obtained dynamical models inevitably have parametric uncertainties. Besides, since the flexible structures have an infinite number of resonant modes and only the first few ones can be modeled and employed in the controller designs, the high-frequency neglected dynamics are usually represented by a dynamic uncertainty, which could lead to the spillover problem (Balas, 1978a,b) (the sensor outputs are contaminated by the neglected dynamics, which we called ''observation spillover'', and the feedback control excites the neglected dynamics, which is termed ''control spillover''). Considering parametric and dynamic uncertainties, in the field of robust active vibration control of flexible structures, a quantitative robust control method is proposed in Zhang et al. (2014) . It employs phase-and-gain-controlpolicies-based output feedback H N control (Zhang et al., 2013) and reliable robustness analyses to take into account a complete set of control objectives; for example, the a priori determined specification of vibration reduction and the control energy are explicitly considered, and the robustness properties of the closedloop system to parametric and dynamic uncertainties are quantitatively verified.
This control method is most suitable for linear timeinvariant (LTI) plants, where LTI dynamical models are used for the system modeling and an LTI H N controller is correspondingly designed. Besides, all the parametric uncertainties are assumed to be within certain ranges but not measurable. However, in practice, some plants have measurable time-varying parameters, and thus recently linear parameter varying (LPV) systems have received rapidly increasing attention to model the dynamics of these plants, due to the fact that they can provide an interesting framework for gainscheduling control by means of convex optimization (Boyd and Vandenberghe, 2004; Rugh and Shamma, 2000) . The LPV systems constitute a class of linear systems whose dynamics usually depend on physical timevarying parameters, which are not a priori known but assumed to be measurable on-line. Such parameters are restricted to vary in predetermined sets and can be used as extra information in the control designs to synthesize parameter-dependent controllers, thus leading to improved control performances compared to classical robust control designs. The LPV system modeling and control designs have been used in a variety of applications as introduced in Mohammadpour and Scherer (2012) and the references therein.
In general, in the presence of parametric and dynamic uncertainties, there exist two approaches to the design of robust controllers for LPV systems: the controllers that do not depend on the variation of the changing parameter, but guarantee the control objectives for all possible dynamical models, for example the classical robust or the worst-case controllers as used for LTI systems; and the controllers that change according to the variations of the changing parameters, that is, the parameter-dependent controllers are designed. Using worst-case control designs, the dynamics of LPV systems are modeled with norm-bounded uncertainties and no exact knowledge of the uncertain parameters can be considered, even it is available. In contrast, with LPV control designs, the time-varying parameters are assumed to be measured on-line and can be used in the LPV controller synthesis, which could provide better control performances. It is notable that, for some particular cases as investigated in this article, both the worst-case controller and the LPV one can satisfy the specification of vibration reduction and achieve a certain level of robustness properties. But, in addition to these normal control objectives, the designed controllers are required to consume as little control energy as possible for their practical implementations (Skogestad and Postlethwaite, 2005) , since in some applications very little energy is available for active control, yet passive and semi-active methods cannot meet the control objectives, especially when the control energy is obtained from harvesting systems, for example in Ichchou et al. (2011) and Wang and Inman (2013a,b) , and/or low-power storage devices (batteries or super capacitors) as often desirable in aerospace systems, for example in Moreira et al. (2001) and Yang and Sun (2002) . As a result, if the control energy is not considered well or even totally neglected in the control designs, the active vibration control systems may eventually be powered off by insufficient harvested energy and/or low-power storage devices. Moreover, due to the hardware limitations, the control input must be restricted by a prescribed upper bound to avoid controller saturation and exceeding the actuator operated voltage, for example in Materazzi and Ubertini (2012) and Saberi et al. (2000) . Exceeding the upper bound could cause unexpected behavior of the closed-loop system such as actuator damage, large overshoots, loss of control effectiveness or even a dynamic instability. In addition, as claimed in Assadian (2002) , usually the vibration control capability of various controllers is only measured using their effect on the sensitivity transfer function in the frequency domain. This fails to provide the control designers a physical measure for comparisons, but ranking controllers based on their energy requirements or control inputs provides a supplement and an important physical measure to select the most efficient controller.
Therefore, an important constraint in practical active vibration control designs is the required control energy and the control input. To achieve effective robust controllers, this constraint is critical and really deserves attention. In the following, we have an extensive review of various techniques for saving the control energy and reducing the control input: Kondoh et al. (1990) propose an optimization criterion for the location selection of actuators and sensors to obtain effective vibration reduction and minimize the control energy. Bardou et al. (1997) focus on physical parameter optimization of the plate and the locations of the excitation and the actuator forces to minimize the control energy. In Baz and Poh (1988) and Lee et al. (1996) , to reduce the required control energy for active vibration control of flexible structures, an optimal direct velocity feedback (DVF) control and a modified independent modal space control are used respectively to determine the optimal locations of the actuators, the sensors and also the control gains. Kumar and Narayanan (2008) numerically reveal that, by optimal placement of collocated piezoelectric actuators and sensors, the designed linear quadratic regulator (LQR) optimal controller can achieve effective vibration reduction of the flexible beam, while requiring a smaller control input compared to DVF control. For vibration control of a thin-walled composite beam, Zoricé t al. (2013) employ the fuzzy optimization strategy to determine the size and the locations of piezoelectric actuators and sensors. The particle swarm optimization (PSO)-based LQR controller is then designed to maximize the closed-loop damping ratios and minimize the control input. Besides, a literature review about optimal placement of piezoelectric actuators and sensors for minimizing the control energy can be found in Gupta et al. (2010) . Assadian (2002) Chen et al. (2011) use PSO to determine the parameters of the proportional-integral-derivative (PID) controller such that the control energy for a mass-damper-spring system is minimized. Wang and Inman (2011) introduce a reduced energy control (REC) law by employing a saturation control to switch the control system from one state to another one, providing conventional active controllers with a limited voltage boundary. Both experimental and numerical comparisons are performed in terms of the control energy and the setting time with PPF control, PID control, nonlinear control and LQR control. The REC law is then implemented in Wang and Inman (2013a,b) to improve unmanned aerial vehicle performance in wind gusts and reduce the control energy which is harvested from ambient wing vibration and thus could be very limited in practice. In Kumar et al. (2006) , for active vibration control of an inverted L structure, the LQR-based adaptive controller achieves robust performance and requires smaller control input compared to the pole placement control. Materazzi and Ubertini (2012) employ the ''state-dependent Riccati equation'' to reduce the control input, which consists of solving the LQR problem on-line with adaptive weighting functions and system matrices. In Qiu (2013) , nonlinear controllers are proposed for active vibration control of a piezoelectric cantilever plate, where the control gains are computed with three nonlinear functions to adapt to the measured vibration amplitudes and regulate the control input in real time for effective vibration reduction and to avoid the control saturation. With classical H N control, related weighting functions are used to tune the bandwidth of the H N controllers, thus imposing constraints on the control energy; for example, the frequencyindependent weighting functions are used in Huo et al. (2008) and Zhang et al. (2001) , and the frequency-dependent ones are used in Sivrioglu et al. (2004) and Zhang et al. (2013 Zhang et al. ( , 2014 . Based on H N loop shaping designs, Reinelt (1999 Reinelt ( , 2000 Reinelt ( , 2001 investigates active control of multivariable systems with hard bounded control input to avoid the control saturation. This control method assumes the reference signal and its first derivative to be norm bounded, and focuses on the selection of weighting functions which are explicitly related to the upper bound on the control input. The selection procedure is fulfilled until the prescribed upper bound is met and indeed user iterative as performed in Forrai et al. (2001 Forrai et al. ( , 2003 for active vibration control of a three-storey flexible structure. In Kumar (2012) , LQR control, classical mixed sensitivity H N control, H N loop shaping design and m synthesis are used for active vibration control of a flexible beam with variable boundary conditions. These controllers are compared in terms of the required control energy and the closed-loop robust performance evaluated with m analysis (Skogestad and Postlethwaite, 2005) . It shows that, for this specific case, the H N -loop-shaping-based controller outperforms others in terms of the control energy utilization.
The above literature review proves that, for practical active vibration control designs, it is critical to consider the constraint on the control energy and the control input. It is also shown that, in most of this research, the constraint is achieved by kinds of optimization of the placement and sizing of the actuators and sensors, the structural parameters, and the parameters of fixed controllers such as DVF, PID and PPF. However, as claimed in Darivandi et al. (2013) , these optimization methods are generally non-convex and the dynamical models of flexible structures usually have a large number of degrees of freedom. Consequently, these optimization-based methods could be inaccurate or computationally impractical. Furthermore, due to physical and installation limitations, sometimes there exists little flexibility for such optimization: for instance, although non-collocated actuators and sensors are not desirable for the closed-loop robust stability, they are unavoidable due to installation restrictions and even recommendable for high degrees of observability and controllability (Bayon de Noyer and Hanagud, 1998; Kim and Oh, 2013) . Besides, the measurement of all state variables required by LQR is not always practically available, and the specification of vibration reduction and the robustness properties cannot be quantitatively investigated with DVF, PPF, LQR, PID or nonlinear controllers.
On the other hand, the H N loop shaping designs cannot directly consider the control energy and only enforce the constraint on the control signal with the following inequality (Reinelt, 2000) 
where, as shown in Figure 1 , T ud (s) is the closed-loop transfer function from the disturbance signal d(s) to the control signal u(s), ||u(s)|| N represents the maximum amplitude of u(s) and n denotes the McMillan degree of T ud (s) (Saberi et al., 2000) . This inequality shows that decreasing ||T ud (s)|| N reduces the upper bound for the maximum control input. Therefore, the weighting functions such as W 1 (s) and W 2 (s) are used in the H N loop shaping design to adjust the open-loop transfer function L(s) = G p (s)K(s) so as to reduce ||T ud (s)|| N according the following relationship jT ud (jv)j = jG d (jv)K(jv)(1 + G p (jv)K(jv)) À1 j ' jG d (jv)K(jv)j, at frequencyjL(jv)j = jG p (jv)K(jv)j ( 1
These formulations provide a relationship between the upper bound for the maximum control input and related weighting functions. However, in many H N loop shaping designs, for example in Forrai et al. (2001 Forrai et al. ( , 2003 , the magnitudes of related weighting functions, for example jW 1 (jv)j and jW 2 (jv)j, are tuned in the whole frequency range, that is, the selection of weighting functions is frequency-independent. This selection is relatively simpler than the phase-and-gain-control-policies-based frequency-dependent selection (Zhang et al., 2013) . But, the gain of the corresponding controller could be very small, not only at high frequencies for avoiding the spillover problem and saving the control energy, but also around the controlled resonant frequencies, thus failing to achieve effective vibration reduction. This implies that with the frequencyindependent weighting functions the designed controller fails to provide a good trade-off among various control objectives.
It is also notable that, in addition to the conservatism involved in the equality of equation (1), the assumption that jL(jv)j = jG p (jv)K(jv)j ( 1 is not satisfied in the crossover regions where jL(jv)j ' 1, and thus one cannot infer anything about jT ud (jv)j or ||u(s)|| N from jL(jv)j. Compared to classical H N control designs, the H N loop shaping designs cannot directly enforce constraints on the closed-loop transfer functions related to the set of control objectives, but just approximate these closed-loop requirements by enforcing the constraints on jL(jv)j as some traditional control designs do. Since this approximation is not direct, there may exist considerable errors in this approximation over certain frequency ranges. Particularly, if the control performance is explicitly defined in the frequency domain such as jT yd (jv)j for the vibration reduction, this approximation is actually not necessary. Besides, the H N loop shaping designs do not explicitly consider the disturbance dynamical model G d (s), which indeed has significant effects on the set of control objectives. It is also notable that, although the LPV control techniques have been widely used, the application of LPV system modeling and associated LPV control techniques to reduce the control energy or the control input has not been specifically addressed in previous research.
Based on the above discussions, in order to tackle these critical drawbacks, the main focus of this article is placed on the application of LPV control techniques to develop a general quantitative robust active vibration control method for flexible structures such that the complete set of control objectives can be satisfied, particularly that the required control energy and the control input can be reduced. In ''Proposed quantitative robust LPV control method'', to develop this control method, the linear fractional representation (LFR) (El Ghaoui and Scorletti, 1996; Hecker et al., 2005) is used to give a systematical approach for the LPV system modeling, where the scheduled variables, parametric and dynamic uncertainties can be considered in a systematical and uniform way. As proposed in Dinh et al. (2005) , for an LTI plant considering a set of performance trade-offs parameterized by a scalar u, several weighting functions depending on u are incorporated into the LTI plant to develop an augmented LPV system, and a trade-off-dependent H N controller is synthesized by solving the finite dimensional linear matrix inequality (LMI) optimization problem. In this article, an LPV plant with position-dependent dynamics has to be considered, and to save the required control energy while achieving the predetermined specification of vibration reduction, a parameter (force position)dependent controller is designed thanks to appropriate introduction of parameter-dependent weighting functions. Based on the phase and gain control policies, the weighting functions can be appropriately determined, thus developing the augmented LPV system. Then, an efficient LPV H N control technique, for example in Dinh et al. (2005) and Scorletti and El Ghaoui (1998) , is used to synthesize a qualitative robust parameterdependent H N controller such that the complete set of control objectives is satisfied, especially that the required control energy is reduced. To quantitatively verify the robustness properties of the closed-loop system, reliable deterministic and probabilistic robustness analyses are conducted (Zhang et al., 2014) . In ''Application of the proposed control method'', the design processes and the effectiveness of the proposed control method are illustrated by active vibration control of a non-collocated piezoelectric cantilever beam, where the considered scheduled variable is the position of the external force. This is representative of the systems with parameter-dependent dynamics and thus could be modeled as LPV systems as investigated in Paijmans et al. (2006) and Wood (1995) . In addition to the LPV H N control, classical robust H N control is also used for this numerical case. Their nominal control performances and robustness properties are compared in frequency and time domains. In ''Performance comparisons in the time domain'', to better illustrate the benefits by using LPV H N control, the effectiveness of these H N controllers and an acceleration feedback controller are compared in terms of the control energy, the control input and the system output in the time domain, which cannot be translated precisely to anything tractable in the frequency domain (Boyd and Barratt, 1992) and are not fully investigated in previous active vibration control designs (Kumar, 2012) . Finally, conclusions and perspectives are presented.
Proposed quantitative robust LPV control method LPV system modeling An LPV system is a linear system whose dynamics, for example defined by a state-space representation, depend on time-varying exogenous parameters whose trajectories are a priori unknown. Nevertheless, some information is available such as the intervals to which the parameters and sometimes their derivatives belong. More formally, let R denote the field of real numbers: an LPV system can be defined as follows (Scorletti and Fromion, 2008b) .
be a continuous matrix function defined from Y t 2 R (n + n o ) 3 (n + n i ) . An LPV system is defined as
where x(t) 2 R n is the state vector, p(t) 2 R n i the disturbance input, q(t) 2 R n o the output and u(t) 2 R n u the exogenous parameter vector assumed to be measured on-line:
T . An LPV system is thus defined by equation (2) and a set Y. The LPV systems can be usually classified along the class of the set Y and the class of the state-space matrix functions of S LPV (s, u) on u. In this article, we focus on the below class of state-space matrices.
Set Y: The compact set Y t is a polytope (more precisely a hyperrectangle)
The set Y is defined from Y t and unbounded parameter rates of variation are used (Scherer, 2001; Scorletti and El Ghaoui, 1998 )
There are mainly two kinds of state-space matrices' dependence on u: one is that the state-space matrices are affine functions of u and the other one is that the state-space matrices are rational functions of u (Scorletti and Fromion, 2008b) . The latter one is focused on in this article, that is, any rational matrix function in Y has an LFR: there exist four matrices A S , B S , C S and D S of compatible dimensions such that for some r i , i = 1,., n u . Such LPV systems are also referred to as linear fractional transformation (LFT) systems.
Proposed LPV H N control design
As performed in classical LTI H N control designs, suitable weighting functions are necessary to augment the LPV plant S LPV (s, u), thus developing an augmented LPV plant P au (s, u) for the controller synthesis. As the complete set of control objectives usually has conflicting requirements on the controller, the selection of the weighting functions has to consider a trade-off among these control objectives in a rational and systematic way. Besides, in contrast with LTI H N control designs, some weighting functions have to depend on u to improve some control objectives, for example to reduce the required control energy by adapting the bandwidth of the controller to u. As shown in Figure 2 , with the parameter-dependent input and output weighting functions, that is, W in (s, u) and W out (s, u), the augmented LPV plant P au (s, u) can be developed and defined as
where x(t) 2 R n p is the state vector, u(t) 2 R n u the control input, y(t) 2 R n y the measured output, z(t) 2 R n z the weighted regulated output, and w(t) 2 R n w the exogenous input. The state-space matrices of P au (s, u) are assumed to be rational functions of u. Based on the definition of P au (s, u), we consider the following LPV control problem.
Design an LPV controller u = K LPV (y) such that with the closed-loop system of Figure 2 denoted by the lower LFT F l (P au , K LPV ) (Zhou et al., 1996) :
F l (P au , K LPV ) is asymptotically stable; F l (P au , K LPV ) satisfies a performance specification, for example, F l (P au , K LPV ) has an L 2 gain smaller than a given g, where the L 2 gain is defined as the smallest g such that for any input w,
Evidently, the weighting functions representing the complete set of control objectives are critical to have an efficient K LVP (s, u) and have to be appropriately determined. In this article, the phase and gain control policies proposed in Zhang et al. (2013) are employed for the selection. Numerous LPV controller design approaches have been proposed since last 90s with different levels of conservatism or computational efficiency. A classification of LPV controllers can be obtained based on the following features: the controller parameters, the feedback structure and the dependence of the state matrices of the controller on the parameters. The detailed classification of existing LPV controllers, different cases of parameter dependence and available feedback structures can be found in Scorletti and Fromion (2008b) . In this article, the controller state-space matrices only depend on u(t) and the output feedback control is used; that is, the output y(t) of the plant P au (s, u) is assumed to be measured on-line (Scorletti and El Ghaoui, 1998) 
where x K (t) 2 R n K and the matrices A K (u(t)), B K (u(t)), C K (u(t)), and D K (u(t)) have to be synthesized. In this case, we obtain the following state-space representation for the closed-loop system
Considering the conservatism and computational efficiency, the LPV control technique proposed in Scorletti (1996) and Scorletti and El Ghaoui (1998) is employed for the LPV controller synthesis, which can be solved with LMI constraints as briefly presented in Appendix A.
With the designed LPV controller, reliable deterministic and probabilistic robustness analyses have to be conducted with m/n analysis and the random algorithm respectively (Calafiore et al., 2000; Zhou et al., 1996) . They can take into account the probabilistic information of parametric uncertainties and quantitatively verify the robustness properties both in the deterministic sense and the probabilistic one. According to the results of the robustness analyses, if necessary, the weighting functions used in the control design can be retuned and a trade-off could be made among various control objectives. The LPV system modeling, the LPV controller design and the robustness analyses consist of the proposed quantitative robust LPV control method, which is general and allows us to satisfy the complete set of control objectives. In this article, the design processes and effectiveness of the proposed control method are illustrated with active vibration control of a piezoelectric cantilever beam excited by an external position-varying force which is the disturbance to be rejected effectively. This plant has force-position-dependent dynamics and thus can be well modeled as an LPV system.
Application of the proposed control method
The proposed quantitative robust LPV control is applied to active vibration of a piezoelectric cantilever beam, as shown in Figure 3 . It is excited by an external position-varying force F(t, x f ): in other words, x f is varying within a bounded range and assumed to be measurable in real time. This is representative of the systems with parameter-dependent dynamics and could be modeled as an LPV system. Based on the above discussion, the main steps are outlined for the design of a quantitative robust LPV H N controller.
Step 1: Focus on the LPV system modeling to determine the schedule parameter u and develop the LPV model S LPV (s, u) for the parameter (force position)dependent dynamics using LFR.
Step 2: According to the complete set of control objectives such as the predetermined specification of vibration reduction and the modulus margin, necessary weighting functions are appropriately employed based on the phase and gain control policies. Especially, to fully employ the information of u and improve some control objectives, one or several weighting functions have to depend on u: for instance, the gain of W i (s, u), that is, k Wi (u), could depend on u to reduce the control energy. It is critical to determine k Wi (u) in the controller design: first a finite number of allowable u j are chosen, which provides the corresponding LTI plant S LPV (s, u j ). Based on S LPV (s, u j ), the corresponding k Wi (u j ) and other weighting functions are selected to develop P au (s, u j ). Then one LTI H N controller K N (s, u j ) is achieved to satisfy the complete set of control objectives, that is,
1. Lastly, based on the chosen u j and the selected k Wi (u j ), the interpolation of k Wi (u) can be obtained using the least mean squares method to have k Wi (u) for the infinite number of allowable u.
Step 3: Based on S LPV (s, u) and the weighting functions, the augmented LPV plant P au (s, u) is well developed using LFR. Then with the employed LPV control technique, the LPV controller K LPV (s, u) can be synthesized, that is, the matrices A K (u(t)), B K (u(t)), C K (u(t)) and D K (u(t)) of equation (6) are achieved.
Step 4: Verify that the complete set of control objectives are satisfied with the designed K LPV (s, u) for any allowable value of u. With the weighting functions, these control objectives are reduced to F l (P au (s, u), k K LPV (s, u))k ' 1, 8u. As above discussed, when the L 2 gain of F l (P au (s, u), K LPV (s, u)) is no larger than 1, necessarily we have F l (P au (s, u), K LPV (s, u)) k k ' 1, 8u, that is, the set of control objectives is satisfied with the designed K LPV (s, u). Besides, in the presence of parametric and dynamic uncertainties, the robustness properties of the closed-loop system using K LPV (s, u) are quantitatively verified with deterministic and probabilistic robustness analyses. If some control objectives are not satisfied, return to Step 2 to make a more suitable trade-off among various control objectives by adjusting associated weighting functions and/or employ more values of u j for a better interpolation of k Wi (u).
LPV modeling of the position-dependent dynamics
As shown in Figure 3 , the location of the accelerometer sensor and that of the piezoelectric actuator are determinant, but the location of the external force varies within a certain range; that is, x s and x a are fixed and the scheduled variable u can be introduced for x f such that
where L beam is the total length of the cantilever beam, and u min and u max determine the allowable position of the force.
Based on the modal analysis approach (Meirovitch, 1986) and the modeling of piezoelectric actuators (Moheimani and Fleming, 2006) , applying Laplace transformation and assuming zero initial conditions, for the first n resonant modes we have the formulations of the disturbance dynamical model G d (s) representing the dynamics from F(s, x f ) to the beam acceleration € Y (x, s), and the plant dynamical model G p (s) representing the dynamics from the voltage applied on the piezoelectric actuator V a (x a , s) to the beam acceleration € Y (s, x s ). That is
To determine G d (s) and G p (s), we have to obtain the modal parameters such as the damping ratio z i , the natural frequency v i and the gain k pi/di . Based on the analytical formulations for the Euler-Bernoulli beam bounded with piezoelectric actuators (Moheimani and Fleming, 2006) , v i and k pi depend on x s , x a and the structural properties, for example the material properties and the geometrical dimensions. Since these elements are fixed in this case, G p (s) is determined and independent on u. On the other hand, k di largely depends on x f =uL beam , that is
where g i , l i , and h i depend on the determinant structural properties. As shown in Figure 4 , for i = 1, 2, 3, the gain k di (u) has particularly severe dependence on u such that small variations in u can generate large variations in the magnitude and the phase of G di (s). Note that, for a given structure, G di (s, u) and G pi (s) have the same v i , and for the sake of simplicity, their damping ratio z i is also assumed to be the same. To consider this fact and employ it in the control design, for the ith resonant mode, it is desirable to consider the transfer function vector [G di (s, u) , G pi (s)] with the statespace form Naturally, when the first n resonant modes of [G d (s, u) , G p (s)] have to be investigated, we have the state-space matrices 
where 0 represents the zero matrices of compatible dimensions,
To appropriately consider the dependence of k d (u) on u, the LFR of k d (u) is used
where Ø is the Redheffer star product (Zhou et al., 1996) , the matrices A k d 2 R m 3 m , B k d 2 R m 3 1 , C k d 2 R n 3 m and D k d 2 R n 3 1 have to be determined, and m is the necessary fractional order for k d (u). Since equation (7) reveals that k di (u) is not a rational function of u, in order to obtain the LFR of k d (u), it is necessary to approximate k d (u) by a rational function. For this purpose, enough samples of u j 2 [u min , u max ] are used to have the corresponding values of k d (u j ), and then the least mean squares method is used for the interpolation of k d (u),u 2 [u min , u max ]. With equation (8) and equation (9), we have the LFR of [G d (s, u), G p (s)], that is (Scorletti and Fromion, 2008a ). This is desirable for the controller synthesis and the robustness analysis.
In this article, using x a = 3.5 mm, x s = 223.2 mm and the structural properties listed in Table 1 , we have the nominal modal parameters for the first three resonant modes v i = ½295:2, 1850:1, 5180:2, i = 1, 2, 3 k pi = ½À8:9 3 10 À3 , 20:0 3 10 À3 , À 10:4 3 10 À3 , i = 1, 2, 3 z i = ½20:0 3 10 À3 , 8:0 3 10 À3 , 5:0 3 10 À3 , i = 1, 2, 3
With u min = 0.4 and u max = 0.8, the corresponding matrices for the LFR of with the fractional order m = 2 to achieve enough accuracy. As shown in Figure 4 , the LFR of k d (u) has a good agreement with the analytical k d (u) for the first three resonant modes. 
LPV and LTI H N control designs
Both the proposed LPV H N control design and the worst-case H N control design as employed in Zhang et al. (2013) are used to achieve the same fixed specification of vibration reduction defined by a frequencydependent function U(v). In this article, for the sake of simplicity, U (v) = 40 dB, 8v R, that is
where T yd (s) is the closed-loop transfer function from the disturbance d(s) to the output y(s), as shown in Figure 5 . Substituting [G d (s, u) , G p (s)] of equation (10) into equation (12), we have the simplest LFR of P au (s, u) , where either [G d (s, u) , G p (s)] or W i (s, u) occurs just one time.
It is desirable to be used for the following controller synthesis and the robustness analyses. With the LPV H N control design of Figure 5 , W 2 (s, u) can be used to enforce constraints on the magnitudes of jK(jv)S(jv)j and jG d (jv, u)K(jv)S(jv)j, which are closely related to the control energy. Therefore, to adapt the control energy to u, W 2 (s, u) has to depend on u, and other parameter-independent weighting functions are used to determine the fixed specification of vibration reduction and the requirement on the modulus margin M m , which is closely related to the stability robustness and defined as
where S(jv) = (1 + L(jv)) 21 is the sensitivity function of the closed-loop system. Based on the Nyquist stability criterion, the larger M m , the better the stability robustness (Skogestad and Postlethwaite, 2005) . Based on the principle of phase and gain control policies, a second-order W 2 (s, u) is used
where M, v b , e and f are constants and the gain k W 2 (u) determines the dependence of W 2 (s, u) on u. With LFR, W 2 (s, u) can be represented as 
and k W 2 (u) can be represented as Figure 5 . LPV H N control structure with parameterdependent weighting functions.
where the parameter-independent matrices A k W 2 2 R l 3 l , B k d 2 R l 3 1 , C k d 2 R 1 3 l and D k d 2 R 1 3 1 have to be determined, and l is the necessary fractional order for k W 2 (u). To determine k d (u) appropriately, some values of u j 2 [0.4,0.8] are selected and the corresponding value of k W 2 (u j ) is employed to satisfy the complete set of control objectives, as shown in Table 2 . Then, these values are used for the interpolation of k W 2 (u), 8u 2 ½0:4, 0:8, with the least mean squares method, that is, A k W 2 = 4:044,B k W 2 =4:00,C k W 2 =À3:637 and D k W 2 =À3:709 with the fractional order l = 1. The other parameters of W 2 (s, u) are M = 100.0, f = 35.0, v b = 4.5 and e = 1 3 10 À3 . With these parameters, we have the LFR of W 2 (s, u) of equation (15), and the dependence of jW 2 (jv, u)j on u 2 [0.4,0.8] is illustrated in Figure 6 . In this article, to consider the fixed specification of vibration reduction of equation (11) and ensure M m (u) ! 0:866, 8 v 2 R, the other constant weighting functions are W a (s) = 1.0, W 1 (s) = 0.866 and W b (s) = 0.0115.
By incorporating these weighting functions into equation (12), the simplest LFR of P au (s, u) is obtained, which is then used for the K LPV (s, u) synthesis with the LPV control technique listed in Appendix A. The LFR realization of the designed K LPV (s, u) is presented in Appendix B. With the designed K LPV (s, u), the L 2 gain of F l (P au (s, u), K LPV (s, u)) is smaller than 1, and necessarily we have F l (P au (s, u), K LPV (s, u)) k k ' \1, 8u: that is, for any u j 2 [0.4,0.8], we have
This implies that a priori considered control objectives are simultaneously satisfied with the designed K LPV (s, u). The comparisons between K LPV (s, u) and K w (s) in the frequency domain are illustrated in Figure 8 . As expected, both K LPV (s, u) and K w (s) roll off at high frequencies to avoid the spillover problem, and the jK LPV (jv, u)j depending on u is smaller than jK w (jv)j at almost any frequency for u 2 [0.4, 0.8]. Besides, the phases of K LPV (s, u) and K w (s) are nearly the same. These comparisons are consistent with the principle of phase and gain control policies. For this parameterdependent system, the schedule variable u only exists in G d (s, u) and G p (s) is independent on u. From the phase control policy, to satisfy the fixed specification of vibration reduction while saving the control energy, jL(s, u) = K(s, u)G p (s)j has to change with u. On the other hand, to achieve the stability robustness to parametric uncertainties, since the phase of G p (s) does not depend on u, the phase of K(s, u) can also be independent on u. As illustrated in Figure 9 , the Nyquist plot of L(s, u j ) verifies that, around the controlled resonant frequencies, jL(jv, u j )j is large enough for effective vibration reduction and L(s, u j ) stays in the right halfplane to have qualitative stability robustness to parametric uncertainties. The vibration reduction of the closed-loop system using K LPV (s, u) is shown in Figure 10 . As expected by the control designs, for any allowable u 2 [0.4, 0.8], the specification of vibration reduction of equation (11) is satisfied by K LPV (s, u) .
Worst-case H
Since around the controlled resonant frequencies jK LPV (jv, u)j\jK w (jv)j, 8u, from the principle of phase control policy, K w (s) can necessarily satisfy the specification of vibration reduction.
Quantitative robustness analyses of the closed-loop system
Although, in the designs of K LPV (s, u) and K w (s), qualitative robustness properties of the closed-loop system are considered, both deterministic and probabilistic robustness analyses are necessary to quantitatively verify the robustness properties to parametric and dynamic uncertainties. In this article, the natural frequencies and damping ratios are assumed to have 20% variations, that is
where v i0 and z i0 are the nominal values of these modal parameters. In addition, the scheduled variable u 2 [0.4, 0.8] is normalized such that u = u 0 + u 1 d u ; jd u j 1 with u 0 = 0.6 and u 1 = 0.2. Thus, the gain k di (u) can be represented as
where k di0 is obtained with d u = 0. Note that, in this article, u is assumed to be a bounded time-invariant uncertain parameter in the robustness analyses. As shown in Figure 11 , the additive dynamic uncertainty D Dyn (s) is used together with a suitable dynamic normalization function W Dyn (s) to represent the neglected high-frequency dynamics of G p (s), that is where G p0 (s) is the reduced nominal plant dynamical model including the first three resonant modes. To consider the robust performance, a fictitious unit-normalized performance uncertainty D Perf (s) is also used with the corresponding performance normalization function W Perf (s) (Skogestad and Postlethwaite, 2005) . With the above uncertainty modeling, the unit normalized diagonal augmented uncertainty D 0 = diag(D 0 1 , D 0 2 ) 2 BD can be used, where BD is the norm-bounded diagonal uncertainty block as defined in Zhang et al. (2014) . The D# 1 = diag (D Para , D Dyn) represents the parametric uncertainty and the dynamic one, and D# 2 = D Perf is the norm-bounded fictitious performance uncertainty. Particularly, in this article, for the designed K LPV (s, u), we have
where d u I 5 is due to the fact that d u occurs three times in K LPV (s, u) and two times in G d (s, u) .
As performed in Zhang et al. (2014) , reliable m analysis is used to obtain the deterministic robustness margin k DRM of the closed-loop system, as shown in Table  3 . Since the upper and lower bounds of k DRM coincide well, the estimated k DRM is very reliable, in other words, the closed-loop system remains stable for any D 2 1.02D 0 1 with K w (s) and for any D 2 1.35D 0 1 with K LPV (s, u). By n analysis (Skogestad and Postlethwaite, 2005) , we have the deterministic worst-case performance, as illustrated in Figure 12 . It is demonstrated that the specification of vibration reduction is fulfilled for any D 2 1.0D 0 1 with K w (s) and K LPV (s, u). The above m and n analyses quantitatively ensure that the closed-loop stability and the specification of vibration reduction are satisfied in the presence of 20% variation on the modal parameters and the assumed dynamic uncertainty.
Besides, the probabilistic robustness analysis using the random algorithm is performed to consider probabilistic information of parametric uncertainties and provide complements and comparisons to the above deterministic robustness analysis. For this numerical case, both uniformly and Gaussian distributed v i are considered and z k is assumed to have uniform distribution. As performed in Zhang et al. (2014) , using Monte Carlo simulation, the results from probabilistic stability analysis are illustrated in Table 4 with e = 0.01 and d = 0.01. They show that, with probability 1 2 d = 99%, for either uniformly or Gaussian distributed v i , the closed-loop system remains stable for all sampled D 2 1.02D 0 1 using K w (s) and for all sampled D 2 1.35D 0 1 using K LPV (s, u). Additionally, a few destabilizing perturbations D des 2 1.15D 0 1 are found using K LPV (s, u), which means that there exists little conservatism in the probabilistic stability analysis. These results also demonstrate that the k DRM estimated from m analysis is reliable. On the other hand, it shows that for Gaussian distributed v i , if a 10.0% loss of probabilistic robust stability is tolerated, the corresponding k PRM = 1.75 is increased by 71.6% with respect to its deterministic counterpart k DRM = 1.02 and increased by 9.37% with respect to the result for uniformly distributed v i . Probabilistic worst-case performance analysis is also performed, as summarized in Table 5 . It shows that, with probability 99.0%, the specification of vibration reduction is fulfilled for all sampled D 0 1 2 1.00BD 0 1 with K w (s) and K LPV (s, u), and when D 0 1 2 1.20BD 0 1 , a few perturbations can be found to violate the specification of vibration reduction. This is also consistent with the results from n analysis.
The above robustness analyses demonstrate that, in the presence of assumed parametric and dynamic uncertainties including the time-varying force position u 2 [0.4, 0.8], both K w (s) and K LPV (s, u) can satisfy the specification of vibration reduction and provide attractive robustness properties of the closed-loop system.
Performance comparisons in the time domain
As mentioned above, in this article the main motivation for the application of the proposed LPV H N control method is not only to design satisfying robust controllers for effective vibration reduction in the presence of parametric and dynamic uncertainties, but also to save the necessarily required control energy and reduce the control input. In fact, the specification of vibration reduction can be achieved with relatively simpler acceleration feedback control (AFC): for example, based on the worst-case disturbance dynamical model G wd (s), K AFC (s) = À8:0 3 10 7 (s 2 + 2025:0s + 1:1 3 10 6 ) (s 2 + 165:3s + 8:7 3 10 4 )(s 2 + 1080s + 3:4 3 10 6 ) 3 (s 2 À 926:1s + 6:4 3 10 5 ) (s 2 + 2020:0s + 2:7 3 10 7 )
As numerically verified, K AFC (s) can also satisfy the specification of vibration reduction as K w (s) and K LPV (s, u) do.
To emphasize the advantages of the designed K LPV (s) in terms of the control energy and the control input, within the MATLAB/Simulink R2012 environment, a unit step signal is used as the external force and several numerical simulations are evaluated in the time domain. As shown in Figure 13 , compared to K AFC (s), less control energy is required by K w (s). As explained in Zhang et al. (2013) , this is mainly due to the fixed structure of AFC that makes jK AFC (jv)j too large at very low frequencies, where no control energy is actually required. Furthermore, as G d (s, u) depends on u 2 [0.4, 0.8], the required control energy to achieve the fixed specification of vibration reduction greatly varies. The nice point is that K LPV (s, u) has the ability to adapt its bandwidth to u such that K LPV (s, u) consumes less control energy than K w (s) does for any u 2 [0.4, 0.78] and K AFC (s) does for any u 2 [0.4, 0.8]. The fact that K LPV (s, u) could save the control energy is beneficial in avoiding the phenomenon of insufficient control energy and quite desirable for practical implementations. For instance, the control energy is obtained from harvesting systems or low-power storage devices (batteries or super capacitors) as often used in aerospace applications. On the other hand, as shown in Figure 14 , for any u 2 [0.4, 0.8], the required control input using K LPV (s, u) is smaller than that using K w (s) or K AFC (s). This is useful to avoid exceeding the control saturation and the actuator-operated voltage. Furthermore, K LPV (s, u), K w (s) and K AFC (s) can achieve not only the same specification of vibration reduction in the frequency domain and the satisfactory robustness properties as shown in Tables 3 to 5, but also the system output in the time domain, as illustrated in Figure 15 where the cases with u = 0.4 and u = 0.8 are used for the sake of simplicity.
In the above numerical simulations, the unit step signal is used to simulate external disturbances. The highest importance of the power spectral density (PSD) for a unit step is at low frequencies where the considered resonant modes exist, and thus very low emphasis is placed on the high frequencies. Actually, during our simulations other signals are also used such as impulse and white noise signals which have uniform emphasis at all frequencies. With these signals, the same conclusions can be achieved, that is, compared to K w (s) and K AFC (s), K LPV (s, u) is particularly advantageous over the reductions of the control energy and the control input. For the sake of simplicity, the results using other signals are not specifically shown here. All of these results demonstrate that the proposed LPV H N control design can provide a quantitative robust controller. Besides, considering the required control energy and achieved control performance, the designed controller could be regarded to have a high cost-performance ratio.
Conclusions and perspectives
By building on our previous research on the quantitative robust control method for LTI systems using classical H N control designs and reliable robustness analyses, this research focuses on exploiting the benefits of the quantitative robust LPV H N control technique in saving the required control energy and reducing the control input. With this proposed LPV H N control method, the varying parameters of the LPV system represented by u can be fully investigated and the trade-off among various control objectives, for example the specification of vibration reduction, the closed-loop robustness properties and the saving of required control energy, can be achieved by systematical adjustments of the weighting functions which could also depend on u. Compared to AFC and the classical H N control designs, due to the dependence of the controller on u, the proposed control method can explicitly save the required control energy and, to some extent, reduce the control input, while maintaining almost the same control performances both in the frequency and time domains.
In this article, the parameter-independent Lyapunov functions are used for the synthesis of K LPV (s, u) . It provides a satisfactory LPV controller for the investigated case. If, in the applications under consideration, the employed parameter-independent approach appears to be very conservative, parameter-dependent LMI formulations can be used for the synthesis of K LPV (s, u), which is expected to be less conservative. The details of the approach can be found in Dinh (2005) and Dinh et al. (2005) .
Although the motivation of this article is strongly influenced by practical application to quantitative robust active vibration control of flexible structures, it is important to appreciate that most of the design processes and employed techniques are general. In fact, many practical control problems involve systems whose dynamics depend on some measurable exogenous parameters. For example, many vibration control systems are required to function across a variety of different temperatures, however, the variation of ambient temperature can change the structural natural frequencies and piezoelectric stress and permittivity coefficients, thus the applied control effort has to consider such temperature dependence (Chettah et al., 2009; Gupta et al., 2012; Hegewald and Inman, 2001) . This kind of control problem is readily handled with the proposed quantitative robust LPV H N control method which considers the time-varying temperature as the scheduled variable. Furthermore, the interest of this research is not only for active vibration control of flexible structures as illustrated by the studied numerical example, but rather for the fundamental issues involved in practical active control designs. For example, with few modifications, this research will be applicable to active noise control (Jemai et al., 2002) , active suspensions to adapt road conditions (Fialho and Balas, 2002) , active control of heating, ventilation and air conditioning (HVAC) systems (Rasmussen and Alleyne, 2010; Zhao et al., 2013) , active control of machine tools (Van Dijk et al., 2010) , and so on. As known, in addition to linear systems, LPV control methods are firstly proposed for nonlinear systems and viewed as available alternatives to classical gain-scheduling designs for controlling nonlinear systems (Carter, 1998; Rugh and Shamma, 2000) . In particular, LPV control methods offer advantages over classical gain-scheduled control in that the resulting LPV controllers are automatically gain-scheduled, and no ad hoc methods of interpolation of gains are needed. Therefore, the proposed control method can also be employed for active vibration control of nonlinear systems; see for example Ho et al. (2013) and Zhou et al. (2006) .
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where S = diag(P, diag(S i )), T = diag(Q, diag(T i )) G = diag(0 n , diag(G i )), S = diag(0 n , diag(H i )) with the n 3 n matrices P and Q, and with the n i 3 n i matrices S i = S T i , T i = T T i , G i = À G T i and H i = À H T i , such that then there exists an LPV controller such that the closedloop system is internally stable with an L 2 gain smaller than g.
This theorem actually presents a set of LMI constraints: first, a given g is used to test the conditions of the previous theorem; then, the smallest g is searched for to satisfy the conditions of the theorem. If theses conditions can be satisfied, the matrices of the LFR representation of K LPV (s, u) can be obtained using a feasibility optimization problem. Explicit formulations of this optimization problem can be found in Scorletti and El Ghaoui (1998) .
Appendix B: LFR realization of the designed K LPV (s, u)
As illustrated in Figure 16 , the input-output realization of the designed K LPV (s, u) is y = F u (M, D)u with D = diag (I 8 a˜s, I 3 u), where F u is the upper LFT, and the matrix M is defined in Magni (2006, p. 19 ) and can be appropriately partitioned according to the order of the controller and the size of u: for example 8 is equal to the order of P au (s, u) and 3 is the sum of m = 2 and l = 1.
By directly closing the u loop of Figure 16 , the matrices defined in equation (6) are obtained, that is A K (u(t)) = A + B 1 I 3 u(t)(I À D 11 I 3 u(t)) À1 C 1 B K (u(t)) = B 2 + B 1 I 3 u(t)(I À D 11 I 3 u(t)) À1 D 12 C K (u(t)) = C 2 + D 21 I 3 u(t)(I À D 11 I 3 u(t)) À1 C 1 D K (u(t)) = D 22 + D 21 I 3 u(t)(I À D 11 I 3 u(t)) À1 D 12
Note that from Lemma 3.2.1 in Magni (2006) , it is known that the input-output LFR realization of K LPV (s, u), that is This transformation reduces the complexity of u in K LPV (s, u), since u is not repeated in A K (u(t)), B(u(t)), C(u(t)) or D(u(t)) but occurs only once. With this realization, the related matrices are listed as below 
