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Abstract
In this paper, we discuss some sufficient conditions for the linear regularity and bounded linear regularity
(and their variations) of finitely many closed (not necessarily convex) sets in a normed vector space. The
accompanying necessary conditions are also given in the setting of Asplund spaces.
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1. Introduction
Let {Si} = {S1, . . . , Sm} be a family of closed subsets of a normed (vector) space X with
S :=⋂mi=1 Si = ∅. If there exists a positive number r such that for every x ∈ X,
d(x,S) r
m∑
i=1
d(x,Si) (1.1)
then we say that the family {Si} is linearly regular with modulus r . If for each bounded subset D
of X, there exists r > 0 (depending on D) such that (1.1) holds for every x ∈ D, then {Si} is
said to be boundedly linearly regular. More generally, {Si} is φ-regular on D if φ :Rm → R is
Lipschitz continuous around origin with φ(0) = 0 such that the limiting-Fréchet subdifferential
∂FLφ(0) of φ at origin is contained in Rm+ = {(r1, . . . , rm): ri  0 for each i} and such that
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(
d(x,S1), . . . , d(x, Sm)
) ∀x ∈ D. (1.2)
It is trivial that the linear regularity implies the bounded linear regularity which in turn implies
the φ-regularity on each bounded set D with φ(x1, . . . , xm) := r∑mi=1 xi.
The notion of linear regularity of a pair of closed convex cones was first introduced by Jame-
son in the early 1970s. In his paper [15], the (N) property of a pair of closed convex cones was
proved to be closely related to the (G) property of the pair of dual cones (defined as the polars of
original cones). In fact, his so-called (N) property is equivalent to the linear regularity in normed
spaces. In [3], Bauschke, Borwein and Li reformulated Jameson’s result by the convex analysis
approach. They showed that linear regularity of a finite collection {Ki : i = 1, . . . ,m} of closed
convex cones is equivalent to their strong conical hull intersection property (strong CHIP) to-
gether with the (G) property of their dual cones. The concept of strong CHIP was introduced
by Deutsch, Li and Ward [11] for finitely many closed convex sets to study the problem of con-
strained interpolation from a convex subset, and by Li and Ng [18] for possibly infinite family of
closed convex sets to investigate the problem of best approximation with convex constraints in
Banach spaces. Recently, Jameson’s result was extended to the case of closed convex sets by Ng
and Yang in [19]. A further generalization to infinite family of closed convex sets was given by
Ng and Zheng in [23]. For the case of closed convex sets in Hilbert spaces, Bakan, Deutsch and
Li [2] also generalized Jameson’s result by introducing some variations of the (N) property such
as the weak (N) property and the uniform (N) property.
In this paper, we consider a more general situation: finitely many closed (not necessarily
convex) sets. Under the assumptions of pseudo-convexity and Fréchet normal regularity (see the
next section for undefined terms), we prove that some results for the convex case also hold for
nonconvex sets.
2. Preliminaries and notations
Throughout this paper (unless explicitly mentioned otherwise), let X be a real normed space
with the topological dual space X∗. Let B and B∗ respectively denote the closed unit balls of
X and X∗. We write B(x, δ) for the closed ball with center x and radius δ > 0. For a nonempty
subset A of a normed space, let A, intA, and bdA respectively denote the closure, the interior,
and the boundary of A with respect to the norm topology, while Aw is used to denote the weak-
closure of A. In addition, let coA, coneA and affA denote the convex hull, the convex cone
hull and the affine span of A, respectively. Let coA, cowA denote norm-closed convex hull and
the weak-closed convex hull of A, respectively. Moreover, if A is a subset of a dual space, we
shall use Aw∗ and cow∗A to denote the weak∗-closure and the weak∗-closed convex hull of A,
respectively.
Let f :X → R ∪ {+∞} be a proper lower semicontinuous (l.s.c.) function, let x be any point
at which f is finite, and let h ∈ X. The generalized Rockafellar directional derivative and Dini
directional derivative of f at x along the direction h are defined respectively by (see [13,21])
f o(x;h) = sup
>0
lim sup
x′→f x
t↓0
inf
‖h′−h‖
f (x′ + th′)− f (x′)
t
(2.1)
and
f−(x;h) = lim inf
h′→h
f (x + th′)− f (x)
t
, (2.2)
t↓0
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then f o and f− are equal to the usual one-side directional derivative f ′:
f o(x;h) = f−(x;h) = f ′(x;h) := lim
t↓0
f (x + th)− f (x)
t
. (2.3)
The Clarke subdifferential and Dini subdifferential of f at x are defined respectively by
∂cf (x) = {x∗ ∈ X∗: 〈x∗, h〉 f o(x;h) ∀h ∈ X}, (2.4)
∂−f (x) = {x∗ ∈ X∗: 〈x∗, h〉 f−(x;h) ∀h ∈ X}. (2.5)
We recall also that the Fréchet subdifferential of f at x is defined to be the set
∂F f (x) =
{
x∗ ∈ X∗: lim inf
x′→x
f (x′)− f (x)− 〈x∗, x′ − x〉
‖x′ − x‖  0
}
. (2.6)
Let ∂FLf (x) denote the limiting-Fréchet subdifferential of f at x [17]: that is x∗ ∈ X∗ belongs
to ∂FLf (x) if and only if there exist xk → x and x∗k →w
∗
x∗ such that each x∗k ∈ ∂F f (xk),
where →w∗ means the weak-star convergence. It is easy to verify ∂F f (x) ⊂ ∂FLf (x) and
∂F f (x) ⊂ ∂−f (x) ⊂ ∂cf (x). (2.7)
When f is a convex continuous function, all these subdifferentials are the same and equal to the
usual subdifferential in convex analysis which is defined by
∂f (x) = {x∗ ∈ X∗: 〈x∗, y − x〉 f (y)− f (x) for each y ∈ X}.
When f is locally Lipschitzian around x, the formulas (2.1) and (2.2) can be simplified as
f o(x;h) = lim sup
x′→x
t↓0
f (x′ + th)− f (x′)
t
∀h ∈ X, (2.8)
f−(x;h) = lim inf
t↓0
f (x + th)− f (x)
t
∀h ∈ X. (2.9)
Let S be a nonempty closed subset of X. The distance function of S is denoted by dS(·) (the
notations dist(·, S) and d(·, S) are also used sometimes for easy printing). Thus for example
when x,h ∈ X, d−S (x;h) denotes the Dini directional derivative of dS at x along the direction h.
Following the usual practice, δS denotes the indicator function of S defined by δS(x) = 0 if
x ∈ S and δS(x) = +∞ if x /∈ S. The Clarke, Dini and Fréchet normal cones of S at x ∈ S (see
[9,13,21]) are respectively denoted and defined by
NcS(x) = ∂cδS(x), N−S (x) = ∂−δS(x) and NFS (x) = ∂F δS(x).
Note that
NFS (x) =
{
x∗ ∈ X∗: lim sup
x′→Sx
〈x∗, x′ − x〉
‖x′ − x‖  0
}
. (2.10)
We know from [8, Propositions 2.1.2 and 2.4.2] that
∂cd(x,S) ⊂ NcS(x)∩B∗ ∀x ∈ S. (2.11)
We also recall the following result of Ioffe [13] and Kruger [16] (cf. [5]):
∂F d(x,S) = NFS (x)∩B∗ ∀x ∈ S. (2.12)
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NFS (x) ⊂ N−S (x) ⊂ NcS(x) ∀x ∈ S, (2.13)
and if S is a closed convex set, then
NFS (x) = N−S (x) = NcS(x) = NS(x) ∀x ∈ S, (2.14)
where NS(x) := {x∗ ∈ X∗: 〈x∗, y − x〉 0 ∀y ∈ S}.
Definition 2.1. [5] S is said to be Dini (respectively Fréchet) normally regular at x ∈ S if
N−S (x) = NcS(x) (respectively NFS (x) = NcS(x)).
Recall that the radial cone and the closed radial cone of S at x ∈ S are defined by RS(x) =⋃
t>0
S−x
t
and RS(x) =⋃t>0 S−xt . The Clarke tangent cone, the contingent cone, and the weak-
contingent cone of S at x ∈ S are denoted and defined by
T cS (x) =
{
h ∈ X: ∀tk → 0+, xk →S x ∃hk → h s.t. {xk + tkhk} ⊂ S
}
,
TS(x) =
{
h ∈ X: ∃tk → 0+, hk → h s.t. {x + tkhk} ⊂ S
}
,
T wS (x) =
{
h ∈ X: ∃tk → 0+, hk w−→ h s.t. {x + tkhk} ⊂ S
}
,
where xk →S x means that xk → x and {xk} ⊂ S. Note that T cS (x) is a closed convex cone, and
that TS(x), T wS (x) are respectively norm-closed and weak-closed (but not necessarily convex).
As a straightforward consequence of the definitions just introduced, it is clear that for each
x ∈ S,
T cS (x) ⊂ TS(x) ⊂ T wS (x) (2.15)
and TS(x) ⊂ RS(x). If the last inclusion is an equality then S is said to be pseudo-convex at x.
Clearly S is pseudo-convex at x if and only if S − x ⊂ TS(x) (see [1]).
We shall say that S is tangentially (respectively w-tangentially) regular at x if TS(x) = T cS (x)
(respectively T wS (x) = T cS (x)) (see [5]). Note that if X is a finite-dimensional space, then
TS(x) = T wS (x) and so these two notions of tangential regularity coincide for closed subsets
of a finite-dimensional space.
Remark 2.1. When S is a closed convex set, it is well known that T cS (x), TS(x), T
w
S (x) and
RS(x) are the same set which is sometimes denoted by KS(x) and referred to simply as the
tangent cone of S at x. Thus if S is a closed convex set then it is Dini (and Fréchet) normally
regular as well as pseudo-convex at each point of S.
Let A be a nonempty subset of X. Recall that the polar (taken in X∗) of A is defined by
Ao = {x∗ ∈ X∗: 〈x∗, x〉 1 ∀x ∈ A}.
Note that when A is a cone, Ao = A, where A (so-called the negative polar of A) is defined
by
A = {x∗ ∈ X∗: 〈x∗, x〉 0 ∀x ∈ A}.
Similarly we can define the polar Do and the negative polar D (taken in X) for any subset D
of X∗.
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NcS(x) =
(
T cS (x)
)
and
(
NcS(x)
) = T cS (x). (2.16)
In parallel with the first equality of (2.16), we have (2.17) and (2.19) for Dini and Fréchet
normal cones.
Lemma 2.1. Let S be a nonempty closed subset of X and x ∈ S. Then the following assertions
hold:
(i) δ−S (x; ·) = δTS(x)(·).
(ii) N−S (x) is weak∗-closed and convex, and
N−S (x) =
(
TS(x)
)
. (2.17)
(iii) It holds
NFS (x) ⊂
(
T wS (x)
)
. (2.18)
Moreover, if X is reflexive,
NFS (x) =
(
T wS (x)
); (2.19)
consequently, if X is finite-dimensional,
NFS (x) =
(
T wS (x)
) = (TS(x)) = N−S (x). (2.20)
Proof. By the definition one has for each h ∈ X that
δ−S (x;h) = lim inf
h′→h
t↓0
δS(x + th′)
t
,
which clearly is zero if and only if there exist sequences tk ↓ 0 and hk → h with each
x + tkhk ∈ S. Thus (i) is shown. Hence, it follows from the definition that
N−S (x) = ∂−δS(x) =
{
x∗ ∈ X∗: 〈x∗, h〉 δTS(x)(h) ∀h ∈ X
}
= {x∗ ∈ X∗: 〈x∗, h〉 0 ∀h ∈ TS(x)}
= (TS(x)),
proving (ii).
The last result of (iii) is evident by (2.19) and (2.17). Let x∗ ∈ NFS (x). To prove (2.18), we
have to show
〈x∗, h〉 0 ∀h ∈ T wS (x).
Let h ∈ T wS (x) with h = 0. Then there exist sequences tk → 0+, hk w−→ h such that x + tkhk ⊂ S
for all k. Without loss of generality, we assume that {‖hk‖} is bounded away from zero. Then
there exists a constant M > 0 such that 0 < ‖hk‖M for each k. Since x∗ ∈ NFS (x), by (2.10)
lim sup
′ S
〈x∗, x′ − x〉
‖x′ − x‖  0.x → x
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lim sup
k
〈x∗, hk〉
M
 lim sup
k
〈x∗, tkhk〉
‖tkhk‖  lim supx′→Sx
〈x∗, x′ − x〉
‖x′ − x‖  0,
and it follows that 〈x∗, h〉 0 as wished to show.
Suppose X is reflexive, x∗ ∈ (T wS (x)) but x∗ /∈ NFS (x). Then there exist  > 0 and xk →S x
such that〈
x∗, xk − x‖xk − x‖
〉
> . (2.21)
Since X is reflexive, we can assume xk−x‖xk−x‖
w→ h for some h. Then h ∈ T wS (x) and hence
〈x∗, h〉 0 as x∗ ∈ (T wS (x)). This contradicts (2.21) when k → ∞. 
Lemma 2.2. Let S be a nonempty closed subset of X and x ∈ S.
(i) Suppose that S is Fréchet normally regular at x. Then S is w-tangentially regular at x. In
fact, we have the following equalities:
T cS (x) = TS(x) = T wS (x) = coT wS (x). (2.22)
(ii) If X is reflexive, then the converse of (i) is also valid and thus S is w-tangentially regular at
x if and only if S is Fréchet normally regular at x.
Proof. (i) By (2.15), T cS (x) ⊂ T wS (x). Taking polars on both sides, one has
NFS (x) ⊂
(
T wS (x)
) ⊂ (T cS (x)) = NcS(x), (2.23)
where the first inclusion follows from (2.18) while the last equality by (2.16). Thus if S is Fréchet
normally regular at x, then the sets in (2.23) are the same. It follows from the Bipolar Theorem
(see [22, Chapter IV, Theorem 1.5]) that coT wS (x) = T cS (x). This and (2.15) imply that (2.22)
holds, and hence (i) is shown.
(ii) By (2.19) and (2.16), S being w-tangentially regular at x implies that
NFS (x) =
(
T wS (x)
) = (T cS (x)) = NcS(x). 
Proposition 2.1. Suppose that X is reflexive. Let S ⊂ X be closed and let x¯ ∈ S. If TS(x¯) =
T wS (x¯), then
dist
(
h,TS(x¯)
)= d−S (x¯;h) ∀h ∈ X. (2.24)
Proof. It is known (cf. [6]) and easy to verify that, in any normed space,
d−S (x¯;h) dist
(
h,TS(x¯)
) ∀h ∈ X. (2.25)
On the other hand, by [5, Theorem 5.1] (applicable for reflexive Banach spaces)
d−S (x¯;h) dist
(
h,T wS (x¯)
) ∀h ∈ X.
Thus if TS(x¯) = T wS (x¯), then (2.24) holds. 
Another instance where (2.24) holds (for any normed space) is provided in the following
proposition.
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Proof. Since dS is Lipschitz continuous, one has from (2.9) that
d−S (x¯;h) = lim inf
t→0+
d(x¯ + th, S)− d(x¯, S)
t
= lim inf
t→0+
d
(
h,
S − x¯
t
)
 dist
(
h,TS(x¯)
) ∀h ∈ X,
where the last inequality holds because S−x¯
t
⊂ TS(x¯) by the pseudo-convexity of C at x¯. Com-
bining this with (2.25), the proof is complete. 
For the remainder of this paper, we suppose S1, . . . , Sm are closed (not necessarily convex)
subsets of X and S :=⋂mi=1 Si is nonempty.
Definition 2.2. Let x ∈ S :=⋂mi=1 Si. The collection {S1, . . . , Sm} is said to have the
(i) strong Fréchet-CHIP (strong Fréchet-conical hull intersection property) at x if
NFS (x) =
m∑
i=1
NFSi (x); (2.26)
(ii) Fréchet-CHIP at x if
NFS (x) ⊂
m∑
i=1
NFSi
(x)w
∗; (2.27)
(iii) strong Dini-CHIP (strong Dini-conical hull intersection property) at x if
N−S (x) =
m∑
i=1
N−Si (x); (2.28)
(iv) Dini-CHIP at x if
N−S (x) ⊂
m∑
i=1
N−Si (x)
w∗ . (2.29)
Remark 2.2.
(a) When S1, . . . , Sm are convex (in addition to being closed), the above notion of Fréchet-
CHIP (respectively strong Fréchet-CHIP) coincides with that of Dini-CHIP (respectively
strong Dini-CHIP) and is exactly that of the CHIP introduced by Chui, Deutsch and Ward
[7] (respectively strong CHIP introduced by Deutsch, Li and Ward [10,11]).
(b) Since NFS (x) is always convex and contains NFSi (x) for each i (see (2.10)), the requirement
(2.26) is equivalent to
NFS (x) ⊂
m∑
NFSi (x).i=1
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N−S (x) ⊂
m∑
i=1
N−Si (x).
Thus the following implications are evident for {S1, . . . , Sm}:
strong Fréchet-CHIP ⇒ Fréchet-CHIP,
strong Dini-CHIP ⇒ Dini-CHIP.
In the following two propositions, some equivalent forms of Dini-CHIP and Fréchet-CHIP
are given.
Proposition 2.3. Let x ∈ S :=⋂mi=1 Si. Then the following statements are equivalent:
(i) The collection {S1, . . . , Sm} has the Dini-CHIP at x.
(ii) It holds that
N−S (x) =
m∑
i=1
N−Si (x)
w∗ . (2.30)
(iii) It holds that
coTS(x) =
m⋂
i=1
coTSi (x). (2.31)
Proof. By Lemma 2.1(ii), we know that
N−S (x) ⊃
m∑
i=1
N−Si (x)
w∗ , (2.32)
and so (2.29) and (2.30) are equivalent. Thus (i) ⇔ (ii).
By the Bipolar Theorem (see [22, Chapter IV, Theorem 1.5]), (iii) holds if and only if the sets
on the two sides of (2.31) have the same polars, that is, (2.31) holds if and only if
(
TS(x)
) =
(
m⋂
i=1
coTSi (x)
)
which is the same as
(
TS(x)
) = cow∗
(
m⋃
i=1
(
TSi (x)
))
thanks to a well-known computation rule for polars (cf. [22, Chapter IV, 1.5, Corollary 2]).
Thus, by Lemma 2.1(ii), (2.31) holds if and only if (2.30) holds. This proves the equivalence
(ii) ⇔ (iii). 
Proposition 2.4. Suppose that X is reflexive and let x ∈ S :=⋂mi=1 Si. Then the following state-
ments are equivalent:
K.F. Ng, R. Zang / J. Math. Anal. Appl. 328 (2007) 257–280 265(i) The collection {S1, . . . , Sm} has the Fréchet-CHIP at x.
(ii) It holds that
NFS (x) =
m∑
i=1
NFSi
(x).
(iii) It holds that
coT wS (x) =
m⋂
i=1
coT wSi (x).
Proof. Since X is reflexive, the norm-closure of any convex set C in X∗ coincides with the
weak∗-closure of C. Thus, using (2.19) instead of Lemma 2.1(ii), one can complete the proof in
the same way as for the preceding proposition. 
The following proposition concerning the relationship of strong Fréchet-CHIP and strong
Dini-CHIP will be useful in the sequel.
Proposition 2.5. Let x ∈ S :=⋂mi=1 Si. Suppose that S is Fréchet normally regular at x and that
the collection {S1, . . . , Sm} has the strong Fréchet-CHIP at x. Then the collection has the strong
Dini-CHIP at x and
TS(x) =
m⋂
i=1
coTSi (x). (2.33)
Moreover, if in addition, Si is assumed to be pseudo-convex at x for each i, then S is pseudo-
convex at x.
Proof. By the assumption and (2.13), we have
NFS (x) = N−S (x) = NcS(x). (2.34)
Another consequence of the assumption is that TS(x) is convex (and closed) thanks to (2.22).
Thus (2.33) is the same as (2.31). Furthermore, taking polars in the obvious inclusion relation
TS(x) ⊂⋂mi=1 TSi (x) and making use of Lemma 2.1 as well as a well-known computation rule
for polars (cf. [22, Chapter IV, 1.5, Corollary 2]), we have
NFS (x) = N−S (x) =
(
TS(x)
) ⊃
(
m⋂
i=1
TSi (x)
)
= cow∗
(
m⋃
i=1
(
TSi (x)
))
⊃
m∑
i=1
N−Si (x) ⊃
m∑
i=1
NFSi (x),
where the last inclusion holds by (2.13). Since NFS (x) =
∑m
i=1 NFSi (x) by assumption, it follows
that N−S (x) =
∑m
i=1 N
−
Si
(x), that is {S1, . . . , Sm} has the strong Dini-CHIP at x. In particular,
(2.31) and (2.33) hold by Proposition 2.3.
If in addition Si is pseudo-convex at x for each i, then
Si − x ⊂ TSi (x) ⊂ coTSi (x) ∀i ∈ {1, . . . ,m},
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i
Si − x =
⋂
i
(Si − x) ⊂
⋂
i
coTSi (x) = TS(x).
Hence S is pseudo-convex at x. 
Definition 2.3. Suppose that K1, . . . ,Km are closed cones of X with K :=⋂mi=1 Ki. The collec-
tion {K1, . . . ,Km} is said to have
(i) the property (G), more precisely the property (Gr ) if there exists r > 0 such that(
m∑
i=1
Ki
)
∩B ⊂ r
m∑
i=1
(Ki ∩B);
(ii) the property (N), more precisely the property (Nr ) if there exists r > 0 such that
m⋂
i=1
(Ki +B) ⊂
(
m⋂
i=1
Ki
)
+ rB. (2.35)
Remark 2.3. The linear regularity of {K1, . . . ,Km} is equivalent to the fact that there exists r > 0
such that {K1, . . . ,Km} has the property (Nr ). In fact, suppose (2.35) holds. Then by the positive
homogeneous property of cones, we have
m⋂
i=1
(Ki + δB) ⊂
m⋂
i=1
Ki + rδB ∀δ > 0. (2.36)
Let x ∈ X, δ¯ := max1im d(x,Ki) and let δ > δ¯. Then x ∈ Ki + δB for each i and it follows
from (2.36) that x ∈ K + rδB and so d(x,K) rδ. Letting δ → δ¯, we have d(x,K) rδ¯. This
proves the sufficiency part of Remark 2.3. The necessity part is also easy to verify.
3. Main results
We begin with a result that focuses on one particular point outside the intersection of
S1, . . . , Sm. Recall that S :=⋂mi=1 Si.
Theorem 3.1. Let x ∈ X \ S. Suppose that there exist x¯ ∈ PS(x) and rx > 0 such that Si is
pseudo-convex at x¯ for each i and
dist
(
h,TS(x¯)
)
 rx
m∑
i=1
dist
(
h,TSi (x¯)
) ∀h ∈ X. (3.1)
Then at this point x one has
dist(x, S) rx
m∑
i=1
dist(x, Si).
Proof. By (2.25) and (3.1), we have
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(
x − x¯, TS(x¯)
)
 rx
∑
i
dist
(
x − x¯, TSi (x¯)
)
 rx
∑
i
dist(x, Si), (3.2)
where the last inequality holds because Si ⊂ x¯ +TSi (x¯) by the pseudo-convexity assumption. On
the other hand, noting that for each t ∈ (0,1],
dist(x, S) = inf
c∈S
∥∥x¯ + t (x − x¯)+ (1 − t)(x − x¯)− c∥∥
 inf
c∈S
∥∥x¯ + t (x − x¯)− c∥∥+ (1 − t)∥∥x − x¯∥∥
= dist(x¯ + t (x − x¯), S)+ (1 − t)dist(x, S),
we have that dist(x, S) d(x¯+t (x−x¯),S)
t
. Passing to the lower limits, it follows that
dist(x, S) d−S (x¯;x − x¯)
thanks to the fact that the distance function is Lipschitz continuous. Thus the result is clear
by (3.2). 
We provide below a sufficient condition that ensures (3.1) to hold. Recall from Remark 2.1
that (a) and (b) of the following proposition are automatically satisfied if S1, . . . , Sm are closed
convex sets.
Proposition 3.1. Let x¯ ∈ S have the following properties:
(a) S is Fréchet normally regular at x¯.
(b) Si is pseudo-convex at x¯ for each i.
(c) There exists r > 0 such that
NFS (x¯)∩B∗ ⊂ r
m∑
i=1
(
NFSi (x¯)∩B∗
)
. (3.3)
Then the collection {S1, . . . , Sm} has the strong Fréchet-CHIP at x¯ and
dist
(
h,TS(x¯)
)
 r
m∑
i=1
dist
(
h,TSi (x¯)
) ∀h ∈ X. (3.4)
Proof. Clearly (3.3) implies the inclusion relation NFS (x¯) ⊂
∑m
i=1 NFSi (x¯) and hence the strong
Fréchet-CHIP at x¯ according to Remark 2.2(b). By this, (a) and (b) we conclude from Proposi-
tion 2.5 that S is pseudo-convex at x¯. So by Proposition 2.2, (2.24) holds.
By (a) and (2.12), (3.3) can be rewritten as
NcS(x¯)∩B∗ ⊂ r
m∑
∂F d(x¯, Si).i=1
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∂cd(x¯, S) ⊂ NcS(x¯)∩B∗ ⊂ r
m∑
i=1
∂F d(x¯, Si) ⊂ r
m∑
i=1
∂−d(x¯, Si).
Hence any x∗ ∈ ∂cd(x¯, S) can be represented in the form x∗ = r∑mi=1 x∗i where each x∗i ∈
∂−d(x¯, Si). By the definition of ∂−d(x¯, Si), it follows that
〈x∗, h〉 = r
m∑
i=1
〈
x∗i , h
〉
 r
m∑
i=1
d−Si (x¯;h) ∀h ∈ X.
By [8, Proposition 2.1.2] and since d−S (x¯;h) doS(x¯;h), it follows that
d−S (x¯;h) doS(x¯;h) r
m∑
i=1
d−Si (x¯;h) ∀h ∈ X. (3.5)
Because (2.24) holds in all the cases, one has that
dist
(
h,TS(x¯)
)= d−S (x¯;h) r m∑
i=1
d−Si (x¯;h) = r
m∑
i=1
dist
(
h,TSi (x¯)
) ∀h ∈ X. 
When X is a Euclidean space and S1, . . . , Sm are closed convex sets, the following result was
proved by Bauschke, Borwein and Li [3].
Theorem 3.2. Let x ∈ X. Suppose that there exist x¯ ∈ PS(x) and rx > 0 with the following
properties:
(a) S is Fréchet normally regular at x¯.
(b) Si is pseudo-convex at x¯ for each i.
(c) NFS (x¯) =
m∑
i=1
NFSi (x¯). (3.6)
(d) For each y∗ ∈∑mi=1 NFSi (x¯),
inf
{
max
1im
∥∥y∗i ∥∥: each y∗i ∈ NFSi (x¯),
m∑
i=1
y∗i = y∗
}
 rx‖y∗‖. (3.7)
Then at this point x one has
dist(x, S) rx
m∑
i=1
dist(x, Si). (3.8)
Proof. From (3.6) and (3.7), we have for any r > rx,
NFS (x¯)∩B∗ ⊂ r
m∑
i=1
(
NFSi (x¯)∩B∗
)
. (3.9)
Making use of the assumptions (a) and (b), it follows from Proposition 3.1 that
dist
(
h,TS(x¯)
)
 r
m∑
dist
(
h,TSi (x¯)
) ∀h ∈ X.
i=1
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that (3.8) holds. 
Recall that a nonempty subset A of X is said to be proximinal in X if for every element x of X
there exists at least one element y of A such that d(x, y) = d(x,A), that is PA(x) = ∅. It is well
known that each closed convex set in a reflexive space and each closed set in a finite-dimensional
space are proximinal.
Corollary 3.1. Let c¯ ∈ S := ⋂mi=1 Si and suppose S is proximinal in X. Suppose further that
there exist δ, r > 0 such that for every c ∈ S ∩B(c¯,2δ),
(a) S is Fréchet normally regular at c.
(b) Si is pseudo-convex at c for each i.
(c) NFS (c) =
∑m
i=1 NFSi (c).
(d) For each y∗ ∈∑mi=1 NFSi (c),
inf
{
max
1im
∥∥y∗i ∥∥: each y∗i ∈ NFSi (c),
m∑
i=1
y∗i = y∗
}
 r‖y∗‖.
Then
dist(x, S) r
m∑
i=1
dist(x, Si) ∀x ∈ B(c¯, δ). (3.10)
Proof. Let x ∈ B(c¯, δ). By the assumption, there exists x¯ ∈ PS(x). Then x¯ ∈ S ∩ B(c¯,2δ) be-
cause
‖x¯ − c¯‖ ‖x − c¯‖ + ‖x¯ − x‖ 2‖x − c¯‖ 2δ
as c¯ ∈ S. Hence x¯ has the properties (a)–(d) stated for c and it follows from Theorem 3.2 that
(3.10) holds. 
Remark 3.1. When X is a reflexive Banach space, (2.19) shows that each NFSi (x¯) is weak∗-
closed. By applying the Banach–Alaoglu theorem and the weak∗ lower semicontinuity of the
dual norm, the infimum in (3.7) is attained. Hence (3.7) can be rewritten as
min
{
max
1im
∥∥y∗i ∥∥: each y∗i ∈ NFSi (x¯),
m∑
i=1
y∗i = y∗
}
 rx‖y∗‖.
Corollary 3.2. Let c¯ ∈ S :=⋂mi=1 Si and suppose that X is finite-dimensional. Suppose further
that there exist δ and r > 0 such that for every c ∈ S ∩B(c¯,2δ):
(a) S is tangentially regular at c.
(b) Si is pseudo-convex at c for each i.
(c) N−(c) =∑mi=1 N−(c).S Si
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min
{
max
1im
‖yi‖: each yi ∈ N−Si (c),
m∑
i=1
yi = y
}
 r‖y‖.
Then
dist(x, S) r
m∑
i=1
dist(x, Si) ∀x ∈ B(c¯, δ).
Proof. Since X is finite-dimensional, (2.20) tells us that the Fréchet-normal cone NFS (x) co-
incides with the Dini-normal cone N−S (x). Also, by Lemma 2.2(ii), condition (a) here is the
same as (a) in Corollary 3.1. Thus Corollary 3.2 is the same as Corollary 3.1 if X is finite-
dimensional. 
The starshaped kernel of A is defined by
starA = {x ∈ A: [x, y] ⊂ A ∀y ∈ A},
where [x, y] = {λx+(1−λ)y: λ ∈ [0,1]}. Thus A is convex if and only if A = starA. Moreover,
by [4, Corollary 4.1],
starA =
⋂
x∈A
(
coT wA (x)+ x
)
. (3.11)
Lemma 3.1. Suppose that X is reflexive. Then the following statements hold:
(i) If x ∈ S and if {Si} has the strong Fréchet-CHIP at x, then ⋂i coT wSi (x) = coT wS (x).
(ii) If for any x ∈ S, {Si} has the strong Fréchet-CHIP at x and Si is pseudo-convex at x for
each i, then S is convex.
Proof. (i) As noted in Remark 2.2(b), the assumption that {Si} has the strong Fréchet-CHIP at x
implies that {Si} has the Fréchet-CHIP at x. Thus conclusion (i) follows from Proposition 2.4.
(ii) Let x ∈ S. Since Si is pseudo-convex at x, one has
Si − x ⊂ TSi (x) ⊂ T wSi (x) ⊂ coT wSi (x) ∀i ∈ {1, . . . ,m},
and it follows from (i) that⋂
i
Si − x ⊂ coT wS (x).
This shows S ⊂ coT wS (x) + x for each x ∈ S. Consequently S ⊂ star S by (3.11), and therefore
S is convex. 
Theorem 3.3. Let X be reflexive and let r > 0. Suppose that the following conditions are satis-
fied:
(a) {S1, . . . , Sm} has the strong Fréchet-CHIP at each point of S :=⋂mi=1 Si.
(b) Every Si is pseudo-convex at each point of S.
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min
{
max
1im
∥∥y∗i ∥∥: each y∗i ∈ NFSi (x¯),
m∑
i=1
y∗i = y∗
}
 r‖y∗‖. (3.12)
Then
dist(x, S) r
m∑
i=1
dist(x, Si) ∀x ∈ X.
Proof. By assumptions (a) and (b), Lemma 3.1 implies that S is convex (and so proximinal) and
is Fréchet normally regular at each of its elements (see Remark 2.1), that is, assumption (a) in
Theorem 3.2 is satisfied for each x¯ ∈ S. Therefore the result follows immediately from Theo-
rem 3.2. 
Next we give an example of nonconvex sets satisfying the assumptions of Theorem 3.3.
Example 3.1. Let S1, S2 be closed subsets of R2 defined as
S1 =
{
(a,0): a  0
}
,
S2 =
{
(a, b): a2 + b2  1}∖ ({
(a, b):
√
3a < b < −√3a}∪ {(a, b): a2 + (b − 1)2 < (1
3
)2})
.
Then S = S1 ∩ S2 = {(a,0): 0 a  1}, and {S1, S2} satisfies (a)–(c) of Theorem 3.3. Indeed, it
is easy to see S1 is pseudo-convex at any x ∈ S, and S2 is pseudo-convex at any x ∈ {(a,0): 0 <
a < 1}. For x = (0,0), TS2(0,0) = R2 \ {(a, b):
√
3a < b < −√3a} and S2 − (0,0) ⊂ TS2(0,0),
so S2 is pseudo-convex at (0,0). For x = (1,0), TS2(1,0) = {(a, b): a  0 and b ∈ R} and
S2 − (1,0) ⊂ TS2(1,0), so S2 is pseudo-convex at (1,0). By (2.20), NFA (u) = (TA(u)) for
each closed subset A in R2 and u ∈ A. Thus, for any x ∈ {(a,0): 0 < a < 1},
NFS2(x) =
{
(0,0)
}
, NFS1(x) =
{
(0, b): b ∈ R}= NFS (x).
For (0,0) and (1,0),
NFS2(0,0) =
{
(0,0)
}
, NFS1(0,0) =
{
(a, b): a  0 and b ∈ R}= NFS (0,0),
NFS2(1,0) =
{
(a,0): a  0
}
, NFS1(1,0) =
{
(0, b): b ∈ R},
NFS (1,0) =
{
(a, b): a  0 and b ∈ R}.
Thus condition (a) holds, and also it is easy to verify that (3.12) holds for any x ∈ {(a,0): 0 
a < 1} where r = 1. It remains to show (3.12) holds for (1,0). By direct computation, we con-
clude that
NFS (1,0)∩B∗ ⊂ NFS1(1,0)∩B∗ +NFS2(1,0)∩B∗ (3.13)
which implies that
min
{
max
{∥∥y∗1∥∥,∥∥y∗2∥∥}: y∗i ∈ NFSi (1,0),
2∑
y∗i = y∗
}
 ‖y∗‖ ∀y∗ ∈
2∑
NFSi (1,0).i=1 i=1
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y∗i = 0 for each i). If y∗ = 0, we can assume ‖y∗‖ = 1 (thanks to the positive homogeneous
property of cones). Thus y∗ is in the left-hand side of (3.13), and it follows from (3.13) that
there exist y¯∗i ∈ NFSi (1,0)∩B∗, i = 1,2, such that y∗ = y¯∗1 + y¯∗2 . Hence
min
{
max
{∥∥y∗1∥∥,∥∥y∗2∥∥}: y∗i ∈ NFSi (1,0),
2∑
i=1
y∗i = y∗
}
max
{∥∥y¯∗1∥∥,∥∥y¯∗2∥∥} ‖y∗‖.
Recall that the duality mapping (cf. [20]) J on X is a multifunction defined by
J (x) = {x∗ ∈ X∗: 〈x∗, x〉 = ‖x∗‖‖x‖ and ‖x∗‖ = ‖x‖}.
Define
V{Si }(x) := x + J−1
(
m∑
i=1
NFSi (x)
)
∀x ∈
m⋂
i=1
Si.
We will say that V{Si }(x) is a Fréchet-cap at x (with respect to {Si}). Let ξ be a subset of bdS
and define V{Si },ξ =
⋃
x∈ξ V{Si }(x). We also define
W{Si } =
{
x ∈ X: ∃i0 ∈ {1, . . . ,m} s.t. PSi0 (x)∩ S = ∅
}
. (3.14)
Note, for example, that S ⊂ W{Si }.
Theorem 3.4. Let ξ be a subset of bdS where S := ⋂mi=1 Si, and assume that the collection{S1, . . . , Sm} satisfies
X \W{Si } ⊂ V{Si },ξ . (3.15)
Suppose further that there exists r > 0 such that any x¯ ∈ ξ satisfies the following properties:
(a) S is Fréchet normally regular at x¯.
(b) Si is pseudo-convex at x¯, i = 1, . . . ,m.
(c) {Si} has the strong Fréchet-CHIP at x¯.
(d) For each y∗ ∈∑mi=1 NFSi (x¯),
inf
{
max
1im
∥∥y∗i ∥∥: each y∗i ∈ NFSi (x¯),
m∑
i=1
y∗i = y∗
}
 r‖y∗‖.
Then {Si} is linearly regular and
dist(x, S)max{r, 1}
m∑
i=1
dist(x, Si) ∀x ∈ X.
Proof. We denote W{Si } by W. If x ∈ W, then there exists i0 ∈ {1, . . . ,m} such that PSi0 (x) ∩
S = ∅ and hence
dist(x, S) ‖x − x¯i0‖ = dist(x, Si0) ∀x¯i0 ∈ PSi0 (x)∩ S.
Thus it remains to consider the case x ∈ X \ W. For this case one has by the assumption,
x ∈ V{Si },ξ . Then there exists x¯ ∈ ξ such that
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(
m∑
i=1
NFSi (x¯)
)
. (3.16)
To complete the proof, it suffices to show that, for this x,
dist(x, S) r
m∑
i=1
dist(x, Si), (3.17)
which in turn will follow from Theorem 3.2 provided that we can show x¯ ∈ PS(x) (thanks to
assumptions (a)–(d) as x¯ ∈ ξ ). To show x¯ ∈ PS(x), we suppose without loss of generality that
x = x¯, and take x∗ ∈ NFS (x¯) such that x − x¯ ∈ J−1(x∗). This can be done because of (3.16) and
assumption (c). By (2.18), we have that
〈x∗, h〉 0 ∀h ∈ T wS (x¯). (3.18)
This implies that
〈x∗, y − x¯〉 0 ∀y ∈ S, (3.19)
because S is pseudo-convex at x¯ (so S − x¯ ⊂ TS(x¯) ⊂ T wS (x¯)) by Proposition 2.5 (thanks to
assumptions (a)–(c) as x¯ ∈ ξ). Since x∗ ∈ J (x − x¯) and x − x¯ = 0, it follows from (3.19) that
for any y ∈ S,
0 = ‖x∗‖ · ‖x − x¯‖ = 〈x∗, x − x¯〉 〈x∗, x − y〉 ‖x∗‖ · ‖x − y‖.
Therefore x¯ ∈ PS(x) as required. 
Below we give a simple example describing a situation where one may apply Theorem 3.4 for
convex as well as for nonconvex sets.
Example 3.2. Let C1, C′2 denote the closed disks in R2 with center (−1,0) and respectively with
radii 2 and 1/2. Let C2, C′1 be similarly defined but with center (1,0) in place of (−1,0). Let
C = C1 ∩C2, S1 = C1 \C′1, S2 = C2 \C′2, and S = S1 ∩S2. Thus {C1,C2} is a pair of convex sets
and {S1, S2} is a pair of nonconvex sets. Let ξ = {x¯, xˆ} where x¯ = (0,
√
3 ) and xˆ = (0,−√3 ).
Clearly ξ ⊂ bdS.
It is easily seen that NC1(x¯) and NC2(x¯) are the rays with slopes
√
3 and −√3, respectively.
Thus TC1(x¯) and TC2(x¯) are half-spaces bounded respectively by the line of slope −1/
√
3 and
the line of slope 1/
√
3. Consequently TC(x¯) = TC1(x¯)∩TC2(x¯) is generated by two rays, namely
TC(x¯) =
{
(a, b):
√
3b−|a|};
dually NC(x¯) = NC1(x¯)+NC2(x¯) and
NC(x¯) =
{
(α,β): β 
√
3|α|}.
Therefore {C1,C2} satisfies (c) at x¯ stated for {Si} in Theorem 3.4; it also satisfies (d) with
r := √3/2 because the angle between the two generating rays of NC(x¯) is π/3. Moreover, the
Fréchet-cap is, by definition, x¯ +NC1(x¯)+NC2(x¯) and so
V{C1,C2}(x¯) = x¯ +
{
(α,β): β 
√
3|α|}. (3.20)
Similar observations can be made for the other point (xˆ = (0,−√3)) of ξ. Note in particular that
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{
(α,β): −β √3|α|}. (3.21)
Let W{C1,C2} be defined by
W{C1,C2} =
{
x ∈ R2: ∃i0 ∈ {1,2} s.t. PCi0 (x)∩C = ∅
}
.
Then W{C1,C2} = R2 \ (G(x¯)∪G(xˆ)), where G(x¯) denotes the open region in R2 bounded by the
two rays emanating from x¯ with slopes ±√3, and G(xˆ) is similarly defined by rays emanating
from xˆ. It follows from (3.20) and (3.21) that
R2 \W{C1,C2} ⊂ V{C1,C2}(x¯)∪ V{C1,C2}(xˆ),
that is, (3.15) is satisfied by {C1,C2}. Therefore Theorem 3.4 is applicable to this family. This
theorem can also be applied to {S1, S2} provided that one continues to employ the subset ξ =
{x¯, xˆ} of S. Indeed, for each i, the sets Ci and Si coincide on a neighborhood of x¯ and so
TCi (x¯) = TSi (x¯) = T cSi (x¯) and NCi (x¯) = NFSi (x¯) = NcSi (x¯); similarly TC(x¯) = TS(x¯) = T cS (x¯)
and NC(x¯) = NFS (x¯) = NcS(x¯). It is easy to check Si − x¯ ⊂ TSi (x¯), that is, Si is pseudo-convex at
x¯. Similarly Si is pseudo-convex at xˆ. Thus {S1, S2} satisfies (a)–(d) of Theorem 3.4. Moreover,
it is now routine to verify that
V{S1,S2}(x) = V{C1,C2}(x) ∀x ∈ {x¯, xˆ},
and W{S1,S2} = W{C1,C2}. Therefore Theorem 3.4 is applicable to {S1, S2} too.
Theorem 3.4 will be employed to prove the following result for closed convex sets in normed
spaces.
Corollary 3.3. Let {C1, . . . ,Cm} be a collection of closed convex sets in X with C :=⋂m
i=1 Ci = ∅ and let
D = {x ∈ C: ∃i0 s.t. x ∈ intCi for each i ∈ {1, . . . ,m} \ {i0}}.
Let ξ := bdC \D. Suppose the following conditions are satisfied:
(a) C is proximinal.
(b) The collection {C1, . . . ,Cm} has the strong CHIP at any point of C.
(c) There exists r > 0 such that for any x¯ ∈ ξ and any y∗ ∈∑mi=1 NCi (x¯),
inf
{
max
1im
∥∥y∗i ∥∥: each y∗i ∈ NCi (x¯), m∑
i=1
y∗i = y∗
}
 r‖y∗‖.
Then
dist(x,C)max{r,1}
m∑
i=1
dist(x,Ci) ∀x ∈ X.
To prove this corollary, we need the following result of Deutsch and Rubenstein (cf. [12]).
Proposition 3.2. Let C be a closed convex subset in a normed space X. Then for any x ∈ X,
x¯ ∈ PC(x) if and only if J (x − x¯)∩NC(x¯) = ∅.
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isfied trivially since C1, . . . ,Cm are closed convex sets. From Remark 2.2(a), the notion of strong
Fréchet-CHIP coincides with that of strong CHIP for closed convex sets and so assumptions (b),
(c) imply that the conditions (c), (d) of Theorem 3.4 are satisfied. In view of Theorem 3.4, we
need only to show that
X \W{Ci } ⊂
⋃
x¯∈ξ
V{Ci }(x¯).
Let x ∈ X \W{Ci } and take x¯ ∈ PC(x) by assumption (a). By the preceding proposition, there ex-
ists x∗ ∈ J (x − x¯)∩NC(x¯). Then, by assumption (b), x∗ ∈∑mi=1 NCi (x¯), and x ∈ x¯ + J−1(x∗).
Hence x ∈ V{Ci }(x¯). Thus it remains to show that x¯ ∈ ξ. Suppose not. Then x¯ ∈ D, and hence
there exists i0 ∈ {1, . . . ,m} such that x¯ ∈ intCi and so NCi (x¯) = {0} for each i ∈ {1, . . . ,m}\{i0}.
It follows that x∗ ∈ NCi0 (x¯) and so J (x − x¯)∩NCi0 (x¯) = ∅. This and the preceding proposition
imply that x¯ ∈ PCi0 (x) and so PCi0 (x) ∩ C = ∅, that is, x ∈ W{Ci }, contrary to the supposition
that x ∈ X \W{Ci }. 
4. Necessary condition for φ-regularity of closed sets
Throughout this section let X denote an Asplund space, that is, the dual of any separable
subspace of X is separable. It is well known that any reflexive Banach space is Asplund. As
before let us fix a family {S1, . . . , Sm} of closed subsets of X, and suppose that S :=⋂mi=1 Si is
nonempty.
Let Ψ :Z → Y be a single-valued mapping between the Banach space Z and Y which is
Lipschitz continuous around x¯. Recall [17] that Ψ is said to be strictly Lipschitzian at x¯ if there
exists a neighborhood V of the origin in Z such that the sequence
Ψ (xk + tkv)−Ψ (xk)
tk
, k = 1,2, . . . ,
has a convergent subsequence in the norm topology of Y for all v ∈ V, and all sequences xk → x¯
and tk ↓ 0 as k → ∞. Note that if Ψ :Z → Y is Lipschitz continuous around x¯, then there exists
L > 0 such that for all v ∈ B, and all sequences xk → x¯ and tk ↓ 0, one has∥∥∥∥Ψ (xk + tkv)−Ψ (xk)tk
∥∥∥∥ L for all large enough k.
Thus Ψ is strictly Lipschitzian at x¯ if Ψ is Lipschitz continuous around x¯ and Y is finite-
dimensional.
Let Φ denote the set of all functions φ from Rm to R which satisfies that φ is Lipschitz con-
tinuous around 0, φ(0) = 0 and ∂FLφ(0) ⊂ Rm+, where Rm+ = {(r1, . . . , rm): ri  0 for each i}.
The following theorem gives a necessary condition for φ-regularity.
Theorem 4.1. Let u ∈ S and suppose that
∂F d(u,Si) = ∂FLd(u,Si) for each i. (4.1)
Suppose further that there exist φ ∈ Φ and a neighborhood V (u) of u such that
d(x,S) φ
(
d(x,S1), . . . , d(x, Sm)
) ∀x ∈ V (u). (4.2)
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NFS (u)∩B∗ ⊂
⋃
(r1,...,rm)∈∂FLφ(0)
m∑
i=1
(
NFSi (u)∩ riB∗
)
.
Proof. Define a single-valued mapping Ψ from X to Rm by
Ψ (x) = (d(x,S1), . . . , d(x, Sm)).
Then by (4.2), d(·, S) φ ◦Ψ (·) on V (u) and the equality holds at u. Hence by [14, Chapter 2,
Proposition 5],
∂FLd(u,S) ⊂ ∂FL(φ ◦Ψ )(u).
By the definition, it is easy to check Ψ is Lipschitz continuous on X. Thus it is strictly Lip-
schitzian at any x ∈ X since Rm is finite-dimensional. Since φ is Lipschitz continuous around 0,
it follows from [17, Corollary 6.3] and the (exact) sum rule (cf. [17, Corollary 4.3]) that
∂F d(u,S) ⊂ ∂FLd(u,S) ⊂ ∂FL(φ ◦Ψ )(u)
⊂
⋃
(r1,...,rm)∈∂FLφ(0)
∂FL
(
m∑
i=1
rid(·, Si)
)
(u)
⊂
⋃
(r1,...,rm)∈∂FLφ(0)
m∑
i=1
∂FLrid(u,Si)
=
⋃
(r1,...,rm)∈∂FLφ(0)
m∑
i=1
ri∂
FLd(u,Si)
=
⋃
(r1,...,rm)∈∂FLφ(0)
m∑
i=1
ri∂
F d(u,Si),
thanks to (4.1) and the inclusion ∂FLφ(0) ⊂ Rm+ .
From (2.12), we conclude that
NFS (u)∩B∗ ⊂
⋃
(r1,...,rm)∈∂FLφ(0)
m∑
i=1
(
NFSi (u)∩ riB∗
)
. 
Corollary 4.1. Let u ∈ S and suppose that (4.1) hold. Suppose further that there exist r > 0 and
a neighborhood V (u) of u such that
d(x,S) r
m∑
i=1
d(x,Si) ∀x ∈ V (u). (4.3)
Then the following assertions hold:
(i) NFS (u)∩B∗ ⊂ r
∑m
i=1(NFSi (u)∩B∗).
(ii) NFS (u) =
∑m
i=1 NFSi (u).
(iii) inf{max1im ‖u∗‖: each u∗ ∈ NF (u), ∑mi=1 u∗ = u∗} r‖u∗‖ ∀u∗ ∈ NF (u).i i Si i S
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∂FLφ(0) = {∇φ(0)}= { m︷ ︸︸ ︷(r, . . . , r)}.
Thus Theorem 4.1 gives (i). Part (ii) follows immediately from (i) as in the proof of Proposi-
tion 3.1. Part (iii) also follows from (i) easily. 
In the following theorem, several characterizations of bounded linear regularity for closed
subsets of Asplund space are given.
Theorem 4.2. Let 0 ∈ S :=⋂mi=1 Si, and assume that S is proximinal. Let ρ, r and τ be fixed
positive constants. Suppose that for each u ∈ S ∩ ρB, (4.1) holds, S is Fréchet normally regular
at u and Si is pseudo-convex at u for each i. Consider the following statements:
(i) dist(x, S) r∑mi=1 dist(x, Si) ∀‖x‖ ρ with dist(x, S) τr .
(ii) For any u ∈ S with ‖u‖ < ρ, NFS (u) =
∑m
i=1 NFSi (u) and
NFS (u)∩B∗ ⊂ r
m∑
i=1
(
NFSi (u)∩B∗
)
.
(iii) For any u ∈ S with ‖u‖ < ρ,
dist
(
h,TS(u)
)
 r
∑
i
dist
(
h,TSi (u)
) ∀h ∈ X.
(iv) dist(x, S) r∑mi=1 dist(x, Si) ∀‖x‖ ρ2 .
(v) ( ρ2 B)∩ [
⋂m
i=1(Si + δmr B)] ⊂ S + δB ∀δ > 0.
(vi) ( ρ2 B)∩ [
⋂m
i=1(Si + δmr B)] ⊂ S + δB ∀0 < δ mτ.
(vii) dist(x, S)mr∑mi=1 dist(x, Si) ∀‖x‖ ρ2 with dist(x, S) τr .
Then the following implications hold:
(i) ⇒ (ii) ⇒ (iii) ⇒ (iv) ⇒ (v) ⇒ (vi) ⇒ (vii).
Proof. (i) ⇒ (ii). Let u ∈ S with ‖u‖ < ρ. Then there exists α > 0 such that u+ αB ⊂ ρB. Let
α0 = min{α, τr }. Then for any x ∈ u+ α0B,
dist(x, S) r
m∑
i=1
dist(x, Si).
By Corollary 4.1, we obtain (ii).
(ii) ⇒ (iii). This follows from Proposition 3.1 by making use of the given assumptions.
(iii) ⇒ (iv). Let ‖x‖ < ρ2 , and take u ∈ PS(x). Then u ∈ S with ‖u‖ < ρ. In fact, ‖u − x‖‖0 − x‖ < ρ2 , and thus ‖u‖ ‖x‖ + ‖u− x‖ < ρ. By Theorem 3.1 and (iii), we have
dist(x, S) r
∑
i
dist(x, Si).
From the continuity of {d(·, Si)} and d(·, S), we have (iv).
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(v) ⇒ (vi). This is obvious.
(vi) ⇒ (vii). Let ‖x‖ ρ2 with dist(x, S) < τr . Then one has
dist(x, Si) dist(x, S) <
τ
r
for each i.
It follows that δ1 := m · r max1im dist(x, Si) < mτ. Thus for any δ ∈ (δ1,mτ ], one has x ∈
Si + δmr B for each i and hence that x ∈ S + δB by (vi). So d(x,S) δ, and letting δ tend to δ1,
we have
d(x,S)mr max
1im
dist(x, Si).
By the continuity of {d(·, Si)} and d(·, S), we have (vii). 
The following characterizations of linear regularity of closed convex subsets in reflexive
Banach spaces generalize the corresponding results given by Bakan, Deutsch and Li [2, The-
orem 6.2] in Hilbert space setting.
Corollary 4.2. Suppose that X is reflexive. Let C1, . . . ,Cm be closed convex subsets of X with
C :=⋂mi=1 Ci = ∅. Then the following statements are equivalent:
(i) {C1, . . . ,Cm} is linearly regular.
(ii) There exists  > 0 such that
m⋂
i=1
(Ci + δB) ⊂ C + δB ∀δ > 0.
(iii) There exist  > 0 and μ > 0 such that
m⋂
i=1
(Ci + δB) ⊂ C + δB ∀0 < δ  μ.
(iv) There exists r0 > 0 such that for any u ∈ C,
NC(u) =
m∑
i=1
NCi (u) and NC(u)∩B∗ ⊂ r0
m∑
i=1
(
NCi (u)∩B∗
)
.
(v) There exists r1 > 0 such that for any u ∈ C,
m⋂
i=1
(
RCi (u)+
1
r1
B
)
⊂ RC(u)+B.
Proof. By translation if necessary, we assume that 0 ∈ C. By the reflexivity and convexity as-
sumptions, it follows that the assumptions of Theorem 4.2 are satisfied for {Ci} in place of {Si},
and for all ρ > 0.
(i) ⇒ (ii). Assume that (i) holds: there exists r > 0 such that
dist(x,C) r
m∑
dist(x,Ci) ∀x ∈ X.
i=1
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m⋂
i=1
(
Ci + δ
mr
B
)]
⊂ C + δB ∀δ > 0.
Thus (ii) holds for  := 1
mr
.
(ii) ⇒ (iii). This is obvious.
(iii) ⇒ (iv). Assume that (iii) holds. Let r := 1
m
and τ := μ
m
. Then[
m⋂
i=1
(
Ci + δ
mr
B
)]
⊂ C + δB ∀0 < δ mτ.
By Theorem 4.2 ((vi) ⇒ (vii) with each ρ > 0), we have
dist(x,C)mr
m∑
i=1
dist(x,Ci) whenever dist(x,C)
τ
r
.
This implies that (iv) holds with r0 := mr by Theorem 4.2 ((i) ⇒ (ii) with each ρ > 0).
(iv) ⇒ (v). From the implication (ii) ⇒ (iii) (with each ρ > 0) in Theorem 4.2, (iv) implies
that there exists r0 > 0 such that for any u ∈ C,
dist
(
h,KC(u)
)
 r0
∑
i
dist
(
h,KCi (u)
) ∀h ∈ X. (4.4)
By convexity, (4.4) can be rewritten as
dist
(
h,RC(u)
)
 r0
∑
i
dist
(
h,RCi (u)
) ∀h ∈ X. (4.5)
It follows easily that
m⋂
i=1
(
RCi (u)+
1
2mr0
B
)
⊂ RC(u)+B/2, (4.6)
and hence (v) holds with r1 := 2mr0.
(v) ⇒ (i). Assume that (v) holds. By the positive homogeneous property of cones, one has for
any u ∈ C,
m⋂
i=1
(
RCi (u)+
δ
r1
B
)
⊂ RC(u)+ δB ∀δ > 0. (4.7)
In view of the implication (iii) ⇒ (iv) (with each ρ > 0) in Theorem 4.2, to complete the proof
it is sufficient to show that
dist
(
h,KC(u)
)
 2r1
∑
i
dist
(
h,KCi (u)
) ∀u ∈ C and h ∈ X. (4.8)
Fix u ∈ C and take h ∈ X. Define δ¯ := 2r1 max1im dist(h,RCi (u)). Then,
h ∈ RCi (u)+
δ¯
B ⊂ RCi (u)+
δ¯
B for each i.2r1 r1
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dist
(
h,RC(u)
)
 2r1
∑
i
dist
(
h,RCi (u)
) ∀h ∈ X.
Thus (4.8) holds. 
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