We consider multiscale stochastic dynamical systems. In this article an intermediate reduced model is obtained for a slow-fast system with fast mode driven by white noise. First, the reduced stochastic system on exponentially attracting slow manifold reduced system is derived to errors of O(ǫ). Second, averaging derives an autonomous deterministic system up to errors of O( √ ǫ). Then an intermediate reduced model, which is an autonomous deterministic system driven by white noise up to errors of O(ǫ), is derived using a martingale approach to account for fluctuations about the averaged system. This intermediate reduced model has a simpler form than the reduced model on the stochastic slow manifold. These results not only connect averaging with the slow manifold, they also provide a martingale method for improving averaged models of stochastic systems.
Introduction
Complex dynamical systems in science and engineering often have multiple, disparate, time scales. Here we consider the common case of two widely separated time scales. Recall that finite dimensional, deterministic systems are often written as the following slow-fast system of differential equationṡ
where ǫ > 0 is a small parameter, x ǫ (t) ∈ R n and y ǫ (t) ∈ R m are the state variables, A : R n → R n and B : R m → R m are bounded linear operators, and f : R n × R m → R n and g : R n × R m → R m are sufficiently smooth. For small ǫ, the averaging principle suggests that a good approximation of the slow motion of the slow variables x ǫ on long time intervals is obtained by averaging (1) over the distribution of the fast variables y ǫ [3, 4, 18, e.g.] . The theory of invariant manifolds also supports, after the decay of exponential transients, the reduction of the dynamics of the system (1)- (2) to the dynamics of just x ǫ (t) [8, 16, e. g.] which being lower dimensional is simpler to represent and analyse.
For such deterministic systems, averaging is close to the slow manifold dynamics. To derive a simplified system, the invariant manifold method seeks to construct a lower dimensional, smooth, attracting invariant set which gives a lower dimension reduced system by restricting the system to this manifold. If the gap in the spectra of A and B/ǫ is large enough, then an exponentially attractive slow manifold in the form y = h(x) + O(ǫ) may be proved provided f and g are Lipschitz. Then, to errors typically of O(ǫ), the lower dimensional, reduced system iṡ x = Ax + f (x, h(x)).
On the other hand, in situations when the above slow manifold exists, the graph y = h(x) is the unique fixed point, exponentially stable, of the fast dynamics (2) with frozen x ∈ R n . Then, by the averaging principle, an averaged system exists and indeed is the reduced system (3) [9] . That is, in this deterministic case, if the system is autonomous, the leading approximation to the slow manifold reduced system coincides with the averaged system. However, in the stochastic dynamics explored in this article, the above close coincidence no longer holds. We explore the case when the fast variables y ǫ are perturbed by a stochastic force modelled by white noiseẆ ; that is, replace (2) 
In this case the previously used fixed point of (2) instead becomes h ǫ (x, t), an ergodic stationary process of the stochastic dynamics (4) for frozen x ∈ R n . Section 3 shows that averaging obtains, by replacing h(x) with h ǫ (x, t) in (3), a random slow manifold reduced model. In this case the reduced system is a nonautonomous system with random stationary coefficient. Thus, the averaged system is a deterministic autonomous system with f (x, h(x))) in (3) replaced byf
The ergodic property of h ǫ (x, t), Section 5, ensures that the effective nonlinearityf is well defined. Since a random slow manifold, reduced system generically contains stochastic effects, necessarily the averaged system is different. The two approximations contain different information of the stochastic dynamics of the original system. Analysing a stochastic system is considerably more difficult than a deterministic autonomous system. Thus the main goal of this article is to derive a reduced model intermediate between the simple but deficient averaged model and the complexity of the random slow manifold model. The intermediate reduced model has errors O ǫ when compared to original system, whereas the averaged model has errors O ǫ 1/2 , see section 5. A key step here is to estimate the fluctuation of the slow manifold reduced system from the averaged system, which is proved to be a Gaussian process by a martingale approach.
Section 3 gives only the first order asymptotic approximation in ǫ to the random invariant manifold. For an example, Section 4 illustrates the results via a simple example model. Higher order terms in such an asymptotic approximation can be obtained by a normal form coordinate transformation [14] . Schmalfuß and Schneider [15] recently studied the slow manifold of a slowfast random dynamical systems by a random graph transformation on a slow time scale O(ǫ). The random slow manifold is shown to be a family of random fixed points for the fast system (4) parameterized by x with ǫ = 1 . But this approach does not give much information of the behavior of the slow system on the long time scales we aim for here.
Preliminaries
Consider the following stochastic slow-fast system:
with matrix A : R n → R n , matrix B : R m → R m , and nonlinear interaction functions f :
Here σ is a nonzero constant and 1 ≥ ǫ > 0 is a parameter. {W (t), t ∈ R} is a two-sided R m -valued Wiener process. Moreover, f and g are Lipschitz with Lipschitz constant L f and L g respectively. Denote by | · | R n , | · | R m and | · | R n + | · | R m the distance defined on R n , R m and R n+m respectively. For matrices A and B we assume H 1 there are constants α ≥ 0 > β such that for any x ∈ R n and y ∈ R m |e tA x| R n ≤ e αt |x| R n , t ≤ 0 , and |e tB y| R m ≤ e βt |y| R m , t ≥ 0 ;
H 2 the following spectral gap condition holds for any 1 ≥ ǫ > 0 ,
for some λ with β < ǫλ < α .
Under the above assumptions we give some basic results on (x ǫ (t), y ǫ (t)), the solutions of the slow-fast system (5)-(6). First we have the following bounded estimation. Lemma 2.1. For any (x 0 , y 0 ) ∈ R n+m , there is a unique solution (x ǫ (t), y ǫ (t)) to the slow-fast system (5)- (6) such that for any T > 0
Moreover there is a positive constant C T such that
Proof. The existence and uniqueness result follows from a classical approach [1] . By the assumption on f we have
where A R n is the norm of A as a linear operator on R n . Also by the assumption on g and H 2 we have by Itô's formula
Then by the Burkholder-Davis-Gundy inequality [10] we have the bounded estimation result. This completes the proof.
Now denote by µ ǫ the probability measure defined by the distribution of the slow modes x ǫ on space C(0, T ; R n ) . Then we have the following tightness result. Theorem 2.2. The family of probability measure {µ ǫ } ǫ is tight in space
Proof. By (5)
For any 0 < s < t we have
Then by the estimates of Lemma 2.1, the assumptions on A and f , the family
is uniformly bounded with respect to ǫ, which yields the tightness of {µ ǫ } ǫ in C(0, T ; R n ). The proof is complete.
Random slow manifold reduction
In this section a random slow manifold reduced system is derived for the slow-fast system (5)-(6) for any small ǫ ≥ 0 . We apply the theory of random invariant manifolds to study the asymptotic behavior of the system (5)- (6) . Theorem 3.9 proves that the long time behavior of (5)- (6) is described by the flow on a random invariant manifold which is exponentially stable. Then by an asymptotic approximation, a random slow manifold reduced system is constructed.
Recall some basic concepts in random dynamical systems (rdss) and random invariant manifolds. We work on the canonical probability space (Ω, F , P) with Ω consisting of the sample paths of W (t). To be more precise, W is the identity on Ω, with
and P the Wiener measure [2] .
Let θ t : (Ω, F , P) → (Ω, F , P) be a metric dynamical system (driven system), that is,
• the map (t, ω) → θ t ω is measurable and θ t P = P for all t ∈ R .
On Ω the map θ t is the shift
having the following cocycle property
A rds ϕ is continuous or differentiable if ϕ(t, ω) : X → X is continuous or differentiable, respectively [2] .
For a continuous random dynamical system ϕ on X given by Definition 3.1, we need the following notions to describe its dynamical behavior [6] .
is a real valued random variable for any x ∈ X .
Definition 3.3. A random set B(ω) is called a tempered absorbing set for a random dynamical system ϕ if for any bounded set
and for all ε > 0
Then we introduce the random invariant manifold [2, 7] .
Duan et al. [7] give further details about random invariant manifold theory.
For our purpose we introduce a stationary process η ǫ (t) which solves the linear stochastic differential equation
Then by the assumption (H 1 ), η ǫ (t) is exponential mixing. Moreover, under the driven system we write the stationary process as η ǫ (θ t ω). Denote by θ ǫ t = θ t/ǫ the scaled version metric dynamical system θ t . Then, by Lemma 3.2 proved by Schmalfuß et al. [15] , η ǫ (θ t ω) has the same distribution of η(θ ǫ t ω) with η(t) = η(θ t ω) solving the following linear stochastic differential equation
Now we consider the following slow-fast random differential systeṁ
with
By the assumption on f and g, solutions (X ǫ (t), Y ǫ (t)) to (12)- (13) define a continuous random dynamical system Φ ǫ (t, ω) on R n+m defined by
) is a continuous random dynamical system defined by the slow-fast system (5)-(6).
Next we show that there is a random invariant set M(ω) for Φ ǫ (t, ω). We follow the method of Lyapunov-Perron for random dynamical systems [7] . For some β < λ < α define the Banach space
u is continuous and sup
For any given X 0 ∈ R n , define the map
Then by Assumption H 2 , and the Banach fixed point theorem, for any X 0 ∈ R n , T ǫ has a unique fixed point (
which is Lipschitz continuous with Lipschitz constant
.
Then by a similar discussion to that of Duan et al. [7] we draw the following result. 
Remark The random manifold M ǫ (ω) is independent of the choice of λ which satisfies assumption H 2 .
By the definition of ϕ ǫ (t, ω) we have the following corollary. Corollary 3.6. Suppose assumptions H 1 and H 2 . The fast-slow system (5)- (6) has a Lipschitz continuous random invariant manifold which is written as
Remark From (17) , by the transformation s/ǫ → s
wherē
is the unique solution in C − ǫλ of the following system with a slow time scalė
This can be deduced by the same approach to construct h ǫ (X, ω). Then M ǫ (ω) is also an invariant manifold for system (19) - (20) driven by θ t . Now for small ǫ > 0 we give an asymptotic approximation for h ǫ (X, ω) for fixed ω ∈ Ω . For each X ∈ R n , consideṙ
By the assumption on g and H 1 , (21) has a unique solution in C − ǫλ for any ǫ > 0, denoted byȲ (t) = h 0 (X, θ t ω) , t ≤ 0 , with
The existence of h 0 (X, ω) can be deduced by exactly the same approach to construct h ǫ (X, ω). Then we have the following approximation result. Lemma 3.7. Assume H 1 and H 2 hold. Then for almost all ω ∈ Ω ,
which is uniformly for X in any bounded subset of R n .
Proof. By Remark 3, for any X ∈ R n , t ≤ 0 ,
Then by the assumption H 1 and H 2 ,
Then also by assumption H 1 and H 2 , for any X ∈ R n and ω ∈ Ω ,
This completes the proof.
Remark Similarly, by Remark 3, we have
where
Then M 0 (ω) = {(X, h 0 (X, ω)) : X ∈ R n } is an invariant manifold for systems (21) and (23) driven by θ t and θ ǫ t respectively. Given a random invariant manifold, in the following, if the spectral gap is large enough, any solution of (12)- (13) is proved to converge exponentially quickly to a flow on the manifold M ǫ (ω) as t → ∞ . Then the (n + m)-dimensional slow-fast system (5)- (6) is reduced to an n-dimensional system. First we give the following definition for a random dynamical system Φ.
Definition 3.8 (Almost sure asymptotic completeness). Let M(ω) be an invariant manifold for random dynamical system Φ(t, ω). The invariant manifold M is called almost surely asymptotically complete if for every
for almost all ω ∈ Ω, where k is some positive constant and D is a positive random variable.
Following the approach of Wang and Duan [19] we have the following result. Theorem 3.9. Assume H 1 and H 2 . If there is δ > 0 such that
then the random manifold M(ω) is almost surely asymptotic complete. That is, for any solution (X ǫ (t, ω), Y ǫ (t, ω) of (12)- (13), there exists an orbit (X ǫ (t, ω),Ỹ ǫ (t, ω)) on the manifold M(θ t ω) which is governed by the following n-dimensional different equatioṅ
such that for any t ≥ 0 and almost sure ω ∈ Ω
Remark An important problem is to predict the initial value (X ǫ (0),Ỹ ǫ (0)) , which one can deduce from a stochastic normal form [14] or related dynamical considerations [13] .
By the assumption on f , from the reduced system (25) and Lemma 3.7, we haveẊ
Then we draw the following slow manifold reduced result. Corollary 3.10. The slow manifold reduced system for the slow-fast system (5)- (6), up to errors of O(ǫ), iṡ
Remark On the other hand, by assumption H 2 , L g + β < 0 which yields that for any fixed X ∈ R n , system (13) has a unique stationary solution which is, by the definition, h 0 (X, ω). Moreover, the stationary solution is exponentially stable for almost all ω ∈ Ω . So the slow manifold reduced system (26) is obtained by replacing y ǫ byȳ ǫ,x (ω) = h 0 (x, ω) + η ǫ (ω) the stationary solution of (6) for fixed x. This is the same as the deterministic autonomous case.
Application to a simple example model
Consider the following nonlinear slow-fast stochastic system with (x, y) ∈
where f and g are smooth with the following specific values close to the origin, and far from the origin
In a slow time scale we rewrite the above system as
The nonlinearities f and g satisfy assumptions H 1 and H 2 . Then by Theorem 3.9, the example system (27)- (28) has an invariant manifold M(ω) = {(x, h ǫ (x, ω) + η ǫ (ω)) , x ∈ R} and the reduced system on this manifold is
Further by the definition of f and g and (22), h ǫ has the following asymptotic expression near x = 0
Then an asymptotic expression of the reduced dynamics of the example system (31) iṡ
For small ǫ the random integrals in (32) can be replaced by some stochastic term on a long time scale as follows [5, e.g.].
Lemma 4.1. For ǫ small, in a mean square sense
with some mutually independent standard scalar Brownian motions W 1 (t), W 2 (t) and W 3 (t).
Proof. This follows by a martingale approach. Let
Then by martingale results [21, 20, e. g.], we have z, the limit of z ǫ as ǫ → 0,
for some scalar Brownian motion W 1 (t). The others can be obtained similarly.
Thus for small ǫ, the reduced system (31) is
Observe that the three noise terms are all 1/2-order in ǫ; further, the three noise terms can be replaced by one noise term. This will be treated by averaging in next section.
Note that the reduced model (33) is same as that deduced by the stochastic normal form [14] of the slow-fast system (27)-(28).
Averaging approximation for small ǫ
The random invariant manifold reduction gives a lower dimensional system which is a nonautonomous random system. This section, for small ǫ, derives a simpler reduced system which is an autonomous system perturbed by a small stochastic term. Moreover, the approximating errors prove to be of O(ǫ). First, as ǫ is small in the slow-fast system (5)-(6), y ǫ is highly fluctuating in time, and so an averaging method derives the averaged equation (34) We just need to consider the reduced system (26). First define the following averaged equationẋ
with the averagedf
which is independent of ǫ. By the Lipschitz property of h ǫ (x, ω) and the assumption on f , the averagef is Lipschitz; denote the Lipschitz constant by Lf . Moreover, by the exponential mixing ofȳ ǫ,x we have for any solution y ǫ,x (t) of (6) with initial value y 0 ∈ R m and any fixed
Hereȳ ǫ,x (t) =ȳ ǫ,x (θ t ω) . Then we prove the following result Theorem 5.1. Assume H 1 and H 2 . Given any T > 0 , for any x 0 ∈ R n , as ǫ → 0 the solution of (5) converges in probability in C(0, T ; R n ) to x which solves (34). Moreover, the rate of convergence is 1/2, that is,
for some positive constant C T .
Proof. For any T > 0 , we partition [0, T ] into subintervals of length δ = √ ǫ. Introduce a new processx
Then for any t ∈ [kδ, (k + 1)δ)
On the other hand by (35) and noticing the Lipschitz property off we have
for some positive constant C T . Then we have
And by the Gronwall lemma we have for any t ∈ [0, T ],
Although the averaged equation is simple-being a deterministic autonomous system-the above result shows the approximation error is of O( √ ǫ). Now in the following we give a refined approximation of x ǫ to errors of O(ǫ) for small ǫ > 0 . For this define
Then rewrite (26) aṡ
We follow a martingale approach to prove that t 0
H(x ǫ (s), s/ǫ) ds can be approximated by a Gaussian process. Definē
and
where * denotes the transpose of a vector. Then we have the following result. Lemma 5.2. For each ǫ > 0 , {M ǫ t : 0 ≤ t ≤ T } is a martingale with respect to {F t/ǫ : t ≥ 0}, and the quadratic covariance is
Proof. By the assumption on f and the definition ofH we have
and By the exponential mixing property ofȳ ǫ,x (t), the assumption on f , Lemma 2.1 and (40), {M Remark By the above result, the system (44)-which is a deterministic equation with small stochastic perturbation-is an intermediate reduced system for the original slow-fast system (5)- (6) . Moreover, the system (44) approximates original system (5)-(6) up to errors of O(ǫ).
For an example, we now return to the simple model of Section 4. By the definition of f and g in Section 4, for any fixed x ∈ R , (28) has a unique stationary solutionȳ ǫ,x which is exponential mixing. Then near x = 0 we have the asymptotic expansion
And the averaged equation near x = 0 has the following asymptotic forṁ
To obtain an intermediate reduced system we calculate, near x = 0 ,
Then we obtain the following reduced system dx = [−x 3 + σ 2 x] dt + σx √ ǫ √ 1 − 12x 2 + 20σ 2 dW (t).
Conclusion
Averaging of systems with noise in only the fast variables leads to a deterministic reduced model with errors O( √ ǫ), Section 5. The stochastic slow manifold, Section 3, shows that generally there should be noise in the reduced model, as seen in the simple example of Section 4. Consequently, Section 5, shows that a martingale argument establishes the leading influence of the fast noise on the averaged system. When added to the averaged system the resultant reduced model typically has the smaller error O(ǫ). This work not only shows how to improve averaged models of stochastic systems, but strengthens the connections between the methodologies of averaging and slow manifold reduction.
