There is a number of VLSI problems that have a common structure. We investigate such a structure that leads to a uni ed approach for three independent VLSI layout problems: partitioning, placement and via minimization. Along the line, we rst propose a linear-time approximation algorithm on maxcut and two closely related problems: kcoloring and maximal k-color ordering problem. The k-coloring is a generalization of the maxcut and the maximal k-color ordering is a generalization of the k-coloring. For a graph G with e edges and n vertices, our maxcut approximation algorithm runs in O(e + n) sequential time yielding a node-balanced maxcut with size at least (w(E) + w(E)=n)=2, improving the time complexity of O(e log e) known before. Building on the proposed maxcut technique and employing a height-balanced binary decomposition, we devise an O((e + n) log k) time algorithm for the k-coloring problem which always nds a k-partition of vertices such that the number of bad (or \defected") edges does not exceed (w(E)=k)((n?1)=n) log k , thus improving both the time complexity O(enk) and the bound e=k known before. The other related problem is the maximal k-color ordering problem that has been an open problem 16]. We show the problem is NP-completer, then present an approximation algorithm building on our k-coloring structure. A performance bound on maximal k-color ordering cost, 2kw(E)=3 is attained in O(ek) time. The solution quality of this algorithm is also tested experimentally and found to be e ective.
Introduction
There is a number of VLSI problems that can be solved by a common data structure even though one attempts to explore them in a di erent aspects. We investigate such a structure that leads to a uni ed approach for a number of independent VLSI layout problems: e.g., layer assignment 15, 22, 8, 3] (in general color partitioning), placement 23, 20, 24] and via minimization 18] . Those three problems have a common property that they can be solved taking advantage of partitioning a graph G such that the cost of each partition is minimized. We refer to this as the maxcut partitioning on a graph (MPG) problem. The MPG problem generalizes 2 previously studied partitioning problems, such as classical maxcut and its variants. In this paper, we rst propose a linear-time approximation algorithm on maxcut and two closely related problems: k-coloring and maximal k-color ordering problem. The k-coloring is a generalization of the maxcut and the maximal k-color ordering is a generalization of the k-coloring. Note that since our algorithm accepts both negative and positve edge weights mincut partitioning can be found by negating the edge weights of the original graph and by running our maxcut algorithm. This paper is organized as follows. Section 2 formulates the problem and previews the results achieved in this work as well as the main results of our algorithms. Sections 3 and 4 devotes to e cient algorithms to the maxcut and k-coloring problems. Section 5 presents an e cient algorithm for the maximal k-color ordering problem. Finally, experimental results and conclusions are presented in Sections 6 and 7.
Problem Formulation and Main Results of Our Algorithms
Given an undirected graph G = (V; E), jV j = n and jEj = e, a cut is a set of all edges of E with one end in a nonempty proper subset X of V , and the other end in X = V ? X. Let w(E) = P i2E w i where w i is the weight on edge i in E. Given arbitrary (positive or negative) weights associated with edges, the maximum cut problem is to nd a cut of the maximal cardinality (or weight in general) that partitions the graph G into X and X. That is, the problem is to maximize CUT(V ) = CUT(X; X) = X (i;j)2E;i2X;j6 2X w i;j ; where w i;j is the weight on the edge connecting vertices i and j. The problem is equivalent to the Minimum Weighted Edge Deletion Graph Bipartization Problem. Deleting a minimum number of edges (or edge weights) to get a bipartite graph was studied in 27, 9] . The maximum cut that is achieved by minimizing the bad edges inside partitions equals the set of edges that must be deleted to achieve two colorability. It is well known that even simple maxcut (maximum cut with edge weights restricted to value 1) is NP-complete 11] on general graphs. For a history of the maxcut problem see 11, 28] .
Let C(A) be the cutsize generated by a maxcut algorithm A on a graph G. Then the performance ratio of the algorithm with respect to the number of edges (edge weights) is de ned as C(A) =w(E). Recently, Haglin and Venkatesan 13] showed that any graph admits a cut with the performance ratio of 1=2 + 1=(2n) in O(eloge) sequential time, thus improving the performance ratio 1=2 known before 26] . A recent paper of Goemans and Williamson 12] shows that the their randomized approximation algorithms for the maxcut problem always deliver solutions of expected value at least 0.87856 times the optimal value. To the best of our knowledge, with respect to the optimum value, their algorithm yields the best approximation bound known today. However, their algorithm cannot be practically used for VLSI applications since the experiments showed that the running time (not to mention the space requirements) is not good on large graphs. The bottleneck was nding the solution to a semide nite program, and the design of such solvers is still a very young eld, even though tighter relaxation could be obtained through semide nite programming.
In this paper, we present an e cient approximation algorithm (called Simmax) for the maxcut problem that runs in O(e + n) sequential time yielding performance ratio of at least 1=2 + 1=(2n), thus improving the time complexity known before with the same performance ratio.
Another well-known combinatorial optimization problem is the vertex coloring problem on G. The vertices of G must be colored using the minimum number of colors, such that no two adjacent vertices in G receive the same color. The coloring of G partitions its vertex set into k independent sets, where k is the number of colors used. The problem is NP-complete for all xed k 3 10] . One variation of the coloring problem is the k-coloring problem. The problem, given a xed k, nds k-color partitions V 1 ; V 2 ; ; V k of V and aims to minimize the number of \bad" edges in V i ; 1 i k. Here the bad edges are the edges having the same color on both of its incident vertices. We embed the maxcut algorithm into a hierarchical approach so as to approximate the so-called k-coloring problem that runs in O((e+n) log k) time to color a graph using k-colors, such that the number of bad edges does not exceed (w(E)=k)((n ? 1)=n) log k . Let B(B) be the total weight on bad edges generated by a k-coloring algorithm B on a graph G, then the performance ratio of the algorithm with respect to the edge weights is de ned as B(B) =w(E). When k = 2 h for any positive integer h, the result improves the currently best known algorithm of 26] in terms of both the time complexity and the performance ratio where our worst case bound is better than the ratio given by their algorithm Note that the k-coloring problem is a generalization of maxcut problem.
Finally, we further extend the algorithms to solve the variant of the k-coloring so-called maximum k-color ordering problem that seeks a set of k-color ordered partitions (V 1 ; V 2 ; ; V k ) with its ordering = ( V 1 ; V 2 ; ; V k ) such that 16] . The simpler version of the problem is the maximal k-linear ordering (MLO) problem that given k color partitions (V C = (V 1 V 2 ; ; V k )) seeks a linear ordering = ( V 1 ; V 2 ; ; V k ) such that the MCO cost is maximal. An application is the module placement problem in VLSI layout design (or generally, optimal linear arrangement problem (OLA)) in which a set of pins connected by wires is placed into a set of holes, one pin at each hole. The problem is to put the pins into holes such that the total wire length is minimal. For a history of the problem, see 1, 5] . The problems of both MLO and MCO have been open according to 16] . Since there are n! possible con gurations in the linear ordering of n elements, a straightforward enumeration approach is not feasible. We prove this problem is NP-complete.
An e ective algorithm will be proposed based on the binary decomposition tree such that any graph admits a maximal k-color ordering cost with at least the fraction 2=3 of its edges (or edge weights). Let M(C) be the total MCO cost generated by a k-color ordering algorithm C on a graph G. Then the performance ratio of the algorithm with respect to the edge weights is de ned as M(C) =w(E). The one vertex pair at a time. The algorithm improves the computing time to O(e + n) and nds a performance ratio of 1=2 + 1=(2n).
Our algorithm runs as follows (refer to Algorithm A and Figure 1 Finally, to deal with Case 3 vertices stored in the queue, we perform the VS-assignment as follows. While the queue is not empty, we remove one vertex pair from the queue at a time, and perform the set assignment for the vertex pair, followed by updating the connectivity.
If the number of vertices in the queue is odd, then, for the last vertex in the queue, we simply check if C 1 v i ] > C 2 v i ]. If so, we place v i into set V 1 ; otherwise we place v i into set V 2 .
We loop through each list L i only twice (once for nding a matching edge or a free edge, and once for updating the connectivity), and the adjacency list once to compute CUT(V 1 ; V 2 ) after nding two partitions, V 1 and V 2 . Thus, the algorithm runs in O(e + n) time. We denote by w(v i ; v j ) a weight on the edge connecting two vertices v i and v j . A detailed formal description of the algorithm is shown in Algorithm A. The resulting partition guarantees a node-balanced cut attempting to maximize jXjjXjCUT(X;X) 4 When the node-balanced condition is not of interest, we simply check for one vertex at a time during the VS-assignment; if C 1 v i ] > C 2 v i ], then we place v i into set V 1 ; otherwise do the opposite. We call the node-unbalanced version Simmax-I; whereas, the basic algorithm described above Simmax-II (because we are dealing with two vertices at a time). Now, we have the following result (refer to Figure 3 ,1, and 2).
Theorem 3.1 There exists an O(e + n) time sequential algorithm such that an n-vertex e-edge graph G = (V,E) admits a cut with at least be=2 + e=(2n)c (w(E)=2 + w(E)=2n edges for weighted case).
Proof: In our algorithm, we rst identi ed a matching of e=n (resp. w(E)=n) edges from G in O(e + n) time 13] (resp. 19]). In each phase of the algorithm, whenever a matching edge is found, we increase the cut size by one without respect to the VS-assignment. Let G 
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Algorithm A: Simmax-II(G; G 1 ; G 2 ) (9) VS-assignment(v i ,v j ); (10) else if (9v k (6 = v j ) 2 N v i s.t. assign v j ] = 0) then (11) VS-assignment(v i ; v k ); (12) else (* no free vertices in N v i *) (13) Inqueue(v i ); (14) Update-Connectivity(v i ); Update-Connectivity(v j ); (15) while (empty(Q) 6 = ;) (16) v 1 = dequeue(Q); (17) v 2 = dequeue(Q); case, we can similarly show that any graph G admits a cut at least (w(E)+w(E)=n)=2 edges.
Let us consider a worst case example to verify the proposed bound is existentially tight.
Consider a complete graph on n vertices. Let (V 1 ; V 2 ) de ne a partition with jV 1 j = n 1 and jV 2 j = n 2 . The total number of edges is n Furthermore, applying the Simmax-IV to bipartite graphs, it is not di cult to see: 8 Theorem 3.2 Both Simmax-I and Simmax-IV (not Simmax-II) is an exact procedure to test if a graph is bipartite in O(e + n) time.
In general, consider vertices at the same time at each phase (Theorem 3.1 uses = 2 considering only A and B). Then, computing a maximal cut at each stage takes 2 time which is the number of ways of arranging distinct vertices into two sets. Note that the storage requirement for the new algorithm increases upto O(n2 ) for constructing the connectivity tables. In all, time complexity of the extended algorithm is O(2 n= + e). We call the general version of the Simmax algorithm Simmax-X. Notice that in this case a node-balanced partition may not be guaranteed.
Approximation Algorithm for the k-Coloring
Given a simple graph G = (V; E) with a vertex set V and an edge set E, a coloring of G is an assignment of a color to each vertex where adjacent vertices get di erent colors. An optimal coloring of an arbitrary graph, i.e., the problem of determining the smallest number of colors used for an arbitrary graph, is a well-known NP-complete problem. Simulated annealing and Tabu search have been adapted to nding a k-coloring of a given graph for a xed number k 14, 17] . We will investigate such a problem in this section. We de ne the k-coloring problem more formally as follows. Color partition of a graph is a partition of its vertex set V into subsets called color classes, V = V 1 V 2 V 3 : : : V k , where the subsets V i (1 i k) are non-empty and mutually disjoint, and each contains no pair of adjacent vertices. The set of bad edges B is de ned as B = fa 2 Eka 2 S k i=1 V i V i g. That is, the integer jBj is the total number of edges having the same color on both of its incident vertices. A set of all good edges is de ned as E ? B. We de ne the k-coloring problem as the problem of nding the largest number of \good" edges (or the smallest number of \bad" edges) incident to the set of vertices which can be colored with k-colors in a given graph G.
More formally, we ask for a partition of the set of vertices V into k subsets V 1 ; V 2 ; ; V k such that
is minimal. Observe that the problem becomes the maxcut problem when k = 2. The only known approximation algorithm for the k-coloring problem for an arbitrary graph was given by 26]. The algorithm gives a reasonably good bound on the number of bad edges not exceeding e=k and runs in O(enk) time.
Algorithm In this section, we present an O((e + n) log k) time approximation algorithm to color a graph using k-colors such that the number of bad edges does not exceed (e=k)((n ? 1)=n) log k , when k = 2 h where h is a positive integer. The bound is slightly smaller than e=k. Thus, our algorithm improves both the bound e=k and the time complexity O(enk) known before 26] when k = 2 h . We employ a binary decomposition tree to partition the graph into two subgraphs recursively. At each step, we generate a maxcut between two subgraphs using our Simmax algorithm proposed in the previous section. The subgraphs obtained are further partitioned until we get a total of k = 2 h subgraphs. Note that a subgraph is not partitioned further if it does not contain any (bad) edges. We call the generated binary tree a maxcut color tree. By maximizing the cut at each level of the top-down color tree, the number of bad edges will be gradually reduced. Now, based on a binary decomposition tree construction, a detailed implementation of a so-called k-Coloring (k-C) algorithm is shown in Algorithm B.
Thus, we conclude:
Theorem 4.1 There exists an O((e + n) log k) time algorithm for the k-coloring problem such that the total number of edges in the k(= 2 h ) subgraphs is at most (e=k)((n ?1)=n) log k (for the weighted case, (w(E)=k)((n ? 1)=n) log k ), where h is the height of the maxcut color tree.
Proof: We know from Theorem 3.1 that the total number of edges in V 1 plus the total number of edges in V 2 are at most jB 1 Each level takes O(e + n) time to compute a (weighted) maxcut (Theorem 3.1). Applying the same argument to k levels of the tree we conclude that the algorithm runs in O((e + n) log k) time.
An extension of the proposed algorithm is as follows for the practical applications when the node-balanced partitions are important (e.g., layer assignment problem in VLSI layout to achieve uniform wiring density on all layers). Consider the case where almost all subgraphs contain bad edges (e.g., in dense graph) and the number of colors k is not large enough to drive each subgraph to \zero" bad edges. In that case, the algorithm k-Coloring provides a node-balanced partition over the maxcut color tree.
To balance the bad-edge weight over the color partitions, we need to decide which subgraph to partition further. The subgraph that contains less than or equal to the average weight on bad edges will stop decomposing itself; otherwise, the rest of subgraphs will be further decomposed into smaller subgraphs.
Maximal k-Color Ordering Problem
In this section, we show the NP-completeness of nding the maximal k-color ordering (MCO), and then present an e cient approximation algorithm running in O(e2 k=2 ) time and yielding a reasonably good performance ratio of 2=3.
To show the NP-completeness of nding the MCO, we start with an instance of the simple maxcut problem: \Given an n-vertex e-edge graph G = (V; E) and a constant , does G have a cut with at least edges?" The well-known NP-completeness proof of simple maxcut (maxcut with edge weights restricted to value 1) is shown in 11]. Then, we use k = 2 and seek a 2-color assignment of G such that P w 1;2 j V 1 ? V 2 j is maximal. It is easy to show that the simple maxcut is a special case of the MCO Problem when j V 1 ? V 2 j = 1. Thus, nding a solution to the MCO problem is NP-complete. Therefore, we propose an e cient approximation algorithm.
A linear ordering of n vertices is speci ed by k partitions of the n=k vertices. If we know a partition in the maximal k-color ordering decomposed by a node-balanced maxcut, for example, the left-most n=2 vertices from the rightmost n=2 vertices, then the number of possible permutation is reduced from n! to ( n 2 ! n 2 !). Motivated by the above fact, the maximal k-Color Ordering (k-MCO) algorithm is built on the same binary tree partitioning structure as used for the k-coloring problem. The intuition behind the algorithm is that the set of global partitions induced by a series of maximum cuts signi cantly reduces the permutation con guration size at each stage of the binary decomposition. We obtain a set of repeated maxcuts. Repeated cuts de ne a maxcut color tree (refer to Figure 3) . At each level of the maxcut color tree, the best permutation is determined for the set of subgraphs in the level. Then, the set of subgraphs rearranged with the best cost at level i is further decomposed into smaller subgraphs whose optimal ordering is considered in level i + 1 of the top-down color tree. Figure 3 illustrates a maxcut color tree with three stages of partitioning and the number of possible permutations at the second stage. In general, we permute vertices at level i that have a common ancestor at level i ? where is a small constant (to be de ned). We call the two adjacent subgraphs generated from a common father, sibling subgraphs. Each subgraph at level i is separated by a maxcut yielding a \global" partition for the MCO problem. Based on the above observation, we will rst devise a fast algorithm that runs in O(ek) time yielding an MCO cost of at least w(E)k=6. Then, we propose a better approximation algorithm running in O(ek) time yielding an MCO cost of at least 2w(E)=3.
Basic Algorithm
As the basic algorithm (called k-MCO1), at each level of the maxcut color tree, we permute subgraphs with a common grandfather. These subgraphs are called cousin subgraphs. In this algorithm, we traverse the maxcut color tree in a top-down fashion. A detailed implementation of the algorithm is described next.
Computing connectivity W(i; j) for each subgraph pair i and j takes O(e) time as follows.
Let us denote by (v) a color assigned to vertex v 2 V and w u;v denote a weight assigned to an edge between vertices u and v 2 V . We scan through the adjacency list of G once, while performing a simple operation: if (u) is not equal to (v) then we set W( (u); (v)) = W( (u); (v)) + w u;v . The number of permutations at each level i is at most 2 i . We need to compute the connectivity for each permutation. Thus, the total processing time is Proof: (refer to Figure 3 To sum up the MCO cost for all values we use the term e zi at level i instead of the generic term e z . The MCO cost is then:
This summation is minimized when e zi = 
An Improved Approximation
Let us denote by s i the number of subgraphs at level i. Instead of considering only 2 i (i 2), permutations at each level as in the previous algorithm, we consider at most 2 i+1 (i 3) permutations at each level i. For example, at level 3, we have a group of eight subgraphs, and the number of permutations are 16, as we shall show details of the algorithm in the proof of Theorem 5.2 and Algorithm C. Among all 16 permutations, we select one that contributes the most to the MCO cost. In the level 4, we have two groups each of having eight subgraphs, and we perform the same algorithm to each group independently. We repeat this until the current level is equal to log k. Notice that compared with k-MCO1 we attain a better MCO at the same order in processing time.
We conclude:
Theorem 5.2 Algorithm C is an O(ek) time approximation algorithm for the MCO problem yielding a MCO cost at least 2kw(E)=3.
Proof: (refer to Figure 3) . At each level i, we partition the vertices into two groups and consider all possible permutations of vertices within each group. Let x 1 , x 2 , x 3 , x 4 , x 5 , x 6 , x 7 and x 8 be the eight vertices at level i + 1, then x 1 and x 2 have the same parent y 1 , x 3 and x 4 have the same parent y 2 , x 5 and x 6 have the same parent y 3 , x 7 and x 8 have the same parent y 4 . We only exchange two neighboring vertices that have the same parent to obtain the following 16 permutations of x i s' (In the Procedure Gen-Permute, set n=8, m=8 to have the following permutations shown in lexicographical order):
x 1 x 2 x 3 x 4 x 5 x 6 x 7 x 8 x 1 x 2 x 3 x 4 x 5 x 6 x 8 x 7 x 1 x 2 x 3 x 4 x 6 x 5 x 7 x 8 x 1 x 2 x 3 x 4 x 6 x 5 x 8 x 7 x 1 x 2 x 4 x 3 x 5 x 6 x 7 x 8 x 1 x 2 x 4 x 3 x 5 x 6 x 8 x 7 x 1 x 2 x 4 x 3 x 6 x 5 x 7 x 8 x 1 x 2 x 4 x 3 x 6 x 5 x 8 x 7 x 2 x 1 x 3 x 4 x 5 x 6 x 7 x 8 x 2 x 1 x 3 x 4 x 5 x 6 x 8 x 7 x 2 x 1 x 3 x 4 x 6 x 5 x 7 x 8 x 2 x 1 x 3 x 4 x 6 x 5 x 8 x 7 x 2 x 1 x 4 x 3 x 5 x 6 x 7 x 8 x 2 x 1 x 4 x 3 x 5 x 6 x 8 x 7 x 2 x 1 x 4 x 3 x 6 x 5 x 7 x 8 x 2 x 1 x 4 x 3 x 6 x 5 x 8 x 7
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Let e z denote the number of edges between z 1 and z 2 . We know that by the coloring algorithm we have: because that the edges in the left-side of the inequality are of less cost than ones in the right-side, and thus contribute less to the MCO cost during our algorithm.
From the above inequalities, we can average them to have: E)(k ? 1) . Thus, the bound obtained in Theorem 5.2 is within 2/3 of an optimal solution in the worst case.
In general, each group consists of (we refer it to as grain size) subgraphs and has a common ancestor at level i ? log . The algorithm k ? MCO1 corresponds to the case of = 4 (the smallest grain size), whereas, the algorithm k ? MCO2 corresponds to the case of = 8 (the second smallest grain size). In general, the ? driven computing time is:
Here the parameter provides a tradeo between time complexity and quality of the solution.
Experimental Results
The devised three algorithms (k-C (based on Simmax-I), k-MCO1 and k-MCO2) have been implemented in C on a SUN SPARC station IPC, under UNIX. As a test of e ectiveness, a number of practical algorithms is also implemented for the comparison purpose.
Experiments on k-Coloring
We also implemented a Simulated Annealing procedure for k-coloring to be compared with k-C algorithm. The Simulated Annealing algorithm for max-cut k-partitioning proceeds as follows. The cost of a k-partitioning is de ned as the total weight of the \bad" edges. Given a set of vertices partitioned into k subsets, a move is de ned as the process of selecting a vertex and a subset to which the vertex can be potentially moved. The annealing algorithm begins with a random partitioning (or a partitioning generated by some heuristic approach), and generates a sequence of moves. For each move, the change in cost is evaluated. If the cost decreases, the move is accepted. If the cost increases, the move is accepted with a probability of exp(? C=T), where C is the change in cost and T is the temperature. The temperature is initially kept at a su ciently high value, so that almost all generated moves are accepted. As the algorithm proceeds, T is decreased exponentially, in a xed number of steps (100, in our implementation). At each step, the number of moves generated is proportional to n, the number of vertices. The procedure is time-consuming, but the solution obtained at the end is usually very close to the global optimum. Table 2 shows a comparison between the k-C (note that we do not consider nding a matching of size e=n in the comparison) and Sim. Ann. coloring procedure in terms of the performance ratio of weight sum on bad edges (BW) to the total weights (W). The result was if (9 quite encouraging; there is only a small di erence between the two methods on performance ratio. The Simulated Annealing coloring procedure seems to work well, however, it required a large amount of computing resources. Whereas, the proposed k-Coloring algorithm provides a linear time solution. Note that as the number of layers increases k-C performed even far better than Simulated Annealing coloring procedure. As a result, our k-C algorithm worked very well practically, even comparable to the expensive Simulated Annealing technique. 
Experiments on k-Color Ordering
As shown in Table 3 , the K-MCO1 improves MCO cost by 2-5% compared to the k-C (k-C is performed without trying to minimize the MCO cost, that is, it is a random ordering generated by the k-C.), and in most cases the k-MCO2 improves MCO cost of the k-MCO1 by 1-5% with small increase in computing time. As a result, our fast k-MCO2 algorithm worked very well practically. We also implemented the local transformation (O(n 2 )) technique to nd local maxima (we call it LM) that is the variation of the local minima technique used for solving the optimal kcolor ordering problem 2]. That is, local transformation 2] is performed; interchange adjacent subgraphs s i and s i+1 in a sibling subgraph if the resulting order increase the MCO cost. Let L(i) be the sum of the weights of the edges extending to the left of p j , i.e., P j?1 k=1 w(p k ; p j ) Similarly, let R(j) be P n k=j+1 w(p k ; p j ). Improvement results if L(i)?R(i)+R(i+1)?L(i+1)+2w(p i ; p i+1 ) is positive.
The k-MCO1 improves MCO cost by 1-5% compared to the k-C without using LM, and the k-C along with applying LM improves MCO cost by 0.5-2%. The k-MCO1 along with LM improves the MCO cost over k-C with LM by upto 5%. The solution of k-MCO2 improves over k-MCO1 without using LM with small increase of processing time Notice that minimizing bad edges on color classes yields the MCO cost increase. Thus, MCO quality degraded proportional to the the number of bad edges in color classes. Table 3 : A comparison on MCO cost between k-C, k-MCO1 and k-MCO2 (cpu : sec.).
Conclusion
In this paper we proposed a new approximation algorithms on three combinatorial optimization problems: maxcut, k-coloring and maximal k-color ordering. To the best our knowledge, the performance bounds achieved in this paper are the best ones. The proposed graph kcoloring paradigm is very robust and allows the incorporation of various design constraints (e.g., crosstalk 8], switching activity 24], congestion 20]) in graph partitioning problems with applications to VLSI design problems, such as layer assignment 15, 22, 8, 3] , crosstalk avoidance in channels 4, 6] , testing issues 7], and placement 23, 20, 24] .
