Variable selection is one of the most important tasks in statistics and machine learning. To incorporate more prior information about the regression coefficients, the constrained Lasso model has been proposed in the literature. In this paper, we present an inexact augmented Lagrangian method to solve the Lasso problem with linear equality constraints. By fully exploiting second-order sparsity of the problem, we are able to greatly reduce the computational cost and obtain highly efficient implementations. Furthermore, numerical results on both synthetic data and real data show that our algorithm is superior to existing first-order methods in terms of both running time and solution accuracy.
Introduction
With the advent of big data era, variable selection has received great attention in statistics and machine learning since contemporary applications often involve a large number of variables. There exist a host of methods to address this problem, such as Lasso (Tibshirani, 1996) , SCAD (Fan & Li, 2001) , elastic net (Zou & Hastie, 2005) , adaptive Lasso (Zou, 2006) , relaxed Lasso (Meinshausen, 2007) and so on. Benefiting from the simple formulation and the powerful modeling concerning the variable selection task, Lasso has been extensively applied in various instances (Burnham & Anderson, 2003; Candès & Wakin, 2008; Chen et al., 2001) .
In spite of the overwhelming success of Lasso, it still suffers from the limited information induced by l 1 norm. To circumvent these issues, researchers have proposed the constrained Lasso model (Gaines et al., 2018; James et al., 2013) to incorporate more prior information. In the view of above discussions, our goal in this paper is to propose an efficient 1 Department of Systems Engineering and Engineering Management, the Chinese University of Hong Kong. Correspondence to: Zengde Deng <zddeng@se.cuhk.edu.hk>. algorithm to tackle the following constrained Lasso problem
where b ∈ R m is the response vector, A ∈ R m×n is the design matrix of covariates, x ∈ R n is the regression estimator, and B ∈ R s×n , d ∈ R s are given constraints.
An important example which falls into the constrained Lasso problem is Lasso with sum-to-zero constraints, i.e. e T x = 0. This type of constraint has been adopted in microbiome data regression (Shi et al., 2016) and variable selection (Lin et al., 2014) where the covariates come from compositional data.
Another example which is widely used in statistics is the generalized Lasso problem
where D ∈ R p×n . When rank(D) = p and p ≤ n, Tibshirani (2011) has derived that (2) can be transformed into a Lasso problem. In fact, (2) is a special case of constrained Lasso with d = 0 (Gaines et al., 2018; James et al., 2013) when p ≥ n and D has full column rank n and we elaborate on this in section 6.
Our contributions In this paper, we propose a semismooth Newton augmented Lagrangian method to solve the constrained Lasso problem. To fully exploit the sparsity structure, we mainly focus on the dual formulation of our problem and an inexact augmented Lagrangian method is proposed. The main challenge lies in how to solve the subproblem of augmented Lagrangian method efficiently. To overcome this difficulty, we apply the semismooth Newton method to resolve the inner subproblem. As we will show in numerical experiments, we only need about tens or dozens of outer iterations and about ten iterations to solve each subproblem to the desired accuracy and the total running time is small. The key insights behind this impressive performance are three-fold: (a) Regarding the outer loop, we have superlinear convergence to achieve highly accurate solution; (b) Besides, we also attain superlinear convergence in the inner subproblem solver and hence the total iteration number of our algorithm is still small; (c) For each iteration arXiv:1903.05006v1 [math.OC] 12 Mar 2019 in solving the inner subproblem, we extensively exploit the second-order sparsity of the problem to greatly reduce the computational cost. In summary, not only can we prove the theoretical effectiveness of our algorithm, but also provide highly efficient implementations by exploring the hidden structure of our problem.
Related work
The constrained Lasso problem can be seen as a special case of the composite optimization problem with linear equality constraints. Without linear constraints, the proximal gradient method can achieve O(1/k) convergence rate and accelerated proximal gradient (Beck & Teboulle, 2009; Nesterov, 2013) obtain O(1/k 2 ) rate which is optimal for first-order methods to solve composite convex optimization problems. Although the methods proposed in Beck et al.(2009 ), Nesterov (2013 can also handle constrained problems, they require projections onto the constraint set, which can be computational prohibitive. Fortunately, there are other choices to tackle structured linear constrained problems. One of the most popular methods is the augmented Lagrangian method (ALM) (Bertsekas, 2014) . Due to the difficulty of solving the subproblem, linearization technique is utilized in Yang et al. (Yang & Yuan, 2013) , which results in linearized ALM (LALM). The recent work Xu (2017) proposes an accelerated linearized ALM to solve linearly constrained composite convex problem. Besides, alternating direction method of multipliers (ADMM) (Boyd et al., 2011 ) is applied to solve the linear constrained problem and Goldstein et al. (2014) propose a faster version of ADMM (A-ADMM). Recently, first-order primal-dual methods (Chambolle & Pock, 2011) are also utilized to handle this kind of problems. Unfortunately, the acceleration rates of above algorithms all need the objective function to be strongly convex which is not satisfied by our problem.
More recently, semismooth Newton augmented Lagrangian method is attracting more and more attention due to its fast convergence and good experimental performance. This kind of method has been used to tackle problems such as SDP (Zhao et al., 2010 ), quadratic SDP (Li et al., 2015 , Lasso (Li et al., 2018b) and fused Lasso (Li et al., 2018a) , convex clustering (Yuan et al., 2018) and so on. Inspired by this, we propose a new ALM based framework to cope with constrained Lasso problem in this paper.
Problem formulation and an augmented Lagrangian method
In this section, we propose an augmented Lagrangian metthod to solve problem (1). Before that, we introduce some properties of our problem.
Dual problem and optimality conditions
In this subsection we first consider the general case of our problem (P) and derive the dual problem (D). Moreover, we give the optimality conditions associated with (D) which will play an important role in the convergence analysis in section 5.
Our constrained Lasso problem (2) can be seen as a special case of following problem:
where
is continuous differentiable on dom(h) and p : X → (−∞, +∞] is a closed proper convex function. The dual problem of (P) can be written as
where h * and p * are conjugate functions of h and g respectively and we denote z := (u, v, w) ∈ Z := U ×V ×W with u ∈ R m , v ∈ R s and w ∈ R n . In our constrained Lasso model, we have h(
Denote the Lagrangian function associated with (D) by l for ∀(z, x) ∈ Z × X , i.e.,
For the convex-concave function l, we further define
Moreover, we define the following mappings corresponding to l, ψ and φ:
The KKT systems associated with (D) is given by
Suppose that the KKT system (5) has at least one solution. Letz := (ū,v,w) be an optimal solution to (D). Denotex ∈ M ψ (z), where M ψ (z) is the set of Lagrangian multipliers associated withz, then (z,x) is a solution of KKT system (5). By the property of conjugate function, we see that (x,v) solves the following KKT system:
Conversely, if we setū = ∇h(Ax) andw = −A Tū + B Tv , then (ū,v,w,x) solves the KKT system (5). From Rockafellar (2015) , we know that (z,x) solves KKT system (5) if and only ifx solves (P) andz solves (D).
An augmented Lagrangian method
In this section, we introduce the inexact augmented Lagrangian method to solve (D). The augmented Lagrangian function associated with (D) is given by
We propose the following inexact augmented Lagrangian method for (D).
Get an approximate solution
To obtain an efficient implementation of Algorithm 1, we need to solve the subproblem (7) inexactly. From Rockafellar's work (1976), we use one of the following stopping criteria:
Inexact semismooth Newton method to solve ALM subproblem
In section 3.2, we design an inexact ALM to solve (D), but the main challenge lies in how to solve the subproblem (7) efficiently. In this section we propose a semismooth Newton method to solve ALM subproblem (7) and provide highly efficient implementations by exploiting second-order sparsity in the subproblem.
Here, we define the proximal mapping Prox p (·) associated with p as
Moreover, by the Moreau decomposition, we have x = Prox tp (x) + tProx t −1 p * (x/t) for t > 0.
Note that the augmented Lagrangian can be expressed as
For a fixed x and given σ, let y = (u, v) ∈ R m+s , we consider
for convenience we seth
, and we can also write θ(y) as θ(u, v).
Hence, if we let (ỹ,w) = argmin Θ(y, w), then (ỹ,w) can be computed in the following manner:
Note that θ(·) is a continuous differentiable function with
Moreover, (9) is equivalent to the following:
For any y ∈ dom(y), we definê
where ∂Prox σp (x − σ(Ā T y)) is the Clarke subdifferential (Clarke, 1990) of Prox σp (·) at x − σ(Ā T y). From HiriartUrruty et al., (1984) , we know that
where ∂ 2 θ(y) denotes the generalized Hessian of θ(·) at y. Define
with Q ∈ ∂Prox σp (x−σ(Ā T y)), then we have V ∈∂ 2 θ(y). Since both H andĀQĀ T are positive semidefinite, V is positive semidefinite. Now, let us introduce the notion of semismoothness (Mifflin, 1977; Sun & Sun, 2002) . Definition 1. (Semismoothness) Suppose that F : X → Y is a locally Lipschitz continuous function. F is said to be semismooth at x ∈ X if F is directionally differentiable at x and for any V ∈ ∂F (x + ∆x) and ∆x → 0,
F is said to be strongly semismooth at x ∈ X if
F is said to be a semismooth (strongly semismooth) function on X if it is semismooth (strongly semismooth) everywhere in X .
Note that all twice continuous differentiable functions and piecewise linear functions are strongly semismooth everywhere (Li et al., 2018b) . In our constrained Lasso problem, h * (·) is twice continuous differentiable and Prox λ x 1 (·) is piecewise linear. Hence, they are all strongly semismooth. Now, we are ready to give an efficient inexact semismooth Newton (SSN) method to solve equation (9) in Algorithm 2.
Efficient implementation of SSN
As mentioned before, the key step to determine the efficiency of the whole algorithmic framework is how to solve (7) quickly. We use the semismooth Newton method to tackle (7) and the main computational cost lies in (13), which computes the inexact Newton direction. Thus we will give efficient implementations to compute (13).
Recall the definition of V in (12), we write (13) as
with H is defined by H := I m I s , where I m denote the m × m identity matrix. Since H is positive definite, our linear system is well defined.
Before solving (14), we do Cholesky decomposition on H via H = LL T with L being a lower triangular matrix. Consequently, we rewrite (14) as
Fortunately, for our constrained Lasso problem we have h
Algorithm 2 Semismooth Newton (SSN) for subproblem
. Let V j be given as in (12) and j = τ 1 min{τ 2 , ∇θ(y j ) }. Solve the following linear system
exactly or by CG algorithm to find an approximate solution such that
(Line search) Set α j = δ lj , where l j is the first nonnegative integer l for which
6: end for I m and it is easy to check that L can be directly computed
Thus, the cost of computing Cholesky decomposition of H is negligible. For notation convenience, we can simplify (15) as
Note that the cost of computing bothĀQĀ andÂQÂ T are O((m + s) 2 n). Therefore, the matrix multiplication can be computational prohibitive when n is large. Fortunately, we can overcome this difficulty by exploiting the sparsity structure of our problem in the following manners.
For the subdifferential of proximal mapping, from Li et al., (2018b) we can always choose Q ∈ ∂Prox σλ x 1 (x) to be Q = diag(q), a diagonal matrix whose i-th element is given by
Set J = {j : |x j | > σλ} with cardinality |J | = r. By utilizing the diagonal structure of Q, we can writē
whereĀ J ∈ R (m+s)×r is the submatrix ofĀ with those columns contained in J preserved and the same forÂ J . Now we analyze the reduction of computational cost by exploring the second-order sparsity of the problem. By utilizing (17), we can reduce the cost of computingĀQĀ andÂQÂ
. Due to the sparsity-inducing property of p(x) = λ x 1 , r is usually much smaller than n, we greatly reduce the computational cost. Consequently, the total computational cost of solving (14) reduces from O((m + s)
2 (m + s + r)), meaning that the computational cost has no relationship with n. Thus, even for large dimension n, we can tackle the linear system (14) by Cholesky factorization. In fact, when r m + s, we can also directly invert the matrix using the Sherman-MorrisonWoodbury formula (Golub & Van Loan, 2012) instead of using Cholesky factorization:
As a result, the total computational cost to solve the Newton linear system can be reduced from
. Although this drastic computational reduction seems exciting, in practice we have to determine when to solve the linear system by Cholesky factorization and when to compute the inverse directly in the aforementioned way. We balance these two choices by judging whether r ≤ 1 2 (m + s) holds. Note that whichever way we choose to solve (14), the computational cost only depends on m + s. Thus, when m + s is not too large (smaller than 10 4 ), we can always solve (14) exactly by Cholesky factorization or by computing the inverse. Otherwise, we can choose CG to solve the Newton linear system inexactly.
Convergence analysis
In this section, we establish the convergence of both the augmented Lagrangian method and the semismooth method under some mild assumptions.
Convergence of the augmented Lagrangian method
We first introduce some definitions that are key to our analysis.
Let X and Y be finite-dimensional Euclidean spaces. We say that F : X ⇒ Y is a multi-valued mapping if F maps each element x ∈ X to a subset F (x) ⊆ Y. Then, the graph of F is defined as
and the inverse mapping of F is denoted by F −1 . The following definition is from Chapter 3 in (Dontchev & Rockafellar, 2009 ). Definition 2. A multi-valued mapping F : X ⇒ Y is said to be metrically subregular atx ∈ X forȳ ∈ Y with modulus κ ≥ 0, where (x,ȳ) ∈ gph(F ), if there exist neighborhoods E 1 ofx and E 2 ofȳ such that
The following result shows that for the constrained Lasso problem, the map T φ is metrically subregular atx for 0. The proof can be found in the supplementary material. Theorem 1. Assume that T −1 l (0) is non-empty and there exists (ū,v,w) ∈ T −1 ψ (0). For h(·) and p(·) chosen as in the constrained Lasso problem, the map T φ is metrically subregular atx for 0.. Rockafellar (1976) , we now establish the global convergence and local linear convergence of our inexact ALM algorithm under the metric subregularity of T φ . Theorem 2. Assume that the solution set T −1
Recall the stopping criteria (A) and (B). Following
} be the sequence generated by Algorithm 1 with stopping criterion (A). Then the sequence {x k } is bounded and converges to some x ∞ ∈ T −1 φ (0), and the sequence {z k } satisfies the following for all k ≥ 0, z k ∈ Z:
where g(z) is the dual objective value defined in (D) and Θ k is defined in (7). Moreover, if (D) has a non-empty and bounded solution set, then the sequence {z k } is bounded and converges to an optimal solution to (D). Theorem 3. Suppose that T φ is metrically subregular at x ∞ for 0 with modulus κ φ . Suppose further that the sequence {z k , x k } is generated under the criterion (B). Then, for all sufficiently large k, we have
and ζ k comes from stopping criterion (B) and g(z) is the dual objective value defined in (D).
Remark 1. Under the assumptions in Theorem 2, we establish the global convergence of the sequence {(x k , z k )} corresponding to the primal and dual problems. Theorem 6 shows that T φ is metrically subregular for the constrained Lasso problem. Thus, it satisfies the assumptions in Theorem 3. Moreover, Theorem 3 shows that the KKT residuals corresponding to (P) and (D) converge superlinearly.
Convergence of the semismooth Newton method
We first establish the convergence of Algorithm 2 under the following mild assumption: Assumption 1. The matrix B has full row rank: rank(B) = s.
Using Assumption 1 and following the proof of Theorem 3.4 of (Zhao et al., 2010) , we obtain the following result.
Theorem 4. Suppose the Assumption 1 holds. Then Algorithm 2 is well defined and any accumulation point (û,v) is an optimal solution to problem (10).
Next, we introduce the notion of constraint nondegeneracy. (17). We say that the constraint nondegeneracy condition holds at z if
holds at z where lin(BQ) denotes the linear space of BQ. Now we can establish the superlinear convergence of Algorithm 2. The proof of the following result can be found in the supplementary material.
Theorem 5. Let {û,v} be an accumulation point of the sequence {(u j , v j )} generated by Algorithm 2. Suppose that the constraint nondegeneracy condition holds atẑ
Numerical experiments
In this section, we evaluate the performance of our algorithm to solve the constrained Lasso problem on both synthetic and real datasets. We compare with four state-of-the-art methods: primal-dual method (Chambolle & Pock, 2011) , linearized augmented Lagrangian method (Yang & Yuan, 2013) , ADMM (Boyd et al., 2011) , accelerated ADMM (A-ADMM) (Goldstein et al., 2014) . For both the ADMM and A-ADMM method, we set the step size to be 1.618.
We set the penalty parameter λ in the constrained Lasso problem as λ = λ l A T b ∞ , where 0 < λ l < 1. In the numerical experiments, we measure the accuracy of solution {x, u, v, w} generated by our algorithm by the following residual:
are the primal and dual feasibility. Moreover, we compute the relative primal dual gap defined by
,
We stop our algorithm when η cLasso < ε for a given tolerance ε and stop other compared algorithms when both the primal and dual residuals are smaller than ε. Before the comparison, we run our algorithm with high accuracy ε = 10 −10 and set this optimal value as the baseline. The optimality gap is measured by η gap = f (x) − f (x * ). For our numerical experiments, we set ε = 10 −6 . All the algorithms will be stopped when they reach the maximum iteration number, which is set at 100 for our algorithm and at 10000 for other algorithms. The codes were written in MAT-LAB and run on a server with 10 cores with 20 threads Intel Xeon E7-4870 CPU at 2.4 GHz with 1000 GB memory.
Our numerical tests have the following scenarios on both synthetic and real datasets:
• sum to zero constraints, • B and d are randomly generated, • transform generalized Lasso problem to an equivalent constrained Lasso problem.
Due to limited space, we only present the first and last ones in this paper, and full details of the experiments for all three scenarios are deferred to the supplementary material.
Synthetic data
In this section we display the performance of our algorithm on synthetic datasets. For synthetic data, we generate A ∈ R m×n from independent and identical (iid) standard normal distribution and b = Ax + , where ∈ N (0, 0.001 * I m ) andx is a sparse vector. We set n = 10m with m = 200, 300, 500, 800, 1000 and λ l = 10 −2 , 10 −3 , 10 −4 .
Sum to zero constraints In this subsection we consider the sum to zero constraints, i.e., e T x = 0. Recently this problem generates much interest in the statistics and bioinformatics communities (Altenbuchinger et al., 2016; Lin et al., 2014; Shi et al., 2016) . Table 5 reports the performance of all methods we test on synthetic datasets. Note that m is the sample size and n is the dimension of each sample. Moreover, "nnz" denotes the number of nonzeros in the solution x obtained by our method which is defined as follows:
where x ↓ is sorted in the decreasing order of absolute value of x such that |x Figure 1 plots the optimality gap with running time for the case of m = 1000, n = 10000 and λ l = 10 −2 , 10 −4 . From the figures, it is easy to observe that our algorithm is much faster than others and achieve a more accurate solution.
Generalized Lasso In this section, we first transform the generalized Lasso problem to an equivalent constrained Lasso problem using techniques from (Gaines et al., 2018) .
Recall the generalized Lasso model in (2). If rank(D) = n and set p = n + s, a singular value decomposition of D is given as follows:
and 0 ∈ R s×n . Then (2) is equivalent to the constrained Lasso problem:
and we can recover the solution x * to (2) viax = D †z , wherez is the optimal solution of (21). In our experiments, we construct
, where D 1 is an n × n identity matrix and D 2
is an s × n random matrix.
In Table 7 we summarize the numerical results on Problem (21). Observe that our algorithm is 5-10 times faster than other algorithms for all choices of λ l . We plot the optimality gap with running time in Figure 2 for the case m = 800, n = 8000 and s = 30. The figures demonstrate that our algorithm is superior to other methods both in terms of solution accuracy and running time.
Real Data
In this section we test all algorithms on LIBSVM regression datasets (Chang & Lin, 2011) . We preprocess the dataset abalone, bodyfat, housing, mpg and space ga to expand the original features based on polynomial basis functions as stated in (Huang et al., 2010) . For example, abalone7 means that we expand the feature of abalone by an order 7 polynomial basis function. As mentioned before, we run numerical experiments with the sum to zero constraints and generalized Lasso problem and set λ l = 10 −3 and 10 −4 .
Sum to zero constraints We consider the sum to zero constraints and summarize our experimental results on UCI regression datasets in Table 8 . Moreover, we display the details of running time with optimality gap on bodyfat5 dataset in Figure 3 , which highlight that our algorithm attains a more accurate solution much faster than other algorithms. Generalized Lasso For the transformed generalized Lasso problem (21), we test on real datasets and present numerical results in Table 10 and plot the optimality gap with running time on mpg7 dataset in Figure 4 . One can observe that our algorithm outperforms other first-order methods both in solution accuracy and running time. 
Conclusion
In this paper we propose a semismooth Newton augmented Lagrangian method to solve the dual problem of the constrained Lasso problem. Under some mild assumptions, we establish the superlinear convergence for both outer loop and inner subproblem solver. By exploiting the sparse structure of the problem, we provide efficient implementations to solve the subproblem and greatly reduce the computational cost. We present extensive numerical experiments to show the efficiency and robustness of our algorithm on both synthetic and real datasets. As a future work, we plan to extend our algorithmic framework to handle more general constraints. Moreover, stochastic and distributed versions of this algorithmic framework are also interesting. A. Proofs
A.1. Proofs for convergence of augmented Lagrangian method
Recall the definition of metric subregularity. Definition 4. A multi-valued mapping F : X ⇒ Y is said to be metrically subregular atx ∈ X forȳ ∈ Y with modulus κ ≥ 0 where (x,ȳ) ∈ gph(F ), if there exist neighborhoods E 1 ofx and E 2 ofȳ such that
We give the following proposition from (Aragón Artacho & Geoffroy, 2008) to provide a relatively easy way to check the metrically subregularity of closed proper convex function. Proposition 1. Denote H as the Hilbert space. Let f : H → (−∞, +∞] be a proper lower semicontinuous convex function and (x,s) ∈ gph(∂f ). Then ∂f is metrically subregular atx fors if and only if the following holds for ∀x ∈ E:
where constant κ > 0 and E is a neighborhood ofx
Then we give the definition of boundedly linearly regularity for a collection of m closed convex sets {C 1 , . . . , C m } from (Bauschke & Borwein, 1996) . Definition 5. For m closed convex sets {C 1 , . . . , C m } which belong to X . Suppose the intersection C := C 1 ∩C 2 ∩· · ·∩C m is non-empty. We say that collection {C 1 , . . . , C m } is boundedly linearly regular if for every bounded set S ⊆ X , there exist a constant κ > 0 such that for ∀x ∈ S,
From corollary 3 in (Bauschke et al., 1999) , we have the following sufficient condition to guarantee the boundedly linearly regularity. Proposition 2. Let C 1 , . . . , C m be closed convex sets in X . Suppose C r+1 , . . . , C m are polyhedral for some r ∈ {0, . . . , m − 1}. We say that the collection {C 1 , . . . , C m } is boundedly linearly regularity if
Here we give following lemma to show the invariant property of Ax over T −1 φ (0), the proof follows from (Luo & Tseng, 1992) and we omit here. Lemma 1. Ax is invariant over x ∈ T −1 φ (0), which means that if x, x ∈ T −1 φ (0), then Ax = Ax .
Combine above lemma, recall the primal problem (P) and KKT system (23) as follows,
it is easy to check that the following observation holds. Proposition 3. Let (ū,v,w,x) be a solution to KKT system (23), then we can represent the optimal solution set T −1 φ (0) of (P) as
In the next step, for the constrained Lasso model, we have that h(x) = 1 2 x − b 2 and p(x) = λ x 1 . Then we give key properties of h(·) and p(·) to help establish the metric subregularity of T φ .
Proposition 4. The following properties hold: (a) For any r ∈ dom(h), there exists a constant κ 1 > 0 and neighborhood E 3 of r such that for ∀r ∈ E 3 h(r ) ≥ h(r) + ∇h(r), r − r + κ 1 r − r 2 ,
(b) ∂p is metric subregular with constant κ 2 > 0, i.e., for any (x, s) ∈ gph(∂p), there exists a constant κ 2 > 0 and a neighborhood E 4 of x such that for ∀x ∈ E 4
Proof. (a) Since h(r) is 1-strongly convex, (24) holds with κ 1 = 1.
(b) ∂( x 1 ) is metric subregular by Proposition 11 in (Zhou & So, 2017) since l 1 norm of vector is a special case of nuclear norm · * of matrix.
For problem (P), assume there exists at least one optimal solutionx ∈ T −1 φ (0). We say that the second order growth condition for (P) holds atx w.r.t set T −1 φ (0) if the following holds for ∀x ∈ E ∩ {x ∈ X |Bx = d}:
where κ > 0 and E is a neighborhood ofx. From Proposition 1 we get that the metrically subregularity of T φ holds atx if and only if the second order growth condition holds atx w.r.t set T −1 φ (0). Hence, we can just show the second order growth conditions holds to state that T φ is metrically subregular. The following lemma is a key step to prove the second order growth condition.
where κ > 0 and E is a neighborhood ofx.
Proof. Define C 1 = {(x, r) ∈ X × V|Bx − d = r} and C 2 = {(x, r) ∈ X × V|r = 0}. From Proposition 2, we know that C 1 and C 2 are boundedly linearly regular since both C 1 and C 2 are polyhedral and the intersectionD 2 = C 1 ∩ C 2 has an element (x, d − Bx) which is non-empty. Hence, we have that there exists a constant κ > 0 and a neighborhood of E ofx such that
where the equality holds since dist((x, d − Bx), C 1 ) = 0. Moreover, it's easy to see that there exists
Hence we complete the proof.
Based on above results, now we claim that the metrically subregularity of T φ holds atx for our problem in Theorem 6 wherē x is the optimal solution to (P). Proof. For (P), we can rewrite it as
where δ 0 (·) is an indicator function, i.e. δ 0 (e) = 0 if e = 0 and δ 0 (e) = ∞ if e = 0. Letx ∈ T −1 φ (0). It is easy to see that the following holds
where κ 3 > 0 and E is a neighborhood ofx. Since there exists (ū,v,w) ∈ T −1 ψ (0), we get that {D 1 , D 2 , D 3 } are boundedly linearly rugular and T −1
where κ 4 , κ 5 > 0 and x ∈ E, the first term of last inequality comes from Hoffman's error bound and second term comes from Lemma 2. Since we choose h(x) = 1 2 x − b 2 and p(x) = λ x 1 , combine Proposition 4 and above results, we can get that for any x ∈ E ∩ {x ∈ X |Bx = d},
Therefore, we prove the second order growth condition holds for (P) atx w.r.t T −1 φ (0). As a consequence, the metrically subregularity of T φ holds atx.
A.2. Proofs for convergence of semismooth Newton method
Recall that we use semismooth Newton method to solve the following Newton linear system:
where y = (u, v).
We prove the local superlinear convergence rate of our semismooth Newton method based on the following propositions.
Proposition 5. Let Q ∈ S n be a positive semidefinite matrix and σ > 0. Then BQB T is positive definite if and only if
for all (u, v) ∈ dom(y)\{(0, 0)}.
Proof. For "⇐" case, since (30) holds for all (u, v) ∈ dom(y)\{(0, 0)}, we can always choose (u, v) = (0, v ) where
T is positive definite, we proof it by contradictory. We assume there exists (u , v ) = (0, 0), such that for (30), we have
Since Q is positive semidefinite, we know that
T is also positive semidefinite. So both first term and second term in (31) are nonnegative, we must have both term to be zero, which means u = 0 and moreover (v ) T (BQB T )v = 0. Since BQB T is positive definite, we have v = 0. Hence (u , v ) = (0, 0) which makes the contradiction. This completes the proof of proposition.
Recall that Q ∈ ∂Prox σλ x 1 (x) is Q = diag(q), a diagonal matrix with i-th element chosen as
and set J = {j : |x j | > σλ}definition of Q, J and r, we can also ensure the positive definiteness of Newton linear system (29) under the constraint nondegeneracy condition in the following proposition.
Proposition 6. Let (û,v) be the solution of Newton linear system (29). Letẑ = x − σ(A Tû − B Tv ) andQ = diag(q) ∈ ∂Prox σλ x 1 (ẑ) withq is defined as in (32). If the constraint nondegeneracy condition, i.e.,
holds atẑ with lin(BQ) means the linear space of BQ. Then
is positive definite on dom(y).
Proof. By the definition ofQ we know that it is a idempotent matrix which means thatQ 2 =Q. The constraint nondegeneracy conditions implies that BQB T = (BQ)(BQ) T is positive definite. Then by Proposition 5, we get the desired results. Now we can establish the superlinear convergence of Algorithm 2.
Theorem 7. Let {û,v} be the accumulation point of the sequence {(u j , v j )} generated by Algorithm 2. Assume the constraint nondegeneracy condition holds atẑ = x − σ(A Tû − B Tv ). Then the sequence {(u j , v j )} converges to {(û,v)} and
Proof. Since constraint nondegenerate condition holds, by Proposition 6, V * ∈∂ 2 θ(y * ) is positive definite. Hence we can obtain the superlinear convergence result from Theorem 3.5 in (Zhao et al., 2010) .
For a special scenario that sum to zero constraint which means B = e T , we have the following corollary.
Corollary 1. For B = e T , which is the sum to zero constraint. Assume the optimal solution to Newton linear system is non-zero. Let {û,v} be the accumulation point of the sequence {(u j , v j )} generated by Algorithm 2. Then the sequence {(u j , v j )} converges to {(û,v)} with superlinear convergence.
Proof. Since B = e T , which means B is full row rank with rank(B) = 1. Moreover, when optimal solution to Newton linear system is non-zero, we get that r ≥ 1 = s and constraint nondegeneracy condition holds. Therefore we know our result holds from Theorem 7, .
B. Numerical Experiments on Synthetic Data
For the iteration numbers in our tables, (p|q) denote the outer loop p and total inner iterations q, (−) means that the algorithm achieves maximum iteration number 10000. Moreover, we denote our algorithm as SSNAL. Running time counts in seconds.
B.1. Sum to zero constraints
In this scenario, we set B = e T and d = 0. Table 5 . Performance of SSNAL, primal dual method, linearized ALM, ADMM and A-ADMM with sum to zero constraints on synthetic data sets. d is the sample size and n is the dimension of each sample. λ l controls the penalty parameter in (P). 'nnz' denotes the number of nonzeros of the solution obtained by our algorithm. 'opt' is the optimal function value of (P). ηgap is the optimal gap. 'a'= our algorithm, 'b' = primal dual method, 'c'= linearized alm, 'd' = ADMM, 'e' = A-ADMM. Running time counts in seconds. . Constrained Lasso with sum to zero constraints,λ l = 10 −2 , 10 −3 , 10 −4 . Top row is m = 500, n = 5000, bottom row is m = 1000, n = 10000.
B.2. Randomized B
In this case, we generate B ∈ R s×n and d ∈ R s randomly and set s = 30. Table 6 . Performance of SSNAL, primal dual method, linearized ALM, ADMM and A-ADMM with randomized generated constraints on synthetic data sets. d is the sample size and n is the dimension of each sample. λ l controls the penalty parameter in (P). 'nnz' denotes the number of nonzeros of the solution obtained by our algorithm. 'opt' is the optimal function value of (P). ηgap is the optimal gap. 'a'= our algorithm, 5.2-9 1.1+3 2.5+3 6.8-2 6.8-2 22(16|214) 258(-) 318(-) 596(-) 598(-) Figure 6 . Constrained Lasso with randomized generated constraints, λ l = 10 −2 , 10 −3 , 10 −4 . Top row is m = 200, n = 2000, s = 30 and bottom row is m = 500, n = 5000, s = 30.
B.3. Generalized Lasso
In this scenario, we construct D = D 1 D 2 , where D 1 is an n × n identity matrix and D 2 is an s × n random matrix. Moreover, we set s = 30. Table 7 . Performance of SSNAL, primal dual method, linearized ALM, ADMM and A-ADMM with generalized Lasso problem on synthetic data sets. d is the sample size and n is the dimension of each sample. λ l controls the penalty parameter in (P). 'nnz' denotes the number of nonzeros of the solution obtained by our algorithm. 'opt' is the optimal function value of (P). ηgap is the optimal gap. 'a'= our algorithm, In this scenario, we set B = e T and d = 0. Table 8 . Performance of SSNAL, primal dual method, linearized ALM, ADMM and A-ADMM with sum to zero constraints on UCI regression data sets. d is the sample size and n is the dimension of each sample. λ l controls the penalty parameter in (P). 'nnz' denotes the number of nonzeros of the solution obtained by our algorithm. 'opt' is the optimal function value of (P). ηgap is the optimal gap. 'a'= our algorithm, 'b' = primal dual method, 'c'= linearized alm, 'd' = ADMM, 'e' = A-ADMM. Running time counts in seconds. In this case, we generate B ∈ R s×n and d ∈ R s randomly and set s = 30. Table 9 . Performance of SSNAL, primal dual method, linearized ALM, ADMM and A-ADMM with randomized generated constraints on UCI regression data sets. d is the sample size and n is the dimension of each sample. λ l controls the penalty parameter in (P). 'nnz' denotes the number of nonzeros of the solution obtained by our algorithm. 'opt' is the optimal function value of (P). ηgap is the optimal gap. 'a'= our algorithm, 'b' = primal dual method, 'c'= linearized alm, 'd' = ADMM, 'e' = A-ADMM. Running time counts in seconds. Figure 9 . Constrained Lasso with randomized generated constraints, λ l = 10 −3 , 10 −4 . Top two figures are housing5 dataset; bottom two figures are mpg7 dataset.
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C.3. Generalized Lasso
In this scenario, we construct D = D 1 D 2 , where D 1 is an n × n identity matrix and D 2 is an s × n random matrix. Moreover, we set s = 30. Table 10 . Performance of SSNAL, primal dual method, linearized ALM, ADMM and A-ADMM with generalized Lasso problem on UCI regression data sets. d is the sample size and n is the dimension of each sample. λ l controls the penalty parameter in (P). 'nnz' denotes the number of nonzeros of the solution obtained by our algorithm. 'opt' is the optimal function value of (P). ηgap is the optimal gap. 'a'= our algorithm, 'b' = primal dual method, 'c'= linearized alm, 'd' = ADMM, 'e' = A-ADMM. Running time counts in seconds. Figure 10 . Constrained Lasso with randomized generated constraints, λ l = 10 −3 , 10 −4 . Top two figures are bodyfat5 dataset; bottom two figures are mpg7 dataset.
