Introduction
Many de.ri ... ion ]ll'Obirlll8 ('ollt.aiu a NP-hard ('oillhillatorial problem. A decision support system (dss) that n.'iSist.s a decision maker, Iweds a sO/lin' for tilt' ulldt'rlying combinat.orial problem, that computes an approximation of a solut.ion, lwcau!';e ill most, ca.se~ I.ht'I'I' is 1I0t. enough time to compute an exact solution. There arf' t,wo good reasons 1.0 solVl' a cOllihinat.orial prohlclII by a ,.,earch m.ethod: search methods are robust, i.e. thf'Y can be a.dapted easily il' t.he prohklll is challging a bit., and they allow user interaction, i.e. they enable a decision maker t.o do search steps mallually. Selll'cli problems are st.udied both in the field of combinatorial optimizat.ion a.nd ill a.rtificial illtt'lIig:clu'p ami haw IHallY different. formulat.ions. Normally the solution of a search prohlem is all ('1('IIIt'Iit. ill a fillit.e sd, call('d the ,.,caTch. space, that. sat.isfies some criterion, The dement.s of (,Jw search spa.n' art' calkd .<;cal'(h .<;/(1 1 r.<;. Oft.t~n t.he search space is specified in an implicit form, i.e., is s)wcificd by a mrlhod j.o COIIIIHltt' t.lw 1I1'i!Jhbolt1'll.Ood of a search st.ate, i.e., the set of search states adjacent. ill t,he st'HI"ch SJla.("(~. A lIeighhourhood is usually sllIall compared t.o the total search space. The neighbours of' a search stat.e a[·(' dd('rlllill('d ill t.wo st.eps: first. an action is chosen and secondly a transition Jlt/l.rlio/l. cOlllput.es t.JIC lIeighhour, ha,"wd 011 tilt' act.ion and the current, search stat.e. Sometimes there is a (, 11 ad.iollR and Ilt'ig:hhollrs, ill that. case t.he selection of an action is identified with the st."ll'ct.iolJ or a neighhour.
, 'o,'f(ur: hing is t.he pro('.pss of" st.art.ing at. somt' ('!eliit'll!., selecting an action, making a transition to the corresponding neighbour alld relH'a!.ing t.ht'Ht' stCPH ullt.il a .wJiution, i.e. a search st.at.e that satisfies some criterion, I Visit-ing professor froll1 Eindh"v('n 1I11ivf'rsit.y of '/I·dlllology, The Net.herlands is found. The criterion is oft.en memlwr~hip in a part.icular st'j. aud is test.ed by an algorithm implementing the chcuacterist.ic function for the spt.. III ot.her C<l."Wl' t.he crit.erion is expressed in terms of a (real-valued) funct.ion, called t.he C1'itcrion functioll illid a solut.ioll is a search state such t.hat the value of the criterion function has a minimal or maximal vaItH>. This fOl'lllulation is usually called an optimization problem, In gent'ral a method for cont.rolling t.11f' sf'arrh pro('('ss is called a search. mel-hod. St .rategies for optimization problems that may stop at. a local opt.imulII of t.he crit.erion function arc called local search methods.
Most. interesting search prohlems are N P-hard so ii, is unlikely that there is an efficient algorithm to solve them. We are, therefore, int.erest.ed in good approxillJations t.hat. illvolve a reasonable amount of computation.
There art~ specific algorii.lHlIs for spe('itlr cla.s~es of search prohlems, e.g., the t.raveling salesman problem and t.he graph colouring problem. We use t.11t~ t.erlll problcm type for t.hese classes. (See fOf instance [Papadimitriou and St.eiglitz, 1982] for a survey of Opt.illlil.:at,ioll prohll'lll t.ypes.) While many researchers try to exploit all the knowledge t.hey havt~ about t.he St-ruCt. IIl't' of problem type to obt.ain an em dent algorithm, other researchers focus on what we call f'obust mrth.od.., t.hal. work all a large variety of problem types. For example, branch-'and-bound methods and hCllristic sca1'('/i met.hods like t.he A * algorit.hm are robust in this sense, (See, for inst.ance, (Pearl, 1984] .) An illt,('rt'st.illg da.<.;s of rohust. met.hods is hased 011 analogies with physical or biological processes, for inst. ance, simulated (tJlI1culing IAarts and Korst., 1991] and genetic algorithms [Goldberg, 1989] . ]n bot.h cases the st'ar('h met.hod 1'rLudomizes it.s chaires t.o simulate a natural process. In [A arts, Eiben and Van lIee, 19HI] a gl'lll'ral RParch Illdhod is presented that. subsumes, for instance, genetic. algorithms and silllulating aillwalillg. It. il' shown t.hat. t.lw search processes of this method behave like Markov chaills and t.hi!'; propert.y is IIsl'd 1.0 JHOVI-~ ('ollvcrgellc,e of the s('arch method. In these randomized se.arch. meth.ods the neigllbourhood is searched at. ralldolll a('c.ording t.o some distribution over its elements. In simulat.ed annealing, for exalllple, t.ht' lIeighhours an' sdeded with prohahilities depending on the difference of t.he criterion value of t.he neighbour and t.llI' st.art.ing t-\(',-\l'ch st.at.£'. A nice feat.ure of random search methods is that. no explicit. backt.racking is IH'CI's8ary sinl'(' t.lwrc is itlways SOHlt' chanre of returning to search states already visit.ed. A feat.nre t.hat. is usually no!. ('onsidt'ft'd ill sl'arrh prohlems is t.he cost of romp"tation in relation with the qualit.y of ihe solut.ion. (Sl'e [Hart.man, 1!l!lllj, [May, 'r and Hansson] , [Rnssell and Wefald, 1991] , [Minion, 1988] .) In many practic.al cases, hOWt>Vt'f, it. is 1I0t. wort.hwhile 1.0 carry out. a long search for t.he best solution;
instead we would accept a subopt.imal solut.ion found at. a rt'asonahle cosi.. III the case of a criterion function, Wt' always get. a value if WI' st.op 8t'archillg. In {' flo' ' ;I' wt' ,\-rl' looking for a st'arch si,at.c in a given set there is, in fact, also a criterion rundioll, nalllCiy 1.111' chari-I('l.i'ristic rUlld.ioll of t,ht' givf'1I sd. If however, we st.op wit.hout oht.aining a search st.at.e of this Hct., WI' fail 1.0 HoiV(' t.IH' problt'lII t'Vt'll t,hough we might be very "close" to a sollll.ion. We t,hercfore, rOllccntrat.l' 011 )ll'Ohll'lIl t.YPI'S wllt're t.hl'rc is a nit.I'rioll function that expresses the quality of each of t.he scarcb stat.!'H in t.ill' sl',uTh spncl'. For iIlSi.:tIlCC, ill sdH'duling problems the search space is t.he set of part.ial schedules and t.ht'l'l' might, 1I0t. he a sdH'dule t.hat. lIIC'ds an ollr constraints. In practice, however, it. is usually possihk t.o giw' a rrit.l'I'ioll vflille t.o part.ial scheduh's as well.
We COJlccJltrate on robust. search prohlt'1I1:-; wlit'l't' W(' apply random sear('.h and where we consider the search cost. relat.ive to t.he solution crit.erion val lit'.
A second approach t.o decisioll making is hosl,<I on A/ari.otl decision ])ro('('s.'.es. A Markov decision process is charaderized by a stnl.t' slmef, an action .o;d for I'aeh st.at.e alltl a I.ransition probability. In each state some utility (cost. or reward) is oht.ained and Hit' goal i~ t.o cOIlt.rol the process in such a way t.hat the expected total ut.ilit.y is maximized. Markov decision prot"t'SS('R dcal f'xpiicit.ly wit.h adiollR: whose out.come is probabilistic and so have wider application t.han do st'.ucil l)I'ohl('11I8. 111 pract.irc, howcvPf, Markov decision processes have a seriolls drawback bcc,anst' t.he knowII nlgorithms to dt'tcrlHine an opt.jlllni cont.rol procedure algorithms, 1lUiut' il.cntlion and polic./f itcm/ion, it-t'I'at.t' OVt'1' t.llt~ whul(' st.at.e space and are limit.ed t.o "small" problems (cf. [Denardo, H182] , [Ross, 19ttJ] ). All a.llvant.age or !'vla-rkov decision processes is that they offer a useful j1'amcwol'k for t.he spccification of decisioll pl'Oh\l'lIIs.
We discuss how the t.heory of Markov dt'c'isioll proef'Sst's applies t.o search problems. The similarity with a search problem is evident.: t.he st.at.e span' is .. hi' sea.rch space, the t.ransition probability describes the random probes over t.lle Ilt'ighbourhood of a search st.at.e, given an act.ion. Furt.her, the utility is the cost of choosing a neighhour if we cont.inue t.llC search and is t.he criterion value when we stop searching. In fact the Markov decision proc(':')s j.1J<t\. is equivakllt. 1.0 a st'arch problem is a controlled stopping problem( cr. tHordijk,
Our approach is t.o !"olv(' t.he search prohlt'HI by guided ran.dom search, which means t,hat we simulate one or more randolll sea.rch procesl'iCS and WI' ww the hest of t.hel1l a. .. our solution. A solution is a search path. 1f it. (',olltalns ('ydes wt'_ may of course Clit thl"l"t' (',ydt's out. to obtain a bet.ter search path. The actions in each step of t.he random st'arch pmcess are selected from distributions that are determined by a Markov decision process. We say t.IHlt t.he search is guided hy t.he Markov decision process. We caB the Markov decision process t.hat. is equivalf:'lIt. with t.he s('Hrch pro((~ss tht' ('quit/alent process. There are three ways of guidance. A search path is a (finit.e) sequence of the foJJowing fcrlll:
where aj :f:. stop for 0 ::; i ::; n -1 and Vi E {O, ... ,1/ -1) : T(s;, a;) = S;+1
The objectille is to find a search path wit.h a maxim'll 10101 return:
if the search is start.ed in sOllie givpn initia.l shd-c .'In E S. We call such a path a solution of the search problem. A search. method chooses the n('xt. act.ion ill a st.at.e given a partial search path. This concept will be formalized in the next. section. Not.(' thaI. our fOfllllllat.ion differs from the more standard formulation of a search problem in t.he sense t.hat. W(' ha.ve not, ddillt'd goal states that have to be reached. In fact our formulation is a generalization of the t.he st,alltiard forlllulat.ion. To verify this let 51 be the subset of 5 that contains t,he goal states. To enforce t.lw,j, w(' art' lookillj.!; for search pat.hs that. st.op if and only if a goal state is reached, we define t.he t.erminal rt-'w<lrd fund-ion as:
Here lhe value 'large' denot.es a value t.hat. is larger I,han (an upper bound for) the total cost of the set S',
We have chosen t,his gellcl'ali"atiou benlIIse ill 11I3ny search problems it is impossible to find a search path to t.he goal set in a \'easonahk t.ime or t.here might hI' no search path to the goal set at all. In these cases the decision maker is satisfied with a pa1"ii(l/ solut.ion, i.e. a search state with some good quality measure. This qualit.y measure is expressed by t.he t.erminal reward function, So we forget the concept of a goal and we just look for a pat.h frollI t.he illit,ial st.at.e t.o a filial state such that the reward of the final state minus the cost of tIle visit.s 1.0 ot,lj('r states is maximal. (S, A, Q, T, c, ,.) where (S, A, T, c, J') is a. searr.h prohlf'1II as defined ahove and, for s E S, Q(S) is a finite set of randomized adions over A(s).
Markov Decision Processes
We IIOW define olle v(')":-ioll of a Markov derision pro("('ss and we summarize some old and well-known properties of these prOCt~i')ses. Oil!' dis(,lIssioll will be rt's1.rirt,ed t.o the class of Markov decision processes called negative dynamic ]/1'ognulI,';, TIH'st' prort'sst's have Iwen ext.ensively studied in [Strauch, 1966] (see also [Dellardo, 1982] alld [Ross, 1 !l83]) ,
A Markov decision prOfess is defined by a 4-t.llp)(' (X, n, P, It) in which: 
""E 11
The • "In. E Nat) sEX: wn(s) ~ wlI+d . . . . )
• "Is EX: 11(."1) = lim n __ co w n ( .... )
• 'Is E X, k E N(I./ : "'(8) = ",,,+,(.,) 4. for every init.ial st.at.e sEX and pvpry kENai t.here is a memoryless strategy 11" such that and t,his st.rategy selects in stat.!' .. / at. st,age 11 :::::;: k, k -1, ... ,Ian action that maximizes
Not,(, t.hat. t,he "stage" mealls t,he numhl'f or st.eps 1,0 go. It is an immediate consequence of these properties !.hat.
'Is E X, n E Nat: wn(s) 2' : v(s) so with tlI,l we c.omput.e an upperboulld for t,he value function.
A pproximat,ing v by t.he sequence {111,., n E Nat} is called value iteration,
Search Problems as Markov Decision Processes
We are now ready t.o verify that. a g('arch problelll is, in fact, a Markov decision process. We will consider only randomized search prohlt,tns becansl' t.he d(·t,{"rtllillist.ic search problems are a special case of this class.
Let a randomized search probl('m (8, A, Q, T, c, '0) be given. It defines the Markov decision process (X, D, P, u) in the followiTlg way:
There is only one ad,ioll, Note that we cannot apply tIle prolH'rl,jps of Ilegative dynamic programs because the utility u is not nonposit.ive. However we will see later t.hat it, i!' i st,raighlJorward to modify the reward function a bit, such that. we obt.a.in a negative JYllalllic program. Frolll HOW 011 we only consider Markov decision processes that represent randomized searrh problems.
First we int.roduce !.lIe cOlln:pl. of a ... topping lime. Each st.rat.egy determines a stopping time T which is a random variable like tht:' 'YI} and An, and that. sal.isnt's:
In ca,.<;e all An f:. st.op then T:::. 00. Nok t.hal. ir A u -I #slop then all former actions differ from stop also. For Remember that Vs E X,n E Nat.: WIl(S) "2: 'p(s), so WI' have an upperbound on v. The next lemmas will be used to derive a lowcrhound. First, we int. LellllllR 3 The functions =" sati.~fy thr following IH·ol,rrl.ies:
• zo(s) = "(s)
• Jor" E N al: Z,,+1 (8) = max{,·(.,), ",ax'EQ(.,){ -c{s) + LaEA(.) q(a),zn(T(s, a»)}}
• for (l given initial stale and a ~/iIJ ('lI, 8('((1'<'.11. t.ime limit k t.here is a memoryless strategy 11' that chooses in scnrch. s/(ltr.'i at .'.Jagr n:::;;: ~~, ~: --1, .. ,,1 a (randomized) action that maximizes: zn_1(T(s,a) We, therefore consider simplified Markov lil'cisioll prore:SfWS, t.ranslat.e their soiut,ions to the equivalent process and ust:' t.hem in a guided nwdom scar'ch, which is an approximat.ion of the equivalent process.
OUf main concern is the size of the search space; the simplified problems should have smaller search spaces. These smaller search spac,ps may be oht.aille(l by eit.her dccompo,',ilion or ab,lltraction. (3;(a) E 1\;(,,;(s)) /I 7; (,,;(s) , (j;(,,) 
) = <r;(T(s, a))
where if = U'ES A(",) and if; = U'ES, A(",) ... , an) fi listlist 0 ('<. ,'/01'. '-("~ll. (Here 0 denot.es cOllcatenation or an d('lIwnt. to a list.) The variable li ... t contains a solution of the problem.
To determine Uw t.otal returll Wt' simply havt' t.o add t.he t.hird r.omponents of the elements of the list. The sea,'ch pat.h is outaim'.d from t.his list. hy deleting t.he last. component from each element of the list. 1t is possible that. t.he seaI'd I is re:cU1'r'rnl witJl the seal'r.h returning to a previously visited state. In that case cycles can be eliminated from a searrh pat.h 1.0 ohta,lll a better solut.ion.
We may apply t.his random search procedure repeatedly and ret.urn the best path found when the available comput.ing time is exhaust,<:'d.
Example: the N-puzzle
The N-puzzle is a generali,,;ltion of t.l1t~ 15-p1l",,1(', fl child's t.oy in w11ich tiles numbered 1 to 15 are arranged in it 4 hy 4 grid. All Clnpty gri{l pORit.lOH a.l1~)ws tilt-in a.dja.c,cnt grid positions to be moved into that space, t.ims allowillg t.he cOHfigural.ioll of t.he pu",,,,k 1.0 cilange, i.e., aJlows the puzzle to occupy different states. Soivillg t.he puzzle involves I'cturHing Hit' IHI7,,,,11' 1.0 il.:-; goal st.ate: 
II
The experiments discussed in this sect.ioll act.ually involve the 8-puzzle rather than the 15-puzzle version previously described. The value of N = 8 was chosen becaust' of the convenient size of the search space. There al'e 91 = 362880 dist.inct configurat.ion::! of the 8-puzzle only half of which are reachable from the goal state, t.hus rcsuIt.ing in a st.at.e space wit.h HH440 stat.es. A st'arch space of this size is large enough to be interesting but small enough to analyze and manipulat.e in explicit form. For a similar reason the 8-puzzle was chosen for ot.her empirical studies [llansson and Mayer, 1989, Russell and Wefald, 1991] .
For N :;:;: l,2 -1 for some k t.he state span' SN is sllch t.hat {I, ... ,k}'+ {O,I, ... ,N} where A + B is the set. of one-one mappings from set A iut.o set Band 0 is the position without a tile.
That. is, members of SN are permut.at.ions of {O, ... ,N}. For N = 8, states have the form or more graphically { (( 1,1) , I), «(1,2).2), «1,3),3), «2, 1),4), «2, 2), 5), «2, 3), 0), We see that ON == (SN,A,Q,T,c,J') 
The t.i1es in li are perlm't.I:.~tI among t.ht·IHfwlvt·s. 1';(I\livaINlt. states are ou1y required to agree on the position of tiles not. in 6. h IHmws posit.ions ill ."i I.hat. art" 'don'l car ('s GN, €, 6' For the case of two abstractions we define
as 1'",(a"a,) = {(a" 1/2),(a" 1/2)} where a~ and a( are the actions obt.ained from the abstractions induced by 6 and (, Thus we obtain a randomized search problem GN,{,6( that. combines t.wo abstract.ions defined by 6 and e.
Experiments
In order to measure the quantitative eff(~(',t of abstraction we carried out a number of experiments with the 8-puzzle, varying the degree of abstraction, i,e., the numher of wildcards, and the parameter e of the probabilHy distributions t,hat. determine t,he out.come of a move. Each of the experiments consisted of applyiug an abstrad strat.egy to 1000 g;:UIJPS. Give]) an init.ial st.at.e, t.he st.rategy generated actions until either t.he goal st.at.e was reached or tilt' linlit. of 01000 st.f:>PS was exceeded. For each game an initial state was selected by following a sequence of 21 randolilly ('.hosen st.cps. Doubling back was prohibited so a move could not be undone by t.he immediat.ely following lIlove. It. was possible, however, for a loop to occur and for st.eps t.o be retraced thereafter. (Noh> t.hat" by mnpirk.al verification, t,here are no states in the concrete space more than 31 st.eps from t.he goal.) The J'aIHlom steps need not all be on paths away from the goal node and, therefore, it is possihle for an opt.imal solut.ion for an init.ial st,ate generated in this way to be less t.han 21 st.eps long.
We carried out. experiment.s wit,h the followillg Ntl'at.t'git's: Table 1 : The size of l'qllivalt~nc(' clas:'ws of ahst.rad, st,at.es a." a f\lud.ion of t.he number of wildcards.
The t.ables below summa.rize t'xperilllf"Ht:o; for hot.h simple and com hi ned st.rat,egies, The data suggest that, for t.he condit.ions of the 8-puzzle, t.he p;;lIidt'd I'Ctmlollljzed search performs significantly better than pure random search amI l.lw (, 08, C6(! performs hct.t .er than the corresponding simple strategy, GS,C6. 
In this table A, Band C represent machine types and ea.ch row represents a job. For each machine type the number of available Jl1achines is one. II. is ea.<;y to verify that the optimal schedule takes 9 time units.
In the following table we COllipare pIJft·ly random search with two decomposition strategies with three and five st.eps look-ahead. Tht' ('lIt,ries We considered two techniques, decomposition and ahst.ract.ioll, The first one requires the solution of many Markov decision problems during the search process whilt' t.he second one only requires the solution of some Markov decision problems before the search process st.ar!.s. The choice of good abstractions is far from trivial, while the decompostions call be obt.ained easily.
While t.he experiment.s present.ed here allow liS 1.0 dainl interest.ing propert.ies of t.he approach regarding two specific problems, the 8-ptlzzle and simple johshop sdwduling problem, additional experiments are required before more general stat.elllents can be Illade. Fllt,lIn' dired,ions include both experimenting with more realistic decision problems and comparing our approach wit.h llIore traditional heuristic methods such as A"'. Such directions 'will extend our understanding of tilt' t'llIpirica.1 properties of abstraction and decomposition. It would also be useful 1.0 measure the frequency wit.11 which the optimal actions for the concrete states of an equivalence class coincide with opt.imal action of the corresponding abstract state. . 'J aEA(,) To verify this we rewrit.e t.he left hand side int.o:
q(a).v (T(s, a) )
Not.e that. every a E A(s) appears only once in t.his double summat.ion so we may rewrite this formula into which gives the desired result. o LeUlllla 3:
Pl'oof:
L q(n).v (T(s, a» aEA( .. ) The proof proceeds along t.he sallie lines as t.he proof of t.he similar properties for the functions Wn and v. See [Strauch, 1966J or [Ross, 1983J. o LCUllua 4:
Proof:
Fix some s E S. First. not,e t.hat. for 7r E IT!} : lI,,(S, 7r) = 11(8, 7r) because after stopping the utility is 0 forever.
Since, for all n E Nal: JI n C lln+l we have zn(s) S Zn+l :S O. Therefore limn_co zn{s) exists. Let us call t.his limit. Z(8). Note that:
lim sup 1/{s, 1T) = sup 11(S, 7r) 11_00 1fEII.. '!fEn
Henc.e z(s) = sUP7rETJ v{s, 7r). To prove t.lw first. propt'rt,y we have only to show that the limit over IT equals the limit, over fl. To verify t.his, not.e t.hat. all st.rat.egies 7r for which lP,,""[r = 00] > 0, have v(s,7r) = -00, HI as we have seen in the lemma (1). Since there is at lpast one st.rategy that does better, namely the strategy that stops immediately, we may delpt,e t.he st.rategies in 0\11 if we have compute the supremum. Hence Z(8) = V(8).
To prove the second propert.y note t.hat.
Zn(S) = Slip v(s, ",1/) $ Slip V n (8, ,,) = vn(s) 
