Abstract. This paper is concerned with a Lyapunov inequality characterization of the eigenstructure assignment-based low gain feedback laws. With this characterization and our earlier characterizations of other low gain feedback design approaches, all existing low gain feedback designs are unified under this Lyapunov inequality framework, which in turn implies that all of these low gain feedback laws are both L∞ and L 2 low gain feedback. This Lyapunov inequality characterization also leads to a quadratic Lyapunov function for the closed-loop system, which is expected to play an important role in solving other control problems. This characterization also motivates a new Riccati inequality-based low gain feedback design, which not only possesses the appealing features of the existing low gain designs but also is computationally easy to carry out.
Introduction.
Actuator saturation nonlinearity is commonly encountered in practice. Hence, in the past several decades, many researchers have devoted their time to solving various control problems for systems with actuator saturation (see, for example, [1, 2, 5, 6, 8, 13, 18, 20, 19, 24, 25, 26, 29] and the references therein). Low gain feedback is one of the successful methods developed for solving control problems for linear systems subject to input saturation in a semiglobal framework. It has been well known that, if a linear system is asymptotically null controllable with bounded controls (ANCBC), namely, it is stabilizable in the usual linear systems sense and all its open-loop poles are located in the closed left-half s-plane, then, in the presence of actuator saturation, it can be semiglobally stabilized by low gain feedback. More specifically, under appropriately designed low gain feedback, for any given bounded set of initial conditions, actuator saturation can be avoided by decreasing the value of the low gain parameter. That is, low gain feedback can be designed such that the resulting closed-loop system subject to actuator saturation is locally asymptotically stable, and the domain of attraction can be made large enough to include any a priori given bounded set of initial conditions by decreasing the value of the low gain parameter.
There have been three different methods developed for low gain feedback design, namely, the eigenstructure assignment (EA)-based approach [13] , the parameterized H 2 (or H ∞ ) algebraic Riccati equation (ARE)-based approach [17, 27] , and the parametric Lyapunov matrix equations-based approach [30] . Low gain feedback has applications in H 2 and H ∞ control [13] and control of linear systems in the presence of actuator magnitude saturation (for example, global stabilization [4] , output regulation [9] , simultaneous external and internal stabilization [22] , stability region analysis [28] , semiglobal stabilization in the presence of input magnitude and rate saturation [12] , nonlinear stabilization [10, 23] , nonlinear H ∞ control [13] , and stabilization of time-delayed systems [14, 31, 32] ).
Recently, we generalized in [33] the existing low gain design methods by introducing the notion of L ∞ -vanishment and by providing full characterizations (algebraic characterization and Lyapunov inequality characterization) of feedback gains that achieve such a property. We then observed that L ∞ low gain feedback can lead to energy peaking; namely, the control energy required by L ∞ low gain feedback increases towards infinity as the low gain parameter decreases to zero to make the L ∞ norm of the control signal go to zero. Motivated by this observation, we also considered in [33] the notion of L 2 -vanishment, established several of its characterizations, and, based on this, developed a new design approach referred to as the L 2 low gain feedback design for linear systems. Different from the L ∞ low gain feedback, the L 2 low gain feedback is instrumental in the control of systems with control energy constraints. With the Lyapunov inequality characterization of the L ∞ and L 2 low gain feedback, it is shown that the existing ARE-based approach and parametric Lyapunov equation-based approach can be unified in the same framework, and thus their resulting feedback laws are both L ∞ low gain feedback and L 2 low gain feedback.
However, what has not been established in [33] is whether the EA-based low gain design methods will lead to L 2 low gain feedback. In this paper, by using the properties of solutions to a class of parametric Lyapunov equations, we propose a Lyapunov inequality characterization of the EA-based low gain feedback laws. As a result, we will be able to show that all of the existing low gain feedback approaches are unified in a Lyapunov inequality framework and all lead to feedback laws that are both L ∞ low gain feedback and L 2 low gain feedback. Our Lyapunov inequality characterization also results in a quadratic Lyapunov function for the closed-loop system, which we expect will play an important role in dealing with other control problems. Furthermore, the Lyapunov inequality characterization of the EA-based low gain feedback laws motivates the development of a new Riccati inequality-based low gain feedback design approach. This new low gain design approach not only possesses the appealing features of the existing low gain designs but also is computationally easy to carry out.
The remainder of this paper is organized as follows. Some preliminaries, including a brief summary of the L ∞ and L 2 low gain feedback, and the existing low gain feedback design approaches, are recalled in section 2. The Lyapunov inequality characterization of the EA-based low gain feedback approach is then given in section 3. Section 4 presents a new Riccati inequality-based approach for low gain feedback design. Finally, section 5 concludes the paper.
Notation. The notation used in this paper is fairly standard. We use A T , λ (A), and tr (A) to denote the transpose, the eigenvalue set, and the trace of matrix A, respectively. 
where the norm F (t) refers to the 2-norm of a matrix F (t) .
Preliminaries.
2.1. L ∞ and L 2 low gain feedback. Consider a linear system with input saturation
where sat : R m → R m is a vector valued standard saturation function, i.e.,
We impose the following assumption on the system.
is controllable, and all of the eigenvalues of A are located on the closed left-half plane.
Let K (ε) : [0, 1] → R m×n be a continuous matrix function of ε such that A − BK (ε) is Hurwitz for all ε ∈ (0, 1]. For an arbitrary initial condition x 0 , the control signal of the closed-loop system consisting of (2.1) in the absence of saturation and the feedback
is u (t) = −K (ε) e (A−BK(ε))t x 0 . Therefore, if the limit
is well defined and the initial condition x 0 belongs to a bounded set, the peak value of u (t) can be made arbitrarily small by decreasing the value of ε (see [13] ). As a result, the actuator saturation can be avoided and stability of the closed-loop system can be guaranteed. Motivated by this observation, the following definition was given in [33] .
Using this definition to test whether a given gain K (ε) is an L ∞ low gain feedback is not easy. In [33] , with the introduction of the notion of L ∞ -vanishment, the following Lyapunov inequality characterization for L ∞ low gain feedback is proved.
Theorem 2.2 (see [33] 
, bounded as ε approaches zero, and satisfies
The L ∞ low gain feedback is helpful in magnitude constrained control. However, many practical systems are also subject to energy constraints. In this case, the L 2 low gain feedback should be used to meet the constraints [33] . In the following, we will give a brief introduction to this kind of new low gain feedback.
Consider a linear system in the form
where x (t) ∈ R n and u (t) ∈ R m , are, respectively, the state and input vectors. Let x (t, x 0 , u) denote the solution of (2.6) with initial condition x 0 and input u. We recall the following definition of null controllability with vanishing energy for system (2.6). Denote
Definition 2.3 (see [7] ). System (2.6) (or the matrix pair (A, B)) is said to be null controllable with vanishing energy (NCVE) if for each initial
Roughly speaking, a system is NCVE if, for any bounded initial condition, there exists a control signal with arbitrarily small energy that steers the state of the system to the origin. This class of systems and the related control problems have many applications in practice. Regarding the criterion for null controllability with vanishing energy, it is shown in [21] that the linear system (2.6) is NCVE if and only if (A, B) is controllable in the ordinary linear system sense and all the eigenvalues of A are located in the closed left-half s-plane (in that paper the results are developed for infinite dimensional linear systems). It follows that a linear system is NCVE if and only if it is ANCBC [33] .
Then the L 2 low gain feedback can be defined in parallel to the L ∞ low gain feedback.
Definition 2.4 (L 2 low gain feedback [33] ).
Similar to Theorem 2.2, the following result was also proved in [33] regarding Lyapunov inequality characterization for the L 2 low gain feedback.
Theorem 2.5 (see [33] 
has a unique positive definite solution P (ε) such that d dε P (ε) > 0 and lim ε→0 + P (ε) = 0. The ARE-based low gain is then given by
By noting that
where
, it was proved in [33] that the ARE-based low gain is both L 2 and L ∞ low gain feedback.
Parametric Lyapunov equation-based approach.
If we further assume, without loss of generality, that all of the eigenvalues of matrix A ∈ R n×n are on the imaginary axis and (A, B) is controllable, where B ∈ R n×m , then the ARE (2.12)
has a unique positive definite solution P (ε) such that [30] (2.13) lim
Moreover, P (ε) = W −1 (ε), which satisfies the parametric Lyapunov equation
Since the ARE (2.12) is also in the form of (2.9), the associated feedback gain K (ε) = B T P (ε) is also both an L ∞ and an L 2 low gain feedback. Some relevant properties of the parametric Lyapunov equation-based low gain feedback are shown below.
Lemma 2.6. Let P (ε) be the unique positive definite solution to the ARE (2.12).
Proof. All of the results, except for (2.16), have been proven in [30] and [31] . We thus need only show (2.16). Without loss of generality, we assume that (A, B) is also in the controllable form (2.15). Then it follows from tr B T P (ε) B = nε that p n,n = nε. Moreover, we can see that P (ε) is a polynomial matrix in ε, and all other elements of P (ε) are of degrees higher than 1. Therefore, it follows that
The result then follows.
Eigenstructure assignment-based approach.
Since (A, B) is ANCBC, there exist two nonsingular matrices T s ∈ R n×n and T i ∈ R m×m such that [13] (2.17)
in which A 0 ∈ R n0×n0 is a stable matrix, B s2 , B s1 , and B s3 are some matrices of appropriate dimensions, and (A i , B i ) are given by (2.18)
with each matrix pair (A j ∈ R nj×nj , B j ∈ R nj ) being controllable and all of the eigenvalues of A j located at the imaginary axis. Moreover, each matrix pair (A j , B j ) in (2.18) takes the controllability canonical form (2.15). Denote n i = l j=1 n j . The EA-based low gain feedback is given as follows.
Lemma 2.7 (see [13] ). Let K j (ε) , j ∈ I [1, l] , be the unique feedback gain such that the eigenvalues of (A j − B j K j (ε)) are placed to −ε + λ (A j ), j ∈ I [1, l] . Then the EA-based low gain feedback for (A, B) can be constructed as
Remark 1. It follows from the above lemma and the development in [13] that K i (ε) and K s (ε) are, respectively, the EA-based low gain feedback for matrix pairs (A i , B i ) and (A s , B s ).
3. Lyapunov inequality characterization of eigenvalue assignment-based low gain feedback. Although it follows from [13] that the frequently used EA-based low gain design results in L ∞ low gain feedback in the sense of Definition 2.1, it is not clear whether the low gain feedback resulting from this design is L 2 low gain feedback in the sense of Definition 2.4. The EA-based low gain design seems essentially different from the ARE-based approach recalled in subsection 2.2.1, and the relationship between these two approaches is not clear. Indeed, the technique used to validate that K e (ε) can avoid actuator saturation is based on very intricate properties of such an approach in [13] . In this section, we will show that K e (ε) is not only an L ∞ low gain but also an L 2 low gain by establishing an elegant Lyapunov characterization of the underlying design approach. To this end, we first present some preliminaries.
Let P i (ε), j ∈ I [1, l] , be the unique positive definite solution to the following series of parametric AREs,
where (A j , B j ) are as determined in (2.18). Then we construct
where ρ is some positive scalar to be determined, and
In view of (2.13), it can be readily shown that
The following lemma is essential in our development. Lemma 3.1. Let P i (ε) be defined as in (3.2) , and let
where ρ is some positive scalar to be determined. Let
Then there exist a scalar ρ * ∈ (0, 1] that is independent of ε and a scalar ε * ∈ (0, 1) that is independent of ρ such that
Then we can write B t in (3.5) as
where E l and E r are, respectively, defined as
With (3.8), we can compute
On the other hand, direct calculation shows that
Then, according to Lemma 2.6, we conclude that there exists an ε * > 0 such that
Therefore, it follows from (3.10) that
Since ρ ≤ 1, straightforward manipulation shows that
With this, we know that there exists a ρ * ≤ 1 such that
Consequently, we conclude from (3.12) that
which completes the proof.
Then we can present the following result regarding the EA-based low gain feedback.
Lemma 3.2. Assume that (A i , B i ) is in the form of (2.18) and K i (ε) is given by (2.20) . Then the inequality
holds for all ε ∈ (0, ε * ] and ρ ∈ (0, ρ * ], where ρ * and ε * are determined as in Lemma 3.1.
Proof. It follows from (3.2) that
which can be written in the compact form
Moreover, we can see that B i = B d + B t . Therefore, by using (3.15), we get (3.16)
Substituting (3.1) into (3.17) gives
, the above inequality can be continued as
which is (3.13) in view of (3.6). The proof is completed.
With the above lemma, we have the following theorem regarding the Lyapunov inequality characterization of the EA-based low gain design. First, we let
where P 0 > 0 is the unique solution to the following Lyapunov matrix equation 
is satisfied for arbitrary ε ∈ (0, ε * 
Proof. By taking into account inequality (3.13) and equation (3.19), we have
We next show that there exists an ε *
is satisfied for all ε ∈ (0, ε * 1 ] . In fact, (3.23) is equivalent to
which, by applying a Schur complement procedure, is further equivalent to
Clearly, it follows from (3.3) that Lemma 3.1 and Theorem 3.3 give elegant Lyapunov inequality characterizations of the EA-based low gain design. It is now clear that though ARE-based low gain design and EA-based low gain design are developed separately by the authors, (3.20) and (2.11) show that they can be unified in the Lyapunov inequality framework; namely, both of them satisfy the conditions in Theorems 2.2 and 2.5.
Another contribution of Lemma 3.1 and Theorem 3.3 is that they provide very simple Lyapunov functions of the closed-loop systems with system matrices A i − B i K i (ε) and A s − B s K s (ε) , respectively. These Lyapunov functions play important roles in dealing with several control problems. For example, the positive definite matrix P s (ε) (or P i (ε)) can be used to design low-and-high gain feedback [16] , robust semiglobal/global stabilization [15] , gain scheduling control [11] , and time-delayed feedback [3, 14] .
From the computational point of view, the EA-based approach is superior to the ARE-based approach. Indeed, the ARE-based approach requires us to solve an ARE with small parameters, which may cause numerical problems. Moreover, for every different value of the low gain parameter, the solution of a new ARE is required. On the contrary, according to Lemma 3.1 and Theorem 3.3, to use the EA-based approach to construct the feedback gain and the Lyapunov function for the resulting closed-loop system, we need only solve l linear parametric AREs in the form of (3.1), whose solutions can be computed recursively according to Lemma 2.6, and a linear Lyapunov matrix equation in the form of (3.19) with constant coefficients. Moreover, the design is nonrepetitive in the sense that if the value of the low gain parameter ε is required to change, the design process need not be repeated.
A Riccati inequality-based
L ∞ and L 2 low gain design. In this section, based on the EA-based low gain design and the parametric Lyapunov equation-based low gain design, we will introduce a new low gain design method, which we refer to as the Riccati inequality-based low gain design. Some advantages of this new design method will be discussed.
The approach.
We begin with the following lemma. Lemma 4.1. Assume that (A i , B i ) is in the form of (2.18) and that K i (ε) is given by (2.20) . Then the inequality
Proof. By using
Since P i (ε) , A i , B d , and R l are diagonal matrices, it follows from (3.1) that
substituting this into (4.2) yields
The above inequality clearly indicates (4.1) in view of (3.6). The proof is finished.
The following corollary can be obtained. 
is both an L 2 and an L ∞ low gain for (A i , B i ) . Moreover, the poles of the closed-loop system satisfy (4.4) max i∈I [1,ni] 
Proof. It follows from (4.1) that
which, together with (3.21), clearly implies that F i (ε) is an L 2 low gain according to Theorem 2.5. Moreover, we have
I ni and notice from (4.1) that
or, equivalently,
) is controllable, we know that (E i , B i ) is also controllable. Hence we conclude from (4.5) that E i is asymptotically stable; namely, (4.4) is satisfied. The proof is completed.
We name the low gain design method suggested in Corollary 4.2 the Riccati inequality-based approach because inequality (4.1) is a Riccati-like inequality. But we should point out that to design the low gain feedback F i (ε) in (4.3), we need not solve the Riccati inequality (4.1) directly, but we solve the l Riccati equations (3.1), which can be efficiently solved by Lemma 2.6. Moreover, it follows from (4.4) that the closed-loop system will have a guaranteed convergence rate. The advantages of this new low gain feedback method will be further discussed in the next subsection.
We next deal with the general system (A, B) . Theorem 4.3. Let (A, B) be given by (2.17), let P s (ε) be given by (3.18) , and let
Then there exists a positive scalar ε * 2 (ρ) ∈ (0, ε * ] such that the inequality
is satisfied for all ε ∈ (0, ε * 2 (ρ)] and ρ ∈ (0, ρ * ], where ε * and ρ * are defined as in Lemma 3.1.
Proof. We first show that there exists a positive scalar ε *
is satisfied for arbitrary ε ∈ (0, ε * 2 (ρ)] and ρ ∈ (0, ρ * ]. Direct computation shows that
, where
in which we have used Lemma 3.1 and (3.19), and ε * and ρ * are determined as in Lemma 3.1. It follows that
By the Schur complement, the above inequality is true if and only if
Clearly, as lim ε→0
Then by using (2.17), we have
s , from which, by using (4.8), equation (4.9) can be continued as
The proof is completed. Similar to the proof of Corollary 4.2, we can prove the following corollary. 
is both an L 2 and an L ∞ low gain for (A, B) . Moreover, the poles of the closed-loop system satisfy (4.11) max i∈I [1,n] {Re {λ i (A − BF (ε))}} ≤ − ε 8 .
Advantages over the other design approaches.
With the introduction of the Riccati inequality-based low gain design in the previous section, there are four different (L ∞ and L 2 ) low gain feedback design approaches: the ARE-based design, the EA-based design, the parametric Lyapunov equation-based design, and the Riccati inequality-based design. In this subsection, we discuss the advantages of the Riccati inequality-based design over three earlier designs.
We first discuss the main advantages of the Riccati inequality-based approach over the ARE-based approach. The feedback gain resulting from the ARE-based design is indirectly parameterized in the low gain parameter ε. For different values of ε, the solution of a parameterized ARE is required. The solution of these parameterized AREs may become numerically ill-conditioned as ε goes to zero. In contrast, the Riccati inequality-based approach only requires us to solve linear equation (3.19 ) and a series of equations in the form of (3.1), which can be solved analytically by using Lemma 2.6. As a result, the resulting feedback gain is a polynomial matrix of ε. Thus the design is "one-shot" in the sense that if the value of the low gain parameter ε is required to change, the design process need not be repeated. Moreover, different from the ARE-based approach, the low gain feedback resulting from the Riccati inequalitybased design can guarantee that the closed-loop system has a convergence rate, as (4.4) and (4.11) indicate. On the other hand, the Riccati inequality-based approach has almost all of the advantages of the ARE-based approach; namely, both of them result directly in a quadratic Lyapunov function and are more robust than the EA-based low gain feedback with respect to the actuator nonlinearity, as will be discussed later in this section.
We next discuss the advantage of the Riccati inequality-based approach over the parametric Lyapunov equation-based approach. To use the parametric Lyapunov matrix equation-based approach, we need to carry out two key steps. The first is to solve a Lyapunov equation (2.14) so as to obtain W (ε), and the second is to take the inverse of this matrix to obtain P (ε) . In the first step, if m > 1 and n is large (say, n ≥ 5), it is hard to solve the parametric Lyapunov equation (2.14) analytically.
In this case, we should solve this linear equation numerically by specifying the value of ε. As a result, similar to the ARE-based approach, for different values of ε, the solution of a parameterized Lyapunov equation is required. In the second step, taking the inverse of a polynomial matrix requires extensive computation. In contrast, as stated above, the Riccati inequality-based approach only requires us to solve linear equation (3.19) and a series of equations in the form of (3.1), which can be solved analytically by using Lemma 2.6. Finally, the Riccati inequality-based approach has almost all of the advantages of the parametric Lyapunov equation-based approach; for example, both result in polynomial feedback gain, a quadratic Lyapunov function, and a guaranteed convergence rate for the closed-loop system.
The advantage of the Riccati inequality-based approach over the EA-based approach mainly lies in the fact that the former is more robust with respect to the actuator nonlinearity. We use the semiglobal stabilization problem to illustrate this point.
Consider a linear system subject to input saturation (4.12)ẋ (t) = Ax (t) + Bσ(u (t)), where x ∈ R n and u ∈ R m are, respectively, the state and input vectors and σ : R m → R m is a saturation function defined as follows. 
Remark 2. Graphically, the saturation function resides in the first and third quadrants, and there exists Δ > 0 and b > b 1 > 0 such that for |s| ≤ Δ, the saturation function lies in the linear sector between the graphs (s, b 1 s) and (s, bs) , which implies that
For notational simplicity, but without loss of generality, we will assume that b 1 = 1. Therefore, a saturation function σ can be identified by two parameters (Δ, b) . Denote the set of saturation functions satisfying Definition 4.5 as S (Δ, b) . Remark 3. It follows from the above definition that the function σ (t) = t, σ (t) = arctan (t), σ (t) = tanh (t) and the standard saturation function σ (t) = sat (t) = sign (t) min{|t| , 1} are class S (Δ, b) saturation functions. Moreover, functions like σ (t) = 2t + t sin It has been shown in [13] that the ARE-based L ∞ low gain feedback can solve the semiglobal stabilization problem associated with system (4.12), namely, for any given (arbitrarily large) bounded set X 0 ⊂ R n and for any saturation function σ ∈ S (Δ, b) , there exists an ε * such that the closed-loop system consisting of (4.12) and the ARE-based L ∞ low gain feedback in the form of (2.10) is locally asymptotically stable with X 0 contained in the domain of attraction. However, the EA-based low gain feedback was not proven to be able to solve the above problem for arbitrary saturation function σ ∈ S (Δ, b), except for the standard saturation function σ (t) = sat (t) = sign (t) min{|t| , 1}. Therefore, it is claimed in [13] that the EA-based low gain feedback is less robust with respect to the actuator nonlinearity than the AREbased low gain feedback.
However, the Riccati inequality-based low gain feedback developed in this paper can also solve the semiglobal stabilization problem for arbitrary saturation function σ ∈ S (Δ, b). Theorem 4.6. Consider system (4.12), where (A, B) is ANCBC. Then there exists a scalar ε * 3 (ρ) > 0 such that
where F (ε) is the Riccati inequality-based low gain feedback in the form of (4.10), solves the semiglobal stabilization problem for system (4.12) . Moreover, the closed-loop system is locally exponentially stable with convergence rate no less than ε 8 , i.e., (4.14)
where β (ε) > 0 is some function. Proof. Rewrite the closed-loop system as
where F (ε) is the Riccati inequality-based low gain feedback in the form of (4.10), solves the L 2 semiglobal stabilization problem for system (4.12). Proof. We let ε * 3 (ρ) be determined by Theorem 4.6 and get from (4.16) that, for any ε ∈ (0, ε *
from which it follows that
where we have used the stability of the closed-loop system that was proved in Theorem 4.6. As Ω is bounded, it follows that there exists a scalar ε * 4 (ρ) ∈ (0, ε * This system corresponds to (2.17) with T s = I n and T i = I m . Following the procedure of constructing the Riccati inequality-based low gain feedback, we first obtain matrices P j (ε) , j = 1, 2, by solving AREs in the form of (2.12) as 
.
Then we construct P s (ε) as P s (ε) = diag {ρP 1 (ε) , P 2 (ε) , εP 0 } .
As T i and T s are identity matrices and ρ < 1, we have λ 
5.
Conclusions. This paper presented a Lyapunov inequality characterization of the eigenstructure assignment-based low gain feedback laws by utilizing the properties of the solutions with a class of parametric Lyapunov equations. This characterization unifies all of the existing low gain design laws in a Lyapunov inequality framework, which in turn indicates that all of these low gain feedback laws, including the eigenstructure assignment-based low gain feedback law, are both L ∞ low gain feedback and L 2 low gain feedback. The Lyapunov inequality characterization also leads to a Lyapunov function of the closed-loop system, which is expected to play a significant role in solving other control problems. Furthermore, the Lyapunov inequality characterization also motivated a new Riccati inequality-based L ∞ and L 2 low gain feedback design approach. It is shown that this approach possesses all of the advantages of the existing approaches and is numerically easy to carry out.
