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1. Introduction
A normal function on a complex manifold T is a special kind of holomorphic
section of a bundle J (V)→ T of compact complex tori constructed from a weight
−1 variation of Hodge structure V over T . Normal functions in their modern
formulation arose in the work [13] of Griffiths as a tool for understanding algebraic
cycles in a complex projective manifold.
In this paper we give two examples to illustrate how normal functions might be
a useful, if unconventional, tool for understanding the geometry of moduli spaces
of curves. The first is to give a partial answer to a question of Eliashberg, which
arose in symplectic field theory [10]. Namely, we compute the class in rational
cohomology of the pullback of the 0-section of the universal jacobian J cg,n →M
c
g,n
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over the moduli space of n-pointed, stable projective curves of compact type of
genus g along the section defined by
Fd : [C;x1, . . . , xn] 7→
n∑
j=1
dj [xj ] ∈ JacC,
where d = (d1, . . . , dn) ∈ Zn satisfies
∑n
j=1 dj = 0. This section is a normal
function.
The second application is to give an alternative and complementary approach to
the slope inequalities of the type discovered by Moriwaki [32, 33] such as his result
that the divisor class
M := (8g + 4)λ1 − gδ0 − 4
⌊g/2⌋∑
h=1
h(g − h)δh
on Mg has non-negative degree on all complete curves in Mg that do not lie in
the boundary divisor ∆ := Mg −Mg.
1 (Here the δh (0 ≤ h ≤ g/2) denote the
classes of the components of ∆.) This alternative approach leads to actual and
conjectural strengthenings of his inequalities: we show that the Moriwaki divisor
M has non-negative degree on all complete curves inMcg and conjecture thatM has
non-negative degree on all complete curves in Mg that do not lie in the boundary
divisor ∆0 :=Mg −M
c
g.
Each normal function section ν of J(V)→ T determines a class c(ν) in H1(T,V).
When H0(T,VQ) vanishes, the normal function ν is determined, mod torsion, by
its characteristic class c(ν). In such cases, there is a rigid relationship between
normal functions and cohomology. When T =Mcg,n, g ≥ 3, and V is a variation of
Hodge structure corresponding to a non-trivial rational representation of Spg that
does not contain the trivial representation, the group of normal function sections
of J(V) is finitely generated and is known modulo torsion, [15, §8]. This result is
recalled in Appendix A. When V corresponds to the fundamental representation of
Spg, J(V) is the universal jacobian J
c
g,n over M
c
g,n and the class of the pullback
F ∗
d
ηg of the zero section of J
c
g,n can be expressed in terms of the classes of certain
basic normal functions defined on Mcg,n.
All variations of Hodge structure V of geometric origin have a polarization; that
is, an invariant inner product S : V⊗2 → Q that satisfies the Riemann-Hodge
bilinear relations on each fiber. When V has odd weight, the polarization is skew
symmetric. Each invariant, skew-symmetric inner product S : V⊗2 → Q gives rise
to a class S ◦ c(ν)2 in H2(T,Q). It is the image of c(ν)⊗2 under the composition of
the cup product with the map induced by S:
H1(T,V)⊗2
⌣ // H2(T,V⊗2)
S∗ // H2(T,Q).
The class S ◦ c(ν)2 has a natural de Rham representative which is a non-negative
(1, 1)-form when S is a polarization. Moriwaki’s inequality for complete curves
in Mcg is an immediate consequence of this semi-positivity and the fact that the
class of the Moriwaki divisor equals the square S ◦ c(ν)2 of the class of the most
fundamental normal function over Mg — viz., the normal function associated to
the cycle C − C− in JacC that was first studied by Ceresa [7].
1A weaker version of this inequality had been proved previously by Cornalba and Harris in [6].
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When V is a weight −1 polarized variation of Hodge structure over T , there is
a naturally metrized line bundle B over J(V), which is called the biextension line
bundle. The curvature of its pullback along a normal function ν : T → J(V) is the
natural de Rham representative of S ◦ c(ν)2. This line bundle extends naturally
to any compactification T of T , even if V (and hence ν) does not extend to T .
This extension is characterized by the property that the metric extends across the
codimension 1 strata of T − T . Surprisingly, this extension is not natural under
pullback to a smooth variety as the metric on the extended line bundle may be
singular on strata of codimension ≥ 2 of T −T . This curious phenomenon is called
height jumping. Height jumping and its relevance to refined slope inequalities is
discussed in Section 14.
The classes c(ν) form part of a larger structure. When T = Mg,n they should
be regarded as twisted tautological cohomology classes. To explain this, we need to
introduce a certain graded commutative algebra associated toMg,n. Denote the co-
ordinate ring of the symplectic group Spg by O(Spg). Left and right multiplication
induce commuting left and right actions of the mapping class group π1(Mg,n, ∗) on
it via the standard representation π1(Mg,n, xo)→ Spg(Q). Using the right action,
one obtains a local system O of Q-algebras over Mg,n. Since O is a local system
of commutative Q-algebras, its cohomology
A•g,n := H
•(Mg,n,O)
is a graded commutative Q-algebra. The left Spg-action on O gives it the structure
of a graded commutative algebra in the category of Spg-modules.
The algebraic analogue of the Peter-Weyl Theorem implies that there is an
Spg × Spg-equivariant isomorphism
O(Spg)
∼=
⊕
λ
End(Vλ)
∗ ∼=
⊕
λ
Vλ ⊠ V
∗
λ ,
where {Vλ} is a set of representatives of the isomorphism classes of irreducible
Spg-modules. There is thus an isomorphism
A•g,n
∼=
⊕
λ
H•(Mg,n,Vλ)⊗ V
∗
λ
where Vλ denotes the local system over Mg,n that corresponds to Vλ.
The classes c(ν) are more fundamental than their squares S ◦ c(ν)2, which are
known to be tautological classes. For this reason, we define the tautological subal-
gebra T •g,n of A
•
g,n to be the graded subalgebra generated by the classes c(ν)⊗V
∗
λ of
the normal function sections ν of the J(Vλ).
2 It is finitely generated. The classifica-
tion of normal functions [15] overMg,n, and the work of Kawazumi and Morita [25]
imply that the ring of Spg-invariants (T
•
g,n)
Spg is Faber’s tautological ring Rg,n (in
cohomology) [11] ofMg,n. The computations of Morita [31], Kawazumi and Morita
[25], and those of this paper, may be regarded as computations in T •g,n. For this
reason, we propose that the ring T •g,n is more fundamental than its Spg-invariant
part Rg,n. It would be interesting to define and study a Chow analogue of T
•
g,n.
The significance of this algebra and its relation to normal functions is discussed in
Appendix B.
2Each Vλ is the local system that underlies a polarized variation of Hodge structure overMg,n.
It is unique up to Tate twist. The only Vλ that admit non-torsion normal functions have weight
−1.
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Advice to the reader: Although normal functions have long been a part of algebraic
geometry (examples were first considered by Poincare´), they are not currently part
of the standard repertoire of modern algebraic geometry. Their modern definition
(Definition 5.2), in terms of extensions of variations of Hodge structure, requires an
understanding of variations of (mixed) Hodge structure. However, if the reader is
prepared to believe that the local systems associated to locally topologically trivial
families of algebraic varieties are motivic, and so are variations of mixed Hodge
structure, then the definition should be natural.
We assume the reader is familiar with the basic definitions and constructions
of Hodge theory. In particular, the reader should know the definition of Hodge
structures, mixed Hodge structures, and variations of Hodge structure. The book
[35] by Peters and Steenbrink is a good source of basic material on these topics.
The paper [18] contains a brief exposition of Schmid’s work [40] on the asymptotic
properties of variations of Hodge structure that emphasizes the case of degenera-
tions of curves. Finally, the recent survey of normal functions [26] by Kerr and
Pearlstein should be a useful supplement, although its emphasis is quite different
from that of this article.
Acknowledgments: I am grateful to Yasha Eliashberg for posing his question to
me in 2001 and to Gavril Farkas for his interest, which resulted in this paper
seeing the light of day. Theorem 11.1 was proved during visits to the University
of Sydney and the Universite´ de Nice during the author’s sabbatical in 2002–03.
Many thanks to both institutions for their support, and to my respective hosts,
Gus Lehrer and Arnaud Beauville, for their hospitality. I am especially grateful to
Samuel Grushevsky, Robin de Jong and Dmitry Zharkov for their interest in this
work and for their constructive comments and corrections. Sam and Dmitry pointed
out an error in the coefficient of δPh in Theorem 11.1; Sam and Robin isolated the
error, which was a missing term in the formula Theorem 10.4.
I would also like to thank Gregory Pearlstein for his numerous constructive com-
ments on the manuscript, and also Renzo Cavalieri for communicating his related
results [5] with Steffen Marcus. The section on the genus 1 case of Eliashberg’s
problem was written as a result of correspondence with him. Finally, I would like
to thank the referee for helpful comments.
2. Notation and Conventions
All varieties (and stacks) will be defined over the complex numbers. Denote the
moduli space of stable n-pointed curves of genus g by Mg,n. This is defined when
2g − 2 + n > 0 and will be viewed as a stack or as a complex analytic orbifold. As
such, it is smooth. Denote the Zariski open subset corresponding to the set of n-
pointed smooth curves byMg,n and byM
c
g,n the Zariski open subset consisting of
n-pointed curves of compact type. Note thatMcg,n =Mg,n−∆0, where ∆0 denotes
the boundary divisor of Mg,n whose generic point is an irreducible, geometrically
connected curve with one node.
The moduli stack of principally polarized abelian varieties of dimension g will be
denoted by Ag. The universal curve of compact type will be denoted by C
c
g →M
c
g
and its restriction toMg by Cg. All of these moduli spaces are globally the quotient
of a smooth variety by a finite group, [29, 1].
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Vector bundles, variations of (mixed) Hodge structure, etc on a stack T that is
the quotient of a smooth variety S by a finite group G, are G-invariant bundles,
variations of (mixed) Hodge structure, etc, over S. Since all stacks that occur in
this paper are of this form, we will not distinguish between stacks and varieties, as
working on one of these stacks is working equivariantly on a finite cover that is a
variety.
The category of Z-mixed Hodge structures by MHS. For d ∈ Z, the Hodge
structure of type (−d,−d) whose underlying lattice is isomorphic to Z will be
denoted by Z(d). We shall denote by ΓV the set HomMHS(Z(0), V ) of Hodge classes
of type (0, 0) of the mixed Hodge structure V . The category of admissible variations
of mixed Hodge structure over a smooth variety X will be denoted by MHS(X).
All cohomology groups will be with Q coefficients unless otherwise stated. Sim-
ilarly, the Chow group of codimension d cycles on a stack X , tensored with Q, will
be denoted by CHd(X).
3. Eliashberg’s Problem
To motivate the discussion of normal functions and related topics in subsequent
sections, we begin with a brief discussion of the universal jacobian and Eliashberg’s
problem. Some readers may prefer to begin with Sections 4 and 5. Recall that
a stable curve C of genus g is of compact type if its dual graph is a tree. This
condition is equivalent to the condition that its jacobian JacC := Pic0 C be an
abelian variety.
3.1. The universal jacobian. We begin with a review of the transcendental con-
struction of the jacobian of the universal curve over Mg. This is a special case of
Griffiths’ construction of families of intermediate jacobians and normal functions,
which are reviewed in Section 5.
First recall the transcendental construction of the jacobian of a smooth projective
curve C, which we recast in the language of Hodge structures. It will be generalized
in Section 5 where Griffiths intermediate jacobians are introduced. The Hodge
Theorem implies that
(3.1) H1(C,C) ∼= H1,0(C) ⊕H0,1(C)
where H1,0(C) denotes the space H0(C,Ω1C) of holomorphic 1-forms on C and
H0,1(C) its complex conjugate, the space of anti-holomorphic 1-forms. The first
integral cohomology group H1(C,Z) endowed with the decomposition (3.1) is the
prototypical Hodge structure of weight 1. Its dual
H1(C,C) = H
−1,0(C)⊕H0,−1(C)
is a Hodge structure of weight −1, where H−p,−q(C) is defined to be the dual of
Hp,q(C). The Hodge filtration
H1(C,C) = F
−1H1(C) ⊃ F
0H1(C) ⊃ F
1H1(C) = 0.
of H1(C) is defined by
F pH1(C) =
⊕
s≥p
s+t=−1
Hs,t(C).
The projection onto H1,0(C) induces an isomorphism
H1(C,C)/F
0 ∼= H−1,0(C) ∼= H0(C,Ω1C)
∗ := HomC(H
0(C,Ω1C),C).
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The composite
H1(C,Z) →֒ H1(C,C)→ H1(C,C)/F
0 ∼= H0(C,Ω1C)
∗
is the map that takes the homology class of the 1-cycle γ to the functional∫
γ
:=
{
ω 7→
∫
γ
ω
}
∈ H0(C,Ω1C)
∗.
It is injective and its image is a lattice. The jacobian of C is the quotient
JacC := H0(C,Ω1C)
∗/H1(C,Z) ∼= H1(C,C)/(H1(C,Z) + F
0H1(C)).
Every divisor D of degree 0 on C can be written as the boundary D = ∂γ of a real
1-chain γ. The Abel-Jacobi mapping
{divisors of degree 0 on C}/rational equivalence→ JacC
is defined by taking the divisor class of the boundary of the 1-chain γ to the func-
tional
∫
γ
. Abel’s Theorem implies that it is a group isomorphism. This construc-
tion works equally well when C is a curve of compact type. In this case, the Hodge
structure on H1(C) is the direct sum of the Hodge structures of its irreducible com-
ponents. This construction can also be carried out for families of complete curves,
where each fiber is either smooth or of compact type. Below we carry this out for
the universal curve of compact type. The family of Hodge structures associated to
such a family is an example of a variation of Hodge structure.
To the universal curve π : Ccg →M
c
g of compact type we associate the variation
of Hodge structure
H := R1π∗Z
and the corresponding holomorphic vector bundle H := H ⊗Z OMcg . The fiber of
H over the moduli point of C is H1(C,C). This bundle has a flat holomorphic
connection ∇. The local monodromy transformations about the divisor ∆0 :=
Mg,n−M
c
g,n are given by the Picard-Lefschetz formula and are therefore unipotent.
Consequently, H has a canonical extension (in the sense of Deligne [8]) to a vector
bundle H over Mg.
3 It is characterized by the property that the connection is
regular and that its residue at each smooth point of ∆0 is nilpotent. Since the
monodromy of H about ∆0 is non-trivial, the local system H does not extend
across ∆0. Consequently, M
c
g,n is the maximal Zariski open subset of Mg,n to
which H extends.
The Hodge bundle F := F1H is the sub-bundle of H whose fiber over the moduli
point of C is H1,0(C). It is holomorphic and extends, by a result of Deligne [8], to
a holomorphic sub-bundle of F
1
of H.4 (See [18, §4] for an exposition.) There is
a natural projection Fˇ → Jg from the dual of the Hodge bundle to the universal
jacobian, which is a covering map on each fiber. The kernel of the projection
FˇC → Jg,C
3See [18] for a concise exposition.
4The fiber FC of the Hodge bundle over the stable curve C can be described as follows. Denote
the normalization of C by ν : C˜ → C. Let D ⊂ C˜ be the inverse image of the double points of C.
Then HC is the subset of H
0(C˜,Ω1
C˜
(D)) consisting of those w such that ResP w + ResQ w = 0
whenever P 6= Q and ν(P ) = ν(Q). It is naturally isomorphic to F 1H1(C~v) where H
1(C~v)
denotes the limit MHS on the first order smoothing C~v of C associated to a tangent vector ~v of
Mg at [C] which is not tangent to the boundary divisor.
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at the moduli point of the stable curve C is the image of H1(C − C
sing,Z) under
the integration map H1(C−C
sing,Z)→ FˇC . The restriction of Jg toMg−∆
sing
0 is
a Hausdorff complex analytic orbifold, a fact which follows, for example, from [44,
Prop. 2.9]. It is the analytic orbifold associated to the restriction of the universal
Pic0 stack overMg to Mg −∆
sing
0 , which is constructed in [3].
Observe that the fiber of Jg →Mg over the moduli point of a stable curve C is
an abelian variety if and only if C is of compact type. From the construction, it is
clear that the normal bundle of the zero section of Jg is the dual Fˇ of the Hodge
bundle.
3.2. Eliashberg’s question. Suppose that 2g−2+n > 0. Given an integer vector
d = (d1, . . . , dn) with
∑
j dj = 0, we have the rational section Fd
Jg

Mg,n //
Fd
<<
Mg
of the universal jacobian defined by
Fd : [C;x1, . . . , xd] 7→
[ n∑
j=1
djxj
]
∈ JacC
when C is smooth. It is holomorphic over Mg,n − ∆
sing
0 , the complement of the
singular locus of ∆0.
Denote the class of the zero section of Jg in H
2g(Jg ,Q) by ηg.
Problem 3.2 (Eliashberg). Compute the class in H2g(Mg,n−∆
sing
0 ) of the pullback
F ∗
d
ηg of the zero section of Jg.
Denote the jth Chern class of the Hodge bundle by λj . When all dj are zero, the
section Fd is defined on all ofMg,n. Since the normal bundle of the zero section is
Fˇ , the dual of the Hodge bundle, we have:
Proposition 3.3. If d = 0, then F ∗
d
ηg = (−1)
gλg ∈ H
2g(Mg,n,Q).
Remark 3.4. This result also holds in the Chow ring.
4. Families of Compact Tori
The restriction of the universal jacobian to Mcg,n is a family of compact tori.
This section is a discussion of some general properties of families of compact tori.
Definition 4.1. A family of compact (real) r-dimensional tori is a smooth fiber
bundle f : T → B, each of whose fibers is a compact, connected abelian Lie group.
This bundle is locally (but typically not globally) trivial as a bundle of Lie groups.
We shall assume throughout that B is connected. The identity section will be
denoted by s : B → T . Denote the fiber of T over b ∈ B by Tb.
For a coefficient ring R, denote the local system over B whose fiber over b is
H1(Tb, R) by HR. The following assertion is easily proved.
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Proposition 4.2. If f : T → B is a family of compact tori, then there is a natural
bijection
T → HR/HZ
which commutes with the projections to B and is a group homomorphism on each
fiber. 
The flat structure on HR descends to a flat structure on T = HR/HZ.
Corollary 4.3. Every bundle of compact tori has a natural flat structure in which
the torsion multi-sections are leaves. Equivalently, a bundle of compact real tori
has a natural trivialization over each contractible subset of B in which the torsion
sections are constant. 
4.1. The class of a section. Each section s of a family T → B of compact tori
determines a class c(s) ∈ H1(B,HZ). We review three standard constructions of
this class.
The first is sheaf theoretic. Denote the sheaf of C∞ real-valued functions on B
by EB. The flat vector bundle associated to HR has sheaf of sectionsH := HR⊗REB.
Denote the sheaf of smooth sections of T → B by T . Then one has a short exact
sequence
0→ HZ → H→ T → 0
of sheaves. Taking cohomology yields the exact sequence
0→ H0(B,HZ)→ H
0(B,H)→ H0(B, T )
c
→ H1(B,HZ)→ 0.
The connecting homomorphism is well defined up to a sign. With the appropriate
choice it takes a section s to its characteristic class. Note that the vanishing of c(s)
implies that s is homotopic to the zero section. Thus H1(B,HZ) can be identified
with the group of homotopy classes of smooth sections of T → B.
The second description is obtained by regardingH1(B,HZ) as congruence classes
of extensions
0→ HZ → E→ ZB → 0
of local systems over B. Given a section s of T → B, we can construct such an
extension E as the local system whose fiber over b ∈ B is H1(T̂b,Z), where
T̂b := Tb ∪h [0, 1]
where h(0) = 0 and h(1) = s(b). There is a short exact sequence
0→ H1(Tb)→ H1(T̂b)→ Z→ 0
in which H1([0, 1], {0, 1}) is identified with Z by taking the generator to be the class
of a path from 1 to 0.
When s(b) 6= 0, H1(T̂b) ∼= H1(Tb, {0, s(b)}) ∼= H
r−1(Tb − {0, s(b)}). The first
description of c is determined only up to a sign. This description fixes the sign.
The third description uses de Rham cohomology. Each b ∈ B has an open
neighbourhood U where s lifts to a section s˜ : U → H of the flat vector bundle H.
When U is connected, such a lift is unique up to translation by a local section of
HZ. The 1-form ds˜ on U with values in HR is therefore independent of the choice of
the lift s˜. The de Rham representative of c(s) is the class that is locally represented
by ds˜.
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4.1.1. Equivalence of these constructions. Here is a quick sketch of the equivalence
of these definitions. Choose an open covering U = {Uα} of T such that Uα0∩· · ·∩Uαq
is contractible for all multi-indices (α0, . . . , αq). Such an open covering can be
constructed by taking each Uα to be a geodesically convex ball with respect to some
riemannian metric on T . The complex C•(U ,F) of Cech cochains with coefficients
in F computes H•(T,F) when F is HZ, HR, H and T . Suppose that s is a smooth
section of T → B. Its restriction to Uα can be lifted to a section sα of H. The
difference cαβ := sβ − sα is a section of HZ over Uα ∩ Uβ . The class of c(s) is
represented by the cocycle (cαβ) ∈ C
1(U ,HZ).
The class of an extension
0→ HZ → E→ ZT → 0.
is computed by choosing sections eα of E → ZT over each Uα. The class of the
extension is represented by the cocycle (eβ−eα)αβ ∈ C
1(U ,HZ). In the case above,
one can take the local section eα to be the class in H1(Tb, {0, s(b)}) of the image
of the path in the universal covering HR,b of Tb that goes from 0 to sα(b). Then
eβ − eα = cαβ , as required.
Denote the de Rham sheaf of smooth R-valued forms on T by E•T . Standard
arguments imply that the inclusions
C•(U ,HR) →֒ C
•(U , E•T ⊗HR) ←֓ E
•
T ⊗HR
induce isomorphisms on homology. The standard zig-zag argument implies that the
class of the cocycle (cαβ) is represented by the element of
E•(T,HR) := H
0(T, E•T ⊗HR)
whose restriction to Uα is dsα.
4.2. Invariant cohomology classes. The flat structure of a family of compact
tori T → B can be used to construct natural de Rham representatives of cohomology
classes on T . We will say that a differential form w on a manifoldM with a foliation
L is parallel with respect to L if the Lie derivative of w with respect to each vector
field tangent to L vanishes. A family of tori is foliated as it is a flat family of tori.
The following lemma is proved in [23, Lemma 5.1].
Lemma 4.4. If f : T → B is a family of compact tori, there is a natural mapping
σ : H0(B,Rkf∗R)→ H
k(T,R)
whose composition with the projection
Hk(T,R)→ H0(B,Rkf∗R)
is the identity. Moreover, for each u ∈ H0(B,Rkf∗R), the extended class σ(u) has
a natural differential form representative wu whose restriction to each fiber is a
closed, translation-invariant differential form, and which is parallel with respect to
the flat structure. This class has the property that its restriction to every leaf (such
as the zero section and every torsion multi-section) is zero. 
4.3. The Poincare´ dual of the zero section. Let r be the real dimension of the
fiber of f : T → B. If B and T are oriented and B is connected, then
H0(B,Rrf∗R) ∼= R.
Let u be the element of this group whose value on one (and hence all) fibers is 1.
Denote the class σ(u) ∈ Hr(T,R) by ψ.
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Proposition 4.5. If the base B is a compact manifold (possibly with boundary),
then the Poincare´ dual of the zero section is ψ.
Proof. Set d = dimRB. For e ∈ Z define [e] : T → T to be the map whose
restriction to each fiber is multiplication by e. Since [e] induces multiplication
by ek on Rkf∗Q, it follows that the Leray spectral sequence degenerates at E2.
It also follows that the eigenvalues of the induced mapping [e]∗ on Hk(T ) lie in
{1, e, . . . , ek}. Since none of these eigenvalues is zero when e 6= 0, [e]∗ is invertible
on rational cohomology when e 6= 0. Similar assertions hold for the homology
spectral sequence
Hs(B, ∂B;Ht) =⇒ Hs+t(T, ∂T ),
where Ht denotes the local system whose fiber over b ∈ B is Ht(Tb). Since
Hr+d(T, ∂T ) = Hd(B, ∂B;Hr)
it follows that [e]∗[T ] = e
r[T ], where [T ] denotes the fundamental class of (T, ∂T ).
Now assume that e > 1. Then the collapsing of the Leray spectral sequence
implies that the dimension of the er-eigenspace of Hr(T ) is one. Since the form wψ
that naturally represents ψ has the property that
[e]∗wψ = e
rwψ ,
and since ψ is non-trivial (as it has non trivial integral over a fiber), it follows that
ψ spans this eigenspace.
Note that the class [Z] ∈ Hd(T, ∂T ) of the zero-section is an eigenvector of
[e]∗ with eigenvalue 1. Denote the Poincare´ dual of the zero section by ηZ . It is
characterized by the property that
[T ] ∩ ηZ = [Z] ∈ Hd(T, ∂T ),
where ∩ denotes the cap product [41, p. 254]
∩ : Hd+r(T, ∂T )⊗H
r(T )→ Hd(T, ∂T ).
Since e∗[Z] = [Z], standard properties of the cap product [41, Assertion 16, p. 254],
we have
[e]∗
(
[T ] ∩ [e]∗ηZ
)
=
(
[e]∗[T ]
)
∩ ηZ = e
r[T ] ∩ ηZ = [e]∗
(
[T ] ∩ erηZ
)
.
Since [e]∗ and capping with [T ] are both isomorphisms, it follows that [e]
∗ηZ = e
rηZ .
Since ηZ and ψ both lie in the e
r-eigenspace and agree on each fiber, they are
equal. 
Since the normal bundle of the zero section Z is the flat bundle HR, the Euler
class of the normal bundle of Z vanishes in rational cohomology.
Corollary 4.6. The restriction of the Poincare´ dual of the zero section Z of a
family of compact tori to Z vanishes in rational cohomology. 
Combined with Proposition 3.3, this implies the well-known property of the top
Chern class of the Hodge bundle.
Corollary 4.7. The restriction of λg to M
c
g vanishes in rational cohomology.
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4.4. The class S ◦ c(s)2. Suppose that f : T → B is a flat family of tori and that
H is the corresponding local system such that T = HR/HZ. A flat, skew-symmetric
inner product S : HR ⊗ HR → R gives an element of H0(T,R2f∗RT ). Lemma 4.4
implies that S determines a closed 2-form φS on T . It is characterized by the
properties:
(i) its restriction to the fiber Tb of T is the translation invariant 2-form on Tb
that corresponds to S,
(ii) it is parallel with respect to the flat structure on T ,
(iii) its restriction to the zero-section of T is zero.
The following result is easily proved using the de Rham description of c(s).
Proposition 4.8. If s is a holomorphic section of T → B, then the form s∗φS
represents the cohomology class S ◦ c(s)2 ∈ H2(T,R). 
5. Normal Functions
Normal functions are our primary tool. They are holomorphic sections of families
of intermediate jacobians that satisfy certain infinitesimal and asymptotic condi-
tions. In this section, we recall Griffiths construction of intermediate jacobians
and of the normal function associated to a family of homologically trivial algebraic
cycles in a family of smooth projective varieties.
5.1. Intermediate Jacobians. Suppose that Y is a compact Ka¨hler manifold
and that Z is an algebraic d-cycle in Y where 0 ≤ d < dimY . One has the exact
sequence
0→ H2d+1(Y )→ H2d+1(Y, Z)→ H2d(|Z|)→ H2d(Y )→ · · ·
of integral homology groups associated to the pair (Y, |Z|), where |Z| denotes the
support of Z. It is an exact sequence of mixed Hodge structure. The class of the
cycle Z defines a morphism of mixed Hodge structures
cZ : Z(d)→ H2d(|Z|),
where Z(d) denotes the Hodge structure of type (−d,−d) whose underlying lattice
is isomorphic to Z. If Z is null homologous, we can pull back the above sequence
along cZ to obtain an extension
0→ H2d+1(Y )→ EZ → Z(d)→ 0
in MHS, the category of mixed Hodge structures. Tensoring with Z(−d) gives an
extension
0→ H2d+1(Y,Z(−d))→ EZ(−d)→ Z(0)→ 0
and thus a class eZ in
Ext1MHS(Z(0), H2d+1(Y,Z(−d))).
Note that, since H2d+1(Y ) has weight −(2d+ 1), H2d+1(Y,Z(−d)) has weight −1.
Suppose that V is a Hodge structure of weight −1 whose underlying lattice VZ
is torsion free. The associated jacobian
J(V ) := VC/(VZ + F
0VC)
is a compact complex torus. In general, J(V ) is not an abelian variety. When V is
the weight −1 Hodge structure H2d+1(Y,Z(−d)) (mod its torsion), J(V ) is the dth
Griffiths intermediate jacobian of Y .
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There is a natural isomorphism (see [4] or [35, §3.5], for example)
Ext1MHS(Z(0), V )
∼= J(V ).
The class eZ of a homologically trivial d-cycle Z in Y can thus be viewed as a class
eZ ∈ J(H2d+1(Y,Z(d)))
in the dth Griffiths intermediate jacobian. This class can be described explicitly by
Griffiths’ generalization [13] of the Abel-Jacobi construction , which we now recall.
First observe that the standard pairing between H2d+1(Y ) and H
2d+1(Y ) induces
an isomorphism
H2d+1(Y,Z(−d))/F
0 ∼= HomC(F
d+1H2d+1(Y ),C).
The natural mapping H2d+1(Y,Z(−d))→ H2d+1(Y,Z(−d))/F 0 corresponds to the
integration mapping
H2d+1(Y,Z)→ HomC(F
d+1H2d+1(Y ),C)
that takes the homology class z to ξ 7→
∫
z
ξ. A homologically trivial d-cycle Z in
Y can be written as the boundary ∂Γ of a (topological) (2d + 1)-chain Γ. Note
that Γ is well defined up to the addition of an integral (2d + 1)-cycle. Classical
Hodge theory implies that each element u of F d+1H2d+1(Y ) can be represented by
a closed C∞ form ξu in the (d+ 1)st level of the Hodge filtration on the de Rham
complex of Y and that any two such forms differ by the exterior derivative of a
form in the same level F d+1 of the de Rham complex. The point eZ is represented
by the element ∫
Γ
: u 7→
∫
Γ
ξu.
of
HomC(F
d+1H2d+1(Y ),C)/H2d+1(Y,Z) ∼= J(H2d+1(Y,Z(−d))).
Stokes’ Theorem implies that the image of this functional in the intermediate jaco-
bian depends only on Z and not on the choice of Γ or ξu.
This construction generalizes the classical construction for 0-cycles on curves that
was sketched in Section 3. More generally, it generalizes the classical construction
for 0-cycles, where J(H1(Y )) ∼= AlbY , and for divisors, where J(H2d−1(Y )) ∼=
Pic0 Y and d = dimY .
5.2. Normal Functions. Suppose that X is a complex projective manifold and
that X = X − D where D is a normal crossings divisor in X . Suppose that V is
a variation of Hodge structure over X of weight −1. Denote by J(V) → X the
corresponding bundle of intermediate jacobians; the fiber over x ∈ X is J(Vx),
where Vx is the fiber of V over x. It is a family of compact tori.
The discussion of Section 4.1 implies that a holomorphic section ν : X → J(V)
determines a cohomology class c(ν) ∈ H1(X,V) and a local system E → X which
is an extension
0→ V→ E→ ZX → 0.
The point ν(x) ∈ J(Vx) ∼= Ext
1
MHS(Z(0), Vx) determines a mixed Hodge structure
on the fiber Ex of E over x ∈ X so that
0→ Vx → Ex → Z(0)→ 0
is an extension in MHS. That ν is holomorphic implies that this family of MHSs
varies holomorphically with x ∈ X .
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Example 5.1. Families of homologically trivial algebraic cycles give rise to such
extensions. Suppose that Y is a complex projective manifold and that f : Y → X
is a morphism whose restriction to X is a family Y → X of projective manifolds.
Suppose that that Z is an algebraic d-cycle in Y such that the restriction Zx of Z
to the fiber over each x ∈ X is a homologically trivial d-cycle in Yx. Applying the
construction of the previous section fiber-by-fiber, one obtains an extension EZ of
ZX(0) by the variation of Hodge structure V of weight −1 whose fiber over x ∈ X
is Vx = H2d+1(Yx,Z(−d)). The family {Ex}x∈X of extensions of MHS corresponds
to a holomorphic section ν of the bundle J(V)→ X of intermediate jacobians.
The section ν is not an arbitrary holomorphic section. It satisfies the Griffiths
infinitesimal period relation5 at each x ∈ X and also satisfies strong (and technical)
conditions as Yx degenerates. A succinct way to state these conditions is to say
that the corresponding family E of MHS is an admissible variation of MHS in the
sense Steenbrink-Zucker [42] and Kashiwara [24]. (The definition and an exposition
of admissible variations of MHS can be found in [35, §14.4.1].)
All “naturally defined local systems” over a smooth variety X that arise from
families of varieties over X , such as the one constructed in Example 5.1, are admis-
sible variations of MHS.6 The admissibility conditions axiomatize the infinitesimal
and asymptotic properties satisfied by such geometrically defined local systems.
Definition 5.2 (Hain [15, §6], Saito [39]). A section ν of a family J(V) → X of
intermediate jacobians is a normal function when the corresponding family of MHS
E is an admissible variation of MHS.
The preceding discussion implies that the section ν of J(V) → X associated to
a family of null homologous cycles is a normal function. Several concrete examples
of normal functions over moduli spaces of curves will be given in Section 5.5. A
detailed discussion of normal functions can be found in [26, §2.11], where they are
called admissible normal functions.
Denote the category of admissible variations of mixed Hodge structure over a
smooth variety X by MHS(X). It is abelian. The definition of normal functions
implies that normal function sections of J(V) → X correspond to elements of
Ext1MHS(X)(ZX(0),V). In the appendix to [19] it is proved that one has an exact
sequence
(5.3) 0→ Ext1MHS(Z(0), H
0(X,VZ))
j
→ Ext1MHS(X)(ZX(0),VZ)
δ
→ H1(X,VZ)
where δ takes a normal function ν to its class c(ν). An immediate consequence is
the following rigidity property of normal functions.
Proposition 5.4. If H0(X,VQ) = 0, then the group Ext
1
MHS(X)(Z(0)X ,VZ) is
finitely generated and each normal function section ν of J(V) is determined, up to
a torsion section, by its class c(ν) ∈ H1(X,V).
5.3. Extending normal functions. The following result guarantees that the nor-
mal functions that we will define overMg,n extend toM
c
g,n. A proof can be found,
for example, in [15, Thm. 7.1].
5This states that if ν˜ is a local holomorphic lift of a normal function ν to a section of E⊗OX ,
then its derivative ∇ν˜ is a section of F−1(E⊗OX)⊗Ω1X .
6These results are due to Steenbrink-Zucker [42], Navarro et al [12] and Saito [38]. Precise
statements can be found in [35, Thm. 14.51].
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Proposition 5.5. Suppose that V is a variation of Hodge structure of weight −1
over a smooth variety X. If ν is a normal function section of J(V) that is defined
on the complement X − Y of a closed subvariety Y of X, where Y 6= X, then ν
extends across Y to a normal function section of J(V) over X.
Note that, in this result, the variation V is defined over X , not just over X − Y .
The proposition asserts that normal functions defined generically on X extend to
X . It does not assert that if V is defined only over X − Y , then a normal function
section of J(V) over X − Y will extend to X . Before discussing this problem, one
first has to construct an extension of J(V) to X . The existence of such extensions
is discussed in [44] and [26], for example.
5.4. Some variations of Hodge structure. Denote the moduli stack of princi-
pally polarized abelian varieties of dimension g by Ag. Here we introduce three
variations of Hodge structure over Ag whose pullbacks to M
c
g,n have a special
geometric significance. Throughout we suppose that g ≥ 2.
Denote the universal abelian variety over Ag by f : X → Ag. The local system
H := R1f∗ZX (1)
is a variation of Hodge structure over Ag of weight −1. Its pullback toM
c
g,n along
the period mapping Mcg,n → Ag will also be denoted by H. The corresponding
family of intermediate jacobians J(H) over Ag is naturally isomorphic to X , the
universal principally polarized abelian variety.
The construction of the universal jacobian Jg in Section 3 implies that its re-
striction to Mcg is a bundle of intermediate jacobians.
Proposition 5.6. If g ≥ 2, then J(H)→ Ag is naturally isomorphic to the univer-
sal abelian variety and its pullback to Mcg is isomorphic to the universal jacobian
J cg .
The canonical polarization defines a morphism SH : H ⊗ H → Z(1) into the
constant variation of Hodge structure Z(1). It can be regarded as a section of
(Λ2H)(−1), which we shall also denote by SH .
Denote by L the variation of Hodge structure (Λ3H)(−1). It has weight −1.
Wedging with SH defines an inclusion
H →֒ L, x 7→ x ∧ SH
of variations of Hodge structure. Set V = L/H. Note that when g = 2, L ∼= H and
V = 0. Denote the fibers of H, L and V over the moduli point of JacC by HC , LC
and VC , respectively.
Remark 5.7. The variation L over Mcg is isomorphic to the variation R
3π∗Z(2)
where π : J cg →Mg denotes the projection. Its fiber over [C] is H
3(JacC,Z(2)).
The twist Z(2) lowers the weight from 3 to −1. Its quotient V is an integral form
of the Q-variation of Hodge structure whose fiber over [C] is the primitive part of
H3(JacC,Q(2)).
5.5. Normal Functions overMcg andM
c
g,n. Suppose that g ≥ 1. An irreducible
representation V of Spg determines a variation of Hodge structure V overMg,n that
is unique up to Tate twist.7 Since every such variation of Hodge structure V extends
7This is very well-known. A proof can be found, for example, in [15, §9].
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toMcg,n, Proposition 5.5 implies that every normal function section of J(V) defined
overMg,n extends to a normal function on M
c
g,n.
By Proposition 5.6, the bundle of intermediate jacobians that corresponds to
the fundamental representation of Spg is the pullback of the universal jacobian
J(H) = Jg to M
c
g,n. Its group of sections Ext
1
MHS(Mg,1)(Z(0),H) is free of rank
1. Its generator K is the normal function that takes the moduli point [C, x] of the
pointed curve (C, x) to
K([C, x]) := (2g − 2)[x]−KC ∈ Jac(C)
where KC denotes the canonical divisor class of C.
When n ≥ 1, we can pull back K along the jth projection Mg,n → Mg,1 to
obtain the normal function
Kj :Mg,n → J(H) j = 1, . . . , n.
Explicitly
Kj([C, x1, . . . , xn]) = (2g − 2)[xj ]−KC ∈ Jac(C).
When n ≥ 2 we also have the normal functions
Dj,k :Mg,n → J(H) 1 ≤ j < k ≤ n
defined by
Dj,k([C, x1, . . . , xn]) = [xj ]− [xk] ∈ Jac(C).
Proposition 5.8 (cf. [15, Thm. 12.3]). If g ≥ 3 and n ≥ 2, then the group of
normal function sections (indeed, all sections) of J(H)→Mg,n is torsion free and
is generated by K1, . . . ,Kn and the Dj,k where 1 ≤ j < k ≤ n.
The most interesting normal function overMg,n is constructed from the Ceresa
cycle in the universal jacobian. Suppose that C is a smooth projective curve of
genus g ≥ 3 and that x ∈ C. Then one has the imbedding
µx : C → JacC
that takes y to [y] − [x]. Its image is an algebraic 1-cycle in JacC that we denote
by Cx. Let i be the involution u 7→ −u of JacC. Set C
−
x = i∗Cx. Since i
∗ :
H1(JacC) → H1(JacC) is multiplication by −1, it follows that i∗ : Hk(JacC) →
Hk(JacC) is multiplication by (−1)k. This implies that the 1-cycle Cx−C
−
x , called
the Ceresa cycle, is homologically trivial. It therefore determines a class
νx(C) ∈ J(H3(JacC,Z(−1)))
and a normal function:
J(L) //Mg,1
ν˜xx
whose value at [C, x] is νx(C). The inclusion H →֒ L induces an inclusion
j : Jg,1 = J(H) →֒ J(L).
It is proved in [36] that if x, y ∈ C, then
ν˜x(C)− ν˜y(C) = 2j([x]− [y]) ∈ J(LC)
so that the image ν(C) of νx(C) in J(VC) does not depend on the choice of x ∈ C.
This implies that ν˜ is pulled back from a normal function
J(V) //Mg.
νxx
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We will abuse notation and also denote its pullback to Mg,n by ν.
Proposition 5.9 ([15, Thm. 8.3]). If g ≥ 3 and n ≥ 0, then the group of normal
function sections of J(V)→Mg,n is freely generated by ν.
Proposition 5.5 implies that the normal functions ν,Kj , δj,k extend canonically
to normal functions overMcg,1.
6. Biextension Line Bundles
This section is a brief review of facts about biextension line bundles from [14],
[28], and [23]. It is needed to prove that the square of the class of a normal function
extends naturally to a class on Mg,n even though the normal function itself does
not extend.
Suppose that U is a variation of Hodge structure over an algebraic manifold X
of weight −1 endowed with a flat inner product S that satisfies the condition
S ∈ HomMHS(U
⊗2
x ,Z(1)) for all x ∈ X.
Equivalently,
S(Up,qx , U
r,s
x ) = 0 unless p = r and q = s.
Set Uˇ := HomZ(U,ZX(1)). This also a variation of Hodge structure of weight −1.
There is a natural isomorphism
Ext1MHS(X)(ZX(0), Uˇ)
∼= Ext1MHS(X)(U,ZX(1)).
The biextension line bundle B is a line bundle over J(U) ×X J(Uˇ). Denote the
associated Gm-bundle by B∗. The fiber of the projection
(6.1) B∗ → J(U)×X J(Uˇ)→ X
over x ∈ X is the set of all mixed Hodge structures whose weight graded quotients
are Z(0), Vx and Z(1) via a fixed isomorphism. These are called biextensions.
The projection (6.1) takes the biextension B to the pair of extensions B/Z(1) and
W−1B. A detailed exposition of the construction of B is given in [23, §7].
A (Hodge) biextension is a section β of (6.1) that corresponds to an admissible
variation of MHS B over X with weight graded quotients ZX(0), U and ZX(1). Its
fiber over x ∈ X is the biextension β(x). The composite of a biextension β with
the projection B∗ → J(U) ×X J(Uˇ) is a pair of normal functions that determines
the extension B/Z(1) of ZX(0) by U and the extension W−1B of U by ZX(1). The
biextension line bundle has a canonical metric | |B. A biextension β thus determines
the real-valued function log |β|B : X → R.
The pairing S also defines a morphism U → Uˇ of variations of Hodge structure
over X , and therefore a map iS : J(U) → J(Uˇ). Pulling back the line bundle B
along the map
(id, iS) : J (U)→ J(U)×X J(Uˇ)
we obtain a metrized line bundle B̂ → J(U). By [23, Prop. 7.3], the curvature of
B̂ is the translation-invariant, parallel 2-form 2ωS on J(U) that corresponds to the
bilinear form 2S. Points of the associated C∗-bundle B̂∗ correspond to “symmetric
biextensions”.
Denote by φS ∈ H
2(J(U)) the class of ωS. Since 2ωS represents c1(B̂), the class
2φS is integral.
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Suppose now that X = X − Y , where X is smooth and Y is a subvariety. Each
normal function section ν of J(U) thus determines a metrized holomorphic line
bundle ν∗B̂ over X . One can ask whether it extends as a metrized line bundle to
X. Lear’s thesis [28] implies that a power of it extends to a continuously metrized
holomorphic line bundle over X − Y sing.
Theorem 6.2 (Lear [28]). If dimX = 1 and ν is a normal function section of
J(U)→ X, then there exists an integer N ≥ 1 such that the metrized holomorphic
line bundle ν∗B̂⊗N over X extends to a holomorphic line bundle over X with a
continuous metric. Moreover, if β is a biextension section defined over X that
projects to ν, and if D is a disk in X with holomorphic coordinate t that is centered
at a point of X−X, then there is a rational number p/q, which depends only on the
monodromy about the origin of D of the VMHS over D∗ corresponding to β, such
that
(6.3)
∣∣ log |β(t)|B − p
q
log |t|
∣∣
is bounded in a neighbourhood of t = 0.
Note that the continuity of the metric ensures that the extension is uniquely
determined. Since X is smooth, every line bundle over X − Y sing extends uniquely
to a line bundle over X . Lear’s Theorem thus implies the following result in the
case dimX ≥ 1.
Corollary 6.4. If ν is a normal function section of J(U) → X, then there exists
an integer N ≥ 1 such that the metrized holomorphic line bundle ν∗B̂⊗N over X ex-
tends to a holomorphic line bundle BN,ν over X whose metric extends continuously
over X − Y sing.
This result implies that the class ν∗φS ∈ H
2(X) of ν∗ωS has a natural extension
to a class in H2(X); namely c1(BN,ν)/2N .
Corollary 6.5. If ν is a normal function section of J(U) → X, then the class
ν∗φS has a natural extension to a class ν̂∗φS ∈ H
2(X).
Lear’s Theorem implies that the multiplicity of each boundary divisor in ν̂∗φS is
determined by the asymptotics (6.3) of the restriction of the biextension to a disk
transverse to the boundary divisor.
The previous result suggests that ν∗ωS , regarded as a current on X, is a natural
representative of ν̂∗φS .
Conjecture 6.6. If X is a curve, then the 2-form ν∗ωS is integrable on X and∫
X
ν∗ωS =
1
2N
∫
X
c1(BN,ν).
It is known that, in general, the metric does not extend continuously over Y sing
due to the phenomenon of “height jumping” which we shall discuss in Section 14
and which has been explained by Brosnan and Pearlstein in [2].
7. Polarizations
Polarizations play an important and subtle (if sometimes neglected) role in Hodge
theory due to their positivity properties.
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7.1. Polarizations. A polarization on a Hodge structure H of weight k is a (−1)k
symmetric bilinear form S on HQ satisfying the Riemann-Hodge bilinear relations:
(i) S(Hp,q, Hr,s) = 0 unless p = r and q = s;
(ii) ip−qS(v, v) > 0 when v ∈ Hp,q and v 6= 0.
A bilinear form S is a weak polarization on H if it satisfies the first condition and
the weaker version ip−qS(v, v) ≥ 0 for all v ∈ Hp,q of the second.
Suppose that Y is a smooth projective variety of dimension n. Denote the
hyperplane class by w. For k ≤ n, define a bilinear form S on Hk(Y ) by
(7.1) S(u, v) =
∫
Y
u ∧ v ∧wn−k.
This is a non-degenerate, (−1)k symmetric bilinear form. However, it is not a polar-
ization in general. The Riemann-Hodge bilinear relations imply that the restriction
of (−1)k(k−1)/2S to PHk(Y ), the primitive part of Hk(Y ), is a polarization. These
provide the principal examples of polarized Hodge structures.
A variation of Hodge structure V over a base X is polarized by S if S is a flat
bilinear form on the variation which restricts to a polarization on each fiber.
7.2. Some polarized variations of Hodge structure over Ag. The variations
H, L and V defined in Section 5.4 have natural polarizations. The Riemann bilinear
relations imply that the variation H over Ag is polarized by the inner product SH
introduced in Section 5.4. The corresponding polarization is easily described on
the pullback of H to Mg. In this case, the fiber HC of H over the moduli point
[C] of a smooth projective curve C is H1(C,Z(1)). Under this isomorphism, SH
corresponds to the inner product
S(u, v) =
∫
C
u ∧ v.
on H1(C).
The intersection form SH extends to the skew symmetric bilinear form
SL : L⊗ L→ Z(1)
defined by
SL(x1 ∧ x2 ∧ x3, y1 ∧ y2 ∧ y3) = det(SH(xi, yj)).
Note that this is not dual to the inner product S on H3(JacC)(1) defined in equa-
tion (7.1) above as is easily seen by a direct computation.
Denote the fiber Λ3HC of L over [C] by LC and the fiber of V over [C] by VC .
Define c : LC → HC by
(7.2) c(x ∧ y ∧ z) = SH(y, z)x+ SH(z, x)y + SH(x, y)z.
Regard SH as an element of Λ
2HL. The projection p : LC → VC has a canonical
Spg-invariant splitting j. It is defined by
j(p(x ∧ y ∧ z)) = x ∧ y ∧ z − SH ∧ c(x ∧ y ∧ z)/(g − 1).
A skew symmetric bilinear form on V can be defined by
SV (u, v) = (g − 1)SL(j(u), j(v)).
This form is integral and primitive.
Proposition 7.3. The variations (H, SH), (L, SL) and (V, SV ) are polarized vari-
ations of Hodge structure over Ag, as are their pullbacks to M
c
g,n.
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Proof. We have already seen that (H, SH) is a polarized variation of Hodge struc-
ture. For the rest, it suffices to show that Λ3H1(C) is polarized by SL. To do this,
choose a basis u1, . . . , ug of H
−1,0 that is orthonormal under the positive definite
hermitian inner product
(u, v) = i−1SH(u, v).
Then, for example,
i−3−0SL(u1 ∧ u2 ∧ u3, u1 ∧ u2, u3) = det(i
−1SH(uj , uk)) = 1 > 0.
and
i−2−(−1)SL(u1 ∧ u2 ∧ u3, u1 ∧ u2, u3) = −i
−1i3 det(i−1SH(uj , uk)) = −i
2 = 1 > 0.
The remaining computations follow by taking complex conjugates. 
The contraction (7.2) induces a projection c : L → H of variations of Hodge
structure. The canonical quotient mapping p : L → V is also a morphism of
variation of Hodge structure. The polarizations SH of H and SV of V can be pulled
back along these projections to obtain the invariant inner product c∗SH + p
∗SV on
L. For later use, we record the following fact:
Lemma 7.4 ([22, Prop. 18]). If g ≥ 2, then c∗SH + p
∗SV = (g − 1)SL. 
8. Cohomology Classes
By Lemma 4.4 each invariant inner product on a variation of MHS U over a
smooth variety T gives rise to a parallel, translation invariant 2-form ω on the
associated bundle of intermediate jacobians J(U) and its cohomology class φ ∈
H2(J(U)).
The polarizations SH , SL and SV of the variations of Hodge structure H, L and
V over Ag therefore give rise to cohomology classes
φH ∈ H
2(J(H)), φL ∈ H
2(J(L)) and φV ∈ H
2(J(V)).
Denote their parallel, canonical translation invariant representatives by ωH , ωL and
ωV .
Recall that J(H) = J cg , the universal jacobian over M
c
g and that ηg ∈ H
2g(J cg )
denotes the Poincare´ dual of the 0-section Zg of J
c
g . A standard and elementary
computation shows that if C is a smooth projective curve of genus g, then∫
JacC
ωgH = g!
Combining this with Proposition 4.5 yields the following result, which can also be
deduced from [43, Cor. 2.2].
Proposition 8.1. The class ηg of the zero section of J
c
g in H
2g(J cg ) is φ
g
H/g! 
Denote the restriction of Jg toMg−∆
sing
0 by J
′
g. Zucker’s Theorem [44] implies
that every normal function section µ of Jg defined over M
c
g,n extends to a section
(also denoted µ) of J ′g defined over Mg,n −∆
sing
0 .
Proposition 8.2. The class φH ∈ H
2(J cg ) extends naturally to a class φˆH ∈
H2(J ′g). It is characterized by the property
[e]∗φˆH = e
2φˆH for all e ∈ Z
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and has the property that µ̂∗φH = µ
∗φˆH for all normal function sections µ of J
c
g
defined over Mcg,n.
Sketch of Proof. The first rational cohomology of the smooth finite orbi-covering
Mg−1,2 of ∆0 vanishes. The Gysin sequence thus gives an exact sequence
Qδ0 → H
2(J ′g)→ H
2(J cg )→ 0
of rational cohomology. For each integer e > 1, the endomorphism [e] of J ′g induces
an action on this sequence. It acts trivially on the left-hand term. Since [e]∗φH =
e2φH inH
2(J cg ), it follows that φH has a unique lift φˆH toH
2(J ′g) with the property
that [e]∗φˆH = e
2φˆH . The restriction of φˆH to the zero section Mg − ∆
sing
0 of J
′
g
vanishes as [e] preserves the zero section and acts trivially on H2(Mg−∆
sing
0 ), and
since [e]∗φˆH = e
2φˆH .
To complete the proof, we need several facts about biextension line bundles.
Suppose that f : Y → X is a morphism of smooth varieties and that U is a
VHS over X polarized by S. Then the constructions of [14] imply that one has a
commutative diagram
B̂Y
fB //

B̂X

J(f∗U)
J(f) //

J(U)

Y
f // X
of biextension line bundles, where fB is a morphism of metrized line bundles. This
implies that J(f)∗φS = φf∗S . The next fact, which follows from Lear’s Theorem,
is that if X ′ and Y ′ are smooth varieties in which X and Y are Zariski dense, and
where X ′ − X is a smooth divisor in X ′, and if δ is a normal function section of
J(U)→ X , then
(8.3) ̂(f∗δ)∗φf∗S = f
∗(δ̂∗φS) ∈ H
2(Y ′).
We now apply this with X = J cg , X
′ = J ′g, Y =M
c
g,n and Y
′ =Mg,n −∆
sing
0 .
The variation U is the standard variationH, so that J (U) = J cg ×McgJ
c
g . Important
here is the fact that J cg is an algebraic variety. The normal function δ will be the
diagonal section of J cg ×McgJ
c
g → J
c
g . Finally, f : Y → X will be a normal function
µ : Mcg,n → Jg, which is a morphism as J
c
g → M
c
g is a family of (semi)-abelian
varieties:
J ′g,n

(∆,µ) // J ′g ×Mg J
′
g
π1

Mg,n −∆
sing
0 µ
//
µ
EE
J ′g
∆
XX
The class φS ∈ H
2(J ′g ×Mg J
′
g) is π
∗
2φH , where π1 and π2 are the two projections
J ′g ×Mg J
′
g → J
′
g. It is now a tautology that ∆̂
∗φS = φˆH ∈ H
2(J ′g). This and the
naturality statement (8.3) now imply that µ̂∗φH = µ
∗(∆̂∗φS) = µ
∗φˆH . 
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It is important to note that Proposition 8.1 does not hold over Mg. This is
because the restriction of φˆH to the zero section vanishes, whereas the conormal
bundle of the zero section is the Hodge bundle, whose top Chern class is non-trivial.
We shall also need the invariant inner product ∆ on H⊕H that is defined by
S∆
(
(u1, v1), (u2, v2)
)
= SH(u1, v2)− SH(u2, v1)
Even though it preserves the Hodge filtration, it is not a weak polarization as can be
seen by restricting it to the diagonal ofH⊕H (where it is positive) and anti-diagonal
(where it is negative). Denote the associated cohomology class in H2(J (H ⊕ H))
by φ∆. The class φ∆ extends naturally to a class φˆ∆ ∈ H
2(J ′g ×Mg J
′
g). The proof
is similar to that of Proposition 8.2 and is left to the reader.
8.1. The classes K∗φH , ν
∗φV , ν˜
∗φL and (K × K)
∗φ∆. Pulling back the classes
φH , φV , φL and φ∆ along the normal functions K, ν, ν˜ and the normal function
section K ×K of
J(H⊕H) = J(H)×Mg,2 J(H)→Mg,2
defined by
K ×K : [C;x1, x2] 7→ (K(x1),K(x2)) ∈ Jac(C)× Jac(C).
we obtain rational cohomology classes K∗φH ∈ H
2(Mcg,1), ν
∗φV ∈ H
2(Mcg),
ν˜∗φL ∈ H
2(Mcg,1), and (K × K)
∗φ∆ ∈ H
2(Mcg,2). Lear’s Theorem implies (via
Cor. 6.5) that they extend naturally to classes ν̂∗φV ∈ H
2(Mg), ̂˜ν∗φL ∈ H2(Mg,1),
and ̂(K ×K)∗φ∆ ∈ H
2(Mg,1).
Proposition 8.4. If g ≥ 2, then (g − 1)̂˜ν∗φL = ν̂∗φV + K̂∗φH ∈ H2(Mg,1).
Proof. This follows immediately from Lemma 7.4 and the fact [36] that c ◦ ν˜ = K
and p ◦ ν˜ = ν. 
Our next task is to compute each of these classes. First we need to fix notation
for the natural classes in H2(Mg,n).
9. Divisor Classes
Denote the set {x1, x2, . . . , xn} of marked points by I. Denote the relative dual-
izing sheaf of the universal curve π : C → Mg,n over Mg,n by w. Its pushforward
π∗ω is locally free of rank g. Recall that λ1 denotes the first Chern class of the
Hodge bundle π∗w. The classes ψj , xj ∈ I are defined by
ψj := x
∗
j c1(w).
When n = 1, we will denote ψ1 by ψ. Note that this definition is different from the
standard definition. With this definition the ψ classes are natural with respect to
the forgetful maps Mg,n+1 →Mg,n.
Each component of the boundary divisor ofMg,n inMg,n has as its generic point
a stable n-pointed curve of genus g with exactly one node. These components are:
• ∆0: the generic point is an irreducible, geometrically connected n-pointed
curve with one node;
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• ∆P0 , where P is a subset of I with |P | ≥ 2: the generic point is a re-
ducible curve with two geometrically connected components joined at a
single node, one of which has genus 0 — the points in P lie on the genus
0 component minus its node, the remaining points P c := I − P lie on the
other (genus g) component minus the node;
• ∆Ph , where 0 < h < g and P ⊆ I (possibly empty): the generic point is
a reducible curve with exactly one node and two geometrically connected
irreducible components, one of genus h, the other of genus g−h; the points
in P lie on the genus h component minus the node, and the rest P c lie on
the other component minus the node. Note that ∆P
c
g−h = ∆
P
h .
Denote the classes of the divisors
∆0, ∆
P
0 (P ⊆ I, |P | ≥ 2), ∆
P
h (0 < h < g, P ⊆ I)
by
δ0, δ
P
0 (P ⊆ I, |P | ≥ 2), δ
P
h (0 < h < g, P ⊆ I),
respectively. It is well-known that the classes
λ1, ψj (xj ∈ I), δ0, δ
P
0 (P ⊆ I, |P | ≥ 2), δ
P
h (0 < h ≤ g/2, P ⊆ I)
comprise a basis of H2(Mg,n).
One also has the Miller-Morita-Mumford classes
κj := π∗c1(w)
j+1 ∈ H2j(Mg)
which are defined for j ≥ 1. It follows from Grothendieck-Riemann-Roch (cf. [34])
that κ1 = 12λ1 − δ, where
δ =
⌊g/2⌋∑
j=0
δj ∈ H
2(Mg).
Define κj , δ ∈ H
•(Mg,n) to be the pullbacks of κj , δ ∈ H
•(Mg) under the natural
morphisms Mg,n →Mg. We thus have the alternate basis
κ1, ψj (xj ∈ I), δ0, δ
P
0 (P ⊆ I, |P | ≥ 2), δ
P
h (1 ≤ h ≤ g/2, P ⊆ I)
of H2(Mg,n).
Remark 9.1. All of these divisor classes can be regarded as classes in H2(Mg,n) or
in CH1(Mg,n). Note that these two groups are isomorphic, so that any relation
between divisor classes that holds in cohomology also holds in the Chow ring.
10. Formulas for ν∗φV and K
∗φH
The computation of F ∗
d
ηg will be reduced to the computation of the pullbacks of
the classes φH and φ∆ along the normal functions Kj and δi,j . In this section we
compute these basic classes. The formulas reflect the structure of Torelli groups.
The Moriwaki divisor is the class ν̂∗φV :
Theorem 10.1 ([23, Thm. 1.3]). If g ≥ 2, then
2ν̂∗φV = (8g + 4)λ1 − gδ0 − 4
[g/2]∑
h=1
h(g − h)δh ∈ H
2(Mg,Z).
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The case g ≥ 3 is [23, Thm. 1.3]. When g = 2, ν = 0 and the result follows from
Mumford’s computation [34] that 10λ1 = δ0+2δ1. Suitably interpreted, it holds in
genus 1 as 12λ1 = δ0 in H
2(M1,1,Z).
Proposition 8.2 implies that K̂∗φH = K
∗φˆH and ̂(K ×K)∗φ∆ = (K ×K)
∗φˆ∆.
Theorem 10.2. If g ≥ 2, then
2K∗φˆH = 4g(g − 1)ψ − κ1 −
g−1∑
h=1
(2h− 1)2 δ
{x}
g−h ∈ H
2(Mg,1,Z).
This result holds trivially in genus 1 as K ≡ 0 and because κ1 = 12λ1 − δ0 = 0.
Sketch of Proof. Since κ1 = 12λ1 − δ,
κ1 +
g−1∑
h=1
(2h− 1)2δ
{x}
g−h = 12λ1 − δ0 +
g−1∑
h=1
4h(h− 1)δ
{x}
g−h.
So it suffices to prove that
2K∗φˆH = 4g(g − 1)ψ − 12λ1 + δ0 −
g−1∑
h=1
4h(h− 1)δ
{x}
g−h.
This formula, modulo boundary terms, was proved by Morita [30, (1.7)]. Another
proof is given in [22, Thm. 1].
The coefficient of δ
{x}
h is computed using the method of [23, §11]. The Torelli
group Tg is replaced by the Torelli group Tg,1 associated to a 1-pointed surface.
Instead of taking V = Λ3H/(θ ∧ H), we take it to be H . The quadratic form q
(which is denoted SV in this paper) is replaced by c
∗SH , where c : Λ
3H → H is
the contraction (7.2). We sketch the monodromy computation using the notation
of [23, §11].
The coefficient of δ
{x}
h is −τˆ(σh), where σh is a Dehn twist about a separating
simple closed curve that divides a pointed, genus g reference surface into a surface
of genus h (that does not contain the point) and a surface of genus g−h, and where
τˆ is a representation of Tg,1 into the Heisenberg group associated to (H,SH).
There is a symplectic basis a1, b1, . . . , ag, bg of HZ such that a1, b1, . . . , ah, bh is
a basis of H ′, the first homology of the genus h subsurface. Set ω′ = a1 ∧ b1+ · · ·+
ah ∧ bh, the symplectic form of H
′. If u ∈ H , then c(u ∧ ω′) = (h− 1)u. Thus
τˆh(σh) =
8
2h− 2
h∑
j=1
SH
(
c(aj ∧ ω
′), c(bj ∧ ω
′)
)
=
8(h− 1)2
2h− 2
h∑
j=1
SH(aj , bj) = 4h(h− 1).
It remains to compute the coefficient of δ0. The most direct way to compute
it is by restricting to a curve in the hyperelliptic locus. First note that if C is a
hyperelliptic curve and x ∈ C is a Weierstrass point, then K(C, x) = 0. Call such
a pair (C, x) a hyperelliptic pointed curve. Suppose that T is a smooth, complete
curve and that f : T →Mg,1 is a morphism where f(t) is the moduli point of an
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irreducible hyperelliptic pointed curve for each t ∈ T .8 The normal function f∗K
vanishes identically on T , which implies that f∗K∗B̂ is trivial as a metrized line
bundle over T − f−1∆0. Its extension as a metrized line bundle to T is therefore
trivial. This implies the vanishing of
f∗K∗φˆH ∈ H
2(T ).
On the other hand, standard techniques can be used to show that
f∗(8λ1 + 4gψ − δ0) = 0.
The Cornalba-Harris relation [6, Prop. 4.7] implies that
f∗
(
(8g + 4)λ1 − gδ0
)
= 0 ∈ PicT.
It follows that
f∗(4g(g− 1)ψ− 12λ1+ δ0) = (g− 1)f
∗(8λ1+4gψ− δ0)− f
∗
(
(8g+4)λ1− gδ0
)
= 0.
These two facts together imply that the coefficient of δ0 in K
∗φˆH is 1. 
Since κ1 = 12λ1 − δ, Theorems 10.1 and 10.2 and Proposition 8.4 imply the
following result when g ≥ 2. The case g = 1 follows from the fact that ψ = λ1 and
the well-known relation δ0 = 12λ1 in PicM1,1.
An immediate consequence of Lemma 7.4 and the two previous results is the
following formula for ̂˜ν∗φL.
Corollary 10.3. For all g ≥ 1,
2̂˜ν∗φL = 8λ1 + 4gψ − δ0 − 4
g−1∑
h=1
hδ
{x}
g−h ∈ H
2(Mg,1,Z).
The next result is needed in the solution of Eliashberg’s problem.
Theorem 10.4. If g ≥ 2, then in H2(Mg,2,Z) we have
(K ×K)∗φˆ∆ = (2g − 2)(ψ1 + ψ2)− κ1 − (2g − 2)
2δ
{x1,x2}
0
−
g−1∑
h=1
(2h− 1)2 δ
{x1,x2}
g−h + (2h− 1)(2(g − h)− 1)
(
δ
{x1}
h + δ
{x2}
g−h
)
/2.
Note that in this and subsequent formulas, we will often sum from h = 1 to
h = g − 1 and over all subsets P of I. Because of this, some terms will appear
twice as δPh = δ
P
g−h. We do this to emphasize the symmetry of the formulas and to
facilitate later computations.
Proof. Modulo the coefficients of the δ
{x1}
h , this formula can be computed
(i) by restricting (K ×K)∗φ∆ to any fiber C × C and
(ii) from Theorem 10.2 by restricting to the diagonal Mg,1 → Mg,2, noting
that the restriction of φˆ∆ to the diagonal Jg of Jg ×Mcg,2 Jg is 2φˆH .
8For example, we can take T = P1 and f the morphism associated to the family
v2 = (u− t)u
2g∏
j=1
(u− aj),
where t ∈ C and the aj are distinct non-zero complex numbers. A section of Weierstrass points is
given by x = (0, 0).
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These computations are straightforward, once one notes that the divisor ∆
{x1,x2}
0
is the “diagonal” Mcg,1 → M
c
g,2 in M
c
g,2 and that the Chern class of its normal
bundle is ψ. If we restrict to a single curve C, then in H2(C × C)
(K ×K)∗φˆ∆ = (2g − 2)
2
g∑
j=1
(
a
(1)
j ∧ b
(2)
j − b
(1)
j ∧ a
(2)
j
)
= (2g − 2)2
(
[point](1) + [point](2) − [diagonal]
)
= (2g − 2)(ψ1 + ψ2)− (2g − 2)
2δ
{x1,x2}
0 .
Here a1, . . . , bg is a symplectic basis of H1(C) and, for x ∈ H
1(C), x(k) denotes the
pullback of x under the kth projection pk : C
2 → C.
It remains to compute the coefficient of δx1h when 0 < h < g. This we do using
a test curve suggested by Sam Grushevsky. Since φˆ∆ is invariant when the two
factors of J cg ×Mcg,2 J
c
g are swapped, it follows that the formula for (K × K)
∗φˆ∆.
is symmetric in x1 and x2. Since δ
{x1}
h = δ
{x2}
g−h , the formula is also invariant when
h is replaced by g − h. We therefore conclude that
(10.5) (K ×K)∗φˆ∆ = (2g − 2)(ψ1 + ψ2)− κ1 − (2g − 2)
2δ
{x1,x2}
0
−
g−1∑
h=1
(2h− 1)2 δ
{x1,x2}
g−h +
g−1∑
h=1
chδ
{x1}
h
where ch = cg−h.
Suppose that 0 < h < g. Fix pointed smooth projective curves (C′, P ′) and
(C′′, P ′′) with g(C′) = h and g(C′′) = g − h. Let C be the nodal genus g curve
with three components C′, C′′ and P1, where C′ is attached to P1 by identifying
P ′ ∈ C′ with 0 ∈ P1 and P ′′ ∈ C′′ with ∞ ∈ P1. For t ∈ P1 − {0, 1,∞} let Ct be
the stable 2-pointed curve (C; 1, t). The closure T of the curve
P1 − {0, 1,∞}→Mcg,2, t 7→ [Ct]
1 t
C
′
C
′′
∞0
P
′
P
1
P
′′
Figure 1. The 2-pointed curve Ct
is a copy of M0,4 ∼= P1 imbedded in Mcg,2.
The restriction of K ×K to T takes the constant value(
(2h− 2)P ′ −KC′, (2(g − h)− 2)P
′′ −KC′′
)
∈ JacC′ × JacC′′ ∼= JacC,
which implies that (K × K)∗φ∆ = 0. The coefficient ch is computed by evaluating
the right hand side (RHS) of (10.5) on T .
The curve T is contained in ∆
{x1,x2}
h ∩∆
{x1,x2}
g−h and intersects the three boundary
divisors ∆
{x1,x2}
0 , ∆
{x1}
h and ∆
{x2}
h transversely in three distinct points. These are
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the three boundary points of M0,4 ∼= T . It does not intersect any other boundary
divisors. Consequently,∫
T
δ
{x1,x2}
0 =
∫
T
δ
{x1}
h =
∫
T
δ
{x2}
h = 1.
The projection formula can be used to evaluate the other terms of the RHS of
(10.5) on T . Let
q :Mg,2 →Mg, pj :Mg,2 →Mg,1 j = 1, 2
denote the natural projections, where pj([C;x1, x2]) = [C, xj ]. Note that q and the
pj collapse T to a point. Since ψj = p
∗
jψ and κ1 = q
∗κ1, the projection formula
implies that∫
T
κ1 =
∫
T
q∗κ1 =
∫
q∗T
κ1 = 0 and
∫
T
ψj =
∫
T
p∗jψ =
∫
pj∗T
ψ = 0.
Since p∗1δ
{x}
h = δ
{x1,x2}
h + δ
{x1}
h , the projection formula implies that∫
T
δ
{x1,x2}
h = −
∫
T
δ
{x1}
h = −1.
Similarly,
∫
T δ
{x1,x2}
g−h = −1.
Evaluating the expression (10.5) on T we obtain
0 = 0 + 0− (2g − 2)2 + (2h− 1)2 +
(
2(g − h)− 1
)2
+ ch + cg−h.
Since ch = cg−h, this implies that ch = (2h− 1)
(
2(g − h)− 1
)
. 
11. Solution of Eliashberg’s Problem over Mcg,n when g > 1
In this section, we solve Eliashberg’s problem overMcg,n when g > 2. A complete
solution in the genus 1 case is given in the following section. The solution in genus
> 1 is a direct consequence of Proposition 8.1 and Theorem 11.5 below. Related
work on Eliashberg’s problem has been obtained independently by Cavalieri and
Marcus [5] via Gromov-Witten theory.
Fix an integral vector d = (d1, . . . , dn) with
∑
j dj = 0. As in the introduction,
we have the section
Fd :M
c
g,n → Jg
of the universal jacobian defined by
Fd : (x1, . . . , xd) 7→
[ n∑
j=1
djxj
]
∈ JacC.
For each subset P of {x1, . . . , xn}, set dP =
∑
j∈P dj . Since dP + dP c = 0, d
2
P δ
P
h =
d2P cδ
P c
g−h.
Theorem 11.1. If g ≥ 2, then in H2g(Mcg,n) we have
F ∗dηg =
1
g!
( n∑
j=1
d2j ψj/2−
∑
P⊆I
∑
{xj ,xk}⊆P
djdk δ
P
0 −
1
4
∑
P⊆I
g−1∑
h=1
d2P δ
P
h
)g
.
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Recall that our definition of the ψj differs from the commonly used one. Here
ψj := x
∗
j c1(ω), where ω is the relative dualizing sheaf of the universal curve. Note,
too, that since δPh = δ
P c
h and since we are summing from h = 1 to h = g − 1 in
this and other results in this section, some boundary divisors occur twice in this
expression.
I do not know if this formula holds in the Chow ring. Although this formula
makes sense in H2g(Mg,n − ∆
sing
0 ), it does not hold there. For example, when
d = 0 the left hand side is the non-trivial class (−1)gλg, whereas the right-hand
side vanishes. A result of Ekedahl and van der Geer [9] implies that, in CHg(Mg−
∆sing0 ), λg is (−1)
gζ(1− 2g) times a natural class, where ζ(s) denotes the Riemann
zeta function. This suggests that the class
F ∗dηg −
1
g!
(F ∗d φˆH)
g ∈ CHg(Mg,n −∆
sing
0 )
should be interesting. In particular, does Proposition 8.1 hold in CHg(J cg )? This
makes sense, as φH = θ − λ1/2 in PicJ
c
g . (Cf. the proof of Theorem 11.6 below.)
11.1. The approach and reduction. Denote the pullback of Jg to Mg,n by
Jg,n and its restriction toM
c
g,n by J
c
g,n. We will consider a more general situation.
Namely, we’ll assume that d ∈ Zn and m ∈ Z satisfy
n∑
j=1
dj = (2g − 2)m.
Then one has the section
Fd : [C;x1, . . . , xn] 7→
n∑
j=1
djxj −mKC ∈ JacC
of J cg,n over M
c
g,n. Our goal is to compute F
∗
d
φH .
Set
Jmg,n := Jg,n ×Mg,n ×Jg,n ×Mg,n · · · ×Mg,n Jg,n︸ ︷︷ ︸
m
.
Denote its restriction to Mcg,n by J
c,m
g,n . Let
Kn :Mg,n −∆
sing
0 → J
n
g,n
be the nth power of K — that is, the section of J c,ng,n →M
c
g,n defined by
Kn : (C;x1, . . . , xn) 7→
(
K(x1),K(x2), . . . ,K(xn)
)
∈
(
JacC
)n
.
Note that K2 = K ×K.
Proposition 11.2. Define d : J ng,n → J
n
g,n by
d : (u1, . . . , un) 7→ (d1u1, . . . , dnun)
and trn : J
n
g,n → Jg,n by
trn : (u1, . . . , un) 7→ u1 + · · ·+ un.
Then the mapping
Mg,n −∆
sing
0
Kn // J ng,n
d // J ng,n
trn // Jg,n
equals (2g − 2)Fd. 
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This formula allows the reduction of the computation of F ∗
d
φH to more basic
computations. Denote the pullback of φH under the jth projection
pj : J
c,n
g,n → J
c
g,n
by φj,j . For j 6= k, denote the pullback of φ∆ under the (j, k)th projection
pj,k : J
c,n
g,n → J
c,2
g,n (u1, . . . , un) 7→ (uj , uk)
by φj,k.
Lemma 11.3. With notation as above,
d∗φj,k = djdk φj,k and tr
∗
n φH =
∑
j≤k
φj,k.
Proof. Since all of the classes φj,k are represented by parallel, translation invariant
forms, to prove the result, it suffices to prove the result in the cohomology of the
jacobian J := JacC of a single smooth projective curve C.
Set J = JacC. Note that the ring homomorphism
H•(J)→ H•(J)⊗n
induced by the addition map Jn → J is, in degree 1, given by
x 7→
∑
a+b=n−1
a,b≥0
1⊗a ⊗ x⊗ 1⊗b.
The formula for tr∗n follows using the fact that this is a ring homomorphism.
The formula for d∗ follows as the map [e] : J → J is multiplication by e on
H1(J), and therefore multiplication by ek on Hk(J). 
Recall that φH ∈ H
2(J cg ) and φ∆ ∈ H
2(J cg ×Mcg Jg) extend naturally to classes
φˆH ∈ H
2(J ′g) and φˆ∆ ∈ H
2(J ′g ×Mg J
′
g),
where J ′g denotes the universal jacobian overMg−∆
sing
0 . Using the scaling by the
action of (e1, . . . , en) ∈ Zn on the cohomology of the nth power of J ′g →Mg−∆
sing
0
one can show that Lemma 11.3 holds when φH and φ∆ are replaced by the extended
classes φˆH and φˆ∆. We therefore have:
Corollary 11.4. If g ≥ 2, then
(2g − 2)2 F ∗
d
φˆH =
n∑
j=1
d2j π
∗
jK
∗φˆH +
∑
1≤j<k≤n
djdk π
∗
j,k(K ×K)
∗φˆ∆ ∈ H
2(Mcg,n),
where πj :Mg,n →Mg,1 and πj,k :Mg,n →Mg,2 denote the natural projections.
The following result is the main computation of this section.
Theorem 11.5. If g ≥ 2 and d ∈ Zn and m ∈ Z satisfy
∑
dj = (2g − 2)m, then
in H2(Mg,n) we have
F ∗d φˆH = −m
2κ1/2 +
n∑
j=1
(djm+ d
2
j/2)ψj −
∑
P⊆I
∑
{xj ,xk}⊆P
djdk δ
P
0
−
1
4
∑
P⊆I
g−1∑
h=1
(
dP − (2h− 1)m
)2
δPh .
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Recall that δPh = δ
P c
g−h. Note that, in this expression, the coefficients of δ
P
h and
δP
c
g−h are equal as dP +dP c = (2g−2)m. Note, too, that one recovers Theorem 10.2
when n = m = 1 and d1 = 2g − 2.
Theorem 11.1 follows directly from Proposition 8.1 and the case m = 0. The
corresponding genus 1 statement is proved in the following section. The proof below
fails in genus 1 as we cannot divide by 2g − 2.
Proof. This follows from Theorems 10.2 and 10.4 and Corollary 11.4. First observe
that the coefficient of κ1 in (2g − 2)
2F ∗
d
φˆH is
−
∑
j
d2j/2−
∑
j<k
djdk = −(d1 + · · ·+ dn)
2/2 = −(2g − 2)2m2/2.
Next, the coefficient of ψj in (2g − 2)
2 F ∗
d
φˆH is
(2g − 2)
∑
k 6=j
djdk +
1
2
4g(g − 1)d2j = (2g − 2)
[
(d1 + · · ·+ dn − dj)dj + g d
2
j
]
= (2g − 2)2djm+ (2g − 2)(g − 1)d
2
j
= (2g − 2)2(djm+ d
2
j/2).
Since
π∗j,kδ
{x1,x2}
0 =
∑
{xj ,xk}⊆P
δP0 , j 6= k
the coefficient of δP0 in the expression for (2g − 2)
2F ∗
d
φˆH is
−(2g − 2)2
∑
{xj,xk}⊆P
djdk δ
P
0 .
When 1 ≤ h ≤ g − 1 and j 6= k
π∗j δ
{x}
h =
∑
xj∈P
δPh , π
∗
j,kδ
{x1,x2}
h =
∑
{xj ,xk}⊆P
δPh , and π
∗
j,kδ
x1
h =
∑
xj∈P
xk∈P
c
δPh .
Then, computing formally, we see that the coefficient of δPh in (2g− 2)
2F ∗
d
φˆH is the
coefficient of δPh in
−
(
2(g − h)− 1
)2∑
j
d2j π
∗
j δ
{x}
h /2−
(
2(g − h)− 1
)2∑
j<k
djdk π
∗
j,k δ
{x1,x2}
h
+ (2h− 1)
(
2(g − h)− 1
)∑
j<k
djdkπ
∗
j,k
(
δx1h + δ
x2
g−h
)
/2,
which is
−
(
2(g − h)− 1
)2
2
( ∑
xj∈P
d2j +
∑
xj,xk∈P
xj 6=xk
djdk
)
+
(2h− 1)
(
2(g − h)− 1
)
2
∑
xj∈P
xk∈P
c
djdk
= −
1
2
((
2(g − h)− 1
)2
d2P −
(
2(g − h)− 1
)
(2h− 1)dP dP c
)
.
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Since δPh = δ
P c
g−h, the coefficient of δ
P
h can be chosen (and will be chosen) to be the
average of the formally computed coefficients of δPh and δ
P c
g−h, which is
−
1
4
((
2(g − h)− 1
)2
d2P −
(
2(g − h)− 1
)
(2h− 1)dPdP c + (2h− 1)
2d2P c
)
= −
1
4
((
2(g − h)− 1
)
dP − (2h− 1)dP c
)2
= −
1
4
((
2(g − h)− 1
)
dP + (2h− 1)
(
dP − (2g − 2)m
))2
= −
(2g − 2)2
4
(
dP − (2h− 1)m
)2
as dP + dP c = (2g − 2)m. 
11.2. Variants. Theorem 11.5 can be adapted to establish more general results.
Suppose that r divides 2g − 2 and suppose that d = (d1, . . . , dn) ∈ Zn and m ∈ Z
satisfy
n∑
j=1
dj = m(2g − 2)/r.
Let f : X → Mg,n − ∆
sing
0 be a morphism over which there is a globally defined
rth root α of the relative dualizing sheaf. Then one has the section Ed of J
c
g,n over
X defined by
Ed : x 7→ −mα+
n∑
j=1
djxj ∈ JacC.
where f(x) = [C;x1, . . . , xn]. As above, dP =
∑
xj∈P
dj .
Theorem 11.6. The class E∗
d
φˆH ∈ H
2(X) is the pullback along f of the class
− (m/r)2κ1/2 +
n∑
j=1
(dj(m/r) + d
2
j/2)ψj −
∑
P⊆I
∑
{xj ,xk}⊆P
djdk δ
P
0
−
1
4
∑
P⊆I
g−1∑
h=1
(
dP − (2h− 1)(m/r)
)2
δPh ∈ H
2(Mg,n).
Proof. Since the diagram
Jg,n

X
f
//
rEd
99
t
t
t
t
t
t
t
t
t
t
t
Mg,n −∆
sing
0
Frd
ZZ
commutes (i.e., Frd ◦ f = rEd), and since the extended class φˆH satisfies [e]
∗φˆH =
e2φˆH , we have
E∗
d
φˆH = r
−2ErdφˆH = r
−2f∗FrdφˆH .
The result now follows from Theorem 11.5. 
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This result can be used to give a partial solution to a problem posed to me by
Joe Harris. Suppose that d = (d1, . . . , dn) ∈ Zn satisfies
∑n
j=1 dj = g − 1. Then
one has the section
Gd : [C;x1, . . . , xn] 7→
∑
j
djxj ∈ Pic
g−1 C
of the relative Picard bundle
Pg,n := Pic
g−1
Cg,n/Mg,n
overMg,n. This contains the divisor W of effective divisor classes of degree g − 1.
The pullback G∗
d
W is the divisor in Mg,n consisting of those [C;x1, . . . , xn] where
h0(C,
∑
djxj) > 0. Denote its closure in Mg,n by Wd. Harris’ problem is to
compute the class of Wd in terms of standard classes. This is a subtle problem as
Pg,n is not separated over M
c
g,n.
Although we cannot solve this problem, we can solve the following closely related
problem. Let X →Mg,n −∆
sing
0 be any dominant morphism on which there is a
globally defined theta characteristic α. Denote the inverse image of Mcg,n in X by
Xc and the inverse image in X ofMg,n by X
o. Denote the universal jacobian over
X by JX and its restrictions to X
c and Xo by J cX and J
o
X , respectively. Denote
the pullback of Pg,n to X
o by PX . Then α defines an isomorphism of PX with J
o
X .
Under this isomorphism Gd corresponds to the section
Fd : [C;x1, . . . , xn] 7→ −α+
n∑
j=1
djxj ∈ JacC
and the pullback of the divisor W to PX corresponds to the divisor Θα which is
defined locally by the theta function ϑα(z,Ω) that corresponds to α.
The section Fd extends to a section of JX over X and the divisor Θα extends
to JX . One therefore has the class F
∗
d
Θα in H
2(X). Its restriction to H2(Xo) is
the pullback of the class of Wd.
Theorem 11.7. The class of F ∗
d
Θα in H
2(X) is
δ0/8− λ1 +
n∑
j=1
(dj + d
2
j )ψj/2−
∑
P⊆I
∑
{xj ,xk}⊆P
djdk δ
P
0
−
1
4
∑
P⊆I
g−1∑
h=1
(
d2P − (2h− 1)dP + h
2 − h
)
δPh .
The class −δ0/8 + F
∗
d
Θα is the pullback of an integral class fromMg,n as δ
P
h =
δP
c
g−h and because each of dj + d
2
j , d
2
P − (2h− 1)dP and h
2 − h is even.
Proof. The first step is to show that the class θα of Θα satisfies
(11.8) θα = φˆH + λ1/2 ∈ H
2(J ′g),
where J ′g denotes the universal jacobian overMg −∆
sing
0 . Granted this, the result
follows from Theorem 11.6 as
F ∗d(θα) = F
∗
d(φˆH + λ1/2) = λ1/2 + F
∗
d(φˆH)
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and
κ1 = 12λ1 − δ = 12λ1 − δo −
1
2
h∑
j=1
∑
P⊆I
δPh .
To prove (11.8), first note that the relation θα = φH + λ1/2 holds in H
2(J cg ).
This is because the restrictions of θα and φH to each fiber of J
c
g →M
c
g are equal
and because the restriction of φH to the zero section vanishes, while the restriction
of θα to the zero section has class λ1/2 as the corresponding theta null ϑα(0,Ω) is
a modular form of weight 1/2 for some finite index subgroup of Spg(Z). Since φˆH ,
θα and λ1 are all classes of line bundles, and since Jg −J
c
g is the restriction of J
′
g
to ∆0, it follows that
θα = φˆH + λ1/2 + cδ0 ∈ H
2(J ′g)
Restricting both sides to the zero section implies that
λ1/2 = 0 + λ1/2 + cδ0 ∈ H
2(Mg −∆
sing
0 )
∼= H2(Mg),
which implies that c = 0, as required. 
12. Eliashberg’s Problem in Genus 1
The solution of Eliashberg’s problem over Mcg,n in genus ≥ 2 given in the pre-
vious section fails when g = 1 as we cannot divide by 2g− 2. However, a variant of
the methods of the previous section gives a complete solution in genus 1.
When g = 1, the class of F ∗
d
η1 naturally lives in H
2(M1,n+1) as the locus of
indeterminacy ∆sing0 of Fd has codimension ≥ 2, whereas Fdη1 is the class of a
divisor, and thus extends uniquely from M1,n+1 −∆
sing
0 to M1,n+1.
Theorem 12.1. If d = (d0, . . . , dn) ∈ Zn+1 satisfies
∑
j dj = 0, then
F ∗
d
η1 =
(
− 1 + (d20 + · · ·+ d
2
n)/2
)
λ1 −
∑
P⊆I
∑
{xj ,xk}⊆P
djdk δ
P
0 ∈ H
2(M1,n+1).
The restriction of this class to M1,n+1 has been computed independently by
Cavalieri and Marcus [5] using different methods.
Denote the universal elliptic curve J1 →M1,1 by E . Note that E =M1,2−∆
sing
0 .
Its restriction toM1,1 is the universal elliptic curve E
c of “compact type”. Since E
and M1,2 differ in codimension 2, their second cohomology and Picard groups are
isomorphic:
H2(M1,2) ∼= (PicM1,2)⊗Q ∼= (Pic E)⊗Q ∼= H
2(E).
These groups are 2-dimensional with basis δ := δ
{x1,x2}
0 , the class of the zero section
D of E →M1,1, and δ0, the class of the fiber over the cusp of M1,1. The class λ1
of the Hodge bundle is δ0/12.
We will deduce Theorem 12.1 from the corresponding result for the nth power
En = E ×M1,1 · · · ×M1,1 E︸ ︷︷ ︸
n
.
of the universal elliptic curve over M1,1. A point in E
n corresponds to the iso-
morphism class of an n-pointed elliptic curve (E;x0, x1, . . . , xn) where x0 = 0, the
identity.9 Let p : En →M1,1 be the canonical projection. For each d = (d0, . . . , dn)
9Note that an n-pointed elliptic curves is an (n+ 1)-pointed genus 1 curve.
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as above, there is a section of the pullback p∗E → En of the universal elliptic curve
defined by
Fd(E;x0, . . . , xn) =
n∑
j=0
djxj =
n∑
j=1
djxj ∈ E.
For 0 ≤ j < k ≤ n let Dj,k be the divisor in E
n where xj = xk. Denote its class
in H2(En) by δj,k. Let ∆0 be the inverse image of the moduli point of the nodal
cubic under the projection En →M1,1. Then
H2(En) ∼= (Pic En)⊗Q = Qδ0 ⊕
⊕
0≤j<k≤n
Qδj,k.
The pullback of δj,k under the morphism π :M1,n+1 −∆
sing
0 → E
n is
π∗δjk =
∑
{xj ,xk}⊆P
δP0 ∈ PicM1,n+1.
Since d0 + · · · + dn = 0, d
2
0 + · · ·+ d
2
n = −2
∑
0≤j<k≤n djdk. Since F
∗
d
λ1 = λ1, to
prove Theorem 12.1 it suffices to prove that
(12.2) F ∗
d
(δ + λ1) = −
∑
0≤j<k≤n
djdk(δj,k + λ1) ∈ H
2(En).
The key step in the proof of this statement is to show that δ + λ1 is a parallel,
translation invariant class. This statement is made precise in the following lemma.
For a positive integer e, let [e] : E → E be multiplication by e.
Lemma 12.3. The class φH ∈ H
2(Ec) extends uniquely to a class φˆH in H
2(E)
that vanishes on the zero-section D. It is given by
φˆH = δ + λ1 ∈ H
2(E).
and is characterized by the two properties∫
∆0
φˆH = 1 and [e]
∗φˆH = e
2φˆH for all integers e > 1.
Proof. The exact sequence
0→ Qδ0 → H
2(E)→ H2(Ec)→ 0.
is invariant under [e]∗, which acts trivially on the kernel and by multiplication by
e2 on the quotient. Since φH spans the right-hand group, it follows that it has a
unique lift φˆH to H
2(E) with the property that [e]∗φˆH = e
2φˆH .
Since [e]∗[D] = [D], we have
(e2 − 1)
∫
D
φˆH =
∫
D
[e]∗φˆH −
∫
D
φˆH =
∫
([e]∗−1)D
φˆH = 0.
Since e > 1, this implies the vanishing
∫
D φˆH = 0 of φˆH on D. Since ∆0 is the
class of the fiber of E → M1,1,
∫
∆0
φˆH = 1. Since δ and δ0 span H
2(E) and since
its intersection pairing is non-singular, these two properties characterize φˆH .
To prove that φˆH = δ + λ1, it suffices to show that (δ + λ1) · δ = 0 and that
(δ + λ1) · δ0 = 1. Since the Chen class of the normal bundle of D in E is −λ1, we
have ∫
D
δ = D2 = −
∫
D
λ1,
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which implies that (δ + λ1) · δ = 0. Since δ0 is the class of a fiber of E → M1,1,
δ0 · λ1 = 0, so that δ0 · (δ + λ1) = δ0 · δ = 1. 
Each unordered pair {j, k} of integers in [0, n] determines a parallel class φˆj,k ∈
H2(En) as follows. Let pj,k : E
n → E be the projection that takes [E : x0, . . . , xn]
to [E;xj , xk] = [E; 0, xk − xj ]. Observe that Dj,k = p
∗
j,kD. Set φˆj,k = p
∗
j,kφˆH .
Lemma 12.3 implies that φˆj,k = δj,k + λ1. Combining this with (12.2), we deduce
that, to prove Theorem 12.1, it suffices to show that
(12.4) F ∗d φˆH = −
∑
0≤j<k≤n
djdkφˆj,k.
Lemma 12.5. The class φ∆ ∈ H
2(Ec ×M1,1 E
c) extends to a class φˆ∆ in H
2(E2)
with the property that [e]∗φˆ∆ = e
2φˆ∆. Specifically,
(12.6) φˆ∆ = p
∗
0,1φˆH + p
∗
0,2φˆH − p
∗
1,2φˆH ∈ H
2(E2).
Proof. The class given by (12.6) is clearly an eigenvector of [e] with eigenvalue e2.
To prove the result, it suffices to prove that its restriction to (Ec)2 := Ec ×M1,1 E
c
is φ∆. Since the restriction to (E
c)2 of all classes in the formula are represented
by parallel, translation invariant forms, it suffices to check the formula for a single
smooth elliptic curve E. Let a, b be a symplectic basis of H1(E). Identify H•(E2)
with H•(E) ⊗ H•(E). Then a routine computation shows that the restriction of
p∗1,1φH to E
2 is
(a ∧ b)⊗ 1 + 1⊗ (a ∧ b)− (a⊗ b− b⊗ a) =
(
p∗0,1φH + p
∗
0,2φH − φ∆
)
|E2 ,
as required. 
For each 0 ≤ j < k ≤ n define φˆj,k∆ = p
∗
j,kφˆ∆.
Corollary 12.7. If 0 < j < k ≤ n, then φˆj,k∆ = φˆ0,j + φˆ0,k − φˆj,k.
To prove (12.4), factor Fd : E
n → E as follows:
En
(d1,...,dn)
//
Fd
''
En
trn
// E
where (d1, . . . , dn) : [E; 0, x1, . . . , xn] 7→ [E : 0, d1x1, . . . , dnxn]. Note that the
formula
tr∗n φˆH =
n∑
j=1
φˆ0,j +
∑
1≤j<k≤n
φˆj,k∆
holds in H2(En) as it holds when restricted to (Ec)n, because both sides are eigen-
vectors of [e] with eigenvalue e2, and because both sides vanish on the divisor
x1+· · ·+xn = 0 by an argument similar to the one used in the proof of Lemma 12.3.
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Adapting the arguments of the previous section to this case, we see that
F ∗
d
φˆH =
n∑
j=1
d2j φˆ0,j +
∑
1≤j<k≤n
djdkφˆ
j,k
∆
=
n∑
j=1
d2j φˆ0,j +
∑
1≤j<k≤n
djdk(φˆ0,j + φˆ0,k − φˆj,k)
=
n∑
j=1
(
d2j + (d1 + · · ·+ dn − dj)dj
)
δ0,j −
∑
1≤j<k≤n
djdkφˆj,k
=
n∑
j=1
−d0djδ0,j −
∑
1≤j<k≤n
djdkφˆj,k
= −
∑
0≤j<k≤n
djdkφˆj,k.
13. Normal Functions and Positivity
Suppose that V is a polarized variation of Hodge structure over X of weight −1
endowed with a weak polarization S.
Theorem 13.1. If ν : X → J(V) is a normal function, then ν∗ωS is a non-negative
(1, 1)-form on X.
Proof. As previously remarked, J(V) is isomorphic, as a bundle of tori, to VR/VZ.
The normal function ν thus corresponds to a section s : X → VR/VZ. Locally this
lifts to a section (also denoted by s) of VR. We can view this as as section of
V := V⊗OX
This is a flat holomorphic vector bundle. Denote its Hodge filtration by
V ⊇ · · · ⊇ Fp ⊇ Fp+1 ⊇ · · ·
Each Fp is a holomorphic sub-bundle of V . Since V has weight −1, it splits as the
sum
V = F0 ⊕F
0
,
where F
p
denotes the complex conjugate of Fp in V . Note that F0 is a holomorphic
sub-bundle, while F
0
is not, in general, holomorphic. Decompose s as
s = p+ n
where p is a smooth section of F0 and n is a smooth section of F
0
. Since s is real,
p and n are complex conjugates of each other.
We can compute the differentials of s, n and p with respect to the flat structure
on VR. Since ωS is parallel, we have
ν∗ωS = s
∗ωS = S(ds, ds) = S(∂s+ ∂s, ∂s+ ∂s) = 2S(∂s, ∂s).
This is clearly of type (1, 1).
Next we prove that ν∗ωS is non-negative. Since a 2-form is positive if and only
if it is positive on every holomorphic arc in X , we may assume that X is the unit
disk. Let t be a holomorphic coordinate in X .
The Griffiths infinitesimal period relation for normal functions implies that
∂f/∂t ∈ F−1 for any smooth local lift f : X → V of the normal function. Here,
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and in what follows, the partial derivatives are taken with respect to the natural
flat connection on V . Since n and p+ n are both smooth local lifts of ν,
(13.2)
∂p
∂t
∈ F−1 and
∂n
∂t
∈ F−1.
Since F0 is a holomorphic sub-bundle of V , ∂p/∂t ∈ F0. Since n is the conjugate
of p, we have ∂n/∂t ∈ F
0
. Combining this with Griffiths infinitesimal period rela-
tion (13.2), we conclude that ∂n/∂t ∈ F−1∩F
0
and, by taking complex conjugates,
that ∂p/∂t ∈ F0 ∩ F
−1
.
Next compute the pullback of ωS : as above,
ν∗ωS = 2S(∂s, ∂s)
= 2S(∂n+ ∂p, ∂n+ ∂p)
= 2S
(
∂n
∂t
+
∂p
∂t
,
∂n
∂t
+
∂p
∂t
)
dt ∧ dt
= 2S(v(t), v(t))dt ∧ dt
where v(t) := ∂n/∂t+ ∂p/∂t. Set t = x+ iy. Since v(t) ∈ H−1,0t for all t, it follows
that ν∗ωS = 2i
−1−0S(v, v)dx ∧ dy, which is non-negative. 
Corollary 13.3. Suppose that V is a variation of Hodge structure of weight −1
over a smooth complex algebraic variety X. If S is a weak polarization of V and ν
is a normal function section of J(V)→ X, then for all complete curves T in X∫
T
ν∗ωS ≥ 0
with equality if and only if the infinitesimal invariant of the normal function van-
ishes on T .
Suppose that X is a smooth completion of X . If Conjecture 6.6 holds, then
we can conclude that the natural extension of ν∗φS to a class in H
2(X) has non-
negative degree on all complete curves T in X that do not lie in X −X .
14. Slope Inequalities
As an immediate consequence of Corollary 13.3 with the computations in Sec-
tion 10, we obtain the following versions Moriwaki’s inequalities [32, 33]. The
second assertion below was obtained independently by the author in the late 1990s
(cf. [33, p. 195]).
Theorem 14.1. If g ≥ 2, then
(i) the divisor
(8g + 4)λ1 − 4
[g/2]∑
h=1
h(g − h)δh
has non-negative degree on each complete curve in Mcg,
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(ii) the divisors
4g(g − 1)ψ − κ1 −
g−1∑
h=1
(2h− 1)2δ
{x}
g−h
8λ1 + 4gψ − δ0 −
g−1∑
h=1
hδ
{x}
g−h ∈ H
2(Mcg,1)
have non-negative degree on each complete curve in Mcg,1.
The semi-positivity of the 2-forms representing these classes implies that their
powers are also semi-positive.
Corollary 14.2. If g ≥ 2 and k ≥ 1, then
(i) the cohomology class
(
(8g + 4)λ1 − 4
[g/2]∑
h=1
h(g − h)δh
)k
∈ H2k(Mcg)
has non-negative degree on each complete k-dimensional subvariety ofMcg.
(ii) the cohomology classes
(
4g(g − 1)ψ − κ1 −
g−1∑
h=1
(2h− 1)2δ
{x}
h
)k
and (
8λ1 + 4gψ − δ0 −
g−1∑
h=1
hδ
{x}
h
)k
in H2k(Mcg,1) have non-negative degree on each complete k-dimensional
subvariety of Mcg,1.
This result also follows from Kleiman’s criterion [27, Thm. 1], as Ja´nos Kolla´r
pointed out to me.
The statements in Theorem 14.1 are weaker than Moriwaki’s in the sense that
they apply only to complete curves in Mcg,n where n = 0, 1, but stronger than
Moriwaki’s as his versions apply only to complete curves inMg,n that do not lie in
the boundary divisor ∆. These two versions suggest the following stronger version
of Moriwaki’s inequalities, which would follow from Conjecture 6.6 if it were true.
Conjecture 14.3. For all g ≥ 2:
(i) the divisor
M := (8g + 4)λ1 − 4
[g/2]∑
h=1
h(g − h)δh
has non-negative degree on each complete curve in Mg that does not lie
in ∆0;
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(ii) the divisors
WH := 4g(g − 1)ψ − κ1 −
g−1∑
h=1
(2h− 1)2δ
{x}
g−h
WL := 8λ1 + 4gψ − δ0 −
g−1∑
h=1
hδ
{x}
g−h ∈ H
2(Mcg,1)
have non-negative degree on each complete curve in Mg,1 that does not
lie in ∆0;
(iii) and for all d = (d1, . . . , dn) ∈ Zd with
∑
dj = m, the class
−m2κ1/2 +
n∑
j=1
(djm+ d
2
j/2)ψj −
∑
P⊆I
∑
{xj,xk}⊆P
djdk δ
P
0
−
1
4
∑
P⊆I
g−1∑
h=1
(
dP − (2h− 1)m
)2
δPh
has non-negative degree on all complete curves in Mg,n that do not lie in
∆0.
Other slope inequalities of this type may be proved more directly, rather than
deducing them from the fundamental slope inequalities above. For example, since
Fd is a normal function, the class F
∗
d
φH is represented by a non-negative (1, 1)-form
on Mcg,n. Theorem 11.5 thus implies the following positivity statement:
Proposition 14.4. If g ≥ 2 and (d1, . . . , dn) ∈ Z
n satisfies
∑n
j=1 dj = (2g − 2)m,
then for each k ≥ 1,(
−m2κ1/2 +
n∑
j=1
(djm+ d
2
j/2)ψj −
∑
P⊆I
∑
{xj,xk}⊆P
djdk δ
P
0
−
1
4
∑
P⊆I
g−1∑
h=1
(
dP − (2h− 1)m
)2
δPh
)k
has non-negative degree on all complete k-dimensional subvarieties of Mcg,n.
When k = g and m = g, this implies that the pullback F ∗
d
ηg of the zero section
has non-negative degree on all complete, g-dimensional subvarieties of Mcg,n.
14.1. The jumping divisor. To better understand the behaviour of the degree
of the Moriwaki divisors on curves in Mg,n that pass through ∆
sing
0 but are not
contained in ∆0, we need to consider the phenomenon of “height jumping” and the
associated notion of a jumping divisor.
Suppose that X = X − D where X is a smooth projective variety and D is a
normal crossings divisor in X . Suppose that U is a weight −1 variation of Hodge
structure overX that is polarized by S. Suppose that ν is a normal function section
of J(U). Then one has the symmetric biextension line bundle ν∗B̂ over X . Lear’s
Theorem implies that a positive power B̂N,ν of ν
∗B̂ extends naturally to a line
bundle over X . It is characterized by the property that the metric on ν∗B̂ extends
to a continuous metric on this line bundle over X−Dsing. For clarity of exposition,
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we suppose that the power is 1, so that ν∗B̂ itself extends.10 Denote the extended
line bundle B̂1,ν by BX .
Now suppose that f : T → X is a morphism from a smooth projective curve
to X whose image is not contained in D. Set T ′ = T − f−1(D). Applying Lear’s
Theorem to the normal function section f∗ν of J(f∗U) → T ′, we obtain the Lear
extension BT of (ν ◦ f)
∗B̂ to T . If the image of T avoids Dsing, then f∗BX
∼= BT .
This is because BX is metrized over X − D
sing, so that its pullback to T is the
unique metrized extension to T of (ν ◦ f)∗B̂. In general, there is a 0-cycle J on T ,
supported on T − T ′, such that
f∗BX
∼= BT (J).
If f(T ) ∩ Dsing is empty, then J = 0. We will call J the jumping divisor of ν on
T . It is not always trivial, as we shall explain below. The jumping divisor encodes
“height jumping”.
14.2. Height jumping. Set d = dimX . Assume that Dd is a polydisk in X with
coordinates (t1, . . . , td), and that its intersection with D is the divisor t1 . . . tm = 0.
Assume that the monodromy of U about the branch tj = 0 of D is unipotent for
each j ∈ {1, . . . ,m}.11 Suppose that
β ∈ H0
(
(D∗)m × Dd−m, ν∗B̂
)
is a biextension section of ν∗B̂ defined over the punctured polydisk. The associated
height function (D∗)m × Dd−m → R+ is the function
(t1, . . . , td) 7→ log |β(t1, . . . , td)|.
Suppose that P ∈ T and that f(P ) is the origin of Dd. Suppose that D is a disk
in T with coordinate t with t(P ) = 0. The restriction of f to D is a holomorphic
arc f : D→ Dd. Set
rj := ordt=0 f
∗tj , j = 1, . . . ,m.
There is a rational number q(r1, . . . , rm), which depends only on the exponents rj ,
such that
log |β(f(t))|B ∼ q(r1, . . . , rm) log |t|.
One might expect that q(r1, . . . , rm) is linear. Surprisingly, this is not the case.
To better understand this, write
q(r1, . . . , rm) = q0(r1, . . . , rm) + j(r1, . . . , rm)
where q0 is the linear function
q0(r1, . . . , rm) =
m∑
j=1
rjq(ej)
and e1, . . . , em is the standard basis of Zm. We shall call j the jump function of β
at P . When j vanishes, the height behaves as expected. Surprisingly, the height
can jump. I first observed this when trying to understand Moriwaki’s inequality,
as explained in the following example. Although I was aware of height jumping
through this example, I had no explanation for it. Recently Brosnan and Pearlstein
[2] have given a complete explanation of this phenomenon.
10Otherwise, replace it by the power that does extend. In all known examples the power is 1.
11This condition is satisfied by the variations H, L and V over Mg,n.
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For the curve f : T → X and P ∈ T , define jP = j(r1, . . . , rm). The jumping
function determines the jumping divisor.
Proposition 14.5. The jumping divisor J of ν on T associated to f : T → X is
the 0-cycle
J =
∑
P∈T
jPP
on T .
This is proved, using techniques similar to those described in [23, §8], by consid-
ering the asymptotics as one approaches P of the length
|s|X/|s|T
of a section s of f∗BX⊗B
−1
T that trivializes it over T
′. Here | |X denote the natural
metric of (ν ◦ f)∗B̂ over T ′ and | |T denotes the natural metric on BT .
14.3. An example of height jumping. In this example, g ≥ 3, X = Mcg, U is
the variation V and ν is the normal function associated to the Ceresa cycle. Denote
the Lear extension of ν∗B̂ to Mg by BM. The main result of [23] implies that
c1(BM) is the Moriwaki divisor
M := (8g + 4)λ1 − gδ0 −
⌊g/2⌋∑
h=1
4h(g − h)δh
Let Hg := {[C] ∈ Mg : C is hyperelliptic} be the locus of hyperelliptic curves
in Mg. Set H
c
g = Hg ∩M
c
g. The normal function ν vanishes identically on H
c
g.
This implies that the line bundle ν∗B̂ over Hcg is trivial as metrized holomorphic
line bundle. Consequently, its Lear extension to Hg, which we denote by BH, is a
trivial as a metrized holomorphic line bundle over Hg.
Recall that the boundary Hg −Hg of Hg is a union of divisors
∆h, 1 ≤ h ≤ g/2 and Ξh, 0 ≤ h ≤ (g − 1)/2,
where ∆h is the restriction of the boundary divisor ∆h of Mg to Hg; where Ξ0 is
the divisor whose generic point is an irreducible, geometrically connected hyperel-
liptic curve with one node; and where Ξh, (h 6= 0) is the locus whose generic point
is a hyperelliptic curve with two nodes that are conjugate under the hyperelliptic
involution and whose normalization is the union of two smooth, geometrically con-
nected hyperelliptic curves, one of genus h and the other of genus g−h−1. Denote
the class of Ξh in H
2(Hg) by ξh.
Since BX is metrized over Mg −∆
sing
0 , the restrictions of BM and BH to
Hg −
⋃
h>0
Ξh
are isomorphic as metrized line bundles. This implies that
j∗BM ⊗ B
−1
H
∼= O(J)
where j denotes the inclusion Hg →֒ Mg and where J is a linear combination of
the Ξh, h > 0. Note that, since BH is trivial,
O(J) ∼= j∗BM
∼= O(M)|Hg ∈ PicHg.
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The restriction of the Moriwaki divisor to Hg is easily seen to be
j∗M = (8g + 4)λ1 − gξ0 −
⌊(g−1)/2⌋∑
h=1
2gξh − 4
⌊g/2⌋∑
h=1
h(g − h)δh.
On the other hand, Cornalba and Harris [6] have shown that
(8g + 4)λ1 − gξ0 −
⌊(g−1)/2⌋∑
h=1
2(h+ 1)(g − h)ξh − 4
⌊g/2⌋∑
h=1
h(g − h)δh = 0
in PicHg. Together these imply that
J =
⌊(g−1)/2⌋∑
h=1
2h(g − h− 1)Ξh.
It is now easy to construct an example of height jumping. Suppose that f : T →
Mg is a curve whose image lies in the hyperelliptic locus and is not contained in
∆0. If h > 0 and if the image of f intersects Ξh transversely at a smooth point
f(P ), then the computations above imply that
jP = 2(h+ 1)(g − h)− 2g = 2h(g − h− 1) > 0.
This implies that
degT M = degT J > 0.
Moriwaki’s inequality and positivity in Hodge theory suggest that the jumping
divisor associated to any curve inMg should be effective. Denote by JT the jumping
divisor associated to a morphism f : T →Mg whose image is not contained in ∆0.
Conjecture 14.6 (weak form). For all projective curves f : T →M whose image
is not contained in ∆0, the jumping divisor JT is effective.
This and Conjecture 6.6, if true, imply a stronger version of Moriwaki’s inequal-
ities as, for example,
degT M = degT BT + degT JT ≥ degT JT ≥ 0.
This would imply that the degree of Moriwaki’s divisor on most curves not con-
tained in ∆0 that pass through ∆
sing
0 would be strictly positive as degT M would
be bounded below by the degree of its jumping divisor.
Similarly, one can conjecture that for all projective curves f : T →Mg,1 whose
image is not contained in ∆0, the jumping divisor associated to the biextension line
bundle associated to the normal function section K of J(H) is always effective.
In general, one might hope that in the situation described in Paragraph 14.1, the
jumping divisor J associated to a curve f : T → X whose image is not contained
in D, is effective.
Appendix A. Normal Functions over Mg,n
For completeness, we state the classification (mod torsion) of normal functions
over Mg,n associated to variations of Hodge structure whose monodromy repre-
sentation factors through a rational representation of Spg. It follows quite directly
from results proved in [15, §8].12
12Note that there are two typos on page 121. Line 4 should begin dimΓH1(Γng,r , V (λ)), and
there is a 2 missing from the right-hand side of line −7.
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The isomorphism classes of irreducible rational representations of the Q-group
Spg are indexed by partitions λ
n = λ1 + · · ·+ λh, λ1 ≥ λ2 ≥ · · · ≥ λh, h ≤ g
of integers n into at most g parts. Denote the local system overAg that corresponds
to the partition λ by Vλ. It underlies a Q-variation of Hodge structure of weight
−|λ|, where
|λ| := λ1 + · · ·+ λh.
These can be pulled back to variations of Hodge structure over Mg,n along the
period map. Note that H = V[1] and that V = V[13](−1).
Recall that ΓA denotes the set of rational (0, 0) classes of a Q-Hodge structure
A. If A is polarized, then A = ΓA⊕ (ΓA)⊥ in the category of Q-Hodge structures.
Theorem A.1. Suppose that 2g − 2 + n > 0. If U is a polarized variation of
Hodge structure over Mg,n whose monodromy representation factors through a ra-
tional representation of Spg, then there is an isomorphism of variations of Q-Hodge
structure
U ∼=
⊕
λ
Aλ ⊗Q Vλ,
where Aλ is the Hodge structure H
0(Mg,n,Hom(Vλ,U)). Moreover, if A is a po-
larized Hodge structure, then
(i) Ext1MHS(Mg,n)(Q(0), A⊗ Vλ) vanishes unless λ = [1] or λ = [1
3],
(ii) Ext1MHS(Mg,n)(Q(0), A⊗H) vanishes when ΓA = 0.
(iii) Ext1MHS(Mg,n)(Q(0),H) has basis K1, . . . ,Kn,
(iv) Ext1MHS(Mg,n)(Q(0), A⊗ V) vanishes when ΓA = 0,
(v) Ext1MHS(Mg,n)(Q(0),V) is one-dimensional, spanned by ν.
Crudely stated, this result says that all normal functions over Mg,n associated
to variations of Hodge structure that are representations of Spg can be expressed,
modulo torsion, as rational linear combinations of the basic normal functions ν and
K1, . . . ,Kn. For example, (2g − 2)δj,k = Kj −Kk.
Appendix B. The Big Picture
The philosophy behind this work is that a significant amount of the geometry of
Mg,n is encoded in the category MHSg,n of those admissible variations of Z-MHS
over Mg,n whose weight graded quotients are subquotients of Tate twists H⊗m(d)
of tensor powers of the fundamental local system
H := R1π∗Z(1)
associated to the universal curve π : C →Mg,n. The normal functions discussed in
this paper are objects of MHSg,n.
The pure objects of MHSg,n are the variations of Hodge structure that cor-
respond to the irreducible representations of the group GSpg of symplectic simili-
tudes.13 These are all pulled back from variations of Hodge structure over Ag along
the period mapping Mg,n → Ag. Theorem A.1 implies that the only non-trivial
extensions between these (mod torsion) are of the form
(B.1) 0→ Vb → E→ Va → 0
13This is well known. An explanation can be found in [19, §8.1].
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where the weights wa and wb of the pure variations Va and Vb satisfy wa = 1+wa.
This is because the extension (B.1) is determined by the extension
0→ HomZ(Va,Vb)→ E
′ → ZMg,n(0)→ 0
obtained by applying HomZ(Va, ) to (B.1) and then pulling back along the identity
Z(0)→ HomZ(Va,Va). That is, the 1-extensions in MHSg,n correspond to normal
functions (mod torsion) over Mg,n.
The question arises as to how one can understand MHSg,n. A first approxima-
tion is to understand the monodromy representations of objects of MHSg,n. The
(orbifold) fundamental group of Mg,n is the mapping class group:
π1(Mg,n, [C;P ]) ∼= ΓC,P := π0Diff
+(C,P ),
where P = {x1, . . . , xn} and π0Diff
+(C,P ) denotes the group of connected com-
ponents of the group of orientation preserving diffeomorphisms of C that fix P
pointwise.14 The action of ΓC,P on H1(C,Z) induces a homomorphism
ρ : ΓC,P → Aut
(
H1(C,Z), intersection form
)
=: Sp(H1(C,Z)) ∼= Spg(Z)
which is well known to be surjective. Its kernel is the Torelli group, TC,P .
Because each object V of MHSg,n is filtered by its weight filtration
· · · ⊆Wj−1V ⊆WjV ⊆Wj+1V ⊆ · · ·
where each GrWj V := WjV/Wj−1V is a pure variation of Hodge structure, the
Zariski closure (over Q) of its monodromy representation
ρV : ΓC,P → Aut(VC,P )
is an extension
1→ UV → GV → Sp(H1(C))→ 1
of algebraic Q-groups where UV is unipotent. It is thus natural to consider all
Zariski dense representations ΓC,P → G(Q) where G is a Q algebraic group that
is an extension of Sp(H1(C)) by a unipotent group and where ΓC,P → G →
Sp(H1(C)) is the standard representation ρ. These form an inverse system. Their
inverse limit is known as the completion of ΓC,P relative to ρ; it is studied in [16].
The completion of ΓC,P relative to ρ is an extension
1→ UC,P → GC,P → Sp(H1(C))→ 1
of affineQ-groups, where UC,P is prounipotent. There is a canonical homomorphism
ΓC,P → GC,P (Q). Denote the corresponding sequence of Lie algebras by
(B.2) 0→ uC,P → gC,P → sp(H1(C))→ 0.
It is proved in [17] and [16] that for each choice of a base point [C,P ] ofMg,n, the
sequence (B.2) is a short exact sequence of Lie algebras in MHS.
Define a Hodge representation of ΓC,P to be a MHS V and a pair of representa-
tions φZ : ΓC,P → AutZ V and φ : GC,P → AutV such that the diagram
ΓC,P
φZ //

AutZ V

GC,P (Q)
φ // AutQ V
14This group depends only on g and n and is often denoted by Γg,n.
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commutes and the induced homomorphism dφ : gC,P → EndV is a morphism of
MHS. The main result of [21] implies that MHSg,n is equivalent to the category
of Hodge representations of gC,P , a statement informally conjectured by Deligne.
Because of this, extensions in MHSg,n are determined up to isogeny by Lie algebra
cohomology via the following isomorphisms (cf. [20, Cor. 3.7]):
Ext•MHSg,n(Q(0),V)
∼= H•(GC,P , VC,P ) ∼= H
•(uC,P , VC,P )
sp(H1(C)).
Although Theorem A.1 was originally proved by a direct argument, it is most
natural to regard it as a consequence of this general result and known facts about
the cohomology of mapping class and Torelli groups.
The relevance of the algebra A•g,n defined in the introduction is that there is a
natural Spg-equivariant algebra homomorphism
H•(uC,P )→ A
•
g,n
which is an isomorphism in degrees 0 and 1 and injective in degree 2. The construc-
tion is described in [17] in a more general context. The algebra T •g,n is simply the
subalgebra of A•g,n generated by the image ofH
1(u) — that is, by normal functions.
The coefficients of the boundary component δPh , (h > 0) in the formulas in
Section 10 are determined by the image in the second weight graded quotient of
uC,P of the Dehn twist corresponding to a loop about ∆
P
h . The coefficients of δ
P
0
can be determined similarly, although one has to work with the appropriate relative
weight filtration.
One remaining question is whether more information can be obtained by consid-
ering other natural categories of MHS over Mg,n (possibly with a level structure),
such as the category of variations of MHS obtained from the Prym construction.
At present not enough is know about the topology of the Prym construction to
understand this problem, although recent progress has been made by Putman [37].
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