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Multi-instance multi-label learning (MIML) is a new machine learning framework where one data object is described by multiple
instances and associated with multiple class labels. During the past few years, many MIML algorithms have been developed and
many applications have been described. However, there lacks theoretical exploration to the learnability of MIML. In this paper,
through proving a generalization bound for multi-instance single-label learner and viewing MIML as a number of multi-instance
single-label learning subtasks with the correlation among the labels, we show that the MIML hypothesis class constructed from a
multi-instance single-label hypothesis class is PAC-learnable.
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Multi-instance multi-label learning (MIML) [1, 2] is a new
machine learning framework. In contrast to traditional super-
vised learning where one data object is represented by one
instance and associated with one class label, in MIML one
object is described by multiple instances and associated with
multiple class labels (Figure 1). Such a framework is par-
ticularly useful for handling complicated data objects with
multiple semantic meanings. For example, in image annota-
tion, an image contains many patches each can be represented
by an instance, while the image can be assigned with multi-
ple annotation terms simultaneously; in text categorization,
one document contains multiple sections each can be repre-
sented by an instance, while the document can be classified
into multiple categories simultaneously.
Formally, let X and Y denote the instance space and
the set of class labels, respectively. The task of MIML is
to learn a function f : 2X → 2Y from a given data set
{(X1, Y1), (X2, Y2), · · · , (Xm, Ym)}, where Xi ⊆ X is a set of
instances {xi1, xi2, · · · , xi,ni}, xi j ∈ X ( j = 1, 2, · · · , ni) and Yi
is a set of labels {yi1, yi2, · · · , yi,l}. ni denotes the number of
instances in Xi, l denotes the number of candidate labels and
yik ∈ {−1,+1} (k = 1, 2, · · · , l). Xi is also called as a bag
(of instances) and letD denote the distribution over the bags.








Figure 1 Illustration of the MIML framework.
yik = +1 means the instance xi has the k-th label; otherwise,
xi does not have the k-th label.
Many MIML algorithms have been proposed, for exam-
ple, Boosting-style algorithm MimlBoost [1], SVM-style al-
gorithm MimlSvm [1], D-MimlSvm [2] and M3Miml [3],
CRF-style algorithm MlMil [4], Dirichlet-Bernoulli Align-
ment based algorithm Dba [5], single-label instance assump-
tion based algorithm Sisl-Miml [6], etc. MIML techniques
have also been applied to many tasks such as image annota-
tion [1,4,6], text categorization [2,3,5], video annotation [7],
bioimage informatics [8], etc.
Though there are significant advances in algorithms and
applications, there lacks theoretical understanding of MIML.
In this paper, based on Sebato and Tishiby’s recent results
on multi-instance single-label learning [9], we theoretically
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study the learnability of MIML. Our result shows that the
MIML hypothesis class constructed from a multi-instance
single-label hypothesis class is PAC-learnable.
1 Preliminaries
Multi-instance single-label learning, also called multi-
instance learning [10, 11], can be viewed as a degenerated
version of MIML where the most labels associated with a bag
are neglected and only one label is concerned. Indeed, multi-
instance single-label learning has been exploited as a bridge
in degeneration-based MIML algorithms such as MimlBoost
[1, 2]. Thus, we build our theoretical analysis by focusing
on MIML hypothesis class constructed from a multi-instance
single-label hypothesis class.
For the simplicity of discussion, we assume that ni = n,
i.e., the bags contain the same number of instances. Let
H denote the hypothesis class where h ∈ H is a map-
ping from X to {−1,+1}. The classification rule ϕhn over
a bag Xi = {xi1, xi2, . . . , xin} can be defined as ϕhn(Xi) 
ϕ (h (xi1) , . . . , h (xin)), where ϕ (·, ·, . . . , ·)  max [·, ·, . . . , ·].
Here, we consider the homogeneous multi-instance single-
label learning setting, i.e., the instances in bag Xi can be clas-
sified by the same hypothesis h ∈ H . Let ϕn(H ) = {ϕhn|h ∈
H} denote the hypothesis class over bags generated fromH
by ϕ, dI denote the finite VC-dimension ofH and dB denote
the finite VC-dimension of ϕn(H ), based on the results in [9]
it is easy to get eqs. (1) and (2).
dB  n(dI − 2), (1)
dB  max{2dI(log n − log dI + log e), 4d2I , 16}. (2)
Sabato and Tishby [9] proposed a multi-instance single-label
learning algorithm Misl. The Misl algorithm accepts as input
a labeled and weighted (non-weighted) bag sample S B and
an algorithmA which receives a labeled and weighted (non-
weighted) instance sample S I derived from S B and returns
a hypothesis A(S I) over instances. The accuracy of a hy-
pothesis h over instances on a labeled and weighted instance
sample S I can be measured by its edge as eq. (3).







Here xi ∈ S I , yi is the label of xi and wi is the weight of xi. If
ϕ is a hypothesis over bags and S B is a labeled and weighted
bag sample, Λ(ϕ, SB) is defined identically except that wi is
the weight of the bag in SB. Let hpos denote the constant
positive hypothesis, i.e., for any x ∈ X, hpos(x) = +1. Two
hypotheses ϕA(S I )n and ϕ
hpos
n over bags are constructed by the
Misl algorithm and the one which has the better edge on S B
is returned. The following Lemma 1 shows that under certain
condition the Misl algorithm outputs an approximation to the
optimal edge on the input bag sample [9].
Lemma 1. Let H denote the hypothesis class where
h ∈ H is a mapping from X to {−1,+1}, hM be the hypoth-
esis returned by algorithm Misl when receiving S B as input,
ω  Λ(hM, S B) and ω∗  maxh∈H Λ(ϕhn, S B). If the following
conditions hold:
(i) for any instance sample S , Λ(A(S ), S )  maxh∈H Λ(h,
S );
(ii) ω∗  1 − 1n2 , then
ω 
n2(ω∗ − 1) + 1
2n − 1  0.
2 Multi-instance single-label generalization
bound
Sabato and Tishby [9] discussed the possibility of the gener-
alization of the multi-instance single-label learning. Unfor-
tunately, they did not provide a generalization bound. Here
we derive a generalization bound by following their discus-
sion, i.e., training number of T base classifiers hM1 , . . . , hMT
with algorithm Misl on the input bag sample S B and then
constructing a linear combination of the T base classifiers by
using AdaBoost. To give the generalization bound in Theo-
rem 1, we will use the following Lemmas 2 and 3 in [12].
Lemma 2. Let P be a distribution over X × {−1, 1}, S be
a sample of m examples chosen independently at random ac-
cording to P and δ > 0. Suppose that the base classifier space
H has VC-dimension d and that m  d  1. Then with prob-
ability at least 1−δ over the random choice of the training set










satisfies the following bound for all θ > 0:











Lemma 3. Suppose the base learning algorithm, when
called by AdaBoost, generates classifiers with weighted
training errors 1, . . . , T . Then for any θ, we have that
PS [y f (x)  θ]  2TΠTt=1
√
1−θt (1 − t)1+θ.
Theorem 1. Let H denote the hypothesis class where
h ∈ H is a mapping from X to {−1,+1}, hM1 , . . . , hMT be
the hypotheses returned by algorithm Misl with T diﬀer-
ent A1, . . . ,AT when receiving the bag sample S B as in-
put which contains m bags drawn randomly from D. Let
dI denote the finite VC-dimension of H and dB denote the
finite VC-dimension of ϕn(H ), where n(dI − 2)  dB 
max{2dI(log n − log dI + log e), 4d2I , 16}. Suppose f is a lin-
ear combination constructed by using AdaBoost on T base
classifiers hM1 , . . . , hMT . If the following conditions hold:
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(i) for any instance sample S , Λ(At(S ), S )  maxh∈H Λ(h,
S ), (t = 1, . . . , T );
(ii) the multi-instance single-label learning task is separa-

















Proof. Let t (t = 1, . . . , T ) denote the training error of hMt
on S B. It can be found that for binary hypothesis the edge of
h on S equals 1 − 2 where  is the error of h on S . From
Lemma 1 we have eq. (4), where ∗ is the optimal training
error on S B.
1 − 2t  n
2(1 − 2∗ − 1) + 1
2n − 1 . (4)
Considering that the multi-instance single-label learning task
is separable, i.e., ∗ = 0, we have t  n−12n−1 from eq. (4). So
with Lemma 3 we get eq. (5) for 0 < θ  12n−1 .
PS [y f (x)  θ]  2TΠTt=1
√







Thus with eq. (5) and Lemma 2 we get Theorem 1 proved. 
Theorem 1 provides a generalization bound which de-
pends on the number of bags m, the number of instances n
in each bag, the VC-dimension dB of multi-instance single-
label hypothesis class ϕn(H ) and the confidence parameter
δ for multi-instance single-label learning. It implies that the
hypothesis class ϕn(H ) is PAC-learnable.
3 MIML learnability
Let Hk ⊆ H (k = 1, 2, . . . , l) denote the hypothesis class for
multi-instance single-label learning with respect to the k-th
label, where h ∈ Hk is a mapping from X to Yk = {−1,+1}.
Let ϕn(Hk) = {ϕhn|h ∈ Hk} denote the hypothesis class over
bags with respect to the k-th label generated fromHk, dIk de-
note the finite VC-dimension of Hk and dBk denote the finite
VC-dimension of ϕn(Hk), it is not diﬃcult to get eqs. (6) and
(7) with respect to eqs. (1) and (2).
dBk  n(dIk − 2), (6)
dBk  max{2dIk (log n − log dIk + log e), 4d2Ik , 16}. (7)
Suppose we have l multi-instance single-label hypotheses
fM1 , . . . , fMl by using the multi-instance single-label learn-
ing algorithm and let ϕn(H )l denote the MIML hypothesis
class. Now we analyze the MIML hypothesis fMM ∈ ϕn(H )l
constructed from fM1 , . . . , fMl with respect to the correlation
among them. Let Ŷ denote the predicted labels of bag X
by fMM , the error measured based on hamming loss can be
shown as eq. (8).





First, we consider the simplest case, i.e., the l candidate
labels are independent to each other. In this case, MIML can
be straightforwardly decomposed into l multi-instance single-
label learning subtasks and the MIML hypothesis can be con-
structed in the form of fMM = ( fM1 , · · · , fMl ). Let error( fMk )
denote the error of fMk with respect to the k-th label, we have
eq. (9) from eq. (8).









error( fMk ). (9)
Now we give the generalization bound for fMM in Theorem
2, which shows that when these l labels are independent to
each other, MIML hypothesis class ϕn(H )l is PAC-learnable.
Theorem 2. Suppose the l labels are independent to
each other and the conditions for the multi-instance single-
label learning algorithm in Theorem 1 hold, let dBmax =


















Proof. With the condition that the l labels are independent
to each other, the error of fMM can be expressed as eq. (9).
Considering Theorem 1 it is easy to get Theorem 2 proved. 
Secondly, we study the more realistic case where the l la-
bels are not independent. Since there might exist many kinds
of dependence, here we consider the following case: suppose
these l labels can be divided into 	 groups, i.e., C1, · · · ,C	,
and labels in the same group are positively correlated while
labels in diﬀerent groups are negatively correlated. In other
words, if it is known that a label in Cr (r ∈ {1, · · · , 	}) is
a proper label, then the chances for other labels in Cr to
be proper ones increase while the chances for labels in Cq
(q ∈ {1, · · · , 	}, q  r) to be proper ones decrease. Note
that, even for this case where these l labels can be divided
into groups, it is still diﬃcult to describe how to construct
fMM from l multi-instance single-label hypothses fM1 , . . . , fMl
trained by assuming that the labels are independent to each
other. For the simplicity of discussion, we assume that the fi-
nal fMM constructed from fM1 , . . . , fMl can be denoted in the
form of ( f
′
M1
, · · · , f ′Ml ) and that if label Yk ∈ Cr , the positive
correlation will lead to decrease the error by e−r for label Yk,
while the negative correlation will lead to increase the error
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Based on these discussions and Theorem 2, we give the gen-
eralization bound for fMM in Theorem 3 when these l labels
are not independent to each other.
Theorem 3. Suppose the l labels satisfy above corre-
lation assumption and the conditions for the multi-instance
single-label learning algorithm in Theorem 1 hold, let dBmax =



























Generally, for fMk where Yk ∈ Cr , the positive contribu-
tion e−r inside Cr may be larger than the negative contribution∑
qr e
+
r,q from Cq (q  r). So the bound in Theorem 3 is much
lower than that in Theorem 2. Obviously, this implies that
when the correlation among the labels is eﬀectively exploited,
MIML hypothesis class ϕn(H )l is also PAC-learnable.
4 Conclusions
In this paper, we prove that MIML hypothesis class ϕn(H )l
constructed from a multi-instance single-label hypothesis
class ϕn(H ) is PAC-learnable by showing the learnability of
hypothesis class ϕn(H ). Note that, this paper just opens the-
oretical MIML study wheras there are many issues that need
a further exploration. Firstly, this study focuses on MIML
hypothesis class constructed from a multi-instance single-
label hypothesis class, while there are many MIML algo-
rithms which do not rely on multi-instance single-label hy-
pothesis. Secondly, the label correlation considered in this
paper is very simple, while label correlation in real tasks is
often much more complicated. These issues are well-worth
studying in the future.
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