Abstract. Let M n (F ) denote the space of matrices over the eld F. Given A2 M n (F ) de ne jAj (A A) 1=2 and U(A) AjAj ?1 assuming A is nonsingular. Let 1 (A) 2 (A) n (A) 0 denote the ordered singular values of A.
1. Introduction. Let M n (F ) denote the space of n n matrices over the eld F. ( We will take F = R or F = C.) Given A 2 M n (F ) there is a unitary U2 M n (F ) and a positive semide nite P2 M n (F ) such that A = UP (this is the polar decomposition of A). It can be seen that P = (A A) 1=2 jAj. When A is nonsingular then so is jAj and hence U must be AjAj ?1 . For a nonsingular A we de ne U(A) AjAj ? 1 . We say that a norm k k on M n (F ) is unitarily invariant if kAk = kUAV k for all unitary U; V 2 M n (F ):
We will say more about these norms later in this section.
In this paper we consider bounds on kU(A) ? U(B)k in terms of kA ? Bk for unitarily invariant norms k k. The perturbation theory of the polar factor in the polar decomposition is of interest as it is often necessary to compute U(A) numerically. (See 4] for a variety of applications of the polar decomposition. For a more recent application see 12] where the authors use the polar decomposition in a crucial way to compute block Householder transformations.) The case where k k is the Frobenius norm has been studied by several authors and the best bounds to date are given by Barrlund in 2]. We will strengthen his result slightly, generalize it to all unitarily invariant norms, and deduce the corresponding result about the condition of the function U( ). It will be seen that the cases F = R and F = C are di erent.
The perturbation theory of the map A ! jAj is also of interest. We will brie y review what is known about it at the end of the paper.
We 
Note that j j jAj j j 1 = 1 (A) is the spectral norm or operator norm of A (often denoted kAk 2 ). The norm j j j j j j n on M n (F ) is called the trace norm, and can be represented as j j jAj j j n = tr jAj. We will denote the Frobenius norm by k k F , i.e., kXk 2 F tr X X. von which we will prove. Take k 2 f1; ; ng. Then
We have used 5, Theorem 7. 
Using these two results we can prove our rst perturbation bound. We have used the case k = 2 of Lemma 1.2 for the last inequality. Integrating this gives the required bound:
It is easy to show that our bound when restricted to the Frobenius norm is better than the bound in 2]:
(Just use that fact that a log(1 ? b) > log(1 ? ab) if a; b 2 (0; 1) and the fact that p 2k Ak F j j j Aj j j 2 .) The reason that our inequality is better than that in 2] is that we used Lemma 1.2 rather than Wielandt-Ho man inequality which was used in 2].
Note that if we take A 2 M n (R) with n?1 (A) > n (A) then for any unitarily invariant norm k k Theorem 2. It is easy to check that 1 ( A) + 2 ( A) < n (A) + n?1 (A) holds for this choice of A and A, but that (2.2) does not.
The following result can be proved in the same way as Theorem 2.3 and can be applied more generally. Neither bound is uniformly better than the other. Theorem 2.4. Let A; A2 M n (R) be given. Assume that A+t A is nonsingular for all t 2 0; 1]. Then for any unitarily invariant norm j j j j j j j j jU(A+ A) ? U(A)j j j 2 maxf n (A + t A) + n?1 (A + t A)] ?1 : 0 t 1g j j j Aj j j:
The following corollary may be deduced from either Theorem 2.3 or Theorem 2. If we allow ourselves to bound j j jU(A + A) ? U(A)j j j in terms of the singular values of A rather than in terms of j j j Aj j j then we get the next result, which is stronger than Theorem 2.3.
We will need the following notation. Given a nite sequence f i g n i=1 we will de ne the sequences f i g n i=1 and f^ i g n i=1 as follows: In 7] Kato shows that there is no constant c independent of n such that j j j jAj ? jBj j j j 1 cj j jA ? Bj j j 1 for all A; B2 M n (C):
It appears that the best value of c n for each n is unknown. It is known that n c n 2 n + 1 where n (2= ) log n is a known constant 10, Cor. 4.3].
