Abstract. We give a new proof of Ohta's Λ-adic Eichler-Shimura isomorphism using p-adic Hodge theory and the results of Bloch-Kato and Hyodo on p-adicétale cohomology.
Introduction
We study the relationship between the ordinary p-adicétale cohomology of the modular curve and the group of ordinary cusp forms with coefficients in Z p . The p-adicétale cohomology of the special fiber is central to our approach. We show that the group of ordinary cusp forms is dual to the ordinary cohomology of the special fiber (Theorem 1.1). We also show that the cohomology of the special fiber satisfies a control theorem -that is, the tower of special fibers as the power of p in the level increases is controlled by the Iwasawa algebra of diamond operators (Theorem 1.2). Finially, we show that the ordinary cohomology of the modular curve has a two step filtration coming from the cohomology of the special fiber (Theorem 1.3).
As applications of of results, we give new proofs of Hida's control theorem (Corollary 1.4) and of Ohta's Λ-adic Eichler-Shimura isomorphism (Corollary 1.6). Our proofs are simpler and have the advantage of removing some technical hypotheses from the statements. Moreover, formerly delicate questions about the comparision between Hecke-and Galois-actions are now clear (Corollary 1.8).
The utility of Ohta's Λ-adic Eichler-Shimura isomorphism in Iwasawa theory is already well-known. It was used by Ohta in [O2] to give a simplified version of Mazur and Wiles' proof of the Iwasawa Main Conjecture. It was also used by him in [O4] to show a finer version of the Main Conjecture when a certain Hecke algebra is Gorenstein. It was further used by Sharifi in [S] in the formulation of his conjectures, and by Fukaya and Kato in [K-F] in their partial solution of Sharifi's conjectures.
Ohta's proof of his Eichler-Shimura isomorphism relies on the study of "good quotients" of p-divisible groups of modular Jacobians, as introduced by Mazur and Wiles ([M-W] ). This proof is very special to the case of modular curves and seems impossible to generalize to the case of higher dimensional Shimura varieties.
In contrast, our proof uses only techniques of p-adic Hodge theory. In some sense, this resolves Ohta's question ([O1, pg. 52] ) of whether his theory can be reconciled with Faltings's. The main result in integral p-adic Hodge theory we use is from Bloch and Kato's seminal work [B-K] . This theory works for ordinary varieties of any dimension. Therefore, our methods should generalize to other Shimura varieties if it can be shown that "the ordinary part is ordinary" (cf. Lemma 7.1).
1.1. Main Results. We first fix some notation in order to state our main results.
1.1.1. Notation. Let p be a prime number and N be a number prime to p, and assume N p > 4. Let X r = X 1 (N p r )/Z p be the modular curve. Let X r (resp. Y r ) be its generic (resp. special) fiber. Let S 2 A superscript ord will indicate the T (p)-ordinary part (in the sense of Hida) (cf. Section 2.2.4).
New results.
Our first main result can be thought of as a version of Serre duality for integral cusp forms.
Theorem 1.1. There is a natural isomorphism
∨ for all r.
Our second main result is a version of Hida's control theorem for the cohomology of the special fiber. Let H(Y r ) = lim ← − H 1 (Y r , Z p ) ord where the transition maps are the trace maps. It is naturally a Λ-module via the action of diamond operators (Section 2.2.3). 
are isomorphisms for all r > 0.
Our third result gives a filtration of H 1 (X r , Z p ) ord in terms of the cohomology of the special fiber. Theorem 1.3. There is a natural exact sequence 
Remark 1.5. This result is due to Hida ([H1] ) in the case p ≥ 5. Ours result requires only that N p > 4 (this assumption is made so that X r is a nice moduli space).
Proof. By Theorem 1.2 and Theorem 1.3, we have that H(X r ) is a free Λ r -module of finite rank that is independent of r. This implies the first statement. The second statement follows from Theorem 1.2 and Theorem 1.3 by the five lemma.
Corollary 1.6 (Ohta's Λ-adic Eichler-Shimura isomorphism). There is a canonical exact sequence
characterized by the following two facts
Moreover, H(X) sub is a free Hecke module of rank 1.
Proof. It follows from Theorem 1.3 that H(Y r ) is isomorphic to H(X r ) I , the inertia fixed part. It follows from Theorem 1.1 that there is an isomorphism of Hecke modules
Zp , and therefore a isomorphism of Hecke modules
The first part of the theorem follows from these and Corollary 1.4. The second part follows from the fact that S Λ is a dualizing module over the Hecke algebra.
Remark 1.7. Our Corollary 1.6 is a refinement of Ohta's result [O1] in a few ways. One is that our isomorphism is defined over Z p , where Ohta's is over O L , where L/Q p contains all roots of unity. Another is that Ohta's result requires p > 3, where ours requires only that N p > 4.
1.2.1. The proof of Theorem 1.1. The idea is that cusp forms are given by differential forms, and so, by Serre duality, should be dual to coherent cohomology. In characteristic p, coherent cohomology is almost the same as p-adic cohomology (Section 5). The difficulty is that X r is not smooth, and so the dualizing sheaf is not the sheaf of 1-forms. Still, we show that ordinary cusp forms are given by ordinary sections of the dualizing sheaf (Section 4). This uses the geometry of the T (p)-correspondence in characteristic p.
1.2.2.
The proof of Theorem 1.2. We study the geometry of the special fiber. The special fiber is known to be a union of Igusa curves crossing at supersingular points (this is reviewed in Section 2). Using a result of Mazur and Wiles on the geometry of the T (p) correspondence, we show that the ordinary part of the cohomology of the special fiber is equal to the ordinary cohomology of a certain one of the Igusa curves (Section 3). But the Igusa curves form a tower of finite Galois covers, so the result follows from a standard result inétale cohomology.
1.2.3. First proof of Theorem 1.3. Using Theorem 1.1 to show the that the ranks are correct, we notice that the sequence is exact if and only if the morphism H(Y r ) → H(X r ) is a split injection of Z p -modules. This is clear from the sequence of low degree terms in the Leray spectral sequence (Section 6). However, we find this proof unsatisfying because it is very special to the case of H 1 of curves.
1.2.4. Second proof of Theorem 1.3. We first prove Theorem 1.3 in the case r = 1 as follows: we extend the base ring in order to obtain a semi-stable model, and then use the method of [B-K] (Section 7). The result for general r is then obtained from this using Theorem 1.2 (Section 8).
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1.4. Notation. A bar will indicate algebraic or integral closure (i.e. Q p , Z p ), or base change to such (i.e. X r = X r × SpecQp SpecQ p ).
For a morphism of rings R → S and an R-module M , we use the notation M S := M ⊗ R S. Similarly, for a morphisms of schemes X → S and T → S we use the notation X T = X × S T . If T = SpecR is affine, we write X R instead of X T .
For a field F , we let G F = Gal(F /F ).
Modular Curves and Hecke Operators
We review some of the theory of modular curves and Hecke operators. For the most part we follow [K-F, Chapter 1]. This theory is well-known, but there are many non-canonical choices to be made. The main purpose of this section is to carefully state which choices we make. Different choices are made in each of the papers [K-F], [G] 2.1.1. Definition of X(M ). We define Y(N p r ) as a functor from Z p -schemes to sets. It takes S to the set of isomorphism classes of triples (E, α, β) where E is an elliptic curve over S,
is an isomorphism and
is a Drinfeld level structure. This means that there is an equality of effective Cartier divisors
is represented by a regular 2-dimensional scheme which we also denote by Y(N p r ). It has a compactification by adding cusps, which we denote by X(N p r ). It is a proper, regular scheme, flat and of relative dimension 1 over Z p . Since X(N ) is smooth over Z p , the isomorphism β will not play a role in our analysis of the geometry of X(N p r ), and we will often refer to a point (E, α) ∈ X(N p r ), with the additional data β dropped from the notation.
2.1.2. Action of GL 2 . There is an right-action of the group
2 is the left action on column vectors.
It is the moduli space of triples (E, P, b), where P ∈ E is a point of exact order p
and b is a point of order N . Again, the point b plays little role and we will often drop it from the notation. The scheme X r is again regular, proper and flat over Z p . We write X r (resp. Y r ) for the generic (resp. special) fiber. It is known that X r is smooth, and that Y r is a local complete intersection. In particular, the morphism X r → Z p is Gorenstein.
Remark 2.1. There is a lack of symmetry in this definition. We could instead consider the quotient of X(N p r ) by the subgroup
This is the approach taken in, for example, [G] and [O1] .
2.1.4.
Geometry of Y r . The geometry of Y r is well-understood: it is a union of r + 1 irreducible components, all intersecting transversely at each supersingular point. We label the irreducible components Y (a) r where 0 ≤ a ≤ r. Note that a point (E, P ) ∈ Y with E an ordinary elliptic curve gives a degree p r isogeny π : E → E ′ with P = ker(π). In characteristic p, all such isogenies are isomorphic to V a F b , where F (resp. V ) is the Frobenius (resp. Verschiebung) isogeny and
corresponds to the points where
2.1.5. Orinary locus. We let S r ⊂ Y r be the closed subscheme consisting of supersingular points, and we let Y 2.1.6. Igusa curves. Let Ig(p r ) be theétale cover of Y 0,ord defined as follows. For a point E ∈ Y 0,ord , to give a point of Ig(p r ) lying over it is to give a generator
. This is anétale cover with Galois group (Z/p r Z) × . For a = 0, . . . , r, there are diagrams
r,ord has multiplicity φ(p r )/φ(p a ), and, in particular, that
r,ord is reduced. 2.2. Hecke Operators. We now recall the definition and some properties of the Hecke operators T (n) and the diamond operators a . We follow [K-F, Section 1.2].
Diamond operators. For
× , we define the diamond operator a to be the automorphism of X(N p r ) induced by the matrix
It descends to an automorphism of X r ; it terms of the moduli problem, it is given by a (E, P ) = (E, aP ) 2.2.2. T (n) operators. Let l be a prime number. We will soon define correspondences X(r; l)
X r where ψ l and π are finite maps. We then define the Hecke operators T (l) as (ψ l ) * π * . We then define T (n) for any integer n as the usual linear combinations of T (l) for
The scheme X(r; l) is defined to be the quotient of X(N lp r ) by the subgroup
Then π is the natural projection and ψ l is the map induced by 1 0 0 l .
In terms of the moduli problem, a point of X(r; l) is a triple (E, P, C) where (E, P ) ∈ X r and C ⊂ E is a subgroup scheme such that there isétale locally an isomorphism Z/N lp r Z → C given by 1 → Q such that lQ = P . The map π is then given by (E, P, C) → (E, P ) and the map ψ l is given by
Remark 2.2. There is also the correspondence T * (l) = π * (ψ l ) * , but we do not consider it here. Many authors use the notation U l for T (l) if l|N p and reserve T (l) for l ∤ N p. There is also some disagreement about which correspondence should be called T (l) and which T * (l): our correspondence
2.2.3. Iwasawa and Hecke algebras. Let ∆ r denote the kernel of the natural map Z
, the completed group ring, and let Λ r = Z p [∆ 1 /∆ r ]. Then Λ is a local ring, and Λ = lim ← − Λ r where the transition maps are the natural surjections. We let h r denote the Z p -subalgebra of End Zp (H 1 (X r (C), Z p )) generated by all a for a ∈ (Z/N p r Z) × and all T (n) for n ≥ 1. We consider h r as a Λ r -algebra via the homomorphism induced by
Ordinary component.
For an h r -module M that is of finite type over a Z palgebra we let the ordinary component, denoted M ord , be the largest direct summand on which T (p) acts invertibly. The theory of the ordinary component was developed by Hida. If M is finite type over Z p then lim n→∞ T (p) n! exists and is an idempotent of End(M ), and M ord is the corresponding summand (cf. [H2, pg. 86] ). Then it is clear that the functor M → M ord is exact on this category. If M is a finite dimensional F p -vector space, then M ord is the direct sum of all the T (p)-eigenspaces with non-zero eigenvalues. This follows from the definition by linear algebra.
Poincaré duality. The usual Poincaré pairing
exchanges T (p) and T * (p), and so is unsuitable for discussing ordinary parts.
2.3.1. Twisted pairing. Following Ohta, we use a twisted Poincaré pairing which is equivariant for the the Hecke action (cf. [K-F, Section 1.6] for more details). In particular, we have a perfect pairing of free Z p -modules
where the (κ − ) on the right side indicates that the action of σ ∈ G Qp is twisted by κ(σ) σ , where κ is the cyclotomic character, and σ = a for the a such that σ(ζ N p r ) = ζ a N p r . It satisfies: 1) For any a ∈ h r , (ax, y) r = (x, ay) r .
2) For any σ ∈ G Qp , (σx, σy) r = (x, y) r . 2.3.2. Isotropy. We now define the sequence of Theorem 1.3 and show that it is a complex. The map
where the first map is given by proper base change. Note that the image of
ord under this map has trivial action by the inertia subgroup of G Qp . The map
is the dual of the above map under the Poincaré pairing ( , ) r . To show that the resulting sequence
is a complex, it suffices to show that
ord is isotropic with respect to ( , ) r . But this is clear from the invariance of ( , ) r under the Galois action, using the fact that the inertia group acts trivially.
2.4. Semi-stable model. We note that X 1 is not semi-stable because Y 1 is not reduced. However, it is well-known that there is a semi-stable model X ′ for X 1 over Z p [ζ p ], which we describe below. We will let X ′ and Y ′ denote the generic and special fibers of X ′ .
2.4.1. Definition of X ′ . Let X ′ be the quotient of X(N p) by the subgroup
It is the moduli space of triples (E, P, Q), where E ∈ X 0 , π : E → E ′ is an isogeny of degree p, and P ∈ ker(π), Q ∈ ker(π t ) are generators ([K-M, (pg. 100)]).
2.4.2. Semistability. Let ζ p ∈ Q p be a primitive p-th root of unity. There is a natural map
There is a natural map X ′ → X 1 given by (E, P, Q) → (E, P ). It induces an isomorphism
Indeed, over Q p (ζ) we can recover Q as the unique point such that (P, Q) π = ζ p .
2.4.4. Galois action. The above isomorphism gives an action of Γ = Gal(Q p (ζ p )/Q p ) on X ′ . This action extends to X ′ as follows. Let d ∈ (Z/pZ) × , and let σ d ∈ Γ be the element that satisfies is an isomorphism: the inverse is given by (E, P ) → (E, P, 0). Indeed, if (E, P, Q) ∈ Y ′ maps to a point of Y
1 , then π is isomorphic to V . Then π t is isomorphic to F and so Q = 0. There is an isomorphism Y
1 , then we must have π = F and π t = V and so Q generates ker(V :
× Ig(p) under the above isomorphisms.
The ordinary component of the special fiber
In this section, we compute the ordinary component of the cohomology of the special fiber using the geometry of the T (p) correspondence.
3.1. The geometry of T (p). We consider the action of T (p) on Y r , as in, for example, [M-W] or [U] . In this subsection, we consider T (p) as a homomorphism
given by T (p) = (ψ p ) * π * , where ψ p and π are as in Section 2.2.2 and where the upper and lower star indicate the usual pullback and pushforward of divisors.
3.1.1. Formula. Writing down the definition of T (p) from Section 2.2.2 in terms of its action on points, we obtain the following formula. If (E, P ) ∈ Y r with E an elliptic curve, then
where C P is the finite subgroup scheme whose associated Cartier divisor is
Note that
for 0 ≤ a < r.
3.1.2. Action on the strata. We can deduce the action of T (p) on the stratification
r,ord ) for a = 0, . . . , r. Then we have
where F r denotes the relative Frobenius, and F r * and F r * are the usual pushforward and pullback of divisors.
For s ∈ S r , we have T (p)s = pF r * s.
Remark 3.3. If we let x = r i=0 x r ∈ Div(Y r ), then we can rewrite the first part of the lemma as
Proof. The ordinary part can be deduced as in [M-W, Section 2.9, Proposition 1 (pg. 253)] and [M-W, Section 3.3, Proposition 2 (pg. 271)]. The last sentence can be deduced from this, as in [G, pg. 472] . However, since our notation differs from both [M-W] and [G] , we illustrate the idea of the proof.
r,ord . Since the isogeny associated to P is purely inseparable, we must have P = 0 and C P = ker(F ). Then the sum (3.1) is over Q such that pQ = 0. Either Q = 0, in which case
r . The other ordinary cases can be handled similarly -for more details see [M-W] .
We now explain the last sentence. By the above computation, we have that T (p) and F r * , as functions Y is seperated, they must agree on S r also. To see that F r * = pF r * on S r , note that if (E ′ , P ′ ) ∈ F r −1 (E, P ) for (E, P ) ∈ S r , then E ′(p) = E and so 
induce isomorphisms
In particular, 
we see that it suffices to show
We see from the previous lemma that it suffices to show that pF r * acts topologically nilpotently on H i (S r , Z p ). But, indeed, the action of F r * on H i (S r , Z p ) is through the trace map on the sheaf Z p , which is multiplication by p on stalks.
The last statement follows from the fact that
Description of the ordinary part.
We can now describe the ordinary part and compare the Hecke and Galois actions.
Lemma 3.5. There is a natural isomorphism
Proof. By the previous lemma, we have
r , Z p ) is through the trace map on the sheaf Z p , which is multiplication by p on stalks, and so it acts as 0 on
r , Z/pZ). Using Lemma 3.2 we see that the only summand of
r,ord , Z/pZ). We see that
This implies that
ord on which T (p) acts as F r * , which acts onétale cohomology by the geometric Frobenius.
Control for
We have the following corollary, which implies Theorem 1.2. 
Proof. For any integer t > 0 we have by Lemmas 3.4 and 3.5
The natural map Y 
by [D, Proposition 5.2.9 (pg. 358 ) and Théorème 5.3.6 (pg. 364)]. The trace map induces an isomorphism
We apply this to the case where π is Y
By the vanishing of H
ord for i = 1 (Lemma 3.4), this induces
This completes the proof of the first statement. For the second statement, notice that the argument above also implies that Tor 
Proof. Similarly to Lemma 3.4, we have
From Section 2.4.5 we see that the natural map Y ′ → Y induces an isomorphism
Consequently, we have that the natural map Y ′ → Y induces an isomorphism 
the sheaf of top forms.
If Y = SpecA is affine, we denote Ω X/Y by Ω X/A , or, when no confusion can arise, simply by Ω X .
Cusp forms.
We recall some notions about cusp forms of weight 2.
Definition of S
Qp , the space of cusp forms of weight 2 as
Xr ). We would also like to discuss S 2 (N p r ) Zp , the cusp forms with integral coefficients. In the case r = 0, we can define
). However, when r > 0, X r /Z p is not smooth, and so the sheaf Ω 1 Xr is not as nice. Instead, we define
where a n (f ) are the coefficients in the q-expansion. The next proposition shows why this definition agrees with the above definition in the case r = 0.
Proposition 4.2. (cf. [G, Proposition 8.4]) There is a natural injective map
It is an isomorphism after tensoring Q p . If r = 0, then it is an isomorphism.
Proof. There is clearly an injective map
by restriction. Since X r /Q p is smooth, Ω Xr = Ω 1 Xr , and so the codomain is S 2 (N p r ) Qp . We claim that the the image is contained in S 2 (N p r ) Zp . We just need to check that the q-expansion is integral. However, the q-expansion is just the pull-back by the cusp ∞ :
, and the result is clear. To see the last statement, notice that, for any r, an element of S 2 (N p r ) Zp gives a meromorphic section of the line bundle Ω Xr . The poles form a divisor supported on the special fibre. Since the q-expansion is integral, the divisor doesn't intersect the component containing the image of ∞. In the case r = 0, the special fibre is irreducible, and so we see that the divisor must be empty. 
Zp . Proof. We give the proof in the case r = 1, for simplicity. The proof in the general case is the same but more cumbersome.
We first note that, since it is an isomorphism after tensoring Q p , it is enough to show that it is an isomorphism after tensoring any integral extension of Z p ; taking intersections then gives the result. We will prove it over
and that is defined over O K . Note that, by Lemma 3.2,
Since the cokernel is p-torsion, there exists a least non-negative integer n such that
, and so π n−1 f ∈ H 0 (X r , Ω Xr ) ord , contradicting the minimality of n. Therefore n = 0 and f is in the image, completing the proof.
5.
The dualizing sheaf and the special fiber 5.1. Coherent and p-adic cohomology. For a variety in characteristic p, we can compare the coherent and p-adic cohomologies using the Artin-Schreier sequence. The result we need is the following.
Lemma 5.1. There is a natural isomorphism
Proof. On X r,W (Fp) , there is a natural map of sheaves Z p → O X r,W (Fp ) . This induces a map on cohomology
Proper base change, extension of scalars, and ordinary parts give the map in question. To show that it is an isomorphism, it is enough to show that it is an isomorphism modulo p. The map modulo p comes from extending scalars in the first map of the Artin-Schreier sequence 
is an isomorphism.
5.1.1. The functor D. For a finitely generated Z p -module M with an unramified action of G Qp , let
where F r p ∈ G Qp is an arithmetic Frobenius. This functor was introduced by Fukaya-Kato and they prove that there is (non-canonical) isomorphism of
Corollary 5.2. We have a natural isomorphism
Proof. By duality, we have a natural isomorphism
Noting the isomorphism,
, the result follows from the previous lemma. 
6. First proof of Theorem 1.3
In this section, we complete the proof of Theorem 1.3.
6.1. An observation from commutative algebra. We recall the following simple fact from commutative algebra.
Lemma 6.1. Let M be a free Z p module of rank 2n, and let
be a perfect pairing. Let N be a free submodle of M of rank n and let i : N → M denote the inclusion. Suppose N is isotropic with respect to ( , ). Then the following are equivalent:
Proof. The equivalence of the first 3 items is standard, and clearly 4) implies 3). For 1) implies 4), note that, by the perfectness of the pairing,
is a surjection of free Z p -modules of rank n, so it is an isomorphism by Nakayama's lemma.
6.2. Application to the complex from Section 2.3.2.
Proposition 6.2. The sequence
is exact if and only if H
Proof. Since H 1 (Y r , Z p ) and H 1 (X r , Z p ) are p-torsion-free, it suffices, by Lemma 6.1, to show that
However, it is well-known that
Zp and, by Theorem 1.1, we have
Zp . This completes the proof.
Now now have a simple proof that
Lemma 6.3. For any n ≥ 1 the composite map
is injective. The inverse limit map
is a split injection.
Proof. For the first statement, the first map is an isomorphism by the proper base change theorem, and the second map is injective by the sequence of low-degree terms for the Leray spectral sequence. For the second statement, the injectivity is clear by the left-exactness of inverse limit. Moreover, since H 2 (Y r , Z p ) = 0 and H 2 (X r , Z p ) is torsion-free, we have a commutative diagram
and so the splitting follows from Lemma 6.1.
This lemma implies that H
ord is a split injection of Z p -modules. By Proposition 6.2 this completes the proof of Theorem 1.3. 6.3. The remaining sections. This completes the proofs of all the results stated in the introduction. In the remaining sections, we give a second proof of Theorem 1.3. The reason for doing this is that we see that the proof of Lemma 6.3 cannot generalize to any higher dimensional case. It may be possible to generalize the method of our second proof.
Second proof I: the method of Bloch and Kato
We use the results of Bloch and Kato [B-K] (as extended by Hyodo [H] to the semi-stable case) to compute the ordinary cohomology of X 1 .
7.1. The method of Bloch-Kato. Let K = Q p (ζ p ). We consider the cohomology of X 1 by using the semi-stable model X ′ /O K (2.4). We have the pair of Cartesian squares
The goal of [B-K] is to understand the p-adic nearby cycles
7.1.1. Log Hodge-Witt sheaves. The method of Bloch-Kato-Hyodo is to compare the sheaves M q n to the logarithmic Hodge-Witt sheaves W n ω q Y ′ ,log , whose definitions and properties we now briefly recall from [H] . Let ω 1 X ′ be the sheaf of one-forms with (at worst) log poles at the supersingular points, and ω
There is a (Frobenious anti-linear) Cartier operator C on ω 1 Y ′ , and we define
The sheaves W n ω 1 Y ′ ,log can be defined and they fit in exact sequences
We can define W ω 
is not an ordinary variety. However, the important observation is the coincidence of two uses of the adjective "ordinary":
Proof. This follows from the shape of the correspondence 
Proof. Indeed, examining the proofs of [B-K, Theorem 9.2, Corollary 9.4], we see that the ordinary assumption is only used in the proof of the vanishing theorem Corollary 8.2, pg. 142] . However, we see that if we take the ordinary component of each exact sequence appearing in that proof, then Lemma 7.1 is enough to show the vanishing theorem for the ordinary component.
Corollary 7.3. We have a natural exact sequence
Proof. Follows from the degeneration of the spectral sequence.
7.2. Duality on Y ′ . We describe Serre duality for the logarithmic Hodge-Witt sheaves.
Proposition 7.4. The natural pairing
Proof. It is enough to show that the pairing modulo p
is perfect. We have the perfect pairing Proof. To show that it is acyclic, it suffices to show it is so as a sequence of Z pmodules (ignoring the Galois action). We compare it to the sequence of Corollary 7.3.
The centre vertical map is the identification from Section 2.4.3. The leftmost vertical map is the isomorphism from Lemma 3.8; the commutativity of the left square is clear. The rightmost vertical map is the composition of the dual of that isomorphism and the isomorphism of Proposition 7.4. The commutativity follows from the compatibility of Serre and Poincaré dualities.
Second proof II: reduction to the semi-stable case
Recall the notation H(Y r ) = H 1 (Y r , Z p ) ord and H(X r ) = H 1 (X r , Z p ) ord . The purpose of this section is to prove the following proposition. Proof. In the case r = 1, this follows from Proposition 7.6 and Lemma 6.1. We now turn to the case of general r. By Lemma 6.1 it suffices to show that H(X r ) → H(Y r ) ∨ is surjective. Consider the commutative diagram of Λ 1 -modules
where the vertical arrows are the trace maps. The right vertical arrow is an isomorphism by Theorem 1.2. The top horizontal arrow is a split injection of Λ 1 -modules, by the r = 1 case already proven. Therefore the bottom horizontal map is a split injection of Λ 1 -modules. Using Lemma 6.1, we see that the map H(X r ) Λ1 → Hom Λ1 (H(Y r ) Λ1 , Λ 1 ) given by the Poincaré pairing is surjective. Since, by Theorem 1.2, H(Y r ) is Λ r -free, it is easy to see that the natural map
is an isomorphism. The composite H(X r ) Λ1 → Hom Λ1 (H(Y r ) Λ1 , Λ 1 ) → (H(Y r ) ∨ ) Λ1 is the same is the natural map H(X r ) → H(Y r ) ∨ tensored by Λ 1 . By Nakayama's lemma, we have that H(X r ) → H(Y r ) ∨ is surjective.
