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and Myford (1999) , "When the rating task takes place over the period of several hours or several days, concern may arise about the comparability of ratings both between and within raters over time" (p. 3). Differential rater functioning over time (DRIFT; Wolfe et al., 1999; Wolfe, Myford, Engelhard, & Manalo, 2007) needs to be taken into account in order to defend against the threat of construct irrelevant variability in the context of extended rating sessions. A measurement framework based on invariant measurement is particularly well suited to the empirical investigation of these concerns. Specifically, invariant measurement provides a framework for exploring differential rater functioning over time in terms of three major considerations.
First, a measurement framework based upon invariant measurement allows for the joint calibration of facets that can independently measure each rater's severity/leniency and each performer's achievement (i.e., a direct comparison of performers in a manner that does not depend on which rater happened to evaluate the performance). Second, the framework provides empirical evidence of each rater's unique interaction with the evaluative cues set forth in the measurement instrument that suggests departures from invariant measurement (i.e., an empirical investigation of rater effects through a quantitative definition of each rater's unique behaviors). Third, the framework allows for the interaction of the calibrations of each rater's severity/leniency with points in time to be detected (i.e., a direct comparison of a rater behavior from one time point to another time point). In order to meet the requirements for invariant measurement (discussed further below), raters' scores must remain consistent across performers, across the measurement instrument, and over time.
Similar to other performance assessment contexts, raters presiding over formal music performance assessments are most often solicited from a pool of content experts, as the field of music is primed to expect fair evaluations from those demonstrating success in the field (Conrad, 2003; Fautley, 2010) . Characteristics that deem raters an "expert" include but are not limited to years of experience, success as an ensemble director, and the ability to identify, diagnose, and communicate prescribed solutions to common performance problems (Kruth, 1970) . Depending on specific state and/or district Music Educator Association protocols or the context of the performance assessment (e.g., audition, jury, recital, competition, etc.), raters are expected to provide evaluative feedback consisting of either qualitative marking schemes (i.e., audio tape recording of real-time commentary of performances accompanied by written narrative), quantitative marking schemes (i.e., use of an empirically based rating form), or a hybrid of both marking schemes. For qualitative marking schemes, the use of content-expert adjudicators is significant as they have the expertise to instantly provide performers and teachers with valuable best-practice diagnostic information that cannot be obtained by empirical evaluations alone. Such comments include praise, encouragement, and personalized strategies aimed at improving specific elements of the musical performance (Ellis, 1997) .
Quantitative marking schemes, however, are more often the subject of attention (Ellis, 1997; McPherson & Schubert, 2004; McPherson & Thompson, 1998 ).
Empirical results have been shown to improve student motivation, increase student self-efficacy, and enhance the quality of student musicianship (Austin, 1988; Banister, 1992; Franklin, 1979; Howard, 1994; Hurst, 1994; Sweeney, 1998) . Considerations of empirical results additionally impact repertoire considerations (Crochet, 2006) , classroom performance objectives, long-range goals, and curricular reform (Abeles, Hoffer, & Klottman, 1994; Howard, 2002) . Beyond the direct effect on teaching and instruction, the empirical results of quantitative marking schemes more broadly influence community and administrator perceptions of teacher effectiveness and program quality (Boyle, 1992; Burnsed, Hinkle, & King, 1985; Kirchhoff, 1988) . Furthermore, the results and conditions of performance assessments can have a strong impact on educators' job security (Barnes & McCashin, 2005; Burnsed et al., 1985) . Therefore, it is important for empirical marking schemes to represent the true performance as accurately and precisely as possible. In order for this to occur, music assessment contexts using quantitative marking schemes as a means to evaluate student achievement and proficiency should be managed in a manner that provides as valid, reliable, precise, and fair as any high-stakes performance assessment schemes in other academic fields.
Music performance assessments use constructed response (CR) measures as a means to evaluate performers' abilities. Unlike traditional selected-response measures where items can be coded dichotomously as correct and incorrect or coded polytomously as an ordered response, CR music performance assessment measures require rater intermediation. Ratermediated assessment frameworks can be conceptualized as a lens model, where judgmental precision and accuracy are bound by raters' independent, observed ratings nested within a set of preestablished evaluative cues (Brunswik, 1952; Engelhard, 2013; Hogarth, 1987) . Observed ratings are based on raters' value judgments, guided by their unique interpretations of performance proficiency levels and cues prompted by the measurement instrument. Because the cues set forth in the measurement instrument operationally define the latent construct (e.g., music performance achievement), raters' proper interpretation and use of the cues is necessary for supporting validity evidence of the assessment context. However, in instances when multiple raters independently evaluate the same musical performance, rarely will they perfectly agree (Bergee, 1989 (Bergee, , 1997 (Bergee, , 2003 (Bergee, , 2007 Flores & Ginsburgh, 1996; Hash, 2012; Latimer, Bergee, & Cohen, 2010; Norris & Borst, 2007) . Rater variability contains both systematic and probabilistic elements; therefore, an understanding of each raters' quantitative characteristics is required for valid assessment practices (Linacre, 1989) . As such, the latent construct being measured (e.g., music performance achievement) and the validity of the measure itself can be obscured through unwanted variability in observed scores (Lane & Stone, 2006) .
Across performance assessment contexts in general, raters' schemata vary in the use of evaluation cues and the cognitive processes by which the scoring is based, causing fundamental validity concerns with the misconception that observed scores are "measures" (Wolfe, 1997) . Under quantitative marking schemes, content-expert raters are vulnerable to their own heuristics guided by decision-making processes, causing 78 construct-irrelevant variability in the scoring process (Wesolowski, Wind, & Engelhard, 2015) . These concerns also apply to the context of music performance assessment. Specifically, music raters' decision-making processes consist of three distinct cognitive activities: (a) interpreting auditory stimuli; (b) evaluating auditory stimuli; and (c) justifying scoring decisions (Wesolowski, 2017) . Errors in rater judgment (i.e., rater effects) can occur for several reasons:
Unfortunately, the use of raters may introduce error into examinee scores for a variety of reasons-unfamiliarity with or inadequate training in the use of the rating scale, fatigue or lapses in attention, deficiencies in some areas of content knowledge that are relevant to making scoring decisions, or personal beliefs that conflict with the values espoused by the scoring rubric. In any case, when raters exhibit problematic rating behaviors, it may be possible to identify unique patterns in the data that correspond to specific types of rater errors (Wolfe et al., 1999, p. 4) .
Rater errors can greatly influence the validity, reliability, precision, and fairness of formal performance assessments and therefore warrant serious consideration and investigation in any formalized performance assessment context, including music performance assessment. Wesolowski et al. (2016a) described two approaches to the investigation of rater effects. The first is a rater behavior-centered approach that focuses on the ecological content of human judgment and can be classified according to four distinct areas: (a) extramusical effects related to the performer such as expressive variations (Repp, 1990 (Repp, , 1995 , attractiveness and flair (Davidson & Coimbra, 2001; Wapnick, Darrow, Kovacs, & Dalrymple, 1997; Wapnick, Mazza, & Darrow, 1998) , and body movement (Davidson & Correia, 2002; Davidson, 1994 Davidson, , 2001 ); (b) extramusical effects related to the assessment context such as within-ensemble communication (Wesolowski, 2013; Williamon & Davidson, 2002) , acoustics (Ando, 1988) , social factors (Davidson, 1997) , and audience support (Berliner, 1994; Monson, 1996) ; (c) rater-centered effects such as memory (Radocy, 1976) , first impressions (Stanley, Brooker, & Gilbert, 2002; Vasil, 1973) , mood (Schubert, 1996) , repertoire familiarity (Flores & Ginsburgh, 1996) , and musical preference (Rentfrow & McDonald, 2009; Rentfrow, Goldberg, & Levitin, 2011; Rentfrow et al., 2012) ; and (d) nonmusical effects such as stereotyping (Elliott, 1995; Morrison, 1998) , performance order (Bergee, 2006 (Bergee, , 2007 Flores & Ginsburgh, 1996) , evaluation time (Thompson, Williamon, & Valentine, 2007) , facets of musical expression (Juslin, 2003) , and teaching level and primary instrument (Hewitt & Smith, 2004) . The limitation with rater behavior-centered approaches to music performance assessment protocols is that raters' observed scores are too often reported without psychometric considerations of rater behavior. Traditional indices of evaluating rater behavior in the field of music include consensus estimates of interrater reliability and consistency estimates of intrarater reliability (e.g., Bergee, 2003; Brakel, 2006; Burnsed et al., 1985; Conrad, 2003; Fiske, 1983; Hash, 2012; King & Burnsed, 2007; Norris & Borst, 2007; Silvey, 2009) . The limitation with these indices when evaluating rater behavior is that observed scores may be underestimated or overestimated if raters of varying severity/leniency rate students of the same ability (Engelhard, 1994) . This effect can often present a skewed representation of what constitutes a "good," "fair," and "accurate" rater from a "bad," "unfair," and "inaccurate" rater. Wolfe et al. (2007) provide an example:
Even when all [raters] use the scoring guidelines appropriately, traditional rater effect indices will flag some raters as exhibiting rater effects. On the other hand, if most raters are using scoring guidelines inappropriately, conventional rater effect indices will portray the best raters as outliers without indicating the higher quality of the ratings they assign (p. 2).
The second and more recent approach to investigating rater behavior in the context of music performance assessment uses empirically driven statistical indices that underscore the measurement process. Specifically, rater variability under these conditions can stem from: (a) the degree to which raters comply with the measurement instrument; (b) the way raters interpret criteria in operational scoring sessions; (c) the degree of leniency and severity exhibited; (d) raters' understanding of the measurement instrument's rating scale categories; and (e) the degree to which their ratings are consistent across examinees, scoring criteria, and performance tasks (Eckes, 2012; Wesolowski, 2017) . Similar to its utility in other rater-mediated performance assessment contexts, such as writing assessments (e.g., Engelhard, 1994; Myford & Wolfe, 2003 , 2004 , the use of Rasch measurement models has been proven as a fruitful method for measuring latent traits mediated by raters in the context of music performance assessment (Wesolowski, Wind, & Engelhard, 2015 , 2016a , 2016b . The major benefit of the Rasch model is that when adequate fit to the model is observed, invariant measurement is achieved. In the context of rater-mediated assessments, five requirements for rater-invariant measurement underscore the Rasch measurement model: (a) rater-invariant measurement of persons (i.e., the measurement of persons must be independent of the particular raters who happen to be used for the measuring); (b) noncrossing person response functions (i.e., a more able person must always have a better chance of obtaining higher ratings from raters than a less able person); (c) person-invariant calibration of raters (i.e., the calibration of the raters must be independent of the particular persons used for calibration); (d) noncrossing rater response functions (i.e., any person must have a better chance of obtaining a higher rating from lenient raters than from more severe raters); and (e) variable map (i.e., persons and raters must be simultaneously located on a single underlying latent variable). When the data fit the requirements of the Rasch model, then rater-invariant measurement of performances is achieved (Engelhard, 2013) .
Recent applications of the Rasch measurement model to music performance ratings have demonstrated a commonality of rater effects among content-experts' observed scores. In particular, rater variability in observed scores is affected by (a) rater errors, such as of severity/leniency, central tendency, halo effect, and restrictions of range (Wesolowski et al., 2016b) ; (b) unique interpretations of rating scale structure 80 (Wesolowski et al., 2016a) ; (c) differential rater functioning related to school levels of performances (Wesolowski et al., 2015) ; and (d) rater typology (Wesolowski, 2017) . These investigations, however, treat rater effects as static characteristics of raters, where rater effects occur similarly across each assessed performance. With the exception of research related to high-stakes writing assessments (Hoskens & Wilson, 2001; Myford & Wolfe, 2009; Wolfe et al., 1999 Wolfe et al., , 2007 Wolfe, Moulder, & Myford, 2001) , the static treatment of rater effects is pervasive in research on performance assessment in general, including music performance assessment. Until now, there has been no attempt in music performance assessment contexts to systematically transform static rater measures into dynamic rater measures over time. This article presents a class of rater effects referred to as DRIFT as a mechanism to investigate rater effects as dynamic processes. The purpose of this study was (a) to evaluate the manifestation of raters' differential severity/leniency and interpretation of rating scale structure across performances and time parameters and (b) to evaluate the implications of these changes on the variability of raters' scores. The research questions that guided this study included:
1. Does the group of raters demonstrate differential severity/leniency across time points? 2. Do any individual raters demonstrate interactions between rater severity/leniency and time points? 3. Do raters systematically demonstrate differential scale category use across time points?
Using invariant measurement as a framework, this study is based on the premise that evidence of interactions between rater severity and time parameters (i.e., DRIFT) suggests that the requirements for invariant measurement are not met within an assessment system. Although dynamic rater effects have been widely explored within the context of highstakes writing assessments (e.g., Hoskens & Wilson, 2001; Myford & Wolfe, 2009; Wolfe et al., 1999 Wolfe et al., , 2001 Wolfe et al., , 2007 , the application of methods for detecting rater DRIFT in other performance assessment contexts is limited. Through the application of well-established methods for exploring rater DRIFT to a new context, this study contributes to previous research on rater DRIFT in educational performance assessment in general and to research on rater effects within the context of music performance assessment in particular.
M E T H O D

Raters, Rating Sessions, Stimuli, and Instrument
Thirteen content-expert raters were solicited for participation in this study. The group of raters had an average of 8.25 (SD = 5.59) years of secondary-level instrumental teaching experience. The rating sessions occurred over the course of 5 consecutive days at the same time and in the same room for an hour and a half per session. Over the course of the 5-day rating session, a total of 75 (Day 1, n = 9; Day 2, n = 18; Day 3, n = 25; Day 4, n = 31; Day 5, n = 21) solo musical performances with piano accompaniment (flute, n = 15; clarinet, n = 15; alto saxophone, n = 15; trumpet, n = 15; trombone, n = 15) were evaluated from district and state solo and ensemble performances. Thirty-seven videos represented middle school performances and thirty-eight videos represented high school performances. Acceptability of video and audio stimuli quality were previously rated and verified using the International Telecommunication Union's (2004) ITU-T rating scale. Video performances were displayed on a projector via a laptop computer with stereo sound and played repeatedly until each rater was finished responding to each item. No time limitations were placed on the rating process for each performance. Each rater used an individual laptop connected to an online response form (i.e., Google Docs) to submit ratings. The assessment design was a complete assessment network, consisting of a completely crossed two-facet design where each rater (n = 13) provided observed scores for each assessment component (i.e., rater x performance x item; Engelhard, 1997) . The rating scale used was the MPR-2L-INSTSOLO (Wesolowski et. al, 2017) , a 47-item Likert-type consisting of a four-point scale (e.g., strongly agree, agree, disagree, strongly disagree; see Appendix A). Prior to analysis, all data from negatively worded item stems were reverse coded to reflect similar directionality throughout.
Data Analysis Procedure: DRIFT Models
This study used a set of indicators of rater drift based on the suite of rater drift indices described in Myford and Wolfe (2009) and Wolfe et al. (2007) . Specifically, three models were specified in order to explore differences in rater severity/leniency and rating scale category use across time points that suggest potential violations of the requirements for invariant measurement.
Model I. Time-static model. DRIFT refers to the changes in rater performance in relation to a parameter of time (Wolfe et al., 2001 ). The first model explored in this study is a version of the Multifaceted Rasch (MFR) model (Linacre, 1989 ) with a specific formulation to include parameters for performances, raters, items, and time (Wolfe et al., 2007) . Model I provides estimates of logit-scale locations for each individual performance, rater, item, and time point. Of particular interest in the current study was the calibration of elements (i.e., days) within the time facet (Ø m ), which describes the average level of rater severity/leniency at each time point of interest. In order to explore the degree to which rater severity/leniency is consistent across time points, the logit-scale locations for each element within the time facet can be compared using a chi-square test.
Model II. Rater-by-time interaction model. In addition to indices of changes in overall rater severity/leniency across time points, it is also possible to explore differences in rater severity/leniency across the time periods at the individual rater level using an interaction analysis. Model II provides a means for the interpretation of rater effects as dynamic process by allowing for the evaluation of each rater's individual severity/leniency across time. Evidence of significant interactions suggests that rater calibrations are not invariant across time points.
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Model III. Partial credit model for time points. The final model applied in this study was used to explore differences in raters' use of the rating scale categories across time points. Specifically, this model estimates rating scale category thresholds separately for each element of the time facet. Model III provides a means for the interpretation of rater effects as dynamic process by allowing for the comparison of the structure of the rating scale across time.
Indicators of Rater DRIFT
First, in order to explore changes in rater severity/leniency over time, the time static model (Model I) was estimated, and the logit-scale locations of the elements of the time facet were compared using a chi-square test of independence. Next, differences in rater severity/leniency across the five time points were examined using results from the interaction analysis based on Model II. Finally, differences in category use across the 5 days were examined using Model III, where the rating scale was allowed to vary across levels of the time facet.
R E S U LT S
Does the Group of Raters Demonstrate Differential Severity/Leniency Across Time Points?
The first research question focused on overall differences in rater severity/leniency across the five time points. Analyses related to this question were conducted using Model I (time-static model), and the corresponding results are summarized graphically in Figure  1 and statistically in Table 1 .
The variable map for Model I (Figure 1 ) is a graphical depiction of the results from Model I that illustrates the calibrations of elements for each of the four facets on a common linear scale that represents the unidimensional latent construct. Specifically, the variable map illustrates differences in the calibrations of individual performances, raters, days, and items. The first column is the logit scale. The second column represents the spread of each of the 75 performances rated in the study. Each asterisk represents one performance, where the highest achieving performance is located at the top of the column and the lowest achieving performance is at the bottom of the column. Column 3 provides the spread of severity/leniency for each of the 13 raters. The most severe rater (Rater 5) is located at the top of the column and the least severe rater (Rater 13) is located at the bottom of the column. Column 4 represents the severity/leniency of each time point (i.e., day). Column 4 presents the calibration of the time point facet; the location of each time point (day) illustrates overall rater severity within that time point. Raters were most severe on Day 1 and least severe on Day 5. Column 5 depicts the spread of difficulty of the items. Item 30 (intonation accuracy during crescendo and decrescendo) was the most difficult item, and Item 20 (appropriate air support at various registers of the instrument) was the least difficult. Column 6 represents the All use subject to http://about.jstor.org/terms 84 rating scale structure response format (discussed further in terms of the third research question).
Of particular interest was the calibration of the time facet. Results from the chisquare test suggested that there were significant differences among the calibrations of the 5 days on the logit scale: χ 2 (4) = 315.1, p < 0.001. This finding suggests that rater severity/leniency was significantly different between at least two of the time points examined in this study. As can be seen in the graphical display of the time point calibrations in Figure 1 , along with the values in Table 1 , results from Model I indicate a general trend of decreasing rater severity/leniency over the 5 days, with lower logit-scale locations corresponding to lower levels of rater severity/leniency.
In order to provide a frame of reference for interpreting the locations of elements within the time facet, the location for the first time point was fixed to zero logits. The average rater measures within each time point were as follows (see Table 1 ): Day 1: 0.00 logits, n = 9; Day 2: -0.19 logits, n = 18; Day 3: -0.33 logits, n = 25; Day 4: -0.33 logits, n = 31, Day 5: -0.62 logits, n = 21. Differences between these time points are summarized in Table 2 . Substantively significant differences (logit difference > 0.30; Engelhard & Myford, 2003) were observed between Day 1 and Days 2, 4, and 5 and 
Do Any Individual Raters Demonstrate Differential Severity/Leniency Across Time Points?
The second research question focused on rater DRIFT at the individual rater level. Analyses related to this question were conducted using Model II (rater-by-time interaction model) using an interaction analysis. Results from the omnibus test revealed a significant interaction between the rater and time facets: χ 2 (65) = 330.2, p < 0.001. This finding suggests that, overall, rater severity/leniency was not invariant across the five time points. Figure 2 presents results from the interaction analysis in terms of individual raters across the five time points. The pairwise interaction between each individual rater and the time point of interest is plotted along the y-axis, where different symbols are used to represent the 13 raters. Values greater than +2.00 suggest significantly higher ratings (i.e., more lenient ratings) than expected for an individual rater within a given time point, and values lower than -2.00 suggest significantly lower ratings (i.e., more severe ratings) than expected. Examination of interaction results across the 5 days indicates that changes in rater severity/leniency vary in terms of direction and magnitude across the five time points. Appendix B provides a statistical summary of the interaction results that correspond to the results illustrated in Figure 2 . Of the total 65 interaction terms (13 raters/5 days), 21 (33.31%) were found to be statistically significant. Ten interactions systematically underestimated the performances and 11 interactions systematically overestimated the performances. A total of nine out of 13 raters demonstrated differential severity/ leniency on at least one day. These raters included 1, 2, 3, 4, 5, 6, 9, 12, and 13. As an example, Rater 1 demonstrated systematic overestimation of performances on Day 1 (z = 2.34, observed difference = +27.17, standardized residual = 0.10) and Day 2 (z = 5.13, observed difference = +82.38, standardized residual = 0.16) but systematic underestimation of performances on Day 3 (z = 4.47 observed difference = -66.20, standardized residual = -0.15).
Do Raters Systematically Demonstrate Differential Scale Category Use Across Time Points?
The third research question for this study focused on the stability of the rating scale structure across the five time points. Analyses related to this research question were conducted using Model III. Specifically, Model III is a partial-credit (PC) formulation of the MFR model that was specified such that the structure of the rating scale was allowed to vary across time points. This model facilitated the examination of changes in rater use of the rating scale categories across the 5 days of data collection. Figure 3 is a variable map that summarizes the results from Model III. This figure can be interpreted in a similar fashion to the variable map for Model I (Figure 1) , where higher values on the logit scale indicate higher levels of achievement for the performance facet, and more severe average ratings for the rater, day, and item facets. Because of the PC formulation of the model, the variable map includes separate rating scales for each of the five time points. Specifically, separate columns are included in the variable map that illustrate the rating scale structure for the five days during which data were collected. For each day, dashed horizontal lines are used to indicate the location of rating scale category thresholds. When the PC model is used, these thresholds are the location on the logit scale at which the probability for a rating in a given category is equal to the probability for a rating in the category just below it.
The logit-scale locations for the rating scale thresholds across the 5 days are also presented in Table 3 . Following the guidelines outlined by Linacre (2002) , a difference in the threshold locations in the approximate range of 1.40 logits to 5.00 logits provides evidence that meaningful differences in rating scale categories exist. Examination of results from Model III suggests that meaningful differences in the structure of the rating scale across the five time points did not exist because the location of the thresholds are approximately equal across the 5 days. Note: τ1 is the threshold between the "strongly disagree" and "disagree" rating scale categories; τ2 is the threshold between "disagree" and "agree" rating scale categories; τ3 is the threshold between "agree" and "strongly agree" rating scale categories. 
D I S C U S S I O N
The purpose of this study was to examine the manifestation of group and individual rater effects as well as raters' systematic changes in interpretation of a four-point rating scale structure across a 5-day rating session using the MFR model. The first research question asked if the raters, as a group, demonstrated differential severity/leniency across time points. The analysis indicated overall statistically significant differences for time points with a high reliability of separation. The raters exhibited a general trend of decreasing rater severity as the time points progressed. The second research question asked if any individual raters demonstrated differential severity/leniency across time points (i.e., interactions between rater severity/leniency and time points). The analysis indicated that nine out of the 13 individual raters exhibited differential severity/leniency during a minimum of one time point. A total of 33.31% of the pairwise interactions indicated differential severity/leniency, with 10 interactions systematically underestimating the performances and 11 interactions systematically overestimating the performances. The third research question asked if the raters systematically demonstrated a change in differential scale category use across time points. The analysis indicated that meaningful differences in the structure of the rating scale across the five time points did not exist.
The results of this study demonstrated that evidence of rater effects as dynamic processes exists in the assessment of musical performances and can negatively affect the quality of the evaluation process. As noted above, nearly all previous research related to rater DRIFT has been situated within the context of high-stakes writing assessments, where the stability of a variety of rater effects across student writing samples has been explored using methods similar to those demonstrated in the current study (e.g., Hoskens & Wilson, 2001; Myford & Wolfe, 2009; Wolfe et al., 2001 Wolfe et al., , 2007 . In general, these studies share a common conclusion: When examined from a dynamic, rather than static, perspective, rater effects vary across scoring periods, and rater DRIFT persists despite feedback and remediation.
The current study reflects a new application of methods for detecting rater DRIFT within the context of music performance assessment. Accordingly, the results have implications for both the "traditional" dynamic rater effects literature (high-stakes writing assessment) and the field of music performance assessment. In terms of research on writing assessment, the current results confirm those of previous studies in that differences in rater leniency/severity were observed across a scoring period-suggesting that rater DRIFT is not limited to the context of writing assessments. In terms of music performance assessment, this study illustrates methods for exploring rater effects from a dynamic perspective that provides additional insight into the quality of ratings beyond what can be observed through a static perspective. In addition to this methodological contribution, the substantive finding that the overall group of raters drifted to more lenient scoring styles as the time points progressed reflects previous research in music education. Specifically, the current findings corroborate those of Flores and Ginsburgh's (1996) related to performance order, where performances scheduled earlier in the rating process had a lower chance of being ranked as a top performer as those who performed later in the day.
It is important to recognize that this study provides empirical evidence of differential severity/leniency and model-data misfit. The qualitative reasons (i.e., biases) for these systematic differences, such as fatigue, performance-to-performance carryover, response sets, and clashing standards/values, cannot be verified empirically. Millsap (2011) notes that the empirical detection of differential severity/leniency is "a device for separating the statistical phenomenon (group differences that remain after attempted matching) from what the explanation for the phenomenon might be" (p. 8). Wesolowski et al. (2015) note that the distinction between the statistical phenomenon and bias is that "bias can only be explained qualitatively through expert judgment and interpretation of systematic patterns of misfit" (p. 153). In instances when potential bias is suspected, the quantitative indices can inform us to its presence (Bond & Fox, 2015) . Therefore, further investigation into the phenomena underscoring these particular results is of immediate attention and future investigation.
In a fair music performance assessment, performance ordering should not contribute to construct irrelevant variance. However, as highlighted in this study, systematic variability based upon time exists, even with content experts. As a result, it is essential that the well-established techniques for exploring rating quality from a dynamic perspective be extended to the context of music performance assessment. As a situational exemplar within the context of music education, the 2014-15 Florida Bandmasters Association's (FBA) 2014-15 District 7 Middle School Concert Music Performance Assessment was held over 3 consecutive days (Florida School Music Association, 2014) . Within the consecutive 3-day rating session, raters evaluated a total of 61 middle school concert band ensembles (Day 1, n = 21; Day 2, n = 20; Day 3, n = 20). Each ensemble was slotted for 30 minutes of total stage time and performed three musical works, totaling 183 music performances (Day 1, n = 63; Day 2, n = 60; Day 3, n = 60) and 1,830 minutes (30.5 hours) of total service. According to the FBA (2015-2016) handbook, "Efforts will be made to schedule concert and jazz bands each day beginning with smaller classifications and moving in order through the larger classifications" (p. 14). With ensemble classifications based upon total school enrollment and/or level of musical repertoire, ensembles classified as High School A (total school enrollment of 2,501+, Grade 4/5-level literature) will always be scheduled at the end of the day and ensembles classified as Junior High School JC (enrollment of 1-300, Grade 1/2-level literature) will always be scheduled at the beginning of the day (FBA, 2015 (FBA, -2016 . As demonstrated in this study, ensembles scheduled to perform early on Day 1 (i.e., small, lower-level musical selections) would be evaluated more severely than ensembles scheduled to perform late on Day 3 (i.e., large, higher-level musical selections). In addition to these types of state-and district-based music performance assessment contexts where performance ordering is based upon classification, similar scheduling mechanisms extend to even 90 larger performance-based organizations such as Winter Guard International and Drum Corps International, among others.
A critical challenge in music performance assessments, such as in the FBA example, is to flag drifting raters (i.e., raters demonstrating systematic changes in severity/leniency) in real time at performance evaluations. In order to meet the need of valid, reliable, and fair assessment practice, it is first recommended that this study is followed up in a more authentic setting where raters have only one opportunity to listen to a live performance. This may provide insightful information toward rater behaviors and scale functioning. Second, it is suggested that the application of Many-Facet Rasch analyses be implemented as a reliable and systematic psychometric methodology for analyzing and reporting the quality of rater-mediated assessment data in music. Third, it is recommended that real-time analyses of rater behavior using a MFR measurement model with a time parameter be implemented and monitored by supervisory personnel trained in both music assessment and Rasch psychometric processes. Because the MFR model provides a mechanism to monitor rater behavior and detect rater errors as dynamic processes, the flagging and immediate intervention of raters demonstrating DRIFT is possible. Relying on the same judges over the course of 30.5 hours is impractical for achieving fair assessments. Strategic interventions, recalibrations, and/or replacements of raters as indicated by real-time DRIFT analysis may help improve fairness over long rating sessions.
Future research should include the investigation into the effects of rater training and rater recalibration on differential severity/leniency of dynamic processes. The benefit of DRIFT analysis is the ability to identify differential changes in rater behavior while the assessment context is occurring. If changes are identified, rater calibration protocols can be implemented in order to provide greater consistency, precision, and accuracy of ratings. These types of systems, however, have yet to be researched or implemented in the context of music performance assessment. Therefore, it is suggested that the interactions between specifically chosen music performance exemplars, types of rater training/intervention, and changes in differential severity/leniency both from a static and dynamic perspective be further studied. These investigations may include (a) how proper rater training affects changes of differential severity/leniency, (b) how the recalibration of raters through testing and retraining based upon scoring behavior of specific benchmark performances affects behavior, and (c) how the amount and type of feedback provided to raters regarding their intrarater agreement indices affects behavior. Results of such studies may provide a foundation to the establishment of proper, research-based rater calibration protocols.
Lastly, the application of DRIFT analysis may prove beneficial and as a powerful tool in the ongoing process of standardization, benchmarking, and measure construction as part of the National Association for Music Education's Model Cornerstone Assessments, the National Core Arts Music Standards development and refinement, and standardized preservice teacher evaluations such as edTPA. Because operational raters are being used to construct measures and benchmark student performances over consecutive rating sessions, the lack of investigation toward rater behaviors over time within the context of music performance assessment, along with other performance assessment contexts, may provide construct-irrelevant variance that interferes with the validity of inferences made in the estimation of student and/or ensemble performance achievement. Using a time parameter may better inform the measurement construction process by establishing more consistent, stable, and fair scoring outcomes.
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