This article deals with the bi-objective pollution-routing problem (bPRP), a vehicle routing variant that arises in the context of green logistics. The two conflicting objectives considered are the minimization of the CO 2 emissions and the costs related to driver's wages. A multi-objective approach based on the two-phase Pareto local search heuristic is employed to generate a good approximation of the Pareto front. During the first phase of the method, a first set of potentially efficient solutions is obtained by solving a series of weighted sum problems with an efficient heuristic originally developed to solve the single-objective PRP. A dichotomous scheme is used to generate the different weight sets in an automatic way. In the second phase, the set is improved with an efficient Pareto local search (PLS) procedure. The use of PLS allows to limit the number of computational demanding weighted sum problems solved in the first phase, while keeping high-quality results. Extensive computational experiments over existing benchmark instances show that the proposed approach leads to better results in less CPU time when compared to those obtained by state-of-the-art methods.
Nevertheless, at the same time, this may imply in larger emission costs, since higher vehicle speeds are necessary to minimize the total travel time of a route. On the other hand, in order to minimize the emission costs, one needs to adopt lower vehicle speeds. In this case, routes will have a larger duration, thus increasing the labor costs.
Recently, Lin et al. [40] remarked that it could be interesting to explore the existing trade-off between travel distance and environmental impacts. According to Ehrgott [15] , the best way to analyze trade-off in problems with multiples objectives is through multi-objective optimization (MO). The main goal of MO is to find all Pareto optimal solutions (or a good approximation of these solutions [8, 23] ), that is, solutions that cannot be improved in any of the objectives without degrading at least one of the other objectives.
Despite the conflicting nature between the environmental and economic costs, there are few works in which a MO approach is explicitly applied to tackle problems of this nature. Jemai et al. [30] defined the bi-objective green VRP, where the two objectives to be minimized are the total traveled distance and CO 2 emissions. The non-dominated sorting genetic algorithm II (NSGA-II) [9] was applied to solve the problem. Siu et al. [54] devised a genetic algorithm for dealing with the multi-objective green cargo routing, in which different plans must be defined for distinct types of transportation modes. Nevertheless, the objectives still remain the same, that is, minimizing transportation costs and CO 2 emissions. The authors compared their results with those obtained by an adapted version of Martins' algorithm [46] . Molina et al. [47] dealt with a real-life application for the multi-objective heterogeneous fleet VRP with environmental considerations. Three objectives were considered: (i) minimization of internal costs and minimization of (ii) CO 2 and (iii) NO x emissions. An augmented weighted Tchebycheff method was used to solve it.
Demir et al. [12] proposed the bi-objective PRP (bPRP) which extends the PRP defined in [5] , but they considered the two objectives separately through a MO approach. The authors solved such problem by directly applying straightforward and well-known MO methods from the literature. Recently, Kumar et al. [38] implemented a so-called self-learning particle swarm optimization approach for solving a multi-objective PRP with time windows and multiple time periods, where the objectives considered were related to environmental, routing, and production costs.
In this article, we focus our attention on solving the bPRP by adapting the two-phase Pareto local search (2PPLS) approach proposed by Lust and Teghem [43] and originally developed for solving the bi-objective TSP (bTSP). State-of-the-art results have been obtained by such method when solving other classic MO combinatorial optimization problems like the MO knapsack problem [44] and MO set covering problem [45] . In the first phase of the method, an approximation of the set of supported efficient solutions is generated by solving single-objective problems (SOPs) obtained from the linear weighted aggregation of the objectives (weighted sum). In our case, we used a simplified version of the state-of-the-art PRP algorithm by Kramer et al. [37] to solve such problems. In the second phase, new solutions are generated by applying Pareto local search (PLS) [2, 48] , a method based on neighborhood search. In contrast to the bTSP, finding good approximations for the Pareto Front for the bPRP in an acceptable CPU time is not an easy task. Firstly, solving single-objective PRP instances obtained with weighted sums is much harder and more computational demanding than solving single-objective TSP instances. Therefore, it is necessary to limit as much as possible the number of SOPs solved during the first phase of the algorithm. Secondly, during the application of the neighborhood search, one needs to build not only the routes themselves, but also determine the vehicle speeds associated with each arc of the route, which makes the problem much harder to be solved in practice.
The main contributions of this article are threefold: firstly we show how to limit the number of weighted sum problems solved during the first phase by using a dichotomous scheme to generate automatically the different weight sets, allowing to obtain good quality initial sets in small CPU times. Secondly, we study different combinations of neighborhood functions and propose an efficient mechanism that avoids a prohibitive number of calls to the speed optimization algorithm (SOA) throughout the PLS. Thirdly, we show that the proposed algorithm obtains high-quality results for several MO indicators, in less CPU time than state-of-the-art MO methods used in [12] to solve the same problem. To our knowledge, this is the first time that an adaptation of 2PPLS to solve a multi-objective mixed integer linear program problem (MOMILP) is proposed. Although this MO method is more enhanced than those considered in [12] , it is still simple and straightforward to be implemented, since the method is mainly based on the single-objective solver previously developed for solving the PRP. Please note that the goal of this article is not only to produce high-quality results for the bPRP, but also to show that it is possible to easily use an efficient single-objective solver of a specific problem to obtain high-quality results for the bi-objective version of the same problem. We only consider two objectives in this article, as for problems with more than two objectives, particular adaptations are often needed to manage the growing number of solutions [6] .
The remainder of this article is organized as follows. Section 2 describes the bPRP. Section 3 explains the proposed 2PPLS based approach. Quality indicators are listed in Section 4. Computational experiments are reported and discussed in Section 5. Finally, Section 6 presents some concluding remarks. 
P R O B L E M D E S C R I P T I O N
Let G = (V, A) be a complete and directed graph with a set V = {0, . . . , n} of vertices and a set A = {(i, j) : i, j ∈ V; i � = j} of arcs. The depot is represented by vertex 0 whereas the set of customers is denoted by V
where it can be served, and a service time t i . The travel distance between a pair of vertices i and j is given by d ij , (i, j) ∈ A. A set K = {1, . . . , r} of homogeneous vehicles with capacity Q is available at the depot. The bPRP considers the same constraints found in the VRPTW, where in addition to the constraints defined for the classical VRP, it also imposes that each customer i ∈ V � can only start to be served within its time window [a i , b i ] [14] . The bPRP has two objective functions, which are treated separately: the first aims at minimizing the costs from CO 2 emissions while the second aims at minimizing the total costs associated with drive wages. From [5, 10] , drivers are assumed to be paid per unit of time, and CO 2 emissions are assumed to be proportional to vehicle fuel consumption, which in turn is dependent on environment and traffic-related parameters such as vehicle type, speed, load, acceleration, and congestion. Let ν ij and f ij be the vehicle speed and the vehicle load on arc (i, j), respectively. The amount of CO 2 emissions associated with a travel from i to j can be computed as
where ξ and γ are constants related to fuel properties, β and w are associated with vehicle characteristics and α ij is a constant that depends on road characteristics and vehicle acceleration. Moreover, μ is the engine friction factor, N is the engine speed, V is the engine displacement. Equation (1) is based on the comprehensive emissions model described by Barth et al. [4] and Barth and Boriboonsomsin [3] . The parameter values adopted in the bPRP can be found in [11, 37] .
The bPRP aims at designing a set of routes by deciding the arcs to be included in the solution as well as their associated vehicle speeds, in order to minimize the two aforementioned objectives, while respecting VRPTW constraints. Hence, if we consider f c and f d as the cost associated with fuel consumption and labor activities, respectively, the bPRP objective functions can be expressed as follows:
where x is a feasible solution (set of routes), S is the set of arcs in x, F ij (.) corresponds to the amount of CO 2 emissions as given in Equation (1), and s i represents the total time spent on a route that has the vertex i ∈ V � as the last visit before returning to the depot.
Note that we can consider the bPRP as a MOMILP since one has to perform binary decisions, that is, by deciding whether an arc must be included in the solution or not, as well as continuous decisions, that is, by deciding the vehicle speed over each selected arc. Motivated by real-life aspects, the selected speeds must respect lower (V MIN ) and upper (V MAX ) bounds, which come from the problem definition. According to Bektaş and Laporte [5] , the speed at which a vehicle travels on arc (i, j) is imposed by traffic regulations. Nevertheless, it is important to emphasize that in the PRP definition, traffic conditions are not taken into account. Hence, the vehicles are allowed to travel at any speed within a given interval.
In practice, we are interested in finding the set of Pareto optimal (or efficient) solutions for the bPRP. We recall the definitions related to MO optimization in the following.
We consider a general MO problem (MOP), with a feasible set X and k objective functions f i (x) (i ∈ {1, . . . , k}), where x ∈ X is a solution vector. In MO optimization, solutions are usually compared according to the Pareto dominance relation:
We define an efficient solution as follows:
For these solutions, it is not possible to improve the value of one of the criteria without deteriorating at least one other criterion.
The image z = f (x) of an efficient solution is called a nondominated point (z ∈ R k ). The efficient set denoted by X E contains all efficient solutions, whereas the Pareto front, denoted by Y N , contains all nondominated points (it corresponds to the image of the efficient set in objective space). In this work we will mainly work with approximations of the efficient set, also called set of potentially efficient solutions, and denoted byX E .
At some point, we will also need to use the weakly Pareto dominance relation, defined as follows. Finally, we make the important distinction between two types of efficient solutions: supported and nonsupported [15] . The set of supported efficient solutions (X SE ) can be obtained by solving weighted sum SOPs of the form min
, with non-negative weights λ i . The set of non-supported efficient solutions (X NSE ) are the remaining efficient solutions, not located in the convex hull of the Pareto front, and that cannot be obtained by solving weighted sum problems. In many cases, nonsupported solutions may provide a better compromise between the objectives of the problem [42] .
P R O P O S E D M E T H O D
We developed a 2PPLS-based method [43] for solving the bPRP, which makes use of approximation schemes in both phases, as described in the following.
• Phase 1: aims at finding a good approximation for the set of supported efficient solutions. This can be done, for example, by solving weighted linear aggregated problems related to the two bPRP objectives.
• Phase 2: aims at obtaining a set of non-supported efficient solutions by exploring the search space between supported efficient solutions. These new solutions are obtained using a PLS procedure. PLS [2, 48] is an adaptation of simple local search based on improving moves to multi-objective optimization. PLS works directly with the current approximation of the efficient set. For each solution in the approximation its neighborhood is searched to find new potentially efficient solutions and to update the approximation. PLS is especially good for finding solutions along the Pareto front but can be very slow to find solutions toward the Pareto front. That is why it is important to start PLS from a good initial population. In this configuration, PLS can generate a large number of new potentially efficient solutions in a very short CPU time.
We present below how we have adapted these two phases to the bPRP.
First phase
In this phase, aggregated problems of the form (4) are solved for the feasible space X, where
represent the weight and objective function vectors, respectively.
One way of generating the weight sets is by applying the dichotomous scheme proposed by Aneja and Nair [1] and later improved by Przybylski et al. [51] . These methods employ exact approaches capable of generating all the weight sets, thus enabling one to obtain all the supported efficient solutions for bi-objective problems. Lust and Teghem [43] adapted the former method by applying heuristic approaches for solving the aggregated problems, in order to decrease the runtime of the method. As a result, the solutions found are not necessarily supported, or even efficient, but constitute a set that is close to the complete set of supported efficient solutions. Two main advantages of using this method for solving the bPRP are that the number of weight sets to be used is automatically determined and the objective functions need not be normalized as the weight sets are computed from the representation of the solutions in the objective space. This method is adopted in the present work and its adaptation to the bPRP is detailed in the following.
Heuristic procedure for obtaining supported efficient solutions
The dichotomous scheme used for obtaining a good approximation of the set of supported efficient solutions is presented in Algorithm 1. For all pseudo-codes presented hereafter, the symbols ↑, ↓, and � denote the passing of parameters in mode IN, OUT, and IN/OUT, respectively. The comments are identified by the symbol �. Algorithm 1 receives as input a bPRP instance and returns an approximationX SE of the set of supported efficient solutions. Herein, when the procedure SolvePRP is called, a SOP of the form λ 1 f 1 + λ 2 f 2 is solved.
The approximationX SE is initialized with two solutions of SOPs. Firstly, the objective that aims at minimizing the costs from CO 2 emissions is considered (line 4). Secondly, the total cost associated with drive wages is minimized (line 6). Once both solutions are obtained, the method SolveRecursionHeuristic (line 8) is called in order to generate new weight sets and solutions.
Algorithm 1 bPRP_Phase1_Heuristic
The method SolveRecursionHeuristic is described in Algorithm 2. In this method, the property that the images of the supported efficient solutions are always located in the convex hull of the Pareto front is used: by considering weight sets λ = (λ 1 , λ 2 ) defined by the normal line across the images in the objective space of the two solutions x 1 and x 2 considered, new supported solutions can be recursively generated [51] . As the new weight set is a vector normal to the line joining the two points f (x r ) and f (x s ), we have 1 (xr ) and λ 2 = 1. Then, we normalize the weight sets (λ 1 + λ 2 = 1) and we obtain
and λ 2 = 1 − λ 1 . The solution obtained considering the new weight set is denoted as x t . If x t is not dominated by any of the solutions of the set of potentially efficient solutions, then x t is added to this set. This verification is performed using the method UpdateXE (see Algorithm 3). The procedure simply consists in updating a set of potentially efficient solutionsX E with a new solution p of cost f (p). The solution p is compared with all solutions fromX E (lines 4-11) and in case p is weakly dominated by at least one solution from the set, p is not added toX E and the algorithm stops (lines 5-7). Otherwise, p is added toX E (line 12). Moreover, if p dominates some solutions ofX E , then these solutions are removed fromX E (lines 8-10).
Let �z(x r )z(x s ) be the right triangle defined by the points z(x r ), z(x s ) (x r and x s images) and their associated local ideal point (minimum value of the coordinate of each point). Every time a solution x t whose image z(x t ) is inside the interior of the triangle �z(x r )z(x s ), Alg. 2 is recursively called twice: one for x r and x t , and another one for x t and x s . Otherwise, the SolveRecursionHeuristic function is not called. Note that the area of Δz(x r )z(x s ) decreases between two iterations of SolveRecursionHeuristic and that is why the method is often called "dichotomic" search.
In practice, we do not consider the entire region defined by Δz(x r )z(x s ). When applying the dichotomous scheme, since in the bPRP there are decisions associated with continuous variables, there might be too many solutions that are close to each other. As a result, the dichotomous scheme will possibly generate a considerable number of nondominated points, and thus the first phase could be time consuming. Given that PLS employed in the second phase is likely to generate a large number of points
Algorithm 2 SolveRecursionHeuristic
Algorithm 3 UpdateXE in a small amount of time, one potential strategy is to accept less solutions during the first phase so as to improve the overall runtime of the algorithm.
More precisely, we propose a mechanism that reduces the area of the triangle in order to avoid the acceptance of several nondominated points within a small region of the solution space (see Figure 2 ). Such reduction is controlled by a parameter τ: the larger the value of τ, the smaller the number of nondominated points accepted for restarting the recursion. In other words, parameter τ is used to limit the generation of supported efficient solutions located between two close efficient supported solutions. In our case, we assume that τ is proportional to the Euclidean distance between the points z(x r ) and z(x s ), that is, τ = ρ × �z(x r ), z(x s )�, where ρ is an input parameter. The value of this parameter should be chosen in such way that enough potentially nondominated points are generated in the first phase so as to provide to PLS a good initial set and to attain high-quality approximations front in reasonable CPU times (see Section 5.2).
Solving the single-objective PRP
For solving the single-objective PRPs obtained from the linear weighted aggregation of the objectives, we have decided to use the algorithm proposed by Kramer et al. [37] , which is to the best of our knowledge the best heuristic method available for solving the single-objective PRP. Their multi-start matheuristic, called ILS-SP-SOA, combines iterated local search (ILS) [41] with a set partitioning (SP) approach and SOA. Nevertheless, since many SOPs are solved during the execution of the algorithm, we chose to drop the SP phase of the method so as to improve the runtime performance. Of course, removing this component of the method may possibly affect the quality of the solutions generated. However, this simplified version (ILS-SOA) of the algorithm developed in [37] still yields good solutions. This can be verified in the results reported in Appendix. Algorithm 4 presents the pseudo-code of ILS-SOA. The algorithm restarts n R times (lines [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] where at each iteration the speed matrix v is initialized with the maximum speed allowed in the instance (line 9) and a solution is generated using an insertion based heuristic [50] that allows infeasible solutions with respect to the time windows constraints (line 10). Local search and perturbation moves as well as speed optimization are then alternatively performed (line 13) for n ILS consecutive iterations without improvements (lines [11] [12] [13] [14] [15] [16] [17] . The algorithm returns the best solution found among all restarts. 
F I G U R E 2 Adapted Stopping Criterion
ILS-SOA makes use of the auxiliary data structures (ADSs) presented in Vidal et al. [57] in order to enhance the runtime performance of the method. These ADSs store a series of information (total duration, earliest arrival time, latest arrival time, cumulated load, etc.) for all the subsequences of a given solution, and they allow to perform move evaluation and feasibility check in amortized O(1) time during the local search. The reader is referred to [37] for a complete and detailed description of all individual components of the algorithm, including local search, perturbation, and speed optimization procedures.
Algorithm 4 ILS-SOA

Second phase
In this phase one aims at finding potentially nonsupported efficient solutions with a view of improving the quality of the Pareto front by applying PLS [43, 48, 49] over the set of potentially efficient solutionsX SE obtained in first phase, as shown in Algorithm 5.
Algorithm 5 Pareto Local Search (PLS)
A set P and the set of potentially efficient solutionsX E are both initialized with the same set of solutionsX SE (lines 4-5), generated during phase 1. Next, while P is not empty (lines 6-18), each neighbor solution p � of every p ∈ P is generated (lines 7-15) using the following VRP based neighborhoods, that are all well-known for providing good computational results in the VRP context (and also used in ILS-SOA):
• Shift(1,0)-a customer is moved from one route to another one.
• Swap(1,1)-two customers in two different routes are switched.
• Cross (a.k.a. 2-opt * )-two arcs are removed: one from route r 1 and another one from route r 2 ; and another two are inserted: one connecting r 1 with r 2 and another one connecting r 2 with r 1 .
• Reinsertion-a customer is removed and inserted in another position of the same route.
• Exchange-two customers in the same route are switched.
In Section 5.2, we will empirically justify the choice of the neighborhood structures described above. Next, each nondominated solution p � is added toX E and also to an auxiliary set P a (lines 9-13), which in turn becomes the new set P in line 16. Note that the moves performed in the neighborhood only modify the routes. However, the optimal speeds associated with the arcs of a modified route may not be the same as the original route. One thus needs to apply the SOA in order to compute the new optimal speeds for the arcs. Nevertheless, since the size of each neighborhood structure is of the order of O(n 2 ), and the SOA complexity is O(n 2 ), the worst-case complexity of the entire procedure is O(n 4 ). Hence, the overhead of calling the SOA every time a move is evaluated can be prohibitively expensive in terms of CPU time.
To overcome the aforementioned issue, we propose a simple yet effective approach to improve the runtime performance without severely compromising the quality of the solutions found during the local search. In particular, whenever a move is evaluated, the method computes the objective functions considering a maximum speed allowed in the instance. If this solution turns out to be potentially efficient, then SOA is called in order to determine the actual optimal speeds for each arc of the modified route. This dramatically reduces the number of calls to SOA, thus preventing the algorithm's runtime to increase excessively.
PLS does not accept infeasible solutions that violate the vehicle capacity, and the feasibility check can be easily performed using the ADSs mentioned in Section 3.1.2. However, infeasible solutions with respect to time windows are accepted, but the algorithm penalizes such solutions, which will be then naturally dominated and thus disregarded during the search. In this case, the move evaluation (considering the penalties due to time windows violation) can still be performed in amortized O(1) time as shown in [37, 57] . Note that this is also the same policy adopted by ILS-SOA.
Q U A L I T Y I N D I C A T O R S
In contrast to SOPs, comparing the quality of solutions in MOPs is not an easy task. While in the first the solutions can be directly compared by simply observing the value of the objective function, in the latter one has to compare a set of points, which is not straightforward. Nevertheless, according to Zitzler et al. [60] , when assessing the quality of solutions in MOPs, it is desirable that: the distance between the potentially nondominated points found by the method and the optimal Pareto front (reference set) is the minimum possible; there should be a maximal number of points, well-distributed along the Pareto front. When is not practical to determine the optimal Pareto front, the reference set can be derived by merging the fronts generated by state-of-the-art algorithms and removing dominated points [31] .
The MO assessment methods available in the literature can be classified into two main categories: unary and binary. While in the first category a score is attributed to a set of solutions, in the second one a score is attributed to a pair of sets of solutions. Such score is generally computed by comparing both sets to a reference set. Zitzler et al. [61] performed a detailed analysis on the main features of the most popular MO assessment methods.
In this work, we make use of two indicators: hypervolume (H) and R measure. We chose them because they are unary indicators and thus do not depend on a reference set, which is quite complicated to determine, not only because solving the bPRP exactly is far from being a simple task, but also because the approximations found in [12] are no longer available. We also use the concept of attainment surfaces to take into account the stochasticity of the algorithms and to compare the approximations in objective space. We briefly present these concepts in the following subsections.
Hypervolume
The hypervolume (H) indicator was proposed by Zitzler [59] and it computes the approximated area over the curve formed by the set of potentially nondominated points bounded by a low-quality point. The low-quality point should be defined such that every point of the Pareto front approximation weakly dominates the low-quality point. A point close to the Nadir point (that is the virtual point composed of the worst values for each objective among the nondominated points) can be used. The value of H must be maximized to obtain potentially nondominated points located far from the low-quality point and close to the ideal point (the virtual point composed of the best values for each objective).
R measure
The R measure (R) [28] depends on the average of the minimum value of the weighted Tchebycheff function (Γ) over a set of systematically generated normalized weight vectors. For each weight λ, the Tchebycheff weighted distance is determined for all the points y = f (x) of an approximationŶ N , by means of the expression Γ . In this way, values between 0 and 1 are obtained, and as in the previous case, the value of R must be maximized (that is close to 1).
Attainment surfaces
Proposed by Fonseca and Fleming [17] , attainment surfaces are a nice way to represent the different outputs of a stochastic multi-objective optimizer in objective space. Indeed, when running one algorithm several times, plots of approximation of Pareto fronts quickly become confusing and unusable. In this work, we will use the concept of summary attainment surface proposed by Knowles [32] , which can be defined as the union of all tightest goals that have been attained (independently) in precisely s of the runs of a sample of m runs, for any s ∈ 1, . . . , m. For example, the sample median quality is the best estimator of what one would expect to achieve in 50% of the runs. In this work, we will use the best (1st) summary attainment surface (best-case performance of the algorithm), the median summary attainment surface and the worst summary attainment surface (worst-case performance of the algorithm). We have used the code of Knowles [32] to generate the summary attainment surfaces.
C O M P U T A T I O N A L E X P E R I M E N T S
The proposed algorithm was coded in C++ and the computational experiments were conducted on an Intel Xeon E3-1226 3.30 GHz with 16 GB of RAM running Oracle Linux Server. The method was executed 10 times for each instance using a single thread. The statistical tests were performed using the R package [52] .
T Since the bPRP instances used in [12] are no longer available, we decided to use those originally proposed for the PRP, which are divided into three groups involving different sizes, each of them containing 20 instances. Group A, available at http://www.apollo.management.soton.ac.uk/prplib.htm, was suggested in [11] . Groups B and C, available at http://w1.cirrelt.ca/ vidalt/en/VRP-resources.html, were introduced in [37] and they were derived from the instances of group A by tightening the customers' time windows. More precisely, Groups A, B, and C contain instances with large, tight and moderate time windows, respectively. For comparison purposes, we only performed experiments for 100-customer instances, as in [12] .
Assessment of results
As already mentioned, the indicators H and R were the ones adopted to assess the quality of the solutions found by the algorithm. For obtaining the value of R, the number of weights |Ψ| generated for determining the weighted Tchebycheff function was given by n+k−1 k−1 [29] , where n is the number of customers and k is the number of objectives. In our case, since k = 2 and n = 100, it follows that |Ψ| = 101 weights.
The nondeterministic values of H and R, obtained through several stochastic runs of 2PPLS and also of other MO methods from the literature (see Section 5.3.1), were evaluated by means of the Mann-Whitney (MW) nonparametric statistical test. The reason for performing a nonparametric test is that the statistical distribution of the data is unknown. Since two hypothesis were simultaneously tested (differences between the values of R and of H), the risk level α, which determines the probability of error of the test, was adjusted according to the Holm sequential rejective method [25] , with α = 0.05. The smallest P value obtained during the statistical tests were compared with α / 2 , while the second smallest value was compared with α. The statistical results are reported in the tables of Section 5.3.1. The analysis was always performed with respect to 2PPLS using the following scheme. On the one hand, signs ">" and "<" indicate that the values of the quality indicator associated with 2PPLS are, respectively, statistically greater and smaller than the values found using other MO methods from the literature. On the other hand, sign "=" indicates that the values are not statistically different. Moreover, the number of solutions found (#Sol.), as well as the CPU time in seconds (T(s)) are also reported.
Parameter tuning
In this section, we show how the parameters of the proposed algorithm were calibrated. The overall performance of the method mainly depends on: (i) the reduction of the ideal local triangle Δz(x r )z(x s ) that is measured by the parameter ρ described in Section 3.1.1; and (ii) the neighborhoods used in the second phase of the method.
We have tested three values of ρ, namely: 1.25%, 2.50%, and 5.00%, and three neighborhood schemes, thus leading to a total of nine different settings, as shown in Table 1 .
We have performed a series of experiments on the set of 100-customers instances of Group B (20 instances, in total), which can be considered the most challenging set. The proposed algorithm was executed 10 times for each instance and the results obtained for the different settings can be found in Table 2 . We report the number of times a particular setting is superior to the best-known methods of [12] in terms of number of nondominated solutions (#Sol.), hypervolume (H) and R measure (R), as well as the CPU time (T(s)) in seconds. The results show that setting 6 seems to be the most interesting configuration, with T A B L E 2 Number of times each setting of the 2PPLS outperformed the best known methods of Demir et al. [12] Setting #Sol. 1  20  20  19  2  2  20  20  19  5  3  20  20  20  5  4  20  18  16  15  5  20  19  16  17  6  20  19  17  15  7  20  15  13  17  8  20  15  9  16  9  20  17  14  14 a good compromise between solution quality and CPU time. Therefore, we have set ρ = 2.50% and we have adopted the neighborhoods Shift(1,0), Swap(1,1), Cross, Reinsertion and Exchange.
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Results
Comparing 2PPLS with other MO methods from the literature
With a view of evaluating the performance of the proposed 2PPLS heuristic in solving the bPRP, we have implemented two other MO methods considered in [12] for solving the bPRP, namely: weighted sum of the objective functions (WM) and weighed sum of the normalized objective functions (WMN). The other methods presented in [12] could not be reproduced because they are based on the ε-Constraint approach, which should be implemented in an exact fashion and the authors did not mention how this issue was dealt in their work. As proposed by the authors, we considered the set W = {(1, 0) (0.9, 0.1) . . . (0.1, 0.9) (0, 1)}, containing 11 weights, for WM and WMN. For the sake of comparison with 2PPLS, ILS-SOA was also used to solve the SOPs that arise in such methods. Hence, all the conclusions drawn can be attributed to the multi-objective methods.
We chose to compare 2PPLS with WM and WMN for two important reasons: (i) WM and WMN have been successfully applied to the bPRP and it is easy to reproduce the results obtained to the new instances used in the article (ii) WM, WMN, and 2PPLS are quite similar since weighted sums problems are solved in the three methods. Therefore, the comparison between these methods will also tell us, for a given CPU time, if it is worth to apply PLS rather than solving more weighted sum problems. We did not compare 2PPLS with the more popular MO algorithm NSGA-II [9] since Kumar et al. [38] already showed that the performances attained by NSGA-II were not very good for the bPRP. Tables 3-5 From Table 3 , it is possible to observe that a large number of potentially efficient solutions were generated by 2PPLS. This can be explained by the wide time windows of the instances of set A, allowing many feasible solutions to be generated during the application of PLS. Moreover, the gap between the quality indicators show that 2PPLS is clearly superior than the other methods for this set of instances, which is also confirmed by the result of the MW statistical test. In addition, the proposed algorithm was capable of finding six to eight times more solutions than the other ones. Finally, the average CPU time of 2PPLS was slightly slower than WM, but faster than WMN.
Note that the CPU time of 2PPLS depends on the stopping criterion used in the first phase. As a matter of fact, it is not possible to specify a priori the number of calls to ILS-SOA, as opposed to WM and WMN, since the first phase of 2PPLS stops when a good estimation of the supported efficient solutions is obtained. Nevertheless, depending on the reduction of the ideal triangle considered during the dichotomous scheme (parameter ρ described in Section 3.1.1) and also on the feasible region provided by the instance, a large number of solutions may be generated, which can be time consuming. This somewhat explains the differences in CPU time between 2PPLS and the other two methods. Further conclusions in this matter can be drawn from Table 6 , where we summarize the computational results presented in Tables 3-5 . With respect to the instances of sets B and C, as can be observed in Tables 4 and 5 , 2 PPLS was capable of finding a high number of potentially efficient solutions. In addition, it also visibly outperforms, on average, WM and WMN when considering H and R indicators. In terms of CPU time, the average performance of 2PPLS and WM are equivalent and both are faster than WMN.
T A B L E 3 Comparison between 2PPLS, WM, and WMN -Set
The average results for each instance group is summarized in Table 6 . For each method, it reports the minimum, maximum, and average values of #Sol., H, R, and T(s). The three methods usually require more CPU time for solving instances with tighter time-windows (i.e., those from sets B and C), which coincides with the results reported by Kramer et al. [37] for the mono-objective PRP. 2PPLS obtained more potentially efficient solutions for instances from the set C. This may be justified by the larger heterogeneity of the time-window widths of these instances. In contrast to 2PPLS, the number of potentially efficient solutions obtained by WM and WMN does not vary significantly between the instances sets. This is a consequence of the chosen weight set W (few elements with uniformly spread values).
Evaluating the impact of the PLS
In this section, we discuss the impact of PLS in improving the quality of the Pareto fronts obtained during the first phase (Tables  7-9 ). In each after each phase. The convex hulls of the fronts, which are required to identify the supported solutions, were obtained by employing Graham's algorithm [24] . A representation of the convex hull associated with some instances is depicted in Figure 3 . Note that as we use a heuristic in the first phase to solve the weighted sum problems, potentially nonsupported efficient solutions can also be generated during the first phase. We also present in column #C. the number of calls to the mono-objective solver during the first phase. We can observe that the second phase substantially improves the results found in the first phase. The first phase is quite time consuming: solving one single-objective PRP takes on average at least 30 seconds. It is thus important to find a good compromise between the first phase and PLS. The second phase is much more faster than the first one, especially for the instances of Set A. On average, PLS spends, for the instances of Sets A, B and C, 6.90%, 33.59%, and 30.51% of the total CPU time, respectively. The reason for the larger CPU time required by the second phase when solving instances from sets B and C is the same as explained previously, that is, the existence of tight time windows. As a result, the quality of the fronts obtained during the first phase is not as good as the one associated with the instances of Set A. It is thus more challenging for PLS to improve the fronts during the second phase. Nonetheless, the total CPU time of 2PPLS still remains competitive when compared to WM and WMN (Tables 4 and 5 ).
In addition, the results also confirm what has been already hinted in [43] : the computational effort of generating a good estimation of the Pareto front in the first phase can be extremely useful to enhance the performance of the second phase.
Attainment surfaces
This section compares the worst, median and best summary attainment surfaces obtained by 2PPLS, WM, and WMN. However, to limit the number of figures, we only expose the results obtained for the first instance of each type (that is UK100-01-A, UK100_ 01-B and UK100_ 01-C). Similar results have been obtained for the other instances. We also represent the approximations of Pareto front obtained in the first run of each algorithm. The results for the instances of types A, B, and C are provided in Figures  4 , 5, and 6, respectively. As already observed in Tables 3-5 , we remark that the approximations of Pareto fronts of 2PPLS contains many more points that WM and WMN. The points of WM and WMN are, however, well located and well spread. We also remark that the median and best summary attainment surfaces of 2PPLS are clearly better than WM and WMN for all types of instances. Nevertheless, for instances B and C, the worst summary attainment surfaces of 2PPLS are globally worse than those of WM and WMN. We can explain that by the fact that for instances B and C, the number of weighted sum generation in phase 1 of 2PPLS is lower than the number of weighted sum generation of WM and WMN. Therefore, the chances that all the weighted sum generations of 2PPLS give low-quality results are higher than with WM or WMN, which make these algorithms more robust for instances B and C. For instances of type A, the worst summary attainment surfaces of 2PPLS are better.
C O N C L U D I N G R E M A R K S
This article proposed a two-phase Pareto local search (2PPLS) for the bi-objective pollution-routing problem (bPRP). The proposed algorithm combines the efficient ideas presented in [37] for the single-objective PRP with those developed in [43] for general MO problems. We showed that using PLS allows to limit the number of computationally demanding weighted sum problems solved in the first phase while keeping high-quality results, which is better than preceding state-of-the-art methods. The method remains, however, simple; the same neighborhood operators are used in PLS and in the single-objective method. Furthermore, the method proposed in this work could be easily adapted to solve other complex MO problems, for which an efficient single-objective heuristic is known. The crucial part of such adaptation is to find the good compromise between the number of weighted sum problems solved in the first phase and the size of the neighborhood used in PLS. As for future work, we intend to propose a full automatic way to adapt a heuristic single-objective solver to obtain high-quality results for MO versions of the same problem. Moreover, richer PRP variants, such as the time-dependent PRP [18, 19] and the heterogeneous fleet PRP [33] , might be addressed under a multi-objective paradigm. How to cite this article: Costa L, Lust T, Kramer R, Subramanian A. A two-phase Pareto local search heuristic for the bi-objective pollution-routing problem. Networks. 2018;00:000-000. https://doi.org/10.1002/net.21827
A P P E N D I X : C O M P A R I S O N B E T W E E N T H E P R P A L G O R I T H M S
In this section, we compare the performance of five algorithms for solving the mono-objective PRP, namely: the ALNS algorithm by Demir et al. [11] (DBL12), the hybrid evolutionary algorithm by Koç et al. [33] (KBJL14), the ALNS algorithm by Franceschetti et al. [18] (FDHWLS17), the matheuristic ILS-SP-SOA by Kramer et al. [37] (KSVC15), and a simpler version of the latter that does not include the SP component (KSVC15-basic). This experiment has been performed in order to select a fast yet efficient method to be integrated into our 2PPLS algorithm.
The computational environments where each algorithm was executed is provided in Table 9 . Only the results for KSVC15-basic have been obtained from our experiments. The ones for DBL12, KBJL14, KSVC15, and FDHWLS17 have been collected from the references given in the second column of Table 9 .
The results of each method are reported in Tables 2, 4 . The first two columns contain the name of each instance and their corresponding best-known solution (BKS). The remaining columns report the solution costs (Cost), the percentage gaps with respect to BKS (Gap (%)), and the CPU time (T(s)) required by each method. The results for DBL12, KBJL14, and FDHWLS17 refer to the best solutions of 10 runs, while those for KSVC15 and KSVC15-basic refer to the average of 10 runs. Among the state-of-the-art algorithms, only Kramer et al. [37] reported results for the instance sets B and C. 
KSVC15
Kramer et al. [37] Intel(R) i7-3440 CPU @ 3.40 GHz with 16Gb C++
KSVC15-basic
Kramer et al. [37] Adapt. Intel(R) i7-6700 CPU @ 3.40 GHz with 16Gb C++
DBL12
Demir et al. [11] Intel Xeon(R) @3.00 GHz with 1Gb C++ KBJL14 Koç et al. [33] Intel Xeon(R) @2.60 GHz with 1Gb C++
FDHWLS17
Franceschetti et al. [18] Intel Xeon(R) X5675 @3.07 GHz with 96Gb Java
Although the algorithms have been tested in different computational environments, KSVC15-basic appears to be the fastest algorithm. Regarding the solution costs, KSVC15 was capable of finding better results for most of the instances. Nevertheless, when comparing the average costs of KSVC15-basic with those of DBL12, KBJL14, and FDHWLS17 (Table 9 ), we can observe that KSVC15-basic still seems highly competitive, clearly outperforming DBL12. Based on these results, we decided to use KSVC15-basic in our 2PPLS algorithm for solving the bPRP. 
