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The quantum Hall effect in curved space has been the subject of many theoretical investigations
in the past, but devising a physical system to observe this effect is hard. Many works have indicated
that electronic excitations in strained graphene realize Dirac fermions in curved space in the presence
of a background pseudo-gauge field, providing an ideal playground for this. However, the absence of
a direct matching between a numerical, strained tight-binding calculation of an observable and the
corresponding curved space prediction has hindered realistic predictions. In this work, we provide
this matching by deriving the low-energy Hamiltonian from the tight-binding model analytically to
second order in the strain and mapping it to the curved-space Dirac equation. Using a strain profile
that produces a constant pseudo-magnetic field and a constant curvature, we compute the Landau
level spectrum with real-space numerical tight-binding calculations and find excellent agreement
with the prediction of the quantum Hall effect in curved space. We conclude discussing experimental
schemes for measuring this effect.
I. INTRODUCTION
In the ever-growing field of graphene research, an in-
teresting question is what happens when strain is applied
to a sheet of graphene. The answer turns out to be par-
ticularly interesting from a theoretical point of view: The
particles behave as though they feel an effective magnetic
field and are moving in a curved space-time [1–9]. This
makes strained graphene a playground for quantum field
theory in curved space-time. It is also interesting from
a more down-to-Earth materials perspective, leading to
the term straintronics being coined [10].
The atoms in graphene form a hexagonal lattice. Elec-
trons hopping on this lattice can be described by a simple
tight-binding (TB) model [11]. It is a textbook exer-
cise to derive the action for a Dirac fermion by taking
the continuum limit of the tight-binding Hamiltonian for
graphene [12]. The problem becomes more interesting,
once strain is applied, such that neighbouring atoms are
displaced by different amounts from their equilibrium po-
sition. This will lead to a spatial variation of the hop-
ping strength across the lattice. It can be shown [1–5]
that this leads to two corrections to the Dirac action.
Firstly, the Dirac fermion is now coupled to an emer-
gent gauge field. Since applying a strain cannot break
time-reversal symmetry, the magnetic field derived from
the emergent gauge field must have opposite signs at
the two Dirac points. Hence it is often referred to as a
pseudo-magnetic field. Secondly, the Fermi-velocity be-
comes a space-dependent tensor. This can equally be in-
terpreted as a vielbein—the Dirac fermion becomes cou-
pled to curved space. The extra terms can also be derived
from general symmetry considerations [13–15].
In our work we derive the mapping between the tight-
binding model of strained graphene and the field theory
of a Dirac fermion coupled to a gauge field in curved
space. We derive the expressions for the gauge field
and the vielbein to all orders in the strain. We discuss
whether a spin-connection term should appear in the field
theory description.
It is possible to engineer a strain profile, such that
the emergent gauge field corresponds to a constant mag-
netic field. In that case, we expect Landau levels (LL)
to form and indeed this has been seen in tight-binding
calculations [16, 17] and in experiment [18–21]. For the
given strain profile, we show that at second order, we
obtain a correction to the emergent magnetic field and
we also find a constant curvature. We emphasize that in
our case this curvature is an effective curvature coming
purely from the in-plane strain, in contrast to previous
work considering physically curving the graphene sheet
[22]. Previous works have also looked at the effect of cur-
vature in fullerenes [23] and carbon nanoribbons [24, 25].
Previous work that has appeared on strained graphene
has tended to focus on the first order in strain [1, 2, 26].
As opposed to other works that have included second or-
der corrections [5, 27], we consider not only the emergent
gauge field, but also the resulting curvature. We note
that many previous papers have neglected terms that we
include in our work, all of which is derived carefully in
the appendices.
We perform a numerical tight-binding calculation in
which the shift of the Landau levels due to the curva-
ture is clearly seen. In this calculation we see more than
25 Landau levels and their positions match accurately
the prediction from the field theory calculation. This
provides further support for the field theory we have de-
rived.
Besides the potential experimental realization in solid
state graphene, we propose that such a strain profile
can be engineered—and the effects of curvature seen—
in graphene analogues such as photonic or sonic lattices,
where the level of control is much higher than in conven-
tional graphene. In these systems it is possible to modify
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2the position of each lattice site individually. It would
be exciting indeed to see the effects of curvature on the
quantum Hall effect in these experimental set-ups. Syn-
thetic LL for photons have already been seen in optical
resonators [28, 29].
The structure of our paper is the following: In sec-
tion II we introduce the field theory formalism of a Dirac
fermion in curved space. We discuss why this implies
that there is no spin connection term in the Hamiltonian
derived from the TB model. The section III shows the
explicit map between the continuum Hamiltonian derived
from the TB model and the field theory from section II.
We then focus on a particular strain profile for section
IV and use the expressions from section III to evaluate
the magnetic field and curvature to second order in strain
for this particular profile. We perform numerics on this
TB model in section V and see explicitly the effects of
curvature in the results.
II. 2 + 1D DIRAC FERMION IN STATIC
CURVED SPACE
In this section, we will derive the general form of the
Hamiltonian of a 2 + 1D Dirac fermion in static curved
space. From the expression that we derive, it can be seen
that we do not have any term corresponding to the spin
connection.
A. Vielbein formalism
Let us first introduce some notation that will be useful
later on. In particular, we use the vielbein formalism of
General Relativity [30, 31], which exploits the fact that
there is always a coordinate transformation to a locally
flat frame. In our work we choose to focus on the case
where the atoms in the graphene sheet only experience
in-plane displacements and hence we end up with a 2+1D
problem. The metric of static curved space is given by
gµν(x) =
(
1 0
0 −gij(x)
)
, (1)
where i, j, k = 1, 2 represent the space indices. The flat
space-time metric is ηαβ = diag(1,−1,−1). We will use
α, β, γ, · · · for local frame indices and µ, ν, λ, · · · for co-
ordinate indices. We will also use a, b, c, · · · = 1, 2 for
space indices of the local frame and i, j, k, · · · = 1, 2 for
space indices of the coordinates. The vielbein is given by
the definition gµν = e
α
µe
β
νηαβ . We raise and lower the lo-
cal frame indices by ηαβ and η
αβ , we raise and lower the
space coordinate indices by gµν and g
µν . We also define
the inverse vielbein eµα as e
α
µe
µ
β = δ
α
β . For static curved
space, we have
e00 = 1, e
i
0 = e
0
a = 0, (2)
and all the components of the vielbein are time-
independent. The spin connection is [32]
ωαµβ = −eνβ(∂µeαν − Γσµνeασ). (3)
where the Christoffel symbol in terms of the vielbein is
Γµλσ = ∂σ(e
α
λ)e
µ
α. We also use the explicit notation of
gamma matrices with local frame index γa in 2 + 1D as
γ0 = σ3, γi = σ3σi (i = 1, 2), (4)
where σi are the Pauli matrices. We have the anti-
commutation relation
{
γa,γb
}
= 2ηabI. The space-
dependent gamma matrices with space-time indices are
given by
γµ(x) = eµα(x)γ
α (5)
with the anti-commutation relation {γµ(x), γν(x)} =
2gµν(x)I.
B. 2 + 1D Dirac fermion in static curved space
We recall the action of a spin- 12 Dirac fermion in 2+1D
curved space-time [30, 31, 33]
S = i
∫
d3x
√
|g|Ψ¯γµ(∂µ − iAµ − i
2
ωαβµ σαβ)Ψ (6)
where we used σαβ =
i
4 [γα,γβ ] , and g = det(gµν), and
Ψ¯ = Ψ†γ0. ωαβµ is the spin connection. We see that the
action (6) isn’t real, which implies that the corresponding
Hamiltonian isn’t Hermitian. However, the tight-binding
Hamiltonian (14) is explicitly Hermitian and therefore,
the action has to be real. Therefore, in order to compare
the TB and field theory descriptions, we will use the real
action by the following definition
S ′ = 1
2
(S + S†) . (7)
It can be shown (see Appendix A) that S and S ′ only dif-
fer by a total derivative and are hence equivalent physi-
cally. This means that the action (6) is pseudo-real with a
corresponding pseudo-Hermitian Hamiltonian. One can
derive the explicit form of the real action
S ′ = i
∫
d3x
√
|g|Ψ¯
[
γµ(
←→
∂ µ − iAµ)
+
i
4
ωαβµ {σαβ ,γρ}eµρ
]
Ψ, (8)
where
←→
∂ µ =
1
2
(−→
∂ µ −←−∂ µ
)
only acts on fermion fields.
One can show that the spin connection term in Eq. (8)
vanishes for a static curved metric (1), which has non-
trivial entries in the space-space part of the metric only.
To see this, note from the definition (3) that in this case
the spin connection only has terms in the spatial part
3ωabi . However for these indices, the anticommutator in
(8) vanishes. The Hermitian Hamiltonian corresponding
to (8) is
H = −ivF
∫
d2x
√
gˆ
[
Ψ†eiaσ
a
(←→
∂ i − iAi
)
Ψ
]
, (9)
where we have inserted the Fermi velocity vF as appropri-
ate for graphene, and gˆ(x) = det(gij(x)). Furthermore,
we have set the scalar potential to zero as is appropriate
for the type of strain that we consider in this work. We
leave the detailed derivation of equations (8) and (13) to
Appendix A.
The inner product of the wave function in static curved
space is given by
〈Φ|Ψ〉 =
∫
d2x
√
gˆΦ†Ψ. (10)
However, to make a comparison with the tight binding
model we need to define a new field
Ψ˜ = gˆ1/4Ψ, (11)
with the corresponding wave function’s inner product
〈Φ˜|Ψ˜〉 =
∫
d2xΦ˜†Ψ˜, (12)
since this inner product is the one that is inherited
from the tight-binding model. The Hamiltonian in static
curved space has the new form
H˜ = −ivF
∫
d2xΨ˜†eiaσ
a
(←→
∂ i − iAi
)
Ψ˜. (13)
In the subsequent sections, we will derive the same
Hamiltonian (13) from strained graphene. Naturally, the
inner product of the electron’s wave function in graphene
takes the form (12). It is clear from equation (13) that
the Hermitian Hamiltonian in static curved space doesn’t
have the spin connection contribution. However, the
equation of motion for the Hermitian Hamiltonian (13)
has an additional term which includes the derivative of
the vielbein. This term originates from the spin con-
nection. If one begins with equation (6) and then derives
the equation of motion, one has the spin connection term.
However, we can rewrite the spin connection term as a
derivative of the vielbein term plus the anti-conmmutator
term as in equation (8) and a term including a derivative
of
√
gˆ. In static curved space, the anti-commutator van-
ishes, the term including a derivative of
√
gˆ is cancelled
after we redefine the Dirac field as in equation (11) [34].
So in conclusion, one of the main points of our paper
is that in order to compare to the tight-binding Hamilto-
nian, one has to use the Hermitian Hamiltonian (13) in-
stead of the Hamiltonian derived directly from (6). There
is no explicit spin connection term in (13).
III. DERIVING THE DIRAC HAMILTONIAN
FROM THE TIGHT-BINDING MODEL
A. Tight-binding Hamiltonian
Under applied strain, the tunneling parameter in the
tight binding (TB) model of graphene depends on the co-
ordinates. We write the TB Hamiltonian in the following
form
HTB =
∑
n,Ri
tn(Ri)
(
ψ†A(Ri)ψB(Ri + ln) + h.c.
)
, (14)
where tn(x) is the space dependent tunneling parame-
ter, ψ†A(Ri) is the operator that creates an electron at
position Ri of sub-lattice A and ψB(Ri + ln) is the op-
erator that annihilates an electron at position Ri + ln
of sub-lattice B. ln are vectors from an A site to its
nearest neighbours, l1 = a(
√
3
2 ,
1
2 ), l2 = a(−
√
3
2 ,
1
2 ) and
l3 = a(0,−1).
We Fourier transform the Hamiltonian (14) and ex-
pand for momenta close to the Dirac pointK = ( 4pi
3
√
3a
, 0).
We expand to linear order in the momenta and to all or-
ders in the strain for now. Going back to position space,
we can rewrite the Hamiltonian as
HTB =
∫
d2xvFψ
†(x)
(
−iσiv˜ij(x)←→∂ j − σiAsi (x)
)
ψ(x)
(15)
with vF =
3t0
2a and the space dependent Fermi velocity is
v˜ij(x) =
∑
n
2
3t0a2
linl
j
n
(
tn(x)− 1
2
lkn∂ktn(x)
)
, (16)
and the artificial gauge field due to the strain is given by
Asi (x) =
∑
n
2
3t0a2
ij l
j
n
(
tn(x)− 1
2
lkn∂ktn(x)
)
(17)
and ψ(x) is a Dirac spinor with the spinor index corre-
sponding to the sub-lattice index
ψ(x) = eiK·x
(
ψA(x)
ψB(x)
)
. (18)
The technical details of this calculation are left to the Ap-
pendix B. The result (15) together with (16) and (17) are
central results of this work. The last term of (16) and
(17) was missed in the previous works [1, 2]. Further-
more, we can show that there is a symmetry operation
relating the low-energy theory around K and around the
other Dirac point K′ = −K, such that the spectra are
the same (see Appendix B for details).
B. Mapping to Dirac fermion in static curved space
We will now relate the TB Hamiltonian to the Dirac
Hamiltonian in curved space derived in section II B. Since
4the local velocity v˜ij is symmetric by construction, we can
rename it as follows
v˜aj → v˜ja (a = 1, 2; i = 1, 2). (19)
We can rewrite the tight binding Hamiltonian as [35]
HTB = vF
∫
d2xψ†
(
−iv˜ia(x)σa
←→
∂i − σaAsa(x)
)
ψ.
(20)
Comparing the TB Hamiltonian (20) and the Dirac
Hamiltonian in static curved space (13) we obtain the
explicit map
eia(x) = v˜ai(x), (21)
Ai(x) = e
a
i (x)A
s
a(x), (22)
Ψ˜(x) = ψ(x), (23)
where eai (x) is the inverse vielbein such that e
a
i (x)e
i
b(x) =
δab . Note that Ψ˜(x) and ψ(x) share the same definition
of inner product (without
√
gˆ). We can confirm that
the effective theory of strained graphene can always be
mapped to a field theory of a Dirac fermion in static
curved space.
From the inverse vielbein eai (x), one can derive the spa-
tial component of the metric gij(x) = e
a
i (x)e
a
j (x). The
Gaussian curvature in two dimensions can be calculated
using the formula [33]
K(x) = R1212(x)
gˆ(x)
, (24)
where the Riemann curvature tensor is given by
Rijkl = glq
(
∂iΓ
q
jk − ∂jΓqik + ΓpjkΓqip − ΓpikΓqjp
)
. (25)
The magnetic field in static curved space is defined as
B(x) =
∂1A2(x)− ∂2A1(x)√
gˆ(x)
. (26)
The energy of Landau levels for constant curvature and
magnetic field is [36]
En(B,K) = vF sgn(n)
√
2|nB|+ n2K, (27)
which is valid for |B|K >
1
2 if K > 0, and for |B||K| > (|n|+ 12 )
if K < 0.
Note that we use the torsionless spin connection in the
definition (3) because we only consider the strain without
defects (disclinations and dislocations). In general, one
needs to map the effective theory of strained TB model
with defects to the field theory in curved space with tor-
sion if there are defects in the strained lattice. The field
theory in curved space with torsion and the relation to
the lattice with defects was studied in [37–39].
IV. SECOND-ORDER CALCULATION
We strain the lattice such that the positions of the
lattice sites are displaced as
x→ x+ u(x). (28)
Let us propose the following strain profile, which pro-
duces a constant magnetic field at first order in the strain
u =
uB
L
(
2xy
x2 − y2
)
(29)
where uB is a dimensionless number and L is the total
size of the lattice. For our approximations to hold, we
want the change in the distance of neighbouring atoms
due to strain to be less than the lattice spacing a. This
implies
a∇u a (30)
and if we want this to hold up to the edge of the lattice we
therefore require uB  1. The hopping usually depends
on the distance between nearest-neighbour atoms as
tn(x) = t0e
−β(|ln+u(x+ln)−u(x)|−a)/a, (31)
where β ≈ 3 for real graphene [40]. For the photonic
lattice, this form is also valid and β can be tuned. For
the purpose of a cleaner numerical match with the field
theory, we will rather use a hopping profile that is exactly
linear in the displacement with vanishing higher order
terms
tn(x) = t0(1− β
a2
(u(x+ ln)− u(x)) · ln) (32)
while still carrying out the rest of the calculation to sec-
ond order in strain. The expression (32) for the tunneling
results in cleaner LL compared to using the full exponen-
tial profile (31). So although this form of the tunneling is
not exactly the form that is relevant to experiments, we
use it to check that our TB numerics reproduce the field
theory predictions. It has already been noted in [41, 42]
that this strain profile results in cleaner LL.
The detailed derivation of the space-dependent Fermi
velocity v˜ij(x) and the gauge field Asa(x) for the tunnel-
ing (32) is found in Appendix C: the final expressions are
(C13) and (C15) respectively. We apply the map (21)-
(23) and then use the formulae for the curvature (24)
and the magnetic field (26) from the previous section.
For this strain profile, we find curvature
K = − 4
a2
(
β
auB
L
)2
(33)
and magnetic field
B =
4
a2
β
auB
L
(34)
5FIG. 1. (a) Sketch of the choice of lattice for a smaller total
number of atoms, illustrating the choice of the boundary of
the region. (b) Sketch of the central region of the lattice
with the 10 central sites that are used to calculate the LDOS
coloured in red.
We see that we have both a constant curvature and con-
stant magnetic field, as desired.
We can also perform the same calculation for the ex-
ponential tunneling (31). We need to expand to second
order in the strain, since we want to investigate the effect
of curvature on the Landau levels, which appears at that
order for the given profile. The calculation is performed
in Appendix D. The expressions for the curvature and
magnetic field in that case are given by equations (D21)
and (D22) respectively. We emphasize that our approach
can be used to compute K and B to arbitrary order in
the strain. Beyond the second order we observe that the
curvature and magnetic field are no longer constant in
space.
We note that it is possible to have non-zero curvature
at first order in the strain if∇·u 6= 0, however in this case
the distance between neighbouring sites will significantly
differ from a far away from the centre of the lattice. In
addition this leads to the scalar potential we neglected.
For the numerical calculation this results in blurred out
LL.
V. NUMERICAL CALCULATION
By exactly diagonalizing the Hamiltonian, we can de-
termine the spectrum and compare to the field theory
calculation. We use a lattice with around 10,000 sites
and plot the integrated local density of states (LDOS)
D(ε) for 10 sites closest to the centre of the lattice,a s
shown in Fig. 1. We need to make sure to include the
same number of A and B sublattice sites when calculat-
ing the LDOS, since for higher LL the wavefunctions have
different amplitudes on both sublattices. The LDOS is
D(ε) =
∑
n
Θ(ε− εn)
10∑
i=1
|ψn(xi)|2 (35)
where the first sum is over all eigenvalues εn with cor-
responding normalized eigenfunction ψn(x) and the sec-
ond sum is over the 10 central sites at positions xi. Θ(x)
denotes the Heaviside step function. We use the strain
profile (29).
(a)
(b)
FIG. 2. Tight-binding results for the strain profile (29) with
TB parameter β = 1. We perform exact diagonalization (ED)
of a lattice with 10,000 sites. (a) The circles show the location
of the Landau levels as determined by the peaks in the local
density of states (LDOS) as a function of the applied strain
auB/L. We compare the prediction (27) with (solid curve)
and without curvature (dashed curve) to the data and see that
only the model with curvature accurately fits the data. (b)
Integrated LDOS for the parameter auB/L = 0.0105, which
is indicated by the arrow in figure (a). We plot the expected
position of the energy levels with and without the additional
contribution from the curvature. Again, it can clearly be seen
that the curvature term is important in order to match the
field theory result to the ED result.
Below, we plot the LDOS and compare to the expres-
sion (27) with B and K given by (34) and (34) respec-
tively. The spectrum shows clear jumps at the energies
corresponding to the Landau levels.
We see that we need to include the effect of the non-
zero curvature in order to accurately fit the positions of
the Landau levels. We note that the zeroth LL is the
sharpest, the reason being that the existence of a certain
number of zero-energy states is guaranteed by an index
theorem, which does not rely on the magnetic field being
uniform [43]. Higher LL are smeared out since the small
momentum expansion that we used to derive the field
theory is no longer valid [44].
An additional feature of the QHE in constant curvature
is that the LL degeneracy now depends on the LL index
n due to the Wen-Zee shift [36, 45]. Unfortunately the
6LDOS is not a good probe for this effect and we do not
see this effect in our numerics. The Wen-Zee shift is a
global property. One can derive the LL degeneracy using
the Index Theorem, which requires an integral over the
entire manifold [36]. In addition, the derivation of the
Wen-Zee shift uses the assumption that we have a sphere
with a constant curvature, which we do not have here.
We only have a manifold with approximately constant
curvature near the center. So in principle, one should
not expect to obtain Wen-Zee shift from LDOS of the
current setup.
VI. CONCLUSIONS
We have shown that the effective low-energy theory
governing strained graphene is a Dirac fermion in curved
space coupled to an artificial gauge field. In the case
where the strain profile is engineered such to give a con-
stant magnetic field and constant curvature, we obtain
the well-known Landau levels for a relativistic fermion,
with a modification due to the curvature. These correc-
tions are seen in exact diagonalization of the Hamilto-
nian. This is the first term that these corrections to the
Landau levels due to curvature have been seen in strained
graphene.
Besides straining ordinary graphene, there are two
other promising platforms that offer more control over
the desired strain profile. The first is a photonic lattice,
where waveguides are etched into a crystal in a hexagonal
arrangement and hopping of photons between waveguides
is well-described by a tight-binding model. Signatures
of the quantum Hall effect in the photonic analogue of
strained graphene have already been observed [46–49].
The main signature seen so far in the photonic analogue
are the robust chiral edge modes. It would interesting
to extend this work in order to be able to measure the
Landau levels themselves. However, this would require
measuring the local density of states, something that has
proved elusive in this system so far. On the other hand, a
system which offers a way of measuring energies directly
is the sonic lattice [50–52]. A similar Hamiltonian has
also been constructed for ultracold atoms in an optical
lattice [53].
An avenue for further research is considering different
strain profiles that may be able to simulate more exotic
gravitational analogues. For example, it has been pro-
posed to construct a graphene analogue of a wormhole
[54].
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Appendix A: 2 + 1D Dirac fermion in static curved
space
1. Notation in static curved space
We define the notation of the metric as
ds2 = dt2 − gijdxidxj , (A1)
where the corresponding metric of static curved space is
given by
gµν(x) =
(
1 0
0 −gij(x)
)
, (A2)
where i, j, k = 1, 2 represent the space indices. The flat
space time metric is
ηαβ =
1 0 00 −1 0
0 0 −1
 . (A3)
We will use α, β, γ, · · · for local frame indices and
µ, ν, λ, · · · for coordinate indices. We will also use
a, b, c, · · · = 1, 2 for space indices of the local frame and
i, j, j, · · · = 1, 2 for space indices of the coordinate frame.
The vielbein is given by the definition
gµν = e
α
µe
β
νηαβ . (A4)
We raise and lower the local frame indices by ηαβ and
ηαβ , we raise and lower the space coordinate indices by
gµν and g
µν . We also define the inverse vielbein eµα via
eαµe
µ
β = δ
α
β , e
α
µe
ν
α = δ
ν
µ. (A5)
To describe static curved space, we use the following viel-
bein
e00 = 1, e
i
0 = e
0
a = 0, (i = 1, 2; a = 1, 2) (A6)
where all components of the vielbein eαµ(x) are time-
independent, the nontrivial part comes from eia(x). With
the tetrad postulate [30]
∇µeαν = ∂µeαν − Γσµνeασ + ωαµβeβν = 0, (A7)
which gives the definition of the action of the covariant
derivative on a vielbein and the Christoffel symbol
Γµλσ =
1
2
gµτ
(
∂gτλ
∂xσ
+
∂gτσ
∂xλ
− ∂gλσ
∂xτ
)
=
∂eαλ
∂xσ
eµα, (A8)
one can obtain the definition of the spin connection (3).
72. 2 + 1D Dirac fermion action in curved
space-time
We recall the action (6) of a spin- 12 Dirac fermion in
curved space-time
S = i
∫
d3x
√
|g|Ψ¯γµ(∂µ − iAµ − i
2
ωαβµ σαβ)Ψ. (A9)
The Hermitian conjugate of (A9) is
S† = i
∫
d3x
√
|g|eµα[−∂µΨ†(γα)† − iΨ†Aµ(γα)†
− i
2
Ψ†ωβγµ (σβγ)
†(γα)†](γ0)†Ψ. (A10)
We then use the following identities
(γ0)† = γ0, (γα)†γ0 = γ0γα (A11)
together with the definition of σαβ and rewrite the action
S† as
S† = i
∫
d3x
√
|g|Ψ¯
[
γµ(−←−∂µ − iAµ)− i
2
ωαβµ σαβγ
µ
]
Ψ,
(A12)
where
←−
∂µ only acts on Ψ¯ respectively. We now will show
that the actions (A9) and (7) are equivalent up to a sur-
face term. Define S ′ = 12
(S + S†). Then from (A9) and
(A12), we have
S − S ′ = i
2
∫
d3x
√
|g|Ψ¯
(
γµ
−→∇µ +←−∇µγµ
)
Ψ, (A13)
where the covariant derivatives
−→∇µ,←−∇µ, which are de-
fined as
−→∇µ = −→∂ µ − i
2
ωαβµ σαβ ,
←−∇µ =←−∂ µ + i
2
ωαβµ σαβ ,
(A14)
only act on Ψ and Ψ¯. We use the expression of the co-
variant derivative of the gamma matrices [56]
∇µγν = ∂µγν − i
4
ωαβµ [σαβ , γν ]− Γρµνγρ, (A15)
which implies that γµ is not only a covariant vector with
index µ but also has two spinor indices which need to
be taken care of properly in the definition of the covari-
ant derivative. Using the anti-commutation relation of
gamma matrices and the definition (5), we have
∇µγν = γα
(
∂µeαν + ωµαβe
β
ν − Γρµνeαρ
)
. (A16)
The right hand side of the above equation vanishes due to
the tetrad postulate (A7), we then can rewrite equation
(A13) as
S − S ′ = i
2
∫
d3x
√
|g|∇µ
(
Ψ¯γµΨ
)
(A17)
=
i
2
∫
d3x
√
|g| [∂µ (Ψ¯γµΨ)+ Γµµν (Ψ¯γνΨ)] ,
(A18)
where we recognize that the right hand side is the covari-
ant derivative of the current density operator. We then
use the identity Γµµν =
∂ ln(|g|)
∂xν to show that the above
equation is just a surface term
S − S ′ = i
2
∫
d3x∂µ
(√
|g|Ψ¯γµΨ
)
. (A19)
So indeed we confirmed that S and S ′ are equivalent up
to a surface term and we can use either of them for the
theory of a 2 + 1D Dirac fermion in curved space-time.
3. Hamiltonian in static curved space
Combining equations (A9) and (A12), we obtain
S ′ = i
∫
d3x
√
|g|Ψ¯
[
γµ(
←→
∂ µ − iAµ) + i
4
ωαβµ {σαβ , γρ}eµρ
]
Ψ,
(A20)
where
←→
∂ µ =
1
2
(−→
∂ µ −←−∂ µ
)
only acts on fermion fields.
From the definition of the static curved space vielbein,
we see that the anti-commutator in the above equation
vanishes. Then in static curved space, we obtain the
action
S ′ = i
∫
d3x
√
gˆΨ¯
[
γµ(
←→
∂ µ − iAµ)
]
Ψ, (A21)
with corresponding Hermitian Hamiltonian
H = −i
∫
d2x
√
gˆ
[
Ψ†eiaσ
a
(←→
∂ i − iAi
)
Ψ− iA0Ψ†Ψ
]
,
(A22)
where gˆ = det(gij). If we consider the Dirac action with
the Fermi velocity vF replacing the speed of light,
S = i
∫
d3x
√
|g|Ψ¯
[
γ0(
−→∇0 − iA0) + vF γi(−→∇i − iAi)
]
Ψ,
(A23)
one can repeat the calculation in the previous sec-
tion with slight modifications and obtain the Hermitian
Hamiltonian in static curved space
H = −i
∫
d2x
√
gˆ
[
Ψ†vF eiaσ
a
(←→
∂ i − iAi
)
Ψ− iA0Ψ†Ψ
]
,
(A24)
If we consider an applied magnetic field only and chose
the Coulomb gauge A0 = 0, the Hamiltonian has the
form
H = −ivF
∫
d2x
√
gˆΨ†eiaσ
a
(←→
∂ i − iAi
)
Ψ. (A25)
The above equation is nothing but the Hamiltonian (13)
in the main text.
Appendix B: Derivation of effective tight-binding
Hamiltonian
The TB Hamiltonian (14) is Hermitian by construc-
tion. We will map the final result to the Hamilto-
nian of a 2 + 1D Dirac fermion in static curved space.
8Since the Hamiltonian is Hermitian, the corresponding
action is S ′ instead of S, and one then discover that the
mapped Hamiltonian doesn’t have the spin-connection
term which is (13). In the continuum limit, we define
the field operator of sub-lattice A and B as well as their
Fourier modes:
ψI(x) =
∑
k
1
N
e−ikxψI(k), ψI(k) =
∑
x
eikxψI(x).
(B1)
where I = A,B with the normalization∑
x
eikx = Nδk,0,
∑
k
eikx = Nδx,0, (B2)
We can rewrite the Hamiltonian (14) as
HTB =
∑
n,Ri
∑
k,k′
1
N2
tn(Ri)
(
ψ†A(k)ψB(k
′)eikRi−ik
′(Ri+ln)
+ ψ†B(k
′)ψA(k)e−ikRi+ik
′(Ri+ln)
)
(B3)
we redefine k↔ k′ on the second term and define
ψ(k) =
(
ψA(k)
ψB(k)
)
(B4)
to obtain the matrix form equation
HTB =
∑
n,k,k′
1
N2
tn(k− k′)ψ†(k)
(
0 e−ik
′ln
eikln 0
)
ψ(k′),
(B5)
with the definition of Fourier transformation
tn(x) =
∑
k
1
N
e−ikxtn(k), tn(k) =
∑
x
eikxtn(x).
(B6)
1. Expansion around the K point
We define the two Dirac points K = ( 4pi
3
√
3a
, 0) and
K′ = −K. We then define k = q + K, and redefine
ψ(K+ q)→ ψ(q). Expanding up to second order in the
small momenta q and q′, we find
HTB = i
∑
n,q,q′
1
N2
tn(q− q′)ψ†(q)σ · ln
a
σ3
×
(
1 + iqil
i
n − 12qiqj linljn 0
0 1− iq′ilin − 12q′iq′j linljn
)
ψ(q′)
(B7)
we then define
Q =
1
2
(q+ q′), s =
1
2
(q− q′). (B8)
We can rewrite the above Hamiltonian in the following
form
HTB = i
∑
n,Q,s
1
4N2
tn(2s)ψ
†(Q+ s)
σ · ln
a
σ3
×
(
1 + i(Qi + si)l
i
n − 12 (Qi + si)(Qj + sj)linljn 0
0 1− i(Qi − si)lin − 12 (Qi − si)(Qj − sj)linljn
)
ψ(Q− s), (B9)
where the factor 1/4 comes from the change of variable (Jacobian). Using the Fourier transformation to convert it
back to the coordinate space, we obtain
HTB = i
∑
n,Q,s,x,y
1
4N2
tn(2s)e
−iQ(x−y)−is(x+y)×
ψ†(x)
σ · ln
a
σ3
(
1 + i(Qi + si)l
i
n − 12 (Qi + si)(Qj + sj)linljn 0
0 1− i(Qi − si)lin − 12 (Qi − si)(Qj − sj)linljn
)
ψ(y).
(B10)
Using the identity
∑
Q e
−iQ(x−y) = 4Nδx−y,0, and the identities∑
x,y
iQie
−iQ(x−y)−is(x+y)ψ†(x)Σψ(y) =
∑
x,y
e−iQ(x−y)−is(x+y)
1
2
(
∂ψ†(x)
∂xi
Σψ(y)− ψ†(x)Σ∂ψ(y)
∂yi
)
, (B11)
∑
x,y
isie
−iQ(x−y)−is(x+y)ψ†(x)Σψ(y) =
∑
x,y
e−iQ(x−y)−is(x+y)
1
2
(
∂ψ†(x)
∂xi
Σψ(y) + ψ†(x)Σ
∂ψ(y)
∂yi
)
(B12)
9up to surface terms, where Σ is any 2 × 2 matrix, we
go back to position space, the results (15) together with
(16) and (17) follow after we replace∑
x
→ 1
a2
∫
d2x (B13)
and integrate by parts. We discard all terms that have
more than one derivative acting on fermion fields, since
these cannot be brought into the form of the Dirac Hamil-
tonian. We also discard terms that have more than one
derivative acting on the hopping tn(x). There terms are
all higher-order in the momentum and will be relevant
far from the Dirac points, ie once we get to high Landau
levels. We note that there has been some controversy
in the literature about whether to expand the Hamilto-
nian about the unshifted Dirac point K (as we do here)
or about a shifted Dirac point, defined as the point in
k-space where the Hamiltonian vanishes. However, fol-
lowing through the expansion around the shifted K point
in the above formalism, one encounters divergences when
attempting to Fourier transform back to real space, show-
ing that this expansion is inconsistent.
2. Expansion around the K′ point
Repeating the same calculations in the above subsec-
tion, we obtain the effective Hamiltonian
HTB =
∫
d2xvFψ
′†(x)
(
iσiv˜
ij(x)
←→
∂ j − σiAsi (x)
)
ψ′(x)
(B14)
where v˜ij(x) and Ai(x) are the same as in (16) and (17).
The definition of ψ′(x) is
ψ′(x) = e−iKx
(
ψB(x)
ψA(x)
)
(B15)
Notice again the minus sign in the derivative term of
(B14) in comparison with (15).
3. Valley dual transformation
From (15) and (B14) we derive the Schro¨dinger equa-
tion of the effective theory near K
−vFσi
(
iv˜ij(x)∂j +
i
2
∂j v˜
ij(x) +Asi (x)
)
ψ(x) = Eψ(x),
(B16)
and near the K′ point
vFσi
(
iv˜ij(x)∂j +
i
2
∂j v˜
ij(x)−Asi (x)
)
ψ′(x) = Eψ′(x).
(B17)
We take the complex conjugate of equation (B17) then
multiply by σ1 and use the identity
σ1(σi)
∗ = σiσ1 (i = 1, 2), (B18)
to obtain
− vFσi
(
iv˜ij(x)∂j +
i
2
∂j v˜
ij(x) +Asi (x)
)
σ1ψ′∗(x)
= Eσ1ψ′∗(x), (B19)
which is the same as the Schro¨dinger equation of the ef-
fective theory near the K point (B16). From the above
transformation, we see that each eigenenergy of the ef-
fective Hamiltonian near K′ corresponds to the same
eigenenergy of the effective Hamiltonian near K. We
also see that the transformation of the wave-function has
the form of a valley dual (VD) transformation in 2 + 1D
[57]
ψ′(x) V D−−→ σ1ψ′∗(x). (B20)
Using equation (B15), we see that under the P-H trans-
formation, we obtain
ψ′(x) V D−−→ eiKx
(
ψ∗A(x)
ψ∗B(x)
)
. (B21)
The VD transformations transform the effective theory
near K into the effective field theory near K′.
Appendix C: Second-order calculation: linear
tunneling
The hopping has the form
tn(x) = t0
[
1− β
a2
(
u(x+ ln)− u(x)
)
· ln
]
(C1)
and
u(x+ ln)− u(x) ≈ (ln · ∇)u+ 1
2
(ln · ∇)2u (C2)
so
1
a2
(
u(x+ ln)−u(x)
)
· ln ≈ l
i
nl
j
nuij
a2
+
linl
j
nl
k
n∂iujk
2a2
(C3)
where we have defined
uij ≡ ∂iuj (C4)
It will be useful to define the following matrices
1
a
3∑
n=1
lin = 0, (C5)
1
a2
3∑
n=1
linl
j
n =
3
2
δij , (C6)
1
a3
3∑
n=1
linl
j
nl
k
n = −
3
4
Kijk, (C7)
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1
a4
3∑
n=1
linl
j
nl
k
nl
l
n =
3
8
Lijkl, (C8)
The matrices K and L are completely symmetric in all
their indices and hence have 4 and 5 independent compo-
nents respectively. All the entries of these matrices are
integers. The independent entries are
K111 = 0, K112 = −1, K122 = 0, K222 = 1 (C9)
and
L1111 = 3, L1112 = 0, L1122 = 1, L1222 = 0, (C10)
L2222 = 3
We now want to calculate the spatially-dependent Fermi
velocity and the gauge field to second order. Recall the
expressions
v˜ij(x) =
∑
n
2
3t0a2
linl
j
n
(
tn(x)− 1
2
lkn∂ktn(x)
)
, (C11)
Asi (x) =
∑
n
2
3t0a2
ij l
j
n
(
tn(x)− 1
2
lkn∂ktn(x)
)
(C12)
Plugging in, we find
v˜ij(x) = δij − β
4
Lijklukl (C13)
v˜ij = δij − β
4
(uij + uji + δijukk) (C14)
Furthermore, we find
Asi (x) =
ij
a
β
2
Kjklukl (C15)
As =
β
2a
(
uyy − uxx
uxy + uyx
)
. (C16)
(C14) and (C16) agree with the results in [1].
Appendix D: Second-order calculation: exponential
tunneling
We assume that each lattice site is displaced as
x→ x+ u(x) (D1)
Two lattice sites that were previously separated by ln
will now be separated by
l′n = ln +u(x+ ln)−u(x) ≈ ln + (ln · ∇)u+
1
2
(ln · ∇)2u
(D2)
We now note that there are two small parameters in the
problem. Defining a ≡ |ln| and L as the total size of the
system,
(ln · ∇)u
a
∼ u
L
(D3)
(
(ln · ∇)u
a
)
∼
(
u
L
)2
(D4)
(ln · ∇)2u
a
∼ u
L
a
L
(D5)
We assume that the two small parameters u/L and a/L
are of a similar order of smallness and expand to second-
order in these small parameters. Expanding, we find after
some algebra
|l′n| − a
a
≈ l
i
nl
j
nuij
a2
+
linl
j
nuikujk
2a2
− l
i
nl
j
nl
k
nl
m
n uijukm
2a4
+
linl
j
nl
k
n∂iujk
2a2
(D6)
where we have defined
uij ≡ ∂iuj (D7)
To second order( |l′n| − a
a
)2
≈ l
i
nl
j
nl
k
nl
m
n uijukm
a4
(D8)
The hopping will depend on the distance between the
sites.
tn(x) ≈ t0 ·
[
1− β |l
′
n| − a
a
+ κ
( |l′n| − a
a
)2]
(D9)
where the coefficients β and κ are defind by
β = − a
t0
∂t
∂r
∣∣∣∣
r=a
, κ =
a2
2t0
∂2t
∂r2
∣∣∣∣
r=a
(D10)
For the typical exponentially decaying hooping, which is
a good approximation in both the case of real graphene
and its photonic analogue, we have t = t0e
−β(r−a)/a and
hence κ = β2/2. In addition to the matrices defined
in the previous section, it will be useful to define the
following matrices
1
a5
3∑
n=1
linl
j
nl
k
nl
l
nl
m
n = −
3
16
M ijklm, (D11)
1
a6
3∑
n=1
linl
j
nl
k
nl
l
nl
m
n l
o
n =
3
32
N ijklmo. (D12)
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The matrices M and N are completely symmetric in all
their indices and hence have 6 and 7 independent compo-
nents respectively. All the entries of these matrices are
integers. The independent entries are
M11111 = 0, M11112 = −3, M11122 = 0, (D13)
M11222 = −1, M12222 = 0,M22222 = 5
and
N111111 = 9, N111112 = 0, N111122 = 3, (D14)
N111222 = 0, N112222 = 1, N122222 = 0,
N222222 = 11.
We now want to calculate the spatially-dependent Fermi
velocity and the gauge field to second order. Recall the
expressions
v˜ij(x) =
∑
n
2
3t0a2
linl
j
n
(
tn(x)− 1
2
lkn∂ktn(x)
)
, (D15)
Asi (x) =
∑
n
2
3t0a2
ij l
j
n
(
tn(x)− 1
2
lkn∂ktn(x)
)
(D16)
Plugging in, we find
v˜ij(x) = δij − β
(
1
4
Lijklukl +
1
8
Lijklukmulm
− 1
32
N ijklmouklumo
)
+
κ
16
N ijklmouklumo (D17)
To first order in strain,
v˜ij = δij − β
4
(uij + uji + δijukk) (D18)
Furthermore, we find
Asi (x) =
ij
a
[
− β
(
− 1
2
Kjklukl − 1
4
Kjklukmulm
+
1
16
M jklmouklumo
)
− κ
8
M jklmouklumo
]
(D19)
Again, if we work to first order in strain, we find
As =
β
2a
(
uyy − uxx
uxy + uyx
)
. (D20)
To this order, (D18) and (D20) agree with the results in
[1]. However, we have calculated the higher-order correc-
tions. For the strain profile (29) and setting κ = β2/2
we find curvature
K = − 4
a2
(
β
auB
L
)2
(D21)
and magnetic field
B =
4
a2
β
auB
L
− 4
a2
(
β
auB
L
)2
. (D22)
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