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Abstract. In this paper, we prove common fixed point results for a self-mappings
satisfying an implicit function which is general enough to cover a multitude of known as
well as unknown contractions. Our results modify, unify, extend and generalize many
relevant results of the existing literature. Interestingly, unlike several other cases, our
main results deduce a nonlinear order-theoretic version of a well-known fixed point
theorem (proved for quasi-contraction) due to C´iric´ (Proc. Amer. Math. Soc. (54)
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1. Introduction and Preliminaries
Prior to Popa [1, 2], researchers of metric fixed point theory use to prove a theorem
for every contraction condition which amounts to saying that once there is a relatively
new contraction, one is required to prove a separate theorem for the same. But Popa [1]
initiated the idea of implicit function with a view to cover several contraction conditions
in one go.
In recent years, the idea of implicit function has been utilized by several authors and
by now, there exists a considerable literature on this theme. To mention a few, one
can be referred to [3–17] and references therein. Also, one of the interesting articles
on this theme is due to Berinde and Vetro [18] wherein authors proved results on co-
incidence as well as common fixed point for a general class of self-mappings covered
under an implicit function in the settings of metric and ordered metric spaces. How-
ever, we observe that the order-theoretical result of [18] is not correct in its present form.
Before undertaking specific discussions, we recall the background material needed in
our subsequent discussions.
We denote by R, N and N0 respectively the set of all real numbers, the set of natural
numbers and the set N∪ {0}. As usual, IX denotes the identity mapping defined on X .
For brevity, we write Tx instead of T (x).
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Definition 1.1. [19] A triplet (X, d,) is called an ordered metric space if (X, d) is a
metric space and (X,) is an ordered set. Moreover, two elements x, y ∈ X are said to
be comparable if either x  y or x  y. For brevity, we denote it by x ≺≻ y.
Let {xn} be a sequence in an ordered metric space (X, d,). Then, if {xn} is an
increasing (resp. decreasing, monotone) and converges to x, we denote it by xn ↑ x
(resp. xn ↓ x, xn ↑↓ x).
Definition 1.2. [20] Let (T, S) be a pair of self-mappings on an ordered metric space
(X, d,). Then the mapping T is said to be
(i) S-increasing if (for any x, y ∈ X) Sx  Sy ⇒ Tx  Ty,
(ii) S-decreasing if (for any x, y ∈ X) Sx  Sy ⇒ Tx  Ty,
(iii) S-monotone if T is either S-increasing or S-decreasing.
On setting S = IX , Definition 1.2(i) (resp. 1.2(ii), 1.2(iii)) is reduced to the usual
definition of the increasing (resp. decreasing, monotone) self-mapping (T on X).
Definition 1.3. [11] Let (T, S) be a pair of self-mappings on an ordered metric space
(X, d,) with T (X) ⊆ S(X). For every x0 ∈ X , consider the sequence {xn} ⊂ X
defined by Txn = Sxn+1, for all n ∈ N0. Then {Txn} is called T -S-sequence with initial
point x0.
Definition 1.4. [21] Let (T, S) be a pair of self-mappings on an ordered metric space
(X, d,). Then a coincidence point of the pair (T, S) is a point x ∈ X such that
Sx = Tx. If x∗ ∈ X is such that Sx = Tx = x∗, then x∗ is called a point of coincidence
of the pair (T, S). If x∗ = x, then x is said to be a common fixed point.
By C(T, S), We denote the set of all coincidence points of the pair (T, S).
Definition 1.5. [22–24] Let (T, S) be a pair of self-mappings on an ordered metric
space (X, d,). Then the pair is said to be
(i) compatible if lim
n→∞
d(S(Txn), T (Sxn)) = 0, whenever {xn} is a sequence in X such
that lim
n→∞
Sxn = lim
n→∞
Txn,
(ii) O-compatible if for any sequence {xn} ⊂ X with Sxn ↑ z and Txn ↑ z (for some
z ∈ X) implies lim
n→∞
d(S(Txn), T (Sxn)) = 0,
(iii) O-compatible if for any sequence {xn} ⊂ X {xn} ⊂ X with Sxn ↓ z and Txn ↓ z
(for some z ∈ X) implies lim
n→∞
d(S(Txn), T (Sxn)) = 0,
(iv) O-compatible if for any sequence {xn} ⊂ X with Sxn ↑↓ z and Txn ↑↓ z (for some
z ∈ X) implies lim
n→∞
d(S(Txn), T (Sxn)) = 0.
(v) weakly compatible if S(Tx) = T (Sx), for every coincidence point x ∈ X .
Remark 1.1. In an ordered metric space, compatibility⇒O-compatibility⇒ O-compatibility
(as well as O-compatibility) ⇒ weak compatibility.
Definition 1.6. [24] An ordered metric space (X, d,) is called O-complete (resp.
O-complete, O-complete) if every increasing (resp. decreasing, monotone) Cauchy se-
quence converges in X .
Remark 1.2. In an ordered metric space, completeness⇒O-completeness⇒ O-completeness
(as well as O-completeness).
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Definition 1.7. [25] Let (T, S) be a pair of self-mappings on an ordered metric space
(X, d,). We say that (X,) is (T, S)-directed if for every pair x, y ∈ X , ∃ z ∈ X such
that Tx ≺≻ Sz and Ty ≺≻ Sz.
Particularly, for S = IX , (X,) is called T -directed.
Definition 1.8. [25] Let T be self-mapping on an ordered metric space (X, d,).
We say that T is comparable mapping if it maps comparable elements to comparable
elements.
Definition 1.9. [26] Let (T, S) be a pair of self-mappings on a metric space (X, d) and
x ∈ X . We say that T is S-continuous at x if for any sequence {xn} ⊂ X ,
Sxn
d
−→ Sx⇒ Txn
d
−→ Tx.
Moreover, T is called S-continuous if it is S-continuous at every point of X .
Notice that, on setting S = IX , Definition 1.9 reduces to the usual definition of
continuity.
Definition 1.10. [24] Let (T, S) be a pair of self-mappings on a metric space (X, d) and
x ∈ X . Then T is called (S,O)-continuous (resp. (S,O)-continuous, (S,O)-continuous)
at x if Txn
d
−→ Tx, for every sequence {xn} ⊂ X with Sxn ↑ Sx (resp. Sxn ↓ Sx,
Sxn ↑↓ Sx). Moreover, T is called (S,O)-continuous (resp. (S,O)-continuous, (S,O)-
continuous) if it is (S,O)-continuous (resp. (S,O)-continuous, (S,O)-continuous) at
every point of X .
On setting S = IX , Definition 1.10 is reduces to the usual definition of the O-
continuity (resp. O-continuity, O-continuity) of a self-mapping (T on X).
Remark 1.3. In an ordered metric space, S-continuity ⇒ (S,O)-continuity ⇒ (S,O)-
continuity (as well as (S,O)-continuity).
Lemma 1.1. [27] Let (T, S) be a pair of self-mappings defined on an ordered set (X,).
If T is S-monotone and Sx = Sy, then Tx = Ty.
Lemma 1.2. [27] If the pair (T, S) is weakly compatible, then every point of coincidence
of the pair remains a coincidence point of it.
Lemma 1.3. [28] Let T be a self-mapping on a non-empty set X. Then, there exists
a subset A ⊆ X such that T (A) = T (X) and T : A→ X is one-one.
2. Implicit function
In order to describe our implicit function, let us define comparison function:
Definition 2.1. [29] A function ϕ : [0,∞)→ [0,∞) is called comparison function (or
Matkowski type function) if it satisfies the following conditions:
(i) ϕ is increasing on [0,∞),
(ii) lim
n→∞
ϕn(t) = 0, for all t > 0.
Now, we record some results which needed later to prove our results. We begin by the
following lemma which highlights some basic proprieties of the comparison function.
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Lemma 2.1. Let ϕ be a comparison function, then
(i) ϕ(t) < t, for all t > 0.
(ii) ϕ(0) = 0.
Proof. (i) Assume there exists t0 > 0 with t0 ≤ ϕ(t0). Since ϕ is increasing ϕ(t0) ≤
ϕ2(t0), it follows that t0 ≤ ϕ(t0) ≤ ϕ
2(t0). In general t0 ≤ ϕ
n(t0) for all n ∈ {1, 2, ...},
and by letting n→∞ we get t0 ≤ 0 which contradicts our assumption.
(ii) On the contrary, suppose ϕ(0) = t for some 0 < t. Since 0 < t and ϕ is increasing,
ϕ(0) < ϕ(t). It follows that t < ϕ(t), which contradicts (i). 
Now, we consider the family F of all real continuous functions F : R6+ → R+. In the
respect of the family F, the following conditions will be utilized in our results:
(F1a) F is decreasing in the fifth variable and there exist a comparison function ϕ such
that F (u, v, v, u, u+ v, 0) ≤ 0, for u, v ≥ 0 implies that u ≤ ϕ(v).
(F1b) F is decreasing in the fourth variable and there exist a comparison function ϕ
such that F (u, v, 0, u+ v, u, v) ≤ 0, for u, v ≥ 0 implies that u ≤ ϕ(v).
(F1c) F is decreasing in the third variable and there exist a comparison function ϕ
such that F (u, v, u+ v, 0, v, u) ≤ 0, for u, v ≥ 0 implies that u ≤ ϕ(v).
(F2) F (u, u, 0, 0, u, u) > 0, for all u > 0.
In [8], Berinde considered the family F of all real continuous functions F : R6+ → R+
and the following conditions:
(f1a) F is decreasing in the fifth variable and F (u, v, v, u, u+ v, 0) ≤ 0, for u, v ≥ 0
implies that there exists h ∈ [0, 1) such that u ≤ hv.
(f1b) F is decreasing in the fourth variable and F (u, v, 0, u+ v, u, v) ≤ 0, for u, v ≥ 0
implies that there exists h ∈ [0, 1) such that u ≤ hv.
(f1c) F is decreasing in the third variable and F (u, v, u+ v, 0, v, u) ≤ 0, for u, v ≥ 0
implies that there exists h ∈ [0, 1) such that u ≤ hv.
(f2) F (u, u, 0, 0, u, u) > 0, for all u > 0.
Observe that F ⊆ F.
Definition 2.2. If ρ is a comparison function such that ϕ defined by: ϕ(t) = ρ(2t), for
t ≥ 0, is a comparison function, then ρ is called a half-comparison function.
For example, the comparison function ρ(t) = kt is a half-comparison for k ∈ [0, 1/2)
while it is not half-comparison for k ∈ [1/2, 1).
Proposition 2.1. Let ρ be a half-comparison function. Then ρ is a comparison function
with ρ(2t) < t, for all t > 0.
Proof. As ρ is a half-comparison function, there exists a comparison function ϕ such
that ϕ(t) = ρ(2t). Thus, ρ(2t) = ϕ(t) < t, for all t > 0 
The following functions satisfy variety of the conditions F1a−F2. In all the following
examples, ψ is a continuous comparison function while ρ is a continuous half-comparison
function.
Example 2.1. All functions F defined in Examples 3.1-3.8, 3.17 and 3.19 of [8] are in
F and satisfy conditions F1a − F2 for ϕ(t) = kt with a suitable k.
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Example 2.2. [18, Example 2] Consider the function F ∈ F, given by:
F (t1, t2, t3, t4, t5, t6) = t1 − k
(
max {t2, t3, t4, t5, t6}
)
, k ∈ [0, 1/2),
then F satisfies F1a − F2 with ϕ(t) =
kt
1−k
.
Example 2.3. Define F ∈ F given by:
F (t1, t2, t3, t4, t5, t6) = t1 − ρ
(
max {t2, t3, t4, t5, t6}
)
.
Let u, v ≥ 0 and choose a comparison function ϕ where ϕ(t) = ρ(2t), ∀ t ∈ [0,∞).
Assume u ≥ v so that u− ρ(u + v) ≤ 0 ⇒ u ≤ ρ(2u) = ϕ(u) which is a contradiction.
Thus, u ≤ v and u ≤ ρ(u + v) ≤ ϕ(v). Therefore, F satisfies F1a with ϕ given by
ϕ(t) = ρ(2t), t > 0.
Similarly, we can prove that F satisfies F1b, F1c and F2 for the same ϕ.
Remark 2.1. F defined in Example 2.2 is a special case of F defined in Example 2.3.
Example 2.4. Define F ∈ F as:
F (t1, t2, t3, t4, t5, t6) = t1 − ψ
(
t3
t5 + t6
t2 + t4
)
.
Then F satisfies F1a and F2 with ϕ = ψ but does not satisfy F1b and F1c.
Example 2.5. Define F ∈ F as:
F (t1, t2, t3, t4, t5, t6) = t1 − ψ
(
t2
t5 + t6
t3 + t4
)
.
Then F satisfies F1a and F1c with ϕ = ψ, while F2 is not applicable.
Example 2.6. Define F ∈ F as:
F (t1, t2, t3, t4, t5, t6) = t1 − ψ(t2).
Then F satisfies F1a − F2 with ϕ = ψ.
Example 2.7. Define F ∈ F as:
F (t1, t2, t3, t4, t5, t6) = t1 − ρ(t3 + t4).
Then, F satisfies F1a − F2 with ϕ given by ϕ(t) = ρ(2t), t > 0. Observe that, if we
replace ρ by ψ in this example, then F satisfies condition F2 only.
Example 2.8. Define F ∈ F as:
F (t1, t2, t3, t4, t5, t6) = t1 − ρ(t2 + t3).
Then, F satisfies F1a, F1b and F2 with ϕ given by ϕ(t) = ρ(2t), t > 0.
Observe that, if we replace ρ by ψ in this example, then F satisfies conditions F1b and
F2.
Example 2.9. Define F ∈ F as:
F (t1, t2, t3, t4, t5, t6) = t1 − ψ
(
max
{
t2,
t3 + t4
2
, t5, t6
})
.
Then, F satisfies F1b − F2 with ϕ = ψ.
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Example 2.10. Define F ∈ F as:
F (t1, t2, t3, t4, t5, t6) = t1 − ψ
(
max
{
t2, t3, t4,
t5 + t6
2
})
.
Then, F satisfies F1a and F2 with ϕ = ψ.
Example 2.11. Define F ∈ F as:
F (t1, t2, t3, t4, t5, t6) = t1 − ψ
(
max
{
t2, t3, t4,
t5 + t6
2
})
− Lmin{t3, t4, t5, t6}, L ≥ 0.
Then, F satisfies F1a and F2 with ϕ = ψ.
Example 2.12. Define F ∈ F as:
F (t1, t2, t3, t4, t6) = t1 − ψ
(
max
{
t2,
1
2
[t3 + t4],
1
2
[t5 + t6]
})
.
Then F satisfies F1a − F2 with ϕ = ψ.
Example 2.13. Define F ∈ F as:
F (t1, t2, t3, t4, t5, t6) = t1 − ψ
(
max
{
t2, t3,
t4
2
,
t5 + t6
2
, t6
})
.
Then, F satisfies F1a, F1b and F2 with ϕ = ψ.
The following theorem is essentially contained in Berinde and Vetro [18]:
Theorem 2.1. [18, Theorem 2] Let (X, d,) be a complete ordered metric space and
(T, S) a pair of self-mappings on X such that T (X) ⊆ S(X) and T is S-increasing.
Assume that there exists a function F ∈ F satisfying f1a, such that for all x, y ∈ X
with Sx  Sy,
F (d(Tx, Ty), d(Sx, Sy), d(Sx, Tx), d(Sy, Ty), d(Sx, Ty), d(Sy, Tx))≤ 0. (2.1)
If following conditions hold:
(a1): there exists x0 ∈ X such that Sx0  Tx0,
(a2): for every increasing sequence {Sxn} in X converges to Sx, we have Sxn 
Sx, ∀ n ∈ N0 and Sx  S(Sx).
then, the pair (T, S) has a coincidence point in X. Moreover, if
(a3): (T, s) is weakly compatible pair,
(a4): F satisfies f2,
then, the pair (T, S) has a common fixed point. Further for any x0 ∈ X, the T -S-
sequence {Txn} (with initial point x0) converges to a common fixed point of the pair.
The authors in [18], also, gave the following sufficient conditions for the uniqueness
of the common fixed point in above theorem:
(a5): for all x, y ∈ S(X), there exists v ∈ X such that Sv  x, Sv  y,
(a6): F satisfies f1c.
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The objective of this paper is to prove common fixed point results for a self-mappings
satisfying an implicit function which is general enough to cover several linear as well as
some nonlinear contractions. The main results of this paper are based on the following
motivations and observations.
(i) To provide an example which shows that Theorem 2.1 is not correct in the present
form.
(ii) To modify Theorem 2.1, we employ the completeness of any subspace E (such
that T (X) ⊆ E ⊆ S(X)) rather than the completeness of whole space X . This
point is very vital and also responsible for the failure of Theorem 2.1.
(iii) To enrich Theorem 2.1, we consider a relatively larger class of implicit functions
which also cover some nonlinear contraction besides weakening some earlier met-
rical notions such as: completeness and continuity.
(iv) To improve Theorem 2.1, the condition (a2) is replaced by relatively weaker notion
of I-regularity.
(v) To prove a fixed point theorem under a relatively weaker condition of Danesˇ-type
(see [30, Definition 1]) which can be viewed as an order-theoretic version of a
famous theorem due to C´iric´ [31, Theorem 1] for quasi contraction.
(vi) To prove a sharper version of Theorem 1 due to Berinde and Vetro [18] in the
metric setting.
3. Results on Ordered Metric Spaces
Firstly, we utilize the following example which exhibits that Theorem 2.1 is not correct
in its present form.
Example 3.1. Consider X = {x0, x1, x2, ..., xn, ...} where x0 = 0, xi = −(
1
4
)i, i =
{1, 2, 3, ...} with usual metric and usual order. Then, (X, d,≤) is an ordered metric
space. Define two self-mappings T and S on X by:
T (xi) = xi+2 and S(xi) = xi+1, for all i.
Consider the function F ∈ F defined by [8, Example 3.1]:
F (t1, t2, t3, t4, t5, t6) = t1 − kt2, where k ∈ [0, 1).
With a view to verify assumption (2.1) of Theorem 2.1, consider xi, xj in X with i < j
so that
∣∣Txj − Txi∣∣ ≤ k∣∣Sxj − Sxi∣∣,
i.e., (1
4
)i+2
−
(1
4
)j+2
≤ k
[(1
4
)i+1
−
(1
4
)j+1]
,
or (1
4
)i+2[
1−
(1
4
)j−i]
≤ k
(1
4
)i+1[
1−
(1
4
)j−i]
,
which means
1
4
≤ k.
Hence, F satisfies f1a, f1c and f2 for k ∈ [
1
4
, 1). Also, all other assumptions of Theorem
2.1 are satisfied. Observe that the pair (T, S) has no common fixed point. In fact they
do not admit even a coincidence point.
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With a view to correct and enrich Theorem 2.1, we frame the following definition:
Definition 3.1. Let (X, d,) be an ordered metric space and S a self-mapping on X.
We say that (X, d,) is
(i) I-regular if every increasing sequence {Sxn} in X converges to Sx, admits a
subsequence {Sxnk} such that each term of {Sxnk} is comparable with Sx and
Sx  S(Sx).
(ii) D-regular if every decreasing sequence {Sxn} in X converges to Sx, admits a
subsequence {Sxnk} such that each term of {Sxnk} is comparable with Sx and
Sx  S(Sx).
(iii) M-regular if it is both I-regular and D-regular.
Now we are equipped to prove our main result as follows:
Theorem 3.1. Let (X, d,) be an ordered metric space and E an O-complete subspace
of X. Let (T, S) be a pair of self-mappings on X such that T (X) ⊆ E ⊆ S(X) and T
is S-increasing. Assume that there exists a function F ∈ F satisfying F1a such that, for
all x, y ∈ X (with Sx  Sy),
F (d(Tx, Ty), d(Sx, Sy), d(Sx, Tx), d(Sy, Ty), d(Sx, Ty), d(Sy, Tx))≤ 0. (3.1)
If following conditions hold:
(b1): there exists x0 ∈ X such that Sx0  Tx0,
(b2): (E, d,) is I-regular,
then, the pair (T, S) has a coincidence point in X. Also, if
(b3): F satisfies F2,
(b4): (T, S) is weakly compatible pair,
then, the pair (T, S) has a common fixed point. Moreover, if
(b5): C(T, S) is (T, S)-directed,
(b6): F satisfies F1c,
then the common fixed point is unique. Further for any such x0 in X, the T -S-sequence
{Txn} (with initial point x0) converges to the unique common fixed point of the pair.
Proof. The proof is divided into three steps as follows:
Step 1. For x0 with Sx0  Tx0, we can construct a T -S-sequence {Txn} with initial
point x0 satisfying
Sx0  Tx0 = Sx1  Tx1 = Sx2  ... = Sxn  Txn = Sxn+1  Txn+1....
Clearly, {Sxn}, {Txn} ⊂ T (X) ⊆ E. Moreover, both the sequences are increasing
sequences. If Txm = Txm+1 for some m ∈ N, then xm+1 is the required coincidence
point and we are through. Henceforth, we assume that Txn 6= Txn+1 for all n ∈ N. As
Sxn  Sxn+1, we can take x = xn and y = xn+1 in (3.1) so that
F (d(Txn, Txn+1), d(Txn−1, Txn), d(Txn−1, Txn), d(Txn, Txn+1),
d(Txn−1, Txn+1), d(Txn, Txn)) ≤ 0.
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Since F is decreasing in the fifth variable, on using the triangular inequality, above
inequality become
F (d(Txn, Txn+1), d(Txn−1, Txn), d(Txn−1, Txn), d(Txn, Txn+1),
d(Txn, Txn+1) + d(Txn−1, Txn), 0) ≤ 0.
Thus, there exists a comparison function ϕ such that
d(Txn, Txn+1) ≤ ϕ(d(Txn−1, Txn)). (3.2)
Since ϕ is increasing function, on using induction on n in (3.2), we get
d(Txn, Txn+1) ≤ ϕ
n(d(Tx0, Tx1)), for all n ∈ N0.
Let ǫ be fixed. Choose n ∈ N0 so that
d(Txn+1, Txn) < ǫ− ϕ(ε).
Now,
d(Txn+2, Txn) ≤ d(Txn+2, Txn+1) + d(Txn+1, Txn)
< ϕ(d(Txn+1, Txn)) + ǫ− ϕ(ε)
≤ ϕ(ǫ− ϕ(ε)) + ǫ− ϕ(ε)
≤ ϕ(ǫ) + ǫ− ϕ(ε) = ε.
Also,
d(Txn+3, Txn) ≤ d(Txn+3, Txn+1) + d(Txn+1, Txn)
< ϕ(d(Txn+2, Txn) + ǫ− ϕ(ε)
≤ ϕ(ǫ) + ǫ− ϕ(ε) = ε.
By induction
d(Txn+k, Txn) < ε, for all k ∈ N
so that {Txn} is a Cauchy sequence in the O-complete subspace E. Therefore, there
exists some z ∈ E and x ∈ X such that z = Sx with
Txn ↑ Sx and Sxn ↑ Sx. (3.3)
Step 2. Since (E, d,) is I-regular, there exists a subsequence {Sxnk} of {Sxn} such
that
Sxnk ≺≻ Sx, ∀ k ∈ N.
On putting x = xnk , y = x in (3.1), one gets
F (d(Txnk , Tx), d(Sxnk , Sx), d(Sxnk , Txnk), d(Sx, Tx), d(Sxnk , Tx), d(Sx, Txnk)) ≤ 0.
As F is a continuous, letting k →∞ and using (3.3), we get
F (d(Sx, Tx), 0, 0, d(Sx, Tx), d(Sx, Tx), 0) ≤ 0,
implying thereby,
d(Sx, Tx) ≤ ϕ(0) = 0
so that Sx = Tx.
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Step 3. Since the pair (T, S) is weakly compatible and Sx = Tx(= z for some z ∈ X),
we have
Sz = S(Tx) = T (Sx) = Tz (3.4)
By assumption (b2), Sx  SSx = Sz. So, by putting x = x and y = z in (3.1), we get
F (d(Tx, Tz), d(Sx, Sz), d(Sx, Tx), d(Sz, Tz), d(Sx, Tz), d(Sz, Tx)) ≤ 0
so that d(Tx, Tz) = 0 which along with (3.4) gives rise Sz = Tz = Tx = z, i.e., z is a
common fixed point of T and S.
Now, we show that the pair (T, S) has a unique common fixed point in the presence of
(b5) and (b6). Let z and y be two common fixed points of the pair (T, S). By the (T, S)-
directedness of C(T, S), there exists some t0 ∈ X such that Ty ≺≻ St0 and Tz ≺≻ St0.
Since T (X) ⊆ S(X) and T is S-increasing, we can define a sequence {tn} ⊂ X with
Stn+1 = T tn,
and
Sy ≺≻ Stn ∀ n ∈ N0
On setting x = tn, y = y in (3.1), we have
0 ≥ F (d(T tn, T y), d(Stn, Sy), d(Stn, T tn), d(Sy, Ty), d(Stn, T y), d(Sy, T tn))
= F (d(T tn, T y), d(T tn−1, T y), d(T tn−1, T tn), 0, d(T tn−1, T y), d(Ty, T tn))
≥ F
(
d(T tn, T y), d(T tn−1, T y), d(T tn−1, T y) + d(Ty, T tn), 0, d(T tn−1, T y),
d(Ty, T tn)
)
so that
d(T tn, T y) ≤ ϕ(d(T tn−1, T y)),
for a comparison function ϕ.
On using argument similar to that in Step 1, we can prove that d(T tn, T y) ≤
ϕn(d(T t0, T y)), for all n ∈ N, which on letting n→∞ on both sides, gives rise
d(T tn, T y)→ 0 as n→∞.
Similarly, we can prove that
d(T tn, T z)→ 0 as n→∞.
Hence,
d(z, y) = d(Tz, Ty) ≤ d(Tz, T tn) + d(T tn, T y)→ 0, as n→∞,
which amounts to saying that z = y.
From the above proof, it follows that for any x0 ∈ X satisfying (b1), the T -S-sequence
{Txn} (with initial point x0) converges to a unique common fixed point of the pair
(T, S). 
A comprehension of Theorem 3.1 and Theorem 2.1, We reveals the following facts:
• The completeness in Theorem 2.1 is merely required on any subspace E rather
than the whole space X such that T (X) ⊆ E ⊆ S(X). This point is very vital
and is also responsible for the failure of the Theorem 2.1.
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• The class of the implicit function utilized in Theorem 3.1 is relatively larger than
the one utilized in Theorem 2.1.
• The property embodied in condition (a2) of Theorem 2.1 implies the I-regularity
(utilized in Theorem 3.1).
• The notions on ‘continuity and completeness’ employed in Theorem 3.1 are rel-
atively weaker than their correspondence notions in Theorem 2.1.
In fact, we can replace the I-regularity of (E, d,) together with condition F1c from
the hypothesis of Theorem 3.1 at the cost of the comparability of one of T and S along
with a stronger condition on the set C(T, S), as we shall see in Theorem 3.2.
The following three conditions will be utilized in our forthcoming results:
(i): T is (S,O)-continuous.
(ii): (T, S) is an O-compatible pair and both T and S are O-continuous.
(iii): T and S are continuous.
Theorem 3.2. Theorem 3.1 remains true if assumptions (b2), (b5) and (b6) are resp.
replaced by the following conditions besides retaining the rest of the hypothesis:
(c2): any one of the assumptions (i), (ii) and (iii) is satisfied.
(c5): C(T, S) is totally ordered set.
(c6): one of T and S is a comparable mapping.
Proof. The proof is divided into three steps where step 1 is the same as in the proof
of Theorem 3.1 and hence omitted. The other two steps are discussed separately as
follows:
Step 2. Using the conditions embedded in assumption (c2), the modified form of Step
2 runs as follows:
(i): Since T is (S,O)-continuous and S(xn) ↑ Sx, we have Txn ↑ Tx. Now, owing to
the uniqueness of the limit and (3.3) we have, Sx = Tx. Thus, we are through.
(ii): In view of (3.3) and the O-continuity of both T and S, we have
lim
n→∞
S(Txn) = Sz,
and
lim
n→∞
T (Sxn) = Tz.
Now, the O-compatibility of the pair (T, S) gives rise, Sz = Tz.
(iii): Our proof runs on the lines of the proof of Theorem 1 in [24]. We reproduce it here
for convenience of the readers. Since T and S are O-continuous, owing to Lemma 1.3,
there exists a subset A ⊆ X such that S(A) = S(X) and S : A→ X is one-one. Without
loss of generality, we can choose A such that x ∈ A. Now, define T : S(A)→ S(X) by
T (Sa) = Ta, ∀ Sa ∈ S(A) where a ∈ A. (3.5)
As S : A → X is one-one and T (X) ⊆ S(X), T is well defined. Since {xn} ⊂ X and
S(X) = S(A), there exists {an} ⊂ A such that Sxn = San ∀ n ∈ N0. By using Lemma
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1.1, we get Txn = Tan, ∀ n ∈ N0. Therefore, owing to (3.3), we have
San = Tan ↑ Sx. (3.6)
On using (3.5), (3.6) and continuity of T , we get
Tx = T (Sx) = T ( lim
n→∞
San) = lim
n→∞
T (San) = lim
n→∞
Tan = Sx,
i.e., Tx = Sx.
Step 3. As the pair (T, S) is weakly compatible, we have
Sz = S(Tx) = T (Sx) = Tz
By the assumption (c5), Sx ≺≻ Sz. Now, on setting x = x and y = z in (3.1), we get
0 ≥ F (d(Tx, Tz), d(Sx, Sz), d(Sx, Tx), d(Sz, Tz), d(Sx, Tz), d(Sz, Tx))
= F (d(Tx, Tz), d(Tx, Tz), d(Tx, Tx), d(Tz, Tz), d(Tx, Tz), d(Tz, Tx)).
Assumption (F2) implies d(Tz, Tx) = 0 and hence Sz = Tz = Tx = z.
Now, we show that the common fixed point z is unique. Let y, z ∈ X be two common
fixed points of the pair (T, S). By repeating earlier arguments, we have Ty = Tz. Thus,
the pair (T, S) has a unique common fixed point. From the proof it follows that, for any
such x0 ∈ X satisfying (b1), the T -S-sequence {Txn} (with initial point x0) converges
to a unique common fixed point. 
Remark 3.1. When the condition (c2) is satisfied with (ii) in Theorem 3.2, Remark 1.1
implies that (T, S) is weakly compatible pair. Thus, assumption (b4) is not required
any more in the hypothesis.
The following example exhibits that Theorem 3.1 is genuinely different to Theorem
3.2.
Example 3.2. Consider X = (−1, 1] equipped with usual metric. Then, (X, d,) is
an ordered metric space wherein for x, y ∈ X,
x  y ⇔ (x ≤ y, y 6= 1) or (x = y = 1).
Herein ’≤’ stand of the usual order on R. Set S = IX and define T : X → X by
Tx = x/3, for all x ∈ X.
Consider F ∈ F given in Example 2.4 so that F satisfies F1a and F2 for the comparison
function ψ(t) = kt, (for some k ∈ (0, 1)). Thus, (by taking E = X) Theorem 3.2
(with assumption (ii)) ensures the existence of a unique common fixed point (namely
x = 0). Observe that, Theorem 3.1 is not applicable not only because F does not
satisfy condition F1c but also (X, d,) is not I-regular. It is worth mentioning here that
Theorem 2.1 is not applicable to present example due to the involvement of relatively
weaker completeness notion.
Though, the succeeding two theorems are similar (to Theorems 3.1 and 3.2), yet there
do exist instances wherein the following two theorems are applicable but Theorems 3.1
and 3.2 are not, which substantiate the utility of such theorems.
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Theorem 3.3. Let X, E, T and S be defined as in Theorems 3.1. Assume there
exists a function F ∈ F satisfying conditions F1a and (3.1). Suppose that the following
conditions hold:
(d1): there exists x0 ∈ X such that Sx0  Tx0,
(d2): (E, d,) is I-regular,
then the pair (T, S) has a coincidence point in X. Also, if
(d3): (C(T, S),) is (T, S)-directed,
(d4): F satisfies F1b,
then, the pair (T, S) has a unique point of coincidence. And if
(d5): one of T and S is one-one,
then, the pair (T, S) has a unique coincidence point. Moreover if
(d6): (T, s) is weakly compatible pair,
then, the pair (T, S) has a unique common fixed point. Further, for any x0 ∈ X, the
T -S-sequence {Txn} (with initial point x0) converges to the unique common fixed point.
Proof. The proof is divided into five steps where Step 1 and Step 2 are the same as in
the proof of Theorem 3.1 and hence omitted. Other steps run as follows:
Step 3. Let x, y, x, y ∈ X be such that
Sx = Tx = x and Sy = Ty = y. (3.7)
We assert that x = y. Due to the (T, S)-directedness of X , there exists t0 ∈ X such that
Sx ≺≻ St0 and Sy ≺≻ St0. Now, for Sx ≺≻ St0, we can define a sequence {tn} ⊂ X
with
Stn+1 = T tn, (3.8)
and
Sx ≺≻ Stn , ∀ n ∈ N0.
We claim that
lim
n→∞
d(Tx, T tn) = 0.
Two cases arise:
Firstly, if d(Tx, T tm) = 0 for some m ∈ N0, then by (3.7) and (3.8), we get
d(Sx, Stm+1) = 0.
Consequently, by Lemma 1.1, we must have, d(Tx, T tm+1) = 0. By induction on m, we
get d(Tx, T tn) = 0, for all n > m.
Secondly, suppose that d(Tx, T tn) > 0, for all n ∈ N0. On putting x = x, y = tn in
(3.1) and using assumption (d4), we have
0 ≥ F (d(Tx, T tn), d(Sx, Stn), d(Sx, Tx), d(Stn, T tn), d(Sx, T tn), d(Stn, Tx)
= F (d(Tx, T tn), d(Tx, T tn−1), 0, d(T tn−1, T tn), d(Tx, T tn), d(T tn−1, Tx))
≥ F (d(Tx, T tn), d(Tx, T tn−1), 0, d(Tx, T tn) + d(Tx, T tn−1), d(Tx, T tn),
d(T tn−1, Tx))
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so that there exists a comparison function ϕ with
d(Tx, T tn) ≤ ϕ(d(Tx, T tn−1)). (3.9)
Since ϕ is increasing function, owing to the induction on n [in (3.9)], we have
d(Tx, T tn) ≤ ϕ
n(d(Tx,Tx0)), for all n ∈ N0.
Letting n → ∞ on the both sides, we find d(Tx, T tn) → 0. Thus, in all, the claim is
established.
Similarly, for Sy ≺≻ St0, one can show that
lim
n→∞
d(Ty, T tn) = 0.
Now,
d(x, y) = d(Tx, Ty)
≤ d(Tx, T tn) + d(T tn, T y)→ 0 as n→∞
Thus, the pair (T, S) has a unique point of coincidence.
Step 4. Let T be one-one. On contrary, assume that there exist two coincidence points
x, y ∈ X such that
Sx = Tx = Sy = Ty.
As T is one-one, we have x = y. The similar arguments carries over in case S is one-one.
Step 5. Let x, x ∈ X be such that Sx = Tx = x. By Lemma 1.2, x itself is a coincidence
point. In view of step 4, we must have x = x and hence we are through.
From the above proof it follows that, for any x0 ∈ X satisfying (d1), the T -S-sequence
{Txn} (with initial point x0) converges to a unique common fixed point. 
Theorem 3.4. Theorem 3.3 remains true if the condition (d2) is replaced by any one
of the conditions (i), (ii) and (iii) (besides retaining the rest of the hypotheses).
Proof. In the proof of the theorem, Steps 1 and 2 are the same as in the proof of Theorem
3.2 while steps 3, 4 and 5 are the same as in the proof of Theorem 3.3. 
Remark 3.2. One can obtain dual type results corresponding to all preceding theorems
by replacing “O-analogues” with “O-analogues”, the “I-regularity” with “D-regularity”
and the condition “Sx0  Tx0” with “Sx0  Tx0”.
Remark 3.3. One can obtain a companied type result corresponding to all preceding
theorems by replacing “O-analogues” with “O-analogues”, the “I-regularity” with “M-
regularity” and ‘Sx0  Tx0” with Sx0 ≺≻ Tx0”.
All the above results unify, extend and generalize many relevant common fixed point
results from the existing literature which can not be completely mentioned here. But
a sample, we consider a famous theorem due to C´iric´ [31, Theorem 1] and extend the
same to a pair of self-mappings satisfying Danesˇ-type contraction in an ordered metric
space.
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Corollary 3.1. Let X, E, T and S be defined as in Theorems 3.1. Suppose there exists
a continuous half-comparison function ρ such that for all Sx  Sy,
d(Tx, Ty) ≤ ρ(max{d(Sx, Sy), d(Sx, Tx), d(Sy, Ty), d(Sx, Ty), d(Sy, Tx)}).
If the following conditions hold:
(g1): there exists x0 ∈ X such that Sx0  Tx0,
(g2): (E, d,) is I-regular (resp. any one of the assumptions (i), (ii) and (iii) is
satisfied),
then, the pair (T, S) has a coincidence point in X. Also, if
(g3): (T, s) is weakly compatible pair,
(g4): (C(T, S),) is (T, S)-directed (resp. C(T, S) is totally ordered set and one
of T and S is comparable),
then, the pair (T, S) has a unique common fixed point. Further for any such x0 ∈ X, the
T -S-sequence {Txn} with initial point x0 converges to the unique common fixed point.
Proof. The result is obtained from Theorem 3.1 (resp. Theorem 3.2) by taking the
function F ∈ F defined by Example 2.3. 
Notice that, above nonlinear-result (i.e., Corollary 3.1) can not be derived using
Theorem 2.1, i.e., [18, Theorem 2].
Remark 3.4. Similarly, one can obtain the dual of Corollary 3.1 corresponding to The-
orems 3.3 and 3.4.
Observe that, setting ρ(t) = kt, k ∈ [0, 1
2
) in Corollary 3.1, gives rise a linear form
of the corollary. Interestingly, we show that this linear form is not valid for k ≥ 1
2
.
Consequently, Corollary 3.1 is not valid for a general comparison function.
Example 3.3. Consider X = [0,∞) with usual metric and usual order. Then, (X, d,≤)
is an ordered metric space. Define T, S : X → X by
Tx = x2 + 1 and Sx =
2
3
x, ∀ x ∈ X.
By a routine calculation, one can verify that all the conditions of Corollary 3.1 are
satisfied with k ≥ 1
2
. Nevertheless, the pair (T, S) has no coincidence in X . For, if x is
a coincidence point, we must have a real root for 3x2 − 2x+ 3 = 0 which is not true.
4. Corresponding Results on Metric Spaces
We can deduce the following sharpened version of Theorem 1 due to Berinde and
Vetro [18].
Theorem 4.1. Let (X, d) be a metric space and E a complete subspace of X. Let (T, S)
be a pair of self-mappings on X such that T (X) ⊆ E ⊆ S(X). Assume that there exists
a function F ∈ F satisfying F1a, such that for all x, y ∈ X
F (d(Tx, Ty), d(Sx, Sy), d(Sx, Tx), d(Sy, Ty), d(Sx, Ty), d(Sy, Tx))≤ 0.
Then the pair (T, S) has a coincidence point in X. Moreover, if (T, s) is weakly com-
patible pair and F satisfies F2, then the pair (T, S) has a unique common fixed point.
Further for any x0 ∈ X, the T -S-sequence {Txn} (with initial point x0) converges to
the unique common fixed point of the pair (T, S).
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Proof. The proof is omitted as it is similar to the one given in [18, Theorem 1], except
some minor changes corresponding to the new implicit function. 
Corollary 4.1. Let X, E, T and S be defined as in Theorems 4.1. Assume that there
exists a continuous half-comparison function ρ such that, for all x, y ∈ X
d(Tx, Ty) ≤ ρ(max{d(Sx, Sy), d(Sx, Tx), d(Sy, Ty), d(Sx, Ty), d(Sy, Tx)}).
Then, the pair (T, S) has a unique common fixed point. Further for any such x0 ∈ X,
the T -S-sequence {Txn} (with initial point x0) converges to the unique common fixed
point of the pair (T, S).
Remark 4.1. Setting ρ(t) = kt (where k ∈ [0, 1/2)]), S = IX and E = T (X) in Corollary
4.1, we reduces it to a partially sharpened version of Theorem 1 due to C´iric´ [31].
Remark 4.2. One can drive dual type results corresponding to the results of this section
as indicated in Remarks 3.2 and 3.3.
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