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1. Einleitung
Unzählge, aﬀs dem alltäglchen Leben aﬀm noch ﬂegzﬀdenende Technologen snd
daraﬀf angeﬂesen, dass Wersto੖e mt ganz bestmmten Egenschaen ﬁerügbar snd
oder entﬂcelt ﬂerden. En Ansatz de Sﬀche nach solchen neﬀen Materalen gezelter
zﬀ gestalten st es, en teferes Verständns des Zﬀsammenhangs zﬂschen Strﬀtﬀr ﬀnd
Egenschaen enes Sto੖es zﬀ erlangen. En ﬂesentlcher Schr aﬀf dem Weg dorthn
st ene genaﬀe Kenntns der chemschen Bndﬀng, da hr Charater deWechselﬂrﬀng
zﬂschen den onsttﬀerenden Atomen bestmmt. Im Rahmen theoretscher Stﬀden
ann mt qﬀantenchemschen Methoden sehr ﬁel über de Vertelﬀng der Valenzele-
tronen ﬀnd deren Interaton soﬂohl n Moleülen als aﬀch n rstallnen Festörpern
n Erfahrﬀng gebracht ﬂerden. Der eﬃpermentelle Zﬀgang zﬀr Eletronendchte, der
dese theoretschen Untersﬀchﬀngen belegen ﬀnd ergänzen ann, stellt dagegen mmer
noch ene große Heraﬀsforderﬀng dar.
Ene Möglchet zﬀr Untersﬀchﬀng rstallner Matere betet edoch de Röntgen-
beﬀgﬀng, de aﬀf der Interaton ﬁon Röntgenstrahlen mt den Eletronen des Krstalls
basert. Maﬃ ﬁon Laﬀe, Walter Fredrch ﬀnd Paﬀl Knppng lesteten dazﬀ 1912 mt h-
ren Eﬃpermenten zﬀr Beﬀgﬀng ﬁon Röntgenstrahlen den entschedenden Betrag [1],
gefolgt ﬁon der Erﬂeterﬀng der Anﬂendﬀng aﬀf rstallne Pﬀlﬁer dﬀrch Debye ﬀnd
Scherrer [2].
Set deser Zet hat sch de Methode stetg ﬂeter entﬂcelt ﬀnd heﬀte gehört se zﬀ
den Standardmethoden ﬂenn es darﬀm geht den Aﬀaﬀ geordneter Festörper mt ato-
marer Aﬀ੘ösﬀng zﬀ ﬀntersﬀchen.Während de Aﬀlärﬀng ﬁon Krstallstrﬀtﬀren n den
letzten Jahren aﬀch mmer häﬀ੗ger mt Hlfe der Pﬀlﬁerd੖ratometre gelngt, st de
Röntgenbeﬀgﬀng an Enrstallen mmer noch das überﬂegend angeﬂandte Verfahren.
Im Verglech zﬀ den ersten Beﬀgﬀngsﬁersﬀchen haben apparatﬁe Weterentﬂclﬀn-
gen stagefﬀnden, de das eﬃpermentelle Vorgehen zﬀm Tel erheblch ﬁerändert haben,
ﬂobe sch ﬁor allem de Rotatonsmethode am Enrstall [3] etablert hat. Be deser
ﬂrd en Enrstall geegneter Größe aﬀf en n mndestens ener Achse beﬂeglches
Gonometer montert ﬀnd m Strahlengang enes monochromatschen Röntgenstrahls
de ﬁerschedenen Netzebenenscharen dﬀrch Drehﬀng der Probe n Re੘eﬃonsstellﬀng
gebracht, ﬂobe de gebeﬀgten Strahlen ﬁon enem Detetor erfasst ﬂerden.
Parallel zﬀ den Neﬀerﬀngen aﬀf der eﬃpermentellen Sete haben sch aﬀch de Model-
le ﬂeter entﬂcelt, de Beﬀgﬀngsdaten ﬀnd Krstallstrﬀtﬀr n Enlang brngen. Da n
den Anängen der Methode das Zel ﬁornehmlch darn bestand, de Poston der Atome
n enem Krstall zﬀ bestmmen, ﬂar es aﬀsrechend, ene sphärsche Eletronendchte-
ﬁertelﬀng ﬀm den Atomern anzﬀnehmen. DesesModell ﬂﬀrde ergänzt ﬀm de Berüc-
schtgﬀng der thermschen Beﬂegﬀng der Atome, erﬂes sch edoch besonders be der
Beschrebﬀng lechter Atome mt mmer besseren Beﬀgﬀngsdaten bald ncht mehr als
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aﬀsrechend. So ﬂﬀrde das Mﬀltpolmodell ﬁon Hansen ﬀnd Coppens entﬂcelt [4], das
de Vertelﬀng der Ladﬀngsdchte m Valenzberech mt Hlfe ﬁon Kﬀgel੘ächenfﬀnto-
nen beschrebt. Aﬀf deseWese ann en größerer Tel der Eletronendchte ﬁomModell
erfasst ﬂerden. Aﬀs deren Reonstrﬀton ﬀnd Untersﬀchﬀng önnen dann nach dem
ﬁon Bader entﬂcelten Konzept der antentheore ﬁon Atomen n Moleülen [5] Er-
enntnsse über de chemsche Bndﬀng abgeletet ﬂerden. Im Berech der organschen
Moleüle ﬂrd dese Techn mlerﬂele häﬀ੗g angeﬂendet [6, 7].
Für dredmensonal aﬀsgedehnte Netzﬂere schﬂerer Atome, ﬂe se n ntermetall-
schen Phasen ﬁorommen, st de Anﬂendﬀng des Mﬀltpolmodells dagegen noch ncht
ﬂet ﬁerbretet, ﬂas damt zﬀ erlären st, dass der Streﬀbetrag der Valenzeletronen m
Verglech zﬀ den Rﬀmpfeletronen sehr len st. Erfolgrech dﬀrchgeührte Stﬀden mt
Haﬀptgrﬀppen- ﬀnd Übergangsmetallen behandeln bespelsﬂese ﬀnterschedlche Me-
tallborde [8ۗ10] oder -carbde [11], aber aﬀch ntermetallsche Phasen mt Elementen
hoher Ordnﬀngszahlen onnten zﬀletzt analysert ﬂerden [12]. De Untersﬀchﬀng m-
mer eletronenrecherer Systeme bedeﬀtet ﬂederﬀm, dass aﬀf Grﬀnd des stetg abneh-
menden Betrags der Valenzeletronen nﬀr be der Dﬀrchührﬀng enes optmalen Beﬀ-
gﬀngseﬃperments de Ho੖nﬀng besteht, aﬀs der eﬃpermentell ermelten Eletronen-
dchteﬁertelﬀng snnﬁolle Schlﬀssfolgerﬀngen zehen zﬀ önnen. Reonstrﬀton ﬀnd
Analyse der Eletronendchte ﬁon RﬀAl2 aﬀs eﬃpermentellen Daten bldet den erstenTel deser Arbet.
Das den Beﬀgﬀngsdaten zﬀ Grﬀnde legende Eﬃperment ﬀmfasst ﬁele Enzelschre,
angefangen ﬁon Aﬀsﬂahl ﬀnd Montage ener geegneten Probe n Form enes Enr-
stalls geegneter Bescha੖enhet über de Entschedﬀng über de ﬁerﬂendete Strahlﬀng
ﬀnd das engesetzte D੖ratometer. Vele deser Schre ﬂerden ﬀnter dem Begr੖ Da-
tensammlungsstrategie zﬀsammengefasst ﬀnd alle ﬂren sch letztendlch aﬀf de a-
ltät der gesammelten Daten aﬀs. Daher erährt deses ema n neﬀerer Zet erhöhte
Aﬀfmersamet, da neben dem Bedarf ür präzsere Daten ür detallertere Aﬀsﬂer-
tﬀngen aﬀch Neﬀentﬂclﬀngen aﬀf dem Gebet der D੖ratometer, soﬂohl m Labor
als aﬀch an Synchrotronenrchtﬀngen de Frage nach optmaler Datensammlﬀng neﬀ
aﬀemen lassen. Aﬀch spezell deser Problemat geﬂdmete Worshops snd ncht
mehr ﬀngeﬂöhnlch [13].
Für de Reonstrﬀton der Eletronendchte ﬂerden Beﬀgﬀngsdaten ﬁon eﬃzellenter
altät benötgt. Der zﬂete Tel deser Arbet befasst sch daher mt der Fragestellﬀng,
ﬂe de Beﬀrtelﬀng deraltät möglch st ﬀnd zegt enen Weg aﬀf, geometrsche As-
pete der Datensammlﬀng zﬀ optmeren ﬀnd mt Hlfe genaﬀ aﬀf onrete Probleme
abgestmmter Messstrategen en hohes Maß an Kontrolle über de gesammelten Daten-
sätze aﬀszﬀüben.
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2.1. Der Kristall und seine Gier
De De੗nton enes ۢKrstalls۠ hat sch parallel zﬀr Entﬂclﬀng der Messmethoden n
den letzten enhﬀndert Jahren mmer ﬂeder geﬂandelt ﬀnd ﬀmfasst heﬀte Phänomene
ﬂeasrstalle ﬀnd aperodsche Strﬀtﬀren [14]. Nachfolgend sollen edoch de Nä-
herﬀngen der nematschen Beﬀgﬀngstheore gelten. Es ﬂrd angenommen, dass Atome
oder Moleüle als Baﬀstene des Krstalls perodsch n enem ﬀnendlch aﬀsgedehnten
Ger angeordnet snd. De lenste Enhet deses Gers st de Elementarzelle. Um
ene Krstallstrﬀtﬀr zﬀ beschreben, mﬀss demnach de Geometre des Gers erfasst
ﬂerden, soﬂe de Natﬀr der Gerpﬀnte, also ﬂelche Atome an ﬂelchem Ort legen,
ﬂas als Bass bezechnet ﬂrd. We aﬀs der Überschr deses Abschns herﬁorgeht, soll
es zﬀnächst ﬀm dese geometrschen Fatoren gehen, ﬂährend enge Aspete der Bass
n Abschn 2.4 angesprochen ﬂerden.
Ene Möglchet, den Raﬀm lücenlos mt Hlfe der ﬀnendlchen Wederholﬀng der
Elementarzelle erfasst ﬂerden soll, stellt de De੗nton deser Enhetszelle als Parallele-
pped dar. Ene möglche mathematsche Repräsentaton st de Fundamentalmatrix [15],
de de Metr der Zelle anhand der dre Vetoren ɇ, Ɉ ﬀnd ɉ beschrebt:
� = ⎛⎜⎜⎜⎝
ɇ ⋅ ɇ ɇ ⋅ Ɉ ɇ ⋅ ɉɈ ⋅ ɇ Ɉ ⋅ Ɉ Ɉ ⋅ ɉɉ ⋅ ɇ ɉ ⋅ Ɉ ɉ ⋅ ɉ⎞⎟⎟⎟⎠ (2.1)
Anschaﬀlcher st de Schrebﬂese mt den aﬀsgeschrebenen Salarprodﬀten, n der
de üblcherﬂese angegebenen Gerparameter Ǖ, ǖ, Ǘ, �, � ﬀnd � aﬀreten, de de dre
Kanten der Elementarzelle soﬂe de ﬁon hnen engeschlossenen Wnel bezechnen.
Zﬀr besseren Überschtlchet ﬂrd her nﬀr de obere Dreecsmatrﬃ gezegt, de rest-
lchen Elemente snd redﬀndant.
� = ⎛⎜⎜⎜⎝
Ǖ2 Ǖǖ c�s � ǕǗ c�s �ǖ2 ǖǗ c�s �Ǘ2 ⎞⎟⎟⎟⎠ (2.2)
In deser regelmäßgen Anordnﬀng der Gerpﬀnte eﬃsteren Netzebenenscharen,
ﬂe n Abbldﬀng 2.1 dargestellt. Jeder Ebenenschar ann en Mller-Indeﬃtrpel aﬀs gan-
zen Zahlen ℎǝǞ zﬀgeﬂesen ﬂerden, das de Lage der Ebenenschar bezüglch der Achsen
der Elementarzelle angbt.
Der Beﬀgﬀngsﬁorgang ann als Re੘eﬃon des Röntgenstrahls an desen parallel ange-
ordneten Ebenen aﬀfgefasst ﬂerden, de nﬀr dann aﬀr, ﬂenn der Enfallsﬂnel der
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Abbildung 2.1.: Schematische Darstellung zweier beliebiger Netzebenenscharen in einem
periodischen Gier. Die [0 0 1�-Achse des Koordinatensystems zeigt aus der Papierebene
heraus.
aﬀre੖enden Röntgenﬂelle abhängg ﬁom Netzebenenabstand enen bestmmten Wert
aﬀfﬂest, so dass onstrﬀtﬁe Interferenz aﬀr. Dese Bezehﬀng zﬂschenWellenlän-
ge �, Netzebenenabstand ǘ ﬀnd Enfallsﬂnel � schlägt sch n der berühmten Bragg-
schen Glechﬀng [16] neder (üblcherﬂese ﬂrd aﬀsschleßlch de BeﬀgﬀngsordnﬀngǠ = 1 betrachtet), de her der Vollständget halber erﬂähnt se:
2ǘ s�� � = Ǡ� (2.3)
Ene alternatﬁe Beschrebﬀng des Beﬀgﬀngsﬁorgangs geht aﬀf Maﬃ ﬁon Laﬀe zﬀrüc
ﬀnd basert aﬀf der Betrachtﬀng der Normalenﬁetoren der Ebenenscharen. De Men-
ge der Normalenﬁetoren aller Netzebenenscharen ann demnach ebenfalls als Ger
beschreben ﬂerden, es ﬂrd als reziprokes Gier bezechnet ﬀnd ﬁerhält sch dﬀal zﬀm
realen Ger, bede snd dﬀrch den Beﬀgﬀngsﬁorgangmtenander ﬁernüp. De Fﬀnda-
mentalmatrﬃ des rezproen Gers ﬂrd dﬀrch Inﬁerson der Matrﬃ des realen Gers
erhalten [17]:
�∗ = �−1 (2.4)
Jedem Knoten des rezproen Gers ann en Vetor Ɋ�ǥǦ zﬀgeordnet ﬂerden, dessen
Komponenten ganzzahlge Velfache der rezproen Gerparameter ɇ∗, Ɉ∗ ﬀnd ɉ∗ snd.
De Angabe deser so genannten Mller-Indces (�) recht somt aﬀs, ﬀm enen Ger-
pﬀnt zﬀ charaterseren ﬀnd damt aﬀch de zﬀgehörge Netzebenenschar des realen
Gers. Es glt der folgende Zﬀsammenhang:
|Ɋ∗| = √���∗� (2.5)
Der Kehrﬂert des Betrages des rezproen Vetors st dentsch mt dem Abstand der
Gerebenen aﬀs Glechﬀng 2.3. Um den Aﬀaﬀ des realen Gers zﬀ lären, mﬀss das
rezproe Ger ﬀntersﬀcht ﬂerden.
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2.2. Koordinatensysteme eines Diﬀraktometers
Neben enem geegneten Krstall ﬂrd ür en Enrstallbeﬀgﬀngseﬃperment aﬀch en
D੖ratometer benötgt. Grﬀndsätzlch snd alle Geräte nach dem Schema n Abbl-
dﬀng 2.2 aﬀfgebaﬀt ﬀnd bestzen ene elle ür Röntgenstrahlﬀng ener bestmmten
Wellenlänge, en Gonometer mt ener oder mehreren drehbaren Achsen ﬀnd enen De-
tetor. De dre n der Szze ﬁerﬂendeten Achsen lassen sch dret aﬀf das der Kon-
strﬀton zﬀ Grﬀnde legende Prnzp der so genannten Eﬀlerﬂnel zﬀrücühren. Dese
dre Wnel ermöglchen de endeﬀtge Beschrebﬀng der Orenterﬀng enes Obetes
m dredmensonalen Raﬀm (bespelsﬂese n Bronsten ﬀ. a. [18, S. 219]).
χ
φ
ω
Primärstrahl
DetektorGoniometerRöntgenquelle
Abbildung 2.2.: Schematischer Aufbau eines Diञraktometers mit den typischerweise ver-
wendeten griechischen Buchstaben zur Achsenbezeichnung.
Um das D੖ratometer ﬀnd später aﬀch das Beﬀgﬀngseﬃperment mathematsch er-
fassen zﬀ önnen, ﬂerden mehrere Koordnatensysteme de੗nert [19]. Zﬀm enen das
orthonormale, dredmensonale Laborkoordinatensystem, das mt Bezﬀg aﬀf das D੖ra-
tometer geﬂählt ﬂrd, bespelsﬂese ﬂe n Abbldﬀng 2.3 dargestellt. Das Goniometer-
koordinatensystem st dentsch mt dem Laboroordnatensystem, ﬂenn sch alle Go-
nometerachsen n hrer Aﬀsgangsstellﬀng be੗nden. Änderﬀngen der Achsen beﬂren
ene Rotaton des Gonometersystems gegenüber dem Laborsystem. Weterhn eﬃstert
χ
φ
ω
xL
yL
zL
xG
yG
zG
yD
xD
Abbildung 2.3.: Koordinatensysteme des Diञraktometers (Labor-, Goniometer- und De-
tektorkoordinaten). Die hier gewählten Koordinatensysteme weichen von den Konventionen
nach Busing und Levy [19] ab, die dort erläuterten Prinzipien sind jedoch trotzdem gültig.
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en Detektorkoordinatensystem, das über zﬂe Dmensonen ﬁerügt.
Rotatonen des Gonometers önnen anstelle der dre Eﬀlerﬂnel aﬀch dﬀrch Ma-
trzen repräsentert ﬂerden (ebenfalls n [19] angegeben, n allgemener Form aﬀch n
mathematschen Formelsammlﬀngen [20]), de abhängg ﬁon der Rotatonsachse ﬀnter-
schedlch de੗nert snd, ﬂobe � stets den Drehﬂnel ﬀm de eﬂelge Achse angbt:
Ⱦ�(�) = ⎛⎜⎜⎜⎝
1 0 0
0 c�s � − s�� �
0 s�� � c�s � ⎞⎟⎟⎟⎠ (2.6a)
Ⱦ�(�) = ⎛⎜⎜⎜⎝
c�s � 0 s�� �
0 1 0−s�� � 0 c�s �⎞⎟⎟⎟⎠ (2.6b)
Ⱦ�(�) = ⎛⎜⎜⎜⎝
c�s � − s�� � 0s�� � c�s � 0
0 0 1
⎞⎟⎟⎟⎠ (2.6c)
Herbe entsprechen postﬁe Wnel Rotatonen gegen den Uhrzegersnn. De Ro-
taton enes Vetors ﬀm de Ǭ-Achse ann enfach mt folgender Operaton aﬀsgeührt
ﬂerden:
�′ = Ⱦ�(�) ⋅ � (2.7)
Folgerchtgﬂerdenmehrfache Rotatonen dﬀrchﬂetereMﬀltplatonen angeﬂandt,
dabe st de Rehenfolge der Elemente ﬂchtg, da Matrﬃmﬀltplaton allgemen ncht
ommﬀtatﬁ st:
�″ = Ⱦ�(�) ⋅ Ⱦ�(�) ⋅ � (2.8)
In der Praﬃs der D੖ratometre haben sch mWesentlchen zﬂe ﬁerschedene Kon-
strﬀtonsarten ür Gonometer dﬀrchgesetzt, de Eulerwiege ﬀnd de �-Geometrie, de
n Abbldﬀng 2.4 gezegt snd. Bede Geometren ﬁerügen n der Grﬀndlage über dre
fre drehbare Achsen zﬀr Postonerﬀng des Krstalls. Zﬂe deser Achsen ﬂerden da-
zﬀ genﬀtzt, de Probe n ene bestmmte Stellﬀng zﬀ brngen, dann ﬂrd ﬀm de dre
Achse rotert. Aﬀf dese Wese önnen theoretsch alle Netzebenenscharen des Krstalls
so n Beﬀgﬀngsstellﬀng gebracht ﬂerden, dass de resﬀlterenden Strahlen den Detetor
passeren müssen.
Be der Eﬀlerﬂege ﬂrd grﬀndsätzlch ﬁon dre Rotatonen aﬀsgegangen: Um de Ǭ-
Achse (�), ﬀm de Ǫ-Achse (�) ﬀnd ﬀm de dﬀrch de beden ﬁorhergen Rotatonen
ۢneﬀe۠ Ǭ-Achse (�), analog zﬀr De੗nton der Eﬀlerﬂnel. Im Gegensatz zﬀr theore-
tschen freen Drehbaret der Achsen gbt es allerdngs mmer Beschränﬀngen, de
daraﬀs resﬀlteren, dass be bestmmten Wnelombnatonen Tele des D੖ratome-
ters ollderen ﬀnd deses beschädgen ﬂürden. Dabe eﬃsteren neben Geräten mt
dre ﬁollen Kresen aﬀch Systeme mt nﬀr ener beﬂeglchen Achse ﬂe das STOE IPDS-
I (� beﬂeglch, � ﬀnd � snd nﬀll) oder zﬂe beﬂeglcher Achsen (STOE IPDS-II, � ﬀnd
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Abbildung 2.4.: Schematische Skizze von Euler- und �-Goniometer.
� beﬂeglch, � ੗ﬃert be 45°). Andere Varanten ﬁerügen über enen engeschränten�-Kres (Rgaﬀ Spder, �-Kres nﬀr bs 50° aﬀsgeührt) ﬀm Probleme mt Kollsonen zﬀ
ﬁermeden.
De �-Geometre nﬀtzt ene andere Kombnaton beﬂeglcher Achsen. Dabe snd �
ﬀnd� äqﬀﬁalent zﬀr glechnamgenAchse n der Eﬀlergeometre, der aﬀf�monterte �-
Kres ﬂrd edoch dﬀrch den �-Kres ersetzt. Deser bestzt ene Drehachse, de ﬀm enen
੗ﬃen Wnel � ﬀm de ǫ-Achse rotert st. Rotatonen n � ﬁerhalten sch mathematsch
ﬂe folgt zﬀ ener Drehﬀng n � [21]:
Ⱦ(�) = Ⱦ�(�) ⋅ Ⱦ�(�) ⋅ Ⱦ�(−�) (2.9)
Dﬀrch dese Transformaton önnen bede Geometren mathematsch aﬀf de gleche
Wese erfasst ﬂerden. Bede Geometren snd n ﬁelen Fällen dﬀrch ene ﬂetere Achse
ergänzt, de allerdngs ncht den Krstall rotert, sondern den Detetor. De 2�-Achse
ällt mt � zﬀsammen. Bem Ensatz enes Pﬀntdetetors önnen de beden Achsen
geoppelt ﬂerden, ﬂodﬀrch de Aﬀfnahme ﬁon Re੘eﬃpro੗len ermöglcht ﬂrd.
Aﬀs heﬀtger Scht gebräﬀchlcher snd edoch Flächendetetoren [22], de sch zﬂar
aﬀch ﬀm de 2�-Achse drehen lassen, ﬂas edoch nﬀr zﬀr Postonerﬀng des Detetors
ﬀnd ncht zﬀr Pro੗lerfassﬀng genﬀtzt ﬂrd. Se lassen sch nach dem Detetonsprnzp
n zﬂe Grﬀppen aﬀelen. Aﬀf der enen Sete gbt es sogenannte Imageplates, be denen
dﬀrch aﬀre੖ende Röntgenqﬀanten en Phosphor n enen angeregten Zﬀstand ﬁersetzt
ﬂrd, der nach der Belchtﬀng mt enem Laserscanner aﬀsgelesen ﬂerden ann. Dﬀrch
den relatﬁ ompleﬃen Aﬀslesemechansmﬀs snd Imageplates n der Regel ncht beﬂeg-
lch, daür snd große Abmessﬀngen ﬀnd aﬀch gebogene Varanten erhältlch, de aﬀch
ohne Beﬂegﬀng des Detetors de Erfassﬀng enes ﬂeten Wnelberechs ermöglchen.
De zﬂete Grﬀppe benﬀtzt halbleterbaserte Sensoren, ﬂobe her ﬂeter ﬀntertelt
ﬂerden mﬀss n Geräte, ﬂelche zﬀnächst de Röntgenphotonen dﬀrch enen Leﬀchtsto੖
n Photonen des schtbaren Berechs überühren der dann ﬁon enem CCD-Sensor er-
fasst ﬂrd ﬀnd solche, de dret Eletronen-Loch-Paare aﬀs den entre੖enden Röntgen-
qﬀanten erzeﬀgen. De Sensorchps snd ncht n belebgen Größen ﬁerügbar, so müs-
sen groß੘ächge Detetoren aﬀs mehreren Modﬀlen aﬀfgebaﬀt ﬂerden, ﬂas zﬀ Lücen
ührt n denen ene Detetonmöglch st. Alternatﬁ önnen aﬀch lene Sensor੘ächen
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Abbildung 2.5.: Einige mögliche Detektorkoordinatensysteme. Die Markierung entspricht
der Primärstrahlposition. Häuटg anzutreञen ist das rechte System, da es in gängigen Com-
putergraटksystemen so eingesetzt wird.
ﬁerﬂendet ﬂerden, n beden Fällen mﬀss der Detetor edoch mt Hlfe der 2�-Achse
beﬂegt ﬂerden, ﬀm zﬀﬁerlässg Daten sammeln zﬀ önnen.
Unabhängg ﬁom Fﬀntonsprnzp ﬂerden alle Detetoren n der röntgenogra੗schen
Datenﬁerarbetﬀng glech behandelt, ﬂobe das Haﬀptaﬀgenmer aﬀf der De੗nton e-
nes Detetoroordnatensystems legt. In Abbldﬀng 2.5 snd dre Möglcheten aﬀf-
gezegt. De Wahl des Koordnatensystems st aﬀch n desem Fall belebg ﬀnd hängt
daﬁon ab, ob der Detetor n oder gegen Prmästrahlrchtﬀng betrachtet ﬂrd ﬀnd ﬂe
der Aﬀsleseﬁorgang erfolgt. Be ﬀm de 2�-Achse schﬂenbaren Detetoren ann de
Berechnﬀng mmer aﬀf de Poston mt 2� = 0° zﬀrücgeührt ﬂerden, ndem alle be-
rechneten Streﬀﬁetoren −2� ﬀm de entsprechende Achse rotert ﬂerden.
2.3. Die Ewaldkonstruktion
In den beden ﬁorhergehenden Abschnen ﬂﬀrden de Enzelomponenten enes Beﬀ-
gﬀngseﬃpermentes ﬀrz beschreben, m folgenden soll nﬀn das Eﬃperment als Zﬀsam-
menspel beder erläﬀtert ﬂerden. Grﬀndlage der Beschrebﬀng bldet de Eﬂaldon-
strﬀton [23], de de Beﬀgﬀng mt Hlfe des rezproen Gers anschaﬀlch ﬁerdeﬀt-
lcht.
Gemäß Abbldﬀng 2.6 ﬂrd ﬁom rezproen Ger mt dem Ursprﬀng ǉ aﬀsgegan-
gen. De Beﬀgﬀngsbedngﬀng ür ene Netzebenenschar st genaﬀ dann erüllt, ﬂenn der
orresponderende Pﬀnt des rezproen Gers de Ober੘äche der Ewaldkugel dﬀrch-
ﬂandert. Das Zentrﬀm der Eﬂaldﬀgel be੗ndet sch n der Entfernﬀng 1/� ﬁomUrsprﬀng
entgegen der Rchtﬀng des enfallenden Röntenstrahls, hr Radﬀs beträgt 1/�. Der Ve-
tor, der ﬁom Zentrﬀm der Eﬂaldﬀgel zﬀm Schnpﬀnt des Gerpﬀntes mt der Kﬀ-
gelober੘äche zegt, st der Streﬀﬁetor. De Streﬀﬁetoren ﬂesen ebenfalls den Betrag
1/� aﬀf, da n der nematschen eore de Energeerhaltﬀng strt glt ﬀnd somt de
gebeﬀgten Strahlen de gleche Wellenlänge haben ﬂe der Prmärstrahl. De Beﬂegﬀng
des Gers ﬂrd, da es zﬀm realen Ger omplementär st, dﬀrch Rotaton des Krstalls
realsert.
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Abbildung 2.6.: Zweidimensionale Skizze der Ewaldkonstruktion. Die Ewaldkugel ist weiß
dargestellt, die Grenzkugel des reziproken Giers in grau. Schwarz gezeichnete Gierpunkte
sind messbar, hellgraue bei dieser Wellenlänge nicht. Der grüne Pfeil in der rechten Abbil-
dung repräsentiert den Streuvektor.
Aﬀs der Szze st aﬀch erschtlch, dass nﬀr de Netzebenenscharen n Re੘eﬃonsstel-
lﬀng gebracht ﬂerden önnen, deren Abstand �/2 ncht ﬀnterschretet. De Kﬀgel, de alle
orresponderenden Knoten des rezproen Gers ﬀmschleßt, ﬂest enen Radﬀs ﬁon
2/� aﬀf, ﬂobe das Zentrﬀm mt dem Ursprﬀng des rezproen Gers zﬀsammenällt. Se
ﬂrd häﬀ੗g aﬀch alsGrenzkugel bezechnet. De Messﬀng ﬁon Re੘eﬃen be noch höherer
Aﬀ੘ösﬀng st nﬀr dﬀrch den Ensatz ener leneren Wellenlänge möglch.
Um berechnen zﬀ önnen, ﬂelche Gonometerenstellﬀngen dazﬀ ühren, dass en Re-
੘eﬃ beobachtet ﬂerden ann, mﬀss beannt sen, ﬂe das rezproe Ger n Bezﬀg aﬀf
das D੖ratometeroordnatensystem orentert st. Im Enlang mt den bsher erläﬀ-
terten Matrﬃ-Operatonen ﬂrd aﬀch deser Bezﬀg mt Hlfe ener Matrﬃ aﬀsgedrüct,
de Orientierungsmatrix genannt ﬂrd ﬀnd sch aﬀs den Komponenten Ɂ (orthonormale
Rotatonsmatrﬃ) ﬀnd � (enthält de Metr der Elementarzelle) zﬀsammensetzt:
�∗ = (Ɂ�)� ⋅ (Ɂ�) (2.10)
De Orenterﬀngsmatrﬃ ﬂrd zﬀ Anfang enes Beﬀgﬀngseﬃpermentes aﬀs engen Re-
੘eﬃen bestmmt, de aﬀch gesammelt ﬂerden müssen, ﬀm de Elementarzelle des ﬀnter-
sﬀchten Krstalls zﬀ ermeln. Detallerte Aﬀsührﬀngen zﬀ Berechnﬀngen aﬀf Bass der
Eﬂaldonstrﬀton snd n Abschn 7.3 zﬀ ੗nden.
Träfen de Annahmen der Eﬂaldonstrﬀton n der Realtät eﬃat zﬀ, ﬂäre es ncht
möglch, Beﬀgﬀngseﬃpermente dﬀrchzﬀühren. Be der Rotaton des Krstalls ﬂäre de
Beﬀgﬀngsbedngﬀng nﬀr n enem ﬀnendlch lenen Berech des Schﬂens erüllt, da
ene Kﬀgelober੘äche per De੗nton zﬂedmensonal st ﬀnd de Gerpﬀnte nﬀlld-
mensonale Obete snd. In der Praﬃs ühren edoch ﬁerschedene E੖ete dazﬀ, dass
de Ober੘äche der Kﬀgel ene endlche Aﬀsdehnﬀng erhält. Dazﬀ gehören bespelsﬂese
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Wellenlängendsperson ﬀnd Strahldﬁergenz aﬀf der Gerätesete, de de Kﬀgelober੘ä-
che ﬀnterschedlch been੘ﬀssen. De Verﬂendﬀng deal-mperfeter Krstalle [24, 25],
de aﬀs lecht gegenenander ﬁerppten Domänen zﬀsammengesetzt snd, ührt dazﬀ,
dass de Knoten des rezproen Gers en endlches Volﬀmen erhalten.
Dese Aﬀfﬂechﬀngen der Beﬀgﬀngsbedngﬀngen lassen de Dﬀrchührﬀng ﬁon Beﬀ-
gﬀngseﬃpermenten zﬀ, da sch ede Netzebenenschar be der Rotaton des Krstalls nﬀn
über enen geﬂssen Drehberech n Re੘eﬃonsstellﬀng be੗ndet, so dass der gebeﬀgte
Strahl detetert ﬂerden ann.
2.4. Elektronendichtebestimmung und topologische
Analyse
Nach der Behandlﬀng der geometrschen Aspete des Krstallgers, soﬂe dessen Zﬀ-
sammenspel mt dem D੖ratometer, soll nﬀn der zﬂete Aspet der Krstallstrﬀtﬀr
beleﬀchtet ﬂerden: De Bass, also de Vertelﬀng der Atome n der Strﬀtﬀr. Da Rönt-
genstrahlﬀng mt Eletronen ﬂechselﬂrt, geht es dabe m Kern ﬀm de Fragestellﬀng,
ﬂe de Eletronen (ﬀnd damt Atome, Moleüle) n der Elementarzelle ﬁertelt snd.
Aﬀs den ﬁoraﬀsgegangen Beschrebﬀngen ﬂﬀrde deﬀtlch, dass dese Informaton de
Lage der Re੘eﬃe ncht been੘ﬀsst. Stadessen ﬂrt se sch aﬀf ene Messgröße aﬀs, de
bsher ﬁöllg aﬀßer Acht gelassen ﬂﬀrde, nämlch de Re੘eﬃntenstät. Dese st propor-
tonal zﬀmadrat des Betrags des Strﬀtﬀrfators, der ﬂederﬀm aﬀs der Eletronen-
dchteﬁertelﬀng n der Elementarzelle resﬀltert. De Umehrﬀng deses Vorgangs, also
de Reonstrﬀton der Ladﬀngsdchte aﬀs den Strﬀtﬀrfatoren ﬀnd letztlch den Re-
੘eﬃntenstäten, st das Zel des Strﬀtﬀrlösﬀngs- ﬀnd ﬁerfenerﬀngsprozesses, der sch
an das Beﬀgﬀngseﬃperment anschleßt.
Um zﬀnächst ﬁon Intenstäten ǃ zﬀ qﬀadrerten Strﬀtﬀrfatoren ǀ2 zﬀ gelangen, müs-
sen mehrere Korretﬀren ﬁorgenommen ﬂerden. De ﬂchtgsten betre੖en den Inten-
stätsﬁerlﬀst dﬀrch Polarsatonse੖ete ﬀnd Absorpton, soﬂe den Lorentze੖et. Letz-
terer beschrebt de Verﬂeldaﬀer enes Knotens des rezproen Gers n der endlchen
Ober੘äche der Eﬂaldﬀgel, de ﬁom Beﬀgﬀngsﬂnel abhängg st. Soﬂohl Lorentz- als
aﬀch Polarsatonsfator snd ﬁon der D੖ratometergeometre abhängg, so dass se
häﬀ੗g n enem gemensamen Korretﬀrfator ǆǢ zﬀsammengefasst ﬂerden. Wrd der
Absorptonsoeਖ਼zent mt ƻ bezechnet, ergbt sch folgender Zﬀsammenhang:
ǀ2ℎ�� = ǃℎ�� ⋅ 1ǆǢ ⋅ 1ƻ (2.11)
De Terme ür de Lorentz-Polarsatons-Korretﬀr snd genaﬀ beannt, de Absorpt-
onsorretﬀr ann aﬀf ﬀnterschedlche Arten erfolgen. Da se ﬁor allem daﬁon abhängt,
ﬂelchen Weg soﬂohl Prmärstrahl als aﬀch der gebeﬀgte Strahl dﬀrch den Krstall neh-
men, ﬂrd se ﬂesentlch ﬁon der Krstallgestalt been੘ﬀsst. Ene Methode zﬀr Absorp-
tonsorretﬀr besteht daher n der nﬀmerschen Berechnﬀng des Strahlenganges dﬀrch
de Probe, ﬂozﬀ allerdngs de Flächen des Enrstalls beschreben ﬂerden müssen. En
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anderer Weg ührt über de Symmetre der Strﬀtﬀr, de dtert, dass symmetreäqﬀ-
ﬁalente Re੘eﬃe de gleche Intenstät aﬀfﬂesen sollten. Anhand der aﬀf Grﬀnd ﬁon Kr-
stallform ﬀnd Orenterﬀng aﬀretenden realen Unterschede ann emprsch ene Kr-
stallform abgeletet ﬂerden.
En schﬂerger Schr besteht edoch darn, aﬀs den qﬀadrerten Strﬀtﬀrfatoren de
tatsächlchen Strﬀtﬀrfatoren zﬀ erhalten, da es sch be letzteren ﬀm ompleﬃe Größen
handelt ﬀnd dﬀrch de adrerﬀng nﬀr noch der Betrag beannt st:
ǀℎ�� = ∣ǀ1ℎ��∣ = �∑�=1 ǚ� ex� [2�����] = �∑�=1 ǚ� ex� [2��(ℎǪ� + ǝǫ� + ǞǬ�)] (2.12)
Der Strﬀtﬀrfator st somt de Sﬀmme der Atomformfatoren ǚ� aller Ǡ Atome derElementarzelle, eﬂels mﬀltplzert mt enem Fator der ﬁon der Atomposton abhän-
gg st. In Analoge zﬀr Eﬀlerschen Schrebﬂese der ompleﬃen Zahlen ann der Term
2�(ℎǪ� + ǝǫ� + ǞǬ�) aﬀch als Phase bezechnet ﬂerden. Da de Atompostonen enerStrﬀtﬀr zﬀnächst ﬀnbeannt snd, ﬂrd aﬀch ﬁom Phasenproblem gesprochen.
Der Atomformfator ǚ� ﬂrd ﬁon der Art des Atoms ۗ genaﬀer der Anzahl der Eletro-nen ﬀnd deren Vertelﬀng ۗ bestmmt. Im enfachsten Fall ﬂrd ene sphärsche Verte-
lﬀng zﬀ Grﬀnde gelegt, de dﬀrch de Lösﬀng des Phasenproblems de Bestmmﬀng der
Atompostonen ermöglcht. Das sphärsche Modell ﬂrd ﬂeterhn n der Regel dﬀrch
de Modellerﬀng der thermschen Beﬂegﬀng der Atome ergänzt, so dass en ﬂeterer
Term engeührt ﬂrd, der den Temperatﬀrfator Ƽ enthält:
ǀℎ�� = �∑�=1 ǚ� ex� [−Ƽs�� �2� ] ex� [2�����] (2.13)
Allerdngs blebt de Näherﬀng der ﬁonenander ﬀnabhänggen sphärschen Atome
bestehen, so dass Tele der Eletronendchte, de zﬂschen den Atomen n Bndﬀngsre-
gonen loalsert snd, n deser Beschrebﬀng ﬀnberücschtgt bleben. En Modell, das
des aﬀfgre, st das Mﬀltpolmodell nach Hansen ﬀnd Coppens [4], be dem de Eletro-
nendchteﬁertelﬀng m Atom mt Hlfe ﬁon Kﬀgel੘ächenfﬀntonen beschreben ﬂrd,
ﬂobe de Ladﬀngsdchte aﬀfgetelt ﬂrd n enen Kerntel, soﬂe n enen sphärschen
ﬀnd enen ncht-sphärschen Valenzantel:
ǀℎ�� = �∑�
���∑� ⎡⎢⎣Ǌ�ǚ�(ℎ) + Ǌ�ǚ�(ℎ/�′) + 4∑�=0 Φ��(ℎ/�″) �∑�=−�Ǌ���ǫ���(��/ℎ)⎤⎥⎦ ex� [−Ƽs�� �2� ](2.14)
De Atomformfatoren der ernnahen Eletronen soﬂe des sphärschen Valenztels
stammen aﬀs theoretschen Berechnﬀngen analog zﬀ den Atomformfatoren der lass-
schen sphärschen Näherﬀng, ﬂährend der ncht-sphärsche Tel ﬁon den Kﬀgel੘ächen-
fﬀntonen angenähert ﬂrd. Bem Kernantel ﬂrd nﬀr de Besetzﬀng, also de Anzahl
der Eletronen Ǌ� ﬁerfenert, de anderen Tele önnen mt den �-Koeਖ਼zenten eﬃpan-
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dert oder ontrahert ﬂerden. Insgesamt stehen so deﬀtlch mehr Parameter zﬀr Verü-
gﬀng, ﬀm de Vertelﬀng der Ladﬀngsdchte zﬀ beschreben. Allerdngs snd ür Atome
n spezellen Pﬀntlagen e nach Symmetre nﬀr bestmmte Fﬀntonen erlaﬀbt, so dass
sch de Anzahl der zﬀ ﬁerfenernden Parameter ﬂeder redﬀzert. Für detallerte Erläﬀ-
terﬀngen zﬀ den ﬁerﬂendeten Fﬀntonen ﬀnd Näherﬀngen se an deser Stelle aﬀf de
Lteratﬀr ﬁerﬂesen [26, 27].
Nach der erfolgrech aﬀsgeührten Verfenerﬀng der Modellparameter ﬀnd der dar-
aﬀs reonstrﬀerten Eletronendchteﬁertelﬀng n der Strﬀtﬀr ann dese aﬀf hre to-
pologschen Egenschaen hn ﬀntersﬀcht ﬂerden, deren Grﬀndlagen aﬀf de Konzepte
der antentheore ﬁon Atomen n Moleülen ﬁon Bader zﬀrücgehen. Von besonde-
rem Interesse snd Eﬃtremﬂerte n der Eletronendchte (rtsche Pﬀnte), de nach
den aﬀretenden Dchteﬂerten soﬂe den Gradenten n ﬁer Klassen engetelt ﬂerden,
de eﬂels das Vorzechen des Dchteﬂertes ﬀnd den Gradenten an desem Pﬀnt be-
schreben. Besonders ﬂchtg m Rahmen der topologschen Analyse snd Pﬀnte ﬁom
Typ (+3, -1), de so genannten bndﬀngsrtschen Pﬀnte. An desen Pﬀnten st der
Gradent der Eletronendchte 0, soﬂe de Krümmﬀng der Eletronendchte entlang
der Verbndﬀngslne zﬂschen zﬂe Atomen negatﬁ ﬀnd senrecht dazﬀ postﬁ. Das
Vorhandensen enes bndﬀngsrtschen Pﬀntes ﬂrd mt ener chemschen Bndﬀng
zﬂschen zﬂe Atomen assozert.
Enge Egenschaen der Dchte an den bndﬀngsrtschen Pﬀnten ﬂerden zﬀr Cha-
raterserﬀng der Bndﬀng zﬂschen Atomen herangezogen. So glt der Wert der Dch-
te am rtschen Pﬀnt als Maß ür de Bndﬀngsstäre ﬀnd de zﬂete Abletﬀng (La-
place) der Eletronendchte ann aﬀf de Natﬀr der Bndﬀng hndeﬀten. Negatﬁe Werte
ﬂerden mt oﬁalenten Wechselﬂrﬀngen n Verbndﬀng gebracht, postﬁe mt ncht-
oﬁalenten. Weterhn ﬂrd de Ellptztät der Bndﬀng betrachtet, de aﬀs den Egen-
ﬂerten berechnet ﬂrd, de senrecht zﬀm Bndﬀngspfad stehen
� = �1/�2 − 1 (2.15)
ﬀnd angbt, ﬂe star de Symmetre der Bndﬀng ﬁon der zylndrschen abﬂecht.
Verhält sch der Gradent der Eletronendchte n bede Rchtﬀngen senrecht zﬀm Bn-
dﬀngspfad glech, ﬂest de Bndﬀng zylndrsche Symmetre aﬀf. Dann st �1 glech �2ﬀnd de Ellptztät der Bndﬀng st Nﬀll. Je stärer sch de Eletronendchtegradenten
n den beden Rchtﬀngen ﬀnterscheden, desto größer ﬂrd �.
Da de Valenzeletronen gerade be schﬂerenAtomenﬂe den Übergangsmetallen nﬀr
enen lenen Antel zﬀm gesamten Streﬀﬁermögen lesten, snd de Aﬀsﬂrﬀngen aﬀf
de Re੘eﬃntenstäten ebenfalls len. Des st m so genannten Sﬀtablty-Fator [28] re-
੘etert, der den Antel der nneren Eletronen soﬂe das Volﬀmen der Elementarzelle
enthält ﬀnd ene Aﬀssage darüber ermöglchen soll, ﬂe aﬀsschtsrech de Reonstrﬀ-
ton der Eletronendchte aﬀs Röntgenbeﬀgﬀngsdaten st:
Ǎ = ǐ∑Ǡ2� (2.16)
Für Moleülstrﬀtﬀren legt der Wert ﬁon Ǎ häﬀ੗g zﬂschen 1 ﬀnd 5, ﬂährend er ür
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ntermetallsche Phasen 1 ۗ 2 Größenordnﬀngen darﬀnter legt. Des bedeﬀtet, dass de
altät der Intenstätsbestmmﬀng ﬀm den glechen Fator besser sen sollte.
2.5. Datensatzqualität
2.5.1. Einführung
Im ﬁorhergen Abschn ੗el berets der Begr੖ der ۢDatenqﬀaltät ,۠ ohne dass näher dar-
aﬀf engegangen ﬂﬀrde. Dealtät enes gesammelten Datensatzes hat Aﬀsﬂrﬀngen
aﬀf de folgende Strﬀtﬀrlösﬀng ﬀnd -ﬁerfenerﬀng [29] ﬀnd so recht de Beschägﬀng
mt desem ema bs zﬀ den Anängen der Röntgenogra੗e zﬀrüc [30, 31] ﬀnd ﬂrd
aﬀch m Zﬀsammenhang mt der Eletronendchtereonstrﬀton ﬂeterentﬂcelt [32ۗ
35].
Nach ener Strﬀtﬀrﬁerfenerﬀng ann ermelt ﬂerden, ﬂe gﬀt de gemessenen Da-
ten zﬀm berechneten Strﬀtﬀrmodell passen, hre Richtigkeit ﬂrd beﬀrtelt. Des ੗ndet
sch zﬀm Bespel n den Indatoren ǌ1 ﬀnd ǩǌ2 ﬂeder, de Laﬀt den Internatonal
Tables for Crystallography [36] folgendermaßen de੗nert snd, ﬂobe ǩ den Geﬂch-
tﬀngsfator bezechnet:
ǌ1 = ∑ ∣∣ǀ�∣ − ∣ǀ�∣∣∑ ∣ǀ�∣ (2.17)
ǩǌ2 = √∑ǩ(ǀ2� − ǀ2�)2ǩ(ǀ2�)2 (2.18)
Neﬀere Entﬂclﬀngen beschägen sch mt der qﬀanttatﬁen Aﬀsﬂertﬀng der übrg
geblebenen Restdchte [37, 38]. Anderersets sollten de Daten natürlch präzise sen, das
heßt, dass de ﬀnterschedlch gemessenen Intenstäten enes Re੘eﬃes ﬂeng ﬁonenan-
der abﬂechen. Aﬀs beden Fatoren ergbt sch de Genauigkeit [39] der Daten ﬀnd e
genaﬀer de Daten, desto ﬁerlässlcher ﬂrd das Strﬀtﬀrmodell.
Allerdngsmﬀss schon ﬁor ener etﬂagen Strﬀtﬀrﬁerfenerﬀng darüber geﬀrtelt ﬂer-
den, ﬂe ۢgﬀt۠ en Datensatz st. Dazﬀ müssen Indatoren herangezogen ﬂerden, de
ohne en Strﬀtﬀrmodell aﬀsommen ﬀnd aﬀsschleßlch mt Hlfe statstscher Betrach-
tﬀngen der gesammelten Intenstäten arbetet. Im folgenden Abschn ﬂerden enge
gänggealtätsndatoren ﬁorgestellt.
2.5.2. Gängigealitätsindikatoren
Ener der am häﬀ੗gsten ﬁerﬂendeten Indatoren st ǃ/�(ǃ), ﬂelcher das Sgnal-Raﬀsch-
Verhältns analysert. Da eder enzelne gemessene Re੘eﬃ mt enem Fehler behaet st,
ann dese Größe ebenfalls ür eden Re੘eﬃ angegeben ﬂerden. Be der Betrachtﬀng
enes ompleen Datensatzes ommt o ene ﬁerﬂandte Größe zﬀm Ensatz, de ene
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ähnlche Aﬀssage trो, ǌ� [36], ﬂelches ﬂe folgt de੗nert st:
ǌ� = ∑� �(ǃ�)∑� ǃ� (2.19)
Je lener ǌ� n enem Datensatz st, desto besser lassen sch de Re੘eﬃntenstätenﬁom Untergrﬀndraﬀschen trennen ﬀnd desto präzser st der ermelte Wert. Im Eﬃpe-
rment ann das Sgnal-Raﬀsch-Verhältns aﬀf ﬁerschedene Arten ﬁerbessert ﬂerden.
Ene Möglchet st de längere Belchtﬀng des Krstalls, ﬂas edoch e nach Probenbe-
scha੖enhet aﬀch Nachtele mt sch brngen ann ﬀnd n edem Fall aﬀch den gemesse-
nen Untergrﬀnd ﬁerstärt. Weterhn ührt deses Vorgehen ﬀnter Umständen dazﬀ, dass
stare Re੘eﬃe überbelchtet ﬂerden ﬀnd ann somt bem Ensatz ﬁon Flächendeteto-
ren nﬀr begrenzt angeﬂandt ﬂerden.
Ene zﬂete Methode, de Zﬀﬁerlässget der Beobachtﬀng zﬀ erhöhen st de ﬂeder-
holte Messﬀng des selben Re੘eﬃes be ﬀnterschedlchen Gonometerenstellﬀngen oder
de Messﬀng symmetreäqﬀﬁalenter Re੘eﬃe. Dese Wederholﬀngsmessﬀngen ﬂerden
als Redundanz oderMultiplicity of Observation (Ǉǡǉ) [40] bezechnet. En Indator, der
anzegt, ﬂe gﬀt de � Enzelntenstäten der äqﬀﬁalenten Re੘eﬃe ℎǝǞ überenstmmen,
st ǌint (aﬀch als ǌmerge bezechnet):
ǌint = ∑ℎ��∑� |ǃ�(ℎǝǞ) − ǃ(ℎǝǞ)|∑ℎ��∑� ǃ�(ℎǝǞ) (2.20)
Allerdngs ﬂest dese Größe, ﬂe ﬂederholt demonstrert ﬂﬀrde, enge Nachtele
aﬀf. So ührt ene höhere Redﬀndanz, also häﬀ੗gere Erfassﬀng enes Wertes, ncht ﬂe
erﬂartet zﬀ enem lenerenǌint, sondern zﬀ enem größeren [41ۗ43]. Im Eﬃtremfall (beenem Re੘eﬃ mt nﬀr ener Beobachtﬀng) ﬂrd der Betrag m Zähler 0. Damt ﬂese en
Datensatz mt ledglch ener Messﬀng pro ﬀnabhänggem Re੘eﬃ enen ǌint ﬁon 0 aﬀf. Inder Folge ﬂﬀrden andere Indatoren ﬁorgeschlagen, de deses Problem ﬀmgehen sollen,
ﬂe bespelsﬂese ǌp.i.m.. Her ﬂrd anhand der Redﬀndanz ǈ normert, so dass derFehler ﬁon häﬀ੗g gemessenen Intenstätenﬂenger ns Geﬂcht ällt, da de Bestmmﬀng
aﬀf Grﬀnd der höheren Beobachtﬀngszahl zﬀﬁerlässger sen sollte:
ǌp.i.m. = ∑ℎ��√ 1�−1 ∑� |ǃ�(ℎǝǞ) − ǃ(ℎǝǞ)|∑ℎ��∑� ǃ�(ℎǝǞ) (2.21)
Im Gegensatz zﬀ ǌint st ǌp.i.m. be ener enzelnen Beobachtﬀng ncht de੗nert, da derNenner des Normerﬀngsterms 0ﬂrd.ǌp.i.m. charatersert somt de Güte der Überen-stmmﬀng mehrerer Beobachtﬀngen. Da, ﬂe be ǌint, enzeln gemessene Re੘eﬃe trotz-dem ncht zﬀm Wert ﬁon ǌp.i.m. betragen, sollte de Anzahl der Re੘eﬃe mt nﬀr enerBeobachtﬀng be der Charaterserﬀng enes Datensatzes zﬀsätzlch angegeben ﬂerden,
so dass de Aﬀssagera der Zahlenﬂerte ﬁon ǌint ﬀnd ǌp.i.m. erhöht ﬂrd.
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Während mmer neﬀe Indatoren entﬂcelt ﬂerden, de n ﬀnterschedlchen Va-
ranten Intenstätsnformaton aﬀsﬂerten [44], snd dese ncht ﬀnmelbar ür allge-
mene Strategebetrachtﬀngen geegnet, da zﬀ desem Zetpﬀnt des Eﬃperments ene
Re੘eﬃntenstäten zﬀr Verügﬀng stehen. Im Zﬀsammenhang mt der Strategeoptme-
rﬀng ﬂrd n Abschn 10.2 nochmals aﬀf dasema zﬀrücgegr੖en, da n dem Konteﬃt
besondere Anforderﬀngen an ﬁerﬂendbare Indatoren eﬃsteren.
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3. Kristallzucht von RuAl2
3.1. Struktur und Eigenschaen von RuAl2
RﬀAl2ﬂﬀrde erstmals be der Untersﬀchﬀng des bnären Phasendagramms ﬁon Rﬀthen-ﬀm ﬀnd Alﬀmnﬀm beschreben [45]. De dort angegebene tetragonale Strﬀtﬀr onnte
edoch später ncht mehr beobachtet ﬂerden ﬀnd es stellte sch heraﬀs, dass de Ver-
bndﬀng stadessen m TS2-Typ rstallsert [46]. Damt gehört RﬀAl2 zﬀr Sﬀbstanz-lasse der Noﬂotny-Chmney-Ladder (NCL) Phasen, de sch dﬀrch ene große strﬀ-
tﬀrelle Velfalt aﬀszechnet ﬀnd deren Systemat mmer ﬂeder aﬀf ﬁerschedene Ar-
ten beschreben ﬂﬀrde [47]. Ganz allgemen ann hre Zﬀsammensetzﬀng als T�M2�−�angegeben ﬂerden, ﬂobe T en Übergangsmetall aﬀs den Grﬀppen 4 ۗ 9 ﬀnd M en
Haﬀptgrﬀppenelement der Grﬀppen 13 ۗ 15 st. De Übergangsmetallatome blden n
den Strﬀtﬀren Kanäle (Chmney), n denen de restlchen Atome als Letern (Ladder)
angeordnet snd.
Strﬀtﬀrdaten ﬁon RﬀAl2 aﬀs Enrstallröntgenbeﬀgﬀngseﬃpermenten snd soﬂohlaﬀs der Lteratﬀr als aﬀch aﬀs egenen Vorarbeten ﬁerügbar. Für de orthorhombsche
Raﬀmgrﬀppe ǀǘǘǘ (Nr. 70 n den Internatonalen Tabellen) ﬂﬀrde zﬀr Beschrebﬀng der
ﬁorlegenden Strﬀtﬀr n deser Arbet de zﬂete genﬀtzt, be der der Ursprﬀng aﬀf e-
nem Inﬁersonszentrﬀm legt. Damt be੗nden sch de Rﬀ-Atome aﬀf der 8Ǖ-Lage be den
Koordnaten (1/8, 1/8, 1/8) ﬀnd de Al-Atome aﬀf der 16ǚ -Lage mt den Koordnaten (1/8, ǫ,
1/8). De Gerparameter betragen Ǖ = 4,717(1)Å, ǖ = 8,012(2)Å, Ǘ = 8,785(2)Å ﬀndǫ(Al) = 0.4546(16) [48]1.
Jedes Rﬀthenﬀmatom st ﬁon 10 Alﬀmnﬀmatomen ﬀmgeben, ﬂobe de Abstände
ncht dentsch snd. In der Ǖǖ-Ebene blden 6 Alﬀmnﬀmatome en lecht ﬁerzerrtes
Sechsec, zﬂe deser Atome bestzen enen Abstand ﬁon ca. 2,63Å, ﬂährend de restl-
chen 4mt ca. 2,73Å etﬂas ﬂeter ﬁom Rﬀthenﬀm entfernt snd. Aﬀßerhalb deser Ebene
legen eﬂels zﬂe Alﬀmnﬀmatome mt größerer bzﬂ. lenerer Ǭ-Koordnate m Ab-
stand ﬁon ca. 2,57Å zﬀm Rﬀthenﬀm. De zﬂete Koordnatonssphäre besteht ﬂederﬀm
aﬀs 4 Rﬀthenﬀmatomen, de en ﬁerzerrtes Tetraeder ergeben. Der Abstand zﬀm Zen-
tralatom beträgt 3,19Å ﬀnd st damt länger als der Abstand Rﬀ ۗ Rﬀ m elementaren
Metall.
Anstelle des Koordnatonspolyeders st es edoch, sch de Strﬀtﬀr so ﬁorzﬀstellen, als
se se aﬀs ﬁerzerrt-heﬃagonalen Alﬀmnﬀmschchten senrecht zﬀr Ǘ-Achse aﬀfgebaﬀt,
ﬂobe edes Sechsec dﬀrch en Rﬀthenﬀmatom zentrert st. De Schchten snd lecht
gegenenander ﬁerschoben, so dass sch de Stapelfolge n der ünen Schcht ﬂederholt.
1Gerparameter ﬀnd Koordnaten aﬀs der Orgnalﬁerö੖entlchﬀng ﬂﬀrden so transformert, dass se
mt den Konﬁentonen n deser Arbet überenstmmen.
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Abbildung 3.1.:Kristallstruktur von RuAl2. Rutheniumatome sind grau dargestellt, Alumi-
niumatome blau. Zur besseren Sichtbarkeit des Strukturmotivs in den entlang der Ǘ-Achse
gestapelten Schichten ist etwas mehr als eine Elementarzelle dargestellt.
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We alle NCL-Phasen mt ener formalen Valenzeletronenzahl ﬁon 14 pro Übergangs-
metall [49] st aﬀch RﬀAl2 en Halbleter mt ener lenen Bandlüce [50], ﬂas das Inter-esse an der Verbndﬀng n ﬀnterschedlchen Zﬀsammenhängen geﬂect hat, bespels-
ﬂese als thermoeletrsch atﬁes Materal, ebenso ﬂe das strﬀtﬀranaloge RﬀGa2, ﬂel-ches n der glechen Strﬀtﬀr rstallsert ﬀnd be dem aﬀch halbletende Egenschaen
eﬃpermentell bestätgt ﬂﬀrden [51].
Als strﬀtﬀrell enfachste NCL-Phase dent RﬀAl2 (bzﬂ. das analoge RﬀGa2 [52, 53])mmer ﬂeder als Modellsystem ür theoretsche Stﬀden ﬀnd rstallchemsche Unter-
sﬀchﬀngen zﬀ deser Stoॊlasse, ﬂobe ﬁor allem ﬁersﬀcht ﬂrd de chemsche Bndﬀng
zﬀ erlären. Dabe ommen mehrere Untersﬀchﬀngen zﬀ dem Schlﬀss, dass ﬁor allem
de Interaton zﬂschen Rﬀthenﬀm ǘ-Zﬀständen mt Alﬀmnﬀm ǥǢ-Hybrdorbtalen
ür Stabltät ﬀnd Egenschaen der Verbndﬀng ﬁerantﬂortlch snd ﬀnd es ﬂenn über-
haﬀpt nﬀr enen gerngen Ladﬀngsübertrag ﬁom Rﬀthenﬀm zﬀm Alﬀmnﬀm gbt [54ۗ
56].
Dese Vorhersagen önnen bespelsﬂese anhand ener topologschenAnalyse der aﬀs
eﬃpermentellen Daten reonstrﬀerten Eletronendchte überprü ﬂerden. Aﬀs dem
Volﬀmen der Elementarzelle soﬂe den 16 Alﬀmnﬀmatomen mt e 10 Kerneletronen
ﬀnd 8 Rﬀthenﬀmatomen mt eﬂels 36 Kerneletronen ergbt sch en Sﬀtabltyfator
ﬁon:
Ǎ = 332Å38 ⋅ 362 + 16 ⋅ 102 = 0,028 (3.1)
Der Wert legt deﬀtlch ﬀnterhalb dessen, ﬂas ür Roﬀtneﬀntersﬀchﬀngen deser Art
an organschen Sﬀbstanzen ﬁeranschlagt ﬂrd. Daraﬀs ﬂrd deﬀtlch, dass m Falle ﬁon
RﬀAl2 eﬃzellente Krstalle gezüchtet ﬂerden müssen, so dass entsprechende Beﬀgﬀngs-daten geﬂonnen ﬂerden önnen.
3.2. Experimentelle Durchführung
Der erste Schr aﬀf dem Weg zﬀ enem eﬃpermentellen Zﬀgang zﬀr Eletronendchte
ener Sﬀbstanz aﬀs Röntgenbeﬀgﬀngsdaten besteht n der Synthese geegneter Enr-
stalle. Da RﬀAl2 enen hohen Absorptonsoeਖ਼zenten ür Röntgenstrahlﬀng m typ-scherﬂese ﬁerﬂendeten Wellenlängenberech (≈ 1Å) zegt, müssen de Krstalle sehr
len sen, ﬂobe mmer en Kompromss zﬂschen Streﬀﬁermögen enes Krstalls ﬀnd
Absorpton gefﬀnden ﬂerden mﬀss. Für Eﬃpermente m Labor mt AgK� sollten se le-ner als 50 μm sen aber ncht lener als 20 μm, ﬂährend an ener Synchrotronqﬀelle noch
ﬂesentlch lenere Proben ﬁerﬂendet ﬂerden önnen.
En besonderes Problem stellt aﬀch de Eﬃtnton dar, denn enersets gelten Eﬃtnt-
onse੖ete als sehr hnderlch ür ene Mﬀltpolﬁerfenerﬀng, anderersets ﬂerden ür de
entsprechenden Eﬃpermente Krstalle ﬁon möglchst hoheraltät benötgt. Be nahe-
zﬀ perfeten Krstallen treten edoch ﬁermehrt dynamsche E੖ete aﬀf, zﬀ denen de
Eﬃtnton gehört. Dese ann somt ledglch dﬀrch de Verﬂendﬀng lenstmöglcher
Krstalle ﬁermndert ﬂerden.
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Nach den Untersﬀchﬀngen ﬁon Edshammar [48] sollte es möglch sen, Enrstalle
aﬀs der Schmelze zﬀ erhalten [48], ﬂobe de Schmelztemperatﬀren der entsprechenden
Mschﬀngen ﬁon über 1500℃ de Präparatonsmöglcheten berets enschränen. So
blebt nﬀr de Arbet mt spezellen Hochtemperatﬀröfen, ﬂas enen großen apparatﬁen
Aﬀfﬂand bedeﬀtet oder dem Lchtbogenofen, ﬂas de Kontrolle über de Versﬀchsbedn-
gﬀngen star lmtert. Aﬀßerdem st der Schmelzpﬀnt ﬁon Rﬀthenﬀm mt 2360℃ sehr
ﬁel höher als der ﬁon Alﬀmnﬀm (660℃). Bem Schmelzpﬀnt ﬁon Rﬀthenﬀm ﬂest
Alﬀmnﬀm berets enen ncht zﬀ ﬁernachlässgenden Dampfdrﬀc aﬀf, so dass letzt-
endlch aﬀch de Kontrolle über de genaﬀe Zﬀsammensetzﬀng ﬁerloren geht. De Her-
stellﬀng ener homogenen Schmelze st aﬀßerdem aﬀf Grﬀnd des großen Dchteﬀnter-
scheds problematsch (�(Ru) = 12,41 g cm−3, �(Al) = 2,7 g cm−3), der m Zﬂefelsfall
zﬀm Aﬀfschﬂmmen bzﬂ. Absnen ener Komponente ühren ann. Gelngt des dﬀrch
mehrmalges Aﬀfschmelzen ﬀnd Wenden des Erstarrﬀngsörpers (oder ene andere ge-
egnete Schmelztechn, de de Problemat des Dchteﬀnterschedes ﬀmgeht) trotzdem,
st angeschts der pertetschen Bldﬀng mt lenem Lqﬀdﬀsberech [57] de Verﬂen-
dﬀng des Lchtbogens zﬀr Krstallzﬀcht ﬀngünstg, da de Kontrolle über de Temperatﬀr
engeschränt st.
En zﬀsätzlches Hnderns stellt das Oﬃdatonsﬁerhalten ﬁon Rﬀthenﬀm dar. Beson-
ders be Temperatﬀren oberhalb ﬁon 1000℃ bldet sch be Kontat mt Saﬀersto੖ das
੘üchtge RﬀO4, ﬂas berets be gerngen Saﬀersto੖ﬁerﬀnrengﬀngen n Gegenﬂart ﬁonTemperatﬀrgradenten zﬀ Transportreatonen ühren ann, de de Zﬀsammensetzﬀng
der Schmelze ändern.
Ene Möglchet de hohen Synthesetemperatﬀren ﬀnd nahezﬀ alle damt ﬁerbﬀnde-
nen Probleme zﬀ ﬀmgehen, st de Verﬂendﬀng enes nedrg schmelzenden Metalls als
Lösﬀngsmel ür de Aﬀsgangssto੖e, ﬂas allgemen alsMetallठuss bezechnet ﬂrd ﬀnd
eneﬂet ﬁerbretete Techn zﬀr Krstallzﬀcht ntermetallscher Phasen (aber aﬀch ande-
rer Verbndﬀngen) darstellt. En Überblc über dese Methode ann n Lehrbüchern [58]
oder, bezogen aﬀf de Anﬂendﬀng zﬀr Geﬂnnﬀng ntermetallscher Phasen, Überschts-
arteln (bespelsﬂese Kanatzds, Pögen ﬀnd Jetscho [59]) geﬂonnen ﬂerden. Ge-
egnet snd prnzpell Metalle mt nedrgem Schmelzpﬀnt ﬀnd gerngem Dampfdrﬀc,
de dann n großem Überschﬀss ﬁorgelegt ﬂerden. Zﬀr Geﬂnnﬀng der Krstalle mﬀss
das Lösﬀngsmel schleßlch noch entfernt ﬂerden, ﬂas entﬂeder physalsch mels
ener Zentrfﬀge, ﬂenn das Metall noch ੘üssg st, oder aﬀf chemschem Wege dﬀrch
Aﬀ੘ösﬀng n ener Säﬀre oder ener Base geschehen ann.
Für de Geﬂnnﬀng der RﬀAl2-Krstalle ﬂﬀrde Znn als Flﬀssmel aﬀsgeﬂählt, da esenersets de Krteren bezüglch Schmelzpﬀnt (231℃) ﬀnd Dampfdrﬀc erüllt ﬀnd
anderersets soﬂohl Rﬀthenﬀm als aﬀch Alﬀmnﬀm ﬁerhältnsmäßg gﬀt darn löslch
snd [60]. Gegenüber Ble, das als nächstschﬂereres Element der Grﬀppe ähnlche E-
genschaen aﬀfﬂest, bestzt Znn den Vortel ener sehr gerngen Gget, ﬂas de
Handhabﬀng erheblch erlechtert.
De Enﬂaage der Elemente (Al: Pﬀlﬁer, 99,97 %, ۗ325 mesh, Alfa Aesar; Rﬀ: Schﬂamm,
99,95 %, Alfa Aesar) erfolgte m stöchometrsch orreten Verhältns, so dass be ﬁoll-
ständger Umsetzﬀng ca. 25 ۗ 50mg RﬀAl2 erhalten ﬂerden, n enem Korﬀndtegel(8mm Dﬀrchmesser, Degﬀsst AL23, Fratec) ﬁon 6mm Innendﬀrchmesser. Znn (Shots
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3mm, 99,99 %, Alfa Aesar) ﬂﬀrde n Form erstarrter Tropfen ﬁon ﬂengen mm Dﬀrch-
messer (80 ۗ 120mg) n großem Überschﬀss zﬀgegeben, so dass der Tegel zﬀ ﬀngeähr
dre Verteln geüllt ﬂar, ﬂas e nach Tropfengröße ener Znnmenge ﬁon ﬀngeähr 1,2 g
entsprcht.
Um Saﬀerstoॊontamnaton zﬀ ﬁermedenﬂﬀrden dese Arbeten n Argonatmosphä-
re ﬀnd de anschleßende thermsche Behandlﬀng m Vaﬀﬀm dﬀrchgeührt. Dazﬀ ﬂﬀrde
der Tegel n en Korﬀndsch੖ (Degﬀsst AL23, Fratec) gestellt ﬀnd deses n enarz-
rohr mt Verschlﬀsshahn ﬀnd Glas੘ansch engeschlossen, ﬂelches dann n enen hor-
zontalen Klapprohrofen gelegt ﬂﬀrde, so dass sch der Tegel mmer an der glechen
Stelle n der Me des Ofens befand. Daraﬀौn ﬂﬀrde dasarzrohr zﬀnächst mt ener
Vorpﬀmpe aﬀf enen Drﬀc ﬁon 10−2mbar ﬀnd danach mt ener Tﬀrbopﬀmpe aﬀf enen
Enddrﬀc ﬁon 10−6mbar eﬁaﬀert.
Das Temperatﬀrprogramm ﬂﬀrde so geﬂählt, dass de Mschﬀng zﬀnächst aﬀf 900℃
aﬀfgehezt (Hezrate 5 Kmn−1) ﬀnd dann ür 24 ۗ 48 h aﬀf deser Temperatﬀr gehalten
ﬂﬀrde. Danach ﬂﬀrde de Probe über den glechen Zetraﬀm aﬀf Raﬀmtemperatﬀr abge-
ühlt.
Zﬀr Entfernﬀng des Znns ﬂﬀrde der Tegel mt dem enthaltenen Erstarrﬀngsörper
so lange n ca. 250ml halbonzentrerter Salzsäﬀre ﬀnter Rüc੘ﬀss erhtzt, bs en Znn
ﬀnd ene Blasenentﬂclﬀng mehr schtbar ﬂar, ﬂas ﬀngeähr zﬂe bs dre Tage daﬀ-
erte. Be großen Znnmengen mﬀsste de Lösﬀng nach enger Zet aﬀsgetaﬀscht ﬂerden,
da sch der Löseﬁorgang ansonsten star ﬁerlangsamte. De aﬀf dese Wese behandel-
ten Proben enthelten ene Velzahl gﬀt aﬀsgebldeter, schﬂarzer, glänzender Krstalle
ﬀnterschedlcher Größe m Berech bs ca. 300 μm.
Optsch ﬂar anhand der glaen Flächen ﬀnd scharfen Ecen ﬀnd Kanten der Krstalle
en Säﬀreangr੖ zﬀ erennen, daher st daﬁon aﬀszﬀgehen, dass Rﬀthenﬀm-Alﬀmnﬀm-
Verbndﬀngen, genaﬀﬂe renes Rﬀthenﬀm, ﬀnter den herrschenden Bedngﬀngen stabl
gegen HCl snd [61].
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Um zﬀ ﬁer੗zeren, dass de m Znn੘ﬀss geﬂachsenen Krstalle de rchtge Zﬀsammen-
setzﬀng haben ﬀnd ene Verﬀnrengﬀngen dﬀrch das Flﬀssmel enthalten, ﬂﬀrden
aﬀs zﬂe nach der beschrebenen Vorschr dﬀrchgeührten Präparatonen (Probe I ﬀnd
Probe II) eﬂels enge Krstalle ﬀnterschedlcher Größen aﬀsgeﬂählt, metallographsch
präparert ﬀnd mt Lcht- ﬀnd Eletronenmrosop ﬀntersﬀcht.
De seleterten Krstalle ﬂesen Dﬀrchmesser zﬂschen 20 ﬀnd 300 μm aﬀf, so dass
sch mehrere Krstalle glechzetg enbeen leßen. Als Enbemel ﬂﬀrde eletrsch
letähges Zﬂeomponenten-Epoﬃdharz (H20E, EPO-TEK) ﬁerﬂendet, das be 70℃ an
Lﬀ über 4 h aﬀsgehärtet ﬂﬀrde. Anschleßend ﬂﬀrden metallographsche Schl੖e an-
gefertgt. In der folgenden lchtmrosopschen Untersﬀchﬀng deser Schl੖e onnte
beobachtet ﬂerden, dass größere Krstalle soﬂohl Hohlräﬀme als aﬀch Enschlüsse ent-
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Abbildung 3.2.: Beispiel eines großen RuAl2-Kristallits (Probe I, Kristall 1) im Hellfeld
(links) und polarisiertem Licht (rechts). Hohlräume und Einschlüsse sind deutlich zu sehen.
Abbildung 3.3.: Zwei kleine Kristallite von RuAl2 (Probe I, Kristall 5a und 5b). Die Hell-
feldaufnahmen (links) zeigen, dass die beiden Kristallite einphasig sind, im polarisierten
Licht (rechts) ist erkennbar, dass sie nicht aus mehreren Körnern bestehen.
halten (Abbldﬀng 3.2), ﬂährend des be leneren Obeten ncht der Fall st. Weterhn
snd be den leneren Krstallen sehr gﬀt de regelmäßgen ﬀnd geraden Kanten zﬀ sehen
(Abbldﬀng 3.3).
Be den Untersﬀchﬀngen mt dem Rastereletronenmrosop (REM) onnten de Be-
obachtﬀngen bestätgt ﬀnd onretsert ﬂerden. De Enschlüsse onnten mels ener-
gedspersﬁer Röntgenspetrosope (EDXS) als elementares Znn dent੗zert ﬂerden.
Znn onnte m Rahmen der Nachﬂesgrenzen der EDXS ncht n der Haﬀptphase
detetert ﬂerden, so dass angenommen ﬂrd, dass en Znn n de Strﬀtﬀr enge-
baﬀt ﬂrd. Aﬀs Überlegﬀngen zﬀr Krstallstrﬀtﬀr erschent des plaﬀsbel, da Znnatome
größer snd als Rﬀthenﬀm- ﬀnd Alﬀmnﬀmatome ﬀnd daher ﬁermﬀtlch nﬀr schﬂer n
de Strﬀtﬀr engebﬀnden ﬂerden önnen. Für de leneren Krstalle ohne Enschlüsse
snd de mt der EDXS ermelten Zﬀsammensetzﬀngen n Tabelle 3.1 angegeben. De
Fehlerabschätzﬀng st als ﬀntere Grenze zﬀ sehen, de nﬀr aﬀs dem Fehler der Inten-
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Abbildung 3.4.: Rückstreuelektronen-Aufnahme eines großen Kristalls (Probe I, Kristall 6)
mit einer Anregungsenergie von 15 eV. Neben der Hauptphase RuAl2 kann auch Ru2Al3
eindeutig identiटziert werden, weiterhin gibt es kleine Zinneinschlüsse.
stätsmessﬀng (≈ 0,1 %) m Gerät abgeletet st. Tatsächlch snd de Fehler ﬁermﬀtlch
höher, bespelsﬂese da en Standard ﬁerﬂendet ﬂﬀrde. Als zﬀsätzlche Phase onn-
te Rﬀ2Al3 dent੗zert ﬂerden, das m Zentrﬀm größerer Krstalle aﬀfzﬀtreten schent(Abbldﬀng 3.4).
De Zﬀsammensetzﬀng der Proben ﬂﬀrde ebenfalls noch mels ﬂellenlängendsper-
sﬁer Röntgenspetrosope (WDXS) bestmmt, ﬂobe Rﬀthenﬀm ﬀnd Alﬀmnﬀm n
elementarer Form als Standards engesetzt ﬂﬀrden. Für Kalbrerﬀng st der Gehalt des
Elements m Standard ﬁon Bedeﬀtﬀng, bem Alﬀmnﬀmstandard ﬂrd deser ﬁom Her-
steller mt 100 % angegeben, bem Rﬀthenﬀmmt 99,999 %. De Ergebnsse snd ebenfalls
n Tabelle 3.1 zﬀsammengestellt. Im Verglech zﬀr EDXS snd de Fehler be der Bestm-
mﬀng sogar etﬂas größer, ﬂas haﬀptsächlch aﬀf de Schﬂerget zﬀrüczﬀühren st,
Proben mt desen Abmessﬀngen ﬁöllg plan zﬀ schlefen ﬀnd zﬀ poleren. Allerdngs st
de Fehlerabschätzﬀng her genaﬀer, so dass daﬁon aﬀszﬀgehen st, dass de Fehler n der
EDXS-Bestmmﬀng ﬂahrschenlch ebenfalls mndestens genaﬀso groß snd ﬂe de der
WDXS-Bestmmﬀng.
De Sﬀmme der ncht normerten Masseprozente überschr be allen Krstallen 100 %,
bs zﬀ enem Maﬃmﬀm ﬁon 100,95 %, ﬂobe Werte ﬁon bs zﬀ enem Prozent als a-
zeptabel gelten ﬀnd berets dﬀrch Gerätefehler ﬂe Unstetgeten m Anregﬀngsstrom
herﬁorgerﬀfen ﬂerden önnen.
Es st festzﬀstellen, dass de Ergebnsse der Zﬀsammensetzﬀngsbestmmﬀng aﬀs EDXS
25
3. Kristallzucht von RuAl2
Tabelle 3.1.: Zusammensetzung RuAl2-Kristalle zwei unterschiedlicher Proben, jeweils mit
EDXS (standardlos) und WDXS ermielt. Kristall 3 aus Probe II konnte nicht mit WDXS
analysiert werden. Ǫ bezeichnet jeweils den Stoञmengenanteil des Elements.
EDXS WDXS
Probe Krstall Größe n μm ǪRﬀ ǪAl ǪRu ǪAl
I 3 100 0,339(1) 0,661(1) 0,339(2) 0,661(2)
4 100 0,344(1) 0,656(1) 0,343(2) 0,657(2)
5a 75 0,340(1) 0,660(1) 0,342(2) 0,659(2)
5b 50 0,338(1) 0,662(1) 0,342(2) 0,658(2)
II 1 50 0,340(1) 0,660(1) 0,340(2) 0,660(2)
2 50 0,338(1) 0,662(1) 0,339(2) 0,661(2)
3 10 0,343(1) 0,657(1) ۘ
ﬀnd WDXS onsstent snd ﬀnd zﬀmndest lene RﬀAl2-Krstalle ﬀnter 50 μm soﬂohlenphasg als aﬀch fre ﬁon Znnﬁerﬀnrengﬀngen snd. Weterhn snd de Zﬀsammen-
setzﬀngen ﬀnterschedlcher Krstalle aﬀs ﬁerschedenen Proben ncht sgn੗ant ﬁer-
scheden ﬀnd se ﬂechen nﬀr sehr gerng ﬁon der dealen Zﬀsammensetzﬀng ab, ﬂobe
de Abﬂechﬀngen be den leneren Krstallen der zﬂeten Probe nnerhalb des 3�-
Nﬁeaﬀs legen.
3.4. Feststellung der Kristallqualität
Nach der Klärﬀng der Zﬀsammensetzﬀng ﬀnd der Renhet der Krstalle sollte geprü
ﬂerden, ob de aﬀs dem Schmelz੘ﬀss gezüchteten Krstalle n hrer altät den hohen
Anforderﬀngen ür de Geﬂnnﬀng ﬁon Datensätzen zﬀr Eletronendchteanalyse ge-
nügen. Dazﬀ ﬂﬀrden enge Eﬃemplare aﬀsgeﬂählt ﬀnd mt dem m Labor ﬁerügbaren
D੖ratometer getestet ﬀnd en erster Datensatz gesammelt.
De Datensammlﬀng erfolgte an enem D੖ratometer der Frma Rgaﬀ. Es besteht
aﬀs enem AFC-7 Gonometer ﬀnd enem Satﬀrn-724+ CCD-Detetor. De MoK�-Strah-lﬀng ﬂrd mt ener Röntgenröhre erzeﬀgt, de be ener Spannﬀng ﬁon 50 V ﬀnd enem
Strom ﬁon 34mA betreben ﬂrd. Der Krstall msst ﬀngeähr 60 μm mDﬀrchmesser ﬀnd
st ﬁon ompater Gestalt mt gﬀt aﬀsgebldeten Flächen (sehe Abbldﬀng 3.5).
Aﬀs den Testaﬀfnahmen onnte ﬀnmelbar de Elementarzelle ﬁon RﬀAl2 gefﬀndenﬂerden, daraﬀौn ﬂﬀrden zﬀ ener ersten altätsbeﬀrtelﬀng Achsfotos angefertgt,
de n Abbldﬀng 3.6 zﬀ sehen snd. Gemäß der Pﬀntgrﬀppe ǟǟǟ st zﬀ erﬂarten, dass
senrecht zﬀ eder Achse m Krstall ene Spegelebene ﬁorhanden st, ﬂas n den Aﬀf-
nahmen aﬀch zﬀ Tage tr. Zﬀr ﬂeteren Untersﬀchﬀng des Krstalls ﬂﬀrde nach den
Achsfotos noch ene Messﬀng dﬀrchgeührt.
Da der Datensatz ledglch zﬀr grﬀndsätzlchen Beﬀrtelﬀng der Krstallqﬀaltät gesam-
melt ﬂﬀrde, ﬂﬀrde nﬀr en �-Scan mt enem Schﬂenﬂnel ﬁon 240° dﬀrchgeührt,
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Abbildung 3.5.: Auf dem Diञraktometer montierter Kristall von RuAl2. Der Durchmesser
des Kristalls beträgt ungeähr 60 μm.
ﬂobe en Image 0,8° bret ﬂar. �- ﬀnd �-Achse ﬂﬀrden aﬀf −25° bzﬂ. −20° gestellt, der
Detetor ﬂﬀrde mt der 2�-Achse aﬀf −28° gedreht ﬀnd befand sch n enem Abstand
ﬁon 48,29mm zﬀr Probe. De Datenredﬀton erfolgte mt dem Programm CrystalClear,
es ﬂﬀrde anhand ener Beschrebﬀng der Krstallgestalt ene nﬀmersche Absorptons-
orretﬀr ﬁorgenommen.
Aﬀs der Messﬀng resﬀlterte en Datensatz mt den n Tabelle 3.2 aﬀfgeührten Cha-
ratersta, zﬀsätzlch snd dort de Gerparameter ﬀnd de Symmetre angegeben. Aﬀf
Grﬀnd des lenen Schﬂenberechs ﬀnd der Begrenzﬀng aﬀf enen enzelnen Scan st
der Datensatz ncht ﬁollständg. Über den gesamten Aﬀ੘ösﬀngsberech ﬁertelt fehlen
32 Re੘eﬃe, mehr als de Häle daﬁon m Berech n der Nähe der Aﬀ੘ösﬀngsgrenze.
De restlchen Güteparameter deﬀten allerdngs daraﬀf hn, dass der Krstall ﬁon hoher
altät st, da soﬂohl be der Überenstmmﬀng der symmetreäqﬀﬁalenten Re੘eﬃe
als aﬀch bem Sgnal-Raﬀsch-Verhältns herﬁorrangende Werte erzelt ﬂerden. Letzteres
legt aﬀch be den Re੘eﬃen mt den höchsten erfassten Aﬀ੘ösﬀngen m Berech ﬁon 20
bs 40 ür hohe Intenstäten, ﬂas den Schlﬀss zﬀlässt, dass der Krstall gﬀt geordnet st.
De Gerparameter stmmen mt denen aﬀs der Lteratﬀr gﬀt überen.
De Krstallstrﬀtﬀr leß sch mt SHELXL-97 bs zﬀ enem ǌ1-Wert ﬁon 1,22 % ﬁer-
fenern, ﬂas en ﬂeterer Beleg ür de Krstallqﬀaltät st. De ﬁerhältnsmäßg lene
Zahl ﬁon Re੘eﬃen betet n desem Fall den Vortel, dass Aﬀsreßer, deren Intenstäten
ncht zﬀr Strﬀtﬀr passen, sofort erannt ﬂerden. In Kombnaton mt den Werten ürǌmerge ﬀnd ǌ� , de m Berech ﬁon 2% legen, ann aﬀs den Vorﬁersﬀchen geschlﬀss-folgert ﬂerden, dass de aﬀf dese Wese gezüchteten Krstalle ﬁon herﬁorragendera-
ltät snd ﬀnd sch prnzpell ür de eﬃpermentelle Bestmmﬀng der Eletronendchte
egnen. Der Eﬃtntonsoeਖ਼zent ﬁon 0,023 n der Verfenerﬀng betet allerdngs e-
nen Hnﬂes daraﬀf, dass der letztendlch ﬁerﬂendete Krstall noch deﬀtlch lener sen
mﬀss.
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Abbildung 3.6.: Achsfotos (Ǖ, ǖ, Ǘ von oben nach unten) des RuAl2-Testkristalls. Auf allen
drei Aufnahmen ist die durch die Spiegelebenen der Punktgruppeǟǟǟ erzeugte Symmetrie
zu erkennen.
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Tabelle 3.2.: Zusammenfassung der RuAl2-Testmessung.Ǖ 4,716(2)Åǖ 8,010(3)ÅǗ 8,793(3)Å� = � = � 90°
Pﬀntgrﬀppe ǟǟǟǈ 453ǈ����� 167Ǉǡǉa 2,71ǘ���b 0,649Åǌint 1,57 %ǌp.i.m. 1,09 %ǌ� 2,00 %
a Mﬀltplcty of Obserﬁaton, sehe S. 14. In desem
Fall ������/�, da nﬀr en Scan dﬀrchgeührt ﬂﬀrde.
b Höchste Aﬀ੘ösﬀng, be der en Re੘eﬃ gemessen
ﬂﬀrde. Korrespondert mt 2����.
Für ene Ladﬀngsdchtebestmmﬀng snd de m Labor ﬁerügbarenWellenlängenMoK�ﬀnd AgK� ncht geegnet. De Energen beder Strahlﬀngsarten legen zﬀ nah an der Ab-sorptonsante ﬁon Rﬀthenﬀm, so dass en hoher Antel anomaler Streﬀﬀng aﬀr, de
das Hntergrﬀndraﬀschen star erhöht. Be MoK�-Strahlﬀng st ﬂeterhn de maﬃmalmöglche Aﬀ੘ösﬀng aﬀf Grﬀnd der Abmessﬀngen der Elementarzelle ﬁon RﬀAl2 nchtaﬀsrechend.
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4.1. Experimentelle Bedingungen
Nach der erfolgrechen Synthese geegneter Krstalle ﬂﬀrden Beﬀgﬀngseﬃpermente an
der Beamlne ID-15-B am Advanced Photon Source-Synchrotron des Argonne Natonal
Lab dﬀrchgeührt1. De dort zﬀr Verügﬀng stehende Strahlﬀng bestzt ene Wellenlänge
ﬁon 0,41328Å (entsprcht ener Energe ﬁon 30 eV) ﬀnd ermöglcht damt theoretsch
de Erfassﬀng ﬁonDaten bs zﬀ enermaﬃmalenAﬀ੘ösﬀng ﬁon 0,207Å. Be dem ﬁerﬂen-
deten Gonometer handelt es sch ﬀm das Modell D8 der Frma Brﬀer mt be 54,736°
੗ﬃertem �-Wnel. Der n 2� schﬂenbare APEX-II CCD-Detetor stammt ebenfalls
ﬁon Brﬀer ﬀnd bestzt ene zﬀgänglche Fläche ﬁon 62mm×62mm. De Pﬃelgröße ﬁon
15 μm × 15 μm ührt zﬀ ener Aﬀ੘ösﬀng ﬁon 4096 Pﬃeln n bede Rchtﬀngen. Um de
Belchtﬀngszeten zﬀ mnmeren ﬂﬀrde der Detetor m 8×8-bnnng Modﬀs betreben,
ﬂomt enadrat ﬁon 64 Pﬃeln zﬀ enem ۢﬁrtﬀellen۠ Pﬃel zﬀsammengefasst ﬂerden.
Damt blebt ür de Images ene Aﬀ੘ösﬀng ﬁon 512 × 512 Pﬃeln, ﬂas be der ﬁerhält-
nsmäßg lenen Elementarzelle ﬁon RﬀAl2 aﬀsrechend st, da de Re੘eﬃe ﬂet genﬀgseparert snd.
Für de Messﬀng ﬂﬀrde en Krstall ﬁon ﬀngeähr 15 μm Dﬀrchmesser ﬀnd ompater
Gestalt aﬀsgeﬂählt ﬀnd mt Hlfe ﬁon Slonfe an ener sptz aﬀsgezogenenarza-
pllare befestgt. Da de Montage dret an der Beamlne erfolgte ﬀnd das zﬀr Verügﬀng
stehende Mrosop ene adäqﬀate Vergrößerﬀng ür desen Abmessﬀngsberech zﬀ-
leß, ﬂﬀrde aﬀf Fotogra੗en des Krstalls ﬁerzchtet. Nach der Montage ﬀnd Zentrerﬀng
aﬀf dem Gonometer ﬂﬀrde der Krstall m Helﬀmstrom aﬀf 25 K abgeühlt.
ZﬀmZetpﬀnt derMessﬀng arbetete das Synchrotron m so genannten Top-Up-Modﬀs,
ﬂo n ﬀrzen Interﬁallen neﬀe Eletronenpaete n den Eletronenspecherrng enge-
spest ﬂerden, so dass der Strom mehr oder ﬂenger onstant blebt. Aﬀch de Intenstät
des Prmärstrahls ür das Beﬀgﬀngseﬃperment ﬂﬀrde so über das Eﬃperment hnﬂeg
onstant gehalten.
Der Krstall zegte deﬀtlch ﬁom Untergrﬀnd ﬀnterschedbare Braggre੘eﬃe bs zﬀ e-
ner Aﬀ੘ösﬀng ﬁon 0,3Å, so dass bs zﬀ deser Grenze Daten gesammelt ﬂﬀrden. Dazﬀ
ﬂar es notﬂendg, den Detetor, dessen Abstand zﬀr Probe be 50mm gehalten ﬂﬀrde,
aﬀf de 2�-Postonen 29° ﬀnd später 55° zﬀ drehen. Insgesamt ﬂﬀrden 11 �-Scans be
ﬀnterschedlchen �-Postonen dﬀrchgeührt.
Dﬀrch den hohen Photonenstrom der Synchrotronstrahlﬀng (maﬃ. 3 ⋅ 1012 s−1 be 0,1 %
Bandbrete) st nﬀr ene sehr gernge Belchtﬀngsdaﬀer pro Aﬀfnahme erforderlch, se
1De Messﬀngen an der Beamlne ﬂﬀrden ﬁon Dr. Yﬀ-Sheng Chen betreﬀt.
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ﬂﬀrde aﬀf 1,5 s festgelegt, ﬂas be 1200 Aﬀfnahmen (resﬀlterend aﬀs der Imagebrete
ﬁon 0,3°) pro Scan zﬀ ener Messzet ﬁon 30 Mnﬀten ührt.
4.2. Datenreduktion und -qualität
De Integraton erfolgte enersets mt der APEX2-Soﬂare [62] ﬁon Brﬀer, anderer-
sets mt dem Programm EVAL152 [63], so dass aﬀs den glechen Beﬀgﬀngsaﬀfnahmen
zﬂe Datensätze entstanden snd, de ab her als Datensatz 1 ﬀnd 2 bezechnet ﬂerden.
Be beden Datensätzen ﬂﬀrde ene sem-emprsche Absorptonsorretﬀr [64] mt dem
Programm SADABS [65] anhand der Intenstäten symmetreäqﬀﬁalenter Re੘eﬃe ﬁor-
genommen. Zﬀm Verglech ﬂﬀrden de ﬀnorrgerten Rohdaten aﬀs beden Datensät-
zen mt SORTAV [66] salert ﬀnd ebenfalls ene sem-emprsche Absorptonsorretﬀr
dﬀrchgeührt, so dass Datensatz 1a bzﬂ. 2a de SADABS-orrgerten Daten enthalten
ﬀnd 1b bzﬂ. 2b de SORTAV-orrgerten. De Absorptonsorretﬀr st trotz der le-
nen Krstallgröße notﬂendg, da der Absorptonsoeਖ਼zent be deser Wellenlänge mt
12,6mm−1 ncht zﬀ ﬁernachlässgend st ﬀnd eder möglche En੘ﬀss aﬀf de Re੘eﬃn-
tenstäten berücschtgt ﬂerden mﬀss. De Berechnﬀng des Absorptonsoeਖ਼zenten
erfolgte mt dem Programm FPRIME, das n WnGX [67] (Verson 1.80.05) ntegrert st.
Da XD, ﬂelches zﬀr Verfenerﬀng der Strﬀtﬀr mt dem Mﬀltpolmodell genﬀtzt ﬂﬀr-
de, mt gemelten Daten arbetet, ﬂﬀrde de Melﬀng aller Datensätze mt SORTAV
dﬀrchgeührt, ﬂobe Aﬀsreßer herabgeﬂchtet ﬀnd be zﬀ großer Abﬂechﬀng aﬀsge-
schlossen ﬂﬀrden.
Tabelle 4.1 enthält globale altätsndatoren zﬀ allen ﬁer Datensätzen. De be-
den Datensätze aﬀs der Integraton mt der APEX-Soﬂare snd etﬂas lener, da de
Images des letzten Scans be Verﬂendﬀng der APEX-Soﬂare ncht ntegrert ﬂﬀrden,
ﬂas mt EVAL15 edoch der Fall ﬂar. Allerdngs enthalten aﬀch de Scans be höheren
2�-Postonen des Detetors eﬂels nﬀr ﬀngeähr 2500 Re੘eﬃe, so dass des allen den
Untersched ncht erlären ann, denn abzüglch deser geschätzten 2500 Re੘eﬃe st Da-
tensatz 2 mmer noch ca. 22 % größer als Datensatz 1a. Ene möglche Erlärﬀng st, dass
de APEX-Soﬂare den Rand des Detetors be der Integraton ncht berücschtgt, da
dort Re੘eﬃe nﬀr telﬂese erfasst sen önnen, ﬂährend EVAL15 de Intenstätsdaten aﬀs
smﬀlerten Re੘eﬃpro੗len geﬂnnt, so dass aﬀch solche nah am Rand legenden Re੘eﬃe
ntegrerbar snd. Unter Annahme der ﬁollen Detetoraﬀsnﬀtzﬀng be EVAL15 ergäbe
sch aﬀs den Verhältnssen der Flächen en Rand ﬁon ﬀngeähr 3mm oder 25 Pﬃeln be
der Integraton mt der APEX-Soﬂare.
Datensatz 2 (a ﬀnd b) ﬂest ene nedrgere Maﬃmalaﬀ੘ösﬀng aﬀf, bestzt edoch e-
ne Vollständget ﬁon 1, ﬂährend n Datensatz 1a ﬀnd 1b bezogen aﬀf ǘ��� 30 Re੘eﬃefehlen, ﬂas ener Vollständget ﬁon 98,3 % entsprcht. De mlere Redﬀndanz st be
Datensatz 2 dﬀrch de höhere Re੘eﬃzahl ﬀnd de gerngere Aﬀ੘ösﬀng höher, aﬀch de
Zahl der nﬀr en Mal gemessenen Re੘eﬃe st gernger.
2Der her ﬁerﬂendete Datensatz st das Bespel ener Enührﬀng n das EVAL15-Programm m Rahmen
enes Besﬀchs an der Unﬁerstät Utrecht be Dr. Martn Lﬀtz, dem an deser Stelle Dan ür desen
Worshop gebührt.
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Tabelle 4.1.: Vergleich der globalen Datenqualitätsindikatoren ür die vier Datensätze, die
aus Rohdaten der Synchrotronmessung gewonnen wurden. Datensatz 1a und 1b stammen
aus der Integration mit der Bruker APEX-Soware, während Datensatz 2a und 2b mit
EVAL15 integriert wurden.
Datensatz 1 Datensatz 2
1a 1b 2a 2bǈ 23545 23497 31250 30971ǈ�/�(�)>4 17568 17300 23458 23258ǈ����� 1730 1730 1716 1716Ǉǡǉa 13,6 13,6 18,2 18,1Ǣ���b 0,358 0,358 0,392 0,390Ǣ2c 0,968 0,968 0,995 0,995ǘ��� 4,3911Å 4,3911Å 4,3911Å 4,3911Åǘ��� 0,3011Å 0,3011Å 0,3034Å 0,3034Åƽd 0,983 0,983 1 1ǌint 4,21 % 5,07 % 3,55 % 5,04 %ǌp.i.m. 0,91 % 1,07 % 0,68 % 0,98 %ǌ� 5,51 % 4,87 % 4,57 % 2,91 %
a Mﬀltplcty of Obserﬁaton, sehe S. 14. In desem Fall ������/�,
da ene Scans mt dentschen Gonometerenstellﬀngen dﬀrchge-
ührt ﬂﬀrden.
b Antel der Re੘eﬃe, de häﬀ੗ger als Ǉǡǉ Mal beobachtet ﬂﬀrden.
Sehe Abschn 10.2.2, S.127
c Antel der Re੘eﬃe, de mndestens 2 Mal beobachtet ﬂﬀrden.
d Vollständget des Datensatzes, ������/������,�ℎ��������ℎ(����).
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Bezüglch der ǌ-Werte lässt sch erennen, dass Datensatz 1a enen höheren ǌ�-Wertbestzt als Datensatz 1b, ﬂohngegen de Werte ﬁon ǌint ﬀnd ǌp.i.m. lener snd. Daraﬀslässt sch schlﬀssfolgern, dass de dﬀrch SADABS bzﬂ. SORTAV ﬁorgenommenen Kor-
retﬀren ﬀnterschedlch snd. SORTAV hat aﬀßerdem m Verlaﬀf der Salerﬀng ﬀnd
Absorptonsorretﬀr 48 Re੘eﬃe als Aﬀsreßer dent੗zert ﬀnd aﬀs dem Datensatz ent-
fernt, ﬂas be Datensatz 2b aﬀch der Fall st. Her legt de Anzahl der entfernten Re੘eﬃe
edoch mt 279 deﬀtlch höher. Datensatz 2a zegt enen mt Datensatz 1b ﬁerglechbarenǌ�-Wert, de Gütefatoren ür de Überenstmmﬀng zﬂschen äqﬀﬁalenten Re੘eﬃensnd edoch deﬀtlch besser. Datensatz 2b ﬂest den nedrgsten ǌ�-Wert aﬀf ﬀnd st an-sonsten mt Datensatz 1b ﬁerglechbar.
Detallertere Betrachtﬀngen lässt de Analyse der Daten nach Aﬀ੘ösﬀngsschalen zﬀ
(Tabelle 4.2). De Schalen ﬂﬀrden so geﬂählt, dass se alle das gleche Volﬀmen ﬀnd da-
mt aﬀch ﬀngeähr glech ﬁele Re੘eﬃe enthalten. Datensatz 1a ﬀnd 1b ﬀnterscheden sch
margnal n der Redﬀndanz der nneren Aﬀ੘ösﬀngsschalen, ﬂährend de Zahl der sym-
metreﬀnabhänggen Re੘eﬃe eﬂels glech st. De Unterschede ergeben sch aﬀs dem
Aﬀsschlﬀss ﬁon Aﬀsreßern n Datensatz 1b. Be beden Datensätzen sndǌint,ǌr.i.m. ﬀndǌp.i.m. ﬁerglechbar, nﬀr ǌ� nmmt mt stegender Aﬀ੘ösﬀng m Datensatz 1b deﬀtlchstärer zﬀ ﬀnd legt n der letzten Schale fast 50 % höher als n Datensatz 1a. Des hängt
ﬁor allem mt dem Fehlermodell ﬁon SORTAV zﬀsammen, aﬀs dem de Abschätzﬀngen
ür �(ǃ) abgeletet ﬂerden, ﬂelche über de Wahl ﬁon Koeਖ਼zenten entschedend been-
੘ﬀsst ﬂerden ann. Im Gegensatz zﬀ zählenden Detetoren st be ntegrerenden De-
tetoren mmer ene Abschätzﬀng notﬂendg, da der drete Zﬀgang zﬀ denMessfehlern
über de Zählstatst fehlt. Der her ﬁorlegende Datensatz basert aﬀf den ﬁorengestell-
ten Werten, da en Grﬀnd zﬀr Annahme bestand, dass statstsche oder Gerätefehler
gernger snd als dﬀrch de Vorenstellﬀngen de੗nert. De Abﬂechﬀngen snd ebenso
n den mleren ǃ/�(ǃ)-Werten zﬀ sehen, de be Datensatz 1b zﬀ höheren Aﬀ੘ösﬀngen
deﬀtlch abfallen, m nedrgen Aﬀ੘ösﬀngsberech edoch etﬂas höher legen.
Datensatz 2a ﬂest über alle Aﬀ੘ösﬀngsschalen hnﬂeg en annähernd onstantesǃ/�(ǃ)-Verhältns aﬀf, ﬂas sch aﬀch n den ǌ�-Werten nederschlägt. De Werte ﬁonǌp.i.m. stegen mt der Aﬀ੘ösﬀng lecht an, ﬂobe her de nedrgere Redﬀndanz derDaten ene Rolle spelt. Dese st edoch, ﬂe berets n der Gesamtüberscht erschtlch
ﬂar, n allen Schalen höher als be Datensatz 1a ﬀnd 1b, ﬁor allem edoch be höheren
Aﬀ੘ösﬀngen. Für de oben geäﬀßerte Vermﬀtﬀng der besseren Aﬀsnﬀtzﬀng der Dete-
tor੘äche be der EVAL15-Integraton sprcht de Tatsache, dass de Redﬀndanz aﬀch be
nedrgen Aﬀ੘ösﬀngen höher st ﬀnd somt mehr Re੘eﬃe ntegrert ﬂﬀrden.
An Datensatz 2b zegt sch, dass das mlere ǃ/�(ǃ)-Verhältns be nedrgen Aﬀ੘ö-
sﬀngen deﬀtlch höher st als be Datensatz 2a, sch n den höchsten Schalen edoch ncht
ﬂesentlch ﬀnterschedet, ﬂas dementsprechend aﬀch beǌ� zﬀ beobachten st. De rest-lchenǌ-Werte legen, ﬂe nach der globalen Aﬀsﬂertﬀng n Tabelle 4.1 zﬀ erﬂarten ﬂar,
über den gesamten Aﬀ੘ösﬀngsberech etﬂas höher.
Insgesamt mﬀss be der Betrachtﬀng der ǌ-Werte ﬀnd dem Verglech mt dem Testda-
tensatz aﬀs der Messﬀng m Labor beachtet ﬂerden, dass de Synchrotrondatensätze ca.
zehn Mal so ﬁele ﬀnabhängge Re੘eﬃe enthalten ﬀnd nsgesamt etﬂa 50 Mal so groß
snd. Globale Güterteren ﬂe ǌint müssen, ﬂe m Grﬀndlagentel erläﬀtert, schon aﬀf
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Tabelle 4.2.:alitätsindikatoren von Datensatz 1a und 1b (kursiv) bzw. 2a und 2b (kursiv)
nach Auठösungsschalen gleichen Volumens. Die Integration der Daten erfolgte mit APEX-
Soware (1a, 1b) bzw. mit EVAL15 (2a, 2b), die Skalierung und Absorptionskorrektur mit
SADABS (1a, 2a) bzw. SORTAV (1b, 2b).
ǘ n Å ǈ MoO ǃ/�(ǃ) ǌ� ǌp.i.m. ǌr.i.m. ǌint≥ 0,646 200 31,2 15,9 0,0482 0,0069 0,0379 0,0372
26,8 0,0302 0,0090 0,0490 0,0481
0,646 ۗ 0,513 181 25,4 14,4 0,0570 0,0084 0,0429 0,0421
18,5 0,0551 0,0098 0,0498 0,0488
0,513 ۗ 0,448 180 20,8 13,7 0,0646 0,0109 0,0509 0,0497
14,9 0,0727 0,0122 0,0569 0,0555
0,448 ۗ 0,407 180 18,0 11,9 0,0768 0,0141 0,0614 0,0597
11,1 0,0982 0,0151 0,0657 0,0638
0,407 ۗ 0,378 168 8,0 13,6 0,0682 0,0174 0,0529 0,0498
11,7 0,0894 0,0193 0,0579 0,0543
0,378 ۗ 0,356 171 6,2 12,8 0,0636 0,0196 0,0503 0,0462
10,3 0,0868 0,0214 0,0550 0,0505
0,356 ۗ 0,338 167 6,1 12,7 0,0672 0,0224 0,0560 0,0510
9,5 0,0964 0,0242 0,0604 0,0551
0,338 ۗ 0,323 173 5,1 10,3 0,0825 0,0287 0,0686 0,0620
7,1 0,1288 0,0303 0,0719 0,0648
0,323 ۗ 0,311 155 4,8 10,3 0,0824 0,0302 0,0695 0,0622
7,1 0,1283 0,0326 0,0747 0,0669
0,311 ۗ 0,300 155 4,2 9,3 0,0948 0,0392 0,0862 0,0763
6,0 0,1550 0,0402 0,0885 0,0782
(a) Datensätze 1a ﬀnd 1b nach Aﬀ੘ösﬀngsschalen.
ǘ n Å ǈ MoO ǃ/�(ǃ) ǌ� ǌp.i.m. ǌr.i.m. ǌint≥ 0,646 200 37,7 17,8 0,0418 0,0057 0,0337 0,0332
37,6 39,3 0,0194 0,0083 0,0495 0,0488
0,646 ۗ 0,513 181 31,7 16,6 0,0467 0,0063 0,0357 0,0351
31,3 29,7 0,0313 0,0084 0,0475 0,0467
0,513 ۗ 0,448 180 26,3 16,1 0,0507 0,0076 0,0401 0,0393
26,0 24,7 0,0401 0,0104 0,0538 0,0527
0,448 ۗ 0,407 180 23,4 14,8 0,0560 0,0088 0,0433 0,0424
23,0 19,7 0,0499 0,0121 0,0591 0,0578
0,407 ۗ 0,378 170 14,1 15,9 0,0556 0,0114 0,0453 0,0437
13,9 19,4 0,0514 0,0161 0,0638 0,0616
0,378 ۗ 0,356 174 9,1 15,8 0,0481 0,0126 0,0390 0,0368
9,1 18,4 0,0432 0,0176 0,0543 0,0513
0,356 ۗ 0,338 172 9,0 16,4 0,0493 0,0124 0,0379 0,0358
9,0 17,5 0,0492 0,0193 0,0584 0,0550
0,338 ۗ 0,323 177 8,0 13,9 0,0554 0,0154 0,0448 0,0419
7,9 13,1 0,0612 0,0222 0,0643 0,0602
0,323 ۗ 0,311 161 7,5 14,6 0,0545 0,0153 0,0431 0,0402
7,5 13,8 0,0610 0,0238 0,0677 0,0633
0,311 ۗ 0,300 121 7,3 13,9 0,0577 0,0180 0,0494 0,0459
7,3 12,4 0,0679 0,0271 0,0744 0,0690
(b) Datensätze 2a ﬀnd 2b nach Aﬀ੘ösﬀngsschalen.
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4. Röntgenbeugungsexperiment
Grﬀnd der höheren Anzahl ﬁon Beobachtﬀngen höher legen, so dass en dreter Ver-
glech ncht snnﬁoll st.
De telﬂese großen Unterschede bezüglch der ǌ-Werte ﬀnd ǃ/�(ǃ) ühren zﬀ dem
Schlﬀss, dass de den ﬀnterschedlchen Soﬂarepaeten zﬀ Grﬀnd legenden Modelle
das Ergebns der Datenredﬀton star been੘ﬀssen. Während EVAL15 sch dﬀrch de
Verﬂendﬀng enes Fﬀndamentalparameteransatzes ﬁon anderen Integratonsprogram-
men abhebt ﬀnd her schon aﬀs desem Grﬀnd Abﬂechﬀngen n den Ergebnssen zﬀ
erﬂarten snd, baseren SADABS ﬀnd SORTAV aﬀf ähnlchen Prnzpen: De Absorpt-
onsorretﬀr folgt be beden Programmen dem glechen Konzept, aﬀch de engesetz-
ten Fehlermodelle snd prnzpell ﬁerglechbar. Allerdngs snd de Unterschede n den
Implementerﬀngen doch groß genﬀg, ﬀm schtbaren En੘ﬀss aﬀf de resﬀlterenden Da-
tensätze aﬀszﬀüben.
Ene Ursache ür de mt ﬀngeähr 5 % recht hohen Werte ﬁon ǌ� ann m Top-Up-Modﬀs des Synchrotrons gesehen ﬂerden, der de Strahlntenstät onstant halten soll.
Während ene über mehrere Stﬀnden ontnﬀerlch abfallende Strahlntenstät be der
Datenredﬀton modellert ﬀnd berücschtgt ﬂerden ann, snd de leneren aber da-
ür ﬀnregelmäßgen Schﬂanﬀngen dﬀrch das ständge Nachscheßen ﬁon Ladﬀngspa-
eten nﬀr sehr schﬂer zﬀ erfassen. Be den typschen Belchtﬀngszeten m Berech ﬁon
ener Seﬀnde önnen edoch mmer ﬂeder enzelne Images ﬁon ener plötzlchen In-
tenstätsschﬂanﬀng betro੖en sen, soﬂohl nach oben als aﬀch nach ﬀnten. Enen En-
drﬀc ﬁon desen Schﬂanﬀngen ﬁermelt ene Analyse des Hntergrﬀndes ﬂährend
des Verlaﬀfs über enen ompleen Scan. De Betrachtﬀng des Hntergrﬀndes ﬂﬀrde ge-
ﬂählt, da de Varaton der Prmärstrahlntenstät soﬂohl Re੘eﬃe als aﬀch Hntergrﬀnd
betrो, aﬀf edem Image edoch ﬀnterschedlch ﬁele ﬀnd ﬀnterschedlch stare Re੘eﬃe
aﬀaﬀchen, ﬂährend der Hntergrﬀnd relatﬁ onstant bleben sollte.
Dazﬀ ﬂﬀrde eder Scan Image ür Image engelesen ﬀnd ür edes Image ene Lste mt
aﬀfstegend sorterten Intenstäten (e Pﬃel en Intenstätsﬂert) gebldet. Als grobe Nä-
herﬀng ür den Untergrﬀnd ﬂﬀrde der Melﬂert aﬀs den ersten 50% der Intenstäten
gebldet, so dass ür edes Image en Näherﬀngsﬂert ür den Hntergrﬀnd ﬁorhanden st.
De Aﬀragﬀng deses Wertes gegen de Imagenﬀmmer (ﬀnd damt de Messzet) ﬁer-
melt enen groben Endrﬀc ﬁon der zetabhänggen Schﬂanﬀng der Prmärstrahln-
tenstät ﬂährend edes Scans, Abbldﬀng 4.1 zegt eﬃemplarsch zﬂe deser Dagramme.
Es snd soﬂohl Trends erennbar, de sch über mehrere hﬀndert Images erstrecen ﬀnd
eher dﬀrch de Drehﬀng des Krstalls ﬀm nsgesamt 360° ﬀnd dessen anssotrope Gestalt
zﬀrüczﬀühren st, als aﬀch Schﬂanﬀngen aﬀf ener ürzeren Zetsala. Besonders n-
teressant snd Aﬀsreßer nach oben ﬀnd ﬀnten, de ﬀnter anderem aﬀf de Schﬂanﬀngen
dﬀrch den Top-Up-Modﬀs zﬀrücgeührt ﬂerden önnen. Da dese Schﬂanﬀngen so-
ﬂohl den Untergrﬀnd als aﬀch de Re੘eﬃe betre੖en, stellen se ene ﬂahrschenlche
Erlärﬀng ür de aﬀretenden ǌ�-Werte dar.
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Abbildung 4.1.: Durchschniliche Hintergrundintensität der Images von zwei Scans. Für
die Berechnung des durchschnilichen Hintergrunds wird in jedem Image der Mielwert
der Intensitäten der Pixel gebildet, wobei nur die schwächsten 50 % ür diese Rechnung be-
rücksichtigt werden.
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5. Strukturverfeinerung
5.1. SHELXL-97
De Strﬀtﬀrﬁerfenerﬀng mt SHELXL-97 [68] erfolgte mt den ﬀngemelten Daten-
sätzen 1a, 1b, 2a ﬀnd 2b, ﬂe se m ﬁorhergen Kaptel ﬁorgestellt ﬂﬀrden. Aﬀf Grﬀnd
der Wellenlänge ﬁon 0,41328Å müssen de Koeਖ਼zenten ür anomale Streﬀantele ǚ ′
ﬀnd ǚ ″ ür Rﬀthenﬀm (ǚ ′ = −0,18582, ǚ ″ = 2,20369) ﬀnd Alﬀmnﬀm (ǚ ′ = 0,01948,ǚ ″ = 0,01649) eﬃplzt n der Inpﬀtdate angegeben ﬂerden. Dese Zahlenﬂerte ﬂﬀrden
ﬂe der lneare Absorptonsoeਖ਼zent ebenfalls mt FPRIME berechnet.
De Ergebnsse der Verfenerﬀngen snd n den Tabellen 5.1 ﬀnd 5.2 zﬀsammengefasst.
Der enzge free Postonsparameter (de ǫ-Koordnate der Alﬀmnﬀmposton) st be
allen ﬁer Verfenerﬀngen m Rahmen der Standardabﬂechﬀng glech. Be den Aﬀslen-
ﬀngsparametern ällt aﬀf, dass se zﬂar ﬁerglechbar, telﬂese edoch mehr als 3� aﬀs-
enander legen. De Dsrepanz zﬂschen Datensatz 1a ﬀnd 1b n den thermschen Para-
metern ann damt erlärt ﬂerden, dass das ǃ/�(ǃ)-Verhältns n Datensatz 1b zﬀ hohen
Aﬀ੘ösﬀngen stärer abällt, ﬂas dann n höherenWerten ür de Aﬀslenﬀngsparameter
resﬀltert. Allerdngs ﬂesen de Aﬀslenﬀngsparameter aﬀch de größten Korrellato-
nen mt dem Salenfator aﬀf, so dass aﬀch des de Unterschede erlären ann. Enzg
Datensatz 2b ﬂecht deﬀtlch ﬁon den anderen ab, de Aﬀslenﬀngsparameter snd ﬂe-
sentlch lener. De Eﬃtnton ﬂﬀrde als Parameter ﬁerfenert, allerdngs st se n allen
ﬁer Fällen lener als ene Standardabﬂechﬀng ﬀnd somt ncht n sgn੗antem Maß
ﬁorhanden. In allen Verfenerﬀngen gab es Probleme mt den Re੘eﬃen (2 6 2) ﬀnd (2 6 6),
deren gemessene Strﬀtﬀrfatoren star ﬁon den berechneten abﬂchen.
Be beden Re੘eﬃen st ǀ2� Nﬀll. Da se aﬀf Grﬀnd der Aﬀslöschﬀngsregeln der Raﬀm-grﬀppe ncht ﬁerboten snd, mﬀss deser Wert ﬁon der Besetzﬀng der Atompostonen
n der Strﬀtﬀr soﬂe aﬀs den anomalen Streﬀantelen aﬀf Grﬀnd der ﬁerﬂendeten Wel-
lenlänge herrühren ﬀnd ǀ2� mﬀss ebenfalls m Rahmen der Standardabﬂechﬀng 0 sen,ansonsten stehen se m Wdersprﬀch zﬀm Strﬀtﬀrmodell. Be der genaﬀeren Betrach-
tﬀng ällt aﬀf, dass es ene große Zahl ﬁon symmmetreﬀnabhänggen Re੘eﬃen gbt, de-
ren ǀ2� be 0 oder sehr nahe an 0 legt, ﬂoﬁon etlche zﬀ hohe Werte ür ǀ2� aﬀfﬂesen.Der Re੘eﬃ (2 6 2) bldet ledglch das eﬃtremste Bespel, da her en �2�/�(�2�)-Verhältnsﬁon über 10 errecht ﬂrd (ǀ2� = 154,49, �(ǀ2�) = 13,85). Dass schﬂache Re੘eﬃe ﬁonﬁelen Integratonsprogrammen tendentell zﬀ star ermelt ﬂerden, ergbt sch aﬀs
den Problemen, de Intenstät ﬁom nﬀr ﬂeng schﬂächeren Hntergrﬀnd zﬀ trennen [69,
70]. Aﬀch de problematsche Ermlﬀng der Fehlerabschätzﬀng ür dese Re੘eﬃe st en
beanntes Problem ﬀnd tr aﬀch her zﬀ Tage, ﬂenn enzelne Re੘eﬃpaare ﬁerglchen
ﬂerden.
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Tabelle 5.1.: Atompositionen und Auslenkungsparameter der SHELXL-Verfeinerungen aller vier Datensätze.
Ansotrope Aﬀslenﬀngsparameter n Å2
Datensatz Atom Ǫ ǫ Ǭ s.o.f. Ǐ11 Ǐ22 Ǐ33 Ǐ23 Ǐ13 Ǐ12 Ǐ��
1a Rﬀ 1/8 1/8 1/8 1/4 0,00118(1) 0,00120(1) 0,00113(1) 0 0 0 0,00117(1)
Al 1/8 0,45368(2) 1/8 1/2 0,00238(3) 0,00264(3) 0,00236(3) 0 0,00011(3) 0 0,00246(1)
1b Rﬀ 1/8 1/8 1/8 1/4 0,00129(1) 0,00135(1) 0,00111(1) 0 0 0 0,00125(1)
Al 1/8 0,45369(2) 1/8 1/2 0,00254(4) 0,00272(4) 0,00230(3) 0 0,00012(4) 0 0,00252(1)
2a Rﬀ 1/8 1/8 1/8 1/4 0,00164(1) 0,00132(1) 0,00091(1) 0 0 0 0,00129(1)
Al 1/8 0,45370(2) 1/8 1/2 0,00254(3) 0,00266(3) 0,00207(3) 0 0,00006(3) 0 0,00243(1)
2b Rﬀ 1/8 1/8 1/8 1/4 0,00110(1) 0,00092(1) 0,00066(1) 0 0 0 0,00089(1)
Al 1/8 0,45370(2) 1/8 1/2 0,00232(3) 0,00241(3) 0,00190(3) 0 0,00010(3) 0 0,00221(1)
Tabelle 5.2.: Zusätzlich zu den Atompositionen und -auslenkungsparametern verfeinerte
Parameter, sowie Gütewerte der Verfeinerungen.
Datensatz 1a 1b 2a 2b
Salenfator 0,23677(15) 0,73354(49) 0,23584(17) 1,68973(129)
Eﬃtnton 0,00000(30) 0,00000(33) 0,00009(38) 0,00000(42)
Re੘eﬃe (ǀ� > 4�(ǀ�)/alle) 1261 / 1571 1255 / 1571 1249 / 1554 1249 / 1553ǌ1 (ǀ� > 4�(ǀ�)/alle) 0,98 % / 1,60 % 1,06 % / 1,74 % 0,83 % / 1,19 % 0,95 % / 1,31 %ǩǌ2 2,10 % 2,18 % 2,24 % 2,36 %ǁǡǡǀ 1,031 0,950 1,039 1,018
Koeਖ਼zenten der Wchtﬀng 0,0082 / 0,0 0,0097 / 0,0 0,0129 / 0,1559 0,0134 / 0,1129
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In der folgenden ﬀrzen Überscht ﬂerden zﬂe Re੘eﬃpaare aﬀs Datensatz 1a gegen-
übergestellt, ﬂobe ǈ her de Anzahl der Beobachtﬀngen bezechnet.ℎǝǞ ǀ2� ǀ2� �(ǀ2�) N
2 16 20 0 6,07 88,46 1
2 2 18 0,01 6,12 15,58 22
6 12 12 0 4,88 49,52 17
2 2 18 0,01 4,97 19,51 27
De Re੘eﬃe ﬂﬀrden aﬀsgeﬂählt, da se eﬂels nahezﬀ gleche ǀ2� aﬀfﬂesen, de Stan-dardabﬂechﬀngen sch edoch ﬀm enen Fator 2 ۗ 6 ﬁonenander ﬀnterscheden. Unter-
schedlch snd aﬀch de Anzahl der Beobachtﬀngen, ﬂobe de her ﬁorgefﬀndene Stﬀa-
ton, dass ene hohe Zahl ﬁonWederholﬀngsmessﬀngen mt ener gerngeren Standard-
abﬂechﬀng enhergeht n ﬁelen deser schﬂachen Re੘eﬃe beobachtet ﬂerden ann. Da
derWert ﬁon ǀ2� sch edoch gegenüber den Re੘eﬃenmt gerngerer Redﬀndanz ncht än-dert, beommen dese Re੘eﬃe n der Verfenerﬀng en höheres Geﬂcht. Es handelt sch
somt ﬀm enen systematschen Fehler, der ncht dﬀrch ene höhere Zahl ﬁon Weder-
holﬀngsmessﬀngen besetgt ﬂerden ann. Von den Verfenerﬀngen ﬂﬀrden de beden
Re੘eﬃe (2 6 2) ﬀnd (2 6 6), ﬂelche de größten Abﬂechﬀngen aﬀfﬂesen, aﬀsgeschlossen,
da deses Problem sene Ursache o੖enbar n der Datenredﬀton bestzt.
De Güteﬂerte der Verfenerﬀngen beﬂegen sch m Berech ﬁon 1% ürǌ1 ﬀnd 2% ürǩǌ2 ﬀnd ﬂesen zﬀsammen mt enem ǁǡǡǀ (Goodness of Ft)1 sehr nahe be 1 daraﬀf
hn, dass de gesammelten Daten ﬀnd das Strﬀtﬀrmodell mt der Näherﬀng sphärscher
Atome berets sehr gﬀt zﬀsammenpassen.
Allerdngs erﬂest sch dese Folgerﬀng be genaﬀerer Betrachtﬀng als ﬀnzﬀtre੖end.
Enen ersten Hnﬂes daraﬀf lefern de Restdchteﬂerte aﬀs der D੖erenzfoﬀrersynthe-
se m Oﬀtpﬀt ﬁon SHELXL (Tabelle 5.3). Das Raﬀschen st be allen Verfenerﬀngen mt
ca. 0,25 ǙÅ−3 aﬀf enem ﬁerglechbaren Nﬁeaﬀ, ﬂas mt der glechen Herﬀn der Daten
n Enlang steht.
Unterschede bestehen darn, dass be Datensatz 1a de Absolﬀtﬂerte ﬁon Mnmﬀm
ﬀnd Maﬃmﬀm aﬀsgeglchen snd, ﬂe es m Allgemenen erﬂartet ﬂrd, ﬂenn ene Ver-
fenerﬀng ene größeren Mängel aﬀfﬂest. De übrgen Datensätze zegen sehr ﬁel hö-
here Absolﬀtﬂerte ür das Maﬃmﬀm als ür das Mnmﬀm, ﬂas aﬀf en De੗zt be der
Beschrebﬀng der Eletronendchteﬁertelﬀng deﬀtet. Be den Datensätzen 1a, 1b ﬀnd 2b
legen de Postonen der Eﬃtremﬂerte n ﬀnmelbarer Nachbarscha zﬀr Rﬀthenﬀm-
poston, ﬂas be Strﬀtﬀren mt eletronenrechen Atomen en häﬀ੗g zﬀ beobachten-
des Verhalten st. Ledglch Datensatz 2a zegt das Maﬃmﬀm aﬀf der Verbndﬀngsachse
zﬂeer Alﬀmnﬀmatome parallel zﬀr ǖ-Achse der Elementarzelle.
Für de bessere Beﬀrtelﬀng der Restdchte snd Karten hlfrech, de ene bestmmte
Ebene der Enhetszelle schneden. Mt der Anﬂesﬀng ۢLIST 3۠ n den Inpﬀtdateen ür
SHELXL ﬂﬀrden fcf -Dateen erzeﬀgt, de beobachtete ﬀnd berechnete Strﬀtﬀrfatoren
enthalten (ǀ� bzﬂ. ǀ�). Aﬀs deser Informaton ﬂﬀrden mt dem Programm VESTA [71]
1ǁǡǡǀ = √∑�(�2� − �2�)2/(� − �), Ǡ st de Anzahl der Re੘eﬃe ﬀnd Ǣ de Anzahl der Parameter [68].
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(a) Datensatz 1a (APEX ﬀnd SADABS).
(b) Datensatz 1b (APEX ﬀnd SORTAV).
Abbildung 5.1.: Restelektronendichte in der Ebene (0 0 1/8) der Verfeine-
rungen mit SHELXL anhand von Datensatz 1a und 1b. Die Position der
Aluminiumatome ist mit einem schwarzen, die des Rutheniumatoms mit
einem grünen Kreuz markiert. Rote Konturlinien kennzeichnen positive,
blaue Konturlinien dagegen negative Diञerenzen (Schriweite 0,2 ǙÅ−3).
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(a) Datensatz 2a (EVAL ﬀnd SADABS).
(b) Datensatz 2b (EVAL ﬀnd SORTAV).
Abbildung 5.2.: Restelektronendichte aus den Verfeinerungen anhand
von Datensatz 2a und 2b. Die Darstellung ist analog zu Abbildung 5.1. 43
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Tabelle 5.3.: Restdichtewerte und -positionen der Verfeinerungen, sowie die milere Abwei-
chung vom Mielwert der Dichte (RMSD).
Maﬃmﬀm Mnmﬀm
Wert Poston Wert Poston RMSD
1a 1,43 ǙÅ−3 (0,125 0,125 0,125) −1,10 ǙÅ−3 (0,186 0,100 0,125) 0,24 ǙÅ−3
1b 3,32 ǙÅ−3 (0,125 0,082 0,125) −1,51 ǙÅ−3 (0,080 0,057 0,124) 0,26 ǙÅ−3
2a 4,76 ǙÅ−3 (0,125 0,125 0,625) −2,66 ǙÅ−3 (0,077 0,124 0,152) 0,21 ǙÅ−3
2b 3,36 ǙÅ−3 (0,125 0,086 0,125) −1,30 ǙÅ−3 (0,036 0,086 0,129) 0,25 ǙÅ−3
2a1 2,63 ǙÅ−3 (0,125 0,081 0,125) −2,59 ǙÅ−3 (0,076 0,123 0,152) 0,20 ǙÅ−3
1 Strﬀtﬀrmodell mt Fehlordnﬀng
D੖erenzfoﬀrersynthesen berechnet ﬀnd ür de Darstellﬀng aﬀeretet. Se snd n den
Abbldﬀngen 5.1 ﬀnd 5.2 zﬀ ੗nden ﬀnd stellen eﬂels de pseﬀdoheﬃagonale Schcht
senrecht zﬀr Ǘ-Achse des Elementarzelle dar.
We berets aﬀs den Eﬃtremﬂerten der D੖erenzfoﬀrersynthesen schtbar ﬂar, treten
n allen Karten große Maﬃma n der Nähe der Rﬀthenﬀmpostonen aﬀf. Zﬀsätzlch eﬃ-
steren ebenfalls m Berech der Alﬀmnﬀmpostonen postﬁe D੖erenzen, so dass aﬀch
her das sphärscheModell de Dchte ncht ﬁollständg beschreben ann. In den übrgen
Regonen st de Restdchte mehr oder ﬂenger glechmäßg ﬁertelt, mt Aﬀsnahme des
Zentrﬀms zﬂschen den entlang der ǫ-Achse benachbarten Alﬀmnﬀmatomen. An de-
sem Pﬀnt st aﬀf allen ﬁer Karten ene Dchteaﬀmﬀlaton schtbar, besonders star
be Datensatz 2a. Be enem so aﬀsgeprägten E੖et stellt sch de Frage, ob es sch ﬀm en
Artefat handelt, das ﬁon Modellfehlern ﬁerﬀrsacht ﬂrd, oder ob ene reale Ursache n
den Daten ﬁorlegt. Es st beannt, dass solche E੖ete ﬀnterschedlche Ursachen haben
önnen, zﬀm Bespel de Addton ﬁon systematschen Fehlern an Pﬀnten mt hoher
Symmetre [72].
Alternatﬁ st es edoch aﬀch möglch, ene Erlärﬀng strﬀtﬀreller Art heranzﬀze-
hen, aﬀf de berets n Edshammars Arbet [48] hngeﬂesen ﬂrd. Bem TS2-Typ, ndem RﬀAl2 rstallsert, snd de pseﬀdoheﬃagonalen Schchten entlang der Rchtﬀng [00 1] n der Folge ABCD gestapelt. Bem eng ﬁerﬂandten MoS2-Typ snd dagegen deSchchten entlang der [1 1 0]-Rchtﬀng angeordnet, dort edoch mt der Stapelfolge AB.
De schematsche Zechnﬀng n Abbldﬀng 5.3 st Abbldﬀng 1 aﬀs [48] nachempfﬀn-
den ﬀnd ﬁerdeﬀtlcht de Stﬀaton, ndem de Rﬀthenﬀmpostonen der nachfolgenden
Schchten aﬀf de Aﬀsgangsschcht prozert ﬂerden. Ene mathematsche Beschrebﬀng
der Strﬀtﬀrﬁerﬂandtscha zﬂschen TS2- ﬀnd MoS2-Typ st n [73] gegeben.Da de Verfenerﬀngmt Datensatz 2a de nedrgstenǌ-Werte, de gerngsten Schﬂan-
ﬀngen n der D੖erenzfoﬀrerarte ﬀnd glechzetg aber aﬀch den höchsten D੖erenz-
pea aﬀfﬂest, ﬂﬀrde ﬁersﬀcht, anhand deses Datensatzes das Modell der fehlgeordne-
ten Strﬀtﬀr zﬀ ﬁerfenern.
Dazﬀ ﬂﬀrde der Poston (1/8 1/8 5/8) en ﬂeteres Rﬀthenﬀmatom zﬀgeordnet, ﬂas der
Stapelfolge AB entsprcht. De Alﬀmnﬀmposton des zﬂeten Indﬁdﬀﬀmsﬂﬀrde ncht
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Abbildung 5.3.: Schematische Veranschaulichung der Beziehung zwischen TiSi2-Typ
(links) und MoSi2-Typ (rechts) nach Edshammar [48]. Die Brüche geben die Ǭ-Koordinate
der Position in der jeweiligen Schicht in Bezug auf die RuAl2-Elementarzelle im TiSi2-Typ
an.
besetzt, da der E੖et trotz der großen Restdchteﬂerte ﬁerglchen mt der Gesamtele-
tronenzahl n der Elementarzelle so len st, dass Alﬀmnﬀm mt sener deﬀtlch gern-
geren Eletronenzahl ﬁermﬀtlch enen zﬀ gerngen En੘ﬀss aﬀsübt. Um de Besetzﬀng
der zﬂeten Rﬀthenﬀmposton zﬀ bestmmen, ﬂﬀrden de Aﬀslenﬀngsparameter der
beden Rﬀthenﬀmatome geoppelt ﬀnd de Besetzﬀngen über ene zﬂete free Varable
mtenander ﬁernüp, da alle Re੘eﬃe de Streﬀantele beder Indﬁdﬀen enthalten müs-
sen. De Besetzﬀng der Alﬀmnﬀmposton ﬂﬀrde ebenfalls so geoppelt, ﬀm das Ver-
hältns ﬁon Rﬀthenﬀm zﬀ Alﬀmnﬀm n der Haﬀptomponente zﬀ erhalten. Aﬀf Grﬀnd
des zﬀm Verglech der Eletronenzahl ﬁon Rﬀthenﬀm eher lenen Restdchtepeas st
nﬀr ene sehr gernge Stapelfehlordnﬀng zﬀ erﬂarten, so dass der Startﬂert ür dese
Varable aﬀf 0,95 festgelegt ﬂﬀrde.
Deses Modell lefert nochmals ﬁerbesserte ǌ-Werte (ǌ1 = 0,77 %, �ǌ2 = 1,99 %) ﬀndﬁor allem ﬂesentlch bessere Werte ür de Restdchte (sehe letzte Zele n Tabelle 5.3),
soﬂohl bezüglch Aﬀsgeglchenhet ﬀnd Lage der Maﬃmalﬂerte als aﬀch bezüglch des
Raﬀschens. Der so ermelte Antel der Fehlordnﬀng beträgt ≈ 0,34(3)%, ﬂas aﬀch er-
lärt, ﬂarﬀm des ncht be der Integraton der Daten aﬀfgefallen st. De Deteton enes
Problems aﬀf deser Größensala ﬂrd nﬀr möglch dﬀrch de Nﬀtzﬀng hochntensﬁer
Synchrotronstrahlﬀng n Kombnaton mt ener präzsen Integratonsmethode, de aﬀch
gernge Intenstätsﬀnterschede orret aﬀs den Daten ﬂedergeben ann.
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5.2. XD
5.2.1. Eingabedaten
Aﬀf Grﬀnd der Tatsache, dass Datensatz 2a mt großem Abstand de besten ǌ-Werte
be der Verfenerﬀng lefert ﬀnd ﬀnter Berücschtﬀng ener mnmalen Verﬀnrengﬀng
dﬀrch ene gernge Fehlordnﬀng aﬀch de besten Restdchtearten ergbt, de enersets
ﬂeng Raﬀschen enthalten ﬀnd anderersets aﬀsgeprägte Featﬀres n der Nähe der Atom-
postonen aﬀfﬂesen, ﬂﬀrde deser Datensatz ür de Verfenerﬀng mt dem Mﬀltpol-
modell aﬀsgeﬂählt.
Da de Beschrebﬀng der Strﬀtﬀr ﬁon RﬀAl2 mt ﬀnabhänggen Atomen mt sphä-rsch ﬁertelten Ladﬀngsdchten o੖enbar der Stﬀaton m Festörper ncht aﬀsrechend
Rechnﬀng trägt, soll ﬁersﬀcht ﬂerden den Valenzeletronenantel mt Hlfe des Mﬀl-
tpolmodells zﬀ beschreben. De Verfenerﬀng deser Modelle erfolgte mt dem Pro-
gramm XD2006 [74]. Es arbetet ähnlch ﬂe SHELXL mt Engabe- ﬀnd Aﬀsgabeda-
teen. En erster Satz ﬁon Engabedaten ann dret mt Hlfe des Programms XDINI
aﬀs den SHELXL-Dateen erzeﬀgt ﬂerden. Dabe mﬀss aﬀsgeﬂählt ﬂerden, ﬂelcher Satz
an Fﬀntonen zﬀr Beschrebﬀng der Atomformfatoren ür de Verfenerﬀngen benﬀtzt
ﬂrd. In allen Fällen ﬂﬀrde de Datenban nach Sﬀ-Coppens-Macch (SCM) ﬁerﬂendet.
De Beschrebﬀng der Atome mt Hlfe ﬁon Kﬀgel੘ächenfﬀntonen ermöglcht es,
nahezﬀ belebge Formen zﬀ erzeﬀgen. Allerdngs snd dese Formen dﬀrch de loale
Symmetre an den Atompostonen engeschränt, ﬂeshalb ncht alle Ordnﬀngen er-
laﬀbt snd. Aﬀßerdem sent de Nﬀtzﬀng der Symmetre de Anzahl der erforderlchen
Parameter, ﬂas bessere Anpassﬀngen mt der glechen Zahl an Re੘eﬃen ermöglcht. De
Fﬀntonen ﬂerden n enem loalen Koordnatensystem beschreben, das so geﬂählt
ﬂerden mﬀss, dass de Ǭ-Achse deses Systems mt der Achse der höchstmöglchen Sym-
metre an deser Poston zﬀsammenällt. Im Falle ﬁon RﬀAl2 ergbt sch damt, dass deǬ-Achse des loalen Koordnatensystems des Al-Atoms parallel zﬀr ǖ-Achse des Krstall-
oordnatesystems legen mﬀss, da de loale Symmetre der 16ǚ -Lage laﬀt den Interna-
tonalen Tabellen .2. st. Bem Rﬀthenﬀmatom, dessen loale Symmetre aﬀf Grﬀnd der
8Ǖ-Lage 222 st, ﬂﬀrde das Koordnatensystem so geﬂählt, dass de loalen Achsen par-
allel zﬀ den Achsen des Krstalloordnatesystems legen.
Nach Tabelle 4-5 des XD2006 Manﬀals (ﬀrsprünglch aﬀs [75]) snd aﬀf der Alﬀmn-
ﬀmposton mt dem geﬂählten Koordnatensystem (zﬂezählge Drehachse parallel zﬀǬ) de Kﬀgel੘ächenfﬀntonen mt (Ǟ, 2�, ±) erlaﬀbt, ﬂas bedeﬀtet, dass alle Ǟ ﬁon 0 ۗ
4 erlaﬀbt snd ﬀnd alle geraden ǟ mt |ǟ| ≤ Ǟ. De Rﬀthenﬀmposton, n der sch dre
zﬂezählge Achsen schneden, schränt de Aﬀsﬂahl stärer en, her gelten ür gerade
ﬀnd ﬀngerade Ǟ ﬀnterschedlche Regeln. Für gerade Ordnﬀngen glt (2�, 2�, +), ﬂas be-
deﬀtet, dass ür Ǟ = (0, 2, 4) nﬀr postﬁe, gerade ǟ ≤ Ǟ zﬀlässg snd. Be den ﬀngeradenǞ glt hngegen (2� + 1, 2�, −), also nﬀr negatﬁe, gerade |ǟ| ≤ Ǟ. Tabelle 5.4 fasst alle
erlaﬀbten Mﬀltpole ür bede Postonen zﬀsammen.
Da m Rahmen des Mﬀltpolmodells nﬀr de Valenzeletronendchte mt Hlfe ﬁon Kﬀ-
gel੘ächenfﬀntonen beschreben ﬂrd, mﬀss de eletronsche Kon੗gﬀraton der Ato-
me ﬁorgegeben ﬂerden. An deser Stelle mﬀss entscheden ﬂerden, ﬂelche Eletronen
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der Valenzschale zﬀgeordnet ﬂerden ﬀnd ﬂelche ncht. Be Alﬀmnﬀm st de Entsche-
dﬀng ﬀnter chemschen Aspeten enfach zﬀ tre੖en, de Kernon੗gﬀraton st 1ǥ2, 2ǥ2,
2Ǣ6 ﬀnd ﬀmfasst somt 10 Eletronen. De restlchen 3 Eletronen blden de Valenzon-
੗gﬀraton 3ǥ2, 3Ǣ1. Für Rﬀthenﬀm st de Wahl schﬂerger, es önnen entﬂeder 7 oder
8 Eletronen als Aﬀßeneletronen gezählt ﬂerden, so dass de Kon੗gﬀraton entﬂeder
[Kr, 5ǥ1]4ǘ7 oder [Kr]5ǥ1, 4ǘ7 st. Im Verlaﬀf der Verfenerﬀngen hat es sch edoch als
günstg erﬂesen, de Valenzon੗gﬀraton 5ǥ0,4ǘ8 zﬀ ﬂählen ﬀnd über de Aﬀsﬂahl der
Fﬀntonen ür den Atomformfator eder Mﬀltpolordnﬀng den zﬂeten Monopol Ǌ00
frezﬀgeben ﬀnd ür Ǟ = 0 de Beschrebﬀng als 5ǥ-Fﬀnton festzﬀsetzen.
De eletronsche Kon੗gﬀraton, De੗ntonen der loalen Koordnatensysteme soﬂe
de Spez੗zerﬀng ﬂelche Mﬀltpole ür de beden Atompostonen erlaﬀbt snd, stellen
den ﬂesentlchen Inpﬀt ür das VerfenerﬀngsprogrammXSLSM dar, ﬂelcher n der zen-
tralen Steﬀerﬀngsdate ﬃd.mas angegeben ﬂrd. Dort ﬂerden aﬀch de Parameter ür de
Programme XDFOUR, ﬂelches de D੖erenzfoﬀrersynthesen aﬀsührt ﬀnd XDPROP,
das ür de Berechnﬀng topologscher Egenschaen der Eletronendchte ﬁerﬂendet
ﬂrd, de੗nert. Aﬀch das Unterprogramm XDGEOM ﬂrd so gesteﬀert, es lefert Infor-
matonen über de Mﬀltpolpopﬀlatonen soﬂe über de daraﬀs abgeleteten Ladﬀngs-
überträge zﬂschen denAtomen. XDFFT stellt ene ﬁerenfachte Alternatﬁe zﬀ XDFOUR
dar, ﬂenn ledglch de Eﬃtremﬂerte ﬀnd Schﬂanﬀngen der Resteletronendchte be-
rechnet ﬂerden sollen, ohne dass Karten benötgt ﬂerden.
We berets be den Verfenerﬀngen mt SHELXL ﬂrd de Restdchte n den pseﬀ-
doheﬃagonalen Schchten betrachtet, da her de mesten Wechselﬂrﬀngen zﬂschen
Rﬀthenﬀm- ﬀnd Alﬀmnﬀmatomen soﬂe der Alﬀmnﬀmatome ﬀnterenander zﬀ er-
ﬂarten snd [56]. De De੗nton des Koordnatensystems ür de D੖erenzfoﬀrersynthe-
se erfolgt anhand ﬁon dre Atomen. Dabe de੗nert das erste den Ursprﬀng, das zﬂete
de Ǫ-Achse (als Vetor zﬂschen erstem ﬀnd zﬂetem Atom) ﬀnd das dre de ǫ-Achse
(als Vetor zﬂschen erstem ﬀnd drem Atom), de Ǭ-Achse ﬂrd dann aﬀs dem Ve-
torprodﬀt der beden anderen Achsen gebldet, so dass en rechtshändges Koordna-
tensystem entsteht. Um passende Koordnatensysteme zﬀ scha੖en önnen de Atome
der Elementarzelle genﬀtzt ﬂerden, ﬂobe zﬀsätzlch aﬀch Verschebﬀngen entlang der
dre Zellachsen erlaﬀbt snd. Da de Schchten parallel zﬀr Ǖǖ-Ebene legen, ﬂrd als Ur-
sprﬀngsatom das Rﬀthenﬀm geﬂählt, als zﬂetes dasselbe n Ǖ-Rchtﬀng ﬁerschobene
Tabelle 5.4.: Erlaubte Multipole ür die beiden Atompositionen in RuAl2.
Atom Al Rﬀ
Loale Symmetre .2. 222
Monopol 01 01
Dpol 10 ۗ
adrﬀpol 20, 22+, 22- 20, 22+
Octﬀpol 30, 32+, 32- 32-
Heﬃadecapol 40, 42+, 42-, 44+, 44- 40, 42+, 44+
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Abbildung 5.4.: Das Rutheniumatom und seine nächsten Aluminiumnachbarn. Einge-
zeichnet sind die Ebenen (0 0 1/8), blau, sowie (1 3 0), rot.
Atom ﬀnd als dres das Alﬀmnﬀmatom, so dass Ǫ-, ǫ- ﬀnd Ǭ-Achse des Koordnaten-
systems parallel zﬀ den eﬂelgen Achsen der Elementarzelle legen. Es ergbt sch de
n Abbldﬀng 5.4 blaﬀ engezechnete Ebene.
Da de Valenzeletronen sch nﬀr bs zﬀ ener geﬂssen Aﬀ੘ösﬀng aﬀf den Atomform-
fator aﬀsﬂren, ﬂﬀrden alle Karten mt Daten berechnet ür de glt sin �� ≤ 0,8Å−1.
Ähnlch ﬂrd be der De੗nton des Bezﬀgssystems ür de topologsche Analyse ﬁor-
gegangen, nﬀr dass her zﬀsätzlch noch ene ﬂetere Ebene betrachtet ﬂrd, da Rﬀthe-
nﬀm eﬂels zﬂe ﬂetere Alﬀmnﬀmnachbarn n den darüber- bzﬂ. darﬀnterlegen-
den Ebenen bestzt, de eﬂels gegenenander ﬁerdreht snd. Dese zﬂete Ebene ﬀm-
fasst somt en Rﬀthenﬀmatom soﬂe de beden Alﬀmnﬀmatome der darüberlegen-
den Schcht ﬀnd ermöglcht de Untersﬀchﬀng derWechselﬂrﬀngen n dese Rchtﬀng.
Se entsprcht der rot engezechneten Ebene n Abbldﬀng 5.4.
Da XDLSM mt gemelten Strﬀtﬀrfatoren arbetet, ﬂﬀrden de Daten mt SORTAV
gemelt, so dass 1553 symmetreﬀnabhängge Re੘eﬃe zﬀr Verügﬀng standen. De Re੘e-
ﬃe (2 6 2) ﬀnd (2 6 6) ﬂﬀrden ﬂederﬀm aﬀs den berets genannten Gründen (sehe S. 39)
aﬀs dem Datensatz entfernt. Zﬀsätzlch ﬂﬀrden Re੘eﬃe mt ǃ/�(ǃ)≤ 3 ﬀnterdrüct. Im
Gegensatz zﬀmGeﬂchtﬀngsschema n SHELXLﬂerden be der Verfenerﬀng n XD2006
stets statstsche Geﬂchte ﬁerﬂendet (1/�2). Allerdngs ﬂaren de Geﬂchtﬀngsoeਖ਼z-
enten be den Verfenerﬀngen n SHELXL-97 sehr len, so dass der tatsächlche Unter-
sched her gerng st.
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Tabelle 5.5.: Entwicklung der Gütewerte der Verfeinerung mit der schriweisen Erweite-
rung des Modells.
Resteletronendchte (ǙÅ−3)
Modell ǌ�(ǀ2) ǁǡǡǀ �������� Mn. Maﬃ. RMSD
Salenfator 2,14 % 1,6267 1215,0 −0,562 0,707 0,127ǫ(Al), U 2,08 % 1,5811 135,0 −0,529 0,730 0,126Ǟ = 0 2,07 % 1,5810 121,5 −0,456 0,798 0,123Ǟ = 1 2,07 % 1,5808 110,5 −0,459 0,796 0,123Ǟ = 2 2,07 % 1,5786 75,9 −0,463 0,848 0,124Ǟ = 3 2,06 % 1,5788 60,8 −0,461 0,856 0,122Ǟ = 4 1,99 % 1,5266 43,4 −0,398 0,417 0,116Ǟ = 4, �(Rﬀ) 1,99 % 1,5265 41,9 −0,405 0,429 0,117Ǟ = 4, �(Rﬀ), �(Al) 1,98 % 1,5242 40,5 −0,443 0,426 0,129Ǟ = 4, �(Rﬀ), �(Al), Ǌ00(Rﬀ) 1,98 % 1,5241 39,2 −0,430 0,424 0,126
5.2.2. Strukturverfeinerung
De Verfenerﬀng der beden Strﬀtﬀrmodelle mt XD2006 gegen de qﬀadrerten Strﬀ-
tﬀrfatoren ﬂﬀrde so dﬀrchgeührt, dass zﬀnächst nochmals der Salenfator, dann deǫ-Koordnate der Alﬀmnﬀmposton ﬀnd de thermschenAﬀslenﬀngsparameter zﬂe-
ter Ordnﬀng (ansotrope harmonsche Schﬂngﬀng) mt dem Modell sphärscher Atome
ﬁerfenert ﬂﬀrden. Dann ﬂﬀrden schrﬂese de Mﬀltpolordnﬀngen bs zﬀm Errechen
ﬁon Ǟ = 4 fregegeben, gefolgt zﬀnächst ﬁon �(Rﬀ) ﬀnd danach �(Al). Abschleßend er-
folgte de Verfenerﬀng ﬁon Ǌ00. De ǌ-Werte, soﬂe de Charatersta der Restele-
tronendchte ﬁerbesserten sch ontnﬀerlch mt der Erﬂeterﬀng des Modells ﬀnd der
Fregabe ﬂeterer Parameter (Tabelle 5.5). Das Raﬀschen n der Resteletronendchte
stegt zﬀm Ende hn ﬂeder an, aﬀf Grﬀnd der besseren Aﬀsgeglchenhet ﬀnd der Strﬀ-
tﬀr der Karten mt ﬂenger Restdchte m ernnahen Berech ﬂﬀrde edoch an den Mo-
dellerﬂeterﬀngen festgehalten. Das Verhältns ﬁon Re੘eﬃen zﬀ Parametern legt aﬀch
m letzten Verfenerﬀngsschr mt 39,2 noch deﬀtlch über dem empfohlenen Mndest-
ﬂert ﬁon 10, so dass das Modell mt aﬀsrechend Daten ﬀntermaﬀert st.
De Restdchtearten n der pseﬀdoheﬃagonalen Ebene beder Modelle ﬀnterscheden
sch lecht n hrer Strﬀtﬀr. Bem dealen Strﬀtﬀrmodell blebt an der Poston zﬂ-
schen den beden entlang der ǖ-Achse angeordneten Alﬀmnﬀmatomen en Maﬃmﬀm,
ﬂährend dese Poston m Fehlordnﬀngsmodell telﬂese mt Rﬀthenﬀm besetzt st ﬀnd
de Restdchte an desem Pﬀnt negatﬁe Werte annmmt. Weterhn st de Restdchte
m Fall des dealen Strﬀtﬀrmodells deﬀtlch strﬀtﬀrerter, besonders n der Nähe der
Alﬀmnﬀmposton ﬀnd n den Regonen zﬂschen den Atomlagen st postﬁe Restdch-
te zﬀ beobachten (sehe Abbldﬀng 5.5). Insgesamt st de Restdchte n hren Mnmal-
ﬀnd Maﬃmalﬂerten bem Fehlordnﬀngsmodell aﬀsgeglchen (−0,430 ǙÅ−3/0,424 ǙÅ−3),
ﬂährend das deale Strﬀtﬀrmodell zﬀ ener Restdchte ührt, deren Maﬃmﬀm enen
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(a) −0,407/0,275, RMSD = 0,103 (b) −0,430/0,424, RMSD = 0,126
Abbildung 5.5.: Diञerenzfourierkarten ǀ� − ǀ� mit Strukturfaktoren mit sin �� ≤ 0,8Å−1ür das ideale (links) und das fehlgeordnete Strukturmodell (rechts), Minimal- und Maxi-
malwerte, sowie RMSD in ǙÅ−3. Blaue Linien stellen negative Werte, rote positive dar2. Die
Nulllinie ist schwarz, der Abstand der Linien beträgt 0,05 ǙÅ−3.
gerngeren Absolﬀtﬂert aﬀfﬂest als das Mnmﬀm (−0,407 ǙÅ−3/0,275 ǙÅ−3). Das Raﬀ-
schen n der Restdchte des dealen Strﬀtﬀrmodells st gernger als das des Fehlord-
nﬀngsmodells (0,103 ǙÅ−3/0,126 ǙÅ−3).
De Berücschtgﬀng anharmonscher Schﬂngﬀngsparameter ﬂﬀrde ebenfalls gete-
stet, ührte edoch zﬀ Werten deﬀtlch ﬀnter ener Standardabﬂechﬀng, so dass anhar-
monsche E੖ete ﬀnter den be der Messﬀng herrschenden Bedngﬀngen aﬀsgeschlossen
ﬂerden önnen.
Im oberen Tel ﬁon Tabelle 5.6 snd de Postons- ﬀnd Schﬂngﬀngsparameter beder
Strﬀtﬀrmodelle aﬀfgeührt. Es treten ene sgn੗anten Abﬂechﬀngen ﬁon den Er-
gebnssen der Verfenerﬀng des sphärschen Modells mt SHELXL aﬀf ﬀnd aﬀch ﬀnter-
enander snd deWerte onsstent. De ﬁerfenerten Parameter desMﬀltpolmodells snd
n Tabelle 5.6 dargestellt. Bede Modelle ﬂesen m Rahmen der Standardabﬂechﬀngen
de glechen Parameterﬂerte aﬀf, ﬂas beﬀdetet, dass de Fehlordnﬀng nﬀr enen gerngen
En੘ﬀss aﬀf de Besetzﬀngen der Mﬀltpole aﬀsübt. Enzg de Popﬀlatonen der Alﬀmn-
ﬀmqﬀadrﬀpole zegen m Fehlordnﬀngsmodell enen lechten Trend zﬀ höheren Werten,
ﬂobe aﬀch dese Änderﬀngen m Rahmen der Standardabﬂechﬀngen legen. Des lässt
den Schlﬀss zﬀ, dass ene Fehlordnﬀng n desem gerngen Aﬀsmaß de Verfenerﬀng
2Be beden Karten schent de Symmetre der Raﬀmgrﬀppe ﬁerloren gegangen zﬀ sen. Es ﬂﬀrde aﬀf
ﬁerschedenen Wegen ﬁersﬀcht, deses Problem zﬀ beheben, ﬂas edoch ncht gelang. Das Problem
ﬂﬀrde schlﬀssendlch an de Aﬀtoren ﬁon XD ﬂetergeletet.
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Tabelle 5.6.: Verfeinerte Positions- und Auslenkungsparameter, sowie Multipolpopulatio-
nen ür beide Atome der beiden Strukturmodelle.
Ideale Strﬀtﬀr Fehlgeordnete Strﬀtﬀr
Parameter Rﬀ Al Rﬀ Alǫ ۙ 0,45369(2) ۙ 0,45369(2)Ǐ11 0,00165(1) 0,00252(4) 0,00166(1) 0,00256(4)Ǐ22 0,00132(1) 0,00262(3) 0,00132(1) 0,00265(3)Ǐ33 0,00090(1) 0,00204(3) 0,00089(1) 0,00206(3)Ǐ13 ۙ 0,00008(3) ۙ 0,00007(3)Ǌ��� 6,939(277) 3,252(368) 7,000(271) 3,252(368)Ǌ00 0,557(748) ۙ 0,734(726) ۙ� 1,001(11) 1,107(58) 1,001(10) 1,143(57)
Ladﬀng 0,504(1026) −0,252(368) 0,266(997) −0,132(346)
ƾ10 ۙ 0,226(114) ۙ 0,194(109)
ǋ20 −0,058(68) 0,132(166) −0,089(68) 0,204(166)ǋ22+ −0,121(64) 0,232(165) −0,127(63) 0,316(166)ǋ22− ۙ 0,025(115) ۙ −0,004(111)
ǉ30 ۙ 0,060(81) ۙ 0,003(78)ǉ32+ ۙ 0,106(88) ۙ 0,093(86)ǉ32− −0,040(50) −0,231(165) −0,039(50) −0,234(161)
ǂ40 0,456(53) 0,053(117) 0,450(53) 0,052(115)ǂ42+ 0,084(50) 0,133(112) 0,094(49) 0,148(112)ǂ42− ۙ −0,191(101) ۙ −0,181(99)ǂ44+ 0,117(46) 0,145(102) 0,103(46) 0,163(101)ǂ44− ۙ −0,050(74) ۙ −0,054(72)
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nach dem Mﬀltpolmodell ncht been੘ﬀsst.
5.2.3. Topologische Analyse
Da dasMﬀltpolmodell de Beschrebﬀng der Eletronendchteﬁertelﬀng n beden Strﬀ-
tﬀrmodellen gegenüber dem Modell sphärscher Atome ﬁerbessern onnte, ﬂﬀrde e-
ﬂels ene topologsche Analyse nach den Prnzpen der antentheore der Atome
n Moleülen dﬀrchgeührt. Zﬀnächst ﬂﬀrden rtsche Pﬀnte der Ladﬀngsdchte n
der pseﬀdoheﬃagonalen Ebene senrecht zﬀr Ǘ-Achse der Elementarzelle gesﬀcht. Zﬂ-
schen edem Paar benachbarter Atome n deser Ebene ﬂﬀrden rtsche Pﬀnte ﬁom
Typ (+3,-1) ۗ bndﬀngsrtsche Pﬀnte ۗ gefﬀnden, zﬀsätzlch de sch aﬀtomatsch er-
gebenden rngrtschen Pﬀnte. De zﬂete ﬀntersﬀchte Ebene steht, ﬂe beschreben,
senrecht zﬀ den pseﬀdoheﬃagonalen Schchten ﬀnd enthält de Rﬀthenﬀmposton so-
ﬂe deren nächste benachbarte Alﬀmnﬀmpostonen der nächsten Schcht. Zﬂschen
dem Rﬀthenﬀmatom ﬀnd desen beden Alﬀmnﬀmatomen ﬂﬀrden eﬂels bndﬀngs-
rtsche Pﬀnte gefﬀnden, ﬂährend de Alﬀmnﬀmatome benachbarter Schchten ncht
dﬀrch bndﬀngsrtsche Pﬀnte ﬁerbﬀnden snd, obﬂohl hr Abstand nﬀr 2,6Å beträgt.
Abbldﬀng 5.6 enthält de Traetorenplots der Ebenen ür bede Modelle ﬀnd zegt, dass
de resﬀlterenden Topologen nahezﬀ dentsch snd. Dﬀrch de Symmetre n der Strﬀ-
tﬀr ergeben sch ﬀnterschedlche Bndﬀngen, daher ﬂﬀrden de Alﬀmnﬀmatome mt
Ala ۗ Ald bezechnet. Dabe legen Ala, Alb ﬀnd Alc n der pseﬀdoheﬃagonalen Ebene. De
Bndﬀngen Rﬀ ۗ Alb ﬀnd Rﬀ ۗ Alc snd äqﬀﬁalent ﬀnd ﬀnterscheden sch n deser Ebene
nﬀr ﬁon Rﬀ ۗ Ala. In deser Ebene eﬃsteren de beden ﬀnterschedlchen Bndﬀngspfade
Ala ۗ Alb ﬀnd Alb ۗ Alc. Mt Ald snd de ﬁer nächsten Alﬀmnﬀm-Nachbarn des Rﬀthe-
nﬀms n den benachbarten Schchten bezechnet. Der Verglech der Charatersta der
bndﬀngsrtschen Pﬀnte (Tabelle 5.7) zegt, dass deren Werte ür bede Modelle nﬀr
gerngügge Unterschede aﬀfﬂesen, so dass nachfolgend de Verhältnsse m Idealmo-
dell dsﬀtert ﬂerden, de ür bede Modelle gültg snd.
Der ürzeste Abstand zﬀ Alﬀmnﬀmatomen n der Nachbarscha des Rﬀthenﬀms be-
steht zﬀ den ﬁer Ald-Postonen, ﬁon denen eﬂels en Paar n den benachbarten Schch-
ten ober- bzﬂ. ﬀnterhalb n Ǘ-Rchtﬀng legt. De Dchteﬂerte der bndﬀngsrtschen
Pﬀnte legen m Berech ﬁon 0,3 ǙÅ−3 ﬀnd damt m Berech anderer ﬀntersﬀchter Sy-
steme, de bndﬀngsrtsche Pﬀnte zﬂschen Metallatomen enthalten [12, 76]. De Ab-
stände der rtschen Pﬀnte zﬀ den geraden Verbndﬀngslnen zﬂschen den Atomen
snd mt maﬃmal 0,12Å gerng, ﬂas aﬀf ﬂeng gerümmte Bndﬀngspfade schleßen
lässt. Aﬀch de übrgen Kennzahlen der rtschen Pﬀnte ﬀnterscheden sch nﬀr ﬂeng
ﬁonenander, so dass sch de Wechselﬂrﬀngen zﬂschen den Rﬀthenﬀm- ﬀnd Alﬀm-
nﬀmatomen anhand topologscher Geschtspﬀnte ncht ﬀnterscheden lassen, obﬂohl
ﬀnterschedlche Abstände zﬂschen den Atomen ﬁorlegen.
Für de Alﬀmnﬀmposton ergeben sch neben den Wechselﬂrﬀngen mt den Rﬀ-
thenﬀmatomen aﬀch Bndﬀngen zﬀ dre Alﬀmnﬀmatomen n der pseﬀdoheﬃagonalen
Ebene, ﬂobe sch de beden ﬀnterschedlchen Bndﬀngsstﬀatonen Ala ۗ Alb ﬀnd Alb ۗ
Alc ergeben. We be den heteroatomaren Kontaten snd de beden Bndﬀngen anhand
der topologschen Mermale ncht zﬀ ﬀnterscheden. Des ﬂrd noch ﬁon den Laplace-
52
5.2. XD
(a) Pseﬀdoheﬃagonale Ebene (0 0 1/8), deale
Strﬀtﬀr
(b) Pseﬀdoheﬃagonale Ebene (0 0 1/8), fehlgeord-
nete Strﬀtﬀr
(c) Senrecht zﬀr Ǖǖ-Ebene (1 3 0), deale Strﬀtﬀr
(d) Senrecht zﬀr Ǖǖ-Ebene (1 3 0), fehlgeordnete Strﬀtﬀr
Abbildung 5.6.: Trajektorien und kritische Punkte der Elektronendichte in RuAl2
jeweils mit der idealen bzw. fehlgeordneten Strukturbeschreibung. Bindungskriti-
sche Punkte sind blau, ringkritische Punkte grün markiert. Die Lage der Ebenen
entspricht der Darstellung in Abbildung 5.4.
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(c) Al� ۗ Al�, fehlgeordnet
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(d) Al� ۗ Al�, fehlgeordnet
Abbildung 5.7.: Proटle des Dichte-Laplace entlang der Bindungspfade zwischen Alumini-
umatomen in der pseudohexagonalen Ebene. Auf der linken Seite sind jeweils die Daten ür
die Bindungen Ala – Alb, auf der rechten die ür die Bindung Alb – Alc aufgetragen. Die
oberen Abbildungen gehören zum idealen Strukturmodell, die unteren zum fehlgeordneten.
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Tabelle 5.7.: Charakteristika der bindungskritischen Punkte, abgeleitet aus dem idealen
(oben) bzw. fehlgeordneten (unten) Strukturmodell.
Bndﬀng ǘ n Å ǘ�� n Å � n ǙÅ−3 ∇2� n ǙÅ−5 �1 �2 �3 � |�1 |/�3
Rﬀ ۗ Al� 2,6267(2) 0,0 0,265 0,733 −1,08 −0,30 2,11 2,63 0,51
Rﬀ ۗ Al� 2,7247(2) 0,16133 0,319 0,999 −1,29 −0,55 2,84 1,32 0,45
Al� ۗ Al� 2,6705(2) 0,06950 0,257 −0,170 −0,96 −0,41 1,20 1,36 0,80
Al� ۗ Al� 2,7380(3) 0,03378 0,343 −0,291 −1,30 −0,45 1,47 1,88 0,88
Rﬀ ۗ Al� 2,5697(1) 0,02549 0,291 0,654 −1,22 −0,51 2,38 1,38 0,51
Bndﬀng ǘ n Å ǘ�� n Å � n ǙÅ−3 ∇2� n ǙÅ−5 �1 �2 �3 � |�1 |/�3
Rﬀ ۗ Al� 2,6267(2) 0,0 0,320 0,786 −1,40 −0,58 2,77 1,40 0,51
Rﬀ ۗ Al� 2,7247(2) 0,12604 0,328 1,230 −1,39 −0,60 3,22 1,30 0,43
Al� ۗ Al� 2,6705(2) 0,05206 0,279 −0,120 −1,15 −0,37 1,40 2,11 0,82
Al� ۗ Al� 2,7380(3) 0,02403 0,344 −0,159 −1,36 −0,41 1,61 2,30 0,85
Rﬀ ۗ Al� 2,5697(1) 0,03758 0,259 0,801 −1,13 −0,42 2,35 1,72 0,48
Pro੗len der Bndﬀngspfade n Abbldﬀng 5.7 ﬀnterstrchen, de enen nahezﬀ glechen
Verlaﬀf aﬀfﬂesen. Ebenfalls m glechen Berech ﬁon ≈0,3 ǙÅ−3 legen de Dchteﬂerte
an den bndﬀngsrtschen Pﬀnten. Aﬀällg st, dass zﬂschen Alﬀmnﬀmatomen be-
nachbarter Schchten ene bndﬀngsrtschen Pﬀnte aﬀreten, obﬂohl der Abstand
Ala ۗ Ald ürzer st als de beden Abstände nnerhalb der Schcht.
De n Tabelle 5.6 angebenen Ladﬀngen ﬂﬀrden mt Hlfe des Programms XDGEOM
aﬀs den Mﬀltpolpopﬀlatonen berechnet. Aﬀf Grﬀnd der allgemen hohen Standardab-
ﬂechﬀngen snd aﬀch de Fehler deser Ladﬀngsﬂerte sehr hoch, so dass dese ncht
zﬀ ener zﬀﬁerlässgen Aﬀssage herangezogen ﬂerden önnen. Es ﬂﬀrde daher der Ver-
sﬀch ﬀnternommen, de Ladﬀng der Atome dﬀrch de Integraton der Eletronendchte
zﬀ ermeln. Dazﬀ ﬂﬀrde das Programm XDPROP mt ﬀnterschedlchen Parametern
ﬁerﬂendet. Für das Rﬀthenﬀmatomﬂﬀrden aﬀf deseWese Eletronenzahlen zﬂschen
42 ﬀnd napp 44 bererchnet ﬀnd ür das Alﬀmnﬀmatom ﬀngeähr 13. Bede Werte ﬂe-
chen aﬀm ﬁon der Eletronenzahl der Elemente m ﬀngeladenen Zﬀstand ab, es st en
Untersched zﬂschen den beden Modellen festzﬀstellen. Fehlerabschätzﬀngen snd ür
dese Größen ncht ﬁerügbar. De Aﬀtoren ﬁon XDPROP schlagen ﬁor, dass das Inte-
gral des Lagrange der Dchte als Indator ür de Güte der Integraton herangezogen
ﬂerden ann. Deser Wert sollte m Idealfall 0 sen, nach dem Handbﬀch aber aﬀf eden
Fall m Berech ﬁon 10−4 aﬀ. legen. Bem Alﬀmnﬀm st deser Wert mt ca. 10−2 berets
überschren, bem Rﬀthenﬀm snd sogar Werte ﬀm 1 anzﬀtre੖en.
An deser Stelle st o੖enbar n desem Fall de Grenze der eﬃpermentellen Metho-
de errecht, da be der Integraton ene zﬀﬁerlässgen Ergebnsse erzelt ﬂerden. Von
Professor Jﬀr Grn ﬂﬀrde freﬀndlcherﬂese ene nach der LMTO-Methode berechnete
Dchte zﬀr Verügﬀng gestellt, deren Topologe gemensammt der eﬃpermentellen ﬁer-
glchen ﬂﬀrde. Grﬀndsätzlche Egenschaen ﬂe Lage ﬀnd Art der bndﬀngsrtschen
Pﬀnte soﬂe deren Dchteﬂerte stmmen demnach gﬀt überen. De theoretsche Dchte
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ﬂﬀrde mt dem Programm DGrd [77] n topologsche Atome parttonert ﬀnd de La-
dﬀngen deser ntegrert. Demnach st en endeﬀtger Ladﬀngsübertrag ﬁon Alﬀmnﬀm
zﬀ Rﬀthenﬀm zﬀ erﬂarten, ﬂobe dem Rﬀthenﬀm 47 Eletronen zﬀgeordnet ﬂerden
ﬀnd dem Alﬀmnﬀm eﬂels 11,5. Des entsprcht eher den Erﬂartﬀngen anhand der
Eletronegatﬁtäten nach Paﬀlng, de ür Rﬀthenﬀm höher st als ür Alﬀmnﬀm.
Um ene Fehlentschedﬀng be derWahl des Datensatzes aﬀszﬀschleßen, ﬂﬀrden aﬀch
anhand der übrgen Datensätze Verfenerﬀngen des Mﬀltpolmodells dﬀrchgeührt. Al-
lerdngs traten entﬂeder m Verlaﬀf der Verfenerﬀng oder be der topologschen Analy-
se Probleme aﬀf. So ﬂﬀrden bespelsﬂese negatﬁe Dchten oder sehr star gerümm-
te Bndﬀngspfade, soﬂe fehlende bndﬀngsrtsche Pﬀnte oder zﬀsätzlche rtsche
Pﬀnte an ﬀnerﬂarteten Postonen festgestellt. En Bespel ür dese Beobachtﬀng st
n Abbldﬀng 5.8 dargestellt. Es zegt sch, dass der aﬀf Grﬀnd der altätsndatoren
ﬀnd den Ergebnssen der Strﬀtﬀrﬁerfenerﬀng mt SHELXL geﬂählte Datensatz ﬁon al-
len ﬁer ﬀntersﬀchten am besten ür de Verfenerﬀng mt dem Mﬀltpolmodell geegnet
st.
Abbildung 5.8.: Trajektorieplot einer problematischen Verfeinerung an einem der anderen
Datensätze. Es fehlen bindungskritische Punkte (blau), stadessen treten ungewöhnliche
kritische Punkte des Typs (+3,+3) (magenta), sowie ringkritische Punkte (grün) an sehr un-
wahrscheinlichen Positionen auf.
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Der erste Tel der ﬁorlegenden Arbet ﬀmfasst de Reonstrﬀton der Eletronendchte
ﬁon RﬀAl2 aﬀs eﬃpermentell erlangten Röntgenbeﬀgﬀngsdaten.Dazﬀ ﬂﬀrden Krstalle ﬁon RﬀAl2 mt dem Schmelz੘ﬀssﬁerfahren ﬀnter Ensatz ﬁonZnn als Flﬀssmel gezüchtet. De so geﬂonnenen Proben enthelten Krstalle ﬀnter-
schedlcher Größe. Nach denmetallographschen Untersﬀchﬀngen erﬂesen sch gerade
lenere Eﬃemplare, deren Abmessﬀngen m ür de dﬀrchzﬀührenden Beﬀgﬀngseﬃpe-
rmente angestrebten Berech ﬁon 50 μm ﬀnd darﬀnter lagen, als fre ﬁon Nebenphasen,
Enschlüssen ﬀnd Hohlräﬀmen. Das Flﬀssmel ﬂrd ncht n de Strﬀtﬀr engebaﬀt.
Das Verhältns ﬁon Rﬀthenﬀm ﬀnd Alﬀmnﬀm n den so synthetserten Proben ﬂﬀrde
mels EDXS ﬀnd WDXS bestmmt ﬀnd legt sehr nahe an der dealen Zﬀsammenset-
zﬀng RﬀAl2, ﬂas n Enlang mt früheren Ergebnssen steht, be denen ene messbarePhasenbrete gefﬀnden ﬂerden onnte.
De Krstallqﬀaltät ﬂﬀrde anhand enes Bespelrstalls ﬀnd der Messﬀng mt MoK�-Strahlﬀng als aﬀsrechend ür ﬂeterührende Eﬃpermente beﬀrtelt. Das Streﬀﬁermö-
gen bs zﬀ den höchsten be desen Vorﬁersﬀchen betrachteten Wneln deﬀtete daraﬀf
hn, dass Krstalle entsprechender Größe sehr gﬀt geordnet snd ﬀnd be sorgältger
Aﬀsﬂahl ﬀnd Montage ür de Geﬂnnﬀng hochqﬀaltatﬁer Datensätze herangezogen
ﬂerden önnen. Daür sprach aﬀch das Ergebns der Strﬀtﬀrﬁerfenerﬀng anhand de-
ses Testdatensatzes, de berets zﬀ sehr nedrgen ǌ-Werten ührte.
Im Anschlﬀss ﬂﬀrde en Beﬀgﬀngseﬃperment be ener Temperatﬀr ﬁon 25K an enem
deﬀtlch leneren Krstall am Synchrotron dﬀrchgeührt. DeMessﬀng be tefen Tempe-
ratﬀren st snnﬁoll, da de thermsche Beﬂegﬀng der Atome aﬀf dese Wese mnmert
ﬂrd ﬀnd de statschen Komponenten zﬀr Beschrebﬀng der Strﬀtﬀr ncht so star ﬁon
deser been੘ﬀsst ﬂerden. Weterhn st be tefen Temperatﬀren de thermsch-d੖ﬀse
Streﬀﬀng gernger, de de Intenstät der Braggre੘eﬃe ﬁerälschen ﬀnd deren Trennﬀng
ﬁom Untergrﬀnd erschﬂeren ann.
En ﬂeteres ﬂchtges Argﬀment ür de Nﬀtzﬀng ﬁon Synchrotronstrahlﬀng legt n
den Lmterﬀngen, de ﬁon den m Labor ﬁerügbaren charaterstschen Wellenlängen
aﬀsgehen. Im Falle ﬁonMoK� st de möglche Aﬀ੘ösﬀng ncht aﬀsrechend, so dass nchtgenügend Re੘eﬃe ür ene zﬀﬁerlässge Ladﬀngsdchtebestmmﬀng gesammelt ﬂerden
önnen. Während deser Nachtel be AgK� ncht besteht, ﬂest de Strahlﬀng deserWellenlänge den Nachtel aﬀf, nah an der Absorptonsante ﬁon Rﬀthenﬀm zﬀ legen,
so dass es zﬀ staren Flﬀoreszenze੖eten ommt. Mt der am Synchrotron ﬁerügba-
ren Strahlﬀng mt ener Wellenlänge ﬁon 0,41328Å ﬂﬀrden bede Probleme ﬀmgangen.
Es ﬂﬀrden Daten bs zﬀ ener Aﬀ੘ösﬀng ﬁon 0,3Å gesammelt, de aﬀch n der höch-
sten Aﬀ੘ösﬀngsschale ene sehr hohe Redﬀndanz, soﬂe über den ganzen Aﬀ੘ösﬀngs-
berech eﬃzellente Güteﬂerte aﬀfﬂesen. De Daten der glechen Images ﬂﬀrden aﬀf ﬁer
ﬁerschedene Arten redﬀzert, so dass ür de nachfolgenden Untersﬀchﬀngen ﬁer ﬁer-
schedene Datensätze zﬀr Verügﬀng standen.
Das aﬀs der Lteratﬀr beannte Strﬀtﬀrmodell ﬁon RﬀAl2ﬂﬀrde anhand der DatenmtSHELXL ﬁerfenert. Dabe onnte gezegt ﬂerden, dass de Eﬃtnton soﬂet redﬀzert
ﬂerden onnte, dass se n den Strﬀtﬀrﬁerfenerﬀngen m Rahmen der Standardabﬂe-
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chﬀngen ncht nachﬂesbar ﬂar. Des st aﬀf de geﬂählte Synthesemethode, de de Her-
stellﬀng sehr lener Krstalle erlaﬀbte, ﬀnd de ﬁerﬂendete Strahlﬀng zﬀrüczﬀühren.
Trotz sehr gernger ǌ-Werte der Verfenerﬀng leßen sch n den D੖erenzfoﬀrerarte
Hnﬂese aﬀf ene möglche Fehlordnﬀng feststellen. De Fehlordnﬀng ann, ﬂe zﬀﬁor
beschreben, so aﬀfgefasst ﬂerden, dass be der Abfolge der Schchten entlang der [0 0
1]-Rchtﬀng de Stapelfolgen ABCD des TS2-Strﬀtﬀrtyps ﬀnd AB des MoS2-Typs mt-enander onﬀrreren. Während der Großtel der Strﬀtﬀr dem Mﬀster des TS2-Typsfolgt, eﬃstert en gernger Antel ﬁon ﬀngeähr 0,34(3)%, ﬂelcher nach dem Vorbld
des MoS2-Typs aﬀfgebaﬀt st. Des ﬂﬀrde so modellert, dass en zﬀsätzlches Rﬀthen-ﬀmatom an der Poston (1/8 1/8 5/8) engeührt ﬂﬀrde. Deses Modell ührte zﬀ nochmals
ﬁerbesserten Gütefatoren n der Strﬀtﬀrﬁerfenerﬀng, soﬂe aﬀsgeglchenen Mnmal-
ﬀnd Maﬃmalﬂerten n der Resteletronendchte, deren Postonen sch n ﬀnmelba-
rer Nähe des Rﬀthenﬀmatoms be੗nden, ﬂe es be Strﬀtﬀren mt schﬂeren Atomen
üblch st. De Verﬂandtscha der Strﬀtﬀrtypen st aﬀs der Lteratﬀr beannt ﬀnd de
analoge Osmﬀmﬁerbndﬀng OsAl2 rstallsert m MoS2-Typ, so dass de Fehlordnﬀngphysalsch plaﬀsbel st. Aﬀällg st aﬀch, dass Obroﬂs be senen frühen Untersﬀ-
chﬀngen des Phasendagramms ene tetragonale Strﬀtﬀr ür RﬀAl2 angbt. Des st aﬀchn Strﬀtﬀrdatenbanen zﬀ ੗nden, onnte aber n ener späteren Arbet reprodﬀzert
ﬂerden.
Anschleßend ﬂﬀrde ﬁersﬀcht, de Eletronendchte genaﬀer mt Hlfe des Mﬀltpol-
modells zﬀ beschreben ﬀnd anhand der glechen Daten zﬀ ﬁerfenern. Das Mﬀltpol-
modell ührte zﬀ ﬂesentlch ﬁerbesserten D੖erenzfoﬀrerarten, de m Berech der
Atompostonen nahezﬀ ene Featﬀres mehr aﬀfﬂesen. Daraﬀs ann gefolgert ﬂer-
den, dass de Eletronendchteﬁertelﬀng aﬀf dese Wese zﬀfredenstellend beschreben
ﬂerden onnte. Be der topologschen Analyse onnten grﬀndsätzlche Mermale der
theoretsch berechneten Dchte nachﬁollzogen ﬂerden. Für ene detallerte Interpreta-
ton m Snne ener Zﬀordnﬀng bestmmter Bndﬀngstypen snd edoch de Zahlenﬂerte
sämtlcher Charatersta der bndﬀngsrtschen Pﬀnte zﬀ len ﬀnd aﬀf Grﬀnd der
Standardabﬂechﬀngen der Mﬀltpoloeਖ਼zenten mt zﬀ hoher Unscherhet behaet,
so dass dese Erenntnsse aﬀs erﬂeterten qﬀantenchemschen Rechnﬀngen geﬂonnen
ﬂerden müssen. Allerdngs ann anhand des Aﬀretens der bndﬀngsrtschen Pﬀnte
ene Aﬀssage getro੖en ﬂerden, an ﬂelchen Stellen der Strﬀtﬀr bndende Wechselﬂr-
ﬀngen ﬁorhanden snd.
Dabe snd, ﬂe aﬀch n der Lteratﬀr ﬁorhergesagt [56], nnerhalb der pseﬀdoheﬃa-
gonalen Schchten de mesten Wechselﬂrﬀngen zﬀ beobachten. Soﬂohl Rﬀthenﬀm-
als aﬀch Alﬀmnﬀmatome ﬂesen zﬀ allen sechs Nachbarn bndende Wechselﬂrﬀn-
gen aﬀf. Zﬂschen den Schchten treten edoch aﬀsschleßlch heteroatomare Bndﬀngen
aﬀf, obﬂohl de Alﬀmnﬀm-Alﬀmnﬀm-Abstände n deser Rchtﬀng deﬀtlch ürzer
snd als nnerhalb der Schchten. Ähnlche Phänomene ﬂﬀrden aﬀch n anderen nter-
metallschen Systemen mt Elementen der dren Haﬀptgrﬀppe beobachtet [78]. Somt
ührt de Interpretaton der Ergebnsse zﬀ enem Strﬀtﬀrmodell ﬁon RﬀAl2, das n Ab-bldﬀng 5.9 gezegt st ﬀnd aﬀs Schchten aﬀfgebaﬀt st, de ﬁon Rﬀthenﬀm-Alﬀmnﬀm-
Wechselﬂrﬀngen zﬀsammengehalten ﬂerden.
Während der Verfenerﬀng der Strﬀtﬀrmodelle zegte sch, dass trotz der gﬀten globa-
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len altät der Datensätze o੖enbar enge Schﬂergeten be der orreten Bestm-
mﬀng der schﬂachen Intenstäten aﬀraten, ﬂas be eder Strﬀtﬀrﬁerfenerﬀng ene
elle ür systematsche Fehler sen ann. Be Überlegﬀngen, ﬂe dese systematschen
Fehler ﬁermeden ﬀnd glechzetg zﬀällge Fehler mnmert ﬂerden önnen ﬂﬀrde de
Planﬀng der Datensammlﬀng als en möglcher Ansatzpﬀnt dent੗zert. De genaﬀe
Umsetzﬀng deser Überlegﬀngen folgen nﬀn m zﬂeten Tel der Arbet.
Abbildung 5.9.: Überarbeitete Kristallstruktur von RuAl2. Rutheniumatome sind grau dar-
gestellt, Aluminiumatome blau. Al – Al-Bindungen sind blau, Ru – Al-Bindungen grau.
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6. Einführung
Datensammlungsstrategien
6.1. Definitionen
En Röntgenbeﬀgﬀngseﬃperment am Enrstall ﬂrd ﬁon ﬁelen Parametern been੘ﬀsst,
ﬁon denen de mesten ﬂähl- oder been੘ﬀssbar snd ﬀnd ﬁor allem ﬁon der ﬀntersﬀchten
Probe aber aﬀch ﬁom engesetzten D੖ratomter abhängen. De Wahl deser Parameter
ﬂrd o ﬀnter dem Begr੖ Messstrategie zﬀsammengefasst ﬀnd ann ﬁon der Aﬀsﬂahl
des Krstalls über de ﬁerﬂendete Strahlﬀng, eﬁentﬀell engesetzte Temperatﬀrprogram-
me bs zﬀr Wahl des Detetors alles ﬀmfassen [79ۗ82].
Im Rahmen deser Arbet soll edoch ene sehr ﬁel engere De੗nton des Begr੖s ge-
tro੖en ﬂerden, nach der als Messstratege de Abfolge ﬁon Gonometerbeﬂegﬀngen be-
zechnet ﬂrd, de be der Messﬀng enes Krstalls zﬀ enem Datensatz mt ﬁorher fest-
gelegten Egenschaen ührt.
De Messstratege ﬂrd geﬂählt, nachdem de Elementarzelle bestmmt ﬂﬀrde, edoch
ﬁor der egentlchen Datensammlﬀng. Somt st ede Methode zﬀr Bestmmﬀng der Stra-
tege aﬀf bestmmte Informatonen über de Probe beschränt, de zﬀ desem Zetpﬀnt
zﬀr Verügﬀng stehen. Es handelt sch dabe ﬀm de Orenterﬀngsmatrﬃ, ene etﬂage
Zentrerﬀng des Gers ﬀnd de Pﬀnt- oder Laﬀegrﬀppe der Strﬀtﬀr. Re੘eﬃntenstä-
ten oder Strﬀtﬀrmodelle snd n desem Stadﬀm des Eﬃperments n der Regel ncht
ﬁorhanden ﬀnd entzehen sch somt ener Nﬀtzﬀng.
Im folgenden ﬂerden de Möglcheten, ene Messstratege zﬀ ermeln grob n zﬂe
Kategoren engetelt, soﬂe deren Vor- ﬀnd Nachtele ﬀrz erläﬀtert.
6.2. Universelle Messstrategien
De enfachste Möglchet ene Festlegﬀng darüber zﬀ tre੖en, ﬂe gemessen ﬂerden
soll st de Erarbetﬀng ener ۢﬀnﬁersellen Messstratege .۠ Daür ﬂrd ene Sere ﬁon
Gonometerbeﬂegﬀngen (o als ۢScans ,۠ ۢRﬀns۠ oder ۢSchﬂens۠ bezechnet) festge-
legt, mt ﬂelcher alle Proben gemessen ﬂerden. O baseren dese Scans aﬀf der Erfah-
rﬀng, dass so gesammelte Daten bs zﬀ ener bestmmten Aﬀ੘ösﬀng geﬂsse Krteren
erüllen, bespelsﬂese ene geﬂsse Vollständget oder Redﬀndanz ergeben. Im Fal-
le nedrger Symmetre ﬂerden dese Scanlsten dann zﬀm Tel erﬂetert, so dass aﬀch
dann de Krteren erüllt ﬂerden. Natürlch ann deses Vorgehen aﬀsschleßlch prat-
zert ﬂerden, ﬂenn en Flächendetetor engesetzt ﬂrd, da deser enen großen Berech
des rezproen Raﬀms zﬀr glechen Zet erfassen ann, ﬂährend be Verﬂendﬀng enes
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Pﬀntdetetors Krstall ﬀnd Detetor ohnehn ür de Messﬀng edes Re੘eﬃes dezdert
postonert ﬂerden mﬀss ﬀnd somt ene allgemen gültgen Scans eﬃsteren.
Häﬀ੗g ommt deser Ansatz zﬀm Ensatz, ﬂenn große Mengen ﬁon Roﬀtnemessﬀn-
gen anfallen, be denen ncht erforderlch st, dass de erhaltenen Datensätze spezelle
Egenschaen bestzen. Der Haﬀptﬁortel besteht darn, dass ncht ür ede Probe Berech-
nﬀngen aﬀsgeührt ﬂerden müssen, da de Stratege nﬀr en mal be der Anscha੖ﬀng des
Geräts festgelegt ﬂerden mﬀss, de Entschedﬀng ﬂe gemessen ﬂrd, ällt demnach sehr
schnell ﬀnd ührt ncht zﬀ ener Verzögerﬀng m Betrebsablaﬀf. Weterhn st genaﬀ be-
annt, ﬂe sch das Gerät be der Aﬀsührﬀng der geﬂählten Beﬂegﬀngen ﬁerhält ﬀnd
Probleme ﬂe Kollsonen snd aﬀsgeschlossen.
Allerdngs ﬂest de Methode aﬀch enge Nachtele aﬀf. Im Allgemenen ﬂerden de
Gegebenheten der onret ﬀntersﬀchten Proben ﬂeng oder gar ncht berücschtgt.
So ann zﬀm Bespel en ﬀngünstg orenterter Krstall mt den geﬂählten Scans zﬀ
enem ﬀnﬁollständgen Datensatz ühren, ﬂas ene ﬂetere nachträglche Datensamm-
lﬀng erforderlch machen ﬂürde. Dabe ﬂrd en zﬂeter Nachtel der Unﬁersalstratege
deﬀtlch, hre schﬂerge Erﬂeterbaret. Fehlen n enem Datensatz enge ﬂenge Re-
੘eﬃe st es zetaﬀfﬂendg mt Versﬀch ﬀnd Irrtﬀm ﬂetere Messﬀngen ﬁorzﬀnehmen bs
aﬀch de fehlenden Re੘eﬃe erfasst ﬂﬀrden.
Somt trो de Methode aﬀf hre Grenzen, sobald besondere Anforderﬀngen an enen
Datensatz bestehen. Se st ncht n der Lage de Messﬀng an onrete Probleme oder
Fragestellﬀngen anzﬀpassen, so dass sch de Notﬂendget ür ene alternatﬁe Proze-
dﬀr aﬀtomatsch ergbt.
6.3. Strategieberechnung
Enen zﬂeten Ansatz stellt de ür ede Probe enzeln aﬀsgeührte Strategeberechnﬀng
dar, n der Regel mt Hlfe enes Compﬀters. Be der Verﬂendﬀng enes Pﬀntdetetors
snd Berechnﬀngen zﬂngend notﬂendg, da de Gonometerﬂnel ür eden Re੘eﬃ n-
dﬁdﬀell engestellt ﬂerden müssen. Da n desem Fall edoch de Fahrﬂege des Gono-
meters enen Großtel der gesamtenMesszet aﬀsmachen st es snnﬁoll, dese Fahrzeten
zﬀ mnmeren ﬀnd enen optmalen Weg zﬀ ੗nden, ﬀm Zet zﬀ sparen.
Dese Aﬀfgabe, de sch n abgeﬂandelter Form aﬀch bem Ensatz enes Flächenzählers
ﬂeder੗ndet, lässt sch aﬀf das gﬀt erforschte Problem des Handlungsreisenden [83] zﬀ-
rücühren. Dese Aﬀfgabe gehört zﬀr Klasse der NP-ﬁollständgen (nchtdetermnstsch
polynomalzetlch) Probleme, ür de ﬁermﬀtlch en eਖ਼zenter Lösﬀngsalgorthmﬀs
eﬃstert. Damt mﬀss zﬀr Lösﬀng des Problems mmer en Näherﬀngsﬁerfahren enge-
setzt ﬂerden, allerdngs ﬂerden desemt stegender Problemgröße schnell neਖ਼zent. Es
st somt zﬀ erﬂarten, dass ndﬁdﬀelle Strategeberechnﬀngen ﬀnter Umständen ﬁel Re-
chenaﬀfﬂand m Vorfeld enes Eﬃperments ﬁerﬀrsachen. Da ene Übertragbaret zﬂ-
schen ﬀnterschedlchen Messﬀngen ncht geﬂährlestet st, mﬀss ede Probe ndﬁdﬀell
behandelt ﬂerden. Daﬀern de Berechnﬀngen zﬀ lange, ergbt sch demnach en graﬁe-
render Nachtel gegenüber der Methode der Unﬁersalstratege bezüglch der nsgesamt
aﬀfzﬀﬂendenden Bearbetﬀngszet ür ene Probe.
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Selbstﬁerständlch betet de ndﬁdﬀelle Strategerechnﬀng aﬀch Vortele. So lassen
sch, Modellerﬀng ﬁon Kollsonsbedngﬀngen ﬁoraﬀsgesetzt, de Beﬂegﬀngsmöglch-
eten des Gonometers deﬀtlch besser aﬀsnﬀtzen, ﬂas de Messﬀng ﬀngünstg oren-
terter Proben ermöglcht. Weterhn önnen de Anforderﬀngen an resﬀlterende Da-
tensätze be der Messﬀng berücschtgt ﬂerden, ﬂenn bespelsﬂese ene bestmmte
Redﬀndanz erforderlch st. De Ergänzﬀng ﬁon gemessenen Datensätzen mels Ver-
sﬀch ﬀnd Irrtﬀm entällt damt.
An deser Stelle soll en onret n der Praﬃs aﬀfgetretenes Bespel betrachtet ﬂer-
den. Es soll en ﬁollständger Datensatz ür enen nadelörmgen Krstall der Pﬀntgrﬀp-
pe Ǌ622 mt sehr lenen Gerparametern (Ǖ = 3,649Å, Ǘ = 3,876Å) gemessen ﬂerden.
Bs zﬀr maﬃmal deteterbaren Aﬀ੘ösﬀng snd ledglch 61 symmetreﬀnabhängge Re-
੘eﬃe ﬁorhanden. Allerdngs handelt es sch ﬀm ene lﬀemp੗ndlche Sﬀbstanz, de ﬀnter
Schﬀtzgas n ene arzglasapllare engeschmolzen ﬂerden mﬀss, so dass de Oren-
terﬀng des Krstalls zﬀm Gonometer ncht ohne ﬂeteres fre ﬂählbar st. Das Strate-
geprogramm des D੖ratometerherstellers am dabe zﬀ ener Lösﬀng mt 6 Scans (mt
nsgesamt über 2000 Images), ﬂobe allerdngs zﬂe Re੘eﬃe be nedrgen Wneln feh-
len ۗ be nﬀr 61 Re੘eﬃen snd des 4 %. Es zegt sch, dass aﬀch lene Elementarzellen
hochsymmetrscher Strﬀtﬀren mt ener gerngen Anzahl ﬀnabhängger Re੘eﬃe große
Heraﬀsforderﬀngen an de Berechnﬀng ener geegneten Messstratege stellen önnen
ﬀnd de Verügbaret eਖ਼zenter Strategeprogramme dﬀrchaﬀs aﬀch ür ﬁermentlch
enfache Aﬀfgaben releﬁant sen ann.
6.4. Existierende Programme
De stetg stegende Lestﬀng ﬁon Compﬀtern ﬀnd das Aﬀommen aﬀtomatscher Df-
fratometer set der zﬂeten Häle des 20. Jahrhﬀnderts ermöglchte de Entﬂclﬀng
mmer ompleﬃerer Programme zﬀr Strategeberechnﬀng [84, 85]. Besonders n den be-
den letzten Jahrzehnten, dﬀrch de ostengünstge ﬀnd ੘ächendecende Verügbaret
ﬁon Rechenlestﬀng aﬀch n D੖ratometrelaboren, entstanden etlche ﬀnterschedlche
Lösﬀngen.
Heﬀte enthalten de ﬁon den D੖ratometerherstellern mtgeleferten Programmpa-
ete zﬀr Gerätesteﬀerﬀng ﬀnd Datensammlﬀng aﬀsnahmslos aﬀch Strategemodﬀle. Se
snd so aﬀsgelegt, dass se aﬀf en bretes Spetrﬀm ﬁon Proben (Krstalle lenerMoleü-
le, Festörper, Protene) angeﬂendet ﬂerden önnen. Es ommen dabe ﬀnterschedlche
Berechnﬀngsﬁerfahren zﬀm Ensatz, n de edoch n der Regel ene Enscht genommen
ﬂerden ann. Veränderﬀngen m Berechnﬀngsmodﬀs snd o nﬀr engeschränt mög-
lch, de Kontrolle über das Ergebns st begrenzt.
Dese Tatsache st darn ﬂdergespegelt, dass mmer ﬂeder ﬀnabhängge Lösﬀngen
entﬂcelt ﬂﬀrden, de bestmmte Probleme n Angr੖ nehmen oder andere Methoden
ﬀmsetzen, de ﬁorher technsch schﬂer ﬀmzﬀsetzen ﬂaren. En solches Bespel st das
Programm LATTICEPATCH [86], das ﬁersﬀcht das Strategeproblem gra੗sch zﬀ lösen
ﬀnd de Nﬀtzernteraton n den Vordergrﬀnd zﬀ rücen. Es bedent sch den zﬀm Ver-
ö੖entlchﬀngszetpﬀnt (1989) neﬀ aﬀommendenMöglcheten der 3D-Gra੗. In de-
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sem Zﬀsammenhang st aﬀch RSPACE [87] zﬀ nennen, das aﬀf ähnlchen Prnzpen aﬀf-
gebaﬀt st.
Das Programm STRAT [88] (1993) benﬀtzt de Rechenlestﬀng damalger moderner
Compﬀter, ﬀm aﬀs ﬁorgegegeben �-Gonometerschﬂens be ﬀnterschedlchen �- ﬀnd�-Werten de eਖ਼zenteste Kombnaton zﬀr Datensammlﬀng zﬀ ermeln. Dabe om-
men Näherﬀngen zﬀm Ensatz, de das Rechenproblem ﬁor allem ür große Elementar-
zellen (ﬀnd der daraﬀs resﬀlterenden hohen Re੘eﬃzahl) ﬁerenfachen. Aﬀs dem Feld der
maromoleﬀlaren Krstallogra੗e stammt das Programm DCS [89], das dret n das
MADNES-System [85] ntegrert st ﬀnd ﬁersﬀcht, möglchst ﬀrze Schﬂenbereche zﬀ
੗nden, de zﬀ enem ﬁollständgen Datensatz ühren.
Aﬀch spezelle Geometren ﬀnd Probleme an Synchrotron-Beamlnes n Verbndﬀng
mt Protenrstallen ﬂﬀrden n Angr੖ genommen, ﬂe dﬀrch das Programm STRATE-
GY [90] (1997) oder BEST [91, 92] (2003, 2006), das ﬁersﬀcht dﬀrch den Ensatz statst-
scher Modelle Strahlenschäden an gemessenen Krstallen zﬀ mnmeren ﬀnd de Daten-
sammlﬀng dahngehend zﬀ optmeren.
De Entﬂclﬀng neﬀer Soﬂare setzt sch n der Gegenﬂart fort (zﬀmBespel Crystal-
Plan [93], 2011). Des st en Zechen daür, dass neﬀe Anforderﬀngen, Zele ﬀnd Ent-
ﬂclﬀngen be der Gerätehardﬂare soﬂohl Hersteller als aﬀch Betreber dazﬀ zﬂngen,
neﬀe ﬀnd ੘eﬃble Ansätze zﬀ ੗nden, de das Strategeproblem eਖ਼zent ﬀnd befredgend
lösen önnen.
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7.1. Auswahl eines Optimierungsverfahrens
Im ﬁorhergen Abschn ﬂﬀrde berets erﬂähnt, dass sch de be der Strategeberech-
nﬀng zﬀ lösende Aﬀfgabe aﬀf das Problem des Handlﬀngsresenden zﬀrücühren lässt,
ﬂelches zﬀ den NP-schﬂergen Aﬀfgaben gehört. Um de Problemgröße zﬀ ﬁerdeﬀtl-
chen, soll en Bespel herangezogen ﬂerden. Angenommen es soll en Datensatz mt
ener ﬁorgegebenen Anzahl ﬁon Re੘eﬃen gesammelt ﬂerden, de der Enfachhet hal-
ber n enem Aﬀ੘ösﬀngsberech legen, so dass der Detetor ncht beﬂegt ﬂerden mﬀss
ﬀnd ene Rotaton des Krstalls ﬀm 180° n Schren ﬁon 1° aﬀsrecht, ﬀm dese Daten
zﬀ sammeln ﬂenn der Krstall rchtg orentert st. Weterhn steht en Gonometer mt
dre beﬂeglchen Achsen �, � ﬀnd � zﬀr Verügﬀng, deren mnmale Schrﬂete 1° be-
tragen soll, ﬂobe � als Rotatonsachse dent. Mt den beden anderen Achsen soll der
Krstall so postonert ﬂerden, dass de beschrebene Rotaton den erforderlchen Da-
tensatz prodﬀzert.
Be freer Postonerbaret der Achsen ﬀnd den angegebenen Mndestschrﬂeten
gäbe es berets 3603 ≈ 4,6 ⋅ 107 Möglcheten, den Krstall zﬀ postoneren. Können
10 Kon੗gﬀratonen pro Seﬀnde generert ﬀnd geprü ﬂerden (≅ 4,6 ⋅ 106 ǥ), ﬂürde es
fast zﬂe Monate n Ansprﬀch nehmen, dese Berechnﬀng dﬀrchzﬀühren ۗ en Velfa-
ches der Zet, de de egentlche Messﬀng benötgt. Selbst be ener Verzehnfachﬀng der
Rechengeschﬂndget müsste mmer noch napp eneWoche ür das Unterfangen aﬀf-
geﬂandt ﬂerden. Wrd das Problem ompleﬃer ﬀnd es ﬂerden zﬂe Scans benötgt, ﬂas
n der Realtät dﬀrchaﬀs häﬀ੗g ﬁorommt, ﬂrd de Zahl der möglchen Kon੗gﬀratonen
noch größer (≈ 3606 ≈ 2 ⋅ 1015) ﬀnd be 100 Überprüfﬀngen pro Seﬀnde müsste über
600000 Jahre gerechnet ﬂerden. Werden zﬀsätzlch ﬀnterschedlche Detetorpostonen
benötgt, stegt de Zahl der Kombnatonen nochmals erheblch an.
Ene Egenscha ﬁon NP-schﬂergen Problemen ﬂﬀrde be der Überschlagsrechnﬀng
berets mplzt ﬁoraﬀsgesetzt, nämlch dass es trotz der Schﬂerget, rchtge Lösﬀn-
gen zﬀ ੗nden sehr enfach st, enen Lösﬀngsﬁorschlag aﬀf Rchtget zﬀ prüfen. Im
ﬁorlegenden Fall benhaltet des de Ermlﬀng, ﬂelche Re੘eﬃe be ﬁorgegebenen Go-
nometerﬂneln beobachtet ﬂerden ﬀnd ob alle geforderten Re੘eﬃe darﬀnter snd.
Da bsher en eਖ਼zentes Verfahren beannt st, das de optmale Lösﬀng ür en NP-
ﬁollständges Problem ੗ndet, mﬀss en Optmerﬀngsﬁerfahren angeﬂandt ﬂerden, da-
mt de Aﬀfgabe n endlcher Zet zﬀ beﬂältgen st. De so geﬂonnenen Lösﬀngen stellen
ﬀnabhängg ﬁom Verfahren mmer enen Kompromss aﬀs Rechenzet ﬀnd altät der
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Lösﬀng dar, ﬂobe de altät her daraﬀf bezogen st, ﬂe nah de gefﬀndene an der
optmalen Lösﬀng legt.
Im onreten Fall der Strategesﬀche snd enge Verenfachﬀngen möglch. So st es
o ncht erforderlch, de optmale Lösﬀng zﬀ erhalten, stadessen st ene ۢgﬀte۠ Lö-
sﬀng aﬀsrechend, de bestmmten Krteren gehorcht. Für ene rstallogra੗sche Roﬀt-
neﬀntersﬀchﬀng st es bespelsﬂese o aﬀsrechend, ﬂenn en Datensatz zﬀ 98 % oder
sogar nﬀr 95 % ﬁollständg st, so dass aﬀch Kon੗gﬀratonen azeptert ﬂerden önnen,
n denen enge Re੘eﬃe fehlen. Weterhn gbt es m Falle ﬁorhandener Symmetre häﬀ-
੗g mehrere Sätze ﬁon Gonometerﬂneln de enen Datensatz nach den erforderlchen
Krteren erzeﬀgen.
Aﬀs der großen Velzahl beannter Optmerﬀngsalgorthmen mﬀss also ener aﬀsge-
ﬂählt ﬂerden, der das zﬀ Grﬀnde legende Problem des Handlﬀngsresenden befred-
gend lösen ann, enfach zﬀ mplementeren st ﬀnd ene Geschﬂndget betet, de
de ür ene Strategerechnﬀng benötgte Zet ﬀnter de ür de Messﬀng erforderlche
absent. Allen globalen Optmerﬀngsalgorthmen st gemen, dass se den Wert ener
Kostenfﬀnton mnmeren ﬀnd so ﬁersﬀchen zﬀr optmalen Lösﬀng ür das Problem zﬀ
gelangen.We später noch gezegt ﬂrd, önnen sehr ﬀnterschedlche Kostenfﬀntonen
genﬀtzt ﬂerden, über deren Stetget ﬀnd D੖erenzerbaret ene Aﬀssage getro੖en
ﬂrd, so dass Verfahren, de analytsche Gradenten benötgen ﬁon ﬁornheren aﬀssche-
den.
En sehr enfach ﬀmzﬀsetzender Algorthmﬀs st de Brute-Force-Methode. Dabe ﬂer-
den, ﬂe oben ﬁorgeschlagen, alle möglchen Kombnatonen ﬁon Parameterﬂerten eﬁa-
lﬀert ﬀnd zﬀm Schlﬀss de beste Lösﬀng (mt dem gerngsten Wert der Kostenfﬀnt-
on) aﬀsgeﬂählt. En Vortel deses Verfahrens st, dass der omplee Parameterraﬀm
abgesﬀcht ﬂrd ﬀnd damt schergestellt st, dass de Lösﬀng m Rahmen der geﬂähl-
ten Schrﬂete der Parameterﬂerte optmal st. Glechzetg st des edoch aﬀch en
großer Nachtel, da mt stegender Dmensonaltät de Zahl der zﬀ beﬀrtelenden Lö-
sﬀngen enorm anstegt. De Kompleﬃtät des Algorthmﬀs ﬂrd mtǉ(Ǡ�) ﬁeranschlagt,
ﬂobe ǟ de Anzahl der Parameter ﬀnd damt de Dmensonaltät des Parameterraﬀms
darstellt ﬀnd Ǡ de Zahl der ﬀntersﬀchten Parameterﬂerte n eder Dmenson. Daher gel-
ten de glechen Bedenen, de berets oben ür das ੗tﬁe Bespel ﬁorgebracht ﬂﬀrden,
de aﬀch dﬀrch de gﬀte Parallelserbaret des Verfahrens ncht aﬀsgeglchen ﬂerden
önnen.
Ene andere Herangehensﬂese st Random Search, das ﬂllürlch aﬀsgeﬂählte Pﬀnte
des Phasenraﬀms beﬂertet ﬀnd aﬀf dese Wese de Zahl der Eﬁalﬀerﬀngen drastsch
sent. Als Nachtel st zﬀ bemeren, dass enerle Garante ür de Güte der gefﬀndenen
Lösﬀngen eﬃstert, so dass es ﬀnter Umständen ebenfalls lange daﬀern ann, bs ene
hnrechend gﬀte Lösﬀng aﬀfgetan ﬂrd.
Wet ﬁerbretet snd aﬀch genetische Algorithmen [94]. Übertragen aﬀf das Stratege-
problem ﬂäre es ﬁorstellbar, sehr ﬁele Scans mt lenen Schﬂenberechen als An-
fangspopﬀlaton zﬀ ﬁerﬂenden, deren Komponenten dann reombnert ﬂerden, bs e-
ne gﬀte Lösﬀng gefﬀnden ﬂﬀrde. Allerdngs snd Messﬀngen mt ﬁelen lenen Scans n
ﬁelen Fällen ncht ﬁortelha (bespelsﬂese aﬀf Grﬀnd der notﬂendgen Salerﬀngs-
operatonen), so dass zﬀsätzlche Rechnﬀngen zﬀm Zﬀsammenfassen deser Brﬀchstüce
68
7.2. Simulated Annealing
notﬂendg ﬂären, ﬀm pratable Lösﬀngen zﬀ prodﬀzeren, ﬂas de Implementerﬀng
ﬂederﬀm schﬂerger macht.
Als Kompromss zﬂschen der Brﬀte-Force-Methode ﬀnd RandomSearch ann Simula-
ted Annealing [95] ﬁerstanden ﬂerden, en Algorthmﬀs der aﬀch schon aﬀf das Problem
der Strategerechnﬀng [96] angeﬂandt ﬂﬀrde. Da de Aﬀsﬂahl letztendlch aﬀf deses
Verfahren ੗el, soll es m nachfolgenden Abschn genaﬀ erlärt ﬂerden.
7.2. Simulated Annealing
Smﬀlated Annealng gehört zﬀ den Monte-Carlo Algorthmen [97]. Das heßt, dass zﬀ-
ällge Änderﬀngen amZﬀstand des Systems ﬁorgenommenﬂerden ﬀnd dann dessen En-
erge, oder allgemener der Wert ener Kostenfﬀnton berechnet ﬂrd. Aﬀf dese Wese
önnen Systemon੗gﬀratonen gefﬀnden ﬂerden, de ener besonders nedrgen Ener-
ge entsprechen ﬀnd somt besonders günstg snd. Während be der lassschen Monte-
Carlo-Methode en enfacher Random-Wal dﬀrch den Phasenraﬀm sta੗ndet, der ﬀnter
Umständen sehr ﬁele ﬀngünstge Zﬀstände aﬀsﬂertet, ﬂrd bem Smﬀlated Annealng
ﬁersﬀcht des zﬀ ﬀmgehen, ﬂas nachfolgend ﬀrz mt Bezﬀg aﬀf das Problem der Strate-
gesﬀche be Flächendetetoren szzert ﬂerden soll (sehe aﬀch Fleßschema n Abbl-
dﬀng 7.1).
Im Konteﬃt der Strategesﬀche bezechnet das ۢSystem۠ den aﬀs enem Beﬀgﬀngseﬃpe-
rment resﬀlterende Satz ﬁon Re੘eﬃenƾ. Deses Eﬃperment st ﬁollständg beschreben
dﬀrch ene Menge ﬁon Parametern ǒ:ǒ = {ǒ1, ǒ2,… ,ǒ�} (7.1)
Zﬀ den Parametern gehören de Orenterﬀngsmatrﬃ, de ﬁerﬂendete Wellenlänge,
de maﬃmale Aﬀ੘ösﬀng, de Fläche des Detetors ﬀnd de Enstellﬀngen ür de Gono-
meterachsen. Das Beﬀgﬀngseﬃperment ann als Fﬀnton angesehen ﬂerden, de e-
ne Kombnaton ﬁon Parametern aﬀf enen resﬀlterenden Datensatz abbldet (genaﬀere
Aﬀsührﬀngen dazﬀ folgen n Abschn 7.3):ǚ ∶ ǒ ↦ ƾ (7.2)
In Kombnaton mt ener Menge ﬁon Randbedngﬀngen Ƽ ann ﬂederﬀm ür eden
Datensatz ene reelle Zahl größer Nﬀll errechnet ﬂerden:Ǜ ∶ ƾ × Ƽ ↦ ǫ, ǫ ∈ ℝ, ǫ ≥ 0 (7.3)
Bezogen aﬀf den Konteﬃt der Optmerﬀng st Ǜ de Kostenfﬀnton, de ﬁom Algorth-
mﬀs mnmert ﬂrd. Im Untersched zﬀm Normalfall st der Werteberech ﬁon Ǜ nach
ﬀnten begrenzt, da n der Praﬃs bestmmte Anforderﬀngen an enen Datensatz gestellt
ﬂerden, bespelsﬂese ene bestmmte Redﬀndanz oder ene bestmmte Vollständget.
Snd dese Krteren erüllt, st eneﬂetere Optmerﬀngmehr nötg, so dass de Kosten-
fﬀnton n desem Fall den Wert 0 lefern sollte. Ǜ ann damt als Maß ür den Abstand
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.�,�0, �0, � = 1
��−1 → ��
�� = ǚ (��)
�� = max [0, Ǜ(��, �)]
�� = 0?
� = min [1, Ǚ−∆��� ]� > random(0, 1)
�� = ��−1
� = � + 1
Stop� < ����
� ↓
Ja
Nein
Nein
Ja
Ja
Nein
Abbildung 7.1.: Fließschema ür den Ablauf des Simulated Annealing Algorithmus bei der
Strategiesuche.
der Egenschaen enes Datensatzes ﬁon geforderten Zelﬂerten ür dese Egenschaf-
ten angesehen ﬂerden. Ene onrete Berechnﬀngsﬁorschr ür Ǜ ﬂrd n Abschn 7.4
noch genaﬀer beschreben.
Der Random-Wal dﬀrch den Parameterraﬀm st bem Smﬀlated Annealng ﬂe er-
ﬂähnt dﬀrch enge Regeln engeschränt. Analog zﬀr lassschenMonte-Carlo-Methode
ﬂerden de Zﬀstandsparameter ǒ zﬀällg ﬁarert, ﬂobe m Rahmen der Strategesﬀche
nﬀr ene Telmengeǒ� ﬁonǒ betro੖en st, nämlch de Enstellﬀng der Gonometerach-sen. Das System ﬂrd also ﬁon Zﬀstand � − 1 n den Zﬀstand � überührt:ǒ�,�−1 → ǒ�,� (7.4)
Es ﬂrd ür eden Zﬀstand ǚ ﬀnd Ǜ berechnet ﬀnd de D੖erenz der Werte ﬁon Ǜ als ΔǍ
gebldet:
ΔǍ = Ǜ(ǚ (ǒ�,�), Ƽ) − Ǜ(ǚ (ǒ�,�−1), Ƽ) (7.5)
Ist ΔǍ lener als nﬀll, st der neﬀe Zﬀstand günstger als der alte ﬀnd er ﬂrd als
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Aﬀsgangspﬀnt ür de nächste Varaton genﬀtzt. Damt der Algorthmﬀs ncht n enem
੘achen loalen Mnmﬀm stecen blebt, ﬂrd aﬀch en ﬀngünstgerer Zﬀstand mt ener
geﬂssen Wahrschenlchet azeptert, nämlch
Ǣ = m�� [1, Ǚ−∆��� ] (7.6)
ﬂobe ǎ ene ۢTemperatﬀr۠ bezechnet ﬀnd ǝ ene Normerﬀngsonstante (n der sta-
tstschenermodynam de Boltzmann-Konstante). Je ﬀngünstger der neﬀe Zﬀstand,
desto ﬀnﬂahrschenlcher st es, dass er azeptert ﬂrd. De Temperatﬀr ﬂrd be edem
Iteratonsschr abgesent, so dass be fortschretender Optmerﬀng mmerﬂenger ﬀn-
günstge Zﬀstände engenommen ﬂerden. De Normerﬀngsonstante ǝ dent dazﬀ, den
Berech der ﬁerﬂendeten Temperatﬀrﬂerte dem Problem angepasst zﬀ ﬁerscheben. Im
Idealfall snd de Parameter so geﬂählt, dass der Algorthmﬀs enersets ncht n loalen
Mnma festhängt ﬀnd anderersets aﬀch ncht zﬀ star n Rchtﬀng ﬀngünstger Zﬀstän-
de ﬂandert ﬀnd so ﬁele ﬀnnötge Aﬀsﬂertﬀngen ﬁornmmt.
De Optmerﬀng termnert, ﬂenn Ǜ nﬀll oder lener als en ﬁorgegebener Konﬁer-
genzﬂert � st. En Abbrﬀch der Optmerﬀng erfolgt ebenfalls, ﬂenn ene maﬃmale
Iteratonszahl errecht oder über ene festgelegte Anzahl ﬁon Iteratonsschren hn-
ﬂeg en neﬀer Zﬀstand mehr azeptert ﬂrd. De Kombnaton aﬀs zﬀällger Varaton,
Aﬀsﬂertﬀng der Kostenfﬀnton ﬀnd zetﬂelge Azeptanz ﬀngünstgerer Systemon੗-
gﬀratonen mt abnehmender Wahrschenlchet ermöglcht ene soﬂohl zelgerchtete
als aﬀch robﬀste Sﬀche m Parameterraﬀm nach enem Zﬀstand der m Rahmen der nƼ de੗nerten Randbedngﬀngen möglchst optmal st. Es ann ncht garantert ﬂerden,
dass das globale Mnmﬀm gefﬀnden ﬂrd, ﬂas edoch be der her beschrebenen Strate-
gesﬀche n der Regel ene Rolle spelt, da ede Lösﬀng, de alle ﬁorgegebenen Krteren
erüllt, aﬀsrechend st.
Set dem ersten Aﬀreten ﬁon Smﬀlated Annealng snd ﬁele Varatonen des Al-
gorthmﬀs ﬁorgeschlagen ﬂorden (bespelsﬂesereshold Accepting [98] oder Parallel
Tempering [99]), de das Verfahren aﬀf bestmmte Probleme angeﬂandt noch ﬁerbessern
önnen. In deser her szzerten ﬀrsprünglchen Form ﬂest de Prozedﬀr edoch den
Vortel aﬀf, dass se sehr enfach zﬀ mplementeren st.
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An deser Stelle soll genaﬀer aﬀf de n Glechﬀng 7.2 engeührte Fﬀnton ǚ engegan-
gen ﬂerden, de aﬀs der Parametermenge ǒ ene Re੘eﬃmenge ƾ erzeﬀgen soll, de aﬀs
allen Re੘eﬃen besteht, de be enem gegebenen Eﬃperment beobachtet ﬂerden ön-
nen. Das Problem der Vorhersage enes Datensatzes ommt mmer ﬂeder n der Lte-
ratﬀr ﬁor [85, 100, 101]. Dabe ﬂﬀrden, obﬂohl sch de theoretschen Grﬀndlagen ncht
geändert haben, mmer ﬂeder neﬀe Wege beschren, ﬂas ﬁor allem mt der ontnﬀ-
erlchen Stegerﬀng der zﬀr Verügﬀng stehenden Rechenlestﬀng ﬀnd der dadﬀrch be-
dngten neﬀen Berechnﬀngsmöglcheten zﬀsammenhängt. Das her gezegte Verfahren
ﬂﬀrde aﬀf der Grﬀndlage des Lehrbﬀches ﬁon Gacoﬁazzo [102] anhand der Eﬂaldon-
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strﬀton erarbetet ﬀnd ähnelt prnzpbedngt anderen Ansätzen, de aﬀch n neﬀerer
Lteratﬀr gefﬀnden ﬂerden önnen [103].
De zﬀﬁor engeührte Fﬀnton ǚ fasst sehr ﬁele Berechnﬀngen zﬀsammen, de m Fol-
genden Schr ür Schr erläﬀtert ﬂerden. Ene Konseqﬀenz, de sch aﬀs der nemat-
schen Beﬀgﬀngstheore ergbt st, dass alle Re੘eﬃe ﬁonenander ﬀnabhängg betrachtet
ﬂerden önnen ۗ se been੘ﬀssen enander ncht. Aﬀf Grﬀnd deser Tatsache ﬂerden
alle Berechnﬀngen anhand enes enzelnen Re੘eﬃes demonstrert, en ganzer Datensatz
(ƾ) ergbt sch dﬀrch de Anﬂendﬀng der Schre aﬀf mehrere Re੘eﬃe.
Doch ﬀm zﬀƾ zﬀ gelangen, müssen zﬀnächst aﬀs der Zellmetr� ﬀnd der maﬃmalen
Aﬀ੘ösﬀng (also dem mnmalen Netzebenenabstand ǘ���) de Indeﬃtrpel � generertﬂerden, de prnzpell beobachtbar snd:
ƾ0 = {�0, �1,… , ��∣√���� > ǘ���} , � ∈ ℤ3 (7.7)
Mt Hlfe der OrenterﬀngsmatrﬃɁ�ﬂrd aﬀs dem Indeﬃtrpel en Vetor m Rahmen
des D੖ratometeroordnatensystems erzeﬀgt:
Ɋ = Ɂ� ⋅ � (7.8)
De Beﬂegﬀngen aller Gonometerachsen Ⱦ� aﬀßer derengen de zﬀr Drehﬀng ﬂäh-rend des Scans benﬀtzt ﬂrd, ﬂerden zﬀ ener Gesamtmatrﬃ Ⱦ zﬀsammengefasst ﬀnd
aﬀf den Vetor angeﬂendet:
Ɋ′ = Ⱦ ⋅ � (7.9)
Um de Rotatonsachse �� des Scans zﬀ ermeln, mﬀss aﬀch der Vetor der entspre-chenden, ﬁorgegebenen Gonometerachse transformert ﬂerden. Wrd be enem Df-
fratometer mt Eﬀlerﬂege ﬀm de �-Achse gedreht, mﬀss deren Vetor m D੖rato-
meteroordnatensystem (�� = (001)�) mt den Rotatonsmatrzen der Achsen mﬀlt-plzert ﬂerden, de de Achse mtbeﬂegen. In desem Fall ﬂären des de �- ﬀnd de�-Achse:
�� = Ⱦ ⋅ �� = Ⱦ�(�) ⋅ Ⱦ�(�) ⋅ �� (7.10)
Be enem�-Scan ﬂäre de Rotatonsachse ﬀnﬁerändert �� = (001)� , da de Lage de-ser Achse m Raﬀm ﬁon ener der anderen beden been੘ﬀsst ﬂrd. Mt den VetorenɊ′ soﬂe �� ﬀnd Kenntns der ﬁerﬂendeten Wellenlänge � ann m Rahmen der Eﬂald-onstrﬀton ermelt ﬂerden, ob de orresponderende Netzebenenschar n deser Kr-
stallorenterﬀng n Re੘eﬃonsstellﬀng gebracht ﬂerden ann oder ncht. De Szze n
Abbldﬀng 7.2 gbt enen Überblc über de Konstrﬀton.
Für eden Knoten des rezproen Gers gbt es be ener ﬁollen Drehﬀng ﬀm de Rota-
tonsachse entﬂeder enen oder zﬂe Schnpﬀnte mt der Ober੘äche der Eﬂaldﬀgel
ﬀnd damt ebensoﬁele möglche Streﬀﬁetoren. Der dre Fall, n dem ene Berührﬀng
sta੗ndet hat messtechnsch ene Releﬁanz ﬀnd ann somt ebenso ﬂe der Fall ohne
Schnpﬀnte gnorert ﬂerden.
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Abbildung 7.2.: Ermilung des Streuvektors mit Hilfe der Ewaldkonstruktion anhand ei-
niger Hilfsvektoren.
Zﬀnächst ﬂrd de Proeton ﬁon Ɋ′ aﬀf de Rotatonsachse �� berechnet:Ɋ″ = (Ɋ′ ∘ ��) ⋅ �� (7.11)
Deser Vetor bldet de Normale der Ebene n der der Knoten des rezproen Gers
ene Kresbahn beschrebt, deren Radﬀs glech dem Betrag des Vetors ɐ st, der ﬂe folgt
de੗nert st:
ɐ = Ɋ′ − Ɋ″ (7.12)
Dese Ebene, de den Abstand |Ɋ″| ﬁom Ursprﬀng hat, ann de Eﬂaldﬀgel schneden,
ﬂobe sch abhängg ﬁon der Rchtﬀng ﬁon ��, der Wellenlänge � ﬀnd Ɋ″ en Schnresmt dem Radﬀs Ǥ� ergbt, der dﬀrch folgende Formel berechnet ﬂerden ann, ﬂobe �der Vetor st, der ﬁom Ursprﬀng des D੖ratometeroordnatensystems zﬀm Zentrﬀm
der Eﬂaldﬀgel zegt:
Ǥ� = √ 1�2 − [�� ∘ (Ɋ″ − �)] (7.13)
Damt st aﬀch erschtlch, dass de Kﬀgel ﬁon der Ebene nﬀr geschnen ﬂrd, ﬂenn
der Radant größer 0 st, also der Term n ecgen Klammern lener als 1/�2. Um de
Betrachtﬀngen redﬀzert n der Ebene fortühren zﬀ önnen (sehe aﬀch Abbldﬀng 7.3)
mﬀss noch der Melpﬀnt des Schnreses ermelt ﬂerden, der n der Szze dﬀrch
den Vetorɑ beschreben st:
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Abbildung 7.3.: Schniebene der Ewaldkonstruktion zur Vereinfachung der Schnipunkt-
sermilung.
ɑ = � + [�� ∘ (Ɋ″ − �)] ⋅ �� (7.14)
Der Vetor ɒ zegt ﬁom Melpﬀnt des ۢGerpﬀntreses۠ zﬀm Melpﬀnt des
Schnreses ﬀnd ergbt sch enfach aﬀs folgender Bezehﬀng:
ɒ = ɑ− Ɋ″ (7.15)
Sen Betrag gbt den Abstand der Kresmelpﬀnte an ﬀnd ermöglcht de Prüfﬀng,
ob de beden Krese sch schneden, nämlch ﬂenn folgende Bedngﬀng erüllt st, ﬂobe∣ɐ∣ der Radﬀs des Gerpﬀntreses st:
∣(Ǥ� − ∣ɐ∣)∣ < |ɒ| < (Ǥ� + ∣ɐ∣) (7.16)
De beden Hlfsﬁetoren Ɉ ﬀnd ɏﬂerden benötgt ﬀm de Vetoren �1 ﬀnd �2 zﬀ erhal-ten, aﬀs denen schleßlch de Streﬀﬁetoren �1 ﬀnd �2 ermelt ﬂerden:
Ɉ = ɒ ⋅ ∣ɐ∣2 − Ǥ2� + |ɒ|22 ⋅ |ɒ|2 (7.17)ɏ = ɒ × ��∣ɒ × ��∣ ⋅ √∣ɐ∣2 − ∣Ɉ∣2 (7.18)
74
7.4. Eine Berechnungsvorschri ür die Kostenfunktion
De Wnel �� zﬂschen den Vetoren �� ﬀnd ɐ gbt an ﬂe ﬂet der Krstall ﬀm de Ro-tatonsachse gedreht ﬂerden mﬀss damt de Netzebenenschar n ene der beden mög-
lchen Orenterﬀngen gebracht ﬂrd ﬀnter denen Beﬀgﬀng an deser möglch st. De
Berechnﬀng erfolgt aﬀs den Hlfsﬁetoren Ɉ ﬀnd ɏ:
�� = Ɉ ± ɏ (7.19)
De Drehﬂnel lassen sch ncht über de Salarprodﬀte der Vetoren geﬂnnen, da
der Arcﬀscosnﬀs nﬀr Wnel zﬂschen 0° ﬀnd 180° lefert ﬀnd somt ür das Eﬃperment
ﬂchtge Informaton ﬁerloren gnge. Stadessen ﬂrd de Fﬀnton ata�2 benﬀtzt, ﬂel-
che enen Werteberech ﬁon [−180°; 180°� aﬀfﬂest ﬀnd somt de Rchtﬀngsnformaton
onserﬁert:
�� = ata�2 {(ɐ × ��) ∘ ��, (ɐ × ��) ∘ (�� × ��)} (7.20)
De Streﬀﬁetoren lassen sch schleßlch ﬂeder über enfache Vetoroperatonen be-
rechnen:
�� = Ɋ″ + �� − � (7.21)
Anhand der Drehﬂnel ﬀnd der Streﬀﬁetoren n Verbndﬀng mt der Detetorgeo-
metre ann entscheden ﬂerden, ﬂelche Re੘eﬃe be dem dﬀrch de Parametermengeǒ de੗nerten Scan gemessen ﬂerden ۗ de Re੘eﬃmenge ƾ. Das gezegte Verfahren st
somt eine mögliche Berechnﬀngsﬁorschr ür de Fﬀnton ǚ . Aﬀf Grﬀnd der Velzahl
der Rechenschre soll aﬀf ene geschlossene Formﬀlerﬀng der Form ǫ = … ﬁerzchtet
ﬂerden ۗ m Compﬀterprogramm lässt sch de her gezegte seqﬀentelle Umsetzﬀng
lechter realseren. Sollen noch andere E੖ete (bespelsﬂese dynamsche) berücsch-
tgt ﬂerden oder omplzertere Geräte modellert ﬂerden, st de ren geometrsche Be-
trachtﬀng anhand der Eﬂaldonstrﬀton ﬀnter Umständen ncht aﬀsrechend ﬀnd es
ann en anderes Verfahren geﬂählt ﬂerden. Wchtg ür de Strategeoptmerﬀng st
ledglch, dass de Gonometerenstellﬀngen n der Parametermenge ǒ enthalten snd,
da des de m Rahmen des Smﬀlated Annealng zﬀ optmerenden Zﬀstandsparameter
snd.
7.4. Eine Berechnungsvorschri für die
Kostenfunktion
Nach genaﬀerer Erläﬀterﬀng ﬁon ǚ m ﬁorhergen Kaptel soll nﬀn de Berechnﬀng der
Kostenfﬀnton Ǜ (sehe Glechﬀng 7.3) dsﬀtert ﬂerden, de aﬀf dem smﬀlerten Da-
tensatz ƾ soﬂe ener Menge ﬁon Randbedngﬀngen Ƽ aﬀaﬀt ﬀnd ene reelle Zahl
größer oder glech 0 als Ergebns lefert, ﬂobe enWert ﬁon 0 bedeﬀtet, dass alle Randbe-
dngﬀngen erüllt snd. Da m Grﬀnde dﬀrch de Vereﬀng ﬁon ǚ ﬀnd Ǜ (Glechﬀng 7.5)
de Aﬀsgangsparameter ǒ (ﬀnd m Rahmen der Optmerﬀng sogar nﬀr de Telmenge
der Gonometerenstellﬀngen) mt den Randbedngﬀngen Ƽ ﬁernüpﬂerden, snd aﬀch
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Kostenfﬀntonen denbar, de ncht aﬀf enem smﬀlerten Datensatz baseren sondern
dret de Gonometerenstellﬀngen zﬀsammen mt anderen gegebenen Größen beﬂer-
ten. Allerdngs steht amEnde enes Beﬀgﬀngseﬃperments enDatensatz aﬀs gemessenen
Re੘eﬃen ﬀnd ür dessen Weterﬁerﬂendﬀng m Zﬀge ﬁon Strﬀtﬀrlösﬀng ﬀnd Verfene-
rﬀng snd häﬀ੗g bestmmte Egenschaen erﬂünscht (ﬂe aﬀch n Abschn 2.5 darge-
legt), sodass der ۢUmﬂeg۠ über den smﬀlerten Datensatz en hohes Maß an Kontrolle
über das Ergebns des Eﬃperments betet. Typsche Egenschaen de n desem Konteﬃt
genﬀtzt ﬂerden önnen snd Vollständget, Redﬀndanz oder de Anzahl der Images als
Maß ür de Daﬀer des Eﬃperments.
De Kostenfﬀnton lässt sch als Sﬀmme ﬁon ǝ Telfﬀntonen ﬁerstehen, de eﬂels
de Abﬂechﬀng ener Datensatzcharaterst ﬁom geﬂünschten Zelﬂert angbt:
Ǜ = �∑�=0 ǫ� (7.22)
De Abﬂechﬀng ǫ� enesWertes Ǫ� ﬁomZelﬂert Ǧ� sollte relatﬁ angegebenﬂerden, daﬁerschedene Indatoren normalerﬂese ﬀnterschedlche Salen aﬀfﬂesen. Weterhn
mﬀss esmöglch sen, de Bedngﬀngen ۢǪ soll genaﬀ Ǧ sen۠ ۢǪ darf Ǧ ncht überschreten ,۠
ۢǪ darf Ǧ ncht ﬀnterschreten۠ . Des ﬂrd dadﬀrch errecht, dass Ǫ mels ener der dre
folgenden Fﬀntonen mod੗zert ﬂrd:
ℎ1(Ǫ, Ǧ) = Ǫ (7.23a)ℎ2(Ǫ, Ǧ) = m�� [Ǫ, Ǧ� (7.23b)ℎ3(Ǫ, Ǧ) = max [Ǫ, Ǧ� (7.23c)
In de Berechnﬀng der Abﬂechﬀng ੘eßt nﬀn der mod੗zerte Wert en, ﬂas dazﬀ
ührt, dass entﬂeder genaﬀ aﬀf Ǧ hn optmert ﬂrd (7.23a), Ǧmndestens errecht ﬂerden
soll (7.23b) oder Ǧ ncht überschren ﬂrd (7.23c). Somt ann de relatﬁe Abﬂechﬀngǫ��� zﬀnächst so angegeben ﬂerden, ﬂobe Ǧ = 0 als Spezalfall behandelt ﬂerden mﬀss,ﬀm Dﬁson dﬀrch 0 zﬀ ﬁermeden:
ǫ���(Ǫ, Ǧ, �) = ⎧{⎨{⎩
∣ℎ�(�,�)−�∣|�| ür Ǧ ≠ 0∣ℎ�(Ǫ, Ǧ) − Ǧ∣ ür Ǧ = 0 (7.24)
Um Toleranzen be den Zelﬂerten zﬀ berücschtgen ﬂrd schleßlch ür ǫ noch en
Schﬂellenparameter � engeührt, so dass de Fﬀnton schleßlch ﬂe folgt de੗nert st:
ǫ(Ǫ, Ǧ, �, �) = ⎧{⎨{⎩ǫ���(Ǫ, Ǧ, �) ür ǫ���(Ǫ, Ǧ, �) > �0 ür ǫ���(Ǫ, Ǧ, �) ≤ � (7.25)
Mt deser De੗nton ﬁon Ǜ lässt sch ene belebge Anzahl ﬁon Datensatzcharate-
rsta aﬀf ﬀnterschedlche Zelﬂerte hn optmeren. In Analoge zﬀr Smﬀlaton des
Beﬀgﬀngseﬃperments önnen aﬀch alternatﬁe Berechnﬀngsﬁorschren geﬂählt ﬂer-
den, so lange se de oben genannten Anforderﬀngen erüllen. Insbesondere de ﬀntere
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Schrane 0 der Kostenfﬀnton st ﬂchtg, da ene ۢﬀnbegrenzte Optmerﬀng۠ über de
Erüllﬀng spez੗zerter Zelﬂerte hnaﬀs m Rahmen des Eﬃperments ncht de੗nert st
ﬀnd daher ncht möglch st.
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8. Implementierung
Nach der Dsﬀsson ﬁon Grﬀndlagen ﬀnd der Darlegﬀng ﬁon Detals bezüglch des ﬁer-
ﬂendeten Optmerﬀngsansatzes ﬂrd n desem Kaptel de onrete soﬂaresetge
Umsetzﬀng erläﬀtert. Dabe ﬂrd besonderes Aﬀgenmer aﬀf de Problemanalyse soﬂe
enge zﬀr Lösﬀng ﬂchtge Entﬂﬀrfsonzepte gelegt.
Am Ende des Entﬂclﬀngsprozesses soll en Programm stehen, das ﬀnabhängg ﬁon
bestmmter D੖ratometerhardﬂare arbetet ﬀnd an neﬀe Problemstellﬀngen be der Da-
tensammlﬀng angepasst ﬂerden ann. Glechzetg snd soﬂohl enfache Wart- ﬀnd Er-
ﬂeterbaret als aﬀch hnrechende Aﬀsührﬀngsgeschﬂndget gefordert. Zﬀr Erül-
lﬀng deser Zele ﬂﬀrde ene objektorientierte Herangehensﬂese geﬂählt, deren Kern-
omponenten n den folgenden Abschnen genaﬀer erläﬀtert ﬂerden sollen.
8.1. Reflexhierarchien
We aﬀs den ﬁorhergehenden Kapteln deﬀtlch ﬂﬀrde, behandelt Strategeoptmerﬀng
m Kern Datensätze, also Re੘eﬃlsten. Da Re੘eﬃe m Rahmen der nematschen eo-
re ﬀnabhängg ﬁonenander snd, egnet sch der Re੘eﬃ gﬀt als ۢlenste Enhet۠ m
Programm. Im Zentrﬀm der Archtetﬀr steht damt ene Reठex-Klasse, de de ﬂesentl-
chen Charatersta enes Pﬀntes des rezproen Gers enthält, ﬂobe ene Lste ﬁon
Obetnstanzen deser Klasse enen Datensatz repräsentert.
In Abschn 7.4 ﬂﬀrde dargelegt, dass zﬀ edem Re੘eﬃ etlche Informatonen berech-
net ﬂerden önnen ﬀnd dass sch de Art der Informaton e nach Gestaltﬀng der Ko-
stenfﬀnton ändern ann. Da es ﬀnmöglch st alle möglcherﬂese aﬀretenden Anfor-
derﬀngen ﬀnd de zﬀgehörgen Berechnﬀngen ﬁoraﬀszﬀsehen, mﬀss gerade der Grﬀnd-
baﬀsten des Programms so aﬀsgelegt ﬂerden, dass er später enfach erﬂetert ﬂerden
ann. Um dem Open-Closed-Prinzip Rechnﬀng zﬀ tragen, nach dem en Programmbaﬀ-
sten o੖en ür Erﬂeterﬀng aber geschlossen ür Veränderﬀng sen soll, benhaltet de
Re੘eﬃ-Klasse nﬀr sehr ﬂenge festgelegte Egenschaen ﬀnd ene Schnstelle über de
edem Re੘eﬃobet ﬂetere Daten hnzﬀgeügt ﬂerden önnen.
Als Bassdaten enthält de Re੘eﬃlasse ledglch das Indeﬃtrpel ℎǝǞ als Vetor ﬁon
16 bt Integers (Ganzzahlen) ﬀnd ene daraﬀs erzeﬀgte 64 bt Integer, de als Schlüssel ür
schnelles Fnden bespelsﬂese n enem Hash genﬀtzt ﬂerden ann. Das Interﬁall ür
de enzelnen Indzes st somt [−32768, +32767�, ﬂas ür Anﬂendﬀngen n der Praﬃs
aﬀsrecht.
Der Re੘eﬃschlüssel ﬂrd dﬀrch btﬂese Schebeoperatonen (sehe Schema n Tabel-
le 8.1) aﬀs den Indzes erzeﬀgt. Deses Verfahren ommt aﬀch n anderer rstallogra੗-
scher Soﬂare zﬀm Ensatz, ﬂobe ﬀnterschedlche Bezechnﬀngen ﬁorommen (zﬀm
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. *
Reﬂection
- hkl: vector<short>
- key: unsigned long long
ReﬂectionExtension
ReﬂectionExtensionD GroupKeyExtension
Abbildung 8.1.: UML-Klassendiagramm der Reठexklasse und seiner Erweiterungen. Der
Stern drückt aus, dass einemObjekt der Klasse Reflection beliebig viele Objekte der Klasse
ReflectionExtension zugeordnet werden können.
Bespel ۢpaced hl۠). Der Schlüssel st nützlch zﬀm schnellen Aﬀਖ਼nden ﬁon Re੘eﬃen,
da es sch ﬀm ene (ür edes Indeﬃtrpel charaterstsche) Integer handelt, de enfach n
sorterten Lsten oder ähnlchen Datenstrﬀtﬀren abgelegt ﬂerden ann. Weterhn lässt
sch das Verfahren enfach ﬀmehren, so dass be der Kenntns enes Schlüssels stets das
zﬀgehörge Indeﬃtrpel beannt st.
Alle ﬂeteren Informatonen ﬂe ǘ- bzﬂ. 2�-Werte oder Detetoroordnaten ﬂerden
über de erﬂähnte Erﬂeterﬀngsschnstelle hnzﬀgeügt. Dazﬀ bestzt edes Re੘eﬃob-
et enen Specher, n dem Obete mt den enthaltenen Daten abgelegt ﬂerden önnen.
De Datenobete müssen ﬁon der abstraten Klasse ReflectionExtension abgeletet
sen, de en enhetlches Interface ür de Re੘eﬃerﬂeterﬀngen de੗nert. De Bezehﬀn-
gen deser Klassen snd m UML1-Dagramm n Abbldﬀng 8.1 dargestellt. Da aﬀch her
ncht ﬁorher beannt sen ann, ﬂelche Datentypen gespechert ﬂerden sollen, snd de-
se Fragen n der abstraten Klasse ncht de੗nert, ﬁelmehr geht es dabe ﬁor allem ﬀm
de Beretstellﬀng ﬁon Methoden, de es anderen Programmtelen ermöglchen Informa-
tonen zﬀ den enzelnen Re੘eﬃerﬂeterﬀngen aﬀf ene allgemene Wese abzﬀrﬀfen. Als
1Un੗edModelng Langﬀage, ene Notaton zﬀrModellerﬀng ﬁon Soﬂare, ﬀnter anderem zﬀr Beschre-
bﬀng der Bezehﬀngen zﬂschen Klassen oder Obeten
Tabelle 8.1.: Schlüsselerzeugung ür den Reठex (2 3 14). Aus den einzelnen Indizes wird
eine Integer (164622), die sich als Schlüssel zum Sortieren und Suchen nutzen lässt. Der
Übersichtlichkeit halber wurden die Variablen ür die Indizes auf 8 bt und ür den Schlüssel
auf 32 bt gekürzt, das Prinzip bleibt jedoch gleich.
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Bespele seen her de Rangfolge zﬀr Sorterﬀng oder en endeﬀtg zﬀzﬀordnender Typ-
Ident੗zerer genannt.
Ene onrete Klasse zﬀr Re੘eﬃerﬂeterﬀng st bespelsﬂese ReflectionExtensi-
onD, de ǘ- ﬀnd 2�-Werte spechert ﬀnd enem Re੘eﬃobet hnzﬀgeügt ﬂerden ann.
Analog dazﬀ ﬂerden m Programm berets etlche spezalserte Klassen zﬀr Verügﬀng
gestellt, neﬀe Erﬂeterﬀngen önnen ohne Probleme hnzﬀgeügt ﬂerden, so dass de
Art der Informaton, de über eden Re੘eﬃ gespechert ﬂerden ann, ncht begrenzt st.
Andere Programmtele ﬂe bespelsﬂese de Benﬀtzerober੘äche müssen ncht ange-
passt ﬂerden, da se ledglch ﬁon der abstraten Klasse abhängen, de sch ncht ändert.
Ene schematsche Illﬀstraton st n Abbldﬀng 8.2 gegeben.
.ℎ�� ℎ�� ℎ��
Zellmetrik Simulation
� � �
Abbildung 8.2.: Illustration der Erweiterbarkeit von Reठexen. Mit Zusatzinformationen
(Zellmetrik, Beugungssimulation, …) werden weitere Daten über den Reठex gewonnen und
gespeichert.
Der Pres deser Fleﬃbltät st allerdngs en geﬂsser Ressoﬀrcenoﬁerhead, da de In-
frastrﬀtﬀr zﬀr Specherﬀng der Erﬂeterﬀngen n edem enzelnen Re੘eﬃobet mtge-
ührt ﬂerden mﬀss. Aﬀßerdemﬂrd aﬀch ür enfache Daten ﬂe Vetoren oder enzelne
Fleßommazahlen e en Datenobet erzeﬀgt, das ﬂederﬀm Ressoﬀrcen beansprﬀcht.
We später noch gezegt ﬂrd, önnen edoch mt atﬀeller Rechnerhardﬂare problem-
los aﬀch Datensätze aﬀs mehreren Hﬀnderaﬀsend Re੘eﬃen ﬁerarbetet ﬂerden, ﬂas de
mesten Aﬀfgabenstellﬀngen n der Praﬃs abdect.
Um größere Mengen ﬁon Re੘eﬃen eਖ਼zent ﬁerﬂalten zﬀ önnen mﬀss ene geegne-
te Datenstrﬀtﬀr geﬂählt ﬂerden. Häﬀ੗g müssen mehrere Re੘eﬃlsten ombnert oder
nach bestmmten Krteren ge੗ltert ﬂerden. Um zﬀ ﬁermeden, dass be eder deser Ope-
ratonen alle Re੘eﬃe m Specher ﬁerschoben oder opert ﬂerden müssen, ﬂerden de
Re੘eﬃe aﬀf dem Heap angelegt ﬀnd ledglch Zeger aﬀf de Re੘eﬃe gespechert.
Dese Zeger ﬂerden n ener herarchschen Strﬀtﬀr abgelegt, deren Grﬀndelement
de abstrate Klasse ReflectionModel bldet. Von deser abgeletet eﬃsteren zﬂe Klas-
sen, de zﬀr Specherﬀng ﬁon Re੘eﬃen (ReflectionModelLeaf) oder zﬀr Specherﬀng
ﬂeterer Re੘eﬃmodelle (ReflectionModelComposite) genﬀtzt ﬂerden. Es handelt sch
herbe ﬀm ene lechte Abﬂandlﬀng des Composite Entﬂﬀrfsmﬀsters (als Referenz ür
de Entﬂﬀrfsmﬀster sehe [104]), das sch gﬀt zﬀr Abbldﬀng baﬀmartger Strﬀtﬀren eg-
net. Aﬀf dese Wese önnen mehrere Re੘eﬃmodelle (bespelsﬂese aﬀs zﬂe ﬁersche-
denen Dateen oder aﬀs zﬂe smﬀlerten Scans) zﬀ enem Gesamtmodell zﬀsammenge-
fasst ﬂerden, ohne dass Re੘eﬃobete m Specher beﬂegt oder anderﬂetg ﬁerändert
ﬂerden müssen. Da andere Komponenten nﬀr gegen das Interface ﬁon ReflectionMo-
del entﬂcelt ﬂerden, st de zﬀ Grﬀnde legende ۢDatensatzherarche۠ ﬁollommen
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Abbildung 8.3.: UML-Klassendiagramm ür die Beschreibung der Klassen die zur Orga-
nisation von Reठexen genutzt werden. Nur die Leaf-Modelle enthalten tatsächlich Reठex-
Objekte.
transparent.
Neben der Zﬀsammenührﬀng mehrerer Re੘eﬃqﬀellen ann en Re੘eﬃmodell mels
ﬁerschedener Flteroperatonen aﬀch nmehrere Stränge aﬀfgetrenntﬂerden. Dazﬀﬂrd
das Entﬂﬀrfsmﬀster Decorator genﬀtzt, en Re੘eﬃmodell ﬂrd ﬁon enem Flter ۢdeo-
rert ,۠ also ﬀmschlossen. De abstrate Klasse ReflectionModelDecorator erbt dabe
ebenfalls ﬁon ReflectionModel, so dass aﬀch Flteroperatonen transparent ür andere
Komponenten snd. De Kombnaton aﬀs Composte- ﬀnd Decorator-Mﬀster ermöglcht
den Aﬀaﬀ ompleﬃer Re੘eﬃherarchen (sehe aﬀch Abbldﬀng 8.4). Verzﬂegﬀngen
snd möglch, da en Re੘eﬃmodell glechzetg alselle ür mehrere Flter denen ann,
ebenso ﬂe edes Modell ﬂederﬀm Tel mehrerer Composte-Obete sen ann, so dass
Datensätze aﬀf ﬁerschedene Wesen ombnerbar snd.
.
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Abbildung 8.4.: Hierarchie aus Reठexmodellen mit den Knotentypen Bla (gelb), Stamm
(blau) und Flter (grün). Pfeile geben die Richtung der Benachrichtigungen über Verände-
rungen an, die Zahlen dienen als Beispiele ür die Anzahl der enthaltenen Reठexe.
De Vernüpfﬀng der Re੘eﬃmodelle n der Baﬀmstrﬀtﬀr ﬂrd ﬀnterstützt dﬀrch das
Observer-Entﬂﬀrfsmﬀster. Wann mmer sch der Zﬀstand enes Re੘eﬃmodells ﬁerändert,
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also bespelsﬂese dﬀrch Hnzﬀügen ﬁon Re੘eﬃen oder enes Re੘eﬃmodells be den
Strﬀtﬀrlassen oder dﬀrch Änderﬀng enes Parameters be den Flterlassen, gbt es en
Sgnal an alle ﬁernüpen Modelle der nächsten Herarchestﬀfe, so dass dese daraﬀf
reageren önnen, ﬀm etﬂage Berechnﬀngen neﬀ dﬀrchzﬀühren.
Be der Implementerﬀng ﬁon Flteroperatonen (zﬀ denen m Konteﬃt des Programms
aﬀch Operatonen gehören, de Berechnﬀngen mt den Re੘eﬃdaten anstellen ﬀnd m
strengen Snne ncht ੗ltern) hat es sch als ﬁortelha erﬂesen, ﬂederﬀm aﬀf de Un-
abhängget der Re੘eﬃe ﬁonenander zﬀrüczﬀgrefen. Jede Operaton ﬂrd ür enen
enzelnen Re੘eﬃ formﬀlert ﬀnd n ener Fﬀnton geapselt. Aﬀf ene Lste ﬁon Re੘eﬃen
ann de Fﬀnton dann mt Hlfe des MapRedﬀce-Verfahrens [105]2 angeﬂendet ﬂer-
den, ﬂobe der ۢMap۠-Schr parallelserbar st. In eder Fﬀnton ann aﬀf belebge
Re੘eﬃdaten zﬀgegr੖en ﬂerden, damt dese ür Berechnﬀngen zﬀr Verügﬀng stehen,
ﬂobe ede onrete Implementerﬀng ﬁon ReflectionModelDecorator nﬀr Kenntns
ﬁon den Erﬂeterﬀngen haben mﬀss, de se selbst benﬀtzt ۗ enmal geschreben st es
ncht mehr nötg en Fltermodﬀl anzﬀpassen, selbst ﬂenn en Re੘eﬃobet n der Zﬀ-
ﬀn andere Daten enthält.
Mt dem belebg erﬂeterbaren Re੘eﬃ m Zentrﬀm des Programmentﬂﬀrfs ﬀnd der ef-
੗zenten ﬀnd ੘eﬃblen Organsaton ﬁon Re੘eﬃen n ener Baﬀmstrﬀtﬀr steht ene Bass
zﬀr Verügﬀng de Manpﬀlaton ﬀnd Aﬀsﬂertﬀng ﬁon Datensätzen aﬀf ﬁelältge Wese
ermöglcht. De Berechnﬀng des Wertes ener Kostenfﬀnton ür de Strategeoptme-
rﬀng als Folge ﬁon Operatonen aﬀf Re੘eﬃlsten ann so m Programm abgebldet ﬂer-
den, ﬁoraﬀsgesetzt es snd geegnete ReflectionModelDecorator-Modﬀle ﬁerügbar.
Im nächsten Abschn ﬂrd dargestellt, ﬂe geﬂährlestet ﬂrd, dass aﬀch nachträglch
belebge Modﬀle n das Programm engebﬀnden ﬂerden önnen.
8.2. Modulare Architektur
8.2.1. Übersicht
Erﬂeterbaret ﬁon Soﬂare st en allgemenes Problem ﬀndmﬀss ﬁon Anfang an bem
Entﬂﬀrf berücschtgt ﬂerden. Es st ﬂchtg festzﬀstellen, an ﬂelcher Stelle sch en
Programm ﬁoraﬀsschtlch ändert ﬀnd dese Komponenten so zﬀ gestalten, dass se er-
ﬂetert oder aﬀsgetaﬀscht ﬂerden önnen. En Bespel daür aﬀf ener lenen Sala st
de Reflection-Klasse aﬀs dem letzten Abschn ۗ es st ﬁoraﬀszﬀsehen, dass Daten
über Re੘eﬃe gespechert ﬂerden sollen ﬀnd sch deren Art n Zﬀﬀn ändern önnte,
also mﬀss ene Schnstelle daür gescha੖en ﬂerden, de sch ncht ändert, ﬂas aﬀch aﬀf
großer Sala ür das gesamte Programm glt.
En ﬂchtges Anlegen be der Entﬂclﬀng des Strategeprogramms st de Möglch-
et es be neﬀ aﬀretenden Problemstellﬀngen anpassen zﬀ önnen, möglchst ohne
Änderﬀngen an bestehenden (getesteten, beﬂährten) Programmtelen ﬁornehmen zﬀ
2Während das Verfahren ﬀrsprünglch ür ﬁertelte Rechnerarchtetﬀren entﬂcelt ﬂﬀrde, stellt de
Qt-Bblothe ene Varante zﬀr Verügﬀng, de loal ﬁerügbare Prozessoren oder Prozessorerne ür
de Parallelserﬀng nﬀtzt.
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müssen. Aﬀs desem Grﬀnd besteht das Programm ncht aﬀs ener enzelnen monol-
thschen Haﬀptomponente, de sch fortlaﬀfend ändert, sondern aﬀs Enzeltelen, ﬁon
denen enge onstant bleben ﬀnd enge lecht aﬀsgetaﬀscht oder hnzﬀgeügt ﬂerden
önnen.
.Reflections Equipment Symmetrie … Plugin-Interface
Basisbibliothek
…Extension A Extension Z
Reflexerweiterungen
…Plugin 1 Plugin 2
Plugins
Benutzeroberfläche
Abbildung 8.5.: Schichtweiser Aufbau des Programms, Pfeile zeigen Abhängigkeiten.
In Abbldﬀng 8.5 st der prnzpelle Aﬀaﬀ als Schchtmodell gezegt. De ﬀnterste
Ebene bldet ene sogenannte Basisbibliothek, de ﬁor allem Bestandtele ﬂe Re੘eﬃe, Re-
੘eﬃmodelle soﬂe Krstall- ﬀnd D੖ratometerrepräsentaton enthält. Weterhn snd n
deser Bblothe zﬂe Schnstellen ür Plugins de੗nert, de enen ﬂeteren Baﬀsten
der Archtetﬀr aﬀsmachen. De erste Schnstelle spez੗zert de Strﬀtﬀr ﬁon Plﬀgns
zﬀr Unterstützﬀng ﬁon Dateformaten bem Enlesen ﬁon Re੘eﬃdaten, D੖ratometer-
daten soﬂe Krstallde੗ntonen aﬀs ﬀnterschedlchenellen. De zﬂete Schnstelle
dent als Vorlage ür Plﬀgns, de Komponenten ür Berechnﬀngen enthalten, nsbeson-
dere alle Baﬀstene zﬀr Flterﬀng ﬀnd Manpﬀlaton ﬁon Re੘eﬃlsten. De Infrastrﬀtﬀr
zﬀr Verﬂaltﬀng der Plﬀgns ﬀnd hrer Bestandtele ﬂrd ebenfalls dﬀrch de Bassbblo-
the zﬀr Verügﬀng gestellt, ﬂas ﬁor allem ﬁon der obersten Schcht der Anﬂendﬀng
genﬀtzt ﬂrd, de ür de Nﬀtzernteraton ﬁerantﬂortlch st.
Aﬀs deser groben Untertelﬀng der Soﬂare st berets erschtlch, dass bespelsﬂe-
se de gra੗sche Ober੘äche des Programms omple aﬀsgetaﬀscht ﬂerden ann, ohne
dass an den Bassfﬀntonen Veränderﬀngen ﬁorgenommen ﬂerden müssen. Dadﬀrch,
dass sämtlche tatsächlche Berechnﬀngen n Plﬀgns aﬀsgelagert snd, ann de Fﬀnto-
naltät des Programms belebg aﬀsgeﬂetet ﬂerden, aﬀch ﬁon Dren, de ﬀnabhängg
egene Problemstellﬀngen zﬀ lösen beabschtgen. Enen ﬂeteren Vortel betet de re-
latﬁ hohe Spezalserﬀng edes enzelnen Plﬀgns ۗ es st sehr ﬁel enfacher lene,
ﬀnabhängge Soﬂareenheten zﬀ testen ﬀnd zﬀ ﬁer੗zeren als große, ﬁerzahnte.
8.2.2. Wrapper, Parameter und Graphen
Da es prnzpell ene Begrenzﬀng ür de Berechnﬀngen gbt, de ﬁon den Plﬀgns aﬀs-
geührt ﬂerden, mﬀss ene Strﬀtﬀr ﬁorgegeben ﬂerden, ﬂe en Algorthmﬀs mt an-
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deren Programmbestandtelen ommﬀnzert. Das ann n desem Konteﬃt en anderer
Algorthmﬀs sen oder aﬀch de Benﬀtzerober੘äche, über de Parameter engegebenﬂer-
den. Zﬀ desem Zﬂec st n der Bassbblothe de abstrate Klasse AbstractWrapper
de੗nert, de dese Strﬀtﬀr spez੗zert.
Jede Fﬀntonaltät, de dem Programm über en Plﬀgn zﬀr Verügﬀng gestellt ﬂerden
soll, mﬀss ﬁon enemWrapper geapselt ﬂerden. Der Wrapper hat dabe de Aﬀfgabe e-
ne de੗nerte Schnstelle ür benötgte Parameter zﬀr Verügﬀng zﬀ stellen, soﬂe ﬁom
geapselten Algorthmﬀs erzeﬀgte Aﬀsgaben n der glechen Form zﬀgänglch zﬀ ma-
chen.
Parameter ﬂerden dabe ﬁon Obeten der Klasse GeneralParameter repräsentert,
de ﬀnter anderem de Übertragﬀng ﬁon aﬀsgehenden Parametern enes Wrappers an
engehende Parameter enes anderenWrappers regelt. Snd zﬂe Parameter-Obete ﬁer-
bﬀnden, ﬂrd derWert des ﬁom aﬀsgehenden Parameter zﬀm engehenden übertragen, es
handelt sch also ﬀm ene gerichtete Verbndﬀng. Änderﬀngen des Wertes ﬂerden mt-
tels des berets erﬂähnten Obserﬁer-Entﬂﬀrfsmﬀsters propagert, so dass ﬁerbﬀndene
Parameter ﬀnd letztlch aﬀch de geapselten Algorthmen aﬀf de Änderﬀngen reage-
ren önnen. Weterhn hat eder Parameter enen Datentyp, bespelsﬂese Fleßomma-
zahlen oder Zecheneen aber aﬀch ompleﬃere Typen ﬂe Vetoren, Matrzen oder
Scanlsten. Verbndﬀngen snd nﬀr zﬂschen Parametern mt ompatblen Datentypen
möglch.
Dﬀrch de Verbndﬀng mehrerer Wrapper über hre Parameter entsteht en gerchteter
Graph, der den Flﬀss der engegebenen Daten beschrebt, ﬂobe de n den Wrappern
enthaltenen Algorthmen dese Daten transformeren. Aﬀf dese Wese ann ene sehr
große Spanne ﬁon Berechnﬀngen dargestellt ﬀnd aﬀsgeührt ﬂerden. Enge Elemen-
te treten mmer ﬂeder m Rahmen ﬁerschedener Rechenabfolgen aﬀf, daher ann ene
Grﬀppe ﬁon ﬀnterenander ﬁerbﬀndenenWrappern zﬀsammengefasst ﬀnd de De੗nton
gespechert ﬂerden. Dabe ﬂerden ncht mt anderen Parametern der Grﬀppe ﬁerbﬀn-
dene Parameter nach aﬀßen ﬂetergeletet, so dass de Grﬀppe ﬂederﬀm en Wrapper
st. Archtetonsch st der Ansatz ebenso an das Composte-Entﬂﬀrfsmﬀster angelehnt
ﬂe de zﬀﬁor erläﬀterte herarchsche Re੘eﬃstrﬀtﬀr.
Sämtlche Veränderﬀngen am Graphen, ﬂe bespelsﬂese das Hnzﬀügen oder Lö-
schen ﬁon Wrappern soﬂe Herstellﬀng ﬀnd Trennﬀng ﬁon Verbndﬀngen zﬂschen Pa-
rametern, ﬂerden mt Hlfe des Command-Entﬂﬀrfsmﬀsters modellert, so dass deren
Verlaﬀf festgehalten ﬂerden ann. Weterhn ann aﬀf dese Wese ederzet en be-
stmmter Zﬀstand des Graphen ﬂederhergestellt ﬂerden, so dass Konstrﬀton ﬀnd An-
passﬀng ür den Benﬀtzer mels ener ۢﬀndo۠-Fﬀnton enfacher gestaltet snd.
Schleßlch st ﬁorgesehen, dass Graphen abgespechert ﬀnd so ür ene spätere Nﬀt-
zﬀng onserﬁert ﬂerden önnen. Dazﬀ ﬂerden de ﬁerﬂendeten Wrapper ﬀnd de Ver-
bndﬀngen zﬂschen den Parametern n enen XML-Baﬀm (Eﬃtensble Marﬀp Langﬀa-
ge) übersetzt, der dann n ener Date abgelegt ﬂerden ann (sehe Lstng 9.1). Zﬀdem
st es möglch, ﬁomBenﬀtzer engegebene Parameterﬂerte zﬀ spechern ﬁoraﬀsgesetzt es
steht ene Engabe/Aﬀsgabe-Roﬀtne ür den betre੖enden Datentyp zﬀr Verügﬀng. De-
se Roﬀtnen önnen ebenfalls als Tel enes Plﬀgns beretgestellt ﬂerden, so dass aﬀch
deWerte neﬀer Parametertypen, de erst n der Zﬀﬀn aﬀreten, abgespechert ﬂerden
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Listing 8.1: Beispiel ür einen imXML-Format abgelegten Graphen. Dieser Graph lädt einen
Datensatz aus einer Datei und mielt die Intensitäten symmetrieäquivalenter Reठexe. Er
enthält drei Wrapper und zwei Verbindungen, außerdem sind zwei benutzerdeटnierteWerte
vorhanden, unter anderem die verwendete Punktgruppe.
1 <?xml ver s ion=ۡ 1 . 0 ۡ ?>
2 <dsS tory>
3 <dsContainedWrappers>
4 <dsWrapper s t o r a g e ID =ۡ 0 ۡ  d = ۡ 0 ۡ name=ۡ Da t aF  l eMode l ۡ / >
5 <dsWrapper s t o r a g e ID =ۡ 1 ۡ  d = ۡ 1 ۡ name=ۡ GroﬀpKeyPlﬀgn ۡ >
6 <dsWrapperParameters>
7 <dsParameter d  r e c t  o n = ۡ n ۡ name= ۡ Po n tg roﬀp ۡ>
8 <dsParameterData> 6 /mmm< / dsParameterData>
9 < / dsParameter>
10 < / dsWrapperParameters>
11 < / dsWrapper>
12 <dsWrapper s t o r a g e ID =ۡ 2 ۡ  d = ۡ 2 ۡ name=ۡMergeModel ۡ >
13 <dsWrapperParameters>
14 <dsParameter d  r e c t  o n = ۡ n ۡ name= ۡ Ta rge t ␣
m ﬀ l t  p l  c  t y ۡ >
15 <dsParameterData>9< / dsParameterData>
16 < / dsParameter>
17 < / dsWrapperParameters>
18 < / dsWrapper>
19 < / dsContainedWrappers>
20 <dsConta inedConnect ions>
21 <dsConnect ion  n = ۡ 1 / R e f l e c t  o n s ␣  n ۡ oﬀt= ۡ 0 / R e f l e c t  o n ␣ l  s t
ۡ / >
22 <dsConnect ion  n = ۡ 2 / R e f l e c t  o n s ۡ oﬀt= ۡ 1 / R e f l e c t  o n s ␣ oﬀt ۡ / >
23 < / dsConta inedConnect ions>
24 < / dsS tory>
önnen. Ene Mod੗aton der Specherfﬀnton an sch st daür ncht notﬂendg.
Das Konzept der Wrapper ﬀnd Parameter ührt ene zﬀsätzlche Abstratonsebene n
das Programm en, de enen geﬂssen Ressoﬀrcenoﬁerhead bedeﬀtet. Dem steht edoch
mt der freen Kombnerbaret ﬁon Algorthmen zﬀr Lösﬀng neﬀer Probleme ۗ aﬀch
ﬂet über Strategeoptmerﬀngen hnaﬀs ۗ en erheblcher Nﬀtzen gegenüber. Aﬀs de-
ser zentralenDesgnentschedﬀng resﬀlterte aﬀch der Name des Programms. Da de über
enzelne Plﬀgns ﬀnabhängg ﬁonenander engebﬀndenen Algorthmen fre ombnert
ﬂerden önnen, ähnlch den Syntaﬃelementen ener Sprache, ﬀnd eder Graph ene ۢGe-
schchte۠ über de ﬁerarbeteten Daten erzählt ﬂﬀrde de Bezechnﬀng DiञractionStories
geﬂählt.
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8.2.3. Benutzeroberfläche
Um de dﬀrch den Wrapperansatz gescha੖ene Fleﬃbltät optmal nﬀtzen zﬀ önnen,
ﬂrd ene adäqﬀate Benﬀtzerober੘äche benötgt, de de zﬀ Grﬀnde legenden Konzepte
berücschtgt ﬀnd dem Nﬀtzer de Interaton möglchst lecht macht. Um möglchst
nah am Prnzp des Graphen bleben zﬀ önnen ﬂﬀrde de Entschedﬀng getro੖en dese
Analoge dret n de gra੗sche Benﬀtzerschnstelle zﬀ übernehmen.
Abbildung 8.6.: Benutzeroberठäche von DiञractionStories mit den Elementen (1) Graphen-
bereich, (2) Repräsentation des Graphen als Baum, (3) Toolbar mit allen verügbaren Plug-
ins, (4) Übersicht über Graphenbereich, (5) Verlauf der ausgeührten Aktionen und (6) Tool-
bar mit allgemeinen Funktionen wie Zoom, etc. (7) Liste mit Anmerkungen zu ausgewählten
eingehenden Parametern.
In der Haﬀptsache besteht das Haﬀptfenster ﬁon D੖ractonStores (Abbldﬀng 8.6)
demnach aﬀs ener ۢZechen੘äche ,۠ aﬀf der ene Repräsentaton des Arbetsgraphen
onstrﬀert ﬀnd betrachtet ﬂrd. Aﬀch de restlchen Bedenelemente denen haﬀptsäch-
lch der Interaton des Nﬀtzers mt desem Graphen, ﬂe bespelsﬂese ene Lste mt
am Graphen ﬁorgenommenen Änderﬀngen, über de dese rücgängg gemacht ﬂerden
önnen. Wchtg st aﬀch de Toolbar mt ﬁerügbaren Plﬀgns, mt Hlfe derer sch de
entsprechenden Wrapper dem Graphen hnzﬀügen lassen.
Da edoch nahezﬀ ede Interaton mt der Graphenrepräsentaton erfolgt, soll nﬀn aﬀf
dese näher engegangen ﬂerden. Das lenste Element des Graphen stellt en Wrapper
mt senen Parametern dar, ﬂeshalb dese beden Komponenten nahezﬀ decﬀngsglech
n de gra੗sche Darstellﬀng übernommen ﬂerden onnten (sehe Abbldﬀng 8.7).
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Parameterbezeichnung
Eingehender Parameter (Wert gesetzt)
Ausgehender Parameter (Reflexmodell)
Item mit Symbol
Eingehener Parameter (Wert nicht gesetzt)
Abbildung 8.7.: Graटsche Repräsentation eines Wrappers mit seinen Parametern. Einge-
hende Parameter sind auf der linken Seite angeordnet, ausgehende auf der rechten.
Abbildung 8.8.: Verbindungen zwischen Parametern werden durch Pfeile dargestellt, die
die Richtung des Datenठusses anzeigen.
Jeder Wrapper ﬂrd dabe ﬁon enem Item repräsentert, das n der Me über en Icon
zﬀr endeﬀtgen Ident੗aton dﬀrch den Benﬀtzer ﬁerügt. Aﬀf der lnen Häle des
Kreses snd de engehenden Parameter angeordnet, de der geapselte Algorthmﬀs als
Engabedaten benötgt, aﬀf der rechten de aﬀsgehenden Parameter mt den Rechener-
gebnssen. De Parameter, de ebenfalls dﬀrch Krese dargestellt snd, zegen dﬀrch hre
Färbﬀng ﬂetere Informaton an. Parameter (soﬂohl engehend als aﬀch aﬀsgehend) oh-
ne zﬀgeﬂesenenWert ﬂerden graﬀ . dargestellt, engehende Parameter, de Daten ent-
halten snd dagegen grün geärbt . . Be den aﬀsgehenden Parametern ﬂrd etﬂas fener
ﬀnterscheden, so snd enfache Re੘eﬃmodelle gelb geärbt . ﬀnd Composte-Modelle
mt mehreren Bestandtelen ﬂerden dﬀrch ene blaﬀe Färbﬀng . angezegt. Sonstge
aﬀsgehende Parameter erhalten ene rote Füllfarbe . ﬂenn hnen en Wert zﬀgeﬂesen
ﬂﬀrde.
De n Abbldﬀng 8.7 ﬁorhandenen Parameterbezechnﬀngen snd m Programm nﬀr
schtbar, ﬂenn der Maﬀszeger sch n der Nähe des eﬂelgen Parameters be੗ndet, so
dass ncht zﬀ ﬁel Informaton glechzetg angezegt ﬂrd.
Verbndﬀngen zﬂschen Parametern ﬂerden dﬀrch Pfele dargestellt (Abbldﬀng 8.8)
ﬀnd ﬂerden n der Regel ﬁom Nﬀtzer mt der Maﬀs mels Drag & Drop, begnnend be
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enem aﬀsgehenden Parameter, hergestellt. Da nﬀr Parameter mt ompatblen Datenty-
penmtenander ﬁerbﬀnden ﬂerden önnen, snd de möglchen engehenden Parameter
ﬂährend des Drag-Vorgangs ﬁsﬀell herﬁorgehoben. Zﬀm enen blnen de Parameter,
so dass se lechter ﬂahrgenommen ﬂerden, zﬀm anderen ﬂerden se größer, so dass
se en lechter mt dem Maﬀszeger zﬀ tre੖endes Zel darstellen. Nachfolgend st der
zetlche Verlaﬀf deser Anmaton dargestellt, deren Perode 600ms beträgt:
. …
600ms
De Werte ﬁon engehenden Parametern önnen edoch ncht nﬀr über Verbndﬀn-
gen gesetzt ﬂerden, es besteht aﬀch de Möglchet zﬀr Nﬀtzernteraton. Für eden
Datentyp mﬀss ene Edtormase beretgestellt ﬂerden, mt deren Hlfe de Daten be-
arbetet ﬂerden önnen. Da n edem Plﬀgn de Benﬀtzﬀng neﬀer Datentypen möglch
st, ﬂerden aﬀch de Edtoren dﬀrch de Plﬀgns beretgestellt. Bem Laden der Plﬀgns
ﬂerden enthaltene Edtoren an ener zentralen Stelle regstrert ﬀnd stehen ür alle an-
deren Komponenten ebenfalls zﬀr Verügﬀng, so dass der entsprechende Code nﬀr en
Mal geschreben ﬂerden mﬀss.
Abbildung 8.9.: Verändern von Parameterwerten durch den Benutzer miels Editoren. Im
gezeigten Beispiel soll vom Anwender eine Punktgruppe ausgewählt werden.
Mt Hlfe der Parameter- ﬀnd Edtortypen önnen Werte aﬀch semantsch getrennt
ﬂerden. Ansta enes dmensonslosen Fleßommaﬂertes ﬂrd dann bespelsﬂese e-
ne Längenangabe ﬁerlangt, oder ene rezproe Länge, eﬂels mt ener Enhet behaet.
De Typen snd dann ﬀnterenander ncht ompatbel, so dass ene physalsch ﬀnsn-
ngen Verbndﬀngen erlaﬀbt snd. Da der Zahlenﬂert ener Längenangabe edoch ﬁon
ener Fleßommazahl repräsentert ﬂrd, st trotzdem der gleche Edtor ﬁerﬂendbar.
Er ﬂrd ür den Nﬀtzer mt ener Enhet ﬁersehen, so dass Mssﬁerständnsse be der
Engabe ﬁon Werten mnmert ﬂerden.
En ﬂeterer ﬂchtger Geschtspﬀnt der Arbet mt D੖ractonStores st de Doﬀ-
mentaton der erstellten Stores, ﬀm ene spätere Verﬂendﬀng ﬀnd de Wetergabe an
Dre zﬀﬁerlässg gestalten zﬀ önnen. Zﬀ desem Zﬂec ann ede Storydate Metada-
ten enthalten ۗ n der atﬀellen Verson en Ttel ﬀnd ene Beschrebﬀng ۗ de demBenﬀt-
zer Informatonen darüber ﬁermeln sollen, ﬂas mt dem dargestellten Ablaﬀf errecht
ﬂerden soll. In der Benﬀtzerober੘äche snd dese Aﬀsüne über enen m Überschts-
feld (Nﬀmmer 4 n Abbldﬀng 8.6) zﬀgänglchen Dalog abrﬀf- ﬀnd edterbar.
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De detallerte Beschrebﬀng ﬁon Engabeparametern st mt Hlfe so genannter An-
notations, also ۢAnmerﬀngen ,۠ realsert. Se ermöglchen das Anlegen ﬀrzer Beschre-
bﬀngen ür engehende Parameter, de dann n ener Lste (sehe Abbldﬀng 8.6) darge-
stellt ﬂerden. De Lstenenträge bestzen de gleche Farbe ﬂe de zﬀgehörge Para-
meterrepräsentaton m Graphen, so dass schtbar st, ob berets en Wert zﬀgeﬂesen
ﬂﬀrde. Berührt der Benﬀtzer enen Entrag mt dem Maﬀszeger, ﬂrd der entsprechen-
de Parameter m Graphen mels der oben gezegten Anmaton herﬁorgehoben, so dass
er gefﬀnden ﬂerden ann. Dﬀrch de Nﬀmmererﬀng der Lstenenträge ann dem Be-
nﬀtzer en Hnﬂes aﬀf de Rehenfolge der Wertzﬀﬂesﬀng gegeben ﬂerden.
De Kombnaton der beden Konzepte ermöglcht de Erstellﬀng ﬁollständg selbst-
doﬀmenterender Stores, de es anderen Benﬀtzern sehr lecht machen önnen, enen
Arbetsablaﬀf zﬀ ﬁerstehen ﬀnd ür egene Zﬂece enzﬀsetzen.
Zﬀ eder Soﬂare gehört neben dem egentlchen Programm natürlch aﬀch ene ent-
sprechende Doﬀmentaton. Bem Entﬂceln ﬁon Plﬀgns besteht de Möglchet, be-
schrebende Tooltps ﬀnd enen ﬀrzen Erläﬀterﬀngsteﬃt mt Hnﬂesen zﬀr Verﬂen-
dﬀng, dem enthaltenen Algorthmﬀs oder benötgten Re੘eﬃerﬂeterﬀngen enzﬀbnden.
Dese Plﬀgndoﬀmentaton steht n der Benﬀtzerober੘äche zﬀr Verügﬀng ﬀnd ann
m Hlfemodﬀs, ﬂelcher über das Menü oder ene Tastenombnaton atﬁert ﬂerden
ann, abgerﬀfen ﬂerden. Aﬀf dese Wese st en Zﬀgr੖ aﬀf grﬀndlegende Doﬀmenta-
ton dret m Programm möglch. En Benﬀtzerhandbﬀch n englscher Sprache, soﬂe
technsche Doﬀmentaton enger Kernbblotheen ﬂerden ebenfalls zﬀsammen mt
dem Programm ﬁertelt.
8.3. Sprache, Bibliotheken, Compiler und
Hilfsprogramme
Zﬀr Umsetzﬀng der dargestellten Konzepte ﬂﬀrde de Sprache C++ geﬂählt, da se be-
stens geegnet st obetorenterte Entﬂürfe ﬀmzﬀsetzen. Für de ﬂchtgsten Betrebs-
systeme snd lestﬀngsähge Compler ﬁerügbar, so dass schnelle Programme erzeﬀgt
ﬂerden önnen. Aﬀf Grﬀnd der Verbretﬀng ﬀnd der freen Lzenz ੗el de Wahl aﬀf g++,
der Tel der GCC [106] st, soﬂe dessen mngﬂ-Varante.
Soﬂohl ür de gra੗sche Benﬀtzerober੘äche als aﬀch ür Kernomponenten ﬀnd den
Plﬀgnmechansmﬀs ﬂﬀrde de Bblothe Qt [107] engesetzt. Se eﬃstert ür ﬁersche-
dene Plaformen, so dass das Programmmt gerngem Programmeraﬀfﬂand an de ﬀn-
terstützten Betrebssysteme angepasst ﬂerden ann.
Für de Umsetzﬀng der Parallelserﬀng bestmmter Rechenschre mels Map/Re-
dﬀce ﬂrd en lener Tel der boost-Bblothe (boost::bind [108]) benﬀtzt. Weterhn
ommt zﬀr Verarbetﬀng mathematscher Aﬀsdrüce de Bblothe mﬀParser [109] zﬀm
Ensatz.
Als Entﬂclﬀngsﬀmgebﬀng ﬂﬀrde aﬀf Grﬀnd der Verbndﬀng zﬀm Qt-Proet Qt-
Creator n ﬀnterschedlchen Versonen benﬀtzt. Sämtlche Logos ﬂﬀrden mt Hlfe des
Vetorzechenprogramms nscape [110] erstellt. Das Programm enthält enge Icons
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aﬀs dem Oﬃygen-Proet [111]. Für de Erstellﬀng der technschen Doﬀmentaton der
Kernbblotheen am das Programm doﬃygen [112] zﬀm Ensatz, das Benﬀtzerhand-
bﬀch ﬂﬀrde mt LATEX gesetzt. Als Versonsontrolle zﬀr Doﬀmentaton ﬁon Verände-rﬀngen am Programmcode ﬂﬀrde gt [113] ﬁerﬂendet.
Abbildung 8.10.:Das Logo von DiञractionStories vereint Aspekte der Röntgenbeugung und
des graphenbasierten Entwurfs- und Bedienkonzepts.
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Enes der Haﬀptzele des entﬂcelten Strategeprogramms st de größtmöglche Un-
abhängget ﬁon bestmmter D੖ratometerhardﬂare. De mathematschen ﬀnd so-
ﬂaretechnschen Grﬀndlagen daür ﬂﬀrden n den ﬁorhergen Kapteln engehend er-
läﬀtert. We aﬀs den Betrachtﬀngen zﬀm geﬂählten Optmerﬀngsalgorthmﬀs herﬁor-
geht, st de orrete Smﬀlaton des Beﬀgﬀngseﬃperments en zentraler Baﬀsten des
Programms. Se ermöglcht Vorhersagen über de aﬀs den Messﬀngen resﬀlterenden
Datensätze. Deshalb ﬂrd n desem Kaptel zﬀnächst demonstrert, ﬂe de geräteﬀn-
abhängge Smﬀlaton n D੖ractonStores ﬀmgesetzt ﬂerden ann. Daraﬀf folgen zﬂe
Bespele, n denen eﬂels ene Messﬀng an ﬀnterschedlchen D੖ratometern reprodﬀ-
zert ﬂrd. Im Rahmen deser Bespele ﬂrd gezegt, ﬂelche onreten Geräteparameter
berücschtgt ﬂerden müssen. Darüber hnaﬀs ੗ndet en Verglech der smﬀlerten mt
den gemessenen sta, ﬂobe de Betrachtﬀng der Abﬂechﬀngen zﬂschen Smﬀlaton
ﬀnd Eﬃperment besondere Beachtﬀng erährt.
9.1. Workflow zur Simulation
En Überblc über de omplee Story zﬀr Smﬀlaton enes Beﬀgﬀngseﬃperments st n
Abbldﬀng 9.1 gezegt. Mt hrer Hlfe ﬂrd ene D੖ratometerbeschrebﬀng aﬀs ener
Date geladen, ebenso ﬂe ene Orenterﬀngsmatrﬃ. Nach Engabe der Scan-Daten ann
der Benﬀtzer de smﬀlertenDaten dret analyseren oder smﬀlerte Images betrachten,
de de Detetorgeometre berücschtgen.
Korresponderend mt der Nﬀmmererﬀng m Bld sollen nﬀn de enzelnen Kompo-
nenten mt hren En- ﬀnd Aﬀsgabeparametern detallert erlärt ﬂerden. Dazﬀ gehören
aﬀch grﬀndlegende Konzepte, sofern se noch ncht ﬁorher behandelt ﬂﬀrden aber ür
das Verständns releﬁant snd.
1 DiﬀractometerLoader
Ein- und Ausgabeparameter:
Filename
Pfad zﬀ ener Date, de ene D੖ratometerde੗nton n enem ﬀnterstützten For-
mat enthält.
Diﬀractometer
Repräsentaton enes D੖ratometers zﬀr Verﬂendﬀng n anderen Komponenten.
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Abbildung 9.1.: Story zur Simulation eines Beugungsexperiments. Zum Einsatz kom-
men die Plugins (1) DiﬀractometerLoader, (2) DiﬀractometerParts, (4) GroupKeyPlugin, (5)
ScanListComposer, (6) ScanPerformer und (7) ImageBrowser. Weiterhin das zusammenge-
setzte Item (3), dessen Struktur in Abbildung 9.2 gezeigt ist.
Das DiﬀractometerLoader-Plﬀgn st daür ﬁerantﬂorlch, ene D੖ratometerde੗n-
ton aﬀs ener ﬁom Benﬀtzer spez੗zerten Date zﬀ laden ﬀnd de resﬀlterende Reprä-
sentaton des Gerätes ür andere Komponenten zﬀr Verügﬀng zﬀ stellen. Nﬀr sehr ﬂe-
nge andere Plﬀgns benötgen Kenntns über alle Tele des D੖ratometers, so dass das
nächste Plﬀgn sehr häﬀ੗g n Kombnaton mt dem DiﬀractometerLoader anzﬀtre੖en
st.
2 DiﬀractometerParts
Ein- und Ausgabeparameter:
Diﬀractometer
Repräsentaton des D੖ratometers dessen Bestandtele anderen Programmmodﬀ-
len zﬀgänglch gemacht ﬂerden sollen.
Axes
Gonometer als Lste ﬁon Achsende੗ntonen.
Description
Name oder ﬀrze Beschrebﬀng des Gerätes zﬀ Ident੗atonszﬂecen.
Detector
Repräsentaton des Detetors, enthält Informatonen über dessen Geometre ﬀnd
Abschaﬀngen.
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Abbildung 9.2.: Zu einem wiederverwendbaren Item zusammengesetzte Kombination von
Plugins zur Erzeugung einer Reठexliste. Enthalten sind (3a) CrystalPlugin, (3b) CrystalMo-
del, (3c) LaiceFilter, (3d) MatrixTransform, (3e) ReflectionOrienter und (3) DFilter.
Diﬀractometer matrix
Transformatonsmatrﬃ, ﬀm das Koordnatensystem des Gerätes n das ﬁon Df-
fractonStores zﬀ überühren.
Wavelength
Verﬂendete Wellenlänge der Strahlﬀng.
d(min)
Maﬃmale Aﬀ੘ösﬀng des D੖ratometers n Ångstrøm.
Von desem Plﬀgn ﬂerden de enzelnen Bestandtele des D੖ratometers zﬀr Verü-
gﬀng gestellt. Ene ﬂchtge Komponente st der Detetor, dessen Repräsentaton soﬂohl
Informatonen über de Geometre enthält (rechtecge oder rﬀnde Form, ੘ach oder ge-
bogen) als aﬀch über etﬂage Abschaﬀngen. Deren Gestalt ann enersets ੗ﬃ gegen-
über dem Detetor sen (ﬂe es bespelsﬂese be defeten Pﬃeln oder Lücen zﬂ-
schen den Modﬀlen der Fall ﬂäre) oder sch edoch ﬂnelabhängg ﬁerändern, so ﬂe
der Schaen des Prmärstrahlängers.
Das Gonometer ﬂrd als ene Lste ﬁon Achsen modellert, de eﬂels neben ener
endeﬀtgen Bezechnﬀng Informatonen über hre Drehachse ﬀnd den Drehsnn, soﬂe
gerätebedngte Beschränﬀngen bezüglch des Fﬀntonsberechs ﬀnd der Genaﬀget
enthalten. Weterhn st ür ede Achse angegeben, ob se beﬂeglch st oder ncht.
3 Zusammengesetztes Item: Erzeugung einer Reflexliste
Deses Item erzeﬀgt aﬀs ener Orenterﬀngsmatrﬃ ﬀnd enerWellenlänge, soﬂe engen
optonalen Zﬀsatznformatonen ene Lste ﬁon Re੘eﬃen. Dese enthalten dann eﬂels
ene Erﬂeterﬀng mt den Koordnaten des rezproen Gerpﬀnts n Laboroordna-
ten, so dass ﬂetere Berechnﬀngen damt angestellt ﬂerden önnen. Da es sch ﬀm en
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zﬀsammengesetztes Item handelt, st n Abbldﬀng 9.2 dessen nnere Strﬀtﬀr gezegt,
de Bestandtele ﬂerden m folgenden erläﬀtert.
3a CrystalPlugin
Ein- und Ausgabeparameter:
Filename
Pfad zﬀ ener Date de ene Orenterﬀngsmatrﬃ ﬀnd e nach Format zﬀsätzlche
Informatonen zﬀm Krstallger enthalten ann.
Centering
Zentrerﬀng des Gers falls spez੗zert, ansonsten mmer Ǌ.
Crystal name
Ident੗aton des Krstalls.
Laice parameters
Repräsentaton der Elementarzelle.
Orientation matrix
Orenterﬀngsmatrﬃ, beschrebt de Bezehﬀng zﬂschen rezproem Ger ﬀnd
Laboroordnatensystem.
Pointgroup
Pﬀntgrﬀppe der Strﬀtﬀr falls beannt, ansonsten mmer 1.
CrystalPlugin lest de angegebene Date en, sofern das Format ﬀnterstützt ﬂrd, ﬀnd
eﬃtrahert enge Informatonen, ﬁor allem ene Orenterﬀngsmatrﬃ Ɂ�. Aﬀs deser
ﬂrd mels der Bezehﬀng �∗ = (Ɂ�)� ⋅ (Ɂ�) (9.1)
de Metr des rezproen Gers ﬀnd damt aﬀch de des realen Gers errechnet. Zﬀ-
sammen mt den Daten über Pﬀntgrﬀppe ﬀnd Zentrerﬀng ﬂrd ene Repräsentaton
der Elementarzelle erzeﬀgt, de dann m Anschlﬀss bespelsﬂese zﬀr Erzeﬀgﬀng ener
Re੘eﬃlste genﬀtzt ﬂerden ann.
3b CrystalModel
Ein- und Ausgabeparameter:
Laice parameters
Repräsentaton der Elementarzelle.
Wavelength
Wellenlänge n Ångstrøm.
Reflection list
Lste mt allen Re੘eﬃen n der Grenzﬀgel des rezproen Raﬀms.
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Das Plﬀgn CrystalModel benötgt als Engabeparameter ene Elementarzelle ﬀnd ene
Wellenlänge als Engabeparameter. Es ﬂerden dann nach Glechﬀng 7.7 mt der Fﬀn-
damentalmatrﬃ der Zelle alle Indeﬃtrpel erzeﬀgt, de be der ﬁorgegebenen Elementar-
zelle enem Netzebenenabstand größer als �/2 entsprechen. Dese physalsche Grenze
ergbt sch aﬀs der Eﬂaldonstrﬀton, ﬂe n Abschn 2.3 erläﬀtert ﬂﬀrde. Pﬀnte des
rezproen Gers, de ﬂeter als �/2 ﬁom Ursprﬀng entfernt snd önnen ncht dﬀrch
Rotaton dﬀrch de Ober੘äche der Eﬂaldﬀgel beﬂegt ﬂerden, de zﬀgehörgen Re੘eﬃe
snd somt ncht beobachtbar. Aﬀs edem erlaﬀbten Indeﬃtrpel ﬂrd en Re੘eﬃobet er-
zeﬀgt ﬀnd n en Re੘eﬃmodell engeügt, das dann anderen Komponenten zﬀr Verügﬀng
gestellt ﬂrd.
3c LaiceFilter
Ein- und Ausgabeparameter:
Centering
Gerzentrerﬀng, de festlegt ﬂelche Re੘eﬃe erlaﬀbt snd.
Reflections in
Lste mt Re੘eﬃen.
Reflections out
Lste der mt der gegebenen Zentrerﬀng erlaﬀbten Re੘eﬃe.
Das Plﬀgn LaiceFilter mplementert das ReflectionModelDecorator-Interface ﬀnd
੗ltert alle Re੘eﬃe heraﬀs, de be der angegebenen Gerzentrerﬀng (Ǌ, ƻ, Ƽ, ƽ, ǀ, ǃ,ǌ���, ǌ���) ﬁerboten snd. Da ene Zentrerﬀng de Zahl der Re੘eﬃe ﬀnter Umständendrastsch redﬀzert, st es snnﬁoll, desen Flterschr möglchst am Anfang der Opera-
tonsfolge aﬀszﬀühren, da des den Rechenaﬀfﬂand ür alle nachfolgenden Rechnﬀngen
sent.
3d MatrixTransform
Ein- und Ausgabeparameter:
Diﬀractometer matrix
Transformatonsmatrﬃ, ﬀm das Koordnatensystem des Gerätes n das ﬁon Df-
fractonStores zﬀ überühren.
Orientation matrix
Orenterﬀngsmatrﬃ
Orientation matrix
Transformerte Orenterﬀngsmatrﬃ.
Das Laboroordnatensystem aﬀf das sch ene Orenterﬀngsmatrﬃ bezeht hängt ﬁon
der De੗nton ab, de das Programm zﬀr Berechnﬀng deser Matrﬃ ﬁerﬂendet. Wenn
deses Koordnatensystem ﬁon dem n D੖ractonStores ﬁerﬂendeten abﬂecht mﬀss
de Matrﬃ erst n das rchtge Koordnatensystem transformert ﬂerden, da sonst ene
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orreten Ergebnsse erhalten ﬂerden. Dese Transformaton ﬂrd ﬁom PlﬀgnMatrixT-
ransform ﬁorgenommen.
Genaﬀere Informatonen ﬂe de D੖ratometermatrﬃ ermelt ﬂerden ann folgen
n den Abschnen, n denen eﬂels en spez੗sches D੖ratometer behandelt ﬂrd.
3e ReflectionOrienter
Ein- und Ausgabeparameter:
Orientation matrix
Orenterﬀngsmatrﬃ m Koordnatensystem ﬁon D੖ractonStores.
Reflections in
Lste mt Re੘eﬃobeten, es snd ene Vornformatonen n Form ﬁon Eﬃtensons
nötg.
Reflections out
Lste mt Re੘eﬃen, de mt ener Erﬂeterﬀng ür Koordnaten m rezproen Raﬀm
ﬁersehen snd.
Das PlﬀgnReflectionOrienterﬂendet de Orenterﬀngsmatrﬃ nach Glechﬀng 7.8 aﬀf
eden Re੘eﬃ an ﬀnd spechert de so erhaltenen Koordnaten n ener Re੘eﬃerﬂeterﬀng,
so dass ﬂetere Modﬀle dese Informaton nﬀtzen önnen.
3f DFilter
Ein- und Ausgabeparameter:
Reflections in
Re੘eﬃlste, mt Informaton über den Netzebenenabstand oder als Koordnaten m
rezproen Raﬀm.
Unit
Enhet n der de Aﬀ੘ösﬀngsgrenzen angegeben ﬂerden, Standard st Ångstrøm.
Wavelength
Wellenlänge, falls ene ﬂellenlängenabhängge Enhet geﬂählt ﬂrd.
d(max)
Untere Aﬀ੘ösﬀngsgrenze n der geﬂählten Enhet.
d(max) enabled
Schalter, der de Verﬂendﬀng der ﬀnteren Aﬀ੘ösﬀngsgrenze regelt.
d(min)
Obere Aﬀ੘ösﬀngsgrenze n der geﬂählten Enhet.
Reflections out
Ge੗lterte Re੘eﬃlste mt Re੘eﬃen m geﬂählten Aﬀ੘ösﬀngsberech
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Als letzte Teloperaton ﬂerden de Re੘eﬃe ﬁom Plﬀgn DFilter nach enem bestmm-
ten Aﬀ੘ösﬀngsberech ge੗ltert, so dass nﬀr de Re੘eﬃe n de ﬂeteren Berechnﬀngen
en੘eßen, de ﬁon der Streﬀra des Krstalls aﬀsgehend aﬀch gemessen ﬂerden ön-
nen. De Informaton über den ǘ-Wert enes Re੘eﬃes ann dabe enersets dret als
solcher n ener Eﬃtenson ﬁorhanden sen, anderersets ann aﬀs den zﬀﬁor erläﬀterten
Koordnaten des rezproen Raﬀms derWert dret aﬀf folgendeWese ermelt ﬂerden:
ǘ = ∣Ɋ∣−1 (9.2)
Wrd ene Wellenlänge ﬁorgegeben, ann de Aﬀ੘ösﬀng aﬀch n 2� oder s�� � angege-
ben ﬂerden, ansonsten mﬀss de Angabe als ǘ n Ångstrøm oder dmensonslos als sin�/�
erfolgen.
4 GroupKeyPlugin
Ein- und Ausgabeparameter:
Pointgroup
Pﬀntgrﬀppe
Reflections in
Re੘eﬃlste, ene Eﬃtensons benötgt.
Reflections out
Lste mt Re੘eﬃen, de mels ener Erﬂeterﬀng ener bestmmten Re੘eﬃgrﬀppe
zﬀgeordnet snd.
Berechnﬀngen zﬀr Vollständget ﬀnd zﬀr Redﬀndanz benötgen Informatonen über
de Pﬀntgrﬀppe, da dese festschrebt, ﬂelche Re੘eﬃe symmetreäqﬀﬁalent snd. Da-
mt des ncht be eder Rechnﬀng neﬀ ermelt ﬂerden mﬀss, ﬂrd eder Re੘eﬃ ener
Re੘eﬃgrﬀppe zﬀgeordnet.
Pﬀntgrﬀppen ﬂerden m Programm als Menge ﬁon Symmetreoperatonen darge-
stellt, de ﬂederﬀm als Transformatonsmatrﬃ gemäß den De੗ntonen n den
”
Inter-
natonal Tables for Crystallography“ repräsentert ﬂerden ﬀnd deren Anzahl e nach
Pﬀntgrﬀppe ﬀnterschedlch st:Ǌ� = {ȿ0, ȿ1,… , ȿ�} , Ǫ ∈ {1, 1,… ,ǟ3ǟ} (9.3)
Das Mllersche Indeﬃtrpel � enes Re੘eﬃobetes ﬂrd mt edem Element ﬁon Ǌ� mﬀl-tplzert, so dass sch ene Menge ﬁon transformerten Trpeln ǂ ergbt, de symmetre-
äqﬀﬁalent zﬀ � snd: ǂ� = {�′0, �′1,… , �′�} (9.4)
Für edes transformerte Trpel �′� ﬂrd dann en Re੘eﬃschlüssel nach der Beschre-bﬀng n Abschn 8.1 erzeﬀgt ﬀnd n ener sorterten Lste abgelegt. Doppelﬀngen, de
be allen Re੘eﬃen aﬀßer den allgemenen ℎǝǞ aﬀreten, ﬂerden aﬀssortert. Das erste
Element der Lste, also der Schlüssel mt dem nedrgsten Integerﬂert, ﬂrd zﬀrüc n
en Indeﬃtrpel transformert, ﬂelches de Re੘eﬃgrﬀppe dent੗zert. Dem Re੘eﬃobet
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ﬂrd ene Erﬂeterﬀng zﬀgeﬂesen, de deses Indeﬃtrpel enthält, so dass am Ende eder
Re੘eﬃ de Informaton über sene Re੘eﬃgrﬀppenzﬀgehörget trägt.
5 ScanListComposer
Ein- und Ausgabeparameter:
Diﬀractometer
D੖ratometerde੗nton.
Scan count
Anzahl der Scans.
Scan Ǡ
Gonometerenstellﬀng ür den eﬂelgen Scan.
Scan list
Lste ﬁon Scans, de sch aﬀs den Enzelscans zﬀsammensetzt.
Der ScanListComposer ermöglcht de Zﬀsammenstellﬀng ener Scanlste, also ener
Abfolge ﬁon Gonometerenstellﬀngen. De Handhabﬀng n Form ener Lste ﬁerenfacht
das Weterrechen der Parameter an andere Komponenten, da ﬀnabhängg ﬁon der An-
zahl der Scans nﬀr enObet übergebenﬂerdenmﬀss. Das Plﬀgn benötgt zﬀr orreten
Fﬀnton en D੖ratometerobet, anhand dessen de entsprechenden Engabemasen
ür Gonometerenstellﬀngen generert ﬂerden.
6 ScanPerformer
Ein- und Ausgabeparameter:
Diﬀractometer
De੗nton des ür de Smﬀlaton zﬀ nﬀtzenden D੖ratometers.
Reflections in
Lste der zﬀ smﬀlerenden Re੘eﬃe, Informatonen zﬀr Orenterﬀng ﬂerden benö-
tgt.
Scan item
Item zﬀr Berechnﬀng enes Beﬀgﬀngseﬃperments.
Scan list
Abfolge ﬁon Gonometerenstellﬀngen.
Reflections out
Lste ﬁon Scans, de sch aﬀs den Enzelscans zﬀsammensetzt.
Total scan width
Sﬀmme der Rotatonsﬂnel aller smﬀlerten Scans.
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Das zentrale Item der Smﬀlatons-Story ﬂrd dﬀrch das ScanPerformer-Plﬀgn beret-
gestellt. Es nmmt als Inpﬀt m ﬂesentlch ene Re੘eﬃlste, ene D੖ratometerbeschre-
bﬀng ﬀnd ene Lste zﬀm Gerät passender Scande੗ntonen entgegen ﬀnd stellt den re-
sﬀlterenden Datensatz ﬂederﬀm als Re੘eﬃlste zﬀr Verügﬀng, ﬂobe de Re੘eﬃe ﬀm
Erﬂeterﬀngen ﬂe Streﬀﬁetoren oder Detetoroordnaten ergänzt sen önnen.
Dabe enthält das Item senersets grﬀndsätzlch zﬂe ﬂetere Items: ScanListExpo-
ser ﬀnd ManagedComposite. Das erste Item zerlegt de Scanlste n enzelne Scans ﬀnd
macht deren Parameter (Gonometerenstellﬀngen) ﬁerügbar, so dass eder Scan enzeln
berechnet ﬂerden ann, bespelsﬂese nach dem n Abschn 7.3 gezegten Schema (de
Umsetzﬀng n D੖ractonStores st m nächsten Abschn beschreben).ManagedCom-
posite ügt de enzelnen Re੘eﬃlsten zﬀ enem Gesamtdatensatz zﬀsammen.
Das smﬀlerende Item ann über den entsprechenden Engabeparameter festgelegt
ﬂerden (soﬂohl Items aﬀs Plﬀgns als aﬀch zﬀsammengesetzte Items sndmöglch), Scan-
Performer erzeﬀgt aﬀtomatsch de orrete Anzahl an Items ür de Smﬀlaton ﬀnd
nüp de erforderlchen Verbndﬀngen zﬂschen den Parametern. Somt erüllt Scan-
Performer ene Rolle als ۢMeta-Item ,۠ ﬂas enen entschedenden Betrag zﬀr Fleﬃbltät
ﬁon D੖ractonStores lestet, da de Detals der Smﬀlaton aﬀstaﬀschbar ﬂerden.
7 ImageBrowser
Eingabeparameter:
Detector
Für de gra੗sche Darstellﬀng benötgte Detetorde੗nton.
Reflection list
Datensatz dessen Re੘eﬃe über Imagenﬀmmer ﬀnd Detetoroordnaten ﬁerügen.
Scans
Angeﬂandte Scanlste.
Um de smﬀlerten Daten zﬀ ﬁsﬀalseren steht der ImageBrowser zﬀr Verügﬀng, der
ﬀnter Zﬀhlfenahme der Detetorgeometre smﬀlerte Beﬀgﬀngsaﬀfnahmen generert,
ﬂas ﬀnter anderem zﬀr Ver੗zerﬀng der Smﬀlaton nützlch st.
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Abbildung 9.3.: Zur Simulation des Beugungsexperiments notwendige Items nach der in
Abschni 7.3 dargelegten Vorschri: (1)ModelCloner, (2) ReflectionCloner, (3) ScanPlugin,
(4) ReflectionRotator, (5) SpindleAxis, (6) SpindleFilter and (7) DetectorFilter. Der „Pfad“
der Reठexe ist hervorgehoben.
9.2. Simulationsdetails
Nachdem m ﬁorhergehenden Abschn de Detals des generellen Arbetsablaﬀfs erläﬀ-
tert ﬂﬀrden, soll nﬀn de egentlche Smﬀlaton nach dem glechen Mﬀster beschreben
ﬂerden. In Abbldﬀng 9.3 st de Folge ﬁon Items gezegt de zﬀr Berechnﬀng enes s-
mﬀlerten Datensatzes nach dem m Abschn 7.3 beschrebenen Verfahren notﬂendg
st.
1 ModelCloner
Ein- und Ausgabeparameter:
Reflections in
Lste ﬁon Re੘eﬃen mt belebgen Erﬂeterﬀngen
Reflections out
Gelonte Re੘eﬃlste.
Der erste Schr n der Smﬀlaton ﬂrd ﬁom PlﬀgnModelCloner aﬀsgeührt, das alle
Re੘eﬃe (nlﬀsﬁe hrer Erﬂeterﬀngen) enes Re੘eﬃmodells lont, n en neﬀes Modell
enügt ﬀnd deses ﬂederﬀm ﬂeterﬁerbretet. Des st notﬂendg, ﬂenn anhand der
glechen Bassre੘eﬃlste mehrere Scans smﬀlert ﬂerden sollen, da ür Re੘eﬃe n ﬀn-
terschedlchen Scans ﬀnterschedlche Daten anfallen ﬀnd somt aﬀs edem Re੘eﬃ der
Basslste genaﬀ so ﬁele Re੘eﬃe resﬀlteren ﬂe Scans smﬀlert ﬂerden. Dese Re੘eﬃe
snd ncht mehr dentsch ﬀnd müssen somt getrennt behandelt ﬂerden, ﬂeshalb se
aﬀch m Specher des Rechners getrennt ﬁonenander eﬃsteren.
102
9.2. Simulationsdetails
2 ReflectionCloner
Ein- und Ausgabeparameter:
Reflections in
Re੘eﬃlste.
Reflections out
Ursprünglche Re੘eﬃe ﬀnd deren Klone.
Aﬀch ﬂenn der Name ncht ﬀnmelbar enen Untersched zﬀm ﬁorher beschrebenen
Plﬀgn erennen lässt, erüllt deses enen grﬀndsätzlch anderen Zﬂec. We berets
gezegt ﬂﬀrde ann eder Pﬀnt des rezproen Gers be ener ﬁollen Rotaton des
ﬀntersﬀchten Krstalls ﬀm ene belebge Achse de Eﬂaldﬀgel entﬂeder gar ncht oder
aber zﬂe Mal schneden. In letzterem Fall ﬂäre der Re੘eﬃ m resﬀlterenden Datensatz
zﬂe Mal ﬁorhanden, edoch mt ﬀnterschedlchen Streﬀﬁetoren (ﬀnd anderen Größen)
ۗ der Re੘eﬃ ﬂrd ۢaﬀfgespalten .۠
Deser Vorgang ann aﬀf ﬀnterschedlche Arten modellert ﬂerden, bespelsﬂese
dﬀrch ompleﬃere Re੘eﬃerﬂeterﬀngen. Das ﬂürde edoch de ﬂetere Verarbetﬀng der
resﬀlterenden Re੘eﬃlste erschﬂeren, da sämtlche Programmbestandtele, de aﬀf dem
Zählen ﬁon Re੘eﬃen baseren, angepasst ﬂerden müssten. Aﬀs desem Grﬀnd ﬂrd sta-
dessen edes Re੘eﬃobet der engehenden Lste gelont ﬀnd dem Orgnalre੘eﬃ ene
Erﬂeterﬀng mt enem Zeger aﬀf den Klon zﬀgeﬂesen, ﬂährend der Klon de gleche
Erﬂeterﬀng mt enem ﬀngültgen Zeger erhält ﬀnd der Re੘eﬃlste hnzﬀgeüht ﬂrd,
so dass Klon ﬀnd Orgnal ﬀnterscheden ﬂerden önnen. Aﬀf dese Wese bleben alle
grﬀndlegenden Egenschaen der Re੘eﬃlste erhalten ﬀnd ledglch en Plﬀgn (enes zﬀr
Berechnﬀng der Streﬀﬁetoren) mﬀss mt den Re੘eﬃlonen ﬀmgehen önnen.
3 ScanPlugin
Ein- und Ausgabeparameter:
Axes
Lste mt Achsende੗ntonen als Tel enes D੖ratometers.
Scan parameters
Gonometerenstellﬀngen ür enen Scan mt dem spez੗zerten D੖ratometer.
Detector position
Aﬀs den Gonometerenstellﬀngen resﬀlterende Poston des Detetors aﬀf dem
2�-Kres.
Image width
Rotatonsnrement pro aﬀfgenommenem Image.
Rotation matrix
Rotatonsmatrﬃ, berechnet aﬀs allen Achsen aﬀßer der Rotatonsachse.
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Scan ID
Ident੗atonsnﬀmmer des Scans.
Scan starting angle
Wnel be dem de Rotaton des Scans begnnt.
Scan stop angle
Wnel be dem de Rotaton des Scans endet.
Scan width
Gesamtrotaton.
Spindle axis
Rotatonsachse des Scans.
Das Plﬀgn ScanPlugin hat de Aﬀfgabe, gerätebezogene Gonometerenstellﬀngen ﬀn-
ter Enbezehﬀng der Gonometerde੗nton n ene allgemene Form zﬀ brngen, de ür
ﬂetere Berechnﬀngen genﬀtzt ﬂerden ann. Insbesondere snd des ene Rotatonsma-
trﬃ ﬀnd ene Rotatonsachse. De Erlärﬀng zﬀ deren Berechnﬀng st lechter an enem
onreten Bespel ﬁorzﬀnehmen. Das Bespelgonometer soll de dre Achsen �, � ﬀnd� bestzen, ﬂobe der Krstall ﬂährend des Scans ﬀm de �-Achse gedreht ﬂrd ﬀnd de-
se soﬂohl ﬁon � als aﬀch ﬁon � beﬂegt ﬂrd. Um de Rotatonsachse �� zﬀ erhalten,mﬀss der Rotatonsﬁetor ﬁon � entsprechend der Rotaton der beden anderen Achsen
angepasst ﬂerden (ﬁgl. Glechﬀng 7.10):�� = Ⱦ ⋅ �� = Ⱦ� ⋅ Ⱦ� ⋅ �� (9.5)
Weterhn stellt das Plﬀgn Werte ﬂe Detetorposton oder Start- ﬀnd Endﬂnel der
Rotaton zﬀr Verügﬀng, de ﬁon Re੘eﬃlsten੗ltern genﬀtzt ﬂerden önnen.
4 ReflectionRotator
Ein- und Ausgabeparameter:
Reflections in
Lste ﬁon Re੘eﬃen mt Erﬂeterﬀngen zﬀ Koordnaten m rezproen Raﬀm.
Rotation matrix
Rotatonsmatrﬃ.
Reflections out
Re੘eﬃe mt transformerten Koordnaten.
Deses Plﬀgn transformert Re੘eﬃoordnaten mt Hlfe ener Rotatonsmatrﬃ. De
Koordnaten müssen n ener Erﬂeterﬀng ﬁom Typ ReflectionExtensionsBaseCoor-
dinates ﬁorhanden sen, der transformerte Vetor ﬂrd dann n ener ReflectionEx-
tensionCoordinates-Erﬂeterﬀng abgelegt. Da das ﬁorher beschrebeneReflectionOri-
enter-Plﬀgn eden Re੘eﬃ mt beden Erﬂeterﬀngen aﬀsstaet, mﬀss ledglch der ge-
specherte Wert n ReflectionExtensionCoordinates atﬀalsert ﬂerden, ﬂas ﬁor al-
lem Specheroperatonen m Programm enspart.
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5 SpindleAxis
Ein- und Ausgabeparameter:
Reflections in
Lste ﬁon Re੘eﬃen mt Erﬂeterﬀngen zﬀ Koordnaten m rezproen Raﬀm.
Spindle axis
Rotatonsachse, ﬀm de der Krstall gedreht ﬂrd.
Wavelength
Wellenlänge des Beﬀgﬀngseﬃperments.
Reflections out
Re੘eﬃe mt Streﬀﬁetor- ﬀnd Rotatonsﬂnelerﬂeterﬀngen.
SpindleAxis berechnet Streﬀﬁetor ﬀnd Drehﬂnel ür eden Re੘eﬃ nach der berets
erﬂähnten Rechenﬁorschr (Abschn 7.3). An deser Stelle ommen de Referenzen
zﬀ gelonten Re੘eﬃen, de m Rahmen des ReflectionCloner-Plﬀgns dsﬀtert ﬂﬀrden
zﬀm Ensatz. Da pro Re੘eﬃ zﬂe Lösﬀngen ür Streﬀﬁetor ﬀnd Drehﬂnel anfallen
ﬂrd de Berechnﬀng ür eden Orgnalre੘eﬃ dﬀrchgeührt ﬀnd de zﬂete Lösﬀng dem
zﬀgehörgen Klon zﬀgeﬂesen. Würden Klon ﬀnd Orgnal getrennt behandelt, gäbe es
ene Möglchet zﬀ entscheden ob ene der beden Lösﬀngen schon ür den eﬂels
anderen ۢPartner۠ benﬀtzt ﬂﬀrde. Aﬀch aﬀs Eਖ਼zenzüberlegﬀngen heraﬀs erschent es
snnﬁoll, de Rechnﬀng nﬀr en Mal aﬀszﬀühren ﬀnd bede Lösﬀngen zﬀ nﬀtzen.
6 SpindleFilter
Ein- und Ausgabeparameter:
Reflections in
Re੘eﬃlste, Erﬂeterﬀngen mt Drehﬂnel be dem der Re੘eﬃ aﬀr ﬂrd benö-
tgt.
Start angle
Startﬂnel des Schﬂens.
Stop angle
Endﬂnel des Schﬂens.
Reflections out
Ge੗lterte Lste mt Re੘eﬃen de m erfassten Schﬂenberech legen.
Deses Plﬀgn ੗ltert de Re੘eﬃe nach dem Drehﬂnel be dem se beobachtet ﬂer-
den, so dass be Drehﬀngen ﬀnter 360° nﬀr de Re੘eﬃe ﬂetergeletet ﬂerden, de aﬀch
tatsächlch n desem Berech aﬀreten.
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7 DetectorFilter
Ein- und Ausgabeparameter:
Detector
Detetorde੗nton mt Form, Größe ﬀnd Abstand.
Detector position
Poston des Detetors aﬀf der 2�-Achse.
Reflections in
Re੘eﬃlste mt Streﬀﬁetoren.
Reflections out
Ge੗lterte Lste mt Re੘eﬃen de ﬁom Detetor n der gegebenen Poston erfasst
ﬂerden.
Aﬀs dem Streﬀﬁetor ﬀnd der Drehﬀng des Detetors ﬀm de 2�-Achse ﬂerden de Ko-
ordnaten aﬀf dem Detetor ermelt. Um de Rechnﬀngen zﬀ ﬁerenfachen ﬂrd ncht
der Detetor ﬀm de 2�-Achse gedreht, sondern alle Re੘eﬃe ﬀm den glechen Betrag n
de entgegengesetzte Rchtﬀng. Im Fall enes ebenen Detetors legt deser parallel zﬀrǓǔ-Ebene m Abstand ǘ��� (sehe aﬀch Abbldﬀng 2.3), so dass aﬀs den (gegebenenfallsroterten) Streﬀﬁetoren de Koordnaten aﬀf dem Detetor mt den folgenden Glechﬀn-
gen ermelt ﬂerden önnen:
Ǫ��� = ǘ��� ⋅ |��||��| (9.6)
ǫ��� = ∣��∣ ⋅ √Ǫ2��� + ǘ2���√|��|2 + |��|2 (9.7)
Anhand deser Koordnaten ﬀnd der Detetor੘äche, de programmntern als Zechen-
pfad m glechen Koordnatensystem de੗nert st, ﬂrd ermelt ob der Re੘eﬃ aﬀf dem
Detetor legt oder ncht1.
9.3. Verifizierung der Simulation
Der egentlche Ensatzzﬂec der Beﬀgﬀngssmﬀlaton st de Anﬂendﬀng n der Strate-
geberechnﬀng. Es st somt ﬂchtg zﬀ überprüfen, ob de gezegte Smﬀlaton daür de
erforderlche Genaﬀget aﬀfﬂest. Denn m Gegensatz zﬀr Berechnﬀng, de aﬀf enem
enfachen geometrschen Modell basert, treten n der realen Messﬀng Abﬂechﬀngen
ﬁon desem Idealfall aﬀf. Be der Behandlﬀng der folgenden zﬂe Bespele ﬂrd des-
halb ﬀntersﬀcht, ob dese Abﬂechﬀngen ür de Strategeberechnﬀng releﬁant snd. Da-
zﬀ ﬂerden statstsche Betrachtﬀngen ﬁorgenommen ﬀnd ﬁersﬀcht, enge Ursachen ür
aﬀretende Unterschede aﬀszﬀmachen.
1Dese Prüfﬀng st n der Qt-Bblothe ür allgemene Zechenpfade mplementert ﬀnd ﬂrd n D੖rac-
tonStores genﬀtzt.
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9.3.1. Modellierung einer Eulerwiege mit CCD-Detektor
Im ersten Bespel ﬂrd Gerät der Frma Rgaﬀ modellert, das aﬀs enem AFC-7 Gono-
meter ﬀnd enem Satﬀrn 724+ CCD-Detetor besteht. Als Strahlﬀngsqﬀelle dent ene
RöntgenröhremtMolybdänanode. Soﬂaresetg ommt Rgaﬀs CrystalClear-Paet [114]
zﬀm Ensatz, sämtlche Datenﬁerarbetﬀng erfolgt mt dem Programm d*Tre [70].
Das AFC-7 st ene Eﬀlerﬂege de neben den dre Achsen �, � ﬀnd � zﬀr Beﬂegﬀng
der Probe noch ene 2�-Achse zﬀr Postonerﬀng des Detetors bestzt. Soﬂohl � als
aﬀch � önnen ür de Rotaton be enem Scan benﬀtzt ﬂerden. Das Koordnatensy-
stem des D੖ratometers st ﬁon d*Tre rechtshändg de੗nert ann mt der folgenden
Transformatonsmatrﬃ n das Koordnatensystem ﬁon D੖ractonStores überührt ﬂer-
den: ɀ = ⎛⎜⎜⎜⎝
0 0 −1
0 −1 0−1 0 0⎞⎟⎟⎟⎠ (9.8)
DeDe੗nton der Gonometerachsen erfolgt mKoordnatensystem ﬁonD੖ractonSto-
res ﬀnd st n Tabelle 9.1 ﬂedergegeben. Neben den dort aﬀfgeührten Beschränﬀngen
zﬀ den enstellbaren Wneln, de ﬂesentlch strenger aﬀsfallen als de Herstelleranga-
ben es erlaﬀben, gbt es aﬀf Grﬀnd der GeräteonstrﬀtonWnelbereche de zﬀr Koll-
son zﬂschen Eﬀlerﬂege ﬀnd Kollmator oder Detetor ühren. Um Kollsonen scher
zﬀ ﬁermeden ﬂﬀrden restrtﬁe Kollsonsbednﬀngen geﬂählt, de ledglch � ﬀnd 2�
betre੖en.
� − 2� < −7° (9.9a)� − 2� > 23° (9.9b)
Dese beden Bedngﬀngen begrenzen de D੖erenz ﬁon �- ﬀnd 2�-Kres, so dass Eﬀ-
lerﬂege ﬀnd Detetor ncht zﬀsammenstoßen. En Zﬀsammenstoß mt dem Kollmator
ﬂrd dﬀrch de grﬀndsätzlchen Beschränﬀngen ﬁon �- ﬀnd �-Kres ﬁerhndert.
Der Satﬀrn 724+Detetor basert aﬀf enem qﬀadratschenCCD-Chp ﬀnd de ür Rönt-
genstrahlen emp੗ndlche Fläche hat de Abmessﬀngen 72,94mm × 72,94mm, ﬂas be
ener Pﬃelgröße ﬁon 70 μm zﬀ der Aﬀ੘ösﬀng ﬁon 1042× 1042 Bldpﬀnten ührt. Da das
Gehäﬀse des Detetors edoch ene rﬀnde Ö੖nﬀng bestzt, ﬂerden de Ecen des Chps
ﬁerdect ﬀnd önnen ncht zﬀr Messﬀng genﬀtzt ﬂerden, ﬂas n Abbldﬀng 9.4 deﬀtlch
zﬀ sehen st. Weterhn ﬂerden an den Rändern enge Pﬃel ncht genﬀtzt, so dass de tat-
sächlch nﬀtzbare Fläche des Detetors etﬂa 94% der nomnellen beträgt. Des ann be
der Modellerﬀng berücschtgt ﬂerden, ﬀm de Zahl der beobachteten Re੘eﬃe ncht zﬀ
überschätzen. Während dese Bereche fest mt dem Detetor ﬁerbﬀnden snd ﬀnd damt
ﬀnabhängg ﬁon der 2�-Poston mmer de glechen Flächen ﬁerdecen, st der Schaen
des Prmärstrahlängers ﬁarabel. Für ene eﬃate Berechnﬀng des Schaenﬂﬀrfs ﬂäre
en Raytracng-ähnlches Verfahren mt genaﬀer Kenntns der Obete m Strahlengang
notﬂendg, ﬂas den Rechenaﬀfﬂand der Smﬀlaton e nach Anzahl ﬀnd Kompleﬃtät der
Hndernsse erhöhen ﬂürde. Um des zﬀ ﬁermeden ommt n D੖ractonStores aﬀch an
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Tabelle 9.1.: Achsendeटnitionen und -beschränkungen des Rigaku AFC-7 Goniometers,
wie sie ür die Modellierung in DiञractionStories gewählt wurden.
Grenzen
Name Achse Rchtﬀng Vetor Beﬂeglchet ﬀntere obere Beﬂegt1� ǔ ⟳ (0 0 1)� Scan 0° 360° ⧫� ǒ ⟲ (1 0 0)� Postonerﬀng −90° 0° �� ǔ ⟳ (0 0 1)� Scan −48° 18° �
2� ǔ ⟳ (0 0 1)� Postonerﬀng −59° 0° ∎
1 ⧫ ۗ Krstall, ∎ ۗ Detetor
deser Stelle ene Näherﬀng zﬀm Ensatz. Der Schaen ﬂrd be ener belebgen Poston
des Detetors n 2� gezechnet ﬀnd de Pﬀnte des Pfades n ۢStreﬀﬁetoren۠ ﬀmgerech-
net. Dese ﬂerden be Drehﬀng des Detetors transformert ﬀnd de Schnpﬀnte mt
der Detetor੘äche berechnet (analog zﬀm Vorgehen be Re੘eﬃen), so dass en transfor-
merter Schaen entsteht (sehe Abbldﬀng 9.5).
In Abbldﬀng 9.6 st en berechnetes Image über das Bespelmage gelegt. De berech-
neten ﬀnd gemessenen Re੘eﬃe stmmen sehr gﬀt überen. De zﬀsätzlchen gemessenen
Re੘eﬃe snd be der Berechnﬀng dem ﬁorhergehenden oder dem nachfolgenden Image
zﬀgeordnet ﬂorden, ﬂas mehrere Ursachen haben ann. Da de mesten Re੘eﬃe edoch
aﬀf Grﬀnd realer E੖ete ﬂe Mosaztät oder Prmärstrahldﬁergenz ene endlche Aﬀs-
dehnﬀng aﬀfﬂesen ﬀnd so aﬀf mehreren Aﬀfnahmen beobachtet ﬂerden st es ﬂahr-
schenlch, dass aﬀf dem realen Image ncht das geometrsche Re੘eﬃzentrﬀm legt. Da
de Mosaztät m Programm ncht modellert ﬂrd, treten dese Unterschede mmer aﬀf.
Zﬀr ant੗zerﬀng der Genaﬀget des Verfahrens ﬀnd des D੖ratometermodells
soll eﬃemplarsch ene Messﬀng mt hrer in silico nachﬁollzogenen Smﬀlaton ﬁergl-
chen ﬂerden. Zﬀr Fehlerabschätzﬀng ﬂﬀrde en ﬁerenfachtes Programm ür genaﬀ de-
ses D੖ratometer geschreben (sehe Anhang), das mels ener Bblothe zﬀr Berüc-
schtgﬀng der Fehlerfortp੘anzﬀng Werte ür enzelne Re੘eﬃe aﬀsrechnet.
Der zﬀ reprodﬀzerende Datensatz stammt ﬁon enem Krstall aﬀs dem System Al ۗ
Mn ۗ S ﬀnd ﬂﬀrde freﬀndlcherﬂese ﬁon Herrn Ma Wagner-Reetz ür dese Aﬀsﬂer-
tﬀng zﬀr Verügﬀng gestellt. De Berechnﬀngen erfolgten aﬀf Grﬀndlage der folgenden
Orenterﬀngsmatrﬃ:
Ɂ� = ⎛⎜⎜⎜⎝
−0,076241 −0,078623 0,100939
0,044799 −0,137173 0,036874
0,088388 0,059210 0,112880⎞⎟⎟⎟⎠
Der Abstand zﬂschen Probe ﬀnd Detetor beträgt 48,26mm, de Messﬀng ﬀmfasst
ledglch enen Scan (Rotaton ﬀm de �-Achse), dessen Parameter ﬂe folgt laﬀten:
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Abbildung 9.4.: Beispielaufnahme des Saturn-724+ CCD-Detektors. Durch den Rahmen ist
deutlich zu erkennen, dass an den Rändern sowie an den Ecken Bereiche existieren die nicht
zur Detektion nutzbar sind, es handelt sich um ca. 6 % der Gesamtठäche.
(a) 2� = −25° (b) 2� = −15° (c) 2� = 0°
Abbildung 9.5.: Detektorabschaung am Beispiel des Primärstrahlängers. Die Position
des Primärstrahls ist rot markiert. Der Schaen ändert sowohl Position als auch Größe in
Abhängigkeit vom Detektorwinkel.
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Abbildung 9.6.: Das bereits in Abbildung 9.4 gezeigte Image ist mit dem entsprechenden
simulierten Image überlagert, wobei die berechneten Reठexpositionen mit Kreisen markiert
sind.
� : −180° ۗ 180°, Δ� = 0,8°� : −30°� : −33°
2� : −28°
De höchste m gemessenen Datensatz aﬀretende Aﬀ੘ösﬀng st ǘ = 0,6426Å, ﬂes-
halb dese Beschränﬀng aﬀch ür de Smﬀlaton übernommen ﬂﬀrde. De Re੘eﬃzahl
beträgt m eﬃpermentellen Datensatz 3124, m smﬀlerten dagegen 3355. Deser Unter-
sched ﬁon ca. 7 % lässt sch ﬁor allem aﬀf Re੘eﬃe zﬀrücühren, de m zﬀﬁor darge-
stellten abgeschaeten Detetorrand (dessen Fläche ﬂe erﬂähnt ca. 6 % des Detetors
aﬀsmacht) legen ﬀnd be der Integraton ncht berücschtgt ﬂﬀrden.Wrd der Rand als
zﬀsätzlche Mase n de Detetorbeschrebﬀng engeügt, ührt de Smﬀlaton zﬀ enem
Datensatz mt 3154 Re੘eﬃen, ﬂas ener Abﬂechﬀng ﬁon ca. 0,9 % entsprcht.
En geﬂsser Fehler bezüglch des Detetorrandes st edoch ne zﬀ ﬁermeden, ﬂe de
beden Szzen n Abbldﬀng 9.7 ﬁerdeﬀtlchen, da n D੖ractonStores nﬀr mt der Po-
ston des Re੘eﬃzentrﬀms gearbetet ﬂrd, ﬂährend Re੘eﬃe n der Realtät ene Fläche
aﬀfﬂesen. Wrd der Rand zﬀ len geﬂählt, ﬂerden stare Re੘eﬃe mt großer räﬀml-
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Abbildung 9.7.: Skizze zur Verdeutlichung des Problems der Beschreibung des Detektor-
randes an Hand von zwei unterschiedlich ausgedehnten Reठexen. Wird der Schaen exakt
beschrieben (links), werden zu viele Reठexe simuliert, bei großzügigerer Beschreibung des
Randes (rechts) dagegen zu wenige.
cher Aﬀsdehnﬀng ﬁon der Smﬀlaton ﬁorhergesagt, de m Eﬃperment aber den Rand
schneden ﬀnd be der Integraton ﬁerﬂorfen ﬂerden. Um dese Stﬀaton zﬀ ﬀmgehen
önnte der Rand großzügger geﬂählt ﬂerden, allerdngs ﬂürden dann lene, schﬂache
Re੘eﬃe n der Smﬀlaton ncht berücschtgt, ﬂährend se m Eﬃperment ﬁorhanden
ﬂären.
Ähnlches glt ür Re੘eﬃe aﬀf der ersten bzﬂ. letzten Aﬀfnahme enes Scans, deren
Zentrﬀm zﬂar aﬀf dem Image legt, edoch ncht ﬁollständg erfasst st ﬀnd somt ncht
ntegrert ﬂrd. Im Gegensatz zﬀm Detetorrand betrो deses Problem edoch nﬀr ﬂe-
nge Re੘eﬃe ﬀnd spelt gerade be großen Schﬂens ene ﬀntergeordnete Rolle.
De zﬀ erﬂartenden systematschen Abﬂechﬀngen zﬂschen Smﬀlaton ﬀnd Eﬃper-
ment ﬂerden aﬀch tatsächlch so beobachtet. Von den smﬀlerten 3154 Re੘eﬃen ੗nden
sch 53 ncht m eﬃpermentellen Datensatz ﬂeder, ﬂogegen 23 eﬃpermentell erfasste
Re੘eﬃe ncht ﬁon der Smﬀlaton ﬂedergegeben ﬂerden.
Zﬀnächst sollen de 53 zﬀsätzlch smﬀlerten Re੘eﬃe betrachtet ﬂerden. Von desen
ﬂesen 10 enen Rotatonsﬂnel ﬁon ca. 180° aﬀf, so dass se am Anfang oder am En-
de des gemessenen Scans legen ﬀnd ncht ﬁollständg erfasst ﬂﬀrden. De räﬀmlche
Vertelﬀng der restlchen 43 Re੘eﬃe aﬀf dem Detetor st n Abbldﬀng 9.8a gezegt, ﬂo
lar zﬀ erennen st, dass de mesten nﬀr n der Smﬀlaton zﬀ ੗ndenden Re੘eﬃe sch
m Berech der Detetorränder ﬀnd -ecen be੗nden, nsbesondere am oberen Rand ﬀnd
n der lnen ﬀnteren Ece. Das Fehlen der restlchen, n ﬂeter ﬁom Rand entfernten
Berechen legenden Re੘eﬃe ann aﬀf dese Wese ncht erlärt ﬂerden. Folglch mﬀss
de Ursache ür dese Unterschede darn legen, dass m Eﬃperment ﬂetere Fatoren
aﬀreten, de n der Smﬀlaton ncht berücschtgt ﬂerden. Bespelsﬂese önnen de
entsprechenden Re੘eﬃe be der Integraton n Folge ﬁon Überbelchtﬀng, ﬀnpassender
Pro੗le, zﬀ hoher Lorentz-Polarsaton oder toter Pﬃel ﬁerﬂorfen ﬂorden sen.
De Analyse der Re੘eﬃgrﬀppe de n der Smﬀlaton fehlt, (Abbldﬀng 9.8b) ällt sehr
endeﬀtg aﬀs ۗ es snd ledglch Re੘eﬃe betro੖en, de n der Nähe des ﬀnteren oder des
rechten Detetorrandes legen. Ene genaﬀere De੗nton der Mase önnte dese Unter-
schede eﬁentﬀell aﬀsglechen, ﬂas edoch aﬀs den genannten Gründen ncht zﬂngend
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(a) Im Eﬃperment fehlend
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(b) In der Smﬀlaton fehlend
Abbildung 9.8.: Fehlende Reठexe in Simulation und Experiment, abgebildet auf der Fläche
des Detektors.
Tabelle 9.2.: Statistische Daten von Δ�, ΔǪ und Δǫ. Bei den korrigierten Daten von ΔǪ undΔǫ wurde die Primärstrahlposition angepasst.
ﬀnorrgert orrgertΔ� ΔǪ Δǫ ΔǪ Δǫ
Mnmﬀm −0,84° −7,09 pﬃ −4,49 pﬃ −5,87 pﬃ −5,20 pﬃ
1. artl −0,09° −1,58 pﬃ 0,37 pﬃ −0,36 pﬃ −0,34 pﬃ
Medan 0,04° −1,12 pﬃ 0,70 pﬃ 0,10 pﬃ 0,01 pﬃ
3. artl 0,22° −0,70 pﬃ 1,09 pﬃ 0,52 pﬃ 0,38 pﬃ
Maﬃmﬀm 1,79° 4,43 pﬃ 6,27 pﬃ 5,64 pﬃ 5,56 pﬃ
Melﬂert 0,09° −1,22 pﬃ 0,71 pﬃ 0,00 pﬃ 0,00 pﬃ
Standardabﬂechﬀng 0,27° 1,12 pﬃ 0,88 pﬃ 1,12 pﬃ 0,88 pﬃ
der Fall st. Somt lässt sch feststellen, dass de ellen ür Unterschede zﬂschen be-
rechnetem ﬀnd gemessenem Datensatz haﬀptsächlch n der problematschen Behand-
lﬀng der Randbereche soﬂohl bezüglch der Lage aﬀf dem Detetor als aﬀch der Lage
m Scan (bezüglch des Drehﬂnels) legen.
Berengt ﬀm de D੖erenzen zﬂschen beden Datensätzen önnen somt 3101 Re੘e-
ﬃe dret bezüglch des Rotatonsﬂnels soﬂe der Poston aﬀf dem Detetor ﬁergl-
chen ﬂerden, ﬂobe m letztgenannten Fall Ǫ- ﬀnd ǫ-Koordnate getrennt ﬁonenander
betrachtet ﬂerden. In Tabelle 9.2 snd statstsche Daten der entsprechenden Größen
aﬀfgeührt.
Bezüglch der Abﬂechﬀngen bem Rotatonsﬂnel Δ� st festzﬀstellen, dass se ncht
normalﬁertelt snd (sehe Abbldﬀng 9.9). Zﬀr Überprüfﬀng ﬂﬀrde der Shapro-Wl-
Test mt dem Programm GNU R dﬀrchgeührt, der zﬀ folgender Teststatst ührt:
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Abbildung 9.9.: Verteilung der Abweichung im Rotationswinkel zwischen Experiment und
Simulation.
Ǒ = 0,9383Ǣ < 2,2 ⋅ 10−16
Aﬀf Grﬀnd des sehr lenen Wertes ﬁon Ǣ st anzﬀnehmen, dass de Daten mt sehr
hoher Wahrschenlchet ncht normalﬁertelt snd, obﬂohl der Wert ﬁonǑ nahe be 1
legt. Da zﬀällge Messfehler mmer normalﬁertelt snd, önnen de beobachteten Ab-
ﬂechﬀngen ncht aﬀsschleßlch mt zﬀällgen Fehlern erlärt ﬂerden. Resﬀltate des
Fehlerrechnﬀngsprogramms zegen, dass der größte En੘ﬀss aﬀf den Rotatonsﬂnel be�-Scans ﬁon der Genaﬀget ﬁon �- ﬀnd�-Achse aﬀsgeht. En Fehler m Rotatonsﬂn-
el ﬁon 0,2° ann dﬀrch Ungenaﬀgeten n den beden Achsen n der Größenordnﬀng
ﬁon 0,02° ﬁerﬀrsacht ﬂerden, ﬂas allerdngs ca. zehn Mal höher st als de Herstelleran-
gaben zﬀr Genaﬀget ür de Enstellﬀngen der Krese.
De Streﬀﬀng ﬁon Δ� st mt 2,63° recht groß, der Interqﬀartlsabstand (IQR) beträgt
edoch nﬀr 0,31° ﬀnd 75% der Fehler legen m Berech ﬁon−0,09° bs 0,22°. Von den 3101
Werten legen 131 (entsprcht ca. 4,2 % der Gesamtanzahl) ﬂeter als der 1,5-fache IQR
ﬁom Medan entfernt, so dass dese als Aﬀsreßer betrachtet ﬂerden müssen. Aﬀf ene
möglche Ursache deﬀtet de Aﬀragﬀng ﬁon Δ� gegen das ǃ/�(ǃ)-Verhältns der ge-
messenen Re੘eﬃe hn (Abbldﬀng 9.10), aﬀs der herﬁorgeht, dass große Abﬂechﬀngen
besonders be lenen ǃ/�(ǃ)-Werten aﬀreten ﬀnd so ﬁermﬀtlch eher aﬀs der Integra-
ton als aﬀs der Smﬀlaton stammen.
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Abbildung 9.10.: Abhängigkeit der Abweichung zwischen berechnetem und beobachtetem
Rotationswinkel in Abhängigkeit von ǃ/�(ǃ). Die Streuung bei schwachen Reठexen mitǃ/�(ǃ) kleiner als 10 ist deutlich höher als ür die restlichen Daten, zusätzlich sind die
Abweichungen leicht zu positiven Werten hin verschoben.
Da typsche Mosaztäten ﬁon 0,5° bs 1,0° m Eﬃperment zﬀ ebenso ﬂet n Rotatons-
rchtﬀng aﬀsgedehnten Re੘eﬃen ühren legt das berechnete Re੘eﬃzentrﬀm somt n der
Mehrzahl der Fälle nnerhalb deses Berechs ﬀnd st damt aﬀsrechend genaﬀ bestmmt.
Ledglch an den ۢRändern۠ des Scans ommt es her zﬀ tatsächlchen Fehlern be der
Entschedﬀng ob en Re੘eﬃ beobachtet ﬂrd oder ncht. Da deses Problem edoch eben-
falls n der Integratonssoﬂare aﬀr ﬀnd ﬀnterschedlch behandelt ﬂerden ann, st
es ncht möglch dese Unﬂägbaret zﬀ ﬀmgehen.
De Abﬂechﬀngen n den Detetoroordnaten n Ǫ- ﬀnd ǫ-Rchtﬀng d੖ereren be-
züglch hrer Wertebereche, so dass ene getrennte Betrachtﬀng aﬀch ﬀnter desem Ge-
schtspﬀnt notﬂendg st. Am aﬀällgsten st de Tatsache, dass de mlere Abﬂe-
chﬀng n bede Rchtﬀngen sch ﬁon 0 ﬀnterschedet, ﬂas daraﬀf hndeﬀtet, dass de zﬀr
Smﬀlaton ﬁerﬂendete Prmärstrahlposton ncht orret st. In der Tat ﬁerbessert ene
Verschebﬀng der Prmärstrahlposton ﬀm 0,085mm n Ǫ-Rchtﬀng ﬀnd −0,049mm nǫ-Rchtﬀng de Melﬂerte der Postonsabﬂechﬀngen erheblch, so dass se sehr nahe
an 0 pﬃ legen. De Standardabﬂechﬀngen ändern sch ncht, da es sch ﬀm ene lneare
Transformaton der Daten handelt.
De Streﬀﬀng der ΔǪ-Werte legt etﬂas höher, ﬂas mt Hlfe des Fehlerrechﬀngssrp-
tes zﬀmndest antelg aﬀf Ungenaﬀgeten n 2� zﬀrücgeührt ﬂerden ann, de sch
m Verglech zﬀ Δǫ stärer aﬀsﬂren, allerdngs snd aﬀch her de erforderlchen Pos-
tonerﬀngsfehler mndestens ene Größenordnﬀng höher als de Herstellerangaben zﬀr
Genaﬀget. In Abbldﬀng 9.11 snd ΔǪ ﬀnd Δǫ gegen Ǫ ﬀnd ǫ aﬀfgetragen. In allen Plots
aﬀßer Δǫ gegen Ǫ snd lechte Trends zﬀ sehen, so dass angenommen ﬂerden mﬀss, dass
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Abbildung 9.11.: Ortsabhängige Abweichungen der Reठexkoordinaten in Ǫ- und ǫ-
Richtung. Die Streuung vonΔǪ nimmtmit steigender Ǫ-Koordinate zu (links oben), während
dieses Verhalten bei Δǫ nicht beobachtet wird (links unten). Außer Δǫ gegen Ǫ weisen alle
Auragungen einen leichten Trend auf.
systematsche Fehler ene Rolle spelen.
Während ür de stegende Streﬀﬀng ﬁon ΔǪ mt zﬀnehmender Poston Ǫ ene Ab-
ﬂechﬀng n 2� als Erlärﬀng plaﬀsbel erschent, ann dese de anderen E੖ete ncht
erlären. Daher mﬀss angenommen ﬂerden, dass de Trends n den Daten dﬀrch Verp-
pﬀngen des Detetors ﬀm sene Achsen soﬂe den Prmärstrahl ﬁerﬀrsacht ﬂerden, de
n D੖ractonStores ncht modellert ﬂerden.
Um abschätzen zﬀ önnen, ﬂe groß de Aﬀsﬂrﬀngen deser Postonsabﬂechﬀngen
snd, soll ﬀrz das Verhalten am Detetorrand demonstrert ﬂerden. Daür ﬂrd ange-
nommen, dass de Abﬂechﬀngen n der Poston normalﬁertelt sndmt den Parametern� = 0 pﬃ ﬀnd � = 2 pﬃ, ﬂas aﬀs der großzüggen Rﬀndﬀng der Daten aﬀs Tabelle 9.2
entnommen st. Demnach ﬂäre de Vorhersage über de Beobachtbaret enes Re੘eﬃes,
dessen Zentrﬀm enen Abstand ﬁon 2 pﬃ zﬀm Rand aﬀfﬂest mt ener Wahrschenlch-
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et ﬁon 84 % orret. Be 4 pﬃ beträgt de Wahrschenlchet berets 97,6 % ﬀnd be 6 pﬃ
schleßlch 99,7 %. Da Re੘eﬃe e nach Mosaztät typscherﬂese Aﬀsdehnﬀngen zegen
de größer als 2 Pﬃel n ede Rchtﬀng snd, spelt deser E੖et ﬁerglchen mt der Uns-
cherhet über de Behandlﬀng telﬂese gemessener Re੘eﬃe ene ﬀntergeordnete Rolle.
9.3.2. Modellierung einer Eulerwiege mit gebogenem Image
Plate
Bem zﬂeten modellerten Gerät handelt es sch ﬀm das Rgaﬀ Spder [115], ﬂelches
mt ener Drehanode mt Slbertarget betreben ﬂrd. Im Untersched zﬀm ﬁorher be-
schrebenen D੖ratometer ommt her en Detetor mt Imageplate ﬁom Typ RAﬃs
zﬀm Ensatz. En ﬂeterer Untersched besteht darn, dass der Detetor zylndrsch mt
demMelpﬀnt am Krstall ﬀnd enem Radﬀs ﬁon 127,4mm aﬀfgebaﬀt st ﬀnd ncht be-
ﬂegt ﬂerden ann. De Geometre des Gonometers st grﬀndsätzlch mt der des AFC-
7 ﬁerglechbar, allerdngs st der �-Kres ncht ﬁollständg aﬀsgeührt, so dass be �-
Schﬂens en größerer ollsonsfreer Berech zﬀgänglch st. Anstelle ﬁon d*Tre ﬂrd
zﬀr Datenﬁerarbetﬀng das Programmpaet FS_PROCESS ﬁerﬂendet, das ebenfalls n
de Ober੘äche ﬁon CrystalClear ntegrert st.
De De੗ntonen der Laboroordnatensysteme ﬁon FS_PROCESS ﬀnd D੖ractonSto-
res stmmen überen, so dass ene Transformatonsmatrﬃ benötgt ﬂrd, bzﬂ. de En-
hetsmatrﬃ ﬁerﬂendet ﬂerden ann. De Achsende੗ntonen ﬀnd -beschränﬀngen snd
ﬂe m ﬁorhergehenden Bespel n ener Tabelle (9.3) zﬀsammengetragen. De Grenzen
der Krese snd so geﬂählt, dass eneﬂeteren Kollsonsbednﬀngen angegebenﬂerden
müssen. Da der Detetor ortsfest st, müssen ledglch dre Gonometerachsen beschre-
ben ﬂerden.
De Abmessﬀngen des Detetors betragen 460mm × 256mm, ﬂas be ener Pﬃel-
größe ﬁon 100 μm n ener Aﬀ੘ösﬀng ﬁon 4600 pﬃ×2560 pﬃ resﬀltert. Im Gegensatz zﬀm
Satﬀrn-724 treten ene ﬂeteren Abschaﬀngen als der Prmärstrahlänger aﬀf. Aﬀch
deser mﬀss edoch ncht zﬂngend modellert ﬂerden, da das Gerät ledglch Scans ﬀm
de �-Achse erlaﬀbt, so dass er mmer n den blinden Bereich ällt, n dem Re੘eﬃe de
Eﬂaldﬀgel entﬂeder ne schneden oder aﬀf Grﬀnd hrer eﬃtremen Verﬂelzeten ncht
ntegrerbar snd.
Tabelle 9.3.: Achsendeटnitionen und -beschränkungen des Rigaku Spider Goniometers.
Grenzen
Name Achse Rchtﬀng Vetor Beﬂeglchet ﬀntere obere Beﬂegt1� ǔ ⟲ (0 0 1)� Postonerﬀng 0° 360° ⧫� ǒ ⟲ (1 0 0)� Postonerﬀng −5° 45° �� ǔ ⟲ (0 0 1)� Scan 70° 200° �
1 ⧫ ۗ Krstall
116
9.3. Veriटzierung der Simulation
Abbildung 9.12.: Beispielaufnahme des RAxis Imageplate-Detektors mit überlagerten si-
mulierten Reठexpositionen. Durch die Breite von 460mm kann beim Abstand von 127,4mm
ein Winkelbereich von 2� ≈ 207° abgedeckt werden. Hier ist der maximale Winkel am lin-
ken Rand ≈ 160°.
De zylndrsche Form des Imageplates macht ene andere Koordnatenberechnﬀng
als m Fall des CCD-Detetors notﬂendg, gemäß der beden nachfolgend aﬀfgeühr-
ten Glechﬀngen. Aﬀch her st � der Streﬀﬁetor ﬀnd ǘ��� der Abstand zﬂschen Probeﬀnd Detetor. Der Enhetsﬁetor des Laboroordnatensystems n Prmärstrahlrchtﬀng
st mt � bezechnet:
Ǫ��� = s�� (∣��∣) ⋅ ǘ��� ⋅ arcc�s ⎧{⎨{⎩� ∘ (
�� �� 0)�∥(�� �� 0)�∥
⎫}⎬}⎭ (9.10)ǫ��� = ǘ��� ⋅ ∣��∣√�2� + �2� (9.11)
In Abbldﬀng 9.12 st ene Bespelaﬀfnahme mt hrem berechneten Äqﬀﬁalent über-
lagert. Analog zﬀm ﬁorhergen Gerät soll ebenfalls en Datensatz smﬀlert ﬀnd das Re-
sﬀltat ﬁerglchen ﬂerden. Der ﬁerﬂendete Datensatz stammt ﬁon der Messﬀng an enem
Krstall aﬀs dem System RﬀAl2 ﬀnd bestzt ene maﬃmale Aﬀ੘ösﬀng ﬁon 0,36Å. Folgen-de Orenterﬀngsmatrﬃ de੗nert sene Aﬀsrchtﬀng n Bezﬀg aﬀf das Laboroordnaten-
system:
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Tabelle 9.4.: Scanparameter einer Messung an einem RuAl2-Kristall mit einem Diञrakto-
meter vom Typ Rigaku Spider.
Nr. � � � Δ� Images
1 0° 25° 70° ۗ 200° 2° 65
2 60° 45° 74° ۗ 194° 2° 60
3 240° 5° 120° ۗ 190° 2° 35
Ɂ� = ⎛⎜⎜⎜⎝
0,07949 0,11575 0,00365−0,10267 0,02077 0,09774
0,16761 −0,04217 0,05814⎞⎟⎟⎟⎠
Aﬀf Grﬀnd der Tatsache, dass an desem Gerät nﬀr�-Scans dﬀrchgeührt ﬂerden ön-
nen ﬀnd der Schﬂenberech deses Kreses dadﬀrch beschränt st, dass der Arm des�-Kreses be ener ﬁollen Drehﬀng den Detetor zﬀ großen Telen abschaen ﬂürde
snd ür enen ﬁollständgen Datensatz besonders be hohen Aﬀ੘ösﬀngen mehrere Scans
notﬂendg. Im ﬁorlegenden Fall handelt es sch ﬀm dre Scans, deren Parameter n Ta-
belle 9.4 spez੗zert snd.
Der gemessene Datensatz enthält 1030 symmetreﬀnabhängge Re੘eﬃe, ﬂelche aﬀs
5130 Beobachtﬀngen resﬀlteren, ﬂährend m ompleen Aﬀ੘ösﬀngsberech 1046 eﬃ-
steren, so dass der Datensatz ncht ﬁollständg st. Aﬀch der smﬀlerte Datensatz st
ncht ﬁollständg, allerdngs ﬂerden 1036 ﬀnabhängge Re੘eﬃe aﬀs 5321 Beobachtﬀngen
ﬁorhergesagt, ﬂobe de sechs m eﬃpermentellen Datensatz fehlenden hohe Indzes aﬀf-
ﬂesen, so dass se genaﬀ m Berech der Streﬀgrenze des Krstalls legen ﬀnd ﬁermﬀtlch
be der Integraton als zﬀ schﬂach ﬁerﬂorfen ﬂﬀrden.
Der Verglech der Redﬀndanz aller 1030 Re੘eﬃe zegt de Dsrepanzen zﬂschen Eﬃ-
perment ﬀnd Smﬀlaton aﬀf. Be 854 (82,9 %) Re੘eﬃen st de Redﬀndanz glech, so dass
ür dese Re੘eﬃe Vorhersage ﬀnd reale Verhältnsse überenstmmen. Für 125 Re੘eﬃe
(12,1 %) ﬂrd ene Beobachtﬀng mehr smﬀlert als n der tatsächlchen Messﬀng, ür 50
Re੘eﬃe (2,4 %) zﬂe, ür 18 (0,6 %) dre ﬀnd ür ledglch enen Re੘eﬃe beträgt de höchste
Abﬂechﬀng ﬁer. Aﬀf der anderen Sete ﬂﬀrden 19 Re੘eﬃe en Mal häﬀ੗ger beobach-
tet als smﬀlert, her treten ene größeren Abﬂechﬀngen aﬀf. Insgesamt snd somt
197 zﬀsätzlche Re੘eﬃe smﬀlert ﬀnd 19 fehlen, ﬂas ener Abﬂechﬀng zﬂschen den
Datensätzen ﬁon ﬀngeähr 4 % entsprcht.
Aﬀch n desem Fall zegt sch (Abbldﬀng 9.13), dass de überschüssg smﬀlerten Re-
੘eﬃe enersets m Randberech des Detetors legen ﬀnd anderersets an der Streﬀgrenze
des Krstalls ﬀnd somt de glechen Ursachen aﬀfﬂesen ﬂe se berets m ﬁorhergen
Bespel engehend erläﬀtert ﬂﬀrden. Enge Re੘eﬃe legen m Berech des Prmärstrahl-
ängerschaen ﬀnd somt sehr nah am blnden Berech. Her ann entﬂeder der Schaen
oder de zﬀ große Verﬂeldaﬀer der Re੘eﬃe n der Ober੘äche der Eﬂaldﬀgel ﬁerantﬂor-
lch ür das Fehlen m Eﬃperment sen. Somt sollte ür etﬂage Strategerechnﬀngen an
desem Gerät de Behandlﬀng des Randberechs (mt den erläﬀterten Beschränﬀngen)
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Abbildung 9.13.: Überschüssig simulierte Reठexe, projiziert auf die Detektorठäche.
soﬂe des Prmärstrahlängerschaens optmert ﬂerden, ﬀm de Vorhersage möglchst
nah an de Realtät zﬀ brngen. De Abﬂechﬀngen an der Streﬀgrenze lassen sch dﬀrch
ene restrtﬁere Grenze besetgen, edoch tr her schnell en ähnlches Dlemma ﬂe
be der De੗nton der Randbereche des Detetors aﬀf.
9.4. Zusammenfassung
In den ﬁorangehenden Abschnen ﬂﬀrden alle Schre ﬀnd Plﬀgns angeührt, de ür
de Reprodﬀton enes Beﬀgﬀngseﬃperments n D੖ractonStores notﬂendg snd ﬀnd
de Fﬀntonsﬂese der nﬁolﬁerten Soﬂareomponenten mt realen Bespelen belegt.
Dabe ﬂﬀrden zﬂe ﬀnterschedlche Geräte modellert, so dass aﬀch de Unabhängget
ﬁon bestmmter Hardﬂare demonstrert ﬂerden onnte. In Kooperaton mt mehreren
Kollegen2 onnten noch Datensätze anderer Maschnen reprodﬀzert ﬂerden, darﬀnter
en IPDS-2T-D੖ratometer mt resörmgem Imageplate-Detetor ﬀnd en D੖rato-
meter mt �-Gonometer.
Im Verglech der smﬀlerten Datensätze mt den gemessenen zegten sch Untersche-
de, de zﬀm Tel dﬀrch statstsche Abﬂechﬀngen erlärt ﬂerden önnen, zﬀm anderen
edoch aﬀch systematsche Antele aﬀfﬂesen. Vele daﬁon snd dem Eﬃperment zﬀzﬀ-
rechnen ﬀnd zﬀm Tel nﬀr schﬂer zﬀ erfassen. So treten besonders be lenen Elemen-
tarzellen Ungenaﬀgeten n der Bestmmﬀng der Orenterﬀngsmatrﬃ aﬀf, ﬂas berets
zﬀ Unterscheden ührenmﬀss.Weterhnﬂrd de Aﬀfspaltﬀng der Strahlﬀng n K�,1 ﬀndK�,2, de be hohen Beﬀgﬀngsﬂneln ene Rolle spelt, ncht berücschtgt, ebenso ﬂedeMosaztät, de zﬀ Re੘eﬃﬁerbreterﬀngen m gesamtenWnelberech ührt. Eneﬂe-
tere Fehlerqﬀelle des Eﬃperments stellt de Zentrerﬀng des Krstalls dar, de n der Regel
nach optschen Geschtspﬀnten erfolgt, ﬂodﬀrch edoch ncht zﬂngend das Streﬀzen-
2Dr. Deter Schollmeyer, Unﬁerstät Manz ﬀnd Dr. Pascal Paros, Unﬁerstät Nancy
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trﬀm orret m Strahlengang postonert st. Aﬀch postonsabhängge Änderﬀngen des
Aﬀre੖ﬂnels der gebeﬀgten Röntgenstrahlen aﬀf denDetetor ann besonders be ੘a-
cher Baﬀﬂese zﬀ Ungenaﬀgeten n den Randberechen ühren. Aﬀf Grﬀnd der Vel-
zahl ﬁon E੖eten, de ncht alle m Programm modellert ﬂerden önnen ﬀnd sch aﬀch
ﬁon Eﬃperment zﬀ Eﬃperment ﬀnterscheden stellt ede belebge Beﬀgﬀngssmﬀlaton
letztendlch enen Kompromss aﬀs benötgter Genaﬀget, Aﬀfﬂand be der Implemen-
terﬀng ﬀnd Aﬀsührﬀngsgeschﬂndget dar. De Archtetﬀr ﬁon D੖ractonStores
erlaﬀbt es aber prnzpell, ﬁele der geschlderten E੖ete nachträglch zﬀ ergänzen, ﬀm
so de Smﬀlaton anzﬀpassen. Andere Ursachen ür Abﬂechﬀngen, ﬂe Überbelchtﬀng
oder Probleme mt Re੘eﬃpro੗len önnen dagegen ne ﬁorhergesehen ﬂerden, so dass
mmer ene geﬂsse Unscherhet bleben mﬀss.
Für den Zﬂec der Strategeberechnﬀng st de Genaﬀget der ﬁerﬂendeten Smﬀla-
tonmt dﬀrchschnlchen Abﬂechﬀngen m Berech ﬁon ﬀnter 0,5° bem Schﬂenﬂn-
el ﬀnd 1,5 pﬃ be der Re੘eﬃposton aﬀf dem Detetor edoch aﬀsrechend, da nﬀr de
Frage besteht, ob en Re੘eﬃ beobachtet ﬂerden ann oder ncht. Generell glt, dass dese
Unscherheten ﬀm so ﬀnbedeﬀtender ﬂerden, e größer de Detetor੘äche (da ﬂenger
Re੘eﬃe n der Nähe des Randes legen) ﬀnd e größer der Wnelberech der Schﬂens
st. De Möglchet, Masen mt abgeschaeten Detetorberechen zﬀ de੗neren ann
n ﬁelen Fällen zﬀ ener Verbesserﬀng der Smﬀlaton ühren, so dass de ﬁorhergesaten
Datensätze gﬀt mt den gemessenen überenstmmen.
Mt der Verügbaret ener allgemenen, geräteﬀnabhänggen Berechnﬀngsﬁorschr
ür Beﬀgﬀngseﬃpermente st de ﬂesentlche Anforderﬀng ür de Dﬀrchührﬀng ﬁon
Strategeoptmerﬀngen gescha੖en. We de gezegte Smﬀlaton ür de Optmerﬀng
der Messstratege genﬀtzt ﬂrd, st ema des nächsten Kaptels.
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De Berechnﬀng ﬁon Datensammlﬀngsstrategen st der Haﬀptanﬂendﬀngsfall ﬁon Df-
fractonStores soﬂe dessen Aﬀsgangspﬀnt be der Entﬂclﬀng. De Dsﬀsson deser
Kernfﬀntonaltät ﬂrd n ähnlcher Wese geührt ﬂe de Aﬀsührﬀngen zﬀr Repro-
dﬀton des Beﬀgﬀngseﬃperments. Während zﬀnächst der allgemene Arbetsablaﬀf ge-
schldert ﬂrd, folgt daraﬀf ene Vertefﬀng zﬀm ema Datensatzcharatersten, das
berets n Abschn 2.5 engeührt ﬂﬀrde. Da ene aﬀsrechende Geschﬂndget des
Programms ene der Anforderﬀngen am Anfang des Entﬂclﬀngsprozesses ﬂar, ﬂﬀr-
den aﬀch herzﬀ Daten erhoben, deren Aﬀsﬂertﬀng ﬀrz ﬁorgestellt ﬂrd. Abschleßend
ﬂerden de Aﬀsﬂrﬀngen des Strategeoptmerﬀngsﬁerfahrens aﬀf ene Messﬀng an
enem Krstall ﬁon CeIrIn5 gezegt.
10.1. Ein Workflow zur Strategieoptimierung
10.1.1. Beschreibung der Komponenten
De Story zﬀr Ermlﬀng ener Datensammlﬀngsstratege ﬀnterschedet sch nﬀr n sehr
ﬂengen Pﬀnten ﬁon der zﬀﬁor präsenterten Smﬀlatonsstory. We n Abbldﬀng 10.1
zﬀ sehen st, hat sch m Verglech ledglch der Ursprﬀng der Scanlste ür das ScanPer-
former-Plﬀgn geändert, soﬂe de Aﬀsﬂertﬀng des daraﬀs berechneten Datensatzes.
Daher ﬂerden m Folgenden nﬀr de dre n der Abbldﬀng beschreten, neﬀ hnzﬀ-
geommenen Plﬀgns beschreben, alle anderen ﬂﬀrden berets m ﬁorgen Abschn
behandelt.
1 SimpleStrategy
Ein- und Ausgabeparameter:
Diﬀractometer
D੖ratometerde੗nton.
Initial scans
Vorgaben ür Scans, falls berets beannt.
Parameters
Parameter des Optmerﬀngsalgorthmﬀs.
Score
Zahlenﬂert der Kostenfﬀnton.
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Abbildung 10.1.: Basisstory zur Strategieberechnung. Anstelle einer vom Benutzer zusam-
mengestellten Scanliste wird diese von SimpleStrategy (1) zur Verügung gestellt. Der simu-
lierte Datensatz wirdmit SimpleStatistics (2) ausgewertet undmit Hilfe vonChiSquareScore
(3) die Kostenfunktion berechnet.
Reset state
Atﬀalserﬀngssgnal.
Scan list
Lste ﬁon Scans deren Kostenfﬀnton berechnet ﬂerden soll.
Das Plﬀgn SimpleStrategy mplementert mWesentlchen den n Abschn 7.2 enge-
ührten Smﬀlated Annealng-Algorthmﬀs. Aﬀs der D੖ratometerde੗nton, m Zﬀge
derer Informatonen über de Gonometerachsen ﬀnd Kollsonsbedngﬀngen ﬁerügbar
snd, ﬂrd ene ﬁorgegebene Anzahl Scans mt zﬀällg geﬂählten Parametern erzeﬀgt.
Sollen bestmmte Startﬂerte ür de Sﬀche gelten, ann alternatﬁ mt enem ScanList-
Composer ene Lste mt Scans ﬁorgegeben ﬂerden, ﬂobe es möglch st, eﬂels be-
stmmte Parameter ﬁon der Optmerﬀng aﬀszﬀnehmen.
Enmal gestartet ﬂerden de Scanparameter zﬀällg ﬁarert, ﬂoraﬀौn das Plﬀgn aﬀf
ene Änderﬀng des Wertes ür de Kostenfﬀnton ﬂartet1, ﬀm mt dem Algorthmﬀs
fortfahren zﬀ önnen. Während der Sﬀche ﬂrd dem Benﬀtzer en Dalog angezegt, der
über den Verlaﬀf der Optmerﬀng n Form ﬁon Fortschrsbalen ﬀnd Teﬃtmeldﬀngen
nformert ﬀnd de Möglchet betet, den Prozess zﬀ ﬀnter- oder abzﬀbrechen (Abbl-
dﬀng 10.2).
Bestmmte Parameter des Optmerﬀngsﬁerfahrens önnen ﬁom Benﬀtzer been੘ﬀsst
ﬂerden. Dazﬀ gehört ﬀnter anderem de maﬃmale Iteratonszahl, nach deren Errechen
de Optmerﬀng n edem Fall abgebrochen ﬂrd. Se begrenzt somt de maﬃmale Laﬀf-
zet ﬀnabhängg daﬁon, ob das Optmerﬀngszel errecht ﬂﬀrde oder ncht.
Weterhn ann de Staremperatﬀr desAbühlprozesses geﬂähltﬂerden. DeserWert
legt fest ﬂe tolerant der Algorthmﬀs gegenüber ﬀngünstgen Lösﬀngen st ﬀnd mﬀss
1De Änderung st her m Snne ener Aktualisierung zﬀ sehen, der Wert an sch ann dﬀrchaﬀs ür zﬂe
Parametermengen dentsch sen.
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Abbildung 10.2.: Fortschrisdialog des SimpleStrategy-Plugins der dem Nutzer während
der Optimerung präsentiert wird.
be manchen Problemen angepasst ﬂerden. Als Vorgabe dent en emprsch ermel-
ter Wert ﬁon ≈ 0,005, der be typschen Optmerﬀngszelen n der Regel schnell zﬀr
Konﬁergenz ührt, da nﬀr sehr ﬂenge ﬀngünstge Lösﬀngen zﬀgelassen ﬂerden.
Um enge häﬀ੗g aﬀretende Probleme be der Konﬁergenz zﬀ ﬁermeden, ann der
Benﬀtzer entscheden, ob er das Hnzﬀügen bzﬂ. Entfernen ﬁon Scans zﬀlassen möchte.
Im letztgenannten Fall st es möglch, de Mndestschﬂenbrete anzﬀgeben, ﬀnterhalb
derer en Scan aﬀs der Lste entfernt ﬂrd. Neben enem Hnﬂes, mt ﬂelcher Anzahl
ﬁon Scans begonnen ﬂerden soll ann aﬀch her en Maﬃmﬀm angegeben ﬂerden. We-
terhn ﬂrd ﬁom Nﬀtzer festgelegt, nach ﬂe ﬁelen Iteratonen ohne Verbesserﬀng der
Lösﬀng Scans hnzﬀgeügt ﬂerden dürfen. Ist de Maﬃmalzahl errecht oder hat ene
ﬁorhergehende Erhöhﬀng der Scanzahl zﬀ enem Fortschr geührt, ﬂerden de bsher
optmalen Scanparameter ﬂederhergestellt ﬀnd de Optmerﬀng ﬁon desem Pﬀnt aﬀs
fortgesetzt.
Be zﬀällgen Startscans ann der Nﬀtzer aﬀßerdem bestmmen, ob de Scanﬂete ﬁa-
rert ﬂerden darf (ansonsten ﬂrd der maﬃmal möglche Schﬂenberech festgelegt
ﬀnd bebehalten) ﬀnd ﬂelches Wnelnrement ür de Images ﬁerﬂendet ﬂerden soll.
Aﬀßerdem ann de Mndeständerﬀng be der Varaton der Scanparameter aﬀsgeﬂählt
ﬂerden (ﬂobe de on੗gﬀrerte Präzson ener Gonometerachse ncht ﬀnterschren
ﬂrd). In Verbndﬀng mt desem Parameter steht aﬀch der Schrfator, der angbt ﬂe
ﬁele Mndestnremente be ener enzelnen Zﬀfallsﬁaraton höchstens aﬀsgeührt ﬂer-
den dürfen. Beträgt bespelsﬂese de Mndeständerﬀng 0,5° ﬀnd der Schrfator 10,
ann ene enzelne Änderﬀng m Berech ﬁon −5° bs 5° legen, ﬂobe deser Berech
zﬀsammen mt der Temperatﬀr m Verlaﬀf der Optmerﬀng lener ﬂrd. In der Praﬃs
haben sch her Werte zﬂschen 10 ﬀnd 20 beﬂährt. Schlﬀssendlch ann entscheden
ﬂerden, ob Kollsonsbedngﬀngen des D੖ratometers be der Varaton der Scanpara-
meter beachtet ﬂerden sollen oder ncht.
Das Atﬀalserﬀngssgnal ﬂrd n der atﬀellen Verson ﬁon D੖ractonStores als
Synchronsatonspﬀnt ür de Berechnﬀng der Kostenfﬀnton benötgt, da bestmm-
te Komponenten gegensetge Updates ﬁerﬀrsachen ﬀnd nﬀr genaﬀ en Mal der Wert
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der Kostenfﬀnton berechnet ﬂerden soll. Sen Wert ﬂrd pro Iteratonsschr en Mal
geändert.
De Ursache daür legt darn, dass enge Modﬀle eager evaluation betreben, also so-
fort aﬀf de Änderﬀng ﬁon Engabedaten reageren ﬀnd hren Zﬀstand neﬀ berechnen
andere hngegen lazy evaluation. Des brngt mt sch, dass se aﬀf ﬁeränderte Enga-
beﬂerte ansprechen ndem se ene Änderﬀng hres Zﬀstandes sgnalseren, desen e-
doch erst berechnen ﬂenn er eﬃplzt ﬁon ener anderen Komponente angefordert ﬂrd.
De Mschﬀng deser beden ﬀnterschedlchen Konzepte stellt ene ﬀngünstge Stﬀaton
dar, de ﬀnter Umständen zﬀ Blocaden ühren ann ﬀnd mﬀss n späteren Versonen zﬀ
Gﬀnsten ener der zﬂe Varanten aﬀfgelöst ﬂerden. Da des edoch aﬀßer be der Strate-
gerechnﬀng ene Rolle m Programm spelt, ﬂﬀrde zﬀnächst dese temporäre Lösﬀng
geﬂählt, de ene ﬂetrechenden Änderﬀngen ﬁeler Plﬀgns notﬂendg macht.
2 SimpleStatistics
Ein- und Ausgabeparameter:
Reference
Referenzlste mt allen beobachtbaren Re੘eﬃen.
Reflections
Lste mt Re੘eﬃen enes Datensatzes.
Completeness
Vollständget des Datensatzes.
Independent reflections
Anzahl symmetreﬀnabhängger Re੘eﬃe.
Redundancy
Mlere Redﬀndanz des Datensatzes.
Reflection count
Gesamtzahl der Re੘eﬃe.
In der gezegten Bespelstoryﬂrd SimpleStatistics eﬃemplarsch als Aﬀsﬂertﬀngsmo-
dﬀl benﬀtzt, da es zﬂe ﬂesentlche Datensatzmermale berechnet, nämlch Vollständg-
et ﬀnd Redﬀndanz.
Dabe müssen de Re੘eﬃe ene Erﬂeterﬀng mt hrem Grﬀppenschlüssel bestzen. De
Zﬀordnﬀng der Re੘eﬃe zﬀ bestmmten Grﬀppen erfolgt her beﬂﬀsst ncht erst be der
Aﬀsﬂertﬀng, sondern über das GroupKeyPlugin. Dese Varante st enfacher zﬀ mple-
menteren ﬀnd parallelseren, ferner snd ﬂenger Verbndﬀngen m Storygraphen not-
ﬂendg ﬀnd es ﬂerden ﬂenger Ressoﬀrcen benötgt (de aﬀfﬂändge Ermlﬀng des
Grﬀppenschlüssels ﬂrd ﬁorﬁerlegt, so dass se nﬀr en Mal dﬀrchgeührt ﬂerden mﬀss
ansta be eder Iteraton der Strategesﬀche).
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Zﬀnächst ﬂrd aﬀs edem Re੘eﬃ der Grﬀppenschlüssel eﬃtrahert ﬀnd danach der n e-
ner Map2 ﬀnter desem Schlüssel abgelegte Wert ﬀm ens erhöht. Eﬃstert der Schlüssel
noch ncht, ﬂrd er angelegt ﬀnd der Wert 1 zﬀgeﬂesen. Deses Vorgehen ﬂrd ür de
Lste der Referenzre੘eﬃe, de eden beobachtbaren Re੘eﬃ m aﬀsgeﬂählten Aﬀ੘ösﬀngs-
berech genaﬀ en Mal enthält, ﬂederholt.
De Anzahl der Schlüssel n der Datenstrﬀtﬀr entsprcht der Anzahl der symmetreﬀn-
abhänggen Re੘eﬃe. De Vollständget st derotent aﬀs der Zahl der ﬀnabhänggen
gemessenen Re੘eﬃe ﬀnd der Referenzre੘eﬃe, ﬂährend de mlere Redﬀndanz demo-
tenten aﬀs der Anzahl ﬀnabhängger Re੘eﬃe ﬀnd Gesamtzahl der Re੘eﬃe glechommt.
3 ChiSquareScore
Ein- und Ausgabeparameter:
Parameter Ǡ
Parameterﬂert ür das Ǡ. Optmerﬀngsrterﬀm.
Parameter options
Festlegﬀng der Optmerﬀngszele ﬀnd -toleranzen.
Reset state
Atﬀalserﬀngssgnal.
Score
Wert der Kostenfﬀnton.
Das Plﬀgn ChiSquareScore berechnet nach dem n Abschn 7.4 dargelegten Verfah-
ren den Wert der Kostenfﬀnton ür den aﬀs dem atﬀellen Parametersatz resﬀlteren-
den Datensatz. Das Bespel ﬁerﬂendet ledglch de Vollständget mt dem Zelﬂert 1,
so dass de Kostenfﬀnton 0 ﬂrd, ﬂenn alle beobachtbaren symmetreﬀnabhänggen
Re੘eﬃe m Datensatz ﬁorhanden snd. Der Wert Kostenfﬀnton ﬂrd neﬀ berechnet,
ﬂenn alle Parameter atﬀalsert oder das Atﬀalserﬀngssgnal getrggert ﬂﬀrde.
10.1.2. Ergebnis des Optimierungsprozesses
Am Ende des Optmerﬀngsprozesses steht dem Benﬀtzer en Satz ﬁon Scanparametern
zﬀr Verügﬀng, so dass der aﬀs ener so dﬀrchgeührten Messﬀng resﬀlterende Daten-
satz möglchst nah an den spez੗zerten Krteren legt. In der Benﬀtzerober੘äche ﬂrd
dese Informaton n Form ener Tabelle zﬀgänglch gemacht (sehe Abbldﬀng 10.3). Es
eﬃstert en Plﬀgn, das de Parameter n ener Date abspechern ann. Idealerﬂese
önnte aﬀf dese Wese das Ergebns dret an ene D੖ratometersteﬀerﬀngssoﬂare
übertragen ﬂerden. Allerdngs st n ﬁelen deser Programme ncht ﬁorgesehen, dass
de Datensammlﬀngsstratege aﬀs ener eﬃternen elle bezogen ﬂrd. Daher st zﬀr
Zet das enzge ﬀnterstützte Format zﬀm Spechern der Stratege en Teﬃtformat, das n
2Datenstrﬀtﬀr, de Schlüssel-Wert-Paare abspechert, m Rahmen ﬁon Qt trägt dese de Bezechnﬀng
QMap.
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Abbildung 10.3.: Resultat einer Strategieoptimierung in der Benutzeroberठäche des Pro-
gramms. Die Tabelle enthält eine Zeile ür jeden Scan, jeder Parameter ist in einer Spalte
aufgeührt. In diesem Fall wurden die Einstellungen ür �, � und 2� optimiert, sowie der
Schwenkbereich von �.
Tabelle 10.1.: Resultat der Strategieoptimierung analog zu Abbildung 10.3. In diesem For-
mat wird die Strategie in einer Datei abgelegt.
No. φ χ ω θ Scanned aﬃs Start angle Stop angle Image ﬂdth Image coﬀnt
1 - 0.00 9.00 -22.00 φ 2.50 357.50 0.50 710
2 - -90.00 17.00 -9.00 φ 1.50 357.50 0.50 712
3 - -21.00 -17.00 -18.00 φ 6.00 360.00 0.50 708
sener Strﬀtﬀr de Tabelle aﬀs der Benﬀtzerober੘äche reprodﬀzert (sehe Tabelle 10.1).
De Parameter müssen dann manﬀell n de D੖ratometersoﬂare engegeben ﬂerden.
An deser Stelle st ene Weterentﬂclﬀng nﬀr dﬀrch ﬀmfassende Kooperaton mt den
Herstellern der Gerätesoﬂare möglch (bespelsﬂese ndem en Plﬀgn ür en ent-
sprechendes Format entﬂcelt ﬂrd).
De ﬁorgestellte Story optmert enen Datensatz bezüglch sener Vollständget bs
zﬀ ener angegebenen Aﬀ੘ösﬀng ﬀnter Verﬂendﬀng ener bestmmten Pﬀntgrﬀppe.
Des st edoch nﬀr en möglcher Anﬂendﬀngsfall, das Programm erlaﬀbt dﬀrch de
੘eﬃble Berechnﬀng der Kostenfﬀnton de Optmerﬀng der Scanparameter prnzp-
ell nach belebgen Krteren. Im folgenden Abschn soll noch enmal aﬀf enge n der
Soﬂare zﬀr Verügﬀng stehenden Indatoren engegangen ﬂerden.
10.2. Für die Strategieberechnung geeignete
Indikatoren
10.2.1. Ausalitätsindikatoren abgeleitete Größen
De Informaton über den Krstall, de zﬀm Zetpﬀnt der Strategerechnﬀng ﬁerügbar
st, beschränt sch m allgemenen aﬀf Gerparameter, Orenterﬀngsmatrﬃ ﬀnd ﬀnter
Umständen Pﬀnt- bzﬂ. Laﬀegrﬀppe der Strﬀtﬀr. Bezüglch der Beﬀrtelﬀng der Daten-
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satzqﬀaltät bedeﬀtet des, dass ür de Optmerﬀng der Stratege aﬀf Größen zﬀrücge-
gr੖en ﬂerden mﬀss, de ledglch aﬀf der Zählﬀng ﬁon Re੘eﬃen ﬀnd der Krstallsymme-
tre baseren. Ene daﬁonﬂﬀrde n Abschn 2.5 schon genannt, de RedﬀndanzǇǡǉ. Se
st de੗nert als das Verhältns der nsgesamt gemessenen zﬀr symmetreﬀnabhänggen
Re੘eﬃzahl:
Ǉǡǉ = Ǡ�����Ǡ����� (10.1)
Damt st de Redﬀndanz enes Datensatzes abhängg ﬁon der Symmetre der zﬀ Grﬀn-
de legenden Strﬀtﬀr ۗ be glecher Zahl gemessener Re੘eﬃe stegt se mt ﬂachsender
Symmetre. Be der Betrachtﬀng ﬁon Glechﬀng 2.21 ﬂrd deﬀtlch, dass de Redﬀndanz
trotzdem enen En੘ﬀss aﬀf den ntenstätsbaserten Indator ǌp.i.m. hat, denn ene ho-he Redﬀndanz bedeﬀtet en nedrges Geﬂcht des Fehlers be der Melﬀng äqﬀﬁalenter
Re੘eﬃe. Weterhn ann über de ﬂederholte Messﬀng äqﬀﬁalenter Re੘eﬃe de al-
tät sememprscher Absorptonsorretﬀr ﬁerbessert ﬂerden, soﬂe Aﬀsreßer mt sta-
tstschen Tests dent੗zert ﬀnd herabgeﬂchtet oder aﬀs dem Datensatz entfernt ﬂer-
den [116].
Ebenfalls abhängg ﬁon der Symmetre st en ﬂeteres Charaterstﬀm enes Daten-
satzes, de Vollständget ƽ bs zﬀ ener bestmmten Aﬀ੘ösﬀng ǘ, ﬂobe sch her aﬀf
de symmetreﬀnabhänggen Re੘eﬃe bezogen ﬂrd:
ƽ(ǘ) = Ǡ���Ǡ�ℎ��(ǘ) (10.2)
Da de Vollständget mmer ﬁom betrachteten Aﬀ੘ösﬀngsberech abhängt, snd her
zﬂe Parameter enthalten, de ür de Strategesﬀche ene Rolle spelen önnen. De ma-
ﬃmale Aﬀ੘ösﬀng bestmmt, ﬂozﬀ en Datensatz genﬀtzt ﬂerden ann ﬀndﬂelcher Grad
an Detals der Strﬀtﬀrnformaton am Ende darn enthalten st. Ähnlches glt aﬀch ür
de Vollständget, denn nﬀr ﬂenn alle Re੘eﬃe enes Aﬀ੘ösﬀngsberechs beobachtet
snd, lassen sch zﬀﬁerlässge Aﬀssagen über de ﬀntersﬀchte Strﬀtﬀr tre੖en, so dass
de Vollständget enes Datensatzes mtﬀnter als ﬂchtgstes altätsrterﬀm enes
Datensatzes aﬀsgemacht ﬂrd [81].
10.2.2. Weitere verfügbare Indikatoren
Während n ﬁelen Roﬀtnemessﬀngen Vollständget ﬀnd mlere Redﬀndanz als Op-
tmerﬀngszele aﬀsrechen, st des be spezelleren Problemen ncht der Fall, ﬂeshalb
D੖ractonStores enersets ﬁerschedene alternatﬁe Indatoren beretstellt ﬀnd ande-
rersets de Berechnﬀng aller Charatersta aﬀch ür Tele enes Datensatzes erlaﬀbt.
Beﬁor neﬀe Indatoren engeührt ﬂerden, soll aﬀf de zﬂete Möglchet näher en-
gegangen ﬂerden. Be hochsymmetrschen heﬃagonalen oder tetragonalen Strﬀtﬀren
ﬀnterscheden sch de symmetrebedngten Re੘eﬃmﬀltplztäten erheblch. Während
allgemene Re੘eﬃe ℎǝǞ e nach Pﬀntgrﬀppe bs zﬀ 24 Äqﬀﬁalente bestzen, snd es be
00Ǟ-Re੘eﬃen ledglch zﬂe. Das ann dazﬀ ühren, dass trotz ener hohen mleren Red-
ﬀndanz systematsch Grﬀppen spezeller Re੘eﬃe sehr selten beobachtet ﬂerden. Aller-
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Abbildung 10.4.: Modiटzierte Story ür die besondere Behandlung von Achsreठexen. Die
Filterung des Datensatzes erfolgt mit dem HKLFilter-Plugin (1), die Berechnung der mile-
ren Redundanz (Multiplicity of Observation) mit MoOPlugin (2).
dngs snd besonders de Aﬃalre੘eﬃe ﬂchtg ﬂenn es bespelsﬂese darﬀm geht, zﬀ-
ﬁerlässg über de Eﬃstenz ﬁon Schraﬀbenachsen n Ǘ-Rchtﬀng zﬀ entscheden. Handelt
es sch zﬀsätzlch noch ﬀm ene ﬀrze Achse, ann de Entschedﬀng ﬁon sehr ﬂengen
Re੘eﬃen abhängen.
Für desen spezellen Fall eﬃsteren n D੖ractonStores mehrere Möglcheten, de
Redﬀndanz bestmmter Re੘eﬃgrﬀppen getrennt zﬀ betrachten. In der szzerten Stﬀat-
on st es denbar, de grﬀndlegende Strategestory so zﬀ mod੗zeren, dass der berechne-
te Datensatz ge੗ltert ﬂrd ndem bestmmte Bedngﬀngen an de Mller-Indzes gestellt
ﬂerden (Abbldﬀng 10.4). Dabe ann das Plﬀgn HKLFilter3 benﬀtzt ﬂerden, mt des-
sen Hlfe der Benﬀtzer Krteren ﬂe ۢh =  = 0۠ ﬁorgeben ann, de en Re੘eﬃ erüllen
mﬀss ﬀm den Flter zﬀ passeren. Mt demMoOPlugin ann dann de Redﬀndanz deser
Grﬀppe ermelt ﬂerden, so dass se n de Berechnﬀng der Kostenfﬀnton enbezogen
ﬂerden ann.
Im Verglech zﬀr Bassstory ﬂrd der Datensatz nﬀn aﬀf en zﬂetes Krterﬀm hn
optmert, nämlch dass de dﬀrch den Flter festgelegte Re੘eﬃgrﬀppe ene bestmmte
mlere Redﬀndanz aﬀfﬂest. Im Zﬂefelsfall ann des dazﬀ ühren, dass mehr Scans
ﬁorgeschlagen ﬂerden als ür enen ﬁollständgen Datensatz notﬂendg ﬂären, es stellt
edoch scher, dass genügend Re੘eﬃe ener ﬂchtgen Grﬀppe ﬁorhanden snd.
En ähnlches Vorgehen st denbar, ﬂenn de Intenstät bestmmter Re੘eﬃe ene Strﬀ-
tﬀr entschedent been੘ﬀsst ﬀnd dese daher mt größtmöglcher Zﬀﬁerlässget ermt-
telt ﬂerdenmﬀss. In Abbldﬀng 10.5 st de Strategestory so ergänzt, dass ene Re੘eﬃlste
3In desem Abschn ﬂerden de Plﬀgns ncht nach dem bshergen Mﬀster erlärt, stadessen se an
deser Stelle aﬀf de ﬁollständge Lste ﬁon Plﬀgns m Anhang ﬁerﬂesen, n denen edes Plﬀgn erlärt
ﬂrd.
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Abbildung 10.5.: Anpassung der Strategieberechnung, so dass Reठexe die mit dem Plugin
DataFileModel (1) aus einer Datei eingelesen werden als Filterkriterium ür ReflectionFilter
(2) dienen.
aﬀs ener Date gelesen ﬂrd ﬀnd aﬀs dem berechneten Datensatz aﬀsschleßlch dese
heraﬀsge੗ltert ﬂerden.
Wchtg st n beden Fällen de Bebehaltﬀng der Vollständget des ganzen Datensat-
zes, da ansonsten ﬀnerﬂünschte E੖ete aﬀreten önnen. So önnte ene Optmerﬀng
bezüglch der Achsre੘eﬃredﬀndanz n ener Lösﬀng enden de aﬀs mehreren sehr ﬀrzen
Scans besteht, ﬂelche nahezﬀ aﬀsschleßlch Achsre੘eﬃe enthalten. De Anforderﬀng an
deren Redﬀndanz ﬂäre damt zﬂar erüllt, der Datensatz edoch höchstﬂahrschenlch
ﬀnbraﬀchbar. Heraﬀs ﬂrd ene allgemene Regel deﬀtlch, de ür alle Strategeberech-
nﬀngen glt:
Es ﬂerden ausschließlich ene Egenschaen enes Datensatzes be der Opt-
merﬀng berücschtgt, ür de ﬁomAnﬂender Krteren formﬀlert ﬂerden.
Das demonstrerte Prnzp, gängge Datensatzcharatersta ür Tele enes Datensat-
zes zﬀ berechnen ﬀnd dese als zﬀsätzlche Bedngﬀngen ür enen optmalen Datensatz
zﬀ stellen, basert aﬀf der abstraten Repräsentaton ener Menge ﬁon Re੘eﬃen als Im-
plementerﬀng ReflectionModel. Aﬀf dese Wese st berets mt den zﬀr Zet ür Df-
fractonStores ﬁorhandenen Plﬀgns ene große Zahl an Kombnatonen aﬀs Flter- ﬀnd
Aﬀsﬂerteschren ﬁerügbar, de be Bedarf ederzet dﬀrch Neﬀentﬂclﬀngen erﬂe-
tert ﬂerden ann.
Ene ﬂetere ﬂchtge Größe be der Bestmmﬀng ener Messstratege st de Daﬀer
der Datensammlﬀng. Zﬂar st dese n D੖ractonStores ncht dret zﬀgänglch, aber
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ScanPerformer addert alle Schﬂenbreten ﬀnd stellt de Sﬀmme als Parameter zﬀr Ver-
ügﬀng. Se st über de Imagebrete ﬀnd de Belchtﬀngsdaﬀer pro Aﬀfnahme dret pro-
portonal zﬀr Messdaﬀer ﬀnd ann somt genﬀtzt ﬂerden, ﬀm de Messzet zﬀ begrenzen.
Neben desen Indatoren ﬂﬀrden enge zﬀsätzlche Möglcheten gescha੖en, de
Datensammlﬀngsstratege zﬀ been੘ﬀssen. Ene deser Größen stellt ene Mschﬀng aﬀs
Vollständget ﬀnd Redﬀndanz dar ﬀnd soll mt Ǣ� bezechnet ﬂerden. Es handelt schﬀm denAntel an der Gesamtzahl der symmetreﬀnabhänggen Re੘eﬃe (Ǡ������), de mn-destens ǝ-Mal beobachtet ﬂﬀrden (Ǡ�≥�):
Ǣ� = Ǡ�≥�Ǡ������ (10.3)
Wenn Ǣ� den Wert 1 errecht, snd alle beobachteten symmetreﬀnabhänggen Re੘eﬃemndestens ǝ mal obserﬁert. Dabe ann aﬀch her de Vollständget des Datensatzes
ﬁon desem Indator allene ncht geﬂährlestet ﬂerden, so dass er ebenfalls als zﬀsätz-
lche Anforderﬀng an de Messﬀng gestellt ﬂerden sollte. Dﬀrch Berücschtgﬀng ﬁonǢ� be der Optmerﬀng ann scher gestellt ﬂerden, dass eder Re੘eﬃe ene genügendhohe Redﬀndanz aﬀfﬂest, so dass de Bestmmﬀng der Intenstät aﬀf ene aﬀsrechende
Zahl ﬁon Beobachtﬀngen gestützt ﬂerden ann. De Berechnﬀng deser Größe ﬂrd ﬁom
PlﬀgnMergeModel aﬀsgeührt, ﬂobe der Wert ﬁon ǝ fre ﬂählbar st.
Abbildung 10.6.: Liegt der zu untersuchende Reठex in der rot markierten Zelle, zählen
alle Reठexe in den umliegenden Zellen (auf dem gleichen sowie dem vorhergehenden bzw.
nachfolgenden Image) als überlappend.
Be Strﬀtﬀren mt ener sehr langen Achse ann es n bestmmten Orenterﬀngen zﬀ
Re੘eﬃüberlagerﬀngen aﬀf den Aﬀfnahmen ommen. Um dese Überlappﬀngen mnme-
ren zﬀ önnen, mﬀss prnzpell de Aﬀsdehnﬀng edes Re੘eﬃes beannt sen, ﬂas edoch
anhand der geometrschen Beﬀgﬀngssmﬀlaton ohne Strﬀtﬀrmodell ﬀnd ohne Mosa-
ztätsmodell ncht der Fall st. Trotzdem ann mt ener Näherﬀng geschätzt ﬂerden, ﬂe
groß Überlappﬀngse੖ete be ener Messﬀng sen önnen. En solches Näherﬀngsﬁer-
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fahren st m Plﬀgn ReflectionOverlap ﬀmgesetzt. Dazﬀ ﬂrd en qﬀadratsches Ger
mt ﬂählbarer Geronstante aﬀf den Detetor gelegt, so dass Zellen glecher Fläche
entstehen. De Zellante sollten dem zﬀ erﬂartenden Dﬀrchmesser enes Re੘eﬃes ent-
sprechen, ﬂas ﬁon ﬁerschedenen Fatoren ﬂe Streﬀﬁermögen des Krstalls, Abstand
zﬂschen Krstall ﬀnd Detetor ﬀnd anderen Größen abhängt.
Jeder Re੘eﬃ ﬂrd nﬀn derengen Zelle zﬀgeordnet, de sene Poston aﬀf dem De-
tetor enthält, ﬀnabhängg aﬀf ﬂelcher Aﬀfnahme der Re੘eﬃ sch be੗ndet, so dass das
Ger nach deser Operaton alle be der Messﬀng beobachteten Re੘eﬃe enthält. Um de
Nachbarn enes Re੘eﬃes zﬀ ermeln ﬂerden alle Re੘eﬃe der zﬀgehörge Zelle soﬂe aﬀs
deren 8 Nachbarzellen eﬃtrahert. Dann ﬂrd geprü, ﬂe ﬁele deser Re੘eﬃe zﬀm gle-
chen Scan gehören, soﬂe aﬀf dem glechen oder dem ﬁorhergen bzﬂ. nächsten Image
legen, so dass e੖etﬁ en Volﬀmen ﬁon 3×3×3 Zellen ﬀntersﬀcht ﬂrd (Abbldﬀng 10.6).
Alle Re੘eﬃe, de n ener deser Zellen legen, ﬂerden als mt dem ﬀntersﬀchten über-
lappend gezählt. De Sﬀmme aller deser Überlappﬀngszahlen ﬂrd dﬀrch de Anzahl der
Re੘eﬃe getelt. De so erhaltene Zahl ann als dﬀrchschnlche Anzahl naher Nachbarn
geﬂertet ﬂerden. In enem nach desem Modell ﬁollständg überlappﬀngsfreen Daten-
satz ﬂäre deser Fator 0, so dass des als Optmerﬀngszel ﬁorgegeben ﬂerden ann.
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En ﬂesentlches Zel ﬁon D੖ractonStores st de Berechnﬀng ﬁon Datensammlﬀngs-
strategen ۗ n enem ﬁertretbaren Zetrahmen. Angeschts typscher Messzeten be Ge-
rätenmt Röhren oder Drehanoden ﬁon engen Stﬀnden bs ﬂengen Tagen ﬀndﬂengen
Stﬀnden am Synchrotron ann deser Zetrahmen mt ﬂengen Mnﬀten ﬁeranschlagt
ﬂerden. Welcher genaue Wert azeptabel st hängt star ﬁom Enzelfall ab. Be ener
Standardmessﬀng ohne zﬀ erﬂartende Komplatonen ann berets ene zﬂemnütge
Strategerechnﬀng als zﬀ langsam ﬂahrgenommen ﬂerden, ﬂohngegen es be schﬂe-
rgen Problemen ohne ﬂeteres gerechtfertgt sen ann, 15 Mnﬀten oder sogar mehr n
de Optmerﬀng zﬀ nﬁesteren.
Der Zetbedarf der Optmerﬀng lässt sch n ene sehr enfache Formel fassen, ﬂo ǎ
de Gesamtzet bezechnet, Ǧ de Zet ür enen Optmerﬀngszylﬀs ﬀnd Ǡ de Anzahl der
Zylen: ǎ = Ǧ ⋅ Ǡ (10.4)
Somt st lar, dass ǎ nﬀr dann len sen ann, ﬂenn Ǧ ﬀnd Ǡ ebenfalls möglchst len
snd. De Zylenzet Ǧ ﬂrd dabe been੘ﬀsst ﬁon der Art der Berechnﬀngen soﬂohl ür
de Smﬀlaton als aﬀch ür de Aﬀsﬂertﬀng der smﬀlerten Daten ﬀnd de Berechnﬀng
der Kostenfﬀnton. Dﬀrch de Velfalt der möglchenWege ann des ncht erschöpfend
ﬀntersﬀcht ﬂerden. Allerdngs hängt de Zylenzet aﬀch ﬁon ener Größe ab, de sehr
enfach zﬀgänglch snd: der Re੘eﬃzahl. Deren En੘ﬀss soll n desemAbschn zﬀnächst
betrachtet ﬂerden, beﬁormt ener genaﬀerenAnalyse des Verhaltens ﬁon Ǡ fortgefahren
ﬂrd.
Zﬀr Bestmmﬀng der Zylenzet ﬂrd ene Strategerechnﬀng mt Hlfe der n Ab-
schn 10.1 beschrebenen Story dﬀrchgeührt. Als Modelld੖ratometer dent her das
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Tabelle 10.2.: Rechnerkonटgurationen mit der der Geschwindigkeitstest ausgeührt wurde.
CPU Intel Core 7 3770
Kerne/reads 4/8
Tat 3,4GHz
Baﬀahr Q2 2012
SSE SSE4.2
RAM 16GB
Betrebssystem Ubﬀntﬀ 13.10 (64 bt)
Rgaﬀ Spder (sehe Abschn 9.3.2), mt dem Untersched dass alle Gonometerrese
aﬀf denWnel 0° gestellt ﬂerden, ﬀm Unterschede n der deteterten Re੘eﬃzahl dﬀrch
ﬁerschedene Orenterﬀngen aﬀszﬀschleßen. Aﬀßerdem ﬂﬀrde der Detetor ür desen
Versﬀch so mod੗zert, dass er zﬂar ür eden Re੘eﬃ Koordnaten berechnet ﬀnd prü,
ob er erfasst ﬂerden ann, ncht deteterbare edoch ncht heraﬀs੗ltert. Aﬀf deseWese
ﬂrd de Zahl an Re੘eﬃen onstant gehalten, de n de Berechnﬀng der Kostenfﬀnton
en੘eßen.
Zﬀr Erzeﬀgﬀng der Re੘eﬃe ﬂrd ene Zelle mt der Metr Ǖ = ǖ = Ǘ = 10Å ﬀnd � =� = � = 90° ﬁerﬂendet, als Orenterﬀngsmatrﬃ ommt dret de Fﬀndamentalmatrﬃ
des rezproen Gers zﬀm Ensatz, da de Orenterﬀng ür dese Tests ene Rolle spelt:
Ɂ� = �∗ = ⎛⎜⎜⎜⎝
0,1 0 0
0 0,1 0
0 0 0,1⎞⎟⎟⎟⎠ (10.5)
De Krteren ür de Strategesﬀche ﬂﬀrden so geﬂählt, dass se ne erüllt ﬂerden
önnen (Vollständget genaﬀ 0,999) ﬀnd de Optmerﬀng mmer de angegebene Ma-
ﬃmalzahl ﬁon Schren dﬀrchläﬀ, ﬂelche aﬀf 500 festgelegt ﬂﬀrde. De ﬀnterschedl-
chen Re੘eﬃzahlen ﬂﬀrden mels Aﬀ੘ösﬀngsänderﬀngen erzelt. Um den En੘ﬀss zﬀäl-
lger Schﬂanﬀngen (m Hntergrﬀnd laﬀfende Programme, etc.) aﬀf de Zetmessﬀngen
aﬀszﬀglechen ﬂﬀrden ür ede Re੘eﬃanzahl zehn Dﬀrchläﬀfe aﬀsgeührt ﬀnd hre Daﬀer
gemelt.
Deses Verfahren ﬂﬀrde aﬀf enem Compﬀter dﬀrchgeührt, dessen Spez੗atonen n
Tabelle 10.2 aﬀfgeührt snd. Anhand des Plots n Abbldﬀng 10.7 st zﬀ sehen, dass de
Laﬀfzet m ﬀntersﬀchten Berech lnear ﬁon der Re੘eﬃzahl abhängt. Des entsprcht den
Erﬂartﬀngen, da alle Modﬀle de zﬀr Berechnﬀng des Beﬀgﬀngseﬃperments benötgt
ﬂerden ene Re੘eﬃlste elementﬂese mod੗zeren oder ੗ltern. De Kompleﬃtät deser
Operatonen st lnear, da de Zet ﬀm ene Lste zﬀ traﬁerseren nﬀr ﬁon der Zahl hrer
Elemente abhängt. Be leneren Re੘eﬃzahlenﬂerden de benötgten Zeten edoch deﬀt-
lch ürzer, so dass ür 0 Re੘eﬃe en Wert ﬁon ﬀnter ener Seﬀnde ür 500 Iteratonen
gemessen ﬂrd, ﬂas daran legen ann, dass be so gerngen Datenmengen CPU-Caches
besser geüllt ﬀnd aﬀsgenﬀtzt ﬂerden önnen ﬀnd deﬀtlchﬂenger Specheroperatonen
notﬂendg snd. Deser Wert zegt aﬀch, dass der Oﬁerhead dﬀrch Intermodﬀlommﬀn-
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Abbildung 10.7.: Benötigte Zeit ür 500 Optimierungsiterationen in Abhängigkeit von der
Reठexzahl und die lineare Anpassung mit der Gleichung ǫ = 0,00086Ǫ + 4,22537, wobei Ǫ
die Reठexzahl und ǫ die benötigte Zeit ür 500 Iterationen darstellen.
aton ﬀnd gra੗sche Benﬀtzerober੘äche aﬀch be ompleﬃeren Abläﬀfen gerng st.
Werden mehrere Scans dﬀrchgeührt, erhöhen sch de Zeten entsprechend. Unter
realen Bedngﬀngen snd größere Schﬂanﬀngen n der Aﬀsührﬀngsdaﬀer zﬀ erﬂarten,
da bespelsﬂese aﬀf Grﬀnd ﬁon Detetorgeometre ﬀnd -poston oder Schﬂenberech
ﬀnterschedlch ﬁele Re੘eﬃe m Datensatz enthalten snd ﬀnd sch so zﬀmndest der
Zetaﬀfﬂand ür de Aﬀsﬂertﬀngsschre ändert. An der Größenordnﬀng der Laﬀfzeten
ändert des edoch nchts, da trotzdem stets enge hﬀndert bs mehrere zehntaﬀsend
Re੘eﬃe berechnet ﬂerden ﬀnd so pro Zylﬀs aﬀf ﬁerglechbarer Hardﬂare mt enem
Zetbedarf ﬁon 10ms ۗ 300ms gerechnet ﬂerden mﬀss, der sch aﬀs ener Rechenzet
ﬁon ﬀngeähr 2 μs pro Re੘eﬃ ﬀnd Iteraton ergbt.
Informatonen zﬀ Ǡ snd ﬂesentlch schﬂerger zﬀ geﬂnnen, da das Konﬁergenz-
ﬁerhalten ﬁon sehr ﬁelen Fatoren abhängt. Dazﬀ gehören bespelsﬂese de Abmes-
sﬀngen der Elementarzelle, ﬁorlegende Symmetre, Anforderﬀngen an den Datensatz,
Frehetsgrade der Gonometerachsen ﬀnd Detetorgeometre, ﬂobe dese Aﬀfzählﬀng
be ﬂetem ncht erschöpfend st. Für ene systematsche Untersﬀchﬀng st de Zahl der
Varablen zﬀ hoch, so dass stadessen en Bespel geﬂählt ﬂﬀrde, ﬂelches de Beson-
derheten bezüglch der Konﬁergenz aﬀfzegt. Um den Fall enfach zﬀ halten, ﬂrd ﬂeder
de oben engeührte ੗tﬁe Zelle benﬀtzt, de nﬀn edoch ﬂllürlch ﬀm ede der dre
Achsen des Raﬀmes rotert ﬂrd, ﬀm E੖ete dﬀrch ene spezelle Orenterﬀng aﬀszﬀ-
schleßen. Dabe ﬂﬀrden folgende Wnel ﬁerﬂendet:�� = 52,692° (10.6)�� = 67,170° (10.7)�� = 208,43° (10.8)
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Tabelle 10.3.: Auठösungsabhängiges Konvergenzverhalten. Bei jeder Auठösung wurden
zehn Durchläufe mit maximal 500 Iterationen gerechnet und die Zahl der Iterationen bis
zum Ende der Optimierung erfasst. Ǣ�=1 bezeichnet den Anteil der Durchläufe, bei der be-
reits die erste Iteration eine Lösung brachte.
ǘ��� 1. 2. 3. 4. 5. 6. 7. 8. 9. 10. Ǣ�=1 Ǫ�>1
1Å 1 1 1 1 2 2 1 1 2 6 0,6 3,0
0,7Å 1 5 1 11 28 1 1 2 3 1 0,5 9,8
0,6Å 32 1 6 25 40 1 1 14 3 5 0,3 17,9
0,5Å 157 171 199 172 205 393 133 181 231 198 0,0 204,0
0,4Å 500 500 500 500 500 500 500 500 500 500 0,0 500,0
(a) Laﬀegrﬀppe ǟ3
ǘ��� 1. 2. 3. 4. 5. 6. 7. 8. 9. 10. Ǣ�=1 Ǫ�>1
1Å 1 4 1 1 1 1 1 1 20 1 0,8 12,0
0,7Å 1 2 5 7 11 14 13 2 41 2 0,1 10,8
0,6Å 7 24 11 12 15 3 31 36 10 78 0,0 22,7
0,5Å 438 176 185 185 181 218 290 297 305 197 0,0 247,2
0,4Å 500 500 500 500 500 500 500 500 500 500 0,0 500,0
(b) Laﬀegrﬀppe 3ǟ
Aﬀs der Mﬀltplaton mt den entsprechenden Rotatonsmatrzen ergbt sch dese
Orenterﬀngsmatrﬃ:
Ɂ� = ⎛⎜⎜⎜⎝
0,036735 −0,048208 0,079539
0,086553 −0,013586 −0,048208
0,034046 0,086553 0,036735⎞⎟⎟⎟⎠ (10.9)
Für desen Versﬀch ﬂﬀrde das n Abschn 9.3.1 beschrebenen Gerät mt Eﬀlerﬂege
ﬀnd CCD-Detetor aﬀsgeﬂählt. De zﬀm Ensatz ommende Story entsprcht genaﬀ der
Bespelstory zﬀr Strategesﬀche, so dass als enzge Größe zﬀr Berechnﬀng der Kosten-
fﬀnton ür de Optmerﬀng de Vollständget des Datensatzes zﬀm Ensatz ommt.
Als erstes ﬂrd der En੘ﬀss der maﬃmal erforderlchen Aﬀ੘ösﬀng ﬀntersﬀcht. Dazﬀ
ﬂrd eﬂels en ﬁollständger Datensatz bs 1Å, 0,7Å, 0,6Å, 0,5Å ﬀnd 0,4Å gefordert,
ﬂobe e 10 Optmerﬀngen mt zﬀällgen Startbedngﬀngen dﬀrchgeührt ﬂerden. Am
Anfang ﬂrd ﬁon enem Scan aﬀsgegangen, das Hnzﬀügen enes ﬂeteren Scans ﬂrd
edoch zﬀgelassen ﬀnd de Gesamtzahl an Iteratonen aﬀf 500 begrenzt. Als Pﬀntgrﬀppe
ﬂrd zﬀnächst ǟ3 festgelegt.
In Tabelle 10.4a snd de Iteratonszahlen ür de eﬂels zehn Dﬀrchgänge be den ﬀn-
terschedlchenAﬀ੘ösﬀngen aﬀfgeührt. De letzten beden Spalten enthalten de GrößenǢ�=1 ﬀnd Ǫ�>1. Erstere gbt an, ﬂe ﬁele Dﬀrchgänge berets ohne Optmerﬀng zﬀ enemﬁollständgen Datensatz geührt haben. Es ann aﬀch alsMaß ür deWahrschenlchet
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angesehen ﬂerden, mt zﬀällgen Gonometerenstellﬀngen enen ﬁollständgen Daten-
satz zﬀ erhalten.Während be ener Aﬀ੘ösﬀng ﬁon 1Å ene Strategeoptmerﬀng nahezﬀ
über੘üssg st, st be 0,5Å ncht zﬀ erﬂarten, dass de zﬀällgeWahl enes Scans zﬀ dem
geﬂünschten Ergebns ührt. Be 0,4Å lefert der Algorthmﬀs ene Lösﬀng mehr, de n
enem ﬁollständgen Datensatz resﬀltert, so dass nach 500 Iteratonen noch ۢRestosten۠
übrg bleben.
Deﬀtlcher ﬂrd des, ﬂenn ansta der hohen ﬀbschen Symmetre ledglch trgonale
zﬀGrﬀnde gelegt ﬂrd. Das gleche Vorgehenﬂﬀrdemt der Pﬀntgrﬀppe 3ǟ aﬀsgeührt,
de Ergebnsse snd n Tabelle 10.4b aﬀfgetragen. Der qﬀaltatﬁe Verlaﬀf der Iteratons-
zahl stmmt mt dem m ﬀbschen System überen, de Absolﬀtﬂerte snd lecht erhöht
ﬀnd aﬀch her ﬂrd be 0,4Å ﬀnter desen Randbedngﬀngen ene Lösﬀng mehr gefﬀn-
den.
Zﬀsammenfassend lässt sch feststellen, dass ﬁele Fatoren berets solert betrachtet
mmense Aﬀsﬂrﬀngen aﬀf das Konﬁergenzﬁerhalten des Algorthmﬀs’ aﬀsüben. Im
realen Eﬃperment treten stets mehrere deser Umstände glechzetg aﬀf, so dass Pro-
bleme mt ener hohen Kompleﬃtät entstehen önnen. Letztlch zegt sch allerdngs,
dass falls ene Lösﬀng gefﬀnden ﬂerden ann, dese n der Regel nach engen hﬀndert
Schren erhalten ﬂrd.
Mels Glechﬀng 10.4 ann somt festgestellt ﬂerden, dass sch de Daﬀer der Opt-
merﬀng ür typsche Datensatzgrößen ﬁon ﬂengen Seﬀnden bs zﬀ ﬂengen Mnﬀten
erstrecen ann ﬀnd damt deﬀtlch ﬂenger Zet n Ansprﬀch nmmt als en tatsächl-
ches Eﬃperment m Labor.
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10.4.1. Kristallstruktur von CeIrIn5
Nach der Vorstellﬀng allgemener Anﬂendﬀngsszenaren ür D੖ractonStores soll nﬀn
anhand ener onreten chemsch-rstallographschen Problemstellﬀng de Fﬀntona-
ltät des Programms demonstrert ﬂerden. Zﬀ desem Zﬂec soll zﬀnächst de Strﬀtﬀr
der Verbndﬀng CeIrIn5 betrachtet ﬂerden, de n den letzten Jahren ﬁermehrt Aﬀfmer-samet erhelt, da es sch ﬀm en Schﬂeres-Fermonen-System handelt [117].
De Krstallstrﬀtﬀr ﬂrd demHoCoGa5-Typ zﬀgeordnet [118], der n der RaﬀmgrﬀppeǊ4/ǟǟǟ rstallsert, de Gerparameter snd Ǖ = 6,674Å ﬀnd Ǘ = 7,542Å. Abbl-
dﬀng 10.8 zegt de Elementarzelle der Strﬀtﬀr, n der es eﬂels ene Cer- ﬀnd Irdﬀm-
poston soﬂe zﬂe Indﬀmpostonen gbt.
Aﬀs früheren Untersﬀchﬀngen stand en Enrstall zﬀr Verügﬀng, soﬂe en Daten-
satz, dermt demberets beschrebenenD੖ratometer bestehend aﬀsAFC-7-Gonometer
ﬀnd Satﬀrn-724+ Detetor ﬀnter Ensatz ﬁon MoK�-Strahlﬀng gesammelt ﬂﬀrde. DeMessﬀng besteht aﬀs ener ﬁollen Umdrehﬀng ﬀm de �-Achse, be � = −15° ﬀnd � =−20°. Der Detetor ﬂﬀrde aﬀf 2� = −32° gestellt, be enem Abstand zﬀr Probe ﬁon
48,29mm. Der Oszllatonsﬂnel ür en Image betrﬀg Δ� = 0,8°, ﬂas zﬀ 450 Aﬀfnah-
men ührte. De Integraton der Daten erfolgte mt dem Programmd*Tre ﬀnd resﬀlterte
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Abbildung 10.8.: Kristallstruktur von CeIrIn5.
n enemDatensatz mt 1708 Re੘eﬃen, dessen Charatersta n Tabelle 10.4 zﬀsammen-
gefasst snd.
Der Absorptonsoeਖ਼zent ﬁon CeIrIn5 st mt 44,23mm−1 so hoch, dass ene Absorp-tonsorretﬀr ﬀnﬀmgänglch st. Da es sch ﬀm enen lenen Krstall mt ﬀnregelmäß-
ger Form handelte, ﬂﬀrde de Absorpton mt der Mﬀltscan-Methode anhand der sym-
metreäqﬀﬁalenten Re੘eﬃe orrgert. Da mnmaler ﬀnd maﬃmaler Transmssonsfa-
tor ene große D੖erenz aﬀfﬂesen ann geschlﬀssfolgert ﬂerden, dass de Wege der
gebeﬀgten Strahlen dﬀrch den Krstall be desen Gonometerenstellﬀngen sehr ﬀnter-
schedlch aﬀsfallen.
De hohe Symmetre der Strﬀtﬀr ermöglcht berets mt ener ﬁollständgen Umdre-
hﬀng, enen nahezﬀ ﬁollständgen Datensatz mt hoher Redﬀndanz zﬀ erhalten. Aller-
dngs glt des ncht ür alle Re੘eﬃgrﬀppen, so dass bespelsﬂese de 00Ǟ-Re੘eﬃe mt
hrer symmetrebedngten Mﬀltplztät ﬁon 2 tatsächlch aﬀch ledlglch zﬂe Mal be-
obachtet snd. In Tabelle 10.5 snd Redﬀndanz ﬀnd ǌ-Werte nach Mﬀltplztätsgrﬀppen
aﬀfgeschlüsselt. Während ǌmerge ﬀnd ǌ� mt ﬂachsender Redﬀndanz anstegen, sntǌp.i.m. ab ﬀnd trägt so der höheren Verlässlchet der Intensttätsnformaton dﬀrchWederholﬀngsmessﬀngen Rechnﬀng.
De Krstallstrﬀtﬀr onnte anhand deses Datensatzes erfolgrech ﬀnd n Überen-
stmmﬀng mt älteren Lteratﬀrﬂerten gelöst ﬀnd ﬁerfenert ﬂerden4 [119]. Obﬂohl de
4De folgenden Daten geben de n Pﬀblaton Wrth ﬀ. a. [119] geschlderte Stﬀaton ﬂeder. De dort
enthaltene D੖erenzfoﬀrerarte ﬂﬀrde zﬀr enhetlchen Darstellﬀng ür dese Arbet neﬀ berechnet,
edoch ﬂﬀrden her de Ir-Atome zﬀr Berechnﬀng ncht entfernt.
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Tabelle 10.4.: Datensatzcharakteristika einer Messung
an CeIrIn5 mit MoK�-Strahlung.
Re੘eﬃe (ǃ/�(ǃ)≥ 2) 1708 (1564)
Unabhängge (ǃ/�(ǃ)≥ 2) 246 (232)ǘ��� 0,6199Å (2� = 69,96°)Vollständget 92,8 %
Redﬀndanz 6,94
ǌmerge 3,56 %ǌp.i.m. 1,52 %ǌ� 5,04 %� 44,23mm−1
Absorptonsorretﬀr Mﬀltscan
Maﬃmale Transmsson 1,0
Mnmale Transmsson 0,4069
Tabelle 10.5.: Redundanz und Güteparameter des ursprünglichen
Datensatzes, nach Reठexmultiplizität.ǈ���1 Ǡ2 Ǉǡǉ ǌmerge ǌ� ǌp.i.m.
2 11 2,00 2,89 % 2,79 % 2,89 %
4 7 2,57 3,44 % 2,87 % 2,65 %
8 112 5,63 3,26 % 4,40 % 1,51 %
16 116 8,94 3,93 % 6,10 % 1,31 %
1 Aﬀs der Symmetre resﬀlterende Re੘eﬃmﬀltplztät.
2 Anzahl symmetreﬀnabhängger Re੘eﬃe.
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Abbildung 10.9.:Diञerenzfourierkarte in der Ebene (0 0 1/2). Neben der Restelektronendich-
te an den Iridiumatomen beटndet sich ein weiterer deutlicher Peak in der Mie, an der Po-
sition (1/2 1/2 1/2). Rote Linien repräsentieren positive Restdichtewerte, blaue Linien negative.
Der Abstand der Linien beträgt 0,5 ǙÅ−3.
Gütefatoren der Verfenerﬀng (ǌ1 = 2,4 %) aﬀf ene gﬀte Beschrebﬀng der Strﬀtﬀr
hndeﬀten, ﬁerblebt be den Koordnaten (1/2 1/2 1/2) en großer Resteletronendchtepea
(Abbldﬀng 10.9). Deser Pea ﬂest enen Abstand ﬁon 2,75Å zﬀ den Indﬀmatomen der
4�-Lage aﬀf, ﬂas dem Abstand zﬂschen Indﬀm ﬀnd Irdﬀm n deser Verbndﬀng ent-
sprcht (ǘ(Ir-In1)) = 2,754Å). Somt bestand de Vermﬀtﬀng, dass dese Poston zﬀm Tel
mt Irdﬀmatomen besetzt st, ﬂas sch aﬀch anhand ener entsprechenden Verfenerﬀng
ﬁer੗zert ﬂﬀrde ﬀnd n ener Besetzﬀng ﬁon 1,2(3)% aﬀf der zﬀsätzlchen Irdﬀmpos-
ton resﬀlterte.
10.4.2. Strategieoptimierung
Um de altät der Daten zﬀ ﬁerbessern ﬀnd damt de beobachteten E੖ete stärer
zﬀr Geltﬀng zﬀ brngen, sollte erneﬀt ene Messﬀng am glechen Krstall dﬀrchgeührt
ﬂerden, allerdngs gezelt nach der Berechnﬀng ener Messstratege. Am Anfang der
Stratege੗ndﬀng steht de Überlegﬀng, nach ﬂelchen Krteren der Datensatz optmert
ﬂerden soll. Als ﬂchtgster Fator ﬂrd de Vollständget des Datensatzes bs zﬀ ener
bestmmten Aﬀ੘ösﬀng angesehen, so dass des das erste Optmerﬀngszel darstellt. Um
ene bessere Absorptonsorretﬀr zﬀ ermöglchen, ﬂﬀrde de Pﬀntgrﬀppe 1 als Bass
zﬀr Berechnﬀng deser Vollständget geﬂählt. Aﬀf dese Wese mﬀss mndestens de
Häle der Grenzﬀgel des rezproen Raﬀms ﬁermessen ﬂerden, ﬂährend es m Falle
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Tabelle 10.6.: Scanparameter der Messung an CeIrIn5.
Nr. 2� � � � Δ� Images
1 −30,0° −32,5° −63,0° 0° ۗ 360° 0,8° 450
2 −30,0° −29,0° −31,0° 0° ۗ 360° 0,8° 450
3 −25,0° −27,0° −59,5° 0° ۗ 360° 0,8° 450
4 −25,0° −25,5° −15,5° 0° ۗ 360° 0,8° 450
ﬁon 4/ǟǟǟ ledglch en Sechzehntel st. Als zﬀsätzlche Bedngﬀng ﬂﬀrde festgelegt,
dass mndestens 95 % der aﬀf 1 bezogenen ﬀnabhänggen Re੘eﬃe mndestens dre Mal
beobachtet sen sollen, ﬂas de Redﬀndanz aller Re੘eﬃe erhöhen soll, so dass Daten aﬀs
mehreren Krstallorenterﬀngen ür eden Re੘eﬃ ﬁorhanden snd. Für de Optmerﬀng
ﬂﬀrden Re੘eﬃe mt ǘ ≥ 0,7Å berücschtgt.
Für de Modellerﬀng des D੖ratometers ﬂﬀrde de De੗nton aﬀs dem Smﬀlatons-
bespel ﬁerﬂendet, de Prmärstrahlposton soﬂe der Abstand zﬂschen Probe ﬀnd
Detetor ﬂﬀrden angepasst. Aﬀßerdem ﬂﬀrden de Beschränﬀngen der 2�-Achse so
geﬂählt, dass der Detetor n 5°-Schren ﬁon 0° bs −30° beﬂegt ﬂerden ann. Dese
nedrge Grenze ür 2� ﬂﬀrde festgesetzt, ﬀm Kollsonen aﬀf eden Fall zﬀ ﬁermeden,
aﬀch ﬂenn de Gonometerhardﬂare her theoretsch größere Werte erlaﬀbt.
Für de Strategeoptmerﬀng ﬂﬀrden maﬃmal 750 Iteratonen zﬀgelassen. Als Start-
temperatﬀr ür den Smﬀlated Annealng-Algorthmﬀs ﬂﬀrde 0,002 geﬂählt, so dass ﬀn-
günstgere Zﬀstände nﬀr mt sehr gerngerWahrschenlchet als neﬀer Aﬀsgangspﬀnt
azeptert ﬂerden. Versﬀchemt ﬀnterschedlchen Temperatﬀren übermehrere Größen-
ordnﬀngen ergaben, dass dese alle nnerhalb der 750 Iteratonen zﬀr Erüllﬀng der ge-
stellten Bedngﬀngen ührten, so dass ene nedrge Temperatﬀr ür möglchst schnelle
Konﬁergenz sorgen sollte. Es ﬂﬀrde das Hnzﬀügen ﬂeterer Scans bs zﬀ ener Ge-
samtanzahl ﬁon ﬁer erlaﬀbt, ﬂobe de Varaton des Schﬂenberechs ncht zﬀgelassen
ﬂﬀrde. Stadessen sollten alle Scans ﬁolle 360° ﬀmspannen.
Anhand deser Engabedaten ﬂﬀrde nach 412 Iteratonen ene Kombnaton aﬀs ﬁer
Scans gefﬀnden, de alle Bedngﬀngen erüllt. De Scanparameter snd n Tabelle 10.6 aﬀf-
geührt, de Smﬀlaton ergbt ür dese Abfolge 5012 Re੘eﬃe, ﬂobe dese bezogen aﬀf
de Pﬀntgrﬀppe 1 ene Vollständget ﬁon 1 m geﬂählten Aﬀ੘ösﬀngsberech zegen,
soﬂe Ǣ�≥3 = 95,1 %. De Messﬀng ﬂﬀrde mt den errechneten Parametern dﬀrchge-ührt ﬀnd der Datensatz mt d*Tre ntegrert. Im folgenden sollen de Daten mt den
ﬀrsprünglch gemessenen Daten ﬁerglchen ﬂerden.
10.4.3. Vergleich optimierter Datensatz
Der gemesse Datensatz enthält m optmerten Aﬀ੘ösﬀngsberech 4591 Re੘eﬃe, also ﬀn-
geähr 10 % ﬂenger als ﬁon der Smﬀlaton ﬁorhergesagt, ﬂas aﬀf ene abﬂechende De-
੗nton der Abschaﬀngsbereche zﬂschen Strategeberechnﬀng ﬀnd Integraton hn-
ﬂest. Insgesamt beträgt de Vollständget her 98,7 %, so dass das gesetzte Zel lecht
ﬁerfehlt ﬂﬀrde. In Bezﬀg aﬀf de Pﬀntgrﬀppe 4/ǟǟǟ snd edoch 99,5 % der Re੘eﬃe
139
10. Strategiesuche
1 2
3
4
5
Abbildung 10.10.: Ablauf der Strategieoptimierung mit DiञractionStories. Die relevanten
Plugins sind (1) ScanPerformer, (2) MergeModel, (3) SimpleStatistics, (4) ChiSquareScore
und (5) SimpleStrategy. Die Kostenfunktion wird auf Grundlage der Vollständigkeit undǢ�≥3 berechnet.
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Tabelle 10.7.: Datensatzcharakteristika einer Messung an CeIrIn5 mit MoK�-Strahlung.
Alter Datensatz Neﬀer Datensatz
Re੘eﬃe (ǃ/�(ǃ) ≥ 2) 1708 (1564) 4995 (4768)ǘ��� 0,6199Å (2� = 69,96°) 0,6357Å (2� = 67,98°)
Pﬀntgrﬀppe 1, ǘ ≥ 0,7Å
Unabhängge (ǃ/�(ǃ) ≥ 2) 835 (797) 1001 (975)ƽ 82,3 % 98,7 %Ǣ�≥3 0,1 % 91,2 %
MoO 1,65 4,59
Pﬀntgrﬀppe 4/ǟǟǟ
Unabhängge (ǃ/�(ǃ) ≥ 2) 246 (232) 241 (233)ƽ 92,8 % 99,5 %
MoO 6,94 20,73
ǌmerge 3,56 % 3,37 %ǌp.i.m. 1,52 % 0,74 %ǌ� 5,04 % 4,19 %� 44,23mm−1
Absorptonsorretﬀr Mﬀltscan
Maﬃmale Transmsson 1,0 1,0
Mnmale Transmsson 0,4069 0,334
gemessen, ledglch der Re੘eﬃ mt dem Indeﬃ (4 5 3) st ncht ﬁorhanden. Trotz der zﬀ
optmstschen Vorhersage beträgt der Antel der Re੘eﬃe, de mndestens dre Mal be-
obachtet ﬂﬀrden mmer noch 91,2 % ﬀnter der Annahme ﬁon 1. Tabelle 10.7 enthält de
Kennzahlen des neﬀen Datensatzes, soﬂe de des alten, so dass der drete Verglech
lechter möglch st. Zﬀsätzlch zﬀ den aﬀf 4/ǟǟǟ bezogenen Daten snd her aﬀch de
Kennzahlen ür den optmerten Aﬀ੘ösﬀngsberech des Datensatzes mt der Pﬀntsym-
metre 1 angegeben. Im Falle der nedrgeren Symmetre ﬂerden besonders Abﬂechﬀn-
gen bezüglch der Vollständget ﬀnd dem Antel der mndestens dre Mal gemessenen
Re੘eﬃe deﬀtlch.
We aﬀch der alte enthält der optmerte Datensatz Re੘eﬃe, de be ener höheren Aﬀf-
lösﬀng legen als be der Optmerﬀng berücschtgt. Bedngt dﬀrch de höhere Redﬀn-
danz st her dealtät ebenfalls als besser anzﬀsehen, allerdngs erüllen dese Daten
ncht de Optmerﬀngsrteren, da se be der Strategesﬀche ncht ﬀnter der Kontrolle
des Programms standen. Deser E੖et tr mmer dann aﬀf, ﬂenn de Daten zﬀ ener hö-
heren Aﬀ੘ösﬀng ntegrert ﬂerden als de be der Strategesﬀche berücschtgte Grenze.
Letztlch önnen de Dsrepanzen nﬀr ﬁerschﬂnden, ﬂenn ür Strategeoptmerﬀng
ﬀnd Integraton de glechen Beschränﬀngen ﬁerﬂendet ﬂerden. De Absorptonsor-
retﬀr hat sch m Verglech zﬀ dem leneren Datensatz nﬀr ﬂeng ﬁerändert, so dass
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Tabelle 10.8.: Redundanz und Gütewerte des neuen Datensatzes, nach Reठexmultiplizität.ǈ��� Ǡ Ǉǡǉ ǌmerge ǌ� ǌp.i.m.
2 11 6,64 2,76 % 2,84 % 1,25 %
4 12 10,25 2,87 % 2,40 % 0,94 %
8 113 17,23 3,16 % 3,84 % 0,72 %
16 105 27,16 3,82 % 5,21 % 0,68 %
tatsächlch ﬁon ener hohen Ansotrope aﬀsgegangen ﬂerden mﬀss.
Trotz der deﬀtlch höheren Re੘eﬃzahl snd de Werte ür ǌmerge ﬀnd ǌ� des neﬀenDatensatzes nedrger, ﬂas en Anzechen ür de hohealtät der Daten st. Besonders
deﬀtlch ﬂrd de höhere Redﬀndanz ﬀnd ﬁor allem de Anforderﬀng an de Mndestan-
zahl ﬁon Beobachtﬀngen edoch erst be der Betrachtﬀng der n 4/ǟǟǟ ﬀnabhänggen
Re੘eﬃe nachMﬀltplztätsgrﬀppen (Tabelle 10.8). Von den allgemenen Re੘eﬃen ℎǝǞ feh-
len 11 m Verglech zﬀm alten Datensatz, ﬂas aﬀf de lecht höhere Aﬀ੘ösﬀng des letzte-
ren zﬀrüczﬀühren st. Daür snd nsgesamt 5 zﬀsätzlche Re੘eﬃe der Mﬀltplztäten 4
ﬀnd 8 ﬁorhanden. Be den Re੘eﬃen der Grﬀppe mt Mﬀltplztät 2 (also den 00Ǟ-Re੘eﬃen)
onnte de Zﬀﬁerlässget der Intenstäten dﬀrch de Stegerﬀng der Redﬀndanz aﬀf das
drefache star ﬁerbessert ﬂerden, ﬂas sch n enem deﬀtlch nedrgeren ǌp.i.m.-Wertnederschlägt.
Das Strﬀtﬀrmodell ﬀnter Berücschtgﬀng der Fehlordnﬀng ﬂﬀrde anhand des neﬀ-
en Datensatzes ﬁerfenert (ebenfalls n [119]), ﬂobe sch der Güteﬂert der Verfenerﬀng
be ǌ1 = 1,6 % enstellte ﬀnd der Antel der Irdﬀmatome aﬀf der zﬂeten Poston mt
1,6(2)% etﬂas höher legt als be der ﬀrsprünglchen Verfenerﬀng ﬀnd ene lecht ge-
rngere Standardabﬂechﬀng aﬀfﬂest. Im Rahmen der Standardabﬂechﬀngﬀngen ﬀn-
terscheden sch dese Werte edoch ncht. Dﬀrch das bessere Verhältns ﬁon Re੘eﬃen
zﬀ Parametern ﬀnd de glechmäßg über alle Bereche des rezproen Raﬀms ﬁertelten
Beobachtﬀngen am de Verfenerﬀng zﬀ ener stablen Konﬁergenz.
Zﬀsammenfassend lässt sch feststellen, dass de Strategeoptmerﬀng nach festgeleg-
ten Krteren zﬀ ener Verbesserﬀng des Datensatzes geührt hat, ﬂas sch n den Güte-
ﬂerten nedergeschlagen hat. Dﬀrch de höhere Redﬀndanz erhöht sch de Zﬀﬁerlässg-
et der Intenstätsnformaton, ﬂas sch aﬀch n der stableren Verfenerﬀngmt letztlch
zﬀﬁerlässgerem Strﬀtﬀrmodell ﬂderspegelt.. Mt Hlfe des Krterﬀms, dass eder Re-
੘eﬃ (bezogen aﬀf 1) mndestens dre Mal beobachtet sen soll, trो des aﬀf jeden Re੘eﬃ
m resﬀlterenden Datensatz zﬀ, ncht nﬀr aﬀf de n 4/ǟǟǟ ﬀnabhänggen. Ene höhere
Redﬀndanz allen häe aﬀch mt ﬁer belebgen Scans glecher Schﬂenﬂete errecht
ﬂerden önnen, allerdngs ﬂären de Datensatzcharatersta ncht ﬁorhersehbar ge-
ﬂesen. Denn trotz der ﬀnﬁermedlchen Abﬂechﬀngen n Detals (de sch dﬀrch Ab-
stmmﬀng der Abschaﬀngsmasen ﬀnd Aﬀ੘ösﬀngsgrenzen redﬀzeren lassen) erüllt
der gemessene Datensatz ﬂetestgehend de Krteren, de be der Strategeoptmerﬀng
ﬁorgegeben ﬂﬀrden, besonders be Re੘eﬃen mt nedrger symmetrebedngter Mﬀltpl-
ztät.
Es ergbt sch en ähnlches Bld ﬂe be der Fehlordnﬀng n der Strﬀtﬀr ﬁon RﬀAl2.
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Erst de genaﬀe Analyse des Zﬀsammenspels ﬁon Modell ﬀnd Daten, soﬂe de Samm-
lﬀng geegneter Beﬀgﬀngsdaten ermöglchen de Deteton gernger Fehlordnﬀngse੖e-
te. De Optmerﬀng der Messstratege hat m Fall ﬁon CeIrIn5 geholfen, de Daten so zﬀsammeln, dass se ene ﬁerlässlche Bass ür de Ver੗zerﬀng deser lenen E੖ete bl-
det.
10.5. Zusammenfassung
Im Rahmen der m ersten Tel beschrebenen Eﬃpermente zﬀr Reonstrﬀton der Ele-
tronendchteﬁertelﬀng aﬀs Röntgenbeﬀgﬀngsdaten ﬂﬀrden Überlegﬀngen zﬀr erforder-
lchen Datenqﬀaltät angestellt. Dabe ﬂﬀrde de Messstratege als en möglcher Pﬀnt
n der Abfolge der eﬃpermentellen Schre dent੗zert an dem de größtmöglche Kon-
trolle über de Egenschaen des zﬀ sammelnden Datensatzes aﬀsgeübt ﬂerden ann. Da
bestehende Optmerﬀngsprogramme ür deses Problem den formﬀlerten Anforderﬀn-
gen besonders bezüglch der nötgen Fleﬃbltät be der Festlegﬀng geegneter Krteren
zﬀr Beﬀrtelﬀng ener Messstratege ncht gerecht ﬂﬀrden, ﬂﬀrde en neﬀes Programm,
D੖ractonStores, ür desen Zﬂec entﬂcelt.
De Entﬂclﬀng folgte den Prnzpen des obetorenterten Entﬂﬀrfs, so dass de
resﬀlterende Soﬂare en hohes Maß an Fleﬃbltät aﬀfﬂest. Dﬀrch de Redﬀton des
Eﬃperments aﬀf deManpﬀlaton ﬁon Re੘eﬃlsten ﬀnd der allgemenenmathematschen
Behandlﬀng der D੖ratometerhardﬂare nach beﬂährten Verfahren st m Konteﬃt des
Programms ene nahezﬀ belebg erﬂeterbare Smﬀlaton des Beﬀgﬀngseﬃperments ﬀm-
setzbar. Dese Smﬀlaton ann, ombnert mt ener Velzahl an Aﬀsﬂertﬀngsalgorth-
men ﬀnd aﬀsﬂechselbarenModﬀlen zﬀr Berechnﬀng ener Kostenfﬀnton, zﬀr Optme-
rﬀng ﬁon Messstrategen mt dem Smﬀlated Annealng-Verfahren benﬀtzt ﬂerden. Ene
aﬀsrechende Aﬀsührﬀngsgeschﬂndget deser Optmerﬀng ﬂrd dﬀrch de Verﬂen-
dﬀng ﬁon C++ als Sprache zﬀr Implementerﬀng soﬂe Parallelserﬀng der Lstenopera-
tonen schergestellt. Das Programm st ﬀnter ener freen Lzenz (GPL/LGPL) ﬁerügbar.
Aﬀaﬀend aﬀf den abstraten, ﬁerügbaren Komponenten ﬂﬀrde ene geometrsche
Berechnﬀngsmethode ür de Ermlﬀng ﬁon Streﬀﬁetoren ür Re੘eﬃe ﬀnter Verﬂen-
dﬀng ener Orenterﬀngsmatrﬃ, ener Ger- ﬀnd ener D੖ratometerde੗nton base-
rend aﬀf der Eﬂaldonstrﬀton ﬁorgestellt soﬂe deren ür de Zﬂece der Stratege-
ermlﬀng aﬀsrechende Genaﬀget anhand ﬁon zﬂe Bespelen aﬀf ﬀnterschedlcher
D੖ratometerhardﬂare demonstrert. Anschleßend ﬂﬀrde gezegt, ﬂe aﬀf Bass de-
ser Smﬀlaton en Verfahren zﬀr Strategeoptmerﬀng aﬀfgebaﬀt ﬂerden ann, ﬀm en
hohes Maß an Kontrolle über aﬀs Enrstallbeﬀgﬀngseﬃpermenten entstehende Daten-
sätze aﬀszﬀüben. Im Rahmen ﬁon Roﬀtnemessﬀngen onnte das Programm nnerhalb
der Arbetsgrﬀppe getestet ﬂerden, mt der Fehlordnﬀng n CeIrIn5 onnte de Lösﬀngenes strﬀtﬀrchemsches Problem mt Hlfe der aﬀs ener spezell berechneten Stratege
geﬂonnenen Beﬀgﬀngsdaten maßgeblch ﬀnterstützt ﬂerden.
Zﬀsätzlch steht ene große Zahl ﬁon Plﬀgns5 ür de Aﬀsﬂertﬀng ﬀnd Verarbetﬀng
5An deser Stelle se nochmal aﬀf Anhang A ﬁerﬂesen, n dem sämtlche zﬀr Zet des Schrebens ﬁer-
ügbare Plﬀgns aﬀfgelstet ﬀnd erlärt ﬂerden.
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gemessener Daten zﬀr Verügﬀng, de dﬀrch das herarchsche, transparente Re੘eﬃmo-
dell aﬀf belebge Telmengen ﬁon Datensätzen ﬀnterschedlcher Herﬀn angeﬂendet
ﬂerden önnen.
Insgesamt st D੖ractonStores ﬂenger en ﬁorgefertgtes Anﬂendﬀngsprogramm
zﬀr Erüllﬀng ener ganz bestmmten Aﬀfgabe geﬂorden als ene allgemene Plaform
zﬀr Umsetzﬀng ﬁon Lösﬀngen onreter Problemstellﬀngen m Berech der Sammlﬀng
ﬀnd Analyse ﬁon Beﬀgﬀngsdaten. Erst de ﬁom Benﬀtzer erstellten Arbetsabläﬀfe ge-
ben dem Programm Fﬀnton, so dass mt ﬂeng Lernaﬀfﬂand aﬀch ompleﬃe Probleme
bearbetet ﬂerden önnen.
Zﬀm Abschlﬀss soll noch enmal aﬀf das n Abschn 6.3 betrachtete Problem des he-
ﬃagonalen Krstalls mt lener Elementarzelle zﬀrücgeommen ﬂerden. Her onnte
mt Hlfe ﬁon D੖ractonStores ene Datensammlﬀngsstratege berechnet ﬂerden, de
n nsgesamt ürzerer Messzet mt ledglch ünf Scans enen ﬁollständgen Datensatz
mt allen 61 ﬀnabhänggen Re੘eﬃen prodﬀzert. Ene ﬁerglechende Überscht der Scans
st den beden nachfolgenden Tabellen gegeben.
Nr. 2� � � � Brete
1 −33° −35° −40° −119° ۗ 359° 478°
2 −33° −35° −50° −119° ۗ 359° 478°
3 −33° −25° −40° 14° ۗ 60° 46°
4 −33° −35° −30° −80° ۗ −50° 30°
5 −33° −30° −20° −109° ۗ −87° 22°
6 −33° −20° −10° 317° ۗ 341° 24°
Nr. 2� � � � Brete
1 −45° −28° −36° 16° ۗ 196° 180°
2 −30° −11° −53° 262° ۗ 288° 26°
3 −33° −27° −109° 84° ۗ 332° 124°
4 −45° −25° −68° 120° ۗ 228° 54°
5 −35° −20° −18° 12° ۗ 104° 46°
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Zel deser Dssertaton ﬂar de Reonstrﬀton der Eletronendchte ﬁon RﬀAl2 aﬀs eﬃ-permentell ermelten Röntgenbeﬀgﬀngsdaten, ﬀm Erenntnsse zﬀr chemschen Bn-
dﬀng n deser Sﬀbstanz zﬀ erlangen ﬀnd letztendlch ene Brüce zﬂschen Strﬀtﬀr
ﬀnd Egenschaen schlagen zﬀ önnen. Der hohe Antel der ernnahen Eletronen an
der Gesamteletronenzahl n desem System macht dese Untersﬀchﬀngen der Valenz-
dchte zﬀ enem Unterfangen, das höchste Präzson be allen dﬀrchgeührten Schren
erfordert.
Am Anfang der Untersﬀchﬀng stand de Synthese geegneter Krstalle. Mt Hlfe ﬁon
੘üssgem Znn als Reatonsmedﬀm onnten dret aﬀs den Elementen Krstalle mt
Abmessﬀngen ﬀm 20 μm hergestellt ﬂerden, de ene ompate Gestalt mt gﬀt aﬀsge-
bldeten Flächen aﬀfﬂesen. De Charaterserﬀng mt den eletronenmrosopschen
Methoden EDXS ﬀnd WDXS leferte den Nachﬂes, dass de aﬀf dese Wese geﬂonne-
nen Proben de angestrebte Zﬀsammensetzﬀng aﬀfﬂesen ﬀnd fre ﬁon Fremdphasen ﬀnd
Znnenschlüssen snd. Vorläﬀ੗ge Röntgenbeﬀgﬀngseﬃpermente mt MoK�-Strahlﬀngonnten zegen, dass de Krstalle gﬀt geordnet ﬀnd ür detallertere Eﬃpermente ge-
egnet snd.
Hochaﬀfgelöste Daten ﬂﬀrden n enem Beﬀgﬀngseﬃperment mt Synchrotronstrah-
lﬀng geﬂonnen, ﬂobe en RﬀAl2-Krstall mt enem Dﬀrchmesser ﬁon 15 μm ﬀntersﬀchtﬂﬀrde. De engesetzte Strahlﬀng ﬂes mt 0,41328Å ene ﬂesentlch ürzere Wellen-
länge aﬀf, so dass de maﬃmale Aﬀ੘ösﬀng der Daten m Verglech zﬀ den Aﬀfnahmen
m Labor deﬀtlch gestegert ﬂerden onnte. Aﬀßerdem onnten dﬀrch de ﬁerﬂendete
Strahlﬀng n Kombnatonmt der leneren Probengröße Eﬃtntonse੖ete so redﬀzert
ﬂerden, dass se n den anschleßenden Analysen ncht mehr nachzﬀﬂesen ﬂaren, ﬂas
als ﬂchte Voraﬀssetzﬀng ür ene Eletronendchtereonstrﬀton angesehen ﬂerden
mﬀss. Um thermsche Beﬂegﬀng der Atome ﬀnd thermsch D੖ﬀse Streﬀﬀng zﬀ mn-
meren, fand de Messﬀng be 25 K sta. De Rohdaten ﬂﬀrden mt ﬀnterschedlchen In-
tegratonsprogrammen redﬀzert ﬀnd dealtät der Datensätze engehend ﬀntersﬀcht.
Dabe zechnete sch ab, dass der mt dem Programm EVAL15 erhaltene Datensatz am
besten geegnet st, ﬂas dﬀrch de Verfenerﬀng des Strﬀtﬀrmodells ﬁon RﬀAl2 mt be-stätgt ﬂﬀrde.
Im Rahmen deser Verfenerﬀngen ﬂﬀrde entdect, dass der gemessene Krstall ge-
rngügge Stapelfehlordnﬀng aﬀfﬂest. Um dese mt den Verfenerﬀngsprogrammen zﬀ
beschreben, ﬂﬀrde ene zﬀsätzlche Poston n der Strﬀtﬀr mt enem sehr gerngen
Antel Rﬀthenﬀm besetzt (≈0,3 %). Strﬀtﬀrchemsch ﬂrd de Fehlordnﬀng lecht plaﬀ-
sbel, ﬂenn de Stapelfolge n enem eng ﬁerﬂandten Strﬀtﬀrtyp enbezogen ﬂrd.
Schleßlch ﬂﬀrde de Eletronendchteﬁertelﬀng mt Hlfe des Mﬀltpolmodells be-
schreben ﬀnd nach der Verfenerﬀng der Koeਖ਼zenten de resﬀlterende Dchte topolo-
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gsch analysert. Dabe onnten grﬀndlegendeMermaleﬂe Art ﬀnd Lage der rtschen
Pﬀnte n Überenstmmﬀng mt qﬀantenchemsch ermelten Ergebnssen reprodﬀzert
ﬂerden. Probleme traten be der Ermlﬀng der Ladﬀngen der Atome mels Integrat-
on der Eletronendchte aﬀf, her onnte der aﬀs der theoretschen Dchte zﬀ erﬂarten-
de Ladﬀngsübertrag ﬁon Alﬀmnﬀm zﬀ Rﬀthenﬀm ncht nachﬁollzogen ﬂerden. Aﬀf
Grﬀnd dessen müssen Informatonen zﬀr chemschen Bndﬀng n desem System daher
aﬀs ﬂeterührenden qﬀantenchemschen Rechnﬀngen geﬂonnen ﬂerden.
Deses Ergebns mﬀss m Konteﬃt des Sﬀtablty-Factors ﬁon RﬀAl2 gesehen ﬂerden,der mt 0,028 sehr ﬁel nedrger st als es be typschen Eletronendchteﬀntersﬀchﬀngen
der Fall st ﬀnd zﬀr Zet ene Grenze der Methode marert. Berets gernge zﬀällge ﬀnd
systematsche Fehler ühren n desen Eﬃpermenten zﬀ erheblchen Abﬂechﬀngen m
Endergebns.
Als en Ansatzpﬀnt zﬀr Verrngerﬀng ﬁon Fehlern ﬀnd Unscherheten, nsbesondere
systematscher Natﬀr, ﬂﬀrde de Optmerﬀng der Messroﬀtne be Röntenbeﬀgﬀngseﬃ-
permenten an Enrstallen dent੗zert. Deshalb ﬂﬀrde parallel zﬀ den Eﬃpermenten
an RﬀAl2 en ﬀmfassendes Compﬀterprogramm zﬀr Ermlﬀng ﬁon Datensammlﬀngs-strategen entﬂcelt, so dass de zﬀ sammelnden Datensätze nach ﬀnterschedlchsten
Krteren optmert ﬂerden önnen.
Das Programm nﬀtzt allgemene mathematsche Beschrebﬀngen ﬁon D੖ratometer-
hardﬂare ﬀnd Krstallger, ﬀm aﬀf Bass der Eﬂaldonstrﬀton ene geometrsche Be-
rechnﬀng des Beﬀgﬀngseﬃperments dﬀrchzﬀühren, an deren Ende en smﬀlerter Da-
tensatz steht, der edoch ene Intenstätsnformaton enthält. Dese st m betrachteten
Stadﬀm des Eﬃperments noch ncht ﬁerügbar, da noch en Strﬀtﬀrmodell ﬁorlegt.
De Engabeparameter der Smﬀlaton, de aﬀs den Gonometerenstellﬀngen bestehen,
ﬂerden dann mt Hlfe des Smﬀlated Annealng Algorthmﬀs so lange ﬁarert, bs der
smﬀlerte Datensatz allen spez੗zerten Anforderﬀngen genügt. Am Ende deses Prozes-
ses ﬂrd en Satz optmerter Datensammlﬀngsparameter erhalten, so dass en mt desen
Parametern dﬀrchgeührtes Eﬃperment de spez੗zerten Egenschaen möglchst ge-
naﬀ erüllt.
WelcheMermale enes Datensatzes optmert ﬂerden sollten, hängt sehr ﬁon der ﬂe-
teren Verﬂendﬀng deser Daten ab. Aﬀs den Beobachtﬀngen be der Untersﬀchﬀng ﬁon
RﬀAl2 ann n Überenstmmﬀngmt der Lteratﬀr gefolgert ﬂerden, dass Vollständgetﬀnd Redﬀndanz ﬂesentlche Krteren darstellen. Allerdngs zechnete sch ab, dass de
Betrachtﬀng ﬁon globalen Datensatzndatoren allene n ﬁelen Fällen ncht aﬀsrecht,
sondern bestmmte Re੘eﬃgrﬀppen oder sogar enzelne Re੘eﬃe getrennt behandelt ﬂer-
den müssen. Um dem Anﬂender möglchst ﬁele Wege zﬀr Aﬀsﬂertﬀng zﬀ beten, ﬁer-
ügt das Programm berets über ene große Velzahl ﬁon Modﬀlen, de neben Redﬀndanz
ﬀnd Vollständget ﬁele ﬂetere Charatersta der smﬀlerten Daten berechnen ön-
nen. Zﬀsätzlch steht ene brete Palee an Fltern zﬀr Verügﬀng, de ene Re੘eﬃlste
anhand ﬁon Aﬀ੘ösﬀng, Symmetre ﬀnd ﬁelen anderen Fatoren aﬀfspalten ann. All
dese Prozedﬀren önnen belebg mtenander ombnert ﬂerden. Zﬀsätzlch ﬂﬀrde
ene Schnstelle zﬀr Erﬂeterﬀng der Soﬂare mplementert, so dass de Erﬂeterbar-
et mt neﬀen Komponenten geﬂährlestet st. Aﬀch zﬀr statstschen Analyse berets
gemessener Daten ann das Programm ﬁerﬂendet ﬂerden.
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Der erste Schr zﬀr Überprüfﬀng der Soﬂare bestand n der Reprodﬀton berets
dﬀrchgeührter Beﬀgﬀngseﬃpermente. Zﬂe Datensätze ﬁon ﬀnterschedlchen D੖ra-
tometern ﬀnd Krstallen onnten erfolgrech mt gerngen Abﬂechﬀngen n der S-
mﬀalaton nachﬁollzogen ﬂerden. Nach desem grﬀndsätzlchen Egnﬀngstest ﬂﬀrde e-
ne Datensammlﬀngsstratege ür de Messﬀng enes CeIrIn5-Krstalls berechnet. DeseMessdaten sollten zﬀr Bestmmﬀng ener gerngüggen Fehlordnﬀng der Strﬀtﬀr de-
nen, de de physalschen Egenschaen der Sﬀbstanz graﬁerend been੘ﬀsst. Der mt
Hlfe der optmerten Stratege gesammelte Datensatz ﬂes ﬂesentlch ﬁerbessertea-
ltätsmermale aﬀf ﬀnd trﬀg zﬀr Stablserﬀng der Strﬀtﬀrﬁerfenerﬀng be, so dass der
Antel der Fehlordnﬀng zﬀﬁerlässg ermelt ﬂerden onnte.
Damt steht nﬀn en Compﬀterprogramm zﬀr Verügﬀng das aﬀf sehr ੘eﬃble Art ﬀnd
Wese dazﬀ genﬀtzt ﬂerden ann, bestmmte systematsche Fehler n der Messﬀng ﬁon
Röntgenbeﬀgﬀngsdaten berets ﬁor dem egentlchen Eﬃperment zﬀ erennen ﬀnd zﬀ
ﬁermndern, soﬂe dﬀrch de optmale Planﬀng der Messﬀng den E੖et zﬀällger Fehler
zﬀ mnmeren. Aﬀf desemWege ﬂrd en hohes Maß an Kontrolle über de gemessenen
Daten erlangt.
Trotz des gerngen Sﬀtablty-Factors ﬁon RﬀAl2 onnten ﬁelﬁersprechende Ergeb-nsse be der Reonstrﬀton der Eletronendchte erzelt ﬂerden. Weterhn onnte das
zetglech entﬂcelte Programm zﬀ Optmerﬀng der Messﬀngen erfolgrech getestet
ﬂerden. Es st zﬀ erﬂarten, dass de Anﬂendﬀng der Soﬂare m Rahmen der Eletro-
nendchtereonstrﬀton aﬀs eﬃpermentellen Daten de Ergebnsse ﬂeter ﬁerbessern
ﬀnd somt de Grenze der Methode ﬂeter ﬁerscheben ann.
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Anhang A.
Alphabetische Pluginliste
Deser Anhang enthält de Beschrebﬀngen aller Plﬀgns, de m Teﬃt erﬂähnt aber ncht
an der Stelle detallert erläﬀtert ﬂﬀrden.
AdvancedHKLFilter
Ein- und Ausgabeparameter:
Filter criteria
Flterrteren ür de engegebene Re੘eﬃlste.
Reflections in
Zﬀ ੗lternde Re੘eﬃe.
Accepted reflections
Re੘eﬃe, de de Flterrteren erüllen.
Rejected reflections
Alle Re੘eﬃe, de de Krteren ncht erüllen.
AdvancedHKLFilter st ene ੘eﬃblere Varante des HKLFilter-Plﬀgns. Der Benﬀtzer
ann belebge mathematsche Aﬀsdrüce formﬀleren, n denen de Varablen ℎ, ǝ ﬀnd Ǟ
zﬀr Verügﬀng stehen. Aﬀf dese Wese önnen zﬀm Bespel Aﬀslöschﬀngsbedngﬀngen
n enem Datensatz geprü ﬂerden. De Bedngﬀng ür ene Gletspegelebene Ǡ laﬀtetℎ + ǝ = 2Ǡ, ﬂas ür das Plﬀgn ﬂe folgt formﬀlert ﬂrd:(ℎ + ǝ)%2 == 0
In der Lste mt den azepterten Re੘eﬃen snd dann alle ﬁorhanden, deren ℎǝǞ-Trpel
de Bedngﬀng erüllt, alle anderen ﬂerden n de Lste mt den abgelehnten Re੘eﬃen
ensortert. Für de Formﬀlerﬀng ﬁon Krteren stehen de Grﬀndrechenarten soﬂe de
Betragsfﬀnton abs ﬀnd % (Modﬀlo) beret. Für das Parsen der Aﬀsdrüce ﬂrd de
mﬀParser-Bblothe [109] ﬁerﬂendet.
AlternatingMerge
Ein- und Ausgabeparameter:
Model 1
Erstes Re੘eﬃmodell.
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Model 2
Zﬂetes Re੘eﬃmodell.
Reflections out
Re੘eﬃlste mt Elementen abﬂechselnd aﬀs dem ersten ﬀnd dem zﬂeten Modell.
Das Plﬀgn AlternatingMerge ﬂﬀrde zﬀr Erstellﬀng ﬁon Dateen m HKLF5-Format
gescha੖en, be dem Re੘eﬃe ﬁon Zﬂllngsdomänen n ener bestmmten Rehenfolge
angeordnet sen müssen. Dazﬀ nmmt das Plﬀgn zﬂe Modelle als Inpﬀt ﬀnd platzert
abﬂechselnd e enen Re੘eﬃ aﬀs dem ersten ﬀnd aﬀs dem zﬂeten Modell n der neﬀen
Re੘eﬃlste.
AverageExperimentalIntensity
Ein- und Ausgabeparameter:
Reference list
Referenzmodell mt Intenstäts- ﬀnd Pﬀntgrﬀppennformaton.
Reflections in
Lste mt Re੘eﬃen ohne Intenstätsnformaton aber mt Pﬀntgrﬀppenzﬀﬂesﬀng.
Reflections out
Re੘eﬃlste mt allen gemelten Re੘eﬃntenstäten.
Mt dem ﬁomAverageExperimentalIntensity-Plﬀgn geapselten Algorthmﬀsﬂrd de
gemelte Intenstät aller symmetreäqﬀﬁalenter Re੘eﬃe des Referenzdatensatzes er-
rechnet (arthmetsches Mel) ﬀnd den Re੘eﬃen des Engabemodells mt dem glechen
Grﬀppenschlüssel zﬀgeﬂesen. Falls m Referenzdatensatz en Re੘eﬃ ncht ﬁorommt st
de zﬀgeordnete Intenstät -1. Deses Plﬀgn ﬂﬀrde ﬁorrangg ür de Zﬀsammenarbet
mt RenningerCheck entﬂcelt, ﬂo berechnete Postonsdaten ﬀnd Intenstäten benö-
tgt ﬂerden.
BasicEditors
Das BasicEditors-Plﬀgn enthält Edtor-Wdgets ür ene Rehe ﬁon grﬀndlegenden Da-
tentypen ﬂe Zecheneen, Ganz- ﬀnd Fleßommazahlen, Matrzen, Datepfade ﬀnd
andere. Es stellt selbst ene Wrapper zﬀr Verügﬀng.
BasicFileFormats
Das gleche glt aﬀch ür das Plﬀgn BasicFileFormats, ﬂelches Lese- ﬀnd Schrebmodﬀle
ür ﬀnterschedlche Datetypen beretstellt. Dazﬀ gehören bespelsﬂese HKL-Dateen,
D੖ratometerde੗ntonen oder Krstallnformatonen.
BatchNumberPlugin
Ein- und Ausgabeparameter:
Batch number
Ganzzahl.
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Reflections in
Re੘eﬃlste.
Reflections out
Re੘eﬃlste, deren Re੘eﬃe ene Batchnﬀmmer bestzen.
BatchNumberPlugin ﬂest edem Re੘eﬃ der Engangslste ene ExtensionBatchNum-
ber-Erﬂeterﬀng zﬀ, so dass de Re੘eﬃe des Modells später enem bestmmten Vorgang,
zﬀm Bespel enem Scan, zﬀgeordnet ﬂerden önnen. Enge Dateformate ﬀnterstützen
das Lesen ﬀnd Schreben deser Informaton.
BinnedStatistics
Ein- und Ausgabeparameter:
Evaluator options
Lste mt Plﬀgns zﬀr Datensatzaﬀsﬂertﬀng.
Filter options
Flterplﬀgn.
Reference list
Referenzlste ür Flter- ﬀnd Eﬁalﬀatorplﬀgns.
Reflections in
Engehende Re੘eﬃe.
Mt Hlfe des BinnedStatistics-Plﬀgns önnen belebge Plﬀgns zﬀr Berechnﬀng ﬁon
Datensatzndatoren, n desem Konteﬃt Evaluatoren genannt, spez੗zert ﬂerden. De-
se ﬂerden dann mt Hlfe enes Flterplﬀgns, das enge Voraﬀssetzﬀngen erüllen mﬀss
(Mnmﬀm, Maﬃmﬀm, soﬂe Atﬁerﬀng des Maﬃmﬀms müssen als Parameter spez-
੗zerbar sen) aﬀf Schalen des Datensatzes angeﬂandt, de n enem Dalog festgelegt
ﬂerden önnen. Nahelegend st de Verﬂendﬀng des dFilter-Plﬀgns, so dass enzelne
Aﬀ੘ösﬀngsschalen analyserbar snd.
CenterOfMassPlugin
Ein- und Ausgabeparameter:
Reflections
Re੘eﬃlste, ene Voraﬀssetzﬀngen.
Center of mass
Vetor mt dem Masseschﬂerpﬀnt des Datensatzes.
Distance from origin
Abstand des Masseschﬂerpﬀntes ﬁom Ursprﬀng.
Homogeneity
Homogentät des Datensatzes.
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Das eﬃpermentelle Plﬀgn CenterOfMassPlugin berechnet dre ﬁerschedene Größen,
ﬁon denen de ersten beden eng mtenander ﬁernüp snd ﬀnd mt demMasseschwer-
punkt des Datensatzes zﬀ tﬀn haben. Der Masseschﬂerpﬀnt ﬂrd berechnet als
�� = 1Ǡ �∑�=0 ��
ﬀnd gbt an, aﬀs ﬂelchem Berech der Grenzﬀgel des rezproen Raﬀms de Re੘e-
ﬃe des Datensatzes stammen. Je lener der Betrag deses Vetors, also e näher der
Schﬂerpﬀnt am Ursprﬀng legt, desto größer st der Antel an Re੘eﬃen dessen Fredel-
Äqﬀﬁalent ebenfalls gemessen ﬂﬀrde. Das ann bespelsﬂese dazﬀ betragen, dass
ene bessere Absorptonorretﬀr ermöglch ﬂrd, da de gemessenen Re੘eﬃe aﬀs ﬀn-
terschedlchen Berechen des rezproen Gers stammen müsssen ﬀnd so der Krstall
ﬀnterschedlch orentert ﬂrd.
De Homogentät des Datensatzes st n desem Fall so de੗nert, dass alle Re੘eﬃe mtℎ, ǝ ﬀnd Ǟ ﬀnglech nﬀll n acht Otanten engetelt ﬂerden, nach ℎ, −ℎ, ǝ, −ǝ, Ǟ ﬀnd−Ǟ. Dann ﬂrd aﬀsgeﬂertet, ﬂe ﬁele Re੘eﬃe edem der Otanten angehören ﬀnd der
otent aﬀs der gerngsten ﬀnd der höchsten Re੘eﬃzahl pro Otant gebldet, der als
Maß ür de Homogentät angesehen ﬂerden ann.
DataFileModel
Ein- und Ausgabeparameter:
Input file
Pfad zﬀ ener Date de Re੘eﬃe enthält.
Reflection list
Re੘eﬃmodell mt den gespecherten Re੘eﬃen.
DataFileModel stellt Re੘eﬃe aﬀs ener Date m Programm zﬀr Verügﬀng, so dass se
ür belebge Operatonen genﬀtzt ﬂerden önnen. Da Lese੗lter über Plﬀgns geladen
ﬂerden hängen de ﬀnterstützten Dateformate daﬁon ab, ﬂelche deser Plﬀgns geladen
ﬂﬀrden. Vom Format hängt ﬂederﬀm ab, ﬂelche Erﬂeterﬀngen den Re੘eﬃen bem En-
lesen zﬀgeﬂesen ﬂerden. Re੘eﬃe aﬀs ener hl-Date, ﬂe se aﬀch ﬁon SHELX ﬁerﬂen-
det ﬂrd, enthalten bespelsﬂese ene Instanz ﬁon ExtensionExperimentalIntensi-
ty, ﬂo ǃ ﬀnd �(ǃ) gespechert snd, soﬂe en ExtensionBatchNumber-Obet mt der
entsprechenden Batchnﬀmmer, sofern dese ﬁergeben st.
Um andere Re੘eﬃformate ﬀnterstützen zﬀ önnen, mﬀss ledglch das Interface ﬁon
ReflectionIO mplementert ﬂerden, das ﬁon GeneralIO abgeletet st. Letzteres st
ene abstrate Klasse de de Strﬀtﬀr ﬁon Engabe/Aﬀsgabe-Roﬀtnen n D੖ractonSto-
res ﬁorgbt, so dass dessen Komponenten aﬀf Informatonenﬂe denNamen des Formats
oder möglche Datenamenserﬂeterﬀngen zﬀgrefen önnen. Neben desen allgemenen
Methoden ﬁerlangt ReflectionIO noch, dass be Lese੗ltern ene Methode eﬃstert, de
enen Datenamen entgegennmmt ﬀnd en Re੘eﬃmodell erzeﬀgt. DataFileModel bldet
dese Strﬀtﬀr 1:1 ab.
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DataFileWriter
Ein- und Ausgabeparameter:
Output file
Pfad zﬀr Date n der de Re੘eﬃe gespechert ﬂerden sollen.
Reflections
Re੘eﬃlste.
Das DataFileWriter-Plﬀgn st das Gegenstüc zﬀ DataFileModel ﬀnd schrebt Re੘eﬃ-
lsten n enem ﬁerügbaren Dateformat n ene Date aﬀf der Festplae. Aﬀch her st
es möglch, über neﬀe Implementerﬀngen ﬁon ReflectionIO zﬀsätzlche Dateformate
zﬀ ﬀnterstützen.
DiﬀractometerPlugin
Ein- und Ausgabeparameter:
Filename
Pfad zﬀ ener Date, de ene D੖ratometerde੗nton n enem ﬀnterstützten For-
mat enthält.
Axes
Gonometer als Lste ﬁon Achsende੗ntonen.
Description
Name oder ﬀrze Beschrebﬀng des Gerätes zﬀ Ident੗atonszﬂecen.
Detector
Repräsentaton des Detetors, enthält Informatonen über dessen Geometre ﬀnd
Abschaﬀngen.
Diﬀractometer matrix
Transformatonsmatrﬃ, ﬀm das Koordnatensystem des Gerätes n das ﬁon Df-
fractonStores zﬀ überühren.
Wavelength
Verﬂendete Wellenlänge der Strahlﬀng.
d(min)
Maﬃmale Aﬀ੘ösﬀng des D੖ratometers n Ångstrøm.
DiﬀractometerPlugin st en obsoletes Plﬀgn, das nachträglch n DiﬀractometerLoa-
der ﬀnd DiﬀractometerParts aﬀfgespalten ﬂﬀrde, ﬀm D੖ratometerde੗ntonen aﬀch
als Ganzes benﬀtzen zﬀ önnen. De Benﬀtzﬀng des Plﬀgns ﬂrd ncht empfohlen, da
es ncht ﬂeter gep੘egt ﬂrd, stadessen sollte aﬀf de beden neﬀeren Enzelplﬀgns
zﬀrücgegr੖en ﬀnd eﬃsterende Stores dementsprechend geändert ﬂerden.
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dPlugin
Ein- und Ausgabeparameter:
Laice parameters
Gerparameter.
Reflections in
Re੘eﬃlste.
Wavelength
Wellenlänge, optonal.
Reflections out
Re੘eﬃlste, mt ReflectionExtensionD.
Das dPlugin benﬀtzt de zﬀr Verügﬀng gestellten Gerparameter, ﬀm de zﬀgehörgenǘ-Werte ür eden Re੘eﬃ zﬀ berechnen. Wrd ene Wellenlänge zﬀr Verügﬀng gestellt,
ﬂerden zﬀsätzlch 2�-Werte hnzﬀgeügt. Bede Informatonen ﬂerden n Form ener
ReflectionExtensionD-Erﬂeterﬀng abgelegt.
EquipmentEditors
De Edtoren n EquipmentEditors blden ene Ergänzﬀng zﬀ BasicEditors ﬀnd snd ür
de ompleﬃeren Datentypen, de ür de De੗nton enes D੖ratometers notﬂendg
snd zﬀständg. Dazﬀ gehören Achsende੗ntonen, Detetor ﬀnd allgemene D੖rato-
meteregenschaen.
FriedelDistance
Ein- und Ausgabeparameter:
Pointgroup
Pﬀntgrﬀppe.
Reflections in
Re੘eﬃlste, Re੘eﬃe benötgen ExtensionBatchNumber, ExtensionSpindle.
AMFD
Mlerer Rotatonsabstand zﬂschen Fredelpaaren.
Das Plﬀgn FriedelDistance prü ür eden Re੘eﬃ, ob das Fredeläqﬀﬁalent ebenfalls
gemessen ﬂﬀrde ﬀnd berechnet den Untersched m Rotatonsﬂnel ür edes Paar, ﬀnd
daraﬀs den mleren Abstand. Errecht deses Maß denWert 0, legt eder Re੘eﬃ aﬀf dem
glechen Image ﬂe sen Fredeläqﬀﬁalent. Des st nﬀr möglch, ﬂenn de Rotatonsach-
se mt ener zﬂe- oder ﬁerzählgen Symmetreachse des Krstalls zﬀsammenällt ﬀnd
somt n der Regel nﬀr be�-Scans. Im Falle ﬁon �-Scans mﬀss de Orenterﬀng zﬀällg
stmmen.
HilbertCurve
Ein- und Ausgabeparameter:
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Reflections
Re੘eﬃlste, mt ExtensionBatchNumber, abstegend sortert nach Batchnﬀmmer.
Das HilbertCurve-Plﬀgn erzeﬀgt ene alternatﬁe Darstellﬀng enes Datensatzes, der
bespelsﬂese aﬀsMergeModel stammt ﬀnd be dem de Batchnﬀmmer sgnalsert, ﬂe
häﬀ੗g en Re੘eﬃ gemessen ﬂﬀrde. Das Plﬀgn erzeﬀgt ene so genannte Hlbertﬀr-
ﬁe [120], de ene Lne aﬀf ene qﬀadratsche Fläche abbldet, ﬂobe das adrat n
desem Fall aﬀs so ﬁelen leneren, glech großen adraten besteht, ﬂe der Daten-
satz Re੘eﬃe enthält. De Re੘eﬃe ﬂerden abstegend nach hrer Beobachtﬀngshäﬀ੗get
aﬀfenanderfolgenden adraten entlang der Kﬀrﬁe zﬀgeordnet ﬀnd de adrate e-
ﬂels nach der Messhäﬀ੗get engeärbt, ﬂobe häﬀ੗ge Messﬀngen dﬀnler dargestellt
ﬂerden.
En Nachtel der Darstellﬀng st, dass se nﬀr ür Datensätze mt ener Re੘eﬃzahl ǈ =
2� gﬀt fﬀntonert. Ist ǈ bespelsﬂese 1025, mﬀss en adrat mt 2048 Untertelﬀn-
gen erzeﬀgt ﬂerden, so dass de Häle der Darstellﬀng leer blebt. Von Vortel st, dass
de Mﬀltplztätsﬁertelﬀng ﬁerschedener Datensätze mt passender Re੘eﬃzahl aﬀf sehr
engem Raﬀm dargestellt ﬀnd ﬁsﬀell ﬁerglchen ﬂerden ann.
HKLFilter
Ein- und Ausgabeparameter:
Filter criteria
Flterrteren, de de Mller-Indzes enes Re੘eﬃes erüllen müssen, ﬀm ﬂeter-
ﬁerﬂendet zﬀ ﬂerden.
Invert
Inﬁerterﬀng der Flterrteren.
Reflections in
Zﬀ ੗lternde Re੘eﬃe.
Reflections out
Ge੗lterte Re੘eﬃlste.
Mt Hlfe des HKLFilter-Plﬀgns önnen Re੘eﬃe aﬀf Bedngﬀngen ﬂe ℎ = 2Ǡ, ǝ = 0
oder ℎ = ǝ geprü ﬂerden. De Engabe erfolgt über enen Dalog mt Aﬀsﬂahllsten
ﬀnd Engabe੗ltern. Allerdngs snd de Möglcheten sehr ﬁel engeschränter als be
AdvancedHKLFilter, ﬂo belebge Aﬀsdrüce mels Logfﬀntonen ﬁernüpar snd.
Der Vortel deses Plﬀgns st, dass en Parser ür de Aﬀsdrüce benötgt ﬂrd, ﬂas n
ener etﬂas höheren Geschﬂndget resﬀltert. Des macht sch edoch erst be sehr
großen Re੘eﬃmengen bemerbar.
ImageNumber
Ein- und Ausgabeparameter:
Image width
Rotatonsﬂete pro Image.
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Reflections in
Re੘eﬃlste, ExtensionSpindle ﬂrd benötgt.
Start angle
Startﬂnel des Schﬂens.
Stop angle
Endﬂnel des Schﬂens.
Reflections out
Ge੗lterte Lste mt Re੘eﬃen de m erfassten Schﬂenberech legen mt Exten-
sionImageNumber-Erﬂeterﬀng.
ImageNumber st enes der ﬂengen Plﬀgns, de glechzetg ene Flter- ﬀnd ene Mo-
d੗zerﬀngsrolle übernehmen. Enersets replzert es de Fﬀntonaltät ﬁon SpindleFil-
ter ﬀnd gbt nﬀr Re੘eﬃe ﬂeter, deren Rotatonsﬂnel m Berech des Scans legt. An-
derersets benﬀtzt es de Imagebrete dazﬀ, eden Re੘eﬃ anhand senes Rotatonsﬂnels
ene Imagenﬀmmer zﬀzﬀﬂesen. De Imagenﬀmmer ﬂrd bespelsﬂese ür das Image-
Browser-Plﬀgn benötgt.
IOverSigmaAverage
Ein- und Ausgabeparameter:
Reflections
Re੘eﬃlste, ExtensionExperimentalIntensity ﬀnd ExtensionIOverSigmaﬂer-
den benötgt.
ǃ/�(ǃ)
Mleres Sgnal-Raﬀsch-Verhältns m Datensatz.
W Bragg-Sgn੗anz nach Henn ﬀnd Mendl.� (ǃ/�(ǃ))
Mleres Sgnal-Raﬀsch-Verhältns m Datensatz.
Das Plﬀgn IOverSigmaAverage berechnet das mlere Sgnal-Raﬀsch-Verhältns ﬀnd
dessen Standardabﬂechﬀng m Datensatz, ﬂozﬀ de beden Erﬂeterﬀngen Extension-
ExperimentalIntensity ﬀnd ExtensionIOverSigma benötgt ﬂerden. Weterhn be-
rechnet das Plﬀgn de Bragg-Sgn੗anz nach der De੗nton ﬁon Henn ﬀndMendl [44].
IOverSigmaFilter
Ein- und Ausgabeparameter:ǃ/�(ǃ)(max)
Obergrenze ür ǃ/�(ǃ).ǃ/�(ǃ)(max) enabled
Legt fest, ob de Obergrenze ﬁerﬂendet ﬂrd.
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ǃ/�(ǃ)(min)
Untergrenze ür ǃ/�(ǃ).
Reflections in
Re੘eﬃlste, ExtensionIOverSigma ﬂrd ﬁoraﬀsgesetzt.
Reflections out
Ge੗lterte Lste, Re੘eﬃe nﬀr m geﬂählten ǃ/�(ǃ)-Berech.
Mt Hlfe des IOverSigmaFilter-Plﬀgns ann ene Re੘eﬃlste nach ǃ/�(ǃ)-Berechen
ge੗ltert ﬂerden. Es ann aﬀch n Verbndﬀng mt BinnedStatistics engesetzt ﬂerden.
ManagedComposite
Ein- und Ausgabeparameter:
Model count
Anzahl zﬀ ombnerender Re੘eﬃlsten.
Reset state
Setzt den Zﬀstand des Plﬀgns zﬀrüc.
Reflections in ǠǠ. Re੘eﬃlste.
Reflections out
Kombnerte Re੘eﬃlste.
ManagedComposite fﬀntonert aﬀf ähnlche Wese ﬂe ModelComposite ﬀnd ﬁer-
ent mehrere Re੘eﬃlsten zﬀ ener Gesamtlste, de dann ﬂeter ﬁerﬂendet ﬂerden ann.
Im Untersched zﬀModelComposite sgnalsertManagedComposite erst dann ene Än-
derﬀng an nachfolgende Komponenten, ﬂenn alle Inpﬀtlsten ene Änderﬀng gemeldet
haben. Es st ﬁorgesehen, dass der Nﬀtzer festlegen ann, ﬂelche Engabelsten ﬁon de-
ser Regel betro੖en snd, allerdngs st ür dese Fﬀnton zﬀm Zetpﬀnt des Schrebens
noch en Nﬀtzernterface ﬁorhanden, so dass deses Plﬀgn bsher nﬀr snnﬁoll enzﬀ-
setzen st, ﬂenn sch alle engehenden Re੘eﬃlsten ändern (bespelsﬂese be der Stra-
tegeoptmerﬀng mt mehreren Scans).
MergeModel
Ein- und Ausgabeparameter:
Reflections
Lste mt zﬀ melnden Re੘eﬃen, GroupKeyExtension ﬂrd benötgt.
Target multiplicity
Anzahl der Wederholﬀngsmessﬀngen ür eden ﬀnabhänggen Re੘eﬃ.
Independent reflections
Gemelte Re੘eﬃe.
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p(target multiplicity)
Antel der Re੘eﬃe, de de Zelﬁorgabe ür de Redﬀndanz erüllen.
Das Plﬀgn MergeModel erüllt zﬂe Aﬀfgaben, de eng mtenander ﬁernüp snd.
Aﬀs der engegebenen Re੘eﬃlste ﬂrd en Satz symmetreﬀnabhängge Re੘eﬃe gebldet
ﬀnd dese n en neﬀes Re੘eﬃmodell engeügt. De Zﬀordnﬀng der Re੘eﬃe zﬀr Grﬀp-
pe erfolgt mels der Re੘eﬃerﬂeterﬀng GroupKeyExtension, de ﬁon GroupKeyPlugin
ﬀnter Angabe ener Pﬀntgrﬀppe erzeﬀgt ﬂerden. Jedem so entstehenden ﬀnabhänggen
Re੘eﬃ ﬂrd ene ExtensionBatchNumber-Erﬂeterﬀng zﬀgeﬂesen, de de Anzahl der
Beobachtﬀngen ür de eﬂelge Grﬀppe enthält.
Verügen de Re੘eﬃe des Engabemodells aﬀch über Intenstätsnformaton ﬂrd dese
gemelt ﬀnd den ﬀnabhänggen Re੘eﬃen de mlere Intenstät soﬂe de Standardab-
ﬂechﬀng der Melﬀng zﬀgeordnet. Zﬀsätzlch ﬂrd, sofern genügend Beobachtﬀngen
ﬁerügbar snd, de Parameter enes Boﬃplots berechnet (Spannﬂete, 1., 2. ﬀnd 3. ar-
tl ﬀnd Aﬀsreßer mt Interqﬀartlsabstand als Krterﬀm), der n der Benﬀtzerober੘äche
angezegt ﬂrd. Aﬀf dese Wese erhält der Benﬀtzer schnell enen Überblc über de
Sprezﬀng der Intenstäten nnerhalb ﬁon Grﬀppen symmetreäqﬀﬁalenter Re੘eﬃe.
Da ohnehn aﬀsgeﬂertet ﬂrd, ﬂe o en Re੘eﬃ m gemelten Datensatz ﬁorommt,
ann der Indator Ǣ� als Nebenprodﬀt ohne großen Aﬀfﬂand ermelt ﬂerden. DasPlﬀgn benﬀtzt den ﬁom Benﬀtzer ﬁorgegebenenWert ﬁon ۢTarget mﬀltplcty۠ als ǝ ﬀnd
stellt das Ergebns zﬀr Verügﬀng, so dass es zﬀr Charaterserﬀng enes Datensatzes
oder m Rahmen ener Strategeoptmerﬀng benﬀtzt ﬂerden ann.
ModelCompleter
Ein- und Ausgabeparameter:
Pointgroup
Pﬀntgrﬀppe
Reflections in
Re੘eﬃlste, ene Eﬃtensons benötgt.
Reflections out
Lste mt allen Engabere੘eﬃen ﬀnd deren symmetreäqﬀﬁalenten.
Mt dem ModelCompleter-Plﬀgn ann ene Re੘eﬃlste ﬀnter Angabe ener Pﬀnt-
grﬀppe erﬂetert ﬂerden, so dass alle symmetreäqﬀﬁalenten Re੘eﬃe ebenfalls enthalten
snd. En Anﬂendﬀngsfall ür dese Fﬀnton st de Vorgabe fehlender Re੘eﬃe ür en
Beﬀgﬀngseﬃperment, de mtModelCompleter erﬂetert ﬂrd. Dadﬀrch ﬁerenfacht sch
de Strategesﬀche (e nach Symmetre) erheblch.
ModelComposite
Ein- und Ausgabeparameter:
Model count
Anzahl zﬀ ombnerender Re੘eﬃlsten.
170
Reflections in ǠǠ. Re੘eﬃlste.
Reflections out
Kombnerte Re੘eﬃlste.
ModelComposite nmmt ﬁom Benﬀtzer zﬀnächst ene Zahl entgegen, de de Anzahl
der engehenden Re੘eﬃlsten bestmmt. De Re੘eﬃe aller deser Lsten ﬂerden zﬀ ener
enzgen Lste ombnert ﬀnd als Parameter zﬀr Verügﬀng gestellt (sehe Abschn 8.1).
Sobald ene der Engabemodelle ene Änderﬀng sgnalsert, ﬂrd des ﬂetergeletet. Mt
dem Plﬀgn (oder, n spezellen Fällen ManagedComposite) st es möglch, ompleﬃe
Abläﬀfe zﬀ erstellen. Bespelsﬂese önnen smﬀlerte ﬀnd berets gemessene Re੘eﬃe
ombnert ﬂerden, ﬂas ür de Strategeoptmerﬀng ﬁon Ergänzﬀngsmessﬀngen nütz-
lch sen ann.
MoOPlugin
Ein- und Ausgabeparameter:
Reflections
Re੘eﬃlste, Re੘eﬃe benötgen GroupKeyExtension.
MoO
Mlere Redﬀndanz des Datensatzes.�(MoO)
Standardabﬂechﬀng der Redﬀndanz.
MoOPlugin berechnet de mlere Redﬀndanz enes Datensatzes ﬀnter Verﬂendﬀng
ﬁon GroupKeyExtension, ähnlch ﬂeMergeModel oder SimpleStatistics. Allerdngs st
be der enfachen Redﬀndanzberechnﬀng m Gegensatz zﬀr letztgenannten Alternatﬁe
en Referenzmodell ür de Vollständget notﬂendg, ﬂas aﬀch zﬀ ener besseren Per-
formance ührt, da ﬂenger Berechnﬀngen ﬁorgenommen ﬂerden. De Standardabﬂe-
chﬀng der Redﬀndanz gbt enen Hnﬂes daraﬀf, ﬂe star de Redﬀndanzen enzelner
Re੘eﬃgrﬀppen abﬂechen, allerdngs st dese Größe ﬁon der zﬀ Grﬀnde legenden Sym-
metre abhängg ﬀnd be hohen Symmetren grﬀndsätzlch höher als be nedrger.
MultiplicityFilter
Ein- und Ausgabeparameter:
Multiplicity
Symmetrebedngte Mﬀltplztät.
Pointgroup
Pﬀntgrﬀppe.
Reflections in
Re੘eﬃlste, ene Eﬃtensons benötgt.
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Reflections out
Re੘eﬃe, de de angegebene symmetrebedngte Mﬀltplztät aﬀfﬂesen.
Das MultiplicityFilter-Plﬀgn erﬂartet ﬁom Benﬀtzer de Angabe ener Pﬀntgrﬀppe
ﬀnd der symmetrebedngten Mﬀltplztät, de de ge੗lterten Re੘eﬃe aﬀfﬂesen sollen.
Dazﬀ ﬂerden mt dem Pﬀntgrﬀppenobet ﬁon edem Re੘eﬃe alle symmetreäqﬀﬁalen-
ten Re੘eﬃe generert ﬀnd doppelte, ﬂe se zﬀm Bespel m Falle ﬁon (0 0 2) aﬀreten
entfernt. De Zahl der so erzeﬀgten Re੘eﬃe st de symmetrebedngte Mﬀltplztät ﬀnd
Re੘eﬃe, ür de dese Zahl mt der Nﬀtzerengabe überenstmmt ﬂerden n de aﬀsge-
hende Lste engeügt. Ist de geﬂählte Mﬀltplztät ncht n der Pﬀntgrﬀppe enthalten
(also bespelsﬂese 5 n eder Pﬀntgrﬀppe oder 12 n ǟǟǟ), blebt das aﬀsgehende
Modell leer.
OutlierRemovalPlugin
Ein- und Ausgabeparameter:
Critical Sn
Grenze ür den Aﬀsschlﬀss ﬁon Aﬀsreßern.
Reflections
Re੘eﬃlste, ExtensionExperimentalIntensity ﬀnd ExtensionIOverSigmaﬂer-
den benötgt.
Accepted reflections
Azepterte Re੘eﬃe.
Rejected reflections
Als Aﬀsreßer dent੗zerte Re੘eﬃe.
En robﬀstes Verfahren zﬀm Erennen ﬁon Aﬀsreßern bezüglch der Intenstät äqﬀﬁa-
lenter Re੘eﬃe ﬂrd ﬁonOutlierRemovalPlugin mplementert. Dabe ﬂrd zﬀr Schätzﬀng
des ﬂahrenWertes der Intenstät ncht derMelﬂert, sondern derMedan, der ﬁon Aﬀs-
reßern ncht been੘ﬀsst ﬂrd. Der Schätzer ǍǠ [121] ür de Streﬀﬀng derWerte ﬂrd aﬀs
dem Medan der Abﬂechﬀngen der Werte ﬁom Medan der Grﬀppe berechnet ﬀnd st
ebenfalls gegen den En੘ﬀss ﬁon Aﬀsreßern resstent. Intenstäten de mehr als das ﬁor-
gegebene Velfache ﬁon ǍǠ ﬁomMedan abﬂechen ﬂerden als Aﬀsreßer behandelt ﬀnd
der Lste der abgelehnten Re੘eﬃe zﬀgeﬂesen, ﬂährend alle übrgen zﬀ den azepter-
ten ommen. Es st anzﬀmeren, dass de geschätzten � der Re੘eﬃe ncht berücschtgt
ﬂerden, es ﬂrd aﬀsschleßlch de Streﬀﬀng der Stchprobe n Betracht gezogen.
ParameterPlugin
Ein- und Ausgabeparameter:
Parameter type
Datentyp ür den Parameter.
Parameter value in
Wert des Parameters, ﬁom Nﬀtzer angegeben.
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Parameter value out
Wert des Parameters.
Mt Hlfe ﬁonParameterPlugin önnenDaten belebger Art, demehreren Plﬀgnsma-
nﬀell ﬁom Nﬀtzer zﬀr Verügﬀng gestellt ﬂerden müssen, ﬂe zﬀm Bespel ene Pﬀnt-
grﬀppe oder ene Wellenlänge, aﬀf enfache Wese ﬁertelt ﬂerden. Der engehende Pa-
rameterﬂert ﬂrd ﬀnﬁerändert an den aﬀsgehenden Parameter ﬂetergeletet, ﬂobe er
ebenso ﬂe der Datentyp ﬁom Nﬀtzer festgelegt ﬂrd.
ReflectionFilter
Ein- und Ausgabeparameter:
Filter model
Lste mt Re੘eﬃen, deren Vorhandensen m zﬀ prüfenden Re੘eﬃmodell abgefragt
ﬂrd.
Reflections in
Zﬀ ੗lternde Re੘eﬃlste.
Missing reflections
Fehlende Re੘eﬃe.
Reflections out
Re੘eﬃe aﬀs dem Engabemodell, de aﬀch m Fltermodell ﬁorhanden snd.
Das Plﬀgn ReflectionFilter nmmt zﬂe Mengen ﬁon Re੘eﬃen ƻ ﬀnd Ƽ ﬀnd ermt-
telt de Schnmenge ƻ ∩ Ƽ, soﬂe de D੖erenzmenge ƻ ฀ Ƽ. Es st so bespelsﬂese
möglch, nﬀr de Re੘eﬃe enes berechneten Datensatzes zﬀ ﬁerﬂenden, de aﬀch n enem
Eﬃperment beobachtet ﬀnd ﬁon enemDataFileModel beretgestellt ﬂﬀrden. Re੘eﬃe de
nﬀr m Fltermodell ﬁorhanden snd ﬀnd n der ge੗lterten Lste fehlen ﬂerden separat
zﬀgänglch gemacht, so dass ene gesonderte Behandlﬀng deser Telmenge möglch st.
ReflectionOverlap
Ein- und Ausgabeparameter:
Reflection diameter
Erﬂarteter Re੘eﬃdﬀrchmesser aﬀf dem Detetor n mm.
Reflections
Re੘eﬃlste mt Detetoroordnaten, Image- ﬀnd Batchnﬀmmer.
Overlap
Überlappﬀngsparameter.
In ReflectionOverlap ﬂrd nach dem m Abschn 10.2.2 über ﬁerügbare Indatoren
beschrebenen Verfahren de mlere Zahl naher Nachbarn pro Re੘eﬃ berechnet, deren
grﬀndlegende Datenstrﬀtﬀr her ﬀrz beschreben ﬂerden soll. In dreter Analoge
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zﬀm qﬀadratschen Ger, das über den Detetor gelegt ﬂrd, eﬃstert de Klasse Cell-
Grid, ﬂelche dﬀrch de Verﬂendﬀng ﬁon Templates über Re੘eﬃobete hnaﬀs belebge
Daten n senen Zellen ablegen ann. Das Ger ﬂrd ntalsert, ndem ür bede Rch-
tﬀngen ene Geronstante spez੗zert ﬂrd, de edoch n desem Fall dentsch snd.
Bem Enügen enes Re੘eﬃes n de Datenstrﬀtﬀr müssen neben dem egentlch zﬀ
spechernden Obet noch Ǫ- ﬀnd ǫ-Koordnaten angegeben ﬂerden, ﬂas m Fall der
Re੘eﬃe de Detetoroordnaten snd. Aﬀs desenﬂrd en Zellndeﬃ berechnet ndem de
Komponenten als Velfaches der Geronstanten aﬀsgedrüct ﬀnd dese Repräsentaton
n 32 bt Ganzzahlen onﬁertert ﬂrd. Anschleßend ﬂerden bede über Schebe- ﬀnd
btﬂese Logoperatonen n ene 64 bt-Ganzzahl ombnert ﬀnd als Indeﬃ ﬁerﬂendet.
Re੘eﬃe ﬂerden ncht dret n CellGrid abgelegt, sondern n ener Instanz der Klasse
Cell, de erzeﬀgt ﬂrd, ﬂenn erstmals ene Enügeoperaton aﬀf ene Zelle zﬀgre.
Nachdem so alle Re੘eﬃobete n der Datenstrﬀtﬀr abgelegt ﬂﬀrden, ﬂrd ür e-
den Re੘eﬃ anhand der Detetoroordnaten der Zellndeﬃ berechnet ﬀnd geprü ﬂelche
n der entsprechenden Zelle gespecherten Re੘eﬃe de gleche Batchnﬀmmer ﬀnd ene
Imagenﬀmmer de höchstens ﬀm 1 abﬂecht, aﬀfﬂesen. De Anzahl der Nachbarre੘eﬃe
ﬂrd addert ﬀnd am Ende dﬀrch de Zahl der Re੘eﬃe m Aﬀsgangsmodell getelt, ﬂas
der berets erﬂähnten mleren Nachbaranzahl entsprcht.
ReflectionSorter
Ein- und Ausgabeparameter:
Reflections in
Zﬀ sorterende Re੘eﬃlste.
Sorting criteria
Sorterrterﬀm.
Reflections out
Sorterte Re੘eﬃlste.
Da de Re੘eﬃe enes Re੘eﬃmodells n ener Lste abgelegt ﬂerden, ﬂesen se ene
bestmmte Rehenfolge aﬀf. Da Re੘eﬃe n manchen Fällen bezüglch ener Erﬂeterﬀng
sortert ﬂerden müssen, mplementeren ﬁele Erﬂeterﬀngen enen Verglechsoperator,
so dass de Sorterﬀng nach desen Egenschaen möglch st. Während des aﬀch An-
ﬂendﬀng ੗ndet m Edtor ür Re੘eﬃlsten, ﬂo der Nﬀtzer de Re੘eﬃe n der Darstellﬀng
sorteren ann, been੘ﬀsst des ncht de tatsächlche Anordnﬀng ۗ daür ﬂrd das Re-
flectionSorter-Plﬀgn benötgt. Es ﬀntersﬀcht de Re੘eﬃe der engehenden Lste aﬀf hre
Erﬂeterﬀngen ﬀnd stellt dese über den ۢSortng crtera۠-Parameter zﬀr Aﬀsﬂahl, ﬂo
der Nﬀtzer aﬀsﬂählen ann, nach ﬂelchem Krterﬀm sortert ﬂerden soll.
ReflectionTransformer
Ein- und Ausgabeparameter:
Reflections in
Re੘eﬃlste.
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Transformation matrix
Transformatonsmatrﬃ.
Reflections out
Re੘eﬃe mt transformerten Indzes.
Das Plﬀgn ReflectionTransformer nmmt ene 3 × 3 Transformatonsmatrﬃ ﬁom Be-
nﬀtzer entgegen ﬀnd mﬀltplzert alle Indeﬃtrpel mt deser Matrﬃ, so dass eder Re੘eﬃ
transformert ﬂrd. Sämtlche Erﬂeterﬀngen ﬂerden übernommen, allerdngs ﬂerden
deren Daten, bespelsﬂese Streﬀﬁetoren ﬀnd ähnlche ncht mt transformert, so dass
se ﬀnter Umständen hren Snn ﬁerleren.
RenningerCheck
Ein- und Ausgabeparameter:
Electron count
Eletronenzahl bzﬂ. ǀ(000) der Strﬀtﬀr.
Intensity ratio
Verhältns zﬂschen staren ﬀnd schﬂachen Re੘eﬃen.
Reference reflections
Referenzlste mt allen Re੘eﬃen des Aﬀ੘ösﬀngsberechs, benötgt ExtensionEx-
perimentalIntensity.
Reflections in
Nach Rotatonsﬂnel sorterte Re੘eﬃlste mt ExtensionExperimentalInten-
sity, ExtensionBatchNumber ﬀnd ExtensionSpindle.
Rotation Δ
Wnel, nnerhalb dessen zﬂe Re੘eﬃe als glechzetg beobachtet gelten.
Reflections out
Re੘eﬃe, deren Intenstät dﬀrch den Rennnger-E੖et been੘ﬀsst sen önnte, mt
ExtensionRenningerScore.
Das RenningerCheck-Plﬀgn ﬁersﬀcht en Problem anzﬀgehen, das be sehr gﬀt ge-
ﬂachsenen Krstallen mmer ﬂeder aﬀreten ann, der Rennnger-E੖et [122]. Es han-
delt sch herbe ﬀm enen dynamschen E੖et, be dem der gebeﬀgte Strahl enes sehr
staren Re੘eﬃes ﬂederﬀm als Prmärstrahl ür ene zﬂete Netzebenenschar dent, des-
sen Streﬀﬁetor mt dem enes glechzetg angeregten schﬂachen Re੘eﬃes zﬀsammen-
ällt ﬀnd so dessen Intenstät ﬁerälscht. De Indeﬃtrpel der dre Re੘eﬃe müssen dabe
folgende Bedngﬀng erüllen [123]:�3 = �schwach − �stark
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Be der Sﬀche nach solchen Trpeln müssten sehr ﬁele Vergleche getätgt ﬂerden,
ﬂas be ﬂachsender Datensatzgröße zﬀnehmend ﬀngünstg st. De ﬁorlegende Imple-
menterﬀng macht sch zﬂe Krteren zﬀnﬀtze, zﬀm Enen de Gleichzeitigkeit der Beﬀ-
gﬀng zﬂeer Re੘eﬃe ﬀnd zﬀmAnderen deren Intensitätsverhältnis. Es ﬂrd ﬁoraﬀsgesetzt,
dass de engehende Re੘eﬃlste nach Rotatonsﬂnel � aﬀfstegend sortert st ﬀnd eder
Re੘eﬃ Intenstätsnformaton bestzt. Dese ann bespelsﬂese mt Hlfe des Average-
ExperimentalIntensity-Plﬀgns zﬀgeﬂesen ﬂerden. Es ﬂrd dann der �. Re੘eﬃ mt den
nächsten Ǡ Re੘eﬃen der Lste ﬁerglchen ür de glt��+� − �� < ��
ﬂobe �� en ﬁom Benﬀtzer geﬂähltes Wnelnrement darstellt, das de Grenze derGlechzetget de੗nert. Deser Wert ergbt sch aﬀs ﬁelen Größen ﬂe der Mosaztät,
der Prmärstrahldﬁergenz ﬀnd anderen, so dass er geschätzt ﬂerden mﬀss. In der L-
teratﬀr ﬂerden Werte ﬁon 0,1° ۗ 0,5° Grad ﬁorgeschlagen, ﬂas mt der Genaﬀget der
oben beschrebenen Smﬀlaton zﬀsammenpasst. Nachdem aﬀf deseWese de glechze-
tg aﬀretenden Re੘eﬃe ermelt ﬂﬀrden, ﬂerden dese Paare bezüglch hres Intens-
tätsﬁerhältnsses ﬁerglchen ﬀnd de Paare heraﬀsgegr੖en, deren Intenstätsﬁerhältns
größer als der ﬁom Nﬀtzer ﬁorgegebene Grenzﬂert �� st:
max [ǃ�+�ǃ� , ǃ�ǃ�+�] > ��
Des snd de Paare aﬀs �schwach ﬀnd �stark ür de nﬀn m Referenzdatensatz en drt-ter Re੘eﬃ �3 gesﬀcht ﬂrd, der de oben genannte Bedngﬀng ﬀnd das Intenstätsrte-rﬀm gegenüber dem schﬂachen Re੘eﬃ erüllt. Für alle so gefﬀndenen Re੘eﬃtrpel ﬂrd
en Rennngerscore [124] berechnet, der de Angabe ﬁon ǀ(000) benötgt, ﬂas aﬀch de
Verﬂendﬀng ﬁon berechneten Strﬀtﬀrfatoren anstelle ﬁon gemessenen Intenstäten
mplzert, da letztere n der Regel ncht de rchtge Salerﬀng aﬀfﬂesen. Deser Ren-
nngerscore gbt an, ﬂe ﬂahrschenlch de Been੘ﬀssﬀng der Intenstät dﬀrch den Ren-
nngere੖et st.
Dﬀrch das eਖ਼zente Berechnﬀngsﬁerfahren ann das Plﬀgn aﬀch ür Strategeopt-
merﬀng benﬀtzt ﬂerden, so dass Messstrategen gefﬀnden ﬂerden önnen, de das Aﬀf-
treten des Rennnger-E੖etes ﬁermndern.
RValuePlugin
Ein- und Ausgabeparameter:
Reflections
Re੘eﬃlste, Re੘eﬃe benötgen GroupKeyExtension, soﬂe ExtensionExperimen-
talIntensity.
Multiple observed
Anzahl der mehrfach beobachteten symmetreﬀnabhänggen Re੘eﬃe.
R(merge)ǌmerge
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R(p.i.m)ǌp.i.m.
R(r.i.m)ǌr.i.m.
R(sigma)ǌ�
Single observed
Anzahl der enfach beobachteten symmetreﬀnabhänggen Re੘eﬃe.
DasRValuePlugin berechnet de n Abschn 2.5.2 ﬀnd den darn angegebenenellen
berechnetenaltätsndatoren, soﬂe de Anzahl der Re੘eﬃe, de enfach bzﬂ. mehr-
fach beobachtet ﬂﬀrden. Dazﬀ ﬂerden soﬂohl de Erﬂeterﬀng GroupKeyExtension zﬀr
Zﬀordnﬀng symmetreäqﬀﬁalenter Re੘eﬃe, soﬂe ExtensionExperimentalIntensity
benötgt.
ScanListExposer
Ein- und Ausgabeparameter:
Scan list
Scanlste.
Scan count
Anzahl der Scans n der Scanlste.
Total scan width
Gesamtschﬂenﬂete der Scans.
Scan Ǡ
Parameter des Ǡ. Scans.
Das Plﬀgn ScanListExposer nmmt ene Scanlste entgegen ﬀnd stellt de Parameter
der enzelnen Scans getrennt zﬀr Verügﬀng. Aﬀf dese Wese önnen de Daten meh-
rerer Scans ompat ﬀnd überschtlch m Programm ﬁertelt ﬂerden ﬀnd de enzelnen
Parameter snd nﬀr an den notﬂendgen Stellen schtbar. Zﬀsätzlch addert das Plﬀgn
de Schﬂenﬂnel der Enzelscans (ﬂas bespelsﬂese n der Strategeoptmerﬀng ge-
nﬀtzt ﬂerden ann) ﬀnd telt de Anzahl der enthaltenen Scans n enem aﬀsgehenden
Parameter mt.
ScanListReader
Ein- und Ausgabeparameter:
Input file
Date mt ener Lste ﬁon Scanparametern.
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Scan list
Scanlste.
ScanListReader erﬂartet ﬁom Benﬀtzer de Angabe ener Date, n der Scandaten ent-
halten snd. De ﬀnterstützten Formate hängen dabe ﬁon den zﬀr Verügﬀng stehen-
den Leseroﬀtnen ab, analog zﬀr Stﬀaton be Re੘eﬃ-, Krstall- ﬀnd D੖ratometerdaten.
Nach dem erfolgrechen Leseﬁorgang steht m Programm ene Scanlste zﬀr Verügﬀng,
de an andere Komponenten ﬂetergerecht ﬂerden ann.
ScanListWriter
Ein- und Ausgabeparameter:
Output file
Date n de de Scanlste geschreben ﬂerden soll.
Scan list
Zﬀ spechernde Scanlste.
Scan table
ASCII-Repräsentaton der gespecherten Scanlste.
Das ScanListWriter-Plﬀgn st das Gegenstüc zﬀm ScanListReader ﬀnd es gelten de
glechen Aﬀssagen über ﬀnterstützte Dateformate. Nach dem Spechern ﬂrd, sofern es
sch ﬀm en Klarteﬃtformat handelt, das Resﬀltat m ۢScan table۠-Parameter abgelegt, so
dass es aﬀch nnerhalb des Programms betrachtet ﬂerden ann.
VectorCosine
Ein- und Ausgabeparameter:
Vector 1
En Vetor.
Vector 2
En zﬂeter Vetor.
cos(v1,v2)
Cosnﬀs des Wnels zﬂschen den beden Vetoren.
Mt Hlfe des VectorCosine-Plﬀgns ann der Cosnﬀs des Wnels berechnet ﬂerden,
den zﬂe Vetoren enschleßen. Des ann bespelsﬂese n der Strategeoptmerﬀng
genﬀtzt ﬂerden, ﬂenn de Drehachse bestmmte Rchtﬀngen ennehmen oder ﬁermeden
soll. Des ann notﬂendg sen, ﬂenn der Krstall Plächen- oder Nadelform aﬀfﬂest.
VectorTransform
Ein- und Ausgabeparameter:
Rotation matrix
Ene Rotatonsmatrﬃ.
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Vector
En Vetor.
Vector
Transformerter Vetor
VectorTransform st en Plﬀgn, das als Ergänzﬀng zﬀm VectorCosine-Plﬀgn gesehen
ﬂerden ann. Mels Matrﬃmﬀltplaton önnen so zﬀm Bespels Gonometerbeﬂe-
gﬀngen aﬀf enen belebgen Vetor angeﬂendet ﬂerden, der dann transformert ür an-
dere Zﬂece zﬀr Verügﬀng steht.
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Anhang B.
Skript zur Fehlerrechnung
In Kaptel 9 ﬂﬀrden ﬁerschedene Fehlerqﬀellen ür Abﬂechﬀngen zﬂschen Smﬀlat-
on ﬀnd Eﬃperment dsﬀtert. Für ene Abschätzﬀng, ﬂe sch Ungenaﬀgeten n den
Aﬀsgangsﬂerten aﬀsﬂren ﬂﬀrde ene ﬁerenfachte Varante der Berechnﬀng ür en
D੖ratometer mt Eﬀlergeometre ﬀnd den Achsen �, �, � ﬀnd 2� n Python ﬀmge-
setzt. Zﬀr Berücschtgﬀng der Fehlerfortp੘anzﬀng ﬂrd de Bblothe uncertainties
benﬀtzt, de den Datentyp ufloat zﬀr Verügﬀng stellt, der ene fehlerbehaete Fleß-
ommazahl spechert. Be sämtlchen Rechenoperatonen ﬂrd der Fehler mtgeührt, so
dass am Ende aﬀch Ungenaﬀgeten n Detetoroordnaten ﬀnd Schﬂenﬂnel ange-
geben ﬂerden önnen. Der Enfachhet halber ﬂrd de Rechnﬀng nﬀr ür enen Re੘eﬃ
aﬀsgeührt.
1 # ! / u s r / b i n / py thon
2
3 import nﬀmpy as np
4 from ﬀ n c e r t a  n t  e s import ﬀ f l o a t , ﬀnﬀmpy as ﬀnp
5
6 h l = np . a r r ay ( [ 2 , −2 , −1]) # HKL f o r which a l l c a l c u l a t i o n s a r e
c a r r i e d ou t
7 ﬂl = ﬀ f l o a t ( 0 . 7 1 0 7 5 , 0 . 0 0 0 0 1 ) # Wave length
8 pd = ﬀ f l o a t ( 4 8 . 2 6 , 0 . 0 2 ) # D i s t a n c e be tween sample and d e t e c t o r
9 cn t = ﬀnp . ﬀa r r ay ( [ 3 6 . 2 2 5 7 , 3 6 . 9 4 5 3 ] , [ 0 . 0 5 , 0 . 0 5 ] ) # Pr imary
beam p o s i t i o n
10
11 r 2 t = ﬀ f l o a t ( −28 . 0 , 0 . 0 5 ) # R o t a t i o n o f 2− t h e t a c i r c l e i n deg
12 r 2 t r = r 2 t / 1 8 0 . 0 * np . p  # R o t a t i o n o f 2− t h e t a i n rad
13
14 ch  = ﬀ f l o a t ( −30 . 0 , 0 . 0 0 2 ) / 1 8 0 . 0 * np . p  # R o t a t i o n o f c h i i n
rad
15 omega = ﬀ f l o a t ( 3 3 . 0 , 0 . 0 2 ) / 1 8 0 . 0 * np . p  # R o t a t i o n o f omega
i n rad
16
17 # R o t a t i o n ma t r i c e s f o r 2− t h e t a , omega and ph i .
18 m2t = np . a r r ay ( [ [ ﬀnp . cos ( r 2 t r ) , −ﬀnp . s  n ( r 2 t r ) , 0 ] , [ ﬀnp . s  n (
r 2 t r ) , ﬀnp . cos ( r 2 t r ) , 0 ] , [ 0 , 0 , 1 ] ] )
19
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20 mo = np . a r r ay ( [ [ ﬀnp . cos ( omega ) , −ﬀnp . s  n ( omega ) , 0 ] , [ ﬀnp . s  n (
omega ) , ﬀnp . cos ( omega ) , 0 ] , [ 0 , 0 , 1 ] ] )
21 mc = np . a r r ay ( [ [ 1 , 0 , 0 ] , [ 0 , ﬀnp . cos ( c h  ) , −ﬀnp . s  n ( ch  ) ] , [ 0 ,
ﬀnp . s  n ( c h  ) , ﬀnp . cos ( c h  ) ] ] )
22
23 # D i f f r a c t om e t e r c o o r d i n a t e sy s t em mat r i x
24 dm = np . a r r ay ( [ [ 0 , 0 , −1] , [ 0 , −1 , 0 ] , [−1 , 0 , 0 ] ] )
25
26
27 r = np . do t (mo , mc ) # c a l c u l a t i o n o f r o t a t i o n ma t r i x f o r g i v e n
s can
28 s r = np . a r r ay ( [ 0 , 0 , −1]) # s p i n d l e ax i s , i n t h i s c a s e ph i
29
30 s = r . do t ( s r ) # r o t a t e d s p i n d l e a x i s
31
32 # O r i e n t a t i o n matr ix , n e e d s t o be t r a n s p o s e d
33 ﬀb = ﬀnp . ﬀa r r ay ( [ [ − 0 . 0 7 6 2 4 1 , −0 .078623 , 0 . 1 0 0 9 3 9 ] , [ 0 . 0 4 4 7 9 9 ,−0 .137173 , 0 . 0 3 6 8 7 4 ] , [ 0 . 0 8 8 3 8 8 , 0 . 0 5 9 2 1 0 , 0 . 1 1 2 8 8 0 ] ] ,
[ [ 0 . 0 0 0 0 0 2 , 0 . 0 0 0 0 0 2 , 0 . 0 0 0 0 0 2 ] , [ 0 . 0 0 0 0 0 2 , 0 . 0 0 0 0 0 2 ,
0 . 0 0 0 0 0 2 ] , [ 0 . 0 0 0 0 0 2 , 0 . 0 0 0 0 0 2 , 0 . 0 0 0 0 0 2 ] ] ) . T
34
35 # v e c t o r s c o r r e s p o n d i n g t o d e s c r i p t i o n i n t h e s i s
36 ﬁ = np . a r r ay ( [ − 1 . 0 / ﬂl , 0 , 0 ] )
37
38 # t r a n s f o rm o r i e n t a t i o n ma t r i x from g i v e n d i f f r a c t o m e t e r
d e f i n i t i o n
39 ﬀbt = dm . dot ( ﬀb )
40
41 d = ﬀbt . do t ( h l )
42
43 p r i n t 1 / ﬀnp . s q r t ( np . do t ( d . T , d ) )
44
45 dr = r . do t ( d . T )
46 dra = ( np . do t ( dr , s ) / np . do t ( s , s ) ) * s
47
48 l = dr − dra
49 f = dra − ﬁ
50
51 dp = np . dot ( s , f )
52
53 m = ﬁ + ( dp * s )
54
55 n = m − dra
56
57 re = ﬀnp . s q r t ( ( 1 . 0 / ﬂl ) * * 2 − dp * * 2 )
58
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59 lnorm = ﬀnp . s q r t ( np . do t ( l , l ) )
60 nnorm = ﬀnp . s q r t ( np . do t ( n , n ) )
61
62 b = n * ( lnorm * * 2 − r e * * 2 + nnorm * * 2 ) / ( 2 . 0 * nnorm * * 2 )
63
64 c r = np . c r o s s ( n , s )
65
66  = c r / ﬀnp . s q r t ( np . do t ( cr , c r ) ) * ﬀnp . s q r t ( lnorm * * 2 − ﬀnp . s q r t (
np . do t ( b , b ) ) * * 2 )
67
68  1 = b + 
69  2 = b − 
70
71 a l 1 = ﬀnp . a r c t a n 2 ( np . do t ( np . c r o s s ( l ,  1 ) , s ) , np . do t ( np . c r o s s ( l ,
s ) , np . c r o s s ( 1 , s ) ) ) / np . p  * 1 8 0 . 0
72 a l 2 = ﬀnp . a r c t a n 2 ( np . do t ( np . c r o s s ( l ,  2 ) , s ) , np . do t ( np . c r o s s ( l ,
s ) , np . c r o s s ( 2 , s ) ) ) / np . p  * 1 8 0 . 0
73
74 p r i n t a l 1 # r o t a t i o n ang l e one i n deg , −180 t o 180
75 p r i n t a l 2 # r o t a t i o n ang l e two
76
77 s1 = dra +  1 − ﬁ
78 s2 = dra +  2 − ﬁ
79
80 s 2 r = m2t . do t ( s2 )
81
82 ﬃde t = pd * s 2 r [ 1 ] / s 2 r [ 0 ]
83 yde t = s 2 r [ 2 ] * ﬀnp . s q r t ( ﬃde t * * 2 + pd * * 2 ) / ﬀnp . s q r t ( s 2 r [ 0 ] * * 2 +
s 2 r [ 1 ] * * 2 )
84
85 p r i n t ﬃdet , yde t # d e t e c t o r p o s i t i o n o f s e c o nd r e f l e c t i o n i n mm
86 p r i n t ( cn t [ 0 ] + ﬃde t ) / 7 2 . 9 4 * 1042 , ( cn t [ 1 ] − yde t ) / 7 2 . 9 4 * 1042
# p o s i t i o n i n d e t e c t o r c o o r d i n a t e s ( px )
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Anhang C.
Verwendete Programme
Folgende Programme ﬂﬀrden zﬀr Erstellﬀng deser Arbet ﬁerﬂendet:
Kristallographische Soware EVAL, SHELXL, XD2006, VESTA, SORTAV, MoleCool-
Qt, molso, Damond [125]
Mathematische und Statistiksoware GNU Octaﬁe, GNU R, gnﬀplot, Geogebra 5
Grafik und Illustration Gmp, nscape
Textsatz LATEX, le
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Versicherung
Hermt ﬁerschere ch, dass ch de ﬁorlegende Arbet ohne ﬀnzﬀlässge Hlfe Drer
ﬀnd ohne Benﬀtzﬀng anderer als der angegebenen Hlfsmel angefertgt habe; de aﬀs
fremden ellen dret oder ndret übernommenen Gedanen snd als solche ennt-
lch gemacht. De Arbet ﬂﬀrde bsher ﬂeder m Inland noch m Aﬀsland n glecher oder
ähnlcher Form ener anderen Prüfﬀngsbehörde ﬁorgelegt.
Mchael Wedel
De Arbet ﬂﬀrde ﬀnter der ﬂssenschalchen Betreﬀﬀng ﬁon Prof. Jﬀr Grn amMaﬃ-
Planc-Insttﬀt ür Chemsche Phys fester Sto੖e angefertgt.
