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Abstract
The aim of this work is to present some strategies to solve numerically controllability problems
for the two-dimensional heat equation, the Stokes equations and the Navier-Stokes equations with
Dirichlet boundary conditions. The main idea is to adapt the Fursikov-Imanuvilov formulation,
see [A.V. Fursikov, O.Yu. Imanuvilov: Controllability of Evolutions Equations, Lectures Notes Series,
Vol. 34, Seoul National University, 1996]; this approach has been followed recently for the one-
dimensional heat equation by the first two authors. More precisely, we minimize over the class of
admissible null controls a functional that involves weighted integrals of the state and the control,
with weights that blow up near the final time. The associated optimality conditions can be viewed as
a differential system in the three variables x1, x2 and t that is second–order in time and fourth–order
in space, completed with appropriate boundary conditions. We present several mixed formulations
of the problems and, then, associated mixed finite element Lagrangian approximations that are easy
to handle. Finally, we exhibit some numerical experiments.
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1 Introduction. The controllability problems
Let Ω ⊂ R2 be a bounded domain whose boundary Γ := ∂Ω is regular enough. Let ω ⊂ Ω be a (possibly
small) nonempty open subset and assume that T > 0. We will use the notation Qτ = Ω × (0, τ),
Στ = Γ × (0, τ), qτ = ω × (0, τ) and n = n(x) will denote the outward unit normal to Ω at any point
x ∈ Γ.
Throughout this paper, C will denote a generic positive constant (usually depending on Ω, ω and T )
and the bold letters and symbols will stand for vector-valued functions and spaces; for instance L2(Ω) is
the Hilbert space of the functions u = (u1, u2) with u1, u2 ∈ L2(Ω).
This paper is concerned with the global null controllability of the heat equation
yt −∆y +G(x, t) y = v1ω in QT ,
y = 0 on ΣT ,
y(·, 0) = y0 in Ω
(1)
and the Stokes equations 
yt − ν∆y +∇pi = v1ω in QT ,
∇ · y = 0 in QT ,
y = 0 on ΣT ,
y(·, 0) = y0 in Ω
(2)
and the local exact controllability to the trajectories of the Navier-Stokes equations
yt − ν∆y + (y · ∇)y +∇pi = v1ω in QT ,
∇ · y = 0 in QT ,
y = 0 on ΣT ,
y(·, 0) = y0 in Ω.
(3)
Here, v = v(x, t) and v = v(x, t) stand for the controls (they are assumed to act on ω during the time
interval (0, T ); the symbol 1ω stands for the characteristic function of ω). Moreover, in (1), we assume
that G ∈ L∞(QT ); in (2) and (3), ν > 0.
Let us first consider the system (1). It is well known that, for any y0 ∈ L2(Ω), T > 0 and v ∈ L2(qT ),
there exists exactly one solution y to (1), with
y ∈ C0([0, T ];L2(Ω)) ∩ L2(0, T ;H10 (Ω)).
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The null controllability problem for (1) at time T is the following:
For any y0 ∈ L2(Ω) find a control v ∈ L2(qT ) such that the associated solution to (1) satisfies
y(x, T ) = 0 in Ω. (4)
The following result is also well known; for a proof, see [11]:
Theorem 1. The heat equation (1) is null-controllable at any time T > 0.
Let us now consider the systems (2) and (3). Let us recall the definitions of some usual spaces in the
context of incompressible fluids:
H :=
{
ϕ ∈ L2(Ω) : ∇ ·ϕ = 0 in Ω, ϕ · n = 0 on Γ} ,
V :=
{
ϕ ∈ H10(Ω) : ∇ ·ϕ = 0 in Ω
}
,
U :=
{
ψ ∈ H1(Ω) :
∫
Ω
ψ(x) dx = 0
}
.
For any y0 ∈ H, T > 0 and v ∈ L2(qT ), there exists exactly one solution (y, pi) to the Stokes
equations (2) and (since we are in the 2D case), also one solution (y, pi) to the Navier-Stokes equations
(3). In both cases
y ∈ C0 ([0, T ]; H) ∩ L2 (0, T ; V) , pi ∈ L2loc(0, T ;U).
In the context of the Stokes system (2), the null controllability problem at time T is the following:
For any y0 ∈ H find a control v ∈ L2(qT ) such that the associated solution to (2) satisfies
y(x, T ) = 0 in Ω. (5)
Again, the following result is well known; for a proof, see [11]:
Theorem 2. The Stokes system (2) is null-controllable at any time T > 0.
Let us recall the concept of exact controllability to the trajectories. The idea is that, even if we cannot
reach every element of the state space exactly, we can try to reach (in finite time T ) any state on any
trajectory.
Thus, let (y, pi) be a solution to the uncontrolled Navier-Stokes equations:
yt − ν∆y + (y · ∇)y +∇pi = 0 in QT ,
∇ · y = 0 in QT ,
y = 0 on ΣT ,
y(·, 0) = y0 in Ω.
(6)
We will search for controls v ∈ L2(qT ) such that the associated solutions to (3) satisfy
y(x, T ) = y(x, T ) in Ω. (7)
Then, the problem of exact controllability to the trajectories for (3) is the following:
For any y0 ∈ H and any trajectory (y, pi), find a control v ∈ L2(qT ) such that the associated
solution to (3) satisfies (7).
The following result shows that this problem can be solved at least locally when y is bounded; for a
proof, see [7, 14]:
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Theorem 3. The Navier-Stokes equations (3) are locally exact controllable to the trajectories (y, pi) with
y ∈ L∞(QT ), y(·, 0) ∈ V. (8)
In other words, for any T > 0 and any solution to (6) satisfying (8), there exists ε > 0 with the following
property: if y0 ∈ V and ‖y0 − y(·, 0)‖V ≤ ε, one can find controls v ∈ L2(qT ) such that the associated
solutions to (3) satisfy (7).
The aim of this paper is to present efficient strategies for the numerical solution of the previous
controllability problems. Obviously, these problems are very important from both the theoretically and
practical viewpoints. Indeed, they deal with the computation of external heat sources or force fields that
can be applied in a small part of the working domain and control the whole system at a prescribed positive
time. There are lots of particular situations where this is highly desired; in particular, for theoretical and
numerical information on control problems for fluid flows, see [?, ?].
However, the numerical resolution of control problems as those above is not easy. This is due to
several reasons:
• In the case of the “linear” problems (1)–(4) and (2)–(5), due to the regularizing effect of the
PDEs, the equalities (4) and (5) can be satisfied only in a very small space and standard numerical
approximations of the PDEs are unable to capture this. For instance, if we look for a minimal L2
norm null control for (1), we are led by duality to an unconstrained extremal problem in a huge
space that cannot be approximated efficiently with usual finite dimensional spaces; see however [2, 1]
for detailed comments on this issue.
• On the other hand, in (3)–(7) we find the Navier-Stokes system and, obviously, this adds major
difficulties. Note that, at present, it is unknown whether or not the exact controllability to the
trajectories of (3) holds without smallness assumptions even when y ≡ 0.
The paper is organized as follows.
In Section 2, we deal with the numerical null controllability of the heat equation. Following ideas
from [11], we reduce the task to the solution of a boundary-value problem that is fourth-order in space
and second-order in time. We present a mixed approximate formulation where we avoid the use of C1
finite elements.
In Sections 3 and 4, we present similar numerical strategies to solve numerically the controllability
problems considered above for the Stokes and the Navier-Stokes equations. The methods are illustrated
with several numerical experiments.
Finally, Section 5 contains several additional comments.
2 A strategy for the computation of null controls for the heat
equation
In this Section, we will start from a formulation of the null controllability problem for (1) introduced and
extensively used by Fursikov and Imanuvilov, see [11]. Let us fix the notation
Ly := yt −∆y +G(x, t)y, L∗p := −pt −∆p+G(x, t)p
and let the weights ρ, χ and ρi be given by
ρ(x, t) := eχ(x)/(T−t), χ(x) := K1
(
eK2 − eχ0(x)
)
, ρi(x, t) := (T − t)3/2−iρ(x, t), i = 0, 1, 2, (9)
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where K1 and K2 are sufficiently large positive constants (depending on T ) and χ0 = χ0(x) is a regular
bounded function that is positive in Ω, vanishes on Γ and satisfies
|∇χ0| > 0 in Ω \ ω;
for a justification of the existence of χ0, see [11].
The main idea relies on considering the extremal problem Minimize J(y, v) =
1
2
(∫∫
QT
ρ2|y|2 dx dt+
∫∫
qT
ρ20|v|2 dx dt
)
Subject to (y, v) ∈ H(y0, T ).
(10)
Here, for any y0 ∈ L2(Ω) and any T > 0, the linear manifold H(y0, T ) is given by
H(y0, T ) := {(y, v) : v ∈ L2(qT ), (y, v) satisfies (1) and (4)}.
We have the following result:
Theorem 4. For any y0 ∈ L2(Ω) and any T > 0, there exists exactly one solution to (10).
This result is a consequence of an appropriate Carleman inequality for the heat equation.
More precisely, let us introduce the space
P0 := {p ∈ C2(QT ) : p = 0 on ΣT }. (11)
Then, one has:
Proposition 1. There exists C0, only depending on Ω, ω and T , such that the following holds for all
p ∈ P0:∫∫
QT
[
ρ−22 (|pt|2 + |∆p|2) + ρ−21 |∇p|2 + ρ−20 |p|2
]
dx dt ≤ C0
∫∫
QT
(ρ−2|L∗p|2 + ρ−20 |p|21ω) dx dt. (12)
Let us introduce the bilinear form k(·, ·), with
k(p, p′) :=
∫∫
QT
(
ρ−2L∗pL∗p′ + 1ωρ−20 p p
′) dx dt ∀p, p′ ∈ P0. (13)
In view of the unique continuation property of the heat equation, k(· , ·) is a scalar product in P0. Indeed,
if p ∈ P0, L∗p = 0 in QT , p = 0 on ΣT and p = 0 in qT , then we necessarily have p ≡ 0.
Let P be the completion of P0 with respect to this scalar product. Then P is a Hilbert space, the
functions p ∈ P satisfy ∫∫
QT
ρ−2|L∗p|2 dx dt+
∫∫
qT
ρ−20 |p|2 dx dt < +∞ (14)
and, from Proposition 1 and a standard density argument, we also have (12) for all p ∈ P .
Another consequence of Proposition 1 is that we can characterize the space P as follows:
P =
{
p : p, pt, ∂jp, ∂jkp ∈ L2(0, T − δ;L2(Ω)) ∀δ > 0, (14) holds, p = 0 on Σ
}
. (15)
In particular, we see that any p ∈ P satisfies p ∈ C0([0, T − δ];H10 (Ω)) for all δ > 0 and, moreover,
‖p(· , 0)‖H10 ≤ C k(p, p)1/2 ∀p ∈ P. (16)
The main ideas used in this paper to solve numerically (10) rely on the following result :
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Theorem 5. Let the weights ρ and ρ0 be chosen as in Proposition 1. Let (y, v) be the unique solu-
tion to (10). Then one has
y = ρ−2L∗p, v = −ρ−20 p
∣∣
qT
, (17)
where p is the unique solution to the following variational equality in the Hilbert space P :
∫∫
QT
(
ρ−2L∗pL∗p′ + 1ωρ−20 p p
′) dx dt = ∫
Ω
y0(x) p′(x, 0) dx
∀ p′ ∈ P ; p ∈ P.
(18)
We can interpret (18) as the weak formulation of a boundary-value problem for a PDE that is fourth-
order in x and second-order in t. Indeed, taking “test functions” p′ ∈ P first with p′ ∈ C∞0 (QT ), then
p′ ∈ C2(Ω× (0, T )) and finally p′ ∈ C2(QT ), we see easily that p must necessarily satisfy :
L(ρ−2L∗p) + 1ωρ−20 p = 0 in QT ,
p = 0, ρ−2L∗p = 0 on ΣT ,
ρ−2L∗p
∣∣
t=0
= y0, ρ−2L∗p
∣∣
t=T
= 0 in Ω.
(19)
By introducing the linear form `0, with
〈`0, p〉 :=
∫
Ω
y0(x) p(x, 0) dx ∀p ∈ P, (20)
we see from (16) that `0 is continuous and (18) can be rewritten in the form
k(p, p′) = 〈`0, p′〉 ∀p′ ∈ P ; p ∈ P. (21)
Let Ph denote a finite dimensional subspace of P . A natural approximation of (21) is the following:
k(ph, p′h) = 〈`0, p′h〉 ∀p′h ∈ Ph; ph ∈ Ph. (22)
Thus, to solve numerically the variational equality (21), it suffices to construct explicitly finite dimen-
sional spaces Ph ⊂ P . Notice however that this is possible but needs some work. The reason is that, if
p ∈ Ph, then ρ−1L∗p = ρ−1(−pt−∆p+G(x, t) p) and ρ−10 p1ω must belong to L2(QT ). Consequently, ph
must possess first-order time derivatives and up to second-order spatial derivatives in L2loc(QT ). There-
fore, an approximation based on a standard triangulation of QT requires spaces Ph of functions that
must be C0 in (x, t) and C1 in x and this can be complex and too expensive. Spaces of this kind are
constructed for instance in [4]. For example, good behavior is observed for the so called reduced HTC,
Bell or Bogner-Fox-Schmidt finite elements; the reader is referred to [9, 16] for numerical approximations
of this kind in the framework of one spatial dimension.
In spite of its complexity, the direct approximation of (22) has an advantage: it is possible to adapt the
standard finite element theory to this framework and deduce strong convergence results for the numerical
controls and states.
2.1 First mixed formulation with modified variables
Let us introduce the new variable
z := L∗p (23)
and let us set Z := L2(ρ−1;QT ). Then z ∈ Z and L∗p− z = 0 (an equality in Z).
Notice that this identity can also be written in the form∫∫
QT
(z − L∗p)ψ dx dt = 0 ∀ψ ∈ C∞0 (QT );
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Accordingly, we introduce the following reformulation of (21):
∫∫
QT
(
ρ−2z z′ + ρ−20 p p
′1ω
)
dx dt+
∫∫
QT
(z′ − L∗p′)λ dx dt =
∫
Ω
y0(x) p′(x, 0) dx,∫∫
QT
(z − L∗p)λ′ dx dt = 0,
∀(z′, p′, λ′) ∈ Z × P × Λ; ((z, p), λ) ∈ Z × P × Λ,
(24)
where, Λ := L2(ρ;QT ).
Notice that Z, P and Λ are the appropriate spaces to keep all the terms in (24) meaningful.
Let us introduce the bilinear forms α(· , ·) and β(· , ·), with
α((z, p), (z′, p′)) :=
∫∫
QT
(
ρ−2z z′ + ρ−20 p p
′1ω
)
dx dt ∀(z, p), (z′, p′) ∈ Z × P
and
β((z, p), λ) :=
∫∫
QT
[L∗p− z]λ dx dt∀(z, p) ∈ Z × P, ∀λ ∈ Λ
and the linear form ` : X 7→ R, with
〈`, (z, p)〉 :=
∫
Ω
y0(x) p(x, 0) dx ∀(z, p) ∈ Z × P.
Then, α(· , ·), β(· , ·) and ` are well-defined and continuous and (24) reads:
α((z, q), (z′, p′)) + β((z′, p′), λ) = 〈`, (z′, p′)〉,
β((z, p), λ′) = 0,
∀(z′, p′, λ′) ∈ Z × P × Λ; ((z, p), λ) ∈ Z × P × Λ.
(25)
This is a mixed formulation of the variational problem (10). In fact, the following result holds:
Proposition 2. There exists exactly one solution to (25). Furthermore, (21) and (25) are equivalent
problems in the following sense:
1. If ((z, p), λ) solves (25), then p solves (21).
2. Conversely, if p solves (21), there exists λ ∈ Λ such that the triplet ((z, p), λ), with z := L∗p
solves (25).
Proof. Let us introduce the space
V := {(z, p) ∈ Z × P : β((z, p), λ) = 0, ∀λ ∈ Λ}.
We will check that
• α(· , ·) is coercive in V .
• β(· , ·) satisfies the usual “inf-sup” condition with respect to Z × P and Λ.
This will be sufficient to guarantee the existence and uniqueness of a solution to (25); see for instance [3,
19].
The proofs of the previous assertions are straightforward. Indeed, we first notice that, for any (z, p) ∈
V , z = L∗p and thus
α((z, p), (z, p)) =
∫∫
QT
(
ρ−2|z|2 + ρ−20 |p|21ω
)
dx dt
=
1
2
∫∫
QT
ρ−2|z|2 dx dt+ 1
2
∫∫
QT
ρ−2|L∗p|2 dx dt+
∫∫
QT
ρ−20 |p|21ω dx dt
=
1
2
‖(z, p)‖2Z×P +
1
2
∫∫
QT
ρ−20 |p|21ω dx dt
≥ 1
2
‖(z, p)‖2Z×P .
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This proves that α(· , ·) is coercive in V .
On the other hand, for any λ ∈ Λ there exists (z0, p0) ∈ X such that
β((z0, p0), λ) = ‖λ‖2Λ and ‖(z0, p0)‖Z×P ≤ C‖λ‖Λ.
Indeed, we can take for instance (z0, p0) = (−ρ2λ, 0). Consequently,
sup
(z,p)∈X
β((z, p), λ)
‖(z, p)‖Z×P ≥
β((z0, p0), λ)
‖(z0, p0)‖Z×P ≥
1
C
‖λ‖Λ.
Hence, β(· , ·) certainly satisfies the “inf-sup” condition in Z × P × Λ.
An advantage of (25) with respect to the previous formulation (21) is that the solution ((z, p), λ)
furnishes directly the state-control couple that solves (10). Indeed, it suffices to take
y = ρ−1z, v = −ρ−20 p|qT .
However, we still find spatial second-order derivatives in the integrals in (25) and, consequently, a finite
element approximation of (25) still needs C1 in space functions.
2.2 Second mixed formulation with modified variables
Let us introduce the spaces
P˜ :=
{
p :
∫∫
QT
[
ρ−22 |pt|2 + ρ−21 |∇p|2 + ρ−20 |p|2
]
dx dt < +∞, p∣∣
ΣT
= 0
}
,
Λ˜ :=
{
λ :
∫∫
QT
(
ρ22|λ|2 + ρ21|∇λ|2
)
dx dt < +∞, λ∣∣
ΣT
= 0
}
,
the bilinear forms α˜(· , ·) and β˜(· , ·), with
α˜((z, p), (z′, p′)) :=
∫∫
QT
(
ρ−2z z′ + ρ−20 p p
′1ω
)
dx dt ∀(z, p), (z′, p′) ∈ Z × P˜
and
β˜((z, p), λ) :=
∫∫
QT
[(z + pt −G(x, t) p)λ−∇p · ∇λ] dx dt ∀(z, p) ∈ Z × P˜ , ∀λ ∈ Λ˜
and the linear form ˜`, with
〈˜`, (z, p)〉 :=
∫
Ω
y0(x) p(x, 0) dx ∀(z, p) ∈ Z × P˜ .
Then α˜(· , ·) and β˜(· , ·) are well-defined and continuous. The linear form ˜` is also continuous on Z×P˜ ,
since the functions in P˜ satisfy p ∈ C0([0, T − δ];L2(Ω)) ∀δ > 0 and
‖p(·, 0)‖L2(Ω) ≤ C
(∫∫
QT
(ρ22|pt|2 + ρ21|∇p|2) dx dt
)1/2
≤ C‖p‖P˜ .
Let us consider the mixed formulation
α˜((z, p), (z′, p′)) + β˜((z′, p′), λ) = 〈˜`, (z′, p′)〉,
β˜((z, p), λ′) = 0,
∀(z′, p′, λ′) ∈ Z × P˜ × Λ˜; (z, p, λ) ∈ Z × P˜ × Λ˜.
(26)
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Notice that the definitions of Z, P˜ and Λ˜ are again the appropriate to keep all the terms in (26)
meaningful.
It is easy to see that any possible solution to (26) also solves (25). Indeed, if (z, p, λ) solves (26), then
z = L∗p in the sence of D ′(QT ), whence p ∈ P ; thus, the integration by parts with respect to the spatial
variables is fully justified in β˜(z, p, λ) and (z, p, λ) certainly solves (25).
Consequently, there exists at most one solution to (26). However, unfortunately, a rigorous proof of
the existence of a solution to (26) is, to our knowledge, unknown. In practice, what we would need to
prove is that the following “inf-sup” condition holds:
inf
λ∈Λ˜
sup
(z,p)∈Z×P˜
β˜((z, p), λ)
‖(z, p)‖Z×P˜ ‖λ‖Λ˜
> 0.
But whether or not this holds is an open question.
2.3 A reformulation of (26)
It is very convenient from the numerical viewpoint to introduce the following new variables:
zˆ := ρ−1L∗p, pˆ := ρ−10 p. (27)
This will serve to improve the conditioning of the approximations given below.
The mixed problem (26) can be rewritten in the new variables as follows:
αˆ((zˆ, pˆ), (zˆ′, pˆ′)) + βˆ((zˆ′, pˆ′), λˆ) = 〈ˆ`, (zˆ′, pˆ′)〉,
βˆ((zˆ, pˆ), λˆ′) = 0,
∀(zˆ′, pˆ′, λˆ′) ∈ Zˆ × Pˆ × Λˆ; (zˆ, pˆ, λˆ) ∈ Zˆ × Pˆ × Λˆ,
(28)
where
Zˆ := L2(QT ),
Pˆ :=
{
pˆ :
∫∫
QT
[
(T − t)4|pˆt|2 + (T − t)2|∇pˆ|2 + |pˆ|2
]
dx dt < +∞, pˆ∣∣
ΣT
= 0
}
,
Λˆ :=
{
λˆ :
∫∫
QT
[
(T − t)−1|λ|2 + (T − t)|∇λ|2] dx dt < +∞, λˆ∣∣
ΣT
= 0
}
and the bilinear forms αˆ(· , ·) and βˆ(· , ·) are given by
αˆ((zˆ, pˆ), (zˆ′, pˆ′)) :=
∫∫
QT
(zˆ zˆ′ + pˆ pˆ′1ω) dx dt ∀Zˆ × Pˆ
and 
βˆ((zˆ, pˆ), λˆ) :=
∫∫
QT
(T − t)3/2
(
pˆtλˆ−∇pˆ · ∇λˆ−G pˆ λˆ
)
dx dt
+
∫∫
QT
[
zˆ + 2(T − t)1/2∇χ · ∇pˆ
]
λˆ dx dt
+
∫∫
QT
[
(T − t)1/2 (−3/2 + ∆χ) + (T − t)−1/2 (χ+ |∇χ|2)] pˆ λˆ dx dt
∀(zˆ, pˆ) ∈ Zˆ×Pˆ , ∀λˆ ∈ Λˆ.
and the linear form ˆ` : Rˆ 7→ R is given by
〈ˆ`, (zˆ, pˆ)〉 :=
∫
Ω
ρ0(x, 0)y0(x) pˆ(x, 0) dx ∀(zˆ, pˆ) ∈ Zˆ × Pˆ .
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2.4 A numerical approximation based on Lagrangian finite elements
For simplicity, it will be assumed in the sequel that Ω is a polygonal domain and ω is a polygonal subset
of Ω. Let Tκ be a classical 2-simplex triangulation of Ω such that ω =
⋃
F∈Tκ,F⊂ω F and let Pτ denote a
partition of the time interval [0, T ]. Here, κ and τ denote the respective mesh size parameters. We will
use the notation h := (κ, τ) and we will denote by Qh the family of all sets of the form
K = F × [t1, t2], with F ∈ Tκ, [t1, t2] ∈ Pτ
and by Rh the subfamily of the sets K = F × [t1, t2] ∈ Qh, such that F ⊂ ω. We have
QT =
⋃
K∈Qh
K and qT =
⋃
K∈Rh
K.
For any couple of integers m,n ≥ 1, we will set
Zˆh(m,n) = { zˆh ∈ C0(QT ) : zˆh|K ∈ (Pm,x ⊗ Pn,t)(K) ∀K ∈ Qh },
Pˆh(m,n) = { zˆh ∈ Zˆh(m,n) : zˆh = 0 on ΣT }
and
Λˆh(m,n) = { zˆh ∈ Pˆh(m,n) : zˆh(x, T ) = 0 in Ω }.
Here, P`,ξ denotes the space of polynomial functions of order ` in the variable ξ.
Then, Zˆh(m,n), Pˆh(m,n) and Λˆh(m,n) are finite dimensional subspaces of Zˆ, Pˆ and Λˆ, respectively.
Therefore, for any m,n,m′, n′,m′′, n′′ ≥ 1, we can define the product space
Wˆh = Wˆh(m,n,m′, n′,m′′, n′′) := Zˆh(m,n)× Pˆh(m′, n′)× Λˆh(m′′, n′′)
and the following mixed approximation to (28) makes sense:
αˆ((zˆh, pˆh), (zˆ′h, pˆ
′
h)) + βˆ((zˆ
′
h, pˆ
′
h), λˆh) = 〈ˆ`, (zˆ′h, pˆ′h)〉,
βˆ((zˆh, pˆh), λˆ′h) = 0,
∀(zˆ′h, pˆ′h, λˆ′h) ∈ Wˆh; (zˆh, pˆh, λˆh) ∈ Wˆh.
(29)
Let nh = dim Zˆh(m,n) × Pˆh(m′, n′), mh = dim Λˆh(m′′, n′′) and let the real matrices Aˆh ∈ Rnh,nh ,
Bˆh ∈ Rmh,nh and the vector Lˆh ∈ Rnh be defined by
αˆ((zˆh, pˆh), (zˆ′h, pˆ
′
h)) = 〈Aˆh{(zˆh, pˆh)}, {(zˆ′h, pˆ′h)}〉nh ∀(zˆh, pˆh), (zˆ′h, pˆ′h) ∈ Zˆh(m,n)× Pˆh(m′, n′),
βˆ((zˆh, pˆh), λˆh) = 〈Bˆh{(zˆh, pˆh)}, {λˆh}〉mh ∀(zˆh, pˆh) ∈ Zˆh(m,n)× Pˆh(m′, n′), ∀λˆh ∈ Λˆh,
ˆ`(zˆh, pˆh) = 〈Lˆh, {zˆh, pˆh}〉nh ∀(zˆh, pˆh) ∈ Zˆh(m,n)× Pˆh(m′, n′),
where {(zˆh, pˆh)}, {(zˆ′h, pˆ′h)}, etc. denote the vectors associated to the functions (zˆh, pˆh), etc. and 〈·, ·〉nh is
the usual scalar product in Rnh . With this notation, the problem (29) reads as follows: find {(zˆh, pˆh)} ∈
Rnh and {λˆh} ∈ Rmh such that(
Aˆh Bˆ
T
h
Bˆh 0
)(
{(zˆh, pˆh)}
{λˆh}
)
=
(
Lˆh
0
)
. (30)
The matrix Aˆh is symmetric and positive semidefinite but not positive definite for any h > 0. Indeed,
one has
〈Aˆh{(zˆh, pˆh)}, {(zˆ′h, pˆ′h)}〉nh =
∫∫
QT
(|zˆh|2 + |pˆh|21ω) dx dt
for all (zˆh, pˆh) ∈ Zˆh(m,n)× Pˆh(m′, n′), whence this quantity is zero if pˆh = 0 in qT . The matrix of order
mh+nh in (30) is symmetric but it is unknown if it is singular or not. However, since our main interest is
to obtain a numerical solution to (28), we will apply a “reasonable” method to (30) with the hope to get
good results. In view of the previous assertions, it seems appropriate to use an iterative algorithm like
for instance the Arrow–Hurwicz method (for completeness, we will describe this method in the following
Section).
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2.5 The Arrow-Hurwicz algorithm
As already mentioned, it seems convenient to solve (30) using an iterative method. Among other possi-
bilities, we have checked that a good choice is the so called Arrow-Hurwicz algorithm. It is the following:
ALG (Arrow-Hurwicz):
(i) Initialize
Fix r, s > 0. Let (zˆ(0)h , pˆ
(0)
h , λˆ
(0)
h ) be arbitrarily chosen in Wˆh. Take, (zˆ
(0)
h , pˆ
(0)
h ) = (0, 0) and λˆ
(0)
h = 0.
For k ≥ 0, assume that (zˆ(k)h , pˆ(k)h ) and λˆ(k)h are known. Then:
(ii) Advance for (zˆh, pˆh): Let (zˆ
(k+1)
h , pˆ
(k+1)
h ) be defined by
(zˆ(k+1)h , pˆ
(k+1)
h ) = (zˆ
(k)
h , pˆ
(k)
h )− r
[
Aˆh(zˆ
(k)
h , pˆ
(k)
h )− Lˆh + BˆTh λˆ(k)h
]
.
(iii) Advance for λˆh: Let λˆ
(k+1)
h be defined by
λˆ
(k+1)
h = λˆ
(k)
h + rsBˆh(zˆ
(k+1)
h , pˆ
(k+1)
h ).
Check convergence. If the stopping test is not satisfied, replace k by k + 1 and return to step (ii).
Remark 1. The best choice of the parameters r and s is determined by the smallest and greatest
eigenvalues associated to some operators involving the matrix Aˆh and Bˆh; see for example [5, 17, 19].
The main advantage of ALG 1 with respect to other (iterative or not) algorithms is that we do not
have to invert in practice any matrix. In the present context, everything works even if Aˆh is (as we have
already said) positive semidefinite but not positive definite. The drawback is that we have to find good
values of r and s and, obviously, this needs some extra work. 2
2.6 A numerical experiment
We present now some numerical results. From (zˆh, pˆh), we obtain an approximation of the control by
setting vh = −ρ−10 pˆh 1ω. The corresponding controlled state yh can be computed by solving the equation
in (1) with standard techniques, for instance using the Crank-Nicolson method. Since the state is directly
given by ρ−1zˆ, we simply take yh = ρ−1zˆh.
We present in this Section an experiment concerning the numerical solution of (28). The computations
have been performed with Freefem++, see [13]. We have used P2-Lagrange finite elements in (x, t) for
all the variables pˆ, zˆ and λˆ. We have taken Ω = (0, L1)× (0, L2), with L1 = L2 = 1. For any (a, b) ∈ Ω,
we have considered the function χ(a,b)0 , where
χ
(a,b)
0 (x1, x2) =
x1(L1 − x1)x2(L2 − x2)e−[(x1−ca)2+(x2−cb)2]
a(L1 − a)b(L2 − b)e−[(a−ca)2+(b−cb)2] ,
ca = a− L1 − 2a2a(L1 − a) , cb = b−
L2 − 2b
2b(L2 − b) .
Then, if (a, b) belongs to ω, the function χ(a,b)0 satisfies the conditions in (9). We have taken T = 1,
ω = (0.2, 0.6) × (0.2, 0.6), G(x, t) :≡ 1, K1 = 1, K2 = 2, (a, b) = (0.5, 0.5) and y0(x) ≡ 1000. In view
of the regularizing effect of the heat equation, the lack of compatibility of the initial and boundary data
does not have serious consequences. Indeed, it is seen below that the boundary conditions are satisfied
as soon as t > 0.
The computational domain and the mesh are shown in Fig. 1. With these data, the behavior of the
Arrow-Hurwicz algorithm is depicted in Table 1, where the first and second relative errors are respectively
given by
‖(zˆ(k+1)h , pˆ(k+1)h )− (zˆ(k)h , pˆ(k)h )‖L2(QT )
‖(zˆ(k+1)h , pˆ(k+1)h )‖L2(QT )
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and
‖λˆ(k+1)h − λˆ(k)h ‖L2(QT )
‖λˆ(k+1)h ‖L2(QT )
.
Some illustrative views of the numerical approximations of the control and the state can be found in
Fig. 2-4.
Figure 1: The domain and the mesh. Number of vertices: 2 800. Number of elements (tetrahedra): 14
094. Total number of variables: 20 539.
Iterate Rel. error 1 Rel. error 2
1 0.225333 1.000000
10 0.019314 0.236549
20 0.010068 0.065812
30 0.005633 0.046212
40 0.000358 0.003397
50 0.000117 0.001357
Table 1: The behavior of ALG 1 for (28).
3 A strategy for the computation of null controls for the Stokes
equations
In this Section, we will present a formulation of the null controllability problem for (2) inspired by the
same ideas (again, Fursikov-Imanunuvilov’s formulation). Specifically, we will try to solve numerically
the problem  Minimize J(y,v) =
1
2
∫∫
QT
ρ2|y|2 dx dt+ 1
2
∫∫
qT
ρ20|v|2 dx dt
Subject to (y,v) ∈ S(y0, T ),
(31)
12
Figure 2: ω = (0.2, 0.6); y0(x) = 1000. Cuts at x1 = 0.28 and x1 = 0.52 of the control vh (Left) and the
state (Right).
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Figure 3: Evolution of the state: t = 0.2 and t = 0.6 (Left), t = 0.4 and t = 0.8 (Right).
Figure 4: Evolution of the L2 norms of the control and the state.
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where y0 ∈ H, T > 0, the linear manifold S(y0, T ) is given by
S(y0, T ) =
{
(y,v) : v ∈ L2(ω × (0, T )), (y,v) satisfies (2) for some pi and fulfills (5)}
and it is again assumed that the weights ρ and ρ0 satisfy (9).
We have:
Theorem 6. For any y0 ∈ H and T > 0, there exists exactly one solution to (31).
Again, this result can be viewed as a consequence of a Carleman inequality. Thus, let us set
Ly := yt − ν∆y, L∗p := −pt − ν∆p
and let us introduce the space
Φ0 = { (p, σ) : pi, σ ∈ C2(QT ), ∇ · p ≡ 0, pi = 0 on ΣT ,
∫
Ω
σ(x, t)dx=0 ∀t }. (32)
Then, one has the following (see [11, 14]):
Proposition 3. The function χ0 and the associated weights ρ, ρ0, ρ1 and ρ2 can be chosen such that
there exists C, only depending on Ω, ω and T , with the following property:∫∫
QT
[
ρ−22 (|pt|2 + |∆p|2) + ρ−21 |∇p|2 + ρ−20 |p|2 + ρ−2|∇σ|2
]
dx dt
≤ C
(∫∫
QT
ρ−2|L∗p +∇σ|2 dx dt+
∫∫
qT
ρ−20 |p|2 dx dt
) (33)
for all (p, σ) ∈ Φ0.
Let us introduce the bilinear form
m((p, σ), (p′, σ′)) :=
∫∫
QT
[
ρ−2(L∗p +∇σ) · (L∗p′ +∇σ′) + 1ωρ−20 p · p′
]
dx dt. (34)
In view of the unique continuation property of the Stokes system, m(· , ·) is a scalar product in Φ0: if
(p, σ) ∈ Φ0, L∗p +∇σ = 0 in QT and p = 0 in qT , then we have p ≡ 0 and σ ≡ 0 (note that, in fact,
under these circumstances, p(· , t) and σ(· , t) are analytic for all t).
Let Φ be the completion of Φ0 with respect to this scalar product. As before, Φ is a Hilbert space,
the functions (p, σ) ∈ Φ satisfy∫∫
QT
ρ−2|L∗p +∇σ|2 dx dt+
∫∫
qT
ρ−20 |p|2 dx dt < +∞ (35)
and, from Proposition 3 and a density argument, we also have (35) for any (p, σ) ∈ Φ.
We also see from Proposition 3 that
Φ = { (p, σ) : pi, σ, ∂tpi, ∂xjpi, ∂xjσ, ∂xjxkpi ∈ L2(0, T − δ;L2(Ω)) ∀δ > 0,
(35) holds, ∇ · p ≡ 0 in QT , pi = 0 on ΣT ,
∫
Ω
σ(x, t) dx = 0 ∀t } (36)
and, in particular, any (p, σ) ∈ Φ satisfies p ∈ C0([0, T − δ]; V) for all δ > 0 and
‖p(· , 0)‖V ≤ Cm((p, σ), (p, σ))1/2 ∀(p, σ) ∈ Φ. (37)
The following result is proved in [11]:
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Theorem 7. Let the weights ρ and ρ0 be chosen as in Proposition 3. Let (y,v) be the unique solution
to (31). Then one has
y = ρ−2(L∗p +∇σ), v = −ρ−20 p
∣∣
ω×(0,T ), (38)
where (p, σ) is the solution to the following variational equality in Φ:
∫∫
QT
(
ρ−2(L∗p +∇σ) · (L∗p′ +∇σ′) + ρ−20 p · p′1ω
)
dx dt =
∫
Ω
y0(x) · p′(x, 0) dx
∀(p′, σ′) ∈ Φ; (p, σ) ∈ Φ.
(39)
Once more, (39) can be viewed as the weak formulation of a (non-scalar) boundary-value problem for
a PDE that is fourth-order in x and second-order in t. Indeed, arguing as in Section 2, we can easily
deduce that (p, σ) satisfies, together with some pi ∈ D′(QT ), the following:
L(ρ−2(L∗p +∇σ)) +∇pi + 1ωρ−20 p = 0 in QT ,
∇ · (ρ−2(L∗p +∇σ)) = 0, ∇ · p = 0 in QT ,
p = 0, ρ−2(L∗p +∇σ) = 0 on ΣT ,
ρ−2(L∗p +∇σ)∣∣
t=0
= y0, ρ−2(L∗p +∇σ)
∣∣
t=T
= 0 in Ω.
(40)
By setting
〈`0, (p, σ)〉 :=
∫
Ω
y0(x) · p(x, 0) dx, (41)
it is found that (39) can be rewritten in the form
m((p, σ), ((p′, σ′)) = 〈`0, (p′, σ′)〉 ∀(p′, σ′) ∈ Φ; (p, σ) ∈ Φ. (42)
Thus, if Φh denotes a finite dimensional subspace of Φ, a natural approximation of (42) is the
following:
m((ph, σh), ((p′h, σ
′
h)) = 〈`0, (p′h, σ′h)〉 ∀(p′h, σ′h) ∈ Φh; (ph, σh) ∈ Φh. (43)
However, the couples (p, σ) ∈ Φ satisfy several properties that make it considerably difficult to
construct explicitly finite dimensional spaces Φh ⊂ Φ. These are the following:
• As in Section 2, since ρ−1(L∗p+∇σ) must belong to L2(QT ) and ρ−10 p
∣∣
qT
must belong to L2(qT ), the
pi must possess first-order time derivatives and up to second-order spatial derivatives in L2loc(QT ).
As before, this means that, in practice, the functions in Φh must be C0 in (x, t) and C1 in x.
• We now have ∇·p ≡ 0. It is not simple at all to give explicit expressions of zero (or approximately
zero) divergence functions associated to a triangulation of QT with this regularity.
The second inconvenient is classical in computational fluid dynamics when one considers incom-
pressible fluids. As in many other works, it will be overcome by introducing additional “pressure-like”
multipliers; see Section 3.2. On the other hand, the first difficulty will be circumvented as in Section 2,
by introducing new variables and associated multipliers and eliminating all the second-order derivatives
in the formulation.
In the following Sections, we will present several mixed problems connected to (42).
More precisely, in Sections 3.1 and 3.4, we consider mixed formulations where the constraint ∇·p ≡ 0
is preserved. Accordingly, we only introduce one additional variable z and one multiplier, related to the
identity z = L∗p +∇σ. Contrarily, Sections 3.2, 3.3 and 3.5 deal with other different formulations where
the zero-divergence condition is not imposed and, therefore, another multiplier appears.
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3.1 A first mixed formulation of (42)
Arguing as in the case of the heat equation and introducing the variable
z = L∗p +∇σ,
we see that (42) is equivalent to:
a((z,p, σ), (z′,p′, σ′)) + b((z′,p′, σ′), λ) = 〈`, (z′,p′, σ′)〉,
b((z,p, σ), λ′) = 0,
∀((z′,p′, σ′), λ′) ∈ Z×Φ×Λ; ((z,p, σ), λ) ∈ Z×Φ×Λ,
(44)
where
Z = L2(ρ−1;QT ), Λ = L2(ρ;QT )
and the bilinear forms a(· , ·) and b(· , ·) are given by
a((z,p, σ), (z′,p′, σ′)) :=
∫∫
QT
(
ρ−2z · z′ + ρ−20 p · p′1ω
)
dx dt
and
b((z,p, σ), λ) :=
∫∫
QT
[z− (L∗p +∇σ)] · λ dx dt (45)
and the linear form ` is given by
〈`, (z,p, σ)〉 :=
∫
Ω
y0(x) · p(x, 0) dx.
3.2 A second mixed formulation of (42)
As we have said, numerical difficulties are found when we try to introduce finite element approximations
(C1 in space, C0 in time) of the space Φ, where the (p, σ) satisfy ∇ · p ≡ 0. Accordingly, before
approximating, we will reformulate (39) as a new mixed system involving a multiplier associated to this
constraint.
Let us introduce
Φ˜0 = { (p, σ) : pi, σ ∈ C2(QT ), pi = 0 on ΣT ,
∫
Ω
σ(x, t)dx = 0 ∀t }. (46)
We have the following Carleman estimates for the couples in Φ˜0:
Proposition 4. There exist weights ρ, ρ0 and ρ∗ and a constant C only depending on Ω, ω and T , with
the following property:∫∫
QT
ρ−20 |p|2dx dt+ ‖p(·, 0)‖2V′ ≤ C
(∫∫
QT
ρ−2∗ |L∗p +∇σ|2 dx dt+
∫∫
qT
ρ−20 |p|2 dx dt
+
∫∫
QT
|∇ · p|2 dx dt
) (47)
for all (p, σ) ∈ Φ˜0.
Proof. The proof follows easily by splitting (p, σ) ∈ Φ˜0 in the form
(p, σ) = (p˜, σ˜) + (pˆ, σˆ)
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where (pˆ, σˆ) solves the linear problem
L∗pˆ +∇σˆ = f in QT ,
∇ · pˆ = 0 in QT ,
pˆ = 0 on ΣT ,
pˆ(·, T ) = p(·, T ) in Ω
(48)
with f := L∗p +∇σ and (p˜, σ˜) solves the linear problem
L∗p˜ +∇σ˜ = 0 in QT ,
∇ · p˜ = ∇ · p in QT ,
p˜ = 0 on ΣT ,
p˜(· , T ) = 0 in Ω.
(49)
In view of the Carleman estimates (33) for (pˆ, σˆ), we have∫∫
QT
ρ−20 |pˆ|2 dx dt+ ‖p(· , 0)‖2V ≤ C
(∫∫
QT
ρ−2|f |2 dx dt+
∫∫
qT
ρ−20 |pˆ|2 dx dt
)
.
On the other hand, (p˜, σ˜) solves (49) in the sense of transposition, that is,
〈p˜,ψ〉L2(QT ),L2(QT ) + 〈p˜(·, 0),u0〉V′,V = −
∫∫
QT
(∇ · p)h dx dt,
for all (ψ,u0) ∈ L2(QT )×V, where (u, h) is the unique strong solution to
Lu +∇h = ψ in QT ,
∇ · u = 0 in QT ,
u = 0 on ΣT ,
u(· , 0) = u0 in Ω.
Consequently, we can argue as in [18] and deduce that
‖p˜‖2L2(QT ) + ‖p˜(·, 0)‖2V′ ≤ C ‖∇ · p‖2L2(QT ).
Now, putting together the estimates for (pˆ, σˆ) and (p˜, σ˜), we are easily led easily to (47).
Let us introduce the bilinear form
m˜((p, σ), (p′, σ′)) := m((p, σ), (p′, σ′)) +
∫∫
QT
(∇ · p)(∇ · p′) dx dt.
Again, in view of the unique continuation property of the Stokes system, m˜(· , ·) is a scalar product in Φ˜0.
Let Φ˜ be the completion of Φ˜0 with respect to this scalar product. As before, Φ˜ is a Hilbert space,
the functions (p, σ) ∈ Φ˜ satisfy∫∫
QT
ρ−2|L∗p +∇σ|2 dx dt+
∫∫
qT
ρ−20 |p|2 dx dt+
∫∫
QT
|∇ · p|2dx dt < +∞ (50)
and, from Proposition 4 and a density argument, we also have (47) for all (p, σ) ∈ Φ˜.
On the other hand, any (p, σ) ∈ Φ˜ satisfies
ρ−10 p ∈ L2(QT ), p(·, 0) ∈ V′
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and
‖p(· , 0)‖2V′ ≤ C m˜((p, σ), (p, σ)) ∀(p, σ) ∈ Φ˜. (51)
By setting
〈˜`, (p, σ)〉 := 〈p(·, 0),y0〉V′,V (52)
thanks to (51), we have that ˜` is continuous on Φ˜.
Let us introduce the space
M˜ = {µ ∈ L2(QT ) :
∫
Ω
µ(x, t) dx = 0 a.e. }
and the following reformulation of (42):
m˜((p, σ), (p′, σ′)) +
∫∫
QT
(∇ · p′)µdx dt = 〈˜`, (p, σ)〉,∫∫
QT
(∇ · p)µ′ dx dt = 0,
∀(p′, σ′, µ′) ∈ Φ˜× M˜ ; (p, σ, µ) ∈ Φ˜× M˜.
(53)
Once more, notice that the definitions of Φ˜ and M˜ are the appropriate to keep all the terms in (53)
meaningful.
Let the bilinear forms a˜(· , ·) and b˜(· , ·) be given by
a˜((p, σ), (p′, σ′)) := m((p, σ), (p′, σ′))
and
b˜(p, σ, µ) :=
∫∫
QT
(∇ · p)µdx dt.
Then, a˜(· , ·) and b˜(· , ·) are well-defined and continuous and (53) reads:
a˜((p, σ), (p′, σ′)) + b˜(p′, σ′, µ) = 〈˜`, (p′, σ′)〉,
b˜((p, σ), µ′) = 0,
∀(p′, σ′, µ′) ∈ Φ˜× M˜ ; (p, σ, µ) ∈ Φ˜× M˜.
(54)
One has the following:
Proposition 5. There exists exactly one solution to (54). Furthermore, (42) and (54) are equivalent
problems in the following sense:
1. If (p, σ, µ) solves (54), then (p, σ) solves (42).
2. If (p, σ) solves (42), there exists µ ∈ M˜ such that (p, σ, µ) solves (54).
Proof. Let us set
Ψ˜ := { (p, σ) ∈ Φ˜ : b˜(p, σ, µ) = 0 ∀µ ∈ M˜ }.
We will check that
• a˜(· , ·) is coercive in Ψ˜.
• b˜(· , ·) satisfies the usual “inf-sup” condition in Φ˜× M˜ .
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The proofs of these assertions are straightforward. Indeed, we have Ψ˜ = Φ (the completion of Φ0
with respect to m(·, ·), see (34)). Thus,
a˜((p, σ), (p, σ)) = m((p, σ), (p, σ)) = m˜((p, σ), (p, σ)) ∀(p, σ) ∈ Ψ˜
and this proves that a˜(· , ·) is coercive in Ψ˜.
On the other hand, the “inf-sup” condition is a consequence of the fact that, for any µ ∈ M˜ , there
exists (p, σ) ∈ Φ˜ such that
b˜(p, σ, µ) = ‖µ‖2
M˜
and ‖(p, σ)‖Φ˜ ≤ C‖µ‖M˜ . (55)
This can be seen as follows: for any fixed µ ∈ M˜ , let (p, σ) be the solution to
L∗p +∇σ = 0 in QT , ∇ · p = µ in QT , p = 0 on ΣT , p(·, T ) = 0 in Ω;
then p belongs to L2(QT ) and
‖p‖L2(QT ) ≤ C‖µ‖L2(QT ) (56)
(see [18]). Therefore, it is lear that (55) also holds.
3.3 A third mixed reformulation of (54) with an additional multiplier
As in Section 3.1, introducing the variable
z := L∗p +∇σ,
we observe that (54) is equivalent to:
aˆ((z,p, σ), (z′,p′, σ′)) + bˆ((z′,p′, σ′), (λ, µ)) = 〈ˆ`, (z′,p′, σ′)〉,
bˆ((z,p, σ), (λ′, µ′)) = 0,
∀((z′,p′, σ′), (λ′, µ′)) ∈ Z× Φ˜×Λ× M˜ ; ((z,p, σ), (λ, µ)) ∈ Z× Φ˜×Λ× M˜,
(57)
where the bilinear forms aˆ(· , ·) and bˆ(· , ·) are given by
aˆ((z,p, σ), (z′,p′, σ′)) :=
∫∫
QT
(
ρ−2z · z′ + ρ−20 p · p′1ω
)
dx dt
and
bˆ((z,p, σ), (λ, µ)) :=
∫∫
QT
[z− (L∗p +∇σ)] · λ dx dt+
∫∫
QT
(∇ · p)µdx dt (58)
and the linear form ˆ` is given by
〈ˆ`, (z,p, σ)〉 :=
∫
Ω
y0(x) · p(x, 0) dx.
Now, the following holds:
Proposition 6. There exists exactly one solution to (57). Furthermore, (54) and (57) are equivalent
problems in the following sense:
1. If ((z,p, σ), (λ, µ)) solves (57), then (p, σ, µ) solve (54).
2. If (p, σ, µ) solves (54), there exists λ ∈ Λ such that ((z,p, σ), (λ, µ)), with
z := L∗p +∇σ,
solves (57).
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Proof. Let us introduce the space
Ψˆ = { (z,p, σ) ∈ Z× Φ˜ : bˆ((z,p, σ), (λ, µ)) = 0 ∀(λ, µ) ∈ Λ× M˜ }
and, as before, let us check that
• aˆ(· , ·) is coercive in Ψˆ.
• bˆ(· , ·) satisfies the usual “inf-sup” condition in (Z× Φ˜)× (Λ× M˜).
Again, the proofs of these assertions are easy. Indeed, for any (z,p, σ) ∈ Ψˆ, z = L∗p + ∇σ and
∇ · p = 0 and, therefore,
aˆ((z,p, σ), (z,p, σ)) =
∫∫
QT
(
ρ−2|z|2 + ρ−20 |p|2 1ω
)
dx dt
=
1
2
‖(z,p, σ)‖2
Z×Φ˜ +
1
2
∫∫
QT
ρ−20 |p|21ω dx dt
≥ 1
2
‖(z,p, σ)‖2
Z×Φ˜,
whence aˆ(· , ·) is coercive in Ψˆ.
On the other hand, the “inf-sup” condition is a consequence of the fact that, for any (λ, µ) ∈ Λ× M˜ ,
there exists (z,p, σ) ∈ Z× Φ˜ such that
bˆ((z,p, σ), (λ, µ)) = ‖(λ, µ)‖2
Λ×M˜ and ‖(z,p, σ)‖Z×Φ˜ ≤ C‖(λ, µ)‖Λ×M˜ . (59)
This time, the argument is as follows: for any fixed (λ, µ) ∈ Yˆ, let (p, σ) be the solution to
L∗p +∇σ = 0 in QT , ∇ · p = µ in QT , p = 0 on ΣT , p(·, T ) = 0 in Ω;
then p belongs to L2(QT ) and
‖p‖L2(QT ) ≤ C‖µ‖L2(QT ). (60)
Taking z = ρ2λ, one arrives easily at (59).
3.4 Another formulation related to (44)
Let us introduce the spaces
Φ∗ := { (p, σ) :
∫∫
QT
[
ρ−22 |pt|2 + ρ−21 |∇p|2 + ρ−20 |p|2 + ρ−2|∇σ|2
]
dx dt < +∞,
∇ · p ≡ 0, p = 0 on ΣT },
Λ∗ := {λ :
∫∫
QT
[
ρ22|λ|2 + ρ21|∇λ|2
]
dx dt < +∞, λ = 0 on ΣT },
the bilinear forms a∗(· , ·) and b∗(· , ·), with
a∗((z,p, σ), (z′,p′, σ′)) :=
∫∫
QT
(
ρ−2z · z′ + ρ−20 p · p′1ω
)
dx dt
and
b∗((z,p, σ),λ) :=
∫∫
QT
{[z + pt −∇σ] · λ− ν∇p · ∇λ} dx dt
and the linear form `∗, with
〈`∗, (z,p, σ)〉 :=
∫
Ω
y0(x) · p(x, 0) dx.
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The bilinear form b∗(·, ·) appears when we integrate by parts the second–order terms in b(·, ·), see
(45). Accordingly, at least formally, we can reformulate (44) as follows:
a∗((z,p, σ), (z′,p′, σ′)) + b∗((z′,p′, σ′),λ′) = 〈`∗, (z′,p′, σ′)〉,
b∗((z,p, σ),λ) = 0,
∀((z′,p′, σ′),λ′) ∈ Z×Φ∗ ×Λ∗; ((z,p, σ),λ) ∈ Z×Φ∗ ×Λ∗.
(61)
This can be viewed as a new mixed formulation of (42). However, that these two problems are
equivalent in the sense of Propositions 5 and 6 is, at present, an open question.
3.5 A fifth (and final) mixed formulation
Finally, let us introduce the space
Φ := { (p, σ) :
∫∫
QT
[
ρ−22 |pt|2+ρ−21 |∇p|2+ρ−20 |p|2+|∇ · p|2+ρ−2|∇σ|2
]
dx dt < +∞,
p = 0 on ΣT },
the bilinear forms a(· , ·) and b(· , ·), with
a((z,p, σ), (z′,p′, σ′)) :=
∫∫
QT
(
ρ−2z · z′ + ρ−20 p · p′1ω
)
dx dt
and
b((z,p, σ), (λ, µ)) :=
∫∫
QT
{[z + pt −∇σ] · λ− ν∇p · ∇λ} dx dt+
∫∫
QT
(∇ · p)µdx dt
and the linear form `, with
〈`, (z,p, σ)〉 :=
∫
Ω
y0(x) · p(x, 0) dx.
In accordance with (61), it can be accepted that, at least formally, (57) possesses the following
reformulation:
a((z,p, σ), (z′,p′, σ′)) + b((z′,p′, σ′), (λ, µ)) = 〈`, (z′,p′, σ′)〉,
b((z,p, σ), (λ′, µ′)) = 0,
∀((z′,p′, σ′), (λ′, µ′)) ∈ Z×Φ×Λ×M ; ((z,p, σ), (λ, µ)) ∈ Z×Φ×Λ×M.
(62)
Remark 2. The previous mixed formulations possess several relevant properties:
• By constructing finite dimensional subspaces of Φ, we are led to standard mixed approximations of
(44). But this is not a simple task: recall that, in order to have (p, σ) ∈ Φ, we need (among other
things) L∗p +∇σ ∈ L2(ρ−1;QT ) and ∇ · p = 0.
• Contrarily, it is relatively easy to construct numerically efficient finite dimensional subspaces of Φ˜,
for instance, based on the Bell triangle or the Bogner-Fox-Schmidt rectangle. Consequently, we can
get finite element approximations of (54) for which, furthermore, a convergence analysis can be
performed.
• The same can be said for (57). In this case, the fact that the variable z appears explicitly is useful
for a direct computation of an approximation of the state.
• The mixed formulations (61) and (62) share an advantageous characteristic: they can be approxi-
mated in a rather standard way by C0 finite elements since, after integration by parts, no second-
order spatial derivative appears. Unfortunately, up to our knowledge, it is unknown whether or not
they are well posed. More precisely, the proof of the “inf-sup” condition is open and, moreover, the
well-posedness of their associated discrete versions is not clear.
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3.6 A numerical approximation of (62) (without justification)
Let us conserve the notation in Section 2.4.
For any couple of integers m,n ≥ 1, we will set
Zh(m,n) := { zh ∈ C0(Qκ,T ) : zh|K ∈ (Pm,x ⊗ Pn,t)(K) ∀K ∈ Qh },
Vh(m,n) := {ph ∈ Zh(m,n) : ph = 0 on ΣT },
Mh(m,n) := {σh ∈ C0(Qκ,T ) : σh|K ∈ (Pm,x ⊗ Pn,t)(K) ∀K ∈ Qh }.
Then, Zh(m,n) and Vh(m,n) are finite dimensional subspaces of the Hilbert space H1(Qκ,T ). More-
over, Vh(m,n) ×Mh(m,n) ⊂ Φ, Vh(m,n) ⊂ Λ and Mh(m,n) ⊂ M˜ . Therefore, for any m, n, m′, n′,
m′′, n′′, m′′′, n′′′, m′′′′, n′′′′ ≥ 1, we can define
Xh := Zh(m,n)×Vh(m′, n′)×Mh(m′′, n′′) and Yh := Vh(m′′′, n′′′)×Mh(m′′′′, n′′′′),
that are finite dimensional subspaces of Z×Φ and Λ×M , respectively.
The following mixed approximation of (62) makes sense:
a((zh, (ph, σh)), (z′h, (p
′
h, σ
′
h))) + b((z
′
h, (p
′
h, σ
′
h)), (λh, µh)) = 〈`, (z′h, (p′h, σ′h))〉,
b((zh, (ph, σh)), (λ′h, µ
′
h)) = 0,
∀((z′h, (p′h, σ′h)), (λ′h, µ′h)) ∈ Xh ×Yh; ((zh, (ph, σh)), (λh, µh)) ∈ Xh ×Yh.
(63)
3.7 A numerical experiment
This Section deals with some numerical results. We have solved (63) with the following data: Ω =
(0, 1)× (0, 1), ω = (0.2, 0.6)× (0.2, 0.6), T = 1, K1 = 1, K2 = 2, χ0 = χ(0.5,0.5)0 (as in Section 2); ν = 1,
y0(x) ≡ (M, 0), with M = 1000.
Again, the computations have been performed with the software Freefem++, using P2-Lagrange
approximations in (x, t) for all the variables. Th domain and the mesh are depicted in Fig. 1. The
linear system in (63) has been solved with the Arrow-Hurwicz algorithm, where we have taken r = 0.01
and s = 0.1. The convergence of this algorithm is illustrated in Table 2, where the first and the second
relative errors are given by
‖(z(k+1)h ,p(k+1)h , σ(k+1)h )− (z(k)h ,p(k)h , σ(k)h )‖L2(QT )
‖(z(k+1)h ,p(k+1)h , σ(k+1)h )‖L2(QT )
and
‖(λ(k+1)h , µ(k+1)h )− (λ(k)h , µ(k)h )‖L2(QT )
‖(λ(k+1)h , µ(k+1)h )‖L2(QT )
.
The computed control and state are displayed in Fig. 5–8.
Iterate Rel. error 1 Rel. error 2
1 0.659686 0.202439
10 0.063864 0.106203
20 0.016147 0.076083
30 0.008874 0.046212
40 0.000464 0.001397
50 0.000206 0.000762
Table 2: The behavior of the Arrow-Hurwicz algorithm for (63).
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Figure 5: ω = (0.2, 0.6); y0(x) = (1000, 0). Cuts of v1,h and 1010v2,h at x1 = 0.28 (Left) and x1 = 0.52
(Right).
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Figure 6: ω = (0.2, 0.6); y0(x) = (1000, 0). Cuts of y1,h and 1010y2,h at x1 = 0.28 (Left) and x1 = 0.52
(Right).
Figure 7: Evolution of the L2 norms of the first and second components of the control and the state.
25
Figure 8: Evolution of the state at times t = 0.2, t = 0.5 and t = 0.8. Cuts of y1,h (Left) and 1010y2,h
(Right).
26
4 An application : numerical local exact controllability to the
trajectories of the Navier-Stokes equations
In this Section, we will present a numerical method for the computation of a solution to the local exact
controllability problem to the trajectories of (3). This controllability property was proved in [7] under
suitable regularity assumptions on the trajectories. More precisely, we have to assume that the trajectory
satisfies
y ∈ L2(0, T ;D(A)) ∩ C0([0, T ]; V) ∩ L∞(QT ), yt ∈ L2
(
0, T ; H
)
, (64)
where D(A) := H2(Ω) ∩ V is the domain of the usual Stokes operator A; see [14] for a fundamental
result.
4.1 A fixed-point algorithm and a mixed formulation
First of all, let us rewrite the local exact controllability to the trajectories as a local null controllability
problem. To do this, let us put y = y + u and pi = pi + q and let us use (3). Taking into account that
(y, pi) solves (6), we find:
ut − ν∆u + (u · ∇)y + ((y + u) · ∇)u +∇q = v1ω in QT ,
∇ · u = 0 in QT ,
u = 0 on ΣT ,
u(0) = u0 := y0 − y0 in Ω.
(65)
This way, we have reduced our problem to a local null controllability result for the solution (u, q) to
the nonlinear problem (65).
Let us suppose that u0 ∈ D(Aσ), with 1/2 < σ < 1 (Aσ is the fractional power of the Stokes operator)
and let us introduce the fixed-point mapping F : W 7→W, where
W := {u ∈ L∞(QT ) : ∇ · u = 0 in QT , u · n = 0 on ΣT } .
Here, for any w ∈ W, u = F (w) is, together with some v and q, the unique solution to the extremal
problem  Minimize J(w; u,v) =
1
2
∫∫
QT
ρ2|u|2 dx dt+ 1
2
∫∫
qT
ρ20|v|2 dx dt
Subject to v ∈ L2(qT ), (u, q,v) satisfies (67),
(66)
where (67) reads as follows:
ut − ν∆u + (u · ∇)y + ((y + w) · ∇)u +∇q = v1ω in QT ,
∇ · u = 0 in QT ,
u = 0 on ΣT ,
u(0) = u0 in Ω.
(67)
It is again assumed that the weights ρ and ρ0 satisfy (9).
We have:
Theorem 8. For any u0 ∈ D(Aσ) and T > 0, there exists exactly one solution to (66)-(67).
This can be regarded as a consequence of the following Carleman inequality for Oseen systems (the
proof can be found in [15]):
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Proposition 7. For all R > 0, the function χ0 and the associated weights ρ, ρ0 and ρ1 furnished
by Proposition 1 can be chosen such that, for some C, only depending on Ω, ω, T and R, and for all
w ∈W with ‖w‖L∞(QT ) ≤ R, one has:∫∫
QT
(
ρ−21 |∇p|2+ρ−20 |p|2+ρ−2|∇σ|2
)
dx dt≤C
(∫∫
QT
ρ−2|M∗p+∇σ|2 dx dt+
∫∫
qT
ρ−20 |p|2 dx dt
)
(68)
for all (p, σ) ∈ Φ0. Here, we have used the notation
M∗p = −pt − ν∆p−∇p (y + w)−∇pt y, Mu = ut − ν∆u + (u · ∇)y + ((y + w) · ∇)u.
For any w ∈W, we will denote by m(w; · , · ) the following associated bilinear form on Φ0:
m(w; (p, σ), (p′, σ′)) :=
∫∫
QT
(
ρ−2(M∗p +∇σ) · (M∗p′ +∇σ′) + 1ωρ−20 p · p′
)
dx dt;
recall that Φ0 is given in (32).
This bilinear form is a scalar product in Φ0. Let us denote by Φw the corresponding completion.
Then, for a good choice of ρ and ρ0 (the same as above), the solution to (66) can be characterized by the
identities
u = ρ−2(M∗pw +∇σw), v = −ρ−20 pw
∣∣
qT
, (69)
where (pw, σw) is the solution to a variational equality in the Hilbert space Φw: m(w; (pw, σw), (p′, σ′)) =
∫
Ω
u0(x) · p′(x, 0) dx
∀(p′, σ′) ∈ Φw; (pw, σw) ∈ Φw.
(70)
Remark 3. Note that, in view of (68), for any fixed R > 0, the weights indicated in Proposition (7)
lead to a family of norms m(w; ·, ·)1/2 that are equivalent as long as ‖w‖L∞(QT ) ≤ R. Consequently, the
associated spaces Φw are the same for all w with ‖w‖L∞(QT ) ≤ R. 2
In order to solve the null controllability problem for (65), it suffices to find a solution to the fixed-point
equation
u = F (u), u ∈W. (71)
Moreover, in view of the results in [12], if u0 is small enough, F is well defined and possesses at least
one fixed-point.
Consequently, a natural strategy is to use the following algorithm:
ALG 2 (Fixed-point):
(i) Choose u0 ∈ D(Aσ).
(ii) Then, for given n≥0 and un∈W, compute un+1 =F (un), i.e. find the unique solution (un+1,vn+1)
to the extremal problem Minimize J(u
n; un+1,vn+1) = ρ2|un+1|2 dx dt+ 1
2
∫∫
qT
ρ20|vn+1|2 dx dt
Subject to vn+1 ∈ L2(qT ), (un+1, qn+1,vn+1) satisfies (73),
(72)
where (73) is the following
un+1t − ν∆un+1 + (un+1 · ∇)y + ((y + un) · ∇)un+1 +∇qn+1 = vn+11ω in QT ,
∇ · un+1 = 0 in QT ,
un+1 = 0 on ΣT ,
un+1(0) = u0 in Ω.
(73)
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This is the classical fixed-point method for F . We start from a prescribed state u0 and, then, we
solve a null controllability problem for a linear parabolic system at each step. This way, we produce a
sequence {un,vn} that is expected to converge to a solution to the null controllability problem (65).
For the numerical solution of the problems (72)–(73), we can apply arguments similar to those in
Sections 3.5 and 3.6. Thus, a suitable mixed formulation is:
a((z,p, σ), (z′,p′, σ′)) + b((z′,p′, σ′), (λ, µ)) = 〈`, (z′,p′, σ′)〉,
b((z,p, σ), (λ′, µ′)) = 0,
∀((z′,p′, σ′), (λ′, µ′)) ∈ Z×Φ× Λ×M ; ((z,p, σ), (λ, µ)) ∈ Z×Φ× Λ×M.
(74)
where, the spaces Z, Φ, Λ and M and the forms a(· , ·), b(· , ·) and ` are defined in Section 3.
4.2 Numerical experiments
In this Section, we are going to present some numerical experiments concerning the Poiseuille flow yP
and the Taylor-Green vortex yTG. In both cases, we try to solve a local exact controllability problem:
y(x, T ) ≡ yP (x) or y(x, T ) ≡ yTG(x, T ).
In the case of the Poiseuille flow, we will take the following data: Ω = (0, 5)×(0, 1), ω = (1, 2)×(0, 1),
T = 2, K1 = 1, K2 = 2, χ0 = χ
(1.5,0.5)
0 , ν = 1, yP (x1, x2) := (4x2(1−x2), 0), y0(x) :≡ yp+M(∇×ψ)(x)
where ψ(x1, x2) ≡ (x1x2)2[(1−x1)(1−x2)]2 and M = 0.1. Again, the computations have been performed
with the software Freefem++, using P2-Lagrange approximations and the linear systems have been solved
with the Arrow-Hurwicz algorithm, with parameters r = 0.01 and s = 0.1.
In the case of the Taylor–Green flow, we have taken the same data, except the following: Ω =
(0, pi)× (0, pi), ω = (pi/3, 2pi/3)× (pi/3, 2pi/3), T = 1 and
yTG(x1, x2, t) := (sin(2x1) cos(2x2)e
−8t,− cos(2x1) sin(2x2)e−8t).
The same software and the same kind of approximation were considered.
The computational domains and the corresponding triangulations are displayed in Fig. 9 and 12. The
behavior of the fixed-point iterates is depicted in Table 3. There, the relative error is given by
‖un+1 − un‖L2(QT )
‖un+1‖L2(QT )
.
The computed controls and states are shown in Fig. 10 and 11 for the Poiseuille test and Fig. 13–16 for
the Taylor-Green test.
Iterate Rel. error (P) Rel. error (TG)
1 0.499140 0.622740
10 0.039318 0.044985
20 0.010562 0.012376
30 0.003035 0.003366
40 0.000331 0.000851
50 0.000122 0.000209
Table 3: The behavior of ALG 2 (P: Poiseuille, TG: Taylor-Green).
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Figure 9: Poiseuille test – The domain and the mesh. Number of vertices: 1830. Number of elements
(tetrahedra): 7830. Total number of variables: 12810.
Figure 10: Poiseuille test – the target (Left) and the initial state (Right).
Figure 11: Poiseuille test – The state at T = 1.1 (Left) and the state at T = 1.7 ((Right).
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Figure 12: Taylor-Green test – The domain and the mesh. Number of vertices: 3146. Number of elements
(tetrahedra): 15900. Total number of variables: 22022.
Figure 13: Taylor-Green test – First component of the initial datum (Left) and second component of the
initial datum (Right).
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Figure 14: Taylor-Green test – The initial data: first component (Left) and second component (Right).
Figure 15: Taylor-Green test – The first component of the state (Left) and the second component of the
state at T = 0.6 ((Right).
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Figure 16: Taylor-Green test – The first component of the state (Left) and the second component of the
state at T = 0.9 ((Right).
5 Additional comments and conclusions
In this paper, we have seen that it is possible to solve numerically null controllability problems for the
two-dimensional heat, Stokes and Navier-Stokes equations with Dirichlet boundary conditions. We have
used some ideas that come from the so called Fursikov-Imanuvilov formulation and lead to the solution
of high order partial differential problems in the space and time variables. The similar and simpler
one-dimensional case was studied in [9].
There are two different ways to define numerical approximations of the resulting systems:
• By working with spatially C1 finite element spaces or
• By introducing multipliers and working on (usual) C0 finite element spaces.
In this paper, we have chosen the second approach. In a forthcoming paper, we will be concerned
with the first one.
Unfortunately, in our case, the numerical approximation is not completely justified from a rigorous
mathematical viewpoint. However, we have seen that the approximate problems can be solved in a
relatively easy way and produce good numerical results.
Of course, the same ideas and techniques can be applied in many other similar situations: semilinear
heat equations with (for instance) globally Lipschitz-continuous nonlinearities, Boussinesq-like systems,
non-cylindrical control domains, boundary control problems, etc. Some results have been presented
in [6, 8]; see also [10].
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