Environmental perturbations can lead to changes in bacterial cell size that are not predicted by current models. A recent study presents a model that accurately predicts cell size under a variety of environmental conditions, from just a few measurable variables.
The linear relationship between nutrient availability, growth rate and cellular composition has been a central tenet of bacterial physiology since the groundbreaking work of Moselio Schaechter, Ole Maaløe and Niels Kjeldgaard. In their 1958 study, Schaechter and colleagues [1] systematically varied nutrient availability to quantify the relationship between cellular composition (DNA, RNA, and protein content), cell size and growth rate in the Gram-negative bacterium Salmonella enterica Typhimurium. Their findings provided the foundation for the nutrient growth law, which states that the cellular composition and cell size of bacteria are exponential functions of their growth rate. Others have used Schaechter et al. ' s growth law to divine several other 'laws' that quantitatively describe the behavior of bacterial cells during balanced growth [2] . Amongst the most prominent of these is William Donachie's 1968 observation that the onset of DNA replication is correlated with the achievement of a specific ratio between cell mass and the genetic locus encoding the chromosomal origin of DNA replication (oriC). The cell size at which DNA replication initiates is commonly referred to as the initiation mass [3] .
Despite the longstanding utility of the nutrient growth law revealed by Schaechter et al. [1] for predicting cell size based on growth rate, there are instances where size deviates from that expected based on the growth rate alone. Mutations in UDP-glucose biosynthesis pathways significantly diminish cell size in Escherichia coli and Bacillus subtilis [4, 5] , and cell size and morphology can be modified by perturbing the function of several cytoskeletal proteins, all without impacting growth [6, 7] . Conversely, mutations affecting ribosomal maturation may slow growth without affecting cell size [8] .
Reasoning firstly that cell size at division is, very simply, size at birth plus the amount of growth that occurs between birth and division, and secondly that cell growth is dictated by both resource availability and partitioning, the Jun laboratory sought to develop a universal set of rules for predicting cell size that can explain the deviations from the expected relationship between cell size and growth rate, like those noted above. Their findings, published in this issue of Current Biology [9] , reveal that it is possible to predict cell size for a given growth condition if the values of just three key, measurable parameters are known ( Figure 1 ): initiation mass (as described by Donachie; S 0 ); the time required to replicate the chromosome and divide (t cyc ); and the mass doubling time of the cell (t).
Si et al. [9] define what they term the general growth law, which describes the dependence of cell size (S) on three parameters: S (S 0 , t cyc , t) = S 0 x 2 tcyc/t . The size at initiation, or initiation mass (S 0 ), is referred to here as the unit cell. Conceptually, the unit cell comprises the entirety of the resources contained within the cell when it reaches initiation mass, i.e. resources sufficient to maintain biosynthesis and start one round of the cell cycle from one origin of replication. The general growth law has two key principles: 'absolute' cell size (defined here as the size at division) is equal to the sum of the total number of unit cells; and 'absolute' cell size can be determined from the value of the unit cell, the time required to complete a cycle of DNA replication and division (t cyc ), and the mass doubling time of the cell (t).
The authors probed the predictive ability of their model using a custom multiplexed, computerized turbidostat (TSTAT) -a device set to monitor bacterial growth up to a defined turbidity, at which point the bacteria are diluted into fresh medium and cultured until reaching that defined turbidity again. This process is repeated to maintain cultures at steady state for many generations in order to gather data from cells growing under up to eight different conditions per experiment. Using the turbidostat in conjunction with high-throughput image analysis, the authors employed nutrient limitation, a tunable CRISPR-dCas9 suppression system (tCRISPRi) of their own design [10] , genetic mutations, and antibiotics targeting a variety of biosynthetic processes to determine the impact of changes in cell-cycle progression and growth on unit cell and absolute cell size.
As predicted by the general growth law, delaying DNA replication initiation led to a dose-dependent increase in both absolute and unit cell size, while either delaying replication subsequent to initiation or inhibiting division impacted only absolute cell size. Interfering with the initiation of DNA replication by repressing synthesis of an essential initiation protein, DnaA, or sequestering DnaA's binding site at oriC led to dose-dependent increases in unit cell size and a corresponding linear increase in absolute cell size. Conversely, reducing the rate of DNA replication using a thymine auxotroph or depleting levels of the replicative helicase did not substantially impact unit cell size, although absolute cell size increased. (In both cases, although replication was delayed, care was taken to ensure that growth rate remained constant.) Intriguingly, thyminelimited cells maintained a constant initiation mass by undergoing multifork replication, suggesting that the requirement to coordinate replication initiation with the achievement of a particular absolute cell size trumped other aspects of cell-cycle control. Multifork replication typically only occurs in nutrient-rich conditions, when the rates of chromosome replication and segregation fail to keep pace with mass doubling time. During multifork replication, new rounds of DNA replication are initiated prior to the completion of previous rounds to ensure that at least one round of replication is complete prior to division [11, 12] . As with delays in replication fork elongation, delaying division similarly increased absolute cell size but did not impact unit cell size.
In contrast to targeted perturbations of the cell cycle, the authors obtained mixed results when they utilized sub-lethal concentrations of antibiotics to interfere with specific biosynthetic pathways. While interfering with some pathways more closely mimicked the impact of nutrient limitation than others, data from these experiments generally reinforced previous work indicating that growth rate and cell size can, and often do, vary independently. In all cases, however, unit cell size remained constant regardless of the impact of the antibiotic on growth rate or absolute cell size, reinforcing its robust nature.
Together, Si et al.'s findings reveal the nutrient growth law of Schaechter and colleagues to be a special case of the general growth law, and support a model in which the unit cell is a basic building block of cell size. Absolute cell size under a given growth condition is both proportional to the size of the unit cell and set by the number of unit cells present. Unit cell size is set by the mass at initiation, while the number of unit cells contained within an absolute cell varies in a predictable manner with both the duration of DNA replication subsequent to initiation, the length of the division period and the mass doubling time. These experiments also highlight the remarkable constancy of initiation mass and are thus in agreement with not only Donachie's initial observations but also more recent work demonstrating that maintenance of a fixed initiation mass is critical for the ability of E. coli to maintain average size at the population level, despite stochastic variations [13] .
Given the straightforward nature of Si et al.'s findings, it is tempting to assume that they will apply to other bacteria. Whether this proves to be the case, particularly for organisms like B. subtilis, which do not employ a replicationdependent sizer, for mycobacteria or Agrobacterium tumefaciens, which employ a polar mode of growth, or for Caulobacter crescentus, which cannot perform multifork replication, remains to be seen [14] [15] [16] [17] . Visual processing depends on rapid parsing of global features followed by analysis of fine detail. A new study suggests that this transformation is enabled by a cycle of saccades and fixational drifts, which reformat visual input to match the spatiotemporal sensitivity of fast and slow neuronal pathways.
The first neuronal recordings in awake behaving monkeys performing eye movements were conducted more than 50 years ago, but most of what is known about the neural encoding in the early visual system in primates comes from experiments in anaesthetized or steadily fixating monkeys. However, it has been extensively documented that eye movements exert a strong influence on perception in humans [1] . Recently, the work of Rucci, Victor and colleagues [2, 3] has demonstrated that smaller and slower eye movements occurring during fixation also affect visual processing, facilitating the perception of fine spatial features. Now a new study from the Rucci group reported in this issue of Current Biology [4] shows that both saccades and slower fixational drifts reshape the spectral content of natural visual input to match the spatiotemporal profiles of fast magnocellular and slow parvocellular pathways. This dynamic reformatting could underlie a system of coarse-to-fine analysis of visual scenes, which has been proposed as an efficient means of image coding, often ascribed to the dynamic tuning properties of thalamic and cortical neurons in the magnocellular and parvocellular channels [5, 6] . The notion that vision performs a progressive coarse-to-fine scene analysis -analysing progressively low to high spatial frequencies -goes back to the work of David Marr, and has been frequently revived, with empirical support [7, 8] . The study of Boi et al. [4] gives a new perspective on these theories, providing a plausible mechanism whereby normal oculomotor behaviour could underlie the cause of the temporal ordering of the analysis by fast magnocellular and slow parvocellular neurons, which respond preferentially to post-saccadic transients or in a sustained manner during drifts [9] .
In contrast to previous work on coarse-to-fine perception of abruptly presented images during fixation, Boi et al. [4] recorded the eye movements of subjects freely exploring natural scenes in unconstrained conditions, and showed how these should, in theory, affect visual processing. They reported, as many others have noted, that the eyes are never still, but follow the well-known pattern of fast, ballistic
