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THE NUMBER OF ADDENDS IN THE
DECOMPOSITION OF AN ELEMENT OF A
NUMERICAL SEMIGROUP INTO ATOMS
HAMID KULOSMAN
Abstract. We prove that for every nonempty set Σ of integers
bigger than 1, which has at most three elements, there exists a
numerical semigroup T and an element x of T such that a natural
number n is the number of atoms in a decomposition of x into
atoms if and only if n belongs to Σ. We also propose three related
conjectures.
1. Introduction
Let’s start with a description of a factorization process of a nonzero
nonunit element x of an integral domain R. If x is an atom, we stop.
If not, we decompose it as x = x0x1, where both x0 and x1 are nonzero
nonunits. If both x0, x1 are atoms, we stop. If not, we take the first from
the left of the elements x0, x1 which is reducible and decompose it as a
product of two nonzero nonunits. Say x0 is reducible. We decompose
it: x0 = x0,0x0,1. Now we have x = x0,0x0,1x1. If all of the x0,0,
x0,1, x1 are atoms, we stop. If not, we take the first from the left of the
elements x0,0, x0,1, x1 which is reducible and decompose it as a product
of two nonzero nonunits. Say x0,0 is an atom and x0,1 is reducible:
x0,1 = x0,1,0x0,1,1. Now we have x = x0,0x0,1,0x0,1,1x1, etc. We call this
process a factorization process of x. If it stops after finitely many steps,
we say that this is a finite factorization process of x. If it never stops,
we say that this is an infinite factorization process of x. Obviously, this
process depends only on the multiplication in R, so it can be considered
in a multiplicative monoid and, hence, an analogue can be considered
in an additive monoid (T,+). There we call it an addendization process
as we decompose x into a sum of addends. We have finite and infinite
addendization processes. Addendization processes of additive monoids
shed some light on the structure of monoids, but also give some insights
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about the structure of integral domains since to each additive monoid
T we can associate a monoid domain F [X ;M ], where F is a field. So
it is of interest to investigate them in detail.
Consider now a special case when (T,+) is a numerical semigroup.
Then there are only finitely many atoms in T and also every adden-
dization process is finite. For a given nonzero nonunit element x ∈ T
we are interested in a number of atoms that we obtain after the last
step of an addendization process. We call the set of all such numbers
that we get for a given element x ∈ T the addendization set of x and
we denote it by AS(x).
Examples 1.1. (1) If T = N = {0, 1, 2, 3, . . .}, the only atom is 1 and
we have AS(x) = {x} for every x ∈ T \ {0}.
(2) If T = 〈2, 3〉 = {0, 2, 3, 4, 5, 6, . . .}, the only atoms are 2 and 3,
and we have:
AS(2) = {1},
AS(3) = {1},
AS(4) = {2},
AS(5) = {2},
AS(6) = {2, 3},
AS(7) = {3},
AS(8) = {3, 4},
AS(9) = {3, 4},
AS(10) = {4, 5}.
(3) If T = 〈3, 7, 8〉 = {3, 6, 7, 8, 9, 10, . . .}, the only atoms are 3, 7
and 8. The smallest x ∈ T such that AS(x) has one element is of
course x = 3: AS(3) = {1}. The smallest x ∈ T such that AS(x) has
two elements is x = 14: AS(14) = {2, 3}. The smallest x ∈ T such
that AS(x) has three elements is x = 21: AS(21) = {3, 4, 7}.
Note that for an element x of a numerical semigroup T , AS(x) = {1}
if and only if x is an atom. Also, if a subset Σ of N∗ = {1, 2, 3, . . . }
contains 1 and at least one more element, then there is no x ∈ T such
that AS(x) = Σ. The question we are interested in is the following
one: given a subset Σ of the set N \ {0, 1}, does there necessarily exist
a numerical semigroup T and an element x ∈ T such that AS(x) = Σ?
After giving some notation and preliminaries in Section 2, we will
work on this question in Section 3.
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2. Notation and preliminaries
We begin by recalling some definitions and statements. All the no-
tions in this paper that we use but not define, as well as the statements
that we mention or use but don’t prove, can be found in one of the
books [1] by R. Gilmer, [3] by P. A. Grillet, and [4] by J. C. Rosales
and P. A. Garc´ıa-Sa´nchez. The reader can also consult our paper [2]
(joint with R. Gipson), where the notion of a factorization process in
an integral domain was introduced.
We use ⊆ to denote inclusion, ⊂ to denote strict inclusion and | · | to
denote the cardinality of a set. We also denote N = {0, 1, 2, . . .} and
N∗ = {1, 2, . . . }.
An integral domain is a commutative ring R 6= {0} (with multiplica-
tive identity 1) such that for any x, y ∈ R, xy = 0 implies x = 0 or
y = 0. All the rings that we use in this paper are assumed to be com-
mutative and with multiplicative identity 1. In fact, all of them will be
integral domains. An element a ∈ R is said to be a unit of R if it has a
multiplicative inverse in R. A non-zero non-unit element a ∈ R is said
to be irreducible (and called an atom of R) if a = bc (b, c ∈ R) implies
that at least one of the elements b, c is a unit. An integral domain R
is said to be atomic if every non-zero non-unit element of R can be
written as a finite product of atoms.
Many notions related to factorization in an integral domain can be
already defined in the underlying multiplicative monoid (R, ·). Hence
we can generalize them by defining them in an arbitrary commutative
monoid with zero (M, ·), and then also in an arbitrary additive monoid
(M,+) by just translating the terminology from the multiplicative one
to the additive one. The next definitions illustrate this point of view.
A commutative monoid, written additively, is a nonempty setM with
an operation + : M ×M →M which is associative, commutative, and
has an identity element called zero ( i.e., an element 0 ∈ M such that
a + 0 = a for every a ∈ M . All the monoids used in this paper are
assumed to be commutative and written additively. From now on we
call them just monoids. An element a ∈M is said to be a unit of M if
it has an additive inverse in M . A non-unit element a ∈ M is said to
be irreducible (and called an atom of M) if a = b+ c (b, c ∈M) implies
that at least one of the elements b, c is a unit. A monoid M is said to
be atomic if every non-infinity non-unit element of M can be written
as a finite sum of atoms.
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A numerical semigroup is a submonoid T of N with finite complement
in N. It is finitely generated and has a unique minimal system of
generators A ⊆ N. The cardinality of the minimal system of generators
is bounded from above by the least positive element of T . If A is a
nonempty subset of N, then the submonoid 〈A〉 of N, generated by A,
is a numerical semigroup if and only if gcd(A) = 1.
Note that the minimal generating set of a numerical semigroup T
consists precisely of all the atoms of T . Hence, when we say that
T = 〈n1, n2, . . . , nk〉 is a numerical semigroup, to prove that A =
{n1, n2, . . . , nk} is the minimal generating set of T is equivalent to
proving each of the elements n1, n2, . . . , nk is an atom of T .
If M is a monoid and F is a field, we will consider the monoid ring
F [X ;M ] associated with M . It consists of the polynomial expressions
f = a0X
α0 + a1X
α1 + · · ·+ anX
αn ,
where n ≥ 0, ai ∈ F , and αi ∈ M (i = 0, 1, . . . , n), with “standard”
addition and multiplication. The factorization properties of F [X ;M ]
and the addendization properties ofM can be expressed via each other.
3. Addendization sets
In this section we will be discussing the question raised at the end
of Section 1. We start with the following simple statement.
Proposition 3.1. For any singleton Σ = {n} ⊆ N \ {0, 1} there is a
numerical semigroup T and an element x ∈ T such that AS(x) = Σ.
Proof. Take T = 〈2, 2n− 1〉 and x = 2n. 
Now we consider the case of a two-element subset Σ of N \ {0, 1}.
Proposition 3.2. Consider the subset Σ = {2, n} of the set N\{0, 1},
with n ≥ 3. The monoid
T = 〈k, k + n, kn− (k + n)〉,
where k ≥ 7 and gcd(n, k) = 1, is a numerical semigroup with minimal
generating set A = {k, k+ n, kn− (k+ n)}, whose element x = kn has
the property AS(x) = Σ.
Proof. We first show that each of the elements k, kn, kn− (k+n) is an
atom. Clearly k < k + n, while the inequality
k + n < kn− (k + n) (1)
follows from the inequalities
2n
n− 2
≤ 6 < k, which are true since n ≥ 3
and k ≥ 7. Now k is obviously an atom as the smallest element of a
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generating set. Also k + n is an atom since k + n 6= λk (for λ ∈ N) as
n 6≡ 0 (mod k). Suppose that kn− (k + n) is not an atom. Then
kn− (k + n) = λk + µ(k + n) (λ, µ ∈ N). (2)
This equality (when considered modulo k) implies µ+ 1 ≡ 0 (mod k).
Hence
µ ∈ {k − 1, 2k − 1, 3k − 1, . . . }. (3)
The equality (2) can be written as
kn = λk + µ(k + n) + k + n. (4)
One of the addends on the right hand side (RHS) is µn, hence which
because of (3) implies µ = k − 1. If we plug in this into (4) we get
0 = λ+ k, a contradiction. Thus kn− (k + n) is also an atom.
Now we analyze in which ways x = kn can be decomposed into a sum
of atoms. One way is x = k + n+ kn− (k + n), where the underlined
expressions are atoms. To find all other ways we write
αk + µ(k + n) + γ[kn− (k + n)] = k + n+ [kn− (k + n)]. (5)
If here β ≥ 2, then the left hand side (LHS) is bigger than the right
hand side (RHS) due to (1). Hence γ = 0 or 1. If γ = 1, we have
αk + β(k + n) = k + n. Hence α = 0 and β = 1 (however we already
mentioned this way to represent kn as a sum of atoms), or β = 0, in
which case we get k + n = λk, but that is not possible since k + n is
an atom. Finally if γ = 0, we get from (5) the equality
αk + β(k + n) = k + n+ [kn− (k + n)].
Here β = 0 (otherwise αk+(β−1)(k+n) = kn− (k+n), which is not
possible since kn−(k+n) is an atom). Hence αk = k+n+[kn−(k+n)]
and so α = n. Thus we got one more way to decompose x = kn as a
sum of atoms.
In total we got the following two ways to decompose x as a sum of
atoms:
x = k + n + kn− (k + n),
= n · k,
where the underlined elements are atoms, so that indeed AS(x) =
{2, n}. 
Next we consider the case of a three-element subset Σ of N \ {0, 1}.
Proposition 3.3. Consider the subset Σ = {2, n, t} of the set N\{0, 1},
with n ≥ 3 and t ≥ n + 1. The monoid
T = 〈tn2, tn2 + n, t2n+ 1, t2n+ n + 1, t2n2 − t2n− 1〉
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is a numerical semigroup with minimal generating set A = {tn2, tn2 +
n, t2n + 1, t2n + n + 1, t2n2 − t2n − 1}, whose element x = t2n2 + n
has the property AS(x) = Σ.
Proof. Let k = t2n+ 1. Then all the hypothesis of Proposition 3.2 are
satisfied, namely:
n ≥ 3,
gcd(k, n) = gcd(t2n + 1, n) = gcd(k, n) = 1,
k = t2n + 1 ≥ 42 · 3 + 1 = 49 ≥ 7.
Consider the submonoid
T ′ = 〈t2n + 1, t2n + n+ 1, t2n2 − t2n− 1〉
of N. By Proposition 3.2, T ′ is a numerical semigroup with minimal
generating set A′ = {t2n+1, t2n+n+1, t2n2−t2n−1}, whose element
x = kn = t2n2 + n has the property AS(x) = Σ′ = {2, n}. We want to
extend the generating set A′ of T ′ by adding to it two elements a, b so
that the following conditions hold:
(1) a < b < t2n + 1 < t2n + n+ 1 < t2n2 − t2n− 1;
(2) there are λ, µ ∈ N such that λ+µ = t and λa+µb = kn = t2n2+n;
(3) the set A = {a, b, t2n+1, t2n+n+1, t2n2−t2n−1} is a minimal
generating set of the submonoid T = 〈tn2, tn2 + n, t2n + 1, t2n + n +
1, t2n2 − t2n− 1〉 of N, which is a numerical semigroup.
Once we find such a and b, we hope that then, additionally, the
element x = t2n2 + n satisfies AS(x) = Σ.
In order to get an idea how to define a and b we note that
t2n2 + n = λa + µb > (λ+ µ)a = ta,
t2n2 + n = λa + µb < (λ+ µ)b = tb,
from where we get
a < (tn +
1
t
)n,
b > (tn +
1
t
)n.
This motivates us to try
a = tn2,
b = (tn + 1)n.
It turns out that this choice of a and b will do.
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Now we have T = 〈tn2, tn2+n, t2n+1, t2n+n+1, t2n2− t2n− 1〉.
Note that
tn2 + n < t2n+ 1⇔ n < tn(t− n) + 1,
which is true since t− n ≥ 1 and t ≥ 7. Thus the above condition (1)
holds.
Claim 1: The elements tn2, tn2+n, t2n+1, t2n+n+1, t2n2−t2n−1
are (the only) atoms of the monoid T and T is a numerical semigroup.
Proof of Claim 1: Clearly tn2 and tn2 + n are atoms. We now prove
that t2n+ 1 is an atom. Otherwise,
t2n+ 1 = α tn2 + β (tn2 + n)
for some α, β ∈ N, which is not possible modulo n. Next we prove that
t2n + n+ 1 is an atom. Suppose to the contrary. Then
t2n+ n + 1 = α tn2 + β (tn2 + n) + γ (t2n+ 1). (6)
Here γ = 0 is not possible modulo n. Hence γ ≥ 1.
1◦ case: Either α or β is 6= 0. Then α tn2 + β (tn2 + n) > n, hence
the RHS of the equality (6) is bigger than the LHS, a contradiction.
2◦ case: α = β = 0. Then (6) gives t2n+n+1 = γ (t2n+1). If γ ≥ 2,
then the RHS of this equality is bigger than the LHS, a contradiction.
Hence γ = 1. Then we get t2n+ n+ 1 = t2 + 1, a contradiction.
So (6) is not possible and thus t2n + n+ 1 is an atom.
Next we show that t2n2−t2n−1 is an atom. Suppose to the contrary.
Then:
t2n2 = t2n−1 = α tn2+β (tn2+n)+ γ (t2n+1)+ δ (t2n+n+1). (7)
Here γ = δ = 0 is not possible modulo n. Hence either γ ≥ 1 or
δ ≥ 1. Also α = β = 0 is not possible because of the properties of
the numerical semigroup T ′ (see Proposition 3.2). Hence either α ≥ 1
or β ≥ 1. Modulo n we get from (7) that −1 ≡ γ + δ (mod n), i.e.,
γ + δ ≡ n − 1 (mod n). Hence γ + δ ∈ {n − 1, 2n − 1, 3n − 1, . . . }.
Hence we get from (7):
RHS ≥ (n− 1)(t2n+ 1) + tn2
= t2n2 − t2n + n− 1 + tn2
> t2n2 − t2n− 1
= LHS,
a contradiction. Thus t2n2 − t2n− 1 is an atom.
Claim 1 is proved.
Claim 2: Let x = kn = t2n2 + n. Then AS(x)={2,n,t}.
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Proof of Claim 2: We have
x = k n
= (t2n2 − t2n− 1) + (t2n+ n+ 1)
= (t− 1) tn2 + 1 · (tn2 + n),
where the underlined expressions are atoms, so that
AN(x) ⊇ {2, n, t}.
Consider the equality
(t2n+ 1)n = α tn2 + β (tn2 + n) + γ (t2n+ 1)
+ δ (t2n + n+ 1) + ε (t2n2 − t2n− 1) (8)
with α, β, γ, δ, ε ∈ N. If α = β = 0, then it follows from the properties
of the numerical semigroup T ′ (see Proposition 3.2) that either γ =
0, δ = ε = 1, or δ = ε = 0, γ = n, which are two of the three
decompositions listed above. Suppose now that either α 6= 0 or β 6= 0.
1◦ case: ε 6= 0. Then ε = 1 (otherwise, if ε > 1, the RHS of (8) would
be bigger than the LHS). We have:
t2n2 + n = α tn2 + β (tn2 + n) + γ (t2n+ 1)
+ δ (t2n+ n + 1) + t2n2 − t2n− 1,
hence
t2n+ n + 1 = α tn2 + β (tn2 + n) + γ (t2n+ 1) + δ (t2n + n+ 1).
Hence δ = 0 (otherwise, as α 6= 0 or β 6= 0, we would have that the
RHS of this equality is bigger than the LHS). Now we have
t2n+ n + 1 = α tn2 + β (tn2 + n) + γ (t2n+ 1).
Hence γ = 1 (otherwise, as α 6= 0 or β 6= 0, we would have that the
RHS of this equality is bigger than the LHS). So we have
t2n+ n + 1 = α tn2 + β (tn2 + n) + t2n + 1,
hence n = α tn2 + β (tn2 + n), a contradiction.
2◦ case: ε = 0. We have:
(t2n+ 1)n = α tn2 + β (tn2 + n) + γ (t2n+ 1) + δ (t2n + n+ 1).
2A◦ case: γ 6= 0 or δ 6= 0. We have 0 ≡ γ+δ (mod n), hence γ+δ ∈
{n, 2n, 3n, . . . }, hence (as α 6= 0 or β 6= 0) the RHS of this equality is
bigger than the LHS, a contradiction.
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2B◦ case: γ = δ = 0. We have (t2n+1)n = α tn2+β (tn2+n), hence
t2n + 1 = α tn + β (tn + 1). If α + β ≥ t + 1, then we get from this
equality
RHS > (t+ 1) tn = t2n+ tn > LHS,
a contradiction. If α + β ≤ t− 1, then
RHS = α tn2 + β (tn2 + n)
< (α + β) (tn2 + n)
≤ (t− 1) (tn2 + n)
= t2n2 − tn2 + tn− n
≤ t2n2 + n
(as t2n2 = tn2 + tn − n ≤ t2n2 + n ⇔ tn ≤ 2n + tn2 ⇔ t ≤ tn + 2).
Thus the RHS is smaller than the LHS, a contradiction. Finally, if
α+β = t, then (t2n+1)n = α tn2+(t−α) (tn2+n), hence t2n2+n =
α tn2+t2n2+tn−α tn2−α, hence (1+α)n = tn. This implies α = t−1
and β = 1. This is the third one of the three decompositions listed at
the beginning of the proof of this claim.
Claim 2 is proved.
The claims 1 and 2 contain all the facts from the statement of the
proposition. 
Remark 3.4. At the beginning of the proof of the previous proposition
we define k = t2n + 1. Our first attempt was k = tn + 1. The “+1”
part of this formula for k is put so that k ≡ 1 (mod n), which later,
after also putting a ≡ 0 (mod n) and b ≡ 0 (mod n), makes the proofs
of atomicity and addendization in certain cases very simple. However,
with k = tn + 1 we wern’t able to rule out the case x = λ x+ µ b with
λ+µ < t. We then tried k = ztn+1, where z is a paremeter, and this
worked for various z, in particular for z = t.
Corollary 3.5. Consider the subset Σ′′ = {n, t} of the set N \ {0, 1},
with n ≥ 3 and t ≥ n + 1. The monoid
T ′′ = 〈tn2, tn2 + n, t2n + 1〉
is a numerical semigroup with minimal generating set A′′ = {tn2, tn2+
n, t2n+1}, whose element x = t2n2 + n has the property AS(x) = Σ′′.
Proof. The monoid T ′′ is a submonoid of the monoid T from the pre-
vious proposition. For any d ∈ N∗, if d | tn2 and d | tn2 + n, then
d | n, hence d ∤ t2n + 1. So the gcd of the three generators is 1. It
follows from the previous proposition that T ′′ is a numerical semigroup
with the minimal generating set A′′ = {tn2, tn2 + n, t2n + 1}. By the
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previous proposition the element x = t2n2 +n can be decomposed into
atoms in three different ways in T , however only two of them work in
T ′′ as well. Hence AS(x) = Σ′′. 
Corollary 3.6. Consider the subset Σ′′′ = {r + 1, n, t} of the set
N \ {0, 1}, with r ≥ 1, n ≥ r + 2 and t ≥ n+ 1. The monoid
T ′′′ = 〈rtn2, r(tn2 + n), r(t2n + 1), r(t2n+ n + 1), t2n2 − t2n− 1〉
is a numerical semigroup with minimal generating set A′′′ = {rtn2, r(tn2+
n), r(t2n + 1), r(t2n + n + 1), t2n2 − t2n − 1}, whose element x′′′ =
r(t2n2 + n) has the property AS(x′′′) = Σ′′′.
Proof. Denote a = tn2, b = tn2 + n, c = t2n + 1, d = t2n + n + 1, e =
t2n2 − t2n − 1 and A = rtn2, B = r(tn2 + n), C = r(t2n + 1), D =
r(t2n+n+1). We also use the notation x = t2n2+n from the previous
proposition. Taking into account the previous proposition, in order to
prove that A < B < C < D < e we only need to prove that D < e.
We have:
e = t2n2 − t2n− 1 ≥ t2n(r + 2)− t2n− 1
= t2n(r + 1)− 1
= rt2n + t2n− 1
= rt2n + (r + 3)2n− 1
= rt2n + r2n+ 6rn+ 9n− 1
> rt2n + rn+ r
= D.
Taking into account the previous proposition, in order to prove that
A,B,C,D, e are atoms of T ′′′, we only need to prove that e is an atom
of T ′′′. Suppose to the contrary. Then
e = αA+ β B + γ C + δ D
= (α r)a+ (β r)b+ (γ r)c+ (δ r)d,
contradicting the fact that e is an atom of the numerical semigroup
T = 〈a, b, c, d, e〉 from the previous proposition.
There are three decompositions of x into atoms in T . Here are the
three analogous decompositions of x′′′ in T ′′′:
x′′′ = nC,
= (t− 1)A+B,
= D + re,
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where the underlined symbols are atoms of T ′′′. Hence
AS(x′′′) ⊇ {r + 1, t, n}.
We now show that there is no other way to decompose x′′′ into atoms
in T ′′′. Consider the relation
x′′′ = αA+ β B + γ C + δ D + ε e. (9)
1◦ case: ε = 0. Then (9) becomes x′′′ = αA+β B+γ C+δ D, which
is (after cancelling r) equivalent to x = α a + β b + γ c + δ d in T . By
the previous proposition we have exactly two options:
x = n c,
= (t− 1) a+ b,
where the underlined symbols are atoms of T . Thus we got the first
two of the above listed three options for a decoomposition of x′′′ into
atoms in T ′′′.
2◦ case: ε = ε′ r, where ε′ ≥ 1. Then after cancelling r, the relation
(9) is equivalent to x = α a + β b + γ c + δ d + ε′ e in T , with ε′ ≥ 1.
By the previous proposition we have α = β = γ = 0, δ = 1, ε′ = 1.
Hence ε = r. Thus we got the above listed third decomposition of x′′′
into atoms in T ′′′.
3◦ case: ε = ε′ r + r′, where r′ ∈ {1, 2, . . . , r − 1}. Then rx = rα a+
rβ b+ rγ c+ rδ d+ rε′ e+ r′ (t2n2 − t2n− 1) in T . This is not possible
modulo r as all the terms of this equality, but the last one, are divisible
by r. 
Finally we formulate a theorem which unifies all of the above results.
Theorem 3.7. Given a subset Σ of the set N\{0, 1}, such that |Σ| ≤ 3,
there exists a numerical semigroup T and an element x ∈ T such that
AS(x) = Σ.
Proof. If |Σ| = 1 the statement follows from Proposition 3.1. If |Σ| = 2
the statement follows from Proposition 3.2 and Corollary 3.5. If |Σ| = 3
the statement follows from Corollary 3.6. 
Examples 3.8. (1) By Proposition 3.2, the addendization set Σ =
{2, 3} can be realized in the numerical semigroup T = 〈7, 10, 11〉 as
AS(21). We have:
21 = 10 + 11
= 3 · 7.
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(2) By Corollary 3.5, the addendization set Σ = {3, 4} can be realized
in the numerical semigroup T = 〈36, 39, 49〉 as AS(147). We have:
147 = 3 · 49
= 3 · 36 + 39.
(2) By Corollary 3.5, the addendization set Σ = {3, 4} can be realized
in the numerical semigroup T = 〈36, 39, 49〉 as AS(147). We have:
147 = 3 · 49
= 3 · 36 + 39.
(3) By Corollary 3.3, the addendization set Σ = {2, 3, 4} can be
realized in the numerical semigroup T = 〈36, 39, 49, 52, 95〉 as AS(147).
We have:
147 = 52 + 95
= 3 · 49
= 3 · 36 + 39.
(4) By Corollary 3.6, the addendization set Σ = {3, 5, 7} can be
realized in the numerical semigroup T = 〈350, 360, 492, 502, 979〉 as
AS(2460). We have:
2460 = 5 · 492
= 6 · 350 + 360
= 502 + 2 · 979.
Our examples are probably not minimal in any sense, however they
provide formulas for constructing T and x that work for any given Σ
with |Σ| ≤ 3.
4. Concluding remarks
We intuitively feel that Theorem 3.7 holds as well if we omit the
condition |Σ| ≤ 3, i.e., that the following conjecture holds:
Conjecture 1. Given any nonempty finite subset Σ of the set N \
{0, 1}, there exists a numerical semigroup T and an element x ∈ T
such that AS(x) = Σ.
We cannot imagine any obstacle that would prevent this stement to
be true, however, we are not able to construct such a T and x ∈ T .
We mentioned that our examples are probably not minimal in any
sense, so it would be interesting to ask, when Σ is given, how to con-
struct minimal T and x in various senses. For example, for Σ = {2, 3}
a minimal T and x, in a certain precisely defined sense, would be
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T = 〈2, 3〉 and x = 6. Also for Σ = 〈2, 3, 4〉 a minimal T and x, in a
certain precisely defined sense, would probably be T = 〈9, 12, 13, 23〉
and x = 36.
Furthermore, we intuitively feel that the following two equivalent
conjectures (which are beyond the scope of numerical semigroups) hold:
Conjecture 2. Given any nonempty subset Σ, finite or infinite, of
the set (N ∪ {∞}) \ {0, 1}, there exists an additive monoid M and an
element x ∈M such that AS(x) = Σ.
Conjecture 3. There exists an additive monoid M such that for
any nonempty subset Σ, finite or infinite, of the set (N∪{∞})\{0, 1},
there exists an element x = x(Σ) ∈M such that AS(x) = Σ.
Note that the statement ∞ ∈ AS(x) for some x ∈ M means that x
has an infinite addendization process.
Clearly Conjecture 3 implies Conjecture 2. Conversely, if Conjec-
ture 2 holds, then using a direct sum of monoids one can show that
Conjecture 3 holds.
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