In this note, we introduce a simple, effective numerical method, the local tangential lifting method, for solving partial differential equations for scalar-and vector-valued data defined on surfaces. Even though we follow the traditional way to approximate the regular surfaces under consideration by triangular meshes, the key idea of our algorithm is to develop an intrinsic and unified way to compute directly the partial derivatives of functions defined on triangular meshes. We present examples in computer graphics and image processing applications.
Introduction and motivation
Numerical approaches to solve partial differential equations (PDEs) on surfaces have received growing interest over the last decade. However, they are still not well understood. PDEs need to be solved intrinsically and numerically for data defined on 3D surfaces in many applications. For instance, such examples exist in texture synthesis [35, 36] , weathering [14, 25] , computer graphics [5] and surface processing [12, 20, 21, 24, 30, 31, 40] . Usually, surfaces are presented by triangular or polygonal forms. PDEs are then solved on these triangular or polygonal meshes with data defined on them. The use of triangular or polygonal meshes is very popular in all areas dealing with 3D models. However, it has not yet been a widely accepted method to compute differential characteristics such as principal directions, curvatures and Laplacians [8] [9] [10] 32, 33, 37] . This is because that there is no unified, simple and effective method to compute these first-and secondorder differential characteristics of the triangular or polygonal surface and to solve PDEs for data defined on triangular or polygonal meshes. Wu et al. [37] proposed a new intrinsic simple algorithm to handle this difficulty. In this note, we use this new technique to solve PDEs on surfaces.
Bertalmío et al. [4, 5] proposed a framework, the level-set method (the implicit surface algorithm), to solve variational problems and PDEs for scalar-and vector-valued data defined on
The parametrization method (gradient and Laplace-Beltrami operators on regular surfaces)
We consider a parametrization x : U → at a point p, where U is an open subset of the 2D Euclidean space R
. We can choose, at each point q of x(U), a unit normal vector N(q). The map N : x(U) → S
2 is the local Gauss map from an open subset of the regular surface to the unit sphere in the 3D Euclidean space R 3 . The Gauss map N is differentiable. Denote the tangent space of at the point p by T p = {v ∈ R 3 : v⊥N(p)}. The tangent space T p is a linear space spanned by {x u , x v }, where u and v are coordinates for U.
The gradient ∇h of a smooth function h on can be computed from
where E, F and G are the coefficients of the first fundamental form and
See [7] for the details. Note that the gradient ∇h assigns to each point q in a tangent vector ∇h(q) such that we have for all v ∈ T q
where the smooth curve γ (t) is in with γ (0) and γ (0) = v. The Laplace-Beltrami (LB) operator acting on the function h is defined by the integral duality
for all smooth function φ on . A direct computation yields the following local representation for the LB operator on a smooth function h:
After some computations, we have
where
See [38] for details. Finding a suitable parametrization of the general surface is the key step of this method. There are many different parametrization methods, such as the conformal parametrization, presented in recent years. See [15, 17] for more details.
The level-set method
The level-set method for solving the PDE on implicit surfaces is one of the most popular methods. We describe the method developed in [2, [4] [5] [6] 16] briefly. Let be a smooth closed surface in R 3 and let ϕ : R 3 → R be the signed distance function to S with the convention
Hence, the zero-level set of ϕ, ϕ = 0, is an implicit representation of the surface . Many geometric properties of S and the zero-level set of ϕ have elegant expressions. The normal vector of is corresponding to the gradient ∇ϕ on the zero-level set; the gradient vector of a function h defined on S, ∇ h can be estimated by
whereh is a smooth function defined in an open domain in R 3 containing , ∇h denotes the standard Euclidean gradient ofh and P(x) is a local projection onto tangent planes to zero-level set,
The LB operator is given by
See [2,6,16] for details and applications.
It is worth to point out that the computation of certain parametrizations, such as the conformal parametrization, or implicit representations, is a complicated processing and costs a lot of computational time for arbitrary given hypersurfaces with complicated topological or geometrical structures.
The discretization method
Consider a triangular discretization S = (V , F) of the surface , where V = {v i |1 ≤ i ≤ n V } is the list of vertices and F = {T k |1 ≤ k ≤ n F } is the list of triangles. Let v be a vertex in V and N(v) the index of one-ring neighbours of the vertex v. Next, we recall several discretizations of h for a C 2 function h on as follows. For more discussions, see also [38] .
Taubin et al.'s discretization
Taubin [32] considered the following form of discretization of f :
where the weights ω i are non-negative numbers with i∈N(v) ω i = 1. There are several choices for the weights ω i . An obvious choice is the uniform weights ω i = 1/|N(v)|, where |N(v)| is the cardinality of the set N(v). A general way to determine the weights ω i is to use the following formulation:
with a non-negative function
Desbrun et al. [13] define the weights ω i as
where α i and β i are the triangles as shown in Figure 1 . It is obvious that the discretization (10) of h cannot be a correct approximation of h since it approaches zero as the size of the surface mesh goes to zero. 
Mayer et al.'s discretization
For a C 2 function h on , Green's formula gives
where D(z, ) is a small disc at a point z on the surface and n is the intrinsic outer normal of the boundary of the disc. Mayer discretized (13) at v over the triangular surface mesh S and obtained the following approximation:
where A(v) is the sum of areas of triangles around v, and k, m ∈ N(v) ∩ N(v i ). It can be checked directly that formula (14) is derived from Equation (13) by approximating
, respectively. Therefore, the discretization in Equation (14) is an approximation of h at v.
Desbrun et al.'s discretization
It is well known in the theory of differential geometry that the mean curvature normal satisfies the following formula:
where A is the area of a small region around the point p and ∇ is the gradient with respect to the (x, y, z) coordinates of p. From Equation (15), Desbrun et al. got the following approximation:
where N(v) is the index set of one-ring neighbouring vertices of vertex v, α i and β i are as in Equation (12) and A(v) is the sum of areas of triangles around v.
Xu's discretization
In 2004, Xu presented two discrete LB methods in a triangular mesh from Green's formula and the quadratic fitting. Following Equation (13), Xu introduced his discretization
where ∇h(v) is the gradient of h at v, A(v) is the sum of area of the triangles that contain v and ν i is the unit outward normal of the edge v i v i + . Xu also used the biquadratic fitting of the surface data and function data to calculate the approximate LB operator. He introduced complexity weights of Equation (10). This kind of weights can be found in [38, 39] . 
See [19] for details. Especially, the method in [29] can estimate the spectrum of the general anisotropic LB operator ∇ · (ω∇) on a simply connected surface patch. Shi et al. use the method of finite elements on triangular meshes and convert the integral
into the matrix form
where Q w and K are two n V × n V matrices which can be found in [29] . Hence, the spectrum of ∇ · (ω∇) can be solved by the general eigenvalue problem:
If ω ≡ 1, the Laplacian of h can be estimated by Equation (21).
Our intrinsic algorithm for solving PDEs on surfaces: the local tangential lifting method
In this section, we first propose our discrete intrinsic algorithm for solving PDEs on regular surfaces. We divide our algorithm into two main steps: first, we approximate the given surface by a suitable triangular mesh, such as Delaunay triangulation, according to the accuracy demand. Second, we use our new intrinsic differential method developed in [37] to compute the numerical PDE on the fixed triangular mesh. The first step is now easy to implement since one can find some good and efficient algorithms in the public domain. The difficult part lies in the second step. Namely, how can one effectively compute differential operators on functions on a triangular mesh? To move from regular surfaces to triangular meshes, one needs to avoid the problem of local parametrization x around a vertex p. In other words, one does not have the first fundamental form E, F, G and their derivatives for the computation of the gradient and the Laplacian operator of a function on a triangular mesh. To handle this problem, we give a novel method, the local tangential lifting (LTL) method, in [37] to compute these differential operators. The primary ideas were developed in [10] where we try to estimate the discrete partial derivatives for 2D scattered data points. This provides us a unified, simple and effective method to define the discrete gradient and the discrete Laplacian operator on functions on a triangular mesh. Indeed, the method that we shall use to develop our algorithm is divided into two main steps: first, we lift the oneneighbourhood points to the tangent space and obtain a local tangential polygon. Second, we use some geometric ideas to lift functions and vectors to the tangent space and then we can compute their derivatives in the 2D tangent space. This means that the lifting process allows us to reduce the 2D curved surface problem to the 2D Euclidean problem and hence the methods in [1, 10] can be applied.
Consider a triangular mesh S = (V , F), where V = {v i |1 ≤ i ≤ n V } is the list of vertices and F = {f k |1 ≤ k ≤ n F } is the list of triangles. Next, we introduce the notion of the local tangential polygon P(v) at the vertex v of S as follows.
The normal vector N(v) at the vertex v in S is given by
where N f is the unit normal to a triangle face f and the centroid weight is given in [8] by
Here, G f is the centroid of the triangle face f determined by
It is easy to verify that N(v) is of O(r 2 ) accuracy where r is the size of the triangular mesh.
The tangent plane TS(v) of S at v is now determined by
TS(v) = {w ∈ R 3 |w⊥N(v)}.(25)
The local tangential polygon P(v) of v in TS(v) is formed by the verticesṽ i which is the lifting vertex of
as in Figure 2 .
Let h be a function on V . We will lift locally the function h to a function, denoted byh v , on the verticesṽ i in P(v) by simply settingh
Andh 
Hence, the extended functionh v is affine on each trianglef of P(v) and is differentiable onf . The gradient ∇(h v )˜f ofh v at the origin 0 can be obtained by
where the coefficients α and β satisfy the relations:
As easy computation gives
To obtain the gradient ∇h(v) of h on S at the vertex v, we use again the weighted combination method. Namely, we set
where G˜f is the centroid of the lifting triangle facef and is determined by
Next, we explain how to obtain a good discrete Laplacian h(v) of a function h on the triangular mesh S. From the discussions above, we obtain the gradient ∇h(v) of h on S at each vertex v. We can use the method of parallel transport to lift the vector ∇h(v i ) at v i to a vector ∇h(ṽ i ) in the tangential space TS(v). The idea is to define a orthonormal linear map from TS(v i ) to TS(v). To do so, we choose an orthonormal basis for TS(v) by
The corresponding orthonormal basis for TS(v i ) is then given by Then, the linear map L of the parallel transport is given by
for w = aẽ 1 + bẽ 2 in TS(v i ) ( Figure 3) . In this way, we can set the tangential gradient ∇h atṽ i by
Hence, we obtain a tangential gradient ∇h of h at each vertexṽ i in the tangential polygon P(v) and we also set
( Figure 4 ). Fix an orthonormal basis {e 1 , e 2 } for TS(v). The tangential gradient ∇h can be written as
The coefficients a(ṽ i ) and b(ṽ i ) can now be viewed as functions on the verticesṽ i of the tangential polygon P(v). As before, we can then obtain their gradients (∇a)( 0) and (∇b)( 0) at origin. Namely,
with the centroid weights ω˜f as in Equation (33). 
Theoretically, the definition of the Laplacian h(v) is independent of the choice of the orthonormal basis {e 1 , e 2 }.
Comparison
In this section, we shall compare our proposed method for estimating the LB operator on triangular meshes with some other discretization methods and we also compare our LTL method for solving the heat equation on surface with the level-set method and the parametrization method.
The simulations of convergence property of the LTL method
First, we shall compute the Laplacian on a regular surface with different triangulations by the LTL method. The surface in our simulations is a non-uniform rational B-spline (NURBS) surface in Figure 5 . The exact and approximated Laplacian of a function h on the surface are computed from some selected interior domain points (x i , y i ) with x i , y i ∈ {0, 1} in three different kinds of triangulations of the domains in Figure 6 . The function h = N The error in Figure 7 is the average of the absolute value of the difference of exact and approximated Laplacians of 1000 random cubic B-spline functions at the selected vertices. To observe Figure 5 . A NURBS surface. the convergence property, these domains are recursively subdivided by the bisection linear subdivision. Hence, δ n = δ 0 /2 n , n = 1, 2, . . ., where δ 0 = √ 0.2, 1/ √ 2, 0.2 are the maximal value of edge length of the triangulations in Figure 6 . From the results in Figure 7 , the LTL method is a convergent method if we avoid the rounding errors in our simulations. Moreover, the more regular the domains are, the better the performance of the LTL method will have.
The comparison for discretization methods
In 2004, Xu presented his discretization method and compared his method with other discretization methods. In Xu's paper [38] , his discrete LB operator is more accurate and quicker than the other methods. Hence, we only need to compare our LTL method with Xu's method and Lai's method. We compute the Laplacian of f on three different kinds of triangular meshes that come from the sphere, the torus and the closed C where p = b(u, v) be a point on the B-spline surface. The exact Laplacian of h on these surfaces can be estimated by Equation (6) . The error of Laplacians of h on triangular meshes in Figures 8,  9 and 12 is the average of the absolute value of the difference between the exact Laplacian and the estimated Laplacian at all vertices. The maximal error and minimal error in Figures 10 and 11 are the maximal value and minimal value of the absolute value of the difference between the exact Laplacian and the estimated Laplacian at all vertices, respectively. The triangular meshes in Figure 12 come from the closed NURBS surface in Figure 13 . The elapsed times of Xu's method and the LTL method are comparable. However, the LTL method is more accurate than Xu's method in general. Although Lai's method is not better than the other two methods, it can be used to estimate the eigenvalues and eigenmaps of the Laplacian matrix directly. 
The level-set method, the parametrization method and the LTL method
Here, we compare the level-set method and the LTL method for simulating the heat equation with different initial conditions on the unit sphere, . We observe the heat equation
with the initial condition
where (x, y, z) ∈ is the point on the sphere. Figure 13 . The closed NURBS surface.
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Using spherical coordinates (r, θ , φ), the initial condition in Equation (45) can be rewritten as
We find
to be the exact solution of Equation (44) with the initial condition (46). The results of the simulations of Equations (44) and (46) on a sphere are shown in Figure 14 . In these simulations, the time step is t = 10 −3 . The errors in Figure 14 are the error computed at t = 1 using the l ∞ norm and the average of errors of all vertices that we estimate. The details of the level-set method for solving Equation (44) can be found in [16] and the parametrization method is computed by Equation (6) . The value h in Figure 14 is the width of each side on grid cells that used in the level-set method. The number of vertices with neighbouring edge length at most h is about 1/h 2 . The approximation of derivatives of the level-set method and the parametrization method are given by the finite-different method with a central role [22] .
We also list the elapsed CPU time of these simulations in Figure 14 . The LTL method is more accurate than the other two methods (the level-set method and the parametrization method). The level-set method and the parametrization method are both faster than the LTL method in our simulations, because it is too expensive to estimate the Laplace matrix in the LTL method. However, the LB matrix on this mesh is invariant in a fixed triangular mesh. The major advantage of the LTL method is that we only need to compute the Laplace matrix once in these simulations. Hence, the heat equation of Equation (44) can be estimated by some operations of a fixed matrix and a vector. Then, the LTL method is much faster than the other methods. The LTL method will have cheaper cost of the elapsed time than the level-set method and the parametrization method when t is large enough. 
Some PDEs on surfaces
In this section, we shall implement some PDEs on triangular meshes and present the surface smoothing problem via the LTL method.
Linear diffusion
As a simple example to illustrate our new algorithm, let us consider a linear diffusion equation on a regular surface :
for u : × I → R, I ⊂ R, where is the surface Laplacian on and g : × I → R is a smooth function on . For the numerical implementation of our intrinsic algorithm, we take the regular surface to be (1) the unit sphere S 2 or (2) a torus T 2 . In the case of the sphere S 2 , we consider the function
Figures 15 and 16 give the solution of Equations (48) and (49) Next, we calculate the Allen-Cahn equation on a torus [16] Figure 15 . The solution of Equation (48) with two different initial conditions
and
The vertex number of the triangular mesh comes from the torus is 2040, = 0.01 and the time step t = 0.001. Figures 19 and 20 show the solutions of the Allen-Cahn equation with initial conditions f and g, respectively. The solutions by the LTL method and the solutions by Greer's method [16] are comparable. 
Reaction-diffusion textures
The original idea about how reaction-diffusion equations can be used to create patterns was first introduced in [34] . The basic idea is to have a number of chemicals that diffuse at different rates and that react with each other. After the works of Turk [35] and Witkin and Kass [36] , the use of reaction-diffusion equations for texture synthesis attracted a lot of attention in computer graphics. Turk, Witkin and Kass used these equations for planar textures and textures on surfaces. Then, the patterns are analysed by assigning a brightness value to the concentration of one of the 'chemicals'.
Consider two chemicals u 1 and u 2 on a surface . In a simple isotropic model, we have where α and β are two constants representing the diffusion rates and f and g are functions that describe the reaction. For simple isotropic patterns, Turing chose the functions f and g to be
where s is a constant and γ is a random function giving the irregularities in the chemical concentration. By using our intrinsic method described in the previous section, we can easily generate textures on surfaces without the elaborated schemes employed in [35, 36] . In the case of the sphere S 2 , Figures 21 and 22 give the solution of Equations (54) and (55) with initial functions 
and α = 1, β = s = 2, γ = 0. Different time steps are shown until the stationary solution is reached.
In Figures 25-30 , the solutions of Equation (54) on a triangular mesh M = (V , F) come from a cow with s = 0.025, γ = 12, α = 1, β = 0.00625 and initial conditions u 1 (p, 0) = sin(z),
where p = (x, y, z) is the vertex on the cow and q = v i ∈M /n V is the average of all vertices on M. 
Application of surface smoothing
We use the mean curvature flow
where α(p) > 0 for each vertex p on the triangular mesh to improve the surface smoothing problem [38] . A similar evolution of regular curves is discussed in [11] . The solution of Equation (59) shows in Figure 31 , that the time step of our simulation is 10 −3 . The triangular mesh can be regularized by our LTL method more effectively.
Conclusion
We compare our algorithm with the level-set method proposed by Bertalmio et al. [5] . We list the key steps of these two algorithms about solving PDEs on surfaces in Table 1 .
One can tell from this comparison that our method is much simpler and more intrinsic. In many applications, one usually starts with triangular meshes instead of regular surfaces [8, 9, 18, 26, 27, 37] . In this case, we do not need Step 1 in our intrinsic algorithm. However, in the implicit surface algorithm, one will need one extra processing step: construct an accurate implicit surface from a triangular mesh. Note that the triangular mesh may compose of a lot of triangles. This will cost large computations to obtain the accurate implicit surface. 
