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Entanglement witnesses (EWs) are a fundamental tool for the detection of entanglement. We
study the matrix inertias of EWs with a focus on the EWs constructed by the partial transposition
of states with non-positive partial transposes. We provide a method to generate more inertias from
a given inertia by the relevance between inertias. Based on that we exhaust all the inertias for EWs
in each qubit-qudit system. We apply our results to propose a separability criterion in terms of the
rank of the partial transpose of state. We also connect our results to tripartite genuinely entangled
states and the classification of states with non-positive partial transposes. Additionally, the inertias
of EWs constructed by X-states are clarified.
I. INTRODUCTION
Quantum entanglement, discovered by Einstein,
Podolsky, Rosen (EPR), and Schro¨dinger [1, 2], is a re-
markable feature of quantum mechanics. It involves non-
classical correlations between subsystems, and lies in the
heart of quantum information theory [3, 4]. In recent
decades, entanglement has been recognized as a kind of
valuable resouce [3, 5, 6]. It plays a central role in various
quantum information processing tasks such as quantum
computing [7], teleportation [8], dense coding [9], cryp-
tography [10], and quantum key distribution [11].
Although several useful separability criteria such as
positive-partial-transpose (PPT) criterion [12, 13], range
criterion [13], and realignment criterion [14] were devel-
oped, all of them cannot strictly distinguish between the
set of entangled states and that of separable ones. Ac-
cording to PPT criterion, any state with non-positive
partial transpose (NPT) must be entangled. Neverthe-
less, the converse only holds for two-qubit and qubit-
qutrit systems. There exist PPT entangled (PPTE)
states in higher-dimensional Hilbert spaces [13]. It has
been shown that determining whether a bipartite state
is entangled or not is an NP-hard problem [15]. It is
even harder to tame multipartite entanglement [16], since
multipartite entangled states can be further classified as
genuinely multipartite entangled states and biseparable
states [17]. In 2000, Terhal first introduced the term en-
tanglement witness (EW) by indicating that a violation of
a Bell inequality can be expressed as a witness for entan-
glement [18]. Recently, more and more EWs have been
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implemented with local measurements [19–22]. Nowa-
days, EWs are a fundamental tool for the detection of
entanglement both theoretically and experimentally [4].
EWs are observables that enable us to detect entan-
glement physically. It has been shown that an EW can
detect PPTE states if and only if it is non-decomposable
[23]. Therefore, much effort has been devoted to con-
struct non-decomposable EWs [24–27]. Moreover, sev-
eral constructions of multipartite EWs were proposed
[28–31]. It is noteworthy that the partial transposition
of NPT state is an easy way to construct EWs by the
so-called Choi-Jamiolkowski isomorphism [32]. Further-
more, the partial transpose of an NPT state, denoted by
ρΓ, can be used to construct optimal EWs for decompos-
able EWs [23]. However, it cannot be directly realized
in experiments because the partial transposition is not
a physical operation [33]. In a very recent paper [34]
authors proposed and experimentally demonstrated con-
ditions for mixed-state entanglement and measurement
protocols based on PPT criterion. It sheds light on the
experiments involving the partial transposition.
Negative eigenvalues of ρΓ are a signature of entan-
glement. They are closely related to other problems in
entanglement theory. For instance, the negativity [35],
a well-known computable entanglement measure, is de-
fined as the sum of the absolute values of negative eigen-
values. Also, by the definition of 1-distillable state [36],
the more negative eigenvalues ρΓ has, the more likely ρ
is 1-distillable. Thus, it is important to explore the neg-
ative eigenvalues of ρΓ. The problem of determining how
many negative eigenvalues for the partial transpose of
NPT state has attracted great interest [37–40]. It was
first specified in [37] that ρΓ has one negative eigenvalue
and three positive eigenvalues for any two-qubit entan-
gled state ρ. For this reason, an easier method to iden-
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2tify two-qubit entangled states was proposed. That is
any two-qubit state is separable if and only if det ρΓ ≥ 0
[37]. Then some restrictions on the spectral properties
of EWs were first derived in [41]. For NPT state ρ sup-
ported on Cm ⊗ Cn, it is known that ρΓ has at most
(m − 1)(n − 1) negative eigenvalues, and all eigenvalues
of ρΓ lie within [−1/2, 1] when ρ is normalized [39]. Fur-
thermore, Nathaniel Johnston et al. discussed an inter-
esting problem on the eigenvalues for EWs, namely the
inverse eigenvalue problem [42]. This problem on EWs
inspires us to investigate the matrix inertia of EW instead
of considering the number of negative eigenvalues only.
We will show the inertia is a finer index to characterize
EWs than the number of negative eigenvalues.
In this paper, we study the inertia of EW with a focus
on the partial transpose of NPT state in the qubit-qudit
system. In the bipartite setting, qubit-qudit states ap-
pear in many problems, and have received a lot of atten-
tion. Several important properties of qubit-qudit states
have been derived. First, all qubit-qudit NPT states are
distillable [43]. However, the distillability of NPT states
in the two-qutrit system still remains as a major open
problem in entanglement theory. Second, a first system-
atic study on the separability of qubit-qudit PPT states
was discussed in [44]. Moreover, the birank of qubit-qudit
PPT state and the length of qubit-qudit separable state
were investigated in [38]. Very recently, the absolutely
separable states in qubit-qudit systems were studied in
[45] for they are useful in quantum computation. Third,
one of the most known analytical formulas for entangle-
ment measures is the entanglement of formation of two-
qubit states [46]. Later, a lower bound on entanglement
of formation for the qubit-qudit system was derived [47].
Fourth, the optimization of decomposable EWs acting on
the qubit-qudit system was studied [48, 49]. It is known
that for a qubit-qudit NPT state ρ, ρΓ is an optimal de-
composable EW if and only if the range of ρ contains no
product vector [48].
Next, we present our main results explicitly. We first
derive the lower and upper bounds on the number of neg-
ative (positive) eigenvalues for an arbitrary bipartite EW
in Lemma 5. Second we completely determine the inertia
of two-qubit EW in Theorem 6. It generalizes the result
in [37]. Third, we show the relation between EWs and
the partial transposes of NPT states in Lemma 7. Then
we study the partial transpose of NPT state. In Lemma
8 we reveal the essential relevance between inertias, and
propose a method to generate more inertias from a given
inertia. This method is also applicable to PPT states.
Thus, we can generate inertias for the partial transposes
of PPT states as by-products. Moreover, the existence
of product vectors in the kernel of ρΓ is essential to char-
acterize its inertia. Therefore, we discuss this problem
in Lemma 9. Based on that we present a sufficient and
necessary condition for a sequence to be the inertia in
Theorem 10. Combining Lemma 8 and Theorem 10 we
further exhaust all inertias in every qubit-qudit system
in Theorem 12. Then we extend our study to general
NPT states in Lemma 13. Finally, we build the connec-
tions between our results and other problems in quan-
tum information theory. In Theorem 14 we present a
separability criterion in terms of the rank of ρΓ. Then
we propose a method to generate the inertia of ρΓ for
higher-dimensional state ρ. Using this method we can
characterize the partial transposes of tripartite genuinely
entangled states in a systematic way. We also indicate
that the inertia of ρΓ provides a tool to classify states
under SLOCC equivalence. In Theorem 15 we explicitly
express the eigenvalues of ρΓ, and quantify the number
of negative ones when ρ is a qubit-qudit X-state [50].
The remainder of this paper is organized as follows. In
Sec. II we first clarify the notations in the whole paper.
Second we introduce some necessary definitions. Finally
we present useful results related to the inertia of EW. In
Sec. III we show the inertia of an EW is not arbitrary.
We first derive some restrictions on the inertia of EW.
Second we completely determine the inertia of two-qubit
EW. In Sec. IV we present a sufficient and necessary
condition for a sequence to be the inertia, and exhaust
all inertias in the qubit-qudit system. In Sec. V we show
some applications of our results. The concluding remarks
are given in Sec. VI. In the final part, we prove some of
our results in the three appendices. In Appendix A we
provide the proofs of results in Sec. III. In Appendix B
we provide the proofs of results in Sec. IV. In Appendix
C we present the proofs of results in Sec. V.
II. PRELIMINARIES
In this section we introduce the preliminaries for ex-
plaining our results on the inertia of EW. First we clarify
the notations. Second we introduce some necessary def-
initions. Finally we present useful results related to the
inertia of EW.
We use
⊗n
i=1Cdi to represent an n-partite Hilbert
space, where di’s are local dimensions. If ρ ∈
B(⊗ni=1Cdi) is positive semidefinite, then ρ is an n-
partite state. Unless stated otherwise, the state in this
paper is non-normalized. For a bipartite state ρ, we say
ρ is an m × n state for convenience if ρ ∈ B(Cm ⊗ Cn).
Without loss of generality, we may assume m ≤ n.
Since the two partial transposes of ρ with respect to the
first and second systems respectively are equivalent up
to the global transposition, the two partial transposes
have the same inertia. Hence, it suffices to consider
the partial transpose of ρ with respect to the first sys-
tem, denoted by ρΓ. For any Hermitian operator X, de-
note by R(X),K(X), and r(X) the range, kernel and
rank of X, respectively. Specifically, we will investigate
R(ρΓ),K(ρΓ), and r(ρΓ) for a bipartite state ρ. We
use X ≥ 0 to represent a positive semidefinite opera-
tor X. Denote by Mn the set of n × n matrices, and
by In(∈ Mn) the identity matrix. In order to study
the inertia of Hermitian X conveniently, we shall refer
to the positive (zero, negative) eigen-space of X as the
3subspace spanned by the eigenvectors corresponding to
positive (zero, negative) eigenvalues of X.
In the following we introduce some necessary defini-
tions. In Definition 1 we define EWs and decomposable
EWs. In Definition 2 we introduce SLOCC equivalence.
It is a useful tool to study inertia. Finally we define the
matrix inertia in Definition 3.
Definition 1 (i) [29] Suppose W ∈ B(⊗ni=1HAi) is
Hermitian. We call W is an n-partite entanglement wit-
ness (EW) if (1) it is non-positive semidefinite, and (2)
〈ψ|W |ψ〉 ≥ 0 for any product vector |ψ〉 = ⊗ni=1 |ai〉.
(ii) [23] Suppose W ∈ B(HAB) is a bipartite EW. If W
can be decomposed as W = P +QΓ, where P,Q are both
positive semidefinite, then W is a decomposable EW.
Suppose W is an n-partite EW, and ρ is an n-partite
state. If Tr(Wρ) < 0, we determine ρ is an entangled
state detected by W . It is conductive to understand EWs
from the perspective of geometry. In convex set theory
the Separation Theorem states that there is a hyperplane
separating two disjoint convex sets [51]. Since the set of
all separable states is convex, there is a hyperplane sep-
arating the set of all separable states and a subset of en-
tangled ones. Here the hyperplane plays the role of EW.
We illustrate how a bipartite EW detects entanglement
in Fig. 1. It is known that a state is entangled if and only
if it can be detected by some EW [18]. Therefore, the de-
tection of entanglement can be transformed to contruct
proper EWs. The positive but not completely positive
maps [52] can be used to construct EWs by the Choi-
Jamiolkowski isomorphism [32]. The transpose map is a
typical positive but not completely positive map. This
explains why the partial transpose of NPT state is an
EW.
Next, we introduce SLOCC equivalence. It is an essen-
tial concept for studying the inertia as we shall see the
inertia of Hermitian matrix is invariant under SLOCC
equivalence.
Definition 2 [53] We refer to SLOCC as stochastic local
operations and classical communications. Two n-partite
pure states |α〉, |β〉 are SLOCC equivalent if there exists
a product invertible operation Y = Y1⊗ ...⊗Yn such that
|α〉 = Y |β〉.
We further extend the above definitions to spaces. Let
V = span{|α1〉, ..., |αm〉} and W = span{|β1〉, ..., |βm〉}
be two n-partite subspaces of m-dimension. V and W
are SLOCC equivalent if there exist a product invertible
operation Y such that |αi〉 ∝ Y |βi〉 for any i.
In the following we formulate the definition of inertia.
Definition 3 Let A ∈Mn be Hermitian. The inertia of
A, denoted by In(A), is defined as the following sequence
In(A) := (ν−, ν0, ν+), (1)
where ν−, ν0 and ν+ are respectively the numbers of neg-
ative, zero and positive eigenvalues of A.
EW:W
separable
entangled:
Tr(Wρ) < 0
entangled
Tr(Wσ) ≥ 0
FIG. 1: The blue oval represents the set of separable
states. The red part represents the set of entangled
states. The black line represents an EW W . It
separates the set of all states into upper and lower two
parts. For any state ρ in the part above the black line,
we conclude that Tr(Wρ) < 0. Thus this is an entangled
state detected by W . For any state σ in the part below
the black line, we conclude that Tr(Wρ) ≥ 0. Thus the
separability of σ cannot be detected by W .
Inertia is an important concept in matrix theory.
There is an essential proposition for the matrix inertia,
namely Sylvester Theorem [54]. It states that Hermitian
matrices A,B ∈Mn have the same inertia if and only if
there is a non-singular matrix S such that B = SAS†. It
follows that inertias are invariant under SLOCC equiv-
alence. It allows us to study the inertia under SLOCC
equivalence.
In the last part of this section we present several useful
results related to the inertia of ρΓ for NPT state ρ.
Lemma 4 Suppose ρ is an m× n NPT state. Then
(i) [39] the number of negative eigenvalues of ρΓ is in
the interval [1, (m− 1)(n− 1)];
(ii) [39] if ρ is normalized, i.e., Tr(ρ) = 1, every neg-
ative eigenvalue of ρΓ is not less than − 12 ;
(iii) [38] if m = 2, for each k ∈ [1, n − 1] there exists
a state ρ such that the number of negative eigenvalues of
ρΓ is k;
(iv) [42] if ρ is a pure state with Schmidt rank r, then
In ρΓ =
(r2 − r
2
,mn− r2, r
2 + r
2
)
. (2)
Based on the above preliminary knowledge we are
ready to study the inertia of EW.
III. RESTRICTIONS ON THE INERTIA OF
ENTANGLEMENT WITNESS
In this section we propose restrictions on the inertia of
EW. Specifically, we derive lower and upper bounds on
4the number of negative (positive) eigenvalues of an EW in
Lemma 5. In virtue of these restrictions we completely
determine the inertia of two-qubit EW in Theorem 6.
We would like to emphasize that these restrictions will
be used frequently in Sec. IV to further exhaust some
inertia sets. Finally we demonstrate the relation between
bipartite EWs and bipartite NPT states in Lemma 7.
First we present the lower and upper bounds on the
number of negative (positive) eigenvalues of an EW.
Lemma 5 Suppose W is an EW on Cm ⊗ Cn.
(i) Let E be the non-positive eigen-space of W , i.e., the
sum of negative and zero eigen-spaces of W . Then the
product vectors in E all belong to the zero eigen-space of
W . In particular, every vector in the negative eigen-space
of W is a pure entangled state.
(ii) The number of negative eigenvalues of W is in
[1, (m − 1)(n − 1)]. The decomposable EW containing
exactly (m− 1)(n− 1) negative eigenvalues exists.
(iii) The number of positive eigenvalues of W is in
[2,mn− 1].
We give the proof of Lemma 5 in Appendix A. It is
efficient to exclude several sequences to be the inertia of
EW by using the restrictions in Lemma 5.
Next, we use Lemma 5 to determine the inertia of
two-qubit EW. In Theorem 6 we show that every two-
qubit EW has inertia (1, 0, 3). This result generalizes
the known conclusion that In(ρΓ) = (1, 0, 3) for any
two-qubit entangled state ρ [37]. For this purpose we
need to introduce block-positive operators [25]. Suppose
M ∈ B(Cm ⊗ Cn) is Hermitian. We call M is block-
positive, if
M := (Im ⊗ Φ)X, (3)
for some positive semidefinite operator X ∈ B(Cm⊗Cm),
and some positive map Φ : B(Cm)→ B(Cn). It is known
that a bipartite EW is block-positive but non-positive
semidefinite. In [42] there was a useful result on the
eigenvalues of block-positive operators in B(C2 ⊗ C2).
It states that there exists a block-positive matrix W on
C2 ⊗ C2 with eigenvalues µ1 ≥ µ2 ≥ µ3 ≥ µ4 if and only
if the following three inequalities hold:
µ3 ≥ 0,
µ4 ≥ −µ2,
µ4 ≥ −√µ1µ3.
(4)
Combining Lemma 5 and the above result we can show
Theorem 6 as follows.
Theorem 6 Every two-qubit EW has inertia (1, 0, 3).
Proof. By Lemma 5 (ii), any two-qubit EW has exact
one negative eigenvalue. Thus, there are two distribu-
tions of inertia (1, 0, 3) and (1, 1, 2). Here we prove that
sequence (1, 1, 2) is not the inertia. Assume W is a two-
qubit EW with inertia (1, 1, 2). Let µ1 ≥ µ2 ≥ µ3 ≥ µ4
be the four eigenvalues of W . It follows that µ4 is nega-
tive and µ3 = 0. It contradicts with the last inequality in
(4). So the assumption is not valid. Therefore, the iner-
tia (1, 1, 2) does not exist. This completes the proof. 
Theorem 6 motivates us to determine the inertias of
EWs acting on higher-dimensional Hilbert spaces. As we
know, the partial transpose of NPT state is an EW. Obvi-
ously, there are EWs which are not the partial transpose
of NPT state. Here we construct an example to show
that there exists an EW W whose partial transpose WΓ
is still an EW. Thus, W cannot be the partial transpose
of NPT state. Let α = (|00〉 + |11〉)(〈00| + 〈11|) and
β = |00〉〈00| + a|11〉〈11| + b(|01〉 + |10〉)(〈01| + 〈10|) +
c(|01〉 − |10〉)(〈01| − 〈10|) with
a, b > 0, c ∈ (0, 1/2),
2(1 + a)− (1 + b− c)2 < 0. (5)
One can verify that W = αΓ + β is an EW, and WΓ is
still an EW. Inspired by this example, we demonstrate
the relation between bipartite EWs and bipartite NPT
states in Lemma 7.
Lemma 7 Suppose W ∈ B(Cm⊗Cn) is a Hermitian and
non-positive semidefinite operator. Then W is an EW if
and only if WΓ is an EW or an NPT state.
Proof. Let T be the set of bipartite EWs and NPT
states. We first show T is invariant under partial trans-
pose. Suppose W ∈ T . If W is an EW then WΓ is
still Hermitian. Further if WΓ is positive semidefinite
then WΓ is indeed an NPT state. Thus we conclude
that WΓ ∈ T . If WΓ is non-positive semidefinite one
can show WΓ is still an EW as follows. For any product
vector |a1, a2〉,
〈a1, a2|WΓ|a1, a2〉 = 〈a∗1, a2|W |a∗1, a2〉 ≥ 0.
Thus we conclude that WΓ ∈ T . For the same reason we
conclude that WΓ ∈ T if W is an NPT state. Therefore,
T is invariant under partial transpose. This result implies
that W is an EW if and only if WΓ is an EW or an NPT
state. This completes the proof. 
In experiments, an EW is usually decomposed into a
sum of locally measurable observables. Then these lo-
cally measurable observables are measured individually
on the constituent subsystems. Finally one obtains wit-
ness expectation value Tr(Wρ) by summing the expec-
tation values of the locally measurable observables. In
[55] O. Gu¨hne et al. introduced a general method for
the experimental detection of entanglement by perform-
ing only few local measurements, assuming some prior
knowledge of the density matrix. Their method is based
on the minimal decomposition of witness operators into a
pseudomixture of local operators. Any bipartite EW W
can be decomposed into a sum of projectors onto product
5vectors, i.e.,
W =
∑
j
cj |aj , bj〉〈aj , bj | =
∑
j
cj |aj〉〈aj | ⊗ |bj〉〈bj |, (6)
where the coefficients cj are real and satisfy
∑
j cj = 1.
There is at least one coefficient has to be negative for W
is an EW. This characterizes a so-called pseudomixture.
Moreover, there are many different decompositions like
in Eq. (6) for any EW. In [55] authors were interested in
the optimal decompositions. That is the pseudomixture
with minimal number of non-zero coefficients cj . Suppose
W is an EW which is not the partial transpose of NPT
state. It follows from Lemma 7 that WΓ is also an EW.
One can verify that if Eq. (6) is a decomposition of W ,
then
WΓ =
∑
j
cj |a∗j , bj〉〈a∗j , bj | (7)
is a decomposition of WΓ. It implies that the minimal
number of non-zero coefficients for W is the same as that
for WΓ.
In the following section we investigate the inertia of
EW starting from the EWs constructed by the partial
transpose of NPT state. Due to the relation given by
Lemma 7 our results are helpful to understand the inertia
of general EW.
IV. INERTIA OF THE PARTIAL TRANSPOSE
OF NPT STATE
The partial transposition on an NPT state is an easy
way to construct EWs and can be used to construct op-
timal EWs for decomposable EWs [23]. In this section
we focus on the bipartite EWs constucted by the partial
transpose of NPT state, and determine inertias of such
EWs. In Lemma 8 we reveal the essential relevance be-
tween inertias, and propose a method to generate more
inertias from a given inertia. We apply Lemma 8 to NPT
states in qubit-qudit systems. The qubit-qudit states are
widely investigated and have many interesting proposi-
tions. Suppose ρ is a 2×n NPT state. In Theorem 10 we
show a sufficient and necessary condition for a sequence
(a, b, c) to be an inertia of ρΓ. Based on the above results
we exhaust all inertias for ρΓ in Theorem 12. Finally, in
Lemma 13 we extend our study to m× n NPT states.
In the first part of this section we focus on the partial
transposes of all states, though in this paper we are more
interested in NPT states. In order to describe our results
conveniently, we first denote three inertia sets:
Nm,n := {In(ρΓ)|ρ is an m× n NPT state.},
Pm,n := {In(ρΓ)|ρ is an m× n PPTE state.},
Sm,n := {In(ρΓ)|ρ is an m× n separable state.}.
(8)
In the following we propose an effective method to de-
rive more inertias from a given inertia. It also reveals
the relevance between inertias regarding the existence of
product vectors in the kernel of ρΓ.
Lemma 8 (i) Suppose ρ is an m× n NPT (PPTE, sep-
arable) state and ρΓ has inertia (a, b, c). Then there is
a small enough x > 0 and the NPT (PPTE, separable)
state
σ := ρ+ xImn,
such that
In(σΓ) = (a, 0, b+ c).
Note that if ρ is PPT, then a = 0.
(ii) Suppose m1 ≤ m2 and n1 ≤ n2. If
(a1, b1, c1) ∈ Nm1,n1 ,
or (a1, b1, c1) ∈ Pm1,n1 ,
or (a1, b1, c1) ∈ Sm1,n1 ,
(9)
with a1 + b1 + c1 = m1n1, then ∀ 0 ≤ l ≤ m2n2 −m1n1,
(a1,m2n2 −m1n1 − l, b1 + c1 + l) ∈ Nm2,n2 ,
or (a1,m2n2 −m1n1 − l, b1 + c1 + l) ∈ Pm2,n2 ,
or (a1,m2n2 −m1n1 − l, b1 + c1 + l) ∈ Sm2,n2 ,
(10)
respectively. Note that if (a1, b1, c1) ∈ Pm1,n1 or
(a1, b1, c1) ∈ Sm1,n1 , then a1 = 0.
We show the proof of Lemma 8 in Appendix B. Using
this idea one can imagine how inertias grow as local di-
mensions increase. We illustrate this growth process in
Fig. 2. The basic idea of Lemma 8 is to add linearly
independent product states into the given density ma-
trix. We will apply this method to further characterize
the inertia set N2,n.
In the second part of this section we aim to determine
the inertia set N2,n completely. There are two main re-
sults in this part. One is Theorem 10, where we propose
a sufficient and necessary condition for a sequence in the
inertia set N2,n. The other one is Theorem 12, where we
completely determine the inertia set N2,n for any n ≥ 2.
It follows from Lemma 5 (i) that all product vectors in
the non-positive eigen-space of an EW belong to the ker-
nel of this EW. The existence of product vectors in K(ρΓ)
is quite essential for studying In(ρΓ). For this reason we
investigate how many linearly independent product vec-
tors in K(ρΓ) as follows.
Lemma 9 Let ρ be an m × n NPT state. Denote by
d the dimension of K(ρΓ). Suppose ρΓ has k negative
eigenvalues, and d + k > (m − 1)(n − 1). Let l = d +
k − (m − 1)(n − 1). Then there are at least l linearly
independent product vectors in K(ρΓ). That is
K(ρΓ) = span{|a1, b1〉, · · · , |al, bl〉, |ul+1〉, · · · , |ud〉}.
(11)
6(a1, b1, c1)
(a1, 0, b1 + c1)
Lemma 8 (i)
(a1, d, b1 + c1)
(a1, d−1, b1+c1+1) (a1, 0, b1 + c1 + d)· · · · · ·
Lemma 8 (ii)
d = m2n2 −m1n1
FIG. 2: The blue circle represents Nm1,n1 , and the red
circle represents Nm2,n2 , where m1 ≤ m2 and n1 ≤ n2.
Let d = m2n2 −m1n1. The sequence in blue or red
circle means it belongs to the corresponding inertia set.
To conclude (a1, d, b1 + c1) ∈ Nm2,n2 , it suffices to add
proper zero rows and zero columns into the density
matrix of ρ which satisfies In(ρΓ) = (a1, 0, b1 + c1).
Specifically, if k = (m − 1)(n − 1), then l = d which
implies K(ρΓ) is spanned by product vectors.
We present the proof of Lemma 9 in Appendix B. For
an m×n NPT state ρ, it follows from Lemma 5 (ii) that
the number of negative eigenvalues of ρΓ is not greater
than (m− 1)(n− 1), i.e., k ≤ (m− 1)(n− 1) in Lemma
9. Therefore, if d+ k > (m− 1)(n− 1), then d > 0, and
thus K(ρΓ) is not a zero space.
From Lemma 9 we can determine whether there exist
product vectors in K(ρΓ) based on the dimension of the
non-positive eigen-space of ρΓ. The existence of product
vectors in the kernel is useful to simplify the problem of
determining inertias. In the following we apply the above
results to 2×n NPT states. In Theorem 10 we propose a
sufficient and necessary condition for a sequence (a, b, c)
in the inertia set N2,n.
Theorem 10 Suppose a is a positive integer and b, c are
non-negative integers with a+b+c = 2n and a+b > n−1.
(i) Then (a, b, c) 6∈ N2,n if and only if the following two
conditions are satisfied.
(i.a) (a, b− 2, c) 6∈ N2,n−1,
(i.b) (a, b− 1, c− 1) 6∈ N2,n−1.
(ii) Suppose In(ρΓ) = (a, b, c). If (a, b−2, c) ∈ N2,n−1,
and (a, b − 1, c − 1) 6∈ N2,n−1, then ρ can be regarded as
a 2× (n− 1) NPT state up to a local projector.
We show the proof of Theorem 10 in Appendix B. The-
orem 10 demonstrates the relation between the two iner-
tia sets N2,n−1 and N2,n for any n > 2. Applying this
result we obtain the following corollary.
Corollary 11 (i) There exists a 2×n NPT state ρ whose
partial transpose contains exact (n−1) negative eigenval-
ues. Further, if ρΓ has (n−1) negative eigenvalues, then
In(ρΓ) = (n− 1, 0, n+ 1).
(ii) We determine the inertia set N2,3 as follows.
N2,3 = {(1, 2, 3), (1, 1, 4), (1, 0, 5), (2, 0, 4)}. (12)
(iii) Suppose ρAB is a 2 × n NPT state. For any j ∈
[1, n−1], if In(ρΓAB) =
(
j, 2(n−1−j), j+2), then r(ρB) =
j + 1, i.e., ρAB is indeed a 2 × (j + 1) NPT state up to
a local projector.
We present the proof of this corollary in Appendix B.
Combining Lemma 8 and Theorem 10, and using math-
ematical induction we can further exhaust N2,n for any
n ≥ 2. We will discuss the details in Theorem 12.
Theorem 12 There are exact (n − 1)2 distinct inertias
in N2,n, i.e.,
|N2,n| = (n− 1)2, ∀n ≥ 2. (13)
Furthermore, the (n−1)2 distinct inertias in N2,n are as
follows.
(1, 2(n− 2)− j, j + 3), ∀0 ≤ j ≤ 2(n− 2),
(2, 2(n− 3)− j, j + 4), ∀0 ≤ j ≤ 2(n− 3),
...
(n− 1, 0, n+ 1).
(14)
We provide the proof of Theorem 12 in Appendix B.
By Theorem 12 we completely determine the inertia set
N2,n for any n ≥ 2. Using the method in Lemma 8 one
can construct the example whose partial transpose has
the corresponding inertia in (14). An observation from
(14) is that if ρ is a 2×n NPT state, then ρΓ has at least
one negative and three positive eigenvalues. Based on
this observation we prove that any bipartite NPT state
shares this property using mathematical induction.
Lemma 13 If ρ is an m× n NPT state for any m,n ≥
2, then ρΓ has at least one negative and three positive
eigenvalues. Furthermore, (1,mn− 4, 3) ∈ Nm,n for any
m,n ≥ 2.
Proof. It follows from Lemma 5 (ii) that ρΓ has at
least one negative eigenvalue. Hence, we only need to
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mathematical induction to prove it. First, ρΓ has the
property for m = 2 and any n ≥ 2 from (14). Second
we assume ρΓ has the property for m = k(≥ 2) and
any n ≥ 2. Finally we prove ρΓ has the property for
m = k + 1 and any n ≥ 2. We prove it by contradiction.
From Lemma 5 (iii) it suffices to denote In ρΓ = (a, b, 2),
where a + b = (k + 1)n − 2 and 1 ≤ a ≤ k(n − 1). It
follows that
n− 2 + k ≤ b ≤ (k + 1)n− 3.
Since k ≥ 2 by assumption, we conclude that b ≥ n. It
implies that (a, b− n, 2) ∈ Nk,n. However, it contradicts
with the induction hypoethesis that ρΓ has at least three
positive eigenvalues for m = k and any n ≥ 2. Therefore,
we conclude that ρΓ has at least three positive eigenvalues
for m = k + 1 and any n ≥ 2. Thus, by mathematical
induction our claim holds. For the last assertion, since
N2,2 = {(1, 0, 3)}, it follows that (1,mn − 4, 3) ∈ Nm,n
for any m,n ≥ 2. This completes the proof. 
Lemma 13 partially improves Lemma 5 (iii). We re-
strict EWs here into the partial transpose of NPT state.
It is interesting to ask whether all bipartite EWs share
this property that the number of positive eigenvalues is
at least three. It is related to the EWs with the minimal
rank. A direct corollary from Lemma 13 is that if ρ is
an m× n NPT state for any m,n ≥ 2, then ρΓ has rank
at least four. It can be used to construct a separability
criterion.
V. CONNECTIONS WITH OTHER PROBLEMS
In this section we build the connections between the
inertia of EW and other aspects in quantum informa-
tion theory. First we present a separability criterion
based on the rank of ρΓ in Theorem 14. Second we pro-
pose a method to generate the inertia of ρΓ for higher-
dimensional state ρ. Using this method we can charac-
terize the partial transpose of tripartite genuinely entan-
gled state in a systematic way. Third we indicate that
the inertia of ρΓ provides a tool to classify states under
SLOCC equivalence. Fourth when ρ is a 2 × n X-state,
we explicitly express the eigenvalues of ρΓ, and quantify
the number of negative ones in Theorem 15.
First, determining whether a state is entangled or sep-
arable is a central and long-standing problem in entan-
glement theory [3]. PPT criterion is commonly used,
while it is necessary but not sufficient for high dimen-
sional states [13]. Thus, the separability of PPT state
with small rank has been investigated [56–58]. In the fol-
lowing theorem we present a separability criterion based
on the rank of ρΓ rather than the rank of ρ.
Theorem 14 Suppose ρ is an n-partite state. Denote by
ρΓS the partial transpose of ρ with resepct to the subsys-
tem S ⊆ {1, · · · , n}. If for any subsystem S, ρΓS has
rank at most three, then ρ and ρΓS are both separable.
Proof. Let Sc be the complement of S in {1, · · · , n}.
First we take ρ as a bipartite state of system S, Sc. It
follows from Lemma 13 that if ρ is a bipartite NPT state,
then r(ρΓS ) ≥ 4. Thus if r(ρΓS ) ≤ 3, then ρ is a bipartite
PPT state in the bipartition S|Sc. Thus, ρΓS is positive
semidefinite, and indeed a bipartite PPT state in the
bipartition S|Sc. Therefore, if for any subsystem S, ρΓS
has rank at most three, it implies ρΓS is PPT in any
bipartition. Thus, for any subsystem S, ρΓS is an n-
partite PPT state. It is known that any multipartite
PPT state of rank at most three is separable [58]. Hence,
for any subsystem S, ρΓS is separable, and thus ρ is also
separable. This completes the proof. 
As far as we know, there are few separability criteria
based on the rank of ρΓ. Since r(ρ) and r(ρΓ) are different
in general [38], the separability criterion in Theorem 14
sheds light on the separability problem. We may propose
other useful separability criteria based on r(ρΓ) when we
fully characterize the inertia of ρΓ for general state ρ.
Second, we propose a method to generate the iner-
tia of ρΓ in higher-dimensional systems. The method
is depicted in Fig. 3. Suppose αAB is an m1 × n1
NPT state of system A,B, and βCD is an m2 × n2 NPT
state of system C,D. Denote In(αΓAB) = (a1, b1, c1) and
In(βΓCD) = (a2, b2, c2). Let ρ(AC):(BD) := αAB ⊗ βCD be
a bipartite state of system (AC), (BD). Then ρΓ(AC):(BD)
has the inertia
(a1c2 +a2c1, b1m2n2 + b2m1n1− b1b2, a1a2 + c1c2). (15)
The inertia (15) can be verified directly. Since
ρΓ(AC):(BD) = α
Γ
AB ⊗ βΓCD,
the number of negative eigenvalues is a1c2 + a2c1, and
the number of positive eigenvalues is a1a2 + c1c2.
m1 × n1 state: αAB
In(αΓAB) = (a1, b1, c1)
m2 × n2 state: βCD
In(βΓCD) = (a2, b2, c2)
ρ(AC):(BD) := αAB ⊗ βCD
In(ρΓ(AC):(BD)) is given by (15).
FIG. 3: Here, αAB is an m1 × n1 state with
In(αΓAB) = (a1, b1, c1), and βCD is an m2 × n2 state
with In(βΓCD) = (a2, b2, c2). Then we construct an
m1m2 × n1n2 state of system (AC), (BD). The inertia
of ρΓ(AC):(BD) is given by (15).
By splitting system (BD) into two subsystems B,D,
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(AC), B,D, i.e., ρ(AC):B:D, and take ρ
Γ
(AC):(BD) as the
partial transpose of the tripartite state ρ(AC):B:D with
respect to subsystem (AC), i.e., ρΓAC(AC):B:D. In this
way we can construct the tripartite genuinely entan-
gled state ρ(AC):B:D using two bipartite entangled states
αAB and βCD [17]. Moreover, we conjectured in [17]
that ρ(AC):B:D is a tripartite genuinely entangled state if
both αAB and βCD are entangled. We have shown the
above conjecture holds if either R(αAB) or R(βCD) is
not spanned by product vectors [17]. The latest progress
on this conjecture has been made in [59]. As we know,
genuine mulitpartite entanglement is valuable resouce in
quantum information processing tasks [6, 60–62]. Nev-
ertheless, it is difficult to characterize genuinely multi-
partite entangled (GME) states [16, 17]. Obviously, the
characterization of the partial transpose of GME state
is also hard. As far as we know, there are few papers
discussing the inertia of the partial transpose of GME
state. If the above-mentioned conjecture is true, using
the method in Fig. 3 we find a systematic way to con-
struct tripartite genuinely entangled states whose partial
transposes have inertias that may be exhausted explicitly.
For example, if αAB and βCD are two 2× n NPT states,
we can exhaust the inertia of ρΓ(AC):B:D by Theorem 12.
Furthermore, we can construct a tripartite genuinely en-
tangled state whose partial transpose has a given inertia
in this way.
Third, we indicate that the inertia of ρΓ can be used to
classify states under SLOCC equivalence. In quantum in-
formation theory, the classification of multipartite states
is one of the central problems and has received extensive
attentions in the past decades [63–66]. Two main ap-
proaches of classication are the equivalence under local
unitary (LU) and SLOCC operations [53]. For exam-
ple, a complete classification of pure three-qubit states
in terms of LU equivalence were presented in [63]. In
terms of SLOCC equivalence, it has been shown that
only two inequivalent classes for pure three-qubit gen-
uinely entangled states, namely the W-state class and
GHZ-state class [64]. Moreover, necessary and sufficient
conditions for the equivalence of arbitrary n-qubit pure
quantum states under LU operations were derived in [65].
A systematic classification of multiparticle entanglement
in terms of SLOCC equivalence were provided in [66].
In the following we introduce a classification of m× n
NPT states using the inertias of their partial transposes.
The inertia is invariant under SLOCC operations from
Sylvester Theorem. Moreover, we conclude that if two
n-partite mixed states of system A1, ..., An are SLOCC
equivalent, then their partial transposes with respect to
any k-partite subsystem Aj1 , ...., Ajk are SLOCC equiv-
alent. (We prove this claim, i.e., Lemma 19 (i), in Ap-
pendix C.) As a result, if ρΓAB and σ
Γ
AB have different
inertias, then ρAB and σAB are SLOCC inequivalent.
Therefore, we propose a necessary condition for ρAB and
σAB to be SLOCC equivalent, i.e., In(ρ
Γ
AB) = In(σ
Γ
AB).
Further, for 2×n NPT states, from Theorem 12 we con-
clude that there are at least (n−1)2 inequivalent families
in terms of SLOCC equivalence.
Furthermore, we introduce the concept of strong
SLOCC inequivalence. Suppose ρAB and σAB are both
2 × n NPT states. We consider the N copies of ρAB
and σAB , i.e., ρ
⊗N
AB and σ
⊗N
AB . We find that if ρ
Γ
AB and
σΓAB have different inertias, then the partial transposes
of ρ⊗NAB and σ
⊗N
AB still have different inertias. (We prove
this claim, i.e., Lemma 19 (ii), in Appendix C.) We call
this relation strong SLOCC inequivalence. Physically,
it implies that the collective use of many copies cannot
change the inequivalence under SLOCC. The classifica-
tion of states enables us to determine whether there ex-
ist SLOCC operations to transform a state to another
one. The transformation between many copies of two
pure multipartite states was studied in [67]. It has been
shown that two transformable multipartite states under
SLOCC are also transformable under multicopy SLOCC
[67]. The strong SLOCC inequivalence here shows that
if ρAB and σAB cannot be transformed under SLOCC,
then ρ⊗NAB and σ
⊗N
AB cannot be transformed under multi-
copy SLOCC too.
Fourth, we discuss a class of states called X-states.
They are defined as states whose density matrix has
nonzero elements only along its diagonal and antidiag-
onal in resemblance to the letter X [50]. For example,
GHZ diagonal states are typical kinds of X-states [68].
X-states are important states that occur in various con-
texts such as entanglement [69], its decay under decoher-
ence [70], and in describing other quantum correlations
besides entanglement such as discord [71]. In Theorem
15 we study the inertia of ρΓ by quantifying the number
of negative eigenvalues of ρΓ.
Theorem 15 (i) If ρ is a 2× n X-state, then ρΓ has at
most bn2 c negative eigenvalues. Furthermore, there exist
2×n X-states whose partial transpose has exact k negative
eigenvalues, where 1 ≤ k ≤ bn2 c.
One can refer to Appendix C for the proof of Theorem
15. In [72] authors considered the problems of maximiz-
ing the entanglement negativity of qubit-qutrit X-states.
For this purpose they derived that there is at most one
negative eigenvalue of ρΓ if ρ is a qubit-qutrit X-state.
We generalize their result to 2× n X-states here. In the
proof of Theorem 15 we formulate expressions for the
eigenvalues of ρΓ. Therefore, using the expressions of
those negative eigenvalues, one can determine the inertia
of ρΓ, and compute the negativity of 2× n X-state.
Finally, since the transpose is a typical positive but
not completely positive map, it enables PPT criterion
to detect entanglement. In [42] authors considered the
question of how exactly the partial transpose map can
transform the eigenvalues of ρ. In specific, for which
ordered list λ1 ≥ λ2 ≥ · · · ≥ λmn ∈ R does there exist an
m× n state ρ such that ρΓ has eigenvalues λ1, · · · , λmn?
Our main result Theorem 12 answers this question when
9m = 2 in terms of how many positive and negative values
among the list λ1 ≥ λ2 ≥ · · · ≥ λ2n.
VI. CONCLUSIONS
In this paper, we investigated the inertia of EW with
a focus on the partial transpose of NPT state in the
qubit-qudit system. We revealed the essential relevance
between inertias, and proposed an effective method to
generate more inertias from a given inertia. Using this
method we exhausted all inertias in the inertia set N2,n
for any n ≥ 2. It led us to fully understand the par-
tial transpose of NPT qubit-qudit state. We applied our
results to construct a separability criterion. The connec-
tions with tripartite genuinely entangled states and the
classification of NPT states were indicated. In addition,
we quantified the number of negative eigenvalues of ρΓ
for X-state ρ.
There are some interesting problems for further study.
First, it is natural to ask how many distinct inertias in
the inertia set Nm,n for m,n ≥ 3. We conjecture that
|Nm,n| has exact (m − 1)2(n − 1)2 distinct inertias. As
we mentioned above, the inertia of ρΓ is closely related to
the 1-distillability of NPT state ρ. The characterization
of Nm,n for m,n ≥ 3 is helpful to understand the distill-
ability problem. Second, we may extend the study to the
inertia of non-decomposable EW. The partial transpose
of NPT state is a decomposable EW which cannot detect
PPTE states. Thus, the inertias of non-decomposable
EWs may provide powerful separability criteria to iden-
tify PPTE states. Third, we may generalize the bi-rank
(r(ρ), r(ρΓ)) to the bi-inertia (In(ρ), In(ρΓ)). In virtue of
the bi-inertias we can determine the partial transposes of
which states share the same inertia. It allows us to better
understand the relation between ρ and ρΓ. Finally, it is
interesting to dig more applications of the inertia of EW.
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Appendix A: Proofs of results in Sec. III
First of all, we prepare to show the proof of Lemma
5. For this purpose we need two essential results. The
first one is a well-known conclusion on the existence of
product vectors in some subspace.
Lemma 16 [73, Proposition 6.] Suppose HAB ∼= Cm ⊗
Cn is a bipartite Hilbert space. Any subspace of HAB
with dimension greater than (m− 1)(n− 1) must contain
at least one product vector. Furthermore, any subspace
of HAB with dimension greater than (m− 1)(n− 1) + 1
contains infinitely many product vectors.
The second one is on the dimension of some subspace
spanned by product vectors.
Lemma 17 Suppose HAB ∼= Cm ⊗ Cn is a bipartite
Hilbert space. If V is an (mn − 1)-dimensional bipar-
tite subspace of HAB, then V is spanned by product vec-
tors. If V is an (mn− 2)-dimensional bipartite subspace
of HAB, then V may be not spanned by product vectors.
Proof. Let V be the subspace spanned by the linearly
independent vectors |α1〉, |α2〉, ..., |αmn−1〉 in Cm ⊗ Cn.
It is known that the 3-tensor
|ψ〉 =
mn−1∑
j=1
|αj〉|j〉 (A1)
has tensor rank (mn− 1) [74]. That is,
|ψ〉 =
mn−1∑
j=1
|aj , bj , cj〉, (A2)
where |cj〉’s are vectors in the space
span{|1〉, |2〉, ..., |mn− 1〉}. (A3)
Comparing (A1) and (A2), we obtain that |cj〉’s are lin-
early independent. Hence,
V = span{|α1〉, ..., |αmn−1〉} (A4)
= span{|a1, b1〉, ..., |amn−1, bmn−1〉}. (A5)
It follows that V is spanned by product vectors. To prove
the second claim, it suffices to construct an example in
C2 ⊗ C2. For example, let V be the 2-dimensional sub-
space spanned by |00〉 and |01〉 + |10〉. One can verify
that V has exact one product vector |00〉 up to a coeffi-
cient. This completes the proof. 
Then we are ready to prove Lemma 5.
Proof of Lemma 5. First, we write W in spectral
decomposition as
W =
mn∑
i=1
pi|ai〉〈ai| ∈ B(Cm ⊗ Cn). (A6)
Suppose the inertia of W is (q, r,mn − q − r). Without
loss of generality, we may assume that pi ≤ pi+1 for any
i. Then the eigenvalues pi < 0 for i ∈ [1, q], pj = 0 for
j ∈ [q+1, q+r], and pk > 0 for k ∈ [r+ q+1,mn]. Since
W is an EW, we have q ≥ 1 and mn− q − r ≥ 1.
(i) The assertion follows from the definition of EW.
(ii) If q ≥ (m − 1)(n − 1) + 1, from Lemma 16
there is a product state |a, b〉 in the subspace spanned
by {|a1〉, |a2〉, ..., |aq〉}. So 〈a, b|W |a, b〉 < 0. It is a
contradiction with the definition of EW. Hence, q ≤
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(m−1)(n−1). The decomposable EW containing exactly
(m−1)(n−1) negative eigenvalues has been constructed
in [40].
(iii) We prove the assertion by contradiction. Suppose
mn−q−r = 1. Lemma 17 implies that there is a product
vector |a, b〉 orthogonal to |amn〉, and non-orthogonal to
|a1〉. We have
0 ≤ 〈a, b|W |a, b〉 ≤ p1〈a, b|(|a1〉〈a1|)|a, b〉 < 0. (A7)
We obtain a contradiction. Therefore, mn − q − r > 1,
namely that W has at least two positive eigenvalues.
This completes the proof. 
Appendix B: Proofs of results in Sec. IV.
First we show the proof of Lemma 8 as follows.
Proof of Lemma 8. (i) Since In(ρΓ) = (a, b, c), we
may assume the spectral decomposition as
ρΓ =
a∑
i=1
λi|αi〉〈αi|+ 0 ·
b∑
j=1
|βj〉〈βj |
+
c∑
k=1
µk|γk〉〈γk|, (B1)
where λi < 0 and µk > 0. We choose x > 0 such that
x+ max
i
λi < 0. (B2)
Therefore,
σΓ = ρΓ + xImn
=
a∑
i=1
(x+ λi)|αi〉〈αi|+ x ·
b∑
j=1
|βj〉〈βj |
+
c∑
k=1
(x+ µk)|γk〉〈γk|. (B3)
It follows that
In(σΓ) = (a, 0, b+ c).
Furthermore, if ρ is an NPT (separable) state, then σ is
also an NPT (separable) state. If ρ is a PPTE state, there
is an EW W such that Tr(Wρ) < 0. So we can choose
x > 0 such that x+ max
i
λi < 0, and Tr(W (ρ+ xI)) < 0.
Thus σ is also a PPTE state.
(ii) If (a1, b1, c1) ∈ Nm1,n1(Pm1,n1 ,Sm1,n1), it follows
from (i) that
(a1, 0, b1 + c1) ∈ Nm1,n1(Pm2,n2 ,Sm2,n2).
Suppose ρ is an m1 × n1 NPT (PPTE, separable) state
with In(ρΓ) = (a1, 0, b1 + c1). Using the spectral decom-
position we write ρΓ as
ρΓ =
a1∑
j=1
λj |ψj〉〈ψj |+
b1+c1∑
j=a1+1
µj |ψj〉〈ψj |, (B4)
where λj < 0, µj > 0, and {|ψj〉}m1n1j=1 is an orthonormal
basis of Cm1 ⊗ Cn1 . By adding proper zero rows and
columns in the origional density matrix of ρ we construct
an m2 × n2 NPT (PPTE, separable) state ρ˜, and
In(ρ˜Γ) = (a1,m2n2 −m1n1, b1 + c1).
We again write ρ˜Γ in spectral decomposition as
ρ˜Γ =
a1∑
j=1
λj |ψ˜j〉〈ψ˜j |+
b1+c1∑
j=a1+1
µj |ψ˜j〉〈ψ˜j |
+ 0 ·
m2n2−m1n1∑
j=1
|φj〉〈φj |,
(B5)
where {|φj〉}m2n2−m1n1j=1 is the set of product vectors |p, q〉
with either m1 < p ≤ m2 or n1 < q ≤ n2. Let
σΓ := ρ˜Γ +
l∑
x=1
|jx, kx〉〈jx, kx|, (B6)
where {|jx, kx〉}lx=1 ⊆ {|φj〉}m2n2−m1n1j=1 is a subset of any
l orthonormal product vectors. Thus,
In(σΓ) = (a1,m2n2 −m1n1 − l, b1 + c1 + l)
for any 0 ≤ l ≤ m2n2 −m1n1. Since the state σ is ob-
tained by adding product states into the density matrix
of ρ˜, it follows that σ is also an m2 × n2 NPT (PPTE,
separable) state.
This completes the proof. 
The basic idea of Lemma 8 is to add a convex combina-
tion of linearly independent product states into the orig-
inal density matrix. Using the similar idea we can also
determine the inertia sets Sm,n and Pm,n as by-products.
Corollary 18 Suppose ρ is an m× n PPT state. Then
In(ρΓ) =
(
0,mn− r(ρΓ), r(ρΓ)). (B7)
(i) If ρ is separable then any given integer r(ρΓ) ∈
[1,mn] exists.
(ii) If ρ is a PPTE state, and
k := max{ν0|(0, ν0, ν+) ∈ Pm,n},
then (0,mn− r(ρΓ), r(ρΓ)) ∈ Pm,n for any given integer
r(ρΓ) ∈ [mn− k,mn].
Proof. Since ρ is a PPT state, ρΓ has no negative
eigenvalue. Hence, Eq. (B7) holds.
(i) It suffices to construct specific examples to prove
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this assertion. Let
ρ =
m∑
i=1
n∑
j=1
cij |ij〉〈ij|, (B8)
where cij ’s are non-negative real numbers, and exact p ∈
[1,mn] elements of {cij} are positive. It follows that
r(ρ) = r(ρΓ) = p for any p ∈ [1,mn].
(ii) Suppose ρ is a PPTE state which satisfies r(ρΓ) =
mn− k. We write ρΓ in spectral decomposition as
ρΓ =
mn−k∑
j=1
λj |ψj〉〈ψj |, (B9)
where λj ’s are positive. It follows that R(ρΓ) =
span{|ψj〉}mn−kj=1 . Thus we can assume the kernel of ρΓ is
spanned by k linearly independent product vectors, i.e.,
K(ρΓ) = span{|aj , bj〉}kj=1.
Hence, for any 1 ≤ p ≤ k we define
σΓp :=
mn−k∑
j=1
λj |ψj〉〈ψj |+
p∑
j=1
|aj , bj〉〈aj , bj |. (B10)
One can verify σp is a PPTE state which satisfies r(σ
Γ
p ) =
mn− k + p, ∀1 ≤ p ≤ k.
This completes the proof. 
Second we provide the proof of Lemma 9 as follows.
Proof of Lemma 9. Using the spectral decomposi-
tion we can write ρΓ as
ρΓ = −
k∑
j=1
|vj〉〈vj |+
mn−d∑
j=k+1
|vj〉〈vj |, (B11)
where {|vj〉}mn−dj=1 are pairwisely orthogonal. Assume
K(ρΓ) = span{|u1〉, · · · , |ud〉}. It follows from Lemma
16 that any subspace of Cm ⊗ Cn whose dimension is
(m− 1)(n− 1) + 1 contains at least one product vector.
Thus, there exist proper coefficients such that
|a1, b1〉 =
k∑
i=1
xi|vi〉+
(m−1)(n−1)+1−k∑
j=1
yj |uj〉. (B12)
Since ρΓ is an EW, it follows that 〈a1, b1|ρΓ|a1, b1〉 ≥ 0.
Thus we conclude that xi = 0,∀1 ≤ i ≤ k in Eq. (B12).
That is
|a1, b1〉 =
(m−1)(n−1)+1−k∑
j=1
yj |uj〉 ∈ K(ρΓ). (B13)
Up to a permutation of {|uj〉}(m−1)(n−1)+1−kj=1 , we can
assume y1 6= 0. In the same way, there exist proper
coefficients such that
|a2, b2〉 =
(m−1)(n−1)+2−k∑
j=2
yj |uj〉 ∈ K(ρΓ). (B14)
Similarly we assume that y2 6= 0. Repeating this process
we obtain that there are at least l linearly independent
product vectors in K(ρΓ). Moreover, we conclude that
K(ρ) = span{|u1〉, · · · , |ud〉}
= span{|a1, b1〉, · · · , |al, bl〉, |ul+1〉, · · · , |ud〉}.
(B15)
This completes the proof. 
Third we show the proof of Theorem 10 as follows.
Proof of Theorem 10. (i) We first prove the ”Only
if” part. It is equivalent to prove the claim that if the
sequence (a, b, c) satisfies that either (a, b − 2, c) ∈ N2,n
or (a, b− 1, c− 1) ∈ N2,n, then (a, b, c) ∈ N2,n. If (a, b−
2, c) ∈ N2,n−1, then (a, b, c) ∈ N2,n naturally. If (a, b −
1, c− 1) ∈ N2,n−1, then (a, b+ 1, c− 1) ∈ N2,n naturally.
Suppose σ is a 2× n state, and In(σΓ) = (a, b+ 1, c− 1).
Since a + b + 1 > n, from Lemma 9 there is a product
vector in K(σΓ), namely |e, f〉. Let
σ˜ := σ + |e∗, f〉〈e∗, f |.
It follows that In(σ˜Γ) = (a, b, c), and thus (a, b, c) ∈ N2,n.
So the ”Only if” part holds.
Second we prove the ”If” part by contradiction. As-
sume that there is a 2 × n NPT state ρ such that
In(ρΓ) = (a, b, c). Since a + b > n − 1, it follows from
Lemma 9 that there is a product vector in K(ρΓ). Thus
we can assume |0, 0〉 ∈ K(ρΓ) up to SLOCC equivalence.
Also, we obtain that |0, 0〉 ∈ K(ρ). Hence, the matrix of
ρΓ is as follows.
ρΓ =
[
M11 M12
M21 M22
]
, (B16)
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where
M11 =

0 0 0 · · · 0
0 ρ22 ρ23 · · · ρ2n
0 ρ32 ρ33 · · · ρ3n
...
...
...
...
...
0 ρn2 ρn3 · · · ρnn
 ,
M12 =

0 0 0 · · · 0
0 ρ2(n+2) ρ2(n+3) · · · ρ2(2n)
0 ρ3(n+2) ρ3(n+3) · · · ρ3(2n)
...
...
...
...
...
0 ρn(n+2) ρn(n+3) · · · ρn(2n)
 ,
M21 =

0 0 0 · · · 0
0 ρ(n+2)2 ρ(n+2)3 · · · ρ(n+2)n
0 ρ(n+3)2 ρ(n+3)3 · · · ρ(n+3)n)
...
...
...
...
...
0 ρ(2n)2 ρ(2n)3 · · · ρ(2n)n
 ,
M22 =

ρ(n+1)(n+1) ρ(n+1)(n+2) · · · ρ(n+1)(2n)
ρ(n+2)(n+1) ρ(n+2)(n+2) · · · ρ(n+2)(2n)
ρ(n+3)(n+1) ρ(n+3)(n+2) · · · ρ(n+3)(2n))
...
...
...
...
ρ(2n)(n+1) ρ(2n)(n+2) · · · ρ(2n)(2n)
 .
(B17)
If ρ(n+1)(n+1) = 0, since ρ is positive semidefinite, we
conclude that
ρ(n+1)j = ρj(n+1) = 0, ∀n+ 2 ≤ j ≤ 2n.
It implies that |1, 0〉 ∈ K(ρΓ), and |1, 0〉 ∈ K(ρ). Thus,
ρ is indeed a 2 × (n − 1) state up to a local projector.
It implies that (a, b− 2, c) ∈ N2,n−1. It contradicts with
the condition (i.a) that (a, b − 2, c) 6∈ N2,n−1. Next, we
consider ρ(n+1)(n+1) > 0. Using a locally invertible op-
erator I2 ⊗ V , where V is an n× n invertible matrix, we
obtain that
(I ⊗ V )ρΓ(I ⊗ V †) =
[
M11 M12
M21 M
′
22
]
, (B18)
where
M ′22 =

ρ(n+1)(n+1) 0 · · · 0
0 ρ′(n+2)(n+2) · · · ρ′(n+2)(2n)
0 ρ′(n+3)(n+2) · · · ρ′(n+3)(2n))
...
...
...
...
0 ρ′(2n)(n+2) · · · ρ′(2n)(2n)
 .
(B19)
Since the inertia is invariant under invertible operations
by Sylvester Theorem, we conclude that the inertia of
σΓ =

ρ22 · · · ρ2n ρ2(n+2) · · · ρ2(2n)
ρ32 · · · ρ3n ρ3(n+2) · · · ρ3(2n)
...
...
...
...
...
...
ρn2 · · · ρnn ρn(n+2) · · · ρn(2n)
ρ(n+2)2 · · · ρ(n+2)n ρ′(n+2)(n+2) · · · ρ′(n+2)(2n)
ρ(n+3)2 · · · ρ(n+3)n ρ′(n+3)(n+2) · · · ρ′(n+3)(2n)
...
...
...
...
...
...
ρ(2n)2 · · · ρ(2n)n ρ′(2n)(n+2) · · · ρ′(2n)(2n)

(B20)
is (a, b− 1, c− 1). Since σ is a 2× (n− 1) state, it follows
that (a, b − 1, c − 1) ∈ N2,n−1. It contradicts with the
condition (i.b) that (a, b− 1, c− 1) 6∈ N2,n−1. Therefore,
we conclude that (a, b, c) 6∈ N2,n. So the ”If” part holds.
(ii) Since In(ρΓ) = (a, b, c) with a + b > n − 1, it
follows from Lemma 9 that there is a product vector
in K(ρΓ). Up to SLOCC equivalence, we may assume
|0, 0〉 ∈ K(ρΓ). Thus, one can similarly write ρΓ in the
form as Eq. (B16). For the entry ρ(n+1)(n+1) in M22
given by (B17), if it is positive, then we can transform
ρ into a 2 × (n − 1) state σ by using a locally invertible
operation, namely Eq. (B18). Similarly, σΓ expressed
by Eq. (B20) has inertia (a, b − 1, c − 1). It contradicts
with (a, b − 1, c − 1) 6∈ N2,n−1. Therefore, we conclude
that ρ(n+1)(n+1) = 0. It implies |1, 0〉 ∈ K(ρΓ). Thus, ρ
is indeed a 2× (n− 1) state up to a local projector, and
(a, b− 2, c) ∈ N2,n−1. So assertion (ii) holds.
This completes the proof. 
Fourth, we show the proof of Corollary 11 as follows.
Proof of Corollary 11. (i) It follows from Lemma 4
(iii) that such a state ρ whose partial transpose contains
exact (n− 1) negative eigenvalues exists. Then we show
In(ρΓ) can only be (n − 1, 0, n + 1). First for any k > 0
the sequence (n − 1, k, n + 1 − k) satisfies the condition
n − 1 + k > n − 1. Second it follows from Lemma 5
(ii) that the partial transpose of any 2 × (n − 1) NPT
state has at most (n − 2) negative eigenvalues. Hence,
we conclude that for any k > 0,
(n− 1, k − 2, n+ 1− k) 6∈ N2,n−1,
(n− 1, k − 1, n− k) 6∈ N2,n−1. (B21)
Note that if k − 2 < 0 or n + 1 − k < 0, then such
inertia (n− 1, k − 2, n+ 1− k) naturally does not exist.
Similarly if k − 1 < 0 or n − k < 0, then such inertia
(n− 1, k − 1, n− k) does not exist. Therefore, it follows
from Theorem 10 (i) that (n− 1, k, n+ 1− k) 6∈ N2,n for
any k > 0.
(ii) It follows from Lemma 5 that the number of nega-
tive eigenvalues of ρΓ is either one or two, and the number
of positive eigenvalues of ρΓ lies in [2, 5]. Thus, In(ρΓ)
can only be the following seven sequences:
(1, 3, 2), (1, 2, 3), (1, 1, 4), (1, 0, 5),
(2, 2, 2), (2, 1, 3), (2, 0, 4).
(B22)
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First we construct concrete examples to show the four
inertias in Eq. (12) exist.
ρ1 = (|00〉+ |11〉)(〈00|+ 〈11|),
ρ2 = (|00〉+ |11〉)(〈00|+ 〈11|) + |02〉〈02|,
ρ3 = (|00〉+ |11〉)(〈00|+ 〈11|) + 1
10
I6,
ρ4 = (|00〉+ |11〉)(〈00|+ 〈11|)
+ (|01〉+ |12〉)(〈01|+ 〈12|).
(B23)
One can verify
In(ρ1) = (1, 2, 3), In(ρ2) = (1, 1, 4),
In(ρ3) = (1, 0, 5), In(ρ4) = (2, 0, 4).
(B24)
Second we exclude other three sequences in (B22).
It follows from Theorem 6 that N2,2 = {(1, 0, 3)}.
Then from Theorem 10 (i) the three sequences
(1, 3, 2), (2, 2, 2), (2, 1, 3) do not belong to N2,3.
(iii) We prove it by contradiction. Assume r(ρB) =
k( 6= j + 1). If k < j + 1, then r(ρΓAB) ≤ 2k < 2(j + 1).
It contradicts with In(ρΓAB) = (j, 2(n − 1 − j), j + 2). If
k > j+1 ≥ 2, then we can assume In(ρΓAB) = (j, 2(k−1−
j), j+ 2) by taking ρAB as a 2×k state. Since j < k− 1,
from (14) we obtain (j, 2(k − 2 − j), j + 2) ∈ N2,k−1.
Moreover, for any inertia (a, b, c) ∈ N2,n, ∀n ≥ 2, an
observation from (14) is that c− a ≥ 2. Hence, (j, 2(k −
2 − j) + 1, j + 1) 6∈ N2,k−1. Straightforward calculation
yields that j + 2(k − 1 − j) > k − 1 from k > j + 1. It
follows from Theorem 10 (ii) that ρAB can be regarded as
2× (k− 1) state. It implies r(ρB) ≤ k− 1. It contradicts
with the assumption r(ρB) = k. Therefore, we conclude
that r(ρB) = j + 1.
This completes the proof. 
Finally we provide the proof of Theorem 12 as follows.
Proof of Theorem 12. First we show the (n−1)2 se-
quences in (14) belong to N2,n. It follows from Corollary
11 (i) that
(j − 1, 0, j + 1) ∈ N2,j , ∀2 ≤ j ≤ n.
Then from Lemma 8 (ii) we conclude that ∀2 ≤ j ≤ n,
(j − 1, 2(n− j)− l, j + 1 + l) ∈ N2,n, ∀0 ≤ l ≤ 2(n− j).
(B25)
Thus the number of distinct inertias in N2,n is at least
n∑
j=2
(
2(n− j) + 1) = (n− 1)2.
Second we show except the (n− 1)2 sequences in (14)
there is no other inertia in N2,n. We prove this claim us-
ing mathematical induction. First, it follows from The-
orem 6 and Corollary 11 (ii) that this claim holds for
n = 2, 3. Assume |N2,n| = (n−1)2 holds for n = k. Next,
we need to show |N2,n| = (n − 1)2 holds for n = k + 1.
From (B25), it is equivalent to prove that
(j − 1, b, c) 6∈ N2,k+1, (B26)
for any 2 ≤ j ≤ k + 1, where b > 2(k + 1 − j) and
b + c = 2(k + 1) + 1 − j. Straightforward computation
yields that j − 1 + b > 2k + 1 − j ≥ k. Thus we can
apply Theorem 10 (i) to prove (B26). This is equivalent
to prove that
(j − 1, b− 2, c), (j − 1, b− 1, c− 1) 6∈ N2,k,(B27)
for any 2 ≤ j ≤ k + 1, where b > 2(k + 1 − j) and
b+ c = 2(k + 1) + 1− j.
According to the induction hypothesis we obtain
N2,k =
{
(j − 1, 2(k − j)− l, j + 1 + l)
∣∣∣∣
∀0 ≤ l ≤ 2(k − j), ∀2 ≤ j ≤ k
}
.
(B28)
Thus for any 2 ≤ j ≤ k, (j − 1, b − 2, c) ∈ N2,k if and
only if 0 ≤ b− 2 ≤ 2(k− j). This is a contradiction with
the condition b > 2(k + 1 − j) below (B27). Similarly
for any 2 ≤ j ≤ k, using Eq. (B28) we obtain that
(j−1, b−1, c−1) ∈ N2,k if and only if 0 ≤ b−1 ≤ 2(k−j).
So we obtain the same contradiction. We have proven
(B27) for 2 ≤ j ≤ k.
It remains to prove (B27) for j = k + 1. It follows
from Lemma 5 (ii) that the partial transpose of any 2×k
NPT state has at most k− 1 negative eigenvalues. Thus,
both (j−1, b−2, c) and (j−1, b−1, c−1) do not belong
to N2,k if j = k + 1. We have proven (B27) for j =
k+1. Combining with the last paragraph, we have proven
(B27). The equivalence of (B26) and (B27) implies that
|N2,n| = (n− 1)2 holds for n = k + 1.
To sum up, according to mathematical induction we
conclude that |N2,n| = (n − 1)2 for any n ≥ 2. This
completes the proof. 
Appendix C: Proofs of results in Sec. V.
First we show the following results.
Lemma 19 (i) If two n-partite mixed states of system
A1, ..., An are SLOCC equivalent, then their partial trans-
poses with respect to any k-partite subsystem Aj1 , ...., Ajk
are SLOCC equivalent.
(ii) Suppose ρAB and σAB are both 2 × n NPT states
of system A,B. If ρΓAB and σ
Γ
AB have different inertias,
then the partial transposes of ρ⊗N and σ⊗N still have
different inertias for any N copies.
Proof. (i) Suppose ρ and σ are two n-partite mixed
states of system A1, ..., An, and they are SLOCC equiv-
alent. Let ρΓ and σΓ be the partial transposes of ρ and
σ respectively, with respect to first k-partite subsystem
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A1, · · · , Ak. Up to a permutation of subsystems, it suf-
fices to show that ρΓ and σΓ are SLOCC equivalent. By
Definition 2 there is a locally invertible operator
X = V1 ⊗ V2 ⊗ · · · ⊗ Vn
such that XρX† = σ. Let
XΓ := V T1 ⊗ · · · ⊗ V Tk ⊗ Vk+1 ⊗ · · · ⊗ Vn.
One can verify (XΓ)†ρΓXΓ = σΓ. Therefore, ρΓ and σΓ
are SLOCC equivalent.
(ii) Denote In(ρΓAB) = (a1, b1, c1) and In(σ
Γ
AB) =
(a2, b2, c2). It follows that
(ρ⊗NAB )
Γ = (ρΓAB)
⊗N , (σ⊗NAB )
Γ = (σΓAB)
⊗N .
Straightforward calculation yields that
ν−
(
(ρ⊗NAB )
Γ
)
=
∑
k−odd
(
N
k
)
ak1c
N−k
1
=
(a1 + c1)
N − (a1 − c1)N
2
,
ν+
(
(ρ⊗NAB )
Γ
)
=
∑
k−even
(
N
k
)
ak1c
N−k
1
=
(a1 + c1)
N + (a1 − c1)N
2
.
(C1)
Similarly we obtain
ν−
(
(σ⊗NAB )
Γ
)
=
(a2 + c2)
N − (a2 − c2)N
2
,
ν+
(
(σ⊗NAB )
Γ
)
=
(a2 + c2)
N + (a2 − c2)N
2
.
(C2)
If In
(
(ρ⊗NAB )
Γ
)
= In
(
(σ⊗NAB )
Γ
)
, then
ν−
(
(ρ⊗NAB )
Γ
)
= ν−
(
(σ⊗NAB )
Γ
)
,
ν+
(
(ρ⊗NAB )
Γ
)
= ν+
(
(σ⊗NAB )
Γ
)
.
(C3)
From (14) we have a1 < c1 and a2 < c2. Hence, Eq. (C3)
is equivalent to a1 = a2 and c1 = c2. It implies In(ρ
Γ
AB) =
In(σΓAB). We obtain a contradiction. Therefore, assertion
(ii) holds.
This completes the proof. 
Second we present the proof of Theorem 15 as follows.
Proof of Theorem 15. Denote by ρX the 2 × n X-
state. The density matrix of an arbitrary 2 × n X-state
can be parametrized as
ρX =
[
M11 M12
M†12 M22
]
, (C4)
where
M11 = diag(a1, a2, · · · , an),
M22 = diag(bn, bn−1, · · · , b1),
M12 =

0 · · · 0 r1eiθ1
0 · · · r2eiθ2 0
... . .
. ...
...
rne
iθn · · · 0 0
 ,
(C5)
and for all j, aj , bj , rj are non-negative real numbers.
With a proper permutation matrix P , we have PρXP
† =
⊕nj=1Bj , where Bj =
[
aj rje
iθj
rje
−iθj bj
]
. Thus the eigen-
values of ρX can be formulated as
λ+j =
aj + bj
2
+
√
r2j + d
2
j ,
λ−j =
aj + bj
2
−
√
r2j + d
2
j ,
(C6)
where dj =
aj−bj
2 for any j. Since ρ is positive semidefi-
nite, it follows that ∀j, λ+j and λ−j are non-negative. This
is equivalent to
rj ≤
√
ajbj , ∀j. (C7)
Since ρΓX is still an X-type matrix, one can similarly for-
mulate the eigenvalues of ρΓX as
µ+j =
aj + bj
2
+
√
r2n+1−j + d
2
j ,
µ−j =
aj + bj
2
−
√
r2n+1−j + d
2
j .
(C8)
It follows from Eq. (C8) that µ+j ≥ 0,∀j, and µ−j is
negative if rn+1−j >
√
ajbj . Using this inequality and
(C7), the number of negative eigenvalues of ρΓX is that of
rn+1−j satisfying√
an+1−jbn+1−j ≥ rn+1−j >
√
ajbj . (C9)
To satisfy the inequality, we can exclude the case that
n is odd and j = dn2 e. Next, we obtain two inequalities
by setting j = k and j = n + 1 − k for every k ≤ bn2 c
in (C9). One can verify that at most one of the two
inequalities holds. So the number of negative eigenvalues
of ρΓX is at most bn2 c. For a fixed k ≤ bn2 c, by choosing
proper parameters we can make (C9) hold if and only
if 1 ≤ j ≤ k. Thus the corresponding X-state given by
Eq. (C4) is one whose partial transpose has k negative
eigenvalues. This completes the proof. 
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