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Abstract
We present complexity results regarding a matching-type problem related to structural con-
trollability of dynamical systems modelled on graphs. Controllability of a dynamical system is
the ability to choose certain inputs in order to drive the system from any given state to any
desired state; a graph is said to be structurally controllable if it represents the structure of a
controllable system. We define the Orientation Control Matching problem (OCM) to be the
problem of orienting an undirected graph in a manner that maximizes its structural controlla-
bility. A generalized version, the Asymmetric Orientation Control Matching problem (AOCM),
allows for asymmetric weights on the possible directions of each edge. These problems are
closely related to 2-matchings, disjoint path covers, and disjoint cycle covers. We prove using
reductions that OCM is polynomially solvable, while AOCM is much harder; we show that it is
NP-complete as well as APX-hard.
1 Introduction
We introduce a new matching problem that arises out of the study of structural controllability
of dynamical systems.
A dynamical system is said to be controllable if it can be driven - through choice of inputs
- from any initial state to any desired state [8]. A linear dynamical system can be modelled
on a directed network, with edges representing influences and edge weights representing the
strength of the influences. A system is said to be structurally controllable if there exists a set of
edge weights on its corresponding network that results in a controllable system [12]. Intuitively,
structural controllability describes a property of the structure of a system, independent of exact
numerical relationships.
In the context of linear, continuous-time, finite-dimensional, time-independent dynamics, Liu
et al. proved that the number of inputs necessary to make a system structurally controllable is
equal to the maximum of one and the number of nodes left unmatched in a maximum control
matching (to be defined) [13]. Thus, finding a maximum control matching on a network reveals
how controllable the corresponding dynamical system is.
The concept of a control matching was formulated by Liu et al. in [13], though they did not
use this term. Throughout this document, unless specified otherwise (e.g. “1-matching”), we
will use “matching” to refer to a control matching, for brevity’s sake.
Definition 1. (From [13]) In a directed graph G = (V,A), a control matching is a set of
edges M ⊆ A such that each node in V is the head of at most one edge in M and the tail of
at most one edge in M . A node is matched with respect to M if it is the head of an edge in
M , and otherwise it is unmatched. The size of a matching is |M |, which is also the number of
matched nodes. A perfect control matching is a control matching in which every node in V
is matched (then |M | = |V |).
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Remark 2. Since a control matching in a directed graph corresponds to a 1-matching in its
bipartite representation, it is polynomially solvable to find an optimal control matching on a
directed graph [13].
We say a network is easy to control if it requires few inputs to be structurally controllable.
The problem we study here is to find an orientation of an undirected graph that is easiest
to control. Equivalently, our problem is to choose an orientation of an undirected graph that
allows the best control matching. Lv-Lin et al. introduced this problem in [14], and presented an
efficient heuristic approximation algorithm for it. We call this problem the Orientation Control
Matching problem (OCM).
We formulated the Asymmetric Orientation Control Matching problem (AOCM) to gener-
alize OCM to allow for an asymmetric weight function. OCM and AOCM are formally defined
in Definition 3.
Definition 3. Let G = (V,E) be an undirected graph with an associated weight function
w : {(u, v), (v, u)|(u, v) ∈ E} → R, where the weight w(u, v) corresponds to the benefit of
choosing to direct the edge (u, v) from u to v in an orientation of the graph. For each orientation
of G, there exists a maximum control matching, where the weight of the matching is the sum
of the weights corresponding to the directions of the edges in the matching. The task of the
Asymmetric Orientation Control Matching problem (AOCM) is to find an orientation
of G with the maximum weighted control matching. We call the uniformly-weighted version the
Orientation Control Matching problem (OCM).
An instance (G = (V,E), w) of AOCM can be represented as a symmetric directed graph
G′ = (V,A) with the same weight function, where edges (u, v) and (v, u) ∈ A iff (u, v) ∈ E. An
orientation of G is isomorphic to a subgraph of G′ that includes exactly one of (u, v) and (v, u)
for each adjacent u, v ∈ V ; we will call such a subgraph an orientation-set in what follows,
for brevity. When speaking in terms of G′, it is clear to see that an optimal solution to AOCM
is an orientation-set that maximizes the largest possible control matching.
This paper is organized as follows. Section 2 briefly discusses the complexity of OCM,
relating it to 2-matchings and showing that it is polynomially solvable. In Section 3 we prove
AOCM is NP-complete using a reduction from a cycle cover problem, and in Section 4 we prove
it is APX-hard using an L-reduction from Maximum Independent Set on cubic graphs. We
conclude in Section 5.
2 Complexity of OCM
When all the weights are uniform, the problem reduces to finding a maximum simple 2-matching
in an undirected graph. A simple 2-matching is a set of edges such that every node is incident
on at most two edges in the matching [17]; it can be interpreted as a set of node-disjoint paths
and cycles that contain all the nodes in the graph. If we have a maximum simple 2-matching, we
can orient the paths and cycles it consists of to be directed paths and cycles, and then orient the
rest of the edges arbitrarily. Then we will have an oriented graph with the maximum possible
maximum control matching.
The problem of finding a maximum simple 2-matching was proved to be polynomial by J.
Edmonds [6, 17]. The proof involves the description of a convex polyhedron whose extreme
points correspond to matchings.
3 NP-Completeness of AOCM
Lemma 4. AOCM is in NP.
Proof. AOCM reduces to Weighted Independent Set. Given a symmetric, directed, weighted
graph G = (V,A) representing an instance of AOCM, we can construct an undirected graph H
as follows. For each edge in G, let there be a node in H corresponding to it, with the same
weight. Then for each pair of symmetric edges in G, let the corresponding nodes of H be
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Figure 1: An example of the reduction from 3-DCC to AOCM.
adjacent. In addition, let two nodes in H be adjacent if the corresponding edges in G share a
tail node or a head node (that is, a node is the tail of both, or the head of both).
Now a maximum-weight independent set of nodes in H corresponds to a set of edges in G
with the same weight, for which no node is the head of more than one edge, no node is the tail of
more than one edge, and no two symmetric edges are in the set. This set is a control matching
on a valid orientation-set of G, by definition. Likewise, a maximum-weight control matching on
an optimal orientation-set on G corresponds to an independent set on H with the same weight.

Definition 5. 3-cycle cover problem: Given a graph, determine whether there exists a 3-
cycle cover, which is a set of vertex-disjoint simple cycles, all with at least 3 vertices, that covers
all the vertices in the graph. In directed graphs, this is abbreviated as 3-DCC [5].
Lemma 6. AOCM is NP-hard.
Proof. By reduction from 3-DCC, which is NP-complete [5, 9].
Reduction: Let G = (V,A) be an instance of 3-DCC, and assume wlog that G is simple,
since self-loops and parallel edges are irrelevant to a partitioning into simple cycles larger than
3. We can construct G′ = (V ′, A′) to be a symmetric directed graph representing an instance of
AOCM; let V ′ = V , and let A′ include all the edges of A. Add edges to A′ as necessary to make
it symmetric. Let w(u, v) = 1 if (u, v) ∈ A and 0 otherwise. Now G′ has an orientation-set that
admits a control matching of weight |V | if and only if G has a 3-cycle cover. Figure 1 illustrates
the reduction.
Proof of ⇒: Suppose G′ has an orientation-set that admits a control matching of weight
|V |. Then the matching must consist of |V | edges, all of weight 1; this means all the edges in
the matching correspond to edges in the original graph G. With this many edges, the matching
must make up simple cycles that cover all the vertices. Moreover, since there are no 2-cycles in
an orientation-set as defined in Definition 3, all these cycles must be of size at least 3. Thus the
corresponding edges in G make up a 3-cycle cover of G.
Proof of ⇐: Suppose G has a directed 3-cycle cover. Then the corresponding edges (of
which there must be |V |) in G′ form a directed 3-cycle cover of weight |V |. If we include all of
these edges in an orientation-set on G′, then no matter how we choose the other edges in the
orientation-set it will admit a control matching of weight |V |, namely, the edges in the cycle
cover. 
Theorem 7. AOCM is NP-complete.
Proof. This follows from Lemmas 4 and 6. QED
4 APX-Hardness of AOCM
APX is the class of problems for which a constant-factor polynomial-time approximation al-
gorithm exists [16]. Problems that allow PTASs, arbitrary-factor polynomial approximation
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Figure 2: This shows the construction of the portion of H (on the right) corresponding
to one node and its edges in G (on the left). The arcs are labelled with the node with
which they are associated, and dashed arcs indicate arcs of weight zero.
algorithms, are also in APX. Unless P=NP, though, a problem that is APX-hard does not have
a PTAS; thus, Theorem 8 implies that there exists a constant factor within which AOCM cannot
be approximated in polynomial time (unless P=NP).
Theorem 8. AOCM is APX-hard.
Proof. By L-reduction from Max-E3-Ind-Set, which is Maximum Independent Set on cubic
graphs. This has been proved to be APX-hard [1, 3]. The method of our reduction is very
similar to that in [4].
The following two equations (from the definition of L-reduction [16]) are what we will prove:
OPTAOCM (f(x)) ≤ α ·OPTIS(x) (1)
|OPTIS(x)− v(g(y))| ≤ β|OPTAOCM (f(x))− v(y)| (2)
First we will define the mapping f . Given an undirected cubic graph G = (V,E), we
construct a symmetric directed weighted graph H = (W,A) which will represent an instance of
AOCM. For each edge (u, v) ∈ G, we create two unique nodes in W , and connect them with a
pair of symmetric arcs; we associate one of these arcs with u and the other with v. We will use
the term edge-arcs for arcs in A of this type. Let tuv designate the destination node of the v-
associate edge-arc, and tvu be the destination of the u-associate edge-arc. For each node u ∈ V ,
then, we will have three such pairs of nodes in H. We add two arcs, (tuv1 , tv2u) and (tuv2 , tv3u),
to link these, where vi ranges over the vertices adjacent to u in some arbitrary order. These
arcs are also associated with node u, and will be termed node-arcs. Notice that every node
in W is the destination of exactly one edge-arc, and every edge-arc is associated with exactly
one node in the original vertex set V ; in addition, every node-arc associated with some u ∈ W
is directed from the source of a u-associate edge-arc to the destination of another u-associate
edge-arc, and no other node-arcs share the same source or destination. One consequence of this
is that no parallel edges will be created in our construction of H. The arcs described thus far
are given weight 1; we then add arcs of weight 0 as necessary to make the graph symmetric.
Now H is a symmetric, directed, weighted graph, and we define f(G) = H. Due to the arbitrary
element in the creation of the node-arcs, H is not necessarily unique; that is, there are multiple
graphs that could be f(G), and we are defining f(G) to be one such graph, arbitrarily chosen.
The properties relevant to the proof are invariant. See Figures 2 and 3 for examples.
We will now describe g, a function mapping feasible AOCM solutions in H to feasible Inde-
pendent Set solutions in G. Given an orientation-set σ of H, call its maximum matching M(σ).
Let S be the set of nodes in G whose three associated edge-arcs in H are all in M(σ). We define
g(σ) = S. To show S is an independent set, let u and v be in S and suppose they are adjacent.
Then there exists a pair of symmetric edge-arcs in H, one of which is associated with u and
the other with v. But if u and v are in S, all of the edge-arcs associated with them must be
in M(σ). Since σ is an orientation-set and hence contains no 2-cycles, it is not possible for two
symmetric arcs to be in σ, let alone in a matching on it, so u and v must not be adjacent.
Now we will develop some properties of feasible and optimal matchings that will be useful
in proving (1) and (2).
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Figure 3: On the left, G = K4. On the right, f(K4) is shown with edges colored
according to which node in G they are associated with. Dashed arcs indicate arcs of
weight zero.
Let σ be an orientation-set of H. The value of σ, v(σ), is the value of the maximum matching
in it, v(M(σ)). Since each non-zero arc in A is associated with exactly one vertex in V , we can
say
v(σ) = v(M(σ)) =
∑
u∈V
(# u-associate arcs in M).
We can find an upper bound on the number of arcs in M(σ) by bounding the number of
u-associate arcs in M(σ) for each u ∈ V . Given a u ∈ V , there are five arcs associated with
it in A: three edge-arcs, and two node-arcs. There are four possible numbers of edge-arcs that
could be in M : 0, 1, 2, or 3. We will consider each of these four cases separately; the ideas
are summarized in Figure 4. In each case, we will show that the number of u-associate arcs in
M(σ) is bounded by a certain number, based on the number of u-associate edge arcs in M(σ).
Case a: There are 0 edge-arcs associated with u in M(σ). Consider the node-arcs associated
with u; the only edges they share source nodes with are edge-arcs also associated with u, and
same with the edges they share destination nodes with. So, when none of the u-associate edge-
arcs are in M , M(σ) can contain up to 2 (both) of the u-associate node-arcs. Note that in
a sub-optimal orientation-set, one or both of the node-arcs might not be in the orientation-
set; in an optimal orientation-set however, both will be, as they add to the maximum possible
matching.
Case b: There is 1 edge-arc associated with u in M(σ). Case b(i): If this arc is the central
arc in the chain of u-associate arcs (see Figure 4), it conflicts with both u-associate node-arcs
and thus neither of them can be in the matching. Case b(ii): If it is one of the outer arcs in
the chain, then the node-arc not sharing any endpoints with it could be in the matching. In
an optimal orientation-set, Case b(i) will never arise, as the one edge-arc could be exchanged
for both node-arcs with a gain in value. As in Case a, an optimal orientation-set exhibiting
Case b(ii) will always include the other node-arc, allowing it to be in the matching, while a
sub-optimal orientation-set may not.
Case c: There are 2 edge-arcs associated with u in M(σ). No matter where in the chain the
edge-arcs are, it is impossible for either node-arc to be in M .
Case d: There are 3 edge-arcs associated with u in M(σ). It is again impossible for either
node-arc to be in M .
Given any matching, we can partition the nodes of V into 4 sets: V0, V1, V2, and V3, where
Vi is the set of nodes with i associated edge-arcs in the matching. We will use superscripts to
designate the orientation-set whose maximum matching induces a particular partition; e.g., V yi
is the set of nodes with i associated edge-arcs in the maximum matching on an orientation-set
y. So
v(y) =
3∑
i=0
∑
u∈Vi
(# u-associate arcs in M(y)).
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Figure 4: Figure 4a depicts the edge- and node-arcs associated with a given vertex u.
These are the only arcs relevant to an analysis of the four cases. Fig. 4b illustrates
the different cases. Key: A: Case letter. B: # edge-arcs associated with u in M . C:
Possible configurations. D: # node-arcs associated with u possibly in M . E: Optimal
total # of arcs associated with u in M . The diagrams represent the following. The only
arcs drawn are those associated with u. Solid edge-arcs are those we assume to be in
M , while dotted edge-arcs we assume to not be in M . Red node-arcs cannot be in M
given what we have assumed about the edge-arcs, and black node-arcs could feasibly
be in M .
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Lemma 9. Let n be the number of nodes in a given cubic graph G = (V,E). Let H = f(G), and
let y be an orientation-set of H. Then v(y) ≤ 2n + |V y3 |. Let σ∗ be an optimal orientation-set
of H; then v(σ∗) = 2n+ |V σ∗3 |.
Proof. From looking at the four cases, we know that
v(y) =
∑
u∈V y0
(0,1 or 2) +
∑
u∈V y1
(1 or 2) +
∑
u∈V y2
2 +
∑
u∈V y3
3.
Thus
v(y) ≤
∑
u∈⋃2i=0 V yi
2 +
∑
u∈V y3
3 = 2|
3⋃
i=0
V yi |+ |V y3 |.
Since
⋃3
i=0 V
y
i = V , and |V | = n, v(y) ≤ 2n+ 2|V y3 |.
In an optimal orientation-set σ∗, we know from looking at the four cases that
v(σ∗) =
∑
u∈⋃2i=0 V σ∗i
2 +
∑
u∈V σ∗3
3.
It follows, similarly to above, that v(σ∗) = 2n+ 2|V σ∗3 |. 
An upper bound on v(σ∗) can be derived by noting that 2n + 2|V σ∗3 | is maximized when
V σ
∗
3 = V , with a value of 3n. This is clearly never attainable, but allows us to prove condition
1. Since any cubic graph has an independent set of size at least n
4
[10], OPTAOCM (f(G)) ≤
3n ≤ 12 ·OPTIS(G) .
Now for condition 2. We will first prove another lemma.
Lemma 10. Let G = (V,E) be an instance of Independent Set, let H = f(G), and let σ∗ be
an optimal orientation-set on H. Then v(g(σ∗)) = OPTIS(G).
Proof. Let G, H, and σ∗ be as defined in Lemma 10. Let y∗ be a solution to
max{v(y) : y is an orientation-set of H, v(g(y)) = OPTIS(G)}.
From Lemma 9, we know that v(y∗) ≤ 2n + |V y∗3 |. According to our analysis of cases a
and b, for any u ∈ V we can always orient the node-arcs associated with u in a way that will
allow 2 u-associate arcs to be in the maximum matching. So since v(y∗) ≥ v(y) for all y s.t.
|V y3 | = |V y
∗
3 |,
v(y∗) = 2n+ |V y∗3 |. (3)
In addition, since |V y∗3 | = |g(y∗)| = OPTIS(G), for any orientation-set y¯ of H we have
|V y∗3 | ≥ |V y¯3 |. Specifically,
|V y∗3 | ≥ |V σ
∗
3 |. (4)
Putting (3) and (4) together along with Lemma 9, we have v(y∗) ≥ v(σ∗). Thus v(y∗) =
v(σ∗), which implies that |V σ∗3 | = |V y
∗
3 |, so then v(g(σ∗)) = v(g(y∗)) = OPTIS(G). 
From here, it is not difficult to show condition 2:
OPTAOCM (f(G))− v(y) ≥ 2n+ |V σ∗3 | − (2n+ |V y3 |) (Lemma 9)
= |V σ∗3 | − |V y3 |
= v(g(σ∗))− v(g(y))
= OPTIS(G)− v(g(y)) (Lemma 10)
QED
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5 Conclusion
We have discussed a matching problem, OCM, and introduced a variation on it, AOCM. We
have derived several complexity results for these problems, proving that OCM is polynomially
solvable while AOCM is NP-complete and APX-hard.
The identification of OCM as being simply a different formulation of maximum 2-matching
suggests numerous approaches for solving or approximating it efficiently, since 2-matchings have
been studied extensively [2, 7, 11, 15].
The difficulty classification of AOCM informs potential work on approximation algorithms.
It may be fruitful to adapt algorithms for related problems, such as 2-matchings, weighted path
or cycle covers, or ATSP [4, 5, 18]. In addition, since AOCM reduces to Maximum Weighted
Independent Set, algorithms for that problem could also be used to approximate AOCM.
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