Low-frequency bottom backscattering data analysis using multiple constraints beamforming by Li, Dan
Low-Frequency Bottom Backscattering Data Analysis 
Using Multiple Constraints Beamforming 
by 
Dan Li 
MARINE I 
B,IOL<:'GlC.~l ! 
l.AB'~R.ATC .~ f 
_I B. S., Electrical Engineering 
University of Science and Technology of China (1992) LIG Rf\R Y 
-·--- ---Submitted in partial fulfillment of the 'f.-JODS HC~~~. ~.1ASS . 
requirements for the dual degrees of l.\'. H. G. 1. j 
MASTER OF SCIENCE IN OCEANOGRAPHIC ENGINEERING - ·· · . . - ~- - ~-­
and 
OCEAN ENGINEER IN OCEANOGRAPHIC ENGINEERING 
at the 
MASSACHUSETTS INSTITUTE OF TECHNOLOGY 
and the 
WOODS HOLE OCEANOGRAPHIC INSTITUTION 
May 1995 
© Dan Li, 1995. All rights reserved. 
The author hereby grants to MIT and WHOI permission to reproduce and 
to distribute copies of this thesis document in whole or in part. 
~ ---------------
Signature of Author . . .................... .. ................. . ... .. ........ ... .. . . 
Department of Ocean Engineering, MIT and the 
MIT /WHOI Joint Prograqri.n Oceanographic Engineering 
' -
Certified by . .. . .. ............ .. .. . ....... . (j I T Dr. Dajun Tang 
Assistant Scientist, Woods Hole Oceanographic Institution 
The~ Supervisor 
Certified by ... .. ......... . ....... . .... . ~ ..... 
\J Dr. George V. Frisk 
Senior Scientist, Woods Hole Oceanographic Institution 
,../~hesis Supervisor 
Certified by . . . . . . . . . . . . . . . . . . . . . . . . .......... . 
Accepted by 
' --- ~ / - p-#'./"~ 
e-.-- v Proress nrik Schmidt 
Professor of Ocean Engineering, Massachusetts Inst · te of Technology 
Thesis Reader 
••••• 0 0 0 • ••••• 0 • • •• •• 0 0. 0 •• • •• 0 0 •••••• • •••• 0 •• 0 0 •• • • 0 ••••• • • • •• •••• •• 
Professor Arthur B. Baggeroer 
Chairman, Joint Committee for Oceanographic Engineering, 
Massachusetts Institute of Technology-Woods Hole Oceanographic Institution 
Low-Frequency Botto1n Backscattering Data Analysis 
Using Multiple Constraints Beamforming 
by 
Dan Li 
Submitted to the Massachusetts Institute of Technology/ 
Woods Hole Oceanographic Institution 
Joint Program in Oceanographic Engineering 
in May, 1995 in partial fulfillment of the 
requirements for the dual degrees of 
MASTER OF SCIENCE IN OCEANOGRAPHIC ENGINEERING 
and 
OCEAN ENGINEER IN OCEANOGRAPHIC ENGINEERING 
Abstract 
The data analysis of a deep-sea bottom backscattering experiment, carried out over a 
sediment pond on the western flank of the Mid-Atlantic Ridge in July 1993 with a 250-
650 Hz chirp source and a vertical receiving array suspended near the fiat seafloor, 
is presented in this thesis. Reflected signals in the normal incidence direction as 
the output of endfire beamforming are used to determine the sediment structure. 
The sediment is found to be horizontally stratified, except for two irregular regions, 
each about 20 m thick, located around 18 m and 60 m beneath the water-sediment 
interface. Multiple constraints beamforming is shown to be effective in removing 
coherent reflections from internal stratified layers, which is critical to the analysis of 
bottom backscattering. With backscattered signals obtained by beamforming, the 
above-mentioned two inhomogeneous regions are found to be the dominant factors on 
the bottom backscattered field, both in the normal incidence and oblique directions. 
The backscattering strength as a function of grazing angle is estimated for each of 
the two regions. 
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Chapter 1 
Introduction 
1.1 General Introduction 
During the past several decades, sound scattering has obtained more and more at-
tention in underwater acoustics and is a very important part of ongoing research. 
Interests vary from applications such as target detection and underwater obstruction 
avoidance, to the study of fish groups and zooplankton, to geological surveys of the 
ocean bottom, to monitoring of environmental pollution. Many efforts have been put 
into understanding the physical mechanisms that cause scattering of acoustic waves 
within the ocean and from its boundaries, which remain unclear at the present stage. 
This is because the ocean is an extremely complicated acoustic system. The scat-
tering of the propagating sound in it depends on many factors such as frequency, 
incident angle, the type of scatterers and even some unknown physical processes. 
Usually, acoustic scattering can be divided into the following categories: 
• Ocean surface scattering. 
• Volumetric scattering in the water column. 
• Ocean bottom scattering. 
The emphasis of the research presented here will be put on ocean bottom scattering. 
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The principal components of backscattering from the ocean bottom are generally 
considered to be: 
1. B?ckscattering from the water-bottom interface due to surface roughness. 
2. Backscattering from inhomogeneities within the bottom. 
Ocean bottom interface roughness can be ascribed to large topographical features 
such as undersea mountains and ridges, and small features such as sand ripples. It is 
easy to understand that large topographical features are the dominant contributors to 
bottom backscattering in many regions. However, for sediment covered areas, where 
only small interface roughness features exist, the influence of bottom inhomogeneities 
on the total bottom backscattered field is less obvious and less well understood. In-
homogeneities within the sediment that cause backscattering include buried rocks, 
shells, internal layering and any other source of lateral variability. 
A large amount of work has been reported studying acoustic scattering from rough 
surfaces. There are two well-known theoretical methods for calculating acoustic scat-
tering from rough surfaces: the Rayleigh-Rice method and the Kirchhoff method. 
Based on the small perturbation approximation, the Rayleigh-Rice method treats 
the rough surface as a perturbation to a smooth plane and the resulting scattering 
coefficient due to the presence of roughness is calculated. The Kirchhoff approxima-
tion approach is more pertinent to large-sca.le roughness, and the scattering surface 
is assumed to be sufficiently smooth so that the tangent plane at any point of the 
surface determines the reflection properties. Some efforts are also put into combining 
the above two methods in a composite model, treating small-scale roughness by the 
Rayleigh-Rice method and large-scale roughness by the Kirchhoff method [1]. A good 
review of theoretical work and experimental investigations on rough surface scattering 
can be found in Ogilvy's book [2]. 
At low frequencies and in regions where significant bottom penetration exists, such 
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as thickly covered sediment areas, scattering caused by inhomogeneities within the 
sediment volume can be the dominant influence on bottom backscattering. However, 
compared with the reported work on rough surface scattering, only limited results are 
available for studies of scattering from within the bottom. The modeling of bottom 
backscattering becomes more and more complicated by including more physical pro-
cesses in order to understand the scattering mechanisms and predict the scattering 
strength. Nevertheless, some common phenomena observed in experiments still can-
not be explained by the existing models. As for typical scattering experiments, the 
source and receiver are often far away from the bottom, in which case a large bottom 
area is ensonified, or only a single source/single receiver configuration is used so that 
the received signals are the superposition of the scattered returns from all directions. 
Both of these situations are unfavorable for bottom backscattering investigations. 
They may result in artifacts for the data analysis and even lead to misunderstanding 
of the scattering process. Therefore, a scattering experiment which uses a directional 
source and/or receivers suspended near the ocean bottom is beneficial for bottom 
backscattering studies. 
As part of the Office of Naval Research Bottom/Subbottom Acoustic Reverbera-
tion Special Research Program (ARSRP), a backscattering experiment was conducted 
over a sediment pond on the western flank of the Mid-Atlantic Ridge in July 1993. A 
chirp source and vertical line array were deep-towed only 200 m to 400 m above the 
seafloor, while the sediment thickness was up to 400 min the middle of the sediment 
pond. For a transmitted acoustic source level of approximately 200 dB re: p,Pa @ 1 
m and a source frequency of 250-650 Hz, the acoustic signal can penetrate to the rock 
basement beneath the sediment layer in spite of sediment attenuation and geometri-
cal spreading. Since the water-bottom interface was flat, this experiment provided a 
good opportunity to investigate backscattering due to inhomogenieties beneath the 
water-bottom interface. 
The objectives of the subsequent experimental data analysis were: 
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• To detect the sediment structure. This subbottom profiling can be obtained 
using the beamformed output in the endfire (normal incidence) direction. It 
provides information about geological features, such as horizontal variations 
and heterogeneous distributions of materials, which could be the sources of the 
backseat tering. 
• To study random scattering in the normal incidence direction. The normal inci-
dence direction returns as the output of the beamforming operation contain the 
information about coherent reflection and incoherent scattering. By removing 
the coherent part of the signals, the random scattering can then be revealed. 
• To investigate the backscattering in oblique directions. A multiple constraints 
beamforming technique along with a subtraction procedure is applied here in 
order to reduce the contamination of oblique backscattered returns by normal 
incidence returns. The locations of the major scatterers are investigated and 
the backscattering strength versus grazing angles is calculated. 
• To relate the scattering in the normal incidence and oblique directions to the 
geological features identified in sediment profiling. This can be of benefit to the 
future modeling work and to the understanding of the scattering mechanisms. 
Hopefully, it can offer the possibility of locating the major scatterers within the 
sediment by subbottom profiling. 
1.2 Relevant Literature Review 
Since this research involves several different areas, the purpose of this section is to 
provide a brief review of the references which have direct relevance to each area. 
1.2.1 Volume Backscattering Models 
It is generally accepted that backscattering ;rom sediment volume inhomoget1eities 
can contribute significantly to seafloor backscattering, especially at low frequencies, 
12 
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small grazing angles and where the bottom is flat. From the 1960's, a number of mod-
els have been developed in order to examine the underlying scattering mechanisms 
and to predict the strength of the backscattered signals. 
Stockhausen [3], as early as 1963, derived a volumetric backscattering strength 
expression assuming that the water-sediment interface is fiat and refracting (with 
the consequent critical angle effect), and with the homogeneous sediment containing 
a uniform set of solid spherical particles which act to scatter the acoustic energy. 
Treating the small spheres as uncorrelated point scatterers, he employed Morse's ex-
pression [4] which is valid for scattering from spheres much smaller than a wavelength. 
In his model, Stockhausen represented all the scattering processes by a single volume 
backscattering cross section without further exploring any physical mechanisms. 
Nolle et al. [5] at almost the same t ime developed their own model. They de-
scribed the scattering from the sediment volume based on a random distribution of 
scattering amplitude per unit volume. The scattering strength distribut ion was con-
sidered to be centered at a mean value with random deviations. For simplicity, the 
scattering autocorrelation function was assumed to have the form of an exponential 
decay. The autocorrelation length was proportional to the particle size in the sed-
iment volume, thus going one step further compared to Stockhausen's uncorrelated 
point scatterer model. Nolle et al. also conducted an experiment in the laboratory 
studying acoustic scattering from a smooth sand surface and compared their model 
with the collected data. It showed that the model had some difficulties in explaining 
the scattering from sub-critical angles. 
Crowther [6] included both interface roughness and volume inhomogeneity effects 
in his ocean bottom backscattering model. Kuo's formula [7] for backscattering from 
the rough interface between two homogeneous fluids was used here. Extending Nolle 
et al. 's model, he assumed the correlation function for impedance fluctuations to be 
elliptic exponential, which was able to account for the anisotropy of the scatterers. 
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However , this model also had problems with scattering at sub-critical angles when 
comparison with Nolle et al. 's laboratory backsrattering data was made. Without 
knowledge of the detailed shape of the correlation function, it would be inappropriate 
to predict such characteristics as the frequency dependence of the scattering employ-
ing this model. 
There were some singular features of the backscattering coefficient obtained in ex-
perimental measurements at sea [8] [9]. These included the frequency independence 
(or weak frequency dependence) over the frequency range 1-100KHz and an angular 
dependence proportional to sinfJ for grazing angles fJ from 5 to 50 degrees. In order 
to interpret this, Ivakin and Lysanov [10] proposed their statistical models on the 
basis of the geoacoustical model presented earlier by Lysanov [11]. The scattering 
was thought to come from "sharply anisotropic random inhomogeneities (fluctuations 
of the refractive index) : large-scale in the horizontal plane and small-scale in depth" 
in the sediment. They used the Born approximation to derive an expression for the 
equivalent surface scattering coefficient, which was not dependent on the frequency 
if the absorption coefficient was proportional to frequency and the power spectrum 
of the inhomogeneities was inverse proportional to the wavenumber to the third or-
der. Also, they extended the single-scale (horizontal correlation coefficient) model to 
two-scale and multi-scale models so as to account for the variability of the horizontal 
correlation coefficient in different regions. The interface effect was ignored by assum-
ing that the change of sound speed and density from the water to the water-saturated 
sediment were very small. The model prediction agreed very well with the data after 
the model/data fit of a free parameter: the ratio of the vertical and horizontal corre-
lation length. 
In their next paper [12], Ivakin and Lysanov revised their model to account for 
the interface roughness effect. The Kirchhoff approximation was applied to the rough 
interface backscattering case. The model studied in detail the influence of interface 
roughness on the volume backscattering cross section: for slow or nonreflecting bot-
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toms, the volume scattering did not depend on whether the bottom interface was 
smooth or not; for fast bottoms, the roughness effect was significant in the sub-
critical grazing angle region. Physically, the reason for the latter result was because 
the rough interface would enhance the penetration of sound into the bottom medium 
at small grazing angles and therefore intensify the scattering of sound by volume in-
homogeneities. They emphasized the nonadditiveness of the scattering effects due to 
volume inhomogeneities and water-bottom interface roughness, which was different 
from several other researchers who assumed that these two effects were uncorrelated. 
The authors did not include the possible lateral wave effects. 
Ivakin [13] extended his model for scattering from volume inhomogeneities again 
to deal with a stratified bottom. The correlation function for the random spatial 
fluctuations of the acoustical parameters was considered to be "statistically homo-
geneous in the horizontal plane and quasi-homogeneous with respect to the vertical 
coordinate". The model allowed considerable changes in the sound speed and the 
density with depth. He studied the linear increase in sound speed and density case 
and the linear decrease in sound speed case. The results showed good model/data 
agreement. 
For the high-frequency (10-100 kHz) bottom backscattering model proposed by 
Jackson et al. [1] in 1986, the composite roughness approximation was applied for the 
scattering due to interface roughness. To include the volume scattering contribution, 
they employed Stockhausen's formula [3] and accounted for the volume scattering by 
an equivalent surface backscattering coefficient. The assumption inherent in Jackson 
et al. 's approach was the neglect of any correlation between the scattering due to in-
terface roughness and sediment inhomogeneities, which was different from Ivakin and 
Lysanov's model [12]. Multiple scattering was also ignored. The comparison of the 
model with two sets of data suggested that "in soft sediment, sediment volume scat-
tering is likely to be more important than roughness scattering, except near normal 
incidence and for grazing angles smaller than the critical angle. For sand bottoms, 
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roughness scattering is relatively more important". However, the volume scattering 
parameter was still obtained from model/data fits without any relationship to the 
sediment properties. 
Mourad and Jackson [14) generalized Jackson et al.'s model [1] by including the 
sediment sound absorption in the interface boundary condition. They constructed 
some empirical relationships for estimating surficial values of the input geoacous-
tic parameters to the model using bulk measurements of logarithmic grain size Mz 
proposed by Hamilton [15). These parameters otherwise could only be obtained by 
direct measurement, which was not available for many datasets. Nevertheless, as they 
pointed out, the gradients of sound speed and density, which might play an impor-
tant role in affecting the acoustical response of the sediment, were not included in 
this model. 
Later, Mourad and Jackson [16) went one step further by including the gradient 
of sound speed in their low-frequency (100-1000 Hz) model. The volume scattering 
model was very similar to Ivakin's model [13) and they assumed "a distribut ion of 
uncorrelated omnidirectional point scatterers in the sediment causes the backscatter-
ing of sound". The model related the oscillation of the backscattering strength to 
the acoustic field within the sediment and suggested that the total backscattering 
from the ocean bottom was controlled by the processes affecting sediment volume 
scattering, for example strong layering. They also discussed the possible errors in 
the measurement of bottom scattering strength near the normal incidence direction 
using omnidirectional sources and receivers. For low-frequency backscattering, the 
questions for this model were how good the local plane-wave assumption inherent 
in the model was and the validity of attributing the volume scattering effect to an 
equivalent surface scattering process. 
Hines [17] developed a backscattering model in an approach similar to Ivakin's 
[13). He followed Chernov's work [18) and applied the Born approximation and the 
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far-field assumption. Backscattering of t he acoustic energy in his model was due to 
the sound speed and density fluctuation in the sediment, which he related to the 
fluctuation of porosity. The lateral wave effect was for the first time included in this 
model, attempt ing to interpret the phenomena observed in experiments at small graz-
ing angles. An exponential decay correlation function was assumed and the model fit 
several published data very well. Yet a priori knowledge of the correlation function 
and variance of the porosity were needed for the model prediction. The approach of 
decomposing the incident spherical wave into a refracting plane wave and an evanes-
cent wave was debatable. 
Tang in his thesis [19] and Tang and Frisk in their several papers [20] [21] [22] 
discussed in detail the scattering from a random layer or half-space where the sound 
speed is assumed to be a constant plus a small random component. An integra-
differential equation method was applied. An interesting point was that t he spatial 
correlation length of the scattered field could be used to infer t he correlation length 
of the scatterers. This provided a way of inverting for the bottom parameters critical 
to bottom scattering by measuring the scattered field using multiple receivers. Also 
taken into consideration was the anisotropy of the scatterers. Besides examining the 
combination of interface roughness and volume inhomogeneity effects, an attempt was 
made to solve the near-field problem in low-frequency scattering when the far-field 
assumption was not appropriate anymore. 
Recently, Lyons et al. [23] extended Jackson et al. 's model [1] for scattering from 
the seafloor. In addition to the composite roughness model for interface scattering 
and Stockhausen's expression for volume scattering [3], they included the volume 
scattering from a random inhomogeneous continuum and scattering from subbottom 
interfaces. Their approach to calculating the scattering from the random inhomoge-
neous continuum was similar to Hines' work [17]. The compressibility and density 
variations were modeled. The correlation function could have different correlation 
lengths in the horizontal and in the vertical to a llow for anisotropy in the volume 
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scattering model. They employed the Born approximation to obtain the volume 
backscattering cross section, which was a free parameter in Jackson et al.'s model, 
before fitting it to Stockhausen's formula for an effective surface backscattering coef-
ficient. They estimated all of the input parameters except the horizontal correlation 
length from core data. The comparison with data was very good. Because this model 
was more complicated and had more input parameters, its performance depended 
very much on the estimation of those parameters. 
For elastic media, in addition to compressional waves, shear waves and evanes-
cent waves (e.g., Scholte waves at fluid-elastic interface) may play important roles in 
bottom scattering. Their interactions generate some unique scattering features that 
cannot be observed in fluid-fluid environment [24] [25] [26] [27]. For discrete elastic 
targets in a layered waveguide, the resultant scattering is treated by the transition 
matrix formalism [28] [29] or the boundary element method (BEM) (30]. However, 
the elasticity effect will not be considered in this thesis work. 
1.2.2 Experimental Data Analysis 
Since World War II, many acoustic backscattering experiments have been carried out 
both in the laboratory and at sea. Generally, the experimental data analysis shows 
an angular and frequency dependence of the scattered signals as well as the effects of 
different bottom types. 
Early investigations of bottom backscattering used an omnidirectional source and 
receiver. Mackenzie [31] presented the first deep-sea measurement results in 1961. 
The source and receiver were close to the sea surface. He found that the bottom 
backscattering strength obeyed Lambert's law of diffuse reflection for grazing angles 
from 30 to 90 degrees, with the scattering constant (Mackenzie coefficient) .having 
a value of -27dB. This value didn't change for the frequencies 530 Hz and 1030 Hz. 
In 1968, Merklinger (32] reported his experiment using a hydrophone and explosive 
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charges suspended near the ocean bottom. The data analysis indicated that the 
reverberation due to the subbottom layer structure contributed significantly to the 
total bottom reverberation. This highlighted the importance of subbottom inhomo-
geneities in the prediction of the bottom backscattered field. 
Bunchuk and Zhitkovskii [33] later gave an overview of bottom scattering in shal-
low water regions. The definition of the scattering strength and several experimental 
methods for bottom scattering data acquisition were discussed. Based on a review of 
the published experimental results in the frequency range 10-100 kHz, they pointed 
out the differences between the scattering properties in shallow and deep water re-
gions. In shallow water regions the inhomogeneities dominated the bottom scattering 
and in deep water regions the rough interfaces dominated. As they suggested, it is 
necessary to include both the interface roughness and volume inhomogeneities in the 
bottom scattering models. 
There is one thing that needs to be argued in the conventional method of estimat-
ing the bottom backscattering strength from experimental data. For single source 
and single receiver configuration, usually all the returns are assumed to come from 
the bottom interface, which is questionable if the scatterers within the bottom are 
also the major contributors to the bottom reverberation. The scattered returns from 
the interface and from within the volume cannot be separated based on arrival time, 
especially at small grazing angles. As the result, the inferred angular dependence of 
the backscattering strength may be erroneous. 
Thanks to the evolution of technology, later experiments have used the directional 
sources and/or receivers to obtain scattering data from the ocean bottom. Boehme et 
al. [34] conducted an experiment to study backscattering at low grazing angles in the 
frequency range 30-95 kHz, and found that the Lambert's law fit for grazing angles 
ranging from 2 to 10 degrees. Preston and Akal [35] employed a towed horizontal 
array and a suspended vertical array to mea.'3ure ocean basin reverberation. They 
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found that strong backscattering regions were related to basin topographic features. 
Hines and Barry [36] carried out an experiment at the Sohm Abyssal Plain with the 
source and receiver suspended close to the smooth seabed. Their acoustic array con-
tained an omnidirectional hydrophone and a ring projector with vertical directivity. 
Different features were observed for backscattering from different bottom types. 
The above describes some of the typical experiments that have been conducted. 
Since scattering from the ocean bottom is a very complicated process and has great 
variability from region to region, our understanding of it is still very limited. Together 
with further theoretical modeling, more experiments are expected to be carried out 
in order to test the models and clarify the physical mechanisms associated with the 
bottom scattering process. 
1.3 Outline of Thesis 
In Chapter 2, a detailed description of the experiment is given first. Several methods 
which will be used in the data analysis are then introduced. Among them are the 
Array Element Localization algorithm and the method for calculating the bottom 
backscattering strength. Conventional single-constraint beamforming and multiple 
constraints beamforming are discussed in detail. The latter is used in the next chap-
ter to discriminate between signals scattered in desired directions and those scattered 
in other directions. Simulations are also performed to prove the effectiveness of the 
multiple constraints beamforming technique along with a subtraction procedure in 
rejecting the strong signals coherently reflected by sediment layering in the normal 
incidence direction. 
Chapter 3 is devoted to the backscattering experiment data analysis. The prepro-
cessing of the experimental data is first discussed. The focus of this chapter is on the 
analysis of backscattering data from the normal incidence and oblique directions. It 
20 
is found from the subbottom profiling that the sediment is dominated by a layered 
structure. Two identified irregular regions within t he sediment volume have been 
demonstrated to be the major sources for backscattering in both the normal inci-
dence and oblique directions. The backscattering strength as a function of grazing 
angle is also calculated. 
Chapter 4 concludes the research in this thesis and addresses future work related 
to this research. 
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Chapter 2 
Experiment Description and 
Theory 
2.1 Experiment Description 
On July 24-26, 1993, as part of the Acoustic Reverberation Special Research Program 
(ARSRP), a bottom backscattering experiment was conducted over the site A sedi-
ment pond located at 26°11 'N, 46°09'W in the vicinity of the Mid-Atlantic Ridge [37]. 
The water depth was about 4400 meters for most of the sediment pond area and 
the sound speed profile was a typical linear deep ocean profile obtained from the XBT 
measurements. The gradient was 0.0154/s for the water column close to the seafloor. 
The sound speed at the water-sediment interface was extrapolated to be 1530 m/s. 
The oval-shaped sediment pond was approximately 15 km x 20 km in size. The 
thickness of the sediment cover varied from almost no cover at the edge of the pond 
to about 430 meters in the middle of the pond. For areas where the backscattered 
data were collected, the sediment was at least 100 m thick. The top layer beneath 
the water-sediment interface was made of calcareous mud with a sound speed of 1510 
m/s according to core data [38]. No accurate information was available about the 
attenuation coefficient or the sound speed gradient in the sediment area where the 
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experiment was conducted. A deep towed high-frequency chirp sonar and in situ op-
t.ical survey revealed that the seafloor was virtually flat with rms roughness less than 
10 em (39] . A rough basalt basement was beneath the sediment layer. 
Figure 2.1 shows the bathymetry of the sediment pond and the ship track along 
which the experiment was carried out. For the results presented in this chapter, we 
will only analyze the data collected along the straight line shown in the figure. Fig-
ure 2.2 depicts the experimental scenario. The acoustic system was deployed -at the 
west side of the pond and recovered in the middle after being towed across the entire 
sediment pond. 
The acoustic source used in the experiment is part of the Deep Towed Acous-
tics/Geophysics System (DTAGS) and was developed by the Naval Research Labo-
ratory - Stennis Space Center[40]. The source signal is a linear frequency-modulated 
(LFM) upchirp signal in the frequency range 250-650 Hz. The designed source level 
is 200 dB re: J.LPa @ 1 m. The duration of the source signal is 0.125 s. The receiver 
is a 24 element vertical line array(VLA) hung beneath the source, with a spacing 
between adjacent hydrophone elements of 2 m. The cable connecting the source and 
the top hydrophone is 57.5 m long. A weight is attached to the end of the array to 
keep it close to a vertical configuration. Figure 2.3 shows the geometry of the acoustic 
transmitting and receiving system. The source signal is transmitted once every 32 
s. For each ping, the hydrophones record 4.5 s of waveforms starting 0.1 s before 
the source trigger. The sampling interval is 0.432 ms. More than 5000 pings were 
transmitted throughout the experiment. Figure 2.4 shows the received signal and its 
spectrum at one hydrophone for one ping. 
During the experiment , the DTAGS source was towed at a depth of about 200-
400 meters above the seafloor, while the ship used the high-resolution (P-code) GPS 
dynamic positioning to maintain a constant speed over ground (SOG) of 0.5 knot, 
with several stops to ensure that the array returned ~o nearly vertical alignment. 
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Figure 2-1: Bathymetry and ship track in the ARSRP Site A sediment pond. 
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Figure 2-3: The DTAGS source and receiving array geometry. 
The actual array shape is estimated by using the direct and bottom reflected arrival 
times on each hydrophone. The details of the array element localization method was 
given later in this chapter. Figure 2.5 shows the estimated array configuration for one 
location. It can be noticed that the array is roughly vertical. Generally it is found 
that the array tilt angle is within 5 degrees of vertical. 
2.2 Beamforming and Simulations 
2.2.1 Introduction 
Beamforming is a spatial filtering process which is capable of separating signals 
that come from different spatial locations but have overlapping temporal frequency 
content[41]. It is often used to estimate or detect signals arriving from a desired 
direction in the presence of noise and interfering signals. 
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Generally, beamforming consists of plane-wave beamforming and matched-field 
processing. Plane-wave beamforming is based on the assumption that signals come 
from far away and propagate in free space; matched-field processing exploits the char-
acteristics of the medium in which the wave propagates and tries to match the array 
data to solutions of the Helmholtz equation for a particular ocean waveguide envi-
ronment. In this section, we will concentrate on plane-wave beamforming which is 
the tool for the backscattering data analysis in Chapter 3. 
In plane-wave beamforming, data independent linear beamforming and adaptive 
beamforming are two ways to extract signals from a desired direction. Although 
adaptive beamforming can provide high resolution and better sidelobe suppression, 
second order statistics must be estimated from the data (i.e., the sample covariance 
matrix), which is computational intensive, especially for broadband signals. Sensitiv-
28 
ity to environmental uncertainties poses anot.ber problem for the adaptive method on 
its performance. Therefore, we choose the simple and robust linear beamforming ap-
proach to process the large amount of backscattering data collected in the experiment. 
The basic idea of linear beamforming is to enhance the amplitude of spatially 
coherent signals in the desired direction relative to background noise and directional 
interference (from other than the desired direction) by combining the received signals 
from an array of sensors with appropriate weights and time delays. Conventional 
linear beamforming is implemented in the time domain because of its simplicity. 
However, the time-domain beamformer requires the sampling rate to be much greater 
than the Nyquist rate so that the beam can be steered in arbitrary directions. The 
resultant oversampling will cause problems in computer memory and data storage. 
Another approach is to use frequency-domain beamforming. It accomplishes beam-
forming in the frequency domain by applying DFT's to the segmented sensor output, 
inversely transforming the resulting beam spectra and then recombining them into a 
time series with the overlap-add method [42). Since during the experiment a huge 
data set was collected, frequency-domain beamforming will be used in the data anal-
ysis. 
Many linear beamforming techniques have been developed during the last two 
decades. In the next part, only the constraint design of linear beamforming will be 
introduced. 
2.2.2 Single and Multiple Constraints Beamforming 
Linear beamforming can be viewed as shading t he array by amplitude and phase 
factors at each hydrophone. As shown in Figure 2.6, the beamformer output at time 
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Figure 2-6: The linear beamforming scheme. 
t, i.e., y(t), is given by a linear combination of the data at N array sensors at t imet: 
N 
y(t) = L w;xi(t) (2.1) 
i:::: l 
where Wi is the weight at receiver i, xi(t) is the collected time series at receiver i, and 
the * represents complex conjugate. Notice that the weights wi are usually complex. 
An important part of linear beamforming is the design of the weights. If we use 
the matrix notation where boldface lower-case letters denote vectors and boldface 
upper-case letters denote matrices, the beamforming in the frequency domain can be 
expressed as follows: 
y(w) = wf(w)x(w), (2.2) 
where t denotes the complex transpose operation, w is the temporal frequency, and, 
in this section, we let all the vectors be columns. For broadband signals, in order to 
obtain the beamforming output in t he time domain, frequency synthesis is necessary 
because the weight vector w is different for different frequency components. 
Figure 2. 7 shows the geometry of a vertical equi-spaced line array. For a plane 
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Figure 2-7: The geometry of a vertical line array. 
wave, if we choose the complex exponential basis function, it has the form: 
x(t,z) = ej(kTz-wt) , (2.3) 
where k is the wavenumber vector, z is the sensor location vector, and T denotes 
transpose operation. For simplicity, we consider k and z to be in one dimension only. 
The response of the array processor to a plane wave is 
(2.4) 
where 
s(k) = (2.5) 
We can suppress the time dependence e-jwt, and the spatial processing then involves 
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only the term 
F(w, k) = wt(w)s(k), (2.6) 
which is termed the frequency wavenumber response function of an array. The beam-
pattern for an array is defined in the context of a plane wave propagating in a locally 
homogeneous medium. It is simply the frequency wavenumber response function eval-
uated versus the direction[43]. In the one-dimensional case as shown in Figure 2.7, it 
is 
B(w, 0) = F(w, k)lk=\"sin(O)> (2.7) 
where .A is the wavelength of the plane wave at frequency w. Letting c be the speed 
of propagation of the plane wave in the medium, we have 
.A=~. 
2rrc 
(2.8) 
As to the constraint design of a beamformer, we want the signals coming from 
the desired direction (look direction) 05 to pass through undistorted, i.e ., we have the 
constraint 
wts(ko.) = 1, (2.9) 
where ko. is the correponding wavenumber for direction 05 • In order to suppress the 
sidelobes in some directions (e.g., 01) against the strong directional interferences, we 
can have other constraints like 
(2.10) 
where E is a small constant close to zero. The above constraints can be expressed in 
a matrix form as follows: 
wts- q = 0, (2.11) 
where S is a matrix whose columns are the vectors s(ke1 ), s(k0J, ... , s(k0J, and n is 
the number of constraints. q contains the values such as 1 and E in Eqs. 2.9 and 2.10. 
Also we seek the weight vector w that can minimize the output of the beamformer 
in order to reject as much as possible background noise and interference from other 
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directions. Therefore, the weight vector is chosen to minimize the functional 
(2.12) 
T he first term on the right-hand side is the mean square output of the array and 
the second term incorporates the constraints by means of Lagrangian multiplier a . 
Following the method of Lagrangian multipliers, we take the gradient with respect to 
the variable w t and set it equal to zero, and then obtain 
so that 
The constraint condition gives 
2w- a S = 0, 
a S Sa 
W=2=2· 
6P 
6a = wts- q = 0. 
Plugging Eq. 2.14 into Eq. 2.15 yields 
(2.13) 
(2.14) 
(2.15) 
(2 .16) 
where H represents the complex conjugate, transpose operation. Combining Eqs. 
2.14 and 2.16, we obtain the weight vector as 
(2.17) 
Note the weight vector is data independent, which is a special case of the adaptive 
Multiple Constraints Matching (MCM) beamformer (44). 
T he conventional single constraint beamformer has only one unity constraint in 
the look direction as in Eq. 2.9, which is equivalent to the Bartlett beamformer. 
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Figure 2-8: The beampattern for a single-constraint beamformer: frequency = 450 
Hz, look direction = -45 degrees. 
For the multiple constraints beamformer, however, a null can be constructed in a 
particular direction using several constraints other than the unity constraint in the 
look direction, to have better rejection of a directional interference. There are only N 
(number of sensors) degrees of freedom for the system. If n constraints are applied, 
only N- n degrees of freedom can be used to minimize the mean square output of 
the array and account for other effects such as array bending and near field influence. 
Therefore, the number of constraints should be chosen carefully in order not to lose 
the robustness of the beamformer to environmental uncertainties. 
Figures 2.8 and 2.9 depict the beampattern for a single constraint beamformer and 
a five-constraint beamformer, respectively. Here the frequency is 450Hz. The spacing 
between two hydrophones for the 24 element vertical line array is 2.0 m. The look 
direction is -45 degrees. The array response for each circle is 20 dB higher than that 
of the neighboring inner circle. The grating lobes in the upper part of the plots are 
caused by undersampling. It can be seen that the sidelobe level for the five-constraint 
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Figure 2-9: The beampattern for a five-constraint beamformer: frequency = 450 Hz, 
look direction = -45 degrees. 
beamformer in the normal and near-normal incidence directions is much lower than 
that for the single-constraint beamformer. 
2.2.3 Simulation 
Synthetic Data Generation 
There are several uncertainties in the collected reverberation data. First, the scatter-
ing sources are numerous and their exact locations are unknown. Second, attenuation 
in the sediment may cause dispersion of the receiving signals. Third, knowledge of 
the characteristics of the background noise is unavailable. All of these factors make it 
difficult to evaluate the performance of the beamformer using the experimental data. 
Therefore, a synthetic data set has been generated to test the beamforming algorithm. 
The geometry of the scatterers is depicted in Figure 2.10. For simplicity, we 
simulate point scatterers distributed in free space. Six scatterers are arranged on 
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Figure 2-10: The geometry of scatterers. 
60 m 
two horizontal layers. The distance between the two layers is 60 m. The scattered 
amplitudes of the two scatterers in the normal incidence direction are assigned to be 
ten times larger than those of the other scatterers to mimic the stronger coherently 
reflected returns. Here we assume that the scatterer at a 45 degree grazing angle on 
the first layer is the target. The three scatterers on the second layer stay in the normal 
and near-normal incidence directions and have almost the same arrival time as that 
of the target. Therefore, the resulting scattered returns cannot be separated from the 
target signal by time gating. The sound speed is chosen to be 1526 m/s. Spherical 
spreading is assumed for transmission loss. A 24 element vertical hydrophone array 
is suspended 150 m above the first layer. The spacing between adjacent hydrophones 
is 2 m. The source is 50 m above the top hydrophone. The source signal is linear 
frequency-modulated (LFM), in the frequency range of 250-650 Hz. It is generated 
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Figure 2-11: The simulated source signal: (a) the waveform; (b) the spectrum. 
by the following equation: 
S(t) = { !cos(21r(M + "?) )(1 +cos(';,')) iti < ~ 
otherwise 
(2.18) 
where A is the amplitude, fc is the center frequency, T is the pulse duration, and 
f..L is the chirp rate. The instantaneous frequency f(t) = f c + f..d. The frequency 
is swept from f c - J..LT /2 to fc + f..LT /2 for a total bandwidth of 2W = J..LT. Here 
fc =450Hz, T = 131.3 ms, and f..L = 3045.8 Hzjs. The waveform and the magnitude 
of the spectrum for the generated source signal are shown in Figure 2.11 (a) and 
(b) . Figure 2.12 shows the simulated time series at the bottom hydrophone due to 
the six point scatterers. Matched filtering is also applied to the generated signals 
in order for the simulation to be consistent with the experimental data processing. 
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Figure 2-12: The simulated time series at the bottom hydrophone. 
From now on in this section, assume that all of the signals have been matched fil-
tered. Figure 2.13 (a) shows the returns from the target alone. Figure 2.13 (b) shows 
the signals from the scatterers in the second layer. Figures 2.13(c) and (d) show the 
signals collected at the bottom hydrophone, with different time windows. The signals 
from the scatterers in the second layer can be seen overlapping with the target signals. 
The Beamforming Results 
From the beampatterns shown in Figs. 2.8 and 2.9, it can be seen that the single-
constraint beamformer does not have sidelobe levels low enough to achieve good re-
jection of the unwanted returns in the normal and near normal incidence directions. 
However, the multiple constraints beamformer can have controllable sidelobe levels 
for higher attenuation and better beamforming results. This can be seen from the 
following simulation results. 
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Figure 2-13: (a) The returned signal from the target alone; (b) The signals from the 
scatterers in the second layer; (c) Part of (d) the entire received signals at the bottom 
hydrophone. 
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Figure 2-14: The single-constraint beamforrning results: (a) the received signals at 
the bottom hydrophone (dashed line) and the beamformer output (solid line); (b) the 
target signal (dashed line) and the beamformer output (solid line). 
Figure 2.14 are the results of the single-constraint beamformer. The solid lines 
in Figures 2.14 (a) and (b) represent the beamforming output. The dashed line in 
Figure 2.14 (a) denotes the original signals collected at the bottom receiver. It is 
obvious that the signals at 0.26 s, which are from the scatterers at grazing angles 90 
degrees and 75.5 degrees in the first layer, and the signals at 0.34 s, which are from 
the scatterer at grazing angle 90 degrees in the second layer, have been attenuated 
to some degree. However, in Figure 2.14 (b), only the part of signals close to the 
target arrival time is shown. Here the dashed line represents the signal from the tar-
get alone. It can be seen that the target sign :tl has not been satisfactorily recovered 
and the unwanted signal level is still higher than that of the target. So the single 
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Figure 2-15: The multiple-constraint beamforming results: (a) the received signals 
at the bottom hydrophone (dashed line) and the beamformer output (solid line); (b) 
the target signal (dashed line) and the beamformer output (solid line). 
constraint beamformer is not good enough in discriminating the target signal against 
the interference from other directions. 
The multiple constraints beamformer simulation results are shown in Figure 2.15. 
Again, the solid lines in Figure 2.15 (a) and (b) represent the beamformer output. 
The dashed line in Figure 2.15 (a) represents the signals collected at the bottom 
receiver. Compared with the results in Figure 2.14(a), it can be seen that the ampli-
tude of residual signals from other than desired direction are smaller, which means 
higher attenuation and better rejection using the multiple constraints beamformer. 
Also notice in Figure 2.15 (b), the beamformer output is close to the pure -target 
signal , which is denoted by a dashed line. This suggests that by using the multi-
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Figure 2-16: The hybrid method results: (a) the received signals at the bottom 
hydrophone (dashed line) and the hybrid method output (solid line); (b) the target 
signal (dashed line) and the hybrid method output (solid line). 
ple constraints beamforming technique, the signals from a desired direction can be 
successfully extracted in the presence of strong directional interferences. This will 
benefit the backscattering data analysis to be presented in Chapter 3. 
Another approach is a hybrid of multiple constraint beamforming and subtraction 
of the normal and near-normal incidence returns. This method is designed especially 
for the ARSRP experiment, and it will be described in detail in Chapter 3. The idea 
is to obtain the normal and near normal incidence returns by steering the beam in the 
normal incidence direction using the single-constraint beamformer, subtracting this 
part of the signal from the total signal, and then applying the multiple constraints 
beamforming to the remaining part. Figure 2.16 shows the results of this method. 
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The solid lines in Figures 2.16 (a) and (b) represent the beamformer output. The 
dashed line in Figure 2.16 (a) denotes the collected signal at the bottom receiver. 
The dashed line in Figure 2.16 (b) denotes the target signal. It can be seen the sig-
nals from unwanted directions are almost totally rejected. The beamforming output 
matches satisfactorily the target signal , as shown in Figure 2.16 (b). 
2.3 Array Element Localization 
With the development of technology, an acoustic array is capable of being towed un-
derwater up to 6000 m beneath the sea surface. In order to take full advantage of 
available signal processing techniques, such as beamforming and matched field pro-
cessing, the locations of all the hydrophones on a towed array, or at least the array 
shape, must be known with respect to a reference coordinate system. 
Generally, Array Element Localization (AEL) sensors are attached to an array and 
used to determine the depth of the array elements below the sea surface, the array 
heading and the straightness of the array [45] [46]. However, in some of the experi-
ments, these sensors are not available or are sometimes malfunctioning. Therefore, it 
is of great importance to have some alternative methods to localize the array elements. 
In the scattering experiment that we will discuss in the next chapter, the acoustic 
source is towed only 200 m to 400 m above the seafloor, with a 24 hydrophone re-
ceiving array hung beneath the source. For a source/receiver geometry like this, we 
can exploit the information contained in the direct arrival and the bottom reflected 
arrival from the source to each receiver. The position of the source and positions 
of each of the receivers relative to the source can be obtained using the following 
estimation algorithm. 
Figure 2.17 shows the geometry of the acoustic source/receiver system. Here 
43 
Ds 
' 
' 
' 
' 
' 
. 
' . ' 
' ' 
' . 
' ' 
. ' 
' ' 
,' / 
. : 
., 
'• .,
., 
t ,~' 
' 
I 
' 
' ' 
' / 
lj,o t I G ----- ----------~-------! 
0 
Water 
Sediment 
Figure 2-17: Scheme of the array element localization algorithm. 
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Ds represents the height of the source above the seafloor and Di (i = 1, 2, ... , N ) 
represent the heights of the receiving elements above the seafloor, where N is the 
number of receiving array elements. R. (i = 1, 2, ... , N) are the horizontal ranges 
between the source and the receivers. Li (i = 1, 2, ... , N) are the distances between 
the source and the receivers. Let T Di (i = 1, 2, ... , N) stand for the direct arrival 
times from the source to the receivers and TFli (i = 1, 2, ... , N) be the bottom 
reflected arrival times from the source to the receivers. Since the sound speed gradient 
is small, over a short vertical distance, we assume that the sound velocity is a constant 
c between the source and the seafloor, with c being the average of the measured sound 
speeds at the receiver and near the bottom. We have: 
i = 1,2, ... ,N. 
(2.19) 
(2.20) 
(2.21) 
By plugging Eq. 2.19 into Eq. 2.21 and then subtracting Eq. 2.21 from Eq. 2.20, we 
obtain the following equations after some rearrangements: 
c2 · (TR;- TDl) 
4Ds 
i = 1, 2, ... , N . 
(2.22) 
(2.23) 
Since T Di and T R. can be obtained from the measurements, the variable D s will 
determine Di and R;. (i = 1, 2, ... , N) uniquely. The remaining question is how to 
obtain D s. 
If we consider two neighboring hydrophones and the source, there are five un-
known parameters, i.e., Ds, Rj , Dj, Rj+I, and Dj+l, j = 1, 2, ... , N- 1. However, 
there are only four constraints, which are the direct and bottom reflected arrival 
times, TDj ,TRj ,TDj+l, TRj+1 · In order to obtain a unique solution to this. prob-
lem, another constraint must be included. Here we define the distance between two 
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neighboring hydrophones to be: 
j = 1,2, ... ,IV- 1. (2 .24) 
Usually in the experiment, the hydrophones are connected to each other by cables. 
The cable lengths between the hydrophones are measured before the deployment. 
We will only consider equally spaced arrays and use hs to represent the cable length 
between two neighboring hydrophones. When hs is not too large, we can. make 
the assumption that oLi is as close to hs as possible. This acts as an additional 
constraint that we need to determine the array element locations. As a result, the 
source and receiver positions can be obtained for each pair of hydrophones. However, 
the approach using only two hydrophones is very sensitive to the error associated 
with arrival time estimation, and a unique solution for the entire array cannot be 
achieved. Therefore, we define a cost function as follows: 
N-1 
Q = ,L (oLi- hs)2 . (2.25) 
j=l 
We can search all possible Ds's to minimize the cost Q. The Ds corresponding to 
the minimal Q is considered the desired value. This process can be expressed as: 
Ds = minQ 
Ds 
(2.26) 
T his method has been tested using real data and the results have been compared 
with those obtained from the array element localization sensors. Figure 2.18 shows 
the results of a typical test using the experimental data collected by a deep-towed 
horizontal line array in the scattering experiment described in the beginning of this 
chapter. The cable length between adjacent hydrophones is 2.1 m. The *'s represent 
the hydrophone positions inferred from the Array Element Localization sensors. The 
o's represent the results obtained from the above-mentioned estimation algorithm. It 
can be seen that they have very good agreement. 
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2.4 Bottom Backscattering Strength 
T he backscattering strength (BSS) is employed to characterize the bottom backscat-
tering process quant itatively, with the a priori assumption that the scattering process 
takes place at the water-bottom interface. I t is defined as follows: 
JSr2 
BSS = IOlog10 (Jin . A) , (2.27) 
where rs is t he intensity of backscattered signals at t he receiver, Jin is the intensity 
of the incident sound wave a unit dist ance away from the scattering area, T is t he 
dist ance from the source to the scatterer, and A is t he insonified area [47) . Note that 
the backscattering strength depends on the grazing angle of the incident wave relative 
to t he scattering surface, which is not necessarily the water-bottom interface. This 
idea will be pursued further in Chapter 3. 
In t he single source/single receiver geometry and when t he source and receiver are 
close to each other, t he following formula is deduced to calculate the backscattering 
strength from the collected data. As shown in figure 2.19, the annulus with width !:::.x 
is the insonified area A. The horizontal range between the source and t he scattering 
area is x . The grazing angle with respect to t he scattering surface is e. The height of 
t he source above t he scattering surface H is assumed much larger t han the distance 
between the source and the receiver d. Let c represent the sound speed and t t he 
round trip travel time. T is a constant , which is the pulse length for t he source. From 
t he source/ receiver geometry, we have: 
r 
ct 
2' 
A 2rrx l:::.x 
H CT 2 rr-- · ---
tan B 2 cos B 
2 11" H CT 
2 sin8 
1r c2 T t 
2 
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(2.28) 
H 
Figure 2-19: The conventional single source/single receiver configuration. 
= 1rCTr. (2.29) 
Let Jd be the intensity of the incident wave at the receiver. Then 
(2.30) 
or 
(2.31) 
Equation 2.27 now becomes: 
BSS 
(2.32) 
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and Jd can be obtained from: 
Jd = - P 2 (t) dt, llto+r 
T to 
(2.33) 
where t0 is the one way travel time from the source to the receiver and P(t) is the 
time series recorded at the receiver. Similarly, fS can be calculated: 
llt+T P =- P 2 (T) dT. 
T t 
(2.34) 
As mentioned earlier, t is the round trip travel time from the source to the scatterers 
and from the scatterers to the receivers. The backscattering strength can be esti-
mated from the received signals using the above formulas. If attenuation is taken 
into consideration, the amount 2 ar should be added to the above backscattering 
strength BSS, where a is the attenuation coefficient. 
Directional receiving/transmitting arrays are another configuration often used to 
measure the backscattering strength. This enables the application of signal processing 
techniques such as beamforming to resolve the scattered returns from different direc-
tions. However, the directivity aspect makes it difficult to determine the insonified 
area precisely. Also, the absolute calibration of the array becomes necessary. Here, 
we just consider the simple case where the return is from the maximum response axis 
(MRA) of the array, i.e., the returned signals suffer no attenuation passing through 
the beamformer. The insonified area A is now calculated as the smaller value of the 
following two quantities [48]: 
3-dB area: 
(2.35) 
c-r /2 area: 
Ar = ?r CTr, (2.36) 
where B3dB is the 3 dB beamwidth (in radians), and() is the grazing angle of the main 
lobe axis. The abov2-mentioned 3 dB area is the annulus where the array response is 
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within 3 dB compared to the MRA. T he cr /2 area is the one pulse-length insonified 
ring, as in the single source/single receiver geometry. Jin can be computed using Eq. 
2.31 and Eq. 2.33. I s can be obtained using Eq. 2.34. Instead of being the time 
series at one hydrophone, P(t) is the beamfurmed output from all the hydrophones, 
where t is determined from the distance between the source/receiver and the scatter-
ers at a particular grazing angle. This method will be used in Chapter 3 to calculate 
the backscattering strengths of two inhomogeneous scattering layers from the data 
collected by a vertical line array. 
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Chapter 3 
Experimental Data Analysis 
Results 
3.1 Preprocessing 
A procedure called preprocessing is often applied to experimental data. The purpose 
of this process is to improve the data quality and satisfy t he requirements of further 
processing. 
Due to the existence of ambient noise in the ocean, the recorded signals are often 
contaminated. As shown in Figure 2.4, the noise level is about -25 dB relative to 
the direct arrival signal level. However, it is still comparable to the scattered signals 
at low grazing angles. Therefore, t he data is passed through a bandpass filter first, 
which has a passband of 250-650 Hz, to alleviate the noise effects. Figure 3.1 shows 
the filtered output at one hydrophone and its spectrum. The noise outside the pass-
band is greatly attenuated, which is important for the analysis of the backscattered 
signals at low grazing angles. 
The next step is upsampling. We want to obtain the normal incidence direction 
returns from the bottom using t ime domain beamforming in the subsequent process-
ing. This procedure requires that the sampling frequency be at least 5-10 times higher 
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Figure 3-1: (a) The bandpass filter output and (b) its spectrum for the signals at one 
hydrophone for a typical ping. 
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Figure 3-2: The signals at 24 hydrophones after matched filtering for a typical ping 
than the Nyquist frequency in order to obtain satisfactory results . Considering dur-
ing the data collection t he sampling frequency is kept as low as possible due to the 
limitation of data storage, the data at each hydrophone is upsampled by 8 times here. 
By taking advantage of the wide-band chirp signals, high resolution and high 
signal-to-noise ratio can be achieved by matched filtering. Choosing t he replica sig-
nal to be the direct arrival recorded on the first hydrophone, the noise uncorrelated 
with the source signal is very much suppressed and the signal-to-noise ratio is im-
proved. This makes it easier to identify some intrinsic scattering features. Figure 
3.2 depicts the signals at all hydrophones after the processing. The brighter part has 
larger amplitude. The strong returns from the sediment layering (white lines) can be 
seen clearly at later time (greater than 0.2 s), which have the opposite slope to that 
of the direct arrival at t he beginning (around 0.08 s). 
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In the next section, the beamforming technique will be used to extract the scat-
tered returns in normal incidence and oblique directions from the preprocessed data. 
3.2 Analysis of Signals in the Normal Incidence 
Direction 
Primary goals of this experiment are to identify the dominant scatterers' locations 
and to estimate their scattering strengths. However, this is unlikely to be accom-
plished without knowledge of the sediment structure. 
At high frequencies, significant sediment attenuation limits the penetration of 
acoustic energy into the sediment and only the very top layer can be insonified. 
Therefore, the conventional assumption that all the scatterers are located at the 
water-sediment interface is acceptable. However, at low frequencies, the situation 
is generally different. As Merklinger [32] pointed out, not only surface roughness 
but also sub-bottom inhomogeneities can play important roles in the backscattering 
process. Even at relatively high frequencies, Lyons et al. [23] recently found that 
the inhomogeneous continuum and the internal rough interfaces in the sediment were 
important contributors to the backscattering. However, pinpointing these scatterers' 
locations is an arduous task. It would be ideal to have the ground truth core data at 
the experimental site, but typically these data are unavailable. In the ARSRP exper-
iment, core data exist for 5 stations across the sediment pond. Taking into account 
the fact that the core depth is 5 meters, only limited information is provided. For 
sediment with thickness up to 400 m, it is therefore necessary to acquire knowledge 
of the sediment structure from acoustic data analysis. 
Work in the seismic community has shown that seismic signals in the normal 
incidence direction provide useful information about the geological structure of t he 
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ocean bottom. A cross-section of the sun·ey area can be obtained from the normal 
incidence direction returns collected on the receiving array [49j. In our experiment, 
the vertical line array was towed across the entire sediment pond, and the normal 
incidence return was extracted at each ping location. 
The signal recorded on each hydrophone is the sum of returns from all directions. 
It includes the backscattering from the water-sediment interface, from the volume 
inhomogeneities within the sediment, and from the basement, as well as the coherent 
reflections from the water-bottom interface and sediment internal layers. With a sin-
gle omnidirectional receiver, one cannot discriminate signals in the normal incidence 
direction from those in other directions. The beamforming technique introduced in 
Chapter 2 will be used to obtain signals in the desired direction and attenuate returns 
in all other directions. 
Assume the beam of the array is steered in the normal incidence (end fire) di-
rection. Since the array is in a vertical configuration, endfire beamforming in the 
frequency domain is equivalent to the delay-and-sum method in the time domain. 
We align the time series with an appropriate delay for each hydrophone according to 
the reflected arrival from the water-sediment interface and then sum them up. Com-
pared with the frequency-domain approach, it is computationally more efficient to 
use the delay-and-sum method in obtaining the normal incidence direction returns. 
Upsampling of the data will enable better alignment of the arrivals and better oper-
ation of the time-domain beamformer. 
Figure 3.3 depicts the beampattern for endfire beamforming at the center fre-
quency 450 Hz, where the geometry of the vertical line array in the experiment is 
used. The -3 dB beamwidth is about 30 degrees, which means that the beamforming 
output will include returns from a 30 degree cone. Since the source signal is in the 
frequency range 250-650 Hz and the beampattern changes with frequency, the actual 
beampattern will be the weighted average of the beampatterns at all the frequen-
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Figure 3-3: Beampattern for the endfire beamformer at 450 Hz 
.. 
0 
270 
Figure 3-4: Beampattern for the endfire bea.nformer at 250 Hz 
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Figure 3-5: Beampattern for the endfire beamformer at 650 Hz. 
cies. Figure 3.4 and 3.5 show the beampattern at frequencies 250 Hz and 650 Hz 
respectively. Notice that the beam is wider for lower frequencies. Nonetheless, the 
beampattern at the center frequency still provides a sufficient estimation. 
After applying the aforementioned t ime domain beamforming technique to the 
preprocessed data, we obtained the normal incidence direction returns for each ping. 
Figure 3.6(a) shows the recorded signal after preprocessing on the bottom hydrophone 
for a typical ping. Here time 0 corresponds to the trigger of transmission. Figure 
3.6(b) shows the beamformed output with the normal incidence direction being the 
look direction. Figure 3.6(c) shows the difference signal between these two, which 
consists primarily of backscattered signals coming from other than the normal inci-
dence direction, together with some small normal incidence direction contributions 
due to sidelobe leakage in the endfire beamformer. From the plot, it can be seen 
that the curves in Figure 3.6(a) and (b) correlate very well except after 0.65 s, when 
the basement returns arrive. The amplitude of the difference signal is much smaller 
compared with that of the beamformed output. Since the endfire beamforming re-
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Figure 3-6: For a typical ping: (a) the signal on the bottom hydrophone after matched 
filtering, (b) the return in the normal direction obtained by endfire beamforming, (c) 
the difference signal between (a) and (b). 
59 
sults contain returns in the normal and near-normal incidence directions only and 
signals at single hydrophone are the bottom reverberation in all d irections, the above 
good correlation can be interpreted as showing that bottom returns in the normal 
and near-normal incidence directions dominz.te tl:e total bottom reverberation. Con-
sidering that normal incidence returns consist primarily coherent reflections of the 
acoustic energy at layer interfaces, a layered structure of the sediment is suggested. 
However, it is not appropriate to identify the layered structure, which usually 
spreads over a large area, by the ph~nomenon that is observed at one position, i.e ., 
from single ping data. Therefore, the above endfire beamforming technique is applied 
to a large number of consecutive pings. With the ship moving across the sediment 
pond, the sediment profiling can be obtained by aligning the normal incidence direc-
tion returns according to the water-sediment interface reflected arrivals. From now 
on, the t ime 0 will be chosen to be the arrival time of the first water-sediment inter-
face reflection. Figure 3. 7 shows the cross-section of part of the sediment pond. It 
can be seen that layering with gentle horizontal changes is the main feature of the 
sediment. 
The lateral variations of sediment properties usually play an important role in 
bottom backscattering. With the DTAGS being towed across the sediment pond and 
a ping to ping distance of 7.8 m, we are able to investigate the horizontal variations 
by analyzing the endfire beamforming data for multiple pings. In Figure 3.8(a), the 
normal incidence direction returns for 8 consecutive pings collected at the east side 
of the sediment pond have been plotted over each other (Here only the first 0.12 s 
data are plotted). It shows that the 8 pings are well correlated between 0 sand 0.02 
s and between 0.045 s and 0.065 s, while the correlation in other parts of the signal 
is poor. The averaged normal incidence direction return of the 8 pings is shown in 
Figure 3.8(b), i.e., 
- 1 N 
B(90, t) = - L B(90, t, Xi), 
N i = l 
(N = 8). (3.1) 
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Figure 3-7: The cross-section of part of the sediment pond. 
where B(90, t, xi) is the beamformed output at grazing angle 90 degrees (normal 
incidence direction) for the ith ping, B(90, t) is the average, and N is the number of 
pings being averaged. Notice that curves for the two poorly correlated regions are 
relatively flat and have low amplitudes. F igure 3.8(c) shows the difference signals, 
D(90, t, Xi) = B(90, t, Xi) - B(90, t), i = 1, 2, 3, ... 8. (3.2) 
which can be considered mainly t he incoherent scattering in the normal incidence 
direction. In this plot, the poorly correlated regions display larger amplitudes. As 
mentioned earlier, normal incidence returns correspond primarily to coherent reflec-
tions from the layer interfaces. The strong correlation of returns among many pings 
in an area indicates that horizontal layering is the underlying feature. For the poorly 
correlated parts, random regions instead of well defined layers are more likely to be 
the corresponding features. So two random regions are regarded to be present in t his 
part of the sediment pond. For the west side of the sediment pond, Figures 3.9 (a), 
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Figure 3-8: (a) Beamformer outputs in the normal incidence direction for 8 pings at 
the east side of the sediment pond, (b) the mean of the signals in (a), (c) the signals 
in (a) with the mean removed. 
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Figure 3-9: (a) Beamformer outputs in the normal incidence direction for 8 pings at 
the west side of the sediment pond, (b) the mean of the signals in (a), (c) the signals 
in (a) with the mean removed. 
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(b) and (c) show the normal incidence direction returns, the average signal and the 
difference signals of 8 pings, defined in the same way as in Figures 3.8 (a), (b) and 
(c). Notice that the poorly correlated part between 0.02 sand 0.045 s, which shows 
up in Figure 3.8, disappears. However, the poorly correlated part between 0.065 s 
and 0.12 s still exists. Although there are small parts between 0.015 s and 0.018 s, 
and between 0.04 s and 0.06 s showing some random features, we think that it is 
due to the gentle variation of the layer interfaces, which is evident in the sediment 
profiling of the whole pond [50]. Also, it can be seen that the amplitudes of these 
parts is high for the average signal shown in Figure 3.9(b), which is different from the 
random region between 0.065 s and 0.12 s. Therefore, it appears that the sediment 
is composed mostly of horizontally stratified layers, except for two irregular regions 
lying about 18 m and 60 m beneath the sea floor, each approximatedly 20 m thick, 
with a nominal sound speed of 1530 m/s. The upper irregular region is absent for 
the west side of the sediment pond and the lower region is always present. 
The two irregular regions can be seen more clearly if we employ an edge detection 
algorithm [51] to 9 groups of real data at the right side of the sediment pond [52]. 
The results are shown in figure 3.10. Although the lines in the plot may not repre-
sent the actual layers, the distributions of the horizontally stratified layers and the 
irregular regions are the same as we described above, which is additional evidence for 
the validity of the above-mentioned sediment structure hypothesis. 
The conventional method of calculating bottom backscattering strength in a single 
source/single receiver geometry, as mentioned in Chap. 2, involves measuring the 
backscattering grazing angle with respect to the water-sediment interface, with the 
grazing angle obtained from: 
2D e = sin-1(-), 
ct 
(3.3) 
where D is the height of the source above the seafloor, c is the sound speed -in the 
water at the water-bottom interface, and t is the time elapsed after source triggering. 
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However, the above method is inaccurate for low-frequency backscattering, where 
penetration into the sediment is significant. The following are two cases where the 
conventiGnal method fails: The first is when ~he sediment cover is thick and there are 
strong coherent reflections from internal horizontal layers. In this case, the backscat-
tered signals at oblique angles can have the same arrival t imes as those reflection 
returns in the normal incidence direction. One cannot separate t hem by time gating. 
So it will be erroneous to associate the signals at one particular time t with the re-
turns at grazing angle () by Eq. 3.3. The second case is when the major scatterers' 
locations are not at the water-bottom interface but at a certain distance beneath it, 
the grazing angle obtained from Eq. 3.3 is again incorrect because of the refraction of 
sound across the interface and D not being the height of the source above the seafloor 
anymore. This demonstrates the necessity of using array and beamforming technique 
in the study of bottom backscattering. 
The sediment profiling obtained by endfire beamforming provides a general pic-
ture of the sediment structure, which is helpful in identifying the scatterers' locations 
and understanding the scattering mechanisms. It is evident that these two irreg-
ular regions are the major contributors to the incoherent backscattering at normal 
and near-normal incidence directions. However, whether these irregular regions are 
responsible for scattering at oblique angles remains unknown at this point. The mech-
anisms for the scattering at normal and near-normal incidence directions and oblique 
directions may be different. We will concentrate on the scattering from oblique di-
rections in the next section. 
3.3 Analysis of Signals in Oblique Directions 
We conclude from the last section that there are two irregular regions beneath the 
water-sediment interface, and otherwise t he sediment is stratified with horizontally 
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gently changing layers. Strong coherent reflections exist at t he internal horizontal 
layer interfaces. Two irregular regions are found to dominate the incoherent backscat-
t ering in the normal and near-normal incidence directions. 
In order to understand oblique bottom backscattering mechanisms, it is of great 
importance to identify the major scatterers' locations. With the help of bottom pro-
filing using the endfire beamforming technique, we have obtained information about 
the sediment structure. The identified two irregular regions which dominate the ran-
dom scattering in normal and near-normal incidence directions could also be the major 
sources for oblique backscattering. However, the two regions may have no significance 
on oblique backscattering. In this section, our goal is to determine the locations of 
the scatterers with principal contributions to the bottom scattering process and to 
estimate their scattering strengths. 
The vertical line a rray in the experiment is used as the receiver, which offers the 
ability to discriminate signals in a desired direction from those in other directions. 
Combined with the temporal information, major scatterers within the sediment can 
be located. Because the bottom has a layered structure and the sediment thickness is 
up to 400 m, strong coherent reflections from the layer interfaces in normal and near-
normal incidence directions may contaminate oblique backscattered signals through 
sidelobe leakage of the beamformer. This effect has to be alleviated in order to have 
a good estimate of oblique backscattering. 
A method, which is a hybrid of multiple constraints beamforming and a subtrac-
tion procedure, will be introduced. The data recorded on each hydrophone is t he sum 
of signals in all directions. By using endfire beamforming, one can get the signals 
from normal and near-normal incidence directions only. If this can be subtracted 
from the data at each hydrophone with careful adjustment of the time delay and 
amplitude, the difference signals left should be the returns in other than the normal 
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Figure 3-11: For a typical ping: the time series at channel 1 (a) before and (b) after 
the subtraction. 
and near-normal incidence directions. The formula to do this is: 
di(t) = Pi(t) - B(90, t, x), i=1,2, ... ,24. (3.4) 
where Pi(t) are the time series collected on each hydrophone. B(90, t, x) is the endfire 
beamforming output. Therefore, the difference signal di(t) is the scattered field at 
oblique angles only. Proper time delay and amplitude modification have been applied 
in the above subtraction process. Figure 3.11 (a) shows the time series at channel 1 
for a typical ping before the subtraction and Figure 3.11 (b) shows the results after 
subtraction. Notice that the high amplitude peaks appearing before the rock bottom 
returns arrive at 0.4 sin Figure 3.11 (a) do not appear in Figure 3.11 (b), whicp indi-
cates that the contamination from the normal and near-normal incidence directions 
has been greatly reduced. 
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The next step is the acquisition of scattered signals in oblique directions. The 
multi-constraint beamforming technique is applied to the difference signals di(t). As 
stated in Chapter 2, the multi-constraint beamformer has the advantage over the 
conventional one-constraint beamformer in rejecting normal and near-normal inci-
dence returns. It can be used to obtain oblique backscattered signals with or without 
the above subtraction process in the presence of contamination from the normal and 
near-normal incidence directions. Nevertheless, it performs better when it is applied 
to the difference signals di(t), as can be seen from the simulation results in Chapter 
2, although the computational load certainly will increase. 
From figure 3.4, one can see that the endfire beamforming output is the signal 
from a 60 degree cone at 250 Hz. As a result, the signals returned at grazing angles 
greater than 60 degrees will be affected by the subtraction process. Therefore, 60 de-
grees is chosen to be the upper limit for the look direction of the beamformer. Figure 
3.12 shows the beamforming output for a typical ping collected at the east side of 
the sediment pond after Hilbert transforming [53] to get the envelope of the signal. 
The look direction is from 30 degrees to 60 degrees, with 5 degree increments. For 
the signals coming from grazing angles less than 25 degrees, peaks of backscattered 
signals are too low to distinguish from the background, so the beamforming output at 
those angles have not been included in this plot. It can be seen that there exist three 
groups of peaks for each look direction. The first two group center at approximately 
0.04 s and 0.1 s on t he 60 degree curve and move out gradually for smaller grazing 
angles. Assuming that these peaks occur due to horizontal interfaces and using the 
nominal sound speed of 1530 m/s (ignoring the sound speed gradient at this point), 
we have the best fits indicated by the solid lines in figure 3.12. 
Again, we caut ion against making generalizations based on one ping. Therefore, 
we take the average of envelopes for the same 8 consecutive pings as those in Figure 
3.8. A low-pass filter is used to smooth the curves in order to detect any potential 
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Figure 3-12: The envelope of oblique angle beamforming results for a single ping at 
the east side of the sediment pond (arbitrary units). 
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Figure 3-13: The average envelope of oblique angle beamforming results over 8 pings 
at the east side of the sediment pond (arbitrary units). 
trend. As shown in Figure 3.13, it is clearer here that two solid lines fit the first two 
groups of peaks well. From the travel times , we find t hat t hese two arrivals correspond 
to the two irregular regions identified in the last section. The first solid line indicates 
that the interface is at a depth of 18 m and the second solid line indicates that the 
interface is at a depth of 60 m, which can be seen in Figure 3.10 to be within the 
irregular regions. Therefore, we tentatively conclude that the backscattered field in 
oblique directions is also due to sediment inhomogeneities in the two irregular regions 
found in the last section. 
Recall t hat for t he data collected on t he west side of the sediment pond as shown 
in Figure 3.9, only the lower irregular region is present. If t he above hypothesis 
that inhomogeneities in the irregular region are the main influence on the oblique 
backscattered field is true, one will see only one group of peaks corresponding to the 
lower irregular region instead of two groups of peaks at t he beginning part of the 
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0.4 
Time (s) 
Figure 3-14: T he envelope of oblique angle beamforming results for a single ping at 
the west side of the sediment pond (arbitrary units). 
beamforming output. Figure 3.14 shows the envelope of beamformed results for a 
typical ping at the west side of the sediment pond. Figure 3.15 is the average of the 
envelopes for 8 consecutive pings, analogous to that in Figure 3.13. A smoothing 
procedure is a lso applied to the curves. The striking point here is that the first 
group of peaks does disappear, which means that the above hypothesis is correct. 
Therefore, it can be concluded that the irregular regions located in the last section 
are the dominant contributors to the incoherent backscattering in oblique directions. 
T he last group of peaks shown in Figure 3.12 is the scattering from the rough 
basement interface. If there were no sound speed gradient in the sediment, the peaks 
and the solid line would fit very well. However, we notice that the peaks vanish when 
the grazing angles are smaller than 40 degrees. This suggests that a sound speed gra-
dient exists within the sediment. By assuming that the sound speed profile beneath 
the seafloor is linear with a constant gradient, the value of the gradient is estimated 
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Figure 3-15: The average envelope of oblique angle beamforming results over 8 pings 
at the west side of the sediment pond (arbitrary units) . 
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to be 1.12 /s using a ray based method. As a result , a ll sound propagating at E;raz-
ing angles smaller than 40 degrees will be refracted back toward the water-sediment 
interface before reaching the basement. 
Finally, in our experiment, if the seafloor were rough enough to influence bottom 
backscattering, a peak should have shown up near 0 s in 60 degree grazing angle curve 
in Figure 3.12 and move out in the same way as other peaks. The absence of this 
peak suggests that the water-sediment interface is indeed fiat and does not result in 
backscattering. Dominant bottom back8<::attering comes from beneath the seafloor. 
Also, t he effect of internal laterally varying layer interfaces on bottom backscattering 
is insignificant. Otherwise, there should be more than two peaks corresponding to 
the layers' positions. 
The major conclusions that we can reach from the above analysis are as follows: 
• Bottom backscattering in oblique directions is dominated by inhomogeneities 
in irregular regions within the sediment. 
• Backscattering due to volumetric inhomogeneities outside the irregular regions 
and interfaces roughness a re relatively insignificant. 
• The irregular regions within the sediment can be identified using the normal 
incidence returns because they are also the major contributors to scattering at 
normal and near normal incidence directions. 
The scattering strength is an important measure in studies of sca ttering. Usually, 
the scattering strength is calculated as a function of grazing angle with respect to 
the water-sediment interface in the single source/single receiver geometry. The short-
comings of this measurement have been discussed previously. In our experiment, the 
scatterers' locations have been determined. Also, with the help of beamforming tech-
niques, the backscattered signals can be extracted from each direction separate~y. We 
can therefore estimate the backscattering strength of e3.ch irregular layer. 
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In our analysis, "·e will concentrate on the estimation of backscattering strengths 
for the two identified irregular regions. Since the two irregular regions are fairly thin , 
we can treat them as surface scatterers located at 18 m and 60 m beneath the seafloor. 
The backscattering strength, as commonly defined, which is shown in Chap. 2, is: 
JSr2 
BSS = 10logl0[ Jin . A], (3.5) 
where Is is the scattering intensity at the receiver, Jin is the incident intensity at the 
scatterer, r is the distance from the source to the scatterer, and A is the insonified 
area. Jin can be estimated from the direct arrival recorded on the first hydrophone. 
fS is angular dependent, which can be calculated from the beamformed output at 
e::tch grazing angle. The average of many pings is taken and the curves are smoothed 
by a moving average. As a result , fS is calculated from the curves shown in figure 
3.13 and figure 3.15. Since both the irregular regions are close to the seafloor, the 
geometric loss has no appreciable deviation from that obtained from spherical spread-
ing, even though we predict a linear sound speed gradient in the sediment. Therefore, 
spherical spreading is used here in the backscattering strength calculation. For the 
same reason, sediment attenuation has not been taken into account in the calculation. 
Figure 3.16 (a) and (b) show the backscattering strength as a function of grazing 
angle for the upper and lower scattering regions at the east side of the sediment 
pond, averaged over 8 pings (the same pings as those in Figure 3.8). The standard 
deviations of the backscattering strengths are also given as error bars. Figure 3.17 is 
similar to figure 3.16, except that it is for the lower scattering region at the west side 
of the sediment pond, averaged over 8 pings (the same pings as those in figure 3.9). 
The dashed lines in the figures are the best fit to Lambert's law [31]: 
BSS = 10 log10 (J.L · sin2 B), (3.6) 
where B is the backscattering angle with respect to the scatterers' depth, and J.L is 
the Mackenzie coefficient. In Figure 3.16, the Mackenzie coefficient is -31 dB for the 
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Figure 3-16: The backscattering strength with standard deviations (error bars) and 
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at t he east side of the sediment pond. 
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upper irregular region and -29 dB for the lower one. In F igure 3.17, the Mackenzie 
coefficient is -30 dB for the lower scattering region. 
From the backscattering strengths that ·we have obtained above, it can be seen 
that the backscattering levels that result from inhomogeneities in the irregular regions 
within the sediment are comparable to those due to seafloor roughness only, where 
fJ, = -27 dB [31]. It is of great importance to include the scattering from beneath the 
water-sediment interface in the evaluation of bottom backscattering, especially- when 
the seafloor is relatively fiat and the frequency is low. 
In the modeling of bottom scattering, it is difficult to take into consideration the 
effect of the internal scattering regions, because knowledge of the locations, geological 
properties and distributions, and statistical characteristics for these irregular regions 
are very limited. The method that we have employed in t he data analysis, i.e., using 
the normal incidence return to determine the locations of the irregular scattering 
regions, sheds some light on this aspect. However, since bottom scattering varies 
with bottom types and locat ions, more work needs to be done to test the generality 
of this method. It will be very helpful if more ground truth can be obtained for the 
scattering regions. 
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Chapter 4 
Conclusions and Future Work 
4.1 Conclusions 
Low frequency acoustic backscattering from the ocean bottom is different from high 
frequency backscattering. It is more complicated, because substantial penetration 
of acoustic energy into the bottom makes the subbottom inhomogeneities one pos-
sible significant contributor to bottom backscattering. It is very difficult to identify 
the characteristics of inhomogeneities that cause the reradiation of acoustic energy. 
Many experiments have been done, trying to reveal the bottom scattering mecha-
nisms. However, the potential shortcomings of typical experimental configurations, 
(e.g. single source/single receiver) have limited the progress. 
With a broadband, low-frequency source and an attached vertical receiving array 
deployed close to the seafloor, the recent ARSRP backscattering experiment con-
ducted on the western flank of the Mid-Atlantic Ridge provided the opportunity to 
locate the dominant scatterers within the sediment, making valuable contributions 
to the understanding of the bottom backscattering process. The backscattering data 
analysis was the major task of this thesis. 
Taking advantage of the vertical receiving array, a beamforming technique was em-
ployed to obtain the scattered signals from desired directions. Endfire beamforming 
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was used to obtain the normal incidence returns from locations across the sediment 
pond. The sediment structure was determined by subbottom profiling. Then a hybrid 
of multiple constraints beamforming and a subtraction procedure was used to obtain 
the backscattered signals at oblique angles Since strong reflections in the normal 
incidence direction due to layers in the sediment might have the same arrival time 
as the weak backscattered returns in oblique directions, they could not be separated 
simply by time gating. Even with conventional single constraint linear beamforming, 
the contamination of oblique scattering due to sidelobe leakage could be significant. 
Therefore, a subtraction procedure, which removed the normal incidence direction 
returns from the total received signals, was applied first, followed by a multiple con-
straints beamformer. The results were excellent. 
From the revealed sediment structure, it could be seen that the sediment is strat-
ified with gentle horizontal changes, except for two 20 m thick, irregular regions 
located about 18 m and 60 m beneath the seafloor. The striking point is that these 
two inhomogeneous regions were demonstrated to be the dominant contributors to 
the bottom backscattered field, both in the normal incidence and oblique directions. 
The backscattering strength as a function of grazing angle for each region was then 
estimated from the oblique angle beamforming output. 
In conclusion, the internal inhomogeneous regions within the sediment were found 
to be the main influence on bottom backscattering. These irregular regions were 
successfully identified by sediment profiling using a vertical receiving array and a 
beamforming technique. However, more work remains to be done in order to achieve 
a better understanding of the scattering mechanisms and to reach the point of accu-
rate prediction of bottom scattering. 
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4.2 Recommendations for Future Work 
Based on the resul ts of analysing the ARSRP experimental data presented m this 
thesis, the fo llowing work is suggested for the fu ture. T he first is to develop a bot-
tom backscattering model, taking into consideration the internal irregular layer effect. 
T he knowledge of the dominant scatterers' locations should be included in t he model, 
which is one step further compared with the traditional two half-space model. Major 
interest lies in the determination of the scattering mechanisms of the irregular layers, 
i.e., are they due to stacks of rough interfaces or a volumetric inhomogeneous distri-
bution of density and compressibility variations? 
Although two irregular regions have been identified cont aining dominant scatterers 
within the sediment, their geological properties remain unclear. It will be important 
to investigate the geological formation of these random regions, which will help to 
model bottom backscattering. 
In the experimental da ta analysis, t he vertical receiving array was steered in the 
normal incidence direction first to determine the sediment structure, and then steered 
in oblique directions to obtain the backscattering strength. The major scatterers 
could be located using this approach. It will be of great significance if this approach 
is generally valid for any seafloor with thick sediment cover. Hence, it is important 
to apply the same processing procedure to other datasets . 
T he basement beneath the sediment has a rough interface. The backscattering 
from the basement interface, which is another major contributor to the t otal bottom 
scattering, remains to be investigated. 
Some of the geoacoustic parameters such as sound velocity gradient and at tenua-
tion in the sediment were not rigorously considered due to the lack of ground truth 
data. It will improve the accuracy of the processing if t hey could be estimated and 
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incorporated in the future analysis. 
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