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We have formulated and implemented a fully charge-self-consistent density functional theory plus
dynamical mean field theory methodology which enables an efficient calculation of the total energy
of realistic correlated electron systems. The density functional portion of the calculation uses a
plane wave basis set within the projector augmented wave method enabling study of systems with
large, complex unit cells. The dynamical mean field portion of the calculation is formulated using
maximally localized Wannier functions, enabling a convenient implementation which is independent
of the basis set used in the density functional portion of the calculation. The importance of using a
correct double counting term is demonstrated. A generalized form of the standard double counting
correction, which we refer to as the U ′ form, is described in detail and used. For comparison
the density functional plus U method is implemented within the same framework including the
generalized double counting. The formalism is validated via a calculation of the metal-insulator and
structural phase diagrams of the rare-earth nickelate perovskites as functions of applied pressure
and A-site rare-earth ions. The calculated density functional plus dynamical mean field results are
found to be consistent with experiment. The density functional plus U method is shown to grossly
overestimate the tendency for bond-disproportionation and insulating behavior.
I. INTRODUCTION
The combination of density functional theory (DFT)
and dynamical mean field theory (DMFT)1 has been suc-
cessfully applied to the calculation of electronic struc-
tures of strongly correlated electronic systems. How-
ever, the DFT+DMFT method has mainly been used
for the calculation of spectroscopic quantities (especially
photoemission) for fixed structures, and the study of en-
ergetics and structural properties in complex correlated
electron materials remains a formidable challenge within
DFT+DMFT.
DFT+DMFT total energy calculations involve signif-
icant technical challenges and computational expense,
and have been implemented with various degrees of so-
phistication. Early applications made compromises in
the DFT basis set, the definition of the correlated prob-
lem solved by DMFT, the method used to solve the
DMFT equations, and full charge self-consistency. As the
methodology developed these compromises have been re-
moved. An early application to a realistic material was
the computation of the energy versus volume for δ-Pu2.
Linear muffin-tin orbitals3 were used for the DFT basis
set and the DMFT equations were solved using a semi-
analytic interpolative solver4. The volume collapse tran-
sition in paramagnetic cerium (Ce) has been studied us-
ing numerical Hirsch-Fye quantum Monte Carlo (QMC)
calculations to solve the DMFT impurity problem5–7,
though the use of the Hirsch-Fye solver required an Ising
approximation to the exchange interaction of the impu-
rity problem. More recently, the Jahn-Teller distortions
of the wide-gap insulator KCuF3 and of LaMnO3
8 were
studied using a plane-wave basis set8,9, and similar meth-
ods were then used to examine the structural transition
in paramagnetic iron10. However, in these calculations,
full charge self-consistency was not attempted. Fully
charge self-consistent calculations using the approximate
‘Hubbard I’ impurity solvers11 have been performed to
study the elastic properties of Ce12,13, Ce2O3
12,13, and
Pu2O3
13. Transition metal systems14 were studied using
a T -matrix fluctuation-exchange solver15. Very recently,
fully charge self-consistent DFT+DMFT calculations us-
ing continuous-time QMC16–19 to solve the DMFT impu-
rity problem, a full-potential linearized augmented plane-
wave basis set20, and projectors to construct the DMFT
correlated subspace have been used to calculate the z po-
sition of the As atom in the iron pnictides21,22. Calcula-
tions of comparable sophistication were recently executed
for the thermodynamics of V2O3
23 and Ce24, but in these
calculations a plane-wave basis set within the Projector
Augmented Wave (PAW)25 framework was used.
Building on this important body of work, we present
in this paper a generally applicable and flexible method
for calculating total energies within the DFT+DMFT
formalism. A brief announcement of some of the re-
sults has appeared26. Similar to Refs. 23 and 24, we
use a plane-wave basis within the PAW framework, en-
abling calculations on systems with large and complex
unit cells. We define the correlated subspace using a
modified version of maximally localized Wannier func-
tions (MLWF)27–29, which are easily adapted to any ba-
sis set used for DFT calculations. The Wannier repre-
sentation is also very helpful in performing full charge
self-consistency when using a plane-wave basis because
this representation makes it unnecessary to diagonalize
the full plane-wave Hamiltonian at each k-point and Mat-
subara frequency. The DMFT impurity problem is solved
using the continuous time QMC method16–19. We draw
2attention to the importance of the double counting cor-
rection and present the details of our U ′ method that
allows control over the magnitude of this term in a man-
ner compatible with full charge self-consistency and the
other key aspects of the formalism.
For comparison we also implement the DFT+U
method30 within our formalism by solving the DMFT
impurity problem within Hartree-Fock while keeping all
other aspects of the calculation unchanged. This en-
ables a precise understanding of the role of dynami-
cal correlations in complex interacting materials. Ob-
taining such an understanding has previously been diffi-
cult because most DFT+U implementations employ an
exchange-correlation functional which depends on the
spin density (e.g. the local spin-density approximation),
while most DFT+DMFT computations, including those
of the present study, utilize a spin-independent exchange-
correlation functional (e.g. the local density approxima-
tion). We also show that although DFT+U provides only
a crude approximation to the physics, the qualitative
trends are often useful and the errors across material
families can be sufficiently consistent that the method
can sometimes serve as a rough proxy for DFT+DMFT.
We demonstrate the power of our methodology by com-
puting the structural and metal-insulator phase bound-
aries of the rare earth nickelate perovskites RNiO3 as
a function of rare earth ion R and pressure. Addition-
ally, we provide bond-length differences as a function of
pressure for numerous rare-earth ions, and compute to-
tal energy as a function of bond disproportionation for
different pressures. These calculations provide a criti-
cal test of the DFT+DMFT method because they re-
quire resolving small energy differences between subtly
different structures in a situation where standard DFT
calculations fail. Further they require a method which
is accurate for both metallic and insulating phases. We
show that the DFT+U approach grossly overestimate the
tendency to order, while our fully charge self-consistent
DFT+DMFT calculations accurately capture the physics
in this system.
This paper is organized as follows. In Sec. II A and
Sec. II B, we present the formalism of our DFT+DMFT
method with particular attention to the issues arising
when using the MLWF orbitals to define the correlated
subspace. We then derive the formula to compute the
charge density within our DFT+DMFT implementation
in Sec. II C. The full implementation of the charge self-
consistent calculation is given in Sec. II D. The total en-
ergy formula is derived in Sec. III A and we present the
double counting formula used throughout this paper in
Sec. III B. In Sec. IV, we apply our DFT+DMFT method
to the ab-initio calculation of rare-earth nickelates. We
first overview the structural and electronic properties of
the rare-earth nickelates (Sec. IVA) and explain the as-
pects of computing the phase transition in these materials
by displaying the total energy and the many-body den-
sity of states at the Fermi level as a function of δa at a
fixed pressure (Sec.IVB). We then show the main results
of the structural and metal-insulator transition phase di-
agram of rare-earth nickelates as functions of pressure
and rare-earth ions (Sec. IVC) in addition to the Ni-O
bond-length disproportionation δa results as a function
of pressure (Sec. IVD) obtained from our DFT+DMFT
total energy calculations and compare the results to ex-
periment and to DFT+U. In Sec. IVE, Sec. IVF, and
Sec. IVG, we explain the effect of the double counting on
the phase diagram and show that the particular form of
the double counting used here is physically reasonable as
is demonstrated by a comparison of the DMFT spectral
function to experimental spectra.
II. DFT+DMFT IMPLEMENTATION
In this section, we present the specifics of our imple-
mentation of the DFT+DMFT formalism. This is a ‘be-
yond DFT’ methodology in which a subset of the elec-
tronic degrees of freedom (“the correlated subspace”) are
treated by a sophisticated many-body physics method
while the remaining degrees of freedom are treated within
density functional theory (we use the generalized gradi-
ent approximation in a plane-wave basis in conjunction
with the PAW formalism25). The crucial issues in any
beyond-DFT methodologies are the construction of the
correlated subspace (we use maximally localized Wannier
functions), the method of solving the correlation problem
(we use the single-site dynamical mean field approxima-
tion), and the embedding of the correlated subspace into
the wider electronic structure (key issues are full charge
self-consistency and the double-counting correction, both
discussed in details below).
We begin by recapitulating the general theory, to es-
tablish notation and highlight the aspects important for
our subsequent discussion. We then discuss in detail the
definition of the correlated subspace and conclude this
section by presenting the full self-consistency loop, along
with a discussion of the issues that arise in practical im-
plementations.
A. DFT+DMFT: General theory
The DFT+DMFT method can be formally defined 1,31
in terms of a functional Γ of four variables: the total
charge density ρ, the local Green’s function Gcor asso-
ciated with a correlated subspace which is treated with
a beyond-DFT method, an effective potential V Hxc con-
jugate to a charge density, and a local self energy Σcor
conjugate to Gcor:
Γ[ρ,Gcor;V
Hxc,Σ] = Tr [lnG] + Φ[ρ,Gcor] (1)
−Tr[V Hxcρ]− Tr[ΣcorGcor]
3Here G is a Green’s function defined in the continuum as
follows:
G =
(
iωn + µ+
1
2
∇2 − V ext − V Hxc − P †corΣcorPcor
)−1
(2)
where µ is the chemical potential and V ext is a poten-
tial arising from the ions and any externally applied
fields. Gcor and Σcor are operators acting in the con-
tinuum but with non-zero matrix elements only in the
correlated subspace. Pcor (P
†
cor) is a projection opera-
tor defined to downfold (upfold) between the correlated
subpace and the space in which G is defined. For exam-
ple, if G is defined in the position representation and the
correlated subspace is spanned by a set of states {|φi〉},
then Pcor =
∫
dx
∑
i |φi〉〈φi|x〉〈x|. It should be noted
that iωn−G−1 is a frequency dependent, non-hermitian
operator that plays the role of an effective Hamiltonian
analogous to the Kohn-Sham Hamiltonian in DFT.
Φ encodes the functional dependence of the free energy
arising from electron-electron interactions. If one omit-
ted the variables Gcor and Σcor, then Φ would be the uni-
versal Hohenberg-Kohn functional familiar from density
functional theory. Alternatively, if ρ and V Hxc are omit-
ted and Pcor = 1, then Φ would be the Luttinger-Ward
functional defined from all vacuum to vacuum diagrams
with appropriate symmetry factors.
Demanding that Γ be stationary with respect to vari-
ations of ρ, Gcor, V
Hxc, and Σcor yields
V Hxc = δΦ[ρ,Gcor ]δρ (3)
Σcor =
δΦ[ρ,Gcor ]
δGcor
(4)
ρ = Tr G (5)
Gcor = PcorGP
†
cor (6)
The equations above provide a formal specification of
the theory. To proceed we need to introduce approxi-
mations. In the DFT+DMFT methodology Φ[ρ,Gcor] is
approximated as follows:
Φ[ρ,Gcor] ≈ Φρ[ρ] + ΦG[Gcor] (7)
where Φρ[ρ] is the universal functional of density func-
tional theory and has no explicit dependence on Gcor and
ΦG[Gcor] is the Luttinger-Ward functional of the model
describing the correlated states and has no explicit de-
pendence on ρ. Implicit in the construction of ΦG[Gcor]
is a specification of interactions that couple the degrees
of freedom in the correlated subspace.
The sum Φρ[ρ] + ΦG[Gcor] must then be corrected by
subtracting a “double counting” term that removes the
terms which depend on the density in the correlated sub-
space and are included in both Φρ and ΦG, thus:
Φ[ρ,Gcor] ≈ Φρ[ρ] + ΦG[Gcor]− ΦDC [ρcor] (8)
where ρcor is the total density in the correlated sub-
space. Proceeding further, we take Φρ to be the sum of
the Hartree term and the Perdue-Burke-Ernzerhof gener-
alized gradient approximation (GGA) approximation to
the exchange-correlation functional 32:
Φρ[ρ]→ 1
2
∫
dr
∫
dr′
ρ(r)ρ(r′)
|r− r′| + E
GGA
xc [ρ] (9)
We further treat the correlated subspace within the
single-site dynamical mean field approximation so that
the only important part of the correlated Green’s func-
tion is the onsite (local) Green’s function Gloc and the
double counting correction depends on the occupancy Nd
computed from the local Green’s function of the corre-
lated orbitals; thus
ΦG − ΦDC → ΦDMFT [Gloc]− EDC [Nd] (10)
Correspondingly, Σcor is Σloc − V DC where Σloc is
δΦDMFT /δGloc obtained from the solution of the dynam-
ical mean field equations and V DC is δEDC/δNd. V
Hxc
is the functional derivative of Φρ[ρ] with respect to ρ.
B. Construction of the correlated subspace and the
hybridization window
Implementation of the formalism described above re-
quires a prescription for the correlated subspace. It is also
useful to define the “hybridization window”, which refers
to the range of states which hybridize with the correlated
subspace. The hybridization window plays an important
role in our Wannier function-based construction of the
correlated subspace.
Our choice of the correlated subspace is guided by
the use of the GGA and DMFT to perform calcula-
tions. Given that DMFT is optimized for recovering local
physics, it seems reasonable to construct the correlated
subspace from local orbitals which most accurately rep-
resent the states in which correlations are strong. To
define these states we use the Marzari-Vanderbilt Maxi-
mally Localized Wannier Function (MLWF) procedure27,
which constructs localized states as appropriately phased
linear combinations of band states within an energy win-
dow. In our formalism, this energy window used in the
MLWF procedure is, by construction, the hybridization
window. We choose the energy window to be wide enough
that the correlated subspace (i.e. a subset of the Wan-
nier functions) are sufficiently localized and resemble the
atomic states of interest (i.e. d-like orbitals, in the study
of transition metal oxides).
The Wannier representation has an added advantage.
The presence of the self energy operator means that a
straightforward computation of G (Eq. 2) in a large ba-
sis (e.g. plane waves) is cumbersome, requiring that one
diagonalize the operator at every basis state (here, k-
point) and at every Matsubara frequency. While massive
parallelization can mitigate the problem, it is advanta-
geous to circumvent the issue. The complete basis can be
decomposed into a block composed of all Wannier func-
tions (ie. all states in the hybridization window) and
4another block consisting of all remaining states. By con-
struction both the full and the bare Green’s function are
block diagonal, with one block having matrix elements
only among states within the hybridization window and
the other having only matrix elements between states not
in the hybridization window. Thus the matrix inversion
required to construct the non-trivial part of the Green’s
function can always be performed in a compact represen-
tation.
The MLWF |WRn 〉 are labeled with a vector R indi-
cating the unit cell and a two-part index n = (τ, α) in
which τ labels an atom at relative positionRτ in the unit
cell and α labels the orbital character referenced to the
corresponding site. The MLWF are defined as a linear
combination of the Kohn-Sham (KS) wavefunctions ψik
in a given energy range:
|WRn 〉 =
1√
Nk
∑
k,i
e−ik·RUkni|ψik〉 (11)
and will normally be centered at position R +Rτ . The
unitary matrices Ukni are chosen to minimize a spread
functional27. The band index i runs over an energy range
that defined by the hybridization window. By construc-
tion, correlated orbitals defined in terms of Wannier func-
tions cannot mix with states outside of the hybridization
window.
After computing the |WRn 〉 we perform an additional
unitary transform Λˆ representing the rotations of orbitals
in the correlated subspace in order to minimize the off-
diagonal matrix elements within each site-sector of the
local correlated manifold and hence minimize the off-
diagonal components of Σloc. This transformation is very
useful in practice since quantum impurity models with di-
agonal or nearly diagonal hybridization matrices can be
much more efficiently solved numerically19. The details
of computing Λˆ are explained in Appendix A.
The final unitary transform from the KS wavefunction
to the Wannier basis is thus given by
U¯kmi =
∑
n
Λmn · Ukni (12)
where Λˆ is the unitary matrix satisfying the minimization
of off-diagnoal matrix elements of the correlated Hamil-
tonian (see Eq.51). Therefore, the rotated Wannier func-
tion W¯ is defined by
|W¯Rm 〉 =
1√
Nk
∑
k,i
e−ik·RU¯kmiψik(r) (13)
C. Charge density in DFT+DMFT
An important step in the full implementation of our
DFT+DMFT method is the construction of the full
charge density. Modern plane-wave codes use either an
ultra-soft pseudo (PS) potential or a PAW formalism. In
this formalism there are two contributions to the local
charge density: from the PS wavefunctions Ψ˜ and from
an “augmentation charge term” expressing the difference
between the PS wavefunctions and the KS wave functions
ψKS corresponding to the full potential. In our approach
the soft and augmentation charge must be expressed in
the Wannier representation which is convenient for cal-
culation of the Green’s function in the correlated energy
window. In this subsection we present the needed formal-
ism. The resulting methodology is similar to the charge
self-consistent PAW+DMFT scheme derived for the pro-
jected local orbital basis set in Refs. 13 and 33.
The fundamental definition of the charge density ρ is
from the Green’s function via Eq. 5. Expressing G in the
band (ij) basis we have
ρ(r) =
1
Nk
∑
k;ij
nk;ij
〈
ψKSki |r
〉 〈
r|ψKSkj
〉
(14)
where the density matrix in the band basis is
nk;ij = T
∑
iωn
Gk;ij(iωn)e
iωn·0
−
. (15)
and T is the temperature.
We observe that for states outside the hybridization
window, W , G = G0 so the density matrix nk;ij becomes
the Fermi function fkiδij with fki being the Fermi func-
tion for state k in band i. Alternatively, for the bands
within the hybridization window the density matrix is
most easily computed from the Wannier (mn) represen-
tation as
nkij = T
∑
iωn
eiωn·0
−
∑
mn
U¯kmiGkmn(iωn)U¯
k∗
nj . (16)
so that
ρ(r) =
∑
i/∈W
ρDFTi (r) +
∑
i,j∈W
ρDMFTij (r) (17)
with
ρDMFTij (r) =
1
Nk
∑
k
nkij〈ψKSki |r〉〈r|ψKSkj 〉 (18)
and
ρDFTi (r) =
1
Nk
∑
k
fki
〈
ψKSki |r
〉 〈
r|ψKSki
〉
(19)
Within the PAW formalism, the KS wavefunction ψKS
ki
is related to the PS wavefunction ψ˜ki by a linear trans-
formation Tˆ , i.e, ψKS = Tˆ ψ˜. An operator Oˆ acting on
ψ˜ transforms as Tˆ †OˆTˆ . As a result, the charge density ρ
can be split into the soft-charge-density term ρ˜, the on-
site all-electron charge-density term ρ1, and the on-site
PS charge-density term ρ˜1, i.e.,
Tˆ †ρTˆ = ρ˜+ ρ1 − ρ˜1. (20)
The calculation of these terms within DFT is explained
in Ref. 34.
5As explained above, the charge density within DMFT
is computed using the DMFT density matrix nkij instead
of the Fermi occupancy fki within DFT. As a result, the
soft charge ρ˜ is given by
ρ˜DMFT (r) =
1
Nk
∑
i,j,k
nkij〈ψ˜ki|r〉〈r|ψ˜kj〉. (21)
The on-site charges are given by the usual PAW formula
ρ1,DMFT (r) =
∑
m,n
ρ¯mn · 〈φm|r〉〈r|φn〉 (22)
ρ˜1,DMFT (r) =
∑
m,n
ρ¯mn · 〈φ˜m|r〉〈r|φ˜n〉. (23)
where |φn〉 are the all-electron partial waves and |φ˜n〉 are
the PS partial waves. Here, the occupancy ρ¯mn of an
augmentation channel (m,n) is given by
ρ¯mn =
1
Nk
∑
kij
〈p˜n|ψ˜kj〉 · nkij · 〈ψ˜ki|p˜m〉 (24)
where |p˜n〉 are the projector functions which are dual to
the PS partial waves.
The sum over band indices i, j in Eq. 21 and Eq. 24
can be simplified to the sum over one index because the
density matrix nij is Hermitian and so can be written in
terms of eigenvalues wkλ and eigenfunctions φλ as
nkij =
∑
λ
UDMFT
kiλ · wkλ · UDMFT∗kjλ (25)
where UDMFT
k
are unitary matrices whose rows are φλs.
Using this eigen-decomposition, the PS wavefunction ψ˜
is unitarily transformed to ψ˜DMFT
kλ given by
〈r|ψ˜DMFTkλ 〉 =
∑
i
〈r|ψ˜ki〉 · UDMFTkiλ . (26)
As a result, the soft charge ρ˜ in Eq. 21 becomes
ρ˜DMFT (r) =
∑
λ
wkλ〈ψ˜DMFTkλ |r〉〈r|ψ˜DMFTkλ 〉. (27)
while ρ¯mn in Eq. 24 becomes
ρ¯mn =
1
Nk
∑
kλ
〈p˜n|ψ˜DMFTkλ 〉 · wkλ · 〈ψ˜DMFTkλ |p˜m〉. (28)
The final form of the charge density ρ in DFT+DMFT
is given by combining Eq. 21, Eq. 22, and Eq. 23.
ρDMFT (r) = ρ˜DMFT (r) + ρ1,DMFT (r) − ρ˜1,DMFT (r)
(29)
D. Full DFT+DMFT self-consistency
In this subsection, we present the procedure used
to achieve a fully charge self-consistent solution of the
Figure 1. (Color online) Schematic flow diagram of a charge
self-consistent DFT+DMFT calculation implemented using
the MLWF basis set. The loop is initialized from the so-
lution of the Kohn-Sham equations. The DMFT problem
is defined via a set of Wannier functions and solved as de-
scribed in Appendix B. The resulting charge density is com-
puted as explained in Sec. IIC and is then used to recompute
the single-particle potential and thus the band structure, the
charge density and Wannier functions. Full self-consistency is
achieved if both ρ and Gloc are converged. For total energies
a highly accurate Gloc is required, so a post-processing step
of approximately 10 DMFT iterations is employed to further
refine Gloc.
DFT+DMFT equations. A schematic flow diagram is
given in Fig. 1. Full self-consistency is achieved if both
ρ and Gloc are converged. A highly accurate degreee
of convergence is required to obtain reliable results for
the total energy. The process is normally initialized
using a charge density ρ obtained from the converged
non-spin-polarized DFT calculation. This DFT ρ is
a reasonable starting point to obtain a full converged
ρ and a local Green’s function Gloc. Additionally,
one must choose a hybridization window, which will
encompass the entire p-d manifold for the applications
in this paper. For the interactions in the correlated
subspace, the Slater-Kanamori Hamiltonian is used with
the on-site interaction U and the Hund’s coupling J
(Eq. 46). Subsequently, the following loop is executed:
1. The DFT potential VDFT is constructed using the
input ρ and GGA, and the corresponding KS equation
is solved for this given input density ρ. It should be
noted that paramagnetic spin symmetry is imposed on
the charge ρ.
2. MLWF are constructed to represent the KS states in
the hybridization window and to construct the correlated
subspace (see Sec. II B).
3. The DMFT problem is solved to self-consistency using
continuous time QMC to obtain a correlated Green’s
function Gcor, a self energy Σcor and a double counting
potential V DC . Both Σcor and V
DC are updated at
each DMFT step using linear mixing. Details are given
6in Appendix B. Obtaining accurate results for the total
energy requires a strong convergence of both Σ and V DC .
Convergence is assessed demanding that Epot − EDC
changes by less than 1meV betweeen iterations (see
Eq. 34 and Eq. 44).
4. The charge density is constructed from the Green’s
function (Eq.2) using the new self energy and the double
counting potential (see Sec. II C for definitions). This is
then mixed with the previously-computed charge density
using Kerker mixing35 in momentum space, i.e.,
ρ(~G) = ρin(~G) + α
~G2
~G2 + γ2
(ρout(~G)− ρin(~G)). (30)
where ~G is a reciprocal lattice vector while α and γ are
mixing parameters. The new ρ is then returned to step
one and this loop is iterated until the change in the charge
density at the zone center k = 0 satisfies the following
criterion.
1
N ~G
∑
~G
(ρout(~G)− ρin(~G))2 < 10−4 e
After the DFT+DMFT equations are converged, we
rerun the DMFT self-consistent calculation for at least 10
iterations using the final charge density. In most cases,
we were able to converge the total energy to less than
3meV.
III. TOTAL ENERGY CALCULATION
In this section, we derive the expressions used to eval-
uate the total energy within our DFT+DMFT formalism
in terms of the self-consistent charge density and the local
Green’s function and self energy obtained as explained in
the previous section. Expressions for the double counting
energy and potential are also presented.
A. Formula
Our ansatz Eq. 8 for the functional implies that the
total ground state energy can be written formally as the
sum of terms arising from the DFT and DMFT calcula-
tions as
Etot[ρ,Gcor] = E
DFT [ρ] + EKS [ρ,Gcor]
+Epot[Gcor]− EDC [Nd]. (31)
EDC will be discussed in the next subsection.
EDFT is the energy computed using the conventional
DFT formula as
EDFT [ρ] = −1
2
∑
i
〈ψi|∇2|ψi〉+
∫
drVext(r)ρ(r)+EHxc[ρ].
(32)
EKS is a correction to the band energy arising the
fact that in the hybridization window the density matrix
is not equal to the Fermi function. Explicitly,
EKS =
1
Nk
∑
ki
ǫKS
ki · (nkii − fki) (33)
where i is a band index, ǫKS
ki is the KS eigenvalue, and
nkii is a diagonal component of the density matrix com-
puted from G via Eq. 15.
The potential energy Epot arising from the beyond-
DFT interactions in the correlated subspace is given by
Epot =
1
2
T
∑
n
eiωn·0
−
Tr
[
Σˆcor(iωn)Gˆcor(iωn)
]
(34)
Evaluation of Eq. 34 to the requisite numerical accuracy
is facilitated by a careful treatment of the high frequency
limits. Explicitly separating out the leading Σˆ∞ term in
the high frequency limit of the self energy for orbital m,
we define the dynamical self energy by
Σˆdynm (iωn) = Σˆm(iωn)− Σˆ∞m . (35)
Σˆ∞m is computed from a Hartree term as derived in
Ref. 36.
Substituting Eq. 35 into Eq. 34 and noting that the
frequency summation of the Green’s function is just the
density matrix nˆcor of the correlated sites gives
Epot =
1
2
Tr
[
Σˆ∞nˆcor
]
+ Epot,dyn (36)
In evaluating Epot,dyn it is convenient to separate out
the very high frequency regime where Σˆdyn → Σdyn,1iωn
and Gcor → 1/iωn by introducing a cutoff frequency ωc,
evaluating frequencies below the cutoff numerically and
evaluating the high frequency tail using
∑∞
−∞
1
(2n+1)2 =
π2
4 to obtain
Epot,dyn ≃ 1
2
T
∑
|ωn|<ωc
Tr
[
Σˆdyn(iωn)Gˆ(iωn)
]
+
Σdyn,1
π2T
(
nc∑
n=0
1
(2n+ 1)2
− π
2
8
)
. (37)
Σdyn,1 is obtained from the expectation value of a combi-
nation of operators; in very simple cases the expectation
value can be computed analytically but in general it must
be measured18,36.
For a consistent calculation and the systematic reduc-
tion of numerical errors, we compute all static quanti-
ties including 12Tr[Σˆ
∞ · nˆcor] and EDC (Eq. 44) using the
converged ncor term obtained from the trace of the local
Green’s function Gcor. We note that the numerical preci-
sion is achieved such that ncor at each orbital computed
from the trace of Gcor is converged to a ncor value sam-
pled from the Monte Carlo method within the numerical
error of 0.01.
7B. Double counting energy: U ′ approach
The DFT+DMFT ansatz Eq. 8 approximates the gen-
eral functional Φ[ρ,Gcor] as a sum of two terms, one in-
volving ρ only and one involving Gcor only. Such a sepa-
ration raises the possibility that some interactions will be
included in both terms in the sum, and will therefore be
counted twice, necessitating the subtraction of an addi-
tional ‘double counting’ term to remove the interactions
that are counted twice. In particular the GGA density
functional we use to approximate Φρ[ρ] is a functional of
the total charge density, including the charge density in
the correlated subspace. Thus some of the interactions
contained in Φρ are also contained in ΦG and must be
subtracted. The issue also arises in the DFT+U approx-
imation30.
Determining the double counting energy is not
straightforward and, within the approximations adopted
above, no exact prescription is known. However it is es-
sential to address the issue, as the choice of double count-
ing correction affects the energy shift between correlated
subspace and the remaining states, which will clearly
affect the physics. For example, previous work 26,37–39
has shown that the location of the Mott metal-insulator
phase boundary in cuprates37 and early transition metal
oxides39 is strongly influenced by the double-counting.
Similarly the choice of double counting affects the bond
disproportionation in the rare earth nickelates26.
The double counting correction has been discussed in
the literature30,37,39–43, mainly in the context of transi-
tion metal oxides. Perhaps the most obvious role that
the double counting term plays is in compensating for
the average Hartree shift of the correlated levels resulting
from the interactions in the correlated subspace, as these
are present to a large degree within DFT. Stated differ-
ently, the splitting between the d and p orbitals within
DFT is at least reasonable, and adding an additional
Hartree term from the interactions in the correlated sub-
space would give clearly unphysical results. Additionally,
it is reasonable to expect that the double-counting cor-
rection should only depend on the total density of the
correlated subspace. For these reasons the double count-
ing terms introduced in the literature are typically based
on a Hartree approximation to the beyond-DFT inter-
actions in the correlated subspace. A common choice is
the fully-localized-limit (FLL) double-counting (defined
in Eq. 39). However, recent studies36,38,39 indicate that
in many cases the end result of DFT+DMFT using the
FLL double-counting is a relative p− d energy difference
in disagreement with experimental photo-emission spec-
tra, while introducing a phenomenological shift to force
agreement with a measured level splitting leads to good
agreement with a range of other properties38,39. How-
ever, a phenomenological shift cannot be used in total
energy calculations. In a previous paper26 we introduced
a new form of double counting correction, which we refer
to as U ′ double counting, which retains the mathemati-
cal form of a standard double counting (and is therefore
compatible with total energy calculations) but has an ad-
justable magnitude. We shall show that this form leads
to results in good agreement with experiment, at the ex-
pense of the apparent introduction of an additional phe-
nomenological parameter. We observe that the standard
double counting formalisms also involve phenomenolog-
ical parameters, namely the coefficients multiplying the
expectation values of the different density operators. In
conventional applications these are set to be equal to the
U and J which are used as interactions in the correlated
subspace, but this is simply a choice that is made without
clear theoretical justification. Therefore, our approach is
no more or less phenomenological than the de facto stan-
dards in the literature.
Because almost the entire double-counting literature
was motivated by the physics of transition metal oxides
and the application we present is to transition metal ox-
ides, the rest of our discussion of the double counting
correction will refer to these compounds. In this case the
correlated orbitals are transition metal d-orbitals and the
relevant beyond-DFT Hamiltonian can for our purposes
be taken to be Eq. 46, the ‘Slater-Kanamnori’ interac-
tion Hamiltonian. We emphasize however that our ideas
apply to a wider range of situations, including f -electron
systems.
We begin with the standard forms of the double count-
ing correction. These are widely employed in the litera-
ture. The philosophy30 of the double-counting approach
is that one should construct a mean-field approximation
to the interaction which depends only on the total oc-
cupancy of the correlated sites (and not, for example on
orbital occupancies) since the DFT energy depends only
on density. Neglecting the terms which are off-diagonal
in the density matrix, the Slater-Kanamori Hamiltonian
Eq. 47 can be written in terms of the total spin density
operator and the Hartree-Fock decoupled orbital depen-
dent terms (ie. 〈nˆασnˆβσ′〉 = 〈nˆασ〉〈nˆβσ′〉), leading to
EcorMF =
U
2
(N2d −
∑
ασ
〈nˆασ〉2)− 3J
2
(
∑
σ
N2dσ −
∑
ασ
〈nˆασ〉2)
−J(
∑
σ
NdσNdσ¯ −
∑
ασ
〈nˆασ〉〈nˆασ¯〉) (38)
The standard fully localized limit (‘FLL’) form of the
double counting correction assumes that each Fermion at
each spin or orbital is either fully occupied or un-occupied
(i.e., either zero or one), therefore
∑
ασ〈nˆασ〉2 =∑
ασ〈nˆασ〉 = Nd. The final term,
∑
ασ〈nˆασ〉〈nˆασ¯〉 is
also approximated as Nd if the paramagnetic constraint
is imposed, ie. 〈nˆασ〉 = 〈nˆασ¯〉. Finally, the expression
of the double counting energy in the paramagnetic state
(ie. Ndσ = Ndσ¯ = Nd/2) is given by
EDCFLL =
U
2
Nd(Nd − 1)− 5J
4
Nd(Nd − 2) (39)
This is identical to the ‘fully localized limit’
scheme40,44,45 modulo the pre-factor of the exchange
8term. The double counting potential V DCασ is given by
V DCασ =
∂EDC
∂nασ
= U(Nd − 1
2
)− 5
2
J(Nd − 1) (40)
An alternative form employed in the literature is the
“around mean-field” (AMF) double-counting45. This
form is motivated by assuming that each orbital has an
average occupation ofNd/10 = 〈n〉, resulting in the AMF
double-counting energy:
EDCAMF =
U
2
Nd(Nd − 〈n〉) − 5J
4
Nd(Nd − 2〈n〉) (41)
where 〈n〉 = Nd/10. This double counting energy gives
the AMF double-counting potential:
V DCασ = U(Nd − 〈n〉)−
5
2
J(Nd − 2〈n〉) (42)
Both FLL and AMF double-counting approaches are
based on a double-counting energy which is quadratic in
Nd and imply a double-counting potential which is linear
in Nd. We will also consider an alternative approach pro-
posed in Ref. 46 based on a constant (Nd-independent)
double counting potential V DC = αdc (in effect a con-
stant level shift) corresponding to
EDCshift = α
dcNd. (43)
This is not an interaction energy, because the energy is
linear in Nd as opposed to quadratic. All three forms will
be considered in this study.
The AMF and FLL double-counting corrections have
difficulties when compared in detail to experiment, in
particular producing a V DC that leads to a d-p level sep-
aration which is in disagreement with experiment37,39.
It seems desirable to design a double-counting energy
which has the form of an interaction energy but which
permits modifications of V DC . In previous work 26 we
proposed a modification that fulfils these criteria, chang-
ing the coefficient U value in the double counting formula
to a new coefficient U ′ while otherwise leaving the form
unchanged. We refer to this as the U ′ double-counting
approach, and it may be applied equally well to both the
FLL and AMF formulas. In the case of the FLL double-
counting, we have explicitly
EDCFLL =
U ′
2
Nd(Nd − 1)− 5J
4
Nd(Nd − 2) (44)
More generally, one could consider an arbitrary quadratic
double-counting correction, modifying J also or introduc-
ing additional terms, but because the U ′ approach has
proven to be satisfactory26 we have not explored these
changes. It should be noted that the J-term does change
the ratio of the linear and quadratic terms as compared
to the U ′ term, but this is not critical to achieving the
proper physics.
In a similar way, the modified AMF formula is given
by
EDCAMF =
U ′
2
Nd(Nd − 〈n〉)− 5J
4
Nd(Nd − 2〈n〉). (45)
We will see that a single U ′ 6= U produces good results
for the phase diagram and spectra across an entire family
of nickelate compounds addressed in this paper.
IV. APPLICATION TO RARE EARTH
NICKELATES
A. Overview
We use the DFT+DMFT total energy implementation
developed here to calculate the metal-insulator and struc-
tural phase diagrams of the rare earth nickelate family of
materials in the plane of rare earth ion (tolerance fac-
tor) and pressure. We present results for bond lengths,
electron spectra and other properties as well.
The rare earth nickelates are a family of materials with
chemical formula RNiO3 with R being a member of the
rare earth series La, Nd, Pr, Sm, Eu, and Lu. The im-
portant electronic degrees of freedom reside in the Ni
d-levels. Formal valence arguments indicate that the Ni
is dominantly in the d7 configuration, with filled O 2p
and Ni t2g shells and one electron in the eg-symmetry
(dx2−yy and d3z2−r2) states. However the d-levels are
very strongly hybridized to the O 2p states so the ac-
tual configuration is much closer to d8 with a hole on
the oxygen bands. At high temperatures all of the mem-
bers of the series are metallic and except for LaNiO3 all
crystallize in a Pbnm structure which is derived from the
standard cubic perovskite structure by octahedral rota-
tions (LaNiO3 forms in a R3¯c structure also derived by
rotations from the cubic perovskite). All of the mem-
bers of the series except for R=La undergo a metal to
insulator transition as temperature is decreased at ambi-
ent pressure, but at low temperature the metallic phase
may be restored by application of sufficient pressure47–51.
The metal to insulator transition, driven by beyond band
theory electron correlations that produce an unusual site-
selective Mott insulating phase38, is intimately coupled
with a transition to a P21/n structure characterized by
a two-sublattice bond disproportionation in which one of
the Ni has a short mean Ni-O bond length while the other
has long mean Ni-O bond length52. The amplitude of
the bond-length disproportionation and the critical pres-
sure required to restore the metallic phase depend on the
choice of rare earth ion R. Thus the behavior of this
class of materials is determined by a sensitive interplay
of structural and correlated electron physics and presents
a significant test for a theory of correlated electron ma-
terials.
B. Formalism and computational aspects
The DFT portion of the formalism is solved using the
PAW formalism25,34 as implemented in Vienna Ab-initio
Simulation Package (VASP)34,53–56. A k-point mesh of
6×6×6 (for the Pbnm and P21/n structures) or 8×8×8
9(for the LaNiO3 R3¯c structure) is used with an energy
cutoff of 600eV. We used Kerker mixing parameters of
γ=1.0 and α=0.1 (see Eq.30), which resulted in slow but
stable convergence. The hybridization window is taken
to span the manifold of Ni-d and O-p states which has
a range of roughly 11eV, and the correlated subspace is
constructed as outlined in Section II B. The interactions
pertaining to these orbitals are given by the rotationally
invariant Slater-Kanamori Hamiltonian including the on-
site intra-orbital Coulomb interaction U and the Hund’s
coupling J :
Hˆcor = HˆD + HˆOD (46)
HˆD = U
∑
i,α
nˆiα↑nˆiα↓ + (U − 2J)
∑
i,α6=β
nˆiα↑nˆiβ↓
+(U − 3J)
∑
i,α>β,σ
nˆiασ nˆiβσ
=
1
2
U
∑
i
(Nˆ2d,i − Nˆd,i)−
3
2
J
∑
i,σ
(Nˆ2d,iσ − Nˆd,iσ)
−J
∑
i,σ
(Nˆd,iσNˆd,i−σ −
∑
α
nˆiασnˆiα−σ) (47)
HˆOD = J
∑
i,α6=β
(
ψˆ†iα↑ψˆiβ↑ψˆ
†
iβ↓ψˆiα↓ + ψˆ
†
iα↑ψˆiβ↑ψˆ
†
iα↓ψˆiβ↓
)
(48)
where i is the Ni atom index, α is the d orbital index, and
σ is the spin. Nˆd,i(=
∑
α,σ nˆiασ) is the total d-occupancy
operator acting on the Ni atom i.
Unless otherwise specified the computations in this sec-
tion are performed for U = 5eV and J = 1eV and the
double counting correction is the FLL-U ′ form of Eq. 44
with U ′ = 4.8eV .
Since the t2g orbitals are almost filled, they are approx-
imated using the Hartree-Fock approximation while the
self energy of eg orbitals is obtained using the single-site
dynamical mean field approximation57 with the numer-
ically exact ‘continuous-time QMC method’16–19. With
this technique, temperatures as low as 0.01eV are ac-
cessible, low enough that the energies we calculate are
representative of the ground state energy. Details of the
DMFT procedure are given in Section II and Appendix
B.
In order to determine the theoretical structure one
needs to minimize the energy over the space of possible
structures. We have not yet implemented the computa-
tion of forces and stresses within our formalism and a
direct minimization of the energy via exploration of the
entire space of structures would greatly exceed our com-
putational resources. Therefore, we approximately mini-
mize the energy via the construction of a two dimensional
phase space parametrized by unit cell volume and Ni-
O bond length disproportionation. To define the phase
space we use the VASP implementation of DFT to deter-
mine the internal coordinates and cell shape that mini-
mize the energy consistent with the known symmetries
of the high temperature (Pbnm) phase at each volume.
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Figure 2. (Color online) Total energy as a function of bond-
length difference δa for LuNiO3 (top), NdNiO3 (middle) and
LaNiO3 (bottom) obtained from DFT+DMFT calculations
performed at different values of the unit cell volume V mea-
sured relative to the calculated zero pressure volume V0. Ar-
rows indicate the δa at which the electronic phase changes
from metal to insulator.
Similarly we use the VASP implementation of DFT+U,
which uses projectors to construct the correlated sub-
space, to find the internal coordinates and cell shape
consistent with the P21/n symmetry of the low temper-
ature phase at a given volume. It should be noted that
these VASP DFT+U calculations use a spin independent
exchange-correlation functional and double-counting for-
mula to compute the total energy, which is analogous
to our DFT+DMFT formalism (this can be achieved in
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VASP by setting the LDAUTYPE tag to be 4). At each
volume, a one-dimensional path is determined by interpo-
lating from the Pbnm structure to the distorted P21/n
structure and is parametrized by the mean Ni-O bond
length difference δa between the two inequivalent sub-
lattices. At each volume, the δa value is obtained by
minimizing the total energy along this one dimensional
path (see Fig. 2). The same procedure was adopted for
LaNiO3 to determine the two dimensional phase space
except that LaNiO3 is based on the R3¯c structure. The
structural phase boundary is defined by the volume at
which the minimum of the energy curve moves away from
δa = 0 (in practice, δa > 0.01A˚).
We define the electronic phase as insulator or metal ac-
cording to whether the electron spectral function (imag-
inary part of the real-frequency local Green’s function)
has a gap at the Fermi level or not. For computational
convenience and to avoid the errors associated with ana-
lytical continuation we employ the relation58 (the right-
most approximate equality becomes exact as temperature
T → 0)
G(τ = 1/(2T ))
T
=
∫
dω
πT
A(ω)
2 cosh ω2T
≃ A(ω = 0) (49)
between the Green’s function measured in imaginary
time by the continuous time QMC procedure and the
Fermi-level spectral function of interest. In a Fermi liq-
uid at T = 0 within the single-site DMFT approximation,
A(ω = 0) is of the order of the bare Fermi level density of
states (the Hartree-like shift of the d-p energy level differ-
ence arising from ReΣ(ω = 0) will alter the band struc-
ture, therefore even in the Fermi liquid regime A(ω = 0)
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Figure 3. (Color online) The many-body density of states at
the Fermi energy (averaged per Ni atom) for LuNiO3 (solid
lines, filled dots) and LaNiO3 (dashed lines, empty dots) as
a function of δa computed using DFT+DMFT at volumes
indicated. The horizontal line at y=0.2 indicates the criteria
for the metal-insulator transition.
is not equal to the bare Fermi level density of states).
Numerically, we define a material as a metal if A(ω = 0)
computed by Eq. 49 is greater than 0.2 and as insulator
if A(ω = 0) < 0.2. While the criterion is not completely
precise, it is fully adequate for our purposes. Examples
of the dependence of G(τ = 1/(2T ))/T ≈ A(ω = 0) in
LuNiO3 and LaNiO3 are given in Fig. 3.
C. Phase diagram: Pressure vs rare-earth ion
series
Fig. 4 shows the metal-insulator (circle dots, filled
symbols) and structural (square dots, filled symbols)
phase transitions computed from charge self-consistent
DFT+DMFT (solid lines, filled symbols) as described
above, in addition to DFT+U results (dashed lines,
open symbols). The experimental critical phase
boundaries (pentagons and black dashed lines) for
(Y,Eu,Nd,Pr)NiO3 obtained from Ref.59 are also shown.
These are determined using extrapolation of high temper-
ature experimental data to low temperature as explained
in Ref. 26. The theoretical DFT+DMFT metal-insulator
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Figure 4. (Color online) Metal-insulator (circle dots) and
structural (square dots) phase diagram computed using
charge self-consistent DFT+DMFT (solid symbols and solid
lines) as a function of volume (y-axis) and the series of
rare-earth ions (x-axis). The tolerance factor is defined as
dR−O/dNi−O
√
2 where dR−O and dNi−O are R-O and Ni-
O distances52. Experimental data (pentagons and dashed
lines, black on-line) are obtained for (Y,Eu,Nd,Pr)NiO3 us-
ing the data Ref. 59 as explained in the text. DFT+U results
(empty symbols and dashed lines) using the same correlated
orbital are also compared to DFT+DMFT results. V0 is de-
termined as equilibrium volume at the calculated zero pres-
sure for each material using each theoretical method. The
parameters for the DFT+DMFT calculations are T=116K,
U=5eV and J=1eV. The double counting energy is deter-
mined using Eq.44 with U ′=4.8eV. The DFT+U calculations
are performed using U=5eV, U ′=5eV and J=1eV.
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transition phase diagram (solid lines and circle dots) in
Fig. 4 is consistent with experimental data (black dashed
lines and pentagons) in agreement with our previous non-
charge self-consistent calculation26. The two key points
of comparison with experiment are:
1. all nickelates calculated at zero pressure are in-
sulating and bond-length disproportionated ex-
cept LaNiO3 which remains metallic and un-
disproportionated.
2. the critical pressure line at which the insulator-to-
metal transition occurs is quantitatively in good
agreement with experiment. Stated differently,
the critical volume becomes larger as the rare-
earth ion size increases from Lu to La such that
LuNiO3 requires nearly 6% contraction of volume
to induce the insulator-to-metal transition while
3% volume expansion of LaNiO3 would exhibit
a metal-to-insulator transition (including bond-
disproportionation).
LaNiO3 is the only nickelate with a rhombohedral
structure and at the zero pressure exhibits a metallic
ground state without any bond disproportionation, con-
sistent with the experimental observation.
Comparison to the non-charge self-consistent results
presented in Ref. 26 shows that charge self-consistency
systematically shifts the phase boundary towards large
volume and a smaller rare-earth ion size, decreasing the
regime of insulating behavior. The physical origin is due
to the slightly reduced d-p gap and therefore the reduc-
tion of electronic correlations in charge self-consistent
calculations compared to the non-charge self-consistent
ones.
We have also computed the phase boundary using
the DFT+U approximation (dashed lines, open sym-
bols). These computations use the same correlated
orbital (MLWF) and same spin-independent exchange-
correlation function as was used in our DFT+DMFT
calculations, and minimize the total energy in the same
two-dimensional phase space of volume and δa. The
only difference between the two calculations is that the
DFT+U calculation solves the many-body problem with
a Hartree approximation. Ensuring that the two calcu-
lations are built on the same foundation is important
for a clear comparison, as may be demonstrated by ex-
amination of the DFT+U phase diagram previously re-
ported in Ref. 26. The previous computation used the
conventional VASP DFT+U implementation, based on
a spin-dependent exchange-correlation functional, which
is a different approximation leading to significant differ-
ences in the results. Additionally, in the previous com-
putation the correlated subspace was constructed using
projectors rather than Wannier functions. Examination
of the effects of choice of the exchange-correlation po-
tential and methodology for constructing the correlated
subspace is beyond the scope of this paper and will be
considered elsewhere60. What is important for this paper
is that the DFT+U lines in Fig. 4 clearly demonstrate
the poor quality of the Hartree approximation, which
strongly overestimates the tendency to insulating behav-
ior and charge disproportionation, predicting for example
that LaNiO3 at the zero pressure is insulating and bond-
disproportionated in clear disagreement with the exper-
iment. Another deficiency of the DFT+U approach is
that the critical volume is predicted to change much more
slowly with rare earth ion than is observed or calculated
with DFT+DMFT.
D. Bond-length difference δa vs. pressure
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Figure 5. (Color online) The average Ni-O bond-length differ-
ence δa of the two inequivalent octahedra of the P21/n struc-
ture as a function of the normalized difference of the volume
V from the zero pressure volume V0 for LuNiO3 (red square),
NdNiO3 (green diamond), and LaNiO3 (blue circle) calcu-
lated using DFT+DMFT (solid symbols, solid lines), DFT+U
results (open symbols, dashed lines) and experimental data
(black open symbols)61–63 at ambient pressure. The verti-
cal black dotted line shows the reduced volume for NdNiO3
at which the experimental metal-insulator transition occurs.
The theoretical critical volumes at which the metal-insulator
transition occurs are depicted as vertical dashed lines con-
necting to the different δa curves.
Fig. 5 displays the ground state δa calculated at dif-
ferent volumes using DFT+DMFT and DFT+U (dashed
lines, open symbols) for LuNiO3, NdNiO3, and LaNiO3
(blue circle dots). Experimental results at ambient pres-
sure are shown as open symbols and are in reason-
able agreement with the DFT+DMFT predictions for
δa. For example, the calculated zero pressure δa for
LuNiO3 is ∼ 0.065A˚, slightly less than the experimen-
tal value ∼ 0.085A˚ (black open square) while the calcu-
lated value for NdNiO3 is ∼ 0.06A˚ only slightly smaller
than the experimental value ∼ 0.07A˚ (black diamond
dot). As pressure is applied (volume is reduced), δa de-
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creases and then sharply drops at the insulator to metal
transition (labelled by the vertical dashed lines). The
calculated critical volume at which the metal insulator
transition occurs in NdNiO3 (green vertical dashed line)
is slightly larger than the experimental volume (black
vertical dashed line). In LaNiO3 (rhombohedral struc-
ture) the DFT+DMFT calculation predicts undistorted
(δa = 0) metallic behavior in agreement with experi-
ment. In contrast, DFT+U qualitatively fails to repro-
duce the properties of LaNiO3 at the calculated zero pres-
sure, predicting instead a large δa ∼0.09A˚ and an insu-
lating ground state. DFT+U overestimates the δa values
at the calculated zero pressure for all other nickelates as
well, consistent with the error in critical volume reported
in Fig. 4.
The physical origin of this behavior can be understood.
As pressure increases (smaller volumes, square dots),
the critical δa required to drive an insulating state in-
creases for both LuNiO3 and LaNiO3, essentially because
at smaller cell volume the hybridization (kinetic energy)
increases so the electrons are relatively less correlated.
LaNiO3 has larger critical δa values at the same pressure
than LuNiO3 because a structural difference (more nearly
straight O-Ni-O bond) means that the bandwidth of the
La compound is greater than that of the Lu compound.
E. Double counting
In all preceding calculations we presented results gen-
erated using U = 5eV and the FLL-U ′ double count-
ing, Eq. 44, with U ′ = 4.8eV < U . This choice of
double counting differs from the standard FLL double
counting procedure which in our notation corresponds to
U ′ = U . In the following subsections we examine the
consequences of choosing different values of U ′ and pro-
vide a more detailed discussion of how we arrived at the
value of U ′ = 4.8eV , showing in particular that it pro-
duces spectra in better agreement with experiment. We
also present results obtained by other double counting
procedures.
In the following subsections we use non-charge self
consistent calculations. The reason is that in transition
metal oxides the double counting correction acts to shift
the energy of the d-levels relative to that of the p-levels.
The charge self-consistency procedure also has the ef-
fect of shifting the p-d energy splitting and interacts in
a non-linear way with the changes induced by the dou-
ble counting correction. Thus to isolate the effect of the
double counting correction, in the following subsections
only we do not include charge self consistency.
F. Varying U ′
In this subsection, we compare disproportionation am-
plitudes δa obtained using different double countings. We
also present some results for the electron spectral func-
tion. In particular, we demonstrate that the location
of the phase boundary depends on the choice of dou-
ble counting correction and that the conventional choice
U ′ = U gives a qualitatively wrong result.
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Figure 6. (Color online) The bond-length difference δa for
NdNiO3 as a function of unit cell volume V measured rel-
ative to calculated equilibrium volume V0 computed using
DFT+DMFT (solid lines) and DFT+U (dashed lines) with
U ′-FLL double counting and U ′ values indicated. The hor-
izontal dashed line indicates the experimental δa value for
NdNiO3.
Fig. 6 displays δa values for NdNiO3 as a function of
unit cell volume computed using the U ′ − FLL double
counting formula Eq. 44 with different choices of U ′. We
see that results depend on the value of U ′, with the bond-
length disproportionation systematically decreasing as U ′
is increased in both the DFT+DMFT and the DFT+U
calculations. The dependence of result on U ′ demon-
strates the importance of employing a correct double
counting term.
The physics of the U ′ dependence is that in transition
metal oxides the degree of correlation is controlled to a
large degree by the energy difference between the oxygen
p and transition metal d levels. The higher the d-levels
are above the p-levels, the more strongly correlated the
material is. Because the double counting correction en-
ters with a negative sign, increasing U ′ acts to shift the
d-levels down relative to the p-levels, thereby decreasing
the correlation strength. The nominal p−d splitting can
equivalently be characterized by the number of electrons
in the correlated subspace Nd. We found that the metal-
insulator phase diagram in the plane of U -Nd takes a
simple and general form, with the system becoming less
correlated as Nd increases and displaying a threshold be-
havior whereby an insulating state cannot be achieved
beyond a certain value of Nd for any practical U
37,64,65.
To a large degree differences between different method-
ologies (charge self consistent or not, different forms of
double counting correction) disappear when the results
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are expressed in terms of Nd; in other words the main
reason for differences between different methodologies is
the difference in the relation between Nd and the bare
parameters of the theory. It should be noted that the
absolute value of Nd depends upon the details of the def-
inition of the correlated subspace, but the relative dif-
ferences from the DFT value provide a useful represen-
tation of the physics. Using our Wannier construction
of the correlated subspace, DFT calculations for the rare
earth nickelates lead to Nd ∼ 8.2. Our non-charge self-
consistent DFT+DMFT calculations with FLL double
counting at U ′ = U = 5eV yield Nd ≈ 8.07 and predicts
a Pbnm structure and metallic ground state at zero pres-
sure for all members of the series, exhibiting a similar
qualitative failure to standard DFT.
Fig. 6 also displays results obtained with the DFT+U
method, using the same double counting. As is to be ex-
pected from the results already presented, DFT+U with
the standard FLL U ′ = U double counting greatly over-
estimates the calculated zero pressure δa. Decreasing
U ′ relative to U only worsens the disagreement with ex-
periment. One could consider increasing U ′ relative to
U . This of course reduces the δa value while increasing
Nd. For NdNiO3 the calculated δa becomes similar to
experiment at U ′=5.12eV (Nd=8.24). However, the crit-
ical pressure for the structural transition is still grossly
overestimated even at Nd=8.24 (−(V − V0)/V0 > 14%)
and other aspects of the physics such as the p− d energy
splitting are wrongly predicted as compared to experi-
ment. We will demonstrate below that in the interacting
theory Nd should be reduced relative to the DFT value,
while increasing U ′ relative to U has the opposite effect.
Thus we believe that increasing U ′ in the DFT+U for-
malism amounts to correcting the errors of the Hartree
approximation by introducing a new error.
We now turn to a different observable, the electron
spectral function, which has features revealing the energy
positions of the oxygen p and transition metal d states,
and can be measured in photo-emission and resonant X-
ray scattering experiments.
The top panel of Fig. 7 shows the experimental photo-
emission spectra66 of thin film LaNiO3. The peaks A
and B correspond to the Ni eg and t2g states, respec-
tively, and the peaks C and D represents O p states.
The bottom panel of Fig. 7 displays orbitally resolved
DFT+DMFT spectral functions calculated using U =
5eV and U ′ = 5eV and 4.8eV . We see that the conven-
tional double counting U ′ = 5eV places the oxygen peaks
at noticeably higher energies than is compatible with the
data. This error in the oxygen energy corresponds to a
larger Nd and effectively weaker correlations, explaining
the lack of disproportionation predicted by this double
counting. By contrast the U ′ = 4.8eV double counting
places the oxygen bands at approximately the correct en-
ergy. Although the correspondence between calculated
and experimental spectra is not perfect, and could be
improved by further fine-tuning, it is clear that the shift
induced by reducing U ′ relative to U is physically reason-
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Figure 7. (Color online) Upper panel: The experimental
photo-emission spectra measured in a LaNiO3 thin film
66 with
Ni eg (A) and t2g (B) d states and oxygen p (C,D) features
identified. Lower panel: DFT+DMFT spectral functions in
LaNiO3 computed using the experimental R3¯c structure us-
ing different values of U ′ and U . Note the difference in energy
scale relative to the top panel. The black horizontal lines show
the energies of the peaks indicated in the upper panel.
able and produces both basically correct spectra and a
reasonable structural phase diagram. It should be noted
that the t2g has shifted slightly above the experimental
peak when going from U ′ = 5.0eV to U ′ = 4.8eV . Better
agreement of the t2g state can be regained without com-
promising the O p peaks by increasing U , using U = 6eV
and U ′ = 5.8eV (see Fig. 7 bottom panel). However the
t2g states are filled and their exact placement is not rel-
evant to the physics of the site-selective Mott transition.
The uncertainties induced by the other approximations
inherent in the DFT+DMFT procedure suggest that fur-
ther fine-tuning to bring the oxygen spectra into even
better alignment with the data is not warranted at this
time.
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G. Different double counting formulae
0.00 0.02 0.04 0.06 0.08 0.10 0.12 0.14
V20
W10
0
10
20
30
40
E-
E(
X
a
=
0)
 [m
eV
] LuNiO3
Fully Localized Limit (F.L.L)
Around Mean Field (A.M.F)
Constant
0.00 0.02 0.04 0.06 0.08 0.10 0.12 0.14
Y a [ ZA]
7.74
7.75
7.76
7.77
N d
0.00 0.02 0.04 0.06 0.08 0.10 0.12 0.14
[20
\10
0
10
20
30
40
E-
E(
]
a
=
0)
 [m
eV
] NdNiO3
F.L.L
A.M.F
Constant
0.00 0.02 0.04 0.06 0.08 0.10 0.12 0.14
^ a [ _A]
7.74
7.75
7.76
7.77
N d
Figure 8. (Color online) Total energy curve E(δa)−E(δa = 0)
and the corresponding Nd values along the δa path in LuNiO3
(the zero pressure) and NdNiO3 (−(V −V0)/V0 = 1.6%) com-
puted using ‘fully localized limit’ (FLL) (Eq. 44, green square
dots), the ‘around mean field’ (AMF) limit formula (Eq. 45,
blue diamond dots), and constant double counting potential
(Eq. 43, red circle dots). The calculations are calibrated such
that Nd = 7.775 for NdNiO3 and Nd = 7.770 for LuNiO3 in
the undistorted structure. The corresponding U ′ are 4.8eV
for FLL and 4.79eV for AMF (for both La and Lu), while αdc
is 17.97eV for LuNiO3 and 17.98eV for NdNiO3.
In this section we compare results obtained for struc-
tural distortions obtained using different double count-
ing formulas: the ‘fully localized limit’ (FLL; Eq.44), the
‘around mean field’ (AMF; Eq.45) and the constant dou-
ble counting (Eq. 43). The need to compare predictions
for energy changes as a function of structural distortion
means we must set up the comparison so that the start-
ing points for the three methods are similar. Because
the physics is controlled by the d-level occupancy, Nd,
we choose parameters (U ′ for FLL and AMF; αdc for the
constant double counting procedure) in such a way that
the Nd for the undistorted structures are the same for
all three methods. We choose as our starting point the
valueNd = 7.770 for LuNiO3 andNd = 7.775 for NdNiO3
obtained using U=5eV and U ′=4.8eV FLL double count-
ing. The U ′ and α values that produce this Nd for the
AMF and constant shift double countings are given in
the caption of Fig. 8. Then keeping U , U ′, and α fixed
we compute the total energy as a function of distortion
δa along the path defined previously.
The upper portions of the two panels in Fig. 8 show
the dependence of the total energy on δa for LuNiO3
and NdNiO3. The FLL and AMF formulas produce al-
most identical results for the energy differences (at fixed
U ′ = U the FLL and AMF methods do produce different
Nd and different total energies, and as U is varied they
predict different locations of the metal-insulator phase
boundaries42 but this is not relevant for the present dis-
cussion). The constant double counting potential how-
ever gives a significantly different energy curve, predict-
ing in particular a strongly reduced value of the δa that
minimize the energy. For NdNiO3 the constant shift
double counting almost completely removes the distor-
tion. We suggest that the difference between the con-
stant shift and the other methodologies arises because
the constant shift formula does not correspond to an in-
teraction energy term in the Hamiltonian; for this reason
the contribution to the energy change arising from corre-
lations may be underestimated. Mathematically, because
it is just a fixed change in the potential, the constant
shift formula does not allow for a complete treatment of
the feedback between structure and correlation physics
which the other interaction-energy derived formulas in-
corporate. To understand one aspect of the differences,
we show in the lower panels of Fig. 8 the dependence
of Nd, averaged over the Ni sites, as a function of dis-
tortion. The change in Nd is almost the same for the
AMF and FLL double countings, and for both of these is
much greater than for the constant shift double counting.
While these differences in Nd are small, they are relevant
on the scale of the stabilization energy of the distortion.
V. CONCLUSION
In this paper, we have implemented a fully charge-
self-consistent DFT+DMFT method. The method uses
the Marzari-Vanderbilt MLWF construction to define
the correlated subspace which is treated within DMFT,
while the remaining portion of the problem is treated
using a plane-wave basis within the PAW formalism.
The combination of a plane wave basis for the density
functional calculation and a MLWF representation for
the correlated orbitals and those which are hybridized
with them enables an efficient formulation and solu-
tion of the DFT+DMFT equations, allowing for cal-
culations of large unit-cells having complex distortions.
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The local self-energy of the correlated subspace is ob-
tained using DFMT, and the DMFT impurity problem is
solved using the numerically exact continuous time QMC
method16–19.The power of the DFT+DMFT method is
demonstrated by total energy calculations of the struc-
tural and metal-insulator phase diagrams of the strongly
correlated rare-earth nickelates. The experimental phase
diagram in the plane of rare earth ion and applied pres-
sure is quantitatively reproduced.
The DFT+DMFT total energy calculations can cor-
rectly capture the experimental ground-state proper-
ties of nickelates in terms of both structural (Pbnm vs
P21/n) and electronic (metal vs insulator) ground states
(see Fig. 4). Moreover, the bond-length difference δa as
a function of volume is quantitatively reproduced (see
Fig.5). The widely used DFT+U approximation is imple-
mented using the exact same implementation and found
to grossly overestimate regime of parameter space where
the bond-length disproportionated and insulating phases
are found.
We also addressed the importance of choosing a proper
double counting potential. We presented a generalized
version of the widely-used FLL and AMF double counting
formula, in which the pre-factor U is replaced by a differ-
ent factor U ′ (Eq. 44). This alternative double counting
formula can be straightforwardly integrated into the to-
tal energy calculations and produces a consistent phase
diagram of nickelates compared with experiment. Dif-
ferent U ′ values in this double counting formula change
the phase diagram in a significant way (see Fig. 6). We
argue that the correct value of U ′ is the one that both
reproduces the proper structural energetics and the ex-
perimentally observed energy of the oxygen spectra. We
found that if U = 5eV and U ′ = 4.8eV are chosen both
the photo-emission spectra and the energetics are well
reproduced, within both the FLL and AMF schemes, for
the entire family of nickelates studied in this paper.
All of the calculations presented here are for para-
magnetic states. Allowing for static spin polarization
raises interesting issues to be addressed in future work.
The questions of whether the DFT portion of the cal-
culation should involve a spin-polarized method such as
the local-spin-density-approximation and whether a spin-
dependent double counting is needed require further in-
vestigation.
Our total energy method can be applied to many sys-
tems in which the structural change is closely tied to their
electronic transitions, including dimerized VO2
67 and ac-
tinides with anomalous structural transitions. Studies
of phonons and their interactions in correlated materials
seem also to be within reach. While we have not yet im-
plemented the computation of forces and stresses in our
formalism, recent work68 indicates that this is tractable
in the Wannier basis we use.
The results presented in this paper show that
DFT+DMFT, although not yet fully ab-initio because
values of U for the interactions and U ′ for the double
counting must be determined, is a very promising method
for study of the structural and electronic properties of
complex, strongly correlated electronic systems. Progress
has been made in reliable first-principles approaches to
computing U69,70, but more work needs to be done to
understand how we might compute U ′ without experi-
mental input.
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APPENDIX A: LOCAL COORDINATE
TRANSFORMATION
In this paper, we define the correlated subspace and hy-
bridization window using the Marzari-Vanderbilt MLWF
scheme. The Wannier functions should provide a good
representations of atomic-like orbitals, including center-
ing the orbital on the ion in addition to transforming as
the appropriate irreducible representation of the point
group when symmetry is present. However, often there
are small deviations from a symmetry group, and it is
desirable to find the best possible basis which nearly re-
spects the symmetry of the higher group. For exam-
ple, many transition metal oxides crystallize in a struc-
ture characterized by a four-sublattice rotation of the
transition metal-oxygen octahedra with respect to the
ideal cubic structure. In these circumstances the Wan-
nier functions representing d electrons on a given tran-
sition metal site may have mixed eg and t2g character,
so that the self energy and hybridization function have
off-diagonal components which introduce a severe sign
problem into quantum Monte Carlo calculations19 when
performing DFT+DMFT. It is desirable to avoid this
by working with a nearly diagonal representation of the
correlated subspace, which would be some linear combi-
nation of the MLWF which comprise the correlated sub-
space. This may be thought of as aligning the Wannier
basis on a given transition metal ion to the local coor-
dinates describing the orientation of the relevant oxygen
octahedron (although additional band structure details
mean that the optimal local basis is not exactly aligned
to the octahedron).
Therefore, we introduce an additional SO(3) rotational
matrix Θˆτcorr acting on the MLWF in the correlated sub-
space at each correlated-site τ within the unit cell such
that the Hamiltonian Hˆτcorr is rotated by
Hˆ ′τcorr = (Θˆ
τ
corr)
†(α, β, γ) · Hˆτcorr · Θˆτcorr(α, β, γ). (50)
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The Euler angles α, β, γ at are determined to minimize
the sum of the squares of the off-diagonal components in
each Hamiltonian Hˆ ′τcorr.
The full Hamiltonian in the hybridization window Hˆ ′hw
is then given by
Hˆ ′hw = Λˆ
† · Hˆhw · Λˆ (51)
where Λˆ = ΘˆIcorr⊕ΘˆJcorr⊕ΘˆKcorr⊕· · ·⊕ Iˆℓ, τ = I,J ,K,· · ·
are indices of the correlated sites (ie. Ni in our paper)
within the unit cell, and ℓ is the dimension of the hy-
bridization window minus the dimension of the correlated
subspace.
This additional unitary transform is applied to the
maximally localized Wannier functions in Eq. 11 result-
ing in the total unitary transform of Eq. 12. Finally, we
obtain the Wannier function in Eq. 13 which is used for
defining the correlated subspace.
APPENDIX B: DMFT SELF-CONSISTENCY
Here we present additional details relevant for DMFT
self-consistency of the correlated Green’s function. A key
aspect of the approach is to define a hybridization window
of states which includes both the correlated states (the
Ni-d states in the example we consider) and all of the
band states to which they hybridize. In practice we de-
fine these via a modified Marzari-Vanderbilt Maximally
Localized Wannier Function construction (see Appendix
A for details) applied to the hybridization window (basi-
cally the Ni-3d states and the O-2p states, in the nicke-
lates we consider herein).
By construction the DFT Hamiltonian, denoted as Hˆ0
in this appendix, is then block diagonal, with no matrix
elements mixing states in the hybridization window with
states outside it. Expressing the relevant portion ofH0 in
the Wannier representation of the hybridization window
gives
Hˆ0
kmn = 〈W¯km| −
1
2
∇ˆ2 + Vˆ ext + Vˆ Hxc|W¯kn〉 (52)
where m, n are dual indices (τ, α) in which τ labels an
atom in the unit cell and α labels the orbital character of
the corresponding site, and W¯km are the Fourier trans-
form in the first Brillouin zone of the functions defined
in Eq. 13.
The Green’s function Gˆ in Eq. 2 is similarly block di-
agonal; the portion acting on the hybridization window
is obtained by inverting the operator
Gˆhwk (iωn) =
[
iωn1+ µ− Hˆ0k − Pˆ †cor(Σˆloc(iωn)− Vˆ DC)Pˆcor
]−1
(53)
where Σˆ and Vˆ DC are operators with non-zero matrix el-
ements only in the correlated subspace of the hybridiza-
tion window.
The effective Hamiltonian defined by iωn1− Gˆhwk (iωn)
is non-Hermitian because the self energy on the diago-
nal component is complex. Its eigenvalues are complex
numbers and its left and right eigenvectors are generally
not complex conjugate to each other. Inversion is accom-
plished through the solution of the generalized eigenvalue
equation[
Hˆ0k + Pˆ
†
cor(Σˆloc(iωn)− Vˆ DC)Pˆcor
]
|CR,iω
kl 〉 = ǫωnkl |CR,iωkl 〉
(54)
with ǫ a the complex eigenvalue and CR the right eigen-
functions. The Green’s function of the hybridization win-
dow can then be represented in terms of the frequency
dependent eigenvalues and left/right eigenfunctions ob-
tained from Eq. 54 as
Gˆhwk (iωn) =
∑
l
|CR,iω
kl 〉〈CL,iωkl |
iωn + µ− ǫωnkl
. (55)
Once the Green’s function Gˆhw
k
(iωn) is obtained, the
DMFT self consistency condition requires that the im-
purity model Green’s function Gˆimp, a matrix with di-
mension of the correlated subspace, is given by the lo-
cal projection of Gˆhw
k
(iωn) into the correlated subspace;
thus Gˆimp = 1Nk
∑
k
PˆcorGˆ
hw
k
(iωn)Pˆ
†
cor. The hybridiza-
tion function ∆(iωn) for the auxiliary impurity is given
by
∆ˆ(iωn) = (iω + µ) · Iˆ− ǫˆimp − Σˆloc(iωn) (56)
−
[
1
Nk
∑
k
PˆcorGˆ
hw
k
(iωn)Pˆ
†
cor
]−1
(57)
where ǫˆimp is the impurity level matrix.
Using this new ∆ˆ(iωn), the new self energy Σˆ
imp(iωn)
is obtained from the quantum impurity solver and identi-
fied as Σˆloc(iωn), the new Gˆ
hw
k
(iωn) is then constructed,
and then the entire process is repeated until convergence
is achieved. In practice, we determine the convergence by
monitoring the correlation energy part, Epot−EDC (see
Eq. 34 and Section III B); the DMFT loop is converged
if the change in Epot −EDC is less than 1meV from one
iteration to the next.
The chemical potential µ is determined such that the
total number of electrons within the hybridization win-
dow is equal to the appropriate integer for the system
at hand, which would be 25 per formula unit for the
nickelates in this study. For numerical accuracy it is ad-
vantageous to treat the high frequency tail of Gˆhw
k
(iωn)
analytically, by noting that at high energies the self en-
ergy vanishes so that
Ntot =
T
Nk
∑
k,j,ωn
Ghw
kjj(iωn) (58)
=
1
Nk
∑
k,l
f(ǫω∞
kl − µ) +
T
Nk
∑
k,ωn,l
(
1
iωn + µ− ǫωnkl
− 1
iωn + µ− ǫω∞kl
)
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where f(ǫ) is the Fermi function and ǫω∞
kl is the eigenvalue
of Eq. 54 evaluated at ω →∞.
The density matrix at each momentum k and orbital
indices m, n is obtained by taking a trace of Gˆhw
k
(iωn)
over only frequency and in analogy to Eq. 58 is
nˆk = T ·
∑
iωn
Gˆhwk (iωn)
= T ·
∑
l,ωn
(
|CR,iω
kl 〉〈CL,iωkl |
iωn + µ− ǫωnkl
− |C
ω∞
kl 〉〈Cω∞kl |
iωn + µ− ǫω∞kl
)
+
∑
l
|Cω∞
kl 〉〈Cω∞kl |f(ǫω∞kl − µ) (59)
where ǫω∞
kl and C
ω∞
kml are the solutions of the eigenvalue
problem in Eq. 54 at iωn →∞. The d orbital occupancy
Nd is defined as the trace of the density matrix within
the manifold of correlated states.
Nd =
1
Nk
∑
km
n
(m,m)
k
(60)
APPENDIX C: THE HUBBARD U
DEPENDENCE ON THE PHASE TRANSITION
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Figure 9. (Color online) Diagram showing the location of
the metal-insulator transition (squares, green on line) and
structural transition (circles, red on line) of NdNiO3 at −(V −
V0)/V0 = 1.6% determined as described in the main text, as
a function of the Hubbard interaction U (y-axis) and the d-
occupancy Nd (x-axis). Above and to the left of the lines the
system is predicted to be distorted and insulating; below and
to the right, undistorted and metallic.
In this Appendix, we show the dependence of the
metal-insulator and structural phase diagrams of rare-
earth nickelates on the magnitude of the on-site Hub-
bard interaction U . Fig. 9 displays the DFT+DMFT
phase diagram of NdNiO3 in the plane of Hubbard in-
teraction U (y-axis) and the d-occupancy Nd (x-axis).
The d-occupancy parametrizes the energy difference be-
tween Ni d and O p orbitals, which in turn is controlled
by the double counting parameter U ′. Therefore, each
Nd point on the x-axis corresponds to a given U
′.
At U=0, both the structural (circle dots) and the
metal-insulator (square dots) transitions do not occur
at any Nd value: the transition is a correlation effect.
Above a threshold U (∼4eV) a bond-disproportionated,
insulating P21/n structure occurs if Nd is small enough,
but if Nd is too large, even a very large U will not drive
a structural or metal-insulator transition. We also note
that the Nd predicted by DFT calculations is far from
the value required to drive the transition, again indicat-
ing the importance of an appropriate double counting.
The phase diagram in Fig. 9 provides an important addi-
tional perspective on the importance of fixing the double
counting correction in correlated materials.
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