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1. Introduction 
This paper studies  the implications  of procyclical capital utilization rates 
for inference  regarding cyclical movements  in labor productivity and the 
degree  of returns to scale. To study cyclical movements  in capital utiliza- 
tion we use two measures  of capital services: industrial electrical use and 
data on the workweek  of capital. The investigation  addresses  five ques- 
tions using  different assumptions  about the production  technology: 
1.  Is the phenomenon  of near or actual short-run increasing  returns to 
labor (SRIRL) an artifact of the  failure to accurately measure  capital 
utilization  rates? 
2.  Can we  find  a significant  role for capital services  in aggregate  and 
industry-level  production  technologies? 
3.  Is there evidence  against the hypothesis  of constant  returns to scale? 
4.  Can we  reject the notion  that the residuals in our estimated  produc- 
tion functions  represent  technology  shocks? 
5.  How  does  correcting  for cyclical variations  in capital services  affect 
the  statistical  properties  of estimated  aggregate  technology  shocks? 
Briefly, the  answers  are: (1) yes,  (2) yes,  (3) no,  (4) no,  and  (5) a lot. 
Our  investigation  utilizes  aggregate  data  and  two  new  data  sets:  a 
panel on two-digit  standard industrial classification code (SIC) industries 
and a panel on three-digit SIC industries.  We argue that the data are well 
described  by  a constant-returns-to-scale  production  function.  The esti- 
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mated  coefficients  on labor and capital services are similar to the shares 
of labor and capital in national income:  0.64 and 0.36, respectively.  The 
estimated  residuals  from our estimated  production  technology  have two 
important  properties.  First, in most  cases,  they  pass  a variant of Hall's 
(1988) invariance  test;  they  are consistent  with  a set  of  orthogonality 
conditions  that candidate  measures  of technology  shocks  ought  to sat- 
isfy. In contrast, the traditionally calculated Solow residual does not pass 
the Hall test. Second,  they are much less volatile and less correlated with 
aggregate  output  than the empirical measure of technology  shocks used 
in the real business  cycle (RBC) literature. 
The observation  that average  labor productivity  is procyclical, which 
goes  back at least  as far as Fabricant (1942), is closely  related to a well- 
known  puzzle: capital appears to play no role in explaining cyclical move- 
ments  in output.  This puzzle  has been  stressed  by Solow  (1964), Lucas 
(1970),  and  Bernanke  and  Parkinson  (1991), among  others.  Exploring 
different  data  sets  over  different  sample  periods  and  using  different 
estimation  strategies,  they  arrive at the same conclusion:  capital enters 
estimated  production  functions  either with the wrong  sign or not at all. 
The typical reaction to this finding  is to ignore movements  in capital 
when  studying  cyclical productivity  fluctuations.  While  disheartening, 
Perry's (1973) rationale for doing  this seems  compelling: 
If capital is ignored, it is for a simple pragmatic  reason: one cannot find an 
important  or statistically significant role  for capital in a freely estimated  aggre- 
gate production  function or any equivalent  relation  that one might use in estimat- 
ing potential  output. 
An alternative response  is to obtain better measures of capital services. 
This is the strategy we  pursue.  And  with better measures,  we  find that 
there is an important and statistically significant role for capital services. 
Moreover,  estimated  returns to scale are roughly constant. 
Yet another  reaction  to the  apparent  unimportance  of capital in esti- 
mates of production  functions is to stop estimating production functions. 
In the macro literature, authors  like Hall (1988) have  studied  returns to 
scale by relating the growth rate of output to a cost-weighted  sum of the 
growth  rates of inputs.  We implement  the Hall-type  strategy using  our 
measures  of capital services to assess  the robustness  of our findings.  The 
key result is that, with this approach too, we cannot reject the hypothesis 
of constant  returns to scale. 
Using  our  measures  of  capital utilization,  we  argue  that  neglecting 
cyclical variations in capital services affects inference about why  average 
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cyclical nature of average  labor productivity  has played  a central role in 
recent debates about the causes of aggregate economic fluctuations.  RBC 
theorists,  such  as  Kydland  and  Prescott  (1982) and  Long  and  Plosser 
(1983), emphasize  the  importance  of exogenous  shocks  to productivity 
as the main impulse  to postwar U.S. business  cycles.  With shocks to the 
aggregate  production  technology,  RBC models  can account  for the  ob- 
served  procyclical nature of labor productivity. Other researchers, some- 
times  organized  under  the  "new  Keynesian"  banner,  have  sought  to 
revive  much  of  the  common  wisdom  associated  with  the  IS-LM para- 
digm  using  models  grounded  on  microeconomic  foundations.1  These 
researchers emphasize  the importance  of demand  shocks as impulses  to 
economic  fluctuations.  In conjunction  with  increasing  returns to scale, 
demand  shocks too can generate procyclical movements  in productivity.2 
Increasing  returns to scale are also an essential  ingredient  in a recent 
strand of literature that emphasizes  the importance of multiple equilibria 
for understanding  business  cycles.3 In standard RBC  models the competi- 
tive equilibrium  can generally be characterized as the solution  to a plan- 
ning  problem,  which,  being  a concave  program, has a unique  solution. 
With increasing  returns the resource constraints  facing the economy  no 
longer  define  a convex  set,  so there can be more than one  equilibrium 
path.  Under  these  circumstances,  recessions  can be the result of pessi- 
mistic,  self-fulfilling  beliefs  of agents  in the  economy.  With increasing 
returns  to  scale,  low  output  and  employment  levels  will be associated 
with low levels  of labor productivity. 
An  alternative  explanation  of  procyclical  productivity,  and  the  one 
which  is most  relevant  to this paper, focuses  on cyclical movements  of 
capital  utilization  and  labor  hoarding.  This  explanation  has  recently 
been  explored  by, among  others,  Greenwood,  Hercowitz,  and Huffman 
(1988), Kydland and Prescott (1988), Burnside, Eichenbaum,  and Rebelo 
(1993), Finn  (1991), Basu and Kimball (1994), Bils and  Cho  (1994), and 
Burnside and Eichenbaum  (1994). 
Given  the importance  of disentangling  the sources  of procyclical pro- 
ductivity,  analyzing  the properties of the Solow  residual and estimating 
the degree  of returns to scale have become  priority items in the macro- 
economics  research  agenda.  Authors  like Basu and  Kimball (1994) use 
industry-level  annual  data to assess  the contribution  of unobserved  in- 
1. See Mankiw and Romer (1991) as well as the references therein. 
2. Rotemberg  and  Summers  (1990) combine  labor hoarding  behavior  along  with  nominal 
price rigidities as a way of rationalizing the cyclical behavior of average labor productiv- 
ity. Perhaps this defines  them as "old" Keynesians. 
3. See,  for example,  Farmer and  Guo  (1994), Rotemberg  and  Woodford  (1995), and  the 
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put variation  to cyclical movements  in total factor productivity.  Shapiro 
(1993b) uses  annual  data to study  the importance  of movements  in the 
workweek  of capital.  A different body  of research,  originally associated 
with  Hall (1988, 1990), focuses  on the returns to scale and externalities. 
Hall (1988, 1990) claimed to find evidence  of large markups and increas- 
ing returns to scale.  Using  similar methods,  Caballero and Lyons (1992) 
and Bartlesman,  Caballero, and Lyons  (1994) argue that there are large 
spillover  externalities  at the industry  level. 
Bartlesman (1993) suggests  that Hall's evidence  of large increasing re- 
turns to scale can be explained  entirely by the presence  of small-sample 
bias in Hall's econometric  procedures.  A different criticism has been lev- 
ied by Basu and Fernald (1994a,b), who argue that with imperfect compe- 
tition,  the  use  of value-added  data leads  to  spurious  findings  of large 
increasing  returns  to scale and external effects.  Indeed,  they  show  that 
when  gross  output  data on  two-digit  SIC industry-level  data are used, 
evidence  of increasing  returns and externalities disappears.4 In addition, 
at this level of aggregation,  findings of external spillover effects are associ- 
ated with an exceedingly  improbable implication: estimated  total returns 
to scale are roughly constant,  so spillover effects emerge only at the cost of 
concluding  that there are very large internal decreasing  returns to scale (see 
Basu  and  Fernald,  1994a,  and  Burnside,  1994).  One  exception  to  this 
characterization is the four-digit SIC industry-level  study by Bartlesman, 
Caballero, and Lyons  (1994). 
All of the previous  studies  use  variants of Hall's (1988) methodology 
in conjunction  with annual data. Rather than rely solely on annual data, 
we consider  different specifications  of technology  that allow us to attack 
the problem  with  quarterly aggregate  and industry-level  panel data. As 
it turns  out,  there  are interesting  tradeoffs  involved  in using  different 
specifications  of technology.  These involve the generality of the specifica- 
tion being  considered,  the assumptions  about market structure, and the 
data requirements  that are needed  to estimate  the parameters in ques- 
tion.  But overall  returns  to scale is a dimension  across which  all of the 
specifications  can be  compared.  And  as it turns  out,  inference  is very 
robust on this dimension. 
In all cases  we  estimate  the  parameters  of technology  using  a three- 
4. The fact that value-added  and gross  output  data yield different estimates  of the degree 
to scale can be explained  even  in the presence  of perfect competition.  In order for value- 
added  output  to correctly measure  the marginal productivity  of primary inputs,  one of 
the  following  three restrictions  has  to hold: (1) materials and energy  are used  in fixed 
proportions  with  gross  output  (Leontief aggregation),  (2) the relative price of materials 
and  energy  in terms of gross  output  is constant  (Hicks aggregation),  and  (3) the gross 
output  function has the form Y = F[(K, L), M, E] (weak separability), where K, L, M, and 
E denote  capital, labor, materials, and energy, respectively.  See Bruno (1978). Capital  Utilization  and  Returns  to Scale  * 71 
stage  least-squares  procedure  that exploits  the fundamental  identifying 
assumption  proposed  by Hall (1988): shocks  to technology  ought  to be 
orthogonal  to variables that are "known neither to be causes of productiv- 
ity shifts nor to be caused by productivity  shifts." In our view, shocks to 
monetary  policy,  say as measured  by Christiano,  Eichenbaum,  and Ev- 
ans  (1994), as well  as variables like the relative price of oil qualify to be 
included  in this class. 
The  remainder  of  this  paper  is  organized  as  follows.  Our model  is 
presented  in  Section  2.  Econometric  procedures  and  data  sources  are 
detailed  in Section 3. Empirical results are presented  in Section 4. Some 
important limitations  of our analysis  are discussed  in Section 5. The key 
problem,  as in  the  related  literature (see  for example  Hall,  1988, 1990, 
and  Basu,  1993) is  the  potential  effect  of unobserved  overhead  capital 
and labor on the interpretation of our estimated parameters. Concluding 
comments  are contained  in Section 6. 
2.  Model Specification 
We begin by providing  an overview  of the three specifications  of technol- 
ogy used  in our empirical work. In addition we summarize  the tradeoffs 
with  each  specification.  These  pertain to the generality  of the specifica- 
tion, assumptions  about market structure, and the data needed  to imple- 
ment  the model  empirically. 
Let Yt denote  time t gross output.  In our first specification  we assume 
that 
Yt =  min(Mt,  Vt),  (1) 
where Mt denotes  time t materials and Vt  denotes  a function that involves 
hours worked  (Lt),  the stock of capital (Kt),  and electricity use (Et). Capital 
services and Et  are related via a Leontief technology.  Our second specifica- 
tion relaxes this assumption  and allows  for substitution  between  capital 
services and Et. The third specification  abandons  the assumption  that Mt 
and  Vt are related  via  a fixed-coefficients  technology.  Here we  assume 
that Yt is a differentiable  function  of capital services  (St), energy  (Et), Lt, 
and Mt: 
Yt =  F(St, Lt, Et, Mt).  (2) 
The  following  table  summarizes  the  tradeoffs  involved  in using  the 
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Specification  1  Specification  2  Specification  3 
Data frequency Quarterly,  Annual Quarterly,  Annual  Annual 
Industry  level  2-, 3-digit SIC  2-digit  SIC  2-digit  SIC 
Goods market  No assumptions  No assumptions  No assumptions 
Factor  markets No assumptions  Hours, electricity:  All factors: 
perfect  competition  perfect  competition 
The  advantages  of  the  first specification  are that it allows  us  to use 
quarterly two- and three-digit SIC data and makes no assumptions  about 
market structure.  The cost is that it imposes  a Leontief relationship  be- 
tween  Mt and Vt and a Leontief relationship between  capital services and 
Et. The advantages  of the second  specification are that it allows us to use 
quarterly two-digit  SIC data and assumes  only that labor and electricity 
markets are perfectly  competitive.  The cost is that it imposes  a Leontief 
relationship  between  Mt and Vt. The advantage  of the third specification 
is  that  it imposes  no  restrictions  on  the  production  technology  other 
than differentiability.  The cost is that we  can only  use  annual data and 
we must assume  that all factor markets are perfectly competitive. 
We turn to a more detailed  discussion  of the three technology  specifi- 
cations. 
2.1 SPECIFICATION  1: THE  SIMPLEST  STRUCTURE 
OF PRODUCTION 
In our  simplest  production  specification,  Yt is produced  by combining 
value added  (Vt) and materials (Mt) according to the Leontief production 
function  (1). Basu (1993) has argued persuasively  that this Leontief form 
provides  a good  approximation  to the structure of production  in manu- 
facturing,  since  movements  in materials track movements  in gross  out- 
put very closely. An additional motivation for working with this specifica- 
tion,  emphasized  by Bernanke and Parkinson (1991), is that it allows  us 
to  work  with  industry-level  gross  output  data,  despite  the  absence  of 
observations  on material inputs. 
The value added  produced  in one hour by one worker is AtF(1, Kt/NI). 
In setting  up  our benchmark  case,  we  suppose  that the function  F(-) is 
homogeneous  of degree one, concave,  and twice differentiable. The vari- 
able Nt is the number of time t workers,  and At reflects the state of time t 
technology  and  other  exogenous  factors that affect productivity.  Since 
each worker is employed  for Ht hours, the total value added produced by 
the firm in period t is5 
5. This  specification  of  technology  is  similar to  the  one  used  in  Chari, Christiano,  and 
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Vt =  NtHtAtF(1,  K/Nt) = A,F(NHt, KtHt).  (3) 
So to measure  capital services we need to multiply the capital stock by its 
workweek.  In our formulation  this coincides  with  the number  of hours 
that each  worker  is employed.6  This correction for capital utilization  is 
similar to the one  originally employed  by Solow  (1957), which  involved 
multiplying  the stock of capital by the employment  rate. 
The  key  problem  involved  in  using  this  production  structure is  the 
absence  of good  direct measures  of capital services.  Certainly none  are 
available  at the  quarterly frequency.  However,  following  Griliches and 
Jorgenson  (1967), we can measure these  services indirectly via electricity 
consumption.  This strategy has also been employed  by Costello (1993) in 
her  study  of  the  properties  of  the  Solow  residual  in  an  international 
context. 
Suppose  that electricity consumption  per machine  is proportional  to 
its workweek  Ht. Then total electricity consumption  Et is given by 
Et =  -H,K,.  (4) 
Defining  total  time  t hours  as  Lt =  NtH,, and  using  equation  (1),  we 
obtain 
Yt = AF(LL,  E,/).  (5) 
From an empirical standpoint,  this formula has an important advantage: 
observations  on all of its variables are available at the quarterly frequency 
for two-  and  three-digit  SIC industries.7 The disadvantage  is that it im- 
poses  the strong restriction that the elasticity of electricity use with respect 
to capital use is equal to one. There are a variety of reasons why this may 
not be true,  such  as the existence  of overhead  capital. The generalized 
technology  discussed  in Section 2.3 relaxes the unit-elasticity assumption. 
In Section 5 we  discuss  how  neglecting  overhead  capital (and labor) can 
bias our results. 
6. Notice  that the production  function exhibits increasing returns to scale in Nt, H,, and Kt. 
It is  standard  to  assume  that  there  are increasing  marginal  costs  associated  with  in- 
creases in Ht, say because  the rate of depreciation  is an increasing function of H,. In this 
case we  can optimize  with  respect to Ht and obtain a reduced-form  production  function 
that is concave  in Nt and K,. See Greenwood,  Hercowitz,  and Huffman (1988). 
7. A  standard  criticism  of the  use  of  electricity as a measure  of capital utilization  is  the 
possible  presence  of a trend in the electricity-capital  ratio. This could reflect a change in 
the  composition  of capital away  from structures  to equipment.  We could  capture  this 
effect  by  allowing  k to be  a deterministic  function  of  time.  If the  function  F(-) were 
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2.1.1  Line Speed  and Labor  Hoarding  We now consider the effects of varia- 
tions  in  labor  effort  and  in  the  intensity  with  which  capital  is  used. 
Suppose  that hourly  capital services  per worker in equation  (3) are AtK/ 
Nt,  so that the value  added  produced  in one hour by a worker is AtF(1, 
AtKt/  Nt). Here At denotes  the intensity  with which capital is used,  or "line 
speed."  Also  suppose  that electricity consumption  per machine  is pro- 
portional  to  the  effective  workweek  of  the  machine,  4AtHt.  Then  Et is 
equal  to  AtHtKt and  equation  (5) remains  unchanged.  So,  according  to 
this simple  formulation,  using  electricity consumption  allows us to mea- 
sure  capital  services  in  a way  that is robust  to changes  in line  speed. 
To allow for unobserved  changes  in labor effort, i.e.,  "labor hoarding," 
define  the  number  of efficiency  units  of labor as [Ht.  Here  t measures 
effort per hour.  Suppose  that total electricity use  depends  on effort, so 
that Et =  >'tHtKt.  Then equation  (5) becomes 
Vt =  AtF(t  Lt, Et/).  (6) 
Notice  that Et still measures  total capital services.  However,  the produc- 
tion function  now involves  t, unobserved  labor effort. One way to incor- 
porate labor hoarding  into the analysis  is to specify  the costs associated 
with  supplying  effort. We could then use the condition  that determines 
the  optimal  supply  of  effort  to  solve  for  't as  a function  of  unknown 
parameters and observable  variables. The resulting "reduced form" pro- 
duction  function  could be used  in empirical work.  This is the approach 
pursued  by Burnside,  Eichenbaum,  and Rebelo (1993), Basu and Kimball 
(1994), and Burnside  and Eichenbaum  (1994). Here we wish  to see how 
far we  can go in explaining  the apparent short-run increasing returns to 
labor by controlling  for capital utilization  while  remaining  as eclectic as 
possible  about  market structure and  the  determinants  of labor supply. 
Because  of  this  we  abstract from  variations  in  effort in  our  empirical 
analysis.  This will tend  to bias our results against the null hypothesis  of 
constant  returns to scale. 
2.2 SPECIFICATION  2: A SLIGHT  GENERALIZATION 
The second  production  specification  that we consider is given by 
Yt =  min(Mt,  Vt), 
where  V* is defined  as 
Vt  =  AtF(Lt, Kt).  (7) Capital  Utilization  and  Returns  to Scale  ?  75 
Here K*  is given  by a CES function  of capital and electricity use:8 
K: =  [,[(HtKt)P  +  (1  -  /,)Etlp,P  p <  1.  (8) 
This type of two-level  production  function was first proposed  by Sato 
(1967) and has often been used  in the applied general equilibrium litera- 
ture (see for example  Ballard, Fullerton, Shoven and Whalley, 1985). Our 
assumption  that  the  production  function  is weakly  separable between 
labor and  the  two  other  inputs  is  consistent  with  Berndt and  Wood's 
(1979) parameter  estimates  for a translog  cost-function  fit to a panel  of 
manufacturing  industries. 
To implement  this formulation  we need  to make use of the optimality 
condition  that determines  the firm's demand for electricity. Suppose  that 
the firm acts as a price taker in the market for labor and electricity. Then 
cost  minimization  requires  that  the  firm  equate  the  marginal  rate  of 
substitution  between  Nt and Et  to the relative price of the factors, WtHtPEt. 
Here Wt  denotes  the real wage  rate per hour worked  at time t: 
AtF2(Lt, Kt)(1  -  p)(KC/Et,)'1-  PEt 
(9) 
F,(Lt, KI)  wt 
Equation (9) holds  regardless  of whether  the firm is a perfect competitor 
or not  in the  goods  market.  Here Fi denotes  the partial derivative  with 
respect  to the ith argument  of F. 
In our empirical work we  assume  that F(-) has a Cobb-Douglas  form 
so that 
Yt =  At (Lt) 1 (Kt)a2.  (10) 
Consistent  with  this notation,  we  do not impose  the a priori restriction 
that the production  function  is constant  returns to scale, i.e.,  we do not 
assume  that al  +  a2 =  1. Given (9) and (10), gross output can be written 
as a geometric  average of total hours  (Lt), energy  consumption  (Et), and 
the  price  of  electricity  relative  to labor  (pEt): 
Yt  ((1 
-  /)-) 
a2  PA (Lt)al+ar2/PEt2a2/'ppEa2/P  (11) 
8. V: does  not correspond  to measured  value  added,  because  it depends  upon  Et. This is 
immaterial  for our empirical  work,  since  we  use  gross  output  data rather than value- 
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Taking first differences  and letting  lowercase  letters denote  logarithms, 
we obtain 
Ayt =  Yo  +  Y1 Alt +  y2  Aet +  Y3 ApEt  +  Est  (12) 
Here  y0 +  Et  denotes  the  growth  rate  of At, yl  =  a,  +  a2/p,  Y2  =  a2  -  o2/p, 
and 73 =  -a2/p.  Our basic production  structure coincides with the special 
case in which  the elasticity of substitution  between  capital and energy is 
equal to zero (p =  -oo). Here (12) becomes9 
AYt =  70 +  a1 Al  +  a2  Aet +  E.  (13) 
We now  turn to a brief discussion  of the differentiable technology  (2). 
2.3 SPECIFICATION  3: THE  DIFFERENTIABLE  TECHNOLOGY 
Much of the recent literature that uses  annual data to study productivity 
assumes  that output  is produced  according  to (2). Taking a first-order 
log-linear approximation  to this technology  yields 
Ayt =  7 Ax,  +  E,,  (14) 
where  r7 denotes  overall  returns  to  scale,  and  Axt is  a  cost-weighted 
measure  of the growth  rate of aggregate inputs, 
AXt =  Ct  ASt  +  CLt Alt +  CMt  Amt  +  CEt AE. 
Here lowercase  symbols  denote  logarithms of upper case symbols and cjt 
denotes  the share of factor j in the total cost, at time t. 
In sum,  our three specifications  of technology  give rise to three types 
of relations  between  factor inputs  and  output,  (12), (13), and  (14). But 
absent  further  restrictions,  these  are without  empirical  content.  They 
hold  as  identities.  For them  to have  content,  identifying  assumptions 
must be imposed  on the stochastic process Et.  We turn to this issue in the 
next section. 
3.  Econometric  Method  and  Data 
The fundamental  identifying  assumption  underlying  our analysis is that 
Et is a stationary  technology  shock  (not necessarily  i.i.d.).  Suppose  that 
9. This  relation  can be  derived  directly  from (3) under  the  assumption  that  Vt is  Cobb- 
Douglas  in Lt  and KtHt,  where  the weights  do not necessarily  add up to one. Capital  Utilization  and  Returns  to Scale  ' 77 
we  have  observations  on  a subset  of those  variables,  which,  in Hall's 
(1988) terminology,  are known  neither to be causes of productivity  shifts 
nor to be caused  by productivity  shifts.  Let zt denote  the time t realiza- 
tion of these  variables.  By assumption 
E[ztEt] =  0.  (15) 
We think of (15) as representing  a set of necessary  conditions  that candi- 
date  measures  of technology  shocks  must  satisfy. Suppose  that the  di- 
mension  of zt is greater than or equal to the number of parameters in the 
production  technology.  Then (15) can be used to estimate the parameters 
of (12), (13), and (14). We do so via three-stage  least squares. 
In  some  cases  we  present  "restricted"  estimates,  using  panels  of 
industry-level  data. These estimates  are obtained by imposing  the linear 
restriction  that  the  parameters  of  the  production  technology,  with  the 
exception  of y0, are the same in all industries.  The intercept term for each 
industry  is left unrestricted.  When the dimension  of zt exceeds  the num- 
ber of parameters to be estimated,  (15) generates  overidentifying  restric- 
tions that can be tested.  We do so using Hansen's  (1982) J-test. Parameter 
restrictions were tested using the Wald statistic discussed  in Eichenbaum, 
Hansen,  and Singleton  (1988). 
3.1 CHOICE  OF INSTRUMENTS 
We now  discuss  our choice of instruments,  i.e. the observable analogues 
to  the  vector  zt. In principle  the  vector zt ought  to  satisfy  two  criteria. 
First, the elements  of z, should be "exogenous"  in the sense  that they are 
uncorrelated  with the growth rate of technology.  Second,  they should be 
correlated  with  economic  activity in the  industry  under  consideration, 
i.e.,  they  ought  to be relevant.  Finding instruments  that satisfy both of 
these  criteria is difficult. Different variables have been used  in the litera- 
ture.  Burnside,  Eichenbaum,  and  Rebelo  (1993) use  quarterly innova- 
tions  to  government  consumption.  Caballero and  Lyons  (1992),  Basu 
(1993),  Bartlesman,  Caballero,  and  Lyons  (1994),  Basu  and  Fernald 
(1994a,b), and Burnside  (1994) employ  variants of the instruments  used 
by Hall (1988) and Ramey (1989). These consist of current and/or lagged 
values  of the annual growth rates of oil prices and real military expendi- 
tures as well as the political party of the President. 
Shea  (1993a,b)  has  criticized  the  last two  of the  Hall-Ramey  instru- 
ments  on  the  grounds  that they  are not  relevant.  To make  this  point, 
Shea  (1993a) regressed  the  growth  rate of  industrial  production  in  20 
manufacturing  industries  on a time trend,  seasonal  dummies,  and cur- 
rent and  four lagged  values  of real military spending,  using  quarterly, 78 *  BURNSIDE,  EICHENBAUM,  & REBELO 
seasonally  unadjusted,  data over  the  period  1958-1985.  He found  that 
military  spending  is  not  statistically  relevant  for output  in  any of  the 
industries  he looked  at. Similar results hold for the political party of the 
President.  According  to  Shea,  results  based  on  irrelevant instruments 
should  not be viewed  as "better" than ordinary least-squares  estimates. 
This line of reasoning  may provide  an additional rationale for the main- 
tained  assumption  in  Shapiro  (1993b)  that,  over  the  sample  period, 
1978-1988,  there  were  no  aggregate  technology  shocks.  Bernanke and 
Parkinson  (1991) make  the  same  assumption  using  quarterly data over 
the interwar period  to justify the use of ordinary least squares. 
In this  paper  we  utilize  a different  set  of instruments.  While  we  do 
report results  for Hall-Ramey-type  instruments,  we  also use  as instru- 
ments  lags  of the  monetary  policy  shock  measures  discussed  in Chris- 
tiano, Eichenbaum,  and Evans (1994). These shock measures are particu- 
larly attractive in the present  context because  they are, by construction, 
orthogonal  to a large set of economic  aggregates in the monetary author- 
ity's reaction function.  Specifically, Christiano,  Eichenbaum,  and Evans 
(1994) identify  monetary  policy  shocks  with  the  disturbance  term in a 
regression  equation  of the form 
St 
=  q(2t)  +  Est.  (16) 
Here  St is the policy  instrument  of the monetary  authority, q is a linear 
function,  f2t is the  information  set available to the  monetary  authority, 
and Est  is a serially uncorrelated  shock that is orthogonal  to the elements 
of  12. To rationalize  interpreting  Est as an exogenous  policy  shock,  (16) 
must  be viewed  as the monetary  authority's  rule for setting  St. In addi- 
tion,  the  orthogonality  conditions  on  Est correspond  to the  assumption 
that  date  t policy  shocks  do  not  affect the  elements  of  2t. Christiano, 
Eichenbaum,  and  Evans  (1994) derive  two  measures  of policy  shocks. 
These  correspond  to  different  specifications  of  St. In both  cases  Qt is 
given  by 
Qt = {Qt,  Pt, PCOMt, Qtt,  Pt  , PCOMt  , FFt,  NBRt-, TR  : r = 1,...,  4.}. 
Here Qt, Pt, PCOMt, FFt, NBRt, and TRt  denote  the time t value of the log 
of real GDP, the log of the GDP deflator, the log of an index of sensitive 
commodity  prices,  the  federal  funds  rate,  the  log  of nonborrowed  re- 
serves,  and  the  log  of time  t total reserves,  respectively.  The two  mea- 
sures  of  St are  the  log  level  of  nonborrowed  reserves  and  the  federal 
funds  rate. The corresponding  policy-shock  measures,  denoted  by  ENBRt 
and EFFt,  correspond  to the residual from the OLS regression  of the corre- Capital  Utilization  and  Returns  to Scale  *  79 
sponding  measure  of St on ft,  i.e.,  they are the time t components  of St 
that are orthogonal  to the elements  of nt. 
To see  why  policy  shocks  are useful  instruments  in our context,  con- 
sider  the  vector  vt consisting  of  ENBRt and 
EFFt.  It follows  that  vt satisfies 
E[vtIQt] = 0. We assume  that the time t -  - technology  shock for industry 
i, 6i  t-e,  lies in the space  spanned  by the elements  of /t,  for all 7r  0, so 
that 
E[vtEi  t_j = 0,  T  0.  (17) 
Among  other things,  the statement that fit lies in Qt  embodies  the assump- 
tion that Christiano,  Eichenbaum,  and Evans (1994) include enough  con- 
temporaneous  information  in  the  Fed's  reaction function  so  that what 
they  call a policy  shock  is not  in part a reaction to current technology 
shocks.  Under our assumptions  it is also true that 
E[EitVt-,] =  0,  (18) 
for all  >  0. The simplest  way  to see  this is to suppose  that  Eit has  an 
(invertible)  infinite  ordered  moving-average  representation  fit =  a(L)uit 
where  E[uitQt_l]  = 0 and a(L) is a square-summable  polynomial  in the lag 
operator L. Then 
E[EitVt_]  =  E[(aoUit +  alui,_-  +  +  a 
Ti  t_(-_l))Vt_-T  +  E[(aTuit_-  +*  * )vt-]. 
That  the  first  term  on  the  right-hand  side  of  this  expression  is  zero 
follows  from  E[uitl,t_l]  =  0.  That the  second  term equals  zero  follows 
from (17) and  the invariability of a(L). Consequently,  (18) holds,  so that 
instrument  vectors  z, that include  current and lagged  values  of vt satisfy 
identifying  assumption  (15). 
An  alternative  way  to  rationalize  the  use  of these  instruments  is  to 
assume  that  Eit  is  an  exogenous  stochastic  process  that  has  an  MA(q) 
time-series  representation.  Then  it is appropriate  to use  vt_,  r >  q, as 
instruments. 
The solid lines in Figure 1, reproduced  from Christiano, Eichenbaum, 
and  Evans  (1994),  depict  the  estimated  time  series  of 
ENBRt and  FFt.  Since 
the  policy  shock  measures  are,  by  construction,  serially  uncorrelated, 
they  tend  to be  somewhat  noisy.  For ease  of interpretation  we  display 
the centered  three-quarter moving  average of the shocks.  Also,  for con- 
venience  we include  shaded  regions,  which begin at National Bureau of 
Economic  Research  (NBER) business-cycle  peaks  and  end  at troughs. 
The estimated  standard deviation  of EFF, is 0.79%, at an annual rate, while 80 *  BURNSIDE,  EICHENBAUM,  & REBELO 
Figure 1 TIME SERIES OF  FFt  AND  ENBR 
Three Quarter, Centered Average of FF Policy Shocks 
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Quarterly  Data 
For the  solid  lines,  the  policy  shocks  are estimated  as the  orthogonalized  innovations  from the  six- 
variable VARs, which include Y, P, PCOM, FF,  NBRD, and TR;  for the dashed lines, the policy shocks are 
estimated  as the orthogonalized  innovations  from the five-variable VARs, which include Y, P, FF,  NBRD, 
and TR. In each case,  the three-quarter centered  averages  are computed  with equal weights  applied  to 
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the standard  deviation  of  NBRt is 1.61%. The two monetary policy shock 
measures  have  a correlation of 0.49. 
When  we  work with  quarterly data we  consider  two  specifications  of 
the  instrument  vector  zt. The benchmark  specification  of zt is given  by 
lt  =  {1,APo,t-_1-T  ENBRt_2-r,  FFt_2-,  -  =  0,  .  .  ,  3}. 
Here Apot  denotes  the growth rate in the price of oil. We lagged the policy 
shock measures  by two  quarters in an attempt to mitigate any spurious 
correlation between  z1t  and eit  that might arise because of misspecification 
in the monetary  authority's  information  set. In practice our results were 
robust to this correction.  Our second  specification of zt is given by 
2t = 
{l1,ApA_,  Agt_,  r =  0,  .  .  ,7}. 
Here  Agt denotes  the  time  t growth  rate in  military expenditures.  We 
think of z2t as corresponding  to the Hall-Ramey  instruments.  In practice, 
we measure Pot  using the quarterly average of the monthly producer price 
index of crude petroleum  (CITIBASE  acronym PW561). We measure gt as 
real federal government  purchases  for national defense  (CITIBASE  acro- 
nym GGFENQ). 
When  we  work with  annual data, we  choose  as our instruments  (1) a 
constant,  (2) the  current and lagged  annual  growth  rate of the price of 
oil,  and  (3)  EBRt_l  and  eFFt_,  which  are four-by-one  vectors  containing  the 
quarterly NBR- and FF-based policy shock measures  from the year t -  1. 
We use  shock  measures  that are lagged  by a full year to insure  that the 
instruments  do not  contain  information  based  on current input  or out- 
put data. 
To  investigate  the  relevance  of  our  instruments,  we  regress  the 
growth  rate  of  output,  the  growth  rate  of  hours  worked,  and  the 
growth  rate of electricity consumption  on three sets  of instruments:  (1) 
zt,  (2)  {Apo,t__,  =  0,  .  ..  3},  and  (3) {l,Apo,  t_Agt  =  0,  ...  .  3}In 
each  case  the  regression  was  calculated  using  data from the  aggregate 
manufacturing  sector,  the  aggregate  durable-goods  sector,  and  the  ag- 
gregate  nondurable-goods  sector. Table 1 reports the R2  associated  with 
these  regressions.  Notice  that  the  R2 associated  with  the  Hall-Ramey 
instruments  are  quite  low.  They  range  from  a low  of  0.03  when  the 
growth  rate of electricity consumption  in the durables  sector is used  as 
the dependent  variable to a high  of 0.10 when  we  used  the growth  rate 
of output  in the  manufacturing  or durable goods  sectors as the depen- 
dent  variable.  Comparable  R2's emerge  with  {Apo,  t_--,  r =  0,  .  .  .  , 3}.  In 
contrast,  our  benchmark  instrument  list  does  much  better.  Here  the 82 *  BURNSIDE,  EICHENBAUM,  & REBELO 
Table  1  R2 OF INSTRUMENT  LISTS  WITH  OUTPUT  AND INPUTS 
Sector  Output  Hours  Electricity 
Hall Instrumentsa 
Manufacturing  0.10  0.09  0.05 
Durables  0.10  0.09  0.03 
Nondurables  0.09  0.09  0.08 
Growth  Rate of Oil Price: Lags 0-3 
Manufacturing  0.07  0.06  0.02 
Durables  0.07  0.05  0.00 
Nondurables  0.07  0.08  0.03 
Benchmark  Instrumentsb 
Manufacturing  0.42  0.38  0.34 
Durables  0.40  0.39  0.34 
Nondurables  0.36  0.29  0.24 
aGrowth  rate  of oil price, lags 0-3; growth  rate  of military  spending,  lags 0-3. 
bGrowth  rate  of oil price,  lags 1-4; EFF  shock, lags 3-6; eNBR  shock, lags 3-6. 
R2's  range from a low of 0.24 when  we used  the growth rate of electricity 
consumption  in the  nondurables  sector as the dependent  variable to a 
high of 0.42 when  we used the growth rate of output in the manufacturing 
sector.  Evidently,  lagged  values  of 
eNBRt  and  eFFt contain  substantial 
amounts  of information  regarding  the  different  measures  of economic 
activity that we  consider,  i.e.,  they are relevant. 
In general,  the asymptotic  distribution of the technology  parameters is 
affected  by  the  fact  that  ENBRt  and  eFFt  are generated  regressors.  However, 
this  is  not  the  case  in  our  application  as  long  as  the  growth  rate  in 
technology  is  an  exogenous  MA(q) process  and  zlt  includes  only  esti- 
mated values  of ENBR,  and eFFt  that are lagged by at least q periods.10 To see 
this write regression  equation  (16) as 
Zt= P-  Xt  +  Est. 
Denote  the  estimated  values  of  Est as  ESt. Consider  a  vector  of  instru- 
ments,  Vt- ,  that  includes  values  of  Est, lagged  at least  T  >  q periods.  For 
simplicity's  sake,  we  consider  the  case in which  the number  of instru- 
ments  equals  the  number  of parameters  to be estimated.  Suppose  that 
we estimate  the parameters  y in the relationship 
Wt=  y'  Dt +  et 
10. We thank Mark Watson for pointing  this out to us. Capital  Utilization  and  Returns  to Scale  ?  83 
via an instrumental  variables procedure  that imposes  the orthogonality 
restrictions 
E[V,t_et] -  0. 
Then 
1'vT=  1 etVt_T 
/T  T=  t  Dt  t_- 
Since  Vt-  =  Vt-  +  (13 -  If)'Xt-,  it follows  that 
1  1  iT 
- 
E  etVt  = 
E  etVt-  +  v  T  - 
(  T  E 
t 
) 
t=l  t=l  T 
As long as r > q, T-'  1T=l  X  t_et converges  in probability to zero. Next note 
that  T-1 ETl  DtV  T,  =  T-1  TI[DtV  -] +  (  -  )T-=,DtXt,,  so that T-1T 
Dtt  T converges  in probability  to the  same  matrix as T-1 ETI Dt  VT.  It 
follows  that the asymptotic  distribution  of \VT(y  -  y)' is unaffected  by 
the fact that we  must estimate  V  t_. 
3.2 DATA 
Our  empirical  work  utilizes  data  from  a  variety  of  sources.  All  data 
referred  to in  this  subsection  are seasonally  adjusted.  We indicate  the 
CITIBASE  acronym for each variable in brackets. 
3.2.1  Economywide  Input and Output Data  In some of our empirical work 
we  employ  economywide  aggregates.  Here  our  measure  of  output  is 
quarterly real GDP (GNPQ)  over the sample  period  1972:2-1992:4. Our 
measure  of  hours  worked  is  the  quarterly  average  of  monthly  total 
employee-hours  in nonagricultural establishments  (LPMHU). We consid- 
ered two measures  of the quarterly growth  rate in the real capital stock. 
The  first is  taken  from Hall  (1994). The  second  is an updated  version 
(available only  through  1988:4) of the measure  discussed  in Christiano 
(1988).1  Our measure  of aggregate electricity consumption  is a quarterly 
average  of a monthly  index  of total electrical power  usage  in the indus- 
11. We thank Jonas Fisher for making these  data available to us. 84 *  BURNSIDE,  EICHENBAUM,  & REBELO 
trial sector  (manufacturing  plus  mining  plus  utility industries).12 When 
dealing  with economywide  aggregates,  we measure the relative price of 
electricity  using  the  quarterly average  of  the  producer  price index  for 
electric power  (PW054) and quarterly compensation  per hour in the non- 
farm business  sector (LBCPU). 
3.2.2  Manufacturing-Sector  Input and Output Data  We measure quarterly 
labor  input  at  the  two-digit  SIC  level  using  quarterly  averages  of 
monthly  production  worker hours. For each two-digit industry this mea- 
sure  is  constructed  as  the  product  of two  time  series: average  weekly 
hours  of  production  workers  (LPHRXX) and  production  workers  on 
nonagricultural  payrolls  (LPPXX). Here  XX refers to the relevant  two- 
digit SIC code.  For aggregate  manufacturing  it is also possible  to obtain 
data  on  a broader  measure  of labor input:  total hours,  of all persons, 
worked  by all employees  (LMNM). This broader measure of labor input 
is  not  available  at  the  two-digit  SIC level.  To justify  abstracting  from 
nonproduction  workers on the basis of the simple model of Section 2, we 
need  to assume  that their input is used  in fixed proportions  with  value 
added.  If this Leontief  assumption  does  not hold,  the interpretation  of 
our results continues  to be valid only if the correlation between  nonpro- 
duction  hours and production  hours is one. 
Annual labor input measures  correspond to the annual averages of the 
monthly  data. All of the data are available over the period 1972:1-1992:4. 
Corresponding  three-digit level data for the sample period 1977:1-1992:4 
were obtained  from the Board of Governors. 
Electricity consumption  was  measured  as kilowatts  of electricity used 
at the  two-digit  SIC level.  These  data were  obtained  from the Board of 
Governors.  The  two-digit  SIC-level  data are available  over  the  period 
1972:2-1992:4,  while  the three-digit SIC-level data are available over the 
sample  period  1977:1-1992:4.  Quarterly and annual data correspond  to 
averages  of the underlying  monthly  data. 
Obtaining quarterly measures  of industry-level  output is more difficult 
than obtaining  the corresponding  input measures.  The Federal Reserve 
Board uses  three  sources  of data to construct the industrial production 
index:  measures  of  physical  product,  kilowatt-hours  of electricity, and 
production  worker  hours.  The  weight  on  each  of  these  underlying 
sources  of information  depends  on the industry  in question.  Averaging 
over all two-digit  SIC manufacturing  industries,  roughly 43%, 31%, and 
12. We thank Joe Beaulieu for making these data available to us in machine-readable  form. 
These  raw  data  are  published  on  a  monthly  basis  in  Industrial Production, Federal 
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26% of the output index is based on data on measures of physical product, 
kilowatt-hours,  and production worker hours, respectively. Note that the 
Board does  not use  a simple,  mechanical  rule for inferring output  from 
inputs.  Instead it estimates  output  using  time-varying  production-factor 
coefficients.  If we conceive  of the Board as producing  an optimal predic- 
tion of output given  the information at its disposal,  it is reasonable to use 
the  Board  data  on  output.13 Still,  we  would  be  nervous  about  basing 
inference  entirely on this data set. 
Fortunately,  there  are a number  of ways  to assess  the robustness  of 
our results to the use of alternative data sources. First, we exploit the fact 
that there  are many  three-digit  SIC industries  where  the  output  index 
produced  by  the  Board is  strictly based  on  physical  product.  We con- 
structed  a database  with  the  subset  of  these  three-digit  industries  for 
which  we  could obtain matching  labor input and electricity use over the 
period  1977:1-1992:4.  The net  result  was  a panel  of 26 three-digit  SIC 
industries.  These  are listed  in the Appendix,  along with  the three-digit 
SIC codes  and  the  corresponding  two-digit  SIC industries.  Second,  we 
repeat  our  analysis  using  annual  data.  At  the  annual  frequency,  the 
Board's measure  of output  is not based  on input  data.  This is because 
data  from  various  censuses  provide  actual  production  data  for  most 
industries.  Therefore  the  problem  of  inferring  output  from  inputs  is 
almost  entirely  an issue  for within-year  variation  of industrial  output. 
4.  Empirical  Results 
4.1  SOME BASIC FACTS 
We begin  our analysis  with  a brief review  of some  basic facts. Figure 2 
displays  the  quarterly  growth  rates  of  real  GDP  (Ayt), economywide 
hours  worked  (Alt),  and  aggregate  industrial  electricity  consumption 
(Aet). It is clear that Aet is highly  correlated with  both Ayt and Alt, even 
though  at the aggregate level it is difficult to obtain a measure of electric- 
ity consumption  that matches  the output  concept.  The high correlation 
between  these  aggregates  is documented  in the following  table, which 
presents  the  unconditional  correlations  among  Ayt, Alt, Aet,  and  the 
growth  rate  in  our  measure  of  capital,  Akt. In  contrast  to  Aet,  Akt is 
basically  uncorrelated  with  Ayt and  Al  (as  well  as  Aet).14 This  is  why 
13. See Miron and Zeldes  (1989) for a discussion  of different models  of measurement  error 
in this context. 
14. This is also true if we redo the analysis over the sample period 1972:1-1988:4 using  the 
measure  of capital discussed  in Christiano (1988). 86 *  BURNSIDE, EICHENBAUM, & REBELO 
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Y represents real GNP, H represents total hours worked in nonagricultural  establishments,  and E 
represents electrical  power usage in the industrial  sector. All series are plotted as first-differenced 
logarithms.  The data  are described  in more  detail  in the text. 
analysts  have traditionally found  that capital plays no role in explaining 
cyclical  fluctuations  in  output-existing  measures  of  capital  are poor 
measures  of capital services,  at least at cyclical frequencies: 
Correlations: Economywide 
Ayt  AlI  Aet  Akt 
zyt  1.00  .82  .72  .09 
dht  .82  1.00  .73  .31 
Alt  .72  .73  1.00  .07 
Akt  .09  .31  .07  1.00 
Figures  3 and  4 are the  analogues  to  Figure 2 except  that  they  are 
based  on  quarterly  and  annual  manufacturing  data.  Figures  5  and  6 
display,  in  a  graphical  manner,  the  quarterly and  annual  correlations 
between  (Ayt and Alt), (Ayt and Aet), and (Alt and Aet)  for the individual 
two-digit  SIC industries  underlying  the aggregate  manufacturing  data. 
The following  table summarizes  the correlations between  Ay,, Alt, and Aet 
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Figure 3 QUARTERLY  GROWTH RATES OF AGGREGATE 
MANUFACTURING DATA 
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Y represents  industrial  production  in the manufacturing  sector,  H represents  total employee hours in 
the manufacturing  sector, and E represents  electrical  power usage in the manufacturing  sector. All 
series are plotted as first-differenced  logarithms.  The data  are described  in more  detail  in the text. 
Figure 4 ANNUAL  GROWTH RATES OF AGGREGATE  MANUFACTURING 
DATA 
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Y represents  gross  output  in  the  manufacturing  sector,  H  represents  total  employee  hours  in  the 
manufacturing  sector,  and E represents  electrical  power usage in the manufacturing  sector.  All series 
are plotted  as first-differenced  logarithms.  The data  are described  in more  detail  in the text. 
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Figure 5 CORRELATIONS OF QUARTERLY  TWO-DIGIT SIC LEVEL  DATA 
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Y represents  industrial  production,  H represents  production  worker hours,  and E represents  electrical 
power  usage.  All series are first-differenced  logarithms.  The x-axis labels are the SIC codes. 




Quarterly  Annual 
Ayt  Alt  Aet  Ayt  Alt  Aet 
Ayt  1  .94  .80  1  .95  .88 
Alt  .94  1  .81  .95  1  .94 
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Figure  6 CORRELATIONS  OF ANNUAL TWO-DIGIT  SIC  LEVEL  DATA 
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Y represents  industrial  produ  n  ee  ctcion  worker  hours,  and  E represents  electrical 
power  usage.  All series are first-differenced logarithms.  The x-axis labels are the SIC codes.  The correla- 
tion  between  Y and  E for  industry  20  is  -0.19. 
A number  of points  are worth making here. First, as in the aggregate 
data,  Aet  is highly  correlated with  Ay, and Al4.  Indeed,  the correlation is 
even  more pronounced  in the manufacturing  data. This may reflect the 
fact  that  our  measure  of  e  corresponds  exactly  to  the  manufacturing 
sector. Second,  the quarterly and annual correlations are very similar. If 
anything,  Ae, and Al1  are slightly less correlated with output at the quar- 
terly level.  This  is very  comforting,  given  possible  concerns  about  the 
use  of input  data in the procedure  used  by the Board to construct some 
of the  quarterly output  data.  Recall that while  these  concerns  are rele-  of the  quarterly output  data.  Recall that while  these  concerns  are rele- 90 *  BURNSIDE,  EICHENBAUM  & REBELO 
vant for the quarterly data, they are not relevant for the annual data. So 
the  basic  fact which  drives  our  inferences-namely  that  Aet comoves 
positively  with  Ayt and Al,-cannot  be dismissed  as an artifact of the way 
the output  data are constructed. 
A different way  to see this is to consider the correlations between  (AYt 
and Al),  (Ayt  and Aet), and (Alt and Aet) for the individual  three-digit SIC- 
code  industries  where  the  Board's measure  of output  data is not  con- 
structed with  the aid of any input data. These are displayed  in Figure 7. 
Notice  that while  there are interesting  differences  among the industries, 
Figure 7 CORRELATIONS  OF QUARTERLY  THREE-DIGIT  SIC LEVEL  DATA 
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Y represents  industrial  production,  H represents  production  worker hours,  and E represents  electrical 
power usage.  All series are first-differenced logarithms.  The x-axis labels are the SIC codes.  Industry 22* 
is industries  221 and 222 combined.  The correlation between  H and E for industry 201 is -0.03. Capital  Utilization  and  Returns  to Scale  * 91 
in the vast majority of cases Aet  displays  a sharp positive  correlation with 
Ayt and Alt. 
Next we consider the cyclical properties of a different measure of capital 
services:  the workweek  of capital, wkt. Shapiro (1993b), among  others, 
has suggested  that a measure  of wkt might be useful in correcting capital 
stock data for cyclical variations in capital services.  To pursue this point, 
we obtained  the measure  of wkt used by Shapiro (1993b). This consists  of 
an updated  version  of the series published  by Foss (1981). The data are 
annual,  with each observation corresponding  to the fourth-quarter work- 
week  of capital. The sample  period is 1976:4-1988:4. The following  table 
summarizes  the  correlations  among  AJy, Alt, Aet, and  Awkt:15 
MEASURED  WORKWEEK  OF CAPITAL 
AYt  Alt  Aet  Awkt 
Ayt  1  .95  .88  .88 
Alt  .95  1  .90  .89 
Aet  .88  .90  1  .74 
Awkt  .88  .89  .74  1 
_  _ 
Notice  that Awkt displays  a strong positive  correlation with  Ayt, Alt, and 
Aet. We take this fact to be supportive  of our basic hypothesis  that capital 
utilization  rates are procyclical.16 
We  conclude  this  subsection  by  briefly  documenting  the  apparent 
"short-run  increasing  returns  to  scale" (SRIRL) puzzle.  All the  results 
that we  report were  obtained  using  the GMM procedure and the instru- 
ment  list  Zlt discussed  in  Section  3.  The  following  table  presents  the 
points  estimates  of ml  that result from estimating  the relationship  Ayt = 
0  +  rql1lt  +  Et  using  aggregate  and  manufacturing-sector  data  (with 
standard errors in parentheses): 
RETURNS  TO LABOR 
Economywide  Manufacturing 
Prod.  Worker  Prod.  Worker 
Total Hrs.  Hrs.  Total Hrs.  Hrs.  Durablesa Nondurablesa 
?71  1.21  0.96  1.25  0.97  0.92  0.98 
(0.13)  (0.09)  (0.08)  (0.06)  (0.06)  (0.10) 
aProduction worker hours. 
15. All growth  rates were calculated on a fourth-quarter-to-fourth-quarter basis. 
16. We also computed  the correlations between  the growth rate of total capital services (kt 
wkt) and  (Ayt, Al,, Aet). These  are similar to the ones  between  wkt and  (Ayt, Al,, Aet). 92 *  BURNSIDE,  EICHENBAUM,  & REBELO 
Notice  that  when  total  hours  worked  are used  to  construct  Al,  711 is 
estimated  to be significantly  greater than one.  When' production  worker 
hours  are used,  7l  is  estimated  to be  approximately  one.  This  is  true 
regardless  of  whether  we  work  with  aggregate  data,  manufacturing 
data,  durable-goods  data, or nondurable-goods  data. SRIRL appears  to 
be alive and well,  even  with our instruments. 
The following  table presents  the point estimates  of r72  that result from 
estimating  the relationship  Ayt =  q0  +  7q2  Aet  +  Et: 
RETURNS  TO ELECTRICITY 
Manufacturing 
Economywide  Total  Durables  Nondurables 
712  0.49  1.15  0.83  0.92 
(0.07)  (0.14)  (0.09)  (0.19) 
Notice  that,  for  the  manufacturing  sector,  measuring  factor input  by 
electricity  alone  or hours  alone  yields  very  similar results.  Indeed,  we 
even  get  "short-run  increasing  returns  to  electricity." The  estimated 
value of '72  is positive  but smaller for the economywide  case. Presumably 
this reflects the fact that we do not have as good  a measure of electricity 
use for the economywide  data. 
4.2 CES  VERSUS  LEONTIEF 
The previous  subsection  documented  the basic fact that the growth  rate 
of electricity consumption  is highly  correlated with  the growth  rates of 
hours  worked  and  output.  We now  consider  how  this fact affects tech- 
nology  parameter  estimates.  Table 2  reports  the  results  of  estimating 
the  parameters  of the  technology  specification  given  by  (6)-(7),  which 
allows  for substitution  between  capital services  and electricity. The first 
column  presents  economywide  results,  while  the second  column  pres- 
ents  results  pertaining  to  the  total  manufacturing  sector.  The  third 
column  presents  results  obtained  imposing  the restriction that the tech- 
nology  parameters  are  the  same  in  all  two-digit  SIC industries.  The 
fourth and fifth columns  are analogues  to the third column  that pertain 
to  the  durable-  and  nondurable-goods  industries.  The  row  labeled  J 
reports the probability value  associated  with  the statistic for testing  the 
overidentifying  restrictions  of the model.  The last two  rows  report dif- 
ferent  statistics  pertaining  to  the  average  "technology  shock"  Et. For 
restricted  panel  runs,  the  reported  statistic regarding  Et  pertains  to the 
average  value  of  the  industry-specific  statistic.  For example,  o,  corre- Capital Utilization and Returns to Scale *  93 
Table 2  CES SPECIFICATIONS 
Manufacturing  Sector 
Two-Digit SIC Code  Levela 
Economywide  Aggregate  All Industries  Durables  Nondurables 
0.74  0.71  0.76  0.63  0.90 
a1  (0.50)  (0.34)  (0.09)  (0.13)  (0.15) 
0.24  0.30  0.27  0.41  0.27 
a2  (0.17)  (0.30)  (0.08)  (0.12)  (0.12) 
0.15  0.03  0.26  0.04  0.30 
a  (0.35)  (0.44)  (0.17)  (0.20)  (0.22) 
0.98  1.00  1.03  1.04  1.17 
ca +  a2  (0.34)  (0.08)  (0.04)  (0.05)  (0.08) 
J  0.92  0.004  0.34  0.11  0.33 
oajOa  y  0.60  0.37  0.63  0.60  0.67 
PEaY  0.32  0.21  0.54  0.42  0.56 
aCoefficients  restricted  across  industries,  with industry  fixed  effects. 
sponds  to  the  average  value  of the  standard  deviation  of  Et across  the 
different industries. 
The key result is that across all of the cases considered,  the estimated 
value of or,  the elasticity of substitution  between  the workweek  of capital 
and  electricity, is positive  but very  small.  Specifically, it ranges  from a 
low  of 0.03 for the aggregate  manufacturing  sector to a high  of 0.30 for 
the nondurable-goods  sector. In no case can we reject the null hypothe- 
sis that cr =  0. This case corresponds  to the Leontief specification  given 
by  (3).17 
A different way to assess  the Leontief specification is to investigate  the 
empirical  relationship  between  the  growth  rate of  electricity  and  the 
growth  rate of capital services,  as measured  by the  growth  rate of the 
product  of the workweek  of capital (Awkt) and the stock of capital (kt). 
The following  table reports the results of estimating  the relationship 
Aet =  P[Awkt  +  Akt] 
17. It is interesting  to contrast the restricted point estimates of ac, a2, and a in the manufac- 
turing  industries  (0.71,  0.30,  and  0.03)  with  the  unrestricted  point  estimates  for the 
underlying  industries.  One way to summarize  the unrestricted estimates  is to focus on 
their median.  The median  point estimates  of a,,  a2, and o are 0.60, 0.38, and 0.16. The 
associated  median  standard  errors are 0.37,  0.35,  and 0.55.  Evidently,  the qualitative 
nature of inference  here is not affected by imposing  the (false) restriction that the two- 
digit industries  have the same technology  coefficients. 94 *  BURNSIDE,  EICHENBAUM,  & REBELO 
using our three-stage  least-squares  procedure in conjunction with instru- 
ment list z,t: 
Aggregate  Aggregate  Aggregate 
Manufacturing  Durables  Nondurables 
P  1.23  1.77  0.53 
(0.55)  (0.77)  (0.35) 
Notice  that in no case can we  reject the null hypothesis  /3 =  1. In the 
light of this result and our previous  findings  regarding or,  through much 
of what  follows  we  impose  the restriction that electricity use is propor- 
tional  to  the  workweek  of  capital.  Table 2 contains  results  generated 
without  imposing  that restriction,  so the reader can verify that none  of 
the  conclusions  discussed  in the  text are affected  by the  imposition  of 
that restriction. 
In the  remainder  of  this  section  we  address  five  key  questions:  (1) 
Does  SRIRL  vanish  once capital services are measured by electricity con- 
sumption?  (2) Are capital services productive when  measured by electric- 
ity consumption?  (3) Is there evidence  against the hypothesis  of constant 
returns to scale? (4) Is there evidence  against the overidentifying  restric- 
tions of our model? (5) What can we say about the properties of technol- 
ogy  shocks?  We address  these  questions  at three levels  of aggregation: 
economywide  data,  two-digit  SIC-code level  data and  three-digit  SIC- 
code level data. 
4.3 ECONOMYWIDE  DATA 
Table 3 reports  the results  of estimating  the model  using  economywide 
data. The first column  reports results obtained using  two different mea- 
sures of the capital stock. The third column reports results obtained mea- 
suring  capital services  by electricity consumption.  A number  of results 
emerge  here.  First, when  we  use  the capital-stock data, SRIRL  appears, 
i.e.,  al  is  estimated  to be  greater than  one.  In addition,  the  estimated 
value  of  a2  is negative  and insignificantly  different  from zero.  In sharp 
contrast, when  we  measure  capital services by electricity use,  the SRIRL 
phenomenon  disappears  and capital services enter significantly into the 
production  technology.  Second,  there is no evidence  against the hypothe- 
sis of constant  returns to scale. Finally, according to the statistic J there is 
no evidence  against the model's  overidentifying  restrictions. 
Using  electricity  consumption  as  a  measure  of  capital  services  has 
important  implications  for the  statistical  properties  of  the  technology 
shocks.  As a benchmark,  suppose  we simply set a,  = 0.64 and a2 = 0.36. Capital Utilization and Returns to Scale *  95 
Table 3  ECONOMYWIDE DATA: AYt =  a0 + alAHt + a2AK* +  Et 
AK* = AKH  AK*  =  Kc  AK* = Ae 
a1  1.23  1.31  0.54 
(0.14)  (0.24)  (0.27) 
a2  -0.32  -0.88  0.30 
(0.85)  (1.81)  (0.11) 
a1  +  a2  0.91  0.43  0.84 
(0.80)  (1.61)  (0.19) 
I  0.91  0.72  0.41 
%/O'ay  0.56  0.56  0.60 
P"Ay  0.38  0.39  0.31 
KH:  Hall (1994)  measure  of capital. 
KC:  Christiano  (1988)  measure  of capital:  72:1-88:4. 
Using  the  stock  of  capital and  electricity 
capital services,  we  obtain 
consumption  as measures  of 
ASt  =  AKt  ASt  =  Aet 
J  .015  .42 
oj,/o  .67  .77 
PEaY  .87  .06 
respectively.  Notice  that with  the stock of capital measure,  there is sub- 
stantial evidence  against the model's  overidentifying  restrictions.  There 
is virtually  no  evidence  against  these  restrictions when  capital services 
are measured  using  electricity. Perhaps more importantly, with the elec- 
tricity measure  and  these  parameter values,  the technology  shocks  are 
virtually  uncorrelated  with  the  growth  rate of  output.  Moving  to  the 
estimated  values  of  a,  (0.54) and  a2  (0.30) lowers  cr,/,oy and  raises p,y 
somewhat  (see  Table 3). But even  there,  p,  y is only  equal to  .31. This 
small correlation seems very difficult to reconcile with existing RBC mod- 
els  that are driven  primarily by  technology  shocks.  Finally, it is worth 
emphasizing  that our electricity-based  technology  shocks  are much less 
volatile  and substantially  less  correlated with  output  than those  emerg- 
ing from the measures  of output,  hours worked,  and stock of capital that 
are typically used  in the RBC literature.18 
18. For example,  suppose  we  use  Christiano's  (1988) measure  of capital,  hours  worked, 
and  output.  In addition  set a,  =  0.655 and a2  =  0.345,  the values  estimated  in Chris- 
tiano and Eichenbaum  (1992). The resulting  point estimates  of o-, and o-r,/y are 0.0114 96 *  BURNSIDE,  EICHENBAUM,  & REBELO 
4.4 MANUFACTURING-SECTOR  DATA 
Table 4 reports results based on the two-digit  SIC data. Columns  labeled 
"Aggregate"  pertain to aggregate  manufacturing  data, and columns  la- 
beled  "Restricted" refer to results obtained using  the panel on two-digit 
SIC industries.  Results are reported for both quarterly and annual data. 
Consider  the quarterly results.  First, for aggregate manufacturing,  the 
point estimates of a, and a2  are 0.69 and 0.31, respectively. The correspond- 
ing restricted panel  point  estimates  are 0.64 and 0.37.19 These estimates 
are remarkably  close  to  national-income-based  estimates  of  labor and 
capital shares obtained  using  a constant-returns-to-scale  Cobb-Douglas 
production  function  (see for example Christiano and Eichenbaum,  1992). 
Second,  the standard errors of ca + a2 reveal virtually no evidence  against 
the  hypothesis  of  constant  returns  to scale.  Third, the  overidentifying 
restrictions associated  with the aggregate model can be rejected at the 1% 
significance  level.  However,  there  is very  little evidence  against  these 
restrictions  for the  restricted  panel.  Fourth,  comparing  our  economy- 
wide-based  estimates of oT,/ray  and p,,  (0.60 and 0.31) with those reported 
in Table 4 (0.37 and 0.21), we see that these fall as we move to the aggre- 
gate manufacturing  sector.  However,  we  are hesitant  to make much  of 
this fact, because  our estimates  of o,/at,y  and p,ay rise to 0.63 and 0.54, 
respectively, when  we work with the restricted panel data. But even these 
estimates  are smaller than those  used  in the RBC literature. 
The  key  finding  with  the  annual  data  is  that  the  results  are quite 
similar to those  obtained  with  the quarterly data. There is some  differ- 
ence  in the  point  estimates  associated  with  the restricted panel.20 This 
sensitivity  is  also  revealed  in  the  portion  of  Table 4 reporting  annual 
results  for the  durable  and  nondurable  goods  sector. This point  aside, 
inference  seems  robust. Specifically, (1) there is no evidence  of SRIRL, (2) 
there is no evidence  against the hypothesis  of constant returns to scale, 
(3) there is little evidence  against the overidentifying  restrictions of the 
model,  and  (4) there is overwhelming  evidence  that capital services,  as 
measured  by electricity, are an important factor of production.  The fact 
that inference  is robust to the use of annual data is particularly comfort- 
ing  because  annual  output  data are not  constructed  using  information 
and  1.05, respectively.  The correlation coefficient between  E,  and AYt, pe y, is approxi- 
mately equal to .80. 
19. The median  unrestricted point estimates  of a, and a2 across the two-digit industries  are 
0.54 and 0.38. The corresponding  median standard errors are 0.20 and 0.22. 
20. The median  point  estimates  of a,  and  a2  obtained  using  the unrestricted  annual  two- 
digit  SIC data are 0.80  and  0.17,  respectively,  with  corresponding  standard  errors of 
0.13 and 0.15. Table  4  MANUFACTURING-SECTOR  DATA:  AYt =  a0 +  a1  AHt +  a2Ae,t +  Et 
Quarterly  Annual 
Aggregate  2-Digit SIC Code Levela  Aggregate  2-Digit SIC Code Levela 
Mfg.  Mfg.  Durable  Nondur.  Mfg.  Mfg.  Durable  Nondur. 
a1  0.69  0.64  0.61  0.74  0.69  0.43  0.38  0.60 
(0.16)  (0.05)  (0.06)  (0.09)  (0.31)  (0.02)  (0.06)  (0.12) 
a2  0.31  0.37  0.43  0.39  0.21  0.57  0.68  0.30 
(0.17)  (0.05)  (0.07)  (0.08)  (0.35)  (0.02)  (0.06)  (0.12) 
a,  +  a2  1.00  1.01  1.04  1. 13  0.90  1.00  1.06  0.90 
(0.07)  (0.04)  (0.05)  (0.08)  (0.09)  (0.01)  (0.03)  (0.07) 
J  0.01  0.31  0.12  0.30  0.12  0.20  0.44  0.09 
oaJa,  y  0.37  0.63  0.60  0.67  0.33  0.61  0.55  0.69 
P aY  0.21  0.54  0.42  0.56  0.35  0.58  0.49  0.71 
aCoefficients restricted across industries,  with  industry  fixed effects. 98 *  BURNSIDE, EICHENBAUM, & REBELO 
on factor inputs.  As  a further check on the robustness  of the two-digit 
SIC results,  the Appendix  reports results obtained by omitting two-digit 
SIC industries  in  which  a particularly large  proportion  of  the  output 
index  reported by the Board is based on input data. 
4.5 THREE-DIGIT  SIC  SECTOR  DATA 
Table 5 reports results obtained using  our three-digit SIC data set. Recall 
that  this  data  set  consists  of  three-digit  industries  for which  there  are 
direct  measures  of  physical  output.  The  columns  labeled  "Restricted" 
refer to results generated  under the restriction that the coefficients a, and 
a2 are the same in all of the industries  we looked at. The columns labeled 
"Unrestricted"  report  results  generated  from  the  corresponding  unre- 
stricted runs.  Specifically, we report the median point estimate of ac and 
a2  as well  as the corresponding  median  standard errors. In addition  we 
report the median point estimates of or/t,y  and p,,-.  The probability value 
for the statistic J refers to the overidentifying  restrictions associated  with 
the entire system  of unrestricted runs. 
The key features to note here are as follows.  First, as above, there is no 
evidence  for either SRIRL  or increasing returns to scale. If anything there 
is some evidence  of decreasing  returns, but only for the restricted specifi- 
cation  where  we  do  not  distinguish  between  durable and  nondurable 
goods.  This specification  aside,  we  find very little evidence  against  the 
hypothesis  of constant returns to scale. Second,  as was the case with our 
Table  5  THREE-DIGIT  SIC  CODE  LEVEL  DATA: 
AYt =  ao +  alAHt  +  a2Aet +  Et 
Restricteda  Unrestrictedb 
Mfg.  Durable  Nondur.  Mfg.  Durable  Nondur. 
a1  0.52  0.73  0.45  0.52  0.64  0.56 
(0.05)  (0.11)  (0.07)  (0.31)  (0.44)  (0.33) 
a2  0.35  0.14  0.35  0.38  0.24  0.21 
(0.04)  (0.08)  (0.06)  (0.25)  (0.36)  (0.26) 
1 +  at2  0.86  0.87  0.81  0.87  0.89  0.92 
(0.05)  (0.08)  (0.09)  (0.28)  (0.23)  (0.32) 
J  0.20  0.19  0.26  0.50  0.15  0.79 
or/aay  0.84  0.75  0.88  0.95  0.70  0.97 
PRaY  0.84  0.82  0.86  0.78  0.78  0.76 
aCoefficients restricted across industries,  with industry  fixed effects. 
bMedian coefficients  across industries,  with median  standard errors reported in parentheses. Capital Utilization and Returns to Scale *  99 
Table 6  HALL INSTRUMENTS: AYt =  a0 + alAHt + a2Aet  +  Et 
2-Digit SIC Code  3-Digit SIC Code 
Restricteda  Unrestrictedb  Restricteda  Unrestrictedb 
al  0.54  0.61  0.56  0.50 
(0.04)  (0.19)  (0.05)  (0.32) 
a2  0.39  0.29  0.23  0.20 
(0.04)  (0.18)  (0.04)  (0.25) 
aC +  a2  0.93  0.91  0.79  0.79 
(0.04)  (0.20)  (0.05)  (0.28) 
J  0.41  0.65  0.20  0.81 
o-'/Cry  0.62  0.58  0.83  0.91 
P,aY  0.63  0.61  0.87  0.85 
aCoefficients restricted across industries,  with industry  fixed effects. 
bMedian coefficients  across industries,  with median  standard errors reported in parentheses. 
data sets,  we  find a substantial  role for capital services,  as measured  by 
electricity,  in  producing  output.  Third,  there  is  virtually  no  evidence 
against  the  overidentifying  restrictions  imposed  by  the  model.  This is 
true regardless  of whether  we work with the entire panel or condition on 
durable- and nondurable-goods  industries.  Finally, we find that the esti- 
mated values  of a,/a,y and p,ey are somewhat  larger than those emerging 
from  the  manufacturing  and  economywide  data.  Still,  these  estimates 
are substantially  smaller than those  used  in the RBC literature. We con- 
clude  that the main findings  obtained  with  the aggregate  and two-digit 
SIC data are confirmed  by the three-digit SIC data. 
We now  briefly comment  on the results  of working  with  the alterna- 
tive instrument  set, z2t. Table 6 reports a subset of the results we obtained 
with  the  Hall-Ramey-type  instruments.  Specifically, we  display  results 
for  the  restricted  two-digit  and  three-digit  SIC panels  as  well  as  the 
median  estimates  from the corresponding  unconstrained  specifications. 
The key  point  to note  is the robustness  of our results  to the change  in 
instruments. 
4.6 THE  DIFFERENTIABLE  TECHNOLOGY 
We conclude  this  section  by reporting  results  obtained  from estimating 
the returns-to-scale  parameter 7 in the production  technology  given  by 
(2). We estimated  i1 using  three measures  of the growth  rate of capital 
services,  ASt. These measures  are the growth rate in the stock of capital, 
the  growth  rate of electricity, and  the  growth  rate in the workweek  of 100 - BURNSIDE,  EICHENBAUM,  & REBELO 
Table  7  DIFFERENTIABLE  TECHNOLOGY  SPECIFICATION 
Measure  of ASt 
AKt  Aet  A[wkt  Kt] 
Aggregate  Manufacturing 
7rl~  ~  1.10  1.01  0.98 
(0.06)  (0.07)  (0.05) 
J  0.05  0.07  0.27 
(a/a  rAy  0.24  0.24  0.17 
PEay  0.17  0.26  0.17 
Aggregate Durables 
~rl~  ~  1.16  1.06  1.08 
(0.05)  (0.05)  (0.05) 
J  0.35  0.20  0.30 
acr/  ry  0.18  0.16  0.17 
PEay  -0.08  0.11  0.14 
Aggregate Nondurables 
7]  0.83  0.82  0.86 
(0.13)  (0.14)  (0.12) 
J  0.11  0.13  0.22 
0(rE/  ay  0.50  0.52  0.42 
Pe  __Ay  0.67  0.61  0.43  PEAy  _________________________________________________~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
capital  times  the  stock  of  capital.  The  corresponding  sample  periods, 
which  were  dictated by data availability, are 1961-1989,  1973-1989,  and 
1977-1988,  respectively.  In  all  cases  the  data  correspond  to  fourth- 
quarter-to-fourth-quarter  growth  rates.  The instrument  list is given  by 
Zt.  Results for aggregate manufacturing,  durable goods,  and nondurable 
goods  are reported in Table 7. 
The  key  results  can  be  summarized  as  follows.  First, for aggregate 
manufacturing  and  durable  goods,  the  estimated  value  of  7q  is highest 
when  ASt  is  measured  by  AKt. Moving  to  electricity  or workweek  of 
capital-based  measures  of ASt results in smaller  q1.  With these  measures 
we cannot reject the hypothesis  of constant returns to scale. If anything, 
there  is  some  mild  evidence  of  decreasing  returns  to  scale  in  the 
nondurable-goods  industries.  Third, in all cases the estimated  shocks to 
technology  and their correlation with the growth rate of output are much 
smaller than those  used  in the RBC literature. 
On  the  whole,  we  conclude  that inference  about  returns  to  scale  is 
quite robust across the three specifications  of technology  that we consid- 
ered.  There just  is not  much  evidence  in our data sets  against  the  hy- 
pothesis  of constant  returns to scale. Capital  Utilization  and  Returns  to Scale  *  101 
5.  Shortcomings  of the  Analysis 
In this section  we  discuss  how  the presence  of capital goods  that do not 
use  electricity,  overhead  labor  and  capital,  and  multiple  production 
shifts could affect the interpretation  of our results. 
5.1 NONPRODUCTION  WORKERS  AND OVERHEAD  COSTS 
So far we  have  stressed  mismeasurement  of capital services as the main 
source for the apparent short-run increasing returns to labor. An alterna- 
tive  and  perhaps  complementary  explanation  for this  phenomenon  is 
the existence  of large overhead  costs.  To see this,  suppose  that the pro- 
duction  function  is of the form 
Y  =  (  At(Lt-  ()a1  K  (19) 
Here  (p represents  overhead  hours.  An  infinitesimal  increase  in hours 
worked  due to a demand  shock generates  a change in labor productivity 
equal to: 
d(Y/L,)  Y, 
dL(  = 
- 
[(a  -  1)L +  ].  (20) 
dL,  L2 
Suppose  a1 <  1. Then, absent overhead  costs ((p  = 0), this derivative is 
negative,  suggesting  that labor productivity  ought  to be countercyclical 
in a model  driven  primarily by demand  shocks.  However,  for (p  >  (1 - 
ac)L, this derivative  will be positive.  This could,  in principle,  rationalize 
procyclical productivity  even in a model driven by demand shocks.  How- 
ever,  a  simple  back-of-the-envelope  calculation  suggests  that  the  re- 
quired overhead  costs  must be large. If a1 is roughly  equal to 0.65, then 
d(Yt/Lt)dLt  will  be  positive  only  if overhead  costs  represent  35% of Lt. 
Even if overhead  costs are not this large, the fact that we have neglected 
them  could  bias our econometric  results.  Taking a first-order log-linear 
approximation  to the production function (19) and first differencing yields 
the following  expression  for the growth rate of output: 
L 
Ayt =  Aat +  a,1  Alt +  2 Ak,.  (21)  L -  (p 
As before,  lowercase  letters denote  the logarithms of the corresponding 
variables.  Also,  L represents  the point  around  which  we  linearize  (19). 
The key point  is that, as long  as  p >  0, the sum of the coefficients  of Alt 
and  Akt will  not  equal  one  even  if  a1 +  a2  =  1.  This  is  because  the 
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not  imply  that  our  estimate  of  local  returns  to  scale,  as  defined  by 
Rotemberg  and  Woodford  (1995), is biased.  These  authors  define  local 
returns to scale for a production  function  F(K, L) to be 
KFI(K,  L) +  LF2(K,  L) 
F(K, L) 
For the function  F(- ) given by (19), v is given a, L/(L -  p) + a2. So in this 
case,  our  estimate  of  the  sum  of  the  coefficients  on  Akt and  Alt is  a 
consistent  estimate  of v. 
On a priori grounds,  it might  be reasonable  to assume  that overhead 
costs  are  more  important  for  supervisory  labor  than  for  production 
workers.  To the  extent  that this  is true,  estimates  of the  coefficient  on 
Alt should  be  higher  when  that  variable  is  measured  as  total  hours 
worked  rather  than  total  production  worker  hours.  Because  of  data 
constraints,  we  can only pursue  this idea for the aggregate  manufactur- 
ing  sector.  When  we  reestimate  (13)  with  this  measure  of  Alt and 
electricity-based  measure  of capital services,  the point  estimates  of the 
coefficients  of Alt and Aet  are 0.82 and 0.36. The corresponding  standard 
errors are 0.26 and 0.20, respectively.  Recall from Table 4 that the analo- 
gous  estimates  obtained  using  total  production  worker  hours  as  the 
measure  of Alt are 0.69 and 0.31. The corresponding  standard errors are 
0.16 and 0.17, respectively.  The fact that the point estimate  of the coeffi- 
cient of Alt is higher  in the case of total worker hours is consistent  with 
the  presence  of  more  overhead  costs  for  supervisory  workers.  How- 
ever,  we  cannot  reject the  hypothesis  that the  coefficients  are actually 
the  same  in  the  two  cases.  So  it is  possible  that  there  are important 
overhead  costs  associated  with labor, and that these  might contribute to 
the procyclicality  of labor productivity.  But the empirical case that these 
types  of  costs  are  more  important  for  supervisory  workers  than  for 
production  workers is weak. 
5.2 ISSUES  REGARDING  THE  STOCK  OF CAPITAL 
Suppose  that there is overhead  capital which  enters the production  in a 
manner  similar  to  overhead  labor.  Then,  proceeding  as  above,  it  is 
straightforward  to show  that the coefficient  on the change  in Akt  will be 
biased  upwards,  away  from a2. As above,  this will not induce  a bias in 
our estimate  of local returns to scale,  v. 
Next  we  consider  the case in which  only a subset  of the capital stock 
employs  electricity.  Specifically,  consider  our  simplest  specification  of 
the production  technology  (3). Suppose  that Kt =  K1t  +  K2t,  so that Capital  Utilization  and  Returns  to Scale  * 103 
Y, =  At(Lt)al(KltH, +  K2tHt)2  (22) 
where  Ht denotes  time  t hours  of work  per worker. Also  suppose  that 
electricity use is given  by 
Et =  bKltHt 
and  that  K2t  does  not  require the  use  of electricity. Taking a log-linear 
approximation  to (22), we obtain 
E  qbK2H 
Ayt =  Aat +  a,  Alt +  a,2  Aet +  a2  (Ak2 +  Aht).  (23) 
E +  OK2H  E + bK2H 
In general,  the  bias  depends  critically on  the  correlation between  the 
right-hand-side  regressors.  As a useful  benchmark suppose  that Ak2t  = 
Aklt =  0, so  that  Aet =  Aht. This  is the  case  in which  all variation  in capital 
services  corresponds  to changes  in the workweek  of capital. Then  (23) 
can be written  as 
Ayt =  Aat +  a,  Alt +  a2  Aet, 
so that there is no bias whatsoever.  A similar argument would  hold had 
we  written  the  production  function  as Yt =  At(Lt)al(KlHt)a2(K2tHt)a3.  Again 
the  sum  of  the  coefficients  of  Alt and  A(htklt) =  Aet would  be  a  biased 
estimate  of total returns to scale. But, to the extent that K1t  and K2t  do not 
vary  over  the  cycle,  the  bias  induced  by  working  with  the  simple 
Leontief production  structure will be small. 
5.3 MULTIPLE  SHIFTS 
In our empirical work  we  ignored  the fact that the capital stock can be 
utilized  more  intensely  if plants  use  discrete multiple  shifts.  The avail- 
able  shift  data  are  scarce,  but  suggest  an  interesting  puzzle.  In U.S. 
manufacturing  the  shift  premium  paid  to  workers  is  small.  Kostiuk 
(1990) estimates  a premium  for the second  and third shift of only 5.3%. 
Despite  the small shift premium,  most industries whose  production pro- 
cess  does  not  require  continuous  operation  make  modest  use  of  the 
second  shift and little use  of the third. Bils (1992) argues that industries 
bunch  their production  in a small number of shifts because of increasing 
returns  to  scale.  Shapiro  (1993a) argues  that the  marginal premium  is 
much  higher  than  the  commonly  reported  average  shift  premium.  He 
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To discuss  how  the  presence  of multiple  shifts  could  affect our esti- 
mates,  we  extend  our basic  model  to allow  for two  production  shifts. 
Suppose  that output  is given by 
Y, = AtH N  K  2 + AH  N  t K  2.  (24) 
Here Nit denotes  the number of workers employed  in shift i, for i =  1,2. 
To simplify  the analysis,  we  assume  that the shift length  H is the same 
for both  shifts.  Taking a log-linear approximation  to (24), we  obtain the 
following  expression  for the growth rate of Yt: 
-  Nc1  Nal 
Ayt =  Aat +  a[  An11 +  2  An21  +ca2 Ak1.  (25)  Ayt  =  at  -  1  Nal  +  N2  lt  +N  +  N  2A  2t  +  2 Adkt.  (25) 
The  specification  used  in  our  empirical  work  can  be  written  as 
The specification  used  in our empirical work can be written as 
N1  N2 
AYt =  Aat  N2n  +  An N,  +  An2t  +  a2 Akt.  (26)  -  ' 
[  N1 
+N 
N  2  N  +N 
2t  2 
Here N1 and N2 are the points  about which  we  linearize the production 
function.  To assess  the  specification  error associated  with  neglecting 
multiple  shifts,  we  can compare  the coefficients  used  to aggregate  Ant, 
and An2t in (25) and (26). Shapiro (1993a) reports that, for his sample  of 
noncontinuous  processor  industries,  the percentages  of workers on the 
first, second,  and third shifts are 68.2%, 20.7%, and 11.1%, respectively. 
Suppose  we  aggregate  the second  and third shifts and assume  that a1 is 
equal  to 0.65.  Then  the  implied  coefficients  of Anlt and  An2t in (25) are 
0.681  and  0.319.  The  corresponding  coefficients  in  (26) are 0.621  and 
0.379.  We conclude  that while  there is some  bias, it is not of first order 
magnitude.  The basic fact driving this result is the puzzle  pointed  out by 
Shapiro (1993a): Why isn't there more shift work? 
6. Conclusion 
This  paper  has  presented  evidence  that  capital  utilization  rates  are 
sharply procyclical.  Our evidence  relies on an electricity-based  measure 
of capital services.  Standard measures of capital services seriously under- 
state  the  procyclicality  of actual capital services  and lead to misleading 
inference  regarding  cyclical  movements  in  labor productivity  and  the 
degree  of returns to scale in the economy.  Our results have three impor- 
tant  implications  for  macroeconomists.  First, models  that  depend  on 
large, increasing  returns to scale as a source of large propagation  effects 
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associated  with  our parameter estimates,  it is possible  to maintain  that 
there are small increasing  returns to scale. But overall, there is virtually 
no evidence  to suggest  that there are important deviations  from constant 
returns  to  scale  in  the  manufacturing  industry.  Second,  existing  RBC 
models  which  depend  on  large,  volatile  aggregate  technology  shocks 
and  which  predict  that  the  growth  rate of  output  is  highly  correlated 
with  aggregate  technology  shocks  are empirically  implausible.  Third, 
our  results  strongly  support  models  which  emphasize  cyclical  move- 
ments  in capital utilization  rates as an important  determinant  of move- 
ments  in conventional  measures  of total factor and labor productivity. It 
seems  very  difficult  to  rationalize  the  properties  of  electricity  use  by 
manufacturing  industries  in  a  way  that  does  not  involve  substantial 
cyclical movements  in capital utilization. 
Appendix 
In this  appendix,  we  summarize  the  two-  and three-digit  SIC codes  of 
the  manufacturing  industries  considered  in the  paper.  In addition  we 
summarize  the sensitivity  of the results we  obtained  with  the two-digit 
SIC industries,  disregarding  industries  in which  a particularly large per- 
centage  of the Board's output measure  is based on input data. 
In our analysis  we used  the two-digit  SIC industries  shown  in Table 8, 
and the three-digit  SIC industries  shown  in Table 9. 
Table  8  TWO-DIGIT  SIC  INDUSTRIES 
SIC  Code  Name 
20  Food 
21  Textiles 
23  Apparel 
24  Wood products 
25  Furniture 
26  Paper 
27  Printing-publishing 
28  Chemicals 
31  Leather 
32  Stone, clay, and glass 
33  Primary  metals 
34  Fabricated  metals 
35  Machinery 
36  Electrical  machinery 
37  Transportation  equipment 
38  Instruments 
39  Miscellaneous 106 *  BURNSIDE, EICHENBAUM, & REBELO 
Table 9  THREE-DIGIT  SIC INDUSTRIES 
SIC Code  Name  Output Units 
Meat products 
Dairy products 
Fats and oils 
Cigars 
Cotton and synthetic  fabrics 
Fabric finishing 
Carpeting 
Yarns and thread 











Structural clay products 
Basic steel and mill products 
Iron and steel foundries 
Primary nonferrous  metals 
Secondary  nonferrous  metals 
Nonferrous  foundries 
Railroad equipment 
Pounds 
Pounds  or gallons 
Pounds 
Units 









Tons or cubic feet 












To assess  the robustness  of our results we redid the analysis underly- 
ing  Table 4 excluding  two  subsets  of industries.  Excluding  SIC indus- 
tries 23, 25, 34, 35, 38, and 39 leaves  us with industries  in which  at least 
30% of the Board's measure  of output  is based on physical  output.  If in 
addition  we  exclude  SIC industries  27, 28, 32, and 36, we are left with a 
panel  of  industries  in  which  at least  40% of  the  Board's  measure  of 
output  is based  on  physical  output.  All of the  results  in the  following 
table  refer  to  restricted  panel  estimates  based  on  quarterly  data.  In 
Table 10, the row labeled J2  reports the probability value associated  with 
the statistic for testing  the hypothesis  of constant  returns to scale,  a,  + 


























374 TABLE 10  TWO-DIGIT SIC DATA: Ayt =  y  +  al  Alt +  a2 Aet +  Ect 
All 2-Digit SIC industries  Exclude SIC 23, 25, 34, 35, 38, 39 
Manuf.  Dur.  Nondur.  Manuf.  Dur.  Nondur. 
Also exclude SIC 27, 28, 32, 36 
Manuf.  Dur.  Nondur. 
al  ~.64  .61  .74  .75  .84  .67  .82  .98  .61 
(.05)  (.06)  (.09)  (.06)  (.  10)  (.  10)  (.09)  (.14)  (.12) 
a2  .37  .43  .39  .32  .24  .47  .27  .13  .51 
(.05)  (.07)  (.08)  (.06)  (.11)  (.08)  (.10)  (.16)  (.12) 
J,  ~.31  .12  .30  .20  .07  .42  .46  .16  .51 
12  .75  .38  .10  .18  .15  .09  .09  .10  .22 
aE/acy~I  .59  .57  .63  .60  .52  .69  .59  .50  .63 
A.,  A y.66  .59  .60  .56  .42  .55  .53  .45  .55 108 *  BURNSIDE, EICHENBAUM, & REBELO 
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1. Introduction 
This paper sets itself an ambitious task: it attempts to explain a fundamen- 
tal  stylized  fact  of  modern  macroeconomics-the  procyclicality  of  the 
Solow residual-using  an empirical model that nests the three main expla- 
nations  for this fact: technology  shocks,  increasing returns to scale, and 
unobserved  input variation. This separation is not really that straightfor- 
ward,  since  the  first is  an impulse  and  the  other two  are propagation 
mechanisms.  Even if we conclude at the end of the day that these propaga- 
tion mechanisms  are important,  it might  still be the case that business 
cycles  are  fundamentally  technology-driven.  But  since  business-cycle 
models  based  on  increasing  returns  or variable factor utilization  often 
invoke  other  sources  of shocks-e.g.,  government  spending  or animal 
spirits-it  seems  useful  to maintain the categorization. 
The recent literature has given  us some  conflicting evidence  on these 
three  explanations.  As  the  paper  notes,  Robert Hall's  early work  sug- 
gested  that markups and returns to scale are very large, but more recent 
papers correct for Hall's use of value-added  data and small-sample  prob- 
lems  in his econometric  procedures.  These  papers consistently  find ap- 
proximately  constant  returns  and  small markups.  A number  of papers 
also investigate  the role of variable factor utilization in dynamic optimiz- 
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papers correct for Hall's use of value-added  data and small-sample  prob- 
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ing models,  and generally conclude  that variable utilization can explain a 
substantial  fraction  of  the  cyclicality  of productivity.  So I come  to  this 
paper  mostly  convinced  of its two  main messages:  returns to scale are 
about constant,  and much  of the measured  cyclicality of productivity  is 
due to variable factor utilization. 
Even  viewed  from  this  background,  the  paper  makes  a number  of 
useful  and interesting  contributions.  Its substantive  message  is that us- 
ing  electricity  consumption  as  a  proxy  for  capital  utilization  leads  to 
more  sensible  results  in short-run  time-series  analysis,  and  controlling 
for capacity  utilization  drastically  changes  the  estimated  properties  of 
technology  shocks.  The  subtext  of the  paper  is a methodological  mes- 
sage which  I strongly  endorse:  that thinking carefully about the proper- 
ties of data and  measurement,  always  important,  is vital in this line of 
work. 
I shall  take issue  with  BER's argument  that their results  necessarily 
indicate  that returns to scale are about constant.  But since I share their 
conclusion  based  on  other  evidence,  this  debate  is  really  one  about 
method  rather than substance. 
Thus,  I conclude  by asking  a substantive  question:  how  should  one 
interpret the paper's  conclusion  on returns to scale? Does  accepting  the 
premise  that  micro-level  returns  to  scale  are  approximately  constant 
sound  the death knell for increasing-returns  models in macroeconomics? 
2.  The  SRIRL  Puzzle 
BER argue  persuasively  that electricity use  helps  us  resolve  the SRIRL 
puzzle.  I prefer to put the "increasing returns" part of that aside for the 
moment.  But a major embarrassment  of a long empirical literature is the 
result  that capital services  don't  matter for short-run production  when 
the capital stock is used as a proxy for capital services. As BER  point out, 
their idea of using electricity as an alternative proxy has old roots. Never- 
theless,  they provide a production framework that one can use for regres- 
sion  analysis  rather than productivity  studies.  In view  of their results, 
electricity use  should  become  a common  proxy for capital utilization.  It 
will be interesting  to see how  this new  method  affects results in papers 
that use  more  questionable  proxies: for example,  the Federal Reserve's 
series on capacity utilization. 
However,  I would  have  liked  to see  a comparison  of the  electricity- 
based capital utilization series with others that are implied from estimates 
of optimizing  models  of firm behavior  (e.g.,  Burnside and Eichenbaum, 
1994). Finding the two series in agreement  would  greatly strengthen  my 
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3. Increasing  Returns  to Scale 
Thus,  I agree with  BER that changes  in the capital stock are likely to be 
bad  short-run  measures  of  changes  in  capital  services,  and  that  the 
change  in electricity consumption  is a good  proxy for the change in true 
capital services.  Does  BER's procedure then imply any necessary conclu- 
sion about the degree  of returns to scale? 
The  answer  is no.  For simplicity,  I illustrate my  point  using  a small 
modification  of specification  (1) in the paper, but the point applies  with 
equal  force  to  all cases  in  which  electricity  consumption  is  used  as  a 
proxy for capital services.  Suppose  we  generalize  the paper slightly: 
Vt  =  At(Lt)"1(Kt)`2,  (1) 
Kt =  min(Kf, Et).  (2) 
K: should  be  interpreted  as  the  input  of  variable  capital.  The  Kt in  (2) 
signifies  that this is the true input  of capital services,  which  is not well 
measured  by the capital stock. BER's results on returns to scale turn on 
the assumption  that f8 is 1: that is,  they  assume  that the Kt production 
function  is homothetic,  and thus  the "output expansion  path" between 
Ak and Ae is the 45-degree  line.  On the other hand,  suppose  that 8 >  1. 
Then the production  function  is nonhomothetic  and the expansion  path 
no longer  has a slope  of 1. As the example  makes clear, the question  of 
homotheticity  is  independent  of  the  elasticity  of  substitution  between 
capital and energy. 
Nonhomotheticity  has important consequences  for BER's estimates  of 
returns  to  scale.  Note  that  their method  still provides  consistent  esti- 
mates  of a, and a2. But al  + a2 is no longer the degree of returns to scale 
in this production  function.  The degree of returns to scale (in the produc- 
tion of value  added)  is now 
RTS =  a,  + Pa2.  (3) 
Thus,  if a2 >  0 and ac +  a2 =  1, as BER argue, then there are increasing 
returns to scale if t  >  1. 
Why  should  we  believe  that the production  of capital services  is not 
homothetic  in its inputs?  One  possibility  is overhead  capital that does 
not use  much electricity, so that (2) becomes 
Kt = min(Kt -  K, Et).  (2') Comment  ?  113 
What is a good  candidate  for the overhead  capital K? One  possibility  is 
structures.  Suppose  that structures  use  a negligible  amount  of energy. 
Suppose  also  that they  are in large measure  a fixed  cost  of operation. 
Then one would  have exactly the situation I outlined,  with 
k 
P=  >  1. 
K-K 
In general,  any  feature  of the  production  technology  that makes  mar- 
ginal electricity use  higher  than average electricity use  will lead BER to 
underestimate  the degree  of returns to scale. In their discussion  of this 
issue  in the paper, BER assume  that non-electricity-using  capital is used 
in proportion  with electricity-using  capital. But this assumption  does not 
hold  if the  non-electricity-using  capital is a fixed cost of operation.  For 
example,  a factory building  typically must be rented for 24 hours a day, 
whether  the factory works one shift or three. 
I have a similar concern regarding overhead labor. As the paper notes, 
if there is an analogous  overhead-labor requirement the production func- 
tion becomes 
Vt  =  At(L, 
- 
L)1  (K)a2,  (1') 
where  Kt is  still  given  by  (2').  In all but  one  section,  the  paper  uses 
production-worker  hours  as  the  measure  of  labor input.  Production- 
worker hours are likely to be a good measure of variable labor input, Lt - 
L. But the degree  of returns to scale is a function of total labor input, and 
is given  by 
L  K 
RTS =,  - +  a2 .  (3')  L-L L  K- 
BER do estimate  a regression  for aggregate manufacturing that uses total 
hours  instead  of production-worker  hours.  The point  estimates  in fact 
suggest  there is substantial overhead  labor (about 15%  of total labor), but 
BER do  not  find  a  significant  difference  between  the  two  estimates. 
However,  to  gain  precision  they  should  repeat  the  test  with  industry 
rather than aggregate  data. Data on total hours by industry are certainly 
available  at  an  annual  frequency.  Using  the  panel  should  more  than 
compensate  for the shift to a shorter time series. 
Thus,  I would  interpret  BER's test  for constant  returns  quite  differ- 114  BASU 
ently. It is actually a test to see whether  there are constant returns to the 
variable  inputs,  i.e.,  to  see  whether  the  marginal-cost  curve is flat. But 
with  flat marginal cost,  which  is the result they cannot reject (a1 +  a2  = 
1), any  fixed  costs  would  yield  globally  increasing returns.1 Thus I sug- 
gest  that BER concentrate  more on the point  estimates  than on the hy- 
pothesis  tests.  Their median  point  estimates  for the unrestricted  three- 
digit data, which  I find most  compelling,  suggest  diminishing returns to 
the  variable  inputs.  This raises  the  possibility  that returns to scale  are 
constant  if firms operate  at the minimum  point  of their U-shaped  aver- 
age cost  curves.  But of course,  fixed costs  and increasing  marginal cost 
do not  guarantee  constant  returns: returns to scale then  depend  on the 
average ratio of overhead  to total inputs.  To settle this issue,  BER would 
have to find some  independent  method  of estimating  this ratio. 
Basu (1993) addresses  this issue  and proposes  one possible  solution.  It 
relies on two principles: that there are increasing marginal costs to chang- 
ing utilization  (otherwise  utilization would  not vary in any smooth  fash- 
ion),  and  that as a consequence  firms would  prefer to adjust to antici- 
pated, long-run changes in demand along the extensive margin (changing 
the capital stock) rather than along the intensive  margin (changing utiliza- 
tion).  From observing  the change  in the ratio of observed  capital use  to 
electricity use  in response  to a change  in demand  that was  anticipated, 
and anticipated  to be long-lasting,  we should be able to estimate the  3  in 
the production  of capital services, K:. There are substantial problems with 
this  method,  the  largest  being  the  difficulty  in identifying  anticipated, 
long-lasting  demand  shocks,  but it is one  approach.  I had  hoped  that 
these  three authors would  have suggested  other and better methods. 
Another  source of evidence  comes  from the realization that we are no 
longer  estimating  technology  but  rather  market  behavior.  With  a  U- 
shaped  average cost curve the same technology  is consistent  with a wide 
range of returns to scale, ranging from constant returns to large increas- 
ing  returns.  Which  of  these  we  observe  depends  on  the  size  of  the 
markup firms charge above marginal cost. If we know the markup ,,  we 
can place  an upper  bound  on  the  degree  of returns to  scale using  the 
identity  that ,/(1  -  rr)  = RTS, where  Tr  is the rate of pure profit. Since the 
profit rate is widely  estimated  to be small, this upper bound  is likely to 
be  a  tight  one.  Thus,  we  can  bring  to  bear a variety  of  evidence  on 
industry  competitiveness  from  the  industrial  organization  literature, 
which  will tell us something  about the size of the average markup (and 
1. Some  of the  recent  literature on  sunspot-based  models  of business  cycles  (e.g.  Farmer 
and  Guo,  1994) has  used  estimates  of  returns  to  scale  to calibrate models  that really 
depend  on decreasing  marginal cost.  The two  concepts  are equivalent  only if there are 
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thus  about the average  degree  of returns to scale). Knowing  these,  and 
with  evidence  on  the  slope  of  the  marginal  cost  curve,  we  can  then 
estimate  the degree  of cyclicality of the markup. 
As  a first step,  however,  I do  a back-of-the-envelope  calculation  by 
taking structures and nonproduction  labor as proxies for overhead  capi- 
tal and labor. The average  ratio of structures to total capital in manufac- 
turing has been  about 0.4.  Ramey (1991) suggests  that the average ratio 
of nonproduction  workers to total employment  is about 0.2. Using these 
figures  and the median  estimates  for the unrestricted  three-digit indus- 
tries in  BER's Table 5 to plug  into  equation  (3'), we  get average  value- 
added RTS of  1.05 for nondurables,  1.20 for durables,  and  1.28 for total 
manufacturing.  The first figure agrees  closely  with  results found  in the 
recent literature, but the other two are somewhat  higher. Thus, I would 
say that BER provide  mixed evidence  in favor of approximately constant 
returns. 
How  does  this issue  affect BER's other conclusions?  Not a great deal. It 
does  not  affect the validity  of using  electricity consumption  as a proxy 
for capital services,  so  long  as one  is not interested  in interpreting  the 
coefficient  on electricity use as a measure  of the elasticity of output with 
respect to capital input.  Nor does it affect their computation  of the statis- 
tical properties  of  technology  shocks.  If my  argument  about overhead 
factors  is  right,  their  estimates  of  the  output  elasticities  of capital and 
labor are biased  down.  On  the  other  hand,  they  then  multiply  these 
downward-biased  coefficients  by  input  changes  that are too  large  [Ae 
and A ln(Lt -  L) rather than Ak*  and Al]. The two errors just cancel out in 
expectation,  leaving  the estimated  technology  series unaffected. 
Thus,  BER's finding  that technology  shocks seem drastically less vola- 
tile and less procyclical after controlling for capital utilization remains an 
interesting  and important  contribution.  One might be tempted  to argue 
that this is bad news  for real-business-cycle  models.  But that need not be 
true, as Burnside  and Eichenbaum  (1994) show.  Since capital utilization 
is  an  additional  propagation  mechanism,  a  real-business-cycle  model 
with  less-volatile  technology  shocks  might nevertheless  account as well 
for the variance of output,  while better matching some of the time-series 
properties  of economic  fluctuations. 
4.  Aggregation 
Suppose,  however,  that we accept BER's conclusion:  returns to scale are 
constant  at  the  micro  level.  Does  this  imply  that  macroeconomists 
should  abandon  the lessons  of increasing-returns  models?  The answer 
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Let me propose  an example  loosely  grounded  in some  of the findings 
of the recent industrial-organization  literature. Although  three-digit data 
are quite "micro" enough  for macroeconomics,  applied production analy- 
sis is now  frequently  done with establishment-level  data from the Longi- 
tudinal Research Database of the Census  of Manufactures.  These papers 
(e.g.  Baily, Hulten,  and  Campbell,  1992) generally  find that plant-level 
returns  to scale are about constant.  However,  they  also find that there 
are substantial  differences  in productivity  levels across plants (Caves and 
Barton, 1990; Baily, Hulten,  and Campbell,  1992), even  within  very nar- 
rowly  defined  industries. 
The  example  is based  on  these  two  ideas:  constant  returns to scale, 
and  productivity-level  differences.  Suppose  the  production  side  of  an 
economy  consists  of two  firms,  each  producing  the  same  good  with  a 
constant-returns-to-scale,  Cobb-Douglas  production  function: 
Y1=AKL- 
a,  (4a) 
Y2=A2KL-  a.  (4b) 
Suppose  Al > A2. The total inputs  of the economy  are K and L. Suppose 
firm 1 gets  a share  s of the  total inputs,  so  K- =  sK and  L, =  sL. The 
remainder  of the inputs  go to firm 2. The economywide  output  Y is the 
sum  of YI and  Y2. Now  suppose  we  allow  the  share of inputs  going  to 
plant 1 to depend  on aggregate output: s = s(Y). In this example,  there is 
formally no aggregate production  function.  But suppose  we hypothesize 
that one exists,  Y =  Q2F(K,  L). We now  attempt to discover the degree  of 
returns  to  scale  of  this  hypothetical  production  function  using  Hall's 
(1990) method,  which  is to regress  output  growth  Ay on cost-weighted 
input growth  Ax. We find 
Ay 
1  [aAk +  (1 -  a) Al] +  [sAal +  (1 -  s)  a2]  (5) 
1 -  S  s  2 
sAl +  (1 -  s)A2 
=  yAx+  Ao, 
where  y is the  degree  of returns  to scale of the  "aggregate production 
function,"  and es is the elasticity of s with respect to Y. Note that returns 
to  scale  exceed  1  if  es is  positive,  i.e.,  if  inputs  flow  towards  high- 
productivity  uses  in booms. 
What  is  the  "true" degree  of returns  to  scale in this  economy?  The 
answer  is  that  it  depends  on  the  application.  Suppose  one  wants  to 
estimate  the  average  markup  of  price  over  marginal  cost  in  order  to Comment. 117 
calculate the welfare  cost of monopoly  pricing. Then one would  have to 
use  firm-level  data,  conclude  that firms produce  with  constant  returns, 
and compute  the markup from data on profit rates. On the other hand, 
suppose  one  is interested  in knowing  the cyclicality of the average mar- 
ginal product  of labor. Then the appropriate degree of "returns to scale" 
is  y,  since  it reflects  changes  in  the  marginal product  of labor coming 
from superior allocation of inputs  in a boom. 
Basu and  Fernald  (1995) find  that a substantial  fraction of the  cycli- 
cality of aggregate  manufacturing  productivity  can be explained by com- 
position  effects of the sort proposed  here, that is, one where  the "macro 
returns to scale" exceed  the "micro returns to scale." BER's results offer 
one  shred  of evidence  consistent  with  a model  like the one  I propose. 
Their point  estimates  for returns to scale in two-digit  manufacturing  are 
consistently  larger than the corresponding  point estimates  for the three- 
digit  data.  This example  would  predict  such  a finding,  as composition 
effects increase the effective  degree  of returns to scale at higher levels  of 
aggregation.2 
One  would  have  to  do  much  more  to  turn  this  example  into  a full 
model.  For example,  it is clear that in order to have both firms produce 
in  equilibrium  at two  different  productivity  levels,  we  need  imperfect 
competition  in either  the  product  or the factor markets.  A high  price- 
cost markup by firm 1 would  allow both firms to sell at the same price, 
but large markups  combined  with  constant  returns to scale imply  large 
pure  profits,  which  are  not  observed  in  the  U.S.  economy.  A  more 
promising  alternative  may  be imperfect  competition  in the  factor mar- 
ket,  whereby  labor  and  capital  extract  most  of  the  rents  from  high 
productivity.  Baily, Hulten,  and  Campbell  (1992) find  some  evidence 
consistent  with  this  hypothesis,  which  is  also  advanced  by  Katz and 
Summers  (1989). 
Macroeconomists  know  that micro-level heterogeneity  is a fact of life. 
This  fact  is  dutifully  repeated,  and  then  disregarded  in  most  macro- 
economic  research.  As  that  research  concentrates  more  on  estimating 
structural parameters from increasingly fine micro data, the danger from 
disregarding  aggregation  becomes  larger.  Parameters  estimated  from 
data that are truly at the micro level  may bear little resemblance  to the 
parameters  of interest  to macroeconomists,  who  try to characterize the 
behavior  of aggregates.  I have  some  reservations  about BER's method, 
but I substantially  agree with their conclusion,  that the "average" micro- 
level  returns to scale is about constant.  But this conclusion  is the alpha 
2. Of course,  this finding  is also consistent  with the existence  of technological  spillovers  in 
production,  and was interpreted as evidence  for such spillovers by Caballero and Lyons 
(1992). 118 *  HALL 
and  not  the  omega  of  asking  whether  increasing-returns  models  are 
useful  for macroeconomics. 
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Comment 
ROBERT  E. HALL 
Stanford  University  and  NBER 
The  paper  by  Burnside,  Eichenbaum,  and  Rebelo  (BER) differs  from 
earlier contributions  to research on cyclical fluctuations  in productivity 
in five ways: 
1.  BER drop the assumption  of cost minimization  and the use  of factor 
prices in favor of direct estimation  of production-function  elasticities. 
2.  They  use  data on electricity consumption  as a proxy for the flow  of 
capital services. 
3.  They  assume  that  materials  inputs  and  output  are perfect  comple- 
ments,  so that data on gross  output  can be used  without  measuring 
materials inputs. 
4.  They measure  the changes  in all labor input from the changes  in labor 
input  from production  workers. 
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Comment 
ROBERT  E. HALL 
Stanford  University  and  NBER 
The  paper  by  Burnside,  Eichenbaum,  and  Rebelo  (BER) differs  from 
earlier contributions  to research on cyclical fluctuations  in productivity 
in five ways: 
1.  BER drop the assumption  of cost minimization  and the use  of factor 
prices in favor of direct estimation  of production-function  elasticities. 
2.  They  use  data on electricity consumption  as a proxy for the flow  of 
capital services. 
3.  They  assume  that  materials  inputs  and  output  are perfect  comple- 
ments,  so that data on gross  output  can be used  without  measuring 
materials inputs. 
4.  They measure  the changes  in all labor input from the changes  in labor 
input  from production  workers. Comments  ? 119 
5.  They  use  the  lagged  unexplained  element  of monetary  policy  as an 
instrument  to estimate  the production  function. 
I will  start by  describing  the  basic  BER method.  It starts  with  the 
standard log-linear approximation  to the production  function: 
AY =  a&FAF  +  +. 
FC{K,L,E,M} 
Here AY is the change in the log of gross output,  &F is the elasticity of the 
production  function  with  respect to factor F, AF is the change  in the log 
of  the  amount  of  that  factor in  use,  and  e  is  the  random  growth  in 
productivity. 
The  first step  is  to apply  the  hypothesis  that  Y, E, and  M move  in 
proportion: 
AY =  aL  AL +  aK  AK +  E, 
&L 
aLL0L  aL 
- 
_ 
1  -  a,  -  aM 
and  similarly  for aK. Data on  gross  output  can be used  in conjunction 
with  data on  labor and  capital only,  given  this assumption.  Increasing 
returns can be diagnosed  in the usual way after taking this step: 
aF >  1  iff  aL+  aK > 
FE{K,L,E,M} 
rBER, in their specification  3, also consider the earlier approach exploit- 
ing the proposition  that cost minimization  implies that the elasticities are 
in proportion  to the cost shares: 
PFF 
aF  =  pY  X  ysF.  E pxx 
Thus,  the  extent  of increasing  returns  can be measured  from the  one- 
parameter equation 
AY =  y(SL AL +  sK AK) +  e. 120 *  HALL 
In BER's basic specification,  they estimate the elasticities directly. On the 
one hand,  they avoid the assumption  of cost minimization  and the need 
to measure  factor prices.  On the other hand,  they  need  more powerful 
instruments  to estimate  more parameters. 
The  second  step  is  to  apply  the  hypothesis  that  E and  K move  in 
proportion: 
Y =  a  AL +  aK AE +  . 
BER find reasonable  values  for the two  elasticities,  and the  sum  of the 
two is very close  to one.  Of the innovations  I listed,  the one responsible 
for overturning  earlier findings  of increasing returns to scale is the use of 
the electricity proxy. 
I find the logic of the electricity proxy much less  compelling  than do 
BER. The single  most important category of capital is computers.  Larger 
computers  are used  24 hours a day-a  small staff works overnight  run- 
ning batches of transactions.  Computers are not very electricity- or labor- 
intensive;  they are just expensive.  BER assume  that computer utilization 
fluctuates  along  with  electrically  intensive  production  operations.  The 
result is an unambiguous  downward  bias in the sum of the production 
elasticities.  But BER, following  Matthew  Shapiro's earlier work,  confirm 
the findings  by using  a direct measure of the workweek  of capital. There 
is  a question  whether  the  direct measure  may  not  be  superior  to  the 
electricity proxy. 
My strongest  disagreement  with BER is about the assumption  of per- 
fect complementarity  between  output  and materials inputs.  Their own 
data on electricity usage  do not support the hypothesis  completely.  Any 
cyclical  fluctuations  in the  extent  of vertical integration  will  invalidate 
BER's approach.  If firms contract out when  demand  is strong and make 
their own  when  it is weak,  the perfect complementarity  will fail, poten- 
tially in an important way. I am not advocating  the use of value added, 
but rather tackling the true production  function head-on,  using  data on 
gross output  and all inputs,  including  materials. The necessary  data are 
available (at annual frequency) and ought to be used. 
BER's assumption  that nonproduction  and production  workers move 
in exact proportion  is plainly refuted by their own data. The assumption 
clearly biases  the results against finding increasing returns, for the same 
reason  I discussed  above.  By overstating  the movements  of total labor 
input,  the  results  understate  the  elasticity  of  the  production  function 
with  respect  to labor. Good data on hours of all workers are available at 
the two-digit  level.  A high priority should be the development  of similar 
data at finer levels  of disaggregation. Comments 121 
Previous research on cyclical productivity has avoided  using monetary 
policy  as  an  instrument,  on  the  grounds  that  policy  may  respond  to 
shifts in technology.  BER overcome  this objection through timing-they 
remove  the  contemporaneous  relation between  major macro variables 
and their measure  of monetary  policy. The key, unstated  assumption  is 
that monetary  policymakers  do not have advance knowledge  of technol- 
ogy  shifts.  I do not find this unreasonable.  It turns out to yield powerful 
instruments  because  the lagged  effect of monetary policy on real activity 
is so potent. 
BER deliberately  omit all of the developments  in research on cyclical 
productivity  based  on  elaboration  of the  way  labor enters  production. 
The  strategy  of the  paper is to concentrate  on capital measurement  is- 
sues.  In brief, research by Susanto  Basu and others has shown  that the 
use of weekly  hours per worker as a proxy for unmeasured  fluctuations 
in work effort will largely eliminate  evidence  of increasing  returns.  The 
research proceeds  in exact parallel to BER's work. 
Thus,  it is now  well established  that adding a free variable-electricity 
consumption,  workweek  of capital, or workweek  of labor-to  a cyclical 
productivity  equation  will  eliminate  evidence  of  increasing  returns. 
These  free  variables  are highly  correlated with  output.  Research  now 
needs  to turn to the issue  of whether  the role of the free variables in the 
productivity  equation  is  at  the  level  that  makes  sense  as  a matter  of 
theory, or whether  its role is exaggerated  by problems  of measurement 
errors. 
Central to this next step is the creation of a complete  theory of factor 
utilization.  BER do  not  inquire into  the economics  of the workweek  of 
capital, but we already know it is a murky subject. If extra hours of use of 
capital come  at zero  cost,  it is hard to explain  why  capital is not  used 
every hour of the week.  Shift differentials in labor cost may be part of the 
story, but depreciation  of capital in use  may be another.  There are also 
strategic theories  of the value of excess capital-they  support a subgame 
perfect  equilibrium  in which  entry is deterred by the credible threat to 
revert to competition  upon  entry. Competitive  levels of output could not 
be produced  without  the extra capacity. 
Current  research,  including  this  paper,  seems  in  danger  of  finding 
implausibly  little  increasing  returns.  We know  that firms have  certain 
kinds  of  overhead,  including  intellectual  property  and  organizational 
capital.  The  finding  of  constant  returns  to  scale,  along  with  its  direct 
counterpart,  zero markup of price over marginal cost, leaves no room for 
any  kind  of overhead.  I suspect  that when  we  solve  some  more of the 
measurement  problems,  we  will  conclude  in  favor of  mild  increasing 
returns. 122 *  DISCUSSION 
Discussion 
In response  to the comments  by Hall and Basu, Eichenbaum agreed that 
overhead  labor and capital were  important,  at least in principle; Section 
5 of the paper provides  some discussion  of the potential sensitivity  of the 
results  to the  existence  of overhead  factors. Hall and Eichenbaum  also 
discussed  the  implications  of the fact that overhead  capital (structures, 
computers)  is probably less  electricity-intensive  than capital whose  use 
varies  with  production.  (The revised  version  of  Section  5 includes  an 
example  that investigates  this possibility.) Eichenbaum resisted the iden- 
tification  of  overhead  labor  with  supervisory  workers;  he  noted  that 
much supervisory  labor might vary with production,  and that he and his 
coauthors had been unable to reject statistically that the overhead compo- 
nent  was  larger for supervisory  than production  workers.  Rebelo inter- 
jected  that  their  intention  had  been  to  design  a consistent  theoretical 
framework which  would  allow them to estimate the parameters of inter- 
est,  given  the  available  data; if better or more  disaggregated  data had 
been  available,  it might  have  been  feasible  to use  a model  including  a 
more detailed  treatment of overhead  labor, overhead  capital, and differ- 
ent types  of capital. 
Hall took Rebelo's  comment  as justification for a greater emphasis  on 
annual  (as opposed  to quarterly) data,  since  more detail is available at 
the  annual  frequency.  For example,  as  Basu  noted,  there  are annual, 
industry-level  data on  supervisory  and production  worker-hours;  there 
are also  industry  data  on  materials  inputs.  Eichenbaum  defended  the 
emphasis  on  quarterly data on  the  grounds  that having  more observa- 
tions improved  the precision  of the estimates.  In addition,  he noted  that 
the  annual  capital  stock  data are constructed  using  strong  maintained 
assumptions  about market structure, user costs,  etc.; he felt it was worth 
exploring  alternatives  to  using  these  data.  Hall responded  that  going 
from annual to quarterly data did not increase the real quantity of infor- 
mation  by  very  much,  and  entailed  some  sacrifices.  Ben  Bernanke 
pointed  out  that quarterly data have  the advantage  of better capturing 
business-cycle  phenomena,  which  are largely what  the paper is about. 
Robert Gordon  suggested  that the authors  should  use  data at both  fre- 
quencies  to check the bias in their estimates. 
Julio Rotemberg  made  the  point  that there are no  data at either fre- 
quency  that identify  a key parameter, the marginal elasticity of electricity 
use with  respect  to variations in capital utilization.  Thus there is no real 
alternative to making  strong modeling  assumptions. 
John Shea focused  on the paper's results which indicate that the slope Discussion 123 
of the short-run marginal cost curve is positive.  He noted that this paper 
agrees  with  two  previous  studies-Basu's  paper, which  uses  materials 
as a proxy  for variable input,  and  Shea's  recent article in the  Quarterly 
Journal  of Economics-which  find the elasticity  of marginal cost with  re- 
spect  to output  to be about 0.2 in the short run. Hall remarked that the 
long-run  supply  curve might  still slope  down.  Shea agreed,  but pointed 
out that for many macroeconomic  issues,  for example the propagation of 
demand  shocks,  what  matters  most  is the  slope  of the  short-run  mar- 
ginal cost curve. 
Simon  Gilchrist noted  that because  the share of computers  in produc- 
ers' equipment  had  increased  dramatically in recent years,  there might 
be  strong  trends  in  the  biases  of  the  estimated  coefficients,  and  these 
trends might be correlated across industries. 
Ben Bernanke  asked  about  the implications  of the paper's  results  for 
real business  cycle (RBC) models,  as contrasted, for example, with mone- 
tary models  of the business  cycle. Eichenbaum said that he believed  that 
it is very hard to isolate large exogenous  shocks coming from technology. 
This is not fatal for the RBC approach, but it suggests  the need to look for 
strong propagation  mechanisms  that can amplify relatively small techno- 
logical  impulses  into  large  economic  fluctuations.  On  the  issue  of  the 
relative  explanatory  power  of  technology  shocks  and  money,  Eichen- 
baum cited vector autoregression  studies  that attribute about 30-35% of 
the forecast variance  of output  to monetary  policy innovations;  this re- 
sult, even  if taken at face value,  leaves considerable room for technologi- 
cal and other sources  of cyclical fluctuations. 
Basu  raised  the  issue  of  whether  omitting  data on  materials  inputs 
mattered  for the  paper's  results.  He  noted  that even  if the  production 
function  was  Leontief  in  value  added  and  materials,  the  omission  of 
materials  would  matter if materials inputs  did not enter with  an expo- 
nent  of one,  that is, if the production  function were nonhomothetic.  He 
claimed  that an instrumented  regression  of the change  in output  on the 
change  in  materials  inputs  typically  yields  a coefficient  of  about  0.8, 
rather than  1.0  (as would  be  the  case  if the  production  function  were 
homothetic).  Eichenbaum  said that he and his coauthors had estimated 
the same regression  and found a similar coefficient,  in the vicinity of 0.9. 
Given  measurement  errors, he suggested,  it is difficult to conclude  that 
these  point  estimates  are significantly  different from one. 
Gordon  asked  whether  there  was  a trend  in the  share  of materials. 
Basu  said  that there  had  been  a lot of materials deepening  over  time, 
with  the  share  of  materials  rising  from  0.5  in  the  1960s to  0.6  in  the 
1980s. Eichenbaum  did not consider  this trend to be a problem for their 
framework. 