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Abstract
The results of our recent paper [P. Korman,Y. Li, T. Ouyang, Computing the location and the direction of bifurcation, Math. Res.
Lett. 12 (2005) 933–944] appear to be sufﬁcient to justify computer-generated bifurcation diagram for any autonomous two-point
Dirichlet problem. Here we apply our results to polynomial-like nonlinearities.
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1. Introduction
We study the exact multiplicity of positive solutions for a class of polynomial-like nonlinearities. Our prototype is
the Dirichlet problem (for u = u(x))
u′′ + (u − b0)(u − b1)(u − b2) · · · (u − b2n−1)(b2n − u) = 0,
when x ∈ (−1, 1), u(−1) = u(1) = 0, (1.1)
with constants 0b0 <b1 <b2 < . . .< b2n−1 <b2n, and a positive parameter . In case n = 1, i.e., when f (u) is a
cubic, this problem was studied in [12,13], where time-maps were used, and in our papers [7–10], where we used
bifurcation approach.We present here two computer-assisted approaches to the exact multiplicity of positive solutions.
To explain our methods, let us consider a more general problem
u′′(x) + f (u(x)) = 0 on (−1, 1), u(−1) = u(1) = 0, (1.2)
where f (u) ∈ C2(R¯+).We recall that positive solutions of (1.2) are even functions, with u′(x)< 0 for x > 0, and hence
any solution is uniquely identiﬁed by = u(0), see [5,8]. Actually, the value of u(0)=  uniquely identiﬁes both  and
u(x), as follows easily by scaling  out of (1.2), and using uniqueness for initial value problems, see [4]. Hence the
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Fig. 1. Bifurcation diagram for the problem (4.4).
solution set of (1.2) can be faithfully depicted by planar curves in (, ) plane. It is customary to refer to these curves as
bifurcation diagrams. Fig. 1 gives such a bifurcation diagram in case of a polynomial of degree 5. We wish to validate
this bifurcation diagram, i.e., to prove its correctness. The tools come from our recent paper [10], where we presented
a formula, which allows one to compute all ’s where a turn may occur, and another formula, which allows to compute
the direction of the turn, and to prove that the turning point is non-degenerate, i.e., it persists under small perturbations.
Recall that a positive solution of (1.1) is called singular if the corresponding linearized problem (see (2.2) below) has
a non-trivial solution. In [10] we provided a necessary and sufﬁcient condition on  for the solution to be singular and
thus a necessary condition for the turning point to occur:
G() ≡ F()1/2
∫ 
0
f () − f ()
[F() − F()]3/2 d − 2 = 0, (1.3)
with F(u) = ∫ u0 f (t) dt . This formula can be used to compute numerically all turning points. At the turning points we
are interested in the turning direction. We showed in [10] that the curve turns to the right in (, ) plane if
D() ≡
∫ 
0
f ′′(u)
(∫ 
u
f (s) ds
)(∫ u
0
ds
(
∫ 
s
f (t) dt)3/2
)3
du< 0, (1.4)
and the turn is to the left if the opposite inequality is true.
The polynomial f (u) = (u − b0)(u − b1)(u − b2) . . . (u − b2n−1)(b2n − u) has a negative hump over (b0, b1)
followed by a positive hump (b1, b2). We shall refer to them as a pair of humps. This polynomial has n pairs of
humps. It is well known that each solution branch has its maximum values inside a single positive hump, and that it is
necessary to have
∫ b2
b0
f (u) du> 0, in order for solutions with maximum values in (b1, b2) to exist.We shall assume this
condition to hold, and similarly for the other humps, since otherwise we can combine some pairs of humps. We shall
now describe two approaches for validating the bifurcation diagrams. For simplicity, we shall do so for our example
g(u)= (u− 1)(u− 2)(u− 4)(u− 5)(7 − u), whose bifurcation diagram, which was computed using Mathematica, is
given in Fig. 1.
A direct approach. We plot the graph of the function G() over the portion of the positive hump (2, 4) where a
turning point might occur (i.e., solution with maximum value in that interval might be singular). This graph is given
by the dashing curve in Fig. 2. It shows that G() has exactly one root. This already gives a reasonable assurance that
the solution curve with maximum values in (2, 4) is parabola-like, i.e., it has exactly one turning point, with a turn
to the right in the (, ) plane. One may still worry that near the root of G() there are, say, two more roots invisible
to an eye (i.e., requiring more accurate computation). The computer assisted proof results when we draw the graph
of D(). It is deﬁnitely negative near the root of G(), i.e., the turn is to the right at any (hypothetical) root of G()
nearby, and hence there is exactly one turn. (If we had three turns, one of them would be to the left.) Computing in
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Fig. 2. The functions G() (dashed) and D() (solid).
exact arithmetics, with standard error estimates, one can make this proof completely rigorous. (To compute D() and
G() we used a highly accurate NIntegrate command of Mathematica.)
An indirect approach. We recall that the function D(), deﬁned above, gives the value (up to a positive factor) of the
integral
∫ 1
−1 f
′′(u)w3 dx at any singular solution u(x) (and w(x) is solution of the corresponding linearized equation).
We recall in the next section that the condition
∫ 1
−1 f
′′(u)w3 dx = 0 implies that the singular point is non-degenerate,
i.e., it persists under small perturbations. If all singular points are non-degenerate, then no new singular points are
created under perturbations. Let us now return to the above example. Shift the second pair of humps to the origin, i.e.,
consider the problem (1.2), with f (u)= g(u+ 4)=u(u+ 3)(u+ 2)(u− 1)(3−u). Since f (0)= 0, and f (u) changes
concavity once on (1, 3), it follows that solutions of (1.2) with maximum value in (1, 3) form a parabola-like curve, see
[8] or [13]. We now translate back, considering f (u− ), with 0< 4. Our computations show that D() = 0 for all
0< 4, and all relevant . It follows that for the original problem, with g(u)= (u− 1)(u− 2)(u− 4)(u− 5)(7− u),
solutions with maximum values in (5, 7) form a parabola-like curve. Similarly, we show that solutions with maximal
values in (2, 4) form a parabola-like curve.
We remark that equations with polynomial-like nonlinearities have been studied in a number of previous works, see,
e.g., [1–3,6,8,10,12–14].
2. Perturbation of critical points
We consider positive solutions of the Dirichlet problem
u′′ + f (u, ) = 0, x ∈ (−1, 1), u(−1) = u(1) = 0, (2.1)
depending on positive parameters  and . We assume that the function f (u, ) is twice continuously differentiable in
u and continuous in . We will be particularly interested in the critical points of (2.1), i.e., the solution triples (, u, )
for which the corresponding linearized problem
w′′ + fu(u, )w = 0, x ∈ (−1, 1), w(−1) = w(1) = 0 (2.2)
has a non-trivial solution w(x). Recall that any positive solution of (2.1) is an even function, with u′(x)< 0 for x > 0,
and that any non-trivial solution of (2.2) is a positive even function, see [8]. We also recall the following lemma that
we proved in [8].
Lemma 2.1. Let u(x) be a critical solution of (2.1), and w(x)> 0 a corresponding solution of (2.2). Then we have∫ 1
−1
f (u, )w dx = 1

u′(1)w′(1)> 0. (2.3)
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To continue the critical points, when the secondary parameter  is varied, we need the following lemma that was ﬁrst
proved, in [4], see also [11,9] where a simple proof was given.
Lemma 2.2. Let (0, u0, 0) be a critical point of (2.1), with w0 the corresponding non-trivial solution of (2.2), and
assume that∫ 1
−1
fuu(u0, 0)w
3
0 dx = 0. (2.4)
Then there is a unique critical solution ((), u(), ) near (0, u0, 0).
We will be particularly interested in the following two-parameter problem:
u′′ + f (u − a) = 0 x ∈ (−1, 1), u(−1) = u(1) = 0, (2.5)
arising when one shifts the nonlinearity f (u), and the corresponding linearized problem
w′′ + f ′(u − a)w = 0 x ∈ (−1, 1), w(−1) = w(1) = 0. (2.6)
The non-degeneracy condition at the critical point (0, u0, a0) is∫ 1
−1
f ′′(u0 − a)w30 dx = 0. (2.7)
If this condition holds, then by Lemma 2.2 we have a curve of critical points (0(a), u0(x, a), a) in the neighborhood
of (0, u0, a0). The following lemma shows that all turning points move to the right when a is increased.
Lemma 2.3. Assume that condition (2.7) is satisﬁed for a ∈ [0, a0), with some a0 > 0. Then for any critical solution

a
0(a)> 0 for all a ∈ [0, a0).
Proof. For simplicity we shall write  for 0, and u(x, a) for u0(x, a). Along the curve of critical solutions (described
in Lemma 2.2) we differentiate Eq. (2.5) in a, obtaining
u′′a + (a)f ′(u − a)(ua − 1) + ′(a)f (u − a) = 0, ua(−1) = ua(1) = 0.
We now multiply this equation by w(x), Eq. (2.6) by ua(x), subtract and integrate
′(a)
∫ 1
−1
f (u − a)w dx = (a)
∫ 1
−1
f ′(u − a)w dx.
By Lemma 2.1,
∫ 1
−1 f (u − a)w dx > 0, while∫ 1
−1
f ′(u − a)w dx = −
∫ 1
−1
w′′ dx = −2w′(1)> 0,
and the proof follows. 
We show next how one can restrict the part of positive hump, where turning points may occur. We consider again
the problem
u′′(x) + f (u(x)) = 0 on (−1, 1), u(−1) = u(1) = 0. (2.8)
We assume that f (u) ∈ C2(R¯+) satisﬁes
f (a) = f (b) = f (c),
f (u)< 0 on (a, b), f (u)> 0 on (b, c),∫ c
a
f (u) du> 0 (2.9)
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for some a <b<c. We also assume that f (u) changes concavity exactly once, i.e., there exists a point  ∈ (a, c) so
that
f ′′(u)> 0 for au< , f ′′(u)< 0 for u> . (2.10)
Notice that we make no assumptions on the behavior of f (u) on the interval (0, a) (except for its smoothness). Let
 ∈ (b, c) be the unique point satisfying
f ′() = f ()
 − a .
(I.e.,  is the point where a straight line through the point (a, 0) touches the graph of f (u).) The linearized problem
for (2.8) is
w′′ + f ′(u)w = 0 x ∈ (−1, 1), w(−1) = w(1) = 0. (2.11)
Any non-trivial solution of (2.11) can be assumed to be of one sign, i.e., w(x)> 0 on (−1, 1), see [8].
Lemma 2.4. Assume f (u) satisﬁes conditions (2.9) and (2.10). Let u(x) be a critical solution of (2.8), with u(0) ∈
(b, c). Then
u(0)> .
Proof. Assume on the contrary that u(0) ∈ (b, ]. We claim that
f ′(u)> f (u)
u − a for u ∈ (a, ). (2.12)
Indeed, letting p(u) = (u − a)f ′(u) − f (u), we have p(a) = p() = 0, while p′(u) = (u − a)f ′′(u) changes sign
exactly once on (a, ), and p′(u) is positive near u = a, and negative near u = . It follows that p(u)> 0 on (a, ).
Next, we denote by  ∈ (0, 1) the point, where u() = a. Let v(x) = u(x) − a. Then v(x) satisﬁes
v′′ + f (v + a) = 0, x ∈ (−, ), v(−) = v() = 0, (2.13)
while (2.11) becomes
w′′ + f ′(v + a)w = 0 x ∈ (−1, 1), w(−1) = w(1) = 0. (2.14)
The inequality (2.12) implies that vf ′(v + a) − f (v + a)> 0. We now multiply Eq. (2.13) by w, Eq. (2.14) by v,
subtract, and integrate over (0, ), obtaining
v′()w() + 
∫ 
0
w(x)(f (v + a) − vf ′(v + a)) dx = 0.
Since both terms on the left are negative, we have a contradiction. 
3. Solutions with maximum values in a positive hump
We assume that f (u) satisﬁes conditions (2.9) and (2.10), both with a = 0. Let 0 ∈ (b, c) be the unique point,
where f ′(u) = f (u)/u. The function f (u − a) has the roots at A = a, B = b + a, C = c + a. Conversely, if some
function g(u) has positive roots at 0<A<B <C, we can deﬁne f (u) = g(u + A), and then obtain g(u) by doing
the gradual shifting f (u − a), with 0aA. We now solve the problem (2.5), at a ﬁxed , and denote its solution
by u(x, a). By Lemma 2.4 we have u(0, a) ∈ (0 + a, c + a) at any turning point. We say that the function f (u),
satisfying conditions (2.9) and (2.10), both with a = 0, is A-non-degenerate if at any critical solution u(x, a) of (2.5),
with u(0, a) ∈ (0 + a, c + a) (here w is a solution of the corresponding linearized Eq. (2.6)) we have∫ 1
−1
f ′′(u − a)w3 dx = 0 for all 0aA. (3.1)
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Assume that the function g(u) has positive roots at 0<A<B <C, and it is negative on (A,B) and positive on (B,C).
We shall refer to this situation as a pair of humps on (A,C). We say that this pair of humps is non-degenerate, if the
function f (u) ≡ g(u + A) is A-non-degenerate.
Theorem 3.1. Assume that f (u) ∈ C2(R¯+) satisﬁes conditions (2.9) and (2.10), both with a=0. Assume ﬁrst a=0 in
(2.5).Then there is a critical 0 such that for < 0 the problem (2.5) has no positive solutions, it has exactly one positive
solution at = 0, and exactly two positive solutions for > 0. Moreover, all solutions lie on a single solution curve,
which for > 0 has two branches 0<u−(x, )<u+(x, ). Both u−(x, ) and u+(x, ) are non-singular solutions
for all > 0. Moreover, if f (u) is A-non-degenerate, then the same conclusion holds for the problem (2.5) for all
0<aA. (With the turn occuring at 0 = 0(a), an increasing function.)
Proof. In case a = 0, this result was proved in [12,13,8]. We have at a = 0 a parabola-like curve with a single singular
solution. In view of Lemmas 2.2 and 2.4, we have a unique singular solution for all 0<aA, and hence the solution
curve has the same shape (if there were more than one singular solution at some a = a0, we could continue it back for
decreasing a, obtaining more than one singular solution at a = 0, a contradiction). 
4. Polynomial-like equations
We study positive solution of
u′′ + g(u) = 0 x ∈ (−1, 1), u(−1) = u(1) = 0. (4.1)
We consider functions g(u) modeled on the polynomials with distinct positive roots at 0b0 <b1 <b2 < · · ·<b2n,
for some n1. We assume that g(u) ∈ C2[0, b2n], and for k = 1, . . . , n we have
g(b0) = g(b1) = · · · = g(b2n) = 0,
g(u)> 0 on (0, b0) ∪ (b2k−1, b2k), g(u)< 0 on (b2k−2, b2k−1), (4.2)∫ b2k
b2k−2
g(u) du> 0,
if b0 > 0 then g′(u)< 0 on (0, b0). (4.3)
The maximum value u(0) = u(0, , a) of any solution of (2.5) belongs to one of the positive humps of g(u), i.e.,
g(u(0))> 0.Assume u(0) ∈ (b2k−1, b2k), the kth positive hump. Let 	k ∈ (b2k−1, b2k) be such that
∫ 	k
b2k−2 g(u) du= 0.
It is easy to see that for any solution in the kth positive hump, u(0) ∈ (	k, b2k), see e.g., [8]. Let k be the unique
solution of the equation f ′(u) = f (u)/(u − b2k−2) over the interval (b2k−1, b2k). It follows by Lemma 2.4 that at any
turning point in the kth positive hump u(0) ∈ (k, b2k). Hence we can restrict our search for the turning points to the
interval u(0) ∈ (max(	k, k), b2k).
For the indirect approach, as we vary  (keeping a ﬁxed), this maximum value varies within one positive hump
(b2k−1, b2k). If this positive hump, together with the preceding negative one forms a non-degenerate pair of humps
(this notion was deﬁned above), then all positive solutions with maximum values in the positive hump (b2k−1, b2k) lie
on a parabola-like curve. If all pairs of humps of g(u) are non-degenerate, we will have an exact multiplicity result. In
the direct approach, we just compute the functions D() and G() over the interval (max(	k, k), b2k).
Theorem 4.1. Consider the problem (4.1) with g(u) satisfying the conditions (4.2). Assume that all positive humps
(b2k−1, b2k), k = 1, . . . , n contain exactly one turning point (as veriﬁed computationally). Then, in case b0 = 0, the set
of all positive solutions of (4.1), with maximum values lying in (0, b2n), consists of n parabola-like curves, opening to
the right in the (, u(0)) plane. If b0 > 0, then in addition to the solution curves described above, there is a monotone
in  curve (i.e., no turns), starting at ( = 0, u(0) = 0).
Proof. As in the Theorem 3.1, there is a parabola-like curve of solutions, with maximum values u(0) belonging to
any positive hump of g(u). Monotonicity of the lower curve, in case b0 > 0, is easy to prove, since g′(u)< 0 on
(0, b0). 
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Fig. 3. The functions G() (dashed) and D() (solid) over the second positive hump.
Example. We consider the problem
u′′ + (u − 1)(u − 2)(u − 4)(u − 5)(7 − u) = 0, u(−1) = u(1) = 0. (4.4)
Numerical integration produces the bifurcation diagram for positive solutions, given in Fig. 1, with umax = u(0). We
shall prove that this picture is exact, i.e., there are two critical numbers 10 < 20, so that the problem (4.4) has exactly
one positive solution when  ∈ (0, 10), exactly two positive solutions at =10, exactly three when  ∈ (10, 20), exactly
four at  = 20, and exactly ﬁve when > 20. (In particular, we have exactly ﬁve positive solutions for large .)
We compute 1  2.697, 	1  2.818, and so turning points in the ﬁrst positive hump are only possible on the interval
(2.818, 4). (Actually, maximum value of any solution in the ﬁrst positive hump lies in this interval.) Fig. 2 shows that
only one turning point is possible in the ﬁrst positive hump, and the turn is to the right. (We have scaled G() by a
positive factor to ﬁt it in the same screen with D().)
Turning to the second positive hump, we compute 1  6.206, 	1  5.478, and so turning points in the second
positive hump are only possible on the interval (6.206, 7). Fig. 3 shows that only one turning point is possible in the
second positive hump, and the turn is to the right. (We have scaled G() by a positive factor to ﬁt it on the same screen
with D().)
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