Abstract. Using the method of Nehari manifold, we prove the existence of at least two distinct weak solutions to elliptic equation of four order with singulatities and with critical Sobolev growth.
Introduction
Fourth order elliptic equations have been intensively investigated the last tree decades particularly after the discovery of an important conformally invariant operator by Paneitz on 4 -dimensional Riemannian manifolds [19] and whose definition was extended to higher dimension by Branson [8] .This operator is closely related to the problem of prescribed Q-curvature. Many works have been devoted to this subject ( see [1] , [2] , [3] , [4] , [5] , [6] , [7] , [11] , [12] , [13] , [14] , [15] , [16] , [17] , [20] , [21] , [22] , [23] , [24] ). Let (M, g) a compact smooth Riemannian of dimension n ≥ 5 with a metric g. We denote by H 2 2 (M ) the standard Sobolev space which is the completion of the space C ∞ (M ) with respect to the norm
H 2 2 (M ) will be endowed with the equivalent suitable norm
Recently, Madani [18] , has considered the Yamabe problem with singularities which he solved under some geometric conditions. The first author in [6] considered singular fourth order elliptic equations with of the form Theorem 1. Let (M, g) be a compact n-dimensional Riemannian manifold, n ≥ 6, a ∈ L s (M ), b ∈ L p (M ), with s > n 2 , p > n 4 , f ∈ C ∞ (M ) a positive function and P ∈ M such that f (P ) = max x∈M f (x).
For n ≥ 10,or n = 9 and 9 4 < p < 11 or n = 8 and 2 < p < 5 or n = 7 and 7 2 < s < 9 , 7 4 < p < 3 we suppose that n 2 + 4n − 20 6 (n − 6) (n 2 − 4) R g (P ) − n − 4 2n (n − 2) ∆f (P ) f (P ) > 0.
For n = 6 and 3 2 < p < 2, 3 < s < 4, we suppose that R g (P ) > 0.
Then the equation (1.1) has a non trivial weak solution u in H 2 2 (M ). Moreover if a ∈ H s 1 (M ), then u ∈ C 0,β , for some β ∈ 0, 1 − n 4p ..
For fixed R ∈ M , we define the function ρ on M by
where δ(M ) denotes the injectivity radius of M . In this paper, we are concerned with the following problem: for real numbers σ and µ, consider the equation in the distribution sense
where the functions a and b are smooth M and 1 < q < 2. Denote also by P g the operator define on
Our main results state as follows:
Theorem 2. Let 0 < σ < 2 and 0 < µ < 4. Suppose that the operator P g is coercive and
Then there is λ * > 0 such that if λ ∈ (0, λ * ), the equation (1.3) possesses at least two distinct non trivial solutions in the distribution sense.
The proof of Theorem 2 relies on the following Hardy-Sobolev inequality ( see [4] ). Lemma 1. Let (M, g) be a compact n-dimensional Riemannian manifold, and p, q and γ real numbers satisfying
For any ε > 0, there is a constant A(ε, q, γ) such that
In particular in case γ = 0, K(n, q, 0) = K(n, q) is the best constant in Sobolev's inequality.
For brevity along all this work we put K o = K(n, 2). Let σ and µ be as in Theorem 2, the Hardy-Sobolev inequality given by Lemma 1 leads to
and since
where β > 0 is a constant and it is well known that for any ε > 0 there is a constant c (ε) > 0 such that
Let K(n, 2, σ) be the best constant in inequality (1.4) and K(n, 2, µ) the best one in the inequality
For any 0 < σ < 2 and 0 < µ < 4, let u σ,µ be the solution of Equation (1.7).
In the sharp case σ = 2 and µ = 4, we obtain the following result Theorem 3. Let (M, g) be a Riemannian compact manifold of dimension n ≥ 5. Suppose that the operator P g is coercive and let u σ,µ σ,µ be a se-
Suppose that
has at least two distinct non trivial solutions in distribution sense.
We consider the energy functional J λ defined by for each u ∈ H 2 2 (M ) by
and
It is well-known that the solutions of equation (1.3) are critical points of the energy functional J λ . The Nehari minimization problem writes as follows
where
Note that N λ contains every solution of equation (1.3) . N λ splits in three parts
Before stating our main result, we give some nice properties of N
The following lemma shows that the minimizers of J λ on N λ are usually critical points for J λ .
If v is a local minimizer for J λ on N λ , then by Lagrange multipliers' theorem, there is a real θ such that for any ϕ ∈ H 2 2 (M )
If θ = 0, then the lemma is proved. If it is not the case we pick ϕ = v and we use the assumption that v ∈ N λ to infer that
which contradicts that v / ∈ N 0 λ . Now we give some preparatory lemmas.
Lemma 3. There is λ 1 > 0 such that for any λ ∈ (0, λ 1 ) the set N 0 λ is empty .
Proof. Suppose for every λ > 0 there is
and by the fact that
we get
and also
Independently by the Sobolev's inequality and the coerciveness of the operator P g we obtain
where Λ denotes a constant of the coercivity. From (1.6) and (1.8) we deduce that
If u ∈ N 0 λ ′ , then (1.6) and (1.7) give
and taking account of the coerciveness of the operator P g and the Sobolev's inequality one get
That is to say
Hence, if λ is sufficiently small, so as λ ′ > 0 and
Proof. If u ∈ N λ ,then by equality (1.6) and the Sobolev's inequality, we deduce that
and taking account of the coerciveness of the operator P g , we infer that
where Λ is a constant of coercivity. If u ∈ N λ and u ≥ 1,
If u ∈ N λ with u < 1, we have
Thus J λ is bounded below on N λ .
As a consequence of Lemma 2 we have
Lemma 6. For every λ ∈ (0, min(λ 0 , λ 1 )),
we infer that
By Sobolev's inequality and from the coerciveness of the operator P g , there exists a constant Λ > 0, such that
λ and u < 1, by Sobolev's inequality, the inequality (1.10) and the coerciveness of the operator P g , we obtain
and Λ is a constant of coerciveness.
The inequality (1.12) becomes
Hence, if we take
For each u ∈ H 2 − {0}, define
so E(0) = 0 and E(t) goes to −∞ as t → +∞. Also for t > 0, we have
and E ′ (t) = 0 at
Hence E(t) achieves its maximum at t o and it is increasing on [0, t o ) and decreasing on [t o , + ∞).
Evaluating the function E at t o ,
By the Sobolev's inequality we get for any ǫ > 0,
where Λ is the constant of the coercivity, K o the best constant in the Sobolev's inequality and A (ǫ) the correspondent constant, f ∞ = sup x∈M |f (x)| and
Independently and in the same way as above we get
Hence
Consequently by the nature of the function E(t) we infer the existence of t − , t + with 0 < t + < t o < t − such that
Now we evaluate Φ λ at t − u and at t + u to get
and by (1.16) we deduce that
and also we get Φ λ (t + u) = 0.
Moreover, we have
and taking account of (1.16) we infer that
and again by (1.16) we obtain
By similar procedure we get also t + u ∈ N + λ .
Existence of a local minimizer for
In this section we focus on the existence of a local minimum of J λ on N + λ and N − λ to do so we will be in need of the following Hardy-Sobolev inequality and Releich-Kondrakov embedding respectively whose proofs are given in ( [6] ). The weighted L p (M, ρ γ ) space will be the set of measurable functions u on M such that ρ γ |u| p are integrable where p ≥ 1 and γ are real numbers. We endow L p (M, ρ γ ) with the norm
Theorem 4. Let (M, g) be a Riemannian compact manifold of dimension n ≥ 5 and p, q , γ are real numbers such that
where K(n, 2, γ) is the optimal constant.
In case γ = 0, K(n, 2, 0) = K(n, 2) = K If
The following variant of the Ekeland's variational principle will be also useful Lemma 7. If V is a Banach space and J ∈ C 1 (V, R) is bounded from below, then there exists a minimizing sequence (u n ) for J in V such that J(u n ) → inf V J and E ′ (u n ) → 0 as n → ∞.
(ii) There exists a minimizing sequence
Proof. By Lemma 4 and the Enkland's variational principle ( see 7) J λ admits a Palais-Smale sequence at level α λ in N λ ( the same is also true for (ii) ). Now, we establish the existence of a local minimum for J λ on N + λ Theorem 6. Let λ ∈ (0, λ • ), and suppose that a sequence
with
+o (1) so the sequence (u m ) m is bounded in H 2 2 (M ) and by the well known Sobolev's embedding, we get up to a subsequence that
by Brézis-Lieb Lemma ( see [9] ), we obtain
Now since σ ∈ (0, 2) and µ ∈ (0, 4), by Theorem 5 we infer that ∇u m → ∇u + strongly in L 2 (M, ρ −σ ) and u m → u + strongly in L 2 (M, ρ −µ ).First, we prove that u + ∈ N λ . Taking into account of the strong convergences of
Since u m − u + → 0 weakly in H 2 2 (M ), we test by ∇J λ (u m ) − ∇J λ (u) and get
So by (2.2), we obtain (1) i.e.
By Sobolev's inequality, we have for all u ∈ H 2 2 (M )
We test the Sobolev's inequality by u m − u, to get
+o (1) and by (2.2) one writes
or in another words
and since by assumption
we deduce that
i.e. u m → u + converges strongly in H 2 2 (M ). Obviously u + ∈ N λ . We claim that u + ∈ N + λ since it is not the case
. Now, we want to prove that u + is a trivial solution to equation (1.3) but this follows from Lemma 2 since in that case u + is a global minimizer of
Proof. The proof is similar to that of Theorem 6, so we omit it. 
and since u σ,µ ∈ N λ , we infer that
For a smooth function a on M , denotes by a − = min (0, min x∈M (a(x)). Let K(n, 2, σ) the best constant and A (ε, σ) the constants in the HardySobolev inequality.
Denote by (u + σm,µ m ) m a countable subsequence of the sequence (u + σ,µ ) σ,µ given above.
then the equation
has a non trivial solution u + ∈ N + λ in the distribution .
As in proof of Theorem 6, we get
= λ + o,σ,µ and Λ σ,µ is the coercivity's constant ( which depends on σ and µ)
First we claim that
Indeed, if ν 1,σ,µ denotes the first nonzero eigenvalue of the operator u →
Independently, if u σ,µ is the corresponding eigenfunction to ν 1,σ,µ we have
where a − = min (0, min x∈M a(x)) and b − = min (0, min x∈M b(x)). The Hardy-Sobolev's inequality leads to
Now if K(n, 2, σ) denotes the best constant in inequality (3.3) we get for any ε > 0
By the inequalities (2.3), (3.2) and (3.4), we have
So if
then we get lim σ,µ (u σ,µ ) = 0 and u σ,µ = 1 a contradiction. Denote by
The same arguments as in the proof of Theorem6 we obtain that
For the second integral, we obtain
By the weak convergence in L 2 (M, ρ −2 ) and the dominated Lebesgue's convergence theorem, we obtain that
The third integral splits as
and by the same arguments, we obtain that
It remains to show that µ m → 0 as m → +∞ and u + m → u + strongly in H 2 2 (M ) but this is the same as in the proof of Theorem 7. Consequently u + is a nontrivial solution in N + λ of equation .
Test Functions
To give the proof of the main result, we consider a normal geodesic coordinate system centred at x o . Let S xo (ρ) the geodesic sphere centred at x o and of radius ρ strictly less that the injectivity radius d. Let dv h be the volume element of the n − 1-dimensional Euclidean unit sphere S n−1 endowed with its canonical metric and put
|g(x)|dv h where ω n−1 is the volume of S n−1 and |g(x)| the determinant of the Riemannian metric g. The Taylor's expansion of G(ρ) in a neighborhood of x o expresses as
where S g ( holds . Then the equation (1.1) has at least two non trivial solutions.
Proof. The proof of Theorem 2 reduces to show that the condition (C1) of Theorem 6 which is the same condition (2.4) of Theorem ?? is satisfied and since at the end of section 1, we have shown that for a given u ∈ H 2 2 (M ) there exist two real numbers t − > 0 and t + > 0 such that t − u ∈ N − λ and t + u ∈ N + λ for sufficiently small λ, so it suffices to show that
• (max x∈M f (x))
The expression of M f (x) |u ǫ (x)| N dv g is well known (see for example [10] ) and is given in case n > 6 by provided that S g (x • ) > 0. Which achieves the proof.
