Abstract
Introduction
Failure is the execution of a behavior that violates the specification of the nominal behaviors. The task of identifying deviations from desired behavior is called failure diagnosis and the ability to deduce about previously occurred failures within a bounded number of observations is called diagnosability [14] . A system is diagnosable if each failure can be uniquely identified through a number of events in partial observations.
There are two approaches, namely, language specification [15] , and failure events [10] , to show the faulty behavior in discrete event systems. In the language specification approach, a specification represents the non-faulty behavior of the system and every deviation from that specification leads to a failure. In the failure event approach, the failures are shown in the same model using events. For both approaches, there are polynomial diagnosability algorithms. However, although polynomial time algorithms exists, the state space increases exponentially when modular systems are composed. Thus, it is often too complex to analyze systems of industrial size.
To tackle the computational complexity, abstractionbased diagnosability verification algorithms have been recently introduced for both automata and Petri net models [3, 15] , including techniques for modular systems. In [15] , the computational effort for diagnosability verification methods is reduced by determining sufficient conditions, such that diagnosability of the original system follows from diagnosability of an abstracted model. Moreover, it is shown that if the abstracted system is not diagnosable, then the original system is not diagnosable, if all observable events remain after abstraction. This requirement implies that in general only limited abstractions can be expected for non-diagnosable systems.
The aforementioned abstraction techniques used language specification. In some other works, event-based abstraction technique are exploited, which are behaviorally equivalent to the original model. The classification of different behavioral equivalences is made in [6] . One of the most well known equivalences is weak bisimulation [1] . Another slightly more restricted one is branching bisimulation (BB), [8] . Unlike weak bisimulation, BB preserves the branching structure of processes, in the sense that it preserves computations together with the potentials in all intermediate states that are passed through, even if silent moves are involved.
BB is an abstraction for labeled transition systems (LTSs) including event labels. A similar abstraction on systems with state labels, Kripke structures (KSs), is called stuttering bisimulation (SB) [2, 11] . Both BB and SB have the important property that the temporal eventually operator (E) is preserved, which is not the case for weak bisimulation. Even more, the complete temporal logic CTL* [1] , except for the next operator X, called CTL*-X, is preserved for BB and SB [11] .
For diagnosability verification based on a modular formulation, the resulting transition models include both state and event labels. Therefore, a branching bisimulation including state labels and explicit divergence (BBSD) is introduced in this paper. This is a minor generalization of visible bisimulation [5] , which also includes both state and event labels. The fact that also visible bisimulation preserves CTL*-X [5] is used in this paper to verify temporal logic properties for abstracted models based on BBSD.
The contribution of this paper is that BBSD is proposed and developed for abstraction-based diagnosability verification. Compared to previous works on abstraction for diagnosability, our approach gives more efficient abstractions. One reason is that observable events can also be abstracted, still showing equivalence between the abstracted and the original system concerning diagnosability. Furthermore, unlike earlier language-based approach, where all transitions with the same event must be considered for abstraction, in the proposed approach transitions with the same event are abstracted individually, once again result-ing in more efficient abstractions. Finally, compositional abstraction is applied for modular systems, which can be considered as a partitioning technique avoiding temporary state-space complexity in the abstraction phase.
Preliminaries
The event observation projection is a mapping from the original event set Σ to a smaller observable event set Σ o ⊆ Σ, i.e., P : Σ → Σ o ∪ {ε}, which can be extended to Σ * that is the set of all event traces generated from Σ. Here, ε shows unobservable events, so that we have s ∈ Σ * , σ ∈ Σ: P (sσ) = P (s) P (σ), with P (ε) = ε and P (σ) = ε for all σ ∈ Σ u , where Σ u is the unobservable events set.
Moreover, Σ = Σ o∪ Σ u , and Σ o = Σ s∪ Σ , where Σ s is the set of shared events that are involved in more than one module, and Σ is the set of local events that only belong to one module. Σ u = Σ f∪ Σ n , where Σ f and Σ n are failure and non-failure unobservable events, respectively.
A transition system (TS) is a tuple G = Q, Σ, →, Q 0 , AP, L where Q is a set of states, →⊆ Q × Σ × Q is a transition relation, Q 0 denotes the set of initial states, AP is a set of atomic propositions, and L : Q → 2 AP represents a proposition labeling. If the TS only includes state labels (Σ = ∅), then it is called Kripke Structure (KS). The synchronous composition on transition systems is defined as follows.
Definition 1 (Synchronous Composition) Let
The synchronous composition of G 1 and G 2 is defined as
Diagnosability of Discrete Event Systems
In this section, the diagnosability notion, along with a polynomial algorithm for diagnosability verification of modular systems is defined.
Definition 2 (Failure Assignment Function)
Failure assignment function is a mapping from Σ to state failure labels N or F , i.e., ψ : Σ → {F, N }. It means that if σ / ∈ Σ f , it is projected to N ; otherwise it is projected to F . All reachable states after an F -labeled state, keep it as their labels.
For the sake of simplicity, here one failure class is considered. Assume a system G to be live without any cycle of unobservable events, and let the set of all traces generated by G be denoted L(G). Formally, the diagnosability is defined as follows.
Definition 3 (Diagnosability)
With respect to P and ψ, a system G is diagnosable if
Here, s f and r f are the last events in traces s and r, respectively, and pr({w}) is the set of all prefixes of w.
Diagnosability Algorithm
In [10] , a verifier is introduced that abstracts away all unobservable and failure transitions by first constructing an observable transition system, G o , whose definition is presented in Algorithm 1.
The verifier G is checked for the existence of possible uncertain cycles, i.e., cycles including states with different failure labels. If the model contains at least one uncertain cycle, it is not diagnosable. This verifier has polynomial complexity O(n 4 q n t ), where n q and n t are the number of states and transitions, respectively. Algorithm 1: [10] For diagnosability verification in a modular system, let each module be
. . , k}, where k is the number of modules. The following algorithm verifies the diagnosability of G = i∈I G i .
Augment states of each
2. Obtain a non-deterministic transition system
Compute the verifier transition system,
4. Replace all state labels (NN, F F ) and (NF, F N) with C (certain state labels) and U (uncertain state labels), respectively.
5. Verify the existence of uncertain cycles, i.e., loops over states with label U in G = i∈I G i .
In the synchronization of G = i∈I G i , we may get different combinations of k number of labels in each state. Having at least one U label in each state is enough to make that state uncertain. Therefore, all states with at least one U are replaced with U , and states with only C labels are replaced with C. For instance, with k = 2, we may get different combinations of CC, CU , UC and UU in G. Except CC which is replaced with C, the rest CU , UC and UU are replaced with U . This rule is always applied in the synchronization. In diagnosability verification of a system in a modular structure, if all modules are diagnosable, the total system is diagnosable. Therefore, we assume at least one non-diagnosable module in our evaluation to verify the final diagnosability of the monolithic system.
Abstraction
Here, we outline the concept of abstraction-based diagnosability for modular systems. Since the first four steps of Algorithm 1 are performed before applying abstraction in each module, the necessary information for diagnosability verification is preserved.
Step 5 in Algorithm 1, is the most burdensome part. Thus, to overcome the problem of computational complexity, an abstraction technique preserving loops, called branching bisimulation including state labels with explicit divergence (≈ d ), is presented.
The abstraction will be applied on the verifier G i , i ∈ I. At this step, each state has the information of previously traversed transitions, thanks to the failure labels. To convey the failure occurrence information to the whole system, state labels are considered in the model. In this step we encounter two different events; local τ events, which are the replacements of local events (not involved in any other module) and also shared events. The goal is to abstract the local τ transitions.
Here, two bisimulation techniques are considered for abstraction. BB is an abstraction for LTSs including event labels and SB is an abstraction on KSs including state labels [2, 11] . For diagnosability verification based on a modular formulation, the resulting transition models include both state and event labels. Therefore, a bisimulation that includes both state and event labels is now introduced.
Branching bisimulation including state labels
Here, we generalize the notion of branching bisimulation described in [7] by adding state labels and then we add the definition of branching bisimulation including state labels with explicit divergence. This is a slightly more general but also more clean formulation compared to the visible bisimulation introduced in [5] . The fact that visible bisimulation preserves CTL*-X [5] , as well as BB and SB [11] is used in this paper to verify temporal logical properties for abstracted models.
Definition 4 (Branching Bisimulation including state labels)
Let G = (Q, Σ, →, Q 0 , AP, L) be a finite transition system. A relation R ⊆ Q × Q is called a branching bisimulation including state labels BBS (≈) if it is symmetric and satisfies the following transfer property. As depicted in Fig. 1, if 
, then ∃q n , p such that q ⇒ q n a → p and q Rq i for 0 i n and Note that, if a = τ and L(q ) = L(p ), it implies stuttering bisimulation and if a = τ and L(q ) = L(p ) it implies branching bisimulation. Moreover, if a = τ and L(q ) = L(p ) it implies the combined notion of stuttering and branching bisimulation, where here it is denoted branching bisimulation including state labels. All the mentioned bisimulations result in q Rq i for 0 i n and p Rp.
We consider G as the abstracted model when all possible τ transitions have been removed. It means that G and G are branching bisimilar when G ≈ G . We denote by ⇒ reflexive-transitive binary closure and it is indicated by τ * . Now, the goal is to remove as many τ transitions as possible and the main algorithm for BB in [9] can be used also for BBS. The algorithm starts by arbitrary initial partitioning based on the state labels and, works by successively refining the trivial partition with respect to the previous partition.
For diagnosability verification we check whether there exists a loop over uncertain states. However, silent loops disappear in BBS and we need to keep these loops. Thus, we define another version of BBS that preserves silent loops.
Definition 5 (Branching Bisimulation including state labels with Explicit Divergence)[7, 11]
A relation R ⊆ Q × Q is called a branching bisimulation with explicit divergence (BBSD) (≈ d ) if it is a BBS, and in addition satisfies the following condition for all states p, q:
If pRq and there is an infinite sequence of states
and p k Rq, ∀k ∈ Ω, then there exists an infinite sequence of states (q ) ∈Ω such that q = q 0 , q ⇒ q +1 , ∀ ∈ Ω, and p k Rq ,
Algorithmically every cycle is handled by adding a dummy state (div) to the model, which belongs to a separate partitioning. There are also ingoing transitions from states belonging to silent loops, to div. All newly added transitions are labeled with τ . Then, the algorithm for BB [9] , is applied on the new model. In the end, div and its corresponding transitions are removed and τ selfloops are added to all states connected to div.
Synchronization
The important fact that BBSD is preserved by synchronization is shown in the following proposition. Note that the local events in each transition system are replaced by τ events. Thus, every transition system may include τ events, which are considered as local events and are interleaved in the synchronization.
Proposition 1 (BBSD Synchronization
See proof in [13] .
Compositional Abstraction
In ordinary modular abstraction, each module is abstracted once, and all abstracted modules are synchronized. Compositional abstraction means that after each synchronization of two modules, the abstraction is repeated. This implies normally a significant further statespace reduction as motivated below.
General Compositional Approach
A modular system consists of G = G 1 · · · G k . In the compositional algorithm of [4] , the modular system G is abstracted step by step. Each transition system G i is replaced by an abstracted version G i . Synchronous composition is computed step by step, and the choice of the next transition system for the synchronization is made by some suitable heuristics such as maximal number of shared events between G i and G j , see [4] . Moreover, each intermediate result is abstracted again.
When abstracting a transition system G i , in an attempt to replace it by G i , there will typically be some events used in G i which do not appear in any other component G j , j = i. They are called local events (Σ i ), and are replaced by τ . In other words, some events belong to a few modules, which after synchronization they become local events for the rest of the modules, although they were not local from the beginning. In each iteration, more events become local which leads to more abstraction in comparison to merely abstracting all modules once in the beginning.
Eventually, the procedure leads to a single transition system G , the abstract description of the original system. Once G is found, the final step is to use G instead of the original system for diagnosability verification.
Diagnosability Verification of Compositional
Branching Bisimilar transition systems The ultimate goal is to determine if G satisfies the CTL expression AG AF(C), cf. [12] , where G = i∈I G i .
Algorithm 2:
1. ∀i ∈ I, follow the Steps of 1 to 4 of Algorithm 1, find G i . 3. Take two abstracted transition systems, G i and G j , with the maximal number of shared events, and compute
Based on events in
4. Identify local events of G ij (σ ∈ Σ ij ) and make a BBSD of G ij , denoted as G ij , as in Step 2.
5. Synchronize G ij with the abstraction of the next transition system that has the maximal number of shared events with G ij ; G ijk = G ij G k .
Continue
Step 4 to 5, until all transition systems are synchronized and only one transition system remains. Find G .
7. Since in the G all events are local, replace them with τ . Now, we have a KS. Investigate AG AF(C). If it holds, then the system is diagnosable.
Abstraction-based Diagnosability
Finally, the correctness of the proposed diagnosability approach, Algorithm 2, is formulated in a theorem, saying that a model is diagnosable iff a corresponding BBSD satisfies the CTL expression AG AF(C).
Theorem 2 (Diagnosability and ≈
d ) The composed model G= i∈I G i is diagnosable, iff G satisfies the CTL expression AG AF(C). See proof in [13] .
Figure 2
The considered models in Example 1.
Table 1
Comparison of the verification methods introduced here and in [10] for the model depicted in Fig. 2(a) .
verifier in [10] verifier after abstraction N β ns nt ns nt 2  1  25  71  3  4  2  2  46  127  3  4  3  1  181  1071  3  4  3  2  416  2625  3  4 Example 1 Assume that there are N transition systems with Σ s = {a, d} and Σ i = {b i1 , . . . , b iβ }, i = 1, . . . , N as depicted in Fig. 2(a) . Table 1 shows the number of state n s and transitions n t for two verifiers; one based on our approach and the other one based on the algorithm in [10] . Fig. 2 illustrates each step of our approach for N = 2 and β = 1. Transition systems G o i and G i respectively depicted in Fig. 2(b) and Fig. 2(c) are calculated based on Algorithm 1. The state labels in Fig. 2(c) are replaced with C and U labels in Fig. 2(d) , where G i is the abstraction of G i , noting that b i1 is a local event that is replaced by τ . Fig. 2(e) shows G = G 1 G 2 , where the labels of each state are merged to one label, based on the rule previously mentioned. Moreover, all events are now local, and are labeled by τ to find G . Fig. 2(f) shows the abstraction of G to G . As shown, the system is not diagnosable, due to a loop over a state including the uncertain U label.
