In this note, we study the existence of periodic solutions for the noncoercive Hamiltonian system Jx -u* A(t)u(x) + u*G' (t, u(x)) = 0, where the function G satisfies a new superquadratic condition which includes the case G(t, y) = \y\ 2 (ln(l + |y| p )) <ï , p,q > 1. By using a linking theorem, we obtain some new results.
Introduction
Consider the Hamiltonian system (1.1)
x = JH'(t, x),
where H : R x R 2JV -> R is a continuous function, periodic in the first variable, differentiable with respect to the second variable and its derivative H' is continuous, and J is the standard (27V x 2N) symplectic matrix 0 
-I J = I 0
In [2] , Li-Szulkin has studied the existence of nontrivial periodic solutions for the Hamiltonian system (1.1), when H is of the type
H(t,x) = -^Ax.x + Hi(t,x)
with a constant symmetric matrix A and Hi a superquadratic function. In [3] , Li-Willem has studied the same problem by assuming that A(t) is a continuous periodic map from R into the space of symmetric (2N x 2N) matrices, not necessarily constant. In [5] , the author has generalized these two results by assuming that the Hamiltonian H is noncoercive of the type
H(t, x) = ~A(t)u(x).u(x) + G(t, u(x)),
where u : M. 2N -> R m , (1 < m < 2N) is a nontrivial linear operator and G : R x R m -> R is a C 1 -function, periodic in the first variable. Here
x.y denotes the inner product of x, y in R m . In this last paper, the result is established under some suitable conditions, in particular the function G satisfies the following superquadratic condition:
(1.2) There are constants ß > 2 and r > 0 such that for all t € K and x € R 2N , |z| > r,
< ßG(t,x) < G'(t,x).x.
It is easy to see that the condition (1.2) does not cover some superquadratic nonlinearity like (1.3) G(t, x) = \x\ 2 (ln(l + |z| p )) 9 , p, q > 1.
In this note, we shall study the existence of nontrivial periodic solutions for (1.1), when the function G satisfies a superquadratic condition which covers the cases as in (1.3).
In section 3, we will study first Hamiltonian systems and in section 4, we will study second order Hamiltonian systems.
We shall use a linking theorem [3] to prove our results.
Preliminaries
We will recall here some basic results needed in the proof of Theorem 1.1. Let X be a real Banach space with a direct sum decomposition
Consider two sequences of subspaces
such that tf-UL«**.
For every multi-index a = (ai, 0:2) € N 2 , we denote by X a the space yl a} y2
Let us recall that a < 0 O ai < /?i,a 2 < fo-A sequence (a n ) C N 2 is admissible if, for every a G N 2 , there exists m G N such that n > m a n > a.
For every function / : X -> K, we denote by f a the function / restricted to the space X a .
The function / satisfies the (PS)* condition if every sequence (xQ") such that (an) is admissible and xan € XQn,sup/(a:aJ < oo, fan(xaJ 0, possesses a subsequence which converges to a critical point of /. DEFINITION 2.2. The function / E C^X, R) has a local linking at 0, with respect to (X 1 , X 2 ) if, for some r > 0, REMARK 2.1. If / has a local linking at 0, then 0 is a critical point of /.
LINKING THEOREM [3] . Suppose that f e C 1 (X, R) satisfies the following assumptions:
b) / satisfies the (PS)* condition, c) / maps bounded sets into bounded sets,
Then f has at least two critical points. Our main result concerning the first order Hamiltonian system is the following one: 
First order Hamiltonian systems
Proof of Theorem 3.1. We will prove the theorem in the case:
The other case is similar.
Let The following result will be needed.
Proof. Since u : is a linear map, so we have the orthogonal
is dense, the proposition follows.
Consider the functional ^T
It is easy to see that there exist two constants m,M > 0 such that
Combine this with (Gz)(ii), there are two constants c,d> 0 such that (3.4) Vi € R, Vx 6 {Keru) 1 , \u*G'(t,u(x))\ < c\xf + d.
Therefore we conclude that / G C l (X, R) and maps bounded sets into bounded sets. Now, we give a relation between the T-periodic solutions of the system (7i) and the critical points of the functional / on the space X. R 2N ), the function x is continuous and we deduce from the equality (3.7), that x is also continuous. Therefore x is continuously differentiable and the proof of Proposition 3.3 is complete. Now, we shall construct two subspaces X 1 , X 2 of X such that X = X 1 © X 2 and / has a local linking at zero, with respect to (X 1 , X 2 ). We define on X the bilinear form 1 o Let X + (resp. X~) be the positive (resp. negative) space corresponding to the spectral decomposition of a in X and X° = Kera. Then X = In fact it is not difficult to check that X + ,X and X° are mutually orthogonal in L 2 (S' 1 , M 2jV ). Denote Q the quadratic form associated to a
There exists u > 0 such that
Proof. Assume by contradiction that (3.8) is not true and consider the bilinear form
Let (xn) c X + be a sequence such that
By taking a subsequence, if necessary, we can assume that xn -1 x in X.
Since dim(ZnX~) < oo and dimV < oo, then -< P~xn, xn >--• -< P-x, x >-and -< Poxn,xn > > -< P$x,x >-. By Proposition 3.1, we can assume that By definition of _X" + , we have
Consequently
Since x € we deduce from (3.10) and (3.11) that x = 0 and 0 = 1 + 6(®,x) = 1, which is impossible. So (3.8) must be true. The inequality (3.9) can be proved with the same technicals.
REMARK 3.2. By using Proposition 3.1 and Lemma 3.1, it is easy to see that the following expression
||X+ + a-+ = [Q(a:+) _ Q(x~) + \\x°\\l
is an equivalent norm on X.
LEMMA 3.2. The functional f satisfies the local linking condition at zero.
Proof. If zero is not an eigenvalue of J^ -u*Au, we take X 1 = X + , X 2 = XIn this case = {0} and X = X 1 © X 2 . Property (3.3) and assumptions (Gi), (Gz)(ii) imply that, for each e > 0, there exists a constant ce > 0 such that 
Therefore the function T ip(x) = j \G(t,u(x))\dt o satisfies the inequality
VxGX, xP{x)<e\\x\\\2 + ce\\x\fLf+1. Since /? > 1, we deduce that there exists a constant r > 0 small enough such that Vx G X 2 ,||z|| <r,f(x) <0. Now, let 77 > 0 be such that On Ii, we have by (3.15) |s(t)| < |x°(t)| + |x + (i)| < 11X® 1100 +\<\+\=* hence, by (3.13) and (3.14)
j G(t, u{x))dt < 0.
h On I2, we have also by (3.15)
Hence, by (3.12), we see that -j G{t,u(x))dt. h Consequently, there exists a constant 0 < r < ^, small enough, such that
\G(t, n(x))| < Ae\x
The proof of Lemma 3.2 is complete. Now, let us choose Hilbertian basis (e n ) n >i for X 1 and (e n ) n <_i for X 2 . Define Xl = space(ei,..., e"+i), n > 1,
X% = space(e-i,...,e-n -i),n>
1, Xi = \J n >iXl j = 1,2.
Since, on the finite dimentional space Xall the norms are equivalents, there exists a constant 7 > 0 such that
On the other hand, by (3.1) and (3.3), there exists a constant k > 0 such that
Combine this with (3.9) and (3.16), this gives Proof. Consider a sequence (x an ) such that (a n ) is admissible and
We claim that (x an ) is bounded. Suppose by contradiction that (x Qn ) is not bounded, then by going to a subsequence if necessary, ||xan|| -> oo as n -> oo. By (G3) and (3.3), there exist two constants ci,c2 > 0 such that for all t G R, xe (Keru) x ,   G'(t,u{x) ).u(x) -2G(t, u(x)) > ci|x| Q -c2. Therefore, with x an = x n , we have Combining this with (3.23) and (3.24), yields 1= Iknll < ll^ll + lknll + 1141 0 as 7i -* oo, I Infill iFnll a contradiction. Therefore (xn) must be bounded. Since the space X is closed in the reflexive space then X is also reflexive and the sequence (x n ) possesses a subsequence (x nk ) weakly convergent to a point All the assumptions of linking theorem are satisfied, therefore / has at least two distinct critical points on X. By Proposition 3.3, we deduce that the Hamiltonian system (H) has at least one nontrivial T-periodic solution.
This yields

T -f'(xn).xn + 2f(xn) = \ {G'(t,u(xn)).u(xn) -2G(t,u{xn
x. Note Q(x+ k -x+) = (f'(x nk ) -/'(*)).« -x + ) T + \(G'(t,u(x nk )) -G'(t,u(x)).(u(x+) -u(x + ))dt o
Second order Hamiltonian systems
Consider the noncoercive second order system 
'(t,y).y-2W(t,y)>a\y\ a ,
(ii) \W'(t,y)\ < b\yf.
Our main result concerning the second order Hamiltonian system is the following one: 
« u,v >>= $[< u(t),v(t) > + < ii(t),v(t) >}dt. 0
As in section 3, we prove that / € C l (X, M) and maps bounded sets into bounded sets.
The following proposition gives a relation between the T-periodic solutions of the system (Af) and the critical points of the functional / on the space X. Proof. It is easy to see that any T-periodic solution of (A/*) is a critical point of /.
Conversely, let x be a critical point of / in X. Thus we have for all h€X T j < x -u*A(t)u(x) + u*W'(t.u(x)), h>dt = 0.
