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19 Quantitative Boundedness of Littlewood–Paley Functions onWeighted Lebesgue Spaces in the Schro¨dinger Setting
Junqiang Zhang and Dachun Yang ∗
Abstract Let L := −∆ + V be the Schro¨dinger operator on Rn with n ≥ 3, where V is a non-
negative potential which belongs to certain reverse Ho¨lder class RHq(R
n) with q ∈ (n/2, ∞). In this
article, the authors obtain the quantitative weighted boundedness of Littlewood–Paley functions gL,
S L and g
∗
L, λ
, associated to L, on weighted Lebesgue spaces Lp(w), where w belongs to the class of
Muckenhoupt Ap weights adapted to L.
1 Introduction
The class of Muckenhoupt weights was originally introduced by Muckenhoupt [18] in 1972.
Recall that a non-negative locally integrable function w on Rn is said to belong to the class of
Muckenhoupt weights, Ap(R
n), with p ∈ (1, ∞), if it satisfies
[w]Ap(Rn) := sup
B⊂Rn
{
1
|B|
∫
B
w(x) dx
} {
1
|B|
∫
B
[w(x)]1−p
′
dx
}p−1
< ∞,
where the supremum is taken over all balls B of Rn. It is well known that Muckenhoupt Ap(R
n)
weights can be characterized by the weighted Lp boundedness of the Hardy–Littlewood maximal
function and the Hilbert transform (see, for instance, [8, 18]). In recent years, the sharp Ap bounds
have been obtained for many operators, for instance, the Hilbert transform [19], the Riesz trans-
form [20] and the general Caldero´n–Zygmund operator [9]. In particular, Lerner [15] established
the sharp Ap bounds for the so-called intrinsic Littlewood–Paley functions introduced by Wilson
[27] (see also [28, p. 103]). In what follows, for any β ∈ (0, 1], let Cβ(Rn) be the family of all
functions φ, defined on Rn, such that supp φ ⊂ {x ∈ Rn : |x| ≤ 1},
∫
Rn
φ(x) dx = 0 and, for any
x1, x2 ∈ Rn,
|φ(x1) − φ(x2)| ≤ |x1 − x2|β.
For any f ∈ L1
loc
(Rn) (the set of all locally integrable functions) and (y, t) ∈ Rn+1+ := Rn × (0,∞),
let
Aβ( f )(y, t) := sup
φ∈Cβ(Rn)
| f ∗ φt(y)| = sup
φ∈Cβ(Rn)
∣∣∣∣∣
∫
Rn
φt(y − z) f (z) dz
∣∣∣∣∣ ,(1.1)
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where, for any t ∈ (0, ∞), φt(·) := t−nφ(·/t). For any β ∈ (0, 1] and f ∈ L1loc (Rn), the intrinsic
Littlewood–Paley g-function gβ( f ) and the intrinsic Lusin area function Gβ( f ) are defined, respec-
tively, by setting, for any x ∈ Rn,
gβ( f )(x) :=
{∫ ∞
0
[Aβ( f )(x, t)]
2 dt
t
}1/2
and
Gβ, α( f )(x) :=
{∫ ∞
0
∫
{y∈Rn: |y−x|<αt}
[Aβ( f )(y, t)]
2 dy dt
tn+1
}1/2
, ∀α ∈ (0, ∞).(1.2)
In particular, if α = 1 in (1.2), we simply write Gβ, α( f ) as Gβ( f ). These square functions are
independent of any particular kernel φ and pointwise comparable with each other. Let p ∈ (1, ∞).
Lerner [15, Theorem 1.1] showed that there exists a positive constant C such that, for any w ∈
Ap(R
n) and f ∈ Lp(w),
∥∥∥gβ( f )∥∥∥Lp(w) + ∥∥∥Gβ( f )∥∥∥Lp(w) ≤ C[w]max{ 12 , 1p−1 }Ap(Rn) ‖ f ‖Lp(w),(1.3)
where the exponent max{ 1
2
, 1
p−1 } of [w]Ap(Rn) is the best possible for any p ∈ (1, ∞) (see [13,
p. 487]). Here and thereafter, for any p ∈ (0, ∞) and any non-negative locally integrable function
w on Rn, we use Lp(w) to denote the space of all measurable functions f on Rn such that
‖ f ‖Lp(w) :=
[∫
Rn
| f (x)|pw(x) dx
]1/p
< ∞.
On the other hand, let n ≥ 3 and consider the Schro¨dinger operator on the Euclidean space Rn,
L := −∆ + V,(1.4)
where ∆ :=
∑n
j=1
∂2
∂x2
j
denotes the Laplacian operator on Rn and V is a non-negative potential
which belongs to the reverse Ho¨lder class RHq(R
n) with q ∈ (n/2, ∞). Throughout this article,
we always let L be as in (1.4). Recall that a non-negative measurable function V on Rn is said to
belong to the reverse Ho¨lder class RHq(R
n), q ∈ [1, ∞], if there exists a positive constant C such
that, for any ball B ⊂ Rn, {
1
|B|
∫
B
[V(x)]q dx
}1/q
≤ C 1|B|
∫
B
V(x) dx
with the usual modification made when q = ∞. It is well known that, if V ∈ RHq(Rn) with
q ∈ (1, ∞), then V(x) dx is a doubling measure on Rn (see, for instance, [22, p. 196]), namely,
there exists a constant C0 ∈ (1, ∞) such that, for any x ∈ Rn and r ∈ (0, ∞),∫
B(x, 2r)
V(y) dy ≤ C0
∫
B(x, r)
V(y) dy.(1.5)
For any x ∈ Rn, let
(1.6) ρ(x) := sup
{
r ∈ (0, ∞) : 1
rn−2
∫
B(x, r)
V(y) dy ≤ 1
}
.
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This auxiliary function was first introduced by Shen [21, Definition 2.1], where V ∈ RHq(Rn) with
q ∈ [n/2, ∞) and n ≥ 3. Since V ∈ RHq(Rn) implies that V ∈ RHq+ε(Rn) for some ε ∈ (0, ∞)
(see, for instance, [22, p. 219]), it follows that the assumption q ∈ (n/2, ∞) is equivalent to q ∈
[n/2, ∞). For convenience, we always assume that V ∈ RHq(Rn) with q ∈ (n/2, ∞). Then, via ρ,
Bongioanni et al. [1] introduced a new class of Muckenhoupt weights adapted to the Schro¨dinger
operator L := −∆ + V as follows. In what follows, for any xB ∈ Rn and rB ∈ (0, ∞), let
B(xB, rB) := {y ∈ Rn : |y − xB| < rB}.
Definition 1.1 ([1]). Let p ∈ (1, ∞), θ ∈ [0, ∞), n ≥ 3 and ρ be as in (1.6) with V ∈ RHq(Rn)
and q ∈ (n/2, ∞). Then Aρ, θp (Rn) is defined to be the set of all non-negative locally integrable
functions w on Rn such that
[w]
A
ρ, θ
p (R
n)
:= sup
B⊂Rn
1
Ψθ(B)|B|
∫
B
w(x) dx
{
1
Ψθ(B)|B|
∫
B
[w(x)]
− 1p−1 dx
}p/p′
< ∞,
where 1/p + 1/p′ = 1, the supremum is taken over all balls B := B(xB, rB) of Rn and
Ψθ(B) :=
[
1 +
rB
ρ(xB)
]θ
.(1.7)
Remark 1.2. (i) In particular, if θ = 0 and V ≡ 0 in (1.6), then Aρ, θp (Rn) coincides with the
classical Muckenhoupt class Ap(R
n).
(ii) If p, n and ρ are as in Definition 1.1, and 0 ≤ θ1 ≤ θ2 < ∞, then Aρ, θ1p (Rn) ⊂ Aρ, θ2p (Rn) and,
for any w ∈ Aρ, θ1p (Rn),
[w]
A
ρ, θ2
p (R
n)
≤ [w]
A
ρ, θ1
p (R
n)
.
Bongioanni et al. [1] showed that A
ρ, θ
p (R
n) is a properly larger class than Ap(R
n), which con-
tains the class Ap(R
n) of classical Muckenhoupt weights, and has most of the properties paral-
lel to Ap(R
n) (see also [24, Proposition 2.3]). Moreover, the weighted boundedness, related to
A
ρ, θ
p (R
n), of many operators associated to the Schro¨dinger operator L := −∆ + V was obtained
in [1, 2, 16, 23, 25, 26]. Recently, Li et al. [12] introduced the fractional weight class A
ρ, θ
p, q(R
n)
adapted to L and obtained the quantitative weighted boundedness of the fractional maximal func-
tion and the fractional integral operator associated to L.
Motivated by [1, 12, 15], in this article, we consider the Littlewood–Paley functions gL, S L and
g∗
L, λ
associated to the Schro¨dinger operator L, which are defined, respectively, by setting, for any
f ∈ L2(Rn) and x ∈ Rn,
gL( f )(x) :=
[∫ ∞
0
∣∣∣tLe−tL( f )(x)∣∣∣2 dt
t
]1/2
,(1.8)
S L, α( f )(x) :=
[∫ ∞
0
∫
|x−y|<αt
∣∣∣∣t2Le−t2L( f )(y)∣∣∣∣2 dy dt
tn+1
]1/2
, ∀α ∈ (0, ∞),(1.9)
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and
g∗L, λ( f )(x) :=

∫ ∞
0
∫
Rn
(
t
t + |x − y|
)λn ∣∣∣∣t2Le−t2L( f )(y)∣∣∣∣2 dy dt
tn+1

1/2
, ∀ λ ∈ (0, ∞).
In particular, if α = 1 in (1.9), we simply write S L, α as S L. We obtain the following quantitative
weighted boundedness of gL, S L and g
∗
L, λ
.
Theorem 1.3. Let n ≥ 3, L be as in (1.4) with V ∈ RHq(Rn) and q ∈ (n/2, ∞), and ρ as in
(1.6). Assume that p ∈ (1, ∞), θ ∈ [0, ∞) and λ ∈ (3 + 2
n
max{ 3θ
2
k0, 1}, ∞), where k0 :=
max{ log2C0+2−n
2−n/q , 1} and C0 is as in (1.5). Then there exists a positive constant C such that, for
any w ∈ Aρ, θp (Rn) and f ∈ Lp(w),
‖gL( f )‖Lp(w) + ‖S L( f )‖Lp(w) +
∥∥∥g∗L, λ( f )∥∥∥Lp(w) ≤ C[w]max{ 12 , 1p−1 }Aρ, θp (Rn) ‖ f ‖Lp(w).
Remark 1.4. (i) In particular, when L := −∆ is the Laplacian operator in (1.4), then g−∆,
S −∆ and g∗−∆, λ are just the classical Littlewood–Paley functions [see (3.2) and (3.3) below]
and A
ρ, θ
p (R
n) = Ap(R
n). In this case, since g−∆ and S −∆ are pointwise dominated by the
intrinsic square function Gβ with β = 1 (see Lemma 3.1 below), we find that the quantitative
weighted boundedness of g−∆ and S −∆ in Theorem 1.3 is implied by (1.3).
(ii) We point out that the range λ ∈ (3+ 2
n
max{ 3θ
2
k0, 1}, ∞) in Theorem 1.3 may not be the best
possible. Let ϕ ∈ C∞(Rn) satisfy supp ϕ ⊂ {x ∈ Rn : |x| ≤ 1} and
∫
Rn
ϕ(x) dx = 0. For any
f ∈ L1
loc
(Rn) and x ∈ Rn, define
g∗ϕ, λ( f )(x) :=

∫ ∞
0
∫
Rn
(
t
t + |x − y|
)λn
| f ∗ ϕt(y)|2
dy dt
tn+1

1/2
, ∀ λ ∈ (0, ∞),(1.10)
where ϕt(·) := t−nϕ(·/t) for any t ∈ (0,∞). Lerner [13, Theorem 1.2] showed that, if p ∈
(1, ∞) and λ ∈ (3, ∞), then there exists a positive constant C such that, for any w ∈ Ap(Rn)
and f ∈ Lp(w), ∥∥∥∥M (g∗ϕ, λ( f ))∥∥∥∥
Lp(w)
≤ C[w]max{
1
2
, 1
p−1 }
Ap(Rn)
‖M( f )‖Lp(w),(1.11)
where M denotes the classical Hardy-Littlewood maximal operator as in (2.2) below. It
was also pointed out in [13, Theorem 1.2] that the power max{ 1
2
, 1
p−1 } of [w]Ap(Rn) is sharp.
Moreover, by (1.11) and the sharp boundedness of M obtained by Buckley [3] [see also
(2.3) below], it is easy to see that, if p ∈ (1, ∞) and λ ∈ (3, ∞), then there exists a positive
constant C such that, for any w ∈ Ap(Rn) and f ∈ Lp(w),∥∥∥g∗ϕ, λ( f )∥∥∥ ≤ C[w]νpAp(Rn)‖ f ‖Lp(w),(1.12)
where νp :=
1
p−1 +max{ 12 , 1p−1 }. However, Lerner [13] conjectured that the best νp should be
max{ 1
2
, 1
p−1 }. Then it was proved in [14, Corollary 1.3] that, if p ∈ (1, ∞) and λ ∈ (2, ∞),
then νp = max
1
p−1 {
p
2
, 1} satisfies (1.12). Observe that, for any p ∈ (1, ∞),
max
{
1
2
,
1
p − 1
}
≤ max 1
p − 1
{
p
2
, 1
}
<
1
p − 1 +max
{
1
2
,
1
p − 1
}
.
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Finally, we point out that Lerner [15, Theorem 1.1] proved the conjecture that (1.12) holds
true for νp = max{ 12 , 1p−1 }. Indeed, by [28, Exercise 6.2], we know that there exists a positive
constant C := C(β, n) such that, for any β ∈ (0, 1], α ∈ [1, ∞), f ∈ L1loc (Rn) and x ∈ Rn,
Gβ, α( f )(x) ≤ Cα
3n
2
+βGβ( f )(x),
whereGβ, α is as in (1.2). Then, from this and (1.3), we deduce that, if p ∈ (1, ∞), β ∈ (0, 1]
and λ ∈ (3 + 2β
n
, ∞), then there exists a positive constant C such that, for any w ∈ Ap(Rn)
and f ∈ Lp(w),
∥∥∥g∗β, λ( f )∥∥∥Lp(w) ≤ C[w]max{ 12 , 1p−1 }Ap(Rn) ‖ f ‖Lp(w),(1.13)
where g∗
β, λ
( f ) is the intrinsic g∗
λ
-function which is defined as in (1.10) with f ∗ ϕt(y) therein
replaced by Aβ( f )(y, t) of (1.1). In particular, when L := −∆ is the Laplacian operator in
(1.4), we could choose θ := 0 in Theorem 1.3. Then, by Theorem 1.3, we conclude that,
if λ ∈ (3 + 2
n
, ∞) and p ∈ (1, ∞), then there exists a positive constant C such that, for any
w ∈ Ap(Rn) and f ∈ Lp(w),
∥∥∥g∗−∆, λ( f )∥∥∥Lp(w) ≤ C[w]max{ 12 , 1p−1 }Ap(Rn) ‖ f ‖Lp(w).
The range λ ∈ (3 + 2
n
, ∞) in this case coincides with the range λ ∈ (3 + 2β
n
, ∞), because,
by Lemma 3.1 below, we know that there exists a positive constant C such that, for any
f ∈ Lp(w) and x ∈ Rn,
g∗−∆, λ( f )(x) ≤ Cg∗1, λ( f )(x).
However, we do not know whether or not Theorem 1.3 holds true for smaller λ, for instance,
λ ∈ (2, 3 + 2
n
max{ 3θ
2
k0, 1}], where k0 is as in Theorem 1.3.
We prove Theorem 1.3 in Section 2 by borrowing some ideas from [1], where Bongioanni
et al. introduced a ρ-localized method to obtain the boundedness of operators associated to the
Schro¨dinger operator L on weighted Lebesgue spaces. This is quite different from the method
used in [12]. Besides this, we also need a quantitative version of the extrapolation theorem for
A
ρ, θ
p (R
n) weights (see Lemma 2.6 below). The key idea is to compare the operators gL and S L,
respectively, with the classical ones g−∆ and S −∆ when they are restricted to local regions related
to ρ (see Section 4 below). This leads us to establish the quantitative weighted estimates for ρ-
localized classical maximal functions and Littlewood–Paley functions (see Lemma 3.6 below). To
this end, we make use of some results related to the extensions of weights and the sharp weighted
estimates of the intrinsic Lusin area function Gβ [see (1.3) above].
For the quantitative weighted boundedness of g∗
L, λ
, we also have the following result.
Theorem 1.5. Let n ≥ 3, L be as in (1.4) with V ∈ RHq(Rn) and q ∈ (n/2, ∞), and ρ as in (1.6).
Assume that p ∈ (1, ∞), θ ∈ [0, ∞) and λ ∈ (2[1 + 2θ
n
], ∞). Then there exists a positive constant
C such that, for any w ∈ Aρ, θp (Rn) and f ∈ Lp(w),
∥∥∥g∗L, λ( f )∥∥∥Lp(w) ≤ C[w]max{1, 1p−1 }+max{ 12 , 1p−1 }Aρ, θp (Rn) ‖ f ‖Lp(w).
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Compared with Theorem 1.3, the range of λ in Theorem 1.5 is wider than the corresponding
one in Theorem 1.3; however, the power index of the weight constant [w]
A
ρ, θ
p (R
n)
in Theorem 1.5 is
larger than the corresponding one in Theorem 1.3.
We prove Theorem 1.5 in Section 2 by borrowing some ideas from the proof of [17, Proposition
3.2], where Martell et al. established some sharp weighted Lp estimates of square functions with
various angles by using the extrapolation theorem for classical Muckenhoupt Ap weights.
We end this section by making some conventions on notation. In this article, we denote by
C a positive constant which is independent of the main parameters, but it may vary from line to
line. We also use C(α,β,...) to denote a positive constant depending on the parameters α, β, . . .. The
symbol f . g means that f ≤ Cg. If f . g and g . f , we then write f ∼ g. We also use the
following convention: If f ≤ Cg and g = h or g ≤ h, we then write f . g ∼ h or f . g . h,
rather than f . g = h or f . g ≤ h. Let N := {1, 2, . . .} and Z+ := N ∪ {0}. For any measurable
subset E of Rn, we denote by E∁ the set Rn \ E and also by 1E its characteristic function. We also
denote byC∞c (R
n) the set of all infinitely differential functions with compact supports. For any ball
B := B(xB, rB) := {y ∈ Rn : |xB − y| < rB} ⊂ Rn, xB ∈ Rn and rB ∈ (0, ∞), and α ∈ (0, ∞), we let
αB := B(xB, αrB). For any p ∈ [1, ∞], p′ denotes its conjugate number, namely, 1/p + 1/p′ = 1.
2 Preliminaries and extrapolation theorem
In this section, we first recall some notions and properties related to the Schro¨dinger operator
L. Then we establish a quantitative version of the extrapolation theorem for A
ρ, θ
p (R
n) weights.
For the auxiliary function ρ(·) in (1.6), we have the following lemma, which is just [21, Lemma
1.4].
Lemma 2.1 ([21]). Let n ≥ 3, ρ be as in (1.6) with V ∈ RHq(Rn) and q ∈ (n/2, ∞). Then there
exist C ∈ (0, ∞) and N0 ∈ (0, ∞) such that, for any x, y ∈ Rn,
C−1ρ(x)
[
1 +
|x − y|
ρ(x)
]−N0
≤ ρ(y) ≤ Cρ(x)
[
1 +
|x − y|
ρ(x)
] N0
N0+1
.
Remark 2.2. Let C0 be as in (1.5). By carefully checking the proof of [21, Lemma 1.4], we find
that N0 in Lemma 2.1 could be any constant such that N0 ∈ (max{ log2 [C02
(n/q)−n]
2−(n/q) , 0}, ∞).
The following estimate for the kernel of e−tL can be found in [10, Theorem 1] (see also [16,
Proposition 2.3]).
Lemma 2.3 ([10]). Let L be as in (1.4), n ≥ 3 and ρ be as in (1.6) with V ∈ RHq(Rn) and
q ∈ (n/2, ∞). Assume that Kt(·, ·) is the integral kernel of the heat semigroup {e−tL}t≥0 generated
by L. Then, for any given k ∈ Z+ and N ∈ (0, ∞), there exist positive constants C(k, N) and c(k)
such that, for any t ∈ (0, ∞) and (x, y) ∈ Rn × Rn,
∣∣∣∣∣∣ ∂
k
∂tk
Kt(x, y)
∣∣∣∣∣∣ ≤ C(k, N)tn/2+k e−c(k) |x−y|
2
t
[
1 +
√
t
ρ(x)
+
√
t
ρ(y)
]−N
.
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Let θ ∈ [0, ∞). The Hardy–Littlewood type maximal operator Mθ, associated to L, is defined
by setting, for any f ∈ L1
loc
(Rn) and x ∈ Rn,
Mθ( f )(x) := sup
B∋x
1
Ψθ(B)|B|
∫
B
| f (y)| dy,(2.1)
where the supremum is taken over all balls B of Rn containing x and Ψθ(B) is as in (1.7).
The following lemma is a particular case of [12, Theorem 1.3], which establishes the quantita-
tive estimate for Mθ.
Lemma 2.4 ([12]). Let n ≥ 3, ρ be as in (1.6) with V ∈ RHq(Rn) and q ∈ (n/2, ∞), θ ∈ [0, ∞),
p ∈ (1, ∞) and 1/p + 1/p′ = 1. Then there exists a positive constant C such that, for any
w ∈ Aρ, ηp (Rn), with η := θ/p′, and f ∈ Lp(w),
‖Mθ( f )‖Lp(w) ≤ C[w]
1
p−1
A
ρ, η
p (R
n)
‖ f ‖Lp(w).
Remark 2.5. Recall that the classical Hardy-Littlewood maximal operator M is defined by setting,
for any f ∈ L1
loc
(Rn) and x ∈ Rn,
M( f )(x) := sup
B⊂Rn
1
|B|
∫
B
| f (y)| dy,(2.2)
where the supremum is taken over all balls B of Rn containing x. If θ = 0 and p ∈ (1, ∞), then, in
this case, the conclusion of Lemma 2.4 just becomes that there exists a positive constant C such
that, for any w ∈ Ap(Rn) and f ∈ Lp(w),
‖M( f )‖Lp(w) ≤ C[w]
1
p−1
Ap(Rn)
‖ f ‖Lp(w).(2.3)
Observe that (2.3) is just the sharp weighted bound for M obtained by Buckley [3].
We have the following quantitative version of the extrapolation theorem for A
ρ, θ
p (R
n) weights.
Lemma 2.6. Let n ≥ 3, ρ be as in (1.6) with V ∈ RHq(Rn) and q ∈ (n/2, ∞), p0 ∈ (1, ∞),
γ ∈ [0, ∞) and T be an operator defined on C∞c (Rn). Suppose that there exist positive constants c
and η such that, for any w ∈ Aρ, γp0 (Rn) and f ∈ Lp0 (w),
‖T ( f )‖Lp0 (w) ≤ c[w]ηAρ, γp0 (Rn)‖ f ‖L
p0 (w).
Then, for any p ∈ (1, ∞), there exists a positive constant C such that, for any w ∈ Aρ, θp (Rn),
θ := γ/p′
0
if p > p0 or θ := γ/p0 if p < p0, and f ∈ Lp(w),
‖T ( f )‖Lp(w) ≤ C[w]
ηmax{1, p0−1
p−1 }
A
ρ, θ
p (R
n)
‖ f ‖Lp(w).
Remark 2.7. (i) We point out that Tang [24, Theorems 3.1 and 3.2] also obtained an extrapo-
lation theorem for A
ρ, θ
p (R
n) weights on weighted Lebesgue and Lorentz spaces. Moreover,
Bongioanni et al. [2, Theorem 1] obtained an extrapolation theorem for a class of abstract
weights, which includes A
ρ, θ
p (R
n) weights as a special case, on weighted Lebesgue spaces.
However, neither of the above two extrapolation theorems is quantitative.
8 Junqiang Zhang and Dachun Yang
(ii) Lemma 2.6 can be written in terms of pairs of functions as follows. Let F be a given
family of pairs ( f , g) of non-negative measurable functions on Rn and ρ as in (1.6) with
V ∈ RHq(Rn) and q ∈ (n/2, ∞). Suppose that there exist positive constants c and η such
that, for some fixed p0 ∈ [1, ∞) and for any w ∈ Aρ, γp0 (Rn) with γ ∈ [0, ∞),∫
Rn
[ f (x)]p0w(x) dx ≤ c[w]p0η
A
ρ, γ
p0
(Rn)
∫
Rn
[g(x)]p0w(x) dx, ∀ ( f , g) ∈ F .
Then there exists a positive constant C such that, for any p ∈ (1, ∞) and w ∈ Aρ, θp (Rn) with
θ := γ/p′
0
if p > p0 or θ := γ/p0 if p < p0,∫
Rn
[ f (x)]pw(x) dx ≤ C[w]pηmax{1,
p0−1
p−1 }
A
ρ, θ
p (R
n)
∫
Rn
[g(x)]pw(x) dx, ∀ ( f , g) ∈ F .
As usual, in the above two inequalities, we always assume that the left-hand side is finite.
The key to prove Lemma 2.6 is a version of the Rubio de Francia iteration algorithm for
A
ρ, θ
p (R
n) weights (see Lemma 2.8 below). Once it is established, the proof of Lemma 2.6 is
completely similar to that of [11, Theorem 2.1] (see also [4, Theorem 1]) and we omit the details.
Lemma 2.8. Let n ≥ 3, ρ be as in (1.6) with V ∈ RHq(Rn) and q ∈ (n/2, ∞), 1 ≤ r0 < r < ∞,
θ ∈ [0, ∞), w ∈ Aρ, θr (Rn) and g ∈ L
r
r−r0 (w) be non-negative. Then there exists a function G such
that
i) g ≤ G;
ii) ‖G‖
L
r
r−r0 (w)
≤ 2‖g‖
L
r
r−r0 (w)
;
iii) Gw ∈ Aρ, γr0 (Rn) with [Gw]Aρ, γr0 (Rn) ≤ c[w]Aρ, θr (Rn),
where γ := rθ and c is a positive constant independent of w.
Proof. Let s := r−r0
r−1 . By the fact that 1 ≤ r0 < r < ∞, we find that s ∈ (0, 1]. For any w and g as
in this lemma, let
R(g) :=
[
Mγ
(
g1/sw
)
w−1
]s
,
where γ ∈ (0, ∞) is fixed later and Mγ is as in (2.1) with θ = γ therein. Then we have∫
Rn
[R(g)(x)]
r
r−r0 w(x) dx =
∫
Rn
[
Mγ
(
g1/sw
)
(x)w−1(x)
] r
r−1
w(x) dx(2.4)
=
∫
Rn
[
Mγ
(
g1/sw
)
(x)
]r′
[w(x)]−
1
r−1 dx.
By the fact that w ∈ Aρ, θr (Rn) and Definition 1.1, we know that w−
1
r−1 ∈ Aρ, θ
r′ (R
n) and
(2.5) [w]
A
ρ, θ
r (R
n)
=
[
w−
1
r−1
] r
r′
A
ρ, θ
r′ (R
n)
.
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From this and Lemma 2.4, we deduce that∫
Rn
[
Mγ
(
g1/sw
)
(x)
]r′
[w(x)]−
1
r−1 dx . [w−
1
r−1 ]
r′
r′−1
A
ρ, θ
r′ (R
n)
∫
Rn
{
[g(x)]1/sw(x)
}r′
[w(x)]−
1
r−1 dx
∼ [w− 1r−1 ]r
A
ρ, θ
r′ (R
n)
∫
Rn
[g(x)]
r
r−r0 w(x) dx,
where we fix γ = rθ. This, combined with (2.4) and (2.5), implies that
‖R(g)‖
L
r
r−r0 (w)
. [w]s
A
ρ, θ
r (R
n)
‖g‖
L
r
r−r0 (w)
.(2.6)
Denote the operator norm ‖R‖
L
r
r−r0 (w)→L
r
r−r0 (w)
simply by ‖R‖. Then, by (2.6), we find that ‖R‖ .
[w]s
A
ρ, θ
r (R
n)
. For any w and g as in this lemma, define
G :=
∞∑
k=0
Rk(g)
2k‖R‖k ,
where R0 := I is the identity operator. It is easy to see that g ≤ G and
‖G‖
L
r
r−r0 (w)
≤
∞∑
k=0
‖R‖k‖g‖
L
r
r−r0 (w)
2k‖R‖k = 2‖g‖L
r
r−r0 (w)
.
Hence, (i) and (ii) hold true.
Next, we prove (iii), namely, for any w ∈ Aρ, θr (Rn) and G as above, [Gw]Aρ, γr0 (Rn) . [w]Aρ, θr (Rn).
Indeed, for any w ∈ Aρ, θr (Rn) and G as above, we have
[Gw]Aρ, γr0 (R
n) = sup
B⊂Rn
[
1
Ψγ(B)|B|
∫
B
G(y)w(y) dy
] {
1
Ψγ(B)|B|
∫
B
[G(y)w(y)]
− 1
r0−1 dy
}r0−1
.(2.7)
For the first factor of the right-hand side of (2.7), applying the Ho¨lder inequality with exponents
1/s and (1/s)′ = 1
1−s , we obtain
1
Ψγ(B)|B|
∫
B
G(y)w(y) dy ≤
{
1
Ψγ(B)|B|
[G(y)]1/sw(y) dy
}s {
1
Ψγ(B)|B|
w(y) dy
}1−s
.(2.8)
Next, we estimate the second factor of the right-hand side of (2.7). By the above definition of
G, we have
R(G) =
∞∑
k=0
Rk+1(g)
2k‖R‖k = 2‖R‖
∞∑
k=0
Rk+1(g)
2k+1‖R‖k+1 = 2‖R‖(G − g) ≤ 2‖R‖G,
namely, [Mγ(G
1/sw)w−1]s ≤ 2‖R‖G. This, together with the fact that ‖R‖ . [w]s
A
ρ, θ
r (R
n)
, implies
that Mγ(G
1/sw) . [w]
A
ρ, θ
r (R
n)
G1/sw. Thus, for any x ∈ Rn and any ball B containing x, it holds true
that
1
Ψγ(B)|B|
∫
B
[G(y)]1/sw(y) dy . [w]
A
ρ, θ
r (R
n)
[G(x)]1/sw(x),
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namely,
[w(x)]−s[w]−s
A
ρ, θ
r (R
n)
{
1
Ψγ(B)|B|
∫
B
[G(y)]1/sw(y) dy
}s
. G(x).
From this and the fact that s =
r−r0
r−1 , we deduce that{
1
Ψγ(B)|B|
∫
B
[G(y)w(y)]
− 1
r0−1 dy
}r0−1
.
 1Ψγ(B)|B|
∫
B
[w(y)]
− 1−s
r0−1 [w]
s
r0−1
A
ρ, θ
r (R
n)
[
1
Ψγ(B)|B|
∫
B
{G(z)}1/sw(z) dz
]− s
r0−1
dy

r0−1
. [w]s
A
ρ, θ
r (R
n)
{
1
Ψγ(B)|B|
∫
B
[G(z)]1/sw(z) dz
}−s {
1
Ψγ(B)|B|
∫
B
[w(y)]−
1
r−1 dy
}r0−1
.
By this, (2.8), (2.7) and the fact that [w]Aρ, γr (Rn) ≤ [w]Aρ, θr (Rn) [see Remark 1.2(ii)], we conclude that
[Gw]Aρ, γr0 (R
n) . sup
B⊂Rn
[w]s
A
ρ, θ
r (R
n)
[
1
Ψγ(B)|B|
∫
B
w(y) dy
]1−s {
1
Ψγ(B)|B|
∫
B
[w(y)]−
1
r−1 dy
}r0−1
∼ [w]s
A
ρ, θ
r (R
n)
[w]1−s
A
ρ, γ
r (R
n)
. [w]
A
ρ, θ
r (R
n)
.
This shows (iii) and hence finishes the proof of Lemma 2.8. 
3 Localized weights and operators
In this section, we recall the ρ-localized operators and weights introduced by Bongioanni et
al. [1]. Then we establish quantitative weighted estimates of ρ-localized maximal functions and
Littlewood–Paley operators.
We begin with recalling the radial maximal function R−∆ and the non-tangential maximal func-
tion M∗−∆, associated to the Laplacian operator −∆, which are defined, respectively, by setting, for
any f ∈ C∞c (Rn) and x ∈ Rn,
R−∆( f )(x) := sup
t∈(0,∞)
∣∣∣e−t∆( f )(x)∣∣∣ := sup
t∈(0,∞)
∣∣∣∣∣ 1(4πt)n/2
∫
Rn
e−
|y−z|2
4t f (z) dz
∣∣∣∣∣
and
M∗−∆, α( f )(x) := sup
(y, t)∈Γα(x)
∣∣∣∣e−t2∆( f )(y)∣∣∣∣ := sup
(y, t)∈Γα(x)
∣∣∣∣∣∣ 1(4πt2)n/2
∫
Rn
e
− |y−z|2
4t2 f (z) dz
∣∣∣∣∣∣ ,
where α ∈ (0, ∞) and Γα(x) := {(y, t) ∈ Rn+1+ : |x − y| < αt} denotes the cone of aperture α with
vertex x.
It is easy to see that there exists a positive constant C such that, for any α ∈ [1, ∞), f ∈ C∞c (Rn)
and x ∈ Rn,
R−∆( f )(x) ≤ M∗−∆, α( f )(x)(3.1)
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= sup
(y, t)∈Γα(x)
∣∣∣∣e−t2∆( f )(y)∣∣∣∣ . sup
(y, t)∈Γα(x)
∫
Rn
1
tn
e
− |y−z|2
4t2 | f (z)| dz
∼ sup
(y, t)∈Γα(x)
 1tn
∫
B(y, αt)
| f (z)| dz +
∞∑
j=0
e−
(2 jα)2
4
1
tn
∫
B(y, 2 j+1αt)\B(y, 2 jαt)
| f (z)| dz

. sup
t∈(0,∞)
[
αn
1
(2αt)n
∫
B(x, 2αt)
| f (z)| dz
+
∞∑
j=1
e−
(2 jα)2
4 (2 jα)n
1
(2 j+2αt)n
∫
B(x, 2 j+2αt)
| f (z)| dz

≤ CαnM( f )(x),
where M is the Hardy–Littlewood maximal function as in (2.2).
In particular, if L := −∆ in (1.8) and(1.9), then g−∆ and S −∆, α are just the classical Littlewood–
Paley functions. Indeed, we have, for any f ∈ C∞c (Rn) and x ∈ Rn,
g−∆( f )(x) =
[∫ ∞
0
∣∣∣t∆e−t∆( f )(x)∣∣∣2 dt
t
]1/2
=
[∫ ∞
0
∣∣∣ψ√t ∗ f (x)∣∣∣2 dtt
]1/2
(3.2)
=
√
2
[∫ ∞
0
|ψt ∗ f (x)|2
dt
t
]1/2
and
S −∆, α( f )(x) =
[∫ ∞
0
∫
|y−x|<αt
∣∣∣∣t2∆e−t2∆( f )(y)∣∣∣∣2 dy dt
tn+1
]1/2
(3.3)
=
[∫ ∞
0
∫
|y−x|<αt
|ψt ∗ f (y)|2
dy dt
tn+1
]1/2
,
where ψ(·) := 1
2
| · |2e−|·|2/4 − ne−|·|2/4 and ψt(·) := t−nψ(·/t).
For g−∆ and S −∆, α, we have the following estimates.
Lemma 3.1. Let α ∈ (0, ∞). Then there exists a positive constant C := C(n) such that, for any
f ∈ C∞c (Rn) and x ∈ Rn,
S −∆, α( f )(x) ≤ Cα
3n
2
+1G1( f )(x)(3.4)
and
g−∆( f )(x) ≤ CG1( f )(x),(3.5)
where G1 is as in (1.2) with α = β = 1 therein.
Proof. For any β ∈ (0, 1] and ǫ ∈ (0, ∞), let C(β, ǫ)(Rn) be the set of all functions φ, defined on Rn,
such that, for any x, x˜ ∈ Rn, |φ(x)| ≤ (1 + |x|)−n−ǫ ,
|φ(x) − φ(x˜)| ≤ |x − x˜|β [(1 + |x|)−n−ǫ + (1 + |x˜|)−n−ǫ ]
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and
∫
Rn
φ(x) dx = 0. For any β ∈ (0, 1], ǫ ∈ (0, ∞), α ∈ (0, ∞) and f ∈ C∞c (Rn), define
g˜(β, ǫ)( f )(x) :=
{∫ ∞
0
[
A˜(β, ǫ)( f )(x, t)
]2 dt
t
}1/2
and
G˜(β, ǫ), α( f )(x) :=
{∫ ∞
0
∫
|x−y|<αt
[
A˜(β, ǫ)( f )(y, t)
]2 dy dt
tn+1
}1/2
,
where
A˜(β, ǫ)( f )(y, t) := sup
φ∈C(β, ǫ)(Rn)
|φt ∗ f (y)| .
In particular, if α = 1, we simply write G˜(β, ǫ), α as G˜(β, ǫ). These square functions are introduced
by Wilson [27, p. 775] (see also [28, p. 117]).
Let ψ be as in (3.3). It is easy to see that
∫
Rn
ψ(x) dx = 0. Moreover, we know that, for any
ǫ ∈ (0, ∞) and x ∈ Rn, |ψ(x)| . (1 + |x|)−n−ǫ . For any x, x˜ ∈ Rn, if |x − x˜| > 1, then we have
|ψ(x) − ψ(x˜)| . (1 + |x|)−n−ǫ + (1 + |x˜|)−n−ǫ . |x − x˜|[(1 + |x|)−n−ǫ + (1 + |x˜|)−n−ǫ ].
If |x − x˜| ≤ 1, we consider two cases. When |x| ≤ 2, we have |x˜| ≤ |x| + |x − x˜| < 3 and hence
|ψ(x) − ψ(x˜)| . |x − x˜| . |x − x˜|[(1 + |x|)−n−ǫ + (1 + |x˜|)−n−ǫ ].
When |x| > 2, we find that, for any θ ∈ [0, 1],
|x|
2
< |x| − |x − x˜| ≤ |x + θ(x˜ − x)| ≤ |x| + |x − x˜| < 3
2
|x|.
From this and the mean value theorem, we deduce that there exists some θ ∈ [0, 1] such that
|ψ(x) − ψ(x˜)| ≤ |x − x˜| |∇ψ(x + θ(x˜ − x))| . |x − x˜|(1 + |x + θ(x˜ − x)|)−n−ǫ
. |x − x˜|[(1 + |x|)−n−ǫ + (1 + |x˜|)−n−ǫ ].
Thus, up to a positive harmless constant multiple, ψ ∈ C(1, ǫ)(Rn) for any ǫ ∈ (0, ∞). Thus, for any
f ∈ C∞c (Rn) and x ∈ Rn, g−∆( f )(x) . g˜(1, ǫ)( f )(x) and
S −∆, α( f )(x) . G˜(1, ǫ), α( f )(x).(3.6)
To estimate g−∆, by [28, Exercise 6.4], we know that, for any f ∈ C∞c (Rn) and x ∈ Rn,
g˜(1, ǫ)( f )(x) ∼ G˜(1, ǫ)( f )(x), where the implicit positive equivalence constants depend only on n
and ǫ. Moreover, from [28, Theorem 6.3], it follows that, for any ǫ′ ∈ (1, ∞), f ∈ C∞c (Rn) and
x ∈ Rn, G˜(1, ǫ′)( f )(x) . G1( f )(x). Thus, (3.5) holds true.
To estimate S ∆, α, by [28, Lemma 6.2] and an argument similar to that used in the proof of [28,
Exercise 6.1], we know that, for any s ∈ (0, ∞), f ∈ C∞c (Rn), x ∈ Rn and y ∈ B(x, s),
A˜(1, ǫ)( f )
(
y,
s
α
)
≤ αn+1A˜(1, ǫ′)( f )(y, s),
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where ǫ′ := ǫ − 1. By this and [28, Theorem 6.3], we find that, for any f ∈ C∞c (Rn) and x ∈ Rn,
G˜(1, ǫ), α( f )(x) =
{∫ ∞
0
∫
|x−y|<αt
[
A˜(1, ǫ)( f )(y, t)
]2 dy dt
tn+1
}1/2
∼ αn/2
{∫ ∞
0
∫
|x−y|<s
[
A˜(1, ǫ)( f )
(
y,
s
α
)]2 dy ds
sn+1
}1/2
. α
3n
2
+1
{∫ ∞
0
∫
|x−y|<s
[
A˜(1, ǫ′)( f )(y, s)
]2 dy ds
sn+1
}1/2
. α
3n
2
+1G˜(1, ǫ′)( f )(x) . α
3n
2
+1G1( f )(x),
where ǫ′ ∈ (1, ∞). This, combined with (3.6), implies that (3.4) holds true, which completes the
proof of Lemma 3.1. 
Let ρ be as in (1.6) with V ∈ RHq(Rn) and q ∈ (n/2, ∞), and
Bρ := {B(x, r) : x ∈ Rn, r ≤ ρ(x)}.(3.7)
The following ρ-localized weights were introduced in [1].
Definition 3.2 ([1]). Let n ≥ 3, ρ be as in (1.6) with V ∈ RHq(Rn) and q ∈ (n/2, ∞), and
p ∈ (1, ∞). The local weight class Aρ, locp (Rn) is defined to be the set of all non-negative locally
integrable functions w on Rn such that
[w]
A
ρ, loc
p (R
n)
:= sup
B∈Bρ
1
|B|
∫
B
w(x) dx
{
1
|B|
∫
B
[w(x)]
− 1
p−1 dx
}p−1
< ∞.(3.8)
Remark 3.3. (i) Let n ≥ 3, ρ be as in (1.6) with V ∈ RHq(Rn) and q ∈ (n/2, ∞), p ∈ (1, ∞),
θ ∈ [0, ∞) and w ∈ Aρ, θp (Rn). Then it is easy to see that Aρ, θp (Rn) ⊂ Aρ, locp (Rn) and there
exists a positive constant C such that, for any w ∈ Aρ, θp (Rn),
[w]
A
ρ, loc
p (R
n)
≤ C[w]
A
ρ, θ
p (R
n)
.
(ii) Let n ≥ 3, ρ be as in (1.6) with V ∈ RHq(Rn) and q ∈ (n/2, ∞), p ∈ (1, ∞) and β ∈ (1, ∞).
Define A
βρ, loc
p (R
n) to be the set of all non-negative locally integrable functions w on Rn
satisfying (3.8) with B ∈ Bρ therein replaced by B ∈ {B(x, r) : x ∈ Rn, r ≤ βρ(x)}.
Then, from [1, Corllary 1] and its proof, we deduce that, for any β ∈ (1, ∞), Aρ, locp (Rn) =
A
βρ, loc
p (R
n). Moreover, for any w ∈ Aρ, θp (Rn),
[w]
A
ρ, loc
p (R
n)
∼ [w]
A
βρ, loc
p (R
n)
,
where the implicit positive equivalence constants depend only on β, n and ρ.
(iii) Let B0 be a ball in R
n. A weight w, defined on B0, is said to belong to Ap(B0) if the inequality
(3.8) holds true for every ball B ⊂ B0.
The following lemma concerns the extension of weights, which is just [1, Lemma 1].
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Lemma 3.4 ([1]). Let B0 be a ball in R
n. Assume that p ∈ (1, ∞) and w0 ∈ Ap(B0). Then w0 has
an extension w ∈ Ap(Rn) on Rn such that, for any x ∈ B0, w0(x) = w(x) and [w0]Ap(B0) ∼ [w]Ap(Rn),
where the implicit positive equivalence constants are independent of w0 and p.
The following lemma is just [1, Proposition 2] (see also [7, Lemma 2.3]).
Lemma 3.5 ([1]). There exists a sequence {x j} j∈N of points in Rn such that the family {B j :=
B(x j, ρ(x j))} j∈N of balls satisfies that
(i) ∪ j∈NB j = Rn;
(ii) For any σ ∈ [1, ∞), there exist positive constants C and N such that, for any x ∈ Rn,∑
j∈N 1σB j(x) ≤ CσN .
In what follows, for any x ∈ Rn, let
Bx := B(x, ρ(x)).(3.9)
For any α ∈ (0, ∞), we define the following ρ-localized R−∆, M∗−∆, α, g−∆ and S −∆, α, respectively,
by setting, for any f ∈ L1
loc
(Rn) and x ∈ Rn,
R loc−∆ ( f )(x) := R−∆
(
f1Bx
)
(x),(3.10)
M
∗, loc
−∆, α ( f )(x) := M
∗
−∆, α
(
f12Bx
)
(x),(3.11)
g loc−∆ ( f )(x) := g−∆
(
f1Bx
)
(x)(3.12)
and
S loc−∆, α( f )(x) := S −∆, α
(
f12Bx
)
(x).(3.13)
Applying the method used to prove the boundedness of ρ-localized operators (see [1, Proposi-
tion 4]), we obtain the following quantitative weighted estimates of R loc−∆ , M
∗, loc
−∆, α , g
loc
−∆ and S
loc
−∆, α,
respectively.
Lemma 3.6. Let n ≥ 3, ρ be as in (1.6) with V ∈ RHq(Rn) and q ∈ (n/2, ∞), α ∈ [1, ∞)
and p ∈ (1, ∞). Then there exists a positive constant C such that, for any w ∈ Aρ, locp (Rn) and
f ∈ Lp(w), ∥∥∥R loc−∆ ( f )∥∥∥Lp(w) ≤ C[w] 1p−1Aρ, locp (Rn)‖ f ‖Lp(w),(3.14)
∥∥∥∥M∗, loc−∆, α ( f )∥∥∥∥Lp(w) ≤ Cαn[w]
1
p−1
A
ρ, loc
p (R
n)
‖ f ‖Lp(w),(3.15)
∥∥∥g loc−∆ ( f )∥∥∥Lp(w) ≤ C[w]max{ 12 , 1p−1 }Aρ, locp (Rn) ‖ f ‖Lp(w)(3.16)
and ∥∥∥S loc−∆, α( f )∥∥∥Lp(w) ≤ Cα 3n2 +1[w]max{ 12 , 1p−1 }Aρ, locp (Rn) ‖ f ‖Lp(w).(3.17)
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Proof. We first prove (3.15). By Lemma 3.5, we know that there exists a sequence {x j} j∈N of
points in Rn such that the family {B j := B(x j, ρ(x j))} j∈N of balls satisfies (i) and (ii) of Lemma
3.5. Let σ := 1+C2
1+
N0
N0+1 with positive constants C and N0 same as in Lemma 2.1. For any j ∈ N,
let B˜ j := σB j. By Lemma 2.1, we know that, for any j ∈ N and x ∈ B j, 2Bx = B(x, 2ρ(x)) ⊂ B˜ j.
By this, it is easy to see that, for any f ∈ Lp(w) and x ∈ Rn,
M
∗, loc
−∆, α ( f )(x) ≤
∞∑
j=1
1B j (x)M
∗
−∆, α(| f |1B˜ j )(x) =: M˜
∗
α(| f |)(x).(3.18)
Let w ∈ Aρ, locp (Rn). Then we know that, for any j ∈ N,
w|
B˜ j
∈ Ap(B˜ j) and [w|B˜ j]Ap(B˜ j) . [w]Aρ, locp (Rn),(3.19)
where the implicit positive constant is independent of B j. Indeed, for any ball B := B(xB, rB) ⊂ B˜ j,
if rB ≤ σρ(xB), then, by the fact that w ∈ Aρ, locp (Rn) and Remark 3.3(ii), we find that w ∈
A
σρ, loc
p (R
n) with [w]
A
ρ, loc
p (R
n)
∼ [w]
A
σρ, loc
p (R
n)
. From this, we further deduce that
1
|B|
∫
B
w(y) dy
{
1
|B|
∫
B
[w(y)]
− 1
p−1 dy
}p−1
≤ [w]
A
σρ, loc
p (R
n)
∼ [w]
A
ρ, loc
p (R
n)
.(3.20)
If rB > σρ(xB), then, we have B(xB, σρ(xB)) ⊂ B(xB, rB) ⊂ B˜ j. By the fact that |x j − xB| < ρ(x j)
and Lemma 2.1, we obtain ρ(xB) ∼ ρ(x j). Thus, |B(xB, rB)| ∼ |B˜ j|. From this, it follows that
1
|B|
∫
B
w(y) dy
{
1
|B|
∫
B
[w(y)]
− 1
p−1 dy
}p−1
.
1
|B˜ j|
∫
B˜ j
w(y) dy
 1|B˜ j|
∫
B˜ j
[w(y)]
− 1
p−1 dy

p−1
. [w]
A
σρ, loc
p (R
n)
∼ [w]
A
ρ, loc
p (R
n)
.
This, combined with (3.20), implies (3.19). By Lemma 3.4, we further know that, for any j ∈ N,
w|
B˜ j
admits an extension w j on R
n such that w j ∈ Ap(Rn) and
[w j]Ap(Rn) ∼ [w|B˜ j]Ap(B˜ j) . [w]Aρ, locp (Rn),
where the implicit positive constants are independent of j. From this, Lemma 3.5(ii), (3.1) and
(2.3), it follows that, for any w ∈ Aρ, locp (Rn) and f ∈ Lp(w),
∥∥∥M˜∗α(| f |)∥∥∥pLp(w) =
∫
Rn
∑
j∈N
1B j(x)
∣∣∣∣M∗−∆, α(| f |1B˜ j )(x)
∣∣∣∣p w(x) dx
.
∑
j∈Rn
∫
B j
∣∣∣∣M∗−∆, α(| f |1B˜ j )(x)
∣∣∣∣p w(x) dx .∑
j∈N
∫
Rn
∣∣∣∣M∗−∆, α(| f |1B˜ j )(x)
∣∣∣∣p w j(x) dx
. αnp
∑
j∈N
∫
Rn
∣∣∣∣M(| f |1B˜ j)(x)
∣∣∣∣p w j(x) dx . αnp ∑
j∈N
[w j]
p
p−1
Ap(Rn)
∫
B˜ j
| f (x)|pw j(x) dx
. αnp[w]
p
p−1
A
ρ, loc
p (R
n)
∫
Rn
| f (x)|pw(x) dx.
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This, together with (3.18), implies that (3.15) holds true. By an argument similar to that used in
the proof of (3.15), we also know that (3.14) holds true.
To prove (3.16) and (3.17), we only need to repeat the proof of (3.15) via replacing (3.1) and
(2.3) therein by Lemma 3.1 and (1.3), respectively, and we omit the details. This finishes the proof
of Lemma 3.6. 
4 Proofs of Theorems 1.3 and 1.5
In this section, we show Theorems 1.3 and 1.5.
Proof of Theorem 1.3. We show this theorem by three steps.
Step 1. In this step, we show that, for any given p ∈ (1, ∞) and θ ∈ [0, ∞), and for any
w ∈ Aρ, θp (Rn) and f ∈ C∞c (Rn),
‖gL( f )‖Lp(w) . [w]
max{ 1
2
, 1
p−1 }
A
ρ, θ
p (R
n)
‖ f ‖Lp(w).(4.1)
For any f ∈ C∞c (Rn) and x ∈ Rn, we write
gL( f )(x) := gL( f1Bx )(x) + gL
(
f1
B
∁
x
)
(x) =: g locL ( f )(x) + g
glob
L
( f )(x),
where Bx is as in (3.9).
We first estimate g
glob
L
. By Lemma 2.3, we find that, for any f ∈ C∞c (Rn) and x ∈ Rn,
g
glob
L
( f )(x) =
[∫ ∞
0
∣∣∣∣∣tLe−tL ( f1∁Bx
)
(x)
∣∣∣∣∣2 dtt
]1/2
(4.2)
=

∫ ∞
0
∣∣∣∣∣∣
∫
|x−y|>ρ(x)
t
∂
∂t
Kt(x, y) f (y) dy
∣∣∣∣∣∣
2
dt
t

1/2
.

∫ ∞
0
 1tn/2
[
1 +
√
t
ρ(x)
]−N ∫
|x−y|>ρ(x)
e−c
|x−y|2
t | f (y)| dy

2
dt
t

1/2
.

∫ ∞
0
1
tn
[
1 +
√
t
ρ(x)
]−2N
×

∞∑
j=0
e−c
[2 jρ(x)]2
t
∫
B(x, 2 j+1ρ(x))\B(x, 2 jρ(x))
| f (y)| dy

2
dt
t

1/2
.

∫ ∞
0
1
tn
{
1 +
√
t
ρ(x)
}−2N 
∞∑
j=0
[ √
t
2 jρ(x)
]A
2 jγ[2 jρ(x)]n
×
[
1 +
2 j+1ρ(x)
ρ(x)
]−γ
1
|B(x, 2 j+1ρ(x))|
∫
B(x, 2 j+1ρ(x))
| f (y)| dy

2
dt
t

1/2
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.

∫ ∞
0
[
ρ(x)√
t
]2n [
1 +
√
t
ρ(x)
]−2N [ √
t
ρ(x)
]2A 
∞∑
j=0
2− j(M−n−γ)Mγ( f )(x)

2
dt
t

1/2
.

∫ ∞
0
[
1 +
√
t
ρ(x)
]−2N [ √
t
ρ(x)
]2(A−n)
dt
t

1/2
Mγ( f )(x)
.
[∫ ∞
0
s2(A−n)−1
(1 + s)2N
ds
]1/2
Mγ( f )(x) . Mγ( f )(x),
where A, N ∈ (0, ∞) such that A > n + γ and N > A − n, Mγ is as in (2.1) and γ ∈ (0, ∞) is fixed
later.
Next, we estimate g loc
L
. Indeed, we have, for any f ∈ C∞c (Rn) and x ∈ Rn,
g locL ( f )(x) ≤

∫ [ρ(x)]2
0
∣∣∣tLe−tL ( f1Bx) (x)∣∣∣2 dtt

1/2
+
{∫ ∞
[ρ(x)]2
· · · dt
t
}1/2
(4.3)
≤

∫ [ρ(x)]2
0
∣∣∣∣(tLe−tL − t∆e−t∆) ( f1Bx) (x)∣∣∣∣2 dtt

1/2
+

∫ [ρ(x)]2
0
∣∣∣t∆e−t∆ ( f1Bx) (x)∣∣∣2 dtt

1/2
+

∫ [ρ(x)]2
0
∣∣∣tLe−tL ( f1Bx) (x)∣∣∣2 dtt

1/2
=: K1(x) + K2(x) + K3(x).
For K2, it is easy to see that, for any f ∈ C∞c (Rn) and x ∈ Rn,
K2(x) ≤ g loc−∆ ( f )(x),(4.4)
where g loc−∆ is as in (3.12).
For K1, by the perturbation formula as in [1, p. 578] (see also [6, Proposition 5.1]), we find that
there exists some δ ∈ (0, ∞) such that, for any f ∈ C∞c (Rn) and x ∈ Rn,
∣∣∣∣(tLe−tL − t∆e−t∆) ( f1Bx)(x)∣∣∣∣ .
∫
Bx
1
tn/2

[ √
t
ρ(x)
]δ
+
[ √
t
ρ(y)
]δ e−c |x−y|2t | f (y)| dy.(4.5)
Moreover, by the fact that |x − y| < ρ(x) and Lemma 2.1, we know that ρ(x) ∼ ρ(y). From this and
(4.5), it follows that, for any f ∈ C∞c (Rn) and x ∈ Rn,
K1(x) .

∫ [ρ(x)]2
0

∫
Bx
1
tn/2
[ √
t
ρ(x)
]δ
e−c
|x−y|2
t | f (y)| dy

2
dt
t

1/2
(4.6)
.

∫ [ρ(x)]2
0
[ √
t
ρ(x)
]2δ
dt
t

1/2
R loc−∆ (| f |)(x) . R loc−∆ (| f |)(x),
where R loc−∆ is as in (3.10).
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For K3, by Lemma 2.3, we obtain, for any f ∈ C∞c (Rn) and x ∈ Rn,
K3(x) .

∫ ∞
[ρ(x)]2

∫
Bx
[
1 +
√
t
ρ(x)
]−N
1
tn/2
e−c
|x−y|2
t | f (y)| dy

2
dt
t

1/2
.

∫ ∞
[ρ(x)]2
[
1 +
√
t
ρ(x)
]−2N
dt
t

1/2
R loc−∆ (| f |)(x) . R loc−∆ (| f |)(x).
From this, (4.3), (4.4) and (4.6), we deduce that, for any f ∈ C∞c (Rn) and x ∈ Rn,
g locL ( f )(x) . g
loc
−∆ ( f )(x) + R
loc
−∆ (| f |)(x).
This, combined with (4.2), implies that, for any f ∈ C∞c (Rn) and x ∈ Rn,
gL( f )(x) . Mγ( f )(x) + g
loc
−∆ ( f )(x) + R
loc
−∆ (| f |)(x).
Let θ ∈ [0, ∞). From Remark 3.3(i), Lemmas 2.4 and 3.6, it follows that, for any w ∈ Aρ, θ
3
(Rn)
and f ∈ L3(w),
‖gL( f )‖L3(w) . ‖Mγ( f )‖L3(w) +
∥∥∥g loc−∆ ( f )∥∥∥L3(w) + ∥∥∥R loc−∆ (| f |)∥∥∥L3(w)
. [w]1/2
A
ρ, θ
3
(Rn)
‖ f ‖L3(w) + [w]1/2
A
ρ, loc
3
(Rn)
‖ f ‖L3(w) . [w]1/2
A
ρ, θ
3
(Rn)
‖ f ‖L3(w),
where we fix γ := 3θ
2
. This, together with Lemma 2.6 and the fact that C∞c (R
n) is dense in Lp(w),
implies that (4.1) holds true.
Step 2. In this step, we show that, for any given p ∈ (1, ∞) and θ ∈ [0, ∞), and for any
w ∈ Aρ, θp (Rn) and f ∈ C∞c (Rn),∥∥∥g∗L, λ( f )∥∥∥Lp(w) . [w]max{ 12 , 1p−1 }Aρ, θp (Rn) ‖ f ‖Lp(w).(4.7)
Indeed, for any f ∈ C∞c (Rn) and x ∈ Rn, we have
[
g∗L, λ( f )(x)
]2
=
∫ ∞
0
∫
Rn
(
t
t + |x − y|
)λn ∣∣∣∣t2Le−t2L( f )(y)∣∣∣∣2 dy dt
tn+1
=
∫ ∞
0
∫
B(x, t)
(
t
t + |x − y|
)λn ∣∣∣∣t2Le−t2L( f )(y)∣∣∣∣2 dy dt
tn+1
+
∞∑
j=1
∫ ∞
0
∫
B(x, 2 jt)\B(x, 2 j−1t)
. . .
dy dt
tn+1
.
[
S L( f )(x)
]2
+
∞∑
j=1
2− jλn
[
S L, 2 j ( f )(x)
]2
,
namely,
g∗L, λ( f )(x) .
∞∑
j=0
2− jλn/2S L, 2 j ( f )(x),(4.8)
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where S L, 2 j is as in (1.9) with α := 2
j therein.
Next, we estimate S L, 2 j . To this end, let α ∈ [1, ∞). For any f ∈ C∞c (Rn) and x ∈ Rn, we write
S L, α( f )(x) = S L, α( f12Bx )(x) + S L, α
(
f1(2Bx)∁
)
(x) =: S locL, α( f )(x) + S
glob
L, α
( f )(x),(4.9)
where Bx is as in (3.9).
To deal with S
glob
L, α
( f ), we have, for any f ∈ C∞c (Rn) and x ∈ Rn,
S
glob
L, α
( f )(x) ≤
{∫ ρ(x)/α
0
∫
|x−y|<αt
∣∣∣∣t2Let2L( f1(2Bx)∁)(y)
∣∣∣∣2 dy dt
tn+1
} 1
2
+
{∫ ∞
ρ(x)/α
∫
|x−y|<αt
· · · dy dt
tn+1
} 1
2
= I(x) + II(x).
First, we estimate I. Indeed, for any f ∈ C∞c (Rn) and x ∈ Rn, it holds true that
I(x) =
{∫ ρ(x)/α
0
∫
|x−y|<αt
∣∣∣∣∣
∫
Rn
t2
∂
∂s
Ks(y, z)
∣∣∣∣
s=t2
f (z)1(2Bx )∁(z) dz
∣∣∣∣∣2 dy dttn+1
}1/2
(4.10)
≤

∫ ρ(x)/α
0
∫
|x−y|<αt

∞∑
k=2
∫
2kBx\2k−1Bx
∣∣∣∣∣t2 ∂∂sKs(y, z)
∣∣∣∣
s=t2
∣∣∣∣∣ | f (z)| dz

2
dy dt
tn+1

1/2
,
where Ks(·, ·) denotes the integral kernel of e−sL as in Lemma 2.3. For any z ∈ (2kBx) \ (2k−1Bx)
and y ∈ B(x, αt), it is easy to see that
|y − z| ≥ |x − z| − |y − x| ≥ 2k−1ρ(x) − αt ≥ 2k−1ρ(x) − ρ(x) ≥ 2k−2ρ(x).(4.11)
By the fact that α ∈ [1, ∞) and Lemma 2.1, we know that, for any y ∈ B(x, αt),[
1 +
t
ρ(y)
]−1
≤
[
1
α
+
t
ρ(y)
]−1
= α
[
1 +
αt
ρ(y)
]−1
(4.12)
. α
1 + αtρ(x)
[
1 +
|x − y|
ρ(x)
]− N0
N0+1

−1
. α
[
1 +
αt
ρ(x)
]− 1
N0+1
,
where N0 ∈ (0, ∞) is as in Lemma 2.1. From (4.12), (4.11) and Lemma 2.3, we deduce that, for
any f ∈ C∞c (Rn) and x ∈ Rn,
∞∑
k=2
∫
2kBx\2k−1Bx
∣∣∣∣∣t2 ∂∂sKs(y, z)
∣∣∣∣
s=t2
∣∣∣∣∣ | f (z)| dz
.
∞∑
k=2
t−n
[
1 +
t
ρ(y)
]−N ∫
2kBx\2k−1Bx
e
−c [2kρ(x)]2
t2 | f (z)| dz
. αN
∞∑
k=2
t−n
[
1 +
αt
ρ(x)
]−N/(N0+1) ∫
2kBx\2k−1Bx
[
t
2kρ(x)
]A
| f (z)| dz
. αN
∞∑
k=2
2−k(A−n−γ)
[
t
ρ(x)
]A−n [
1 +
αt
ρ(x)
]−N/(N0+1) [
1 +
2kρ(x)
ρ(x)
]−γ
1
|2kBx|
∫
2kBx
| f (z)| dz
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. αN
[
t
ρ(x)
]A−n [
1 +
αt
ρ(x)
]−N/(N0+1)
Mγ( f )(x),
where N, γ ∈ (0, ∞) are fixed later, Mγ is as in (2.1) and A a constant such that A > n + γ. This,
together with (4.10), implies that, for any f ∈ C∞c (Rn) and x ∈ Rn,
I(x) . αN−A+n

∫ ρ(x)/α
0
∫
|x−y|<αt

[
αt
ρ(x)
]A−n [
1 +
αt
ρ(x)
]−N/(N0+1)
Mγ( f )(x)

2
dy dt
tn+1

1/2
(4.13)
. αN−A+
3n
2 Mγ( f )(x)
[∫ 1
0
s2(A−n)−1
(1 + s)2N/(N0+1)
ds
]1/2
. αN−A+
3n
2 Mγ( f )(x).
For II, we have, for any f ∈ C∞c (Rn) and x ∈ Rn,
II(x) =
{∫ ∞
ρ(x)/α
∫
|x−y|<αt
∣∣∣∣∣
∫
Rn
t2
∂
∂s
Ks(y, z)
∣∣∣∣
s=t2
f (z)1(2Bx)∁(z) dz
∣∣∣∣∣2 dy dttn+1
}1/2
(4.14)
≤

∫ ∞
ρ(x)/α
∫
|x−y|<αt

∞∑
k=2
∫
2kBx\2k−1Bx
∣∣∣∣∣t2 ∂∂sKs(y, z)
∣∣∣∣
s=t2
∣∣∣∣∣ | f (z)| dz

2
dy dt
tn+1

1/2
.
Now we consider two cases.
Case 1) |y− z| < αt. In this case, we then obtain 2αt > |y− z|+ |y− x| ≥ |x− z| ≥ 2k−1ρ(x). From
this, Lemma 2.3 and (4.12), we deduce that, for any f ∈ C∞c (Rn) and x ∈ Rn,
∞∑
k=2
∫
2kBx\2k−1Bx
∣∣∣∣∣t2 ∂∂sKs(y, z)
∣∣∣∣
s=t2
∣∣∣∣∣ | f (z)| dz(4.15)
.
∞∑
k=2
t−n
[
1 +
t
ρ(y)
]−N ∫
2kBx\2k−1Bx
| f (z)| dz
. αN
∞∑
k=2
t−n
[
1 +
αt
ρ(x)
]− N
N0+1
∫
2kBx\2k−1Bx
| f (z)| dz
. αN
∞∑
k=2
[
ρ(x)
t
]n−τ [
ρ(x)
t
]τ
2
−k[ N
N0+1
−n−γ]
[
1 +
2kρ(x)
ρ(x)
]−γ
1
|2kBx|
∫
2kBx
| f (z)| dz
. αN
∞∑
k=2
[
ρ(x)
t
]τ
2
−k[ N
N0+1
−τ−γ]
Mγ( f )(x) . α
N+τ
[
ρ(x)
αt
]τ
Mγ( f )(x),
where Mγ is as in (4.13), N > (N0 + 1)(γ + τ) and τ ∈ (0, n) is fixed later.
Case 2) |y − z| ≥ αt. In this case, we find that
2|y − z| ≥ |y − z| + αt ≥ |y − z| + |x − y| ≥ |x − z| ≥ 2k−1ρ(x).
From this, (4.12) and Lemma 2.3, it follows that, for any f ∈ C∞c (Rn) and x ∈ Rn,
∞∑
k=2
∫
2kBx\2k−1Bx
∣∣∣∣∣t2 ∂∂sKs(y, z)
∣∣∣∣
s=t2
∣∣∣∣∣ | f (z)| dz
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.
∞∑
k=2
t−n
[
1 +
t
ρ(y)
]−N ∫
2kBx\2k−1Bx
e
−c |y−z|2
t2 | f (z)| dz
. αN
∞∑
k=2
t−n
[
1 +
αt
ρ(x)
]− N
N0+1
[
t
2kρ(x)
]A ∫
2kBx
| f (z)| dz
. αN
∞∑
k=2
[
1 +
αt
ρ(x)
]− N
N0+1
2−k(A−γ−n)
[
t
ρ(x)
]A−n [
1 +
2kρ(x)
ρ(x)
]−γ
1
|2kBx|
∫
2kBx
| f (z)| dz
. αN−A+n
[
1 +
αt
ρ(x)
]− N
N0+1
[
αt
ρ(x)
]A−n
Mγ( f )(x),
where A > n + γ. From this, (4.15) and (4.14), we deduce that, for any f ∈ C∞c (Rn) and x ∈ Rn,
II(x) . αN+τ

∫ ∞
ρ(x)/α
∫
|x−y|<αt

[
ρ(x)
αt
]2τ
+
[
αt
ρ(x)
]2(A−n) [
1 +
αt
ρ(x)
]− 2NN0+1 dy dttn+1

1/2
Mγ( f )(x)
. αN+τ+
n
2
{∫ ∞
1
[
s−2τ + s2(A−n)(1 + s)−
2N
N0+1
]
ds
s
}1/2
Mγ( f )(x) . α
N+τ+ n
2 Mγ( f )(x),
where we choose A := n + γ + τ and N > (N0 + 1)(A − n) = (N0 + 1)(γ + τ). This, combined with
(4.13), implies that, for any f ∈ C∞c (Rn) and x ∈ Rn,
S
glob
L, α
( f )(x) . αN+
3n
2 Mγ( f )(x).(4.16)
Next, we estimate S loc
L, α
( f ). For any f ∈ C∞c (Rn) and x ∈ Rn, write
S locL, α( f )(x) ≤
{∫ ρ(x)/α
0
∫
|x−y|<αt
∣∣∣∣t2Le−t2L( f12Bx )(y)∣∣∣∣2 dy dt
tn+1
}1/2
(4.17)
+
{∫ ∞
ρ(x)/α
∫
|x−y|<αt
· · · dy dt
tn+1
}1/2
≤
{∫ ρ(x)/α
0
∫
|x−y|<αt
∣∣∣∣(t2Le−t2L − t2∆e−t2∆) ( f12Bx )(y)∣∣∣∣2 dy dt
tn+1
}1/2
+
{∫ ρ(x)/α
0
∫
|x−y|<αt
∣∣∣∣t2∆e−t2∆( f12Bx )(y)∣∣∣∣2 dy dt
tn+1
}1/2
+
{∫ ∞
ρ(x)/α
∫
|x−y|<αt
∣∣∣∣t2Le−t2L( f12Bx )(y)∣∣∣∣2 dy dt
tn+1
}1/2
=: J1(x) + J2(x) + J3(x).
For J2, it is easy to see that, for any f ∈ C∞c (Rn) and x ∈ Rn,
J2(x) ≤ S loc−∆, α( f )(x),(4.18)
where S loc−∆, α is as in (3.13).
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For J1, by [6, Proposition 5.1], we find that there exists some δ ∈ (0, ∞) such that, for any
f ∈ C∞c (Rn), x ∈ Rn and y ∈ B(x, αt),
∣∣∣∣(t2Le−t2L − t2∆e−t2∆) ( f12Bx)(y)∣∣∣∣ .
∫
2Bx
1
tn

[
t
ρ(y)
]δ
+
[
t
ρ(z)
]δ e−c |y−z|
2
t2 | f (z)| dz.
Noticing that 0 < αt < ρ(x), |x − y| < αt and |x − z| < 2ρ(x), by Lemma 2.1, we know that
ρ(x) ∼ ρ(y) ∼ ρ(z). Hence, for any f ∈ C∞c (Rn) and x ∈ Rn, it holds true that
J1(x) .

∫ ρ(x)/α
0
∫
|x−y|<αt
∣∣∣∣∣∣∣
∫
2Bx
1
tn
[
t
ρ(x)
]δ
e
−c |y−z|2
t2 | f (z)| dz
∣∣∣∣∣∣∣
2
dy dt
tn+1

1/2
(4.19)
. αn/2

∫ ρ(x)/α
0
[
t
ρ(x)
]2δ
dt
t

1/2
M
∗, loc
−∆, α (| f |)(x) . αn/2M
∗, loc
−∆, α (| f |)(x),
where M∗, loc−∆, α is as in (3.11).
For J3, by (4.12), we have, for any f ∈ C∞c (Rn) and x ∈ Rn,
J3(x) .

∫ ∞
ρ(x)/α
∫
|x−y|<αt
∣∣∣∣∣∣∣
∫
2Bx
[
1 +
t
ρ(y)
+
t
ρ(z)
]−N
t−ne−c
|y−z|2
t2 | f (z)| dz
∣∣∣∣∣∣∣
2
dy dt
tn+1

1/2
(4.20)
.

∫ ∞
ρ(x)/α
∫
|x−y|<αt
[
1 +
t
ρ(y)
]−2N [
M
∗, loc
−∆, α (| f |)(x)
]2 dy dt
tn+1

1/2
.

∫ ∞
ρ(x)/α
∫
|x−y|<αt
α2N
[
1 +
αt
ρ(x)
]− 2NN0+1 dy dt
tn+1

1/2
M
∗, loc
−∆, α (| f |)(x)
. αN+
n
2 M
∗, loc
−∆, α (| f |)(x),
where N ∈ (0, ∞). Combining (4.20), (4.19), (4.18) and (4.17), we find that, for any f ∈ C∞c (Rn)
and x ∈ Rn,
S locL, α( f )(x) . α
N+ n
2 M
∗, loc
−∆, α (| f |)(x) + S loc−∆, α( f )(x).
From this, (4.16) and (4.9), we deduce that, for any α ∈ [1, ∞), f ∈ C∞c (Rn) and x ∈ Rn,
S L, α( f )(x) . α
N+ 3n
2 Mγ( f )(x) + α
N+ n
2 M
∗, loc
−∆, α (| f |)(x) + S loc−∆, α( f )(x),(4.21)
where N > (N0 + 1)(γ + τ), N0 ∈ (0, ∞) is as in Lemma 2.1, γ ∈ (0, ∞) and τ ∈ (0, n).
Let θ ∈ [0, ∞) and w ∈ Aρ, θ
3
(Rn). Fix γ := 3θ
2
in (4.21). By the fact that λ ∈ (3 +
2
n
max{ 3θ
2
k0, 1}, ∞), k0 := max{ log2C0+2−n2−n/q , 1}, and Remark 2.2, we could choose some N0 ∈
(0, ∞) in Lemma 2.1 such that λ ∈ (3 + 2
n
max{(N0 + 1)3θ2 , 1}, ∞). Then we could fix some
τ ∈ (0, n) small enough and N > (N0 + 1)(τ + γ) such that λ ∈ (3 + 2n max {N, 1} , ∞). From this,
(4.21), (4.8), Lemma 2.4, Remark 3.3(i) and Lemma 3.6, we deduce that, for any f ∈ C∞c (Rn),
∥∥∥g∗L, λ( f )∥∥∥L3(w) .
∞∑
j=0
2− jλn/2
∥∥∥S L, 2 j ( f )∥∥∥L3(w)
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.
∞∑
j=0
2− jλn/2
{
2 j(N+
3n
2
)
∥∥∥Mγ( f )∥∥∥L3(w) + 2 j(N+ n2 ) ∥∥∥∥M∗, loc−∆, α ( f )∥∥∥∥L3(w) + ∥∥∥S loc−∆, α( f )∥∥∥L3(w)
}
.
∞∑
j=0
2− jλn/2
{
2 j(N+
3n
2
)[w]
1/2
A
ρ, θ
3
(Rn)
+ 2 j(N+
3n
2
)[w]
1/2
A
ρ, loc
3
(Rn)
+ 2 j(1+
3n
2
)[w]
1/2
A
ρ, loc
3
(Rn)
}
× ‖ f ‖L3(w)
. [w]1/2
A
ρ, θ
3
(Rn)
‖ f ‖L3(w).
This, together with Lemma 2.6 and the fact that C∞c (R
n) is dense in Lp(w), implies that (4.7) holds
true.
Step 3. Finally, by (4.7) and the fact that, for any f ∈ C∞c (Rn) and x ∈ Rn, S L( f )(x) .
g∗
L, λ
( f )(x), we know that, for any w ∈ Aρ, θp (Rn) and f ∈ C∞c (Rn),
‖S L( f )‖Lp(w) . [w]
max{ 1
2
, 1
p−1 }
A
ρ, θ
p (R
n)
‖ f ‖Lp(w).
This finishes the proof of Theorem 1.3. 
Next, we prove Theorem 1.5. To this end, we first introduce the following lemma, which is
a corollary of Lemma 2.4. In what follows, for any measurable function w and any measurable
subset E of Rn, we write w(E) :=
∫
E
w(y) dy.
Lemma 4.1. Let p ∈ (1, ∞), 1/p+ 1/p′ = 1, θ ∈ [0, ∞), n ≥ 3, ρ be as in (1.6) with V ∈ RHq(Rn)
and q ∈ (n/2, ∞), and w ∈ Aρ, θp (Rn). Then there exists a positive constant C such that, for any
λ ∈ [1, ∞) and ball B(xB, rB) of Rn,
w(B(xB, λrB)) ≤ C[w]
p
p−1
A
ρ, θ
p (R
n)
λpn
[
1 +
λrB
ρ(xB)
]p′pθ
w(B(xB, rB)).
The proof of Lemma 4.1 is quite similar to the classical one (see, for instance, [5, p. 133]) and
we omit the details.
Proof of Theorem 1.5. Let µ ∈ [0, ∞). We first introduce an auxiliary function S˜ µ
L
, which is
defined by setting, for any f ∈ C∞c (Rn) and x ∈ Rn,
S˜
µ
L
( f )(x) :=
{∫ ∞
0
∫
|x−y|<t
[
1 +
t
ρ(y)
]µ ∣∣∣∣t2Le−t2L( f )(y)∣∣∣∣2 dy dt
tn+1
}1/2
.
For S˜
µ
L
, by Lemmas 2.1 and 2.3, we conclude that, for any f ∈ C∞c (Rn) and x ∈ Rn,
{∫ ρ(x)
0
∫
|x−y|<t
[
1 +
t
ρ(y)
]µ ∣∣∣∣t2Le−t2L( f )(y)∣∣∣∣2 dy dt
tn+1
}1/2
.
{∫ ρ(x)
0
∫
|x−y|<t
∣∣∣∣t2Le−t2L( f )(y)∣∣∣∣2 dy dt
tn+1
}1/2
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and {∫ ∞
ρ(x)
∫
|x−y|<t
[
1 +
t
ρ(y)
]µ ∣∣∣∣t2Le−t2L( f )(y)∣∣∣∣2 dy dt
tn+1
}1/2
.

∫ ∞
ρ(x)
∫
|x−y|<t
∣∣∣∣∣∣∣
∫
Rn
[
1 +
t
ρ(y)
]−(N−µ)
e
−c |y−z|2
t2 | f (z)| dz
∣∣∣∣∣∣∣
2
dy dt
tn+1

1/2
,
where N ∈ (0, ∞) is arbitrary. Let p ∈ (1, ∞) and θ ∈ [0, ∞). By the above two inequalities
and an argument similar to that used in Step 2 of the proof of Theorem 1.3, we find that, for any
w ∈ Aρ, θp (Rn) and f ∈ Lp(w), ∥∥∥S˜ µ
L
( f )
∥∥∥
Lp(w)
. [w]
max{ 1
2
, 1
p−1 }
A
ρ, θ
p (R
n)
‖ f ‖Lp(w).(4.22)
Next, we show that there exists a positive constant C such that, for any α ∈ [1, ∞), w ∈ Aρ, θp (Rn)
and f ∈ Lp(w), ∥∥∥S L, α( f )∥∥∥Lp(w) ≤ Cαn+2θ[w]max{1, 1p−1 }Aρ, θp (Rn)
∥∥∥S˜ 4θL ( f )∥∥∥Lp(w) .(4.23)
Indeed, by the Fubini theorem, Lemma 4.1 and the fact that α ∈ [1, ∞), we find that, for any
w ∈ Aρ, θ
2
(Rn) and f ∈ C∞c (Rn),∥∥∥S L, α( f )∥∥∥2L2(w) =
∫
Rn
∫ ∞
0
∫
|x−y|<αt
∣∣∣∣t2Le−t2L( f )(y)∣∣∣∣2 dy dt
tn+1
w(x) dx
=
∫
Rn
∫ ∞
0
w(B(y, αt))
∣∣∣∣t2Le−t2L( f )(y)∣∣∣∣2 dy dt
tn+1
. α2n[w]2
A
ρ, θ
2
(Rn)
∫
Rn
∫ ∞
0
[
1 +
αt
ρ(y)
]4θ
w(B(y, t))
∣∣∣∣t2Le−t2L( f )(y)∣∣∣∣2 dy dt
tn+1
. α2(n+2θ)[w]2
A
ρ, θ
2
(Rn)
∫
Rn
∫ ∞
0
w(B(y, t))
[
1 +
t
ρ(y)
]4θ ∣∣∣∣t2Le−t2L( f )(y)∣∣∣∣2 dy dt
tn+1
∼ α2(n+2θ)[w]2
A
ρ, θ
2
(Rn)
∥∥∥S˜ 4θL ( f )∥∥∥2L2(w) .
Choose F to be the family of all pairs ( f˜ , g˜) := [S L, α( f ), αn+2θS˜ 4θL ( f )] with f ∈ C∞c (Rn). Then
we obtain ∫
Rn
[
f˜ (x)
]2
dx =
∫
Rn
[
S L, α( f )(x)
]2
w(x) dx
. α(n+2θ)r0 [w]2
A
ρ, θ
2
(Rn)
∫
Rn
[
S˜ 4θL ( f )(x)
]2
w(x) dx
∼ [w]2
A
ρ, θ
2
(Rn)
∫
Rn
[˜
g(x)
]2
w(x) dx.
This, combined with Remark 2.7(ii), implies that, for any given p ∈ (1, ∞) and for any w ∈
A
ρ, θ
p (R
n) and f ∈ C∞c (Rn),∫
Rn
[
S L, α( f )(x)
]p
w(x) dx . [w]
pmax{1, 1
p−1 }
A
ρ, θ
p (R
n)
∫
Rn
α(n+2θ)p
[
S˜ 4θL ( f )(x)
]p
w(x) dx.
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This, together with the fact that C∞c (R
n) is dense in Lp(w), implies that (4.23) holds true.
From (4.23), (4.22), (4.8) and the fact that λ ∈ (2[1 + 2θ
n
], ∞), it follows that, for any w ∈
A
ρ, θ
p (R
n) and f ∈ Lp(w),
∥∥∥g∗L, λ( f )∥∥∥Lp(w) .
∞∑
j=0
2− jλn/2
∥∥∥S L, 2 j ( f )∥∥∥Lp(w) .
∞∑
j=0
2− jλn/22 j(n+2θ)[w]
max{1, 1
p−1 }
A
ρ, θ
p (R
n)
∥∥∥S˜ 4θL ( f )∥∥∥Lp(w)
.
∞∑
j=0
2− j
n
2
[λ−2(1+ 2θ
n
)][w]
max{1, 1
p−1 }+max{ 12 , 1p−1 }
A
ρ, θ
p (R
n)
‖ f ‖Lp(w)
. [w]
max{1, 1
p−1 }+max{ 12 , 1p−1 }
A
ρ, θ
p (R
n)
‖ f ‖Lp(w).
This finishes the proof of Theorem 1.5. 
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