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We carefully develop a numerically sane algorithm for solving the 2×2
real symmetric eigenvalue problem that gives both the eigenvectors and
eigenvalues.
1 Introduction






We will take an exceedingly simple approach to the problem. In particular, we
will instead focus on solving the eigenproblem for the shifted matrix1




β α2 − α1
]
2 Computing the eigenvalues
The characteristic polynomial of Aˆ is
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1It is easily verified by the reader that if you shift by α2 instead of α1 you will get the
same final algorithm.
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Two things are worth noting at this time. The first is that there may be scale
issues when evaluating h and so it should be done with some care. Nearly all
modern computing environments provide a facility for doing so in the form of
a library function called hypot(a,b) and we will rely on this in our code by
computing h = hypot(δ, β). The second is that h ≥ 0 and therefore formula 2,
which has become
−δ ± h,
must have one solution that can be computed without further cancellation
(which can be selected based on the sign of δ).
At this time we note that adding back the shift of α1 we find that the
eigenvalues of the original A are given by
α1 − δ ± h









These formulas are compact and work well if there are no scale issues but can
be troublesome if the relative scales of the two eigenvalues are widely different
and we do not suggest using them.
3 Computing the normalized eigenvectors
Since A and Aˆ have the same eigenvectors we will find it computationally better
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the eigenvector2 associated with the dominant eigenvalue λ1 since we can use











which can be written as[
δ − h β







As this is an eigenvector calculation one of the equations is necessarily superflu-
ous and it will benefit us to use the one whose coefficients are formed with no
cancellation beyond that which may have occured in the original computation
of δ, which is benign. There are then three options at this time.
First, if both δ = 0 and β = 0 (or more directly, if h = 0) then it is obvious
that A is a scalar multiple of the identity and we set c = 1 and s = 0.
Otherwise, if δ ≥ 0 we use the second equation[
β − (δ + h) ]v1 = 0






where the tilde appears because this vector is not yet normalized. We compute
c and s by normalizing this vector.
Finally, if δ < 0 we use the first equation[
(δ − h) β ]v1 = 0






Observe that the elements of v˜1 are formed with no additional cancellation. As
there can once again be scale issues we should use hypot(a,b) to normalize this
vector in either case.
Once we have computed c and s the best estimate for the eigenvalues is







In pseudocode the algorithm looks like this:
2We have deliberately chosen the letters c and s to emphasize that this algorithm is equiv-
alent to a single step of the Francis QR algorithm with a Wilkinson shift.
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δ ← α1−α22
h← hypot(δ, β)
if h = 0 then
c← 1
s← 0
else if δ ≥ 0 then















λ1 ← c2α1 + s2α2 + 2csβ
λ2 ← c2α2 + s2α1 − 2csβ
4 Matlab Code
We have written and tested a Matlab code implementing the method described
above. Our tests indicate that it gives answers that are as good or better than
calls to eig which uses LAPACK. Beware that the code does not check to see
that the input matrix was in fact real and symmetric. The code is as follows:
function [V,L] = tweig( A )
% Computes the eigenvalues and eigenvectors of a real symmetric 2x2.
%
% Copyright 24 JANUARY 2017 by Carlos F. Borges
beta = A(2,1);
delta = (A(1,1)-A(2,2))/2;
h = hypot(delta, beta);
if h==0
c = 1; s = 0;
elseif delta >= 0
c = delta+h; s = beta;
else
c = beta; s = h-delta;
end
rho = 1/hypot(s,c);
c = c*rho; s = s*rho;
V = [c -s; s c];
L = [(c*c*A(1,1)+s*(s*A(2,2)+2*c*beta)) 0; 0 (c*c*A(2,2)+s*(s*A(1,1)-2*c*beta))];
end
