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Coordination of probabilistic samples is a challenging theoretical prob-
lem faced by statistical institutes. One of their aims is to obtain good
estimates for each wave while spreading the response burden across
the entire population. There is a collection of existing solutions that
try to attend to these needs. These solutions, which were developed
independently, are integrated in a general framework and their corre-
sponding longitudinal designs are computed. The properties of these
longitudinal designs are discussed. It is also noted that there is an
antagonism between a good rotation and control over the cross-sec-
tional sampling design. A compromise needs to be reached between
the quality of the sample coordination, which appears to be optimal for
a systematic longitudinal sampling design, and the freedom of choice
of the cross-sectional design. In order to reach such a compromise,
an algorithm that uses a new method of longitudinal sampling is pro-
posed.
Keywords and Phrases: sampling algorithms, sample coordination,
business surveys, systematic sampling.
1. Introduction
The negative coordination of samples is a challenging theoretical problem faced
by statistical institutes. In business surveys, for example, several survey samplings
are conducted each year on a relatively small population of large- or medium-sized
companies. The paperwork burden asked of these companies can lead to reduced
response rates and lesser quality. It is thus important for statistical institutes to
have some control over the response burden of the units in the population while
maintaining a probabilistic sampling system. In business surveys, the aims of such
a system can be diametrically opposed: the institutes may want to ensure that a
company will not be selected too often in order to limit its burden, or on the con-
trary, they may want to have a large overlap between the samples of two consec-
utive waves in order to have accurate estimations for the evolutions. These
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opposite properties are respectively called negative and positive coordination of
samples.
There is a collection of existing solutions that try to attend to these needs. For
instance, the use of random numbers for coordinating Poisson designs (Brewer,
Early and Joyce, 1972), collocated sampling (Brewer, Early and Hanif, 1984)
and the use of a measure of burden (De Ree, 1983; Van Huis, Koeÿers and De Ree,
1994a,b). These methods give partial but important solutions to real-life problems.
However, one drawback of these methods is that they do not allow the important
advances made in the domain of one-sample selection over the last decades to be
integrated. For example, none of these allow using maximum ﬁxed-size entropy sam-
pling (see, e.g. Chen, Dempster and Liu, 1994) or balanced sampling (Deville and
Tillé, 2004) as a cross-sectional sampling design.
Our aim is to provide the core of a general theory that includes the main existing
sampling designs. However, in an attempt to keep this presentation simple, we will
only describe negative coordination methods. The case of unit rotation (e.g. in par-
tially renewed panels) is thus taken into account as it can be seen as a negative coor-
dination problem. Indeed, sample rotation is usually achieved by splitting a sample
into different parts and drawing for each new wave a non-overlapping sample that
replaces one of these parts.
Another important issue where we made simpliﬁcations is the one of dynamic
populations. In real-life problems, especially when we deal with business surveys,
we need to allow for births and deaths of units in the population. This point is an
important part of every rotation system and adds to its practical values. The algo-
rithms present in this paper only require slight adaptations to work with a dynamic
population.
The ﬁrst part of our paper, in section 2, is devoted to a review of the useful con-
cepts and notations for sampling on one and on several occasions. In section 3, we
present some classical sampling designs in the context of longitudinal selection of a
given unit over time. We also propose a new sampling algorithm that allows us to
impose a minimum time between two selections of a unit.
After that, in section 4, we review the main existing methods for negative coor-
dination of samples: the Brewer method that selects Poisson samples, the method
of permutation of random numbers (see, e.g. Cotton and Hesse, 1992a,b), and the
burden method. We show that it is possible to compute the cross-sectional and longi-
tudinal sampling designs and in some cases even the joint sampling design. We also
show that the longitudinal designs, which were never calculated before, are either
systematic or Deville’s (1998) systematic. These methods are not suitable if one
wants to use a complex cross-sectional design (e.g. unequal inclusion probabilities
and ﬁxed size at the same time).
In section 5, we give a general method that makes it possible to use any cross-
sectional design along with a systematic longitudinal design. However, the cross-
sectional design should be applied, at each step, on the conditional selection
probabilities. That will result in a progressive loss of control over the cross-sectional
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designs. This difﬁculty sheds light on the antagonism between the requirements for
the cross-sectional design and those for the longitudinal design. It seems that the
quality of the coordination is contradictory with the control of the cross-sectional
sampling design. Finally, in section 6, we develop new sampling strategies that
allow us to have a good coordination while leaving a relatively free choice of cross-
sectional designs.
2 Basic concepts and notation
2.1 Sampling on one occasion
A ﬁnite population is a set of N units. Each unit can be identiﬁed by a label. Let
U ={1, . . .,k, . . .,N}
be the set of these labels. The size N of the population is not necessarily known. A
sample without replacement is a subset of the population and in vector notation is
presented as:
s= (s1, . . ., sk, . . ., sN )′ ∈{0, 1}N ,
where
sk =
{
1 if unit k is in the sample
0 if unit k is not in the sample,
for all k ∈U . The sample size is:
n(s)=
∑
k∈U
sk.
A sampling design p(s) is a probability distribution on the samples of U. Let S be
the random sample, that is, the random vector of RN , whose distribution is given
by
Pr(S= s)=p(s).
The ﬁrst-order inclusion probability k is the probability of selecting unit k in the
sample, and = (k)1≤k≤N is the inclusion probability vector. It can be derived from
the sampling design as follows:
=
∑
s⊂U
sp(s).
When the design has a ﬁxed sample size n, then∑
k∈U
k =n.
The joint inclusion probability k` is the probability of selecting units k and ` to-
gether in the sample, and kk =k. The matrix of joint inclusion probabilities is
given by
3
=
∑
s⊂U
ss′p(s).
A support Q is a set of samples. The support Q of a sampling design p(·) is deﬁned
by:
p(s)>0, for all s∈Q,
and ∑
s∈Q
p(s)=1.
The full support S is the set of all the possible samples, that is, S ={0, 1}N and
card(S)=2N . The support corresponding to the samples of ﬁxed sample size n is de-
ﬁned by Sn ={s ∈ S |
∑
k∈U sk =n}. Note that card(Sn)=
(N
n
)
. Some sampling
designs have very small supports. They are called minimum support designs. We re-
fer to Deﬁnition 1.
Deﬁnition 1. A sampling design p0(·) with inclusion probabilities (k)1≤k≤N is said
to be deﬁned on a minimum support Q0 if, for every Q⊂Q0 with Q /=Q0, there is no
design p(·) with support Q and with ∑s∈Q skp(s)=k,k =1, . . .,N.
Péa, Qualité and Tillé (2007) showed that the systematic design is a minimum
support design. They also presented new methods to construct minimum support
designs.
2.2 Sampling on several occasions
In coordination problems, we are interested in drawing samples from a population
at times t=1, 2, . . .,T . At time t, a sample without replacement is a subset of the
population.
Deﬁnition 2. The cross-sectional sample is denoted by a vector
st = (st1, . . ., stk, . . ., stN )′ ∈{0, 1}N ,
for all t∈{1, 2, . . .,T}, and the longitudinal sample by a vector
sk = (s1k, . . ., stk, . . ., sTk )′ ∈{0, 1}T ,
where
stk =
{
1 if, at time t, unit k is in the sample st
0 if, at time t, unit k is not in the sample st,
for all k ∈U.
Deﬁnition 3. A sampling design p(st), t=1, 2, . . .,T, will be called a cross-sectional
sampling design.
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Deﬁnition 4. A sampling design p(sk),k =1, 2, . . .,N, will be called a longitudinal
sampling design.
The joint (or complete) sampling design p(s) is given by
p(s)=p(s1, . . ., st, . . ., sT ).
From this joint sampling design, we can derive the marginal cross-sectional design
for a time t
p(st)=
∑
s1,...,st−1,st+1,...,sT
p(s1, . . ., st, . . ., sT ),
and the marginal longitudinal design for a unit k,
p(sk)=
∑
s1,...,sk−1,sk +1,...,sN
p(s1, . . ., sk, . . ., sN ).
Let Stk be the random variable that takes the value 1 if unit k is selected at time t
and 0 otherwise. The ﬁrst-order inclusion probabilities and the joint inclusion prob-
abilities of the cross-sectional design at time t are given, respectively, by:
tk =E(Stk) and tk` =E(StkSt`),
where E(·) is the expectation under the probability distribution p(·),k, ` ∈ U , t=
1, . . .,T . The longitudinal joint inclusion probabilities for times t and u are given by:
tuk =E(StkSuk), k ∈U , t, u=1, . . .,T .
Finally, we can deﬁne:
tuk` =E(StkSu` ), k, `∈U , t, u=1, . . .,T .
We have that tuk` =ut`k, where k, `∈U , but tuk` is not necessarily equal to tu`k. These
deﬁnitions can easily be adapted to a dynamic population denoted Ut, t=
1, . . .,T , which holds Nt units at time t. Naturally, if a unit k does not belong to
Ut, then stk =0 and the inclusion probabilities tk and tuk` are also null.
In a repeated sampling design, the objectives of the cross-sectional and longitu-
dinal designs are completely different. The cross-sectional design must be organized
so as to obtain a complete coverage of the population and optimize the accuracy of
the estimators. The aim of the longitudinal design could be to organize an equitable
rotation of the units in the samples in order to fairly share the response burden of
the companies. In some studies, the aim could be to have the best possible longitu-
dinal estimations. Fixed size of the longitudinal design is not necessarily required,
but it could be if one wants to inform the units that they will be surveyed a certain
number of times over a given period. Longitudinal estimators do not necessarily
need to be optimized.
Yet, up to now, no algorithm enables us to combine all these requirements. That
is why relatively simple cross-sectional designs such as optimal stratiﬁed designs are
generally used in repeated business surveys. It would be interesting to be able to have
cross-sectional sampling designs with nice properties such as balanced sampling.
© 2009 The Authors. Journal compilation © 2009 VVS.
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Another requirement is that we may want to be able to draw a sample at time
t without knowing how many other samples st+1, . . .sT will have to be drawn, or
the future inclusion probabilities uk,k ∈U , u= t+1, . . .,T . In order to do so, we
need to have an adequate longitudinal sampling algorithm. One should not confuse
the deﬁnition of a sampling design with that of a sampling algorithm. The sam-
pling design is given by the probability measure p(·), while a sampling algorithm
is a procedure that allows us to select a random sample. Usually, there are sev-
eral algorithms that allow us to implement the same sampling design. For instance,
in Tillé (2006, pp. 47–50), four sampling algorithms for simple random sampling
design without replacement are proposed.
A sequential algorithm is a method that is applied to a list of units (or, in this
case, occurrences) denoted 1, . . ., t, . . .,T , which are sorted according to a particular
order. Tillé (2006) gives two deﬁnitions of a sequential algorithm.
Deﬁnition 5. A longitudinal sampling algorithm, for a unit k, is said to be weakly
sequential if at step t=1, . . .,T of the procedure, the decision concerning whether the
unit k is in the sample st is deﬁnitively taken.
Deﬁnition 6. A longitudinal sampling algorithm is said to be strictly sequential if it
is weakly sequential and if the decision concerning the unit k at time t does not depend
on the inclusion probabilities of the unit k at times t+1, . . .,T and on the number T
of the sampling occasions.
A strictly sequential procedure may be necessary for the longitudinal design when
we are sampling over time. This is the case when the inclusion probabilities for
the future occasions are not known (e.g. they are proportional to a variable that
is not available in advance), or when the total number of occasions is not known.
Moreover, a strictly sequential algorithm allows for an indeﬁnite number of sam-
pling occasions, and can be used with dynamic populations. Indeed, with such an
algorithm, the death of a unit has no inﬂuence on its previous selections and the
unit can just stay in the population with null inclusion probabilities from then on.
A newborn unit can always be added to the population and receive null inclusion
probabilities for the previous sampling occasions.
A general schema for constructing a sequential algorithm consists in comput-
ing the conditional selection probabilities of a unit as described in Algorithm 1.
First, a uniform random number is generated for each unit of the population. A
unit is selected if its random number is at most equal to its inclusion probabil-
ity. Next, for each consecutive wave, a uniform random number is generated for
each unit k∈U . Then, a conditional probability of selection is computed. A unit is
selected if its random number is at most equal to its conditional selection prob-
ability.
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Algorithm 1. General longitudinal sequential algorithm
1: Generate u, a uniformly distributed random number in [0, 1).
2: if u<1k then
3: s1k =1
4: else
5: s1k =0
6: end if
7: for t=2, . . .,T do
8: Generate u, a uniformly distributed random number in [0, 1).
9: Compute p=Pr(Stk =1 |St−1k = st−1k , . . ., S1k = s1k).
10: if u<p then
11: stk =1
12: else
13: stk =0
14: end if
15: end for
The computation of the conditional selection probabilities can be intricate. In
most cases, these probabilities depend on the inclusion probabilities at times t+1,
t+2, . . .,T , and thus, in those cases there is no strictly sequential algorithm to imple-
ment the design. When the sampling design is such that these conditional selection
probabilities do not depend on the future, Algorithm 1 is strictly sequential. In sec-
tion 3, several strictly sequential algorithms, that are particular cases of Algorithm
1, along with the new algorithm that we propose, are presented.
2.3 Average time out of the sample
The distribution of the time between two selections of a given unit is an important
characteristic for the coordination problem. Let tk be the random variable deﬁned
for t=1, . . .,T by
tk(sk)=
{
min(T − t,min{r≥1 | st+ rk =1}) if k ∈ st,
0 if k /∈ st,
and 0k(sk)=min (T ,min{r ≥ 1 | srk =1}). Let tk, t=1, . . .,T , be a random variable
with the same distribution as tk(sk) conditionally to s
t
k =1, so that, if 1≤ t<T :
tk =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1 with probability Pr(St+1k =1 |Stk =1) if t+1<T ,
2 with probability Pr(St+2k =1,St+1k =0 |Stk =1) if t+2<T ,
3 with probability Pr(St+3k =1,St+2k =0,St+1k =0 |Stk =1)
if t+3<T ,
...
T − t with probability 1−∑T−t−1r=1 Pr(St+ rk =1,St+ r−1k =0, . . .,
St+1k =0 |Stk =1).
We have the relation:
T∑
t=0
tk(sk)=T =E(0k)+
T∑
t=1
tkE
(
tk | stk =1
)
. (1)
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The quantity E(tk | stk =1) can be seen approximately as the expected time out of
the sample for a unit that has just been selected at time t.
In the subsequent sections, we will give the distribution of tk for several sampling
designs. We will also show that the control of tk is the main issue in sampling coor-
dination. We will consider particular sampling designs such as simple random sam-
pling, Poisson sampling, systematic sampling, Deville’s sampling and give sequential
algorithms for these designs.
3 Classical sampling designs
In this section, we will present a short summary of some of the classical sampling
designs in the context of longitudinal sampling of a unit k at times t=1, . . .,T with
inclusion probabilities 1k, . . .,
T
k . We will also give sequential or strictly sequential
procedures to implement these designs.
3.1 Poisson sampling design
A longitudinal sampling design p(sk) is said to be a Poisson sampling without
replacement if it can be written as:
p(sk)=
T∏
t=1
(tk)
stk (1−tk)1−s
t
k .
The inclusion probabilities are equal to tk and the joint inclusion probabilities are
equal to tuk =tkuk when t /=u.
The random variables S1k ,S
2
k , . . .,S
T
k are independent and thus the application of
the general sequential Algorithm 1 to Poisson sampling gives the strictly sequential
Algorithm 2.
Algorithm 2. Poisson strictly sequential
1: for t=1, . . .,T do
2: Select unit k at time t with probability tk .
3: end for
It is possible to compute the number of steps needed to select k again given that
it has been selected at time t:
tk =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
1 with probability t+1k if t+1<T ,
2 with probability t+2k (1−t+1k ) if t+2<T ,
3 with probability t+3k (1−t+2k )(1−t+1k ) if t+3<T ,
4 with probability t+4k (1−t+3k )(1−t+2k )(1−t+1k ) if t+4<T ,
...
With Poisson sampling, the sample size n(Sk) is random and has a Poisson-bino-
mial distribution (see, e.g. Hodges and LeCam, 1960). Its expected value and vari-
ance are, respectively, equal to:
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E[n(Sk)]=
T∑
t=1
tk and var[n(Sk)]=
T∑
t=1
tk(1−tk).
When all the inclusion probabilities are equal to k, the Poisson sampling design
is called a Bernoulli design. In this case, n(Sk) has a binomial distribution: n(Sk)∼
B(T ,k) and
Pr(tk = j)= (1−k)j−1k, j =1, . . .,T − t−1.
If T is not ﬁnite, tk has a geometric distribution. In this case,
E(tk)=
1
k
and var(tk)=
1−k
(k)2
.
3.2 Simple random sampling
A longitudinal sampling design p(sk) is said to be a simple random sampling with-
out replacement (SRSWOR; with ﬁxed sample size nk) if it can be written as:
p(sk)=
{(T
nk
)−1
if n(sk)=nk,
0 otherwise.
The ﬁrst-order inclusion probabilities are tk =nk/T , for all t=1, . . .,T , and the joint
inclusion probabilities are tuk =nk(nk −1)/[T (T −1)], if t /=u.
This design can be implemented using several sampling algorithms. An applica-
tion of the general sequential Algorithm 1 was proposed by Fan, Muller and
Rezucha (1962) and is presented in Algorithm 3. First, a uniform random number u
is generated. Then, we calculate the probability of selection p. If the random number
is less than the selection probability, then a unit is selected. The algorithm ends when
exactly nk units are selected. This algorithm is sequential but not strictly sequential,
as the inclusion probabilities depend on the number of sampling occasions.
Algorithm 3. SRSWOR sequential
1: Let j =0.
2: Generate u, a uniformly distributed random number in [0, 1).
3: for t=1, . . .,T do
4: Calculate p= nk−jT−t+1 .
5: if u<p then
6: Select unit k in st.
7: j = j +1
8: end if
9: end for
It is possible to compute the number of steps needed to select unit k again, given
that it has been selected at time t:
Pr(tk = j)=
(T−j−1
nk−2
)
(T−1
nk−1
) , j =1, . . .,min(T − t−1,T −nk +1).
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For the ﬁrst nk −2 sampling occasions, tk has a negative (or inverse) hypergeomet-
ric distribution (see, e.g. Johnson, Kotz and Kemp, 1992), and
E(tk)=
T
nk
and var(tk)=
T (T −nk)(nk −1)
(nk +1)n2k
.
The moments of tk for larger values of t are not as easy to obtain, owing to the
special treatment given to the last sampling occasion in the deﬁnition of tk and 
t
k.
3.3 Systematic sampling
Suppose that the longitudinal inclusion probabilities are such that 0<tk <1, t=
1, . . .,T with
T∑
t=1
tk =nk.
Let Vtk be the cumulated inclusion probabilities deﬁned by:
Vtk =
t∑
i =1
ik, for all t=1, . . .,T , (2)
with V 0k =0 and VTk =nk. The usual selection procedure for systematic sampling is
given in Algorithm 4. This algorithm is sequential but is not a direct application
of the general sequential Algorithm 1 to systematic sampling. The procedure is as
follows. A uniform random number u∈ [0, 1) is generated. For all t=1, . . .,T , unit
k is selected in the sample st if there exists an integer j, 0≤ j<nk, such that u+ j
falls in the interval [Vt−1k ,V
t
k).
Algorithm 4. Usual strictly sequential algorithm for systematic sampling
1: Generate u, a uniformly distributed random number in [0, 1).
2: for t=1, . . .,T do
3: if there is an integer j>0 such that Vt−1k ≤u+ j −1<Vtk then
4: stk =1
5: else
6: stk =0
7: end if
8: end for
The sampling design can be computed exactly:
p(sk)=
⎛
⎝ ⋂
t | stk =1
Atk
⎞
⎠,
where rtk =Vtk mod 1,
Atk =
{
[rt−1k , r
t
k) if r
t−1
k < r
t
k
[rt−1k , 1)∪ [0, rtk) otherwise,
and (
⋂
t | stk =1 A
t
k) is the sum of the length of the intervals in
⋂
t | stk =1 A
t
k.
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We propose an alternative to Algorithm 4 that is a direct application of the gen-
eral sequential Algorithm 1 to systematic sampling. Algorithm 5 is strictly sequen-
tial, and as such it is practical for longitudinal sampling. It gives a simple procedure
to compute the conditional probabilities of selecting the unit k at time t given the
past. This algorithm can easily be adapted to the case of an indeﬁnite number of
sampling occasions.
If the sampling design is systematic with equal inclusion probabilities tk =k, if
T is inﬁnite, and if c is the smallest integer such that ck >1, then
tk =
{
c−1 with probability (ck −1)/k
c with probability 1− (ck −1)/k.
E(tk)=
1
k
and var(tk)=
(ck −1)(1+k − ck)
2k
.
If 1/k is an integer, then var(tk)=0.
3.4 Deville’s systematic sampling
Deville (1998) presented a variant of the systematic algorithm that gives a new
sampling design with unequal probabilities (see also Tillé, 2006, p. 128). Deville’s
technique gives a ﬁxed-size sampling design with a larger support than systematic
sampling and is based on a relatively simple algorithm. While only one random
number is used for systematic sampling and its position relative to the cumulative
inclusion probabilities Vtk deﬁned by expression (2) determines the whole sample,
Deville’s sampling uses several random numbers. The position of a random number
has repercussions on a limited number of selection variables stk. As a consequence,
Algorithm 5. Sequential systematic algorithm
1: Deﬁne k = (1k , . . ., Tk )′, a vector of inclusion probabilities in [0, 1]T .
2: Deﬁne sk = (s1k , . . ., sTk )′ = (0, . . ., 0)′, the empty sample.
3: Deﬁne [a, b]= [0, 1].
4: Generate u, a uniformly distributed random number in [0, 1).
5: for j =1, . . .,T do
6: Calculate p= max(min(
j
k , b)−max(0, a), 0)
b−a .
7: if p>0 then
8: if u<Pr(Sjk =1 |S
j−1
k
= sj−1k , . . ., S1k = s1k)=p then
9: sjk =1
10: b=min(jk , b)
11: else
12: a=jk
13: end if
14: end if
15: a= (a−jk) mod 1
16: b= (b−jk) mod 1
17: if b<a then b=b+1 end if
18: end for
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the conditional selection probabilities of a unit given its past are less constrained
than in systematic sampling. A random number is selected uniformly in each inter-
val between two integers. Its position relative to the Vtk that are also in this interval
determines the values of the corresponding stk. A slight adaptation has to be made
so as to take into account the t such that [Vt−1k ,V
t
k) contains an integer. Deville’s
sampling can be implemented with Algorithm 6.
Deville’s systematic sampling can also be implemented in the form of a strictly
sequential algorithm. Algorithm 7 is a particular case of the general sequential Algo-
rithm 1. At each step of the algorithm, a conditional selection probability p, is com-
puted. This algorithm can easily be adapted to the case of an indeﬁnite number of
sampling occasions.
For this sampling design, in the particular case where T is inﬁnite, the tk are
equal to k, and K =1/k is an integer, we can compute the distribution of the vari-
ables tk. Let r=K − (tmodK ), for all t. Then,
tk =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
r+1 with probability 1/K
r+2 with probability 1/K
...
r+K with probability 1/K .
In this case,
Pr(tk = j)=
1
K
, j = r+1, . . ., r+K ,
E(tk)= r+
K +1
2
and var(tk)=
(K −1)(K +1)
12
.
The variance of tk is larger than in the case of systematic sampling.
Algorithm 6. Deville’s systematic sampling
1: Generate u1, a realization of a uniform random variable in [0, 1).
2: if Vt−1k ≤u1 <Vtk then stk =1 end if
3: for i =2, . . ., nk do
4: if ` is such that V `−1k ≤ i −1<V `k then
5: if s`k =1 then
6: f (x)=
⎧⎪⎨
⎪⎩
1
i −V `k
if x≥V `k − (i −1)
0 if x<V `k − (i −1)
, x∈ [0, 1).
7: else
8: f (x)=
⎧⎪⎪⎨
⎪⎪⎩
1− (i −1−V
`−1
k )(V
`
k − i +1)
[1− (i −1−V `−1k )][1− (V `k − i +1)]
if x≥V `k − (i −1)
1
1− (i −1−V `−1k )
if x<V `k − (i −1).
9: end if
10: end if
11: Generate ui , a random variable with density f (x).
12: if Vt−1k ≤ui + i −1<Vtk then stk =1 end if
13: end for
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Systematic sampling and Deville’s systematic sampling share the property that if
j ≤Vtk =
t∑
i =1
ik,
for a given integer j, then
j ≤
t∑
i =1
sik.
This property enables us to implement a design sequentially with a controlled size
over an indeﬁnite period of time.
3.5 A new sampling algorithm for unequal probability sampling
In this algorithm, we deﬁne a ﬁxed number of steps during which a unit, once
selected, is not selected anymore.At each step, a conditional probability is calculated.
However, this is only possible if the sum of the inclusion probabilities over this num-
ber of consecutive steps does not exceed 1. If r is the number of steps such that
stk =1 implies st+1k =0, . . ., st+ rk =0, and if
∑t+ r−1
j = t 
j
k <1, for t=1, . . .,T − r+1, we
consider Algorithm 8.
This algorithm is strictly sequential and can easily be adapted to an indeﬁnite
number of sampling occasions. In the Appendix, we give a modiﬁed version of this
algorithm in which there is no condition on the inclusion probabilities. In that case,
the ﬁxed minimum time out of sample cannot always be respected.
When T is inﬁnite, if all the tk are equal, that is, 
t
k =k, and if rk <1, then the
distribution of the tk is as follows:
Pr(tk = j)=
{
0, j =1, . . ., r,
(1− k)j−r−1k, j = r+1, r+2, r+3, . . .,
where
k = k1− rk .
The variable tk has a shifted geometric distribution. We have
E(tk)= r+
1
k
= 1
k
and var(tk)=
[(r+1)k −1][(r+1)k −k −1]
(k)2
.
The minimum time out of sample design can be viewed as a compromise between
Poisson sampling and systematic sampling. On the one hand, if all the tk are equal
to k and k = (r+1)−1, then k =1 and the sampling design is systematic. On the
other hand, if r=0, then we obtain a Poisson design. The Poisson design maximizes
the entropy while the systematic design has a very small entropy because it is a min-
imum support design. Between these two extreme situations, the minimum time out
of sample design provides a large range of intermediate solutions.
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Algorithm 7. Deville’s systematic sequential
1: Deﬁne k = (1k , . . ., Tk )′, a vector of inclusion probabilities of length T.
2: Deﬁne sk = (s1k , . . ., sTk )′ = (0, . . ., 0)′, the empty sample.
3: Deﬁne v=0, the cumulated inclusion probability.
4: Deﬁne f =0.
5: Generate u, a uniformly distributed random number in [0, 1).
6: for j =1, . . .,T do
7: p=0
8: if v+jk <1 then
9: if f =0 then p=jk /(1− v) end if
10: else
11: if f =0 then
12: p=1
13: else
14: p= (v+jk −1)/v
15: end if
16: end if
17: v= v+jk
18: if u<Pr(Sjk =1 |S
j−1
k
= sj−1k , . . ., S1k = s1k)=p then s
j
k
=1 end if
19: if v>1 then
20: v= v−1
21: if sjk =0 then f =0 end if
22: else
23; if sjk =1 then f =1 end if
24: end if
25: end for
Algorithm 8. Minimum time out of sample
1: Deﬁne k = (1k , . . ., Tk )′, a vector of inclusion probabilities of length T.
2: Deﬁne sk = (s1k , . . ., sTk )′ = (0, . . ., 0)′, the empty sample.
3: Generate u1, a uniformly distributed random number in [0, 1).
4: if u1 ≤1k then s1k =1 end if
5: for t=2, . . ., r do
6: Generate ut, a uniformly distributed random number in [0, 1).
7: if s1k =0, . . ., st−1k =0 and ut ≤p=tk /(1−
∑t−1
i =1 
i
k) then s
t
k
=1 end if
8: end for
9: for t= r+1, . . .,T do
10: Generate ut, a uniformly distributed random number in [0, 1).
11: if st−rk =0, . . ., st−1k =0 and ut ≤p=tk /(1−
∑t−1
i = t−r ik) then s
t
k
=1 end if
12: end for
3.6 Remark on the variables tk
For the sampling designs we just viewed, the expectation of the variables tk do not
vary much. Expression (1), which is valid for any T , implies that in most cases this
expectation will be close to 1/tk. For instance, if all the inclusion probabilities are
equal to k, and T is inﬁnite, then systematic sampling, minimum time out of sam-
ple and Poisson sampling all have the same expectation for tk. The variance of 
t
k,
however, varies greatly from one sampling design to the other. When tk =k is con-
stant and 1/k is an integer, the only sampling design that gives a null variance for
tk is the systematic sampling design.
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The variable tk counts the number of waves that a unit stays out of the sample
after having been selected. The expectation of this variable does not depend much
on the sampling design. Hence, a good method for negative coordination cannot be
a method that maximizes the number of times out of the sample after the selection
of a unit. Instead, we can look for a method that organizes the rotation in a regu-
lar way, that is, which minimizes the variance of the tk. In this respect, systematic
sampling is an interesting longitudinal design as it can give, in a very special case,
perfect control over the frequency with which a unit is sampled.
In the next section, we examine the most usual coordination methods and
show that their longitudinal designs match the ones we have just described. In the
simplest cases, we compute the cross-sectional, longitudinal and joint designs
exactly.
4 Usual methods of coordination
There are several simple algorithms that allow us to draw coordinated samples with
simple random or Poisson cross-sectional sampling designs. In this section, we
describe three well-known methods. We give the corresponding longitudinal designs
and compute the joint sampling designs resulting from these algorithms.
4.1 The systematic-Poisson (or Brewer) repeated design
Brewer et al. (1972) suggested a very simple procedure to draw negatively coor-
dinated Poisson samples. It gives a very convenient method to negatively coordi-
nate samples with unequal probabilities. However, the cross-sectional samples do
not have a ﬁxed size. First, a uniform random number is generated for each unit
of the population. A unit is selected if its random number is at most equal to its
inclusion probability. Next, for each consecutive wave, we calculate a new uniform
random number for all k ∈U , which depends on the random number and on the
inclusion probability at the previous wave. A unit is then selected if its new random
number is at most equal to its new inclusion probability. The selection procedure is
given in Algorithm 9.
Algorithm 9. Coordination of Poisson samples in the case of a static population
1: At time 1, assign a uniform random number u1k to each unit k ∈U 1.
2: if u1k ≤1k then s1k =1 end if
3: for t=2, . . .,T do
4: Compute utk = (ut−1k −t−1k ) mod 1.
5: if utk≤tk then stk =1 end if
6: end for
The cross-sectional design given by this algorithm is a Poisson design:
p(st)=
∏
k∈U
{(tk)s
t
k (1−tk)1−s
t
k}.
15
The longitudinal design is a systematic sampling design with unequal probabilities:
p(sk)=
⎛
⎝ ⋂
t | stk =1
Atk
⎞
⎠,
with the notations of section 3.3. The selection of different units of the population
being totally independent, the complete design is given by:
p(s)=
∏
k∈U
p(sk)=
∏
k∈U

⎛
⎝ ⋂
t | stk =1
Atk
⎞
⎠.
From the complete design, we can derive all the properties of the sampling design.
For example, we have
tk` =tkt`, with k /=`, for all t,
and
t,t+ jk =(Atk ∩At+ jk ).
This method can easily be adapted for dynamic populations. If a newborn unit en-
ters the population at a given time t>1, then it receives an inclusion probability
tk and a uniform random number u
t
k. If its random number is not greater than its
inclusion probability, then it is selected in the sample st. At the following waves, its
random number is subject to the same transformations as those of the other units of
the population, described in line 4 of the algorithm. If a unit leaves the population
at time t, then its inclusion probability becomes equal to zero for times t, t+1, . . .,T .
The adjustment of Algorithm 9 to dynamic populations is straightforward. We just
need to replace U by Ut and add the following line between lines 4 and 5 of the
algorithm:
4b: Add newborn units to the sampling frame with their utk and 
t
k .
As stated in the preceding section, a longitudinal systematic design can be desired
in order to control the rotation of units in the sample. While Brewer’s repeated
design enjoys this property, it has a drawback: the cross-sectional design does not
have a ﬁxed sample size.
4.2 The systematic-simple repeated design
Suppose that the inclusion probabilities of the units in the population are constant
at each wave, that is, tk =t, and that
∑
k∈U 
t
k =nt is an integer. The following
well-known procedure (see, e.g. Cotton and Hesse, 1992a,b), given in Algorithm
10, can be used to negatively coordinate simple random samples without replace-
ment. Its main drawback is that it can only be used in the case of simple random
sampling or stratiﬁed sampling with ﬁxed strata.
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First, a uniformrandomnumber is generated for eachunit of thepopulation. Inorder
to obtain the sample s1, the n1 units having the smallest random numbers are selected.
At the followingwaves, permute the uniform randomnumbers so that the selected units
at the previous wave receive the largest random numbers and the non-selected receive
the smallest. Select the nt units having the smallest random numbers to obtain the
sample st.
Algorithm 10. Coordination of SRSWOR using random numbers in the case of a static population.
1: At time 1, assign a uniform random number, u1k , to each unit k ∈U , that is, construct the vector
u1 = (u11, . . ., u1N ).
2: Select the units that have the n1 smallest u1k to obtain the sample s1.
3: for t=2, . . .,T do
4: Construct ut as a permutation of ut−1 so that the selected units at wave t−1 receive the largest
ut−1k , the non-selected units receive the smallest u
t−1
k and the ranks of the permuted random
numbers remain unchanged within the subsets of the selected and non-selected units.
5: Select the units that have the nt smallest utk to obtain the sample st.
6: end for
This sampling algorithm results in a systematic longitudinal design. All the cross-
sectional designs are simple and without replacement:
p(st)=
{(Nt
nt
)−1
if n(st)=nt,
0 otherwise.
Moreover, for a static population, if
n(s1)=n1, . . ., n(st)=nt and
t∑
j =1
nj ≤N ,
then
p(s)=
{
N !
n1!n2! . . . nt!(N −n1 −· · ·−nt)!
}−1
.
This method can easily be adapted for dynamic populations. If a newborn unit k
enters the population at a given time t>1, then a uniform random number utk is
generated for this unit. The vector ut is permuted as before and the new random
number is added to this vector. Again we select the nt units having the smallest
random numbers among the living Nt units of the population at time t. If a unit
leaves the population at time t>1, then we simply remove its random number from
the vector ut. The adjustment of Algorithm 10 is straightforward. We just need to
replace U by Ut and add the following line between lines 4 and 5 of the algorithm:
4b: Add newborn units’ random numbers utk to the vector ut at their relative positions.
4.3 Use of a measure of burden or the Deville’s systematic-simple repeated design
Another method of coordination with simple random cross-sectional designs, based
on the use of permanent random numbers for the selection of the sample, is used
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by Statistics Netherlands for their business surveys (see, e.g. De Ree, 1983; Koeÿers
and Willeboordse, 1995; Van Huis et al., 1994a,b). This method, called EDS, gives
stratiﬁed cross-sectional samples with ﬁxed size. The cumulative response burden
of the units is factored in the selection process, and the surveys can have unequal
response burdens. However, the choice of the stratiﬁcation is not completely free. In-
deed, the strata are constituted of response burden control groups, which are basic
blocks of units that need to be deﬁned once and for all. Riviére (2001a) proposed
another method that takes into account the response burden, and that does not
require predeﬁned strata. However, it uses the intersection of all the previous strati-
ﬁcations. Consequently, it is not practical for a large number of sampling occasions.
These methods, along with the Cotton and Hesse (1992a,b) method, can be used
with dynamic populations.
We describe another simple method of coordination that uses a measure of bur-
den but does not use permanent random numbers. At each wave, every unit receives
a measure of burden equal to the number of times it has previously been selected.
At time t, the sample of size nt is selected among the units with the lowest bur-
den measure. More precisely, the sample st at time t is drawn with a simple random
sampling of size nt in the set of units with the smallest burden, if this set is large
enough. Or, if this set is too small, it is entirely selected and a sample is drawn with
a simple random design in its supplement, in order to complete st.
With this method, the burden measure, at any time t, can only take two values.
It splits the population into a set of units with the lowest burden measure, denoted
by Mt−1 and a set of units with the largest burden measure, denoted by U\Mt−1.
The procedure is given in Algorithm 11.
The cross-sectional design resulting from this algorithm is a SRSWOR, and the
longitudinal design is the Deville’s systematic sampling design, presented in Algo-
rithm 7. Indeed, if the cumulated sum (over t), V `k , of the 
t
k =nt/N is such that
there is an integer i −1≥1 between V `−1k and V `k , then the population at time `−1
is divided between units that have been selected i−2 times and units that have been
selected i −1 times. Depending on its burden at time `−1, unit k is automatically
Algorithm 11. Coordination of SRSWOR using a measure of burden in the case of
a static population
1: At time 1, assign a burden equal to 0 to each unit k ∈U , that is, b1k =0.
2: Select a SRSWOR of size n1.
3: if s1k =1 then b1k =b1k +1 end if
4: for t=2, . . .,T do
5: Deﬁne Mt−1, the set of units with the smallest burden.
6: if card(Mt−1)>nt then
7: Select a SRSWOR of size nt from Mt−1.
8: else
9: Select all the units from Mt−1.
10: Complete the sample by a SRSWOR with the units from U\Mt−1.
11: end if
12: if stk =1 then btk =bt−1k +1 end if
13: end for
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selected in s` (case s`k =1 at line 5 in Algorithm 6) or it is drawn with equal probabil-
ity among the units that have a burden equal to i−1. At the following occasions, its
conditional selection probability satisﬁes the equations in lines 6 and 8 of Algorithm
6.
This method can easily be adapted for dynamic populations. Following the idea of
De Ree (1999), we randomly assign to the newborn units a measure of burden. For
example, at the beginning of wave t>1, there are card(Mt−1) units with the smallest
burden, denoted by b, and Nt−1 − card(Mt−1) units with the largest burden, equal
to b+1. A newborn unit will be inserted into Mt−1 and receive a burden equal to
b with probability card(Mt−1)/Nt−1, and, with probability 1− card(Mt−1)/Nt−1, it
will receive a burden equal to b+1. The adjustment of Algorithm 11 is straight-
forward. We just need to replace U by Ut, deﬁne Mt−1 as the set of living units
with the smallest burden, and add the following line between lines 5 and 6 of the
algorithm:
5b: Add each newborn unit to Mt−1 with probability card(Mt−1)/Nt−1 and to
Ut\Mt−1 with probability 1− card(Mt−1)/Nt−1.
The coordination is not as good as with longitudinal systematic sampling as the
measure of burden does not reﬂect the time spent out of the sample. For example,
suppose that N =4, all the inclusion probabilities are tk =1/4 and t=1, . . .,T . After
four waves, all the units are selected once and they have a burden b4k =1. Hence, at
the ﬁfth wave, any unit can be selected again with probability 1/4. The same unit
can thus be consecutively selected at t=4 and 5. Contrariwise, in this case, the sys-
tematic-simple design provides a strict rotation, in such a way that once a unit is
selected it remains out of the sample during three waves. The EDS method by Van
Huis et al. (1994a,b) is not affected by this problem.
5 Other repeated sampling designs
5.1 General method for the coordination of samples
The usual algorithms described in the previous section result either in a systematic
or in a Deville’s systematic longitudinal design. While systematic sampling seems to
be a good choice for the longitudinal design, these algorithms do not allow for a
wide selection of cross-sectional designs. We can wonder if there is a general way
of obtaining a repeated sampling design with a given sequential longitudinal design
and a given cross-sectional design. A weaker solution is possible if we are prepared
to have imperfect control over the cross-sectional sampling designs.
• For each unit k of the population at time t, compute the conditional inclusion
probabilities
tk(s
t−1
k , . . ., s
1
k)=Pr(Stk =1 |St−1k = st−1k , . . .,S1k = s1k),
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according to the chosen strictly sequential algorithm (systematic, Deville’s sys-
tematic, minimum time out of sample).
• When all the conditional probabilities are computed, apply to them any cross-
sectional design in order to select st. This design can be stratiﬁed, with un-
equal inclusion probabilities and ﬁxed sample size, or even balanced (see, e.g.
Deville and Tillé 2004).
With this method, conditionally to the past, we can choose any cross-sectional
design provided that it is compatible with the conditional inclusion probabilities.
This may in itself be a limiting factor, especially in the case of a systematic longitu-
dinal design where these inclusion probabilities can rapidly become close or equal
to 0 or 1. Moreover, the choice of the conditional cross-sectional design at time t
is not the same as the choice of the marginal (unconditional) design for st. This
method is perfectly applicable to dynamic populations.
5.2 Application to a systematic longitudinal design
We have seen that the systematic longitudinal design is well suited for sampling coor-
dination. It is thus of interest to know which cross-sectional designs can be imple-
mented with a longitudinal systematic sampling design. We have seen in the previous
section that it is the case of the Poisson and simple random sampling designs.
The sampling design at the ﬁrst wave can always be chosen at will. If we apply
the sequential algorithm presented in Algorithm 5, then we can compute, at wave
2, the conditional inclusion probabilities for each unit as follows:
2k(s
1
k)=Pr(S2k =1 |S1k = s1k),
which, given that the longitudinal design is systematic, are such that
2k(s
1
k)=
⎧⎪⎪⎨
⎪⎪⎩
2k/(1−1k) if s1k =0 and 1k +2k ≤1
0 if s1k =1 and 1k +2k ≤1
1 if s1k =0 and 1k +2k >1
(1k +2k −1)/1k if s1k =1 and 1k +2k >1.
Then, any sampling design can be applied with the conditional inclusion proba-
bilities 2k(s
1
k). It must be noted that this free choice of conditional sampling design
p(s2 | s1) does not mean that we know how to obtain a given marginal sampling
design p(s2) for the second wave. The identity p(s2)=∑s1 p(s2 | s1)p(s1) is not readily
reversible in a way that would enable us to select an adequate conditional design for
a given marginal design.
Moreover, the conditional sampling design must respect the conditional inclusion
probabilities. These constraints prevent us from using some conditional sampling
designs. For instance, suppose that p(s1) and p(s2) have unequal inclusion probabil-
ities 1k and 
2
k such that 
1
k +2k <1 for all k ∈U . Then, even if s1 is selected with
a ﬁxed sample size n1, there is no particular reason why
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∑
k∈U
2k(s
1
k)=
∑
k | s1k =0
2k/(1−1k)
would be an integer, and there is even less reason for it to be equal to∑
k∈U
2k.
Hence, with a longitudinal systematic design, it is not possible to have complete
control over the cross-sectional design of the second wave. The size of the condi-
tional sampling design for the second wave may be random. This question is also
discussed in Tillé and Favre (2004).
The method described in this section can be generalized for any number of sam-
pling occasions. We compute the conditional inclusion probabilities at time t:
tk(s
t−1
k , . . ., s
1
k)=Pr(Stk =1 |St−1k = st−1k , . . .,S1k = s1k),
for a systematic longitudinal design. These conditional probabilities are computed
at line 6 in Algorithm 5 for any time t. After several waves, more and more condi-
tional inclusion probabilities are equal to 0 or 1, as the interval [a,b] of Algorithm
5 becomes smaller. Hence, the conditional inclusion probabilities become more and
more deterministic and the conditional sampling design cannot be freely chosen.
This problem sheds light on the antagonism between the desire for a good rotation
system and the control over the cross-sectional sampling designs.
6 Other solutions to the coordination problem
6.1 The dilemma of sampling coordination
In the previous section we have seen that, while the systematic design is a good lon-
gitudinal sampling design, its use leads to a considerable loss of control over the
cross-sectional sampling design. This is becuase of the fact that systematic sampling
has a very small support. In order to avoid this problem, we must choose a longi-
tudinal design that gives more freedom to the user, such as Deville’s design or the
minimum time out of sample design, and possibly cope with deteriorated coordina-
tion.
Until now, there were two main approaches to the coordination problem. They
are as follows.
• To choose the cross-sectional design and try to get the best coordination. This
is the aim of the Cotton and Hesse (1992b) method, and of the Rivière (1998,
1999, 2001a,b) method. However, a simple example shows that these methods
do not always provide the best longitudinal design for a ﬁxed cross-
sectional design on a population with changing strata. Unfortunately the only
way, that we know of, to identify this optimal design consists in applying a
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linear programme on all the possible samples. In most situations, this method 
is not practical.
• To choose a longitudinal systematic design and accept the progressive loss of
control over the cross-sectional design.
We propose a new solution that makes a compromise between the control of the
longitudinal and of the cross-sectional sampling designs. As in Deville’s systematic-
simple repeated design, we use a longitudinal design that has a larger support than
systematic sampling.
6.2 The minimum time out of sample method
We have seen that any longitudinal design can be applied provided that there is a
strictly sequential algorithm to implement it. Being able to inform a unit that it will
not be sampled for a ﬁxed minimum number of waves after it has been sampled is a
nice feature, so we propose to use the minimum time out of sample method for the
longitudinal design. Moreover, this method allows us to set the number of previous
waves that can have an inﬂuence on the present. If r is the ﬁxed time out of sample,
we have that
Pr(St+ rk =1 |S1k , . . .,St+ r−1k )=Pr(St+ rk =1 |Stk, . . .,St+ r−1k ).
At the ﬁrst wave, any cross-sectional sampling design can be applied on the inclu-
sion probabilities 1k for k∈U . Then, using Algorithm A1 or Algorithm 8, it is possi-
ble to compute the conditional inclusion probabilities Pr(S2k =1 |S1k = s1k),k ∈U . At
the second wave, any compatible sampling design can be applied on these condi-
tional inclusion probabilities.
At time t, the conditional inclusion probabilities Pr(Stk =1 |S1k = s1k, . . .,St−1k = st−1k )
can again be computed with Algorithm 8 or Algorithm A1. Any compatible cross-
sectional sampling design can then be applied using these inclusion probabilities. If
t ≥ r+1, we just need to know t−rk , . . .,tk and st−rk , . . ., st−1k in order to compute
the conditional probabilities. The implementation of this algorithm is thus relatively
simple and practical.
7 Conclusions
We made an attempt to develop a general theory for the problem of units rotation
in repeated sampling. The main methods that are currently in use have well-known
cross-sectional designs and we derived their longitudinal designs. Longitudinal
systematic sampling plays a fundamental role in sampling coordination because it
provides a good coordination. However, it results in a rapid loss of control over
the cross-sectional sampling design. This problem highlights the deep antagonism
betweencontrol of the cross-sectional design and coordination.Whatever the adopted
solution may be, it is not possible to have at the same time the best coordination
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and a complete choice of cross-sectional design. We offer a compromise that allows
us to have a relatively free choice of cross-sectional design while providing a good
coordination between the samples.
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Appendix: A new algorithm for unit rotation
The aim of Algorithm 8 was to impose a ﬁxed number of steps during which a unit,
once selected, is not selected anymore. However, this is only possible if the sum of
the inclusion probabilities for any r successive occasions does not exceed 1. If this
condition is not veriﬁed, Algorithm 8 cannot be applied. One solution that allows
for any vector of inclusion probabilities is to use Algorithm A1. However, in this
case the minimum time out of sample cannot always be respected. Algorithm A1
gives the exact results as Algorithm 8 when the sums of the inclusion probabilities
do not exceed 1.
Algorithm A1. Minimum time out of sample sequential algorithm, without conditions
on the inclusion probabilities
1: Deﬁne k = (1k , . . ., Tk )′, a vector of inclusion probabilities.
2: Deﬁne sk = (s1k , . . ., sTk )′ = (0, . . ., 0)′, the empty sample.
3: Fix r, the number of times that a unit must stay out of the sample.
4: for t=1, . . .,T do
5: Generate ut, a uniformly distributed random number in [0, 1).
6: p=0
7: if tk ≥1 then
8: j = t
9: else
10: j =max(t− r−1, 1)
11: while
∑t
i = j ik >1 do
12: j = j +1
13: end while
14: end if
15: if j = t then
16: p=tk
17: else
18: if
∑t−1
i = j sik =0 then p=tk /(1−
∑t−1
i = j ik) end if
19: end if
20: if ut <p then stk =1 end if
21: end for
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This method can easily be adapted to dynamic populations. A newborn unit,
at time t, will receive an imaginary past, that is, ik = sik =0, i ≤ t. If a unit leaves
the population at time t, then its inclusion probability becomes equal to zero at
times t, t+1, . . .,T . The adjustment of Algorithm A1 to dynamic populations is
straightforward. We just add the following line between lines 1 and 2 of the
algorithm:
1b: Each newborn unit at time t receives a vector of inclusion probabilities
k = (0, . . ., 0, tk , . . ., Tk )′.
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