We present an experimental violation of Leggett-Garg-type inequalities (LGI) with delocalized single-photon excitations sustained in millimeter-sized crystals. Through the reversible transfer of photonic polarization states and the collective atomic excitation of two quantum memories, we prepared a superposition state of a delocalized excitation in two crystals separated by a distance of 4 mm. The phase relation between the states in the superposition is governed by the dynamics of a large number of individual atoms and can be controlled with a frequency detuned and polarization dependent atomic frequency comb. By separately benchmarking the Markovian character of the evolution and the translation invariance of the conditional probabilities, the observed violation of a LGI is unambiguously attributed to the quantum coherent character of the process. These results confirm the persistence of quantum features within systems of increasing complexity.
Ever since the birth of quantum mechanics (QM) it has been stressed the difficulty to reconcile the the behavior of quantum particles and the intuition steaming from dealing with macroscopic objects, which should occupy definite states at all times and independently of the observers [1] . Different types of inequalities that set lower bounds on the statistical predictions of QM have been proposed in an attempt to test the validity of the quantum mechanical description under conditions where classicality is expected to emerge. Those include Bell inequalities [2] , Kochen-Specker's [3] and the so-called Leggett-Garg inequalities (LGI) [4] [5] [6] . In each case, a set of testable inequalities is obtained which are obeyed by classical stochastic theories but violated by QM. Unlike the Bell inequality, which involves statistical correlations between states of two spatially separated systems, LGI are not related to locality properties but concerned with the correlations of the state of a single system at different times (autocorrelations) [4] [5] [6] . Introduced as the Bell inequalities in time, the violation of LGI excludes a hidden-variable description based upon the assumptions of macroscopic realism per se (a macroscopic system must * email:susana.huelga@uni-ulm.de † email:cfli@ustc.edu.cn at any time be in a definite one of its macroscopically distinct states) and the possibility to perform noninvasive measurements (measurements do not influence the actual state or the subsequent system dynamics of the system).
LGI therefore provide a criterion to characterize the boundary between the quantum and the classical domains.
Until now, the experimental violation of LGI has been performed with microscopic objects, such as photons [7, 8] , electron or nuclear spins [9] [10] [11] and the micrometersized superconducting 'transmon' system [12] . In practice, the main experimental challenge comes from the implementation of truly non-invasive measurements. However, the use of weak measurements [12] and schemes involving ancillary systems [11] have recently allowed for the first experimental results in the microscopic domain. Alternatively, to avoid the need of performing measurements at intermediate times, as required in the original formulation of the inequalities, the additional assumption of stationary correlations has been considered [13, 14] . According to this assumption, the conditional probability Q ij (t 1 , t 2 ) to find a system in state j at time t 2 , if it is in state i at time t 1 only depends on the time difference (t 2 − t 1 ). When stationarity holds, LG-like inequalities can then be formulated as follows [13] ,
where K(t 1 , t 2 ) denotes the autocorrelation function defined as K(t 1 , t 2 ) = M (t 1 )M (t 2 ) for certain dichotomic observable M (t). Note that within a realist framework, a macroscopic object which has two available macroscopically distinct states is assumed to be at any time t in one of these states, and therefore the dichotomic observable M (t) always produces the value +1 or -1. Inequalities Eqs.
(1) are violated by quantum mechanical unitary dynamics and are easily testable by using projective measurements noting that, given the initial condition p i (0) = 1, so that the system is prepared initially in state i, we can write [14] 
and an analogous expression for the autocorrelation K(0, 2t). While the assumption of stationarity inmediately leads to testable inequalities, it was known to narrow down the class of macrorealist theories which are put to the test [13] and it is only recently that its implications have become fully understood [15] . Provided that the system can be initialized in a well defined state, stationarity implies the time-translational invariance of the probabilities as well as the Markovianity of the evolution [9, 15] . Remarkably, these are assumptions that could be tested independently, as opposed for instance to the situation encountered with standard Bell inequalities, where the so called fair sampling assumption is not directly testable [16] . As a result, if the stationarity condition does hold for the considered experimental set up, we argue that the inequalities of the form Eqs.
(1) provide a quantitative way to witness the persistence of coherent effects. Testing the validity of standard quantum theory over larger and larger scales and increasing levels of complexity is important for assessing the relevance of genuinely quantum traits beyond purely microscopic scales [17] [18] [19] This is the viewpoint we adopt here and present the experimental violation of this form of a LGI by generating and probing a delocalized atomic excitation over macroscopically separated crystals. Our approaches relies on the quantum interface between two solid-sate quantum memories and a single-photon source. A coherent superposition of delocalized states over the macroscopic crystals is produced by heralded absorption of a single photon. The dynamical evolution of the atomic excitation is controlled with polarization dependent atomic frequency comb (AFC) and will be monitored through the violation of LGI of the form Eq. (3). The validity of the stationary assumption in this system is experimentally verified with independent tests to assess both the stationarity of the conditional probabilities and the Markovianity of the evolution. The former can be performed directly by using projective measurement after selected time intervals while the Markovianity will be assessed in terms of the monotonic decrease of the trace distance between quantum states [20] .
The physical system undergoing evolution is composed of about 10 10 ions, which are spatially distributed over two crystal separated by 4 mm. The experimental sample, which was similar to our memory hardware presented in [21] , is composed of two pieces of Nd 3+ :YVO 4 crystals (doping level: 5 ppm, thickness: 3 mm) sandwiching a 45
• half-wave plate (HWP). Horizontal (H)-and vertically (V )-polarized photons with wavelength of approximately 880 nm can be independently processed by the first and second crystal, respectively [21, 22] . Here, the polarization direction is defined by the crystal's c-axis.
Polarization dependent AFC. We utilize the atomic frequency comb technique to realize the reversible transfer between photonic polarization states and atomic excitations [21, [23] [24] [25] [26] [27] . By independently preparing two frequency detuned AFC in the two crystals, we obtained a polarization dependent AFC, which enables us to initialize, control and analyze the collective excitation states in the crystals.
The AFC protocol requires a tailored absorption profile with a series of periodic and narrow absorbing peaks separated by ∆ (see Fig. 1 ). The single photon input is then collectively absorbed and diffracted by the atomic frequency grating. The atomic state with and without the photon excitation can be represented by |e N = N j c j e −ikzj e i2πδj t |g 1 · · · e j · · · g N [23] and |g N = |g 1 · · · g j · · · g N , respectively. Here N is the total number of atoms in the comb; |g j and |e j represent the ground and excited states, respectively, of atom j; z j is the position of atom j; k is the wavenumber of the input field; δ j is the detuning of the atom with respect to the laser frequency and the amplitudes c j depend on the frequency and on the position of atom j. Due to the periodical structure of AFC, δ j ≃ m j ∆ with m j integer. With the two AFC of the two crystals prepared with the same periodicity ∆, when the input photon's polarization is chosen as H + e iϕ0 V , the AFC of the two crystals will be excited simultaneously. The collective excitation in the two crystals can be represented by a coherent superposition of the form
is the number of involved atoms in the first (second) crystal. δ is the frequency detuning between the two AFC, as shown in Fig. 1 (a). The two crystals are actually in an entangled state, as already demonstrated in [28] .
To characterize the coherent nature of the delocalized collective atomic state, we define the dichotomic observable M (t) = |D D| − |A A|, where the linear state
defines the basis state |0 with eigenvalue equal to +1 and the orthogonal state |A = 1/ √ 2(|e N 1 |g N 2 − |g N 1 |e N 2 ) corresponds to basis state |1 with eigenvalue equal to -1. The atomic state in two crystals can now be written in a compact form as,
where ϕ = 2πδt+ϕ 0 . To probe the atomic state, we need to collectively transfer the delocalized atomic excitation back into a single photon state. Thanks to the periodic structure of AFC, a strong rephasing echo occurs after a time τ s = 1/∆. The photon is re-emitted in the forward direction as a result of a collective interference between all of the atoms that are in phase. The atomic state |D and |A corresponds to readout photon polarization of H + V and H − V , respectively. Since the fidelity of quantum state transfer between single photons and atomic excitation is well above 0.99 as demonstrated in [21] , it is reliable to probe the atomic state by measuring the polarization of the retrieved single photons.
Heralded storage of single photons in polarization dependent AFC. Fig. 2 shows the experimental setup for investigating the evolution of collective atomic excitations in macroscopically separated crystals. It has three different parts: The source of narrow band photon pairs, the laser system for polarization-dependent AFC preparation and the sample with Nd 3+ :YVO 4 crystals for the dynamical evolution of the delocalized excitation.
Photon pairs are produced with type-II spontaneous parametric down conversion (SPDC) process in a 20-mm PPKTP crystal. The non-linear crystal is pumped by pulsed light at 440 nm, yielding degenerate photon pairs with the H-polarized idler photons and the V -polarized signal photons. The initial spectral width of the photons is approximately 150 GHz, which is a factor of 10 3 larger than the 100 MHz bandwidth of the AFC quantum memories. To improve the signal-to-noise (SNR) ratio, the photons are filtered by the gratings and the etalon to achieve a bandwidth of approximately 700 MHz. The pulsed operation of the photon source further improves the SNR as a result of the temporal separation of the retrieved photons from the transmitted noise. The polarization dependent AFC are prepared in two pieces of Nd 3+ :YVO 4 crystals with working wavelength of approximately 880 nm. The pulse sequence for AFC preparation is shown in Fig. 1(b) , in which the pump light's frequency is swept over 100 MHz in 500 µs cycle and its amplitude has been modulated periodically to give an comb structure. The H-and V -polarized light are independently programmed to give two AFC structures with the same periodicity ∆ and the frequency detuning of δ. The signal photons are coherently absorbed by the AFC in the two crystals. The dynamical evolution of the atomic excitation is controlled by the detuning of the two AFC. To analyze the quantum states of the atomic ensembles, the atomic excitation is converted back to photons and measured with polarization dependent single photon detection systems. The readout efficiency of the quantum memories for bandwidth matched laser pulses at different evolution time is shown in Fig. 1(c) . The low doped crystals show a better performance of storage efficiency than that of 10-ppm doped crystals (see Methods).
We first verify that the non-classical correlations between signal (s) and idler (i) photons are preserved during the storage and retrieval process. Fig. 3(a) shows an example of storage the H + V -polarized single photons and readout with H − V polarizations after 125 ns delay. The frequency detuning of two AFC is set as 5 MHz. Due to mismatched bandwidth of the signal photons and the quantum memories, most of the input photons are transmitted directly through the sample. The extinction ratio for orthogonal polarizations is approximately 1000:1 in our setup, so a small transmission peak still can be seen at t = 0. A strong echo is emitted after 125 ns. Due to the 100-MHz bandwidth of the AFC, the retrieved photons has a temporal width of approximately 10 ns. The small peak at 250 ns is from the second order echo emission. The cross-correlation function g (2) si (see Methods) is measured in the the H or V polarization basis to avoid polarization rotation caused by the AFC. The measured results are shown in Fig. 3(b) . Since the values of g (2) si at all times are significantly larger than the classical bound of 2, any classical description of light is eliminated. The lowest measured g (2) si value is 14.3 after storage time of 250 ns. This allows to upper bound the autocorrelation of the heralded signal photon to g (2) i|ss ≤ 0.27, which confirms that the single-photon character is well preserved during the storage and retrieval process [28] . We note that all the results presented here are from raw data, without any background subtraction.
Test on the validity of stationary assumption. The derivation of Eqs (1) makes use of the so-called stationarity assumptions which relies on the condition of time invariance of the conditional probabilities Q ij and the Markovianity of the evolution [15] . We now present experimental verification on the validity of stationary assumption in our system.
Time translational invariance
The input photon's polarization is rotated to H + V (H − V ) by the HWP. To detect the atomic state in D (A) at different readout time t, the probe photon state should be set as H +e iϕ0 V (H − e iϕ0 V ) with ϕ 0 = −2πδt by carefully adjusting the phase plate θ. This photon state is directly mapped to the initial state of atomic excitation. The subsequent system evolution is recorded as the function of the time difference τ . Fig. 4(a) shows the conditional probability Q ij (t, t+τ ) to find a system in state j at time t+τ , if it is in state i at time t. It can be seen that Q ij (t, t + τ ) only depends on time difference τ and show little dependence on the evolution time t within experimental errors, thus the conditional probabilities Q ij are time-translational invariant.
2. Markovianity. The stationarity test is completed by assessing the absence of memory effects in our sys- si as a function of storage time. The blue dashed lines corresponds to the classical limit g tem's evolution. To do so, we evaluate a measure able to detect deviations from Markovian behaviour [29] , as provided by the the trace distance D(ρ 1 , ρ 2 ) = 1/2tr|ρ 1 −ρ 2 | between any two states ρ 1 and ρ 2 [30] . Markovian processes, characterized by the absence of information backflow, tend to continuously reduce the distinguishability of physical states and the trace distance should monotonically decrease during the time evolution. To determine the behaviour of the trace distance in our system, the two initial states are chosen as H + V and H − V , which guarantees the optimality of the measure [30] , and makes D(ρ 1 (t), ρ 2 (t)) = 1 at t = 0. The atomic states are read out after different evolution time t. Quantum state tomography [31] is carried out to determine the polarization states of the retrieved signal photons. The measurement basis are chosen as H, V , H + iV , and H + V by adjusting the waveplates. In the experiment, the density matrix is estimated by the maximum-likelihood procedure. The trace distance D(ρ 1 (t), ρ 2 (t)) is calculated from the reconstructed density matrix of the two states [30] . The results are shown in Fig. 4 .b., illustrating that the trace distance monotonically decreases in our experiment. This completes the test to verify the stationarity assumption.
Violation of LGI in macroscopic quantum memories.
We proceed now to demonstrate the violation of the LGI Eqs.(1). Using Eq. (5) as the specification of our quantum state, we can easily obtain the correlation function K(t) = cos(2πδt). With the same analysis, K(2t) = cos(4πδt). The functions K ± in Eqs.(3) can be calculated as K ∓ = cos(4πδt)∓2 cos(2πδt) . It can be seen that K − reaches its minimum value of -1.5 when 2πδt = π/3 and K + reaches its minimum value of -1.5 when 2πδt = 2π/3, which yields to maximal violation of the corresponding inequalities in Eq.(1). Fig. 5(a) shows the time evolution of the |Ψ(t) with an initial state specified by |D . With the AFC prepared with δ of 5 MHz, the possibility to find the state |D (|A ) oscillates with a periodicity of 200 ns. In agree- ment with the results in Fig. 4(b) , the selected time scale corresponds to a low noise domain with almost complete population inversion. Based on the measurement results in Fig. 3(b) , the evolution of K − and K + is shown in Fig. 5(b) . The solid lines are theoretical predictions based on Eq.(5). K + reaches −1.48 ± 0.07 at 62.5 ns, which violates the classical limit of -1 by about 6.9 standard deviations. The user-programmable AFC polarization detuning δ determines the phase evolution speed of the atomic state. The violation of LGI should hold for a different δ, i.e., a different evolution speed. We further measured the envelope evolution of K − with a δ of 2 MHz. The corresponding atomic state oscillates with a periodicity of 500 ns. K − reaches −1.41 ± 0.08 at 83.3 ns. As a result, our experiment shows clear deviations from the classical bound K min ∓ = −1. Given that we have independently verified the stationarity of the evolution, the violation of the LGI Eq. (1) nature of the process. In this sense, the presented results address the reverse situation to the one analyzed in [32] , where LGI are used as non-Markovianity witnesses for the evolution of microscopic systems.
One could argue that despite the prepared quantum states involve delocalized excitation over a mm scale, attending to the original formulation of Leggett [4] [5] [6] , the considered states do not have a sufficiently high degree of disconnectivity and therefore their macroscopicity would be arguable. However, the two states |D and |A differ by a collective phase shared by ∼ 10 10 ions and it is this phase which dictates whether or not the system behaves as a quantum coherent superposition or as a (classical) statistical mixture. Considering the AFC bandwidth Γ AF C = 100 MHz and the homogeneous linewidth of Nd 3+ ions Γ h = 11 kHz, we can estimate that at least Γ AF C /Γ h ∼ 10 4 different ions have to contribute to the AFC absorption and the envelope evolutions. The elementary AFC composed of about 10 4 ions just acts like a diffraction grating in the frequency domain, which governs the evolution of the atomic coherence and leads to a temporal delayed echo emission. To substantially improve macroscopicity, it will be a good choice to combine the atomic memory with the multi-photon entangled source [33] [34] [35] [36] . With macroscopic number of excitations prepared in crystals, the current scheme should provide a powerful platform for exploring the validity of QM in a macroscopic regime and finding the answer to the question of whether superpositions of macroscopically distinct states in the sense originally envisaged by Leggett are indeed possible.
The present results demonstrate that the dynamics of a collective excitation which is distributed in two macroscopically separated crystals is be well described by quantum mechanics. The phase relation between the considered states is governed by a macroscopic number of atoms and therefore the observed interference effects are macroscopic in origin although the interfering states themselves are of low Leggett-disconnectivity. These results confirm the persistence of quantum coherence effects in systems of increasing complexity which can be seen with a naked eye. The polarization dependent AFC technique, which is able to drive the dynamical evolution of atomic excitations, may find further applications in both quantum and classical information processing. The AFC preparation light and single-photon pulses are combined with 10:90 BS and collected with SMF. The light focus to a diameter of 100 µm with a lens (f=250 mm). The sample is placed in a cryostat (Oxford Instruments, SpectromagPT) at a temperature of 1.5 K and with a superconducting magnetic field of 0.3 T in the horizontal direction. The two parallel Nd 3+ :YVO 4 crystals' c-axes are placed in the horizontal direction. Because each crystal only strongly absorbs H-polarized light, the H-polarized components of input photons are stored in the first crystal, and the V -polarized components are stored in the second crystal after polarization rotation by the HWP. The detection efficiencies for both photons are approximately 35% with 50-Hz dark counts.
The initial absorption depth of the sample is d ≃ 8.0. With optimized spectral tailoring, we can prepare AFC with extremely small background absorption d 0 ≤ 0.05. The Zeeman population relaxation lifetime is measured by spectral-hole burning, T Z = 42.9 ms in the current crystals, which is 7 times longer than that of 10 ppm doped crystals [22] . With two-pulse photon echoes, we measured an optical coherence time T 2 = 28.4 us (homogeneous linewidth Γ h = 11 kHz). Because of the better coherence properties and the more efficient optical pumping achieved in the current sample, the AFC efficiency is significantly higher than that obtained in 10 ppm doped crystals [21] .
The preparation and measurement timing is controlled by three arbitrary function generators (AFG, Tektronix, AFG3252). It takes 12.5 ms for AFC preparation. To avoid the fluorescence noise caused by the classical pump light, the measurement cycle begins after waiting for time T w = 1.5 ms after the preparation cycle is completed. N trials of single photon pulses are stored in the sample in the 10-ms measurement phase. The complete preparation and measurement cycles are repeated at a frequency of 40 Hz. A schematic drawing of the timing sequence of the experiment is given in the Supplemental Information.
Details of the photon source. The phase matching temperature to generate degenerate photon pairs is 44.50 A figure of merit for the nonclassical nature of the photon correlations is the normalized cross-correlation function g (2) si = p si /p s p i , where p s (p i ) is the probability to detect a signal (idler) photon and p si is the probability to detect a coincidence in a specified time window. In practice, p si and p s p i are determined by the number of coincidences in the time window centered on and away from the coincidence peak, respectively. Assuming that the second-order auto-correlations of signal and idler g (2) x (where x='s' for signal or 'i' for idler) satisfying 1 ≤ g (2) x ≤ 2, then the non-classicality is proved by measuring g (2) si greater than 2 [25, 27, 28] . We note that, compared with the unfiltered source, g (2) si rises significantly after spectral filtering. We measured g (2) si ≈ 452 between the transmitted signal photon and the idler photon. The temporal width of the coincidence window is 2 ns and the detection window for noise is 400 ns away from the transmitted signal peak. The g (2) si drops after storage because of low recall efficiency, the temporal broadening and the rising contributions of dark counts. The temporal width of the coincidence window for retrieved signal is 10 ns. The detection window for related noise is placed at 400 ns away from the retrieved signal peak. An example of the measurement on the g (2) si is given in the Supplemental Information.
We are most grateful to A. J. Leggett for his comments on the preliminary version of this manuscript and to C. si after a storage time of 50 ns. The blue parts shows the transmitted components which have been intentionally decreased by 50 times for visual effect. The red dashed lines and shaded area define the 10-ns detection windows for the coincidences and noise used to compute cross-correlations of the retrieved signal, respectively. The time-bin size is 2 ns and the integration time is 10 minutes.
