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Chapitre 1
Introduction
Cette the`se est base´e sur la repre´sentation Eulerienne-Lagrangiene [1] de
la vitesse, que nous appelons la transformation de Weber-Clebsch, en fai-
sant intervenir trois pairs de potentiels scalaires. Rappelons que les variables
de Clebsch [2, 3, 4] (une seule paire de potentiel) ont e´te´ originellement in-
troduites pour permettre une formulation variationelle de la dynamique des
fluides parfaits. Cependant, contrairement a` la transformation de Weber-
Clebsch [5], les variables de Clebsch ne permettent pas de repre´senter un
champ de vitesse quelconque.
Constantin a construit en 2002 [6] une extension de la description de
Weber-Clebsch des fluides parfaits aux fluides visqueux. La ne´cessite´ de
re´initialiser pe´riodiquement les coordonne´es Lagrangiennes a` e´te´ interpre´te´
par Ohkitani et Constantin [7] comme un diagnostique de la reconnexion de
la vorticite´. Rappelons qu’on parle de reconnexion quand la topologie des
lignes de vorticite´ change : la reconnexion de la vorticite´ est un processus
fondamental en me´canique des fluides [8, 9, 10] et son origine est dissipative.
En effet, sans dissipation et dans la mesure ou l’e´coulement reste re´gulier, les
lignes de vorticite´ sont simplement transporte´es par le fluide, comme l’indique
le the´ore`me d’Helmholtz. Le concept de reconnexion n’existe pas uniquement
dans le contexte d’hydrodynamique visqueuse. En effet, on parle e´galement
de reconnexion dans les superfluides [11] dans les cristaux liquides [12] en
en MHD [13]. Avant les travaux de Ohkitani et Constantin, les principales
approches de la reconnexion en hydrodynamique se basaient sur des expe-
riences de reconnexion des anneaux de vorticite´ [14, 15, 16, 17, 9, 18](par la
simplicite´ dans la ge´ne´ration des anneaux) et sur des simulations nume´riques
de tubes de vorticite´ paralle`les [19, 20, 21, 22, 23, 24, 25, 26] (par l’impor-
tance practique de la turbulence ge´ne´re´e pour les tubes de vorticite´ dans les
ailles des avions).
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Remarquons que les travaux de Ohkitani et Constantin avaient e´te´
pre´ce´de´s de tentatives par Grossmann [27] et Levich et al. [28]. Ces ten-
tatives n’avaient pas fonctionne´ car elles n’employaient qu’une seule paire
de variables de Clebsch et souffraient d’un proble`me de surde´termination
conduisant, en ge´ne´ral, a` l’absence de solution des e´quations dynamiques.
Le pre´sent travail est fondamentalement une ge´ne´ralisation de la formu-
lation de Ohkitani et Constantin. Notre ge´ne´ralisation consiste, a` partir du
syste`me sous-de´termine´ qu’on obtient en e´crivant la dynamique en termes
de potentiels de Weber-Clebsch, a` faire un choix plus ge´ne´ral que celui de
Constantin, au niveau des conditions supple´mentaires qui permettent d’ob-
tenir un syste`me de´termine´ d’e´quations d’e´volution pour les potentiels.
Le syste`me de Constantin est contenu dans notre formulation, qui est
plus ge´ne´rale, dans une limite singulie`re. L’e´quivalence entre l’e´quation
d’e´volution de potentiel de Weber-Clebsch et l’e´quation de Navier Stokes
repose, dans tous les cas, sur l’inversibilite´ d’une certaine matrice. Cette
condition d’inversibilite´ est viole´e en codimension 1 avec le choix particulier
fait par Constantin. Avec notre choix qui est plus ge´ne´ral, cette condition
n’est viole´e qu’en codimension 4. Dans la formulation de Constantin, il est
ainsi indispensable de proce´der a` une re´initialisation des variables Lagran-
giennes apre`s un temps fini. Par contre, en pratique quand le nombre de
Reynolds est assez bas, notre formulation reste valable sans avoir a` re´aliser
de re´initialisation.
Quand on travaille a` nombre de Reynolds plus e´leve´s, condition indis-
pensable aux e´tudes de la reconnexion, notre formulation conduit e´galement
en pratique a` la ne´cessite´ de proce´der a` des re´initialisations, comme dans la
formulation de Constantin. Rappelons que le nouveau diagnostic de recon-
nexion propose´ par Ohkitani et Constantin consiste en l’acce´le´ration de la
fre´quence de re´initialisation. Un de nos re´sultats principaux est que notre
formulation ge´ne´ralise´e contient la meˆme acce´le´ration de re´initialisation et
permet donc e´galement de capturer la reconnexion de vortex.
Pour comparer les re´sultats obtenus en utilisant notre formulation
ge´ne´ralise´e a` ceux qui sont obtenus dans la formulation d’Ohkitani et
Constantin nous avons proce´de´ a` des simulations nume´riques d’un certain
nombre d’e´coulements obe´issants aux e´quations de Navier Stokes. Dans tous
les cas, notre formulation a de´montre´ son utilite´ en permettant de diagnos-
tiquer les phe´nome`nes de reconnexion.
Nous avons e´galement e´tendu notre formulation aux e´quations de Navier
Stokes compressibles. Nous avons pu ve´rifier pour l’instant la bonne conver-
gence des algorithmes et nous comptons proce´der dans le futur a` l’e´tude de
la reconnexion de la vorticite´ en re´gime compressible.
Rappelons que la magne´tohydrodynamique (MHD) [29] joue un roˆle fon-
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magne´tique est un processus qui n’est pas encore comple`tement compris
[31]. Cependant il est en ge´ne´ral admis que les phe´nome`nes de reconnexion
magne´tiques, en causant une restructuration de la topologie des lignes du
champ magne´tique, jouent un roˆle fondamental en permettant la libe´ration
de l’e´nergie magne´tique. Ces phe´nome`nes de reconnexion jouent e´galement
un roˆle important dans des domaines aussi divers que la dynamique interne
des tokamaks, les aurores bore´ales, ainsi que dans les queues de come`tes.
Nous avons pu e´tendre notre formulation ge´ne´ralise´e a` la magne´to
hydrodynamique en exprimant le potentiel vecteur magne´tique a` l’aide
des variables de Weber-Clebsch. Nous avons e´tudie´ nume´riquement une
se´rie d’e´coulements de MHD en 2 et 3 dimensions et avons de´montre´
une corre´lation entre la reconnexion magne´tique et l’acce´le´ration des
re´initialisations.
Ce manuscrit est organise´ de la fac¸on suivante : nous commenc¸ons par
passer en revue les formulations Euleriennes-Lagrangiennes existantes : va-
riables de Clebsch, transformation de Weber et the´orie de Constantin pour
les e´quations de Navier-Stokes. Le second chapitre est consacre´ a` notre
ge´ne´ralisation de la the´orie de Constantin et a` l’e´tude nume´rique de la
reconnexion de la vorticite´. Le troisie`me chapitre contient l’extension de
notre ge´ne´ralisation aux fluides visqueux et compressibles. Le quatrie`me cha-
pitre est consacre´ a` l’extension a` la MHD et aux e´tudes de reconnexion
magne´tiques dans divers e´coulements. Les appendices contiennent les de´tails
techniques concernant les me´thodes nume´riques ainsi qu’une description
de´taille´e de notre version de l’algorithme de Moore-Penrose [32, 33]. Un ar-
ticle publie et un article accepte´ sont joints a` la fin de ce manuscrit.
4 Introduction
Chapitre 2
The´orie Eulerienne-Lagrangienne
Dans ce chapitre nous rappelons les notions de base qui ont servie de
point de de´part a` notre travail. On verra qu’a` partir des variables de Clebsch,
qui e´tait au de´part un moyen pour repre´senter les lignes de vorticite´, il est
possible d’e´crire (avec certaines restrictions) les e´quations d’Euler a` partir
d’un principe d’action stationaire.
Ensuite, pour e´viter les restrictions des variables de Clebsch, nous in-
troduisons la transformation de Weber-Clebsch, qu’est e´galement une fac¸on
d’e´crire les e´quations d’Euler en utilisant le formalisme Eulerien-Lagrangien.
Finalement, pour comple´ter notre rappel, on verra l’extension introduite
par Constantin de la transformation de Weber-Clebsch, en ajoutant de la
diffusion, pour ainsi arriver a` une description Eulerienne-Lagrangienne de la
dynamique de Navier-Stokes.
2.1 E´quations d’Euler et variables de Clebsch
Conside´rons les e´quations d’Euler incompressibles pour un fluide de den-
site´ unite´
∂tu+ u · ∇u = −∇p (2.1)
∇ · u = 0 .
Rappelons l’e´quation d’e´volution pour la vorticite´ ω = ∇× u,
Dtω = ω · ∇u ,
ou` Dt est la de´rive´e mate´rielle
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Dt = ∂t + u · ∇ .
Une conse´quence bien connue de cette e´quation est que les lignes de vor-
ticite´ sont mate´rielles (the´ore`me de Hemholtz).
Repre´sentation des lignes de vorticite´
Les variables de Clebsch [2] peuvent eˆtre conside´re´es, au de´part, comme
un moyen de repre´senter ces lignes de vorticite´. En effet, a` partir de cette
transformation, qui de´finit les champs de vitesse en terme des variables sca-
laires (λ, µ, φ)
u = λ∇µ−∇φ, (2.2)
on peut e´crire la vorticite´ comme
ω = ∇× u = ∇λ×∇µ.
Les lignes de vorticite´ r(s) sont de´finies comme les solutions du syste`me
dr
ds
= ω(r(s)) ,
qui admet les deux inte´grales premie`res
λ(r(s)) = cte.
µ(r(s)) = cte.
Autrement dit : les intersections des surfaces λ =cte et µ =cte sont les
lignes de vorticite´. E´tant donne´ que les lignes de vorticite´ d’un e´coulement
ve´rifiant les e´quations d’Euler sont mate´rielles, les fonctions λ et µ doivent
varier de fac¸on telle que ces surfaces soient en mouvement avec le fluide.
Principe d’action stationnaire
Les variables de Clebsch sont aussi utiles pour trouver un principe varia-
tionnel pour les e´quations d’Euler. En effet, la densite´ Lagrangienne pour les
e´quations d’Euler peut eˆtre e´crite comme
L =
|u|2
2
+ λ∂tµ , (2.3)
et les variations de L par rapport aux champs λ, µ et φ fournissent le syste`me
d’e´quations
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δL
δµ
= −Dtλ = 0 (2.4)
δL
δλ
= Dtµ = 0
δL
δφ
= ∇ · u = 0 .
A` partir du syste`me (2.4) et de l’identite´
[∇, Dt] ≡ (∇u) · ∇,
on peut obtenir l’e´quation d’e´volution pour u (voir plus loin, e´quation (3.2),
au de´but du Chapitre 3)
Dtu = −∇
(
Dtφ+
1
2
u2
)
. (2.5)
Ainsi les e´quations d’Euler (2.1) de´coulent bien de l’action (2.3).
2.2 Transformation de Weber
Forme Lagrangienne des e´quations dynamiques
Notons ai la coordonne´e initiale (a` t = 0) d’une particule fluide et
X i(a, t) sa position au temps t. Notons Ai(x, t) l’application inverse : ai ≡
Ai(X i(a, t), t).
Les coordonne´es Euleriennes au temps t sont par de´finition les variables
xi = X i(a, t). La vitesse Lagrangienne d’une particule de fluide est
u˜i(a, t) =
∂X i
∂t
(a, t)
et son acce´le´ration
∂u˜i
∂t
(a, t) =
∂2X i
∂t2
(a, t) .
L’e´quation de Newton pour les particules du fluide est
∂2X i
∂t2
(a, t) = F iX (a, t) ,
ou` les forces F iX (a, t) sont donne´es, pour un fluide de densite´ unitaire, par
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F iX (a, t) = −
∂p
∂xi
(X (a, t) , t)
p (X (a, t)) est la pression dans les coordonne´es Euleriennes.
Ainsi les e´quations de mouvement pour les particules sont
∂2X i
∂t2
(a, t) = −
∂p
∂xi
(X (a, t) , t) . (2.6)
Pour un fluide incompressible le de´terminant de la matrice de transfor-
mation entre les coordonne´es Lagrangiennes et Euleriennes ve´rifie
det
(
∂X i
∂aj
)
= 1 , (2.7)
valeur qui est fixe´ a` partir de la relation entre les e´le´ments de volume dans les
deux syste`mes de coordonnes. La transformation est donc toujours inversible.
A` partir de l’e´quation (2.6) faisons une transformation de coordonne´es
pour les de´rive´s de p en utilisant
∂
∂xi
=
∂Aj
∂xi
∂
∂aj
(2.8)
∂
∂ai
=
∂Xj
∂ai
∂
∂xj
nous obtenons
∂2X i
∂t2
(a, t) = −
∂Aj
∂xi
∂p˜
∂aj
(a, t) (2.9)
ou` p˜ (a, t) est la pression dans les coordonne´es Lagrangiennes.
Multiplions l’e´quation (2.9) par la transformation de coordonne´es inverse
∂Xi
∂aj
pour obtenir
∂2X i
∂t2
(a, t)
∂X i
∂aj
(a, t) = −
∂p˜
∂aj
(a, t) (2.10)
qui est la forme Lagrangienne des e´quations dynamiques.
Transformation de Weber
Le membre de gauche de l’e´quation (2.10) peut eˆtre e´crit comme
∂2X i
∂t2
(a, t)
∂X i
∂aj
(a, t) =
∂
∂t
(
∂X i
∂t
(a, t)
∂X i
∂aj
(a, t)
)
−
1
2
∂
∂aj
∣∣∣∣∂X i∂t (a, t)
∣∣∣∣2
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et l’e´quation (2.10) deviens
∂
∂t
(
∂X i
∂t
(a, t)
∂X i
∂aj
(a, t)
)
= −
∂q˜
∂aj
(a, t) (2.11)
ou` le terme q˜ (a, t) dans (2.11) est donne´ par
q˜ (a, t) = p˜ (a, t)−
1
2
∣∣∣∣∂X i∂t (a, t)
∣∣∣∣2 .
Inte´grons (2.11) sur t en maintenant les ai fixes[
∂X i
∂t
(a, t)
∂X i
∂aj
(a, t)
]t
0
=
∂X i
∂t
(a, t)
∂X i
∂aj
(a, t)− u˜j0(a)
nous obtenons
∂X i
∂t
(a, t)
∂X i
∂aj
(a, t)− u˜j0(a) = −
∂φ˜
∂aj
(a, t) , (2.12)
ou` le terme φ˜ s’e´crit
φ˜ (a, t) =
∫ t
0
(
p˜ (a, s)−
1
2
∣∣∣∣∂X i∂t (a, s)
∣∣∣∣2
)
ds .
Le syste`me des e´quations (2.12) est appele´ [2] transformation de Weber.
Passage aux coordonne´es Euleriennes : Transformation de Weber-
Clebsch
En effectuant une transformation de coordonne´es
∂X i
∂t
(a, t) = u˜j0(a)
∂Aj
∂xi
−
∂Aj
∂xi
∂φ˜
∂aj
(a, t) . (2.13)
en identifiant µ˜i(a, t) = ai et, pour la vitesse initiale, λ˜i(a, t) = u˜i0 (a) nous
obtenons les e´quations d’e´volution pour les champs en coordonne´es Lagran-
giennes
∂λ˜i
∂t
(a, t) = 0 (2.14)
∂µ˜i
∂t
(a, t) = 0
∂φ˜
∂t
(a, t) = p˜ (a, t)−
1
2
∣∣∣∣∂X i∂t (a, t)
∣∣∣∣2 .
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En passant aux coordonne´es Euleriennes, en notant µi(x, t) = Ai(x, t) et
λi(x, t) = ui0 (µ(x, t)), nous obtenons la Transformation de Weber-Clebsch
ui(x, t) =
3∑
j=1
λj
∂µj
∂xi
−
∂φ
∂xi
. (2.15)
E´volution Eulerienne
En utilisant pour la de´rive´e mate´rielle la notation
∂
∂t
+ u · ∇ ≡ Dt
les e´quations (2.14) pour les variables de Clebsch s’e´crivent finalement en
coordonne´es Euleriennes
Dtλ
i(x, t) = 0 (2.16)
Dtµ
i(x, t) = 0
Dtφ(x, t) = p(x, t)−
1
2
∣∣ui(x, t)∣∣2 .
La transformation de Weber-Clebsch (2.15) et les lois d’e´volution (2.16)
sont tre`s similaires a` la de´finition des variables de Clebsch (2.2) et au syste`me
(2.4). Une diffe´rence notable est cependant le nombre de paires des potentiels.
2.3 Repre´sentation d’un champ de vitesse
quelconque
Si on utilise les variables de Clebsch (2.2) pour repre´senter une vitesse u
u = λ∇µ−∇φ ,
nous avons le proble`me que u est restreint aux champs d’helicite´ moyenne
h =
∫
V
u · ωd3x
nulle [27]. En effet en e´crivant h en terme de variables de Clebsch
h =
∫
V
(λ∇µ−∇φ) · (∇λ×∇µ) d3x = −
∫
V
∇φ · (∇λ×∇µ) d3x ,
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le terme λ∇µ est perpendiculaire au ∇λ×∇µ et donc le produit scalaire est
nul. Pour le terme qui reste on inte`gre par parties
∫
V
∇φ · (∇λ×∇µ) d3x =
∮
∂V
φ (∇λ×∇µ) · ds−
∫
V
φ∇ · (∇λ×∇µ)
mais dans un domaine est pe´riodique, le premier terme du membre de droite
est nul. D’autre part ∇ · ω = 0 et en conse´quence nous avons
∇ · (∇λ×∇µ) = 0
et nous arrivons finalement a`
h =
∫
V
u · ωd3x = 0.
D’autre part en conside´rant maintenant deux paires de variables de
Clebsch, nous avons pour chaque composante de la vitesse
uj =
2∑
i=1
λi
∂µi
∂xj
−
∂φ
∂xj
,
et on arrive a` une syste`me d’e´quations du second degre´ dans ces inconnues qui
n’a pas de solution analytique. Et on ne dispose pas d’une fac¸on syste´matique
de trouver les λi et µi correspondant a` une vitesse arbitraire u.
Par contre, si maintenant on utilise la meˆme quantite´ de paires que de
dimensions spatiales (trois dans le cas de ce travail), nous arrivons a` la trans-
formation de Weber-Clebsch
u =
3∑
i=1
λi∇µi −∇φ , (2.17)
avec laquelle il est possible de repre´senter un champ de vitesse arbitraire en
posant
λi(x, 0) = ui(x, 0)
µi(x, 0) = xi
φ(x, 0) = 0
ce qui est comple`tement e´quivalent au cas de la transformation de Weber de
la Section 2.2.
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Une autre fac¸on d’e´tudier la possibilite´ de repre´senter un champs de vi-
tesse donne´e en termes de 1, 2 ou 3 paires de potentiels de Clebsch est de
conside´rer les variations possibles d’une repre´sentation existante.
Partons du champs de vitesse donne´
u =
p∑
i=1
λi∇µi −∇φ
ou` p = 1, 2 ou 3 et voyons si une variation infinite´simal quelconque δu peut
eˆtre repre´sente´e par une variation des champs δλi, δµi et δφ.
La relation a` satisfaire est
δu =
p∑
i=1
(
δλi∇µi − δµi∇λi
)
−∇
(
δφ−
p∑
i=1
δµiλi
)
,
pour une paire le syste`me est sur de´termine´, pour 2 et 3 paires le syste`me
est sous dete´rmine´ et donc nous sommes oblige´s d’ajouter des conditions
additionnels.
2.4 Formulation de Constantin des e´quations
de Navier-Stokes
Dans cette section nous rappelons l’extension introduite par Constantin
[6], de la formulation Eulerienne-Lagrangienne des e´quations d’Euler vers les
e´quations de Navier-Stokes.
Le point de de´part de Constantin [6] est l’expression de la vitesse Eule-
rienne u = (u1, u2, u3) obtenue par la transformation de Weber-Clebsch
ui =
3∑
m=1
λm
∂µm
∂xi
−
∂φ
∂xi
. (2.18)
Les champs figurant dans cette e´quation admettent la meˆme in-
terpre´tation que pour la transformation de Weber : λm sont les composants
de la vitesse Lagrangienne, µm les coordonne´es Lagrangiennes et φ est le
champ qui fixe la condition d’incompressibilite´ sur la vitesse.
De fac¸on similaire a` la transformation de Weber nous avons les coor-
donne´es Lagrangiennes ai = µi(x, t) et les coordonne´es Euleriennes xi =
X i(a, t).
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Relation de commutation
Conside´rons alors le premier terme du membre de droite de (2.18) comme
une transformation des coordonne´es. Il est alors possible d’e´crire les de´rive´s
dans les coordonne´es Lagrangiennes de la meˆme fac¸on que pour (2.8)
∂
∂ai
=
3∑
m=1
∂Xm
∂ai
∂
∂xm
. (2.19)
De la meˆme fac¸on il est possible d’e´crire les de´rive´s des coordonne´es Eu-
leriennes en terme des variables Lagrangiennes
∂
∂xi
=
3∑
m=1
∂µm
∂xi
∂
∂am
. (2.20)
Nous avons aussi les relations pour les commutateurs
[
∂
∂xi
,
∂
∂xk
]
= 0 (2.21)[
∂
∂ai
,
∂
∂ak
]
= 0 .
Avec les relations (2.19), (2.20) et (2.21) nous pouvons calculer le com-
mutateur entre les ope´rateurs ∂x et ∂a[
∂
∂ai
,
∂
∂xk
]
=
[
∂
∂ai
,
∂µm
∂xk
∂
∂am
]
=
∂
∂ai
(
∂µm
∂xk
)
∂
∂am
. (2.22)
En introduisant le vecteur de de´placement ℓm = µm−xm qui lie la position
Eulerienne actuelle x a` la position Lagrangienne originale µ, nous pouvons
exprimer le commutateur (2.22) comme[
∂
∂ai
,
∂
∂xk
]
=
∂
∂ai
(
∂ℓm
∂xk
)
∂
∂am
= Cm,k;i
∂
∂am
.
Le terme Cm,k;i est lie´ aux coefficients de Christoffel Γ
m
ij [6] de la connec-
tion plane en R3 par la formule
Γmij = −
∂Xk
∂aj
Cm,k;i . (2.23)
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Dynamique diffusive
Conside´rons maintenant une e´volution diffusive de nos champs. Pour cela
de´finissons l’ope´rateur
Γ = ∂t + u · ∇ − ν△ , (2.24)
ou` ν est la viscosite´ et u est la vitesse Eulerienne. Quand l’ope´rateur (2.24)
est applique´ sur un vecteur ou une matrice, chaque composante est prise
inde´pendamment.
L’ope´rateur (2.24) a la proprete´
Γ(fg) = (Γf) g + f (Γg)− 2ν
∂f
∂xk
∂g
∂xk
, (2.25)
qui est une conse´quence directe de la de´finition (2.24).
Constantin impose que les coordonnes µi soient advecte´es et diffuse´es de
fac¸on telle que
Γµi = 0. (2.26)
Maintenant nous avons besoin que les transformations des coordonne´s
soient inversibles pour tout t, ce qui arrive naturellement quand la diffu-
sion est ze´ro (ν = 0) et le fluide est incompressible parce que le volume de
l’e´le´ment de fluide doit eˆtre pre´serve´ par la transformation de coordonne´es,
ce qui veut dire
Det (∇µ) = 1 ,
ou`
(∇µ)jk =
∂µj
∂xk
.
Dans le cas diffusif (ν 6= 0), on de´finit la matrice de transformation Q
comme
(Q)jk =
∂Xj
∂ak
.
E´volution des matrices de changement des coordonne´es
En suivant Constantin [6]. Conside´rons le cas ou` les matrices de trans-
formation restent inversibles et leurs e´quations d’e´volution sont re´gulie`res.
Pour obtenir l’e´quation d’e´volution de la matrice de transformation (∇µ)ij
on applique ∂xj sur l’e´quation (2.26) pour µ
i. Il vient
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Γ (∇µ)ij + (∇µ)im
∂um
∂xj
= 0 . (2.27)
Pour calculer l’e´volution de Q on utilise le fait que
Γ
(
(Q)ji (∇µ)il
)
= 0
parce que (Q)ji (∇µ)il = I.
Nous prenons la relation (2.25) et l’e´quation (2.27) pour trouver
Γ (Q)jn = (Q)mn
∂uj
∂xm
+ 2ν (Q)ln
∂ (Q)ji
∂xk
∂ (∇µ)il
∂xk
. (2.28)
Constantin suppose que les solutions de (2.27) et (2.28) sont re´gulie`res si
la vitesse d’advection u est suffisamment re´gulie`re.
Dynamique de la vitesse Lagrangienne
Pour l’e´volution des champs λi on applique Dt sur (2.18), en utilisant la
relation [
Dt ,
∂
∂xi
]
= −
∂ul
∂xi
∂
∂xl
on obtient
Dtu
i =
3∑
m=1
(
Dtλ
m∂µ
m
∂xi
+ λm
∂
∂xi
Dtµ
m
)
−
∂
∂xi
(
Dtφ+
1
2
u2
)
.
Nous avons aussi, a` partir de les e´quations de Navier-Stokes :
Dtu
i = ν△ui −
∂
∂xi
p .
On calcule le terme△ui avec la transformation (2.18), on utilise l’e´quation
(2.26) et on regroupe les termes pour obtenir
∂
∂xi
(
Γφ+
1
2
u2 − p
)
=
3∑
m=1
(
Γλm
∂µm
∂xi
− 2ν
∂λm
∂xk
∂
∂xk
∂µm
∂xi
)
. (2.29)
Maintenant on se´pare le champ φ pour avoir l’e´quation de la pression
Γφ+
1
2
u2 − p = c . (2.30)
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ou` c est une constante.
Pour obtenir la dynamique de λl il faut inverser la matrice
∂µm
∂xi
dans l’expression (2.29) donc il sera impossible de transformer les coor-
donne´es si le de´terminant
det
(
∂µm
∂xi
)
= 0.
Alors, si la matrice est inversible, la dynamique de λl est de´crite par
Γλl = 2ν
∂λm
∂xk
Cm,k;l . (2.31)
Il faut remarquer que la dynamique de u est comple`tement de´crite par
les e´quations (2.26), (2.31) et la condition d’incompressibilite´ pour u. Donc
l’e´quation (2.30) deviens une identite´.
Re´sume´ des e´quations dynamiques de Constantin
Pour finir nous rappelons les e´quations pour le syste`me de Constantin qui
repre´sente la dynamique de Navier-Stokes :
Γλl = 2ν
∂λm
∂xk
Cm,k;l (2.32)
Γµl = 0
Γφ = p−
1
2
u2 + c ,
qui est, bien suˆr, comple`tement e´quivalent a` (2.16) quand la dissipation ν est
nulle.
Pour avoir une notation plus simple et similaire au travail realise´ dans
cette the`se nous e´crivons le terme Cm,k;l, qui est dans l’e´quation pour λ
l en
(2.32), en variables Euleriennes. Nous avons
Cm,k;l =
∂
∂al
(
∂ℓm
∂xk
)
=
∂Xj
∂al
∂
∂xj
(
∂µm
∂xk
− δmk
)
.
Comme nous avons de´ja` vu il est possible d’e´crire le jacobien de la trans-
formation de coordonne´es comme
∂Xj
∂al
=
(
∂µl
∂xj
)−1
= (∇µ)−1lj
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et nous arrivons a`
Γλl = 2ν (∇µ)−1lj
∂λm
∂xk
∂
∂xk
(∇µ)mj . (2.33)
Dans l’e´quation (2.33) on voit qu’il y aura des proble`mes quand le
de´terminant de (∇µ)lj est nul et car la transformation entre coordonne´es
sera non-inversible.
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Chapitre 3
Ge´ne´ralisation de la formulation de
Constantin
Ce chapitre de´bute par notre ge´ne´ralisation de la the´orie de Constan-
tin pour les e´quations de Navier-Stokes. Ensuite, nous comparons notre for-
mulation ge´ne´ralise´e avec celle de Constantin au point de vue the´orique et
nume´rique, et nous verrons en de´tail les diffe´rences en stabilite´ et en pre´cision
pour diffe´rents types d’e´coulements.
3.1 L’acce´le´ration en variables de Weber-
Clebsch
En partant de la transformation de Weber-Clebsch pour la vitesse u
u =
3∑
i=1
λi∇µi −∇φ (3.1)
et en effectuant une variation sur la transformation de Weber-Clebsch (3.1)
nous obtenons la relation
δu =
3∑
i=1
(
δλi∇µi − δµi∇λi
)
−∇
(
δφ−
3∑
i=1
δµiλi
)
(3.2)
ou` le symbole δ repre´sente une variation spatiale ou temporelle. Dans le
syste`me (3.2) il est de´ja` possible de voir que nous avons trois e´quations (les
δu) et six inconnues a` trouver (les δλi et δµi, δφ est fixe´ par la condition
d’incompressibilite´ ∇u = 0).
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Pour traduire l’e´volution temporelle de u, en termes des potentiels de
Weber-Clebsch, utilisons la de´rive´e mate´rielle Dt et l’identite´
[∇, Dt] ≡ (∇u) · ∇ .
Calculons la de´rive´ convective de u qui s’e´crit en fonction des potentiels
Dtu =
3∑
i=1
(
Dtλ
i∇µi + λi∇Dtµ
i − λi (∇u) · ∇µi
)
−∇Dtφ+ (∇u) · ∇φ .
Pour cela, on e´crit sous forma gradient pour avoir
3∑
i=1
λi∇Dtµ
i =
3∑
i=1
(
∇
(
λiDtµ
i
)
−Dtµ
i∇λi
)
et on remarque que
3∑
i=1
(
λi (∇u) · ∇µi
)
− (∇u) · ∇φ =
1
2
∇u2 .
Finalement on regroupe les gradients pour obtenir
Dtu =
3∑
i=1
(
Dtλ
i∇µi −Dtµ
i∇λi
)
−∇
(
Dtφ+
1
2
u2 −
3∑
i=1
Dtµ
iλi
)
. (3.3)
Remarquons que l’expression (3.3) est tre`s similaire a` (3.2) avec la seule
diffe´rence du terme 1
2
u2 qui vient du commutateur entre le gradient et la
de´rive´e mate´rielle.
3.2 Formulation ge´ne´rale de la dynamique de
Navier-Stokes
Conside´rons les e´quations d’Euler incompressibles, perturbe´es par une
force volumique f
Dtu = −∇p+ f [u, x, t] (3.4)
∇ · u = 0.
3.2 Formulation ge´ne´rale de la dynamique de Navier-Stokes 21
Les e´quations de Navier-Stokes sont obtenues quand le forc¸age f est la
dissipation visqueuse
f = ν△u.
L’ide´e est de chercher des e´quations d’e´volution, sous sa forme la plus
ge´ne´rale, pour les potentiels (3.1) en remplac¸ant Dt, dans l’e´quation de mou-
vement (3.4), par son expression (3.3).
Posons
Dtλ
i = Li[λ, µ] (3.5)
Dtµ
i = M i[λ, µ] .
En identifiant les termes gradients et non manifestement gradients dans
(3.3) et (3.4), il vient
Dtφ+
1
2
|u|2 −
3∑
i=1
M iλi = p +G (3.6)
3∑
i=1
(
Li∇µi −M i∇λi
)
= f −∇G (3.7)
ou`G est une fonction de jauge arbitraire qui provient du fait que la se´paration
des termes manifestement gradients n’est pas unique.
E´tant donne´ la restriction d’incompressiblilite´ (3.4) sur u, le potentiel φ
n’est pas libre et doit obe´ir a` l’e´quation non-locale
△φ =
3∑
i=1
∇ ·
(
λi∇µi
)
.
De la meˆme fac¸on que dans le syste`me (3.4) l’e´quation pour p ne participe
pas a` la dynamique. Ainsi l’e´quation (3.6) devient une identite´ qu’il n’est pas
ne´cessaire d’inte´grer.
L’e´quation (3.7) est un syste`me de 3 e´quations line´aires pour les 6 incon-
nues Li, M i. Pour re´soudre le syste`me avec f nous remarquons que quand
les potentiels λi et µi obe´issent aux e´quations
Dtλ
i = 0 (3.8)
Dtµ
i = 0
22 Ge´ne´ralisation de la formulation de Constantin
ils de´crivent les e´quations d’Euler [2], c’est a` dire le syste`me (3.4) avec ν = 0.
Dans le cas sur de´termine´ (plus d’e´quations que d’inconnues) l’e´quation (3.7)
ge´ne´ralement n’a pas de solution, nous conside´rons donc seulement le cas sous
de´termine´ (plus d’inconnues que d’e´quations).
Pour obtenir des e´quations d’e´volutions comparables a` celles de Constan-
tin [6] nous de´sirons obtenir des e´quations d’advection-diffusion avec second
membre pour λi et µi. Pour cela, introduisons L˜i et M˜ i, de´finis par
Dtλ
i = Li[λ, µ] = ν△λi + L˜i[λ, µ] (3.9)
Dtµ
i = M i[λ, µ] = ν△µi + M˜ i[λ, µ] .
Les termes L˜i et M˜ i doivent ve´rifier le syste`me
3∑
i=1
(
L˜i∇µi − M˜ i∇λi
)
= f˜ −∇G˜ (3.10)
ou` G˜ est une fonction scalaire arbitraire, relie´e a` l’ancienne fonction G par
la relation G = G˜− ν△φ+ νλi△µi, et
f˜ = 2ν
3∑
i=1
3∑
α=1
∂αλ
i∂α∇µ
i. (3.11)
La proce´dure pour obtenir L˜i et M˜ i consiste a` re´soudre le syste`me line´aire
(3.10) de 3 e´quations pour 6 inconnues.
3.2.1 Me´thode de re´solution de Moore-Penrose
Le syste`me (3.10) est sous de´termine´ (6 inconnues et seulement 3
e´quations). Il faut donc imposer des restrictions supple´mentaires.
La fac¸on la plus directe est de faire tous les coefficients M˜ i = 0 comme
dans la formulation de Constantin [6] (voir le syste`me (2.32)). On aura alors
3 e´quations pour 3 inconnues. Une me´thode plus ge´ne´rale consiste a` imposer
des conditions supple´mentaires sur la longueur de la solution. Pour faire
c¸a nous utilisons l’algorithme de Moore-Penrose [32, 33, 34] qui produit 3
conditions additionnelles et nous pouvons re´soudre le syste`me plus ge´ne´ral
(3.10).
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Solution de Moore-Penrose
Dans le cas sous de´termine´, la solution ge´ne´ral de Moore-Penrose [32, 33,
34] consiste a` trouver la solution du syste`me line´aire (3.10) avec la condition
supple´mentaire que la norme
3∑
i=1
(
L˜iL˜i + τ−2M˜ iM˜ i
)
(3.12)
soit la plus petite possible. La constante τ est introduite ici pour des raisons
dimensionelles. En effet, la transformation de Weber-Clebsch (3.1) implique
que les dimensions de λi et µi soient
[
λi
]
=
L
T[
µi
]
= L
parce que le produit λ∇µ a les dimensions de la vitesse et les champs µi
ont les dimensions de L parce que ils sont les coordonne´es Lagrangiennes du
syste`me (voir la Section 2.4). Donc, a` partir des e´quations (3.9) il est clair
que les dimensions de L˜i et M˜ i sont
L˜i =
L
T 2
M˜ i =
L
T
et le parame`tre τ dans (3.12) a ainsi les dimensions du temps.
La solution ge´ne´rale de Moore-Penrose qui minimise la norme (3.12) est
calcule´e dans l’Annexe B.3. Elle est explicitement donne´ par les e´quations
(B.8) et (B.9). En remplac¸ant par ces solutions L˜i et M˜ i dans (3.9) on obtient
les e´quations d’e´volution explicites
Dtλ
i = ν△λi +∇µi ·H−1 ·
(
f˜ −∇G˜
)
(3.13)
Dtµ
i = ν△µi +−τ 2∇λi ·H−1 ·
(
f˜ −∇G˜
)
,
ou` H repre´sente a` la matrice carre´e syme´trique
Hαβ ≡
3∑
i=1
(
τ 2 ∂αλ
i∂βλ
i + ∂αµ
i∂βµ
i
)
(3.14)
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et la fonction arbitraire G˜ est explicitement donne´e par
G˜ = △−1∇ · f˜ (3.15)
de fac¸on a` minimiser la norme ge´ne´ral (B.11), ce qui entraˆıne une bonne
stabilite´ nume´rique.
3.2.2 Formulation de Ohkitani-Constantin et limite
singulie`re
La formulation de Constantin [6] peut eˆtre directement obtenue a` partir
des e´quations d’e´volution (3.9) en ajoutant au syste`me line´aire la condition
qu’impose M˜ i = 0 et en fixant G˜ = 0. Avec cettes conditions supple´mentaires
(et arbitraires) le syste`me (3.9) devient
Dtλ
i = ν△λi + L˜i[λ, µ] (3.16)
Dtµ
i = ν△µi ,
ou` L˜i satisfait l’e´quation (3.10) qui devient maintenant le syste`me de´termine´
3∑
i=1
L˜i∇µi = 2ν
3∑
i=1
3∑
α=1
∂αλ
i∂α∇µ
i . (3.17)
Cette formulation est contenue dans nos e´quations (3.13), dans la limite
τ → 0. En effet, la matrice (3.14) devient alors
3∑
i=1
∂αµ
i∂βµ
i ,
donc la matrice H peut eˆtre e´crite comme H = (∇µ)·(∇µ)T et en choisissant
G˜ = 0 on arrive au syste`me
Dtλ
i = ν△λi + (∇µ)−1 · f˜ (3.18)
Dtµ
i = ν△µi ,
qui est bien e´quivalent, en utilisant (3.11), au syste`me (2.32) avec l’e´quation
(2.33) pour les λi.
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Me´thode nume´rique de Ohkitani-Constantin
Remarquons que les calculs nume´riques effectues par Ohkitani et
Constantin [7] ne sont pas explicitement base´s sur la formulation [6] qui
est de´taille´e dans la Section 2.4. Ainsi les calculs directs ne sont pas faits
avec le syste`me (3.18).
Dans le but de simplifier les calculs nume´riques, Ohkitani et Constantin
[7] ont remplace´ le syste`me (3.18) par le champ w qui est de´fini comme
w =
3∑
i=1
λi∇µi (3.19)
Alors l’e´quation d’e´volution pour w est
∂w
∂t
= −∇ (w · u) + u× (∇× u) + ν△w . (3.20)
En plus de cette e´quation, il faut calculer e´galement l’e´volution du vecteur
ℓm = µm − xm, en utilisant l’e´quation :
Dtℓ = −u+ ν△ℓ , (3.21)
qui est comple`tement e´quivalente a` l’e´quation d’e´volution pour µi (2.26). En
utilisant les e´quations (3.20) et (3.21) il suffit alors de calculer la matrice ∇µ
pour obtenir les champs λi par inversion de la relation (3.19).
Pour pouvoir effectuer cette inversion nous avons besoin que la matrice
∇µ soit inversible, ce qui est ne´cessaire pour que la transformation de coor-
donne´es
w = ∇µ · λ (3.22)
soit unique et bien de´finie dans tous les points dans l’espace.
La quantite´ w joue ici le roˆle d’une vitesse compressible dans le sens que
u = Pw,
ou` P est la projection de Leray-Hodge sur les fonctions de divergence nulle
[6].
Remarquons que cette me´thode permet d’utiliser des e´quations
d’e´volution ne pre´sentant que des nonline´arite´es quadratiques et permet aussi
d’e´conomiser de la me´moire et temps de calcul par rapport a` l’inte´gration
directe su syste`me (3.18).
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Comparaison des condition d’inversibilite´
La me´thode de Constantin aura des proble`mes quand le de´terminant
det(∇µ) = 0 qui est le cas dans une varie´te´ de codimension 1. Dans un
espace de 3 dimensions, la situation ge´ne´rique est que pour chaque point
dans l’espace (x1, x2, x3) il existe un temps t∗ pour lequel le de´terminant
devient ze´ro.
Par contre dans notre cas plus ge´ne´ral, avec 3 e´quations et 6 inconnues,
la non-inversibilite´ de
H = ∇ (µ) · ∇ (µ)T + τ 2∇ (λ) · ∇ (λ)T
arrivera dans une varie´te´ de codimension 4, qui correspond a` des points isole´s
dans l’espace-temps.
En conse´quence la condition det(∇µ) = 0 arrivera plus facilement, dans
une codimension plus basse que la condition det(H), et (comme on le verra
dans les simulations nume´riques) τ → 0 est une limite singulie`re.
3.2.3 Crite`re de reinitialisation
Comme on vient de voir, quand le de´terminant det(H) s’anulle, les
e´quations d’e´volution de potentiels de Weber-Clebsch (3.13) ne sont plus
de´finies. Pour e´viter cette situation nous suivons Ohkitani et Constantin [7]
et nous faisons une reinitialisation. Plus pre´cise´ment, quand le minimum
spatial du de´terminant
Min (det(H)) ≤ ǫ2
on transforme les champs de fac¸on que
µip = 0
λi = ui(t0)
φ = 0 ,
ou` ui(t0) sont les composants de la vitesse obtenues a` partir de (3.1) a` l’instant
t0, ou` la re´initialisation est effectue´e, et les champs λ
i, µi et φi sont ge´ne´re´s
de la meˆme fac¸on que dans l’Annexe B.1.
3.3 Re´sultats nume´riques
Cette section contient les re´sultats des simulations nume´riques ap-
plique´s aux e´quations de Navier-Stokes. Nous utilisons des me´thodes pseudo-
spectrales a` cause de leur facilite´ d’imple´mentation et par leur pre´cision.
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Les de´tails de l’imple´mentation sont de´crits dans l’Annexe A.1
3.3.1 E´coulement de Taylor-Green
L’e´coulement de Taylor-Green est un e´coulement standard dans l’e´tude de
la turbulence [35]. Ses avantages sont l’existence de plusieurs e´tudes [36] qui
permettent d’effectuer des comparaisons, ainsi que des e´conomies de temps
de calcul et de me´moire qui sont obtenues en exploitant ses syme´tries (voir
l’Annexe B.2).
La condition initiale de Taylor-Green est :
u1 = sin x cos y cos z (3.23)
u2 = − cosx sin y cos z
u3 = 0 .
Comme la longueur et la vitesse initiale sont d’ordre 1, le nombre de
Reynolds est de´finit dans ce qui suit comme R = 1/ν.
Les simulations qui suivent sont effectues avec une re´solution de 1923.
Dans la suite nous comparons des simulations des potentiels de Weber-
Clebsch en utilisant les e´quations (3.9) et (3.15) avec lesquelles nous obtenons
la vitesse u a` partir de (3.1) avec la vitesse provenant d’une simulation directe
des e´quations de Navier-Stokes.
Les e´quations de Navier-Stokes sont inte´gre´s en utilisant des me´thodes
pseudo-spectrales standard [37]. Le sche´ma temporel est le Adams-Baschforth
d’ordre 2 (voir l’Annexe A.2).
Inte´gration sans reinitialisation
Conside´rons d’abord des simulations sans reinitialisation, ou` les champs
sont initialise´s seulement a` t = 0.
L’e´volution temporelle du minimum spatial du de´terminant de la matrice
H (3.14) est repre´sente´e dans la Figure 3.1 pour plusieurs valeurs du pa-
rame`tre τ . Il est clair que, quand on s’approche de la limite de OC (τ = 0),
le minimum du de´terminant arrive a` ze´ro dans un temps fini et la simula-
tion ne peut plus continuer. D’autre part, quand τ 6= 0 le de´terminant reste
positif et la simulation peut continuer. Ce comportement est consistent avec
la condition d’inversibilite´ de H, discute´e dans la Section 3.2.2. La nature
singulie`re de la limite quand τ → 0 est manifeste.
Pour caracte´riser et mesurer la pre´cision de notre algorithme pour les
potentiels de Weber-Clebsch avec τ 6= 0, nous calculons l’enstrophie associe´e
qui est de´finie comme
28 Ge´ne´ralisation de la formulation de Constantin
0 2 4 6 8
t
1e-05
0.0001
0.001
0.01
0.1
1
de
t
2 2.1 2.2
0.75
1
Fig. 3.1 – E´volution temporelle du minimum de det(H) pour un nombre de Rey-
nolds R = 40 avec τ = 0, 0.01, 0.1, 0.2 et 1 (a` partir de bas en haut, pour t = 2.1,
voir l’insert).
Ω(t) =
∑
k
k2E(k, t) (3.24)
ou` E(k, t) est le spectre d’e´nergie qui est calcule´ a` partir de la vitesse dans
l’espace de Fourier uˆ(k, t)
E(k, t) =
1
2
∑
k−△k
2
<|k′|<k+△k
2
|uˆ(k′, t)|
2
. (3.25)
Ainsi on calcule E(k, t) moyennant sur des couches sphe´riques de largeur
△k = 1. L’enstrophie ainsi calcule´e est compare´e avec celle des simulations
directes des e´quations de Navier-Stokes.
Il est clair, en inspectant la Figure 3.2, que l’enstrophie calcule´e avec une
re´solution de 1923 est bien re´solue tant que le nombre de Reynolds reste plus
petit que R ⋍ 150. En conse´quence, quand τ = 1, notre algorithme ge´ne´ral
(3.13) reproduit bien la dynamique de Navier-Stokes (faite avec les meˆmes
parame`tres) pour tous les temps quand le nombre de Reynolds n’est pas
trop grand. Nous avons aussi ve´rifie´ qu’un nombre de Reynolds plus grand
ne´cessite une re´solution plus grande.
L’e´volution temporelle du spectre d’e´nergie est montre´e dans la Figure
3.3. Une erreur apparaˆıt a` grand nombre d’onde k, meˆme quand l’enstrophie
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Fig. 3.2 – E´volution temporelle de l’enstrophie Ω pour les nombres de Reynolds
R = 40 , 70, 100 et 150 (, ♦, ◦ et △) et τ = 1. Les lignes continues repre´sentent
des simulations directes des e´quations de Navier-Stokes.
est bien re´solue (voir Figure 3.2). Quand le temps augmente de 1 a` 2.5, le
temps ou` arrive le premier minimum du de´terminant det(H) pour τ = 1, le
nombre d’onde auquel arrive l’erreur diminue. Cependant le niveau de l’erreur
est plus grande. Ensuite, quand l’enstrophie diminue, l’erreur devient plus
petite comme on peut le voir dans la Figure 3.3 a` t = 7.5.
Inte´gration avec reinitialisation
Conside´rons maintenant, en suivant Ohkitani et Constantin [7] c.f. Section
3.2.3, des calculs faits avec reinitialisations.
Ohkitani et Constantin ont lie´ l’annulation du det(∇µ) a` une diffusion
de particules tre`s intense qui a` lieu la` ou´ la reconnexion est produite. Dans
notre formulation ge´ne´ralise´e, les champs λi et µi sont traite´s de la meˆme
fac¸on, donc nous nous attendons a` ce que la diffusion intense des particules
soit associe´e aussi a` une quasi-annulation de notre de´terminant det(H).
Il est clair a` partir de la Figure 3.4 que l’enstrophie calcule´e avec une
re´solution de 1923, un seuil de ǫ2 = 0.01 et τ = 1 est assez bien re´solue, a`
condition que le nombre de Reynolds reste au dessous de R ⋍ 800, donc si on
fait des reinitialisations il est possible de re´aliser des simulations nume´riques
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Fig. 3.3 – E´volution du spectre d’e´nergie pour le nombre de Reynolds R = 40
pour t = 1, 2.5 et 7.5 (◦, , et △) et τ = 1. Les lignes continues repre´sentent des
simulations directes des e´quations de Navier-Stokes.
avec un nombre de Reynolds beaucoup plus grand.
Un me´canisme qui peut diminuer det(H) est l’effet de l’advection sur les
e´quations (3.9) qui force a` aligner les gradients ∇λ et ∇µ dans la meˆme di-
rection. Ce comportement conduit a` une perte de pre´cision nume´rique quand
on re´sout le syste`me (3.10), ce qui pose des proble`mes pour inverser la ma-
trice H. Il faut remarquer que ces proble`mes sont automatiquement re´solus
quand on fait une reinitialisation.
L’e´volution temporelle de l’erreur dans le spectre d’e´nergie est montre´e
dans la Figure 3.5. A` partir de la figure il est clair qu’apre`s une reinitialisation,
les erreurs qui re´sident dans les hauts nombres d’onde diminuent tre`s vite.
Ainsi juste apre`s de faire le reinitialisation on retrouve la dynamique de
Navier-Stokes dans les e´chelles les plus petites, dans un processus d’auto
gue´rison du spectre.
L’influence du parame`tre τ dans les erreurs est montre´e dans la Figure 3.6.
Il est clair que les erreurs apre`s une reinitialisation sont plus grandes quand
τ = 0.1 que quand τ = 0. Cependant les erreurs a` la fin de la simulation sont
petites et de la meˆme grandeur dans le deux cas.
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Fig. 3.4 – E´volution temporelle de la dissipation e´nergie 2νΩ avec τ = 1 et seuil
de reinitialisation ǫ2 = 0.01 avec un nombre de Reynolds R = 200, 500 et 800 (◦,
, et △). Les lignes continues repre´sentent des simulations directes des e´quations
de Navier-Stokes.
Fre´quence des reinitialisations
L’influence du parame`tre τ sur la distribution temporelle des intervalles
△tj = tj − tj−1 (3.26)
entre les temps des reinitialisations tj , avec une valeur fixe du seuil ǫ
2 = 0.01,
est montre´ dans la Figure 3.7. Il est possible de voir que, pour un temps
donne´, l’intervalle est une fonction croissante de τ . Cependant le compor-
tement ge´ne´ral de △t est bien pre´serve´ quand τ est suffisamment petit. Si
nous regardons avec attention, on note que quand t ⋍ 10, les intervalles
entre reinitialisations △t augmentent depuis △t ⋍ 0.25 vers △t ⋍ 0.5 quand
τ est varie´ de 0 vers 0.01. Nous avons aussi indique´ l’influence de τ dans le
nombre total de reinitialisations entre t = 0 et t = 12 sur la Table 3.1. La
table montre que le nombre total de reinitialisations diminue quand τ est
augmente´ de 0 a` 0.001. Remarquons que cet effet arrive pour des valeurs de
τ qui sont beaucoup plus petit que △t.
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Fig. 3.5 – E´volution temporelle du spectre d’e´nergie apre`s une reinitialisation
pour un nombre de Reynolds R = 200 avec τ = 0.01, a` t = 3.6 (jusqu’apre`s la
reinitialisation), 3.7, 3.8 et 3.9 (◦, , + and △) Les lignes continues repre´sentent
des simulations directes des e´quations de Navier-Stokes a` t = 3.6 et 3.9.
3.3.2 Vortex de Boratav, Peltz et Zabusky
La condition initiale de Boratav, Peltz et Zabusky [38] consiste en deux
tubes de vorticite´ initialement perpendiculaires. Elle e´tait envisage´ comme
un cas spe´cial et tre`s particulier pour e´tudier la reconnexion de vortex. Ce
cas est spe´cial parce que les reconnexions ont lieu dans un intervalle, tant
spatial que temporel, tre`s marque´. Pour cela elle a e´te´ utilise´ par Ohkitani et
Constantin [7] pour tester leur formulation des e´quations de Navier-Stokes
avec les potentiels de Weber-Clebsch.
Dans cette section, nous montrons les re´sultats de notre algorithme
ge´ne´ralise´ avec la condition initial BPZ et τ 6= 0. Nous montrons aussi la
comparaison entre l’algorithme de Ohkitani-Constantin et le notre.
Conditions initiales
La distribution initiale de vorticite´ est donne´ par [38]
ω (η) =

ωˆ si η ≤ 0
ωˆ [1− f (η)] si 0 < η < 1
0 si η ≥ 1
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Fig. 3.6 – E´volution temporelle de la dissipation d’e´nergie 2νΩ pour un nombre
de Reynolds R = 800 pour τ = 0 et 0.1 (◦ et +). Les lignes continues repre´sentent
des simulations directes des e´quations de Navier-Stokes.
ou`
η =
r − ri
ro − ri
et
f (η) = exp
(
−2.56085
η
e
1
η−1
)
et
r2 = (x− x01)
2 + (y − y01)
2 ,
pour le vortex dans l’axe z, et
r2 = (x− x02)
2 + (z − z02)
2 ,
pour le vortex dans l’axe y. La valeur ωˆ est la vorticite´ dans le noyau. Les
valeurs x01, y01, x02 et z02 sont les positions des centres des vortex, ri et ro
sont les radii inte´rieur et exte´rieur des vortex.
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Fig. 3.7 – E´volution temporelle des intervalles entre les reinitialisations△tj versus
le temps de reinitialisation tj pour un nombre de Reynolds R = 800 pour τ = 0,
0.01 et 1 (♦, △ et ◦).
Les simulations qui suivent ont e´te´ re´alise´es en re´solution 1283. Nous
avons utilise´ les valeurs : ωˆ = 12, x01 =
3
4
π, x02 =
5
4
π, y01 = z02 = π, ro =
π
4
et ri =
7
48
π.
Le nombre de Reynolds Re est calcule´ a` partir de la circulation initiale
des tubes de vorticite´ ΓTube tel que
Re =
ΓTube
ν
ou` la circulation est
ΓTube = 2π
∫ ro
0
ωrdr ⋍ 0.447πωˆr2o = 10.44 .
Dans notre cas, avec une viscosite´ ν = 100, le nombre de Reynolds est de
1044.
Comparaison entre l’algorithme Weber-Clebsch et les simulations
directes
Nous utilisons le meˆme type de comparaison que dans le cas de
l’e´coulement de Taylor-Green : on comparera notre formulation des poten-
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Valeur de τ Nombre de
Reinitialisations
0.0 29
0.001 20
0.005 17
0.01 16
0.05 14
0.1 15
1.0 13
Tab. 3.1 – Variations avec τ du nombre total de reinitialisations entre t = 0
et t = 12 (avec les meˆmes parame`tres de la Figure 3.7).
tiels de Weber-Clebsch avec des simulations directes des e´quations de Navier-
Stokes.
0 2 4 6 8
t
3
3.2
3.4
3.6
3.8
4
4.2
4.4
Ω
Fig. 3.8 – E´volution temporelle de l’enstrophie Ω pour un nombre de Reynolds
de R = 1044 avec τ = 0, 0.01 et 0.1 (+, ◦ et ×), la ligne continue repre´sente la
simulation des e´quations de Navier-Stokes.
Comme dans le cas ante´rieur on utilise l’enstrophie (3.24) et le spectre
d’e´nergie (3.25) pour faire la comparaison entre les deux formulations. Sur
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la Figure 3.8, avec diffe´rents valeurs de τ , il est clair que l’enstrophie est
toujours bien re´solue.
Le temps entre reinitialisations comme me´thode de capture
de la reconnexion
E´tudions maintenant l’influence du parame`tre τ dans la distribution des
△tj (3.26) avec une valeur pour le seuil ǫ
2 = 0.1. Nous utilisons la meˆme
re´solution et nombre de Reynolds que pour la Figure 3.8.
On voit dans la Figure 3.9 que pour toutes les valeurs de τ , il y a le meˆme
minimum, tre`s marque´, correspondant a` un maximum dans l’enstrophie. Le
minimum le plus marque´ correspond au moment ou` la reconnexion de vortex
a lieu.
Dans la meˆme figure est pre´sente´e la simulation faite avec les parame`tres
de OC [7] qui est tout a` fait en accord avec nos re´sultats.
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Fig. 3.9 – E´volution temporelle de ∆t pour τ = 0, 0.01 et 0.1 (◦,  et +), les
triangles correspondent a` la simulation effectue´ par Ohkitani-Constantin.
Dans la Figure 3.10 nous avons repre´sente´ l’e´volution temporelle du mo-
dule de la vorticite´ ω = ∇×u qui permet de suivre la reconnexion de vortex
dans l’espace physique. Il n’est pas difficile de se convaincre de l’utilite´ de
la me´thode quand on compare ou` est le minimum de △t dans la Figure 3.9
avec le moment ou` la reconnexion est produite, autour de t ∼ 4.5.
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D’autre part, on voit dans la Figure 3.12 qu’il est clair que la re´gion
spatiale ou` sont les minima de det(H) au moment d’une reinitialisation. Il
est normal de trouver que la zone ou` est produite la reconnexion correspond a`
la petite re´gion d’interaction entre les deux vortex principaux. C’est la meˆme
re´gion ou` se trouvent les minima du det(H). Cette re´gion est spatialment la
meˆme pour toute valeur de τ .
3.4 E´valuation du crite`re de reconnexion
Nous venons d’e´tudier deux e´coulements avec la dynamique de Navier-
Stokes. Dans l’un d’eux, le vortex de Taylor-Green, les couches de vorticite´
sont forme´es au de´but de la dynamique et apre`s elles s’enroulent par l’instabi-
lite´ de Kelvin-Helmholtz [36]. Dans l’autre cas l‘e´coulement BPZ consiste en
deux tubes de vorticite´ place´s de fac¸on perpendiculaire entre eux. Ces deux
tubes interagissent et toute la reconnexion se passe au point de contact. Cette
condition a e´te´ initialement conc¸ue pour e´tudier la reconnexion de vortex en
de´tail [38].
Il est possible de dire que dans le cas de l’e´coulement de Taylor-Green les
reconnexions sont beaucoup moins prononce´es que dans le cas de la condition
BPZ. Ceci est observe´ en comparant dans les Figures 3.7 et 3.9 les minima
de △t qui ont une allure tre`s diffe´rent.
L’explication de cette diffe´rence apparait en observant les Figures 3.12 et
3.11. Dans le cas de la condition BPZ les minima de det(H) sont dans une
re´gion petite et limite´e qui correspond a` la re´gion d’interaction entre les deux
vortex. Mais si nous prenons le meˆme type de comparaison pour l’e´coulement
de Taylor-Green, nous trouvons que les minima ne sont plus localise´s mais
ils forment des lignes que relient les differents vortex qui caracte´risent cet
e´coulement. Ainsi le phe´nome`ne est beaucoup moins intense et localise´ dans
le cas de Taylor-Green par la nature meˆme de la reconnexion.
Les figures 3.10, 3.11 et 3.12 ont e´te´ faites avec VAPOR [39, 40].
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Fig. 3.10 – E´volution temporelle de ω2 pour τ = 0.01. Pour le processus de la
reconnexion de vortex avec la condition BPZ. Avec les temps t = 0.6, 1.8, 3.0, 4.2,
5.4 et 6.6.
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Fig. 3.11 – Processus de la reconnexion de vortex avec la condition de Taylor-
Green. Image des minima de det(H) au moment d’une reinitialisation (gauche)
avec la vorticite´ correspondante ω2 pour τ = 0.1 (droite), une re´solution de 643 et
un nombre de Reynolds de 200 dans la boˆıte pe´riodique [0, 2π]3.
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Fig. 3.12 – Visualisation du de´terminant de (3.14) (gauche) et du carre´ de la
vorticite´ (droite) pour la condition initiale BPZ avec τ = 0.01 a` l’instant d’une
reinitialisation. On remarque que le minimum du de´terminant (en bleu) co¨ıncide
avec le point d’interaction des deux vortex.
Chapitre 4
Extension aux fluides compressibles
Ce chapitre contiens des re´sultats pre´liminaires obtenues dans le der-
nier mois de travaille de cette the`se. Nous e´tendons notre formulation aux
fluides compressibles et visqueux. La nouvelle formulation est valide´e sur
l’e´coulement de Taylor-Green compressible. Nous avons pu, par l’instant,
seulement ve´rifier la bonne convergence des algorithmes. Nous comptons
d’e´tudier cette formulation plus profonde´ment dans le futur.
4.1 Principe d’action stationnaire pour les
fluides parfaits
L’e´nergie d’un fluide compressible contenu dans un e´le´ment de volume est
[41]
H = ρ
u2
2
+ ρε, (4.1)
le premier terme e´tant l’e´nergie cine´tique et le se´cond l’e´nergie interne (ε est
l’e´nergie interne par unite´ de masse du fluide).
Pour de´duire les e´quations de mouvement nous utilisons la densite´ La-
grangiene
L = ρλi∂tµ
i − ρ∂tφ+ ρ
u2
2
+ ρε . (4.2)
Le signe du terme ρ∂tφ vient de la de´finition du champ de vitesse u =
λi∇µi − ∇φ, (si nous avions de´fini la vitesse irrotationelle par u = ∇ψ, le
terme serait positif).
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A partir de la densite´ Lagrangienne (4.2), nous faisons les variations pour
chaque champ, et on obtient les e´quations [42, 43, 44, 45]
Dtλ
i = 0 (4.3)
Dtµ
i = 0
Dtφ = ε+ ρ
∂ε
∂ρ
−
u2
2
∂tρ = −∇ · (ρu)
Ici on suppose que la dynamique est barotrope, cela veut dire que la
pression est une fonction que de´pend seulement de la densite´ p(ρ). Donc
nous avons la relation pour l’e´nergie par unite´ de masse
dε =
p
ρ2
dρ
et nous avons pour l’enthalpie par unite´ de masse
dw =
dp
ρ
,
a` partir de lesquelles est possible de de´duire la relation
ε+ ρ
∂ε
∂ρ
= ε+
p
ρ
= w.
Donc la dynamique de φ dans le syste`me (4.3) devient
Dtφ = w −
u2
2
(4.4)
Ici on utilisera la relation functionelle pour w
w =
(ρ− 1)
Ma2
, (4.5)
ou` Ma est le nombre de Mach pour un e´coulement de densite´ ρ0 = 1 et de
vitesse u ∼ 1. Dans cette aproximation nous supposons que la densite´ ρ est
proche d’eˆtre uniforme dans tout l’e´coulement et en conse´quence le nombre
de Mach est petit.
Pour fixer le ρ initial, nous imposons la condition d’incompressibilite´ sur
w a` t = 0
w0 = −△
−1∇ · (u · ∇u) (4.6)
et la relation (4.5).
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4.2 Extension aux fluides visqueux
Les e´quations de base pour un fluide visqueux et compressible sont
Dtu = −∇w + ν△u (4.7)
∂tρ = −∇ · (ρu) ,
en consequence les e´quations pour les potentiels de Weber-Clebsch (3.9) res-
tent toujours les meˆmes pour λi et µi, mais l’e´quation (3.6) pour φ devient
Dtφ = w + λ
iM˜ i − G˜−
|u|2
2
+ ν△φ. (4.8)
Ainsi, le syste`me d’e´quations d’e´volution est
Dtλ
i = ν△λi + L˜i[λ, µ]
Dtµ
i = ν△µi + M˜ i[λ, µ]
∂tρ = −∇ · (ρu)
Dtφ = w + λ
iM˜ i − G˜−
|u|2
2
+ ν△φ .
4.3 Validation Nume´rique
Pour valider notre nouvel algorithme nous avons utilise´ la condition ini-
tiale de Taylor-Green, un nombre de Mach Ma = 0.3 et une re´solution spa-
tiale de 1283.
La condition initiale pour la densite´ est donne´e par la relation (4.6).
4.3.1 Dynamique Visqueuse
Pour un nombre de Reynolds R = 200 l’e´volution de l’enstrophie pour
diffe´rentes valeurs de τ est montre´e dans la figure(4.1). Un bon accord est
obtenu avec les re´sultats directs de l’inte´gration des e´quations de Navier-
Stokes. L’e´volution de la moyenne spatiale de ρ2/2 est montre´e dans la figure
(4.2). Enfin, l’e´volution temporelle des intervalles entre les reinitialisations
pour diffe´rents τ est montre´e dans la figure (4.3)
4.4 Conclusion
Nous avons pu e´tendre notre formulation au cas compressible et visqueux.
Nous comptons explorer dans le futur la possibilite´ d’e´tudier la reconnexion
en re´gime compressible a` l’aide de cette me´thode.
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Fig. 4.1 – E´volution temporelle de l’enstrophie Ω pour des nombres de Reynolds
et de Mach de R = 200 et Ma = 0.3 avec τ = 0, 0.01, 0.1 et 1 (◦, , ♦ et △), la
ligne continue repre´sente la simulation des e´quations de Navier-Stokes.
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Fig. 4.2 – E´volution temporelle de la quantite´ ρ2/2 pour des nombres de Reynolds
et de Mach de R = 200 et Ma = 0.3 avec τ = 0, 0.01, 0.1 et 1 (◦, , ♦ et △), la
ligne continue repre´sente la simulation des e´quations de Navier-Stokes.
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Fig. 4.3 – E´volution temporelle des intervalles entre les reinitialisations△tj versus
le temps de reinitialisation tj pour des nombres de Reynolds et de Mach de R = 200
et Ma = 0.3 avec τ = 0, 0.01, 0.1 et 1 (◦, , ♦ et △).
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Chapitre 5
Extension a` la
magne´tohydrodynamique
Ce chapitre est consacre´ a` l’extension a` la magne´tohydrodynamique de
notre ge´ne´ralisation de la me´thode de Constantin de´crite dans le Chapitre 3.
Cette extension est base´e sur la repre´sentation de la dynamique du po-
tentiel vecteur magne´tique par la transformation de Weber-Clebsch.
Les e´quations d’e´volution du potentiel vecteur ne sont pas identiques
a` celles de la vitesse dans le cas Navier-Stokes (pre´sence d’un terme
supple´mentaire (u · ∇)A).
Nous commenc¸ons donc par e´tablir les e´quations d’e´volution adapte´es au
potentiel vecteur.
Dans une seconde partie nous e´tudions la validite´ du crite`re de recon-
nection lie´ a` l’acce´le´ration des reinitialisations en proce´dant a` la simulation
nume´rique de diffe´rents e´coulements MHD.
5.1 Potentiel vectoriel magne´tique en va-
riables de Weber-Clebsch
E´quations d’e´volution standard de la MHD
On commence par rappeler les e´quations standard de la
magne´tohydrodynamique (MHD) pour l’induction B, en unite´s alfve´niques
[29] :
∂tB = ∇× (u×B) + η△B (5.1)
∇ ·B = 0 ,
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avec la dynamique de la vitesse u
Dtu = −∇p + ν△u+ (∇×B)×B (5.2)
∇ · u = 0 .
Nous re´crivons les e´quations pour B comme
DtB = B · ∇u+ η△B (5.3)
∇ ·B = 0
qui sont e´quivalentes a` (5.1).
E´quations d’e´volution pour le potentiel vecteur
A` fin d’e´crire l’e´quation pourB d’une fac¸on plus convenable a` notre e´tude,
nous introduisons le potentiel vecteur magne´tique A, tel que
∇×A = B , (5.4)
unique sous la condiction ∇ ·A = 0 (condition similaire a` l’incompressibilite´
pour les e´quations d’Euler).
L’introduction de cette variable additionnelle est justifie´e par le fait que
nous construisons la dynamique du champ magne´tique a` partir de la dyna-
mique de A, en utilisant l’identite´ vectorielle
∇×
(
3∑
m=1
um∇Am − u · ∇A
)
= B · ∇u− u · ∇B− (∇ · u)B (5.5)
et en utilisant la condition d’incompressibilite´ pour u nous pouvons e´crire
les e´quations pour B en termes de A :
∂t∇×A = ∇×
(
3∑
m=1
um∇Am − u · ∇A
)
+ η△∇×A
pourtant l’e´quation d’e´volution pour A s’e´crit
DtA = −∇c+
3∑
m=1
um∇Am + η△A (5.6)
ou` c est un champ scalaire arbitraire.
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Extension de la formulation de Weber-Clebsch
En prenant la transformation de Weber-Clebsch (3.1) pour e´crire le po-
tentiel vectoriel magne´tique
A =
3∑
i=1
λi∇µi −∇φ , (5.7)
nous obtenons l’e´volution temporelle de A, en appliquant la de´rive´e
mate´rielle Dt sur la transformation (5.7), de fac¸on similaire au cas de Navier-
Stokes (voir le Chapitre 3), pour obtenir
DtA =
3∑
i=1
(
Dtλ
i∇µi −Dtµ
i∇λi
)
+
3∑
m=1
um∇Am −∇
(
Dtφ−
3∑
i=1
Dtµ
iλi +A · u
)
. (5.8)
En faisant la meˆme se´paration que dans le cas Navier-Stokes nous obte-
nons le syste`me
η△A−∇G =
q∑
i=1
(
Dtλ
i∇µi −Dtµ
i∇λi
)
(5.9)
c+G = Dtφ−
3∑
i=1
Dtµ
iλi +A · u
ou` G est un terme de jauge qui vient du fait que la se´paration n’est pas
unique. Nous ne resolvons pas la dynamique de φ, qui est traduite par la
divergence nulle pour A.
Nous imposons que l’e´volution temporelle des potentiels λi et µi soit
donne´e par
Dtλ
i = Li[λ, µ] = η△λi + L˜i[λ, µ] (5.10)
Dtµ
i = M i[λ, µ] = η△µi + M˜ i[λ, µ].
Nous e´crivons la dissipation pour le potentiel vectoriel magne´tique,
comme dans le cas de Navier-Stokes, par f = η△A ce qui se traduit pour les
termes L˜i et M˜ i par
3∑
i=1
(
L˜i∇µi − M˜ i∇λi
)
= f˜ −∇G˜
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ou` G˜ est une fonction arbitraire lie´e a` G par la relation G = G˜ − η△φ +
ηλi△µi, et
f˜ = 2η
3∑
i=1
3∑
α=1
∂αλ
i∂α∇µ
i. (5.11)
La proce´dure pour obtenir L˜i et M˜ i est e´quivalente a` la me´thode utilise´e
pour les e´quations de Navier-Stokes et est explique´e en de´tail dans la Section
3.2.1 avec la seule diffe´rence que pour la norme (3.12) :
3∑
i=1
(
L˜iL˜i + τ−2M˜ iM˜ i
)
la dimension de τ , est diffe´rente de celle associe´ au syste`me de Navier-Stokes.
En effet quand nous faisons le meˆme type d’analyse dimensionnelle que dans
le cas d’e´quations de Navier-Stokes, nous trouvons que le terme (∇×B)×B
du syste`me (5.2) doit avoir la meˆmes dimension que u · ∇u. Ainsi B a les
meˆmes dimensions que u, donc
[B] =
L
T
et en observant que les µi ont pour unite´ L (par le fait qu’ils sont les coor-
donne´es Lagrangiennes), nous trouvons que les champs λi ont la dimension
[
λi
]
=
L2
T
,
et en conse´quence
[
M˜ i
]
=
L
T[
L˜i
]
=
L2
T 2
.
Finalement, a` partir de la norme (3.12), τ a la dimension :
[τ ] =
T
L
.
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5.2 Simulations Nume´riques
Comme pour les e´quations de Navier-Stokes nous avons re´alise´ des si-
mulations nume´rique pour ve´rifier la concordance entre les formulation de
Weber-Clebsch et les e´quations de MHD directes.
Pour faire des comparaisons on utilisera l’enstrophie magne´tique Ωm
de´finie par
Ωm(t) =
∑
k
k2Em(k, t) , (5.12)
ou` Em(k, t) est l’e´nergie magne´tique du spectre qui est obtenue a` partir de
la transformation de Fourier B̂(k′, t) du champ magne´tique (5.4) moyenne´e
sur des couches sphe´riques de largeur △k = 1,
Em(k, t) =
1
2
∑
k−△k
2
<|k′|<k+△k
2
∣∣∣B̂(k′, t)∣∣∣2 , (5.13)
(noter l’e´quivalence avec (3.25)).
5.2.1 Effet dynamo : l’e´coulement ABC
Le premier cas e´tudie´ est l’effet de dynamo cine´tique dans lequel le champ
de vitesse u est constant et le champ magne´tique initial u = B est petit a`
t = 0.
Comme la vitesse est constante, on inte`gre seulement les e´quations pour
les potentiels (5.10). Cela simplifie la dynamique du syste`me.
La vitesse ABC (a` partir de Arnold [46], Beltrami et Childress) est de´crite
par [47]
ux = B0 cos k0y + C0 sin k0z
uy = C0 cos k0z + A0 sin k0x
uz = A0 cos k0x+B0 sin k0y
avec k0 = 2 et A0 = B0 = C0 = 1.
Pour ge´ne´rer B on prend comme condition initiale pour le potentiel vec-
toriel magne´tique
Ax = 0
Ay = 0
Az = d0 sin x sin y .
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La resistivite´ magne´tique est prise e´gale a` η = 1/12 et la constante d0 =
1/100. Cette valeur fixe l’e´nergie initiale et n’est pas importante pour la
dynamique du syste`me.
Nous avons effectue´ des simulations avec diffe´rentes valeurs de τ . La Fi-
gure 5.1 montre que l’enstrophie magne´tique Ωm est bien re´solue pour chaque
τ , avec une re´solution de 1283.
Les reinitialisations sont tre`s re´gulie`res dans le temps, avec une fre´quence
que diminue quand on augmente la re´solution, mais il n’y a pas de croissance
de la fre´quence des reinitialisations dans le temps, comme le montre la Figure
5.2. Ce comportement est cohe´rent avec la croissance monotone de l’enstro-
phie magne´tique sans l’intense activite´ localise´e que caracte´rise l’acce´le´ration
des reinitialisations de la Figure 3.9.
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Fig. 5.1 – E´volution temporelle de l’enstrophie magne´tique Ωm pour l’e´coulement
ABC (dynamo cine´matique) avec τ = 0 et 1 (◦ et +), avec une re´solution de
1283 et une resistivite´ magne´tique η = 1/12. Les lignes continues repre´sentent des
simulations directes des e´quations de MHD.
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Fig. 5.2 – E´volution temporelle des intervalles entre les reinitialisations △t pour
l’e´coulement ABC (dynamo cine´matique) pour τ = 0, 0.1 et 1 (◦,  et △) avec un
re´solution de 1283 et η = 1/12.
5.2.2 Vortex d’Orszag-Tang en 2D
Conside´rons maintenant la dynamique du syste`me pour le champ de vi-
tesse (5.2) qui, avec les e´quations pour les potentiels de Weber-Clebsch (5.10),
donnent la dynamique comple`te de la MHD.
Pour commencer nous avons choisi de conside´rer le vortex de Orszag-Tang
en 2D qui repre´sente un exemple typique de la reconnexion magne´tique en
dimension 2 [48].
La condition initiale du vortex de Orszag-Tang en 2D est
ux = −2 sin y
uy = −2 sin x
uz = 0
Ax = 0
Ay = 0
Az = 2 cosx cos 2y .
Comme dans le cas de l’e´coulement ABC, nous avons fait des simulations
avec diffe´rentes valeurs de τ . Nous avons une bonne concordance entre l’en-
strophie magne´tique qui vient de la simulation directe et qu’est obtenue a`
partir des potentiels de Weber-Clebsch, comme le montre la Figure 5.3.
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Dans la Figure 5.4 on voit l’e´volution temporelle de △t pour diffe´rentes
valeurs de τ . Il est clair que pour la valeur de t qui pre´sente le△t le plus petit
nous avons une correspondance avec leS valeurs ou` l’enstrophie magne´tique
Ωm est LA plus haute, voir Figure 5.3. Il faut noter que pour une dynamique
exclusivement bidimensionnelle le terme (5.11) est nul et par conse´quent les
champs L˜i et M˜ i n’ont pas d’influence sur la dynamique de A. Nous arrivons
a` bien diagnostiquer le fait que la reconnexion magne´tique a lieu du fait de
l’acce´le´ration de la fre´quence de reinitialisations.
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Fig. 5.3 – E´volution temporelle de l’enstrophie magne´tique Ωm pour le vortex de
Orszag-Tang en 2D avec τ = 0, 0.01 et 1 (◦,  et ⋄) pour une re´solution de 1282
et η = ν = 0.005. Les lignes continues repre´sentent des simulations directes des
e´quations de MHD.
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Fig. 5.4 – E´volution temporelle de ∆t avec τ = 0, 0.01, 0.1 et 1 (◦, , ⋄ et △),
pour une simulation de Orszag-Tang en 2D avec ν = η = 0.005 et une re´solution
de 1282.
5.2.3 Vortex d’Orszag-Tang en 2.5D
Nous avons fait des simulations avec le vortex d’Orszag-Tang en 2.5 di-
mensions, pour voir s’il y a une diffe´rence significative avec le cas en 2 dimen-
sions. On fait le meˆme type de comparaisons pour l’enstrophie magne´tique
Ωm et l’intervalle entre les reinitialisations △t.
Rappelons le terme 2.5D signifie que les champs sont tridimensionnels
mais ne de´pendent que de 2 dimensions spatiales [49, 50].
La condition initiale pour le vortex d’Orszag-Tang en 2.5 dimensions est :
ux = −2 sin y
uy = 2 sin x
uz = 0
Ax = b0 sin y
Ay = −b0 sin x
Az = 2 cosx cos 2y
ou` bo = 0.5.
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Dans la Figure 5.5 nous avons le re´sultat des simulations avec diffe´rentes
valeurs de τ . Nous remarquons que pour τ = 0.1 des erreurs sont pre´sentes
dans l’enstrophie Ωm, par comparaison avec les simulations directes. Ces
diffe´rences n’existent pas dans le cas 2D (Figure 5.3). La diffe´rence entre les
cas 2D et 2.5D re´side dans le fait que le terme (5.11) n’est pas nul, les champs
L˜i et M˜ i, participent a` la dynamique de A. Les effets de cette diffe´rence
sont visible dans l’enstrophie magne´tique. Mais comme dans le cas 2D nous
obtenons une bonne concordance entre l’instant ou` est atteint le maximum
de Ωm et le minimum de △t comme le montre la Figure (5.6).
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Fig. 5.5 – E´volution temporelle de l’enstrophie magne´tique Ωm pour le vortex de
Orszag-Tang en 2.5D avec τ = 0, 0.01 et 0.1 (◦,  et ⋄) avec une re´solution de
1282 et η = ν = 0.005. Les lignes continues repre´sentent des simulations directes
des e´quations de MHD.
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Fig. 5.6 – E´volution temporelle des intervalles entre les reinitialisations ∆t avec
τ = 0, 0.01 et 0.1 (◦,  et △), pour le vortex de Orszag-Tang en 2.5d.
5.2.4 Vortex d’Orszag-Tang en 3D
Conside´rons maintenant le cas tridimensionnel [51] avec la condition ini-
tiale
Ax = c0 (cos y − cos z)
Ay = c0 (− cosx+ cos z)
Az = c0 (cosx+ cos 2y) .
ou` c0 = 0.8, avec la vitesse initiale donne´e par
ux = − sin y
uy = sin x
uz = 0 .
Comme dans le cas 2D, nous de´sirons comparer les re´sultats des simu-
lations avec diffe´rentes valeurs de τ . La Figure 5.7 montre que l’enstrophie
magne´tique est bien re´solue avec une re´solution de 1283 et la Figure 5.8
montre le temps entre reinitialisations en fonction de t. L’instant ou` △t est
minimum correspond a` l’instant ou` l’enstrophie dans la Figure 5.7 est maxi-
male. Ainsi la me´thode permet de diagnostiquer la reconnexion magne´tique.
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Fig. 5.7 – E´volution temporelle de l’enstrophie magne´tique Ωm pour la condition
initial de Orszag-Tang en 3D pour τ = 0, 0.1 et 1 (◦,  et ⋄) avec une re´solution de
1283 et η = ν = 0.005. Les lignes continues repre´sentent des simulations directes
des e´quations de MHD.
5.3 Conclusions
Nous venons de montrer que la me´thode permet, comme dans le cas de
la dynamique de Navier-Stokes, d’e´tudier la reconnexion de vortex pour la
MHD.
A` la diffe´rence du cas du vortex BPZ, pour les conditions initiales des vor-
tex de Orszag-Tang, il n’y a pas de diminution marque´e de △t. Ce comporte-
ment de la fre´quence de reinitialisations est similaire de celui e´tudie´ pour le
vortex de Taylor-Green. Par analogie nous de´duisons que les re´gions ou` la re-
connexion de vortex se produit sont e´tendues et disperse´es de fac¸on homoge`ne
dans l’espace. Observons maintenant les lignes du champ magne´tique, qui
sont les lignes ou` la composante Az du potentiel vectoriel magne´tique est
constante (Figure 5.9) au moment ou` les reinitialisations sont effectue´es. On
remarque que les re´gions ou` det(H) est minimum sont les meˆmes de celles ou`
les lignes du champ magne´tique se reconnectent (Figure 5.10). Cette figure
montre Az pour t ∼ 1, correspondant au minimum de △t dans la Figure 5.4.
Ainsi la me´thode est valide pour ve´rifier la reconnection magne´tique en deux
dimensions.
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Fig. 5.8 – E´volution temporelle de ∆t pour τ = 0, 0.1 et 1 (◦,  et ⋄), pour une
simulation du vortex d’Orszag-Tang en 3D.
Ne´anmoins comme dans le cas des simulations en 2D le terme (5.11) est
nul, et donc il n’y a pas d’influence des champs L˜i et M˜ i dans la dynamique
de A. Cependant nous arrivons a obtenir un bon diagnostique de la recon-
nexion en 2D. Il y a ici une situation un peut e´trange : le diagnostique sur le
de´terminant functionne, mais la condition d’inversibilite´ n’est pas ne´cessaire
a` la re´solution du syste`me.
Nous avons tente´ de de visualiser en 3D le procesus de reconnexion pour
le vortex d’Orszag-Tang, voir la Figure 5.11. La situation est moins claire que
dans le cas de Navier-Stokes BPZ, voir la Figure 3.12. Nous pouvons observer
les re´gions ou` le module carre´ du champ magne´tique B est maximale et les
minima de det(H) mais il n’est pas e´vident qu’il y ait de la reconnexion
des lignes du champ magne´tique. Ceci n’est pas surprenant parce que la
reconnexion en 3D n’est pas encore un processus bien compris. Il faudra
essayer dans le futur avec une condition pour les e´quations de la MHD,
jouant un roˆle analogue en MHD a` celui du vortex BPZ pour Navier-Stokes.
Il nous manque une condition initiale dans laquelle la re´gion spatiale ou` est
produite la reconnexion est limite´e et facilement identifiable. A notre avis ce
travail reste a` effectuer pour plenement confirmer le crite`re de reconnexion
base´ sur det(H).
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Fig. 5.9 – A` gauche image des minima de det(H) (dans les re´gions claires) et a´
droite les lignes du champ magne´tique au moment d’une reinitialisation pour une
simulation du vortex d’Orszag-Tang en 2D avec τ = 0.01.
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Fig. 5.10 – E´volution temporelle de la composante du potentiel vectoriel
magne´tique Az pour les temps t = 0.8, 0.9 1.0 et 1.1 (de gauche a` droite et du
haut au bas) pour une simulation du vortex de’Orszag-Tang en 2D avec τ = 0.01.
62 Extension a` la magne´tohydrodynamique
Fig. 5.11 – Visualisation du de´terminant de H (gauche) et du carre´ du champ
magne´tique (droite) pour la condition initiale d’Orszag-Tang 3D avec τ = 0.01 a`
t = 2, voir Figure 5.8.
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Annexe A
Me´thodes Nume´riques
Les e´quations simule´es par nos codes sont des e´quations diffe´rentielles
partielles non-line´aires par la me´thode pseudo-spectralle.
A.1 Les Me´thodes Spectrales
Pour faciliter la convergence des solutions nume´riques nous utilisons
les me´thodes spectrales pour re´soudre notre syste`me d’e´quations. Les
e´coulements conside´re´s sont pe´riodiques et nous travaillons dans une boˆıte
pe´riodique.
Les champs f ve´rifient : f(x+L) = f(x) ou` L est la longueur de pe´riodicite´
de la boˆıte. Dans nos simulations nous choisissons L = 2π. Une fonction
continue par morceaux peut eˆtre re´presente´e pour une se´rie de Fourier infinie
f(x) =
∞∑
−∞
fˆke
ikx . (A.1)
Aussi on peut de´finir le produit scalaire par
〈g, h〉 =
1
2π
∫ 2π
0
g¯(x)h(x)dx ,
ou` les coefficients de Fourier s’e´crivent
fˆk = 〈e
ikx, f(x)〉 =
1
2π
∫ 2π
0
e−ikxf(x)dx . (A.2)
Dans une simulation nume´rique f n’est connue que par ses valeurs dans
un nombre de points finis de L
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fj = f(xj) ,
avec
xj = j△x j = 0, 1, . . . , N − 1 ,
de fac¸on telle que l’intervalle d’e´chantillonage soit e´gal a`
△x =
2π
N
.
Les points d’e´chantillonage sont suppose´s eˆtre capables de re´presenter la
forme de f(x). Ils constituent l’espace physique et les points j = 0, 1, . . . , N−
1 sont appele´s points de collocation. Alors les coefficients de Fourier (A.2)
deviennent
fˆN(k) =
1
N
N
2
−1∑
k=−N
2
fN(xn)e
−ikxn , (A.3)
avec
xn =
2πn
N
n = 0, 1, . . . , N − 1 .
C’est la transforme´e de Fourier discre`te (TFD). Nous avons projete´ f sur
une base de N fonctions (les fonctions sinus et cosinus). Donc nous pouvons
trouver une approximation fN de f en inversant (A.3) de la fac¸on suivante :
fN(xn) =
N
2
−1∑
k=−N
2
fˆN (k)e
ikxn . (A.4)
Les points k = −N
2
, . . . , N
2
− 1 constituent l’espace spectral discret. Ils
caracte´risent les fonctions de notre base de projection. Il faut remarquer que
les fonctions (A.3) et (A.4) s’e´crivent d’une fac¸on plus syme´trique que (A.1)
et (A.2).
A priori effectuer les sommes (A.3) et (A.4)requiert un nombre
d’ope´rations de l’ordre O (N2). Ceci a constitue´ un handicap quant a` l’uti-
lisation de cette me´thode jusqu’a` ce que Cooley et Turkey inventent l’algo-
rithme de transforme´es de Fourier rapides en 1965 [52] (FFT pour Fast Fou-
rier Transformation). Cet algorithme des FFT permet de re´duire le nombre
d’ope´rations a` O (N log2N). Un autre avantage des FFT et de l’utilisation
des transforme´es de Fourier en ge´ne´ral re´side dans la factorisation des convo-
lutions en 2 et 3 dimensions.
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A.1.1 Convergence des Me´thodes Spectrales
La convergence des me´thodes spectrales est bien meilleure que celle de
me´thode des diffe´rences finies. Cela tient au fait qu’une me´thode de calcul
par diffe´rences finies d’ordre p calcule les coefficients de son approximation
d’un champ f dans le de´veloppement de Taylor avec p + 1 points avec un
erreur d’ordre O (△xp), alors que les me´thodes pseudo-spectrales calculent
les coefficients fˆN (k) de son approximation de f avec les N points de la
re´solution choisie. L’ordre des me´thodes pseudo-spectrales augmente avec la
re´solution, pour un intervalle d’e´chantillonage △x = O
(
1
N
)
l’erreur est de
l’ordre O
((
1
N
)N)
. Les erreurs de´croissent plus vite que toute puissance finie
de N , ce qu’on appelle une convergence exponentielle. De ce point de vue les
me´thodes spectrales permettent un gain conside´rable de stockage de me´moire
pour atteindre une pre´cision fixe´e.
A.1.2 Approximation d’une e´quation diffe´rentiel par-
tiel par la me´thode pseudo-spectrale
Nous de´vons re´soudre une e´quation aux de´rive´es partielles en 1D de la
forme
D(v) = 0 dans [0, 2π]× ]0, T ]
v(x, 0) = v0(x) ,
ou` D est un ope´rateur diffe´rentiel et T un nombre positif.
L’approximation de la solution v du proble`me consiste a` chercher vN dans
une base de fonctions re´gulie`res, solution du proble`me approche´. Il s’agit donc
de trouver une fonction vN(x, t) dans [0, 2π]× ]0, T ] telle que [37]
D(vN) = 0 dans [0, 2π]× ]0, T ]
vN (x, 0) = v
0
N (x) ,
La re´solution nume´rique du syste`me des e´quations que nous avons e´tudie´e
utilise des conditions aux limites pe´riodiques. Elle se fait alors de par la
recherche des coefficients de Fourier de vN qui rendent D(vN) tous nuls.
A.1.3 Me´thode pseudo-spectrale
Les me´thodes pseudo-spectrales consistent a` calculer l’approximation
d’une fonction par une base de fonction de´termine´e en interpolant sur un
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ensemble de points de grille (dit de collocation), cela signifie que l’e´quation
diffe´rentielle a` satisfaire sera exactement re´solue sur les points de collocation.
C’est cette me´thode que nous avons choisi d’utiliser pour calculer les convo-
lutions dans l’espace physique. On utilise comme base les TFD des fonctions
trigonome´triques qui correspondent pre´cise´ment aux points de collocation.
Pour les termes non-line´aires, on utilise deux FFT inverses (O(N log2N)
ope´rations) pour avoir les termes dans l’espace physique. Puis, on calcule
le produit (N ope´rations) et on utilise une FFT (O(N log2N) ope´rations)
pour ramener le produit dans l’espace spectral. Concre`tement, si on calcule
w (k) = TFD (λ (xn) ∂xµ (xn)) on a
TFD (λ (xn) ∂xµ (xn)) =
1
N
N
2
−1∑
n=−N
2
λ (xn) ∂xµ (xn) e
−ikxn
=
1
N
N
2
−1∑
n=−N
2
e−ikxn
N
2
−1∑
p=−N
2
λˆ (p) eipxn
N
2
−1∑
q=−N
2
∂̂xµ (q) e
iqxn
=
1
N
N
2
−1∑
n=−N
2
N
2
−1∑
p=−N
2
N
2
−1∑
q=−N
2
eixn(p+q−k)λˆ (p) ∂̂xµ (q) .
La somme sur n comporte tous les termes tels que p+q−k ≡ O [N ]. Alors
les coefficients approche´s pour le terme w (k) sont compose´s de tous les coef-
ficients exacts plus d’autres termes pour lesquels la fonction correspondante
eikxn [N ] ne peut pas eˆtre distingue´e de la fonction eikxn. Ce phe´nome`ne est
appele´ l’aliasing, des modes de Fourier sont pris pour d’autres.
Malgre´ ce de´faut, les me´thodes pseudo-spectrales de´meurent des proprete´s
inte´ressantes, surtout dans plusieurs dimensions. En effet les TFD en 3D se
factorisent car ei
~k·~x = eikxxeikyyeikzz. De plus une TFD 3D se calcule comme
une succession de TFD 1D, pour N3 points, on doit faire 3N2 TFD 1D sur
N points donc 3N3 log2N ope´rations alors que les produits de convolution
en 3D dans l’espace spectral ne´cessitent N6 ope´rations.
Ce passage pour l’espace physique et le recours a` des me´thodes pseudo-
spectrales est une astuce permettant un gain de temps de calcul, mais en-
gendrant le proble`me d’aliasing.
A.1.4 Correction de l’aliasing
Il n’est possible de corriger l’erreur d’aliasing sur le terme convolue´ qu’en
e´liminant les termes aliase´s qui reviennent dans l’espace spectral |k| ≤ N/2.
A.1 Les Me´thodes Spectrales 73
Sur un re´seau de N points les valeurs de k tiennent dans l’intervalle[
−N
2
, N
2
]
si on travaille modulo N . La me´thode permettant de re´soudre ce
proble`me consiste a` e´liminer une partie du spectre, les modes hors de l’inter-
valle ]− kmax, kmax[, avec la condition (pour les non-line´arite´s d’ordre 2) que
2kmax − N < −kmax, c’est a` dire que kmax <
N
3
. On e´limine donc toutes les
valeurs du spectre supe´rieures a` N
3
et infe´rieures a` −N
3
. De cette fac¸on toutes
les valeurs replie´es sont mises a` ze´ro a` chaque pas du temps et ne posent plus
de proble`me.
On voit que la correction de l’aliasing est one´reuse, on perd un tiers
des modes utiles aux calculs. Cependant les calculs effectue´s sont alors
comple`tement e´quivalents aux calculs par troncature Galerkin. Nous allons
voir que cela nous permet d’effectuer correctement des inte´grations par par-
tie.
A.1.5 Inte´gration par partie et conservation de
l’e´nergie
Supposons que notre calcul n’est pas de-aliase´e. Conside´rons l’e´valuation
du produit de la quantite´ f par ∂xg et inte´grons le par partie dans l’espace
spectral. On effectue les sommes dans l’intervalle ]−N/2, N/2[
TFD (f∂xg) (n) =
∑
j+k=n[N ]
ikfˆN (j)gˆN(k) =
∑
j+k=n[N ]
i(n− j)[N ]fˆN(j)gˆN(k) .
C’est ce (n − j)[N ] qui nous e´mpeche alors d’effectuer l’inte´gration par
partie de fac¸on exacte. En de-aliasant le calcul on effectue les sommes dans
l’intervalle ]− kmax, kmax[ et
TFD (f∂xg) (n) =
∑
j+k=n
ikfˆN (j)gˆN(k) =
∑
j+k=n
i(n− j)fˆN(j)gˆN(k)
= in
∑
j+k=n
fˆN(j)gˆN(k)−
∑
j+k=n
ijfˆN(j)gˆN(k)
= TFD (∂x(fg)) (n)− TFD (g∂xf) (n) .
Rappelons que l’inte´gration par partie est une e´tape ne´cessaire pour
de´montrer la conservation de l’e´nergie qui est conserve´e pour les me´thodes
pseudo-spectrales de-aliase´es.
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A.2 Sche´mas temporels
Nous avons e´crit des codes pseudo-spectraux aux conditions aux limites
pe´riodiques et a` base de FFT pour inte´grer des e´quations aux de´rive´es par-
tielles de la forme
∂ta = L(a) +N(a) ,
ou` de´signe l’ope´rateur line´aire dans l’espace de Fourier et N le terme non-
line´aire.
La me´thode de re´solution est une me´thode des diffe´rences finies du second
ordre. Le pas de temps est effectue´ par la me´thode explicite de Adams-
Bashforth
at+△t =
(
1− ν k
2
2
△t
)
at +△t
(
3
2
N(at)−
1
2
N(at−△t)
)
1 + ν k
2
2
△t
.
Pour de´buter l’intg´ration temporelle nous effectuons un pas de temps
d’Euler simple de fac¸on suivante
a△t =
a0 +△tN(a0)
1 + νk2△t
,
ou` a0 est la condition initiale.
Annexe B
Syme´tries de Taylor-Green et
optimisation du code
B.1 Ge´ne´ration des champs
Des champs avec une pe´riodicite´ spatial sont ge´ne´re´s a` partir de la
repre´sentation de Weber-Clebsch (3.1) comme
µi = xi + µip , (B.1)
on impose aussi que µip et les autres champs λ
i et φ dans (3.1) sont
pe´riodiques. Pour ge´ne´rer un champ arbitraire de vitesse u on peut fixer
µip = 0
λi = ui
φ = 0 .
Il faut dire que la part non pe´riodique de µi dans (B.1) est construite de
fac¸on telle que les gradients de µi sont pe´riodiques.
B.2 Syme´tries de Taylor-Green
Le vortex de Taylor-Green est un e´coulement qui est e´tabli a´ partir de la
condition initial sur u a` t = 0
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ux = sin x cos y cos z
uy = − cosx sin y cos z
uz = 0.
Les syme´tries ce cette e´coulement sont la syme´trie rotationel d’un angle π
autour de l’axes (x = z = π/2), (y = z = π/2) et (x = y = π/2), et syme´trie
de miroir avec les planes x = 0, π, y = 0, π, z = 0, π. Les plans forment les
parois d’une boˆıte imperme´able, laquelle confine l’e´coulement. Ces syme´tries
correspondent a` la repre´sentation particulier des modes de Fourier non nul
de la vitesse re´solue a` partir des e´quations de Navier-Stokes,
uˆ1(m,n, p, t) sinmx cos ny cos pz
uˆ2(m,n, p, t) cosmx sin ny cos pz
uˆ3(m,n, p, t) cosmx cos ny sin pz ,
ou` uˆ(m,n, p, t) est nul a` l’exception que m, n, p soient tous entiers pairs ou
impairs. Nous se´parons les champs en parties pairs et impairs et nous utilisons
des transformations de Fourier de sinus/cosinus. Nous arrivons ainsi a´ re´duire
l’utilisation de me´moire et le temps de calcul.
A` partir de la de´finition de la transformation de Weber-Clebsch (3.1) et
pour la condition initialle dans laquelle uit=0 = λ
i
t=0 on peut de´duire que la
repre´sentation pour les champs λi est
λˆ1(m,n, p, t) sinmx cosny cos pz
λˆ2(m,n, p, t) cosmx sinny cos pz
λˆ3(m,n, p, t) cosmx cosny sin pz ,
et les champs µip a´ partir de (B.1) ont la repre´sentation
µˆ1p(m,n, p, t) sinmx cosny cos pz
µˆ2p(m,n, p, t) cosmx sinny cos pz
µˆ3p(m,n, p, t) cosmx cosny sin pz .
Finalement il faut remarquer que le champ φ a une repre´sentation
φˆ(m,n, p, t) cosmx cos ny cos pz.
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B.3 Solution de Moore-Penrose et norme mi-
nimale
Dans le cas inde´termine´ 2q > d la solution ge´ne´ral de Moore-Penrose
[32, 33, 34] consiste a` trouver la solution du syste`me line´aire (3.10) avec la
condition supple´mentaire telle que la norme
q∑
i=1
(
L˜iL˜i + τ−2M˜ iM˜ i
)
(B.2)
soit la plus petite possible. La constante τ provient de l’analyse dimension-
nelle des potentiels a` partir de la transformation de Weber-Clebsch (3.1). Le
parame`tre τ a le dimension du temps.
Nous demandons que la norme suivante
S(L˜i, M˜ i,k) =
1
2
q∑
i=1
(
L˜iL˜i + τ−2M˜ iM˜ i
)
−k ·
(
q∑
i=1
(
L˜i∇µi − M˜ i∇λi
)
− f˜ +∇G˜
)
, (B.3)
soit minimale dans tous ses arguments.
Ainsi les e´quations ∂kS = 0 correspondent au syste`me originale (3.10)
et, quand le syste`me est satisfait, les e´quations ∂eLiS = 0 et ∂fM iS = 0 im-
pliquent que la norme est minimale. Ces e´quations donnent explicitement les
inconnues en fonction du multiplicateur de Lagrange k :
L˜i = k · ∇µi (B.4)
M˜ i = −τ 2 k · ∇λi . (B.5)
Nous inse´rons les solutions dans (3.10) et obtenons l’e´quation pour le
multiplicateur de Lagrange :
H · k = f˜ −∇G˜ , (B.6)
ou` la matrice syme´trique de d × d dimensions H est de´finie par ses compo-
santes
Hαβ ≡
q∑
i=1
(
τ 2 ∂αλ
i∂βλ
i + ∂αµ
i∂βµ
i
)
. (B.7)
Si H est inversible, la solution pour les inconnues s’e´crit comme
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L˜i = ∇µi ·H−1 ·
(
f˜ −∇G˜
)
(B.8)
M˜ i = −τ 2∇λi ·H−1 ·
(
f˜ −∇G˜
)
. (B.9)
Finalement on de´finit la norme de Moore-Penrose qui est l’e´quation (B.3)
e´value´e avec la solution (B.8) et (B.9). Nous obtenons finalement
SMP [G˜] =
1
2
(
f˜ −∇G˜
)
·H−1 ·
(
f˜ −∇G˜
)
. (B.10)
B.3.1 Minimisation et de´termination du terme de
jauge
La fonction G˜ reste encore a` de´terminer. Nous allons de´terminer G˜ en
demandant que la valeur de l’inte´gral spatiale de la norme SMP par une
fonction poids W (xα) soit minimale
S[G˜] =
1
2
∫
Ω
(
f˜ −∇G˜
)
·H−1 ·
(
f˜ −∇G˜
)
W (xα)ddx. (B.11)
En effectuant des variations sur G˜, nous arrivons aux e´quations de Euler-
Lagrange
∇ ·
(
W H−1 ·
(
f˜ −∇G˜
))
= 0, (B.12)
qui est une e´quation aux de´rive´es partielles line´aire de seconde ordre pour G˜.
En pratique, a` la place de (B.12), nous re´soudrons
∇ ·
(
f˜ −∇G˜
)
= 0. (B.13)
parce que est plus simple de re´soudre que l’e´quation (B.12). Il faut noter
que la minimisation, en utilisant l’e´quation (B.13), permet d’obtenir un al-
gorithme stable.
B.3.2 Imple´mentation de Moore-Penrose
Pour e´conomiser de la me´moire et temps de calcul, le terme de l’e´quation
(3.11)
f˜ = 2ν
q∑
i=1
d∑
α=1
∂αλ
i∂α∇µ
i
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est calcule´ comme suit :
ν
q∑
i=1
(
△u−△λi∇µi − λi△∇µi −△∇φ
)
.
Cette expression est comple`tement e´quivalente a` (3.11) une fois qu’on
utilise le desaliasing a` 2/3.
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Annexe C
Articles publie´s et en pre´paration
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Generalized Eulerian-Lagrangian description of Navier-Stokes dynamics
Carlos Cartes, Miguel D. Bustamante,a and Marc E. Brachet
Laboratoire de Physique Statistique de l’Ecole Normale Supérieure,
associé au CNRS et aux Universités Paris VI et VII, 24 Rue Lhomond, 75231 Paris, France
Received 18 December 2006; accepted 4 May 2007; published online 11 July 2007
Generalized equations of motion for the Weber-Clebsch potentials that reproduce Navier-Stokes
dynamics are derived. These depend on a new parameter, with the dimension of time, and reduce to
the Ohkitani and Constantin equations in the singular special case where the new parameter
vanishes. Let us recall that Ohkitani and Constantin found that the diffusive Lagrangian map became
noninvertible under time evolution and required resetting for its calculation. They proposed that
high frequency of resetting was a diagnostic for vortex reconnection. Direct numerical simulations
are performed. The Navier-Stokes dynamics is well reproduced at small enough Reynolds number
without resetting. Computation at higher Reynolds numbers is achieved by performing resettings.
The interval between successive resettings is found to abruptly increase when the new parameter is
varied from 0 to a value much smaller than the resetting interval. © 2007 American Institute of
Physics. DOI: 10.1063/1.2748447
I. INTRODUCTION
The classical1 Eulerian-Lagrangian formulation of the
inviscid Euler dynamics in terms of advected Weber-
Clebsch potentials was recently extended to describe the
viscous Navier-Stokes dynamics by Constantin.2 Numerical
studies of this Eulerian-Lagrangian formulation of the
Navier-Stokes equations were then performed by Ohkitani
and Constantin OC.3 They found that the diffusive La-
grangian map becomes noninvertible under time evolution
and requires resetting for its calculation. They argued that
this sets a time scale and its frequent resetting corresponds to
vortex reconnection. The aim of the present paper is to
complement these results. Our approach is based on a new
generalized set of equations of motion for the Weber-Clebsch
potentials. Our main conclusion is that the OC formulation is
a special singular case of the new generalized formulation.
Here follows a summary of our principal results.
We first derive the generalized equations of motion that
turn out to depend on a new parameter  with the dimension
of time. They are shown to reduce to the OC equations in
the singular limit →0. We then perform direct numerical
simulations DNS of the viscous Taylor-Green TG vortex.4
When 0, for small enough Reynolds numbers, the
Navier-Stokes dynamics is well reproduced without reset-
ting. Performing resettings allows computation at much
higher Reynolds numbers, with errors that rapidly decay fol-
lowing each resetting. The interval t between successive
resettings is finally found to sharply increase when  is var-
ied from 0 to a value much smaller than t.
II. THEORETICAL SETTING
In this section, we first derive a generally underdeter-
mined linear system that, when obeyed by the convective
derivative of the Weber-Clebsch potentials, implies that the
velocity field follows the Navier-Stokes equations. Using the
notion of Moore-Penrose5–7 pseudoinverse, the linear system
is supplemented by a requirement of minimum norm, which
depends on a new parameter . The Moore-Penrose solution
yields our new generalized equations of motion, which are
finally shown to reduce to the OC equations of motion in the
singular limit →0.
A. Weber-Clebsch representation of acceleration
Our starting point will be the classical1 Weber-Clebsch
representation of the velocity field,
u = 
i=1
q
i  i −  , 1
where each of the q pairs of Weber-Clebsch potentials
i ,i is a scalar function of d-dimensional space and
time, with coordinates x1 , . . . ,xd , t.
Performing a variation on the Clebsch representation 1
yields the relation
u = 
i=1
q
i  i − i  i −  − 
i=1
q
ii , 2
where the symbol  stands for any spatial or temporal par-
tial derivative.
Defining the convective derivative
D
Dt


t
+ u ·  , 3
and taking into account the identity  ,D /Dtu ·, it is
straightforward to derive from 2 the following explicit ex-
pression for the local acceleration:
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Du
Dt
= 
i=1
q DiDt  i − D
i
Dt
 i
− DDt + 12 	u	2 − i=1
q
Di
Dt
i . 4
B. Equations of motion for the potentials
Consider the incompressible with constant unit density
Euler equations with a forcing term added to the right-hand
side RHS,
Du
Dt
= − p + fu,x,t , 5
 · u = 0. 6
We will be concerned here with the Navier-Stokes case,
where the forcing term reads
f = u . 7
The Navier-Stokes system 5–7 can be used to derive
an equivalent system of equations of motion for the Weber-
Clebsch potentials 1. To wit, we use the RHS of the Euler
equations with forcing term 5 to replace the left-hand side
LHS of our general identity 4. This relation is then split
into two parts: one that involves only gradients and another
that involves the rest of the terms. This latter part can be
written as
Di
Dt
= Li, , 8
Di
Dt
= Mi, , 9
where Li ,Mi obey the linear equation,

i=1
q
Li  i − Mi  i = f − G . 10
The gradient part reads
D
Dt
− p = iMi − G −
1
2
	u	2. 11
The arbitrary scalar, G ,, represents a gauge freedom
stemming from the nonunique separation of a gradient part.
Let us remark at this point that the incompressibility
condition 6 allows one to express  in terms of i and i,
as the solution of the linear equation,
 = 
i=1
q
 · i  i . 12
Thus, it is not needed to independently solve Eq. 11 for the
field , since this equation is identically satisfied when  is
determined by the incompressibility condition 12.
Equation 10 above is a system of d linear equations for
the 2q unknowns Li ,Mi. Note that when =0 and thus
f=0 a solution to 10 is readily obtained by setting
Li=Mi= f=G=0. In this case, Eqs. 8 and 9 are just the
standard evolution equations for the Weber-Clebsch poten-
tials of the Euler problem.1
Note also that in the overdetermined case 2qd
e.g., d=3, q=1, Eq. 10 in general admits no solution. In
this case it is not possible, in general, to reproduce a given
u from Eq. 2 in terms of i and i. Thus we consider
from now on the case 2q	d.
Considering from now on only the Navier-Stokes case
7, let us make a shift in the unknowns Li ,Mi, which allows
the explicit introduction of dissipation in the evolution equa-
tions for the potentials,
Li = L˜ i + i, 13
Mi = M˜ i + i. 14
The evolution equations 8 and 9 for the potentials thus
now read
Di
Dt
= i + L˜ i, , 15
Di
Dt
= i + M˜ i, , 16
and 10 is replaced by

i=1
q
L˜ i  i − M˜ i  i = f˜ − G˜ , 17
where G˜ is an arbitrary scalar function, related to the former
arbitrary function G by the relation G=G˜ −+ii,
and
f˜ = 2
i=1
q


=1
d


i
  
i
. 18
The procedure to obtain L˜ i ,M˜ i now consists of solving the
linear system 17 of d equations for 2q unknowns.
C. Moore-Penrose solution and minimum norm
In the underdetermined case 2qd the general
Moore-Penrose5–7 approach corresponds to finding solutions
to the linear system 17 supplemented by a requirement of
minimum norm, namely that

i=1
q
L˜ iL˜ i + −2M˜ iM˜ i 19
be the smallest possible. Note that in the basic Weber-
Clebsch definition 1 the field u is a velocity with physical
dimensions LT−1. Thus, the product  and the field  must
have dimensions L2T−1. It will turn out see Eq. 27 below
that =L and consequently =LT−1. Thus, because of
relations 15 and 16, the parameter  that appears in 19
has the dimension of time.
The general Moore-Penrose solution to 17, which
minimizes the norm 19, is shown in Appendix A to be
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given by A6 and A7. Inserting this solution in 15 and
16 we finally obtain the explicit form of the evolution
equations
Di
Dt
= i + i · H−1 · f˜ − G˜  , 20
Di
Dt
= i − 2  i · H−1 · f˜ − G˜  , 21
where the dot product denotes matrix or vector multiplica-
tion of d-dimensional tensors, and H−1 is the inverse of the
square symmetric dd matrix H, defined by its components,
H
  
i=1
q
2

i
i + 

i
i . 22
These evolution equations, together with the particular form
of the choice for the arbitrary function G˜ , which explicitly
reads see Eq. A11
G˜ = −1  · f˜, 23
represents our new algorithm.
D. Ohkitani-Constantin approach
The OC3 approach can be directly recovered from our
evolution equations 15 and 16 by supplementing the lin-
ear system 17 with the following conditions: i q=d thus
we have d equations for 2d unknowns, ii the d extra con-
ditions M˜ i=0, and iii G˜ =0. When these conditions are im-
posed, the evolution equations for the potentials read
Di
Dt
= i + L˜ i, , 24
Di
Dt
= i, 25
where L˜ i satisfies Eq. 17, which is now the determined
dd system,

i=1
d
L˜ i  i = 2
i=1
d


=1
d


i
  
i
. 26
Note that the “internal” index i and the spatial index 
 are
treated on the same footing in Eq. 26, which is only pos-
sible when q=d. The correspondence with the OC formula-
tion is obtained via the change of notation i→vi and
i→Ai, respectively called “virtual velocity” and “diffusive
Lagrangian map” in Ref. 3. It is straightforward to check that
our Eqs. 1 and 12 are equivalent to Eqs. 3 and 4 of
Ref. 3, and that our Eqs. 24 and 25 are identical to Eqs.
5 and 6 of Ref. 3.
E. Discussion
Let us return to our generalized equations 20–22.
When q=d, the matrix H has a very simple structure in the
limit →0 see Eq. 22. Indeed it can be written with
obvious notation as H=  · T. It is thus straightfor-
ward to show that our new algorithm 20 and 21 with the
particular gauge choice G˜ =0 reduces in the limit →0 to
the Ohkitani-Constantin approach 24–26. Note that the
existence of a solution to 26 requires in general that the
matrix  be invertible. Problems will thus generically
occur when det=0, which is on a manifold of codimen-
sion 1. Thus, for any space dimension d, the generic situation
is that for every point of space x1 , . . . ,xd there exists a time
t* at which the determinant becomes zero.
However, if we do not take the particular choice M˜ i=0,
then the solution of the linear system 17 of d equations for
2d unknowns generically will be ill defined in a manifold
of codimension d+1, i.e., on isolated points in space
time. The corresponding Moore-Penrose solution to 17 re-
quires the invertibility of the matrix H=  · T
+2 · T.
Thus, because the condition det=0 is generically
obtained at lower codimension than the condition det H=0,
the limit →0 is singular.
III. NUMERICAL RESULTS
A. Implementation
Spatially periodic velocity fields can be generated from
the Weber-Clebsch representation 1 by setting
i = xi + p
i
, 27
and assuming that p
i and the other fields i and  appearing
in 1 are periodic. Indeed, any given periodic velocity field
u can be represented in this way by setting
p
i
= 0, 28
i = ui, 29
 = 0. 30
Note that the time-independent nonperiodic part of i of the
form given in 27 is such that the gradients of i are peri-
odic. It is easy to check that this representation is consistent
with the generalized equations of motions 20 and 21.
Our numerical study will be performed using the so-
called Taylor-Green4 single-mode initial condition,
u1 = sin x cos y cos z ,
u2 = − cos x sin y cos z , 31
u3 = 0.
As the initial length and velocity scales are of order 1, the
Reynolds number will be defined by R=1/ Ref. 8.
Standard Fourier pseudospectral methods are used both
for their precision and for their ease of implementation.9
Symmetries are employed to reduce memory storage and
speed up computations. The runs presented below were per-
formed at resolution 1923. Implementation details are given
in Appendix B.
In what follows, we will systematically compare the ve-
locity field u, obtained from 1 and 12 by evolving the
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Weber-Clebsch potentials using 20, 21, and 23, with the
velocity field obtained by direct Navier-Stokes evolution
from the Taylor-Green initial data 31.
B. Integration without resetting
Let us first consider computations performed without re-
setting. Equations 28–30 are thus used only once, to ini-
tialize the Weber-Clebsch potentials at the start of the calcu-
lation.
The time evolution of the spatial minimum of the deter-
minant of the matrix H, defined in Eq. 22, is displayed in
Fig. 1 for various values of . It is manifest in the figure that,
in the OC limit, when =0, the minimum of the determinant
reaches zero after a finite time. Then, the computation cannot
be continued. However, when 0, the determinant stays
positive and the computation can be carried on. This behav-
ior of the determinant is consistent with the issues about the
invertibility of H that were discussed above in Sec. II E. The
singular nature of the →0 limit is therefore discernible in
the figure.
In order to characterize the precision of the 0 Weber-
Clebsch algorithm we now compare its results with direct
Navier-Stokes calculations. More precisely, we compare the
associated enstrophy t=kk2Ek , t and energy spectrum
Ek , t, where the energy spectrum is defined by averaging
the Fourier transform uˆk , t of the velocity field 1 on
spherical shells of width k=1,
Ek,t = 12 
k−k/2	k	k+k/2
	uˆk,t	2. 32
It is apparent in Fig. 2 that the enstrophy computed at
resolution 1923 is well resolved, provided that the Reynolds
number stays well below R
150. Thus, for =1, our gener-
alized algorithm 20 and 21 reproduces well the Navier-
Stokes dynamics for all times, provided that the Reynolds
number is not too large. This suggests that, in order to trace
the Navier-Stokes dynamics without resetting,  could be
matched depending on Reynolds number. This possibility
will be studied in future work. We have checked data not
shown that the limiting Reynolds number is an increasing
function of resolution.
Time evolution of the energy spectrum is presented in
Fig. 3. It is conspicuous in the figure that an error is present
at large wavenumber, even when the vorticity is very well
resolved compare with the lowest Reynolds number in
Fig. 2. When time increases from 1 to 2.5 the time at which
the determinant reaches its first minimum, see the =1 curve
in Fig. 1, the wavenumber above which an error is visible
decreases and the level of the error increases. However, for
later time this trend is visibly reversed: the error has actually
decreased at t=7.5.
C. Integration with resettings
Following Ohkitani and Constantin,3 we now turn our
attention to computations performed with resettings. Equa-
tions 28–30 are thus used not only to initialize the Weber-
FIG. 1. Color online Time evolution of the minimum of detH see Eq.
22 at Reynolds number R=40 with =0, 0.01, 0.1, 0.2, and 1 from
bottom to top at t=2.1, see inset.
FIG. 2. Color online Time evolution of enstrophy  at Reynolds numbers
R=40, 70, 100, and 150 , ,  , and , and =1. Straight lines are
DNS of Navier-Stokes equations.
FIG. 3. Color online Evolution of the energy spectrum at Reynolds num-
ber R=40 for t=1, 2.5, and 7.5 , , and , and =1. Straight lines are
DNS of Navier-Stokes equations.
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Clebsch potentials at the start of the calculation but also to
reset them to the current value of the velocity u, obtained
from 1 and 12, whenever the minimum of the determinant
of the matrix 22 falls below a given threshold,
detH  2. 33
Note that this definition agrees with the resetting criterion of
OC3, 	det	 because, in the limit →0, detH
=det2 see Sec. II E above. Ohkitani and Constantin
have related the vanishing of det to unusually intense
particle diffusion that takes place near reconnection. In the
generalized formalism, the fields x , t ,x , t are treated
essentially on the same footing; thus, it is expected that the
phenomenon of intense particle diffusion will be associated
with the degeneracy of an object that involves both of them.
It is tempting to speculate that this object is detH. This
matter will be studied in the future.
It is clear in Fig. 4 that the enstrophy computed at reso-
lution 1923, using resetting with threshold 2=0.01 and 
=1, is well resolved, provided that the Reynolds number
stays below R
800. Figure 4 thus shows that performing
resettings allows computation at much higher Reynolds num-
bers than without resetting compare with Fig. 2.
A simple dynamical mechanism for the decrease of the
determinant detH is the effect of the advection term in Eqs.
15 and 16 that tends to align all the gradients  and 
with the same strain eigendirection data not shown. This
behavior leads to a loss of numerical precision in the solution
of the linear system 17 or, equivalently, in the invertibility
of the matrix H Eq. 22. Note that this behavior is cured
when performing a resetting.
The time evolution of the error on the energy spectrum is
displayed in Fig. 5. It is visible in the figure that, following a
resetting, the errors present at high wavenumbers decay rap-
idly. This shows that right after a resetting Navier-Stokes
dynamics is restored at the smallest scales, thereby allowing
“auto healing” of the spectrum.
The influence of the parameter  on the errors is shown
in Fig. 6. It is apparent in the figure that the errors prior to
resetting are larger for =0.1 than when =0. However, note
that the errors at the end of the run are small and of the same
order of magnitude in both cases see also Fig. 4.
D. Frequency of resetting
The influence of the parameter  on the temporal distri-
bution of the intervals t j = t j − t j−1 between resetting times t j,
at fixed value of the resetting threshold 2=0.01, is displayed
in Fig. 7. It can be seen in the figure that, at a given time, the
interval is generally an increasing function of , but that the
prevailing behavior in time of t is well preserved when  is
small enough. Note that, for t
10, the intervals t between
resettings are observed to increase from t
0.25 to t

0.5 when  is varied from 0 to 0.01. More information on
the influence of small nonzero  on the resetting frequency is
obtained by looking at the total number of resettings, be-
tween t=0 and t=12 presented in Table I. The table shows
that the total number of resettings decreases when  is in-
creased from 0 to 0.001. Note that this effect takes place for
values of  much smaller than t.
FIG. 4. Color online Time evolution of 2 with =1 and resetting
threshold 2=0.01 at Reynolds numbers R=200, 500, and 800 , , and
. Straight lines are DNS of Navier-Stokes equations.
FIG. 5. Color online Time evolution of energy spectrum after resetting at
Reynolds number R=200 with =0.01, at t=3.6 just after resetting, 3.7,
3.8, and 3.9 , , , and  Straight lines are DNS of Navier-Stokes
equations at t=3.6 and 3.9.
FIG. 6. Color online Time evolution for 2 at Reynolds number
R=800 for =0 and 0.1  and . The straight line is a DNS of Navier-
Stokes equations.
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IV. CONCLUSION
A. Summary
We derived generalized equations of motion for the
Weber-Clebsch potentials that imply that the velocity field
follows Navier-Stokes equations. These new equations were
shown to depend on  a parameter with the dimension of
time and to reduce to the OC equations in the singular limit
→0. DNS of the viscous Taylor-Green vortex were per-
formed and the influence of the parameter  was character-
ized. For 0, it was possible to perform computation with-
out resetting and the Navier-Stokes dynamics was well
reproduced for small enough Reynolds numbers. However,
errors were found to be present at large wavenumbers, even
when the vorticity was well resolved. Performing resettings
allowed us to compute at much higher Reynolds numbers
and the level of error was found to rapidly decay following
each resetting. The intervals t between resettings were
found to sharply increase when  was varied from 0 to a
value much smaller than t.
B. Discussion
The present numerical study was performed on the
Taylor-Green vortex, a flow in which vorticity layers are
formed in the early stage, followed by their rolling up by
Kelvin-Helmholtz instability.8 In contrast, Ohkitani and
Constantin3 chose a flow that initially consists of two or-
thogonally placed vortex tubes. This flow was previously
used by Boratav, Pelz, and Zabusky BPZ10 to study in de-
tail vortex reconnection. It can be argued3 that cut-and-
connect-type reconnections are much more pronounced in
the BPZ flow than in the Taylor-Green flow. Indeed, when
comparing the present Fig. 7 with Fig. 3 of OC, it is apparent
that the minimum of t is much more pronounced in the
BPZ flow than in the Taylor-Green flow. Detailed compari-
son, performed on the BPZ flow, of t computed at 0
with the t of OC, will be reported in the future. Extensions
of the present approach to compressible and magnetohydro-
dynamics flows will also be reported elsewhere.
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APPENDIX A: MOORE-PENROSE SOLUTION
1. Minimizing the local norm
Following the general Moore-Penrose5–7 approach, we
seek solutions to the linear system 17 supplemented by the
requirement that the norm 19 be the smallest possible at
each point in space and time. These solutions can be directly
obtained by minimizing the following function with respect
to all of its arguments:
SL˜ i,M˜ i,k = 12
i=1
q
L˜ iL˜ i + −2M˜ iM˜ i
− k · 
i=1
q
L˜ i  i − M˜ i  i − f˜ + G˜  .
A1
Indeed, the equations S /k=0 correspond to the original
system 17 and, when this system is satisfied, the equations
S /L˜ i=0 and S /M˜ i=0 imply that the norm is minimal.
These equations explicitly give the unknowns in terms of the
Lagrange multiplier k,
L˜ i = k · i, A2
M˜ i = − 2k · i. A3
Inserting these solutions into 17 yields the following equa-
tion for the Lagrange multiplier:
H · k = f˜ − G˜ , A4
where the square symmetric dd matrix H is defined by its
components
H
  
i=1
q
2

i
i + 

i
i . A5
FIG. 7. Color online Time evolution of the intervals between resettings t j
vs resetting time t j at Reynolds number R=800 for =0, 0.01 and 1 ,
 and .
TABLE I. Variations with  of the total number of resettings between t=0
and t=12 same conditions as in Fig. 7.
Value of 
Number of
resettings
0.0 29
0.001 20
0.005 17
0.01 16
0.05 14
0.1 15
1.0 13
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When H is invertible, the solution for the unknowns ex-
plicitly reads
L˜ i = i · H−1 · f˜ − G˜  , A6
M˜ i = − 2  i · H−1 · f˜ − G˜  . A7
Finally, we define the Moore-Penrose norm, which is the
norm SL˜ i ,M˜ i ,k in Eq. A1 evaluated on the above solu-
tion. We get
SMPG˜  =
1
2 f˜ − G˜  · H
−1
· f˜ − G˜  . A8
2. Minimizing the space integral
of the Moore-Penrose norm using G˜
Notice that the function G˜ remains arbitrary. Given the
function G˜ there is a solution given by A6 and A7, which
minimizes the norm to the value given by Eq. A8. We
determine G˜ by the further requirement of minimum value of
the integral throughout space of the norm SMPG˜  multiplied
by a given weight function Wx
,
SG˜  = 12

f˜ − G˜  · H−1 · f˜ − G˜ Wx
ddx . A9
Variation with respect to G˜ gives the Euler-Lagrange equa-
tion,
 · WH−1 · f˜ − G˜  = 0, A10
which is an inhomogeneous, linear, second-order partial dif-
ferential equation for G˜ .
In practice we solve the simpler equation,
 · f˜ − G˜  = 0. A11
Note that this equation is straightforward to solve and is
strictly equivalent to A10 only for constant H. However,
we find that in the general case of nonconstant H this simple
choice leads to a stable algorithm.
APPENDIX B: NUMERICAL METHODS
Symmetries of the Weber-Clebsch representation are em-
ployed to reduce memory storage and speed up computa-
tions. Our numerical methods are thus standard; their only
specialty stems from the conjunction of the Taylor-Green
symmetries with the Weber-Clebsch representation 1.
1. Symmetric Weber-Clebsch representation
The symmetries of the Taylor-Green velocity field 31
implemented in the code are rotational symmetry of angle 
around the axis x=z= /2, y=z= /2, and x=y= /2,
and mirror symmetry with respect to the planes x=0,,
y=0,, z=0,. These planes form the sides of the so-called
impermeable box, which confines the flow. These symme-
tries correspond to the following particular form for the non-
zero Fourier modes of the velocity field solution of the
Navier-Stokes equations:
uˆ1m,n,p,t sin mx cos ny cos pz ,
uˆ2m,n,p,t cos mx sin ny cos pz , B1
uˆ3m,n,p,t cos mx cos ny sin pz ,
where uˆm ,n , p , t vanishes unless m ,n , p are either all even
or all odd integers. Separation of the even and odd parts and
the use of special sine/cosine Fourier transforms reduces
memory storage and speeds up computations.8
It is easy to directly check from the Weber-Clebsch rep-
resentation 1 and 27 that the fields i and P
i admit ex-
actly the same representation B1 than the velocity field ui,
while the field  admits the similar representation that only
involves cosines.
2. Moore-Penrose implementation
In order to save memory and operation count, the right-
hand side of 18 is evaluated as

i=1
q
u − i  i − i  i −    . B2
This expression yields a result identical to 18, because we
perform dealiasing using the 2/3 rule.9 In a computation
cycle, Eq. 23 is first used to obtain G˜ in spectral space. The
velocity field obtained from 1 and 12 is dealiased by the
2/3 rule. The matrix elements 22 and the full nonlinear
terms of 20 and 21 are then computed in physical space.
The nonlinear terms are dealiased in spectral space. Adams-
Bashforth time stepping is used to update the potentials. Due
to dealiasing, computations performed at resolution N with
N grid points between 0 and 2 have a maximum wave-
number kmax=N /3.
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New generalized equations of motion for the Weber-Clebsch potentials that describe both the
Navier-Stokes and MHD dynamics are derived. These depend on a new parameter, which has
dimensions of time for Navier-Stokes and inverse velocity for MHD. Direct numerical simulations
(DNS) are performed. For Navier-Stokes, the generalized formalism captures the intense recon-
nection of vortices of the Boratav, Pelz and Zabusky flow, in agreement with the previous study
by Ohkitani and Constantin. For MHD, the new formalism is used to detect magnetic reconnec-
tion in several flows: the 3D Arnold, Beltrami and Childress (ABC) flow and the (2D and 3D)
Orszag-Tang vortex. It is concluded that periods of intense activity in the magnetic enstrophy are
correlated with periods of increasingly frequent resettings. Finally, the positive correlation between
the sharpness of the increase in resetting frequency and the spatial localization of the reconnection
region is discussed.
PACS numbers: 47.10.-g, 47.11.-j, 47.32.C-, 47.65.-d
I. INTRODUCTION
The Eulerian-Lagrangian formulation of the (inviscid)
Euler dynamics in terms of advected Weber-Clebsch po-
tentials [1] was extended by Constantin [2] to cover the
(viscous) Navier-Stokes dynamics. Ohkitani and Con-
stantin (OC) [3] then performed numerical studies of this
formulation of the Navier-Stokes equations. They con-
cluded that the diffusive Lagrangian map becomes non-
invertible under time evolution and requires resetting for
its calculation. They proposed the observed sharp in-
crease of the frequency of resettings as a new diagnostic
of vortex reconnection.
We were able to recently complement these results, us-
ing an approach that is based on a generalized set of equa-
tions of motion for the Weber-Clebsch potentials that
turned out to depend on a parameter τ which has the
unit of time for the Navier-Stokes case [4] (the MHD case
is different, see below Section IIA 3). The OC formula-
tion is the (singular) τ → 0 limit case of our generalized
formulation. Using direct numerical simulations (DNS)
of the viscous Taylor-Green vortex [5] we found that for
τ 6= 0 the Navier-Stokes dynamics was well reproduced at
small enough Reynolds numbers without resetting. How-
ever, performing resettings allowed computation at much
higher Reynolds number.
The aim of the present article is to extend these results
to different flows, both in the Navier-Stokes case and in
magnetohydrodynamics, and thereby obtain a new diag-
nostic for magnetic reconnection. Our main conclusion is
that intense reconnection of magnetic field lines is indeed
captured in our new generalized formulation as a sharp
increase of the frequency of resettings. Here follows a
summary of our principal results.
We first derive new generalized equations of motion
for the Weber-Clebsch potentials that describe both the
Navier-Stokes and MHD dynamics. Performing DNS of
the Boratav, Pelz and Zabusky flow [6], that was pre-
viously used by Ohkitani and Constantin [3], we first
check that our generalized formalism captures the in-
tense Navier-Stokes vortex reconnection of this flow. We
demonstrate the reconnection of vortices is actually oc-
curring at the instant of intense activity in the enstro-
phy, near the lows of the determinant that trigger the
resettings. We then study the correlation of magnetic
reconnection with increase of resetting frequency by per-
forming DNS of several prototypical MHD flows: the 3D
Arnold, Beltrami and Childress (ABC) flow [7] and the
Orszag-Tang vortex in 2D [8] and 3D [9].
II. THEORETICAL FRAMEWORK
A. General Setting
1. Weber-Clebsch representation for a class of evolution
equations
Let us consider a 3D vector field Z depending
on time and (3-dimensional) space, with coordinates
(x1, x2, x3, t). Assume Z satisfies an evolution equation
of the kind:
DZ
Dt
= −∇P +
3∑
α=1
uα∇Zα + κ△Z (1)
∇ · Z = 0 , (2)
2where greek indices α, β denote vector field components
running from 1 to 3, u is a given 3D velocity field and
we have used the convective derivative defined by
D
Dt
≡
∂
∂t
+ (u · ∇) .
In the following sections, two different cases will be
considered. In section II B (Navier-Stokes case) the vec-
tor field Z will correspond to the velocity field u, whereas
in section II C (MHD case) it will correspond to the mag-
netic vector potential A.
Let us first recall that performing a change from La-
grangian to Eulerian coordinates on the Weber transfor-
mation [10] leads to a description of the Euler equations
as a system of three coupled active vector equations in a
form that generalizes the Clebsch variable representation
[1].
Our starting point will be to apply this classical Weber-
Clebsch representation to the field Z:
Z =
3∑
i=1
λi∇µi −∇φ , (3)
where each element of the 3 pairs of Weber-Clebsch po-
tentials (λi, µi), i = 1, 2, 3 is a scalar function.
Performing a variation on the Weber-Clebsch represen-
tation (3) yields the relation
δZ =
3∑
i=1
(
δλi∇µi − δµi∇λi
)
−∇
(
δφ−
3∑
i=1
δµiλi
)
,
(4)
where the symbol δ stands for any (spatial or tempo-
ral) partial derivative. Taking into account the identity[
∇, DDt
]
≡ (∇u) · ∇, it is straightforward to derive from
(4) the following explicit expression for the convective
derivative of the vector field Z:
DZ
Dt
=
3∑
i=1
(
Dλi
Dt
∇µi −
Dµi
Dt
∇λi
)
−
3∑
α=1
Zα∇uα −∇
(
Dφ
Dt
−
3∑
i=1
Dµi
Dt
λi
)
, (5)
2. Equations of motion for the potentials
Following steps that are similar to those presented in
our previous paper [4], we now derive a system of equa-
tions of motion for the Weber-Clebsch potentials (3) that
is equivalent to the original equation (1). If we use the
RHS of equation (1) to replace the LHS of our general
identity (5), the resulting relation can be solved for the
time derivative of the potentials:
Dλi
Dt
= κ△λi + L˜i[λ, µ] (6)
Dµi
Dt
= κ△µi + M˜ i[λ, µ] . (7)
Here L˜i, M˜ i obey the linear equation
3∑
i=1
(
L˜i∇µi − M˜ i∇λi
)
= f˜ −∇G˜ , (8)
where
f˜ = 2κ
3∑
i=1
3∑
α=1
∂αλ
i∂α∇µ
i (9)
and G˜[λ, µ] is an arbitrary scalar related to the non-
unique separation of a gradient part in eq.(5):
Dφ
Dt
− P =
3∑
i=1
λiM˜ i − G˜− u · Z. (10)
The “divergence-less gauge” (2) allows one to express
φ in terms of λi and µi, as the solution of the linear
equation
△φ =
3∑
i=1
∇ · (λi∇µi). (11)
Thus there is no need to solve equation (10) for the field
φ, since this equation is identically satisfied when φ is
determined by eq. (11).
Equation (8) above is a system of 3 linear equations for
the 6 unknowns L˜i, M˜ i. When κ = 0 there is a simple
solution to (8): L˜i = M˜ i = G˜ = 0. In this case the evo-
lution equations (6) and (7) represent simple advection.
3. Moore-Penrose solution and minimum norm
The linear system (8) is underdetermined (3 equations
for 6 unknowns). In order to find a solution to the sys-
tem we need to impose extra conditions. Since L˜i, M˜ i
appear in the equations on an equal footing, it is natural
to supplement the system by a requirement of minimum
norm, namely that
3∑
i=1
(L˜iL˜i + τ−2M˜ iM˜ i) (12)
3be the smallest possible (this is the so-called general
Moore-Penrose approach [11–13], see also our previous
paper [4]). The parameter τ has physical units equal to
[M˜/L˜]. Using eqs.(6),(7) these are the units of [µ/λ].
It will turn out (see equation (20) below) that [µ] = L
(length) and this implies from eq.(3) that [λ] = [Z].
Therefore the units of τ are
[τ ] =
L
[Z]
.
In the Navier-Stokes case (section II B) [Z] = [u] = LT−1
and thus [τ ] = T , whereas in the MHD case (section II C)
[Z] = [A] = L2T−1 and thus [τ ] = TL−1.
The Moore-Penrose solution to (8), that minimizes the
norm (12), is explicitly given in equations (A6,A7) of
reference [4]. Inserting this solution in (6),(7) we finally
obtain the explicit evolution equations
Dλi
Dt
= κ△λi + ∇µi ·H−1 ·
(
f˜ −∇G˜
)
(13)
Dµi
Dt
= κ△µi − τ2∇λi ·H−1 ·
(
f˜ −∇G˜
)
, (14)
where f˜ is given in eq.(9), the dot product denotes ma-
trix or vector multiplication of 3-dimensional tensors, and
H
−1 is the inverse of the square symmetric 3× 3 matrix
H, defined by its components:
Hαβ ≡
3∑
i=1
(
τ2 ∂αλ
i∂βλ
i + ∂αµ
i∂βµ
i
)
. (15)
These evolution equations together with the particular
choice for the arbitrary function G˜ (see equation (A11)
of reference [4])
G˜ = △−1∇ · f˜ , (16)
is our new algorithm.
In the Navier-Stokes case, we showed in a previous pa-
per [4] that the limit τ → 0 corresponds to the approach
used by Ohkitani and Constantin [3]. In the general case
(Navier-Stokes as well as MHD), we remark that the ma-
trix H (see equation (15)) can be written (using obvious
notation) as H = (∇µ) · (∇µ)T+ τ2(∇λ) · (∇λ)T, which
has a very simple structure in the limit τ → 0 . Be-
cause the condition det(∇µ) = 0 is generically obtained
at lower codimension than the condition detH = 0, the
limit τ → 0 is singular.
B. Navier-Stokes equations
The standard incompressible NS equations can be writ-
ten in the form:
Du
Dt
= −∇
(
p+
1
2
|u|2
)
+
3∑
α=1
uα∇uα + ν△u
∇ · u = 0 ,
which is indeed of the general form (1), (2) with Z = u,
κ = ν and P = p+ 1
2
|u|2.
C. MHD equations
The standard incompressible MHD equations for the
fluid velocity u and the induction field b, expressed in
Alfvenic velocity units, can be written in the form:
Du
Dt
= −∇p+ ν△u+ (∇× b)× b (17)
Db
Dt
= (b · ∇)u+ η△b (18)
∇ · u = 0 (19)
∇ · b = 0 ,
where ν and η are the viscosity and magnetic resistivity,
respectively.
We introduce the vector potential in the Coulomb
gauge:
b = ∇×A
∇ ·A = 0 .
Using the identity ∇ × (
∑3
α=1 uα∇Aα − (u · ∇)A) =
(b · ∇)u− (u · ∇)b− (∇ · u)b and the incompressibility
condition (19), eq. (18) can be written as
DA
Dt
= −∇c+
3∑
α=1
uα∇Aα + η△A,
which is indeed of the general form (1) with Z = A, κ = η
and P = c.
III. NUMERICAL RESULTS
A. Implementation
1. Initial conditions in pseudo-spectral method
Spatially periodic fields can be generated from the
Weber-Clebsch representation (3) by setting
µi = xi + µip, (20)
and assuming that µip and the other fields λ
i and φ ap-
pearing in (3) are periodic. Indeed, any given periodic
field Z can be represented in this way by setting
µip = 0 (21)
λi = Zi (22)
φ = 0. (23)
Note that the time independent non-periodic part of µi
of the form given in (20) is such that the gradients of
µi are periodic. It is easy to check that this representa-
tion is consistent with the generalized equations of mo-
tions (13,14). We chose to use standard Fourier pseudo-
spectral methods, both for their precision and for their
ease of implementation [14].
42. Resettings and reconnection
Following Ohkitani and Constantin [3], we now de-
fine resettings. Equations (21), (22) and (23) are used
not only to initialize the Weber-Clebsch potentials at the
start of the calculation but also to reset them to the cur-
rent value of the field Z, obtained from (3) and (11),
whenever the minimum of the determinant of the matrix
(15) falls below a given threshold
detH ≤ ǫ2.
It is possible to capture reconnection events using re-
settings. The rationale for this approach is that recon-
nection events are associated to localized, intense and in-
creasingly fast activity which will drive the potentials to
a (unphysical) singularity in a finite time. One way to de-
tect this singularity is via the alignment of the gradients
of the potentials, which leads to the vanishing of detH
at the point(s) where this intense activity or ‘anomalous
diffusion’ is taking place. Now, the time scale of this
singularity is much smaller than the time scale of the re-
connection process itself [3], so when detH goes below
the given threshold and a resetting of the potentials is
performed, the anomalous diffusion starts taking place
again, more intensely as we approach the fastest recon-
nection period, driving the new (reset) potentials to a
new finite-time singularity, in a time scale that decreases
as we approach this period. Therefore, successive reset-
tings will be more and more frequent near the period of
fastest reconnection, and that is what we observe in the
numerical simulations. This procedure will be used to
capture reconnection events in particular flows in both
the Navier-Stokes case (Z = u, Section III B) and the
MHD case (Z = A, Sections III C 2 and III C 3).
B. Navier-Stokes case: BPZ Flow, resettings and
reconnection
Ohkitani and Constantin (OC) [3] used a flow that ini-
tially consists of two orthogonally placed vortex tubes
that was previously introduced in Boratav, Pelz and
Zabusky (BPZ) [6] to study in detail vortex reconnec-
tion. Our previous numerical study of the generalized
Weber-Clebsch description of Navier-Stokes dynamics [4]
was performed using the Taylor-Green vortex, a flow in
which vorticity layers are formed in the early stage, fol-
lowed by their rolling-up by Kelvin-Helmholtz instability
[15]. It can be argued [3] that cut-and-connect type re-
connections are much more pronounced in the BPZ flow
than in the Taylor-Green flow. In this section we present
comparisons, performed on the BPZ flow, of our τ 6= 0
generalized algorithm with direct Navier-Stokes simula-
tions and with OC original approach. The potentials
are integrated with resettings in resolution 1283 for a
Reynolds number of R = 1044, which is the one used by
BPZ and OC.
The BPZ initial data is explicitly given in [6].
1. Comparison of Weber-Clebsch algorithm with DNS of
Navier-Stokes
In order to characterize the precision of the τ 6= 0
Weber-Clebsch algorithm, we now compare the veloc-
ity field Z = u obtained from (3) and (11), by evolving
the Weber-Clebsch potentials using (13)–(16), with the
velocity field obtained independently by direct Navier-
Stokes evolution from the BPZ initial data.
More precisely, we compare the associated kinetic en-
strophy Ω(t) =
∑
k k
2E(k, t) where the kinetic energy
spectrum E(k, t) is defined by averaging the Fourier
transform uˆ(k′, t) of the velocity field (3) on spherical
shells of width ∆k = 1,
E(k, t) =
1
2
∑
k−∆k/2<|k′|<k+∆k/2
|uˆ(k′, t)|2 .
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FIG. 1: Navier-Stokes case: BPZ Flow. Temporal evolution
of kinetic enstrophy Ω for a Reynolds number of R = 1044
with τ = 0, 0.01 and 0.1 (+, ◦ and ×). The solid line comes
from a direct numerical simulation (DNS) at resolution 1283.
Figure 1 shows that the kinetic enstrophy is well re-
solved, independently of the choice of the parameter τ .
2. Time between resettings as a method for reconnection
capture
In this section we study the influence of the parame-
ter τ on the temporal distribution of the intervals ∆tj =
tj − tj−1 between resetting times tj , at fixed value of the
50 1 2 3 4 5 6 7 8
t
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FIG. 2: Navier-Stokes case: BPZ flow. Temporal evolution of
resetting interval ∆t for τ = 0, 0.01 and 0.1 (◦,  and +), the
triangles correspond to the simulation performed by Ohkitani
and Constantin.
resetting threshold ǫ2 = 0.1. Using the same Reynolds
number and resolution that was used to create Fig. 1,
Figure 2 is a plot of ∆t as a function of time, for simu-
lations with different values of τ . In the same figure we
also show the corresponding ∆t for a replica of the sim-
ulation performed by OC, that is in excellent agreement
with our general case.
We see that, independently of τ , there are sharp min-
ima in ∆t during the periods of maximum enstrophy (see
Fig. 1). Inspection of figure 3 demonstrates that the
deepest minimum corresponds in fact to the time when
reconnection is taking place. The main tubes in the left
and right figures are isosurfaces of vorticity correspond-
ing to 60% of the maximum vorticity, which is attained
inside each of the main tubes.
Figure 4 (left) shows that the spatial region where the
determinant detH goes below the threshold before each
resetting corresponds to a small, localized neighborhood
between the main interacting vortices. This region is seen
in the right figure as a bridge connecting the two vortices:
this bridge is an isosurface of vorticity corresponding to
73% of the maximum vorticity, which is attained inside
the bridge. The main tubes correspond to isosurfaces of
30% of the maximum vorticity. Note that this behavior
of the determinant detH is also true for any value of
τ (data not shown), confirming in this way the original
rationale for the study of reconnection with the aid of
resettings.
Figures 3 and 4 were made using the VAPOR [16,
17]visualization software.
C. MHD Flows
In this section we study MHD flows with simple initial
conditions. The magnetic potential Z = A is obtained
FIG. 3: Visualization of vorticity ω for the BPZ flow (same
conditions than in Figures 1 and 2). Note the change of topol-
ogy of the vortex tubes before (left, t = 3.2, ωmax = 20) and
after (right, t = 7.1, ωmax = 15) the reconnection process.
Isosurfaces colors: orange: 6, yellow: 9, green: 12 and blue:
16 (color online).
FIG. 4: Visualization of the determinant of the matrix (15)
(left) and vorticity (right, with the same color map than in
Figure 3) at reconnection time t = 4.7, ωmax = 43.6 (see
Figure 2), for τ = 0.01. The region where the determinant
triggers resetting is within the displayed blue isosurface at 9
times the triggering level ǫ2 (color online).
in terms of the Weber-Clebsch potentials from (3) and
(11), and the Weber-Clebsch potentials are evolved using
equations (13)–(16).
We treat the evolution of the velocity field in two differ-
ent ways: (i) As a kinematic dynamo (ABC flow, Section
III C 1), where the velocity is kept constant in time; (ii)
Using the full MHD equations (Orszag-Tang 2D and 3D,
Sections III C 2 and III C 3), where the velocity field is
evolved using the momentum equation (17).
To compare with DNS of the induction equation (18)
for the magnetic field we proceed analogously as in the
Navier-Stokes case. We compare the magnetic enstrophy
[18] Ωm(t) =
∑
k k
2Em(k, t), where the magnetic energy
spectrum Em(k, t) is defined by averaging the Fourier
transform bˆ(k′, t) of the magnetic field b = ∇×A (with
A given by (3)) on spherical shells of width ∆k = 1,
Em(k, t) =
1
2
∑
k−∆k/2<|k′|<k+∆k/2
|bˆ(k′, t)|2 .
Note that magnetic dissipation is the square current.
Resettings will be performed with a resetting threshold
6ǫ2 = 0.1. We have checked that ǫ2 = 0.4 and ǫ2 = 0.025
give results that vary only slightly (figures not shown).
This is an evidence of the robustness of the resetting
method and a validation of the rationale for the use of
resettings to diagnose reconnection.
1. Kinematic dynamo: ABC Flow
We have used the ABC [7] velocity:
ux = B0 cos k0y + C0 sink0z
uy = C0 cos k0z +A0 sink0x
uz = A0 cos k0x+B0 sin k0y ,
with k0 = 2 and A0 = B0 = C0 = 1. We used an initial
magnetic seed that reads
Ax = 0
Ay = 0
Az = d0 sinx sin y .
The magnetic resistivity has been chosen as η = 1/12
and we have set d0 = 1/100 for simplicity (its value is
unimportant in the kinematic dynamo).
Runs with resettings are compared for different values
of the parameter τ . It is seen in Fig. 5 that the magnetic
enstrophy Ωm is well resolved for each case, at resolution
1283.
The resettings are quite regular in time and indeed
they slow down as time goes by, at a regular rate which
decreases with increasing resolution (figure not shown).
There is no increase in the resetting frequency. This be-
havior is consistent with the monotonic behavior of the
magnetic enstrophy and with the absence of localized or
intense activity of the magnetic field.
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FIG. 5: Temporal evolution of magnetic enstrophy Ωm for the
ABC flow (kinematic dynamo) with τ = 0 and 1 (◦ and +),
with a resolution of 1283 and the constants ν = 0 and η =
1/12. The solid line comes from a direct numerical simulation
(DNS) of the induction equation for the magnetic field.
2. Full MHD equations: 2D Orszag-Tang Vortex
In the rest of the paper, the full MHD equations of mo-
tion are integrated. The momentum equation for the ve-
locity (17) is integrated together with the Weber Clebsch
evolution equations (13)–(16) where the magnetic poten-
tial Z = A is obtained from (3) and (11).
We have chosen the following initial data for the 2D
Orszag-Tang (hereafter, OT) vortex [8]:
ux = −2 siny
uy = 2 sinx
uz = 0,
Ax = 0
Ay = 0
Az = 2 cosx cos 2y .
The OT vortex has a magnetic hyperbolic X-point lo-
cated at a stagnation point of the velocity, and is a stan-
dard test of magnetic reconnection, both in two dimen-
sions [19] and in three dimensions [20], see below section
III C 3.
We compare runs with resettings for different values
of the parameter τ . Figure 6 shows that the magnetic
enstrophy is well resolved in resolution 1282.
Figure 7 shows the time between resettings as a func-
tion of time, for runs performed with different values of
τ . It is apparent from the figure that there are periods
of frequent resettings which coincide with the periods of
high magnetic enstrophy from Fig. 6. This is a robust
evidence of the utility of the resetting approach for 2D
magnetic reconnection.
We have also simulated the Orszag-Tang vortex in the
so-called 2.5D setting [21] (see also the DiPerna-Majda’s
construction [22]), defined by the same initial data as the
above 2D Orszag-Tang vortex, but with Ax = sin y and
Ay = − sinx. We obtained (data not shown) a behavior
of the resetting frequency which was very similar to that
of the 2D case.
3. Full MHD equations: 3D Orszag-Tang Vortex
For the 3D Orszag-Tang vortex [9] the initial magnetic
potential reads
Ax = c0 (cos y − cos z)
Ay = c0 (− cosx+ cos z)
Az = c0 (cosx+ cos 2y) ,
with c0 = 0.8. The initial velocity is given by
ux = − sin y
uy = sinx
uz = 0 .
As in the 2D case, we compare runs with resettings for
different values of the parameter τ . Figure 8 shows
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FIG. 6: Temporal evolution of magnetic enstrophy Ωm for
Orszag-Tang in 2D for τ = 0, 0.01 and 1 (◦,  and ⋄) with
a resolution of 1282 and η = ν = 0.005. Solid line: Direct
numerical simulation of MHD equations.
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FIG. 7: Temporal evolution of ∆t for τ = 0, 0.01, 0.1 and 1
(◦, , ⋄ and △), for a simulation of Orszag-Tang in 2D with
ν = η = 0.005 and a resolution of 1282.
that the magnetic enstrophy is well resolved in resolu-
tion 1283, and Fig. 9 shows the time between resettings
as a function of time. Again the periods of frequent re-
settings coincide with the periods of high magnetic en-
strophy from Fig. 8, proving the utility of the resetting
approach for 3D magnetic reconnection.
IV. CONCLUSIONS
We have shown that the generalized Weber-Clebsch
evolution equations allow to study reconnection events
for both Navier-Stokes and MHD dynamics. We have
checked for the Navier-Stokes BPZ flow that reconnec-
tion events can be viewed as periods of fast and localized
changes in the geometry of the Weber-Clebsch potentials,
leading to more and more frequent resetting of the po-
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FIG. 8: Temporal evolution of magnetic enstrophy Ωm for
Orszag-Tang in 3D for τ = 0, 0.1 and 1 (◦,  and ⋄) with
a resolution of 1283 and η = ν = 0.005. Solid line: Direct
numerical simulation of MHD equations.
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FIG. 9: Temporal evolution of ∆t for τ = 0, 0.1 and 1 (◦, 
and ⋄), for a simulation of Orszag-Tang in 3D.
tentials.
We have applied the new generalized Weber-Clebsch
evolution equations to the study of magnetic reconnec-
tion in MHD. Taking as examples both the 2D and 3D
Orszag-Tang vortices, we show a correlation of the re-
connection events (associated to periods of high magnetic
dissipation) with the periods of fast changes in the geom-
etry of the Weber-Clebsch potentials, leading to frequent
resettings of the potentials.
However, unlike the case of BPZ reconnection, in this
case the frequency of resettings does not have a sharp
peak but a smeared one. Notice that, in the Navier-
Stokes case, the corresponding frequency of resettings
for the Taylor-Green vortex has also a mild peak. [4]
One can argue that the 2D and 3D Orszag-Tang flows
8are more similar to Taylor-Green than to BPZ. Indeed,
both Orszag-Tang and Taylor-Green have initial condi-
tions with just a few Fourier modes, therefore they are
extended spatially, whereas the BPZ initial condition is
spatially localized (two orthogonal vortex tubes).
This wide spatial extent of the vorticity in both
Orszag-Tang and Taylor-Green vortices, as opposed to
the localized extent of BPZ, might be the reason for the
mildness in the shape of the minimum of the time be-
tween resettings. In both spatially extended cases one
expects reconnection events to happen in relatively dis-
tant places at similar times, as opposed to the BPZ very
localized cut-and-connect type of reconnection. In terms
of the singularities of the Weber-Clebsch potentials and
associated resetting, we should observe (to be studied in
detail in future work) that the set of points where detH
goes below the threshold consists of an extended region,
as opposed to BPZ where we have confirmed that these
points belong to a very localized region in space. Con-
sequently, the widely distributed events that lead to re-
setting in Orszag-Tang and Taylor-Green configurations
would tend to be less correlated in time, leading to the
smearing of the minimum of the curve for the time be-
tween resettings, which would otherwise be very sharp if
the events were more localized and therefore more corre-
lated in time.
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Re´sume´ :
Cette the`se est base´e sur la repre´sentation Eulerienne-Lagrangiene de la
vitesse, qui nous appelons la transformation de Weber-Clebsch. Constan-
tin a construit en 2002 une extension de la description de Weber-Clebsch des
fluides parfaits aux fluides visqueux. La ne´cessite´ de re´initialiser pe´riodiquement
les coordonne´es Lagrangiennes a` e´te´ interpre´te´ par Constantin comme un
diagnostique de la reconnexion de la vorticite´. Le syste`me de Constantin
est contenu dans notre formulation, qui est plus ge´ne´rale, dans une limite
singulie`re.
Pour comparer les re´sultats obtenus en utilisant notre formulation ge´ne´ralise´e
a` ceux qui sont obtenus dans la formulation de Constantin nous avons proce´de´
a` des simulations nume´riques d’un certain nombre d’e´coulements obe´issants
aux e´quations de Navier Stokes.
Des extensions a` la magne´to hydrodynamique et aux fluides compressibles
sont e´galement propose´es et valide´es nume´riquement.
Mots-clefs : formulation Eulerienne-Lagrangienne - reconnexion de vor-
tex - me´canique des fluides - magne´to hydrodynamique - fluides compressibles
- me´thodes pseudo spectrales
Abstract :
This thesis is based in the Eulerian-Lagrangian representation of the ve-
locity field, wich we call Weber-Clebsch transformation. Constantin, in 2002,
built an extension of the Weber-Clebsch description of perfect fluids to vis-
cous fluids. The need to periodically reset the Lagrangian coordinates was
interpreted by Constantin as a diagnostic of vortex reconnection. The sys-
tem of Constantin is contained in our formulation, wich is more general, as
a singular limit.
To compare the results obtained using our generalised formulation with
the results that are obtained from Constantin’s formulation we performed
numerical simulations of a number of flows that follows the Navier-Stokes
equations.
Extensions to magnetohydrodynamics and compressible fluids are propo-
sed and numerically validated.
Keywords : Eulerian-Lagrangian formulation - vortex reconnection -
fluid mechanics - magnetohydrodynamics - compressible fluids - pseudo spec-
tral methods
