Fluctuations due to a super-position of uncorrelated Lorentzian pulses with a random distribution of amplitudes and duration times are considered. These are demonstrated to be strongly intermittent in the limit of weak pulse overlap, resulting in large skewness and flatness moments. The characteristic function and the lowest order moments are derived, revealing a parabolic relationship between the skewness and flatness moments. Numerical integration reveals the probability density functions in the case of exponential and Laplace distributed pulse amplitudes. This stochastic model describes the intermittent fluctuations and probability densities with exponential tails commonly observed in turbulent fluids and magnetized plasmas.
From numerous experiments on and model simulations of fluids and magnetized plasmas it has been demonstrated that chaotic fluctuations have an exponential frequency power spectral density. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] In many cases this has been associated with Lorentzian pulses in the underlying time series. [8] [9] [10] [11] [12] [13] [14] [15] Recently, a novel analysis method was applied in order to separate the complexity and randomness of the fluctuations. [13] [14] [15] However, intermittency of the fluctuations and the probability density function has usually not been investigated. This is despite the fact that in many turbulent fluid and plasma systems it has been found that the fluctuations are strongly intermittent and that there is an exponential tail in the probability density function for large fluctuation amplitudes. Here a stochastic model is presented which describes all these features of the fluctuations by describing them as a super-position of uncorrelated Lorentzian pulses with a random distribution amplitudes and duration times. General expressions for the lowest order moments and the characteristic function are derived. The fluctuations are shown to be strongly intermittent when the ratio of the average pulse duration and waiting times is small, most clearly manifested by large skewness and flatness moments. In the opposite limit with significant pulse overlap, the probability density function approaches a normal distribution. There is a universal parabolic relationship between the skewness and flatness moments. A closed form of the characteristic function for the process is derived for exponential and Laplace distributed pulse amplitudes. The corresponding probability density functions are calculated numerically and shown to have exponential tails for large fluctuation amplitudes in the case of weak pulse overlap. The results presented here complement previous work on the same stochastic process with emphasis on the frequency power spectral density presented in Ref. 42 and 43. Consider a stochastic process given by a super-position of K uncorrelated pulses with a fixed shape in a time interval of duration T , [42] [43] [44] [45] [46] [47] [48] [49] [50] 
where each pulse labeled k is characterized by an amplitude A k , arrival time t k , and duration τ k , all assumed to be uncorrelated and each of them independent and identically distributed. The number of pulses K in an interval of duration T is given by the Poisson distribution,
with mean value
Here and in the following, angular brackets denote the average of the argument over all random variables unless otherwise explicitly stated. From this it follows that the waiting times between the pulses are exponentially distributed with mean value τ w and that the pulse arrival times are uniformly distributed on the time interval under consideration, that is, their probability density function is given by 1/T .
The pulse duration times τ k are assumed to be randomly distributed with probability density
, and the average pulse duration time is defined by
The pulse shape φ (θ ) is taken to be the same for all events in Eq. (1) and is in this study given by the Lorentzian pulse
The integral of the n-th power of the Lorentzian pulse shape is given by
where Γ is the Gamma function. The lowest order pulse function integrals are given by I 1 = 1,
Starting with the case of exactly K events in a time interval of duration T , the mean value of the process is given by integrating over all random variables and neglecting end effects by taking the integration limits for the pulse arrival times t k to infinity, giving
into account that the number of pulses K is also a random variable and averaging over this as well gives the mean value for the stationary process,
The mean value is large when there is significant overlap of pulse events, that is, for long pulse durations and short pulse waiting times.
The variance can similarly be calculated by averaging the square of the random variable, giving
The square of the root mean square (rms) value is therefore
For reasons to become clear presently, the ratio of the average pulse duration and waiting times, 
is referred to as the intermittency parameter of the process. In the case of a finite mean value, the relative fluctuation level for Lorentzian pulses is given by
which is large when there is weak overlap of the pulse structures. This is clearly illustrated in The characteristic function C Φ (u) for a random variable is the Fourier transform of the probability density function P Φ (Φ), defined by
The characteristic function for a sum of independent random variables is the product of their individual characteristic functions. The conditional probability density function for exactly K uncorrelated pulses in a time interval of duration T is
where the characteristic function for each pulse
The probability density function for the random variable Φ is thus
where P K (K|T ) is the Poisson distribution given by Eq. (2). The stationary probability density function for Φ is obtained by extending the integration limits for t k to infinity and making the change of integration variable given by θ = (t −t k )/τ k in Eq. (14) . This leads to the desired result,
which notably is independent of the distribution function for the pulse duration times. The characteristic function for the stationary process is determined by the pulse shape, the amplitude distribution and the degree of pulse overlap.
By expanding the exponential function in Eq. (16) and then performing the integration over θ , the logarithm of the characteristic function for the process is
where I n is defined by Eq. (6). The cumulants κ n are the coefficients in the expansion of the logarithm of the characteristic function for P Φ . For the stochastic process considered here, the cumulants are thus given by
From the cumulants, the lowest order moments are readily obtained. A formal power series expansion shows that the characteristic function is related to the raw moments of Φ,
µ 3 = κ 3 and µ 4 = κ 4 + 3κ 2 2 . From this, general expressions for the skewness and flatness moments are readily obtained, 45, 46 
Both these moments increase with decreasing γ, clearly demonstrating the intrinsic intermittent 
This relation holds for any amplitude and duration time distributions as far as the amplitude moments exist.
The results presented above show that the skewness and excess flatness moments vanish in the limit γ → ∞. It can be demonstrated that the probability density function for Φ then approaches a normal distribution, independent of the details of the pulse shape and amplitude and duration time distributions. The stationary distribution P Φ can be written in terms of the characteristic function given by Eq. (19),
where the cumulants are given by Eq. (18). In the limit of large γ the exponential function can be expanded as a power series in u. Integrating term by term then gives [44] [45] [46] 
The terms inside the square bracket in Eq. (23) are of order 1, 1/γ 1/2 and 1/γ, respectively. The last of these represents the sum of the remaining terms in the expansion. This shows how the probability density function for Φ approaches a normal distribution in the limit of large γ. The transition to normal distributed fluctuations is expected from the central limit theorem, since in this case a large number of uncorrelated pulses contribute to Φ at any given time. The normal limit is valid for arbitrary pulse shapes and amplitude and duration time distributions as far as the cumulants are finite.
By introducing the rescaled variable Φ defined by Eq. (11), it is straight forward to show that the corresponding characteristic function is given by
where C Φ (u) is given by Eq. (17) . Closed analytical expressions for C Φ will be obtained for two relevant amplitude distributions. Consider first the case of an exponential distribution of the pulse amplitudes,
where A is the mean pulse amplitude and P A is defined only for positive amplitudes, A > 0. In this case, the raw amplitude moments are given by A n = n! A n . For the stationary process it follows that the mean value is finite, Φ = γ A , and the variance is given by The characteristic function for an exponential amplitude distribution is given by
Making the substitution w = v/(πγ) 1/2 , the characteristic function for the rescaled variable Φ is given by
It is noted that for any function f (w) with the property f † (w) = f (−w), where the dagger denotes the complex conjugate, the following relation holds,
where R denotes the real part of the argument. Any characteristic function satisfies this condition, so the probability density can be written as an integral over a function that takes only real values,
This expression is suitable for numerical integration and the distribution function for the rescaled variable is presented in Fig. 2 for various values of the intermittency parameter. The probability density function is unimodal for all values of the intermittency parameter and has an exponential tail towards large fluctuation amplitudes for small values of γ. For large values of γ, the probability density function for Φ approaches a normal distribution with vanishing mean and unit standard deviation. [44] [45] [46] Allowing both positive and negative pulse amplitudes, the symmetric Laplace distribution with vanishing mean is of particular interest,
where A rms is the standard deviation, A 2 = A 2 rms . The odd moments for this distribution vanish, while the even moments are given by A 2n = (2n)!(A rms /2 1/2 ) 2n for positive integers n. For this symmetric distribution, both the mean value and the skewness moment of the random variable vanish, Φ = 0 and S Φ = 0. The variance of the random variable is now given by Φ 2 rms = γA 2 rms /2π, while the flatness moment is F Φ = 3 + 15/2πγ. The latter is the same as for exponentially distributed amplitudes discussed above. Moreover, the characteristic function can be expressed in closed form,
Again using the relation given by Eq. (28) and the change of integration variable defined by w = v/(πγ) 1/2 , an expression for the probability density function that is suitable for numerical integration is obtained,
This distribution is presented in Fig. 3 for various values of the intermittency parameter γ. For small values of γ, the distribution is strongly peaked and has exponential tails for large fluctuation amplitudes. In this case, the process spends long time intervals close to zero value between pulse arrivals, resulting in strong intermittency as shown in Fig. 1 . In the limit γ → ∞, the probability density function for Φ approaches a normal distribution with vanishing mean and unit standard deviation as discussed above. [44] [45] [46] Intermittent fluctuations in chaotic and turbulent continuum systems have here been investigated by a stochastic model describing these as a super-position of uncorrelated Lorentzian pulses.
The reference model has been extended to include a random distribution of pulse amplitudes and duration times. The intermittency of the system is determined by the degree of pulse overlap, quantified by the ratio of the average pulse duration and waiting times. When this parameter is large, many pulses contribute to the process at any given time, and the probability density function approaches a normal distribution as expected from the central limit theorem. In the opposite limit where pulses generally appear isolated, the process is strongly intermittent with large relative fluctuation level and skewness and flatness moments.
The characteristic function, and therefore the moments and probability density function, are not affected by a random distribution of the pulse duration times. The characteristic function can be calculated in closed form for several relevant pulse amplitude distributions. Numerical solutions for the probability density function has been obtained for exponentially and Laplace distributed pulse amplitudes. In both cases, there is an exponential tail for large fluctuation amplitudes in the strong intermittency limit. This is a well known feature of turbulent thermal convection and magnetized plasmas.
In summary, the stochastic model given by a super-position of uncorrelated Lorentzian pulses describes many of the salient features in chaotic and turbulent fluids and magnetized plasmas.
This includes an exponential frequency spectrum in the case of constant pulse duration. Here the first predictions have been presented for the intermittency of the fluctuations and the probability density function, which has so far not been investigated in systems where Lorentzian pulses have been identified. [8] [9] [10] [11] [12] [13] [14] [15] On the other hand, it was recently established that the frequency power spectral density has an exponential shape for all values of the intermittency parameter in the case of constant pulse duration, thus being independent of the degree of pulse overlap. 42, 43 This work was supported with financial subvention from the Research Council of Norway under grant 240510/F20. The authors acknowledge the generous hospitality of the MIT Plasma Science and Fusion Center where this work was conducted.
