Abstract. We discuss in this paper statistical inference of sample average approximations of multistage stochastic programming problems. We show that any random sampling scheme provides a valid statistical lower bound for the optimal (minimum) value of the true problem. However, in order for such lower bound to be consistent one needs to employ the conditional sampling procedure. We also indicate that fixing a feasible first-stage solution and then solving the sampling approximation of the corresponding ðT À 1Þ-stage problem, does not give a valid statistical upper bound for the optimal value of the true problem.
Introduction
It is well known that even a crude discretization of the distribution of the random parameters involved in a stochastic programming problem results in exponential growth of the number of scenarios. This, in turn, precludes calculation of the corresponding expected values since the number of scenarios is just too large. Therefore, that way or another, realistic stochastic programming problems could be only solved by some sort of sampling which drastically reduces the size of the set of considered scenarios. One possible approach to such a reduction is based on the Monte Carlo sampling techniques. That is, the ''true'' (expected value) optimization problem is approximated by a ''manageable'' problem based on a randomly generated sample from the entire scenarios population. In order to have an idea about the accuracy of such an approximation one needs some type of inference describing statistical properties of the calculated estimates. And, indeed, for two-stage stochastic programming problems with recourse such statistical inference is quite well developed.
Much less is known about multistage stochastic programming problems with recourse (see, e.g., [2] for a discussion of multistage stochastic programming). In order to see where the difficulty is in extending the theory from two to multistage programming let us discuss the following abstract framework of stochastic programming. Consider the expected value optimization problem Here F ðx; nÞ is a real valued (or, more generally, extended real valued) function of two vector variables x 2 R n and n 2 R d , X is a given subset of R n , and the expectation is taken with respect to the probability distribution P of the random data vector n (by bold script, like n, we denote random vectors, while by n we denote their realizations). The distribution P is supposed to be known. We denote by N & R d the support of the probability distribution of n. We assume that for any considered point x 2 R n the expected value E Â F ðx; nÞ Ã is well defined, i.e., the function F ðx; ÁÞ is measurable and either E Â F ðx; nÞ þ Ã < þ1 or E Â ðÀF ðx; nÞÞ þ Ã < þ1, where a þ :¼ maxfa; 0g. In the case of two-stage programming, F ðx; nÞ can be viewed as the optimal value of the second stage optimization problem. By generating a sample n 1 ; . . . ; n N , of N replications of the random vector n, one can construct the following, so-called sample average approximation (SAA), problem
ð1:2Þ
We can consider the generated sample from two points of view, namely as the sequence n 1 ; . . . ; n N of random vectors, or as its realization n 1 ; . . . ; n N . The generated sample need not be i.i.d., i.e., random vectors n i need not be (stochastically) independent of each other. We only assume that the marginal probability distribution of each n i is P , and that the (strong) Law of Large Numbers (LLN) holds pointwise, i.e., for any x 2 X we have that f f N ðxÞ ! f ðxÞ with probability one (w.p.1) as N ! 1. Of course, if the sample is i.i.d., then the LLN holds provided that the expected value f ðxÞ is well defined. There are important cases where the LLN holds even if the sample is not i.i.d. (see, e.g., [1] ).
It is implicitly assumed in the above construction that for any x 2 X and n 2 N, one can efficiently calculate the value and derivatives of the objective function F ðx; nÞ, and hence to solve the SAA problem (1.2) by an appropriate (deterministic) optimization algorithm. Statistical properties of the optimal valuev v N and an optimal solutionx x N of the SAA problem (1.2) have been thoroughly investigated, we may refer to [11, Chapter 6] , for example, for a flavor of these results.
We have that for any fixed [3] , [9] and references therein, and section 3 below), and the bias v Ã À E Âv v N Ã converges to zero as N ! 1 at a rate of OðN À1=2 Þ, [12] . Since for any " x x 2 X we have that E Âf f N ð" x xÞ ¼ f ð" x xÞ ! v Ã , we can viewf f N ð" x xÞ as a valid statistical upper bound of v Ã . By the LLN it is also consistent if f ð" x xÞ ¼ v Ã , i.e., " x x is an optimal solution of the true problem (1.1). Such statistical bounds were suggested by Norkin, Pflug and Ruszczyn´ski [7] , and developed further in Mak, Morton and Wood [6] , and turned out to be very useful for numerical validation of two-stage stochastic programs. For numerical results and experiments with these statistical bounds we refer to [6] , [5] , [14] .
The goal of this paper is two fold, namely to point out some difficulties in extending this methodology to multistage programming and to provide some initial results. In the next section we discuss, in particular, why straightforward sampling in the multistage case does not produce consistent lower bounds and why it is difficult to construct computationally manageable and tight statistical upper bounds. In section 3 we show that under certain regularity conditions consistent lower bounds can be obtained by conditional sampling.
Multistage sampling bounds
Consider the following T -stage linear stochastic programming problem with recourse Min
driven by the random data process n 2 ; . . . ; n T . Here x t 2 R n t , t ¼ 1; . . . ; T , are decision variables,
Þ is known at the first stage (and hence is nonrandom), and
. . . ; T , are data vectors some (all) elements of which can be random. Realizations of the random elements of n t become known at stage t.
If we denote by Q 2 ðx 1 ; n 2 Þ the optimal value of the ðT À 1Þ-stage problem: 
where Qðx 1 ; n 2 ; . . . ; n T Þ is the optimal value of the problem:
ð2:5Þ and the expectation is taken with respect to the (joint) distribution of the random vector n :¼ ðn 2 ; . . . ; n T Þ. Since problem (2.4) is obtained by relaxing the nonanticipativity constraints, its optimal value is less than or equal to the optimal value of the multistage problem (2.1). For T ! 3, only in rather exceptional cases the optimal values of (2.4) and (2.1) are the same.
For given x 1 and n 2 , the corresponding expected value(s) can be estimated by generating random samples and solving the obtained SAA problems. Let us observe that in case T > 2, it follows from (1.3) that for any estimator b Q Q 2 ðx 1 ; n 2 Þ of Q 2 ðx 1 ; n 2 Þ obtained in that way the following relation holds
for every feasible x 1 and n 2 . That is, for T ! 3 any SAA estimator of Q 2 ðx 1 ; n 2 Þ is biased downwards. There are several ways how one can sample from the random process n 2 ; . . . ; n T . One possible approach is to view ðn 2 ; . . . ; n T Þ as a random vector and to sample from its (joint) distribution. That is, to generate a random sample n i 2 ; . . . ; n i T , i ¼ 1; . . . ; N , of N scenarios and to solve the obtained SAA problem Min
We have here that the optimal value of the above problem (2.7) provides a valid (and consistent) statistical lower bound for the two-stage relaxation (2.4). Therefore, if the optimal value of (2.4) is strictly smaller than the optimal value of (2.1) (which is typical), then such straightforward sampling gives a valid, but not consistent, statistical lower bound for the multistage problem (2.1). Let us observe that if the number of scenarios of the multistage problem (2.1) is finite, then by generating a sufficiently large scenario sample n i 2 ; . . . ; n i T , i ¼ 1; . . . ; N , one can reconstruct the tree scenario structure of the true problem (2.1). That is, some of the generated second stage vectors n i 2 can be equal to each other, and so on. Note, however, that if the number of scenarios is very large, then even for T ¼ 3 the sample size required to reconstruct the corresponding tree structure with a reasonable accuracy can be comparable with the total number of scenarios.
The above discussion also shows that a valid upper statistical bound cannot be obtained by a straightforward sampling. In order to compute such an upper bound one needs to construct an implementable and feasible policy. Recall that a sequence of mappings x t ðÁÞ, t ¼ 1; . . . ; T , is called an implementable policy if x 1 ðÁÞ ¼ x 1 2 R n 1 and each x t ðÁÞ 2 R n t , t ¼ 2; . . . ; T , is a function of x 1 and the history n ½1;t :¼ ðn 1 ; . . . ; n t Þ of the process up to time t. An implementable policy is feasible if it satisfies, w.p.1., the corresponding feasibility constraints at each stage t ¼ 1; . . . ; T . Given any implementable and feasible policy x 1 ; x 2 ðx 1 ; n ½1;2 Þ; . . . ; x T ðx 1 ; n ½1;T Þ, the expectation
provides an upper bound for the optimal value of the true multistage problem. The above expectation can be estimated by the average
for a generated sample n i 2 ; . . . ; n i T of N realizations of the random process n 2 ; . . . ; n T . Although (2.9) gives a valid statistical upper bound, its quality depends on the chosen policy.
In order to improve lower bounds one needs to increase the sample size at every stage conditionally on the scenarios generated at the previous stage. This is a standard practice of deterministic procedures for scenario trees construction (see [4] , [8] ). In the next section we investigate such conditional constructions applied to random sampling. Let us also remark that the above analysis can be extended to nonlinear multistage stochastic programming problems as well.
Conditional sampling of multistage programs
In this section we study statistical properties of the following random sample construction. First we generate a random sample
of N 1 replications of the random vector n 2 . Then for every i 2 f1; . . . :; N 1 g, we generate a random sample
from the conditional distribution of n 3 given the event n 2 ¼ n i 2 . And so on for the later stages. We refer to the above sampling scheme as the conditional sampling. The sample size associated with each node of a stage t 2 f2; . . . ; T À 1g need not be the same, we assumed it constant for the sake of simplicity.
In order to simplify the presentation we discuss now the case of the linear multistage program (2.1) with T ¼ 3. As we shall see, an extension from two to three stage programming is not a trivial one. In fact, it already demonstrates the main difficulties of extending the analysis from two to multistage programs.
With the generated sample (3.1)-(3.2) is associated the following SAA three-stage program Min 
The constructed three-stage stochastic programming problem (3.3)-(3.4) has N ¼ N 1 N 2 scenarios, each with equal probability 1=N . It can be noted that for any fixed j 2 f1; . . . ; N 2 g in the above conditional sampling, the corresponding sample ðn
, is a random sample from the distribution of the random vector ðn 2 ; n 3 Þ. Therefore, if N 2 ¼ 1, then the above conditional sampling becomes the same as the sampling used in construction of the SAA problem (2.7). Note also that at this stage we do not specify how the conditional samples n ij 3 are generated. For example, we do not necessarily assume that for different i; k 2 f1; . . . ; N 1 g the corresponding random samples n ij 3 and n kj 3 , j ¼ 1; . . . ; N 2 , are independent of each other conditional on n i 2 and n k 2 , respectively. Byv v N 1 ;N 2 andŜ S N 1 ;N 2 we denote the optimal value and the set of optimal solutions, respectively, of the problem (3.3).
As it was discussed in the previous section, we have that inf
and
It follows from (3.5) and (3.6) thatv v N 1 ;N 2 gives a valid statistical lower bound for the optimal value v Ã of the corresponding (true) three-stage stochastic programming problem. We show now that, under certain regularity conditions,v v N 1 ;N 2 ! v Ã w.p.1 as N 1 ! 1 and N 2 ! 1, i.e., thatv v N 1 ;N 2 is a consistent estimator of v Ã . We will need the following results. It is said that a set V & R n is a neighborhood of the set X if the set V is open and the topological closure of X is contained in V . For sets A; B & R n we denote by distðx; AÞ :¼ inf x 0 2A kx À x 0 k the distance from x 2 R n to A, and by DðA; BÞ :¼ sup x2A distðx; BÞ the deviation of the set A from the set B. Recall the functions f ðxÞ andf f N ðxÞ defined in (1.1) and (1.2), respectively. Proposition 3.1. Suppose that: (i) for every n 2 N the function F ðÁ; nÞ is convex, (ii) the set X is convex and compact, (iii) the expected value function f ðxÞ is finite valued and the (strong) LLN holds pointwise for every x in a neighborhood of the set X. Thenf f N ðÁÞ converges to f ðÁÞ w.p.1 uniformly on X, i.e., The above is an easy consequence of the following result from finite dimensional convex analysis. Let V be a neighborhood of X on which f ðÁÞ is convex and finite, D be a dense subset of V , and f N ðÁÞ be a sequence of (deterministic) convex functions such that f N ðxÞ converges to f ðxÞ, as N ! 1, for every x 2 D. Then the convergence of f N to f is uniform on the compact set X , [10] . Now we can proceed as follows. We can viewf f N ðÁÞ ¼f f N ðÁ; xÞ as a sequence of random functions defined on a common probability space ðX; F ; PÞ. By the LLN we have that for any x 2 V ,f f N ðxÞ converges to f ðxÞ w.p.1 as N ! 1. This means that there exists a set ! x 2 F of P-measure zero such that for any x 2 X n ! x ,f f N ðx; xÞ tends to f ðxÞ as N ! 1. This also implies that f ðÁÞ is convex. Let D be a dense and countable subset of V . Consider the set ! :¼ [ x2D ! x . Since the set D is countable and Pð! x Þ ¼ 0 for every x 2 D, we have that Pð!Þ ¼ 0. We also have that for any x 2 X n !, f f N ðx; xÞ converges to f ðxÞ, as N ! 1, pointwise on D. Consequently, for any x 2 X n !, this convergence is uniform in x 2 X , and hence (3.7) holds.
By using the uniform convergence result of the above proposition it is possible to show that, under mild regularity conditions, the optimal valuev v N and the setŜ S N of optimal solutions of the SAA problem (1.2) are consistent estimators of their true counterparts. By employing tools of epi-convergence (rather than uniform convergence) such results are given in [3] , [9] , for example. Therefore, the result of the following proposition should be not surprising. We give its proof for the sake of completeness and since some of the techniques used in the proof are employed later. Proposition 3.2. Suppose that: (i) for every n 2 N the function F ðÁ; nÞ is convex, (ii) the set X is closed and convex, (iii) the set S of optimal solutions of (1.1) is nonempty and bounded, (iv) the expected value function f ðxÞ is finite valued and the (strong) LLN holds for every x in a neighborhood of the set S. Proof. It follows from the assumption (i) that the expected value function f ðxÞ is convex. Together with (ii) this implies that the set S is convex. By the assumptions (iii) and (iv), there exists a convex compact set C such that S is contained in the interior of C and f ðxÞ is finite valued, and hence is continuous, on a neighborhood of C. It follows that the set S is closed, and hence is compact. By Proposition 3.1 we have thatf f N ðxÞ converges w.p.1 to f ðxÞ uniformly in x 2 C. Consider the set e S S N of minimizers off f N ðxÞ over X \ C. Since X \ C is nonempty and compact andf f N ðxÞ is continuous on a neighborhood of C, the set e S S N is nonempty. By standard arguments it follows then that Dð e S S N ; SÞ ! 0 w.p.1 as N ! 1. Because of the convexity assumptions, any minimizer off f N ðxÞ over X \ C which lies inside the interior of C, is also an optimal solution of the SAA problem (1.2). Therefore, w.p.1 for N large enough we have that e S S N ¼ b S S N . Consequently we can restrict both optimization problems (1.1) and (1.2) to the compact set X \ C, and hence the assertions of the above proposition follow. u A few remarks are now in order. It follows from the convexity assumption (i) that the expected value function f ðxÞ is convex. Moreover, since by the assumption (iv), the function f ðxÞ is finite valued on an open set, it follows that f ðxÞ is proper, i.e., f ðxÞ > À1 for all x 2 R n . We assume in the above proposition that f ðxÞ is finite valued only on a neighborhood of the set S, and it may happen that f ðxÞ ¼ þ1 for some x 2 X . It was possible to push the proof through since in the considered convex case local optimality implies global optimality. In the case of two-stage programming we have that f ðxÞ ¼ þ1 for some x 2 X if the associated second stage problem is infeasible with a positive probability p. In that case the corresponding second stage SAA problem will also be infeasible, and hencef f N ðxÞ ¼ þ1, w.p.1 for N large enough. Of course, if p is very small, then the required sample size for that event to happen could be very large. Now let us discuss consistency ofv v N 1 ;N 2 . Consider the expected value function
We make the following assumptions.
(A1) The set S of optimal solutions of the first stage problem (2.3) is nonempty and bounded. (A2) The expected value function Q 1 ðx 1 Þ is finite valued for all x 1 2 V , where V is a neighborhood of S. (A3) The (strong) LLN holds pointwise, i.e., for any x 1 2 V the following holds 1
ð3:8Þ
It follows that the set S is compact, and by Proposition 3.1 that the convergence in (3.8) is uniform in x 1 on any compact subset of V . We make similar assumptions about the second stage problem. We denote by N 2 & R d 2 the support of the probability distribution of n 2 .
(A4) There exists a bounded set W & R n 2 such that for any x 1 2 V and n 2 2 N 2 , the set of optimal solutions of the second stage problem (2.7) is nonempty and is contained in the interior of W .
is finite valued for all x 2 2 W and n 2 2 N 2 .
We also need the following LLN holding uniformly with respect to the distribution of the random vector n 2 . Recall that the random sample n ij 3 ; j ¼ 1, . . . ; N 2 , is derived from the conditional distribution of n 3 given n 2 ¼ n i 2 . We can view n ij 3 ¼ n ij 3 ðxÞ as defined on a measurable space ðX; F Þ equipped with a probability measure P n i 2 .
(A6) For every x 2 2 W there exists an F -measurable set ! x 2 & X such that for any n i 2 2 N 2 it follows that P n i 2 ð! x 2 Þ ¼ 0 and for any x 2 X n ! x 2 the limit lim
holds. If the random vectors n 2 and n 3 are independent of each other, then the probability distribution of n 3 is independent of the event n 2 ¼ n 2 . In that case assumption (A6) is just the pointwise LLN specified in the following assumption (A7). Another case where assumption (A6) is reduced to the pointwise LLN of assumption (A7) is when the support N 2 of n 2 is finite.
(A7) For any x 2 2 W and n i 2 2 N 2 the following (strong) LLN holds 1 Proof. In a way similar to the proof of Proposition 3.1, it can be shown that assumptions (A5) and (A6) imply that the convergence is uniform in x 2 on any compact subset of W . That is, for any compact set C & W there exists an Fmeasurable set ! & X such that for any n i 2 2 N 2 it follows that P n i 2 ð!Þ ¼ 0 and for any x 2 X n ! the limit lim
holds. Moreover, by assumption (A4) we can choose C in such a way that for any x 1 2 V and n 2 2 N 2 , the set of optimal solutions of the second stage problem (2.7) is nonempty and is contained in the interior of C. It follows then that b Q Q 2;N 2 ðx 1 ; n Let us observe that it was possible to construct in the above proof such set !, independent of n i 2 , because of the assumption (A6). It is straightforward to generalize this assumption to T -stage problems with T ! 3, and hence to extend the above consistency results.
Note again that under the assumption that the random vectors n 2 and n 3 are independent, the sample n ij 3 does not depend on the probability distribution of n 2 . Therefore, in that case we can generate a random sample n Suppose now that the total number of scenarios of the considered (true) three-stage problem is finite. Then the expected value function Q 1 ðx 1 Þ is convex piecewise linear. Suppose further that Q 1 ðx 1 Þ is finite for all x 1 in a neighborhood of the optimal solutions set S. Then the set S is a polyhedron. Consider the (random) function:
Note that b S S N 1 ;N 2 is the set of minimizers off f N 1 ;N 2 ðx 1 Þ over X 1 . Consider the event:
ðEÞ ''The set b S S N 1 ;N 2 is nonempty and forms a face of the set S''. Of course, it follows from the above event that b S S N 1 ;N 2 is a subset of S. We can viewf f N 1 ;N 2 ðx 1 Þ ¼f f N 1 ;N 2 ðx 1 ; xÞ as a sequence of random functions defined on a common probability space ðX; F ; PÞ. By saying that the event ðEÞ happens w.p.1 for N 1 and N 2 large enough we mean that for P-almost every x 2 X there exists an integer M ¼ MðxÞ such that for all N 1 ! M and N 2 ! M the event ðEÞ happens. The following result, about finite convergence of the set of optimal solutions of the SAA three-stage program, is an extension of Theorem 2.3 in [13] . Proof. Since the number scenarios is finite we have that the function Q 1 ðx 1 Þ is convex piecewise linear. Since the set X 1 is a polyhedron and because of the assumptions (A1)-(A2), it follows then that the set S is a polyhedron. Consider the functions f ðx 1 Þ :
and the functionf f N 1 ;N 2 ðx 1 Þ defined in (3.12) . By using the polyhedral structure of the problem it is possible to show, in the same way as in the proof of holds w.p.1 for N 1 and N 2 large enough. It follows then that (3.13) holds w.p.1 for N 1 and N 2 large enough, and hence the proof is complete. h Unfortunately, it is not clear whether it is possible to extend a result from [13] to show an exponential rate of convergence of the probability of the event ðEÞ to one. This is because (see (3.6)) we have here that b Q Q 2;N 2 ðx 1 ; n i 2 Þ is a biased estimator of Q 2 ðx 1 ; n i 2 Þ.
Conclusions
We showed that by generating a sample from the random process n 2 ; . . . ; n T governing a considered multistage program and solving the obtained SAA problems, one obtains a valid statistical lower bound of the true optimal value v Ã . So validity of such statistical lower bound holds for any random sample. However, in order to construct a consistent statistical lower bound one needs to employ the conditional sampling scheme. Unfortunately, the number of scenarios in conditional sampling grows fast with the number T of stages.
That is, if we generate N 1 scenarios at the second stage, N 2 scenarios at the third stage conditional on every second stage scenario and etc., then the total number of scenarios is N ¼ Q T À1 t¼1 N t . If the random vectors n 2 ; . . . ; n T are independent of each other, then one can generate independent random samples, of sizes N 1 ; . . . ; N T À1 , from the respective random vectors n 2 ; . . . ; n T , and to employ these sample in the corresponding conditional sampling scheme. This simplifies the constructed (sample) T -stage problem, although the total number of scenarios N ¼ Q T À1 t¼1 N t remains the same. It was also demonstrated that fixing a feasible first stage solution and then constructing a SAA estimate for the obtained ðT À 1Þ-stage problem, does not give a valid statistical upper bound of v Ã for any considered sampling scheme if T ! 3. In order to compute a valid statistical upper bound one needs to construct an implementable and feasible policy. However, for T ! 3, it could be difficult to construct such a policy which will provide a tight and numerically feasible upper bound.
