Abstract-This paper describes an architecture for real-time environmental modeling. It consists of a wireless mesh network equipped with sensors and a cloud-based infrastructure to perform real-time environmental simulations using a physics-based model combined with an Ensemble Kalman Filter. The purpose of the system is to optimize groundwater abstraction close to a river. These initial studies demonstrate that the cloud infrastructure can simultaneously compute a large number of simulations, thus allowing for the implementation of Ensemble Kalman Filters in real-time.
I. INTRODUCTION
Environmental systems are characterized by a significant degree of spatial heterogeneity, and are typically driven by highly dynamic boundary conditions. Quantifying and predicting the interactions between surface water and groundwater, for example, requires accurate information on the water table in the aquifer, the surface water dynamics, the physical properties of the stream bed and the underlying aquifer, as well as a numerical approach to simulate the fluid dynamics. Systems that allow us to quantify such interactions therefore must be able to i) capture data, ii) simulate the system state, and iii) provide predictions on the behavior of the ecosystem. Field sites of high interest are sometimes situated in remote locations. Therefore, having a real-time measurement infrastructure in place that is connected to the Internet and provides remote access to recorded data is highly beneficial [1] , [2] . Models that are coupled to real-time measurement infrastructure are well suited for the prediction of hydrological systems. A range of numerical models that simulate surface water dynamics exist [3] , and have been combined with data assimilation techniques such as Kalman Filters for forecasting [4] . However, approaches that simulate the interactions between surface water and groundwater using data assimilation techniques are not common. The lack of such systems is related to the fact that modeling a highly dynamic hydrological system with connected surface water and groundwater bodies is computationally very demanding. Moreover, a mechanism that automatically and continuously assimilates newly available data, updates the model in real-time, and provides predictions based on the best possible description of the current state is required. Such a mechanism significantly increases the computational demand. A vision of a new system that tackles the assimilation of environmental data in realtime, using a wireless mesh network, a cloud infrastructure, as well as a code that allows the simulation of both surface water and groundwater bodies is given by Kropf et al. [5] .
Wireless networks connected to a cloud-based database provide an optimal solution for gathering data in remote locations and making such data available in real-time through the Internet [2] , [5] . For environmental systems that require the simulation of surface water and groundwater, HydroGeoSphere [6] (HGS) presents an advanced solution, allowing for the physics-based simulation of interactions and feedback mechanisms between the two compartments [7] . The model parameters employed in HGS need to be calibrated in order to adequately represent a given environmental system. So-called data assimilation systems provide an alternative to conventional model calibration systems: they allow the sequential update of system states and model parameters whenever new data becomes available, thus guaranteeing a continuous improvement of predictions. The Ensemble Kalman Filter (EnKF) [8] The paper is organized in the following way: Section II provides a generic cloud computing architecture for environmental modelers coupled to realtime environmental monitoring. In Section III, we use the architecture provided to support the HydroGeoSphere application in the cloud. Section IV discusses implementation details of our solution and provides preliminary results. We conclude in Section V. 1 The Emmental in German literally means the Valley of River Emme. The Emmental is a pre-alpine river catchment (about 200 km 2 wide) located in central Switzerland. 2 Water pumping rate.
II. GENERAL ARCHITECTURE
In order to comply with the requirements imposed by the EnKF-based hydrogeological modeling (c.f., Section I), we specify a cloud-based computing system. 
A. Wireless Mesh Network
Every environmental simulation requires data harvesting over a geographical area concerned. Due to recent progress in environmental sciences, real-time modeling has received significant attention over the years. Real-time modeling requires a constant flow of data between sensor nodes located somewhere in the field and data-centers. Herein, we argue that a classical wireless mesh network equipped with sensors is beneficial for environmental researchers, because it is not restricted to the reception of mobile telephony such as GSM, and operates over long distances (e.g., IEEE 802.11 can support links of around 10 km). Also, wireless communication is significantly less expensive than any wired one in terms of installation costs; moreover, wired technology may be impossible to setup in remote locations such as the Emmental. Lastly, wireless stations are rather portable; the process of network reorganization or relocation to another area is cheap, easy, and fast.
We deployed portable stations in the Emmental in Switzerland. Each station brings a communication unit to allow for real-time data communication. We chose IEEE 802.11 as our basic link component. In our setup, every node acts as a relay for multi-hop data forwarding. We developed a robust TCP/IP-based Wireless Mesh Network (WMN) allowing for multi-hop communication among all wireless stations because of i) careful selection of installation procedures, ii) appropriate choice of hardware components (wireless cards, directional antennas of high gain, motherboards, batteries, solar panel), iii) channel allocation schemes, and iv) auto-configuration mechanisms which include dynamic routing protocols such as Optimized Link State Routing (OLSR) and IEEE 802.11s. 3 Also, some nodes act as environmental stations; they gather information about system states, i.e., temperature, water level, and pressure, at specific geographical locations through tailored sensors such as thermometers, barometers, etc., attached to the Universal Serial Bus (USB) or Serial Ports.
B. Hardware Platform
A node has to be capable of forwarding traffic and gathering data from sensors attached. This requires a careful selection process of the nodal hardware platform. We decided to use Alix3D2 of PCEngines. Advantages of the Alix board include low price, small size, limited power consumption, and an i386-compatible processor on-board. This comes with the cost of a little computational capacity (500 MHz CPU, 256 MB RAM), but still allows us to run a general purpose operating system such as Linux, which is able to perform TCP/IP mesh networking and environmental monitoring (c.f., Subsection II-C). This board has two mini PCI ports, so one can easily install two wireless adapters and up to two antennas (including MIMO antennas). When required, a directional antenna can support long distance connections and an omnidirectional one provides short distance communication. Due to the small size, Alix boards can be placed in special-purpose enclosures which protect against environmental factors such as precipitation, humidity, etc., which are dangerous for electronic devices. When a station requires many (i.e., ≥ 2) Wi-Fi interfaces, we accumulate a few motherboards in a single enclosure (various boxes of different size are required). Low power requirements of around 15 W per motherboard upon a standard operation allow us to solar power some stations where the electrical grid is unavailable. To maintain the 24 h uninterruptible operation, solar powered stations require batteries which are charged during the day-light operation and provide energy at night.
C. Environmental Monitoring
Our studies reveal great similarities between environmental and system or network monitoring provided by Zabbix, Nagios, or SNMP which track the status of system or network components. Monitoring is implemented as a periodical query for the status of a certain unit. The received time-based information (t, value) is transmitted to a central database and stored as the timebased relation for future use such as network administration, management, or planning. Environmental monitoring is similar, because it also requires periodical information about the environmental system state 4 (i.e., periodical measurements through sensors). Received data shall be stored for example in a hydrogeological database. In such a case, the hydrogeological modeler accesses the database to get information required for providing hydrogeological forecasting on the system state in the near future.
We integrated Zabbix [11] with our mesh network. Zabbix fully implements our requirements. It is a client-server infrastructure for remote monitoring, which uses TCP/IP for the client-server communication. As a long lasting project in the open source community, it serves a large number of users. Moreover, it is extensively tested and well documented software. It therefore allows us to quickly configure all the necessary operations required by hydrogeomonitoring.
We have a Zabbix agent installed on every node in the network. It responds to monitoring queries initiated by the Zabbix server, which in our case resides on the Gateway. Normally, a Zabbix server reads out predefined parameters (e.g., traffic on interfaces), but it also supports user-defined commands to monitor user-specific hardware components. This is good, because we implement "drivers" as remote commands to support every currently deployed sensor hardware.
Every node in the network possesses drivers to all deployed sensors. When a sensor is physically installed on a given node, we configure the Zabbix server to collect environmental information from the specific resource e.g., node, bus (i.e., USB, serial port), through a specific driver (remote command). This allows us to periodically check environmental sensors and transport readings to the gateway. For future use, the data are stored in the environmental database (c.f., Figure 1 ).
D. Computational Cloud Infrastructure
Generally, running environmental simulations is computationally expensive. New methods in hydrogeological modeling, such as the real-time EnKF, amplify workload even further by simultaneously running a large number of differently parameterized models. As models gradually deviate from the real system with time, the models require initial system states to be adapted and parameters to be recomputed, in order to sustain providing accurate predictions. This is a huge effort, which requires enormous computational power [12] . We therefore decided to migrate environmental modeling into the cloud environment. In the cloud, the end-user can run a large number of parallel models, whereas one model occupies a single working machine (VM). This would then allow us to compute many models in a reasonable time and therefore use them to provide system state predictions of good quality. It is worth noting that the EnKF is easily parallelizable, because it only requires distributing completely independent workers among VMs.
Initially, when the service does not exist, the Infrastructure as a Service (IaaS) cloud plays the key role as it manages low-level cloud infrastructures. The longer term benefit is in assisting researchers to leverage IaaS architectures and to help them develop Platform as a Service (PaaS) and Software as a Service (SaaS) services to support their own communities. We use the Swiss Academic Compute Cloud (SwissACC) cloud infrastructure [13] based on OpenStack, which provides a highly scalable distributed computing infrastructure for academic research. The OpenStack platform provides us with the API to develop a highly scalable distributed computing infrastructure. In the cloud, we have deployed a leader machine, i.e. the Manager, responsible for orchestrating all other elements. The Manager spawns working VMs for newly launched computing instances and provides monitoring functions among VMs. The end-user only has a toplevel view of the whole system and communicates with the Manager through the web interface. As cloud data storage we use an AWS S3 compliant ObjectStore 5, 6 . The ObjectStore is used for storing input, output, and 5 http://aws.amazon.com/s3/ 6 RADOS REST interface used by the SwissACC ObjectStore.
other temporary states used for the communication among distributed units in the cloud. This general architecture allows us to run generic environmental applications such as the EnKF, in which workload can be easily distributed among several parallel working instances. In Section III, we provide a detailed description of the system in which the HGS application is deployed on workers and used for hydrogeological modeling.
III. THE HYDROGEOSPHERE USE CASE The previously described top-level architecture matches the needs of the hydrogeological application, because multiple independent instances of HydroGeoSphere can be distributed among cloud workers (VMs). In our case, the Ensemble Kalman Filter shall be used to compute a large number of environmental simulations for the Emmental region. Subsection III-A provides the work-flow diagram of our system, in which we concentrate on interactions among distributed elements, while in Subsection III-B we provide the description of the data flow including descriptions of input and output.
A. Work-flow diagram
Our cloud-based solution contains 3 main modules of different functionalities (c.f., Figure 2) . a) User Interface: the user interface allows endusers to browse and download available computed models and upload new models for processing.
b) The Object Store: exposes the S3 interface; it is a container wherein both input models and computed results are stored. As there is no direct interaction between the user interface and the computing unit, the object store is also a synchronization point between these two.
c) The Cloud Task Manager (CTM): it is responsible for processing new models uploaded to the Object Store. It performs a broad range of operations such as spawning VMs, providing input references, monitoring currently running VMs, or shutting down machines. The CTM periodically queries (e.g., every 1 minute, which should be insignificant in comparison to the model run of around 3-4 hours) the ObjectStore for new models uploaded by the user. When new models are found, the CTM launches new simulations on available or newly created VMs. The CTM supervises progress of all running simulations as well as the lifecycle of the corresponding VMs. When a new simulation is scheduled for processing, the CTM searches for an available HGS Virtual Machine (HGSVM). If no HGSVM is available, the CTM starts a new one (if possible due to resource constraints) by using the HGS Appliance Image (e.g., Linux flavor with the HGS binary and appropriate configuration for the cloud use). The HGSVM initialization process brings an additional delay, however, it is still insignificant in comparison to the application run-time. Finally, the CTM starts a new HGS instance on the available HGSVM. The simulation instance is provided with the URI (i.e., a reference to the ObjectStore) of the model scheduled for processing. When a simulation has been completed and there are no further simulations to run, the corresponding HGSVM can be terminated. To implement the CTM, we choose GC3Pie 7 which provides a cloud orchestrating logic. Due to the fact that Python is a high-level programming language, a robust CTM can be quickly deployed. We also want to keep the project implementation homogeneous in terms of necessary programming languages to possibly re-use already implemented modules. We therefore use Django-a Python framework to implement the web interface. As an advantage, we can easily share the ObjectStore Interface between the CTM and web interface. 
B. Data Distribution Diagram
In Figure 3 , we present the data distribution diagram of our distributed environment. To compute hydrogeological models, one requires various data coming from both static and dynamic resources. The terrain discretization model is fixed for a certain location, but environmental measurements are dynamic. Some environmental data is given through our sensing mesh, but other information is provided by external sources (e.g. FOEN 8 can deliver temperature and precipitation for a given region).
The end-user prepares input for a given task, which should then be computed by the HGS modeler. Some input should be assembled on-the-fly by specific data interfaces able to collect information from external sources (such as sensing mesh, FOEN, etc.). Our implementation of the dynamic interfaces is, however, still in progress, and currently the user has to manually prepare input by accessing content of the environmental database on the Gateway, copying the environmental data, preparing configuration files for the HGS application, and finally compressing all input as a compressed archive (.tar.gz). Then the user uploads the compressed archive containing the input files through the web interface to the ObjectStore. Notice that the CTM periodically looks for new tasks in the ObjectStore. When a new input is discovered, the CTM launches a new worker. The executing worker is provided with the link to the input file. It then accesses the ObjectStore, downloads the input file, uncompresses the archive, and starts a new instance of HGS. Once the work is completed, the worker uploads a compressed file with the computed model to the ObjectStore. Finally, the user can list the output bucket of the ObjectStore through the web interface and download requested result archives.
IV. RESULTS
Currently, we are running a hydrogeological sensing mesh in the Valley of the River Emme. The mesh network currently consists of only five nodes, among which three carry environmental sensors. For over a year now, environmental data collected by sensor nodes is uninterruptedly transmitted through the Zabbix infrastructure to the Gateway. We plan to significantly increase the size of our sensing mesh in the near future. The installation of new nodes should be straight forward due to auto-configuration mechanisms deployed on our nodes (c.f., Subsection II-A).
We have implemented the web interface in Django and the CTM based on the GC3Pie framework. Access to the ObjectStore is provided through the S3 driver, however, to simplify our application we use an existing storage back-end module for DjangoDjango-storages. We also adapted the HGS binary to operate on a selected cloud Linux flavor. Notice that the CTM deploys a running instance of the VM, which in our case works on the Ubuntu 12.10 Linux distribution. Such a VM contains a working copy of the HGS application, which has to be compatible with the operating system architecture on-board. Currently, we do not implement any external data sources. The end-user has to manually create a compressed archive with the HGS configuration and upload it through the web page. In the future, the input data and archive generation for HGS will be automatically done through the EnKF software. The input archive provided is installed on the ObjectStore through the S3 driver. Once every minute, the CTM searches for new input in the input bucket. When possible (no quota exceeded, enough free resources in the cloud), the CTM allocates a new VM with Ubuntu. The VM goes to the ObjectStore and downloads the input archive through S3cmd. The archive is uncompressed and the VM's working instance of the HGS application is provided with input (notice that currently, we do not perform any checks on the consistency and correctness of the input file). The HGS application starts computing and works until the task is finished. Then the compressed HGS results are uploaded to the output bucket of the ObjectStore and the VM is released or terminated. The end-user can use the web interface to list and download output of his/her computation (c.f., Figure 4) . Currently, our infrastructure allows the user to deploy a large number of simultaneous HGS computing instances. The implementation of the EnKF requires more effort as all models have to be automatically verified against the measurements of the real system's state. Furthermore, predicted system states and model parameters shall be regularly adjusted over time, and statistical moments have to be computed over the ensemble of predictions for environmental forecasting.
V. CONCLUSIONS
Firstly, we designed a modular architecture that provides a quick integration of an easily parallelizable environmental computing application with a cloud computing environment. Secondly, we showed that the HydroGeoSphere application, which is used in the domain of hydrogeology, can be successfully run in a distributed way to the benefit of the hydrogeological community. The cloud proved that it can quickly distribute the load of many simultaneously computed models, thus it allows for computationally expensive modeling. As a future work, we shall implement onthe-fly integration of dynamic data sources and the environmental Ensemble Kalman Filter in the cloud environment. In such a solution, the main interest lies in the full integration of cloud infrastructure services (both computing and storage) for a high-throughput hydrological application with the objective of allowing for near real-time processing of sensor data.
