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 The new theory of Compressive Sensing allows wideband signals to be sampled at a rate 
much closer to the information contained within. This rate is much lower than the Nyquist rate 
required by Shannon’s sampling theory. This “Analog to Information Conversion” has allowed 
an outlet for already overloaded Analog to Digital converters [15]. Although the locations of 
frequencies can’t be known a priori, the expected sparseness of a signal can be. This is the 
circumstance that allows this method to be possible.  
 In order to accomplish this very low rate, there is some trade off in sampling rate 
reduction to computing load. In contrast to the uniform sampling in common acquisition 
processes, nonlinear methods must be used resulting in convex programming algorithms 
becoming a necessity to recover the signal. 
 This thesis tests this new theory using a Random Demodulation data acquisition scheme 
set forth in [1]. The scheme involves a demodulation step that spreads the information content 
across the spectrum before an anti-aliasing filter prepares for an Analog to Digital converter to 
sample it at a very slow rate. The acquisition process is simulated using a computer, the data is 
run through an optimization algorithm and the recovery results are analyzed. Finally, the paper 
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I.  INTRODUCTION 
In 1949, Claude Shannon proved a sampling theorem stating that a periodic bandlimited 
signal must be uniformly sampled at a rate no less than twice its highest frequency.  This 
sampling rate is known as the Nyquist rate, named after Harry Nyquist for similar findings in his 
work in telegraph transmissions at Bell Labs in 1928. The Shannon sampling theorem has been 
a truth to modern signal processing.  It is used in basically all realms of communication and data 
acquisition from audio to video to even medical x-ray imaging. As technology has progressed, 
computers have found their place in communications, and with them, digital signal processing 
(DSP) has opened a new door of possibilities. And at the heart of DSP is the analog to digital 
converter (ADC), bridging the gap between the past and the present.  The ADC too finds its 
functional restrictions tied back to Shannon’s sampling theorem. And due to newer 
technologies, such as radar detection and wideband communications, the ADC architecture can 
no longer reach the Nyquist rate needed to meet these high demands.   
Waiting around for ADC technology to catch up to new applications could take many 
years. And even with an adequate ADC, the enormous amount of data would overload the 
typical computer trying to process the information. For example, “sampling a 1GHz band using 
2 GSamples/s at 16 bits-per-sample generates data at a rate of 4GB/s, and is enough to fill a 
modern hard disk in roughly one minute” *1+.  Despite the high sampling demands of these 
applications, much of the time the transmitted information is far less. In fact, “as our modern 
technology-driven civilization acquires and exploits ever-increasing amounts of data, ‘everyone’ 
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now knows that most of the data we acquire ‘can be thrown away’ with almost no perceptual 
loss” *2+. Someone less familiar to communication theory might ask why just the part of the 
signal that is needed isn’t sampled.  Although this question may seem ridiculous, it can be 
somewhat answered thanks to a new field known as Compressive Sensing (CS) [2], [3], where 
an ADC’s sampling rate corresponds much closer to the signal’s information rate. While CS 
seemingly shoots down Shannon’s theorem by sampling at a much lower rate than required, it 
does not break it. And as will be shown in this thesis, it merely bends it a little. There are, 
however, some rules to what signals can use CS. In order to sample below the Nyquist rate and 
for CS to be successful, the signal must be compressible by some transform such as Fourier or 
wavelet. This is the reason for the name, ‘Compressive Sensing.’  
The realm of compressive sensing encompasses a vast area of applications. Already, the 
relatively new theory has been put to use in computer graphics, integrated circuits, surface 
metrology, astronomy, radar, geophysical analysis, biosensing, imaging, and communications 
[5]. This paper will focus primarily on the communications area and more specifically on the 
DARPA funded analog-to-information (AIC) research performed by Rice University and Michigan 
University that uses CS [6].  As stated before, it appears unrealistic that a small number of 
samples, as relative to the Nyquist rate, can obtain all the information necessary to consistently 
and completely reconstruct a signal. Therefore, the objective of this thesis is to prove that this 
new area is indeed valid and at the same time discover and understand its limitations. 
Rice University’s Random Demodulation (RD) was chosen as the vessel to test the AIC 
implementation. In this scheme, the analog signal is multiplied or modulated by a “pseudo-
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random maximal-length PN (positive / negative) sequence of +/- 1’s.” This is called the 
“chipping sequence pc(t).” It has to have a maximum frequency at or above the Nyquist 
frequency. The modulated signal is then passed through an anti-aliasing filter before being 
sampled at a fraction of the Nyquist rate. In the work presented here, the sampling was a 
computer simulation of the physical ADC. The transform, in this case the Fourier, was then 
input into the same system to create a mapping matrix that made the recovery process possible 
[1]. At that point, recovery was achieved through the mapping matrix and the samples of the 
original signal forming an optimization problem, also known as Basis Pursuit (BP) [4]. This BP 
problem was solved using well known linear programming methods. For this thesis, the Simplex 
method as outlined in the 2007 edition of Numerical Recipes was used [7]. 
Upon completion of the above implementation, the Random Demodulation scheme and 
the CS framework were successful in under-sampling signals being able to get all the required 
information back out upon recovery. In the case of very sparse signals without the presence of 
noise, the RD was able to completely recover all information. The sampling rate needed is 
directly related and determined by the information contained in the signal. In this AIC case, the 
information is the frequency content. So the number of frequency components primarily 
determines the sampling rate needed to fully recover the signal. The AIC even performed well 
in the presence of considerable noise. But as will be seen, there are limitations as to how far 
this new method can be pushed. And it should also be noted, as an intuitive reader may have 
already noticed, that some foreknowledge of the signal to be sampled is needed. Just as an FM 
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tuner must be made to search for a set range of frequencies, the AIC must be designed to meet 
a specific application. 
The remainder of this thesis is organized as follows. First in Section II, a background of 
CS and how it works will be presented. This knowledge will then be applied to the AIC research 
in question. Second in Section III, to meet the intended objective, an in-depth review will be 
done of the AIC using the Random Demodulation process. Third in Section IV, a close look will 
be taken of how the Random Demodulator was simulated. Then in Section V, the Simplex 
recovery algorithm used will be reviewed and explained. Next in Section VI, all the results from 
the simulation for this thesis will be examined and the performance and limitations will be 
discussed. And last, it will be concluded in Section VII.  
II. COMPRESSIVE SENSING 
 The area of compression has proven that not all the data gathered is needed to 
represent the information present. Most are familiar with JPEG compression that turns 
Megabytes of input data into Kilobytes to be saved without much, if any, perceptual loss. Thus, 
the information contained in the signal is often much smaller than the data produced by 
sampling at the Nyquist rate. With this in mind, Compressive Sensing attempts to combine the 
data acquisition process with compression knowledge to gather only enough samples to 
represent the information carried in the signal or image [8]. Basically, CS “translates analog data 
into already compressed digital form” *10+. The underlying requirement for success is a 
compressible signal. The Fourier basis is often the first to come to mind due to its popularity for 
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communication signals, but there are many ways to compress all sorts of signals and images 
that can suffice such as wavelets, spikes,  or even tight frames including curvelet or Gabor 
representations [2][10]. Basically, most “natural” signals have a brief depiction when converted 
to an expedient basis [8]. “The idea of having a basis function is that any signal can be described 
as a weighted sum of a family of functions” *13+. That is, a signal made up of nearly all nonzero 
values can be compressed down to a very small number of nonzeros by representing it 
differently. This is clearly evident in the common example of a single tone sinusoid in the time 
domain reduced to a single spike, or nonzero, in the frequency domain. 
 With a compressible signal a new and more specific term is born, “sparsity.” The signal is 
considered sparse if it rapidly decays to zero with the coefficients of the transform basis sorted 
from highest to lowest [8]. Of course, this is relative to the total number of samples or pixels 
used to represent the signal or image.  The reason such a signal is compressible is due to being 
well approximated despite using only a very small percentage of the coefficients [1]. Hence, 
sparsity dictates how much reduction can be achieved in transform based compression tools 
[2][10]. And it was through the advancement of these tools in DSP that helped lead to the 
development of CS. 
 Understanding that the Nyquist rate is a hard rule for acquiring any signal without any 
knowledge a priori, Candes, Romberg and Tao set out to form a new protocol for data 
acquisition [3]. At the heart of this protocol is the sparsity of a signal. For it was through sparsity 
that the efficiency of acquiring a signal “nonadaptively” is achieved *8+. Their suggested 
nonadaptive method for acquisition was through random sampling.  Following this step, a 
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convex program was formed and solved almost always recovering the signal assuming the 
required sampling rate per information content was chosen. This groundbreaking paper on CS 
also perfected the minimization of the l1-norm as the optimal process for decomposing this 
undersampled signal or solving the convex program [3]. This recovery method can be traced 
back to Santosa and Symes’s 1986 paper on reflection seismology. In this work, the 
minimization of the l1-norm was used to recover sparse spike trains indicating meaningful 
changes between subsurface layers [8], [9]. The undetermined linear problem to be solved 
came to be known in the CS community as the Basis Pursuit (BP) [4].  This underdetermined 
linear algebra problem,  
(2.1) , 
is solved for ; where  is the vector of transform coefficients, y is the sampled signal and  is 
the mapping matrix.  
 The nonadaptive signal acquisition method used by Candes, Romberg and Tao is based 
on random sensing. It is the “idea that one can use randomness as a sensing mechanism.” The 
random sampling took a small amount of data randomly and success was based on the signal’s 
“structural content”. This work was concluded with a profound statement that would bring a 
new CS term to the forefront, coherency. “The relationship between the number of nonzero 
terms in B1 (the signal) and the number of observed coefficients depends upon the incoherence 
between the two bases.” It was through David Donoho’s early work on uncertainty principles 
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and decomposition that this phenomenon was discovered [3]. It is this idea of coherency that 
links a new requirement to the CS framework – proper choice of sensing method.  
 In any Compressive Sensing application, there are two orthobases for each acquired 
signal. One basis Φ is used for sensing the signal and the other Ψ is used to represent the signal. 
In other words, Φ is the sampling method used and Ψ is the transform basis representation. To 
relate these terms to the mapping matrix mentioned in (2.1), V*=ΦΨ. Note that the use of V* 
will be discussed further in Section V. The coherence between the two orthobases is 
(2.2)  , 
where n is the number of elements in each orthobase. The coherency of a CS system is basically 
just the maximum correlation between any two members of Φ and Ψ. If the two have similar or 
correlated “elements” then the coherence is large. Likewise, if they are not alike or 
uncorrelated, then the coherence is small. More insight reveals that . The 
upper bound is based on the product of any two elements  being less than or equal to 
1. The lower bound is due to Parseval’s relation that for each j, . 
The requirement for optimal success in CS is that the coherence be small. It is due to this that 
the relation is often referred to as “incoherent”. “Incoherence extends the duality between 
time and frequency and expresses the idea that objects having a sparse representation in Ψ 
must be spread out in the domain in which they are acquired, just as a Dirac or a spike in the 
time domain is spread out in the frequency domain, put differently, incoherence says that 
unlike the signal of interest, the sampling / sensing waveforms have an extremely dense 
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representation in Ψ” [8]. For µ to be minimized at 1, each of the “measurement vectors” (rows 
of  in matrix form) have to be uniform or “spread out” in the Ψ domain. [11] 
 With incoherency in mind, choosing the right sensing mechanism for the desired 
transform representation is crucial. And with this we complete a full circle of reasoning bringing 
back the idea of randomly sampling. The reason for random sampling is due to the inherent fact 
that it is incoherent with most any transform basis. “By extension, random waveforms () with 
i.i.d (independent and identically-distributed) entries, e.g. Gaussian or +/- binary entries, will 
also exhibit a very low coherence with any fixed representation Ψ“. And then this relationship 
directly affects the number of samples needed to fully recover the signal. Thus, the CS 
framework states that for m measurements in the  basis taken uniformly at random, if 
(2.3) , 
then the convex program can be solved with “overwhelming probability” *8+. This is assuming a 
K-sparse signal, n discrete values, sampled at a rate producing m samples and also with a 
positive constant C. The purpose of coherence is obvious; the less the coherence, the fewer 
samples are needed. And according to the equation above, if the coherence is at a minimum, it 
takes only K log n samples. And surprisingly, it doesn’t matter which set of m coefficients are 




 Now understanding the sensing system, the convex program of CS is where all the 
‘work’ is done. In Candes, Romberg and Tao’s foundation paper, two solutions to the 
optimization problem were suggested. They were  
(2.4)   
and                                             (2.5)       
assuming                                             (2.6)     . 
Note that the  function (2.4) is just the number of nonzeros in α while the -norm is 
the . It was stated that the “key result” of their paper was that the solutions to (2.4) and 
(2.5) were “equivalent for an overwhelming percentage of choices,” but that (2.5) recovers the 
signal “exactly” and with a high likelihood assuming K log n samples are taken [3]. Normally, 
solving a  function demands “combinational optimization”; this means it searches for all 
subsets of m samples looking for one that meets the  requirement [2]. To solve this 
would be too taxing to compute *12+. Besides, if (2.4) has a “sparse solution”, (2.5) will solve it 
[2]. In other works the -norm, 
(2.7) , 
 has also been suggested due to its use on inverse problems of this nature. Equation (2.7) is 





Figure 2.1: Recovery of Sparse Signal Using -norm and -norm [8] 
solution leading to many nonzero values not in the original signal [14]. Figure 2.1 shows this as 
well as the performance of the -norm on the same problem.  
 Due to the computationally extensive nature of -norm optimization method, other 
suggestions have been made for signal recovery in CS. Among them are greedy pursuits, frames 
or the -norm, matching pursuits, and the best orthogonal basis [4] [12]. The advantages and 
disadvantages of all but the greedy algorithms are weighed in [4]. The greedy algorithms are 
wanted for their “computational profile” and tend to be used for very large scale problems *12+. 
The mainstream CS group has mainly adopted the -norm convex optimization and the Basis 
Pursuit. Although some have ventured down these other possibilities, the current framework is 
built around the -norm. Emamnuel J. Candes petrified this when he wrote that the “ -
minimization succeeds nearly as soon as there is any hope to succeed by any algorithm” *10+. 
The Basis Pursuit and putting the -norm in the form of a linear program will be discussed 
further in Section V [4]. 
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III. RANDOM DEMODULATOR BACKGROUND 
 The data acquisition process used in Compressive Sensing is a system of “nonadaptive 
linear projections that preserve the structure of the signal” *14+. For the purpose of this thesis, 
Rice University’s Random Demodulator sensing scheme was employed [1], [12], [15], [16]. 
Figure 3.1 shows a block diagram for the nonadaptive sensing system. The signal, x(t),is 
multiplied by a “chipping sequence,” pc(t), which alternates between -1 and 1 at the Nyquist 
rate or higher. This is the demodulating phase since the convolution in the frequency domain 
“smears the tones across the entire spectrum” *12+. The altered signal is then sent through an 
anti-aliasing filter, Figure 3.3, which prepares the signal for the ADC. The ADC then samples at a 
fraction of the Nyquist rate. Notice that the filter has a bandwidth set at the sampling interval, 
Ts. The chipping sequence spreads the information of the signal out so that it is not destroyed 
by the lowpass filter [1]. In essence, the demodulation step preserves the content by ensuring  
that “each tone has a distinct signature within the passband of the filter”. And since there are a 
limited number of tones present due to the sparsity requirement, the information can be 
descrambled [12]. This overlaying of tone signatures can be seen in Figure 3.4 in which two 
unique signatures representing two tones can be seen. 




Figure 3.2: Chipping Sequence, pc(t) [16] 
 
 
Figure 3.3: Anti-aliasing Filter, H(f) [16] 
 
 




 Matching up with the Compressive Sensing framework, the Random Demodulator then 
stores the acquisition process or sensing method and the transform to a mapping matrix, V*. 
That is,  
(3.1) , 
where Φ senses the signal, Ψ  represents the signal as a set of  coefficients, and it is all stored 
in V*. The sensing system, Φ, is the Random Demodulator in Figure 3.1; while Ψ is the Fourier 
Transform, 
(3.2)   
with                                                   (3.3)      
In order to find the mapping matrix, the output, y[m], from the Random Demodulator is 
examined. That is, the convolution and demodulation and then sampling at interval M, yields 
(3.4)  
Now, substituting (3.1) into (3.3) results in 
(3.5)  
The resulting (3.4) is then put in matrix form by separating the mapping matrix from the 





Figure 3.5: Random Demodulator Hardware Implementation Block Diagram [1] 
 
The similarities between (3.5) and (3.3) are intentional as the Fourier transform basis, , is 
input into the same sensing system with the results recorded in V* [1]. 
The whole premise to AIC is the replacement of the ADC hardware with a new 
nonadaptive architecture. In order to prove this, Rice made an analog hardware 
implementation. The block diagram for this can be seen in Figure 3.5. The chipping sequence 
was built using a “10-bit Maximal-Length Linear Feedback Shift Register”. It has the “benefit of 
providing a random sequence of +/- 1 with zero average while offering the possibility of 
regenerating the same sequence again given an initial seed” *1+. The repeatability is needed for 
reproducing the effect of the system when the transform, , is input to get V* for the recovery 
algorithm. The lowpass filter and Low-Rate ADC are common off the shelf components. When 
compared to hardware implementations of random sampling, the Random Demodulator has 
several advantages. Among these, the uniform sampling done by the RD is much easier to 
perform and is not dependent on a small error in sampling time. And the signal to noise ratio 
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(SNRdB) in the measurements is much higher than the samples taken by random sampling 
schemes [12]. 
 The Rice research used an algorithm that utilized the Iteratively Reweighted Least 
Squares method for the l1-norm optimization [12]. With this in place, the sampling rate,  
(3.7)  
was empirically derived. In (3.7), R is the lowest required sampling rate to achieve reliable 
reconstruction while K is the number of frequency spikes and W is the Nyquist rate of the 
sparse signal. The results matched the “phase transition threshold that Donaho and Tanner 
calculated for compressive sensing problems with a Gaussian sampling matrix” *12+, *17+. The 
intent of their testing was to determine the necessary sampling rate R to completely 
reconstruct the K-sparse signal. In experimentation 500 trials were done, and in order for the 
test to be a success, there could be no more than 5 failures for any combination of R, K and W. 
That is, a 99% probability of success must be reached before recording a successful 





Figure 3.6: Rice’s Sampling Rate Versus Signal Bandwidth Rate [12] 
 
The testing began by examining the connection between the bandlimit W and the 
sampling rate R needed to achieve successful recovery. Figure 3.6 shows their results for a 
signal with 5 frequency spikes with the Nyquist rate varying from 128 to 2048 Hz. “The variation 
about the regression line is probably due to arithmetic effects that occur when the sampling 
rate does not divide by the bandlimit.” The conclusion, seen easily in the figure, is that for a 
fixed K-sparse signal, the sampling rate required only grows logarithmically as the Nyquist rate 
increases [12]. 




Figure 3.7: Rice’s Sampling Rate Versus Sparsity [12] 
 
Figure 3.7 shows this result with a fixed chipping sequence rate of W=512 Hz while the 
frequency content K varied from 1 to 64. “The regression lines from these two experiments 
suggest that successful reconstruction of signals from Model A (their setup) occurs with high 
probability when the sampling rate obeys the bound” set forth in (3.7). It is also noteworthy 
that in both figures the y-intercept is not zero, meaning that there is some minimal number of 
samples needed before success is available [12]. 
Last, they studied the “threshold that denotes the change from high to low probability 





Figure 3.8: Rice’s Sampling Efficiency Versus Compression Factor *12+ 
 
factor,” R/W, is the measurement of sampling rate over the Nyquist rate. This term can be 
expressed as the “improvement” over the existing sampling theory as viewed in fraction form, 
in other words, sampling at a fraction of the Nyquist rate. “Sampling efficiency,” K/R, represents 
the number of samples needed to represent each frequency tone. Figure 3.8 shows their results 
for this experiment. The individual pixels in this figure represent the probability of success for 
each one’s respective parameters K, R, and W. The lighter the pixel, the higher probability is for 
recovery [12]. For evaluation, they compared the Random Demodulator to a target system that 
obtains sensing measurement matrix by drawing independently from a Gaussian distribution. 
As the sensing matrix grew, the l1-norm minimization methods experienced a definite 
transition from success to failure. The solid line in Figure 3.8 denotes this transition [12], [16].  
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Figure 4.1: Simulation Program File Flow 
IV. RANDOM DEMODULATOR IMPLEMENTATION 
 
 In order for this thesis to demonstrate the validity of the CS theory, the Random 
Demodulation process performed by Rice University was simulated. That is, the analog data 
acquisition process was replaced with an over-sampled digital representation. The object 
oriented C++ language was chosen to perform this simulation due to its computational speed 
and extensive libraries. With the complexity of the l1-norm reconstruction algorithm loading 
down any modern computer, a decision was made to keep the reconstruction algorithm and 
the Random Demodulator simulation separate.  
As can be seen in Figure 4.1, the RD simulation outputs a n x m mapping matrix and the 
vector of samples, y, to files. The files are then, in turn, input into the Simplex algorithm to form 
a solution if available. For extensive testing, numbers were appended to the filenames to allow 
for massive amounts of data, approximately 4 GB of text files for each test, to be output from 
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one program to the other. Also due to computational load consideration, the size of the 
simulated continuous time signal to be sampled was restricted to only 1024 double precision 
elements representing one second of the sparse signal. The reasoning behind this restriction 
will become much more evident in the next section when the algorithm is discussed. However, 
due to this and the uniform sampling simulating the low-rate ADC, only certain sample sizes 
could be used in simulation. For example, the largest sample size without taking all the samples 
is 512 samples or every other one. The next largest sample size available is every third sample 
or 341 samples. This limitation can be seen in the results in Section VI.  
 The object oriented characteristic of C++ allowed for the Random Demodulator to be 
coded as an object. This made memory allocation and calling the same function with different 
parameters much easier to organize and run. Figure 4.2 shows the data flow diagram of the 
simulation. As mentioned before, one second of continuous time was used in simulations. This 
allowed for an easy Hz representation when examining the frequency information of the signal. 
Among other considerations was the method for representing the chipping frequency. The rand 
function available in the C++ libraries was used since it allowed for zero mean and the capability 
to be seeded. The anti-aliasing lowpass filter was simulated using an approximation of a 




was used to smooth the signal to  Hz and below. Ts is defined as the period between samples 
or the reciprocal of the sampling frequency fs, . Then a difference equation,  
(4.2)  
applies the filter to the input with in[i] for the input vector, out[i] for the output and where  
4.3)  
This approach using a difference equation offered a considerable advantage in processing time 
and memory usage as compared with using convolution. This on account of convolution 
implementations requiring both the input vector and filter vector to be saved to memory and 
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Details provided in Figure 4.3
 






 After obtaining m samples, the Fourier transform was input into the same system to 
obtain the mapping matrix, V*. To do this each of the n elements of the summation in (3.2), was 
an input to the system with the results saved in m rows of each respective n column of the 
matrix.    
Gaussian noise was also added to the signal to simulate an ADC being used on a real 
world continuous time signal in the presence of noise. The amplitude of the additive noise was 
formed based on an optional SNRdB input to the RD simulator. Then using   
(4.4)  
with the signalRMS calculated, the amount of noise needed to achieve the needed SNRdB was 
added. The SNRatio routine that creates the noise and the rest of the Random Demodulator 
object can be seen in Figures 4.3 and 4.4.   
System () SNRatio () Randn_notrig () SaveFiles () MakeFilename () runCheck () convolve1D () Graph ()
- sets up input signal with freq content
- adds noise to SNRdB level needed
- creates randomly generated (rand) chipping sequence to required freq
- multiples input by chipping sequence
- convolves result with RC lowpass filter
- samples LP result using required sampling freq
- stores result to y vector (sends to be output to file)
- performs same process (starting with multiplying by the chipping
  sequence) with an input as the Fourier Transform. The FT summation
  is stored as a column in the m x n mapping matrix and each row of each 
  respective column is populated as an output of the system.
- stores result to V* matrix (sends to be output to file)
- uses Randn_notrig to create 
  Gaussian distributed random noise
- calculates signal RMS and uses this 
  to create additive noise to meet a 
  specified SNRdB
- appends numbers to specified 
filenames
- saves output files for specified 
filenames
- checks that FFT multiplied 
by signal 
  returns samples
- auto scaling graphing 
- graphs all needed 
outputs 
  with correct graph 
names
- performs 1D 
convolution
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See Figure 4.2 for continuation
See Figure 4.2 for continuation  




 The outputs from each stage of the Random Demodulator simulation have been 
provided in Figures 4.5 – 4.9. The example that produced the outputs given was an input 
continuous time signal with a 10 SNRdB and 5 frequency spikes. The spikes were located at 1, 2, 
3, 4 and 256 Hz respectively. Following the RD constraints, the chipping sequence was chosen 
to be at the Nyquist rate, 512 Hz. The sampling rate of the ADC simulation was set to 100 Hz, 
approximately 1/5 the Nyquist rate. Several things are evident by the output graphs. To start, 
the noise discussed in the previous paragraph can be clearly seen in the continuous time 
signal’s representation in the frequency domain, Figure 4.5. Next notice the chipping signal and 
its frequency content in Figure 4.6. The spread out characteristics of the signal allows the signal 
to be “smeared” across the spectrum when it is multiplied by it in the Demodulation step. 
Figure 4.7 shows this effect. Then in order to avoid aliasing, the demodulated signal is passed 
through a lowpass filter. The smoothing done by the filter as well as the frequencies allowed to 
pass through can be seen in Figure 4.8. Then last, the ADC simulation samples the random 
demodulated signal at 1/5 the norm required by Shannon’s well known sampling theorem. 
 To assure that the simulated RD had packed all the data into the mxn mapping matrix V* 
and the vector of samples y accurately, a checking function was provided. This checking 
function took the Fast Fourier Transform (FFT) of the input signal and then multiplied it element 
































V. RECOVERY ALGORITHM IMPLEMENTATION 
 Random sampling and the Random Demodulation process are creative ways to under-
sample signals, but without an advanced recovery algorithm everything up to this point is 
useless. The forefathers of Compressive Sensing have led the way with the l1-norm method 
solving the optimization problem mentioned in (2.1). The goal is to “search for an amplitude 
vector that yields the same samples and has the least l1-norm” *12+. 
For this thesis, a form of G. B. Dantzig’s Simplex method was used to perform the l1-
norm minimization. The method, published in 1948, is well known in the math community [7]. 
In words, the Simplex method forms an initial basis as a solution to the underdetermined linear 
problem. Then one step at a time, variables or columns are swapped in and out of the basis 
choosing the swap that minimizes the “objective function” the most. As one would imagine, the 
objective function is the function to be minimized. When no other swaps exist that will improve 
the objective function, then the “optimal” solution has been achieved [4]. With this in mind, the 
details of the algorithm will be explored. 
This optimization problem focuses on minimizing the objective function,  
(5.1)  









where i is an integer from 1 to m [7]. Notice that (5.3) is made up of equalities and inequalities. 
Although the Simplex method is made to handle both types, the Random Demodulator only 
stores equalities. Therefore, the inequality portions of the algorithm will be omitted for this 
thesis.  
 In order to move freely amidst the complexity of the algorithm, some definitions must 
be established. A set of α1,… αn coefficients that meets the constraints in (5.2) and (5.3)  is 
called a “feasible vector”.  Hence, the feasible vector that minimizes the objective function is 
called the “optimal feasible vector”. It should be noted that an optimal feasible vector might 
not exist for one of two reasons. Either there are no feasible vectors and the constraints are 
contradictory; or there is no minimum. Variables that are included in the basis are called “basis 
variables” while those that are not are called “nonbasic variables”. New variables introduced by 
the algorithm will be called “artificial variables” with “zero variables” being artificial variables 
introduced for equality constraints [7].  
Now, the “Fundamental Theorem of Linear Optimization” is this. “If an optimal feasible 




Figure 5.1: Graphical Representation of the Concepts of Linear Programming 
 
statement explains some of the complexity of the algorithm. To explain, start by visualizing a n-
space of possible vectors. Then boundaries are imposed as constraints are introduced with each 
constraint representing a plane. With every constraint, the solution is moved onto 
“hyperplanes” of smaller sizes. Then when all the constraints are applied, there is either an 
optimal solution or there isn’t one. A 2D graphical representation of this can be seen in Figure 
5.1 with each axis representing variables and their amplitudes. “Since the feasible region is 
bounded by hyperplanes, it is geometrically a kind of convex polyhedron or simplex” *7+. This is, 
of course, where the method received its name. Since the objective function is linear, a nonzero 
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vector gradient exists. This allows the objective function to always be minimized by traveling 
down the gradient until hitting a boundary [7]. 
 “The boundary of any geometrical region has one less dimension than its interior. 
Therefore, we can now run down the gradient projected into the boundary wall until we reach 
an edge of that wall. We can then run down that edge, and so on, down through whatever 
number of dimensions, until we finally arrive at a point, a vertex of the original simplex. Since 
this point has all n of its coordinates defined, it must be the solution of n simultaneous 
equalities drawn from the original set of inequalities and inequalities” *7+. 
 With the mathematical principles discussed the steps of the algorithm can be 
introduced. The first step is to create artificial variables for every equality equation. In the 
Random Demodulator case, that means m artificial variables. So using (5.3), the algorithm 




Here,  are the zero variables added to the equality equations. The inputs to 
the algorithm are the constraint matrix V and the right hand side vector y. Since (5.3) is 
contained in V, the new zero variables are added in as new columns. The result is an m x m 
identity matrix added to the right side of V. The new m x (n + m)  matrix A formed contains both 
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the basic and nonbasic variables. The basis is the m x m portion of the matrix, AB, while the 
nonbasic columns are in AN. Just as the constraint equations contain basic and nonbasic values, 
the solution also contains both, [XN|XB]. With the Simplex matrix A in place, the next step is to 
find a feasible basic vector. This is basically a starting point for the whole process. It doesn’t 
really matter where it starts. It only has to be a possible solution. To achieve this, αN is set to 
zero. The basic solution is then given as 
(5.5) . 
To summarize, this means that at any given point in the algorithm the variables in AB are the 























Remove all m zero variables from basis.
Bring in m new variables from nonbasic 
variables.
(zero variables are not allowed to come 
back in basis) 
Set up Simplex matrix with V* input as AN, and 
AB filled with zero variables (artificial variables) 
Keep in mind that the columns represent 
variables and in this case frequency content in 
Hz. So a1 represents 1 Hz in the original AN 
portion of the matrix.
Form a new basic solution using new 
AB matrix
 
Figure 5.2: Graphical Representation of Phase 0 
 
 With the next step we enter Phase 0 of the Simplex algorithm by removing all zero 
variables from the basis. A graphical representation of Phase 0 can be seen in Figure 5.2. Zero 
variables are artificial variables that the algorithm introduced. They definitely aren’t part of the 
final solution, and it is due to this that they are marked and not allowed to reenter the basis. At 








Perform Phase 2 with auxillary objective function acting as objective function. 
(Return back to Phase 1 until all values of αB are positive.)
If there are any negative values in αB, then Phase 
1 is necessary, otherwise continue to Phase 2.
Create an auxiliary objective function to 
temporarily replace the overall objective function. 
Fill with zeros in locations of positive numbers in 









Figure 5.3: Graphical Representation of Phase 1 
 
 At this point, αB probably contains some negative numbers. It is at this step that we 
transition into Phase 1. In order to remove the negative numbers, an “auxiliary” objective 
function is created. It is defined as “minus the sum of all negative basic variables”. The 
algorithm then goes on to the minimization of Phase 2. This, in turn, minimizes the auxiliary 
objective function, driving the negative variables toward positives. After one iteration of Phase 
2, the algorithm returns and recalculates αB, repeating Phase 1 until αB contains only positive 
numbers. Figure 5.3 shows a representation this phase [7]. Be aware that Phase 1 uses Phase 2 
to complete its objective. Phase 2 will minimize whatever objective function input. 
 Phase 2 is the final and most complicated of the three phases. It encompasses the idea 
of “reduced cost”. Reduced cost is basically the “cost of changing a variable that is zero (not in 




was derived with αB
* representing the output that results by replacing a variable αk with the 
new variable acolk from outside the basis. The quantity  being subtracted from 
the original αB is the idea of reducing the cost of αB and thus, minimizing it. The reduced cost of 
αk is then given by 
(5.7) . 
This equation contains only the reduced cost info, not how it would improve if replacing a 
specific variable in the basis αk. Phase 2 uses (5.7) to calculate the reduced cost for all  not 
in the basis. If all  then the solution is optimal and the algorithm is finished. Otherwise, 
the entering column or variable is the k resulting in the most negative  [7]. 
 Phase 2 continues by deciding which variable of the basis to remove to allow variable k 
to enter. The “minimum ratio test” is the tool used to discover the leaving column. The ratio is 
. αB should already be calculated from the previous iteration of Phase 0. Otherwise, αB will be 
calculated at this point for Phase 2. The denominator of the equation is given as 
(5.8) , 
with i used to sort through columns of the m column basis. The variable with the minimum 
positive ratio is the leaving column. If there are no positive valued ratios, then the objective 
function is unbounded and no solution exists [7]. The work is now done and the exiting column 
















Minimum Ratio Test is done by calculating wi  for 
every variable (column) in the basis and then 
using it and a newly calculated αB to form a 
fraction. The smallest nonnegative ratio leaves 
the basis. If there are no nonegative wi ’s, the 
objective function is unbounded.
Note that acolk is the variable already picked to 
enter the basis. Basically, the algorithm is 
deciding where its reduction will help the most.
In order to find an entering variable 
(column) compute the reduced cost of 
each column in AN. Choose the k variable 
with the most negative µk. If no negative 





















The leaving column i is replaced by the entering 
column k.
Restart Phase 2 or return back to Phase 1.
AB
-1
(m x m)αB y(m x 1)
 
Figure 5.4: Graphical Representation of Phase 2 
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in the first step of Phase 2, when there are no more candidates variables available to enter the 
basis, the algorithm terminates with the optimal solution.  
 It is now important to discuss “degeneracy” in the Simplex algorithm. Nonbasic variables 
that are included in the basic feasible solution are all zero. However, if any basic variables have 
a value of zero, then the basis is considered to be degenerate. “Geometically, this situation 
corresponds in n dimensions to having more than n hyperplanes intersect at a vertex” *7+. The 
danger of this situation is that a swap can be made that does not improve the objective 
function or hurt it. This allows an iteration to take place without changing the objective 
function and introduces the possibility of “cycling” in the algorithm. In words, the algorithm 
continues exchanging the same group of variables for one vertex. The degeneracy problem 
usually doesn’t result in an unstable program. It merely stalls the program, but it can affect the 
program’s performance.  
The specific implementation of the Simplex method used in thesis was based on can be 
found in [20]. As with their implementation, the LUSOL package was used to perform the 
Bartels and Golub “LU decomposition”. These techniques take advantage of the fact that only 
one column is replaced in AB per iteration and saves the computational expense of 
decomposing AB by updating just L and U when a column is switched [7]. Another coding quality 
included was storing the mapping matrix as a sequence of nonzero numbers and saving the 
specific location of each nonzero in the original matrix using an integer vector. This storage 
scheme was implemented to mimic the Numerical Recipes NRsparseCol structure [7]. The 
implemented algorithm also kept track of which columns of the original matrix were currently 
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in the basis. In addition, another vector was used to track each column or variable’s current 
state. So each variable had a marker for in the basis, not in the basis or zero variable. A verbose 
mode was added that output the objective function summation and other values at the end of 
each iteration to allow the user to track progress of the algorithm. A screen output of this can 
be seen in Figure 5.5. 
   As an alert reader might have noticed, V that is input to the algorithm is not the same 
as V* that the Random Demodulator produced. The reason for this nomenclature is due to two 
transformations that affected how the mapping matrix was input into the Simplex Algorithm. 
The first transformation must always take place. It is the transformation from an l1-norm 
minimization into a linear program, 
(5.9)  ; ;  [2]. 
The main transformation of V* results in α being altered as well. This can be seen in the 
following matrix equation, 
(5.10)  
then  . 
The retrieval of the needed solution, α, is performed following the completion of the Simplex 
algorithm. The other transformation is a result of deciding to implement complex numbers as 
separate additional linear equations to the linear program. Since the mapping matrix V^ and 
the solution both have complex numbers of the form 
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with r and i subscripts representing real and imaginary numbers, the equations can be 
separated into real and imaginary parts. This gives 
(5.11)  and 
(5.12) . 
Then (5.11) and (5.12) can be written as a 2n x 2m set of real equations, 
(5.13) . 
Upon completion of the algorithm, the complex numbers were then reformed before the 
retrieval of α using (5.10). The entire process of both transformations before and after the 
algorithm is show graphically in Figures 5.6 and Figure 5.7 respectively. A data flow diagram of 
the Simplex program has been provided in Figure 5.8. The diagram shows the interaction of the 



















































(REAL AND IMAGINARY PARTS SEPERATION)
LINEAR ALGEBRA EQUATION
(V* and y are input into algorithm,























Solution to Simplex Algorithm







































































int colpiv(double[], int, double &);
int rowpiv(double[], int, int, double);










- runs processing loops according to type of experiment
- allocates memory for simplex.cpp  (calls multiple instances)
- initiates setup and checks output for correct freq recovery
- outputs freq content to be graphed by thesis program
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Figure 6.1: The Signal Before and After the Random Demodulator 
 
 
Figure 6.2: Recovered Frequency Components of the Original Signal 
VI. RESULTS 
A noise-free version of the signal shown in Figure 4.5 was sampled at 1/5 the Nyquist 
rate using the Random Demodulator and input into the Simplex algorithm with the 
specifications from the previous section. The signal before and after the Random Demodulation 
process can be seen in Figure 6.1 while the output of the Simplex algorithm can be seen in 
Figure 6.2. Notice that the signal frequency components were recovered exactly. This provides 
evidence that the Random Demodulator is an accurate method for acquiring a signal using 
Compressive Sensing and that the Simplex algorithm recovered the l1-norm minimization. With 
a working simulation, more detailed evidence can be compiled through more extensive tests. 
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The results of the signal in Figure 4.5 will be examined later in this section when noise tolerance 
is discussed. 
In order to compare this thesis’s findings with Figures 3.6, 3.7 and 3.8 from the Rice University 
research, similar experiments were performed. In the first test, the signal bandwidth was 
ramped from 24 Hz to 1024 Hz by steps of 100 Hz. At the same time, the number of samples 
taken by the Random Demodulator varied from five samples until the Simplex algorithm 
recovered the signal.  Unlike the Rice research, the frequency spikes were limited to only two 
spikes, one located at 1 Hz and one inducing the signal bandwidth. This number was reduced 
from the five in their experiment due to the time required to run the tests. This execution time 
issue will be discussed shortly. Figure 6.3 shows the data points for the successful recovery. 
Each point represents the samples required to recover a specified signal bandwidth. The 
empirical rate from [12] was included for reference. As can be seen in the figure, the same  
 





















bandwidth signal appears to be recovered using slightly less samples. This is most likely due to 
running the algorithm only once per data point instead of 500 trials per data point like the Rice 
research. The same performance was seen, however, with the number of samples growing 
logarithmically as the signal bandwidth increased. It should also be noted that the limitation of 
1024 elements to represent the continuous time signal restricted the signal bandwidth of the 
signal to 1024 Hz. This limit is due to the chipping sequence being required to be twice the 
highest frequency in the signal. Since the chipping sequence is multiplied by the original signal, 
it cannot contain more elements than that signal. And therefore, it cannot demodulate the 
signal’s content to the extent required by *1+.  
 The next test mimicked the comparison of frequency tones to sampling rate performed 
by Rice. For this test shown in Figure 6.4, the number of frequency spikes was increased from 5 
to 106 by increments of five. The signal bandwidth was set to 512 Hz just as in their tests.  
 
























Again, the limitation of 1024 elements for the continuous time signal was evident in the results. 
As can be seen in the figure, the limitation to sample sizes of 172, 256, and 341 resulted in 
obvious steps. 
The logarithmic line fit improves the results but is still a big jump when compared to all their 
data points being on the empirical curve. In order to give a more accurate comparison, last 
successful reconstruction of each sample size was examined while the rest of the successes 
were removed. Figure 6.5 shows the graph of this last successful reconstruction. It was a much 
more accurate representation of the performance of this simulation. This is due to the most 
right data points being a more impressive reconstruction with more frequency spikes 
represented by the same number of samples.  
 
























Figure 6.6: Execution Time per Nonzero Component (K) 
 
 Even with the adjustments the performance of the simulations lagged the performance 
of *12+. This difference is easily explained since different recovery algorithm’s were 
implemented. The important similarity is that both curves travel reasonably parallel to one 
another, both showing the CS recovery and sampling limitations. As mentioned before, the 
execution time was an issue when running the recovery algorithm. The time required to run the 
previous test was recorded. The results, as compiled on a machine with a 2GHz processor, can 
be seen in Figure 6.6. This execution issue helped drive the continuous time signal’s 
representation down to 1024 creating that limitation. Obviously speed was not the main 
concern when building the simulation.  Design decisions resulted in time performance being 
sacrificed. An example of this was the decision how to treat complex numbers. Using the 




















resulted in a “factor of 2 inefficient in time” *7+. This is the difference when just the 
replacement of complex numbers arithmetic and storage are considered, but it also has a 
bearing on the work done by the algorithm since the resulting matrix is twice as large. “The 
solution of a 2N x 2N problem involves 8 times the work of an N x N one” *7+.  
 The third test compared sampling efficiency to the compression factor as in Figure 3.8. 
For this experiment, the nonzero components were set to 10 while the signal bandwidth and 
number of samples varied. The bandwidth started at 10 Hz and the samples were allowed to 
increase from 10 to 40 until successful reconstruction occurred. Upon success, the bandwidth 
was incremented up 1 Hz and the same process was repeated. The test starts in the top right 
corner and zigzags diagonally until the first success hones it in on the transition between 
successful and unsuccessful reconstruction.   
 With these results in place, the successful reconstruction data points were extracted out 
and the rightmost points that shared a horizontal line with other points were removed, leaving 
the most successful recovery data to produce results. These results seem reasonable since it 





Figure 6.7: Sampling Efficiency Versus Compression Factor Graph 
trend line and the results can be seen in Figure 6.7. The figure shows a probable location of the 
phase division for this simulation.  
 As a final test, Gaussian noise was added to the continuous time signal and passed 
through the acquisition and reconstruction processes of the simulation. Using the “Spurious 
Free Dynamic Range” (SFDR) from *1+ as a scale, the performance in the presence of noise was 
determined. The 10 SNRdB signal from Figure 4.3 was input and the reconstruction can be seen 
in Figure 6.8. As can be seen in the figure, the frequency content is clearly differentiable from 
the spikes resulting from the input noise. This is, however, close to a threshold since the SFDR 
was only approximately 16dB. As a comparison, a 4 SNRdB signal was also simulated. Figure 6.9 




































SFDR = 16.12 dB
 
Figure 6.8: Reconstruction of Signal with 10 SNRdB 
 
 
SFDR = 7.66 dB
 




This performance is acceptable for the purpose of this thesis, however, there are more 
advanced techniques that have become a integral part of CS. 
 The most popular among these is called the Basis Pursuit De-noising (BPDN) [22], [4], 
[12], [10]. Since the l1-norm optimization problem attempts to solve for m linear equations it is 
clearly evident why a small variance in the samples can cause the recovery to degrade. The 
BPDN theory is to make the algorithm tolerant of noise by changing the problem to  
(6.1) . 
With this change, the algorithm is asked to allow noise up to a level of . The adjustment allows 
the reconstruction to “degrade gracefully as the measurement noise increases” *10+. 
VII. SUMMARY 
 This thesis explored the newly forming Analog to Information technology that is 
encompassed by the growingly popular Compressive Sensing framework [21]. It used a Random 
Demodulation implementation to test the new Compressive Sensing technique used to sample 
a signal at closer to its information rate than its bandwidth.  
 The Random Demodulator, data acquisition of the AIC, was built and tested as a 
computer simulation. In order to recover the under-sampled signal, the Simplex algorithm was 
used to accomplish the l1-norm minimization. Both programs were written in C++, utilizing 
existing libraries where possible.  
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 Overall, the simulation performed, recovering the input signal with reasonably close 
results when compared to [12]. A higher order lowpass filter could be the difference to 
decrease the gap between the results, as well as considering using a more modern algorithm 
such as the Interior Point Method outlined in [7]. The only real drawback to the simulation was 
the execution time, causing a scale back of the number of samples used to represent the 
continuous time signal. But this can be solved by rewriting the Simplex algorithm and LUSOL 
routines to use complex numbers. This would be done using “complex modulus substitutes for 
absolute value calculations” and replacing general arithmetic with complex arithmetic *7+.  This 
would allow for more extensive experiments and the capability to take in more data points. 
 This work can be broadened by increasing the reach of the AIC to include other classes 
of signals. “We encounter signals that contain nonharmonic tones or signals that contain 
continuous bands of active frequencies rather than discrete tones. Nevertheless, these broader 
signal classes can be approximated within our model using windowing techniques [12]. The 
BPDN can also be added to make the system more robust by allowing for more accurate 
recovery in the presence of noise.  
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