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論 文 内 容 の 要 旨 
 計算機による柔軟で自律的な情報処理を実現するためには、処理すべきデータの背後に潜む規則を、得られたデー
タをもとに計算機が自動的に学習するような計算原理が必要となる。そのような計算機による学習に関する研究分野
を機械学習という。本論文は、機械学習をモデルの精度と複雑さに関する多目的最適化問題とみなして進化型多目的
最適化法により複数モデルの学習を行うことについての研究成果をまとめたものであり、全７章から構成される。 
 第１章では、まず研究背景を述べ、本論文が取り扱う機械学習における問題点と、それに対する本論文の方針につ
いて述べた。 
 第２章では、多目的最適化問題を進化的計算手法により解くことの意義を示し、第３章では、非線形モデルである
ニューラルネットワークとその一種である RBF（Radial Basis Function）ネットワークについて解説した。また、
アンサンブル学習について概説し、精度と多様性の必要性について述べた。 
 第４章では、まず、モデルの複雑さに関するジレンマに起因するモデル構造の決定問題について述べ、これを考慮
した RBF ネットワークの進化型多目的最適化手法を提案した。また、数値実験により、精度と複雑さのトレードオ
フを考慮したモデル集合を構築できることを示した。さらに、提案手法により得られるモデル集合からアンサンブル
を構築できることを述べた。 
 第５章では、RBF ネットワークアンサンブルをパターン分類に適用することを考えた。アンサンブルメンバーの選
択法や出力の結合法の組み合わせによるふるまいの違いを、数値実験によって検証した。実験の結果、他の進化的ニ
ューラルネットワークのアンサンブル手法と同等以上の性能を示すことがわかり、提案手法の有用性が示された。ま
た、進化型多目的最適化において多様性を直接評価しなくても、複雑さを評価することで汎化能力の高いアンサンブ
ルが構築可能なことや、部分集合を選択することで、より少ないメンバーで性能の高いアンサンブルを構築できるこ
とが示唆された。 
 第６章では、非線形 ARX（Auto-Regressive with eXogenous）モデルを RBF ネットワークで表現することで、進
化型多目的最適化による RBF ネットワークのアンサンブルを非線形システム同定に適用することを考えた。数値実
験の結果、非劣個体をメンバーに用いることで全個体を用いる場合に比べ半分程度のメンバー数で同程度の性能を示
し、さらにデータの質が悪くなるほどアンサンブルの効果は大きくなるなど、アンサンブルの有用性が示された。 
 最後に第７章において、本研究を通して得られた成果をまとめ、今後の展望について述べた。 
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論 文 審 査 の 結 果 の 要 旨 
 計算機による柔軟で自律的な情報処理を実現するためには、処理すべきデータの背後に潜む規則を、得られたデー
タをもとに計算機が自動的に学習するような計算原理が必要となる。そのような計算機による学習に関する研究分野
を機械学習という。 
 本論文は、機械学習におけるモデルの複雑さに関するジレンマに起因するモデル構造の決定問題について考察した
ものである。具体的には、機械学習問題をモデルの精度と複雑さに関する多目的最適化問題とみなして進化型多目的
最適化法を用いた複数モデルを一度の試行で構築する学習法を示している。また、得られたモデル集合からアンサン
ブルを構築する手法を検討し、システム同定およびパターン分類問題へ応用している。これらの研究成果は、以下の
ようにまとめられている。 
 まず、モデルの複雑さに関するジレンマに起因するモデル構造の決定問題を詳説し、これを考慮した RBF ネット
ワークの進化型多目的最適化手法を示している。また、数値実験により、精度と複雑さのトレードオフを考慮したモ
デル集合を構築できることを示している。さらに、提案手法により得られるモデル集合からアンサンブルを構築でき
ることを述べている。 
 次に、このようにして得られた RBF ネットワークアンサンブルをパターン分類に適用することを提案し、アンサ
ンブルメンバーの選択法や出力の結合法の組み合わせによる振る舞いを、数値実験によって検証することにより、提
案手法が他の進化的ニューラルネットワークのアンサンブル手法と同等以上の性能を示すことを示している。 
 さらに、非線形 ARX（Auto-Regressive with eXogenous）モデルを RBF ネットワークにより同定する非線形シス
テム同定の問題に対して、進化型多目的最適化による RBF ネットワークのアンサンブルを適用することを提案し、
数値実験を通じて、非劣個体をメンバーに用いることで全個体を用いる場合に比べ半分程度のメンバー数で同程度の
性能を示し、さらにデータの質が悪くなるほどアンサンブルの効果が大きくなることを示している。これらにより、
提案手法の有用性が確認されている。 
 以上のように、本論文は、機械学習におけるモデル構造の決定問題に対して、進化型多目的最適化法を用いた複数
モデルを一度の試行で構築する学習法を示すとともに、得られたモデル集合からアンサンブルを構築する手法のシス
テム同定およびパターン分類問題における有用性を示している。 
 これらの成果は、計算機による知的な情報処理を実現するための機械学習へ寄与するところが大きく、よって、博
士（情報科学）の学位論文として価値のあるものと認める。 
