Decoding of linear space-time block codes (STBCs) with sphere-decoding (SD) is well known. A fast-version of the SD known as fast sphere decoding (FSD) was introduced by Biglieri, Hong and Viterbo. Viewing a linear STBC as a vector space spanned by its defining weight matrices over the real number field, we define a quadratic form (QF), called the Hurwitz-Radon QF (HRQF), on this vector space and give a QF interpretation of the FSD complexity of a linear STBC. It is shown that the FSD complexity is only a function of the weight matrices defining the code and their ordering, and not of the channel realization (even though the equivalent channel when SD is used depends on the channel realization) or the number of receive antennas. It is also shown that the FSD complexity is completely captured into a single matrix obtained from the HRQF. Moreover, for a given set of weight matrices, an algorithm to obtain an optimal ordering of them leading to the least FSD complexity is presented. The well known classes of low FSD complexity codes (multi-group decodable codes, fast decodable codes and fast group decodable codes) are presented in the framework of HRQF.
C ONSIDER an n t transmit antenna, n r receive antenna space-time coded Rayleigh quasi-static flat fading MIMO channel with full channel state information at the receiver (CSIR). The input output relation for such a system is given by Y = HX + N, (1) where H ∈ C nr ×nt is the channel matrix and N ∈ C nr×T is the additive noise. Both H and N have entries that are i.i.d. complex-Gaussian with zero mean and variance 1 and N 0 respectively. The transmitted codeword matrix is X ∈ C nt×T and Y ∈ C nr×T is the received matrix. The ML decoding metric to minimize over all possible values of the codeword X, is
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by letting the real variables x 1 , x 2 , ..., x K take values from a real signal set S, where A i are fixed n t × T complex matrices defining the code, known as the weight matrices. The rate of this code is K 2T complex symbols per channel use. The study of low ML decoding complexity STBCs started from Complex orthogonal STBCs (COSTBCs), [2] , [3] - [4] , which offer the least possible ML-decoding complexity -one that is linear in the constellation size. However, since the maximum rate of COSTBCs is low, several full-diversity, single-symbol-decodable (SSD) STBCs with rates larger than that of COSTBCs have been proposed [5] [6] [7] [8] [9] [10] . With the goal of improving the rate of STBCs further while trading off MLdecoding complexity, multi-group-ML-decodable STBCs have been proposed [11] - [16] . The information symbols can be collated into multiple groups and decoded separately in such codes. These STBCs have larger rates than both COSTBCs and SSD codes. However, none of these STBCs, with the exception of [11] and [13] , have a rate larger than 1 complex symbol per channel use.
To improve the rate of STBCs but to do so still having a low decoding complexity, another set of codes known as the fast decodable codes were introduced in [17] and further studied in [18] [19] [20] [21] [22] [23] [24] [25] [26] . Fast decodable codes have reduced SD complexity owing to the fact that a few of the variables can be decoded as single symbols or in groups if we condition them with respect to the other variables. A new code property called the block-orthogonal property was studied in [27] which can be exploited by the QR-decomposition based decoders to achieve significant decoding complexity reduction without performance loss. Codes exhibiting the block orthogonal property are called Block Orthogonal STBCs (BOSTBCs). These codes are a subclass of fast decodable codes but have lower average decoding complexity as compared to the general fast decodable codes. The properties of fast decodable codes and multi-group decodable codes were combined and a new class of codes called fast group decodable codes were studied in [28] . These codes are multi group decodable with atleast one of the groups also admitting fast decoding properties.
The quadratic form (QF) approach has been used in the context of STBCs in [29] to determine whether Quaternion algebras or Biquaternion algebras are division algebras, an aspect dealing with the full diversity of the codes. This approach has not been fully exploited to study the other characteristics of STBCs. In this paper, we use this approach 1536-1276/13$31.00 c 2013 IEEE to study the fast sphere decoding (FSD) complexity of STBCs (a formal definition of this complexity is given in Subsection II-B).
A. Hurwitz-Radon Quadratic Form
In this subsection we define the Hurwitz Radon Quadratic Form (HRQF) on any STBC. We first recall some basics about quadratic forms [30] .
Definition 1: Let F be a field with characteristic not 2, and V be a finite dimensional F -vector space. A quadratic form on V is defined as a map Q : V −→ F such that it satisfies the following properties.
for all v, w ∈ V is bilinear and symmetric. If we consider V as an n-dimensional vector space over F , then we can also consider the quadratic form as a homogeneous polynomial of degree two, i.e., for 1 ≤ i, j ≤ n, we have scalars m ij such that
Definition 2: The Hurwitz Radon Quadratic Form (HRQF) is a map from the STBC C = X = K i=1 x i A i to the field of real numbers R, i.e., Q : C −→ R given by
where X is an element of the STBC and
Theorem 1: The map defined by (4) is a quadratic form.
Proof: The map Q needs to satisfy the conditions as defined in Definition 1. We have,
should be bilinear and symmetric where
Substituting and simplifying, we get
It is clearly seen that this map is bilinear and symmetric. We can associate a matrix with the HRQF. If we define the matrix M = (m ij ) where i, j = 1, 2, ..., K such that m ij = d ij , then we can write the HRQF as
Notice that M is a symmetric matrix and m ij = 0 if and only if A i A H j + A j A H i = 0. The following example shows that the FSD complexity depends on the ordering of the weight matrices or equivalently the ordering of the variables.
Example 1: Let us consider the Silver code [31] given by:
where X a and X b take the Alamouti structure with
where U is a unitary matrix chosen to maximize the minimum determinant and is given by
Let all the variables take values from a signal set of cardinality M . If we order the variables (and hence the weight matrices) as [s 1I , s 1Q , s 2I , s 2Q , s 3I , s 3Q , s 4I , s 4Q ], then the R matrix for SD has the following structure
where t denotes non zero entries. We can clearly see that the Silver code admits fast decoding with this ordering with FSD complexity M 5 . However, if we change the ordering to [s 1I , s 1Q , s 4I , s 2Q , s 3I , s 3Q , s 2I , s 4Q ], then the R matrix for SD has the following structure
where t denotes non zero entries. With this ordering, the FSD complexity increases to M 7 . Also note that we have many entries r ij = 0 even when the i-th and the j-th weight matrices are HR orthogonal such as for cases i = 6, j = 8 and i = 5, j = 8.
The contributions of this paper are as follows:
• We give a formal definition of the FSD complexity of a linear STBC (Subsection II-B.) • With the help of HRQF, it is shown that the FSD complexity of the code depends only on the weight matrices of the code and their ordering, and not on the channel realization (even though the equivalent channel when SD is used depends on the channel realization) or the number of receive antennas. • An optimal ordering (not necessarily unique) of the weight matrices provides the least FSD complexity for a given STBC. We provide an algorithm to be applied to the HRQF matrix which outputs an optimal ordering for the given STBC. The remaining of the paper is organized as follows: In Section II the known classes of low ML decoding complexity codes, the system model and the formal definition of the FSD complexity of a linear STBC are given. In Section III, we show that the FSD complexity depends completely on the HRQF and not on the channel realization or the number of receive antennas. In Section IV, we present an algorithm to modify the HRQF matrix in order to obtain an optimal ordering of the weight matrices to obtain the least FSD complexity. Simulation results are presented in Section V and concluding remarks and possible directions for further work constitute Section VI.
Notations: Throughout the paper, bold lower-case letters are used to denote vectors and bold upper-case letters to denote matrices. For a complex variable x, the real and imaginary parts are denoted by x I and x Q respectively. The sets of all integers, real and complex numbers are denoted by Z, R and C, respectively. The operation of stacking the columns of X one below the other is denoted by vec (X). The Kronecker product is denoted by ⊗ and I T and O T denote the T × T identity matrix and the null matrix, respectively. For a complex variable x, the( ) operator acting on x is defined as followš
The( ) operator can similarly be applied to any matrix X ∈ C n×m by replacing each entry x ij byx ij , i = 1, 2, · · · , n, j = 1, 2, · · · , m, resulting in a matrix denoted byX ∈ R 2n×2m . Given a complex vector
II. SYSTEM MODEL AND DEFINITION OF FSD COMPLEXITY
For any Linear STBC with variables x 1 , x 2 , ..., x K given by (3), the generator matrix G [17] is defined by vec (X) = Gx, wherex = [x 1 , x 2 , ..., x K ] T . In terms of the weight matrices, the generator matrix can be written as
Hence, for any STBC, (1) can be written as
where H eq ∈ R 2nrnt×K is given by H eq = I nt ⊗Ȟ G, andx = [x 1 , x 2 , ..., x K ] , with each x i drawn from a 1dimensional (PAM) constellation. Using the above equivalent system model, the ML decoding metric (2) can be written as
Using QR decomposition of H eq , we get H eq = QR where Q ∈ R 2nr nt×K is an orthonormal matrix and R ∈ R K×K is an upper triangular matrix. Using this, the ML decoding metric now changes to
If we have H eq = [h 1 h 2 · · · h K ] , where h i , i ∈ 1, 2, ..., K are column vectors, then the Q and R matrices have the following form obtained by the Gram-Schmidt orthogonalization:
where q i , i ∈ 1, 2, ..., K are column vectors, and
where r 1 = h 1 , q 1 = r1 r1 and for i = 2, ..., K,
A. Low decoding complexity codes
A brief overview of the known low decoding complexity codes is given in this section. The codes that will be described are multi-group decodable codes, fast decodable codes and fast group decodable codes.
In case of a multi-group decodable STBC, the variables can be partitioned into groups such that the ML decoding metric is decoupled into submetrics such that only the members of the same group need to be decoded jointly. It can be formally defined as follows [14] , [9] , [16] .
If we group all the variables of the same group together in (5) , then the R matrix for the SD [32] , [33] in case of multi-group decodable codes will be of the following form:
where Δ i , i = 1, 2, ..., g is a square upper triangular matrix. Now, consider the standard SD of an STBC. Suppose the R matrix as defined in (7) turns out to be such that when we fix values for a set of symbols, the rest of the symbols become group decodable, then the code is said to be fast decodable. Formally, it is defined as follows:
, whenever i ∈ Γ p and j ∈ Γ q and p = q, where q i and h j are obtained from the QR decomposition of the equivalent channel matrix H eq = [h 1 h 2 · · · h K ] = QR with h i , i ∈ 1, 2, ..., K as column vectors and Q = [q 1 q 2 ... q K ] with q i , i ∈ 1, 2, ..., K as column vectors as defined in (6) .
Hence, by conditioning K − L variables, the code becomes g-group decodable. As a special case, when no conditioning is needed, i.e., L = K, then the code is g-group decodable. The R matrix for fast decodable codes will have the following form:
where Δ is an L × L block diagonal, upper triangular matrix, B 2 is a square upper triangular matrix and B 1 is a rectangular matrix.
Fast group decodable codes were introduced in [28] . These codes combine the properties of multi-group decodable codes and the fast decodable codes. These codes allow at least one of the groups in the multi-group decodable codes to be fast decoded. The R matrix for a fast group decodable code will have the following form:
where at least one R i , i = 1, 2, ..., g will have the following form:
is a square upper triangular matrix and B i1 is a rectangular matrix.
Block orthogonal codes introduced in [27] are a sub-class of fast decodable codes. They impose an additional structure on the variables conditioned in these codes. An STBC is said to be block orthogonal if the R matrix of the code has the structure
where each R i , i = 1, 2, ..., Γ is a full rank, block diagonal, upper triangular matrix with k blocks U i1 , U i2 , ..., U ik , each of size γ × γ and B ij , i = 1, 2, ..., Γ, j = i + 1, ..., Γ are non-zero matrices. Such an STBC is called a (Γ, k, γ) Block Orthogonal STBC (BOSTBC). The structure of the R matrix for each of the codes defined above depends upon the ordering of the weight matrices. If we change the ordering of the weight matrices, the R matrix may lose its structure and no longer exhibit the desirable decoding properties. The Silver code of Example 1 illustrates this aspect. In the following subsection, we give a formal definition of the FSD complexity.
B. FSD Complexity of an STBC
In this section we define the FSD complexity of an STBC. First we consider a single group decodable case and define the FSD complexity for a particular ordering. We then extend the definition to a multi-group decodable STBC. Let C be an STBC with the weight matrices A 1 , ..., A K , where all the variables take values from a signal set of cardinality M . Let R be the matrix obtained by the QR decomposition used for SD. Let the ordering of the weight matrices used to obtain the R matrix be A 1 , ..., A K . Denote by l 1 the number of variables that need to be conditioned, when we use FSD on the R matrix. After conditioning l 1 variables, let the rest of the variables be p 1 -group decodable. In case the code is not fast sphere decodable, then we set l 1 to be the total number of variables in the matrix. Denote by R i1 the submatrix containing the variables of the i 1 -th group after conditioning l 1 variables in the R matrix and by n i1 the number of variables in the i 1 -th group, where 1 ≤ i 1 ≤ p 1 . We can use FSD on each of the R i1 matrices now. Let us denote by l 1,i1 the number of variables that need to be conditioned, when we use FSD on the R i1 matrix. After conditioning l 1,i1 variables in R i1 , let the rest of the variables be p 1,i1 -group decodable. Let p 2 = max i1 (p 1,i1 ). Denote by R i1,i2 the submatrix containing the variables of the i 2 -th group after conditioning l 1,i1 variables in the R i1 matrix and by n i1,i2 the number of variables in the i 2 -th group, where 1 ≤ i 2 ≤ p 2 . It may so happen that p 1,i1 < p 2 for some i 1 . In such cases we set n i1,i2 = 0 for i 2 > p 1,i1 . We continue this process till we cannot apply FSD any more. This process terminates since there are a finite number of variables and the number of variables are decreasing with each iteration of the FSD. Let the process stop after λ such iterations. In the (λ − 1) -th iteration, we have the following: Let us denote by l 1,i1,i2,...,i λ−1 the number of variables that need to be conditioned, when we use FSD on the R i1,i2,...,i λ−1 matrix.
Definition 5: We define the FSD complexity of a single group decodable STBC for the given ordering to be M l1+k1 .
In case of a multi-group decodable code with g groups, the R matrix will be a block diagonal matrix. We then calculate the FSD complexity of each group independently as described above and choose the maximum among them as the FSD complexity of the STBC.
Definition 6: We define the FSD complexity of a multigroup decodable STBC with g groups to be max i M li+ki ,
We present a few examples to illustrate the FSD complexity. Example 2: Let the R matrix be of the form:
Now if we use FSD on this matrix, we will condition l 1 = 4 variables and obtain a 2-group decodable code. We have
Since the number of variables in each of the above matrices are 2, we have n 1 = n 2 = 2. We cannot condition any more variables in either R 1 or R 2 . So the process stops here and we set l 1,1 = 2 and l 1,2 = 2. We have
The FSD complexity of this STBC for the given ordering is
Now if we use FSD on this matrix, we will condition l 1 = 2 variables and obtain a 2-group decodable code. We have
Since the number of variables in each of the above matrices are 4, we have n 1 = n 2 = 4. Now if we use FSD on R 1 , we can condition l 1,1 = 2 variables and obtain a 2-group decodable code. If we use FSD on R 2 , we can condition l 1,2 = 1 variable and obtain a 3-group decodable code. We now have
R 2,1 = a 5,5 , R 2,2 = a 6,6 , R 2,3 = a 7,7 , n 1,1 = n 1,2 = n 2,1 = n 2,2 = n 2,3 = 1 and n 1,3 = 0.
We cannot condition any more variables in any of these matrices. So the process stops here and we set l 1,1,1 = l 1,1,2 = l 1,2,1 = l 1,2,2 = l 1,2,3 = 1.
We have k 1,1,1 = k 1,1,2 = k 1,2,1 = k 1,2,2 = k 1,2,3 = 0, k 1,1 = max (l 1,1,1 + k 1,1,1 , l 1,1,2 + k 1,1,2 ) = 1,
The FSD complexity of this STBC for the given ordering is M l1+k1 = M 5 .
C. Importance of FSD Complexity
The exponent of M in the FSD complexity term effectively provides the least dimensional sphere decoder required for us to decode a single codeword from the given STBC. In this section, we highlight why it is important for us to minimize the FSD complexity (i.e., the exponent of M ) from not only a worst case ML decoding complexity point of view but also from an average decoding complexity point of view.
Even with the use of the sphere decoder, there is a dependency of the ML-decoding complexity on both the constellation size M and K, where K is the exponent of M in the definition of ML-decoding complexity. Consider an LSTBC whose worst case ML-decoding complexity is O M K . A K-real dimensional sphere decoder can be used for the MLdecoding of this LSTBC. It was shown in [35] that if the worst case ML-decoding complexity of an STBC is O(M K ), then its average ML decoding complexity C using a real 2Kdimensional sphere decoder is given by C = f (K)C(M, K), where f (K) is a measure of the number of operations per node visited and is a polynomial function of K that is generally quadratic in K, and C(M, K) M γK which implies that for any > 0,
where γ ∈ (0, 1] and is dependent on the value of M and the average SNR at each receive antenna. It was shown in [36] that f (K) = 4K 2 + 24K − 7. It was also shown in [35] that the value of γ grows small with increasing SNR. To illustrate with an example, it has been calculated that for M = 16, SN R = 30 dB, γ approximately equals 0.1.
To see the effect of reduction in complexity obtained due to sphere decoding, let us consider an STBC with worst case ML decoding complexity of O M 4 . A real 4-dimensional sphere decoder can be used to decode the information symbols of this STBC. If we use an 8-PAM constellation for this STBC, the worst case ML decoding complexity using an exhaustive search would require us to perform κ8 4 = 4096κ floating point operations, where κ denotes the number of floating point operations required to compute a single metric. In contrast, by using a sphere decoder, average sphere decoding complexity at SN R = 30 dB for 8-PAM is lesser than f (4) 8 0.4 = (153) (2.29) ≈ 352 operations per decoded codeword. Hence, at a high SNR, the average ML-decoding complexity using a sphere decoder, though still exponential in K, is clearly much lower than the worst case ML-decoding complexity, and the sphere decoder performs faster than many decoding algorithms that claim to have a complexity that is polynomial in K [35] . It is important to note here that the lower the exponent of M in the ML decoding complexity expression, the lower will be the average decoding complexity of the STBC using the sphere decoder as well.
III. HRQF AND FSD COMPLEXITY
In this section we show that the HRQF matrix is enough to determine the FSD complexity of an STBC and hence the FSD complexity is independent of the channel matrix realization or the number of receive antennas. Towards this end, we prove that the zeros in the R matrix which determine the FSD complexity are also zeros in the HRQF matrix. First we define an ordered partition of a set.
Definition 7: We call a partition of {a 1 , a 2 , ..., a K } into g non-empty subsets Γ 1 , Γ 2 , ..., Γ g with cardinalities K 1 , K 2 , ..., K g an ordered partition if {a 1 , ..., a K1 } ∈ Γ 1 , {a K1+1 , ..., a K1+K2 } ∈ Γ 2 and so on, till a g−1 i=1 Ki+1 , ..., a g i=1 Ki ∈ Γ g . Lemma 1: Consider an STBC C = K i=1 x i A i . Let M denote the HRQF matrix of this STBC. If there exists an ordered partition of {1, 2, ..., K} into g non-empty subsets Γ 1 , Γ 2 , ..., Γ g with cardinalities K 1 , K 2 , ..., K g such that m ij = 0 whenever i ∈ Γ p and j ∈ Γ q and p = q, and if any group Γ i admits fast decodability, i.e., there exists an ordered partition of
.., Υ ig i such that m rs = 0 whenever r ∈ Υ ip and s ∈ Υ iq and p = q, i = 1, 2, ..., g, then the code is fast group decodable.
Proof: Let R be the matrix obtained from the QR decomposition of H eq . First we prove that C is g-group decodable if m ij = 0 whenever i ∈ Γ p and j ∈ Γ q and p = q. The fast decodability of each group is addressed after that.
For the code to be g-group sphere decodable, we need to prove that r ij = 0, whenever i ∈ Γ p and j ∈ Γ q and p = q. We know from [18] that if A i A H j + A j A H i = 0 is satisfied for some i, j then the corresponding columns in the H eq matrix are orthogonal, i.e., h i , h j = 0. We also know that m ij = 0 if and only if A i A H j + A j A H i = 0. Let L p = p q=1 K q where p = 1, 2, ..., g and L 0 = 0.
For any group Γ p , we need to prove that r ij = 0 for L p−1 + 1 ≤ i ≤ L p and L p + 1 ≤ j ≤ K. Consider the first group Γ 1 . We have m ij = 0 for 1 ≤ i ≤ L 1 and L 1 + 1 ≤ j ≤ K. We need to prove that the R matrix has zero entries at the same locations. The proof for this is by induction. For i = 1 and for any j ≥ L 1 + 1,
since h i , h j = 0 as m ij = 0 and q l , h j = 0 for l < i, by induction hypothesis. Now consider the p-th group Γ p . Let the induction hypothesis be true for all groups 1, 2, ..., p − 1. Consider r ij where L p−1 + 1 ≤ i ≤ L p and L p + 1 ≤ j ≤ K. We have,
since h i , h j = 0 as m ij = 0 and q l , h j = 0 for l < i by the induction hypothesis. This proves that the STBC C is g-group decodable. Now, we need to prove the fast decodability of the group Γ i if m rs = 0 whenever r ∈ Υ ip and s ∈ Υ iq and p = q, i = 1, 2, ..., g. The group of variables of Γ i can be decoded independently from the rest of the variables of the STBC and have HRQF matrix of themselves of dimension K i × K i given by M i = M (L i−1 + 1 : L i , L i−1 + 1 : L i ). Considering M i as the new HRQF matrix and replacing K i by P i in the above proof for group decodability, we can see that the group Γ i is fast decodable. This proves that the STBC C is fast group decodable.
Remark 1: Since both multi group decodable codes and fast decodable codes are special cases of fast group decodable codes, this shows that the HRQF matrix completely captures the FSD complexity of the STBC. We now consider some examples to illustrate the above lemma.
We first consider an example of a multi group decodable code. This can be considered as a special case of FGD code with none of the groups admitting fast decoding.
Example 4: Consider the 2 × 2 ABBA code given by [34] : 
where t denotes the non-zero entries. As it can be seen, the upper triangular portion of M matrix and the R matrix have the same structure. We now consider an example of a fast decodable code. This can be considered as a special case of FGD code with one group which admits fast decoding.
Example 5: Consider the Silver code as mentioned in Example 1. If we order the variables (and hence the weight matrices) in the following fashion [s 1I , s 1Q , s 2I , s 2Q , s 3I , s 3Q , s 4I , s 4Q ], then the HRQF matrix M and the R matrix will have the following structure:
where t denotes the non-zero entries. As it can be seen, the upper triangular portion of the matrix M, has a structure that admits fast decodability which is conditionally 4-group decodable if considered as the R matrix.
We now consider a FGD code example. Example 6: Consider the fast group decodable STBC [28] given in (11) .
Let the ordering of the variables (and hence the weight matrices) be [s 1 , s 2 , ..., s 17 ]. This STBC is two group decodable with s 1 in one group and {s 2 , s 3 , ..., s 17 } in the other. The second group is conditionally five group decodable. The HRQF matrix M and the R matrix are given in (12) and (13) respectively, where t denotes the non zero entries. 
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As we have seen from Lemma 1, the FSD complexity of the STBC depends only upon the HRQF matrix M and not on the H eq matrix, i.e., the FSD complexity is independent of the channel matrix and the number of receive antennas. It can be completely captured into a single matrix obtained from the set of weight matrices and their ordering.
Remark 2: The HRQF matrix does not capture the case of block orthogonal STBCs. It was shown in [27] and [37] that the block orthogonality of an STBC not only depends on the Hurwitz-Radon orthogonality of the weight matrices but also on the R matrix entries which are dependent on the previous weight matrices in the ordering. Therefore, a block orthogonal structure of the HRQF matrix is necessary for an STBC to be a BOSTBC, but not sufficient.
IV. AN ALGORITHM FOR AN OPTIMAL ORDERING OF THE WEIGHT MATRICES
As seen in Example 1, the ordering of weight matrices determines the FSD complexity of an STBC. Therefore, for any given STBC, we define an optimal ordering of weight matrices as follows.
Definition 8:
For an STBC C, an ordering of the weight matrices which provides the least FSD complexity is known as an optimal ordering. It is of importance to note that the optimal ordering is not necessarily unique. There may exist multiple orderings which provide the same least FSD complexity. Any one of them can be chosen as an optimal ordering. In this section we present an algorithm that uses the HRQF matrix as an input and manipulates it in order to obtain an optimal ordering of weight matrices for any given STBC.
We have seen that the HRQF matrix completely determines the FSD complexity of an STBC. We use row and column permutations of the HRQF matrix in order to determine the change in FSD complexity with the change in ordering. The rows and columns of the HRQF matrix are in one to one correspondence with the ordering of the weight matrices. Hence, if we change the ordering of the weight matrices, the HRQF matrix changes accordingly and vice versa. For example, any transposition in the ordering of the weight matrices will result in swapping the corresponding rows and columns (since HRQF matrix is symmetric) of the HRQF matrix.
Remark 3: Note that we cannot perform such a manipulation on the R matrix since it depends not only on the order of weight matrices but on the channel matrix as well. Also, all the entries of the R matrix do not depict the HR orthogonality of the weight matrices, i.e., the (i, j)-th entry of the matrix may not be zero even if the i-th and j-th weight matrices are HR orthogonal. Hence, the R matrix needs to be calculated each time the ordering of the weight matrices is changed which is not so in the case of the HRQF matrix.
An important structural property of the HRQF matrix: Before we delve into the algorithm, let us make a few observations regarding the structure of the HRQF matrix for various scenarios of decoding. Let C be an STBC with weight matrices A 1 , ..., A K and corresponding variables x 1 , ..., x K . The code C can be multi-group decodable, fast-decodable, fast group decodable or none of these. The structure of the upper triangular portion of the HRQF matrix for the first three of these are shown in the equations (8), (9) and (10) respectively. In case the code does not allow any of these forms of decoding, any ordering of the variables will not reduce the FSD complexity of the STBC. Let Δ be an optimal ordering of the variables as depicted in Figure 1 . Without loss of generality, let the first variable in this ordering be labelled x 1 . Irrespective of the type of decoding provided by the code, we notice that all the variables that need to be jointly decoded with x 1 are adjacent to it in the HRQF matrix. This set is denoted by Δ 1 . These are followed by the set of zeros which indicate all the variables which are Hurwitz-Radon orthogonal with the previous set. This set is denoted by Δ 2 . These are further followed by the variables that are to be conditioned in order to obtain this group-decodable structure denoted by In case of multi-group decodable codes, this is a null set. The idea of the algorithm is to partition the input ordering of variables into these sets in order to achieve the least FSD complexity.
Notations and Operations Used in the Algorithm: In this section we define the notations and the operations used in the algorithm in terms of operations on the HRQF matrix. For any vector v, we denote by v (i : j), the elements from the i-th position to the j-th position in the vector. We denote by , the Hurwitz-Radon orthogonality condition.
• Shifting variables in the ordering: Any shift in the ordering of variables is synonymous with shifting the corresponding rows and then the columns of the HRQF matrix. The variable cOrder is updated accordingly. • s 1 S 2 , where s 1 is an element and S 2 is a set / vector:
The element s 1 is said to be Hurwitz Radon orthogonal to the set S 2 if there are zeros in the s 1 -th column of the HRQF matrix for all the rows i, where i ∈ S 2 . • Moving an element into Λ 1 -Suppose the p-th element in the current ordering needs to be moved to Λ 1 , we move the p-th column to the (|Λ 1 | + 1)-th column shifting the rest of the columns to the right and then we move the p-th row to the (|Λ 1 | + 1)-th row shifting the rest of the rows downwards. The variable cOrder is updated accordingly. • Moving an element into Λ C -Suppose the p-th element in the current ordering needs to be moved to Λ C , we move the p-th column to the last column shifting the rest of the columns to the left and then we move the p-th row to the last row shifting the rest of the rows upwards. The variable cOrder is updated accordingly. • Moving an element into Λ 2 -No change in ordering. Only the cardinalities of Λ 2 and Λ t will change accordingly. The algorithm to get a best possible ordering is given in Algorithm 1. A flowchart of the algorithm can be found in Figure 2 .
Proof of Correctness: Let Δ be an optimal ordering of variables of the STBC. Without loss of generality, we can assume that the STBC is fast decodable with the ordering Δ. If it is either multi-group or fast-group decodable, it can be considered as a special case of the fast decodable code with 
if bF SDC > tF SDC then 23 -bF SDC = tF SDC; bOrder = cOrder. Algorithm 1: The algorithm to obtain an optimal ordering of weight matrices -getOptimalOrder no conditioned variables. Partition Δ into three sets Δ 1 , Δ 2 and Δ C as shown in Figure 1 .
Observation 1: Now, it is sufficient for us to show that the algorithm considers an ordering of variables which partitions the input ordering into Λ 1 , Λ 2 and Λ C where Λ 1 is a permutation of Δ 1 , Λ 2 is a permutation of Δ 2 and Λ C is a permutation of Δ C . Since the algorithm runs recursively on the sets Λ 1 and Λ 2 as well (See lines 20, 21 of the algorithm), it is sufficient to have Λ 1 and Λ 2 to be permutations Δ 1 and Δ 2 .
Without loss of generality, let x 1 be the first variable of Δ 1 and let x 2 be the first variable of Δ 2 . The algorithm gives every variable a chance to be the first variable (See lines 2, 28 of the algorithm). We consider the iteration in which x 1 is the first variable. Since x 2 x 1 , the set of zeros shifted next to the first variable includes x 2 (See Line 6 of the algorithm). The algorithm gives a chance for all the zeros to be the first zero among this set (See lines 7, 26 of the algorithm). Consider the iteration in which x 2 is the first zero next to the first variable. At this point, the sets for partitioning have the following entries:
Now all the variables which are Hurwitz-Radon orthogonal to x 2 , but not Hurwitz-Radon orthogonal to Λ 1 are moved into Λ 1 (See lines 10 -14 of the algorithm). These are precisely the elements of Δ 1 since Δ 1 x 2 . Therefore, we have obtained a Fig. 2 . A flow chart depicting the procedure for ordering of variables to obtain an optimal ordering. set Λ 1 , which is a permutation of Δ 1 . Next, the algorithm adds to Λ 2 all the variables Hurwitz-Radon orthogonal with Λ 2 and discards the rest of the variables into Λ C (See lines 16-18 of the algorithm). Thus, we obtain the set Λ 2 as a permutation of the set Δ 2 and Λ C as a permutation of the set Δ C .
The submatrices of the sets Λ 1 and Λ 2 denoted by M Λ1 and M Λ2 are now considered as the new HRQF matrices and are passed into the algorithm again for further ordering among the variables (See lines 20, 21 of the algorithm). The FSD complexity of the ordering under consideration is calculated in line 21 of the algorithm. The optimal ordering of the variables and the optimal FSD complexity of the code are updated if the ordering under consideration is better than any of the previous orderings considered (See lines 23-25 of the algorithm).
Thus we have shown that the algorithm considers an ordering of variables which partitions the input ordering into Λ 1 , Λ 2 and Λ C where Λ 1 is a permutation of Δ 1 , Λ 2 is a permutation of Δ 2 and Λ C is a permutation of Δ C and Δ is an optimal ordering of the variables.
Remark 4: Since the algorithm recursively orders each set, it is capable of even ordering variables in scenarios where any group obtained from conditioning of variables admits conditional decoding.
Remark 5: The variables of the set Λ C can also be passed through the algorithm for further ordering. This is useful to bring the variables into a block orthogonal structure. However, this operation does not guarantee the block orthogonality of the R matrix.
We now illustrate the working of the algorithm with an example. 
The FSD complexity for this ordering is M 8 and this ordering does not admit fast decoding as well.
When we run the algorithm on the given HRQF matrix, the two sets Λ 1 and Λ 2 are formed, which are HR orthogonal with each other. In this case, Λ 2 = {s 2Q , s 2I , s 1Q } and Λ 1 = {s 1I }. The conditioned variables will be present in the set Λ C = {s 4I , s 4Q , s 3Q , s 3I }. The HRQF matrix at this stage is as given by (14) . The ordering of the variables at the end of this stage is [s 1I , s 2Q , s 2I , s 1Q , s 4I , s 4Q , s 3Q , s 3I ]. Now, the variables from both sets Λ 1 and Λ 2 are run through the algorithm again. So, the top left 1 × 1 matrix and the next block diagonal 3 × 3 matrix are both fed to the algorithm. Since this is already the best possible ordering of these sets, the matrix M remains the same after this stage. And the final ordering obtained is [s 1I , s 2Q , s 2I , s 1Q , s 4I , s 4Q , s 3Q , s 3I ]. The R matrix for this ordering is given by (15) 
t 0 0 0 t t t t 0 t 0 0 t t t t 0 0 t 0 t t t t 0 0 0 t t t t t t t t t t 0 0 0 t t t t 0 t 0 0 t t t t 0 0 t 0 t t t t 0 0 0 t
t 0 0 0 t t t t 0 t 0 0 t t t t 0 0 t 0 t t t t 0 0 0 t t t t t 0 0 0 0 t 0 0 0 0 0 0 0 0 t 0 0 0 0 0 0 0 0 t 0 0 0 0 0 0 0 0 t
The FSD complexity for this R matrix is M 5 which is the best possible complexity for the Silver code. Fig 3 denotes the output of the algorithm for multiple codes with a random input orderings.
V. SIMULATION RESULTS
In all the simulation scenarios in this section, we consider quasi-static Rayleigh flat fading channels and the channel state information (CSI) is known at the receiver perfectly. We plot the total number of floating point operations (FLOPS) performed by the sphere decoder for decoding a codeword at various SNRs for different orderings of the variables of three separate codes. Figure 4 shows the plot of total number of FLOPS vs SNR for three codes, namely, the Silver code [31] , the Srinath-Rajan 2×2 code [18] and the unbalanced 2×2 code from [13] . The variables are assumed to take values from a 4-QAM constellation. The continuous lines in the plot represent the number of FLOPS required if these codes are decoded with the input ordering as chosen in Fig 3. The dotted lines in the plot depict the number of FLOPS required when these codes are decoded with an optimal ordering as produced by the Algorithm 1. It is easily seen that the number of FLOPS is drastically reduced when the codes are decoded with an optimal ordering as compared to a random ordering.
VI. CONCLUSION AND FUTURE WORK
In this paper we have analyzed the FSD complexity of an STBC using quadratic forms. We have shown that the HRQF completely categorizes the FSD complexity of an STBC and hence it is independent of the channel and the number of receive antennas. We have provided an algorithm to obtain Fig. 4 . FLOPS v SNR for various codes and orderings an optimal ordering of weight matrices to get the best FSD performance from the code.
Quadratic Forms were used in this paper to categorize the decoding complexity of an STBC and also used earlier in literature to determine the full diversity of Quaternion or Biquaternion algebras. This approach can be tried to explore other aspects of STBCs as well such as information losslessness or coding gain. Also, the HRQF focuses on the FSD complexity of an STBC. The ordering provided by the algorithm is an optimal ordering for the FSD complexity and not for the average decoding complexity. A different ordering or further modification to the current ordering may be required in order to get the best decoding performance from the code.
