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For certain correlated electron-photon systems we construct the exact density-to-potential maps, which
are the basic ingredients of a density-functional reformulation of coupled matter-photon problems. We
do so for numerically exactly solvable models consisting of up to four fermionic sites coupled to a single
photon mode. We show that the recently introduced concept of the intra-system steepening (T.Dimitrov et
al., 18, 083004 NJP (2016)) can be generalized to coupled fermion-boson systems and that the intra-system
steepening indicates strong exchange-correlation (xc) effects due to the coupling between electrons and
photons. The reliability of the mean-field approximation to the electron-photon interaction is investigated
and its failure in the strong coupling regime analyzed. We highlight how the intra-system steepening
of the exact density-to-potential maps becomes apparent also in observables such as the photon number
or the polarizability of the electronic subsystem. We finally show that a change in functional variables
can make these observables behave more smoothly and exemplify that the density-to-potential maps can
give us physical insights into the behavior of coupled electron-photon systems by identifying a very large
polarizability due to ultra-strong electron-photon coupling.
INTRODUCTION
Recent experiments [1–9] at the interface of quantum
chemistry, material science and quantum optics allow to
tailor the physical and chemical properties of the system
by coupling light strongly to the matter, e.g. by plac-
ing it in an optical cavity. The theoretical description
of such experiments requires a full quantum treatment of
the entire system including the electronic matter and the
electromagnetic field. Common electronic-structure meth-
ods, such as density-functional theory (DFT) [10, 11] al-
low to efficiently describe the quantum nature of the elec-
trons while the electromagnetic field is treated as a static
and fixed external perturbation. To also include the elec-
tromagnetic field explicitly and thus being able to de-
scribe, e.g. chemical systems in an optical cavity, time-
dependent and ground-state DFT have been recently gen-
eralized to correlated electron-photon system [12–15].
This new density-functional framework for coupled matter-
photon problems has been termed quantum electrodynam-
ical density-functional theory (QEDFT) [14, 16, 17]. Sim-
ilar to DFT, QEDFT is an exact framework to describe
the many-body problem [14, 15]. Both frameworks ex-
ploit the one-to-one correspondence between the internal
and external variables that are formally connected via a
Legendre transformation. As a consequence of these so-
called density maps, one can determine every observable
of the quantum system as a functional of the internal vari-
ables only. While in DFT the internal variable is the one-
particle electron density (conjugate to the external scalar
potential), in QEDFT we have two internal variables (one
for the electrons and one for the photons). These variables
depend on the form of the electron-photon Hamiltonian un-
der considerations [14]. In DFT, to calculate the physical
density of a many-body system and thus avoid the numer-
ically infeasible correlated many-body wave function, one
usually employs the Kohn-Sham scheme [10]. In this ap-
proach the N -particle Schro¨dinger equation is replaced by
N coupled, non-linear one-particle equations, which are
numerically tractable. The price to pay is that these ef-
fective particles are subject to an in general unknown xc
potential, which makes up for all the missing many-body
effects. Also in QEDFT we can replace the full electron-
photon Schro¨dinger equation by coupled, non-linear one-
particle equations. The electronic subsystem is again de-
scribed by equations for single particles that are subject
to a xc field. In this case, however, the effective field
does not only contain contributions from many-body ef-
fects due to the electron-electron interaction but also from
many-body effects due to the photon-electron interactions
[13, 14]. Further, the photonic subsystem is described by
an inhomogeneous Maxwell equation, where the inhomo-
geneity is usually given explicitly by the electronic subsys-
tem [13, 14].
In practice, calculations within the new QEDFT frame-
work require reliable approximations to the unknown xc
potentials. Herein, QEDFT profits from the long-standing
search [18] in DFT for more reliable xc potentials that
efficiently mimic the electron-electron interaction. While
common xc functionals can be used to describe the many-
body effects due to electron-electron interactions, new
functionals that mimic the electron-photon interaction have
to be developed. In this work, we are concerned about the
xc potential of the light-matter interaction, i.e. the potential
an electron encounters due to its coupling to the electro-
magnetic field. For the electron-photon contributions first
approximations for the xc potential along the lines of the
optimized effective potential (OEP) approximation have
been already demonstrated to be practical [17, 19]. If, how-
ever, common approximations for the electron-electron
many-body effects are used, then clearly QEDFT will face
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2the same challenges as standard DFT when systems with
strong electron-electron correlations are considered. To
better understand such situations in DFT, the impact of
static correlation and localization for different exact den-
sity maps has been analyzed in a recent work [20]. By in-
vestigating specific integrated quantities of these maps, e.g.
the density difference between two parts of the system δn,
it has been shown that static correlation and localization
can be quantified by the concept of intra-system steepen-
ing. For δn a step can be found that becomes steeper with
increasing correlation in the system. This feature translates
to different functionals of the density, and corresponds to
the full real-space behavior of steps and peaks in the ex-
act xc potential [21–24]. In QEDFT we have besides the
electron-electron correlations also electron-photon correla-
tions. And also for them according step and peak structures
in the xc potential appear in real space and pose a challenge
for constructing approximate xc potentials that are reliable
for strong electron-photon correlations [16]. Consequently,
can we analyze the correlation and localization in a simi-
lar manner for coupled electron-photon system, and is the
intra-system steepening a general feature of correlated sys-
tems?
In this work, we construct the exact density-to-potential
maps of ground-state QEDFT [15] and examine the intra-
system steepening related to the real-space properties of
the exact xc potentials for correlated electron-photon sys-
tems. For electron-photon model systems we show that
the localization of the electrons and the displacement of
the photon mode depends on the ratio between the kinetic
energy and the coupling term between electrons and pho-
tons. Features of this intra-system steepening can also be
found in other observables, such as the photon number. A
change in functional variables though, e.g., by going from
the external to the conjugate internal variables, can make
the behavior of these observables more regular. We further
show how the validity of the mean-field approximation to
the electron-photon coupling can be investigated by ana-
lyzing the intra-system steepening. Finally we highlight
how density-potential maps in electron-photon systems can
be used also outside of QEDFT to analyze the properties
of physical systems by investigating the polarizability of
an electron-photon system when increasing the coupling
strength.
EXACT MAPS AND THE KOHN-SHAM
CONSTRUCTION IN QEDFT
QEDFT allows to describe the quantum nature of elec-
trons and photons on the same footing by reformulat-
ing coupled matter-photon problems in an exact quantum
fluid description. In the following we consider the in-
teraction of a system of ne electrons, e.g., a molecule in
Born-Oppenheimer approximation [25], with np quantized
modes of a photon field. A typical experimental situa-
tion would be to place the matter system inside an op-
tical cavity, where only specific frequencies are assumed
to interact with the multi-particle system. Such a situa-
tion can be described by employing the following Hamil-
tonian [13, 17, 19]
Hˆ(t) = Hˆe(t) + Hˆp(t) (1)
Hˆe(t) =
ne∑
i=1
(
− ~
2
2m
~∇2i + vext(ri, t)
)
+
e2
4pi0
∑
ij,i>j
1
|ri − rj| (2)
Hˆp(t) =
1
2
np∑
α=1
[
pˆ2α + ω
2
α
(
qˆα − λα
ωα
· eR
)2]
+
j
(α)
ext (t)
ωα
qˆα.
(3)
R =
Ne∑
i=1
xi, (4)
where R refers to the electronic dipole operator. Note,
in this work, we neglect electron-nuclear interactions by
working in the clamped-ion approximation. Therefore, the
Hamiltonian given above only couples the electromagnetic
field to the electrons. However, extending the work to
the interaction between the ions and the field is straight-
forward, but would make the discussion in the present
work more cumbersome. Besides the usual Schro¨dinger
Hamiltonian Hˆe(t) that describes the charged-particle sys-
tem, we now also have np photon modes with frequen-
cies ωα that are coupled in dipole approximation with
the electronic system. Here the photon momenta pˆα =
1
i
√
ωα
2
(
aˆα − aˆ†α
)
in terms of the usual creation and anni-
hilation operators are connected to the magnetic field for
mode α, and qˆα =
√
1
2ωα
(
aˆα + aˆ
†
α
)
is proportional to
the electric displacement field. Therefore we have to sub-
tract the polarization of the electronic system such that
(ωαqˆα − λα · eR) corresponds to the electric field. The
coupling strength is |λα| and λα/|λα| is the polarization
vector. Further, jαext(t) corresponds to an external dipole
moment that drives mode α.
To reformulate the above problem we employ a bijec-
tive mapping between the external variables of the system,
i.e., vext(r, t) and j
(α)
ext (t), and the conjugate internal vari-
ables [12–15] given here by n(r, t) and qα(t), i.e.,
(vext(r, t), j
(α)
ext (t))←→
1:1
(n(r, t), qα(t)) . (5)
While in principle this mapping allows to calculate the
exact internal variables by solving a local-force equation
for the charge density non-linearly coupled to a classical
Maxwell equation [12–15], in general we do not know the
exact form of the momentum-stress and interaction forces
in such equations [26, 27]. So in practice we have to use ap-
proximations. The standard way to devise such approxima-
tions is the use of a non-interacting auxiliary system, a so-
called Kohn-Sham system [28]. In the Kohn-Sham scheme
3the difference in forces between the non-interacting and
interacting system is subsumed in a mean-field term and
the unknown xc potential. In the case of coupled electron-
photon systems the mean-field contribution is the classi-
cal Maxwell field, which has the usual longitudinal Hartree
contribution and now also transversal terms, and the xc po-
tential contains the electron-electron and electron-photon
many-body effects. Neglecting the electron-photon many-
body effects in the xc potential in the case of coupled
electron-photon systems leads to the mean-field potential
that is identical to a classical Maxwell-Schro¨dinger simu-
lation [29, 30].
Approximations to the xc potential of the coupled electron-
photon system face similar problems to the ones of purely
electronic systems. When increasing the correlation, i.e.
increasing the coupling strength |λα|, the accuracy of
the mean-field or the exchange-only OEP [19] decreases.
To improve and construct approximations that can treat
strong-coupling situations more accurately we need a bet-
ter understanding of the electron-photon contributions in
the strong-coupling limit. To this end we explicitly con-
struct and investigate the exact fundamental maps that un-
derly the framework of ground-state QEDFT. As model
system, we choose the Rabi-Hubbard model, i.e. a few-site
model coupled to a single photon mode. We consider three
different setups (i) a single electron on two sites, where
the electron-electron interaction favoring the localization
in the system is equal to zero. (ii) Two electrons on two-
sites, where we model the electron-electron repulsion by a
Hubbard interaction term. We analyze both maps in the
resonant limit for different coupling strength. (iii) Four
electrons on four sites, here we connect the intra-system
steepening and the modification of the electric polarizabil-
ity for such systems.
TWO-SITE RABI-HUBBARD MODEL
The Rabi model [19, 31], which consists of one elec-
tron on two sites coupled to one photonic mode, has been
heavily investigated in the context of light-matter interac-
tions [32], e.g. recently in the context of photon block-
ade [33]. In this work, we employ a generalized Rabi
model with ns sites and that can host up to 2ns interact-
ing electrons (Rabi-Hubbard model). The corresponding
model Hamiltonian reads as follows1
Hˆ0 = −t0
ns−1∑
i=1,σ=↑,↓
(
cˆ†i,σ cˆi+1,σ + cˆ
†
i+1,σ cˆi,σ
)
+ U0
ns∑
i=1
nˆi,↑nˆi,↓ + ωaˆ
†aˆ− ωλqˆdˆ+ jext
ω
qˆ
+ (λdˆ)2/2 + vextdˆ (6)
where the photon displacement operator is given by qˆ =√
1
2ω
(
aˆ+ aˆ†
)
(the photon momentum operator pˆ =
1
i
√
ω
2
(
aˆ− aˆ†)) and λ introduces a coupling between the
electronic and photonic part of the system. The electronic
part is described by the standard Hubbard model with the
on-site parameter U0, the hopping matrix element t0, and
the operators cˆ†i,σ and cˆi,σ that create or destroy an elec-
tron with spin σ on site i. The electron density oper-
ator on site i is given by nˆi =
∑
σ cˆ
†
i,σ cˆi,σ. We fur-
thermore specify the dipole moment of the electronic sys-
tem by d =
∫
dˆn(r)dr, for two sites this corresponds to
δn = n1 − n2, i.e. the density difference between both
sites in the lattice and d = δn 2.
In the case of the above Hamiltonian of Eq. 6 the pair of
conjugate variables are (vext, jext) and (d = 〈dˆ〉, q = 〈qˆ〉)
[15]. A simple way to see that this is true from a purely
electronic DFT perspective and that helps to interpret the
external term jext is by performing a unitary transformation
of the above Hamiltonian. With the coherent-shift operator
U [jext] = exp(ijextpˆ/ω
3) we can recast the Hamiltonian
of Eq. 6 into the unitarily equivalent form
Hˆ ′0 = Uˆ
†Hˆ0Uˆ (7)
= −t0
ns−1∑
i,σ=↑,↓
(
cˆ†i,σ cˆi+1,σ + cˆ
†
i+1,σ cˆi=1,σ
)
+ U0
ns∑
i=1
nˆi,↑nˆi,↓
+ ωaˆ†aˆ− ωλqˆdˆ+ (λdˆ)2/2 + (vext + λ
ω2
jext)dˆ− 1
2ω4
j2ext.
Thus, we see that the external dipole jext can be recast into
an external potential on the electrons by a unitary transfor-
mation. Take, for instance, the case of the two-site prob-
lem Rabi-Hubbard model as depicted in Fig. 1. If jext = 0
and a negative external potential vext < 0 acts on the sys-
tem, the external potential localizes the electron on one
site. The external dipole for the photons jext introduces a
classical positive charge to the system that can counterbal-
ance the effect of the external potential vext. With the usual
1 We note here, that in the continuum limit, the dipole self-interaction term
(λα ·eR)2/2 term becomes important, see e.g. the discussion in Ref. [17].
However, in the two-site case the dipole self-energy corresponds to a con-
stant energy shift that we neglect in the discussion of the two-site model.
2 We emphasize that the two-site Rabi-Hubbard Hamiltonian as in Eq. 6 is
exactly identical to a Holstein-Hubbard Hamiltonian that is routinely used
in the electron-phonon community, e.g. discussed in Refs. [34–36].
4v=-1
- +
j=-1
x1=+1 x2=-1
E=0
FIG. 1. Schematic view on the two-side model: A negative ex-
ternal potential vext = −1 introduces an energy difference be-
tween the two-sites. The electrons in the electronic ground-state
become localized on the left side. The external variable for the
photon field, jext can be interpret as a classical charge that gener-
ates an external potential as well. If jext = −ω2λ then the electron
is again delocalized.
Hohenberg-Kohn theorem we know that for any external
potential v˜ext = (vext + λω2 jext) there is one and only one
ground-state wave function Ψ′0 associated. And from this
ground-state we find the corresponding unique wave func-
tion of the original problem by Ψ0 = D[−jext]Ψ′0. Thus
purely electronic properties can be reconstructed from the
situation with jext = 0, while the photonic observables will
in general depend in a non-trivial manner on the jext. Fur-
ther, as can be deduced from the equations of motions for
the photonic systems (e.g. Eq. 2 in Ref. [16].), we can es-
tablish a direct connection between q and d and jext for the
ground-state ( ∂
∂t
q = ∂
2
∂t2
q = 0)
q =
λ
ω
d− 1
ω3
jext. (8)
Using the external variables vext and jext, we stepwise
screen the external potential of the photons and electrons.
For each fixed pair of the external potential (vext, jext),
we diagonalize the Hamiltonian using exact diagonaliza-
tion [20, 37] given in Eq. 6 and obtain the corresponding
ground-state wave function of the system, in the follow-
ing denoted by Ψ0(vext, jext). Using the exact wave func-
tion, we have access to the conjugated set of variables, i.e.
(d, q), by evaluating the corresponding expectation values
d = 〈Ψ(vext,jext)0 | dˆ |Ψ(vext,jext)0 〉 (9)
and
q = 〈Ψ(vext,jext)0 | qˆ |Ψ(vext,jext)0 〉 (10)
corresponding to the electronic dipole and the photonic dis-
placement coordinate. Screening the parameters vext and
jext allows us to construct the complete map between the
conjugated set of variables.
For general many-body calculations, we can use the Kohn-
Sham approach [10] to simulate the interacting many-body
problem by solving equations for non-interacting particles.
In the electron-photon situation that is presented here, we
encounter two interaction terms, i.e. the electron-electron
interaction modeled by a Hubbard on-site interaction and
the electron-photon interaction. In general, we can setup
a Kohn-Sham system for non-interacting electrons as pre-
sented in Refs. [14, 16]. However, in this paper we fo-
cus on the effects of the electron-photon interaction on
the density-to-potential maps and we therefore include the
electron-electron interaction in the Kohn-Sham system ex-
plicitly. Thus, the Kohn-Sham system reads in the case of
a two-site lattice as follows
Hˆfm,KS = −t0
∑
σ=↑,↓
(
cˆ†1,σ cˆ2,σ + cˆ
†
2,σ cˆ1,σ
)
+ U0
∑
i=1,2
nˆi,↑nˆi,↓ + vSdˆ (11)
Hˆph,KS = ωaˆ
†aˆ+
jS
ω
qˆ. (12)
The hereby emerging effective Kohn-Sham potential vS
and the effective current jS are chosen such that the ground-
state density is equal in the Kohn-Sham systems of Eq. 11-
12 and the full interacting problem of Eq. 6. While the
effective current jS is known explicitly [14, 37], i.e. jS =
−ω2λqˆd+ jext, the effective potential vS has to be approx-
imated. To this end, we divide vS as follows
vS = vext + vM + vxc, (13)
where vM and vxc describe the mean-field part and the xc
part, respectively.
The simplest approximation to the fully coupled prob-
lem and the starting point for the Kohn-Sham construction
in the electron-photon case is the mean-field approxima-
tion [16] that is given by vM = −ωλqdˆ and leads to the
following Hamiltonian in the case of a two-site lattice
Hˆfm,0 = −t0
∑
σ=↑,↓
(
cˆ†1,σ cˆ2,σ + cˆ
†
2,σ cˆ1,σ
)
+ U0
∑
i=1,2
nˆi,↑nˆi,↓
− ωλqdˆ+ vextdˆ (14)
Hˆph,0 = ωaˆ
†aˆ− ωλqˆd+ jext
ω
qˆ, (15)
where d = 〈d〉 and q = 〈q〉. To obtain the mean-field
ground state, Eqns. 14-15 have to be solved either self-
consistently, or Eq. 8 can be exploited leading to the fol-
lowing electronic equation
Hˆfm,0 = −t0
∑
σ=↑,↓
(
cˆ†1,σ cˆ2,σ + cˆ
†
2,σ cˆ1,σ
)
+ U0
∑
i=1,2
nˆi,↑nˆi,↓
− λ2d dˆ+ λ
ω2
jextdˆ+ vextdˆ. (16)
In these equations, we apply the classical approximation
only to the electron-photon interaction, while the electron-
electron interaction is treated fully correlated. We may ex-
pect that such a approximation works well for the studied
5model in the weak-coupling regime and in the limit of infi-
nite coupling [19].
To construct the exact vxc of Eq. 13 beyond the mean-field
approximation, we can, for instance, use the Heisenberg
equation of motion to find the connection between the elec-
tronic density d and vS for the Kohn-Sham system and be-
tween d and vext in the many-body problem. These equa-
tion read for the ground state as follows
d[vext, jext] = 〈ωλqˆ − vext
t0
∑
σ=↑,↓
(
cˆ†1,σ cˆ2,σ + cˆ
†
2,σ cˆ1,σ
)
〉
− 1
2t0
U0〈
(
cˆ†1,↑cˆ2,↑ + cˆ
†
2,↑cˆ1,↑
)
(nˆ1,↓ − nˆ2,↓)〉
− 1
2t0
U0〈
(
cˆ†1,↓cˆ2,↓ + cˆ
†
2,↓cˆ1,↓
)
(nˆ1,↓ − nˆ2,↓)〉
(17)
d[vS, jS] = −vS
t0
∑
σ=↑,↓
〈
(
cˆ†1,σ cˆ2,σ + cˆ
†
2,σ cˆ1,σ
)
〉
− 1
2t0
U0〈
(
cˆ†1,↑cˆ2,↑ + cˆ
†
2,↑cˆ1,↑
)
(nˆ1,↓ − nˆ2,↓)〉
− 1
2t0
U0〈
(
cˆ†1,↓cˆ2,↓ + cˆ
†
2,↓cˆ1,↓
)
(nˆ1,↓ − nˆ2,↓)〉,
(18)
where in the many-body problem, the many-body wave
function has to be employed to calculate observables, while
in the Kohn-Sham system the factorizable Kohn-Sham
wave function is employed. Since the electronic den-
sity d is by construction equal in the interacting system
and the exact Kohn-Sham system, if the exact Kohn-Sham
potential vS is used, we find for the density-to-potential
maps d[vS] = d[vext]. By using the inverse mapping, i.e.
vext[d, q], we can construct the exact xc potential of Eq. 13
using [28]
vλxc[d, q] = v
λ=0
ext [d, q]− vλext[d, q]− vλM[d, q]. (19)
In the following, we construct the exact density-to-
potential maps of d[vext, jext] and vλxc[n, q] to get insights
how the electron-photon interaction influences the elec-
tronic system and draw conclusions on approximations for
corresponding xc potential.
We start discussing the Rabi-Hubbard model in setup (i),
where a single electron is coupled to the photon mode of
frequency ω = 1. The first situation we analyze is, when
the electron and the photons do not couple, see Fig. 2
(a) (λ = 0). In this case varying jext has no effect on
the density-to-potential map. Therefore, the density-to-
potential map d[vext] is determined by the external poten-
tial vext alone. The dependency of d[vext] on vext is shown
in the lower plot. We find a continuous and rather smooth
mapping. Since, we have restricted ourselves to a single
electron, the dipole corresponding to the density difference
between both sites d can have values in between [−1, 1].
In Fig. 2 (b), we now introduce a finite λ, here λ = 0.1. In
Fig. 2 (b), we plot the two-dimensional density-to-potential
-40-20 0 20 40
jext
d
j˜ext
v˜ext
(b) λ = 0.1
-8 -4 0 4 8
v˜ext = vext + λ/ω2jext
-4 -2 0 2 4
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(c) λ = 1.0
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v
e
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-8 -4 0 4 8
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d
FIG. 2. Single electron on two a two-site lattice: the electron
density d as function of the external variables (vext, jext) is shown
in the first row. The second row shows the cut of d(vext, jext) as
indicated by the dashed line in the upper plot both for different
coupling strength of (a) λ = 0, (b) λ = 0.1, and (c) λ = 1.
-5 -4 -3 -2 -1 0 1 2 3 4 5
jext
0
1
2
3
4
5
v
e
x
t
λ˜ = 0
j˜ext
v˜ext
λ˜ = 1
v˜extj˜ext
λ˜ = 2
v˜ext
j˜ext
λ˜→∞
j˜ext
v˜ext
v˜ext = vext + λ˜jext
j˜ext = jext − λ˜vext
λ˜ = λ/ω2
λ˜
New normal modes for different coupling strength
FIG. 3. New normal modes appearing. Increasing electron-
photon coupling strength leads to the rotation of coordinate sys-
tem.
map d[vext, jext] for vext = [−5, 5] and jext = [−50, 50].
The first emerging feature in the plot is that two new normal
modes appear [17, 25], i.e. the photon and electron degrees
of freedom become correlated. This electron-photon corre-
lation tildes the map as shown in Fig. 3. The rotation can
be constructed by v˜ext = vext + λ/ω2jext and corresponds
to the transformation using the coherent-shift operator as
in Eq. 7. The diagonal cut in the plot is the new polaritonic
degree of freedom that is shown in the plot on the bottom.
We find a broad smearing of the density-to-potential map.
Fig. 2 (c) shows the map for λ = 1. The plot is shown for
vext = [−5, 5] and jext = [−5, 5], hence the photon ex-
ternal variable is narrower. In comparison to λ = 0.1, we
find a steepening of the gradient in the density-to-potential
plot that we have earlier introduced as intra-system steep-
ening [20]. To highlight the connection of the steepening to
electronic correlation, Fig. 4 shows the correlation entropy
6for the one-electron system, i.e. a good measure for the
static correlation and indicates how well the ground-state
wave function is approximated by a single Slater determi-
nant. The correlation entropy is given by
S =
∞∑
j=1
nj lnnj , (20)
where the occupation numbers nj are the eigenvalues of
the reduced one-body density matrix [38] that is given in
terms of the many-body wave function Ψ(~x, ~x2, ..., ~xN) as
ρ1RDM(~x, ~x
′) = (21)∫
d3~x2...d
3~xNΨ
∗(~x, ~x2, ..., ~xN)Ψ(~x
′, ~x2, ..., ~xN).
In spectral representation, the reduced density matrix can
be written in terms of its eigenfunctions and eigenvalues
as [20]
ρ1RDM(~x, ~x
′) =
∑
j
njφ
∗
j (~x)φj(~x
′). (22)
In Fig. 4 the correlation entropy increases with the cou-
-8 -4 0 4 8
v˜ext = vext + λ/ω2jext
S[v˜ext]
(b) λ = 0.1
-1 -0.5 0 0.5 1
d
S[d]
-8 -4 0 4 8
v˜ext
0.0
0.1
0.2
0.3
0.4
0.5
S[v˜ext]
(c) λ = 1.0
-1 -0.5 0 0.5 1
d
0.0
0.1
0.2
0.3
0.4
0.5
S[d]
-8 -4 0 4 8
vext
0.0
0.005
0.01
∆
n
S[vext]
(a) λ = 0.0
-1 -0.5 0 0.5 1
d
0.0
0.005
0.01
S[d]
FIG. 4. Correlation entropy as function of the polaritonic exter-
nal variables v˜ext in the first row and as function of the electron
density d in the second row.
pling between the photonic and electronic part of the sys-
tem, while the gradient of the maps as in Fig. 2 steepens.
However, we emphasize that the map within this setup is
still continuous. In contrast, the derivative discontinuity
refers to the discontinuous behavior of the gradient of the
density maps along the cut of the particle number at in-
teger value [39]. The discontinuity is an exact concept
for systems with degenerate ground state, where the maps
are constructed as convex combination of the degenerate
densities belonging to different particle number. The de-
generacy of the eigenvalues of the ground state is due to
an external potential within the Hamiltonian that serves as
a Lagrange multiplier shifting the ground-state energy to
states with different particle number. In the case of de-
generacy, the derivative discontinuity shows up along the
cut of the conjugated variable, e.g in purely electronic sys-
tems along N or δn. We can conclude that the mapping
becomes sharper for increasing electron-photon coupling
strength λ and therefore reminiscent to the case of static
electronic correlation [20]. We plot the xc potential for this
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FIG. 5. Single electron on two a two-site lattice: the xc potential
vxc as function of the internal variables (d, n) is shown in the first
row. The second row shows the cut of vxc for q = 0 for different
coupling strength of (a) λ = 0, (b) λ = 0.1, and (c) λ = 1.
case in Fig. 5. In (a), we plot the two-dimensional plot
for λ = 0 and the the cut for q = 0. Naturally, we find
vxc = 0 for this case, since electrons and photons do not
interact. The case for λ = 0.1 is shown in (b). The cut
along q = 0 shown in the bottom reveals a smooth curve
for vxc as function of n. If we compare to the density-
to-potential map from Fig. 2 (b), we find that vxc has the
highest amplitude at the density values that show the high-
est derivative in the density-to-potential map. This is to be
expected, since the non-interacting auxiliary system has a
rather smooth behavior (see Fig. 2 (a)), while the fully cou-
pled problem is subject to the intra-system steepening, and
consequently the xc potential functional has to compensate
this mismatch. Thus the intra-system steepening directly
translates to the size of the xc potential, which in the case
of the two-site Rabi-Hubbard model implies a large poten-
tial step between the sites. This is a reminiscence of the
step and peak structure of the photonic xc potential in full
real space. In (c), we show the mapping for λ = 1. For this
case vxc has larger amplitudes in all regions, but its over-
all shape remains similar to the λ = 0.1 case. We note,
that such a scaling behavior could be employed to construct
novel approximations to the xc potential. Further, we point
out that the dependency of vxc on q is below our numeri-
cal accuracy, thus very small in the considered parameter
range. In general q takes values from −∞ to∞ and in the
case that q takes such high values it will affect vxc more
strongly. The (d, q) behavior of the xc functional will be
discussed in a little more detail at the end of this section.
As a conclusion, we find that the steepening that is visible
in Fig. 2 along the new polaritonic coordinate v˜ext becomes
7here visible along d.
Next, we analyze setup (ii), i.e., the two-site Rabi-
-40-20 0 20 40
jext
-4
-2
0
2
4
v
e
x
t
d
(a) λ = 0.1
-8 -4 0 4 8
v˜ext = vext + λ/ω2jext
-2
-1
0
1
2
d
-4 -2 0 2 4
jext
d
(b) λ = 1.0
-8 -4 0 4 8
v˜ext
-2 -1 0 1 2
jext
d
(c) λ = 2.0
-8 -4 0 4 8
v˜ext
FIG. 6. Two electrons with U0 = 5 on a two-site lattice: the
dipole d as function of the external variables (vext, jext) is shown
in the first row. The second row shows the antidiagonal cut of
d(vext, jext) as indicated by the dashed line in the upper plot both
for different coupling strength of (a) λ = 0.1, (b) λ = 1, and (c)
λ = 2.
Hubbard model in the two-electron subspace. The density-
to-potential map is plotted in Fig. 6. In (a), we show the
mapping for an electron-photon coupling strength of λ =
0.1, hence a weak coupling setup. As in the case of the sin-
gle electron, we also find here electron-photon correlation
by the appearance of new normal modes. While the upper
panel show the two-dimensional mapping d[vext, jext], in
the lower panel, we show a antidiagonal cut along the new
normal mode. The most noticeable difference to Fig. 2 is
that d can now acquire values between −2 and +2 and in
the mapping an intermediate step appears, where d ≈ 0.
This is, of course, due to the fact that we can now have two
particles on one site and thus the total dipole moment can
become |2|. If we now increase the electron-photon cou-
pling strength λ to λ = 1, shown in Fig. 6 (b), we find
a steeper density-to-potential map. Also the intermediate
step is reduced in size. In Fig. 6 (c), we plot the mapping
for λ = 2. Here, we find that the intermediate step van-
ishes and around vext = jext = 0, the mapping becomes
very steep. Since, we find approximately only two val-
ues for d, −2 and +2, meaning that both electrons are on
the same side, we can conclude that the electron-photon
interaction is capable of effectively reducing the electron-
electron repulsion of the Hubbard term in Eq. 15. Formu-
lated differently, the electron-photon interaction mediates
an effective attraction between the two electrons with the
effect that both occupy the same site. Physically, we can
interpret that the photons cloud the electrons such that the
electron-electron repulsion is reduced. The static correla-
tion of the electron-photon interaction dominates the cor-
relation of the electron-electron interaction. In Fig. 7 we
plot the vxc potential for the two electron case with differ-
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FIG. 7. Two electrons with U0 = 5 a two-site lattice: the xc
potential vxc as function of the internal variables (d, n) is shown
in the first row. The second row shows the cut of vxc for q = 0
for different coupling strength of (a) λ = 0.1, (b) λ = 1, and (c)
λ = 2.
ent coupling strength. As in the case of a single electron,
we find similar cuts for vxc for q = 0 in (a) for λ = 0.1
and in (b) for λ = 1. Again, the intra-system steepening
is responsible for the large values of the xc potential. In
(c), where the coupling is increased to λ = 2, we find that
due to the vanishing of the intermediate step, the regions of
highest xc contributions are where the derivative due to the
steepening is the largest, i.e., around d = −2 and d = 2.
So far we have constructed the exact mappings. However,
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FIG. 8. Two electrons with U0 = 5 in mean-field approximation
on a two-site lattice: the electron density d as function of the
external variables (vext, jext) is shown in the first row. The second
row shows the antidiagonal cut of d(vext, jext) as indicated by the
dashed line in the upper plot both for different coupling strength
of (a) λ = 0.1, (b) λ = 1, and (c) λ = 2.
in practice we need to employ approximations since the ex-
act mappings that constitute the Kohn-Sham potential are
not known. Let us therefore see how the simplest approxi-
mate treatment of the coupled electron-photon problem, the
afore introduced mean-field approximation of Eq. 16 per-
8forms. This will give us insight about the missing xc poten-
tial. In Fig. 8 (a), we plot the results in the regime of weak-
coupling (λ = 0.1). For the weak-coupling regime, we
find a good agreement with the exact calculations shown in
Fig. 6. The first differences become more pronounced in
Fig. 8 (b). For the stronger coupling of λ = 1, we find in
comparison to Fig. 6 (b) a broader intermediate step that is
also less steep. The most significant differences are clearly
visible in the strong-coupling limit for λ = 2. While in
Fig. 8 (c) we have seen the complete disappearance of the
intermediate step, we find a remaining step if the classi-
cal approximation to the electron-photon coupling is em-
ployed. This clearly shows the breakdown of the classical
approximation. Only in the limit of λ → ∞, the classi-
cal approximation can correctly predict the vanishing in-
termediate step. This brings us to the conclusion that this
feature is a true electron-photon xc feature, where approx-
imate xc functionals have to be developed to correctly ac-
count for such features. The missing electron-photon xc
potential needs to enhance the steepening, i.e., it needs to
model the missing correlation. This is in agreement with
our interpretation of the intra-system steepening and corre-
lation effects. The failure of the mean-field approximation
in the strong-coupling limit around v˜ext ≈ ±2 can be par-
tially understood by comparing the exact eigenvalues ver-
sus the mean-field eigenvalues of our model system in the
red-highlighted area in Fig. 9. For this setup, while the
exact energy plotted in blue has a continuous and differen-
tiable form, the mean-field energies develops a discontinu-
ity in the red shaded area. How this discontinuity affects
mean-field observables will be discussed in the next sec-
tion. In the remaining part of this section, we now study the
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FIG. 9. Eigenvalues of the exact Hamiltonian of Eq. 2 versus
the mean field approximation of the electronic energy of Eq. 14
for the two-site Rabi-Hubbard model. Indicated in black are all
mean-field eigenvalues in the shown range, while in blue the ex-
act ground-state value is shown.
implications of the features of the density-to-potential map
on observables. As a consequence of the density map, in
principle, arbitrary observables can be expressed in terms
of the set of internal variables. In practice, however, the
functional form of observables such as the photon number
N(q, d) is unknown and the functional development of im-
portant observables will push the framework of QEDFT to
a practical level. While first functionals have been devel-
oped for simple model systems [17], most functionals for
observables remain unknown. For our model system, we
can explicitly construct the dependency of selected observ-
ables on both, i.e. on the set of internal and external vari-
ables. Even though, the set of (vext, jext) is mathematically
equivalent to the set (d, q), the dependence on the set (d, q)
can be very different to the dependence on (vext, jext). The
first observable we study is the interaction energy Eint that
can be defined from Eq. 6 by Eint = −ω〈qˆ dˆ〉. It is con-
nected to the xc energy by
Exc = Eint − Eint, mf = −ω
(
〈qˆ dˆ〉 − q d
)
(23)
Eint[vext, jext] for the two-site Rabi-Hubbard model for
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FIG. 10. Two electrons with U0 = 5 on a two-site lattice: the
interaction energy Eint = ω〈qˆdˆ〉 as function of the external vari-
ables (vext, jext) is shown in the first row. The second row shows
the antidiagonal cut of Eint(vext, jext) as indicated by the dashed
line in the upper plot. The third row shows the diagonal cut of
Eint(vext, jext). All plots are shown for three different coupling
strengths (a) λ = 0.1, (b) λ = 1, and (c) λ = 2.
two electrons is shown in Fig. 10 and the corresponding ob-
servable in mean-field approximation is shown in Fig. 11.
In (a), the weak-coupling is shown, respectively. We find
here the new normal coordinates and the intermediate step
causes a distinguishable behavior around jext ∼ 0. This
intermediate step becomes smaller for λ = 1 shown in
(b). In the strong-coupling limit, the interaction energy
has a vanishing step in the exact solution of the problem
shown in Fig. 10 (c). In contrast the mean-field solution
9fails to correctly reproduce the exact sharp feature of the
interaction energy leading to large xc contributions. This
failure can be explained by the discontinuity in the energy
as discussed in Fig. 9. The next observable, we study is
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FIG. 11. Two electrons with U0 = 5 on a two-site lattice: the
interaction energy Eint,mf = ωqd in mean-field approxima-
tion as function of the external variables (vext, jext) is shown in
the first row. The second row shows the antidiagonal cut of
Eint,mf (vext, jext) as indicated by the dashed line in the upper
plot. The third row shows the diagonal cut of Eint,mf (vext, jext).
All plots are shown for three different coupling strengths (a)
λ = 0.1, (b) λ = 1, and (c) λ = 2.
the photon number in the system 〈Nˆ〉 = 〈aˆ†aˆ〉. In gen-
eral, and in difference to electronic observables, such as d,
the photonic observables are not restricted to integer val-
ues due to its underlying bosonic nature in contrast to the
fermionic number of particles. In Fig. 12 (a), we show N
as functional of the external potentials, N [vext, jext]. In (a),
in the weak-coupling limit for λ = 0.1, we find that the
external potential vext has no large overall influence on this
observables and the harmonic nature of this observable is
given by the external current jext. In the two lower pan-
els, we plot the diagonal and the antidiagonal cut. Since
the observable is unbound, we can excite very high pho-
ton numbers, up to 1200 for the studied examples. Next
in (b), we show the case for λ = 1.0. Here, we find that
the external potential vext can alter this observable in cases,
where N is small. Around jext ∼ 0, we find a funnel-type
structure of this observable which is connected to the inter-
mediate step of the density-to-potential mapping shown in
Fig. 6. In (c), we show the strong-coupling limit for λ = 2.
Here, we find for the antidiagonal cut of N [vext, jext] map
a sharp feature around jext ∼ 0. Again this is connected to
the sharp features in the density-to-potential map. Also the
new normal mode is clearly visible along the antidiagonal.
In Fig. 13, we now show the dependency of N [d, q] on
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FIG. 12. Two electrons with U0 = 5 on a two-site lattice: the
photon number N = 〈aˆ†aˆ〉 as function of the external vari-
ables (vext, jext) is shown in the first row. The second row shows
the antidiagonal cut of N(vext, jext) as indicated by the dashed
line in the upper plot. The third row shows the diagonal cut of
N(vext, jext). All plots are shown for three different coupling
strengths (a) λ = 0.1, (b) λ = 1, and (c) λ = 2.
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FIG. 13. Two electrons with U0 = 5 on a two-site lattice: the
photon number N = 〈aˆ†aˆ〉 as function of the internal variables
(d, q) is shown for different coupling strength of (a) λ = 0.1, (b)
λ = 1, and (c) λ = 2 in the top and bottom for q = 0.
the internal variables in the top and in the bottom the cut
for q = 0. Here, we find that the appearing normal modes
vanish for all three coupling strengths and the mapping be-
comes smooth. Qualitatively the weak-coupling λ = 0.1
and the strong-coupling for λ = 1 behave similarly (a dou-
ble maximum in the cut), while the mapping for λ = 2
has a constricted shape and only a single minimum in the
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cut. That the photon-number observable behaves more reg-
ularly when written in terms of the internal variables is
an important detail. It suggests that we can find reason-
able approximation to non-trivial functionals of the internal
variables despite the intra-system steepening, which would
make approximating much harder. Such non-trivial func-
tionals are important to make QEDFT practical since in
many situations it is not the density or the displacement
field that one is interested in but rather, e.g., the energy or
correlation functions of the photon field. We note that af-
ter changing to the internal variables, the dependency of
N [d, q] on q becomes only strongly pronounced for high
values of q. This implies that for a small amplitude of q,
using functionals at q = 0 becomes reasonable. This is
very similar to the behavior we encountered in th xc poten-
tial functional. Also there the dependence of vxc on q in
the considered parameter range was very small. The weak
dependence on only one parameter would not be the case
if we used instead the mathematically equivalent external
functional vxc[vext, jext] that would also allow to determine
the dipole moment d in the Kohn-Sham system. This is a
nice example that the choice of the internal functional vari-
ables makes approximations much easier in practice.
FOUR-SITE RABI-HUBBARD MODEL
So far we have analyzed the simplest situation of
electron-photon coupling and concluded that the intra-
system steepening that appears in the density maps is a
simple measure to quantify the electron-photon correlation.
In this section, we now address the questions, whether the
steepening also appears in more complex situations. To
this end, we study a four-site Rabi-Hubbard model coupled
to a single photon mode and demonstrate the implications
of the discussed modifications of the density-to-potential
map under strong light-matter coupling. We show how the
density-potential map can help to find interesting behavior
and explain experimentally observed effects.
The extension of Eq. 6 to four sites is straightforward and
the Hamiltonian for half-filling (four electrons) reads
Hˆ0 = −t0
3∑
i=1
∑
σ=↑,↓
(
cˆ†i,σ cˆi+1,σ + cˆ
†
i+1,σ cˆi,σ
)
+ U0
4∑
i=1
nˆi,↑nˆi,↓ + ωaˆ
†aˆ− ωλqˆdˆ+ jext
ω
qˆ
+ (λdˆ)2/2 + vextdˆ (24)
with dˆ = d0 (3n1 + n2 − n3 − 3n4). In this case, vext ef-
fectively is an external electric field, as routinely studied
in electronic-structure calculations. For four sites, we con-
struct the dipole to electric field map. Such a mapping of
an reduced internal variable to an reduced external variable
has been proven to be unique and has been analyzed e.g. in
Ref. [40]. Physically the gradient of the dipole moment to
the external electric field describes the electric polarizabil-
ityα [41]. In this spirit, we define the electric polarizability
as follows
α[vext] =
δd
δv˜ext
, (25)
where v˜ext describes the external electric field applied to the
system as defined by Eq. 24. We note that for the two-site
Rabi-Hubbard model studied in the previous section, the
polarizability α is the gradient of the density-to-potential
map. Thus, the larger the gradient in the mapping becomes,
the larger values for the polarizability are obtained. In con-
ducting polymers, it has been demonstrated that this high
polarizability is directly connected to charge-transfer, i.e.
conductivity [41–43].
In Fig. 14, we show how the electronic dipole moment
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FIG. 14. Four electrons with U0 = 2 on a four-site lattice: the
dipole moment d as function of the electric field v˜ext is shown
in the first row. The second row shows the polarizability α as
defined in the main text. All plots are shown for three different
coupling strengths (a) λ = 0, (b) λ = 1, and (c) λ = 2.
d and the polarizability α as function of the applied ex-
ternal potentials vext and jext change. Also in this more
complex situation, we find new normal modes appearing.
Thus, in Fig. 14, we show how v˜ext induces changes under
strong light-matter coupling to the system. Without cou-
pling, shown in (a), we find that the dipole moment devel-
ops three quasi-stationary regions, where the extremal val-
ues correspond to situations, where two electrons occupy
the outermost sites and the other two electrons occupy the
neighboring site. In the lower panel of Fig. 14, we plot the
polarizability α as defined in Eq. 25. We find two peaks
in between the stationary regions of the dipole moment. If
we now increase the electron-photon coupling, shown in
(b) for the case of λ = 1, we find that similarly as reported
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in the previous section, the dipole moment as function of
the external potential steepens and the step around vext ∼ 0
becomes narrower. Accordingly, the two peaks in the po-
larization shown in the bottom panel get close together and
have larger amplitudes in comparison to the setup in (a).
For strong-coupling that is here λ = 2 shown in (c), we
find that the middle step becomes even narrower and also
the two peaks shown in the bottom panel become closer
with high amplitude. In conclusion, we find that by tuning
the electron-photon coupling strength, the polarizability of
the system can be strongly influenced leading to a highly
polarizable system.
SUMMARY AND OUTLOOK
In this paper we have constructed the exact density-to-
potential maps for electron-photon model systems and ex-
tended the concept of the intra-system steepening to gen-
eral fermion-boson systems. We made explicit how the
intra-system steepening can be used to identify large xc po-
tentials and how these effects show up in other observables.
We have identified the appearance of new normal modes
in the coupled matter-photon system and showed how the
density-to-potential maps can be constructed for all pos-
sible external pairs from only knowing the map along the
polaritonic external potential v˜ext. Finally we have high-
lighted for a four-site model with four electrons coupled to
photons, how the intra-system steepening allows to iden-
tify interesting physical effects such as an increase of the
polarizability of the matter system due to ultra-strong cou-
pling to the photons. The increase in the polarizability is
directly relevant for experiments such as in Ref. [2], where
an increase in conductivity for organic semiconductors in
strong coupling was measured.
The exact maps and the tools to analyze the importance
of xc contributions will be helpful to further develop xc
functionals for QEDFT that accurately capture the cou-
pling between the charged particles and the photons. Also
the finding that observables behave more regularly when
represented by the internal variables is an important detail
in the development of QEDFT. Such functionals become
crucial for the practicability of QEDFT, as many observ-
ables are non-trivial functionals of the internal variables
n(r) and qα, e.g., the number of photons. Their availabil-
ity will allow for novel applications of density-functional
methods in the context of quantum optics or plasmonics.
Further, although the functionals in QEDFT are different
to the ones of standard DFT, insights from a more com-
plete description of real systems, i.e., also treating the
photons, might prove beneficial also for DFT. Especially
when going beyond the dipole approximation, the minimal-
coupling prescription forces us to use the full current den-
sity to describe the coupling to the photon field. In this
context a current-density functional (CDFT) scheme be-
comes unavoidable [14, 28]. It seems possible by studying
coupled matter-photon systems beyond the dipole approx-
imation that we get novel insight also into CDFT. It would
be very interesting to also investigate the exact density-to-
potential maps for a Hubbard system that is coupled via its
charge current to the photons, e.g., via a Peierls substitu-
tion. Such results would highlight the necessary ingredi-
ents of xc functionals to describe matter that only locally
interacts strongly with photons, in contrast to the dipole
approximation, where all electrons feel the same photon
field. This would allow to calculate quantum local-field
effects from first principles.
ACKNOWLEDGEMENTS
We thank Heiko Appel and Soren E. B. Nielsen for
very fruitful discussions and acknowledge financial sup-
port from the European Research Council (ERC-2015-
AdG-694097), and the European Union’s H2020 program
under GA no.676580 (NOMAD).
∗ Electronic address: tanja.dimitrov@mpsd.mpg.de
† Electronic address: johannes.flick@mpsd.mpg.de
‡ Electronic address: michael.ruggenthaler@mpsd.mpg.de
§ Electronic address: angel.rubio@mpsd.mpg.de
[1] M. Slootsky, X. Liu, V. M. Menon, and S. R. Forrest, Phys.
Rev. Lett. 112, 076401 (2014).
[2] E. Orgiu, J. George, J. A. Hutchison, E. Devaux, J. F.
Dayen, B. Doudin, F. Stellacci, C. Genet, J. Schachenmayer,
C. Genes, G. Pupillo, P. Samorı`, and T. W. Ebbesen, Nat.
Mater. 14, 1123 (2015).
[3] A. Shalabney, J. George, J. Hutchison, G. Pupillo, C. Genet,
and T. W. Ebbesen, Nat. Commun. 6, 5981 (2015).
[4] A. Shalabney, J. George, H. Hiura, J. A. Hutchison,
C. Genet, P. Hellwig, and T. W. Ebbesen, Angewandte
Chemie 127, 8082 (2015).
[5] J. George, A. Shalabney, J. A. Hutchison, C. Genet, and
T. W. Ebbesen, The Journal of Physical Chemistry Letters 6,
1027 (2015), http://dx.doi.org/10.1021/acs.jpclett.5b00204.
[6] J. George, T. Chervy, A. Shalabney, E. Devaux, H. Hiura,
C. Genet, and T. W. Ebbesen, Phys. Rev. Lett. 117, 153601
(2016).
[7] A. Thomas, J. George, A. Shalabney, M. Dryzhakov,
S. J. Varma, J. Moran, T. Chervy, X. Zhong, E. Devaux,
C. Genet, J. A. Hutchison, and T. W. Ebbesen, Angewandte
Chemie International Edition 55, 11462 (2016).
[8] R. Chikkaraddy, B. de Nijs, F. Benz, S. J. Barrow, O. A.
Scherman, E. Rosta, A. Demetriadou, P. Fox, O. Hess, and
J. J. Baumberg, Nature 535, 127 (2016).
[9] T. W. Ebbesen, Accounts of Chemical Research 49, 2403
(2016).
[10] W. Kohn and L. J. Sham, Phys. Rev. 140 (1965),
10.1103/PhysRev.140.A1133.
[11] E. Runge and E. K. U. Gross, Phys. Rev. Lett. 52, 997
(1984).
12
[12] M. Ruggenthaler, F. Mackenroth, and D. Bauer, Phys. Rev.
A 84, 042107 (2011).
[13] I. V. Tokatly, Phys. Rev. Lett. 110, 233001 (2013).
[14] M. Ruggenthaler, J. Flick, C. Pellegrini, H. Appel, I. V.
Tokatly, and A. Rubio, Phys. Rev. A 90, 012508 (2014).
[15] M. Ruggenthaler, ArXiv e-prints (2015), arXiv:1509.01417
[quant-ph].
[16] J. Flick, M. Ruggenthaler, H. Appel, and A. Rubio, Pro-
ceedings of the National Academy of Sciences 112, 15285
(2015), http://www.pnas.org/content/112/50/15285.full.pdf.
[17] J. Flick, M. Ruggenthaler, H. Appel, and A. Rubio, Pro-
ceedings of the National Academy of Sciences 114, 3026
(2017), http://www.pnas.org/content/114/12/3026.full.pdf.
[18] J. P. Perdew, in AIP Conference Proceedings (AIP Publish-
ing, 2001).
[19] C. Pellegrini, J. Flick, I. V. Tokatly, H. Appel, and A. Rubio,
Phys. Rev. Lett. 115, 093001 (2015).
[20] T. Dimitrov, H. Appel, J. I. Fuks, and A. Rubio, New Jour-
nal of Physics 18, 083004 (2016).
[21] M. A. Buijse, E. J. Baerends, and J. G. Snijders, Phys. Rev.
A 40, 4190 (1989).
[22] O. Gritsenko, R. van Leeuwen, and E. J. Baerends,
The Journal of Chemical Physics 101, 8955 (1994),
http://dx.doi.org/10.1063/1.468024.
[23] O. V. Gritsenko and E. J. Baerends, Phys. Rev. A 54, 1957
(1996).
[24] J. I. Fuks, S. E. B. Nielsen, M. Ruggenthaler, and N. T.
Maitra, Phys. Chem. Chem. Phys. 18, 20976 (2016).
[25] J. Flick, H. Appel, M. Ruggenthaler, and A. Rubio, Jour-
nal of Chemical Theory and Computation 13, 1616 (2017),
http://dx.doi.org/10.1021/acs.jctc.6b01126.
[26] I. V. Tokatly, Phys. Rev. B 71, 165104 (2005).
[27] I. V. Tokatly, Phys. Rev. B 71, 165105 (2005).
[28] M. Ruggenthaler, M. Penz, and R. Van Leeuwen, Journal
of Physics: Condensed Matter 27, 203202 (2015).
[29] K. Yabana, T. Sugiyama, Y. Shinohara, T. Otobe, and G. F.
Bertsch, Phys. Rev. B 85, 045134 (2012).
[30] Y. Li, S. He, A. Russakoff, and K. Varga, Phys. Rev. E 94,
023314 (2016).
[31] B. W. Shore and P. L. Knight, Journal of Modern Optics 40,
1195 (1993).
[32] D. Braak, Phys. Rev. Lett. 107, 100401 (2011).
[33] A. Le Boite´, M.-J. Hwang, H. Nha, and M. B. Plenio, Phys.
Rev. A 94, 033827 (2016).
[34] N. Sa¨kkinen, Y. Peng, H. Appel, and R. van Leeuwen,
The Journal of Chemical Physics 143, 234101 (2015),
10.1063/1.4936142.
[35] N. Sa¨kkinen, Y. Peng, H. Appel, and R. van Leeuwen,
The Journal of Chemical Physics 143, 234102 (2015),
10.1063/1.4936143.
[36] M. Berciu, Phys. Rev. B 75, 081101 (2007).
[37] J. Flick, H. Appel, and A. Rubio, J. Chem. Theory Comput.
10, 1665 (2014), http://dx.doi.org/10.1021/ct4010933.
[38] P.-O. Lo¨wdin, Phys. Rev. 97, 1474 (1955).
[39] J. P. Perdew, R. G. Parr, M. Levy, and J. L. Balduz, Phys.
Rev. Lett. 49, 1691 (1982).
[40] M. Ruggenthaler, M. Penz, and D. Bauer, Phys. Rev. A 81,
062108 (2010).
[41] S. Ku¨mmel, L. Kronik, and J. P. Perdew, Phys. Rev. Lett.
93, 213002 (2004).
[42] V. Mujica, A. E. Roitberg, and M. Ratner, The
Journal of Chemical Physics 112, 6834 (2000),
http://aip.scitation.org/doi/pdf/10.1063/1.481258.
[43] S. K. S. Mazinani, R. V. Meidanshahi, J. L. Palma,
P. Tarakeshwar, T. Hansen, M. A. Ratner, and V. Mujica,
The Journal of Physical Chemistry C 120, 26054 (2016),
http://dx.doi.org/10.1021/acs.jpcc.6b06241.
