Recently, Murty and Sinha proved an effective/quantitative version of Serre's equidistribution theorem for eigenvalues of Hecke operators on the space of primitive holomorphic cusp forms. In the context of primitive Maass forms, Sarnak figured out an analogous joint distribution. In this paper, we prove a quantitative version of Sarnak's theorem that gives explicitly estimate on the rate of convergence. The same result also holds for the case of holomorphic cusp forms.
Introduction
Let S k be the set of all primitive holomorphic cusp forms of even integral weight k for the full modular group Γ = SL(2, Z). Then for each f ∈ S k , its eigenvalue λ f (n) under the nth normalized Hecke operator T n satisfies the inquality (Deligne's bound) |λ f (p)| 2 for all primes p. Indeed λ f (p), p ≤ X, distribute nicely: as X → ∞, they are equidistributed in [−2, 2] with respect to the Sato-Tate measure 1 2π
a proof of which (the Sato-Tate conjecture) is recently announced in BarnetLamb, Gerahty, Harris and Taylor [1] .
As well for a fixed prime p, the values of λ f (p), f ∈ S k , follows some distribution law as k → ∞. Conrey, Duke and Farmer [3] and Serre [14] found that they are equidistributed with respect to the measure dµ p := p + 1 2π
(1.1)
In [13] , Sarnak figured out the same distribution law, as T → ∞, for the Hecke eigenvalues λ j (p) of primitive Maass forms for fixed p and 1 ≤ j ≤ r(T ) where r(T ) denotes the number of Laplacian eigenvalues up to T 2 . Besides Sarnak derived the joint probability measure p∈S dµ p for (λ j (p)) p∈S where S is a finite set of distinct primes.
Recently, Murty and Sinha [12] investigated the effective/quantitative version, which gives explicitly estimate on the rate of convergence. 
where s k is the cardinality of S k and the implied constant is effectively computable.
Remark 1.
In fact, Murty and Sinha considered the case of congruence subgroups Γ 0 (N ) (N ≥ 1) and proved a result with the error term O log p log kN , where p and N are coprime. The key ingredients of Murty and Sinha's method are Deligne's inequality, a variant Erdös-Turán inequality, BeurlingSelberg polynomials and Eichler-Selberg trace formula.
In this paper we shall consider the joint distribution and study the case of (primitive) Maass forms, which carries the difficulties arising from the possible exceptional eigenvalues. To start with, we brief the setting of Maass forms.
Let H be the open upper plane in C, and consider the eigenfunctions of the Laplacian ∆ = −y 2 (∂/∂x) 2 +(∂/∂y) 2 in L 2 (Γ\H), called Maass cusp forms, where Γ = SL(2, Z). The L 2 norm is induced by the inner product f, g = Γ\H y −2 f (z)g(z) dxdy. The Maass cusp forms span a subspace C(Γ\H) in L 2 (Γ\H). The Hecke operators T n , n = 1, 2, · · · , together with the Laplacian ∆ form a commutative family H of Hermitian operators on L 2 (Γ \ H). Let {u j : j 0} be a complete orthonormal basis for C(Γ\H) consisting of the common eigenfunctions of H, where u 0 is a constant function. Then ∆u j = (1/4 + t 2 j )u j , T n u j = λ j (n)u j where 0 < t 1 t 2 · · · , and λ j (n) ∈ R are parameters that determine u j ,
where ρ j (1) = 0 and K ν is the K-Bessel function of order ν. (By a primitive Maass form we mean ρ j (1) −1 u j (z).) Moreover, we have
(Bounds towards Ramanujan's conjecture) For all primes p,
where θ = 7/64. (See Kim and Sarnak [10] .) The conjecture asserts θ = 0.
Our objective is to prove the following.
Theorem 1.
There exists a small constant δ > 0 such that for all sufficiently large T ,
holds uniformly for integer N ≥ 1 and distinct primes p 1 , p 2 , . . . , p N satisfying
and uniformly for
Here dµ p is defined as in (1.1).
Remark 2. (a) Theorem 1 is a quantitative version of Theorem 1.2 in [13] . The condition N log(p 1 · · · p N ) ≤ δ log T is included to give a nontrivial statement, for otherwise, Theorem 1 holds true trivially. Hence one may omit this condition in the statement. (b) In the course of proof, we showed in Lemma 4.3 below that the number of "exceptional" t j ≤ T (in the sense that
This is analogous to Theorem 1.1 in [13] for N = 1 where Sarnak showed that the exceptional t j ≤ T for which |λ j (p)| ≥ α is
The same result as in Theorem 1 holds for holomorphic primitive forms, more precisely, we have Theorem 2. For all sufficiently large even k, we have
We shall omit the proof of Theorem 2 as it is very similar to and even easier than the proof of Theorem 1. Finally we remark that the method of our proofs work for primitive forms of higher level, and we shall return to this case in a suitable occasion.
Preliminaries
In this section we cite some results in [2] and [19] , with modification to fit our situation.
Let ϕ u,v : R/Z → R be the normalized characteristic functions defined as,
0 otherwise, where u < v < u + 1. For our purpose we take 0 ≤ u < v ≤ 1/2, and define
for any x ∈ R, since the two intervals (u, v) and (
where J(0) = 1 and J(t) = πt(1 − |t|) cot πt + |t| for 0 < |t| < 1 and M is a positive integer specified up to our disposal. Then we have (from [2, (2.4)]),
where 
and
Now, we may write α u,v and β u,v in cosine series by direct calculation:
where α u,v (0) = 2(v − u), β u,v (0) = 4 and for = 0,
In view of the definition of J(t), we have for
Furthermore, it is established in [2] some nice inequalities under the condition (v − u)(M + 1) ∈ Z; from now on, we impose the stronger condition of 
Consequently we have the analogous inequality
Next we turn to a multidimensional version of (2.4): let
. . , N . For simplicity we abbreviate ϕ un,vn (x) with ϕ n (x), and similarly for α un,vn and β un,vn . Instead of using Theorem 7 in [2] , we apply the following auxiliary.
Lemma 2.1. We have
This can be easily proved by induction with (2.4) and (2.8), for instance,
Hence we have the following result for later use.
cos(2π n x n ) (2.10)
denotes the Hadamard product; the values of α n ( ) and β n (m) are defined in (2.7), moreover,
where
An application of the trace Formula
The following lemma is an analogous result of Theorem 6 in [11] with a similar proof.
Lemma 3.1 (Kuznetsov) . Let m, n be positive integers. Then we have for arbitrarily small > 0,
where α j = |ρ j (1)| 2 / cosh πt j and δ m,n is the Kronecker symbol.
Proof. Let H(r, t) = cosh πr/ cosh π(r − t) cosh π(r + t). By a special case of Kuznetsov trace formula ( [11] , formula (4.50) or [5] , formula (4.8)), we have
where σ ν (n) denotes the sum of the νth powers of the positive divisors of n, ζ(·) is the Riemann zeta-function, S(n, m; c) is the classical Kloosterman sum and for x > 0,
with J ν being the J-Bessel function of order ν. We multiply sinh πt on both sides of (3.1) and integrate over t from 0 to T + 2 log T ; noting that
Quite plainly we have for all r 1,
and for 1 r X − log X,
while for r X + log X, h X (r) e −π(r−X) .
With the estimate (3.10) below and λ j (n) n 7/64+ε , we deduce that the first summation on the left-hand side of (3.1) gives
the second summation leads to
To handle the sum involving Kloosterman sums, we make use of the formula (5.15) in [11] : uniformly in T 0,
whose proof is included at the end for the convenience of readers.
This proves Lemma 3.1 with (3.1), (3.2) and (3.3). Finally, we give the proof of (3.4) in [11] . By [6] , §7.12, formula (14), we have the integral representation
Dividing the interval [0, ∞) into two and integrating by parts, we get
We treat it by an inequality of Landau ( [17] , Lemma 4.4),
Since (cosh ξ) = cosh ξ, it follows that for any u > 0,
uniformly in t. Therefore, we have from (3.5), for any positive b > a > 0 and X > 0,
Taking T → +∞ and then b → +∞, we have for positive a and X,
Now we apply a generalized version of Landau's inequality, namely, the second derivative test. To this end, we divide the interval of integration into the subintervals [k, k + 1], k = 0, 1, · · · . Over each subinterval, the function ξ −1 tanh ξ has a bounded total variation (k + 1) −1 . The second derivative test (see [8] 
Consequently the right-hand side of (3.6) is
and hence we obtain (3.4).
Next we want to remove the weight α j = |ρ j (1)| 2 / cosh(πt j ) in Lemma 3.1. The key is some underlying relation between α j and λ j (n)'s. The eigenvalue λ j (n) carries arithmetic structure, for instance,
for any m, n ≥ 1. Like many arithmetic functions, its associated L-function is endowed with rich analytic properties.
is the symmetric square L-function. An evaluation of the residue of the pole of L(s, u j × u j ) at s = 1 gives
This relation is ingeniously exploited in [7] to derive
The Dirichlet series in (3.8) is absolutely convergent in e s > 1, because in [9] it is proved
In addition, Shimura [15] proved that L(s, sym 2 u j ) is entire and satisfies the functional equation
With these knowledge we may obtain the following lemma.
Lemma 3.2. For arbitrarily small > 0, we have
Proof. By Perron's formula (see [18] , Theorem II.2.2),
|)
).
The error term is
by (3.11) and the bound λ j (n) n 7/64+ . We move the line of integration to e s = − 1 2 + . It follows with (3.9) that 1 2πi
+ +iH
As L(s, sym 2 u j ) t j on the line s = 1 + (by (3.11) j , the statement is proved. Below is an unweighted version of Lemma 3.1 -one of our main tools. and m, n be any positive integers. For arbitrarily small > 0, we have
where σ( ) = d| d and δ = = 1 if is a square and δ = = 0 otherwise.
Proof. We may assume mn T 2 ; otherwise the expression inside the Oterm T 2.06 dominates and it is trivially valid in view of Lemma 3.1 and (3.10). By Lemma 3.2, we have
where ν = 2/7 and τ = 43/224. The O-term is T 2+ν+ y −τ + by CauchySchwarz's inequality, Lemma 3.1 and (3.10). Using (3.7) and Lemma 3.1 with the a relaxation of the O-terms to O(T 1+ (mn) 1/4+ ) for simplicity, the main term equals
where we have assumed y √ mn. Setting y = T 1+ν (mn)
which is valid as 
Further Preparation
The Hecke eigenvalue λ j (p) can be expressed in terms of the Satake parameters of an automorphic representation, consequently λ j (p) = α j,p + β j,p with α j,p , β j,p ∈ C and α j,p β j,p = 1. It was known quite long time ago that |α j,p | ≤ p 1/2 ; the Ramanujan conjecture says |α j,p | = 1 and the state of arts is |α j,p | ≤ p θ with θ = 7/64. Hence, we may write α j,p = e iθ j (p) so that
Besides we have .1) i.e. X n is the nth Chebychev polynomial. The value of θ j (p) is uniquely determined. Consider
or more precisely,
defined in Section 2. In light of Proposition 1, we are led to prove the lemmata below.
where c p ( ) = N n=1 c pn ( n ) with c p (0) = 1, c p ( ) = 0 for odd and
for all even = 0. Here η is chosen as in Lemma 3.4 and the implied constant in (4.3) depends only on η.
Proof. Using 2 cos(
Applying Lemma 3.4, the product of the main term is
which is equal to n c pn ( n ) = c p ( ). The O-term in Lemma 3.4 is plainly bounded by the right-hand sided of (4.3) for | n | ≤ M and |a p |, |b p | ≤ 1/2 and #(S) = N . Our result follows. Lemma 4.2. Let α( ) and c p ( ) be respectively defined as in Proposition 1 and Lemma 4.1. We have
where F p (y) is defined as in (4.4) below.
Proof. The left-hand side equals
where by (2.7), each local factor is given by
(Compare with (2.5).) As by (2.2), J( /(M + 1)) =
j M (t)e(− t) dt and
following the calculation in [12, p.698] . Note that F p (y) ≥ 0 and 1 0 F p (y) dy = 1, yielding a probability density function on the space R/Z. Thus Σ p = ϕ u,v * j M * F p (0) = α u,v * F p (0); by (2.8), we infer 0 ≤ Σ p ≤ 1 and by (2.4),
and by the nonnegativity of β u,v and (2.6),
In summary we have, similar to the proof of Lemma 2.1,
In contrast with (4.2), the complete sum in (4.3) leads to the problem of controlling the "exceptional" eigenvalues. When θ j (p) = iϑ j (p) or π + iϑ j (p) for some real ϑ j (p), we do not have the inequalities (2.8). However, we have from (2.6), (2.11) and (2.1),
as cosh(φ) ≤ cosh(2φ) for real φ, thus by (2.1) the last line gives
by (4.1). Similarly,
Next we prove that for each prime p, almost all eigenvalues λ j (p) fall in the interval [−2, 2]. Let us write
Lemma 4.3. Let p be a prime. Then for all sufficiently large T ,
where #Θ T (p) denotes the cardinality of Θ T (p) and the implied constant is absolute.
Proof. By (4.2) and (2.4), we have
We need to include the exceptional θ j (p) to complete the sum, but beforehand, we make a crucial observation: in this case of u = 0, v = 1/2, we have by (2.6),
as in view of (2.7), α 0,1/2 (− ) = − α 0,1/2 ( ) for = 0, and
Now we exploit the observation. Assume M = 2L + 1 is odd. By (2.1) and (4.1) again, the right-hand side of (4.9) is equal to
2 when x = θ j (p)/(2π), and furthermore, for exceptional λ j (p),
Consequently, the last sum in (4.8) is
if we set
Here we have used
from Lemma 3.3. This finishes the proof.
Proof of Theorem 1
When
and Θ := {j : 1 ≤ j ≤ r(T )} \ Θ. (Here we suppress symbols for the dependence on T and p 1 , · · · , p N , as no ambiguity will arise.) With the notation in Sections 2 and 4, we prove the following.
N satisfy the conditions in Proposition 1. We have
Proof. By Lemma 4.3, we have
In view of the function B(x) in Proposition 1, we consider | β n (θ j (p)/(2π))| which is, by the line below (2.8) and (4.6),
by (4.11). Applying Lemma 4.1 to the complete sum in the splitting
we deduce that
Next we deal with
In view of its definition (in Proposition 1), we see by (2.8) and (4.5) that for j ∈ Θ ,
whence with the second part of Lemma 3.4 and the fact 
Together with Lemma 4.2, we infer that 
