In three experiments, we investigated whether the ease with which distracting sounds can be ignored depends on their distance from fixation and from attended visual events. In the first experiment, participants shadowed an auditory stream of words presented behind their heads, while simultaneously fixating visual lip-read information consistent with the relevant auditory stream, or meaningless "chewing" lip movements. An irrelevant auditory stream of words, which participants had to ignore, was presented either from the same side as the fixated visual stream or from the opposite side. Selective shadowing was less accurate in the former condition, implying that distracting sounds are harder to ignore when fixated. Furthermore, the impairment when fixating toward distractor sounds was greater when speaking lips were fixated than when chewing lips were fixated, suggesting that people find it particularly difficult to ignore sounds at locations that are actively attended for visual lipreading rather than merely passively fixated. Experiments 2 and 3 tested whether these results are specific to cross-modal links in speech perception by replacing the visual lip movements with a rapidly changing stream of meaningless visual shapes. The auditory task was again shadowing, but the active visual task was now monitoring for a specific visual shape at one location. A decrement in shadowing was again observed when participants passively fixated toward the irrelevant auditory stream. This decrement was larger when participants performed a difficult active visual task there versus fixating, but not for a less demanding visual task versus fixation. The implications for cross-modal links in spatial attention are discussed.
In three experiments, we investigated whether the ease with which distracting sounds can be ignored depends on their distance from fixation and from attended visual events. In the first experiment, participants shadowed an auditory stream of words presented behind their heads, while simultaneously fixating visual lip-read information consistent with the relevant auditory stream, or meaningless "chewing" lip movements. An irrelevant auditory stream of words, which participants had to ignore, was presented either from the same side as the fixated visual stream or from the opposite side. Selective shadowing was less accurate in the former condition, implying that distracting sounds are harder to ignore when fixated. Furthermore, the impairment when fixating toward distractor sounds was greater when speaking lips were fixated than when chewing lips were fixated, suggesting that people find it particularly difficult to ignore sounds at locations that are actively attended for visual lipreading rather than merely passively fixated. Experiments 2 and 3 tested whether these results are specific to cross-modal links in speech perception by replacing the visual lip movements with a rapidly changing stream of meaningless visual shapes. The auditory task was again shadowing, but the active visual task was now monitoring for a specific visual shape at one location. A decrement in shadowing was again observed when participants passively fixated toward the irrelevant auditory stream. This decrement was larger when participants performed a difficult active visual task there versus fixating, but not for a less demanding visual task versus fixation. The implications for cross-modal links in spatial attention are discussed.
The majority of selective-attention research has focused on selection within just one sensory modality. In many everyday situations, however, we need to coordinate our selective attention across different sensory modalities. For example, when listening to a conversation at a noisy gathering (the archetypal "cocktail party" situation), one must not only attend selectively to the sound of the speaker's voice but also integrate this auditory information with related visual information regarding the speaker's lip movements and gestures, while ignoring irrelevant events in both modalities.
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-Accepted by previous editor, Myron 1. Braunstein formance for occasional auditory targets was better at that location than on the other side, even though auditory probes were somewhat more likely on the other side. This suggests a tendency for voluntary (or endogenous) spatial attention to shift to corresponding locations across hearing and vision. Cross-modal links have also been demonstrated for more reflexive (or exogenous) aspects ofattention within the spatial cuing paradigm (e.g., Spence & Driver, 1997a; Spence, Nicholls, Gillespie, & Driver, 1998; Ward, 1994) .
However, these results have come from relatively sparse situations, with just a single isolated target on each trial, which is far removed from the classic selective-shadowing studies (e.g., Broadbent, 1958; Cherry, 1953; Treisman, 1969; Wood & Cowan, 1995) , which instigated the study ofour ability to ignore continuous distraction under multiple stimulation, as exemplified by the cocktail party. Here, we examined cross-modal issues for such situations. One robust finding to emerge from the classic shadowing research has been that people find it easier to select one stream and ignore another when the spatial separation between the relevant and irrelevant auditory streams increases (e.g., Broadbent, 1958; Cherry, 1953; Nelson, Bolia, Ericson, & McKinley, 1998; Speith, Curtis, & Webster, 1954 ; see also Darwin & Hukin, 1999) . Similar findings have also been reported within vision and touch Copyright 2000 Psychonomic Society, Inc.
(see Driver & Grossenbacher, 1996; Eriksen & Eriksen, 1974; Johnston & Dark, 1986) , so the spatial separation principle seems quite general. In the present study, we investigated the possible implications of this spatial principle for cross-modal attention. In particular, we considered whether it becomes easier to ignore distracting sounds when they are placed farther away from the focus of visual attention. Thus, in this study, we examined the spatial separation of cross-modal sources rather than separation within just one modality, as in previous studies.
It has long been known that it can be difficult to ignore stimuli presented in one modality while attending to concurrent stimuli in another modality, even when the distracting modality is known to be utterly irrelevant to the prescribed task (e.g., Broadbent, 1956; Klein, 1977, Experiment 3; Simon & Craft, 1970) . Recent demonstrations of this include cross-modal Stroop effects and negative priming effects from a stream of auditory distractors on responses to a concurrent stream of visual targets (e.g., Cowan, 1989; Cowan & Barron, 1987; Driver & Baylis, 1993; Elliott, Cowan, & Valle-Inclan, 1998; Greenwald, 1970 Greenwald, , 1972 Morton, 1969; Shimada, 1990 ; though see Miles, Madden, & Jones, 1989; Thackray & Jones, 1971) . A further example comes from the unattended speech ef feet (USE) in serial recall (e.g., Colle & Welsh, 1976; Jones, 1993 Jones, , 1999 LeCompte, Neely, & Wilson, in press; Salame & Baddeley, 1982) , in which the immediate serial recall of a short series of nameable visual stimuli (e.g., digits or words) is significantly impaired by a concurrent stream of spoken auditory distractors, thus showing that auditory distractors can impair performance for concurrent visual targets. However, few studies have made any serious attempt to test whether such interference from auditory distractors is affected by their spatial proximity to the visual targets, despite the fundamental importance ofthis issue for models ofcross-modal attention. Jones and Hapeshi (1991, Experiment 4; cited in Jones, 1993) suggested that cross-modal Stroop effects may be modulated by the spatial separation between attended and irrelevant streams. They presented a visual stream ofsuccessive colored letter strings as targets. The distracting auditory stream comprised spoken words, presented either from a loudspeaker directly above the visual targets in front ofparticipants or from a loudspeaker behind their heads. Reaction time (RT) to name ink colors was delayed when the auditory distractor was an incongruent color word. This cross-modal Stroop effect was reduced when the auditory distractors were behind the participant rather than in front near the visual stimuli. These results apparently suggest a spatial constraint on cross-modal attention, with greater interference from auditory distractors when at the same location as visual targets. However, an alternative explanation is that the sounds were simply more salient when in front, regardless of their position relative to the visual targets. People usually find it easier to hear speech from in front than from behind (the well-known frontal speech advantage; e.g., Hublet, Morais, & Bertelson, 1976 & Bertelson, , 1977 Morais & Bertelson, 1973;  CROSS-MODAL SELECTIVE ATTENTION 411 Morais, Cary, Vanhaelen, & Bertelson, 1980) . Moreover, any such frontal speech advantage may have been accentuated in Jones and Hapeshi 's study, because the loudspeaker in front of participants was much closer to them than the one at the rear (0.6 m vs. 2.5 m), and so the auditory dis tractors were presumably louder when presented from the front.
Only a few studies of the unattended speech effect found in serial recall have considered the location of auditory distractors relative to visual targets. Colle (1980) presented irrelevant sounds over headphones to the right ear, the left ear, dichotically, or binaurally; he found that all produced equivalent interference on serial recall for visual targets presented directly in front ofthe participant. Jones, Miles, and Page (1990) reported that changes in the location of irrelevant speech (either moving between left and right ear or at a fixed position near the midline) had little effect on proofreading performance. This led them to claim that "spatial location does not appear to be an important feature of the distracting effect of irrelevant speech" (Jones et al., 1990, p. 99) . However, since sounds were always presented over headphones in both of these studies, one might argue that the effective changes in auditory location were fairly small (since the sounds always came from a source very close to the head) and, hence, might not be expected to affect the observed cross-modal interference.
Recently we (Spence & Driver, 1999) investigated this further by conducting a standard study of the unattended speech effect while varying the relative location of the visual targets and auditory distractors substantially. Participants saw a list of eight successive visual digits at a location on their extreme right or left. Concurrent random auditory digits could be played from the same or opposite side. Serial recall was then made by typing the sequence of seen digits on a keyboard. The irrelevant auditory digits disrupted subsequent recall performance (as compared with a silent control condition), but did so equivalently regardless of whether they were presented at the same location as the visual targets or 60°away on the other side. Thus, spatial location does not seem to affect the well-studied effect of irrelevant speech on serial recall for nameable visual items. However, the retrospective nature of serial recall means that it may be a relatively insensitive measure for the ease of on-line distractor rejection.
The cross-modal Stroop effects (Cowan, 1989; Cowan & Barron, 1987; Driver & Baylis, 1993; Elliott et al., 1998; Greenwald, 1972; Morton, 1969; Shimada, 1990) and negative priming effects (Driver & Baylis, 1993) mentioned earlier might seem to offer better paradigms for studying any effects ofcross-modal spatial separation on the ability to ignore distractors. However, these paradigms may also be inappropriate for isolating difficulties with perceptual selection in particular. They might instead primarily reflect the ease of response selection, when incongruent response tendencies are activated (in Stroop situations) or when the response required to the Same-Side Condition
\ Figure 1 . Schematic bird's-eye view ofthe experimental set-up, showing the position of the loudspeakers that could be used to present the relevant and irrelevant auditory streams and the monitors used to present the visual stream, around the participant's cartooned head and body (possible direction of fixation indicated by the dotted lines). The virtual circle on which the loudspeaker cones were placed is also shown. In the same-side condition, the visual stream and irrelevant sounds were either both on the left (as shown) or both on the right (equally likely). In the opposite-side condition, for half of the blocks, the visual stream was presented on the left and the irrelevant sounds on the right (as shown); for the remaining half ofthe blocks, the reverse arrangement held. Note that, in the experiment, there was always one monitor and one loudspeaker visible in front of the participant on each side; we simply manipulated which pieces of the fixed apparatus presented stimuli at anyone time.
stream (same-side condition) or in the mirror-symmetric position on the other side (opposite-side condition).
Our question was whether the irrelevant sounds would be harder to ignore, thus leading to poorer selective shadowing, when presented at the location that was visually attended rather than on the opposite side (see Figure 1) . Following Driver and Spence (1994) , we also sought to disentangle any effects caused by actively processing visual events at one location from those due merely to fixating passively there. Accordingly, just as in Driver and Spence's study, the visual streams either consisted ofmeancurrent target has just been suppressed for a preceding target (in negative priming). Accordingly, in the present study, we did not utilize any ofthe established cross-modal interference effects. Instead, we chose to examine how selective shadowing would be affected when auditory distractors were close to or far from the focus of visual attention, reasoning that this should provide a more direct measure for the efficiency of perceptual selection than any of the other available paradigms.
Our tasks were adapted from a previous series of shadowing experiments reported by Driver and Spence (1994) , in which participants shadowed an auditory stream presented from one loudspeaker at 30°to one side, while ignoring an irrelevant auditory stream presented from a loudspeaker on the other side. In this study, there were also two visual streams: one at the left loudspeaker, and the other at the right loudspeaker. In some blocks oftrials, these two visual streams each consisted oflip-read information (videos of a person recording either ofthe auditory messages). These visual streams were sometimes placed on the same side as the corresponding auditory messages and at other times on the opposite side (e.g., the lip-read information for the relevant message might be on the right, while the sounds to be shadowed were on the left). Participants fixated the visual stream that matched the message they had to shadow.
More relevant words were correctly reported when the attended visual stream was on the same side as the relevant auditory stream, suggesting that participants found it easier to direct auditory and visual attention to the same position rather than in opposite directions (see also Spence & Driver, 1996) . Merely fixating passively in one direction or another (in control conditions in which the visual stream now comprised meaningless "chewing" lip movements, rather than visual lip-read information) had less effect on shadowing performance than actively attending in either direction to process lip-read information.
Although this study suggests cross-modal links in spatial attention during selective shadowing, it does not resolve our specific question of whether it is particularly difficult to ignore irrelevant information in one modality (e.g., distracting sounds) at a location that is selected for another modality (i.e., for the actively attended visual stream). Here, we adapted Driver and Spence's (1994) paradigm, in order to investigate whether increasing just the spatial separation between an irrelevant auditory stream and a relevant visual stream would make it easier to ignore the auditory distractors. Participants had to shadow a relevant auditory stream of words presented from a loudspeaker directly behind their heads, while ignoring a concurrent irrelevant auditory stream of words presented from a loudspeaker in front of them, on one side or the other (see Figure 1 for a schematic of the experimental set-up, seen from above the participant's cartooned head and upper body). At the same time, participants also had to fixate a visual display, which could be placed either at the same location as the irrelevant auditory ingfullip movements that matched the relevant auditory message (the speaking-lips condition, intended to induce active visual attention) or consisted of meaningless lip movements (chewing lips) that merely had to be passively fixated.
Note that the spatial arrangement of the present study held the separation between relevant and irrelevant sounds constant and also held the separation between relevant visual events and the relevant sounds constant, unlike Driver and Spence (1994) . All that varied was whether the fixated visual stream was close to or far from the irrelevant auditory stream. This design was therefore expected to allow us to determine for the first time whether it is particularly hard to ignore auditory distractors when presented at the current spatial focus of visual attention. Moreover, if any such effect is stronger with active visual processing than with mere passive fixation, then it should be more pronounced in the speaking-lips conditions than in the chewing-lips conditions.
As regards the latter passive fixation conditions, several previous studies have suggested that the mere direction offixation may sometimes affect selective listening. Gopher (1973) , who monitored gaze while listeners shadowed one ear during dichotic presentation over headphones, found a tendency for the listeners to look toward the shadowed ear. Further studies reported better selective shadowing when listeners looked toward an external loudspeaker presenting relevant sounds rather than the loudspeaker presenting irrelevant sounds (Larmande, EIghozi, Sintes, Bigot, & Autret, 1983; Morais et aI., 1980 ; also see Hiscock, Hampson, Wong, & Kinsbourne, 1985) . This comparison cannot distinguish a possible cost when fixating distractor sounds from a possible benefit when fixating target sounds. Reisberg, Scheiber, and Potemken (1981) , who manipulated whether listeners looked toward a relevant loudspeaker, a distracting loudspeaker, or directly in between, found only a small cost from fixating distractor sounds. However, their result has proved controversial and difficult to replicate (see Wolters & Schiano, 1989) , perhaps because relatively small spatial separations were used. Note that the present study used a wider separation between the sounds and thus should be more sensitive to any effect from the direction of passive fixation. In addition, our study tested for the first time whether active visual processing might produce larger effects than mere fixation.
EXPERIMENT 1 Method
Participants. Sixteen participants (7 men and 9 women) were recruited by advertisement for this experiment and were each paid £3.50 (approximately U.S. $6) for a 50-min session. Their mean age was 26 years (range, 17-45 years). All participants but I were righthanded by self-report. The participants were naive as to the purpose of the experiment, and all were native English speakers.
Apparatus and Materials. The participant was seated at a table in a darkened room, facing straight ahead, with head movements precluded by an adjustable temple clamp and chinrest. Two video monitors (Panasonic TC-15M I R) were placed 96 em from the participant, arranged symmetrically at 38°from the participant's midline on either side at eye level. Only one displayed a visual stream at anyone time, and the participant always fixated toward this visual stream. Two videorecorders (Panasonic AG-7650-B and AG-7750-B) and a video-editing system (Panasonic AG-A770) were used to control the presentation of auditory and visual streams. Three loudspeakers (each 6-in. diameter, 15 ohm) were arranged on a virtual circle (radius 96 ern) centered on the participant's head, and each could be used to present an auditory stream of words (see Figure I) . The relevant auditory stream was always presented via the loudspeaker situated directly behind the participant's head. I The concurrent irrelevant auditory message was played from either of two loudspeakers situated in front ofthe participant on either side, in the same location as one or the other of the two video monitors. The visual stream of moving lips subtended about I°of visual angle horizontally (the whole head subtended an angle of approximately 3°h orizontally) and was presented 2°above the center of a loudspeaker. The apparatus was not moved between conditions; instead, switches were used to send the appropriate stimuli to a particular loudspeaker or monitor. Relevant and irrelevant auditory streams were each presented at approximately 68 dB (A) on average, peaking at 71 dB (A), as measured from the participant's ear position. In order to bring shadowing performance below ceiling and thus encourage the participant to engage in active lipreading when speaking lips were visible, white noise was presented continuously at 52 dB (A) from a loudspeaker strapped to the underside of the participant's chair throughout the experiment.
The materials comprised two videorecordings of the first author reading random triplets of two-syllable words, all with stress on the initial syllable, and with the two different recordings played back to the participant concurrently (e.g., the two simultaneous triplets might be "olive, notice, topic" and "jewel, reason, under"; see , for more details). Concurrent words from the two different tapes were approximately matched for spoken length and for spoken frequency (Brown, 1984) . During each recording, the author aimed to pronounce the words at a fairly level intensity and at a regular rate (by means of a series of computerized pacing clicks). These clicks were audible on the recordings and thus provided information to warn the participant of the imminent onset of a triplet in the experiment. Word triplets were read at a rate of 1.6 sec per triplet, with a 4-sec gap between triplets.
There were 16 experimental test blocks, each consisting of 13 triplets of words. These were created in the following manner: 8 blocks of 13 word triplets were recorded onto one videotape (Tape I), and a further 8 blocks of 13 triplets of different words (approximately matched for word length and word frequency) were recorded onto a second videotape (Tape 2). The original 8 blocks recorded on Tape 2 were then copied onto to the end of Tape I, and, likewise, the original words recorded onto Tape I were copied onto the end of Tape 2, to yield two 16-block tapes, with quality (original vs. copy) counterbalanced across tapes. The visual track of Tape 2 was then overdubbed with meaningless lip movements (the person who had recorded the messages now vigorously chewed gum with a closed mouth, instead of speaking, to produce visual chewing-lips stimuli). Only one of the two possible visual channels (speaking lips from Tape I or chewing lips from Tape 2) was shown at any time in the experiment, from just one monitor. However, the two auditory channels (from Tape I and Tape 2) were presented concurrently and always comprised different words at a given time. The two videotapes were synchronized every 4 blocks, using a framecounter on the videoeditor to set them to framecounts previously judged by the experimenters to provide maximum phenomenal simultaneity for reference click trains on the two tapes. For each participant, particular words appeared only once in the speaking-lips condition and once in the chewing-lips condition. The spatial condition in which particular words appeared (same side vs. opposite side) was perfectly counterbalanced across participants. The experiment began with 8 blocks of practice trials (which were not analyzed), each comprising 8 triplets of words different from those used in the experimental blocks.
Design. The speaking-lips and chewing-lips conditions alternated between successive blocks. Which of the two video monitors displayed the visual stream (and hence whether the participant fixated leftward or rightward) was switched every 4 blocks. Hence, there were eight equiprobable conditions produced by crossing the three within-participants factors oflips (speaking vs. chewing), relative position ofthe visual stream with respect to the irrelevant auditory stream (same side vs. opposite side), and hemispace of irrelevant sounds (i.e., whether the irrelevant auditory stream was on the left or right).
The side of the visual stream stayed constant within every block of 13 successive triplets, whereas the side of the irrelevant auditory stream changed after the sixth triplet (i.e., within each block oftrials). Switching the position of auditory distractors in this way ensured that the relative position factor changed within each block (and likewise for hemispace of irrelevant sounds), so that any variability due to long-term drifts in performance should have minimal impact on these factors. The switch also allowed us to examine any influence on performance when the distracting sound suddenly changed position (i.e., on the 7th triplet in each block). This might attract attention toward the distracting stream, in the automatic "exogenous" manner revealed by spatial cuing studies ofattention with spatially uninformative peripheral cues (e.g., Spence & Driver, , 1997a Spence et aI., 1998) .
Ofcourse, the main aim ofour study was to investigate the crossmodal implications of directing deliberate (or "endogenous") attention toward a location, to test whether or not endogenously attending to a visual location makes auditory distractors at that location more potent. However, we were also interested in how any such endogenous effects might interact with exogenous attention capture by a sudden change in the location of distracting sounds. The spatial cuing literature has already highlighted a number of qualitative differences between exogenous (or reflexive) and endogenous (or deliberate) mechanisms of spatial attention. However, rather few studies have looked at the possible interplay between exogenous and endogenous factors (although see Theeuwes, 1994) , and, to our knowledge, absolutely none have ever done so for a cross-modal situation. We expected performance to suffer on the 7th triplet in each block, because the sudden change in the location ofthe distracting auditory stream should attract attention toward it in an exogenous manner (cf. , 1997a Naatanen, 1992; Naatiinen, Paavilainen, Tiitinen, Jiang, & Alho, 1993) . The more intriguing question was whether the switch in distractor position would modulate any endogenous effects due to where the participant was deliberately attending in vision; this might reveal how exogenous and endogenous factors interact in directing selective attention in a cross-modal situation.
Procedure. The participants were instructed to maintain fixation on the single monitor that displayed a visual stream, either on their far left or far right in each block, and adherence to this fixation instruction was monitored throughout by the experimenter. The participants had to repeat as many words as possible from each triplet in the relevant message (i.e., the sounds from behind them, with or without supporting lip movements on one side in front). They responded in the interval between successive triplets. The experimenter recorded the participants' responses, which were scored as correct, incorrect, or intrusions (i.e., reports of words from the irrelevant auditory stream) without regard to the order ofreport for words within each triplet. Close approximations (e.g., derivational errors) were scored as incorrect.
Results
We excluded the 7th triplet in each block from our initial scoring, since it may have been unusual due to the distractor sounds suddenly changing location; this might have attracted attention exogenously, as explained above. We will return to the analysis for any such exogenous effect later. The interparticipant mean percentages of correct responses (and of intrusion errors) after this exclusion are shown for each condition in Table 1 . It can be seen that performance was better overall when speaking lips gave useful lip-read information to boost the relevant auditory message. More important, in support ofour critical prediction, performance was worse in the same-side condition, in which the visual stream was at the same location as the irrelevant auditory stream that had to be ignored, as compared with the opposite-side condition. Moreover, this effect of relative position appeared larger for the speaking-lips condition than for the chewing-lips condition.
The percent correct data were analyzed using a withinparticipants analysis of variance (ANOVA), with three factors [lips (2) X relative position (2) X hemispace of irrelevant sound (2)]. This revealed that the participants did indeed report significantly more relevant words when fixating relevant lip-read information (M = 68.9%) than We turn now to examine any effects ofthe sudden switch in location of the auditory distractors on the 7th triplet in each block. In order to examine whether this switch exogenously drew attention to the distracting auditory stream, we conducted a further analysis that considered the serial position ofeach triplet ofwords within a block. This included all 13 triplets (previously the 7th "switch" triplet had been excluded) but now treated each triplet position separately. The percentages ofcorrect reports of relevant words for each condition are shown in Figure 2 , as a function ofthe position of the triplet within the experimental block (note that same-side condition vs. opposite-side condition switched within each block, along
,.
• with the location of the 7th triplet; the graph pools across blocks). Two aspects of the graphed data are immediately striking. First, there is a drop in performance on the 7th switch triplet for all four conditions. Second, the differences between conditions that were described above seem apparent for every single one of the 13 successive triplets, even when considered individually.
This pattern was confirmed by a three-way withinparticipants ANOVA (lips X relative position X triplet number) on the total correct data, which showed the same main effects and lips X relative position interaction as reported in the preceding analyses, plus with a significant effect of triplet number [F(12,180) = 14.5, p < .0001]. This was due to the poorer performance on the critical 7th triplet, where the position of the irrelevant auditory stream switched (all pairwise comparisons of this triplet with any of the others were significant at p < .01, by Newman-Keuls tests). The critical effect of reiative position and its interaction with speaking lips versus chewing lips as described above apparently held across all the serial positions oftriplets within each block, even on the 7th switch triplet (see Figure 2 ). An ANOVA on the accuracy data for just this 7th triplet found a main effect oflips [F(1,15) 
Discussion
Several important findings emerge from Experiment 1. First, selective shadowing was consistently better when relevant lip-read information was added, as observed previously (e.g., Reisberg, 1978 Reisberg, , 1987 Sumby & Pollack, 1954 ; see also Grant & Seitz, 1998; Summerfield, 1992) . This is perhaps unsurprising, since appropriate lip-read information adds phonological information to constrain identification of the relevant words (cf. Dodd & Campbell, 1987; McGurk & MeDonald, 1976) . Second, and more importantly, reports of the relevant words were more accurate when the distracting sounds were placed farther away in space from the fixated visual stream (while holding all other spatial factors constant). There were also fewer intrusion errors in this situation. These influences ofrelative position confirm that it is harder to select relevant sounds and ignore distracting sounds when the latter are placed at a fixated visual position. Third, relative position had a stronger effect when the visual stream was actively attended to process useful lip-read information, rather than merely being passively fixated as with the meaningless chewing lip movements.
These results imply that people find it difficult to ignore speech sounds that they are passively looking at and more difficult still to ignore speech sounds presented near lip movements that they are visually attending in order to extract lip-read information. The effect from the direction of passive fixation (with chewing lips) supports some previous suggestions that shadowing performance can be impaired by looking in the direction of the distracting sounds (e.g., Gopher, 1973; Morais & Bertelson, 1973; Morais et aI., 1980; Reisberg et aI., 1981) . This outcome was so clear and consistent in our experiment that we can only summize that occasional failures to observe this pattern in the past (e.g., Wolters & Schiano, 1989 ) must have been caused by some insensitivity in the measures that were used, due perhaps to relatively small changes in the direction offixation (by contrast, in the present experiment, there was a substantial 76°difference in the direction of gaze between conditions). 4 The most novel finding in our experiment was that the spatial separation of auditory distractors from the visual stream had a significantly larger impact when the visual stream was actively attended for lipreading (speaking lips) than when it was merely passively fixated (chewing lips). Proof that the participants were indeed actively processing the visual stream in the speaking-lips conditions comes from the fact that overall performance was significantly better than in the chewing-lips condition, due to the extraction of useful lip-read information. The greater impact of spatial separation from the auditory distractors with an active rather than passive visual task suggests that people find it particularly difficult to ignore an irrelevant auditory stream when they must deliberately attend that same location in vision rather than merely fixating it.
The analysis of performance as a function of the serial position of a triplet in each block revealed that the participants found it particularly difficult to ignore the irrelevant stream when it suddenly changed position (on the 7th triplet of every block). The impaired performance on this switch triplet is presumably caused by exogenous orienting of attention toward sudden sounds at a novel location ; see also Naatanen, 1992, and Naatanen et aI., 1993 , for evidence of attention capture by unexpected sounds in event-related potential studies using scalp recordings of neural activity, and Wood & Cowan, 1995, p. 253 , for related findings). Recent behavioral studies have shown that the sudden presentation of a peripheral sound invariably leads to a short-lasting shift of exogenous attention in its direction (e.g., , 1997a Spence et aI., 1998) . In the present experiments, the participants' auditory attention should therefore have been drawn in this automatic manner away from the endogenously attended location behind their heads toward the changed position ofthe distractor sound for a brief time. Such a short-lasting shift of auditory attention toward the new source of the irrelevant message would be expected to briefly disrupt shadowing performance, consistent with the abrupt drop in accuracy we found on the switch triplet.> Interestingly, the disruptive effect of suddenly shifting the distractor sounds was additive with the effect of spatial separation between auditory distractors and visual stream and likewise with the interaction between this factor and active versus passive visual task (see Figure 2 ). This additivity implies that exogenous attention capture by the sudden shift in distractor location did not change the influence of more endogenous factors, such as where the participant was deliberately attending or fixating in vision. From the perspective ofStemberg's (1969) additivefactors logic, this suggests that endogenous mechanisms of attention involve processes separate from exogenous mechanisms, adding further support to many recent claims that these two forms of spatial attention are qualitatively distinct and may be served by separate neural substrates (e.g., Briand, 1998; Butter, 1987; Klein, 1994; Klein, Kingstone, & Pontefract, 1992; Riggio & Kirsner, 1997; Robinson & Kertzman, 1995; ,1997a Thus far, we have interpreted our findings in terms of a general difficulty in ignoring a distracting auditory stream when presented at the current focus of visual attention. However, a somewhat different account could be put forward in terms of audiovisual integration during speech perception. The decline in performance when the irrelevant auditory stream is placed at the same location as the relevant visual lip-read information (as in the sameside speaking-lips condition) might be caused by some tendency to integrate the relevant visual lip-read information with the mismatching irrelevant auditory stream in this particular situation. This could arise ifany tendency for inappropriate audiovisual integration were spatially constrained, being more likely to arise for lip movements and mismatching sounds that appear at the same location rather than at different positions.
If any such spatial constraint on inappropriate audiovisual integration were caused by cross-modal links in spatial attention, this would, of course, reduce to our own account. However, one might argue that inappropriate integration of speech sounds with mismatching lip movements could be spatially constrained for entirely nonattentional reasons (e.g., because lip movements and speech sounds emanating from the same external location usually do share a common source and, thus, typically should be integrated). In fact, recent evidence from studies of audiovisual integration in speech perception suggest that there is no such spatial constraint on the integration ofmismatching lip movements and speech sounds, thus arguing against any nonattentional account for our results. This evidence comes from studies ofthe well-known "McGurk effect," which arises when visual lipread information for one speech sound (e.g., "aga") is paired concurrently with a somewhat different speech sound (e.g., "aba"). The classic finding is that the nature of the lip movement changes the perceived speech sound (e.g., a blend such as "ada" may be heard; see McGurk & McDonald, 1976) . Jones and Munhall (1997) and Bertelson, Vroomen, and de Gelder (1995; see also Bertelson, 1998) have recently reported that this form of inappropriate integration is not constrained spatially. That is, McGurk effects are just as pronounced when the mismatching auditory and visual stimuli come from widely separated sources as when they share the same spatial location.
Given that inappropriate integration of mismatching auditory and visual streams appears to be unaffected by spatial separation, we thought it unlikely that any such integration between the lip movements and the mismatching irrelevant sounds could explain the greater effect of relative position for the speaking-lips condition than for the chewing-lips conditions in Experiment I. However, the most straightforward way to assess this is to test whether we can obtain similar results when the active visual task is entirely unrelated to the shadowing task performed on the heard speech. If we could replicate the same pattern CROSS-MODAL SELECTIVE ATTENTION 417 with a nonlinguistic visual task, then clearly the result cannot be specific to cross-modal integration for speech perception.
EXPERIMENT 2
In Experiment 2, the lip movements used in Experiment I were replaced by a continuous stream of meaningless visual shapes (generated by a grid ofLEDs), presented from the same two possible spatial locations as before. Thus, all of the visual events were now entirely unrelated to the auditory speech streams presented for the shadowing task. Participants either were required to actively monitor the visual stream of shapes for a specific target stimulus (active condition) or were simply required to passively monitor the alternation of two nontarget shapes in a similar stream (passive condition; see , Experiments 2 and 3, for similar task requirements). As before, participants had to shadow the auditory stream ofwords presented from behind their heads, while simultaneously ignoring the irrelevant spoken words presented auditorily from in front of them on one side. In addition, they either fixated or actively monitored a visual stream on the same side of space as the irrelevant auditory words or the opposite side of space to the irrelevant auditory words.
If the pattern of results from Experiment I is specific to the particular linguistic task of lipreading while listening to speech, then it should not be replicated in Experiment 2. If instead the pattern reflects a more general rule that irrelevant sounds are hard to ignore when appearing at fixated locations and even harder to ignore when that fixated location is actively attended, then the same pattern should again be found (provided, of course, that the new active visual task is at least as demanding of visual attention as the lipreading had been in Experiment I).
Method
Participants. Ten undergraduate students (5 men and 5 women) at Oxford University were recruited to take part in this experiment. Their mean age was 20 years (range, 19-20 years). All participants were right-handed by self-report. The participants were naive as to the purpose ofthe experiment, and all were native English speakers.
Apparatus and Materials. The participant was seated on a chair in a darkened room. The two auditory messages was transferred from the videotapes used in Experiment 1 onto the left and right channels of an audiotape, which was played back on a Yamaha K-340 stereo cassette deck. The nonlinguistic visual displays were generated by two grids of nine yellow LEDs, with each grid arranged in a 3 X 3 square configuration at a distance of 96 em from the participant on either side offixation (i.e., at the same position as the lips had been presented in Experiment 1). These two grids ofyellow LEDs were located at ear level, and each grid subtended a visual angle of3.9°ver-tically and horizontally. The luminance ofeach LED was 41.4 cd/m-. A red LED was placed immediately under each grid oflights to provide feedback following an incorrect response on the visual task. Only one grid was used during each block of trials, and the central LED within each grid was never used in this experiment.
Targets for the active visual monitoring task consisted ofa square shape, created by illuminating just the four comer LEDs together in herence to these instructions was monitored by the experimenter throughout. There was a short break between each condition. In sum, there were only three major changes in procedure to Experiment I. First, the visual stimuli were now always meaningless shapes created by the LEDs; no linguistic lipreading task was ever required. Second, the source of the irrelevant auditory stream now remained constant across each block of trials (i.e., it no longer switched on the 7th triplet), due to the computerized method for shifting the irrelevant auditory location, which could not be synchronized to a single auditory triplet but rather took place in the longer pause between blocks. Finally, intrusion errors were no longer recorded, with spoken responses simply being scored as correct or incorrect (because the majority of intrusion errors had occurred on the switch trial in Experiment I, which was no longer present in this experiment).
Results
The interparticipant mean percentages of correct responses are shown for each condition in Table 2 . It can be seen that performance was again worse overall in the sameside condition, in which the visual stream was at the same location as the irrelevant auditory stream that had to be ignored, than in the opposite-side condition. A three-way ANOVA on the total correct responses had the factors of task (active vs. passive), relative position (same side vs. opposite side), and hemispace of irrelevant auditory stream (left vs. right).
The participants reported fewer words correctly on same-side trials (M = 60.9%) than on opposite-side trials (M = 72.8%), resulting in a main effect ofrelative position [F(l,9) = 25.2,p < .001]. Thus, fixating visual events on the side ofthe irrelevant auditory stream again resulted in a significant decrement in shadowing performance for the attended auditory stream placed behind the participants' head. The participants also reported fewer words correctly overall in the active task (M = 64.3%) than in the passive task (M = 69.4%), resulting in a marginaleffectoftask[F(l,9) = 1.9,p = .06]. This is consistent with the participants' finding the active task more difficult and thus more "attention-demanding" than the passive task, as anticipated. However, in stark contrast to Experiment 1, there was no interaction between relative position and task [F(l,9) < 0.5]. That is, the participants found it no more difficult to ignore auditory events at fixation when actively attending there than when merely passively fixating there. This result contrasts with the sig- the fixated grid oflights. There were eight possible nontarget stimuli for the active visual monitoring task, consisting of the illumination of all but the central LED, the illumination of three of the four comer LEDs, the illumination of the four noncorner LEDs, or the illumination oftwo diagonally opposite corner LEDs. The sequence of visual stimuli at the fixated grid in the active monitoring task was random. The visual stimuli for the passive fixation task consisted of the illumination of both the upper row and the lower row of LEDs in the fixated grid, alternating with both its left column and its right column ofLEDs. The visual stimuli in both tasks were presented for 250 msec each, with successive stimuli presented at stimulus onset asynchronies (SOAs) of350 msec. Only one of the grids ofLEDs was illuminated in each block (analogous to only one monitor being used to present lip-read information in Experiment I). White noise was presented throughout the experiment from a loudspeaker cone placed underneath the participants' chair at 52 dB (A), to ensure that the auditory shadowing task was not at ceiling. The participant responded to visual targets in the active visual task by pressing a response button placed in the right hand. RTs were measured in milliseconds from target onset using an 82C54 intervaltimer chip on an input-output card (Blue Chip Technology, parts DCM-16 and DOP-24) that interfaced to the LEDs and response keys and could also switch which of two loudspeakers presented the irrelevant speech sounds from the audiotape. Timing of the stimuli and responses was controlled by a Viglen 3/33 microcomputer (IBM 386 compatible), using a custom program written in Turbo Pascal. The computer automatically shifted the irrelevant speech signal from one loudspeaker cone to the other in front of the participant, depending on the current condition.
Design. There were again three within-participants factors ofinterest. One factor was relative position of fixation, which could either be on the same side as the irrelevant auditory stream or on the opposite side. The second factor was analogous to the previous speaking lips versus chewing lips comparison: The visual task was either active monitoring (for the specified square target in a stream of nontargets) or passive fixation of an alternating stream of visual stimuli. The third factor was whether the irrelevant auditory stream was presented on the left or the right. This was now switched between blocks, rather than halfway through each block, due to the way in which the computer controlled the visual events and the location of the auditory stimuli. These three factors were crossed to yield eight conditions, which were each presented once in the eight practice blocks and twice in the 16 experimental blocks. The conditions were ordered such that the same-side versus opposite-side factor alternated every block, whereas active versus passive visual task alternated every other block, and the direction of fixation alternated every 4 blocks. The starting condition was randomized across participants.
Procedure. The visual stream was started shortly before the onset of the first triplet of auditorily presented words and was stopped after the participants had made their verbal responses to the last triplet of words in the block. The probability of a particular visual stimulus being a target within the random stream of shapes for the active condition was Y75. Thus, on average, a visual target was presented every 26 sec during the active task. The participants were allowed a maximum 00 sec from target onset in the active task to initiate a buttonpress response before a "missed-target" response was scored. Correct responses, missed targets, and false alarms in the active visual task were all recorded automatically by the computer controlling the experiment. Feedback following a false alarm or following a missed target was provided by illumination of the red LED under the grid for 2,000 msec.
The participants were instructed to repeat as many of the relevant auditory words as possible in the shadowing task, while also responding to all the visual targets they detected. It was stressed that they should fixate the illuminated grid on one side throughout each block, while keeping their heads pointing straight ahead. Ad-EXPERIMENT 3 
Method
Participants. Twelve undergraduate students (8 men and 4 women) at Oxford University were recruited to take part in this experiment. Their mean age was 20 years (range, 18-21 years). All participants but I were right-handed by self-report. The participants were naive as to the purpose of the experiment, and all were native English speakers. None had taken part in Experiment 2.
Apparatus, Materials, Design, and Procedure. The only changes from Experiment 2 were as follows. First, the two grids of LEDs were now both used throughout, so that visual stimuli were always presented concurrently from both sides of space. The participants fixated toward one side or the other for the passive or active task, just as before. In the active task, the nontarget stimuli presented on the fixated side were chosen independently ofthose presented on the other side, and target stimuli (i.e., the square arrangement of illuminated corner LEDs) appeared only on the fixated side. Each visual stimulus was now presented for just 75 msec, with the SOA between successive visual stimuli being reduced to 200 msec. interpretation of the same-side versus opposite-side effect for the passive task in Experiment 2 as a pure effect of fixation direction alone. This effect might conceivably be due instead to exogenous attention capture by the flashing grid of LEDs, which appeared only on the fixated side.
Our final experiment was designed to address these weaknesses and potential criticisms of the design used in Experiment 2. In order to address the possibility that the active task may not have been sufficiently demanding, we simply increased the rate of stimulus presentation in the visual stream from one stimulus every 350 msec to one stimulus every 200 msec. We also increased the level of the background white noise to make the shadowing task more difficult. Finally, we now presented simultaneous but independent streams of visual stimuli from both sides of space in all conditions, with the aim of equating any exogenous effects from the flashing grids across the two sides. With these changes, a stronger test should be provided for whether the pattern of Experiment 1 (i.e., a greater same-side vs. opposite-side difference in shadowing performance with an active rather than passive visual task) can be found even when the active visual task is nonlinguistic and is thus unrelated to the auditory shadowing task. For completeness, we also conducted statistical analyses ofthe target detection data from the active visual task conditions (the means from these data are presented in the Appendix). A two-way within-participants ANOVA on the RT data from the active visual conditions, with the factors of relative position (same side vs. opposite side) and hemispace (left vs. right; now with reference to the side of the visual stimulus) revealed that the participants responded more rapidly to targets presented on the right (M = 548 msec) than to targets on the left (M = 578 msec), resulting in a main effect of hemispace [F(l,9) = 6.0, p = .04). A simi lar trend toward preferential responding to right over left visual targets has been reported in many previous studies (e.g., Spence & Driver, 1997c ), although we note that it may be related here to our use of a righthand buttonpress response. None of the other terms in the analysis of the RT data reached significance. Similar analyses of the percentages of targets missed and on the numbers of false alarms in each condition also revealed no significant main effects or interactions.
Discussion
The results for the shadowing task in Experiment 2 clearly demonstrate again that fixating visual events at the location of an irrelevant auditory stream makes it more difficult to ignore that stream than when fixating elsewhere. However, in contrast to the results of Experiment I, we found no difference in the size of this spatial effect as a function ofwhether the participants merely fixated passively toward the distractor sounds or actively monitored the visual events there. This may suggest that the additional spatial effect that we had attributed to active visual attention in Experiment I may in fact be specific to lipreading while listening.
However, there are at least two alternative accounts for the present failure to find a stronger spatial effect in the active versus passive nonlinguistic visual task. First, it may simply be that the present active task of monitoring for an occasional square target (appearing only once every 26 sec, on average) was not as demanding on visual attention as the continuous lipreading had been in Experiment 1. This difference in attentionalload might conceivably explain the different outcome for the two experiments rather than the contrast between linguistic and nonlinguistic tasks. Second, it may be that the particular visual stimuli used in Experiment 2, generated by grids of highintensity LEDs and comprising many abrupt onsets and offsets in an otherwise darkened room, might be so attention capturing as to conceal any difference between the active and passive conditions. It seems unlikely that the continuously chewing lips used in Experiment I would have exerted the same exogenous pull on visual attention as the abrupt flashes in Experiment 2. Note that possible attention capture by these flashes may also complicate Given the faster presentation rate in the present experiment, we added the constraint that successive targets could now appear only after at least 25 distractor stimuli had been presented since the onset of the preceding target. Aside from this constraint, the probability ofa particular visual stimulus being a target was again 1/75. Finally, the level of white noise underneath the participant's chair was now set to 58 dB (A).
Results
The interparticipant mean percentages of correct responses are shown for each condition in Table 3. Note that the overall level of performance on the shadowing task was worse than in Experiment 2, presumably due to the higher level of white noise. More important, it can be seen that performance was again worse overall in the same-side condition, in which the fixated visual stream was at the same location as the irrelevant auditory stream, than in the opposite-side condition. A three-way ANOVA on the total correct responses had the factors of task (active vs. passive), relative position (same side vs. opposite side), and hemispace of the irrelevant auditory stream (left vs. right).
The participants reported fewer words correctly on same-side trials (M = 39.4%) than on opposite-side trials (M = 49.1%) overall, resulting in amain effect ofrelative position [F(I,II) = 55.9, p < .0001]. This shows that fixating the side of the irrelevant auditory stream again produced a significant decrement in shadowing performance for the attended auditory stream. The participants reported fewer words correctly in the active task (M = 40.1 %) than in the passive task (M = 48.3%) overall, resulting in a highly significant main effect oftask [F( 1,11) = 21.2,p < .001] . This is consistent with the active condition being more difficult and thus more attention demanding than the passive condition. The most important result is the significant interaction between relative positionandtask[F(I,II) = 7.7,p = .02]. That is, the participants now found it significantly more difficult to ignore auditory events at fixation when actively attending the fixated location (mean difference between same-and opposite-side conditions of 12.5%; p < .01, by t-test pairwise comparison) than when merely passively fixating there (mean difference of just 7%; p < .01). None of the other terms in the ANOVA on shadowing accuracy reached statistical significance [for side by relative position X task, F(l, 11) = 1.7, p = .22; for all other terms, F < 1].
We also conducted a two-way within-participants ANOVA on the RT data from the conditions in which the participants performed the active visual task, with the factors of relative position and hemispace (see the Appendix for a fuller presentation of these data). The participants again showed a trend toward responding more rapidly to visual targets presented on the right (M = 826 msec) than on the left (M = 985 msec); however, this difference just failed to reach statistical significance [F(l,ll) = 3.2,p = .10]. None of the other terms in the analysis of the RT data reached significance, nor did the terms in similar analyses of the percentages of targets missed or the numbers of false alarms in the active visual task. Note that performance in the active visual task was much worse (slower RTs, lower percent correct, and more false alarms) in Experiment 3 than in Experiment 2, as expected given the changes we had introduced to make the visual task harder (see Table Al in Appendix).
Discussion
The results of Experiment 3 again demonstrate that people find it difficult to ignore irrelevant auditory stimuli when fixating visual events at the same location than when fixating away. Since visual stimuli were now presented from both sides throughout, this effect within the passive visual task (i.e., mere fixation) was presumably due to the direction of gaze alone (whereas, in Experiments 1 and 2, it might conceivably have been attributed to the unilateral visual stimulation that was used).
More important, the participants found it significantly more difficult to ignore the irrelevant auditory stream when they were actively attending there (for the monitoring task) than when simply passively fixating there, just as was found in Experiment 1. Taken together, our results thus show that while people find it difficult to ignore sounds at fixation, this is even more difficult when they are actively attending there to perform a visual task. Since a similar pattern was found in Experiments 1 and 3, this pattern of results is evidently not specific to the particular case of cross-modal integration between lipreading and auditory speech perception. Instead, the pattern reflects cross-modal links in spatial attention that operate even when the auditory and visual tasks are entirely unrelated.
The absence of this pattern in Experiment 2 was presumably due to the active visual task being insufficiently demanding and/or to the flashing LED grid on only one side capturing attention regardless of the specified task. Several previous authors (Greenwald, 1972; Pashler, 1998) have suggested that cross-modal links in attention may become more apparent in more demanding tasks. This accords with the contrast between Experiments 2 and 3; Experiment 3 was more demanding in terms of both the faster visual presentation rate and the use ofbilateral rather than unilateral stimulation.
GENERAL DISCUSSION
Our results show that increasing the spatial separation between relevant and irrelevant streams allows more efficient selective processing, even when the streams in question are in different sensory modalities. This extends the spatial-separation principle for efficient selective attention from the strictly unimodal settings where it has previously been studied (e.g., Broadbent, 1958; Driver & Grossenbacher, 1996; Eriksen & Eriksen, 1974; Johnston & Dark, 1986 ) to a multimodal case. Our findings complement those of Driver and Spence (1994) , who found that increasing the spatial separation between a relevant auditory stream and a relevant visual stream makes it more difficult to attend to both simultaneously (see also Spence & Driver, 1996) . It is a well-known generalization (e.g., Kahneman & Treisman, 1984; Spence & Driver, 1997b ) that factors that make divided attention more difficult (such as the separate positions in hearing and vision that gave relatively poor performance in Driver and Spence's, 1994, dual-task study) tend to make selective attention easier, as found here when irrelevant sounds were placed in a different location from the relevant sights.
Our results do not accord naturally with several recent claims that people have entirely independent modalityspecific attention systems (e.g., Duncan, Martens, & Ward, 1997; Robin & Rizzo, 1989; Wickens, 1980) . According to such accounts, which posit modality-specific resources, processing of the irrelevant auditory stream should have been quite unaffected by its locus relative to the current focus ofvisual attention in our study, because entirely separate resources should putatively have been involved for the two modalities. Our results fit better with hybrid models for cross-modal attention, which posit that there are some spatial links between auditory and visual attentional systems (see Posner, 1990; Spence & Driver, 1996) in addition to a degree of independence at earlier levels of representation.
It would be premature to speculate extensively on the possible neural basis for our findings. We note, however, that there are now several intriguing neurophysiological demonstrations of cells in cat auditory cortex, which only respond to sounds when the cat is looking in the direction of their source (e.g., Hubel, Henson, Rupert, & Galambos, 1959; see Stein & Meredith, 1993) . It is unclear whether some of these neurophysiological findings are due merely to the cat passively fixating in the direction of the sound or instead to it actively attending in the direction of the sounds. When found in anesthetized animals, such results must presumably be due solely to passive fixation. However, it may be important to distinguish this from active visual attention in future neurophysiological work on cross-modal issues with behaving animals, given our present findings.
It would be interesting to know whether the other cross-modal interference effects highlighted in our introduction, such as cross-modal negative priming (e.g., Driver & Baylis, 1993) or cross-modal Stroop (e.g., Cowan, 1989; Cowan & Barron, 1987; Elliott et aI., 1998; Greenwald, 1970 Greenwald, , 1972 Shimada, 1990) , will also show similar spatial effects, as suggested in a preliminary (albeit confounded) manner by Jones and Hapeshi (1991) . It should be noted that evidence from our own work on the irrelevant-speech effect in serial recall (Spence & Driver, 1999 ) suggests that certain cross-modal phenomena may not show the spatial modulation; presumably, in the case of the irrelevant-speech effect, this may arise because the effect is not critically restricted by the ease of on-line perceptual selection, as discussed earlier.
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Finally, it should be noted that, in addition to providing information about cross-modal spatial links during selective listening, which seem to be ofconsiderable theoretical interest, the present findings may also help to provide some preliminary constraints for the effective design of multimodal interfaces. In particular, our findings highlight the potential tradeoff between arrangements that make it easier to attend jointly to information presented in different modalities yet, at the same time, can make it more difficult to ignore information in one of the modalities when it becomes irrelevant. Driver and Spence (1994) previously showed that it is easier to perform auditory and visual dual tasks when the relevant stimuli are presented from the same location across the two modalities. Here, we have demonstrated the unfortunate flip side of this for the first time: It can be more difficult to ignore distracting sounds when these are presented at a visually relevant location, particularly when that visual location is actively processed rather than merely passively fixated. NOTES I. Sounds presented from directly behind a person's head can sometimes be mislocalized as having been presented in front (e.g., Geissler, 1915; Stevens & Newman, 1936) , especially under conditions in which head movements are prevented, as in the present study. If participants in this study mislocalized the relevant auditory stream behind them as coming from directly in front, then the effective spatial separation between relevant and irrelevant auditory streams would be only 38 0 rather than the 142 0 that physically separated the sources. However, none of
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the participants in the present study reported any such front-back mislocalizations on debriefing. Indeed, it would be unusual for speech stimuli to be mislocalized in the median plane, given Blauert's (1983, pp. 95-107) point (see also Plenge, 1974 ) that front-back confusions occur only when people must localize unfamiliar sounds that have very narrow frequency spectra. Moreover, Geissler (1915) reported that, even for impoverished auditory stimuli, front-back localization errors can be reduced when participants direct their attention to the appropriate source location (as in the present study, in which the true source of the relevant sounds was known). We are therefore quite confident that front-back confusions did not arise, so the relevant and irrelevant sounds did appear to be widely separated.
2. This interaction might conceivably still be due merely to differences in the overall level of performance between speaking lips and chewing lips (i.e., essentially, it would reduce to the main effect), arguing that the better shadowing in the speaking-lips condition might simply lie on a more sensitive section of the performance curve, thus rendering the relative position effect more detectable. We examined this possibility by comparing the relative position effect for the speakinglips condition versus the chewing-lips condition in a subset of the data that gave more similar overall performance for speaking lips and chewing lips. To this end, we compared speaking-lips data for the 8 of the 16 participants whose overall performance in the speaking-lips condition was lowest with the chewing-lips data from the 8 participants whose overall performance in the chewing-lips condition was highest. A mixed ANOVA was conducted on this subset of the data, with the betweenparticipants factor of lips condition and the within-participants factors ofhemispace and relative position. Unsurprisingly, given the data selection, overall performance in the speaking-lips condition (M = 60%) was no longer higher than that in the chewing-lips condition (M = 63%); the trend was slightly the other way, but nonsignificant [F(I,14) < 0.8, p = .40]. Nevertheless, the interaction between lips and relative position remained close to significance [F(I,14) = 3.5,p = .08] because bringing the irrelevant auditory stream closer to the relevant visual stream still had a larger effect on performance in the speaking-lips condition (reducing performance from 71% correct in the opposite-side condition to just 49% correct in the same-side condition) than in the chewing-lips condition (in which performance dropped from 71% to 56% correct). The reduced significance of the interaction in this subanalysis is presumably attributable to only half as many data points being analyzed, relative to the main analysis, and to the lips factor now being between rather than within participants, further reducing power. Nevertheless, the important point to note for present purposes is that relative position still had a greater effect in the speaking-lips condition than in the chewinglips condition, even when overall performance levels were approximate y matched, arguing against sensitivity account for the interaction.
3. It might be suggested that the intrusion error effects could account for the overall effects on the percentage of words correctly reported. That is, there might be no significant difference between the overall number of presented words that were reported for each condition, with the differences between conditions merely reflecting the relative percentages of words reported from the relevant stream (coded as correct) versus the irrelevant stream (coded as intrusion errors). Visual inspection of Table I suggests that this is not the case (intrusion errors were too rare to account for all ofthe effects in the percent correct data). Further statistical analysis, when reports of either relevant or irrelevant words were now both scored as correct, confirm the same pattern of results as reported in just the percent correct analysis. Thus, although intrusion errors did vary systematically with condition and in an inverse manner to the number of relevant words that were correctly reported, these two outcomes cannot be reduced to each other. Instead, the two measures corroborate which conditions were the most difficult.
4. It might be suggested that the participants looked directly at the active video monitor only when it presented relevant lip-read information, fixating a less eccentric location in the chewing-lips condition because the peripheral visual stream was uninformative. This might then account for the reduced performance difference between same-and opposite-side conditions for chewing lips versus speaking lips. However, it should be noted that the participants were regularly instructed to look directly at the active video monitor for all conditions, and moni-toring by the experimenter throughout the experimental session confirmed that all participants followed these instructions. Moreover, Driver and Spence (1994, Experiment 2) monitored gaze direction with video in their study,which also required participants to fixate eccentric chewing or speaking lips. They found indistinguishablepatterns of fixation for the two types of visual stream. Takentogether, these observations suggest that it is unlikely that very different patterns of fixation could account for the differences between speaking-and chewing-lips conditions in the present study.
5. Further support for this conclusion comes from an additional analysis on intrusion errors, which showed that the participants made significantly more intrusion errors on the 7th switch triplet (M = 4.6%) than on the immediately preceding 6th triplet (M = 2.3%). A one-way ANOVA conducted on these data revealed a significant difference [F(l,15) = 6.6,p = .02],consistentwith the participants' attentionbeing exogenously drawn toward the irrelevant auditory stream when its location moved.
APPENDIX
The visual target detection data from the active visual conditions in Experiments 2 and 3 are shown in Table Al for completeness. The most striking observation is that performance was worse overall in Experiment 3 than in Experiment 2: The participants responded more slowly, detected fewer targets correctly, and made more false alarms in Experiment 3. This was expected given the faster presentation rate and the use ofbilateral rather than unilateral presentation, which we had introduced with the deliberate aim ofmaking the active visual task more difficult in Experiment 3 than in Experiment 2. There were some trends for reduced accuracy in the same-side condition relative to the APPENDIX (Continued) opposite-side condition (see Table AI ), but none reached significance (see fuller statistical accounts in main text); in any case, RTs tended to trend slightly against this, again nonsignificantly. December 8, 1998.) 
