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Abstract
In this paper we consider a classical risk process perturbed by a Brownian motion. We analyze
the value function describing the mean of the cumulative discounted dividend payments paid up to
Parisian ruin time and further discounted by the number of claims appeared up to this ruin time.
We identify this value function for the barrier strategy and find the sufficient conditions for this
strategy to be optimal. We also consider few particular examples.
Keywords: classical risk model, diffusion process, number of claims, Parisian ruin, dividend.
1 Introduction
The classical optimal dividends problem has been been considered by many authors since De
Finetti [8] who introduced it to address the objection that risk process has the unrealistic property
that it converges to infinity with probability one. Gerber and Shiu [11], Asmussen and Taksar [1] and
Jeanblanc and Shiryaev [23] considered the the optimal dividend problem in the Brownian motion
setting. Azcue and Muler [18] and Schmidli [22] studied the optimal dividend strategy under the
Crame´r-Lundberg model using a Hamilton-Jacobi-Bellman (HJB) system of equations. Further Avram
et.al. [2, 3], Kyprianou and Palmowski [12], Loeffen [15, 16], Loeffen and Renaud [17], Czarna and
Palmowski [6] and many other authors analyze the divident problem for the Le´vy risk process using
the probabilistic approach.
In this paper will consider a classical risk process perturbed by a Brownian motion, which a
particular case of Le´vy risk process covering vast range of examples which are of insurance companies
interest. The classical risk process models so-called ’large’ claim size and independent Brownian
motion models ’small’ claims.
In this paper we want to combine two new ingredients appearing in the value function. The first
one concerns choosing the Parisian ruin time instead of classical ruin time. Parisian ruin occurs if
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the process falls below zero and stays below zero for a continuous time interval of length d ≥. The
name comes from a Parisian option which is activated or canceled depending on if the underlying asset
price stays above or below the barrier for a long enough period of time or not (see [4] and [7]). We
believe that giving a possibility of Parisian delay could be better in many situations as it gives the
insurance companies the chance to achieve solvency. Still, the particular case of d = 0 brings us to
the classical set-up. The second new factor in the objective function concerns additional discounting
component related with the total number of claims arrived until Parisian ruin. Taking into account
extra discounting based on the total number of the claims/losts arrived up to ruin time allows to
diminish the objective value in the case of large number of claims and increase it in the case of the
small number. This is a very natural and practical feature of dividends payments. Therefore we
believe that all analysis presented in this paper will be vary valuable for the actuarial applications.
We identify above described value function for the barrier strategy according which any surplus
above fixed level a is paid as dividends. We also find the sufficient conditions for this strategy to be
optimal. Finally, we calculate the value function for few examples.
The paper is organized as follows. In Sections 2 we introduce the basic notions, notations and
describe in detail the model we deal in this paper with. In Section 3 we analyze the barrier strategy. In
Section 4 we find the sufficient conditions under which the barrier strategy is optimal. In last section
we present the example when the claim size is exponential distributed.
2 Risk process and value function
We consider the following surplus process in continuous time:
Xt = x+ ct−
Nt∑
i=1
Ci + σBt, (1)
where the non-negative constant x denotes the initial reserve (later we underline this initial capital
by adding subscript to probability measures Px with P := P0 and to corresponding expectations Ex
with E := E0). Nt is a Poisson process with intensity λ describing the number of claims appeared
up to time t, {Ci}∞i=1 are claim sizes which are independent and identically distributed (i.i.d.) non-
negative random variables that are also independent of Nt. By f(x) and F (x) we denote the density
and distribution function of generic C, respectively. Throughout of this paper we assume that the
claim density f is continuously differentiable. The positive constant c = λE(C1)(1 + θ) is the rate of
premium income and θ > 0 is the relative security loading factor. Bt is a standard Wiener process
that is independent of the aggregate claims process
∑Nt
i=1Ci and σ ≥ 0 is a dispersion parameter. See
also Figure 1 for an example of sample path where σ = 0.
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Figure 1. A sample path of the original surplus process Xt.
We denote a dividend or control strategy by pi, where pi = {Lpit : t ≥ 0} is a nondecreasing left-
continuous adapted process which starts at zero. The random variable Lpit represents the cumulative
dividends the company has paid out up to time t under the control pi. We define by
Upit = Xt − Lpit (2)
the controlled risk process under the dividend strategy pi. For fixed d ≥ 0 let
τpi,d := inf{t > 0 : t− sup{s < t : Upis ≥ 0} > d,Upit < 0} (3)
be a Parisian ruin time, that is, the ruin occurs if the regulated process Upit falls below zero and stays
below zero for a continuous time interval of length d (see Figure 1). The case d = 0 corresponds to
the classical ruin time:
τpi := inf{t ≥ 0 : Upit < 0}.
Now we formally define the value function for a dividend strategy pi as follows:
vpi(x) := Ex[rNτpi,d
∫ τpi,d
0
e−qtdLpit ],
where r ∈ (0, 1] is a constant and q > 0 is a discounting rate. By definition, it follows that
vpi(x) = 0 for x < −cd (4)
since the risk process will not manage to come back to zero before Parisian ruin and we will collect
no dividends. A strategy pi is called admissible if ruin does not occur by a dividend payout, that is,
Lpit+−Lpit ≤ Upit for t < τpi. Let Π denote the set of all admissible dividend strategies. The objective of
the beneficiaries of the insurance company is to maximize vpi(x) over all admissible strategies pi, that
is, finding the optimal value function v∗ given by
v∗(x) = sup
pi∈Π
vpi(x)
3
and identifying the optimal strategy pi∗ ∈ Π such that
vpi
∗
(x) = v∗(x) for all x > −cd.
The crucial dividends distribution policy is the barrier policy pia = {Lat := Lpiat : t ≥ 0} of
transferring all surpluses above a given level a as dividends; see Figure 2. In this case Lat := a ∧
sups≤tXs − a. For this specific strategy we will denote
Uat := U
pia
t = Xt − Lat , τd := τpia,d (5)
with
τ := τ0 (6)
being classical ruin time and
va,d(x) := vpia,d = Ex[rNτd
∫ τd
0
e−qtdLat ]. (7)
In this paper we will find the value function va,d(x) under the barrier strategy pia. Later we will
identify the optimal barrier a∗ maximizing va,d(x) for any x > −cd. Finally in the last step we show
that in most of the known cases of the claim size density f the strategy pia∗ is indeed optimal, that is
v∗(x) = va
∗,d(x), x > −cd. (8)
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Figure 2. A sample path of the regulated surplus process Uat .
3 Barrier strategy pia
3.1 The value function
We start from identifying the value function va,d(x) under the barrier strategy pia for a fixed a.
We will prove now basic properties of va,d(x).
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Lemma 3.1 Function va,d is continuously differentiable for all x < a and solves the following differ-
ential equation:
σ2
2
(va,d)
′′
(x) + c(va,d)
′
(x)− (λ+ q)va,d(x) + λr
∫ ∞
0
va,d(x− y)f(y)dy = 0. (9)
Proof. The proof is based on the Theorem 3 of Li [13]. Therefore we decided to skip all details.
Still it requires really few modifications. The main one is in the statement of Theorem 2 of of Li [13],
where we should write u + cs + σy + cd or simply to ∞ (remembering (4)) instead of u + cs + σy in
the integral of the second increment. Apart of this, λ should be accompanied by additional r. The
difference comes from the fact that Parisian ruin allows the regulated risk process goes below zero but
not below −cd since otherwise there will be ruin after delay d. Moreover, when the first claim arrives,
the discounting with respect of number of arrived claims gives additional r. This small change should
be continued in all calculations regarding I3(u). This completes the proof.

We will express the value function va,d(x) in terms of some special function hd(x) related with the
first passage times which we will now formally define. For y ∈ R, we define the first passage times of
X:
τ+y := inf{t ≥ 0 : Xt ≥ y}, τ−y := inf{t ≥ 0 : Xt < y}.
For −cd ≤ x ≤ a we define
hd(x) := Ex[r
N
τ+a e−qτ
+
a , τ+a < τ
d] (10)
and for x < −cd
hd(x) = 0.
Observe that our risk process given in (1) is a spectrally negative Le´vy process. Moreover, it is
a Markov process. Hence, using fact that this process up-crosses all levels continuously, from the
Markov property it follows that for general b > a
Ex[r
N
τ+
b e−qτ
+
b , τ+b < τ
d] = Ex[r
N
τ+a e−qτ
+
a , τ+a < τ
d]Ea[r
N
τ+
b e−qτ
+
b , τ+b < τ
d]
Taking gd(x) := Ex[r
N
τ+
b e−qτ
+
b , τ+b < τ
d] we have:
hd(x) =
gd(x)
gd(a)
. (11)
In fact for any x < y we have:
Ex[r
N
τ+y e−qτ
+
y , τ+y < τ
d] =
gd(x)
gd(y)
. (12)
For x ≤ a from the Markov property applied at the stopping time τ+a to Xt and for x > a
straightforward from the definition of the barrier strategy we can conclude the following fact.
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Lemma 3.2 The value function va,d(x) calculated for the barrier strategy pia satisfies the following
equations:
va,d(x) = hd(x)va,d(a) for x ≤ a (13)
and
va,d(x) = x− a+ va,d(a) for x > a. (14)
Remark 3.3 Note that by Lemmas 3.1 and 3.2 function hd similarly like va,d(x) is twicely differan-
tiable and it solves for x ≤ a the same differential equation:
σ2
2
(hd)
′′
(x) + c(hd)
′
(x)− (λ+ q)hd(x) + λr
∫ ∞
0
hd(x− y)f(y)dy = 0 (15)
with the obvious boundary condition
hd(a) = 1. (16)
We can now conclude the following representation of the value function.
Theorem 3.4 The value function of the barrier strategy at level a ≥ 0 is given by:
va,d(x) =

hd(x)
(hd)′ (a)
if x ≤ a,
x− a+ 1
(hd)
′
(a)
if x > a.
(17)
Remark 3.5 Note that the function va,d(x) is differentiable for all x ≥ 0 and
(va,d)
′
(a) = 1. (18)
Proof of Theorem 3.4. Note that for n ∈ N,
va,d(a) ≥ Ea
[
r
N
τ+
a+1/ne
−qτ+
a+1/n , τ+a+1/n < τ
d
]
va,d
(
a+
1
n
)
= Ea
[
r
N
τ+
a+1/ne
−qτ+
a+1/n , τ+a+1/n < τ
d
](
va,d(a) +
1
n
)
and
va,d(a) ≤ Ea
[
r
N
τ+
a+1/ne
−qτ+
a+1/n , τ+a+1/n < τ
d
](
va,d(a) +
1
n
)
+
1
n
Ea
[
r
N
τ+
a+1/n
∫ τ+
a+1/n
0
e−qtdt, τ+a+1/n < τ
d
]
+Ea
[
rNτd
∫ τd
0
e−qtdLat , τ
d < τ+a+1/n
]
since Lat = Xt − a under Pa can increase only by 1/n each time the regulated process is above a up
to time τ+a+1/n. Moreover, since r ≤ 1 we have
Ea
[
rNτd
∫ τd
0
e−qtdLat , τ
d < τ+a+1/n
]
≤ 1
n
Pa
(
τd < τ+a+1/n
)
.
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Note that limn→∞ Ea
[
r
N
τ+
a+1/n
∫ τ+
a+1/n
0 e
−qtdt, τ+a+1/n < τ
d
]
= 0 and limn→∞ Pa
(
τd < τ+a+1/n
)
= 0.
All details of above estimation could be also found in the proof of Proposition 1 of Renauld and
Zhou [20] where T ′n = min{τ+a+1/n, τ0} should be exchanged into T ′n = min{τ+a+1/n, τd0 }. Taking in
definition of gd(x) parameter b > a+ 1/n from (11) we will derive that
va,d(a) =
gd(a)
gd
(
a+ 1n
) (va,d(a) + 1
n
)
+ o
(
1
n
)
.
Hence
va,d(a) =
gd(a)
gd,′(a)
=
1
(hd)′(a)
. (19)
The assertion of the theorem follows now from equations (13) and (19). 
Obviously to maximize the value function under barrier strategy we should choose level a that
minimizes (hd)
′
(a).
Theorem 3.6 The optimal barrier a∗ such that va∗,d(x) = maxa≥0 va,d(x) solves:
(hd)
′′
(a∗) = 0.
3.2 Identification of function hd(x)
We will now identify function hd(x). This allows to find the optimal value function and optimal
strategy.
Let
vy(k, t) =
d
dt
Vy(k, t), k ∈ N, t ≥ y/c
with
Vy(k, t) = P(Nτ+y = k, τ
+
y ≤ t), k ∈ N, t ≥ 0.
For r ∈ (0, 1] and q > 0 we define the joint Laplace transform of Nτ+y and τ+y :
φ(y) := E[r
N
τ+y e−qτ
+
y I(τ+y <∞)] =
∫ ∞
0
e−qt
∞∑
k=0
rkvy(k, t)dt. (20)
Lemma 3.7 If σ > 0 then
vy(k, t) =
λk
k!
ytk−1e−λt
∫ ∞
−∞
1√
2pit
e−
x2
2t fk∗(ct+ σx− y)dx, (21)
where fk∗ denotes kth convolution of the claim density function. If σ = 0 then
vy(k, t) =
λk
k!
ytk−1e−λtfk∗(ct− y). (22)
Proof. We assume firstly that σ > 0. Similarly like in the case of proving Lemma 3.1 one can show
that φ is twicely-differentiable and it solves the following integro-differential equation:
σ2
2
φ
′′
(y)− cφ′(y)− (λ+ δ)φ(y) + λr
∫ ∞
0
φ(y + x)f(x)dx = 0. (23)
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Clearly, we have two boundary conditions:
φ(0) = 1 (24)
and
lim
y→∞φ(y) = 0. (25)
Since the solution to (23) with the boundary conditions (24) and (25) is unique, we will check that
φ(y) is of the form
φ(y) = e−b0y
for some b0. Note that the real part of b0 must be positive, because otherwise it would be a contra-
diction to the fact that limy→∞ φ(y) = 0. Let ρ be a unique solution to the fundamental Lundberg’s
equation (see Gerber and Shiu (1997) [10]):
σ2
2
s2 + cs− (λ+ q) + λrfˆ(s) = 0. (26)
Observe that:
φ(y) = e−ρy. (27)
Taking inverse Laplace transform with respect of q it follows from (20) that
∞∑
k=0
rkvy(k, t) = L−1q (e−ρy)
=
∞∑
k=0
rk
λk
k!
ytk−1e−λt
∫ ∞
−∞
1√
2pit
e−
x2
2t fk∗(ct+ σx− y)dx. (28)
Details can be found in Czarna et al. [5]. The case of σ = 0 could be proved in a similar way. 
Remark 3.8 In particular, when the claim amounts are exponentially distributed with mean 1/µ
then
vy(k, t) =
{
y
t e
−λtδ0(ct− y), k = 0,
λkµky
k!(k−1)! t
k−1(ct− y)k−1e−(λ+µc)teµy, k > 0. (29)
The function hd(x) will be given using the Dickson operator Tr for Re(r) ≥ 0 (see Dickson and
Hipp [9]). For any integrable real-valued function g it is defined as
Trg(x) :=
∫ ∞
x
e−r(u−x)g(u)du, x ≥ 0.
The operator Tr satisfies the following properties:
1. gˆ := Tsg(0) =
∫∞
0 e
−sxg(x)dx = gˆ(s) which is the Laplace transform of g;
2. TrTsg(x) =
∫∞
x e
−r(y−x) ∫∞
y e
−s(z−y)g(z)dzdy.
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3. The operator Ts is commutative, i.e. TsTr = TrTs. Moreover,
TsTrf(x) = TrTsf(x) =
Tsf(x)− Trf(x)
r − s , s 6= r, x ≥ 0. (30)
More properties of the operator Tr can be found in Li and Garrido [14].
Denote:
wd(x) :=
∫ ∞
0
∫ d
0
e−qt
∞∑
k=0
rkvz(k, t)dtf(y + x)dy, (31)
which by Lemma 3.7 could be easily identified. Next theorem gives explicit expression for the function
hd(x) producing the value function v
a,d(x).
Theorem 3.9 For 0 ≤ x ≤ a the function hd(x) can be expressed as follows:
hd(x) =
∑∞
n=0(
λr
c )
n(Tρf)
∗n ∗ ζ(x)∑∞
n=0(
λr
c )
n(Tρf)∗n ∗ ζ(a)
, for σ = 0,, (32)
and
hd(x) =
∑∞
n=0(
2λr
σ2
)n(β ∗ Tρp)∗n ∗ ϕ(x)∑∞
n=0(
2λr
σ2
)n(β ∗ Tρp)∗n ∗ ϕ(a)
, for σ > 0,, (33)
where
ϕ(x) := [ρ+ 2c/σ2 + ξ
′
(0)]f ∗ β(x) + β(x)− 2λr
σ2
f ∗ β ∗ wd(x),
β(x) := e−(ρ+
2c
σ2
)x, ζ(x) := eρx.
Proof. Let at the beginning σ > 0 and d > 0. Take any y < 0. Then form the Markov property
we have:
hd(y) = Ey[r
N
τ+0 e−qτ
+
0 , τ+0 < d]h
d(0)
= E0[r
N
τ+−y e−qτ
+
−y , τ+−y < d]h
d(0)
= hd(0)
∫ d
0
e−qt
∞∑
k=0
rkv−y(k, t)dt,
Then the equation (15) is equivalent to the following equation:
σ2
2
(hd)
′′
(x) + c(hd)
′
(x)− (λ+ q)hd(x) + λr
∫ x
0
hd(x− y)f(y)dy
+λrhd(0)
∫ ∞
x
f(y)
∫ d
0
e−qt
∞∑
k=0
rkvy−x(k, t)dtdy = 0. (34)
Since P(τ+a < τd) > 0 the definition of hd(x) yields that hd(0) 6= 0. Dividing both sides in (34) by
hd(0) and letting ξ(x) = h
d(x)
hd(0)
we produce the following equation:
σ2
2
ξ
′′
(x) + cξ
′
(x)− (λ+ q)ξ(x) + λr
∫ x
0
ξ(x− y)f(y)dy + λrwd(x) = 0, (35)
9
where wd(x) is given in (31). Taking Laplace transforms on both sides of (35) for sufficiently large s
we get
σ2
2
s2ξˆ(s)− σ
2
2
ξ(0)s− σ
2
2
ξ
′
(0) + csξˆ(s)− cξ(0)− (λ+ q)ξˆ(s) + λrfˆ(s)ξˆ(s) + λrwˆd(s) = 0 (36)
which after rearranging terms leads to[
σ2
2
s2 + cs− (λ+ q) + λrfˆ(s)
]
ξˆ(s) =
σ2
2
ξ(0)s+
σ2
2
ξ
′
(0) + cξ(0)− λrwˆd(s). (37)
By the definition of ξ(x) it follows that ξ(0) = 1. Then (37) gives:[
σ2
2
s2 + cs− (λ+ q) + λrfˆ(s)
]
ξˆ(s) =
σ2
2
s+
σ2
2
ξ
′
(0) + c− λrwˆd(s). (38)
Recall that ρ is the unique nonnegative root of the Lundberg fundamental equation (26). Then
subtracting [σ
2
2 ρ
2 + cρ− (λ+ q) + λrfˆ(ρ)]ξˆ(s) on the left side of (38) and dividing the result equation
by s− ρ produces[
σ2
2
(s+ ρ) + c− λrTsTρf(0)
]
ξˆ(s) =
σ2
2
s
s− ρ +
σ2
2
ξ
′
(0)
s− ρ +
c
s− ρ −
λrwˆd(s)
s− ρ . (39)
Dividing equation (39) by σ
2
2 (s+ ρ) + c and rearranging terms lead to:
ξˆ(s) =
2λr/σ2
s+ ρ+ 2c/σ2
ξˆ(s)TsTρf(0) +
ρ+ 2c/σ2 + ξ
′
(0)
(s− ρ)(s+ ρ+ 2c/σ2) +
1
s+ ρ+ 2c/σ2
− 2λr/σ
2wˆd(s)
(s− ρ)(s+ ρ+ 2c/σ2) .
(40)
Inverting the Laplace transforms in (40) gives:
ξ(x) =
2λr
σ2
∫ x
0
ξ(x− y)β ∗ Tρf(y)dy + [ρ+ 2c/σ2 + ξ′(0)]f ∗ β(x) + β(x)− 2λr
σ2
f ∗ β ∗ wd(x)
=
∞∑
n=0
(
2λr
σ2
)n
(β ∗ Tρp)∗n ∗ ϕ(x).
Thus
hd(x) = hd(0)ξ(x) = hd(0)
[ ∞∑
n=0
(
2λr
σ2
)n
(β ∗ Tρp)∗n ∗ ϕ(x)
]
. (41)
From the boundary condition (16) we get that:
hd(0) =
1∑∞
n=0(
2λr
σ2
)n(β ∗ Tρp)∗n ∗ ϕ(a)
,
and by (41) we derive (33). The cases σ = 0 and d = 0 could be analyzed analogously. This completes
the proof. 
10
4 Optimality
In this section we will give sufficient conditions for the barrier strategy pia
∗
to be optimal. We will
now give the main results of this paper which give sufficient conditions for optimality of the barrier
strategy pia
∗
.
Let Γ be the generator of Xt acting in sufficiently smooth functions g, defined by
Γg(x) = cg
′
(x)− λg(x) + λr
∫
(0,∞)
g(x− y)f(y)dy.
We will start from classical Verification Lemma.
Lemma 4.1 Suppose pi is an admissible dividend strategy such that vpi is sufficiently smooth and for
all x > 0:
max{(Γ− q)vpi(x), 1− (vpi)′(x)} ≤ 0. (42)
Then vpi(x) = v∗(x) for all x ∈ R.
Remark. The inequality (42) it is called Hamiltonian-Jacobi-Bellman system and is classical in all
stochastic optimization problems.
Proof. We will follow classical arguments. Suppose that g is C2(R) and that
max{(Γ− q)g(x), 1− g′(x)} ≤ 0.
We will prove that
g(x) ≥ sup
pi∈Π
vpi(x), x ∈ R. (43)
Having strategy pi∗ for which g(x) = vpi∗,d(x) will complete the proof. To prove (43) we will consider
Markov process (t,Nt, Xt, ς
X
t ), with ς
Z
t = t− sup{s ≤ t : Zt ≥ 0} for some process Z. By Sato [21, Ch.
6, Thm. 31.5] function $(t, k, x, z) := rke−qtg(x)1{z≤r} is in a domain of extended generator A of
this four-dimensional process. In fact using similar arguments like in deriving euation (9) from the
definition of the infinitesimal generator one can prove that
(A− qI)$(t, k, x, z) = rk(Γ− q)g(x).
Recall that Upit = Xt − Lpit and note that regulations Lpit do not modify jump process of X. Note that
finite number of discontinuities in g and hence also single discontinuity in 1{z≤r} are allowed here.
Hence we are also allowed to apply Itoˆ’s lemma and letting below U = Upi and L = Lpi we derive:
e−qtrNtg(Ut)1{ςUt ≤r} − g(U0) = r
NtJg(t)− rNt
∫ t
0
e−qsg′(Us−)dLcs
+
∫ t
0
e−qsrNs(Γg − qg)(Us−)ds+Mt, (44)
where Mt is a local martingale with M0 = 0, L
c is the pathwise continuous parts of L and
Jg(t) =
∑
s≤t
e−qs [g(As +Bs)− g(As)]1{Bs 6=0}, (45)
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where As = Us− + ∆Xs with ∆Xs = Xs − Xs− and Bs = −∆Ls denotes the jump of −L at time
s. Let Tn be a localizing sequence of M . Applying the Optional Stopping Theorem to the stopping
times T ′k = Tk ∧ τpi,d and using the Fatou’s Theorem we derive:
g(x) ≥ ExrNT ′n
[
e−qT
′
ng(UT ′n)1{ςU
T ′n
≤r} − Jg(T ′n)
]
+ ExrNT ′n
∫ T ′n
0
e−qsg′(Us−)dLcs
−Ex
∫ T ′n
0
rNse−qs(Γg − qg)(Us−)ds.
Invoking the variational inequalities g′(x) ≥ 1 (hence g(As + Bs) − g(As) ≤ −∆Ls if As > 0) and
(Γ− q)g(x) ≤ 0 we have:
g(x) ≥ Exe−qT ′nrNT ′ng(UT ′n)1{ςU
T ′n
≤d} + Exr
NT ′n
∫ T ′n
0
e−qsdLs
≥ Ex
[
rNτpi,d e−qτ
pi,d
g(Uτpi,d); τ
pi,d ≤ T ′n
]
+ ExrNτpi,d
[∫ τpi,d
0
e−qsdLs; τpi,d ≤ T ′n
]
.
Letting n → ∞ in the conjunction with the monotone convergence theorem and using the fact that
1{ςU
τpi,d
≤d} = 0 complete the proof. 
We will now focus on the optimality of the barrier strategy pia
∗
.
Theorem 4.2 If
(Γ− q)hd(x) ≤ 0 for x ≥ a∗ (46)
then the barrier strategy pia
∗
is optimal.
Proof. Note that from (15) it follows that
(Γ− q)hd(x) = 0 for x ≤ a∗. (47)
From the choice of a∗ and Theorem 3.4 it follows that (va∗,d)′(x) ≤ 1. This completes the proof in
view of the Verification Lemma 4.1. 
Moreover, we can give other necessary condition for the barrier strategy to be optimal. First note
that the function hd(x) could be formally defined via gd(x) (and hence via general upper level b) by
(11) for any x ∈ R. Moreover we can exchange hd into gd in the value function vd,a∗ given in Theorem
3.4.
Corollary 4.3 Suppose that
(gd)′(a) ≤ (gd)′(b), for all a∗ ≤ a ≤ b.
Then the barrier strategy pia∗ at a
∗ is an optimal strategy.
Proof. Using the Theorem 4.2 and (47) the proof of this result is the same as the proof of [15, Theorem
2]. 
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Theorem 4.4 Suppose that the claims Ci (i = 1, 2 . . .) have density with f
′(y) being monotonne
decreasing. Then va
∗,d(x) = v∗(x) and pia∗ is an optimal strategy.
Proof. We start from the basic observation that process αXt + log rNt is a Le´vy process (in fact
is a compund Poisson process with drift perturbed by independent Brownian motion). Hence from
Le´vy-Khinchine theorem there exists function ψr(α) (which is discounted by the number of jumps
Laplace exponent of X) such that
logErNteαXt = logEeαXt+Nt log r = ψr(α)t.
Now we can define new probability measure:
dPα
dP
∣∣∣∣
Ft
= rNt exp (αXt − ψr(α)t) , (48)
where Ft is a right-continuous natural filtration of X. Under the measure Pα the process X is still in
the same form with the new parameters (see Palmowski and Rolski [19]). It easy to prove (like in the
case of spectrally negative Le´vy processes) that for fixed r function α → ψr(α) is convex and there
exists Φr(q) such that
ψr(Φr(q)) = q.
Using optional stopping theorem with the observation that X(τ+b ) = b and the fact that g
d(x) could
be defined for any b > 0 (hence also b = +∞) we derive new representation:
gd(x) = eΦr(q)xPΦr(q)x (τd =∞) (49)
Now the proof follows the same idea like the proof of Corollary 5.2 of Czarna and Palmowski [6]. 
Remark 4.5 From the equation (11) and definition of function hd(x) given in (10) we also proved
another interesting for itself identity:
Ex[r
N
τ+a e−qτ
+
a , τ+a < τ
d] = eΦr(q)(x−a)
PΦr(q)x (τd =∞)
PΦr(q)a (τd =∞)
giving the solution of Parisian-type two-sided exit problem discounted by the number of claims; com-
pare with equation (18) of Czarna and Palmowski [6].
5 Exponential claims
Now consider the case when claim sizes are exponentially distributed with parameter µ, that is
f(x) = µe−µx for x > 0 and σ = 0.
Intoductionary expressions.
Utilizing the fact that f is an exponential density Tρf(x) becomes
Tρf(x) =
∫ ∞
x
e−ρ(y−x)µe−µydy
13
=
µ
ρ+ µ
e−µx.
The n-fold convolution of Tρf becomes
(Tρf)
∗n(x) =
(
µ
ρ+ µ
)n xn−1
(n− 1)!e
−µx, n > 1 (50)
and w(x) becomes
w(x) = e−µxu(d), (51)
where
u(d) =
∞∑
k=0
rkλk(µc)k+1
k!(k + 1)!
∫ d
0
t2ke−(λ+q+µc)tdt.
Substituting (50) and (51) into (32), (33), respectively, for 0 ≤ x ≤ a gives:
hd(x) =
{
ϑ(x)
ϑ(a) , d = 0,
%(x)
%(a) , d > 0,
(52)
where
ϑ(x) =
∞∑
n=1
(λrµ)n
(n− 1)!cn(ρ+ µ)n e
ρx
∫ x
0
yn−1e−(ρ+µ)ydy + eρx,
%(x) =
∞∑
n=1
(λrµ)n
(n− 1)!cn(ρ+ µ)n
[
(1− λru(d)
c(ρ+ µ)
)eρx
∫ x
0
yn−1e−(ρ+µ)ydy +
λr, u(d)
cn(ρ+ µ)
xne−µx
]
+eρx − λru(d)
c(ρ+ µ)
(eρx − e−µx).
Moreover,
ϑ
′
(x) =
∞∑
n=1
(λrµ)n
(n− 1)!cn(ρ+ µ)n
[
ρeρx
∫ x
0
yn−1e−(ρ+µ)ydy + xn−1e−µx
]
+ ρeρx (53)
and
%
′
(x) =
∞∑
n=1
(λrµ)n
(n− 1)!cn(ρ+ µ)n
[
(1− λru(d)
c(ρ+ µ)
)ρeρx
∫ x
0
yn−1e−(ρ+µ)ydy + xn−1e−µx − λµru(d)
cn(ρ+ µ)
xne−µx
]
+ρeρx − λru(d)
c(ρ+ µ)
(ρeρx + µe−µx). (54)
Further, taking derivative for ϑ
′
(x) and %
′
(x), we can get the expressions of ϑ
′′
(x) and %
′′
(x). Then
solving equations ϑ
′′
(x) = 0 and %
′′
(x) = 0 we will derive the optimal barrier levels a∗ and b∗ for d = 0
and d > 0, respectively.
Recall that for d = 0,
va
∗,d(x) =

ϑ(x)
ϑ′ (a∗)
if 0 ≤ x ≤ a∗,
x− a∗ + ϑ(a∗)
ϑ′ (a∗)
if x > a∗
(55)
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and for d > 0,
vb
∗,d(x) =

%(x)
%′ (b∗)
if x ≤ b∗,
x− b∗ + %(b∗)
%′ (b∗)
if x > b∗,
(56)
where a∗ is the optimal barrier when d = 0 and b∗ is the optimal barrier when d > 0.
Numerical analysis.
Using above expressions we were able to find function hd(x) numerically and hence the value
function. We also identified the optimal barriers. This shows that produced algorithms can be used
in daily practice.
Let λ = 10, µ = 1, c = 15, q = 0.1, r = 0.8. We will consider two cases: d = 0 and d = 2.
The positive root of equation (26) is ρ = 0.24493. For d = 0 solving equation ϑ
′′
(x) = 0 produces
a∗ ≈ 0.7693 and for d = 2 solving equation %′′(x) = 0 gives b∗ ≈ 0.52202. In the following Figures 3-4
we show how hd looks like. With the help of Mathematica we also plotted (Γ− q)va∗,d and (Γ− q)vb∗,d
(see Figures 3-4). In all cases we have (Γ− q)va∗,d ≤ 0, hence by Theorem 4.2 the barriers a∗ and b∗
produce optimal strategies in these both cases (it follows also straightforward from Theorem 4.4 and
the choice of the exponential claim size).
hd(x) (Γ− q)va∗,d
Fig.3. The graphs of hd(x) and (Γ− q)va∗,d for λ = 10, µ = 1, c = 15, q = 0.1, r = 0.8 and d = 0.
hd(x) (Γ− q)vb∗,d
Fig.4. The graphs of hd(x) and (Γ− q)vb∗,d for λ = 10, µ = 1, c = 15, q = 0.1, r = 0.8 and d = 2.
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