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Summary
The artile deals with gradient-like iterative methods for solving nonlinear operator
equations on Hilbert and Banah spaes. The authors formulate a general priniple of
studying suh methods. This priniple allows to formulate simple onditions of onvergene
of the method under onsideration, to estimate the rate of this onvergene and to give
eetive apriori and aposteriori error estimates in terms of a salar funtion that
is onstruted on the base of estimates for properties of invertibility and smoothness of
linearizations of the left-hand side of the equations under study. The priniple is appliable
for analysis of suh lassial methods as method of minimal residuals, method of steepest
desent, method of minimal errors and others. The main results are obtained for operator
equations on Hilbert spaes and Banah spaes with a speial property, that is alled
Bynum property.
The method of steepest desent [11℄, method of minimal residuals [17℄, method of
minimal errors [7, 8℄ and some other gradient-like methods are simple and eetive tools
of studying and solving linear operator equations on Hilbert spaes. In the artiles of
M. Altman ([1, 2, 3℄), L.V. Kivistik ([14℄), V.M. Fridman ([9℄) some modiations of
these methods for nonlinear operator equations were investigated. An aount of these
methods for linear and nonlinear operator equations was presented in the book [18℄. All
these methods are based on a simple idea that the passage from the iteration xn to
the iteration xn+1, for eah step, is realized in suh a way that the value of residual at
xn+1 is less than the value residual at xn. It turns out [5, 6, 12, 24, 25℄ that, under the
standard onditions of onvergene for the lassial methods of steepest desent, minimal
residuals, minimal errors, and others, the analysis of these methods is redued to the
onstrution of a salar funtion d(·) (sometimes it is alled the relaxation funtion) suh
that the inequalities ‖f(xn+1)‖ < d(‖f(xn)‖), n = 0, 1, 2, . . ., hold. Moreover, the graph
of this funtion allows us to give a suiently full haraterization of the method in use:
onditions of its onvergene and rate of this onvergene, apriori and aposteriori error
estimates and so on. In addition, these onditions are usually more general than the lassi
ones and the orresponding error estimates are more proximate. At last, the approah,
based on the analysis of funtion d(·) an be extended onto operator equations on Banah
spaes.
In this paper we present the analysis of the approah desribed above within the
frames of investigation of gradient-like iterative methods and obtain the orresponding
onvergene onditions of these methods, estimates for the rate of this onvergene and
apriori and aposteriori error estimates of the orresponding approximations.
1. Let X be a Hilbert spae and let B(x0, R) (⊂ X) denote the ball with the enter
x0 and of the radius R. We are interested in the solvability of the equation
f(x) = 0 (1)
1
in the ball B(x0, R) and in the onvergene of the approximations
xn+1 = xn − Λ(xn, f(xn))T (xn)f(xn) (n = 1, 2, . . .) (2)
where
f : B(x0, R) (⊂ X) → X,
T : B(x0, R) (⊂ X) → L(X),
Λ : B(x0, R)×X (⊂ X ×X)→ R.
We assume that f is Frehet-dierentiable at every point of B(x0, R) and T,Λ, f satisfy
the onditions
Λ(x, f(x)) ≤ λ(r), ‖T (x)‖ ≤ θ(r) (‖x− x0‖ ≤ r, 0 ≤ r ≤ R) (3)
‖f(x)‖−1‖f(x)− Λ(x, f(x))f ′(x)T (x)f(x)‖ ≤ µ(r) (‖x− x0‖ ≤ r, 0 ≤ r ≤ R) (4)
‖f ′(x1)− f
′(x2)‖ ≤ ω(r, ‖x1 − x2‖)
(‖x1 − x0‖, ‖x2 − x0‖ ≤ r, 0 ≤ r ≤ R).
(5)
Let us introdue the following funtions:
d(r, φ) = µ(r)φ+ Ω(r, λ(r)θ(r)φ)
(
Ω(r, t) =
t∫
0
ω(r, τ) dτ
)
, (6)
d(0)(r, φ) = φ, d(n+1)(r, φ) = d(n)(r, d(r, φ)) (n = 1, 2, . . .). (7)
These funtion are dened on the interval [0, R], the funtion d(r, φ) is onvex for small
positive φ; its graph is presented at the following piture:
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Let φ∗(r) be the smallest root at [0, R] of the equation
φ = d(r, φ) (8)
(we assume, that this root does exist). Put
w(r, φ) =
∞∑
n=0
d(n)(r, φ) (0 ≤ φ < φ∗(r)), (9)
This funtion is dened on the interval (0, φ∗(r)) and possesses the following important
property:
w(r, φ) = φ+ w(r, d(r, φ)) (0 ≤ φ < φ∗(r)) (10)
Moreover, the following inequality
w(r, φ) ≤
φ2
φ− d(r, φ)
(0 ≤ φ < φ∗(r))
holds.
Theorem 1. Let f, T,Λ satisfy onditions (3)(5), and a = ‖f(x0)‖ satises the
inequality
λ(r)θ(r)w(r, a) ≤ r. (11)
Then equation (1) has a solution x∗ ∈ B(x0, R), approximations (2) onverge to this
solution x∗, and the following inequalities hold
‖xn − x∗‖ ≤ λ(r)θ(r)w(r, ‖f(xn)‖) (n = 0, 1, 2, . . .), (12)
(aposteriori estimates) and
‖xn − x∗‖ ≤ λ(r)θ(r)w(r, d
(n)(r, a)) (n = 0, 1, 2, . . .), (13)
(apriori estimates); moreover,
Velo (xn)
∞
n=0 ≤
d(r, a)
a
, Lexp (xn)
∞
n=0 ≤ µ
′(0). (14)
Here Velo and Lexp are the veloity of the rate of onvergene and Lyapunov's
exponent for the sequene (xn)
∞
n=0:
Velo (xn)
∞
n=0 = sup
n
‖xn+1 − x∗‖
‖xn − x∗‖
, Lexp (xn)
∞
n=0 = lim sup
n→∞
n
√
‖xn − x∗‖.
Proof. Let us suppose rst that r, 0 < r ≤ ψ∗(r), is a number suh that
‖xn − x0‖ ≤ r (n = 0, 1, 2, . . .). (15)
In this ase, we remark, that equation (2) implies the following identity
f(xn+1) = f(xn)− Λ(xn, f(xn))f
′(xn)T (xn)f(xn)+
f(xn+1)− f(xn)− f
′(xn)(xn+1 − xn) (n = 0, 1, 2, . . .).
(16)
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This equation implies, in turn, the inequality
‖f(xn+1)‖ ≤ ‖f(xn)− Λ(xn, f(xn))f
′(xn)T (xn)f(xn)‖+
‖f(xn+1)− f(xn)− f
′(xn)(xn+1 − xn)‖ (n = 0, 1, 2, . . .).
(17)
We an estimate the rst term by means of ondition (4) (h = f(xn)):
‖f(xn)− Λ(xn, f(xn))f
′(xn)T (xn)f(xn)‖ ≤ µ(r)‖f(xn)‖ (n = 0, 1, 2, . . .). (18)
In order to estimate the seond term in (17) we note rst that
‖f(x˜)− f(x)− f ′(x)(x˜− x)‖ ≤
1∫
0
‖f ′((1− t)x+ tx˜)− f ′(x)‖ ‖x˜− x‖ dt
and further, due to (5), one has
‖f(x˜)− f(x)− f ′(x)(x˜− x)‖ ≤
1∫
0
ω(r, t(‖x˜− x‖)) ‖x˜− x‖ dt =
‖ex−x‖∫
0
ω(r, τ) dτ = Ω(r, ‖x˜− x‖).
From this inequality we obtain that
‖f(xn+1)− f(xn)− f
′(xn)(xn+1 − xn)‖ ≤ Ω(r, ‖xn+1 − xn‖) (n = 0, 1, 2, . . .)
and, further (3) implies
‖f(xn+1)−f(xn)−f
′(xn)(xn+1−xn)‖ ≤ Ω(r, λ(r)θ(r)‖f(xn)‖) (n = 0, 1, 2, . . .). (19)
As result, from (18) and (19) and the denition of d(r, φ) (see (6)) we have the
following estimate
‖f(xn+1)‖ ≤ d(r, ‖f(xn)‖) (n = 0, 1, 2, . . .) (20)
and
‖xn+1 − xn‖ ≤ λ(r)θ(r)d(r, ‖f(xn)‖) (n = 0, 1, 2, . . .). (21)
Reall that all inequalities (20)(21) were obtained under apriori assumption (15).
Inequality (15) for n = 1 is evident:
‖x1 − x0‖ = ‖Λ(x0, f(x0))T (x0)f(x0)‖ ≤ λ(r)θ(r)a ≤ λ(r)θ(r)w(r, a) ≤ r.
In a similar way, due to (20) for n = 1 one has
‖x2 − x1‖ = ‖Λ(x1, f(x1))T (x1)f(x1)‖ ≤ λ(r)θ(r)‖f(x1)‖ ≤
λ(r)θ(r)d(r, ‖f(x0)‖ ≤ λ(r)θ(r)d(r, a),
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and, due to (21) for n = 2 we obtain
‖x2 − x0|| ≤ ‖x1 − x0‖+ ‖x2 − x1‖ ≤ λ(r)θ(r)(a+ d(r, a)) ≤ λ(r)θ(r)w(r, a) ≤ r.
Repeating this argument n times we obtain
‖xk+1 − xk‖ ≤ ‖Λ(xk, f(xk))T (x0)f(xk)‖ ≤ λ(r)θ(r)‖f(xk)‖ ≤
λ(r)θ(r)d(r, ‖f(xk−1)‖) ≤ . . . ≤ λ(r)θ(r)d
(k)(r, ‖f(x0)‖) = λ(r)θ(r)d
(k)(r, a),
(22)
and, due to (21) for k = 1, 2, . . . , n we have
‖xn − x0‖ ≤ ‖x1 − x0‖+ ‖x2 − x1‖+ . . .+ ‖xn − xn−1‖ ≤
λ(r)θ(r)(a+ d(r, a) + . . .+ d(n−1)(r, a)) ≤ λ(r)θ(r)w(r, a) ≤ r.
Thus, by indution, inequalities (15) hold for all n = 1, 2, . . ..
Now let us verify inequalities (12) and (13). For eah n = 0, 1, 2, . . . due to (20)
(replaing n by k) one obtains
‖xn − x∗‖ ≤
∞∑
k=n
‖xk+1 − xk‖ ≤ λ(r)θ(r)
∞∑
k=n
d(k−n)(r, ‖f(xn)‖) =
λ(r)θ(r)
∞∑
k=0
d(k)(r, ‖f(xn)‖) = λ(r)θ(r)w(r, ‖f(xn)‖).
The latter means that (12) is true. Iterating (20) we obtain the inequality
‖f(xn)‖ ≤ d
(n)(r, a) (n = 0, 1, 2, . . .)
and we see that (13) follows from (12) and this inequality. Replaing (12) by (22) we
obtain (13).
Inequalities (14) follow from Figure presented above.
The proof is omplete.
2. In this setion we disuss some problems onerning onditions (3) and (4). Sine
X is a Hilbert spae one an replae ondition (4) by the following inequality
‖f(x)‖2 + 2Λ(x, f(x))(f(x), f ′(x)T (x)f(x)) + Λ(x, f(x))2‖f ′(x)T (x)f(x)‖2 ≤
µ2(r)‖f(x)‖2 (‖x− x0‖ ≤ r, 0 ≤ r ≤ R).
(23)
Therefore, veriation of (4) is redued to analysis of the following quadrati form
‖f(x)‖2 + 2Λ(f(x), f ′(x)T (x)f(x)) + Λ2‖f ′(x)T (x)f(x)‖2 (‖x− x0‖ ≤ R) (24)
(with respet to Λ = Λ(x, f(x))). Moreover, we an see here in what way the hoie of
the funtional Λ(x, f(x)) inuenes the value of the oeient µ(r). Naturally, we must
try to hoose this funtional in suh a way that the oeient µ(r) would be less than 1
and, when possible, would be minimal.
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We remark that the inequality µ(r) < 1 is possible only in the ase when the
disriminant of the polynomial
(1− µ2(r))‖f(x)‖2 + 2Λ(f(x), f ′(x)T (x)f(x)) + Λ2‖f ′(x)T (x)f(x)‖2
(with respet to Λ) is positive:
(f(x), f ′(x)T (x)f(x))2 − (1− µ2(r)) ‖f(x)‖2 ‖f ′(x)T (x)f(x)‖2 > 0.
This inequality implies that (f(x), f ′(x)T (x)f(x)) 6= 0 for all x, ‖x − x0‖ ≤ R and
for all f(x), f(x) 6= 0. In what follows for deniteness sake we onsider the ase when
(f(x), f ′(x)T (x)f(x)) > 0 for all x, ‖x− x0‖ ≤ R with f(x) 6= 0. In other words, in what
follows we assume that
(f(x), f ′(x)T (x)f(x)) > 0 (‖x− x0‖ ≤ R, h 6= 0). (25)
Let
ν(r) = inf
‖x−x0‖≤r
(f(x), f ′(x)T (x)f(x))
‖f(x)‖ ‖f ′(x)T (x)f(x)‖
(0 < r ≤ R). (26)
By virtue of (25) this funtion is nonnegative for all 0 ≤ r ≤ R. It is evident that ν(r) is
noninreasing and ν(r) ≤ 1. Hereafter we assume that 0 < ν(r) < 1.
We onsider two basi examples of the hoie of funtional Λ(x, h).
The rst example. The funtional
Λ(x, h) =
(h, f ′(x)T (x)h)
‖f ′(x)T (x)h‖2
(27)
makes the values of quadrati form (24) minimal. These values are
‖f(x)‖2 −
(f(x), f ′(x)T (x)f(x))2
‖f ′(x)T (x)f(x)‖2
.
Under this hoie of Λ(x, h) ondition (4) holds with
µ(r) =
√
1− ν2(r). (28)
In addition to this we have the equation
λ(r) = sup
‖x−x0‖≤r
(f(x), f ′(x)T (x)f(x))
‖f ′(x)T (x)f(x)‖2
. (29)
The seond example. The funtional
Λ(x, h) =
‖h‖2
ϑ(h, f ′(x)T (x)h)
(30)
(ϑ is a salar parameter, 0 < ϑ ≤ 2) onverts quadrati form in (24) into the following
expression (
1−
2
ϑ
+
‖f(x)‖2‖f ′(x)T (x)f(x)‖2
ϑ2(f(x), f ′(x)T (x)f(x))2
)
‖f(x)‖2.
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In this ase, ondition (4) holds with
µ(r) =
√
1−
2
ϑ
+
1
ϑ2ν2(r)
. (31)
We note in this ase that inequality µ(r) < 1 is true only when
ν(r) >
√
1
2ϑ
, 0 ≤ r ≤ R. (32)
Now, in this ase, we have the equation
λ(r) =
1
ϑ
sup
‖x−x0‖≤r
‖f(x)‖2
(f(x), f ′(x)T (x)f(x))
. (33)
Thus, the veriation of ondition (4) in basi ases is redued to the alulation of
funtion (26) and dening its bounds. Remark that ν(r) ≥ ν˜(r), where
ν˜(r) = inf
‖x−x0‖≤r, ‖h‖=1
(h, f ′(x)T (x)h)
‖h‖ ‖f ′(x)T (x)h‖
(0 < r ≤ R). (34)
Similarly, the veriation of ondition (4) in basi ases is redued to the analysis of
funtions (29) and (33). Remark here that λ(r) ≤ λ˜(r), where
λ˜(r) = sup
‖x−x0‖≤r, ‖h‖=1
(h, f ′(x)T (x)h)
‖f ′(x)T (x)h‖2
(35)
in the ase when Λ(x, h) is dened by (27) and
λ˜(r) =
1
ϑ
sup
‖x−x0‖≤r, ‖h‖=1
‖h‖2
(h, f ′(x)T (x)h)
(36)
in the ase when Λ(x, h) is dened by (30).
Let us larify the sense of magnitudes dened by formulas (34), (35), and (36).
Inequalities ν˜(r) > 0, 0 < r ≤ R, (see (34)) mean that operators f ′(x)T (x),
‖x− x0‖ ≤ R, belong to the lass of operators B : H → H possessing the property
(h,Bh) ≥ ν‖h‖ ‖Bh‖, h ∈ H, (37)
where ν is a positive onstant, haraterizing eah operator B. As far as we know, this
lass of operators has not been studied. Property (37) for a xed operator B follows from
the usual positive deniteness of the operator B. In its turn, it implies the property of
positivity in the Krasnosel'ski  Samarski sense. Geometrially inequality (37) means
that the angle between vetors h and Bh is aute.
Inequalities λ˜(r) < ∞, 0 < r ≤ R, with λ˜(r) dened by (35), mean that operators
f ′(x)T (x), ‖x− x0‖ ≤ R, belong to the lass of operators B : H → H with the property
(h,Bh) ≤ λ‖Bh‖2, h ∈ H, (38)
where λ is a positive onstant, haraterizing eah operator B. This lass of operators has
not been studied as well. Remark that operators satisfying both properties (37) and (38)
have losed range; this situation holds, if funtional Λ(x, h) is dened by formula (27).
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Inequalities λ˜(r) < ∞, 0 ≤ r ≤ R, with λ˜(r) dened by (36), mean that operators
f ′(x)T (x), ‖x − x0‖ ≤ R, are strongly positive denite in the standard sense (however,
these operators need not neessarily be self-adjoint).
3. Theorem 1 an be onsidered as a general priniple of onvergene for methods of
gradient type. In partiular, it inludes numerous results for lassial variants of method
of minimal residuals, method of steepest desent, method of minimal errors and some
others. Below, we present some of them.
Example 1: Method of minimal residuals, see [17℄ and also [16, 24, 25℄. In this
ase approximations are alulated by the formulas
xn+1 = xn −
(f(xn), f
′(xn)f(xn))
‖f ′(xn)f(xn)‖2
f(xn) (n = 1, 2, . . .). (39)
Funtional Λ(x, h) orrespondingly to them and operators T (x) are dened by means of
the equations
Λ(x, h) =
(h, f ′(x)h)
‖f ′(x)h‖2
, T (x) = I.
Hene
λ(r) = sup
‖x−x0‖≤r
(f(x), f ′(x)f(x))
‖f ′(x)f(x)‖2
, ν(r) = inf
‖x−x0‖≤r
(f(x), f ′(x)f(x))
‖f(x)‖ ‖f ′(x)f(x)‖
and
λ˜(r) = sup
‖x−x0‖≤r
sup
‖h‖=1
(h, f ′(x)h)
‖f ′(x)h‖2
, ν˜(r) = inf
‖x−x0‖≤r
inf
‖h‖=1
(h, f ′(x)h)
‖h‖ ‖f ′(x)h‖
. (40)
Example 2: Method of minimal o-errors, see [6℄. In this ase approximations
are dened by the formulas
xn+1 = xn −
‖f ′∗(xn)f(xn)‖
2
‖f ′(xn)f ′
∗(xn)f(xn)‖2
f ′
∗
(xn)f(xn) (n = 1, 2, . . .). (41)
Funtional Λ(x, h) orrespondingly to them and operators T (x) are dened by means of
the equations
Λ(x, h) =
‖f ′∗(x)h‖2
‖f ′(x)f ′∗(x)h‖2
, T (x) = f ′
∗
(x).
Hene
λ(r) = sup
‖x−x0‖≤r
‖f ′∗(x)f(x)‖2
‖f ′(x)f ′∗(x)f(x)‖2
, ν(r) = inf
‖x−x0‖≤r
‖f ′∗(x)f(x)‖2
‖f(x)‖ ‖f ′(x)f ′∗(x)f(x)‖
and
λ˜(r) = sup
‖x−x0‖≤r
sup
‖h‖=1
‖f ′∗(x)h‖2
‖f ′(x)f ′∗(x)h‖2
, ν˜(r) = inf
‖x−x0‖≤r
inf
‖h‖=1
‖f ′∗(x)h‖2
‖h‖ ‖f ′(x)f ′∗(x)h‖
. (42)
Example 3: Method of steepest desent, see [11℄, also [8, 16, 12, 5℄. In this ase
approximations are dened by the formulas
xn+1 = xn −
‖f(xn)‖
2
(f(xn), f ′(xn)f(xn))
f(xn) (n = 1, 2, . . .) (43)
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Funtional Λ(x, h) orresponding to them and operators T (x) are dened by means of the
equations
Λ(x, h) =
‖h‖2
(h, f ′(x)h)
, T (x) = I.
Hene
λ(r) = sup
‖x−x0‖≤r
‖f(x)‖2
(f(x), f ′(x)f(x))
, ν(r) = inf
‖x−x0‖≤r
(f(x), f ′(x)f(x))
‖f(x)‖ ‖f ′(x)f(x)‖
and
λ˜(r) = sup
‖x−x0‖≤r
sup
‖h‖=1
‖h‖2
(h, f ′(x)h)
, ν˜(r) = inf
‖x−x0‖≤r
inf
‖h‖=1
(h, f ′(x)h)
‖h‖ ‖f ′(x)h‖
. (44)
Example 4: Altman's Method of steepest desent, see [1, 2, 3℄. In this ase
approximations are dened by the formulas
xn+1 = xn −
‖f(xn)‖
2
ϑ(f(xn), f ′(xn)f(xn))
f(xn) (n = 1, 2, . . .) (45)
Funtional Λ(x, h) orresponding to them and operators T (x) are dened by means of the
equations
Λ(x, h) =
‖h‖2
ϑ(h, f ′(x)h)
, T (x) = I.
Hene
λ(r) = sup
‖x−x0‖≤r
‖f(x)‖2
ϑ(f(x), f ′(x)f(x))
, ν(r) = inf
‖x−x0‖≤r
(f(x), f ′(x)f(x))
‖f(x)‖ ‖f ′(x)f(x)‖
and
λ˜(r) = sup
‖x−x0‖≤r
sup
‖h‖=1
‖h‖2
ϑ(h, f ′(x)h)
, ν˜(r) = inf
‖x−x0‖≤r
inf
‖h‖=1
(h, f ′(x)h)
‖h‖ ‖f ′(x)h‖
. (46)
Example 5: Method of minimal errors, see [7, 9, 10℄. In this ase approximations
are dened by the formulas
xn+1 = xn −
‖f(xn)‖
2
‖f ′∗(xn)f(xn)‖2
f ′
∗
(xn)f(xn) (n = 1, 2, . . .) (47)
Funtional Λ(x, h) orresponding to them and operators T (x) are dened by means of the
equations
Λ(x, h) =
‖h‖2
‖f ′∗(x)h‖2
, T (x) = f ′
∗
(x)
Hene
λ(r) = sup
‖x−x0‖≤r
‖f(x)‖2
‖f ′∗(x)f(x)‖2
, ν(r) = sup
‖x−x0‖≤r
‖f ′∗(x)f(x)‖2
‖f(x)‖ ‖f ′(x)f ′∗(x)f(x)‖
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and
λ˜(r) = sup
‖x−x0‖≤r
sup
‖h‖=1
‖h‖2
‖f ′∗(x)h‖2
, ν˜(r) = inf
‖x−x0‖≤r
inf
‖h‖=1
‖f ′∗(x)h‖2
‖h‖ ‖f ′(x)f ′∗(x)h‖
. (48)
Example 6: Altman's Method of minimal errors, see [1, 2, 3℄. In this ase
approximations are dened by formulas
xn+1 = xn −
‖f(xn)‖
2
ϑ‖f ′∗(xn)f(xn)‖2
f ′
∗
(xn)f(xn) (n = 1, 2, . . .) (49)
Funtional Λ(x, h) orrespondingly to them and operators T (x) are dened by means of
the equations
Λ(x, h) =
‖h‖2
ϑ‖f ′∗(x)h‖2
, T (x) = f ′
∗
(x)
Hene
λ(r) = sup
‖x−x0‖≤r
‖f(x)‖2
ϑ‖f ′∗(x)f(x)‖2
, ν(r) = sup
‖x−x0‖≤r
‖f ′∗(x)f(x)‖2
‖f(x)‖ ‖f ′(x)f ′∗(x)f(x)‖
and
λ˜(r) = sup
‖x−x0‖≤r
sup
‖h‖=1
‖h‖2
ϑ‖f ′∗(x)h‖2
, ν˜(r) = inf
‖x−x0‖≤r
inf
‖h‖=1
‖f ′∗(x)h‖2
‖h‖ ‖f ′(x)f ′∗(x)h‖
. (50)
4. It is natural to study possibilities of generalizations of the argument in 13 whih
is spei for Hilbert spaes onto the ase of operator equations on Banah spaes. As
was pointed out in 3 the assumption that H is a Hilbert spae was used for the passage
from ondition (4) to the analysis of the quadrati form in (23). This passage is based on
the lassial identity for Hilbert spaes
‖x+ y‖2 = ‖x‖2 + 2(x, y) + ‖y‖2. (51)
It is known that this identity is not true for Banah spaes. Moreover, this identity ontains
the salar produt and this means that all onstrutions of 13 are impossible in Banah
spae.
However, we an try to use Lumer's semisalar produt [x, y] that an be dened on
an arbitrary Banah spae (see [19℄). Let us reall the orresponding denitions.
Let X be a Banah spae, X∗ its onjugate. The set
Jx = {l ∈ X∗ : ‖l‖ = ‖x‖, (l, x) = ‖x‖2}
is nonempty due to Hahn  Banah theorem. If we have a seletion
J : X → X∗, Jx ∈ Jx
of multifuntion J : X 7→ X∗, we an dene the semisalar produt
[x, y] = 〈Jx, y〉. (52)
The following properties of the produt [x, y] : X ×X → R are true:
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(a) [x, x] = ‖x‖2,
(b) [λx, y] = λ[x, y],
() [x, α1y1 + α2y2] = α1[x, y1] + α2[x, y2],
(d) [x, y] ≤ ‖x‖‖y‖.
In artiles [20, 21, 23, 4℄ the equivalene of the following properties of a Banah spae
X is proved:
(i) ‖x+ y‖2 + σ‖x− y‖2 ≥ (‖x‖2 + ‖y‖2) (x, y ∈ X),
(ii) ‖x+ y‖2 + ‖x− y‖2 ≤ 2(‖x‖+ σ‖y‖2) (x, y ∈ X),
(iii) ‖(1−λ)x+λy‖2 ≥ (1−λ)‖x‖2+λ‖y‖2−σ(1−λ)λ‖x− y‖2 (x, y ∈ X, 0 < λ < 1),
(iv) ‖x+ y‖2 ≤ ‖x‖2 + 2[x, y] + σ‖y‖2 (x, y ∈ X),
(v) 〈Jx− Jy, x− y〉 ≤ σ‖x− y‖2 (x, y ∈ X),
(vi) ‖Jx− Jy‖ ≤ σ‖x− y‖ (x, y ∈ X);
here σ is a number, σ ≥ 1. Banah spaes with these properties are known as the spaes
with Bynum's property. The spaes Lp (2 ≤ p < ∞), some Orlih spaes, and spaes
with Hanner inequality are spaes with Bynum's property. Remark that in the ase of the
spaes with Bynum property the multifuntion J is a usual single-valued funtion, or, in
other words, in these spaes the semisalar produt is dened uniquely.
Thus, if X is a Banah spae with Bynum property, we an use the inequality
‖x+ y‖2 ≤ ‖x‖2 + 2[x, y] + σ‖y‖2. (53)
It is evident that this inequality an be used instead of equality (51) in all the reasoning
and onstrutions presented above for the ase of Hilbert spae.
Now we return to operator equation (1), however, in the ase when the left-hand side
of this equation is an operator f(x) on a Banah spae X with the Bynum property. The
semisalar produt [x, y] in this spae allows us to onsider instead of inequality (23) the
analogous inequality
‖h‖2 + 2Λ(x, h)[h, f ′(x)T (x)h] + σΛ(x, h)2‖f ′(x)T (x)h‖2 ≤ µ2(r)‖h‖2
(0 ≤ r ≤ r, 0 ≤ r ≤ R).
(54)
Now we an repeat the argument of the previous setions. In partiular, we must investigate
the left-hand side of this inequality:
‖f(x)‖2 + 2Λ[f(x), f ′(x)T (x)f(x)] + σΛ2‖f ′(x)T (x)f(x)‖2 (‖x− x0‖ ≤ R). (55)
Below we formulate an analogue to Theorem 1 for operator equations on Banah
spae X . Naturally, we deal with approximations (2) under the same assumptions (3)
(5). However, instead of funtion (6) we must onsider the funtion
dσ(r, φ) = µ(r)φ+ σΩ(r, λ(r)θ(r)φ)
(
Ω(r, t) =
t∫
0
ω(r, τ) dτ
)
; (56)
funtions d(n)(r, φ), n = 1, 2, . . ., and w(r, φ) are also replaed by the orresponding
funtions d
(n)
σ (r, φ), n = 1, 2, . . ., and wσ(r, φ). In the proof of this analogue, only formula
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(18) is hanged essentially; of ourse funtions d(n)(r, φ), n = 1, 2, . . . are also replaed by
funtions d
(n)
σ (r, φ), n = 1, 2, . . ., and wσ(r, φ).
Theorem 2. Let f, T,Λ satisfy onditions (3)(5), and a = ‖f(x0)‖ satises the
inequality
λ(r)θ(r)wσ(r, a) ≤ r. (57)
Then equation (1) has a solution x∗ ∈ B(x0, R), approximations (2) onverge to this
solution x∗, and the following inequalities hold
‖xn − x∗‖ ≤ λ(r)θ(r)wσ(r, ‖f(xn)‖) (n = 0, 1, 2, . . .), (58)
(aposteriori estimates) and
‖xn − x∗‖ ≤ λ(r)θ(r)wσ(r, d
(n)
σ (r, a)) (n = 0, 1, 2, . . .), (59)
(apriori estimates); moreover,
Velo (xn)
∞
n=0 ≤
dσ(r, a)
a
, Lexp (xn)
∞
n=0 ≤ µ
′(0). (60)
Now we an write natural analogues for onrete iterative methods from Setion 3.
First, we remark that the analogues to(27) and (30) are
Λ(x, h) =
[h, f ′(x)T (x)h]
σ‖f ′(x)T (x)h‖2
(61)
and
Λ(x, h) =
‖h‖2
ϑ[h, f ′(x)T (x)h]
. (62)
So, we obtain the following analogue to method (39) in Example 1 (method of minimal
residuals)
xn+1 = xn −
[f(xn), f
′(xn)f(xn)]
σ‖f ′(xn)f(xn)‖2
f(xn) (n = 0, 1, 2, . . .), (63)
and analogues to method (43) in Example 3 (method of steepest desent)
xn+1 = xn −
‖f ′(xn)f(xn)‖
2
[f(xn), f ′(xn)f(xn)]
f(xn) (n = 0, 1, 2, . . .), (64)
and to method (45) in Example 4 (Altman method of steepest desent)
xn+1 = xn −
‖f ′(xn)f(xn)‖
2
ϑ[f(xn), f ′(xn)f(xn)]
f(xn) (n = 0, 1, 2, . . .). (65)
In all these ases T (x) = I for all x, ‖x− x0‖ ≤ R.
Equations (40) for method (39) must be replaed by the equations
λ˜(r) = sup
‖x−x0‖≤r
sup
‖h‖=1
[h, f ′(x)h]
ϑ‖f ′(x)h)‖2
, ν˜(r) = inf
‖x−x0‖≤r
inf
‖h‖=1
[h, f ′(x)h]
‖f ′(x)h‖2
. (66)
Analogously, equations (44) for method (43) must be replaed by the equations
λ˜(r) = sup
‖x−x0‖≤r
sup
‖h‖=1
‖h‖2
[h, f ′(x)h]
, ν˜(r) = inf
‖x−x0‖≤r
inf
‖h‖=1
[h, f ′(x)h]
‖h‖ ‖f ′(x)h‖
, (67)
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and equations (46) for method (45) must be replaed by
λ˜(r) = sup
‖x−x0‖≤r
sup
‖h‖=1
‖h‖2
ϑ[h, f ′(x)h]
, ν˜(r) = inf
‖x−x0‖≤r
inf
‖h‖=1
(h, f ′(x)h)
‖h‖ ‖f ′(x)h‖
. (68)
The approah put forward here is not appliable for methods in Examples 2, 5,
and 6, beause the formal terms f ′
∗(x)f(x), ‖x− x0‖ ≤ R are not operators on X , if X
is a Banah spae.
The main idea of the passage from Hilbert to Banah spae an be generalized on a
more general lass of Banah spaes. In partiular, we an onsider the lass of Banah
spaes where the following inequality (see [22℄)
‖x+ y‖p ≤ ‖x‖p + p[x, y]p + σ‖y‖
p
holds, here p ∈ (1,∞), σ ≥ 1,
[x, y]p = 〈Jpx, y〉,
and
Jpx = {l ∈ X
∗ : ‖l‖ = ‖x‖p−1, (l, x) = ‖x‖p},
Jp : X → X
∗, Jpx ∈ Jpx.
The simple example of suh spaes gives the spaes Lp, 1 < p ≤ 2. We omit the
formulations of the orresponding results.
Literature
[1℄ Altman M.: On the approximate solution of non-linear funtional equations. Bull.
Aad. polon. si., Cl. 3, 5 (1957), 5, 457-460.
[2℄ Altman M.: An approximate method for solving linear equations in a Hilbert spae.
Bull. Aad. polon. si., Cl. 3, 5 (1957), 6, 601-604.
[3℄ Altman M.: On the approximate solutions of operator equations in Hilbert spae.
Bull. Aad. polon. si., Cl. 3, 5 (1957), 6, 605-609.
[4℄ Cioranesu I.: Geometry of Banah spaes, duality mappings and nonlinear
problems.  Kluwer Aademi Publishers, Dordreht - Boston - London, 62 (1990).
[5℄ Evkhuta O.N.: About methods of steepest desent for equations in Banah spaes.
Izvestia Vishish uhebnish zavedeni SKR, 11, (2005), 18-27
[6℄ Evkhuta O.N., Zabreko P.P.: Some remarks on iterative gradient and quasi-
gradient methods for approximate solution of nonlinear operator equations. Izvestia
Vishish uhebnish zavedeni SKR, 2005, 11, 27-37
[7℄ Fridman V.M.: New methods for solution of a linear operator equation.  Doklady
AN SSSR, 128 (1959), 3, 482-484.
[8℄ Fridman V.M.: On the onvergene of methods of steepest desent.  Uspekhi
matem. nauk, 17 (1962), vyp. 3, 201-204.
[9℄ Fridman V.M.: An iterative proess with minimal errors for a nonlinear operator
equation.  Doklady AN SSSR, 139 5 (1961), 1063-1066.
13
[10℄ Fridman V.M.: Method of minimal iterations with minimal errors for a system of
linear algebrai equations with a symmetri matrix.  Zhurnal Vyislit. Matem. i
Matem. Fiziki, 2 (1962), 2, ?-?.
[11℄ Kantorovi, L.V. and Akilov. G.P.: Funtional Analysis, Pergamon Press, New
York, 1982.
[12℄ Kirsanova-Evkhuta O.N.: Convergene theorems of method of quikest desent
and method of minimal errors. Doklady NAN Belarusi, 48, 2, (2004), 10-15
[13℄ Kivistik L.V.: În the method of steepest desent for the solution of nonlinear
equations.  Izvest. AN EstSSR, ser. z.-matem. i tekhn. nauk, 9 (1960), 2, 145-
159.
[14℄ Kivistik L.V.: On ertain iterative methods for the solution of operator equations
in Hilbert spaes.  Izvest. AN EstSSR, ser. z.-matem. i tekhn. nauk, 9 (1960), 3,
229-241.
[15℄ Kivistik L.V.: On a modiation of the iteration method with minimal residuals for
the solution of nonlinear operator equations.  Doklady AN SSSR, 136 (1961), 1,
22-25.
[16℄ Kivistik L.V., Ustaal A.: Some onvergene theorems for iterative proesses with
minimal residuals.  Uen. Zapiski Tartussk. universiteta, 1962, 129, 382-393.
[17℄ Krasnosel'ski M.A., Kren S.G.: An iterative proess with minimal residuals. 
Matematieski sbornik, 31 (1952), 2, 315-334. (Russian)
[18℄ Krasnosel'ski M.A., Vainikko G.M., Zabreiko P.P., Rutitskii Y.B.,
Stetsenko V.Y.: Approximate solution of operator equations. - Groningen, Wolters-
Noordho Publishing, 1972. - 484 p.
[19℄ Lumer G.: Semi-inner-produt spaes.  Transations of the Amerian Mathema-
tial Soiety, 100 (1961), No. 1, 29-43
[20℄ Trubnikov Yu.V. Extremal Construtions in Nonsmooth Analysis and Operator
Equations with Aretive Operators. - Mosow: Astro-Press, 2002. - 256 p.
[21℄ Trubnikov Yu.V., Perov A.I.: Dierential Equations with Monotone
Nonlinearities.  Minsk: Nauka i Tekhnika, 1986. - 200 ñ.
[22℄ Xu Hong-Kun: Inequalities in Banah Spaes with Appliations.  Nonlinear
Analysis: Theory, Methods, and Appliations, 16 (1991), no 12, 1127-1138.
[23℄ Yurgelas V.V.: On iterative proesses of desent type and some properties of the
dual mapping.  Voronezh, (1980), 1-30. Dep. VINITI 19.05.80, 191280.
[24℄ Zabreko P.P., Kirsanova-Evkhuta O.N.: A new theorem on onvergene for the
minimal residual method. Vesti NAN Belarusi, ser. z.-matem. nauk, 2, (2004), 5-8.
[25℄ Zabreko P.P., Kirsanova-Evkhuta O.N.:Method of minimal residuals in Banah
spaes. Doklady NAN Belarusi, 49, 2, (2005), 5-10
14
