Abstract: A general class of linear time-invariant feedback control systems with a distributed delay in the feedback line is treated. Differently from present literature, both limits of the delay are taken as non-zero, which brings an interesting new perspective to the problem. The authors start with a theorem stating the equivalence of a general class of such distributed-delay systems to a system with multiple discrete and independent delays. Although this connection has been recognised earlier, what is interesting and novel in this study is the first deployment of a paradigm called the cluster treatment of characteristic roots (CTCR). CTCR declares the stability outlook of the system in the space of the delays non-conservatively and exhaustively. This capability forms a very important foundation over which the authors build further contributions. Firstly, the authors describe a systematic procedure to use distributed-delayed feedback logic in order to stabilise an unstable plant. Secondly, they present an intriguing but very simple control strategy which is called sign inverting control. This seemingly paradoxical proposition (i.e. the inversion of the control's polarity) imparts considerably enhanced robustness of the control system against the variations in delay bounds. Example case studies are provided to validate these features.
Motivation and introduction
Dynamic systems with time delays have been in the spotlight of research for over six decades with ever-increasing intensity. Along with the cases where some discrete delays appear in the dynamics [1] [2] [3] [4] [5] , there has been a considerable effort invested into the general class of dynamics where 'distributed delays' exist [6] [7] [8] . Primary focus in these studies is the question of stability of the system [8] . From these prior investigations one may pose a simple benchmark control problem as follows: consider a linear time-invariant time-delayed system (LTI-TDS) with distributed delays aṡ
where x ∈ n is the state vector, A, B ∈ n×n are constant matrices, (τ 1 , τ 2 ) ∈ 2+ are two fixed bounds for the distributed delay η ∈ + , τ 1 ≤ η ≤ τ 2 . What are the delay compositions for which the system exhibits stable behaviour? And can such intervals be determined non-conservatively and exhaustively?
In the literature, lower bound τ 1 is typically taken as zero (i.e. the non-delayed state information is available as well as those that are delayed up to τ 2 ). We assume τ 1 > 0 to declare that the control logic is deprived of the non-delayed state information. Apparently the 'memory' of the sensor spreads out between t − τ 1 to t − τ 2 instants. The practical ramification of the system in (1) is that some sort of uniformly weighted average of the available state measurements is used in the feedback law. Therefore a linear combination of interval feedback (an integral) appears.
The problem reduces to the assessment of stability of the system for various combinations of τ 1 and τ 2 . We first review the relevant literature on this theme and then present the main contributions of the study.
Distributed delays affecting LTI systems have been treated earlier in many investigations from different perspectives. In [9] , a critical review is presented on the methodologies for approximating the dynamics with distributed delays into one with discrete representations, and resulting fallacies in stability consequences. Ozbay et al. [6] mention the similar reduction difficulties as one of the open problems in time-delayed systems (TDS) area. Nyquist method is taken as the stability assessment technique in [7] , which is a pointwise and geometric procedure for a given set of system characteristics (delays and other parameters). The distributed delay is recast into single but commensurate delays in [8] and the ensuing systems are treated for stability. This procedure takes advantage of the necessary and sufficient conditions which exist for this class of systems. Rationally independent lower and upper bounds of the delay distribution range, however, is not considered.
Most of these earlier investigations have recognised an equivalence of distributed-delay systems to some form of discrete (lumped) delay structures. Almost exclusively the delay distribution in these reports is in the interval of [0, τ max ]. Differently, in this paper, we introduce another freedom by considering the non-zero lower bound, τ 1 , of the delays. The stability question of this class of distributed-delay systems is shown to be equivalent to determining the stable regions in the domain of the two delays involved (and, in general, within the space of some other system parameters). In this study, we deploy a recent mathematical tool, for the first time in the distributed-delay structures. It is the paradigm called cluster treatment of characteristic roots (CTCR), which has been developed over the past few years [10] [11] [12] .
We first convert the given LTI dynamics of (1) into a simpler looking form by taking its Laplace transformation. This process yields
where X = L (x), s is the Laplace variable. Note that in (2), two linear operations; integration and Laplace transformation are switched in sequence, using their commutative property. Also, for the stability analysis, we take the initial conditions as x 0 = 0. This new representation reduces to a very simple form of
which results in an eigenvalue problem with the characteristic equation
This realisation brings up the following theorem.
Theorem 1:
The stability characteristics of a general class of distributed-delay systems in (1) are equivalent to that of
with two discrete and rationally independent delays, except n stationary zeros at s = 0 which are artificially added and did not exist for (3) . They are the stationary (i.e. invariant) roots for all (τ 1 , τ 2 ) ∈ 2+ .
The proof follows very simply from the arguments presented above by recognising the fact that (5) is nothing other than the inverse Laplace transform of (4), assuming quiescence as the initial conditions. It is obvious that s = 0 is not a root of (4) for (τ 1 , τ 2 ) ∈ 2+ ∩ {τ 1 = τ 2 } unless A is singular. On the other hand, the characteristic equation of (5) is
which is rewritten as
Therefore we conclude that
where (·) represents the spectra of equation (·). The relationship in (7) can also be proven by simply expanding the transcendental terms in (6) into Taylor series. This operation results in a factor of s n . These n augmented zero roots appear during the conversion from the Laplace domain (4) to the time domain representation in (5). In short, the conversion of (1) into (5) provides a simpler representation of the system, keeping in mind the inflated count of the zeros. The stability analysis of (5), however, brings a different class of complexity. The lower and upper bounds of the delays in the integral term are typically independent (we may even claim rationally independent for completeness). Therefore the new stability problem falls in the class of 'LTI-TDS with multiple rationally independent delays'. This class has been known by its notoriety [13, 14] . To tackle the problem, we resort to a recent development, the CTCR paradigm. CTCR has been tested and proven to provide a unique, exhaustive and non-conservative display of the stability regions for (5) in the domain of the delays, (τ 1 , τ 2 ) ∈ 2+ [10] [11] [12] . The rest of this paper contains various novel deployment strategies of CTCR to the system given in (5) .
The main contributions of the document are twofold: (i) we present a systematic procedure to construct a stabilising feedback control logic for open-loop unstable plants, using distributed-delays; (ii) on these distributed-delay control systems we further improve the robustness against delay variations, by deploying an unusual control law, which is called the 'sign-inverting control -SIC'.
The document contains the following sequence: Section 2 presents a brief review of CTCR to prepare the reader to the ensuing arguments. Then a recent feedback law, which is called SIC, is described. Section 3 offers the highlight design methodology for a stabilising feedback control law under distributed-delayed feedback, but for open-loop unstable plants. In Section 4 we present various case studies to provide a better understanding of our findings. Section 5 contains the conclusions and future research paths along this line.
Conceptual background and a new controller scheme

Brief overview of CTCR
For the completeness of the ensuing discussions we present an overview of CTCR, borrowing from [12] . The CTCR paradigm, in the larger scheme, collects the infinitely many characteristic roots of the system represented by (5) , into a countably small number of groups that exhibit common clustering features which are directly influential on the stability of the system. Instead of the infinitely many characteristic roots, one can now focus on very-small number of groups of roots and their effects on the stability. This 'clustering' operation yields an efficient approach for the stability analysis of typical LTI-TDS.
From the linear systems theory it is known that the stability transition (from stable to unstable or vice versa) occurs only at parametric settings which render imaginary characteristic roots. It is also known that these imaginary roots appear on infinitely many loci in the (τ 1 , τ 2 ) ∈ 2+ space which are named as 'the kernel' and 'the offspring' in earlier literature [10, 11] . The 'clustering' procedure, in fact, groups this large number of curves under some groups with shared features which primes the CTCR paradigm. In other words, this clustering procedure has to be completed (i.e. the groups need to be identified) for the start of the CTCR procedure. The methodology ultimately returns an exhaustive and non-conservative display of stable operating regions in the space of the delays.
Instead of describing the steps of CTCR here we will present the two propositions which form the pillars of the paradigm, in this section. They are stated below leaving the proofs to [12] .
Proposition 1 Small number of kernel hypercurves:
The time-delayed dynamics given in (4) can possess an imaginary characteristic root at s = ω c i (where c denotes a root crossing) only along a countably infinite number of hypercurves in (τ 1 , τ 2 ) ∈ 2+ . These hypercurves are related to each other through the correspondence symbolised as
where
, ω c notation implies the causal correspondence between the first two elements (i.e. the delays) and the ensuing frequency of the imaginary root crossing, ω c . These hypercurves are not dense in (τ 1 , τ 2 ) ∈ 2+ space and they are entirely created from a manageably small number of kernel hypercurves (or kernel in short) [12] .
Kernel hypercurves are defined as the loci of points
2+ which comply with τ 1 , τ 2 , ω c correspondence as well as the constraint 0 ≤ τ j < 2π/ω c , j = 1, 2 for all possible ω c 's. Note that these delays are the smallest positive set creating ω c i characteristic roots. The hypercurves that are obtained from the kernel using the pointwise nonlinear transformation in (8) with j 1 , j 2 = 1, 2, . . . are called offspring hypercurves (or offspring in short).
Definition 1:
For a time-delayed system, the root tendency of each purely imaginary characteristic root crossing, s = ω c i, with respect to one of the time delays, τ k , k = 1, 2, is defined as
This property indicates the evolution direction of the imaginary root ω c i (to the left or the right-half of the complex plane) as we pass through a hypercurve by increasing only one of the delays (τ k ) by ε, 0 < ε 1, while the other delay remains fixed. RT = +1 clearly indicates destabilising crossing (where −1 would be a stabilising one).
Proposition 2 Root tendency invariance property:
Consider an imaginary characteristic root ω c i of (5), caused by any one of the infinitely many grid points in (τ 1 , τ 2 ) ∈ 2+ domain defined by expression (8) . The root tendency RT| τ k s=ωci remains invariant so long as the grid points on different offspring hypercurves are obtained as delay τ k is varied, but the other one is kept fixed. RT = +1 induces two unstable roots, enforcing an increase in the number of unstable roots, NU → NU + 2. Inversely RT = −1 would cause a decrease NU → NU − 2. In short, at a kernel and at all the corresponding offspring locations given by (8) the transition is always either in stabilising (or destabilising) direction.
The two propositions are used in conjunction with the computational geometric procedures presented in [10] [11] [12] to generate the non-conservative and exhaustive stability map for the time-delayed dynamics in (5) . The stable operating regions in (τ 1 , τ 2 ) ∈ 2+ are the ones where the number of unstable (right-half plane) characteristic roots, NU, is zero. Once again, an important endeavour still remains to be the exhaustive determination of these stability switching hypercurves. There are many approaches to this problem, including those in [10, 11] . This is a major task on its own, which is kept outside the scope of this document.
An exhaustive knowledge of stable operating regions, which is created by the CTCR paradigm, can be very useful in various unusual and surprising procedures. For instance, with this knowledge one can execute 'delay scheduling' in a dynamics where the present delays may make the system unstable. Akin to the commonly known 'gain scheduling' strategies, delays can be scheduled intentionally (i.e. prolonged) so that the next stable region on the exhaustive stability map, which exhibit larger delays, is reached. Thus the system recovers stability simply by increasing the delays, which is a paradoxical proposition. However, it has been proven as a viable operation both theoretically and experimentally (see [15] for single delay cases). Such a control scheme would not be possible without the complete knowledge of the stability regions in the space of the delays which are uniquely provided by CTCR.
A new control logic: sign inverting control
In this section we explain another interesting and paradoxical control strategy. It is called the sign inverting control (SIC). The suggestion is very simple in which one needs to invert the sign of the control term in (1). This operation translates into B being replaced by −B, while other system parameters are kept unchanged. Intuitively speaking, such a conversion would invite instability right-away. However, as we demonstrated in an earlier concept study for single delay cases [2] , SIC can introduce much desired robustness properties against large range of delay variations in the feedback structure. The contribution in this paper is in the added feature of distributed delays. For clarity on the concept we present a theorem first.
Theorem 2:
When SIC logic is implemented, the stability outlook of the system in (5) may exhibit some complementary regions in the delay space. That is, when control matrix B is replaced with −B, the ensuing stability picture includes additional regions of delays.
Proof: A simple argument is presented here for this proof, departing from Proposition 2 of the CTCR paradigm. Let us consider a point where τ 1 , τ 2 , ω c correspondence and say, RT τ10 = +1 is observed at a point on the kernel. According to Proposition 2, this destabilising root crossing repeats the same property at the delay composition {τ 10 + 2π/ω 0 , τ 20 }, that is, RT τ10+2π/ω0 = +1. In other words, at these two distinct values of the delay τ 10 and τ 10 + 2π/ω 0 , system's destabilising transitions remain unchanged. Therefore NU keeps increasing. If there exists a possibility to recover system stability during the excursion from τ 10 to τ 10 + 2π/ω 0 , one intuitively expects that it happens near the midpoint, that is, {τ 10 + π/ω 0 , τ 20 }. Because at both ends, {τ 10 , τ 20 } and {τ 10 + 2π/ω 0 , τ 20 }, the RTs are destabilising and unless one (or more) stabilising crossing appear along the mid-span, the system will augment the NU as increases, inviting more and more unstable roots.
Let us now look at the two characteristic equations from a different angle Original system CE(s, τ 1 , τ 2 )
These two equations share the same root ω 0 i but at two different delay compositions. It is easy to observe that if CE(ω 0 i,
This connection becomes obvious due to the identity e −π i = −1. Indeed the characteristic equation CE S offers the same imaginary roots as CE except they are observed at the mid-span of the kernel-to-offspring distance, 2π/ω 0 . Two consequences of the above observations are 1. The imaginary spectra of CE(s, τ 1 , τ 2 ) and CE S (s, τ 1 , τ 2 ) are identical. In more mathematical formalism the following two sets are identical
If there are stable regions for CE and CE S in the space of (τ 1 , τ 2 ) ∈ 2+ , they are likely to be complementary to each other. That is, the stability zones (regions) of these two different systems could complement each other. In some regions of (τ 1 , τ 2 ) space where the original system is unstable, the SIC counterpart could be stable.
SIC strategy takes advantage of these two observations. The controller selects either the original control scheme (with control matrix B) where CE(s, τ 1 , τ 2 ) exhibits stable behaviour, or the SIC scheme for those delay compositions where CE S (s, τ 1 , τ 2 ) declares stable behaviour. Note an important feature here, such a complementary stability display can happen between any arbitrary control laws. The convenience of SIC, however, is practically unique in the sense that the only switch is the sign change which takes place in order to convert one control logic to the other.
The key contribution of the CTCR paradigm in SIC deployment, is that it reveals the stable operating zones for both original and SIC schemes non-conservatively and exhaustively.
Remark 1:
An important nuance is observed between (10) and (11) originating from the way the distributed delay appears. Inverting the sign of B, indeed, switches the roles of the delays (τ 1 and τ 2 ) in the characteristic equation. In other words, the stability picture corresponding to the SIC system (11) is expected to be nothing other than that of the nominal (or initial) system (10), except mirrored about the τ 1 = τ 2 line.
Main results: controlling unstable plants using distributed-delayed feedback and SIC
In this section, a design strategy for stabilising feedback control is proposed for open-loop unstable plants. The dynamic system of interest is in the form of (1) with distributed delays, and the system matrix A is non-Hurwitz. Again, the bounds of the delays are non-zero. The first objective is to develop a procedure to create a control matrix B, such that the dynamics is stabilised. A secondary objective is to determine the robustness of this system against the delays and particularly to complement these robustness regions by using SIC philosophy.
Simple design procedure for B: We start with a considerable simplification using Taylor series approximation of the delay terms in (6), by substituting e −τ s ∼ = 1 − τ s. Mindful of the stiff restriction of |τ s| 1 for such an approximation to be meaningful, we move forward with the control synthesis operation. The new form of the characteristic Equation (6) becomes det[
Defining τ = τ 2 − τ 1 as the delay distribution interval and factoring out the artificially introduced stationary roots s = 0, the equation further reduces to
The problem is now recast into selecting a B matrix so that A + B τ is similar to A d , which has a set of desirable eigenvalues. For convenience we set the two matrices identical
which simply yields a control matrix as
We next utilise the CTCR paradigm on the newly created dynamics of (5) with this control matrix B. As discussed earlier, the CTCR procedure reveals the stability pockets in the delay space (τ 1 , τ 2 ) ∈ 2+ non-conservatively and exhaustively. For small delays, τ i 1, i = 1, 2, the system must be stable, by design. Because for infinitesimally small delays the earlier performed first-order Taylor series approximation becomes viable and the resulting system is Hurwitz (i.e. with the eigenstructure of A d ). The next task is to find the stable operating regions in the domain of (τ 1 , τ 2 ) exhaustively. The CTCR deployment on the system in (6) achieves this objective. It starts with the exhaustive determination of the kernel and offspring hypercurves. (τ 1 , τ 2 ) space is then partitioned into stable (NU = 0) and unstable (NU > 0) segments. This completes the first objective.
The second objective is to explore the possible expansion of the stability robustness regions against the uncertain delay bounds using the SIC strategy. The same structured steps of CTCR are followed to obtain some additional stable regions, if they exist under SIC. The combination of the starting control logic and SIC will jointly impose an enhanced delay robustness to the controlled system. We will demonstrate these steps and the results for both of these objectives on some example cases in the next section.
Once again, the spectra (CE 1 ) carries n-toppled roots at the origin, which are not part of the original spectra (CE). These are n newly created roots appearing after the multiplication of determinant expansion (4) with s n , as it appears in (6). These non-functional roots have to be properly excluded in the steps of the CTCR. This restriction must be followed during the determination of both the kernel and offspring as well as the RT partitioning of the delay space.
Remark 2 Non-stationary roots at the origin:
The above scheme for designing a stabilising controller may yield a degenerate case of the resulting system. The equivalent characteristic equation in (6) contains n stationary roots at s = 0. Although it was already noted that these roots are disregarded during the procedures of CTCR, some additional roots at the origin may still occur. These non-stationary roots at s = 0 have been observed earlier in the literature, for instance [11] . Such root crossings are predominantly encountered in applications of the stabilising controller when both the original system matrix A and the desired characteristic matrix A d contain real eigenvalues. Since these real roots will remain on the real axis as the delays vary, they may cross the origin at some composition of the delays. As suggested in [11] , the existence of these additional root crossings requires one more condition to be satisfied: the nth derivative of (6) needs to vanish for s = 0
It is trivial to observe from (14) , that (18) is a polynomial in terms of τ . Some of the roots of this polynomial may be real and positive, which form the set of mentioned non-stationary additional crossings through the origin. This feature leads us to the locus of τ 2 = τ 1 + τ in the space of the delays. Furthermore, this locus may even appear in multiples depending on the number of such positive roots of τ . The direction of the root crossings on these line(s) are determined by the respective RTs. This takes care of the additional roots at the origin, beyond the n roots we disregard.
Case studies
Synthesis of a stabilising controller using distributed-delayed feedback
This case is to demonstrate the proposed method under Section 3. Let us consider a system in the form of (1) where the system matrix is given as
This matrix has eigenvalues (0.175 ± 2.245i) hence it describes an exponentially unstable uncontrolled system. Consider the desired controlled dynamics given by
A d is Hurwitz with eigenvalues (−0.225 ± 1.732i). Assuming a distributed-delay interval τ = 0.25 s, the control matrix calculated according to (17) becomes
Referring to our discussion under Section 3, this control matrix is expected to yield stable operation at least when delays (τ 1 , τ 2 ) are small. The question now becomes evaluating the capability of the ensuing controlled structure to maintain stability when these delays are large. In other words, we would like to obtain the crisp knowledge of (τ 1 , τ 2 ) compositions for which the system loses its stable operation granted by the stabilising controller. This task is conveniently handled through the fundamental procedures of CTCR. The resulting stability chart is presented in Fig. 1 with stable regions being dark shaded. Note that τ 2 > τ 1 half of the figure is examined only and the lower right segment (light shaded) is simply ignored due to the ordering relation between the distributed delay bounds. Light grey hypercurves (red when viewed in colour) are the kernel and the dark curves (blue in colour) are the offspring. If we pay closer attention, there is only a single kernel hypercurve. It is obtained when the separated looking four segments are spliced together using the features in (8) . This splicing connect the points 1-8 in Fig. 1a . In this sense, one may even interpret Proposition 1 for this case as the small number of kernel hypercurves being 'one'. All offspring are pointwise obtained via (8) , for instance PP = P P = PR = R R = 2π/ω. NU is also marked in relevant segments of Fig. 1b . The uncontrolled plant is obtained by setting τ 2 = τ 1 and is unstable, with NU = 2, as depicted in Fig. 1b . Proposition 2 is also clearly observed as the RT invariance at the example crossings at A, A , A as marked.
Another observation in Fig. 1 is that for this control scheme there are no additional poles at the origin for any composition of delays. That is, the real solution set for τ a b Fig. 1 In brief, the complete and non-conservative stability robustness picture (Figs 1a and b) is now available to the control designer. This is a direct result of CTCR's capability of handling multiple independent time delays that are encountered in characteristic equations of distributeddelayed systems as in (4).
Degenerate case with additional zeros at the origin
The following case is an example where the degenerate case mentioned in Section 3 is encountered. Consider the following system matrix and desired characteristic matrix, respectively. 
The eigenvalues of A are (0.15, −0.1) and the uncontrolled system is unstable. A d is selected with desired eigenvalues of (−0.2, −0.3). From a practical perspective, the non-delayed controller has the task of moving the positive real eigenvalue to the left-hand side of the complex plane. Infinitesimally small delays enforce real roots (i.e. eigenvalues of A d ). As the delays increase, these roots have to move along the real axis. Some root crossings through the origin may occur, which correspond to the previously discussed non-stationary roots. Using (6) with the condition in (18), one obtains
which indeed has one positive real root τ = 0.0667. This particular delay interval invites an additional root crossing through the origin. Its crossing direction is determined using the RT definition. It is trivial to show that the RT on any point of the line τ = 0.0667 or τ 2 = τ 1 + 0.0667 along the positive sense of τ 2 is −1, therefore this line in (τ 1 , τ 2 ) space becomes a 'stabilising' boundary as τ 2 increases. Fig. 2b displays a zoomed view of this behaviour. In order to construct a complete stability picture of this system, the locus of this degenerate crossing as well as the loci of the delay-induced root crossings have to be combined. The resulting stability chart in Fig. 2a is obtained utilising the CTCR paradigm.
Sign inverting control (SIC) with distributed-delays
In this example we demonstrate the application of SIC on a system that involves a distributed-delayed feedback. The matrices describing the system in state space form as in (1) are given below
Once again, the uncontrolled system is unstable (i.e. A is not Hurwitz). The stability picture associated with this system is created using the CTCR following the described steps, as seen in Fig. 3 . There are certain stable regions in the upperhalf of the delay space, that is, τ 2 ≥ τ 1 . We now explore the SIC strategy on this system. As discussed in Section 2.2, the stability picture of the SIC structure is the mirror of the original picture in Fig. 3 with respect to the τ 1 = τ 2 line, including its kernel and offspring. This mirroring operation is captured in Fig. 4 , combining the nominal and inverted control strategies. The respective stable operating regions are dotted-shaded on the figure as well. One can judge the benefits of SIC by looking at the complementary stability regions, which expand those in Fig. 3 . Switching between the nominal and SIC strategies one can improve the delay robustness of the feedback control logic under distributed delays. The selection of the proper delays, however, requires a crisp knowledge of where the 
.3, initial (thick lines) and inverted (thin lines) controller polarity
The dotted-shaded region is due to SIC Remaining notation is the same as in Fig. 3 stable operating regions are for both control schemes. The CTCR procedure generates this information. This is one of the contributions of this study.
We provide next, some numerical simulations to verify these findings. The delay values are varied between the points τ 1 = (0.25, 1), τ 2 = (1.3, 2. 2), τ 3 = (2.8, 3.3) (also marked on Fig. 4 as points 1, 2 and 3) while the controller polarity is also switched between B (at points 1 and 3) and −B (at point 2) appropriately to maintain stable behaviour. The simulation result for this configuration can be seen in Fig. 5 . The time axis is divided into intervals via dashed lines with corresponding delay compositions and controller polarity marked for each interval. Note the bad selections of the control polarity on two instances, which result in instability. When corrected, however, the expected stable behaviour returns. It is clearly visible that stability can be maintained over a broader range of delays by the proper choice of controller polarity. An adaptive controller structure could be programmed to make these choices based on the knowledge of the existing delays. One should note however, if variations in delay composition are expected to occur frequently, arbitrary and repetitive switches in the controller structure might cause instability [16] . Therefore the safe mode of operation is to suspend the switching until the present stable control scheme reaches to a steady state. Such an intermittent switching operation (between the nominal and SIC regimes) will always be guaranteed to operate in asymptotic stability.
Conclusions
This paper offers several critical observations on the stability of LTI distributed time-delayed systems in terms of the bounds of the delay distribution. Ultimately an exhaustive and non-conservative declaration of stability in the space of these delay bounds is provided. This capability is made possible, first, by exploiting an equivalence of such systems to a class of LTI multiple lumped-delayed systems, then by using the CTCR paradigm. This text presents the first utilisation of this paradigm on distributed-delay systems, to the best of authors' knowledge. Building on the strengths of this complete stability treatment, the authors explore two new control strategies. One is stabilising control logic with distributed delays on an open-loop unstable plant, and the other is the SIC (which suggests a simple reversal of polarity in the control actions). A novel systematic procedure is presented to synthesise a stabilising controller that involves distributed-delayed feedback. Furthermore, an interesting intermittent switching control scheme, between this stabilising control logic and its SIC companion, is shown to be beneficial for achieving enhanced delay robustness features. This combined treatment is also the first in literature on feedback control systems with distributed delays. Several case studies are presented to display the capabilities of these contributions.
