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Abstract—Data gathering is a major function of many 
applications in wireless sensor networks (WSNs). The most 
important issue in designing a data gathering algorithm is how to 
save energy of sensor nodes while meeting the requirement of 
applications/users such as sensing area coverage. In this paper, 
we propose a novel hierarchical clustering protocol for long-lived 
sensor network. EAP achieves a good performance in terms of 
lifetime by minimizing energy consumption for in-network 
communications and balancing the energy load among all nodes. 
EAP introduces a new clustering parameter for cluster head 
election, which can better handle the heterogeneous energy 
capacities. Furthermore, it also introduces a simple but efficient 
approach, namely intra-cluster coverage to cope with the area 
coverage problem. We evaluate the performance of the proposed 
protocol using a simple temperature sensing application. 
Simulation results show that our protocol significantly 
outperforms LEACH and HEED in terms of network lifetime 
and the amount of data gathered. 
I. INTRODUCTION  
With the advances in technologies of micro electro-
mechanical systems, embedding system technology and 
wireless communication with low power consumption, it is 
now possible to produce micro wireless sensors for sensing, 
wireless communication and information processing. Through 
the cooperation of sensor nodes, the WSNs collect and send 
various kinds of monitored environment information (e.g. 
temperature, humidity, etc.) to the sink node, which processes 
the information and reports to the user. Wireless sensor 
networks have a wide-range of applications, including 
military surveillance, disaster prediction, and environment 
monitoring, and thus have attracted a lot of attention from 
researchers in the fields of military, industry and academy. 
In wireless sensor networks, the resource of sensor node is 
limited in terms of processing capability, wireless bandwidth, 
battery power and storage space, which distinguishes wireless 
sensor networks from traditional ad hoc networks [14].  In 
most applications, each sensor node is usually powered by 
battery and expected to work for several months to one year 
without recharging.  Such expectation cannot be achieved 
without carefully scheduling the energy utilization, especially 
when sensors are deployed densely (up to 20 nodes/m3 [1]), 
with severe problems such as scalability, redundancy, and 
radio channel contention. Due to high density, multiple nodes 
may generate and transmit redundant data for the same event 
to the sink node, causing unnecessary energy consumption 
and hence significantly decreasing network lifetime. For a 
sensor node, energy consumption includes three parts: data 
sensing, data processing, and data transmission/reception, 
amongst which, the energy consumed for communication is 
the most critical. Reducing the number of communication by 
eliminating or aggregating redundant sensed data and using 
the energy-saving link would save large amount of energy, 
and then prolong the lifetime of the WSNs. 
Data gathering is a typical operation in many applications 
of WSNs, where data aggregation in a hierarchical manner is 
widely used for prolonging network lifetime. Data 
aggregation can eliminate data redundancy and reduce the 
communication load. Hierarchical mechanisms are helpful to 
reduce data latency and increase network scalability, which 
has been extensively exploited [2-8]. In this paper, we 
propose a distributed and energy-efficient protocol, called 
EAP for data gathering in WSNs. A node with high ratio of 
residual energy to the average residual energy of all neighbors 
within its cluster range will have a large probability of 
becoming the cluster head. This can better handle 
heterogeneous energy circumstances than existed clustering 
algorithms which elect the cluster head only based on node’s 
residual energy. After the cluster formation phase, EAP 
constructs a routing tree over the set of cluster heads. Only the 
root node of this tree can communicate with the sink node by 
single-hop communication. Also, EAP utilizes a simple but 
efficient approach to solve the area coverage problem. With 
the increase in node density, using this approach, the network 
lifetime can be made linear in the number of deployed nodes.  
The remainder of this paper is organized as follows: 
section 2 reviews related works. Section 3 describes the 
system model and the motivation of our work. Section 4 
presents the detailed design of EAP. Section 5 reports the 
result of EAP effectiveness and performance via simulations 
and compares it with LEACH and HEED. Section 6 
concludes the paper 
II. RELATED WORK 
The main task of sensor network is to forward the sensing 
data gathered by sensor nodes to the base station. One simple 
approach to the fulfillment of this task is direct data 
transmission. In this case, each node in the network directly 
sends sensing data to the base station. However, if the base 
station is remote from the sensor node, the node will soon die 
for suffering excessive energy consumption for delivering 
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data. To solve this problem, some algorithms that are aimed to 
save energy have been proposed one after another [3]-[7]. 
Heinzelman et al. [3] proposed an alternative clustering-
based algorithm, called LEACH (Low-Energy Adaptive 
Clustering Hierarchy). In order to save energy, LEACH only 
chooses a fraction p of the all sensor nodes to serve as cluster 
heads, where p is a design parameter that must be determined 
before deployment. The rest sensor nodes join the proper 
cluster according to the signal strength from cluster heads. In 
order to share the energy load, its operation is divided into 
rounds, which can guarantee the cluster head rotate in each 
round.  
S. Lindsey et al. proposed an algorithm related to LEACH, 
Called PEGASIS [4]. In order to reduce the energy 
consumption of sensor nodes, PEGASIS uses GREED 
algorithm to form all the sensor nodes in the system into a 
chain. According to its simulation results, the performance of 
PEGASIS is better than LEACH especially when the distance 
between sensor network and sink node is far away. 
In [5], to deal with the heterogenous energy circumstance, 
the node with higher energy should have larger probability of 
becoming the cluster head. In this paper, each node must have 
an estimate of the total energy of all nodes in the network for 
compute the probability for becoming a cluster head. As a 
result, each node can not make a decision of becoming a 
cluster head only by its local information, so the scalability of 
this protocol will be influenced.  
Sh.Lee et al. proposed a new clustering algorithm CODA 
[6] in order to relieve the unbalance of energy depletion 
caused by different distance from the sink. CODA divide the 
whole network into a few group based on the distance from 
the base station and the strategy of routing. Each group has its 
own number of cluster number and member node. CODA 
differentiates the number of cluster in terms of the distance 
from the base station. The farther the distance from the base 
station, the more clusters are formed in case of single hop 
with clustering. It shows better performance than applying the 
same probability to the whole network in terms of the network 
lifetime and the dissipated energy. However, the work of 
CODA relies on global information of node position, and thus 
it is not scalable. 
In [8], the authors proposed a hybrid, energy-efficient, 
distributed clustering algorithm which periodically selects 
cluster head according to a hybrid of the node residual energy 
and a secondary parameter such as node proximity to its 
neighbors or node degree. Heed terminates in O(1) iterations 
and incurs low message overhead. It achieves fairly uniform 
cluster head distribution across the network.  
Besides these clustering algorithms mentioned above, 
there exist several others algorithms such as [10], [11]. ACE 
cluster the network in a constant number of iterations using 
the node degree as the main parameter. Soro et al. Reference 
[10] proposed an unequal clustering size model for network 
organization, which can lead to more uniform energy 
dissipation among cluster head nodes, thus increasing network 
lifetime. Ye et al. Reference [11] proposed a clustering 
algorithm which achieves good cluster head distribution with 
no iteration and introduced a weighted function for the plain 
node to make a decision of joining a proper cluster. 
III. MOTIVATIONS 
Data gathering application is a typical application in 
wireless sensor networks. Our motivation is to study the 
problem in this kind application. In this section, we will make 
some assumptions about the network model before motivation. 
A. Network Model 
This paper assumes that N sensor nodes are randomly 
scattered in a two-dimensional square field A, and the sensor 
network has the following properties: 
• This network is a static densely deployed network. It 
means a large number of sensor nodes are densely 
deployed in a two-dimensional geographic space, 
forming a network and these nodes do not move any 
more after deployment. 
• There exists only one base station, which is deployed 
at a fixed place outside A. 
• The energy of sensor nodes cannot be recharged. 
• Sensor nodes are location-unaware, i.e. sensor node 
cannot get its location information through other 
mechanism such as GPS or position algorithms. 
• The radio power can be controlled, i.e., a node can 
vary its transmission power depending on the distance 
to the receiver [5]. For instance, Berkeley Motes [12] 
have in total 100 power levels. 
B. Motivations 
In a real case, it is hard to guarantee that the battery 
capacity of all nodes is same. The amount of energy 
consumed for gathering data differs among cluster heads, 
depending on the number of cluster members and their 
positions in the monitored area. Energy consumption also 
differs among cluster members due to the different distance to 
a cluster-head. Furthermore, redeployment for prolonging 
network lifetime or denser observing will also cause the 
problem that residual energy is not equal among all sensor 
nodes.  
In the current body of research done in the area of data 
gathering protocol in wireless sensor networks, we see that 
the selection of cluster heads of most existing cluster 
algorithms mainly depend on the residual energy of node.  
However, we argue that setting the residual energy as the 
primary parameter for cluster heads election doesn’t help 
                  
Fig. 1.  Example for cluster heads           Fig. 2.  Routing tree construction 
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balance the energy load to the proper nodes, especially in 
heavy energy heterogeneous circumstance. In most local 
clustering algorithms, to prolong the sensor network lifetime, 
the probability of a sensor node’s being selected as a cluster 
head primarily depend on its residual energy. However, in 
some special case, such strategy doesn’t help balance the 
energy load to the proper nodes. As a result, it may cause the 
problem that some nodes will be exhausted quickly. For 
instance, as shown in Fig 1, there is a sensor network 
composed by seven nodes. Node 4 and node 3 locate in the 
cluster range of each other and the amount of residual energy 
of node 4 and node 3 is higher than the other nodes. Then, 
assume that each node’s being selected as a cluster head only 
depends on the its residual energy. Obviously, the probability 
that node 3 is selected as a cluster head is highest. 
Consequently, the probability that the other nodes with lower 
residual energy are selected as a cluster head will increase, 
like node 5 or node 6. Because the energy consumed as a 
cluster head is more significant than consumed as a plain node, 
the energy of nodes within the cluster range of node 4 will be 
exhausted quickly. 
In order to solve the problems mentioned above, we 
present a novel hierarchical clustering scheme EAP. In the 
next section, we will describe the EAP algorithm in details. 
IV. EAP PROTOCOL DESIGN 
Since cluster heads consume more energy than cluster 
members in receiving sensing data from their member nodes 
and performing signal processing functions on the data (e.g., 
data aggregation), and sending the aggregated data to the next 
hop node or base station, the role of the cluster head must be 
rotated among all sensor nodes. Therefore, EAP works in 
rounds as LEACH. Each round begins with a set-up phase 
while clusters are organized and the routing tree is constructed, 
followed by a working phase when data are sent to the sink 
node. For easy reference, we describe the states of nodes and 
control message in Table I. 
A. Cluster Formation 
In EAP protocol, each node needs to maintain a 
neighborhood table to store the information about its 
neighbors, as shown in table II. The ID indicates the unique 
identification of the neighbor nodes. Without losing the 
generality, we use an integer value to label a node’s 
identification like TinyOS [13]. At the beginning of each 
round, each node broadcasts the E_Msg within radio range r 
and all nodes are cluster head candidates. Here we use r to 
denote the cluster range. All nodes within the cluster range of 
one node can be seen as the neighbors of this node. Each node 
receives the E_Msg from all neighbors in its cluster range, 
which includes the senders’ ID and their residual energy, and 
updates the neighborhood table. Using Ea to denote the 
average residual energy of all the neighbors within the cluster 
range, and  
jV   represents any node in this cluster range, where 
m is the number of the nodes within the cluster range. We 
define 
m
EV
E
residual
m
j
j
a
.
1
∑
=
=                                                 (1)   
After exchanging E_Msg, each node computes the 
broadcasting delay time t for competing for a cluster head 
according to the following equation. 
residual
a
E
ETkt *∗=                                               (2) 
where k is a real value uniformly distributed between 0 and 1 
and T is the time duration for cluster heads election. 
In order to solve heterogeneous energy problem, EAP uses 
residual
a
E
E   as the primary clustering parameter for competing 
cluster heads. Observing equation 2, t is the time that each 
node broadcasts the Compete_Msg for competing cluster head, 
which is mainly determined by 
residual
a
E
E . As shown in Fig 1., 
we introduce this clustering parameter for cluster heads 
election. It is easy to find that the probability of the node 1 
being a cluster head will increase. It means that the lifetime of 
the nodes with low residual energy within the cluster range of 
node 1 will increase. Compared with the previous works, 
which only depend on the residual energy of node [5][8][11], 
EAP can better handle the heterogeneous energy circumstance. 
In EAP, if a node Si has not received any Compete_Msg 
from its neighbor nodes during time duration (0, t) as shown in 
TABLE II 
NODE 4’ S NEIGHBORHOOD TABLE 
ID State  Residual Energy (J)a 
3 Candidate 1.32J 
7 Candidate 0.16J 
6 Candidate 0.09J 
5 Candidate 0.32J 
TABLE I 
DESCRIPTIONS OF STATES AND MESSAGES 
State or Message Description a 
Candidate The node is a candidate node 
Head  The node is selected as cluster head 
Plain The node is a member node 
Compete_Msg Composed by the ID of sender 
Join_Msg Composed by the ID of sender and 
the ID of head 
Weight_Msg Composed by the ID of sender, 
weight, Ea, Eresidual 
Schedule_Msg Head assign slot time for its member 
nodes 
 
    
Fig. 3.  Illustration for broadcasting      Fig.4.  The gradient phenomenon 
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Fig 3, this node will broadcast the Compete_Msg to its all 
neighbor nodes. Otherwise, it will give up competition. After 
Si broadcasts Compete_Msg, this node will wait 2* t∆ to make 
sure whether there exist other Compete_Msgs broadcasted by 
other nodes in its cluster range, where t∆ denotes the time 
interval which can guarantee that all neighbor nodes can 
receive the Compete_Msg. If Si has not received any 
Compete_Msg from its neighbors over t∆ , it will set its state 
as Head, or else it will compare its weight with the weights of 
other broadcasting neighbors. If Si’s weight is the largest one, 
it will set its state as Head and other broadcasting neighbors 
give up competition, or else Si set its state as Plain. Obviously, 
the procedure CF allows only one cluster head in a cluster 
range. If there are multiple Compete_Msg overheard, the one 
with largest weight will serve as the only cluster head. 
 
It is worthy to notice that sometimes there may exist a 
gradient phenomenon as shown in Fig 5, 
where weightSweightSweightS ... 321 >> . Consequently, S2 
and S3 will give up competition and S1 is the only winner. In 
this case, after clustering phase, some nodes will be neither 
cluster heads nor member nodes. However, because the time 
interval t∆ is short, the probability that several nodes within 
the same cluster range broadcasting the Compete_Msg in the 
same time interval (2* t∆ ) is considerably small. In addition, 
through expanding time duration T or decreasing the cluster 
radius, we can guarantee that only one head in a cluster range 
and each node will either be a cluster head or a plain node whp. 
In order to minimize the energy consumption in each round, 
we argue that the plain nodes should join the nearest head. 
Because the cluster heads always keep rotation in whole 
lifespan of network, we can maintain uniform energy 
consumption among all nodes. So minimizing energy 
consumption for each round can help to prolong the network 
lifetime. The pseudo code for cluster formation is shown in Fig 
5. 
B.  Selection of Active Member Nodes 
Coverage is one of the most important issues in WSNs and 
has been studied in recent years [14]-[16]. In most case, 
“coverage” means area coverage. And K-coverage can be 
descried as that every point in the monitored field is covered 
by at least K sensors. In [14], authors think it is hard to 
guarantee full coverage for a given randomly deployment area 
even if all sensors are on-duty. Small sensing holes are not 
likely to influence the effectiveness of sensor networks and 
are acceptable for most application scenarios. It’s enough to 
meet the application’s requirements if the active nodes in the 
network could maintain reasonable area coverage—coverage 
expectation. Coverage mechanism is to choose a subset of 
active nodes to maintain the coverage expectation.  
We introduce this idea into clusters that is called “intra-
cluster coverage”, which selects some active nodes within 
clusters while maintaining coverage expectation of the cluster. 
Based on our previous work [17], cluster head randomly 
chooses m’ nodes according to equation (3). 
imi
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22'
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                   (3), 
where Pcover is the coverage expectation of sensing field 
determined by specific applications; and r is sensing radius, R 
is cluster radius; m’ is the number of active nodes. For 
example, distributing 200 nodes in a 100×100m2 field, r = 
12m, R = 30m, then the average number of cluster members is 
60 or so. With intra-cluster coverage, if Pcover = 99% which 
means 99% of sensing field is expected to be monitored, 27 
members should be active in each cluster to ensure 1-coverage 
of the cluster and 38 members to ensure 2-coverage. If Pcover 
=95%, only 16 nodes and 25nodes should be active to ensure 
1-coverage and 2-coverage respectively. 
Using intra-cluster coverage has three advantages. The 
first is to save energy in each round by turning redundant 
nodes’ radio off so that network lifetime is prolonged. The 
second is to reduce TDMA schedule overhead. Once clusters 
TABLE I 
DESCRIPTIONS OF STATES AND MESSAGES 
State or Message Description a 
Candidate The node is a candidate node 
Head  The node is selected as cluster head 
Plain The node is a member node 
Compete_Msg Composed by the ID of sender 
Join_Msg Composed by the ID of sender and 
the ID of head 
Weight_Msg Composed by the ID of sender, 
weight, Ea, Eresidual 
Schedule_Msg Head assign slot time for its member 
nodes 
 
1.   state← candidate 
2.   broadcast Node_Residual_Msg to all neighbor nodes 
3.   receive Node_Residual_Msg from all neighbor nodes 
4.   update neighborhood table NT [] 
5.  t ← computation result of the broadcast delay time for 
competing a cluster head   
6.   while (the timer for cluster head election is not expired) 
7.    if(CurrentTime <t)   
8.        if (a Compete_Msg is overheard from a neighbor NT [i]) 
9.             state ← plain 
10.          NT [i].state = head 
11.      else 
12.          continue 
13.      endif 
14.  else  
15.     if (state = candidate)   
16.         state← head 
17.        broadcast Compete_Msg 
18.        wait (2* t∆ ) 
19.        if (have not received any Compete_Msg) 
20.             cont ue 
21.        else  
22.        if (the weight for head election is the largest one) 
23.             continue 
24.         else  
25.             state = plain 
26.        if (the value in weight broadcasted by NT [i] is the 
largest one) 
27.               NT [i].state = head 
28.            endif 
29.          endif    
30.      endif   
Fig. 5.  Cluster Formation (CF) algorithm 
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grouped, all cluster heads broadcast a TDMA schedule packet 
which contains the members ‘ ID and slot number allocated to 
the member. When node density is high, the number of cluster 
members turns larger so that the length of TDMA schedule 
packet turns longer, which consumes more energy to transmit 
and receive. However, the length of TDMA schedule packet 
would not too long with intra-cluster coverage because the 
number of active node varies slightly when node density goes 
higher. Apparently, through intra-cluster coverage, EAP can 
function as a topology control protocol but does not pay any 
extra energy cost. 
C. Construction of Routing Tree 
After the network is clustered, inter-cluster organization 
depends on the network application. For example, cluster 
heads can communicate with each other to aggregate their 
information via multiple hops or communicate with base 
station directly. For multi hop communication among cluster 
heads, the selected transmission range among cluster heads 
may vary to ensure a certain degree of connectivity and to 
control interference. For inter-cluster communication, the 
definition of connectivity depends on its multi hop 
organization and the relationship between the inter-cluster 
transmission range, R, the intra-cluster transmission range, r, 
and the density of nodes. In [8], authors demonstrate that the 
graph composed by cluster heads will be connected 
if rR 6≥ . However, we argue that the theoretical value for 
connectivity may be not applicable for a real application, i.e. 
the unreasonable inter-cluster range for inter-cluster 
communication is another inefficient use of energy. For 
example, we consider a typical setting of sensor network 
referenced in [8] (network size from (0,0) to (100,100), 
cluster range = 30m, sink at (50,175)). According to the above 
formulae for connectivity, the radio range for inter-cluster 
communication should be set as 180m, which means all 
cluster heads can almost communicate with base station 
directly. 
In this paper, we set inter-cluster transmission range as 
2.5r, where r is the intra-cluster range referenced as before. 
Because we assume the network is a dense network (> 
1/100m2), it can guarantee that most cluster heads are member 
nodes of the largest connected component of graph composed 
by all cluster heads. In the next section, we will discuss the 
relationship between the inter-cluster transmission range, R 
and the number of independent connected component of a 
graph by experiments. The theoretical analysis will be made in 
the later work”. 
After clustering, cluster heads broadcast Weight messages 
within radius R, which contain node ID and weight W. 
Cluster head compared its own weight and the weight 
contained in Weight message received from its neighbor 
cluster head. If it has smaller weight, it selects the node that 
has the largest weight as its parents and sends the CHILD 
message to notify the parent node. Finally, after a specified 
time, a routing tree will be constructed, which root node has 
the largest weight among all cluster heads in the same 
independent connected component. After routing tree 
construction, cluster heads broadcast a TDMA schedule to 
their active member nodes to be ready for data gathering. The 
pseudo code for cluster formation is shown in Fig 6. 
For example, as shown in Fig. 2, node A~E are cluster 
heads with their weight in parenthesis. B will receive WEIGHT 
message from A, C, D, E and select node A to be its parent. 
Similarly, node D and E choose B as their parent, while C 
chooses A as its parent. Node A receives WEIGHT message 
from node B and C, but their weight is less than node A. Then 
A will be the root node that communicates with the base 
station and routing tree is build. 
We define weight W of node i as ( )( ) residual
ai
i ERSSD
ERSSD
w
×
×
=
max
, 
where RSSi denotes node i’s received signal strength of the 
signal broadcasted by the base station, RSSmax is a constant 
which is determined by the location of base station, and 
function D is used for estimating the distance between node i 
and the base station. After the deployment of sensors, the base 
station broadcasts probing message to all sensors and sensors 
acquire the RSS according to the received signal strength. RSS 
maintains constant during the network lifetime unless base 
station varies its location or sensor nodes are mobile. 
Apparently, node that is closer to the base station and locates 
in a subregion with full energy would be the root node of 
routing tree for its higher weight. 
1.  IF  isClusterHead 
2.  Broadcast (myID, WEIGHT) 
3.  Wait  T1 
4.  ParentNode = Neighbor which send Max WEIGHT 
5.  Send ( myID, CHILD) to ParentNode 
6.  IF isCluster Head 
7.  Booadcast TDMA schedule to active node 
Fig. 6. Routing Tree Construction (RTC) algorithm 
TABLE III 
SIMULATION PARAMETERS 
Parameters Value 
Network Filed (0,0)~(100,100) 
Node numbers 100~500 
Cluster radius r 30m 
Sensing radius rs 10m 
Sink position (50,200) 
Initial energy 2 J 
Data packet size 525 Bytes 
Broadcast packet size 25 Bytes 
Ethreshold 0.01J 
Eelec 50nJ/bit 
efs 10nJ/bit/m2 
eamp 0.0013pJ/bit/m4 
EDA 5nJ/bit/signal 
Threshold distance d0 75m 
Data Cycles per round(L) 5 
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V. PERFORMANCE  EVALUATION 
A. Simulation parameter 
In the simulation experiments, network lifetime has two 
definitions: First Node Dies (FND), the time when the first 
node dies in network and Last Node Dies (LND), the time 
when the last node dies. The parameters of simulations are 
listed in Table III. Unless otherwise specified, every 
simulation result shown below is the average of 200 
independent experiments where each experiment uses a 
different randomly-generated uniform topology of sensor 
nodes. For simplicity, we assume the probability of signal 
collision and interference in the wireless channel is ignorable 
and the radio transmitter, radio amplifier and data fusion unit 
are the main energy consumers of a sensor node, so we 
calculate the energy consumption of these three components in 
the simulation. In simulation, we use the same radio model 
shown in [5] for the radio hardware energy dissipation. This 
radio model has been widely adopted in the following study 
[3] [6] [10] [11]. 
B. Simulation results and analysis 
Fig 7 is the illustration of the relationship between the 
number of cluster heads, the number of independent 
connected components, and network size. Companied with the 
network size enlargement, it can be seen that the number of 
independent components is increasing. When network size is 
(100x100), the number of connected component equal 1 in 
most case, which means the graph composed by cluster heads 
is connected. When network size is (400x400), after 
clustering phase, almost sixty cluster heads will be generated. 
However, such number of nodes cannot guarantee the 
connectivity of all cluster heads. As shown in Fig 7, the 
number of independent components almost reaches 20. 
Obviously, our algorithm can work well when the node 
density is high enough, namely more than 0.01/m2. 
Fig 8 proves that EAP can effectively provide required QoS. 
On the one hand, providing QoS lower than required may 
save energy at risk of failing to meet application requirement. 
On the other hand, providing higher QoS than the required by 
a specific application will decrease the efficiency of energy 
utilizing. However, EAP cannot provide a perfect matching 
between expected QoS and obtained QoS. It maybe does not 
work well in some applications, which strictly require that the 
deviation between expected QoS and obtained QoS is small 
enough. As shown in Fig 8, if there are 100 nodes deployed in 
monitoring area, the obtained QoS cannot meet the 
application requirement when the expected QoS exceeds 95%. 
Because even if all nodes are turned on, they cannot cover 
95% fraction of whole monitoring area. 
 
Because HEED and LEACH cannot provide the topology 
control function, each node need collect the temperature 
information and transmit it to its cluster head, even if it is a 
redundant node. So, the two algorithms fail to prolong network 
lifetime when node density is high. Conversely, for EAP 
protocol, through intra-cluster coverage method, the number of 
actual active nodes is only determined by expected QoS. As 
shown in Fig 9 and Fig 10, it is easy to find that sensor 
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   Fig 9. The number of nodes vs. network lifetime (expected QoS = 0.95) 
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network lifetime almost be linear in the number of nodes 
which are deployed in monitoring area. 
VI. CONCLUSIONS  
In this paper, we present EAP, a novel energy efficient 
data gathering protocol with intra-cluster coverage. EAP 
clusters sensor nodes into groups and builds routing tree 
among cluster heads for energy saving communication. In 
addition, EAP introduces the idea of area coverage to reduce 
the number of working nodes within cluster in order to 
prolong network lifetime. Simulation results show EAP 
outperforms far better than LEACH. Compared to HEED, 
though EAP performs almost the same as HEED when node 
density is low, it has far better performance than HEED when 
node density goes higher than 0.01nodes/m2. 
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