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Abstract
This thesis uses the tool of network coding to investigate fast peer-to-peer file distribution,
anonymous communication, robust network construction under uncertainty, and prioritized
transmission.
In a peer-to-peer file distribution system, we use a linear optimization approach to
show that the network coding framework significantly simplifies analysis even in scenarios
where the optimal solution does not require coding. We also study the effect of requiring
reciprocity and the impact of dynamically changing network scenarios.
Second, we investigate anonymous routing in peer-to-peer networks. The goal is to de-
sign and analyze a peer-to-peer system that hides the identities of source and sink pairs
against adversarial nodes. We first propose a protocol for subgraph construction signaling.
The protocol uses path diversity rather than cryptographic keys. We prove information
theoretic security of the proposed protocol. We investigate a variety of deterministic and
randomized subgraph designs. We also give a reverse path construction mechanism, with
which a sink can reply to the source without knowing the source identity. We next in-
vestigate anonymous data transmission using network coding. Again, path diversity (with
network coding) is used to hide the identities of source and sink pairs. We investigate the ef-
fect of subgraph shape on anonymity and congestion arising from traffic shaping constraints,
demonstrating the tradeoff between the two through simulations.
Third, we study the problem of network construction under uncertainty about link-loss
rates. We prove that both maximizing throughput and minimizing cost are coNP-hard
problems. We find polynomial time-solvable solutions that outperform other deterministic
approaches.
Lastly, we investigate strategies for communication under a system that prioritizes data
based on the worth of data and the probability of successful transmission. Only the highest
priority data is transmitted when communication is very limited.
viii
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1Chapter 1
Introduction
This thesis studies network communications from a network coding and information theory
viewpoint. The consideration of coding in these network problems provides a variety of
advantages in terms of performance in unreliable networks, reduced complexity of analysis,
and reduced complexity of implementation.
Two of the four problems we study in this thesis concern peer-to-peer networks. The
peer-to-peer architecture is an alternative to the traditional server-client architecture [71].
In the server-client model, multiple clients are connected to the server (service provider)
that stores and distributes the data. Accordingly, the server is required to have large ca-
pacity, large storage, and high processing speed, all of which are costly. In contrast, the
peer-to-peer system distributes networking load over multiple peer computers on a network.
Instead of a single high-performance server, multiple lower-performance peers cooperate to
distribute content among themselves. This model provides good scalability in terms of
network resources, but its distributed nature gives rise to new challenges in optimization,
control, and analysis. We study both the limits of download times in peer-to-peer con-
tent distribution networks and techniques to establish sender- and receiver-anonymity in
communication over peer-to-peer networks.
The other two problems we investigate concern unreliable networks, where coding is use-
ful for providing robustness. In many wireless networks, factors such as mobility of users,
finite battery life, and multipath fading lead to variability in, and therefore uncertainty
about, the network. This variability and uncertainty together pose a variety of challenges
for establishing robust communications and for supporting prioritization over competing
communication interests when it is not possible to simultaneously provide the highest level
of service to all. We consider robust construction of network coding subgraphs under un-
2certainty about loss rates on links. We also study coding for prioritized transmission over
lossy links.
1.1 Contributions and thesis outline
In Chapter 2, we consider a linear optimization approach for studying download finish times
in peer-to-peer networks that allow but do not require coding. We characterize the structure
of the optimal solution in terms of the number of required phases (time intervals during
which the rate of flow between each pair of peers remains unchanged). Using the coding
framework, we provide a counterexample disproving the conjecture in Ezovski et al. [27] that
in the absence of coding, the sequential minimization of file download times minimizes the
average finish time over all users. Our results demonstrate that using the network coding
framework simplifies analysis even in scenarios where the optimal solution does not require
coding. We also use this framework to study the effect of reciprocity constraints, which are
commonly used in incentive-compatible peer-to-peer protocols. Lastly, we show that for a
dynamically changing network scenario, coding can provide a robust and optimal solution
that outperforms routing.
Chapter 3 investigates anonymous routing in a peer-to-peer network. Each source con-
structs a subgraph for anonymous communication to a sink node using a randomly chosen
subset of available nodes, some of which may be adversarial and collude to try to iden-
tify the origin and destination. In the first part, we investigate the subgraph construction
phase. We consider an entropy metric for anonymity, and suggest a protocol with a formal
information theoretic security1 characterization, which relies on path diversity rather than
a public key infrastructure (PKI). We present performance analysis and optimization of
subgraph shape and parameters with respect to this metric, and suggest a computationally
efficient heuristic for determining subgraph shape. Furthermore, to improve the anonymity
of the system, we investigate randomization of subgraph parameters. We also consider a
reverse path construction for a feedback message and show that the reverse path does not
reveal any information of source and sink identities.
In the second part of Chapter 3, we study the anonymous data transmission phase using
network coding over a subgraph. Each node performs conventional linear network coding
1Information theoretic security means that the security does not depend on computational hardness
assumptions.
3operations across packets, as well as linear coding operations within packets making it
difficult for the adversary to correlate the contents of different data packets in the subgraph.
This has lower complexity than hop-by-hop cryptographic transformation used in existing
anonymity schemes to prevent content correlation. By parameterizing the subgraph shape
as well as the network connectivity, we investigate their effect on anonymity and networking
performance.
Chapter 4 considers the problem of network coding subgraph construction under un-
certainty about link loss rates. For a given set of scenarios specified by an uncertainty
set of link loss rates, we provide a robust optimization-based formulation to construct a
single subgraph that would work relatively well across all scenarios. We show the gen-
eral problem is coNP-hard for the min-cost and max-throughput objectives. To make the
problem tractable, we modify the problem by adding path constraints, which results in a
polynomial time-solvable solution in terms of the problem size. Simulation results for simple
network examples showing that this solution is better and more stable than the non-robust
optimization solution in terms of worst-case performance.
Chapter 5 considers prioritized communication in a network where there are multiple
paths from a sender to a destination and the availability of individual links is uncertain.
Scenarios are considered in which the goal is to maximize a payoff that assigns weight based
on the worth of data and the probability of successful transmission. Ideally, the choice of
what information to send over the various links will provide protection of high value data
when many links are unavailable, yet result in communication of significant additional data
when most links are available. Here the focus is on the simple network of multiple parallel
links, where the links have known capacities and outage probabilities. Given a set of simple
inter-link codes, we propose a linear programming approach to find the optimal timesharing
strategy among these codes. In the case of unit capacities and unit message size case, some
observations are made about the problem of determining all potentially useful codes, and
techniques (e.g., using matroid theory) to assist in such determination are presented.
Chapter 6 summarizes our investigations and concludes the thesis with discussion.
41.2 Background on Network Coding
In this section, we provide some background on network coding. briefly describing the basic
principle and some important benefits.
Network coding has recently been shown to improve performance over both wired and
wireless communication networks [1, 46], see [39, 54, 81] and references therein. Network
coding provides benefits in terms of throughput, robustness, security, etc. In addition, as
described in Chapter 2, it can provide a computationally tractable solution of a problem that
is computationally challenging (e.g., NP-hard) for the case of using conventional routing.
In this section, we consider some benefits of network coding.
In multicast2 communications, previous researchers [48,50] have shown that linear net-
work coding can achieve the maximum throughput of a given network that is equal to
the maximum flow between the source and each destination, using either deterministic [41]
or randomized [40] code construction algorithms. Ho et al. showed that random linear
network coding—linear combination of packets with random coefficients from some field
Fq—can achieve the network capacity with probability exponentially approaching 1 if the
field size is sufficiently large [40]. Fig 1.1 illustrates a throughput gain of network coding in a
wired network. Since each link has unit capacity, the maximum flow between the source and
each destination is 2. As shown in Fig 1.1b, network coding can achieve multicast capacity
2 by the simple XOR operation on the bottleneck link. In contrast, routing achieves strictly
less capacity due to the uncoded packet on the bottleneck link (Fig 1.1a). In contrast to
the directed networks, Li et al. bounded the throughput gain of network coding for unicast,
broadcast (no gain for both), and multicast (factor of 2) scenarios in undirected networks,
where each communication link is bidirectional [51].
Wireless networks possess some properties that make them different from wired net-
works. On one hand, their inherent nature (e.g., broadcast transmission, medium-sharing,
and time-varying environments) provides more opportunities to benefit from network cod-
ing. On the other hand, it is more challenging to characterize and achieve the optimal
strategy for wireless networks. In [46], it is shown that network coding is beneficial for
a few topologies of wireless networks, and more interestingly, the interaction between the
2Multicast means the delivery of information from one source node to a specified set of destination
nodes, all of which require the same information. In the unicast scenario, there is one destination node.
In the broadcast scenario, all participating nodes in the network are destination nodes requiring the same
information.
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Figure 1.1: The seminal butterfly network. Source node S sends 2 unit data A and B to
the two destinations R1 and R2. Each link has unit capacity. The dashed links in red are
bottleneck links. (a) For the routing case, the bottleneck link can transmit either A or B.
In either case, one destination receives 2 units of message but the other receives 1 unit of
message. (b) For the coding case, the bottleneck link can transmit coded packet A XOR B
(denoted by A+ B), and the two destination nodes can decode both A and B. Therefore,
the coding gain is 21.5 =
4
3 .
6BA
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Y = XA XOR XB
BA
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33
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(b) Wireless-Coding
Figure 1.2: A canonical example of how network coding increases the throughput in a
wireless network: node A and node B want to exchange messages. (a) Without network
coding, 4 transmissions are needed. (b) With network coding, only 3 transmissions are
needed: once the relay node receives packets from A and B, it broadcasts Y = (XA XOR
XB) to all. Then, each node can decode both XA and XB by XORing the received packet
Y with the packet it already has.
physical and MAC layer produces extra benefits. Let’s consider a basic scenario of data
exchange through a two-way relay channel (Fig. 1.2). We observe that the coding gain
in terms of the number of transmissions is 4/3, and furthermore, the network coding gain
with interaction between the physical and MAC layer (called CODING+MAC gain) is 2.
In Fig. 1.2, the CODING+MAC gain can be understood as follows: the MAC divides the
bandwidth equally among the 3 nodes to be fair. However, the relay nodes needs to trans-
mit twice as many packets as node A or node B without network coding, which results in
a bottleneck at the relay. In contrast, network coding allows the relay to XOR pairs of
packets and drain the packets twice as fast (i.e., there is no bottleneck, and the throughput
is doubled).
In addition to network throughput benefits, network coding can provide robustness to
uncertain communication link status and uncertain network topology changes [13,14,30]. If
we cannot predict the link condition (unknown link loss probability) or the topology changes
(in dynamical scenario) a priori, the performance of the routing scheme with non-coded
packets significantly depends on the realization of the uncertain parameters. In contrast,
with random linear network coding, each transmitted packet is a mixture of packets. There-
fore, even after the realization of uncertain parameters, the previously transmitted packets
can be still useful.
Lastly, network coding can be a useful tool to find a solution that achieves the op-
7timal system performance. For some problems where it is known to be computationally
challenging to find an optimal routing solution, we can find an optimal coding solution in
polynomial time. For example, in a peer-to-peer file distribution system, finding an optimal
strategy for routing is demanding due to the large system size that makes it challenging
to track data identities of all packets. In contrast, if we use network coding, random lin-
ear combinations can mitigate this difficulty since tracking data identity is not necessary;
only the data amount matters. Examples in Chapter 2 illustrate this benefit. Another
example is that routing in a BitTorrent-like peer-to-peer network usually suffers from the
“missing the last packet” problem, whereas random linear network coding is free from this
issue [34, 35, 42, 65].
8.
9Chapter 2
Peer-to-Peer File Distribution
System
In this chapter we consider a linear optimization approach for studying download finish
times in peer-to-peer networks that allow but do not require coding. We demonstrate that
using the network coding framework simplifies analysis even in scenarios where the optimal
solution does not require coding. We also use this framework to study the effect of requiring
reciprocity, a typical feature of incentive-compatible protocols. Lastly, we show that for a
dynamically changing network scenario, coding can provide a robust and optimal solution
that outperforms routing.
2.1 Introduction
Peer-to-peer (P2P) file distribution algorithms are an active field of research in both aca-
demic [65] and industrial [19] settings. P2P algorithms are desirable for their scalability—
allowing efficient and inexpensive file distribution from a single content provider (server)
to thousands of users (Fig. 2.1). P2P systems achieve these benefits by exploiting the
bandwidth of the peers.
While network coding has been applied to P2P systems to improve robustness and
maximize throughput [35], the performance gain of network coding over routing in a P2P
system remains a topic for further research. In [22], Deb et al. consider the dissemination
of multiple messages using a gossip-based protocol, showing that in an n-node network,
network coding speeds message dissemination from time Θ(n log(n)) for uncoded schemes
The work in this chapter was presented at the 6th IEEE International Symposium on Network Coding
(NetCod) [14].
10
to time O(n) for random linear coding. In [58], Mundinger and Weber introduce an uplink
sharing model that assumes a fully connected network where each peer is constrained only in
its upload capacity. In [18], Chiu et al. show that network coding does not increase multicast
throughput in this scenario. In [55], Mehyar et al. investigate a few small networks of this
type, studying optimal strategies for minimizing (a) the finish time of the last peer; (b)
the average finish time over all users; and (c) the Min-Min finish time, which sequentially
minimizes the finish time of the remaining peer with the highest upload capacity until all
peers finish their downloads. In [27], Ezovski et al. present an optimal routing solution for
minimizing the Min-Min finish time in the uplink sharing model. They further claim that
following the Min-Min strategy minimizes the average finish time over all routing strategies.
In Section 2.4, we use a counterexample to disprove Ezovski et al.’s claim that the Min-
Min strategy minimizes the average finish time. Like [27,55], we assume that all peers stay
in the system after completing their own downloads. We derive our counterexample using
the linear programming approach of Wu et al. from [80]. We also extend the LP to study
the effect of a reciprocity constraint. Finally, we show that coding can improve robustness
to unexpected network changes.
Our investigations underscore two benefits of the network coding framework. First, the
framework makes the problem of finding optimal solutions tractable; even when routing
suffices to obtain the optimal performance, finding the optimal routing solution is often
an intractable problem. Second, coding can provide robustness in dynamically changing
network scenarios.
2.2 Preliminaries
We use the uplink sharing model of [58]. The network is fully connected, and the upload
capacity of each node (including all peers and the server) is initially the only constraint.
We discuss the system performance in terms of download finish times when there is a
single server with a finite file to distribute to multiple peers. We consider the following
performance metrics:
1. Min-Min Finish Time: The Min-Min finish time strategy sequentially minimizes the
finish time of the remaining node with the highest capacity. Precisely, let Ti be the
finish time for the ith node when nodes are ordered from largest to smallest upload
11
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Figure 2.1: (a) In the server-client model, server overhead can be significant for large number
of peers. Downloads is slow due to the server’s upload capacity constraint. (b) In the peer-
to-peer model, each node uses its own upload capacity to aid file distribution. Therefore,
it improves the server overhead problem and download speed.
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capacity. Then the Min-Min strategy is the strategy that achieves
T ∗1 , minT1 =
(File Size)
(Server Upload Capacity)
T ∗i , min{Ti|Tj = T
∗
j , ∀j < i}
(2.1)
The optimization is over all possible routing or coding schedules that satisfy the nodes’
uplink capacity constraints.
2. Min-Avg Finish Time: The Min-Avg finish time strategy minimizes the average finish
time over all users. If peers stay in the network until all downloads are completed,
then peers finish in the order of highest to lowest upload capacity as in the Min-Min
strategy.
3. Min-Max Finish Time: Another performance metric of interest is Min-Max. The goal
of Min-Max finish time is to minimize the last (slowest) peer’s finish time.
Both metrics can be applied either with or without reciprocity constraints.
2.3 Linear Programming Formulation
2.3.1 Problem Formulation
Let v0 and v1, . . . , vm denote the server and peers, respectively, in a single-server, m-peer
P2P network. Node v ∈ {v0, . . . , vm} has uplink capacity c(v). All peers remain in the
network after finishing their downloads. It is therefore always optimal for higher-capacity
peers to finish earlier than lower-capacity peers since their greater upload capacity makes
them more useful for serving other peers. We therefore order the peers from highest to
lowest upload capacity giving c(v1) ≥ c(v2) ≥ · · · ≥ c(vm). We describe each solution for
distributing a file of size F from the server to the peers by describing a sequence of phases
(Fig. 2.2). Each phase is a period in which the upload strategies of all nodes are fixed—that
is, in phase τ each node v ∈ {v0, . . . , vm} allocates its upload capacity according to some
fixed flow vector describing the proportion of node v’s upload capacity used to upload data
to each of the users in {v1, . . . , vm} \ {v}. The duration of phase τ equals the maximum
over nodes v ∈ {v0, . . . , vm} of the total flow from node v in phase τ divided by the uplink
capacity of node v. To make this precise, we represent a full solution with I phases by
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the following time-expanded graph. Let V = {v
(τ)
0 , v
(τ)
1 , . . . , v
(τ)
m }Iτ=1, where v
(τ)
i represents
node vi in phase τ ∈ I , {1, . . . , I}. Let E denote the set of edges in the time-expanded
graph. Set E contains two types of edges:
• Transmission edge e = (v
(τ)
i , v
(τ)
i′ ) corresponds to the transmission from vi to vi′ within
the τ th phase.
• Memory edge e = (v
(τ)
i , v
(τ+1)
i ) corresponds to the accumulation of received informa-
tion from previous time steps. Memory edges have infinite capacities.
Each transmission edge exists within a single phase. Each memory edge crosses from one
phase to the next. As in [27, 55], we assume continuous data flow and allow each node to
forward data immediately upon receipt.1 Further, each node can transmit data to multiple
nodes simultaneously.
Since there always exists an optimal strategy with I ≤ m (Theorem 2.1 in Section 2.3.3),
we set I = m and treat v
(τ)
τ , τ ∈ {1, . . . ,m} as the sink nodes of the time-expanded graph.
Let t = (t1, . . . , tm) denote the vector of phase durations. Peer j finishes its download
in the jth phase, so its finish time is Tj =
∑j
k=1 tk. Both the Min-Avg and Min-Min
objective functions can be described as linear functions of vector t. For Min-Avg, let
d =
[
m
m
, m−1
m
, . . . , 1
m
]
. Then the Min-Avg objective function is
dT t =
1
m
m∑
j=1
[
j∑
k=1
tk
]
.
To represent Min-Min as a linear function of t, we introduce a weighting vector ω such
that ω1 ≫ ω2 ≫ . . . ≫ ωm and set d =
[
ω1+···+ωm
m
, ω2+···+ωm
m
, . . . , ωm
m
]
. The Min-Min
objective function is
dT t =
1
m
m∑
j=1
ωj
[
j∑
k=1
tk
]
.
The objective function for Min-Max is simply the finish time of the last (slowest) peer.
dT t =
m∑
i=1
ti
1This simplifying assumption is not realistic in practice since nodes typically cannot send out data until
they receive at least a block of a certain size. As a result, optimal download times achieved using this model
give lower bounds on the download times that can be achieved in practice.
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Figure 2.2: A 5-node network with one source and four sinks. The time-expanded graph
has 4 copies (phases) of the network, each of which is connected via memory edges (red
dashed lines) to other phases. The broadcast problem in the original network becomes a
multicast problem with multiple sinks that are located in each phase.
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Given this framework, the search for the most efficient download strategy becomes a
linear programming (LP) problem, as described in [80] and restated below. In this LP, the
optimization variables fi(e) and x(e) represent the virtual flow to node i through edge e ∈ E
and the total flow through edge e ∈ E , respectively. The virtual flow fi(e) is the flow over
edge e that is useful to node i. The LP is then given by
min
f ,x,t
dT t
s.t. x(e) ≥ fj(e), ∀j ∈ {1, . . . ,m}, ∀e ∈ E
∑
v
(τ)
j
x((v
(τ)
i , v
(τ)
j ))
c(vi)
≤ tτ , ∀v
(τ)
i ∈ V , ∀τ ≤ I
fj(e) ≥ 0, ∀j ∈ {1, . . . ,m}, ∀e ∈ E∑
v
(τ)
k
fj((v
(τ)
k , v
(τ)
i ))−
∑
v
(τ)
k
fj((v
(τ)
i , v
(τ)
k ))
=


F if τ = i
−F if i = 0, τ = 1
0 otherwise

 , ∀j ∈ {1, . . . ,m}
(2.2)
The first constraint sets the total flow on each edge to the maximum among all virtual
flows over the edge; this value suffices for multicast network coding by [1]. The second
constraint requires that the duration of each phase be the maximum, over all nodes, of the
time required for node v to deliver its flow for the given phase; we calculate this value as the
total flow out of node v divided by the upload capacity of v. The third constraint requires
that all flows be non-negative. The last constraint guarantees the conservation of flow at
all nodes in the network.
In [80], the LP is stated without an explicit proof. We provide a proof in the following
section.
2.3.2 Verification of Correctness of the LP Formulation
In this section, we provide an explicit proof of correctness of the LP formulation. To verify
the correctness of the LP, we will check if the flow at any time instant t is feasible. There
are two different cases: (a) t is at the phase boundary, and (b) t is within the time slot.
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We will check the capacity constraint and causal flow constraint (a counterpart of the flow
conservation constraint) for these cases.
Now that the constraints in (2.2) are considered at the phase boundaries, the proof for
the case where t is at the phase boundary is trivial. Therefore, we focus on proving the
correctness of (2.2) for the case where t is within the time slot. For the proof, we first
consider necessary and sufficient conditions for a feasible flow at any time instant t. Then,
we show that the flow solution obtained from (2.2) satisfies these conditions.
Before starting the proof, we further define some notation.
• Let Ti and ti denote the start time of the i
th time slot and the duration of the time
slot, respectively.
• Let Fi(n
(i)) denote the amount of file at node n(i) at the beginning of the ith time
slot, Ti (where Fi(n
(i)) ≥ 0, ∀i, ∀n(i) ∈ N (i)). In other words, Fi(n
(i)) is the file size
that is transferred from the replica of the node in the previous time slot (n(i−1)) over
the memory edge, and Fi+1(n
(i+1)) is the file size that is transferred to the replica of
the node in the next time slot (n(i+1)) over the memory edge.
• Let h(l) and hp(l) be the total amount of actual flow and the multicast flow for
destination p over edge l ∈ E
(i)
tran in the entire time slot, respectively.
2.3.2.1 Definition of a Feasible Flow
To define a “feasible flow” under our network model, we consider two constraints: (a) the
upload capacity constraint of a node and (b) the causal flow constraint of a node. Since
there are memory flows in our problem, we consider the causal flow constraint instead of
the flow conservation constraint that is used for the static case where there are no memory
flows.
Capacity Constraint:
Since we consider a flow problem in the time-expanded graph, the given upload capacity
of a node is in terms of a transmission rate, rather than the amount of flow. Therefore,
for a capacity constraint, the total instantaneous flow rate out of a node should be no
greater than the upload capacity at any time instant. Note that within a time slot, the
flow allocation is fixed. We also assume that the flow rate is constant within the time slot.
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Then, the instantaneous flow rate over link l ∈ E
(i)
tran is h(l)/ti. Now, the upload capacity
constraint of a node at any time instant t ∈ [Ti, Ti + ti) is as follows:
Instantaneous flow rate︷ ︸︸ ︷∑
l:
tail(l) = n(i)
l ∈ E
(i)
tran
h(l)/ti ≤
Rate︷ ︸︸ ︷
cap(n(i)), ∀n(i) ∈ N (i) (2.3)
Causal Flow Constraint:
In a network without memory, a flow solution is feasible if and only if it satisfies capacity
constraints and flow conservation. In contrast, in a network with memory, there are addi-
tionally nonnegative memory flows over time, corresponding to received information that
is stored at a node. In this case, the flow conservation constraint becomes the causal flow
constraint: the total incoming flow up to time instant t is no less than the total outgoing
flow up to t (called causality—the difference corresponds to the outgoing memory flow),
and each sink node receives entire file by its finish time. Note that the total incoming flow
includes the memory flow from the previous phase. Also, recall that for the causal flow
constraint as well as the flow conservation constraint, we need to check these constraints
for each multicast flow rather than the actual flow.
Now, the causal flow constraint of a node at any time instant t ∈ [Ti, Ti + ti) is as
follows: for any peer p,
Total incoming flow in [Ti,t)︷ ︸︸ ︷∑
l:
head(l) = n(i)
l ∈ E
(i)
tran
hp(l)
(t− Ti)
ti
+
Memory flow from
the previous phase︷ ︸︸ ︷
Fi(n
(i))
≥
∑
l:
tail(l) = n(i)
l ∈ E
(i)
tran
hp(l)
(t− Ti)
ti
︸ ︷︷ ︸
Total outgoing flow in [Ti,t)
, ∀n(i) ∈ N (i), ∀p
(2.4)
In addition to the causal flow constraint within the time slot, we need the flow conser-
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vation constraint at the phase boundary (t = Ti + ti) as follows: for any peer p,
∑
l:
head(l) = n(i)
l ∈ E
(i)
tran
hp(l) + Fi(n
(i))−
∑
l:
tail(l) = n(i)
l ∈ E
(i)
tran
hp(l)
= Fi+1(n
(i+1))︸ ︷︷ ︸
Memory flow to the following phase
, ∀n(i) ∈ N (i), ∀p (2.5)
where for the source node s(1) in the first time slot, F1(s
(1)) = F , and for the sink node
p
(i)
i , Fi+1(p
(i+1)
i ) = F .
2.3.2.2 Verification of the LP
We show that the flow solution from (2.2) satisfies constraints (2.3)-(2.5) at any time instant
t within the time slot (t ∈ (Ti, Ti + ti)).
Capacity Constraint: The flow solution x(l) from (2.2) satisfies the capacity con-
straint as follows:
∑
l : tail(l) = n
l ∈ E
(i)
tran
x(l)/cap(n) ≤ ti, ∀n ∈ N , ∀i
(2.6)
Here, ti is the maximum over all nodes belonging to the i
th time slot. By replacing ti and
x(l) with ti and h(l), respectively, we show that (2.6) is equivalent to (2.3), since ti ≥ 0,
and cap(n) ≥ 0. Therefore, the LP solution is feasible in terms of the capacity constraint
at any time instant.
Causal Flow Constraint: The flow conservation constraint in (2.2) is as follows:
∑
l:head(l)=n
f
p
(k)
k
(l)−
∑
l:tail(l)=n
f
p
(k)
k
(l)
=


F if n = p
(k)
k
−F if n = s(1)
0 otherwise
, ∀k ∈ {1, 2, . . . ,m}
(2.7)
Since each summation of incoming and outgoing flows includes the memory flows in
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(2.7), we can separate them for clarification as follows:
∑
l:
head(l) = n(i)
l ∈ E
(i)
tran
f
p
(k)
k
(l) + Fi(n
(i))
=
∑
l:
tail(l) = n(i)
l ∈ E
(i)
tran
f
p
(k)
k
(l) + Fi+1(n
(i+1))
where

 Fi+1(n
(i+1)) = F if n(i) = p
(k)
k
Fi(n
(i)) = F if n(i) = s(1)
(2.8)
Then, (2.8) is equivalent to (2.5) at the phase boundary. Now, let’s consider the causal
flow constraint within a time slot (i.e., t ∈ [Ti, Ti + ti)). The net incoming flows to a node
n up to time t is non-negative as shown in (2.9).
∑
l:
head(l) = n
l ∈ E
(i)
tran
f
p
(k)
k
(l)
t− Ti
ti
+ Fi(n)−
∑
l:
tail(l) = n
l ∈ E
(i)
tran
f
p
(k)
k
(l)
t− Ti
ti
(a)
≥


∑
l:
head(l) = n
l ∈ E
(i)
tran
f
p
(k)
k
(l) + Fi(n)−
∑
l:
tail(l) = n
l ∈ E
(i)
tran
f
p
(k)
k
(l)


t− Ti
ti
(b)
= Fi+1(n)
t− Ti
ti
(c)
≥ 0
(2.9)
In (2.9), (a) is from Fi(n) ≥ 0 and 0 ≤
t−Ti
ti
≤ 1, (b) is from (2.8), and (c) is from
non-negativity of Fi+1(n) and
t−Ti
ti
. Therefore, the flow solution from (2.2) also satisfies
(2.4) at any time instant t within a time slot. Therefore, the LP solution is feasible in terms
of the causal flow constraint at any time instant.
This completes the verification of feasibility.
2.3.3 Number of Phases for Minimum Finish Times
In [80], the authors implicitly assumed that there is one phase per peer. In this section, we
explicitly prove that each peer indeed needs only one phase to achieve the minimum finish
time.
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Theorem 2.1. In this network model, one phase for each peer is enough to achieve the
minimum finish times.
Recall that if we assume that there is no transmission delay within a time slot, each peer
can transmit a packet while it is receiving the packet from the others. In addition, due to
network coding, it is unnecessary to trace each packet (i.e., no identification is necessary)
in scheduling.
To prove Theorem 2.1, it is sufficient to show the following Lemma:
Lemma 2.1. Suppose that a given arbitrary schedule where some peer uses 2 phases achieves
the minimum finish time. Then, there exists another schedule in which these 2 phases are
combined into one phase such that the finish time does not increase and flows in all the
other phases are unchanged.
Proof. Suppose that we are given a schedule where a peer requires 2 phases (say, ith and
(i+1)th time slots), which achieves the minimum finish time for the peer. Let x(i)(l), f
(i)
p (l),
and ti be the optimal flow over link l, the optimal multicast flow over link l for destination
p, and time slot duration for the ith time slot, respectively. Since x(i)(l), f
(i)
p (l), x(i+1)(l),
and f
(i+1)
p (l) are optimal flows, all of them satisfy the constraints in (2.2).
Let g
(i,i+1)
p (l) (l ∈ Etran) be the superposition of f
(i)
p (l) and f
(i+1)
p (l) for l ∈ Etran, and
y(i,i+1)(l) be the maximum of g
(i,i+1)
p (l) over all multicast flow destinations. i.e.,
g(i,i+1)p (l) = f
(i)
p (l) + f
(i+1)
p (l), ∀l ∈ Etran, ∀p
y(i,i+1)(l) = max
p
g(i,i+1)p (l)
(2.10)
Note that since the maximum of the sum is always no greater than the sum of the
maximum, y(i,i+1)(l) is no greater than the superposition of the actual flows, as follows:
y(i,i+1)(l)
= max
p
g(i,i+1)p (l)
= max
p
{f (i)p (l) + f
(i+1)
p (l)}
≤ max
p
f (i)p (l)︸ ︷︷ ︸
x(i)(l)
+max
p
f (i+1)p (l)︸ ︷︷ ︸
x(i+1)(l)
, ∀l ∈ Etran
∴ y(i,i+1)(l) ≤ x(i)(l) + x(i+1)(l), ∀l ∈ Etran
(2.11)
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Now, let’s consider the capacity constraint. From (2.11), we have the following:
∑
l : tail(l) = n
l ∈ E
(i)
tran
y(i,i+1)(l)
cap(n)
≤
∑
l : tail(l) = n
l ∈ E
(i)
tran
x(i)(l) + x(i+1)(l)
cap(n)
≤ ti + ti+1, ∀n ∈ E
(2.12)
where the last inequality also comes from the argument that the maximum of the sum is
always no greater than the sum of the maximum. Let t′ denote the maximum over all nodes
of the first line of (2.12). Then, since (2.12) holds for all nodes, t′ is no greater than ti+ti+1,
and this can be achieved by superposition of flows over transmission edges.
Next, we will show that the flow conservation constraint (or equivalently, causal flow
constraint: the last constraint in (2.2)) is satisfied by the superposed flows. Recall that only
the flows over the transmission edges are superposed. As in Section 2.3.2, we use the same
notation for Fi(n
(i)), and we can rewrite the flow conservation constraint of the ith phase
by separating memory edge flows and transmission edge flows as in (2.8). If we combine
the flow conservation equalities of the ith phase and the (i+1)th phase, then we have a flow
conservation equation for g
(i,i+1)
p (l) as in (2.13).


∑
l:
head(l) = n(i)
l ∈ Etran
f (i)p (l)−
∑
l:
tail(l) = n(i)
l ∈ Etran
f (i)p (l) = −Fi(n
(i)) + Fi+1(n
(i+1))
∑
l:
head(l) = n(i+1)
l ∈ Etran
f (i+1)p (l)−
∑
l:
tail(l) = n(i+1)
l ∈ Etran
f (i+1)p (l) = −Fi(n
(i+1)) + Fi+1(n
(i+2))
⇒
∑
l:
head(l) = n(i)
l ∈ Etran
[
f (i)p (l) + f
(i+1)
p (l)
]
−
∑
l:
tail(l) = n(i)
l ∈ Etran
[
f (i)p (l) + f
(i+1)
p (l)
]
= −Fi(n
(i)) + Fi+1(n
(i+2))
⇒
∑
l:
head(l) = n(i)
l ∈ Etran
g(i,i+1)p (l)−
∑
l:
tail(l) = n(i)
l ∈ Etran
g(i,i+1)p (l) = −Fi(n
(i)) + Fi+1(n
(i+2))
(2.13)
When we combine two phases, the incoming memory edge flows of the combined phase
should be unchanged as Fi(n
(i)). Then, by (2.13), the new outgoing memory edge flows of
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the combined phase are still Fi+1(n
(i+2)), which remains the same as the ones in the original
graph before superposition. Therefore, we can combine the two phases in a way such that
the transmission edge flows are superposed, and the memory edge flows at the boundaries
are unchanged. Then, with the setting2 used in (2.8), i.e.,

 Fj+1(n
(j+1)) = F if n(j) = p
Fj(n
(j)) = F if n(j) = s(1)
, j = i and (i+ 1)
we can show that (2.13) is equivalent to the flow conservation constraint in (2.2). Therefore,
the flow conservation constraints are also satisfied by the superposed flows.
Note that all of the flows before and after the combined phase are unchanged, and the
duration of combined phase is no greater than the sum of two original phase durations.
Therefore, if we combine two phases by superposing the transmission edge flows and using
the same memory edge flows, then all finish times are unchanged. This completes the
proof.
2.4 Min-Min versus Min-Avg Finish Times
In this section, we show by example that routing algorithms achieving Min-Min finish times
do not necessarily minimize the average finish time. This contradicts Claim 1 in [27].
A counterexample with five peers is shown in Fig. 2.3. The source has upload capacity
32, and each peer has upload capacity 8. We use the LP (2.2) to find optimal flow solutions
for Min-Avg and Min-Min. We then show that routing is sufficient to achieve the optimal
solutions in both cases. We prove the existence of an optimal routing solution by explicitly
labeling the identities of the flows (see Fig. 2.4). The labeling procedure is simplified by
noting that by the ith time step, the first i peers each have all of the data. As a result,
for the (i + 1)th phase, we only need to check if peers i + 2, i + 3, . . . ,m can send distinct
data to peer i+1. In this example, the average finish time for Min-Avg is less than that of
the Min-Min solution, which contradicts Claim 1 in [27]. Let M be the maximal number
of users that can finish in the “bottleneck time”, F/c(0). In [27] the authors tried to prove
Claim 1 by first showing that it is necessary to minimize
∑M+1
i=1 Ti in order to minimize the
2In the proof, we assume that a peer requires two phases to minimize the finish time. Therefore, no other
peer completes download between the ith phase and the (i + 1)th phase, which means that n(i) 6= p and
consequently, Fi(n
(i+1)) 6= F for all peers.
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Figure 2.3: Optimal flow solutions for a P2P network with 5 peers and upload capacity
constraints c(0) = 32 and c(i) = 8, i ∈ {1, . . . , 5}. The file size is 256. Each graph shows a
single phase. Edges are labeled with the total amount of flow along the edge in that phase.
Recall that ti denotes the duration of the i
th phase. Min-Avg scheduling (a) has smaller
average finish time than Min-Min scheduling (b). The main difference comes from the bold
link in red.
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Figure 2.4: A routing realization of the optimal network coding solution from Fig. 2.3. Each
edge carries the same amount of information as the corresponding edge from Fig. 2.3. Edges
are labeled with the identity of the information being transmitted. The correctness of the
first two phases is easy to verify. In the later phases, C2 ⊆ C, D2 ⊆ D, D3 ⊆ D, E3 ⊆ E\E2,
E4 ⊆ E can be any subsets satisfying causality. The other data flows X,Y, Z, U,W are from
nodes that have the entire file.
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average finish time
∑m
i=1 Ti. However, the counterexample in Fig. 2.3 shows that minimizing∑M+1
i=1 Ti is not necessary for minimizing
∑m
i=1 Ti.
In the example of Fig. 2.3, the main difference between the two strategies occurs in the
first phase. For Min-Min scheduling, peer 5 sends data to peers 1 and 2 only. For Min-Avg
scheduling, peer 5 sends data to peers 1, 2, and 3 (the bold link in red in Fig. 2.3(a)).
Sending data to peer 3 delays peer 2’s finish time in the second phase but significantly
reduces the duration of the third phase.
We observe empirically that the Min-Avg and Min-Min strategies can differ for networks
with more than 4 peers. For most randomly generated capacity values, the difference
between the finish times resulting from the two strategies is nonzero but small. When
the peers all have the same upload capacities, the gap increases with the number of peers.
The difference between the finish times of Min-Avg and Min-Min is 0.032% for the 5 peer
example in (Fig. 2.3), and 0.171% for an example with 10 peers, all with capacity constraint
8.
This example illustrates the power of the network coding framework for routing prob-
lems. Finding an optimal routing solution directly is often extremely difficult. Using the
given LP, we can find an optimal coding solution in polynomial time. In some cases, ap-
plying our labeling strategy to the resulting coding solution allows us to demonstrate that
the optimal solution is also achievable with routing alone.
2.5 Reciprocity Constraints
Reciprocity is a concept used in incentive-compatible protocols to encourage users to operate
in a manner that benefits the entire network. In this section, we show how the LP approach
can be used to study the effect of reciprocity. The goal of reciprocity constraints is to
encourage peers joining the network to help in distributing information to other users. A
number of simple models for reciprocity are possible. For example, one model of reciprocity
sets a reciprocity constant ρ ∈ [0, 1] and imposes the constraint that vi should send to vj
approximately the same amount of information as vj sends to vi in each phase (Fig. 2.5)—
more precisely, the two flows should differ by at most a factor ρ. The reciprocity constraint
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V i V j
y ij
yji
Figure 2.5: The graphical view for the reciprocity constraint: vi should send to vj approxi-
mately the same amount of information as vj sends to vi in each phase, yij ≈ yji.
can be applied to virtual flows as
ρfi(v
(τ)
j , v
(τ)
i ) ≤ fj(v
(τ)
i , v
(τ)
j ) ≤ fi(v
(τ)
j , v
(τ)
i )
or to actual flows as
ρx(v
(τ)
j , v
(τ)
i ) ≤ x(v
(τ)
i , v
(τ)
j ) ≤ x(v
(τ)
j , v
(τ)
i ).
Lemma 2.2 shows that the two definitions are equivalent since fj(i, j) = x(i, j) for all i, j.
A variety of other definitions of reciprocity are possible. One alternative way to model
reciprocity is to set a limit on the absolute difference between the cumulative amount sent
in each direction. Since both of these constraints are linear, either one can be added to the
LP. The examples that follow use the first model.
Lemma 2.2. For any P2P file distribution network there exists an optimal solution in
which
fj(v
(τ)
i , v
(τ)
j ) = x(v
(τ)
i , v
(τ)
j ) for all (i, j), τ
By Lemma 2.2, definitions of reciprocity in terms of fj(i, j) and those in terms of x(i, j)
are always equivalent.
Proof. For a given flow solution, we consider two cases: 1) fj(v
(τ)
i , v
(τ)
j ) < x(v
(τ)
i , v
(τ)
j ) and
2) fj(v
(τ)
i , v
(τ)
j ) = x(v
(τ)
i , v
(τ)
j ). For the first case, we partition the total flow x(v
(τ)
i , v
(τ)
j )
into the portion that contains the virtual flow fj(v
(τ)
i , v
(τ)
j ) and the part that does not.
Note that the second part contains information that is linearly dependent on information
already received at peer vj . As a result, node vj can serve any node vk that relies on this
information without sending this part of the transmission. The following argument makes
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Figure 2.6: The minimum average finish time versus reciprocity constant ρ. Recall that
ρ = 0 means no reciprocity, and ρ = 1 means a strict reciprocity. The graphs plot average
finish times of Min-Avg and Min-Min scheduling for (a) heterogeneous (Upload capacities:
server 32 and peers {16, 8, 6, 4, 2}) and (b) homogeneous (Upload capacities: server 32 and
peers 8) upload capacities.
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Figure 2.7: Optimal Min-Avg flow solutions for a network with heterogeneous capacities
case and a strict reciprocity constraint. File size is 256, server’s upload capacity is 32, and
peers’ upload capacities are {16, 8, 6, 4, 2}. We consider both (a) the case where peers stay
after completing download and (b) the case where peers leave the network after completing
download. A link without an arrow denotes a bidirectional link that has the same amount of
flow in each direction. Without the reciprocity constraint where peers stay and leave after
completing download, the average finish times are 12.517 and 15.756, respectively. Note
that peer 1 and 2 finish at the same time in the first phase for (b).
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this precise.
We wish to show that there exists an optimal solution such that fj(v
(τ)
i , v
(τ)
j ) = x(v
(τ)
i , v
(τ)
j )
for all i, j. Suppose that an optimal solution has an edge (v
(τ)
i , v
(τ)
j ) for which fj(v
(τ)
i , v
(τ)
j ) <
x(v
(τ)
i , v
(τ)
j ). Since x(v
(τ)
i , v
(τ)
j ) = maxk fk(v
(τ)
i , v
(τ)
j ), there exists some k 6= j for which
fk(v
(τ)
i , v
(τ)
j ) = x(v
(τ)
i , v
(τ)
j ). Since x(v
(τ)
i , v
(τ)
j ) > fj(v
(τ)
i , v
(τ)
j ), the given solution sends
x(v
(τ)
i , v
(τ)
j ) − fj(v
(τ)
i , v
(τ)
j ) bits from peer vi to peer vj for use by peer vk, but all of these
bits are linearly dependent on bits already known to peer vj . As a result, we can remove
these redundant x(v
(τ)
i , v
(τ)
j )−fj(v
(τ)
i , v
(τ)
j ) linearly dependent bits from v
(τ)
i to v
(τ)
j , leaving
the rest of the solution unchanged.
When considering incentive-compatible mechanisms such as reciprocity where non-altrui-
stic peers leave upon completion, there is an inherent design tension between optimizing
individual and average finish times. The issue here is that average finish time can be im-
proved by delaying the completion time for fast peers so that they continue to contribute
upload capacity. We simply note that for any given objective function and ordering of
peers finishing, we can use the LP formulation (2.2) with the following additional linear
constraint—requiring all outgoing flows from a peer that completed its download to be zero
after its finish time:
∑
v
(τ)
j
x((v
(τ)
i , v
(τ)
j )) ≤ c(v
(τ)
i ) = 0, ∀v
(τ)
i ∈V , i < τ ≤ I (2.14)
Figure 2.6 shows Min-Avg and Min-Min finish times, for example, heterogeneous and
homogeneous P2P networks. In both examples the upload capacity of the server is 32.
The upload capacities for the peers are (16, 8, 6, 4, 2) in the heterogeneous network and
(8, 8, 8, 8, 8) in the homogeneous network. Results for reciprocity coefficients varying from
0 to 1 are included, where ρ = 0 means no reciprocity, and ρ = 1 means strict reciprocity
(i.e., x(e) = x(e′) for all pairs). Reciprocity constraints are applied to all nodes except for
the server.
As expected, the minimum average finish time increases as ρ increases. We note, how-
ever, that in these examples, increasing reciprocity from 0 to 1 increases the minimal average
finish times for Min-Min and Min-Avg strategies by less than 10%. In Fig. 2.7, we show
an optimal Min-Avg flow solution for a sample case with a strict reciprocity (ρ = 1) and
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Figure 2.8: Optimal flow graph for the example of Section 2.6 for both coding and routing.
Note that in this case, v1 and v2 finish at the same time in the first phase (the second phase
has zero duration). In the static network, the duration of the fourth phase is 2.6967s. Note
that neither v5 nor v6 can send the whole data that were received from the server in the
first phase (highlighted in red). Instead, the server (including seeds) should compensate
by sending the repeated data. Before the end of the fourth phase, at T = 12.4038s, an
interruption occurs. Until then, v4 receives the repeated data, the amount of 4.5037.
heterogeneous upload capacities and peers (a) stay or (b) leave the network after completing
their downloads.
2.6 Robustness Benefit of Coding
In this section, we show that network coding can improve the P2P networks robustness
against unforeseen events such as changes in upload capacity, changes in connectivity, or
nodes joining or leaving the network unexpectedly.
For instance, consider the following scenario with a file of size 256, a server of capacity
32, and 6 peers whose capacities are {16, 8, 8, 8, 8, 8}. For the static case without reciprocity,
we obtain an optimal flow solution from (2.2) and find a corresponding routing solution, as
described in Section 2.4 (see Fig. 2.8). Now suppose that the network follows an optimal
solution up to the fourth phase, when an unexpected event occurs. By then, the fastest
three peers have finished their downloads. As a result, these peers have the complete file,
and we treat them as part of an augmented server. This effectively increases the server’s
capacity from 32 to 64. In the optimal routing solution, v
(4)
5 and v
(4)
6 use phase 4 to send
to v
(4)
4 some of the data that v5 and v6 received from the server in previous phases. (The
relevant flows are highlighted in red in Fig. 2.8.) The rest of the data is sent to v
(4)
4 by the
server. Therefore, v
(4)
4 receives directly from the source some of the same information that
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Table 2.1: Finish times for each case (server capacity is decreased to 0.1)
Coding Routing (half) Routing (worst)
Finish Time of v4 18.00 40.52 63.04
Finish Time of v5 38.19 40.52 63.04
Avg. Finish Time∗ 16.27 21.25 30.25
* Finish times for the first 3 peers are same for all cases.
v
(4)
5 and v
(4)
6 have previously received from the server. Before the fourth phase, both v5
and v6 receive data only from the server and only in the first phase. In a routing solution,
the server can only time share between sending information known to v5 and information
known to v6 and information known to both. In contrast, in a network coding solution, the
server can send linear combinations of these subsets of the data.
Now suppose that at time τ ∈ (T3, T4), the connectivity between the augmented server
and the remaining peers decreases greatly, and, probabilistically, either v
(4)
5 or v
(4)
6 leaves
the system. Without prior knowledge of which peer will leave the system, any particular
choice from the family of time sharing routing solutions will have a worse expected average
finish time than the coding solution.
To give a specific numerical example, suppose that the network disruption occurs at
12.4038 seconds (2.6263 seconds after the beginning of the fourth phase). Note that in
the fourth phase, the server sends an amount 163.56 of innovative data in the first 2.5559
seconds, and an amount 4.5037 of repeated data in the remaining 0.0704 seconds before the
disruption. At the time of the disruption, the capacity of the augmented server decreases to
0.1, and either v5 or v6 leaves the network. In the case where v6 leaves the system, Table 2.1
shows the finish times when coding is used, when routing is used and the server sends equal
amounts of data known to v5 and v6, and when routing is used and the server sends only
v5’s data.
Note that the performance gap between coding and routing can be made arbitrarily
large by reducing the capacity between the augmented server and the remaining peers after
the disruption.
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2.7 Conclusions
In this chapter, we apply a linear programming approach based on network coding to
analyze download finish times in a P2P network. We focus on an uplink sharing model
with one source and multiple peers in a complete graph, but the optimization framework
extends readily to more general cases. We rigorously prove the feasibility of the flow solution
obtained from the LP, and we show that one phase (a period of invariant flow allocation)
for each peer is sufficient to achieve the minimum finish time. We disprove the claim in [27]
that Min-Min scheduling achieves the minimum average finish time for routing. We also
investigate the effect of reciprocity using the LP. Lastly, we show that coding can provide a
robust optimal solution, outperforming routing in dynamically changing network scenarios.
Ultimately, we expect that the LP can be used to gain insights into how to design practical
P2P algorithms, and to predict how different factors will affect the strategies that can be
used in practice and the resulting performance.
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Chapter 3
Peer-to-Peer Anonymous
Networking
The goal of anonymous networking is to communicate information over a network with-
out revealing the identities of communicating nodes. Applications of anonymous network-
ing include electronic voting, military communications, and communications of a sensitive
commercial or political nature.
In this chapter, we consider design and analysis of coding-based anonymous routing
systems in peer-to-peer (P2P) overlay networks. An unknown subset of participating nodes
is adversarial, and can collude to try to identify the communicating nodes. The adver-
sarial nodes contribute to the system by relaying packets, while attempting to use their
observations to identify source and sink nodes.
The first part of this work, in Section 3.3, considers subgraph setup in the absence of
a reliable public key infrastructure (PKI). We propose a coding-based scheme that allows
a source node to anonymously set up a subgraph involving multiple relay nodes, and to
anonymously send a small secret message (e.g., a cryptographic key) to the sink. We
analyze the anonymity and security properties of this scheme in an information theoretic
framework.
The second part of this work, in Section 3.4, focuses on the data transmission phase,
assuming availability of a subgraph setup scheme (either PKI-based or coding-based) and
end-to-end encryption (either by public or symmetric keys shared by source and sink). In
particular, we employ end-to-end encryption for data security, but we use network coding at
intermediate nodes to improve networking performance and reduce complexity (by replacing
expensive cryptographic operations at each hop with simpler linear algebra operations).
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Figure 3.1: In onion routing [24, 67], to obtain next hop information, each user decrypts
and “peels off” the header by using its private key, Ki.
We first provide a description of background and related work in Section 3.1 and the
general network and adversary model in Section 3.2.
3.1 Background and Related Work
Many anonymous networking systems that rely on a public key infrastructure (PKI) have
been proposed, starting from the seminal work of Chaum [16] on mix networks, to the
“onion routing” approach of Reed et al. [67] and the Tor protocol [24] (illustrated in Fig. 3.1)
which is the most widely used anonymous networking system currently. The public keys of
intermediate relay nodes are used to recursively encrypt information at the source, and each
relay node decrypts a layer of information using its private key. A number of anonymous
networking strategies have also focused on P2P overlay networks, as the decentralized nature
of P2P systems and their potential to scale to a large number of participating nodes are
attractive in many scenarios. Such proposed schemes include Tarzan [31] (a P2P networking
system based on onion routing), MorphMix [69] (similar to Tarzan but where the routes
are determined by intermediaries), and Salsa [59] and Torsk [53] (structured approaches to
build scalable P2P anonymous networks), which require a reliable public key infrastructure.
Other P2P anonymous networking schemes such as Crowds [68], AP3 [56], and the
“slicing the onion” scheme of Katti et al. [45] have less reliance on a PKI, and are use-
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ful in situations where a PKI is not available/reliable or may potentially be compromised.
Crowds and AP3 use randomized forwarding, and protect the sender but not the receiver
identity. The “slicing the onion” scheme considers both sender and receiver anonymity. It
splits routing information across multiple relay nodes which are arranged in a rectangular
subgraph consisting of l layers of d nodes each, as illustrated in Fig. 3.3. Information in-
tended for each node (which includes information about its next hop nodes) is split into d
slices and multiplied with an invertible d × d matrix. Thus, each node is able to decode
its intended information using the packets received from all nodes in the previous layer,
while being unable to decode information intended for other nodes. The type of security
provided is information theoretic in nature, relying on path diversity and not on computa-
tional assumptions. However, the scheme is not strongly secure in the information theoretic
sense (as measured by mutual information) and no formal analytical characterization of the
security of the scheme is given, e.g., it is not clear how much information is leaked to an
adversary who controls a subset of relay nodes. In Section 3.3 we propose a different coding
scheme over the subgraph with a formal information theoretic security characterization, and
further consider optimization and randomization of the subgraph parameters.
Several recent works [28,33,79] have investigated the use of network coding in anonymous
networking assuming availability of a separate scheme such as those discussed above, for
setting up a subgraph anonymously. These works propose modifications to conventional
network coding to protect the coded packets against traffic content correlation. In practical
network coding, the source information is divided into multiple generations of packets.
Network nodes carry out random linear coding among packets of each generation, and
the coding operations are captured by global encoding vectors (GEVs) that undergo the
same linear coding operations as the data. Such coding is not compatible with the layered
encryption schemes employed in non-network coded anonymity schemes to cryptographically
transform packet contents at each hop. To address this issue, Fan et al. [28] proposed a
scheme in which GEVs are encrypted using homomorphic encryption so that only the sink
node with the appropriate decryption key can decode the GEVs and hence the message.
While traffic content correlation is made more difficult for the adversary, an adversary who
controls multiple participating nodes can still check if a packet is in the span of another set
of h packets with O(h3+hn) complexity, where n is the length of each packet. In Section 3.4
we propose an alternative approach using algebraic coding over layered subgraphs, where
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the complexity of such content correlation attacks is substantially higher. Wang et al. [79]
proposed a lower overhead network coding scheme where only routing information, flow and
generation numbers are encrypted while GEVs and message contents are not encrypted. The
scheme hides the correlation of upstream and downstream GEVs of flows by designing the
GEVs to be linearly dependent with those from other flows, but is only secure against
external observers and not internal participating nodes. Gasti et al. [33] considered the
problem of checking data integrity in anonymous network coded peer-to-peer file sharing
networks in the presence of active adversaries that may corrupt coded packets. Unlike PKI-
based integrity checking schemes used in the non-anonymous case, the authors proposed a
hash-based approach for integrity checking of packets.
3.2 Model
3.2.1 Network and Adversary Model
The P2P overlay network consists of N participating nodes, each of which is adversarial
independently with probability p. There are multiple concurrent unicast sessions, each
with one source and one sink. Each source chooses a random subset of nodes from the
network to construct an overlay subgraph, which it uses to communicate anonymously with
an intended sink node. By choosing the nodes randomly, we avoid potential attacks where
the adversary can try to bias the choice towards adversarial nodes by advertising favorable
characteristics.1 A relaying node can serve in multiple communication sessions (i.e., different
subgraphs) simultaneously. We assume that the underlying physical network is generally
well-connected so that there is path diversity between source and sink nodes.2
As in [56], techniques from structured P2P overlay networks, e.g., [12], can be used to
provide an efficient means of choosing a random subset of nodes from a large network, in
conjunction with techniques for defending against Sybil attacks either with or without a
PKI, e.g., [11]. This is further discussed in Section 3.3.9.
We consider passive attacks from adversarial participating nodes, who collude to try to
determine the source and sink identities from their observed transmissions and connectivity
1In cases where information such as the geographic location of nodes provides an indicator of their
probability of being adversarial, such information can be taken into account in the choice of relay nodes and
subgraph design. This is a topic of future work.
2As will be evident from our study below, if all overlay paths between a source-sink pair pass through a
very small number of physical nodes, then the anonymity of the coding-based schemes will be reduced.
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Figure 3.2: There are multiple unicast sessions in the network. Each source node randomly
selects n nodes out of N nodes to construct a subgraph.
information. Each adversarial node is assumed to know and follow the protocol. We do
not consider active attacks such as corruption or dropping of packets by relay nodes. The
combination of this work with erasure and error correction coding to combat such active
attacks is a topic for future work.
3.2.2 Anonymity Metric
We use a conditional entropy to measure the anonymity performance, as proposed in [23,72].
Specifically, we consider the entropy H(S, T |A) which quantifies the amount of remaining
uncertainty about the source-sink pair (S, T ) given the adversary’s observations A, or the
amount of additional information required to identify pair (S, T ). As shown in Section 3.3.3,
there can be tension between optimizing anonymity of the source versus anonymity of the
sink. Thus, optimization of the joint entropy H(S, T ) provides a solution that balances
between protecting the source and sink identities.
3.3 Subgraph Construction Phase
In this section, we focus on the subgraph construction phase. We propose a scheme that
uses coding, rather than a PKI, to enable a source node to anonymously set up a subgraph
and send a small secret message (e.g., a cryptographic key) to the sink.
As in the “slicing the onion” scheme [45] described in Section 3.1, we consider a rect-
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angular layered subgraph consisting of l layers of d nodes each. The overlay links between
nodes in two consecutive layers form a complete bipartite graph, and the coding scheme
allows each node to decode its next hop routing information only if it receives messages
from all of its neighbors in the previous layer. There are no overlay links between nodes
that are not in successive layers. To prevent nodes from deducing information about their
position in the subgraph from their in-degree or out-degree, the source sends from d distinct
IP addresses.
Our coding scheme differs from that of [45], and we provide a formal information the-
oretic security characterization. In particular, we show that as long as the adversary does
not control a complete cut between the source and sink, the adversary gains no information
about the connections in the subgraph other than the one-hop connectivity information
provided to each node to specify its operation. Additionally, we consider optimization of
the subgraph parameters and show that randomization of these parameters can improve
the anonymity of the system and the resource utilization at the same time. We also address
the problem of constructing reverse paths anonymously.
3.3.1 Coding Scheme
In this subsection we describe the coding scheme and characterize its information theoretic
security properties.3
Let the layers of the subgraph be indexed in increasing topological order starting from
the source layer. The packet contents are constructed recursively for each consecutive layer,
starting from the last layer. Consider nodes {u1, . . . , ud}, {v1, . . . , vd}, and {w1, . . . , wd}
in three successive layers k − 1, k, and k + 1, respectively. A node vj (j = 1, . . . , d) has
upstream neighbor nodes ui (i = 1, . . . , d) and downstream neighbor nodes wi (i = 1, . . . , d).
Let the packet going from node x to y be represented by a vector gyx of symbols from a
finite field Fq.
The message intended for x consists of, in order, a last-hop flag ψx, a sink-flag φx, a
secret θx for x (e.g., cryptographic key) if it is a sink, and packets to be forwarded further.
The last-hop flag indicates whether the node is located at the end of the subgraph. The
3The results of this subsection generalize straightforwardly to any (not necessarily rectangular) layered
subgraph where links between nodes in two consecutive layers form a bipartite graph, though, as noted above,
the uniformity of node in-degrees and out-degrees is useful to prevent nodes from deducing information about
their position in the subgraph from their in-degree or out-degree.
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sink-flag indicates whether a node is a sink and has a secret θx intended to it; if it is not
not a sink, θx consists of random symbols and contains no valid information. To simplify
notation, let hx denote the private information for node x, that is, (last-hop flag, sink-flag,
secret) (i.e., hx , (ψx, φx, θx)). The protocol ensures that each node vj can decode its
message (hvj , g
w1
vj
, . . . , gwdvj ) by summing together the contents of all its received packets
(g
vj
u1 , . . . , g
vj
ud).
The packet contents are defined recursively as follows. If k is the last layer (k = l), then
ψj = 1 and vj does not have any outgoing packets. Therefore, the message for vj consists
only of the private information for vj . The contents of the packets transmitted from layer
k − 1 to k are defined as
g
vj
ui =
[
vj , K
vj
ui
]
, i = 1, . . . , d− 1
g
vj
ud =
[
vj , hvj −
∑d−1
i=1 K
vj
ui
] (3.1)
where each K
vj
ui is an independent and uniformly distributed random vector of symbols from
Fq of length equal to the message hvj . If k is not the last layer (k 6= l), ψj = 0 and we
define the packet contents recursively based on the previous layer:
g
vj
ui =
[
vj , K
vj
ui
]
, i = 1, . . . , d− 1
g
vj
ud =
[
vj , (hvj , g
w1
vj
, . . . , gwdvj )−
∑d−1
i=1 K
vj
ui
] (3.2)
where each K
vj
ui is an independent and uniformly distributed random vector of symbols
from Fq of length equal to the message (hvj , g
w1
vj
, . . . , gwdvj ). Fig. 3.3 is an example subgraph
illustrating this construction.
Each node vj in the network strips off its ID from each received packet g
vj
ui and sums over
the packets’ contents to decode its message:
∑d−1
i=1 K
vj
ui + (hvj , g
w1
vj
, . . . , gwdvj )−
∑d−1
i=1 K
vj
ui =
(hvj , g
w1
vj
, . . . , gwdvj ).
Note that the size of the packet contents decreases with distance from the source. To
prevent adversaries from deducing their location within the subgraph based on packet size,
we maintain a constant packet size by padding with random symbols. In the following
description of the random padding procedure, we will refer to the block of symbols in a
packet received by node v that corresponds to its ID and private information as the block
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g41=[1, K41]
g51=[1, K51]
g61=[1, h1–K41–K51]
g42=[2, K42]
g52=[2, K52]
g62=[2, h2–K42–K52]
g43=[3, K43]
g53=[3, K53]
g63=[3, h3–K43–K53]
g74=[4, K74]
g84=[4, K84]
g94=[4, (h4g41g42g43)–K74–K84]
g75=[5, K75]
g85=[5, K85]
g95=[5, (h5g51g52g53)–K75–K85]
g76=[6, K76]
g86=[6, K86]
g96=[6, (h6g61g62g63)–K76–K86]
•
•
•
4 5 6
1 2 3
7 8 9
g41
g42
g43 g5
1
g52
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g63g62
g61
g74 g75
g76 g8
4 g86
g96
g95
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10 11 12
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gS110
gS210
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gS212
gS112
Layer 1
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Figure 3.3: Example of a rectangular subgraph with length of 4 and width of 3. gji represents
the packet from node i to j. Kji denotes an independent random vector of symbols from F.
The message consists of (sink-flag φj , last-hop flag ψj , the secret θj , and the packets to be
forwarded), where hj = (φj , ψj , θj). Note that ψi = 1 if i = 1, 2, 3 and ψi = 0 otherwise.
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corresponding to node v.4
Since each message is split into d outgoing packets at each layer, the total number of
blocks contained in each message from the source is
N0 =
l−1∑
i=0
di =
dl − 1
d− 1
. (3.3)
The packet size at each layer is maintained constant at N0 blocks by padding with random
symbols. The actual number of blocks (excluding random padding inserted by non-source
nodes) in each packet transmitted from layer k is denoted by Nk.
Let vki denote the i
th node in layer k. After a node vki decodes its message from layer
k− 1, it strips off its block and partitions the remaining blocks uniformly into d contiguous
segments denoted by g˜
(1)
vki
, . . . , g˜
(d)
vki
which form the contents of packets to be transmitted to
the d nodes in layer k + 1. Accordingly, Nk can be calculated as:

 N0 =
dl−1
d−1
Nk =
Nk−1−1
d
, 1 ≤ k ≤ l
⇒ Nk =
dl−k − 1
d− 1
, 0 ≤ k ≤ l
(3.4)
Consider the message received by a node v1i in the first layer, and let the blocks in that
message be indexed from 1 to N0; block 1 corresponds to v
1
i . To maintain a constant packet
size, node v1i inserts N0−N1 = d
l−1 blocks of random symbols in each outgoing packet. To
ensure that nodes cannot gain information about their location in the subgraph, the scheme
is designed such that each node in every layer performs the same operations; nodes cannot
distinguish between blocks originating at the source (called original blocks) and random
blocks inserted by intermediate nodes. Based on this requirement, the ordering of the
blocks and random symbols are determined recursively as described below and illustrated
in Fig. 3.4. We describe how to construct from segment g˜
(1)
v1i
of node v1i ’s message the packet
g
v21
v1i
that is sent to node v21. The packet from node v
1
i to each node v
2
j in the second layer is
constructed in the same way from segment g˜
(j)
v1i
respectively.
First, block 2, which corresponds to the recipient of the packet v21, is placed at the front
of the packet. The remaining blocks of g˜
(1)
v1i
are divided into d contiguous segments of length
4Recall that v strips of its ID from each received packet and sums over the packets’ contents to decode
its message, of which the initial block of symbols corresponds to its private information.
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1 2 3 ... l-2 l-1 l nl-1,2 … nl-2,2 … n3,2
2 3 4 … l-1 l … nl-1,2 … n4,2
3 4 5 … l … … n5,2
4 5 6 … … … n6,2
⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞
l-2 l-1 l … … …
l-1 l … … …
l … … …
… n2,2 … n1,2
n1,2 
+1 …
n1,2
+l-4
n1,2
+l-3
n1,2
+l-2
n1,2
+l-1 …
… n3,2 … n2,2
n2,2 
+1 …
n2,2
+l-4
n2,2
+l-3 …
… n4,2 … n3,2
n3,2 
+1 …
n3,2
+l-4 …
… n5,2 … n4,2
n4,2 
+1 … …
⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞
… nl-1,2 … nl-2,2
nl-2,2
+1 … …
… … nl-1,2 … …
… … … …
Packet from 
the source
Packet from 
the 1st layer
Packet from 
the 2nd layer
Packet from 
the 3rd layer
Packet from 
layer l-3
Packet from 
layer l-2
Packet from 
layer l-1
⁞
Figure 3.4: The table shows how to relocate each block and where to pad the random
symbols. Random symbols are denoted by the yellow boxes. The first block index of the
jth part in layer k is nk,j = k + (j − 1)Nk + 1 for 1 ≤ k < l and 2 ≤ j ≤ d. Note that
nl−1,2 = l + 1 and nl−2,2 = l + d. The scheme requires to place ni,j right below ni−1,j for
2 ≤ i < l and 2 ≤ j ≤ d. The block relocation can be constructed in a recursive way.
(N1 − 1)/d, each of which is padded with blocks of random symbols in the same positions
to form a segment of length (N0 − 1)/d. Thus, we will just describe how to determine the
positions of the random blocks in the first segment. Blocks 3, . . . , l, corresponding to nodes
vk1 in layers 3 ≤ k ≤ l respectively, are placed in order at the front of the segment. In the
message received by vk1 , the first block index is k and the number of original blocks in each
segment is Nk. Therefore, the first block index of the j
th segment that is forwarded to vk+1j
is k + (j − 1)Nk + 1, denoted by nk,j . The positions where each block is moved to can be
found in a recursive way: the block nk,j is placed in the original position of the block nk−1,j
for 3 ≤ k < l and 2 ≤ j ≤ d. Once all blocks are repositioned, dl−1 random symbols are
inserted in the empty positions. Fig. 3.5 illustrates this random symbols padding scheme
for a rectangular-shaped subgraph of dimensions (l, d) = (4, 2).
Now, we characterize the information theoretic security properties of the signaling
scheme against adversarial overlay nodes as well as adversarial overlay links, i.e. paths
between overlay nodes that contain an adversarial physical node. We show that if there is
a non-adversarial path (or equivalently, no adversarial cut) between the source and the last
layer, the signaling is information theoretically secure in that colluding adversarial nodes
obtain no information about the subgraph other than their own local connectivity.
Lemma 3.1. For a uniformly distributed random vector X ∈ Flq independent from (Y, Z)
where Y is an arbitrary vector from Flq and Z is a random vector, X+Y is also a uniformly
distributed random vector independent from (Y, Z).
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h3 h4 R1 R1 h5 R1 R1h2 h7 R1 R1 h8 R1 R1
h5h4 R1 R2 R2 R1 R2 R2h3 R1 R2 R2 R1 R2 R2
R1R1 R2 R3 R3 R2 R3 R3h4 R2 R3 R3 R2 R3 R3
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1st part forwarded
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Packet from 
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Figure 3.5: Example of random symbols padding scheme for (l, d) = (4, 2). The packet size
is proportional to d
l−1
d−1 (= 15), and the packet sent from the source includes 15 blocks. To
maintain the packet size constant, each relay node pads dl−1 (= 8) random symbols (yellow
boxes) before forwarding packets. After stripping off the first block, the node performs
random symbols padding operation for each of d forwarding parts.
Proof. For any a, b ∈ Flq and c ∈ F
l′
q ,
Pr [X + Y = b, Y = a, Z = c]
= Pr [X = b− a, Y = a, Z = c]
= Pr [Y = a, Z = c]Pr [X = b− a] (X⊥(Y, Z))
= Pr [Y = a, Z = c]
1
ql
(X ∼ Uniform Distr.)
(3.5)
Now, we will show that X + Y is an uniform random vector from Flq.
Pr [X + Y = b]
=
∑
i∈Fq
Pr [Y = i]Pr [X = b− i]
=
∑
i∈Fq
Pr [Y = i]
1
ql
=
1
ql
(3.6)
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Therefore, we have
Pr [X + Y = b, Y = a, Z = c] = Pr [X + Y = b]Pr [Y = a, Z = c] .
This completes the proof.
Theorem 3.1. As long as the adversary does not control a complete cut between the source
and the last layer, the combined set of packets observed by the adversarial nodes does not
reveal any information about the subgraph beyond the information intended for each of the
nodes, i.e. one-hop connectivity and private information.
Proof. The packet gyx from x to y contains the next-hop ID y and a payload represented by
a vector fyx (i.e., g
y
x = [y, f
y
x ]). The next-hop ID in the packet g reveals only local (one-hop)
connectivity that is directly connected to the node. Therefore, we focus on the payload
f in this proof. Let the set of payloads of outgoing and incoming packets of a node v be
denoted by Ov and Iv, respectively. Note that Iv consists of independent uniform random
variables Kvw and a linear combination of the random variables and the message for v. The
message for v is in turn composed of hv and Ov with next-hop ID’s of forwarding packets,
where hv = (φv, ψv, θv) is the local information for v. Therefore, Iv does not reveal any
further information about connectivity beyond one-hop from the adversaries than Ov (i.e.,
I(connectivity; Iv) = I(connectivity;Ov)).
We assume that adversaries (both nodes and links) do not form an edge-cut. Suppose
that there is a trusted node v receiving and decoding message fv. We will show H(fv|M) =
H(fv), where M is a set of messages collected from adversarial nodes and adversarial links.
Let Sk denote the set of adversarial nodes in layer k. Let sk denote the number of
symbols in Ovki
where vki is the i
th node in layer k (sk are constant for all nodes in a layer).
The worst case in which no edge-cut exists is that there exists a single path from the source
to the last layer composed of non-adversarial nodes and edges, and all the other nodes and
edges are adversarial. To do so, each layer contains one trusted node and d− 1 adversaries.
First, we consider the case where in each layer k, nodes Sk = {v
k
1 , . . . , v
k
d−1} are adver-
sarial. In this case, nodes {vkd : k ∈ [1, l]} are not adversarial and form a trusted path
between the source and the sink. It follows from the definition of the protocol that the
vector (Ovki
: vki ∈ Sk, i ∈ [1, d], k ∈ [1, l]) is independently and uniformly distributed over
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F
∑l
k=1 sk|Sk|
q and independent from fv (i.e., all the adversarial messages are uniform i.i.d.).
Now, we consider the general case where the adversarial set Sk can include the node
vkd . We will show that substituting v
k
d for some node v
k
a (a < d) in Sk does not change the
distribution of (Ovmi : v
m
i ∈ Sm, i ∈ [1, d],m ∈ [1, l]) and its independence with fv. The
outgoing messages of a node vkd is Ovkd
= {f
vk+1j
−
∑d−1
i=1 K
vk+1j
vki
: j ∈ [1, d]}. We simplify the
notation by dropping the layer indexes as fj−
∑d−1
i=1 K
j
i for j ∈ [1, d]. Applying Lemma 3.1
with X = (
∑d−1
i=1 K
1
i , . . . ,
∑d−1
i=1 K
d
i ), Y = (f1, . . . , fd), and Z = (Ovmi : v
m
i ∈ Sm, i ∈
[1, d],m ∈ [1, l], (i,m) 6= (a, k)), we have that (f1 −
∑d−1
i=1 K
1
i , . . . , fd −
∑d−1
i=1 K
d
i ) is a
uniform random vector, independent from (f1, . . . , fd) and (Ovmi : v
m
i ∈ Sm, i ∈ [1, d],m ∈
[1, l], (i,m) 6= (a, k)). We can proceed recursively in a similar manner to replace vk
′
d for
some node vk
′
a′ (a
′ < d) in Sk′ for other layers k
′. This completes the proof.
3.3.2 Calculation of Conditional Entropy
Recall from Section 3.2.1 that there are N nodes in the network, each of which is adversarial
independently with probability p. Each source chooses n nodes among N nodes uniformly
at random to construct a subgraph. The adversaries aim to identify the source and sink of
the communication session that they participate in.
For simplicity, we focus on one source-sink pair (S, T ). Let A be the adversary’s ob-
servations (i.e. observed messages and local connectivity) corresponding to a realization of
adversarial node locations in the subgraph. We are interested in the conditional entropy
(S, T |A):
H(S, T |A) =
∑
a
P(a)H(S, T |A = a) (3.7)
where P(a) denotes the probability of a particular adversarial realization A = a. In the
previous section, we showed that the adversaries’ observed messages do not reveal any
information about the subgraph beyond their local connectivity. Therefore, in our entropy
calculation we need only condition on the adversary’s local connectivity.
We assume a sufficiently large number of communication sessions (by sending cover
traffic if necessary) so that adversaries that are not directly connected to each other do not
know if they are in the same subgraph. This means that only connected adversaries can
effectively collude to identify a source-sink pair.
46
d
l
T1
S
• • •
• • •
• •
•
k
j
Vertex-cut
T3
T2
S S• • •• • •
(a) Vertex-cut
d
l
T3
•
• •
k
j
T1
T2 m
S
• • •
S S• • •• • •
(b) Path of length m
d
l
T1
k
j
• • •
•
•
•
•
•
• m
Vertex-cut
T2
S
• • •
S S• • •• • •
(c) Vertex-cut and path
Figure 3.6: A sink is randomly located within the network. (a) adversary-set contains a
vertex-cut, which can identify sink T1, but cannot identify sink T2 nor T3; (b) adversary-
set does not contain a vertex-cut, but a connected path of length m (= k − j + 1); (c)
adversary-set contains a vertex-cut and a path of length m that are disconnected from each
other.
3.3.2.1 Calculation of H(S, T |A = a)
Recall that the subgraph forms a rectangular grid of d nodes in each of l layers, not count-
ing the source layer. Two adjacent layers form a complete bipartite graph. The sink is
located randomly within the subgraph. We classify three cases corresponding to different
configurations of adversarial nodes, as shown in Fig. 3.6.
Adversaries contain a vertex-cut
If adversaries contain a vertex-cut of the network, they can identify all downstream nodes
from the vertex-cut. If there are multiple vertex-cuts in the network, we focus on the one
closest to the source node, since it can identify more nodes including all the other vertex-
cuts. To calculate H(S, T |A), we first calculate H(T |A) and then, H(S|T,A).
In Fig. 3.6 (a), a particular realization of adversaries form a vertex-cut at the kth layer,
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and have a connected path down to the jth layer. Since the sink is located randomly within
a subgraph, we have three cases (T1, T2, and T3 in Fig. 3.6 (a)): the sink is located either in
[k+1, l] layers, in [j, k−1] layers, or in [1, j−1] layers. Let E ∈ {E1, E2, E3} be the event
that the sink is located in the three regions, respectively. Due to the existence of a vertex-
cut, the sink can be uniformly located among (l − 1) layers. Therefore, P(E1|a) =
l−k(a)
l−1 ,
P(E2|a) =
k(a)−j(a)
l−1 , and P(E3|a) =
j(a)−1
l−1 , where a is a given adversaries realization, and
(k(a), j(a)) are determined by a.
If the sink node is located in [k+1, l] layers (E1), then adversaries can identify the sink
with certainty (i.e., H(T |A, E1) = 0), since they know all information from the k
th to the
lth (last) layer.
If the sink is in [j, k − 1] layers (E2), the candidate nodes (trusted nodes) in [j, k − 1]
layers are equally likely to be a sink. In average,5 the number of trusted nodes in [j, k−1] is
(k− l)d(1−p). Therefore, H(T |A, E2) =
∑
a
∑
e∈E2
P(a)P(e|a) log2 [(k(a)− j(a))d(1− p)].
The calculation of P(a) is described in Section 3.3.2.2.
Lastly, if the sink is in [1, j − 1] layers (E3), all the rest of trusted nodes can equally
be candidates. The number of left trusted nodes is (N − (l− j +1)d)(1− p). Therefore, we
have H(T |A, E3) =
∑
a
∑
e∈E3
P(a)P(e|a) log2 [(N − (l − j(a) + 1)d)(1− p)]. In total, the
conditional entropy of sink is
H(T |A, E)
=
∑
a
P(a)
k(a)− j(a)
l − 1
log2 [(k(a)− j(a))d(1− p)]
+
∑
a
P(a)
j(a)− 1
l − 1
log2 [(N − (l − j(a) + 1)d)(1− p)] .
(3.8)
5Note that throughout this chapter, for simplicity of calculation, we make use of “average” number of
candidate nodes assuming the law of large number (i.e., large system size N in P2P). Due to the logarithmic
function in entropy calculation, Jensen’s inequality provides an upper bound of the true entropy.
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Using H(T |A, E), we can calculate H(T |A) as follows (chain-rule):
H(T |A) = H(T,E|A)−H(E|T,A)︸ ︷︷ ︸
=0
= H(T |A, E) +H(E|A)
= H(T |A, E)
+
∑
a
P(a)H
(
l − k(a)
l − 1
,
k(a)− j(a)
l − 1
,
j(a)− 1
l − 1
)
(3.9)
Now, let’s consider the source identification. Recall that all nodes know d and l a priori.
If j = 1, then the adversaries know they know all layers of a subgraph and therefore, are
able to identify the source node with certainty. In this case, H(S|T,A) = 0. If j 6= 1,
adversaries know that the source node is not located from the jth to the lth layers—since
they know source is always located at the beginning of a subgraph—and rule out those
nodes. It is the same calculation as the sink anonymity E3. Therefore, H(S|T,A) =∑
T,a P(T, a) log2 [(N − (l − j(a) + 1)d)(1− p)− 1] where −1 comes from the condition on
knowledge of sink identity.
Now, we combine the results and calculate H(S, T |A) = H(S|T,A) +H(T |A).
Adversaries do not contain a vertex-cut
Even if adversaries do not contain a vertex-cut, they still obtain some information about
the source-sink pair from their realization. Since the sink is located randomly within a
subgraph, we have two cases (T2 and T1(= T3) in Fig. 3.6 (b)): the sink is located either in
[j, k] layers where the path is located or outside. Let E ∈ {E1, E2} be the event that the
sink is in layer [j, k] or not, respectively. Since the sink can be uniformly located among
l layers, P(E1|a) =
m(a)
l
and P(E2|a) =
l−m(a)
l
, where a is a given adversaries realization,
and m(a) = k(a)− j(a) + 1 is the length of the connected path.
The conditional entropy calculation is analogous to the analysis in Section 3.3.2.1. If the
sink is in [j, k] layers (E1), a sink can be equally located among candidates of (k−j+1)d(1−
p) trusted nodes in the layers. Accordingly, H(T |A, E1) =
∑
a P(a)
m(a)
l
log2 [md(1− p)].
Otherwise (E2), all the rest of trusted nodes can be equally candidate. Hence, H(T |A, E2) =
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a P(a)
l−m(a)
l
log2 [(N −m(a)d)(1− p)]. Now, we have
H(T |A, E)
=
∑
a
P(a)
m(a)
l
log2 [m(a)d(1− p)] +
∑
a
P(a)
l −m(a)
l
log2 [(N −m(a)d)(1− p)] .
(3.10)
Using H(T |A, E) and (3.9), we can calculate H(T |A) as follows:
H(T |A) = H(T |A, E) +
∑
a
P(a)H
(
m(a)
l
,
l −m(a)
l
)
Let’s consider the source anonymity. Suppose that the path length is m (= k− j+1) as
shown in Fig. 3.6 (b). Unless m = l or m = l− 1, the adversaries do not know the location
of themselves in the subgraph in contrast to the vertex-cut case. Due to the uncertainty,
we calculate the source anonymity in two steps. Let B be the realization of adversaries who
know their location. Recall that for A adversaries do not know their location except for the
cases of m = l, l − 1 or vertex-cut. First, we calculate the entropy conditioned on B, and
then convert it to the one conditioned on A.
With probability of 1
l−m+1 , the path starts from the first layer. In this case, adver-
saries know the source layer and identify the source node, H(S|T,B) = 0. Otherwise,
with probability of l−m
l−m+1 , the path does not start from the first layer. In this case, ad-
versaries know that the source is not located from the jth to the kth layers: H(S|T,B) =∑
T,b P(T, b) log2 [(N −m(b)d)(1− p)− 1]. The probabilities
1
l−m+1 and
l−m
l−m+1 are consid-
ered in P(b).
H(S|T,B)
=
∑
b
starting from
j=1
P(b) log2 [1] +
∑
b
starting from
j 6=1
P(b) log2 [(N −m(b)d)(1− p)− 1] . (3.11)
Note that since a sink is randomly located, the knowledge of adversaries location is not
helpful to reduce the uncertainty of the sink location, that is, H(T |B) = H(T |A). Now, we
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derive H(S, T |A) from H(S, T |B), using the chain rule.
H(S, T |A) = H(S, T,B|A)−H(B|S, T,A)
= H(S, T |A,B) +H(B|A)−H(B|S, T,A)
= H(S, T |B) +H(B|A)−H(B|S, T,A)
(3.12)
H(S, T |B) can be calculated from (3.11). If adversaries at the end layer do not have
downstream neighbors, they know they are at the end of the subgraph. However, if ad-
versaries at both ends have neighbors, the path can be located among l − m positions:
H(B|A) = max{0, log2(l −m)}.
Let’s calculate H(B|S, T,A). If m = l or m = l − 1, H(B|A) = H(B|S, T,A) = 0. For
the case of m ≤ l − 2, we have the following cases:
1. S is connected to the path: H(B|s, t, a) = 0
2. S is not connected to the path:
(a) T is not connected to the path:
i. m = l − 2: H(B|s, t, a) = 0
ii. m < l − 2: H(B|s, t, a) = log2(l −m)
(b) T is connected to the path:
i. T is connected one hop ahead (toward to the end): H(B|s, t, a) = log2(l −
m− 1)
ii. T is connected within length m: H(B|s, t, a) = log2(l −m)
iii. T is connected one hop behind (toward to the source side): H(B|s, t, a) =
log2(l −m)
Each probability is as follows:
1. S is connected to the path: P(m, l) 1
l−m+1
2. S is not connected to the path:
(a) T is not connected to the path:
i. m = l − 2: P(m, l) 1(l−m+1)l
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ii. m < l − 2: P(m, l) (l−m−1)
2
(l−m+1)l
(b) T is connected to the path:
i. T is connected one hop ahead (toward to the end): P(m, l) l−m−1(l−m+1)l
ii. T is connected within length m: P(m, l) (l−m)m(l−m+1)l
iii. T is connected one hop behind (toward to the source side): P(m, l) (l−m)(l−m+1)l
where P(m, l) is defined in (3.14) (for its calculation, refer Section 3.3.2.2). Then, we can
calculate H(B|S, T,A) and H(S, T |A).
Adversaries contain a vertex-cut and other paths
As in Fig. 3.6 (c), adversaries can contain both vertex-cut(s) and path(s), each of which
is not connected to the other. If some paths or other vertex-cuts exist in the downstream
network of a vertex-cut, they can be ignored in the calculation since they are identified by
the vertex-cut closest to the source layer. We take into account a path only if it locates in
the upstream network of a vertex-cut if any exists. For each set, we calculate H(S, T |A)
and compare to pick the isolated adversaries set providing the smallest H(S, T |A).
3.3.2.2 Calculation of P(a)
To complete the calculation of H(S, T |A) in (3.7), we also need to calculate P(a). In this
section, we derive P(a) in each scenario.
Adversaries contain a vertex-cut
Consider P(a) for a vertex-cut and a connected path, as in Fig. 3.6 (a). As mentioned
previously, if there are more than one vertex-cut, then we focus on the vertex-cut that is
closest to the source node.
Each node can be adversarial with probability p. For the realization in Fig. 3.6 (a), one
layer is the vertex-cut (all adversaries in the layer); from jth to (k − 1)th, each layer has at
least one adversary but not all; (j− 1)th layer has no adversary; from 1st to (j− 2)th, there
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is no vertex-cut:
P(a) =


pd × (1− pd − (1− p)d)k−j , j = 1
pd × (1− pd − (1− p)d)k−j × (1− p)d
×(1− pd)j−2, j ≥ 2
(3.13)
Adversaries do not contain a vertex-cut
In Fig. 3.6 (b), we want to calculate Prob [∃ a path of length m in a rectangular network
of length l and the adversarial set does not contain a vertex-cut ] , P(m, l).
When we call a path, any path cannot include a vertex-cut. To form a path, each layer
should contain at least one adversarial node but not all nodes in a layer are adversarial.
To calculate the probability, we first calculate
P (m, l)
, Prob [∃a path of length ≥ m in a rectangular network of length l]
= Prob [∃a path of length ≥ m starting in layer 1]
+ Prob [∃a path of length ≥ m starting in layer 2
and no path of length ≥ m starting in layer 1]
+ Prob [∃a path of length ≥ m starting in layer 3
and no path of length ≥ m starting in layers < 3]
+ · · ·
+ Prob [∃a path of length ≥ m starting in layer l −m+ 1
and no path of length ≥ m starting in layers < l −m+ 1]
(3.14)
We consider each term in (3.14) as depicted in Fig. 3.7.
(a) If a path of length ≥ m starts in layer 1, then the probability is
P = (1− pd − (1− pd))m × (1− pd)l−m.
From 1st to mth layer, there is at least one but not all adversarial nodes in each layer,
and in the rest of layers, no vertex-cut exists.
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Figure 3.7: To calculate each term in (3.14), we consider 3 difference cases depending on
the location of a path length of m: (a) the path starts from the first layer; (b-c) the path
starts from layer i ∈ [2, m + 1], where there is no path in layer j ∈ [1, i − 1] with path
length no smaller than m; and (d) the path starts from layer i ≥ m + 2, where there can
be a path in layer j ∈ [1, i− 1] with path length no smaller than m. In (d), k ≥ m.
(b-c) If a path of length ≥ m starts in layer 2 ≤ j ≤ m+ 1, then , then the probability is
P = (1− p)d × (1− pd − (1− pd))m × (1− pd)l−m−1.
From jth to (j +m− 1)th layer, there is at least one but not all adversarial nodes in
each layer, and the (j − 1)th layer should contain all trustworthy nodes. In the rest
of layers, no vertex-cut exists.
(d) If a path of length ≥ m starts in layer m + 2 ≤ j ≤ l − m + 1, then , then the
probability is
P =((1− pd)j−2 − P (m, j − 2))× (1− p)d × (1− pd − (1− pd))m × (1− pd)l−(j+m−1).
From jth to (j +m− 1)th layer, there is at least one but not all adversarial nodes in
each layer, and the (j − 1)th layer should contain all trustworthy nodes. From 1st to
(j − 2)th layer, there is no path of length ≥ m nor a vertex-cut, whose probability is
(1− pd)j−2 − P (m, j − 2). In the rest of layers, no vertex-cut exists.
54
For a given l, we calculate P (m, l) for each m ≤ l, recursively, and construct a table of
P (m, l). Then, we can calculate the desired probability as
P(m, l)
, Prob [∃a path of length m in a rect. network of length l]
= P (m, l)− P (m+ 1, l)
(3.15)
for m ≤ l − 1. For m = l, P(l, l) = P (l, l).
3.3.3 Anonymity of Deterministic Rectangular Networks
3.3.3.1 Experimental Results
In this section, we present performance analysis of a few example networks with various
network parameters (i.e., different (l, d) for fixed n = l×d and various colluding probabilities
p). We consider joint entropy of source-sink pair as well as the separate analyses of source
anonymity and sink anonymity.
In Fig. 3.8, we plot normalized conditional entropies of source-sink pair in the subgraphs
constrained on l× d = 24 and l× d = 72. Each joint entropy conditioned on adversaries re-
alization is normalized by maximum uncertainty of source-sink pair, that is log2 [N(N − 1)]
when no adversary appears in the subgraph. We observe that the conditional entropy varies
depending on the subgraph shape (l, d) for not-too-small colluding probabilities (p > 0.01).
The anonymity dependence on subgraph parameters is discussed in Section 3.3.3.2. For any
probability p > 0.01, the best subgraph shapes providing largest conditional entropy are
(l, d) = (8, 3) and (l, d) = (18, 4) for l× d = 24 and l× d = 72, respectively. With extensive
simulations, we observe that the optimal shape for a given subgraph size is invariant against
colluding probability p and network size N . We can predict the optimal shape efficiently by
using a mechanism introduced in Section 3.3.4. When it comes to comparison of different
subgraph sizes, the larger subgraph “usually” outperforms the smaller subgraph, but not
always. The details are described also in Section 3.3.4.
Now, we present individual analyses of source and sink anonymities separately. In
Fig. 3.9, plots of source anonymity and sink anonymity illustrate that there exists a ten-
sion between optimizing source and sink anonymity. More precisely, there exists a tension
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Figure 3.8: Source-sink pair entropy conditioned on adversaries realization. Sink is ran-
domly located within the subgraph. The subgraph contains (a) 24 and (b) 72 nodes ran-
domly selected out of 1000 nodes. Plot of H(S,T |A)log2[N(N−1)]
for different (l, d) and p.
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between vertex-cut and long path.6
For small l and large d, a long path easily appears so that the source anonymity is
poor. Note that unless a path spans the entire subgraph, adversaries cannot identify the
source correctly. However, they can still rule out all trustworthy nodes connected the
path for guessing the source, since they know the source is located at the beginning of the
subgraph. Therefore, the longer the adversarial path is, the less uncertainty on the source
the adversaries have. The long path also decreases the sink anonymity, even though sink
can be located randomly. If sink is connected to the adversarial path, adversaries guess sink
candidates among the trustworthy nodes connected to the path. Otherwise, they guess sink
candidates among the trustworthy nodes in the entire network.
For small d and large l, a vertex-cut appears in the subgraph frequently. Although
sink is randomly located within the subgraph, the sink can be located in the downstream
network of a vertex-cut with nontrivial chances, which makes the sink anonymity zero. Even
if sink is located in the upstream network of a vertex-cut, adversaries still rule out many
trustworthy nodes in the subgraph to guess the sink node, which is the case for the source
as well. Therefore, a vertex-cut significantly reduces the sink anonymity and decrease the
source anonymity with a fair amount. In Fig. 3.9, we observe the performance pattern for
different choice of (l, d) as expected in the description above.
Note that we consider the only case of a sink randomly located within the subgraph.
We omitted the analysis and result for the case of deterministic sink location such as a
sink located at the end of a subgraph. The source anonymity is not affected from sink
location. However, for source-sink pair anonymity and sink anonymity, the performance of
deterministic sink location is always worse than that of the random sink location.
3.3.3.2 Performance versus Length and Width
In this section, we discuss the individual effect of subgraph length and width on the source-
sink pair anonymity.
For a fixed subgraph width, longer subgraph length brings more chances to form a
vertex-cut and lowers the entropy. In contrast, shorter subgraph length is vulnerable as to
form adversarial long paths easily. Therefore, we expect that for a fixed width, increas-
ing subgraph length improves the performance until some point and worsens afterward.
6Long path is defined as a path whose length is at least half of the subgraph length, m ≥ l/2.
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Figure 3.9: Plot of (a) H(S|A)log2N
and (b) H(T |A)log2N
for different (l, d). The plots show the
different behaviors of source anonymity and sink anonymity, which is due to the tension
between vertex-cut and long-path. Note that the optimal choices of (l, d) are sometimes
different for source and sink anonymity.
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Fig. 3.10a shows the source-sink pair entropy versus subgraph length for a fixed subgraph
width (l = 4), where the optimal lengths for different adversarial probabilities are marked
in purple circles. For small adversarial probabilities, the optimal length is relatively large
so that for the subgraph size of interest (< 100), we can conclude that the performance
improves as length becomes longer.
For a fixed subgraph length, narrower subgraph width makes it easier to form a vertex-
cut. On the other hand, to form a path each layer should contain at least one, but not
all—to avoid a vertex-cut—adversarial nodes with probability of β = 1− pd − (1− p)d for
d > 1. Note that β is a monotonically increasing function over d so that increasing d makes
it easier to form a long path and accordingly lowers the entropy. Therefore, we expect too
narrow or too wide widths lower the entropy. Fig. 3.10b shows the source-sink pair entropy
versus subgraph width for a fixed subgraph length (l = 10), where the optimal widths for
different adversarial probabilities are marked in purple circles.
We observe from simulations that for the subgraph length of interest (l ≤ 20), optimal
width is either 3 or 4 in most cases, regardless of N and p. If we extend our interest to
longer but impractical subgraph length, the optimal width grows larger gradually (e.g., for
20 < l < 50, dopt = 5 and for 50 < l < 80, dopt = 6 and so on.).
3.3.4 Prediction of the Optimal Subgraph Shape
In Section 3.3.3, we show that unless the compromising probability is very small (p > 0.01),
the entropy differs significantly depending on the subgraph shape for a given subgraph size.
One question of interest is how to find an optimal subgraph shape for a given setting (e.g.,
subgraph size, network size, and compromising probability)? In this section, we answer the
question to provide an efficient method of predicting optimal subgraph parameters (length
and width) for a given subgraph size. The method is supported by extensive simulations.
Conjecture 3.1. For a rectangle-shape subgraph, the optimal parameters (length and width)
can be calculated approximately as the values for which the probability of an adversarial
vertex-cut intersects with the probability of an adversarial path of length at least half of the
subgraph length. The optimal length is one of the two divisors of the subgraph size closest
to the intersection.
As we showed previously, the probability of an adversarial vertex-cut is non-decreasing
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Figure 3.10: The source-sink pair anonymity versus subgraph parameters: for the rectangle
subgraph size of interest (< 100), anonymity is a concave function over length and width.
The optimal parameter in each case is marked with a purple circle.
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function of subgraph lengths whereas the probability of an adversarial long path is non-
increasing function of subgraph lengths. To balance the tension between vertex-cut and
long-path, vertex-cut can contain a connected path as before and path can also contain
a vertex-cut, which is contrast to the definition of path in Section 3.3.2.1. To illustrate
Conjecture 3.1, let’s consider the following example:
Example 3.1. Suppose that we are given a subgraph size 72 and compromising proba-
bility p = 0.25 (Fig. 3.11). The subgraph length can be one of divisors of 72, that is,
{1, 2, 3, 4, 6, 8, 9, 12, 18, 24, 36, 72}. If we plot the probabilities of adversarial vertex-cut and
long path versus subgraph length candidates, then the intersection occurs at 20.0087. From
Conjecture 3.1, we claim that the optimal length would be either 18 or 24 (the two divisors
closest to the intersection). In fact, the optimal subgraph length turns out to be 24.
To support this conjecture, we simulated intensively with different compromising proba-
bilities, network sizes, and subgraph sizes. When it comes to the subgraph size, the entropy
does not monotonically increase with the subgraph size (Fig. 3.12), as mentioned in Sec-
tion 3.3.3.1. If subgraph size n1 has more divisors than another slightly larger subgraph size
n2 > n1, then n1 has more degree of freedom for subgraph selection and is more likely have
better anonymity. In such cases, when we are given subgraph size n2, we can use only n1
nodes to construct a subgraph and simply discard n2 − n1 nodes. Since we select the best
subgraph sizes having the largest normalized entropy up to a point, we call the optimal sub-
graph sizes “envelope”, which is marked in solid red in Fig. 3.12. For a given network size N
and compromising probability p, we can enumerate the envelope, and perform simulations
with the envelope.
Simulations support Conjecture 3.1 in most of cases. There exist some exceptional cases
where Conjecture 3.1 does not hold and optimal lengths are found elsewhere. When we
simulate with all possible subgraph size, there are two types of the exceptional cases: 1)
the optimal length is found at a value which is the next to the two divisors closest to the
intersection; 2) the optimal length has nothing to do with the intersection. However, when
we simulate with envelope only, all exceptional cases fall in case 1. Moreover, the difference
between entropies from the optimal subgraph shape and the entropies from the suboptimal
subgraph shape that is from Conjecture 3.1 is negligible—in most cases, the percentage
difference is less than 0.5% and in the worst case observed, the percentage difference is less
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than 2%. Therefore, the suboptimal subgraph shape chosen from Conjecture 3.1 provides
as good performance as the optimal shape.
In conclusion, we have not proved this conjecture yet, but it still provides a very use-
ful rule of thumb to find the optimal subgraph shape efficiently, without calculating the
entropies for all possible candidates and sorting them, which is demanding in terms of com-
putational complexity. The method on how to select a subgraph for a given subgraph size
is summarized as follows:
For a given subgraph size n = l × d, adversarial probability p, and network size N :
1) Construct an “envelope table” as in Fig. 3.12.
2) Choose the best subgraph size n′ ≤ n from the envelope table.
3) Use the Conjecture 3.1 and find lopt and dopt.
3.3.5 Randomized Subgraphs
To improve the anonymity, in this section we suggest a randomized strategy and analyze
anonymity performance of a subgraph with randomized length. Note that randomizing
width is not helpful at all, since all nodes know the width from in-degree and out-degree of
flows. It is easily shown using non-negativity of a mutual information that the randomiza-
tion will increase the entropy of source and sink pair conditioned on adversarial pattern as
following:
I(S, T ;L|A) = H(S, T |A)−H(S, T |L,A) ≥ 0 (3.16)
From extensive simulations, we show that randomized length simultaneously provides
better anonymity (higher entropies) as well as more efficient resource usage (shorter ex-
pected length of subgraph and smaller expected subgraph size) as shown in Fig 3.14. In
this section, we provide the analysis details and discussion.
3.3.5.1 Calculating Entropy in Randomized Subgraphs
For the deterministic case where length l is fixed, we obtain H(S, T |L = l,A) using the
calculation in Section 3.3.2. For the randomized case, we calculate H(S, T |A) by using the
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following chain rule:
H(S, T |A) = H(L|A) +H(S, T |L,A)−H(L|S, T,A) (3.17)
In (3.17), we can calculate each term as follows. The first term, H(L|A), can be calcu-
lated by using conditional probability and total probability theorem:
H(L|A) =
∑
a
p(a)H(L|A = a)
=
∑
a,l
p(a, l) log2
1
p(l|a)
=
∑
a,l
p(l)p(a|l) log2
∑
l p(l)p(a|l)
p(l)p(a|l)
(3.18)
The second term, H(S, T |L,A), can be calculated using conditional entropy:
H(S, T |L,A)
=
∑
a,l
p(l)p(a|l)H(S, T |L = l,A = a)
=
∑
l
p(l)
∑
a
p(a|l)H(S, T |L = l,A = a)
=
∑
l
p(l)H(S, T |L = l,A)
(3.19)
The last term, H(L|S, T,A), is uncertainty of the subgraph length when the source and
sink identities with adversarial pattern are given. However, the uncertainty of length can be
different depending on the location of adversaries and sink. Therefore, to calculate the last
term, we instead consider H(L|S, T,A, E), where E ∈ {E1, E2, E3} is a random variable
describing the location of adversarial nodes as shown in Fig. 3.13. Furthermore, we have
H(L|S, T,A) = H(E|S, T,A)−H(E|S, T,A, L) +H(L|S, T,A, E)
= H(L|S, T,A, E)
(3.20)
where the first two terms in the first equation are shown to be zero. Since condition reduces
entropy, we have H(E|S, T,A) ≥ H(E|S, T,A, L). To show both terms are zero, we will
show H(E|S, T,A) = 0. Note that source and sink identities as well as adversary realization
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Figure 3.13: E is a random variable describing the location of successive nodes known to
adversaries. (a) the adversarial set touches none of the two ends of a subgraph. This event
E1 with p(E1) =
l−m−1
l−m+1 , where m is the path length; (b) some adversaries do not have
downstream neighbors. This event E2 has probability p(E2) =
1
l−m+1 . Since a vertex-cut
has a full knowledge of the downstream network, a vertex-cut is classified into this case.
For a vertex-cut, p(E2) = 1; (c) Some adversaries are connected to the source, even though
they do not know it is the source. This event E3 has probability p(E3) =
1
l−m+1 .
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are given, which means adversaries know the IP addresses of source and sink, but not their
locations. If adversaries identify source IP address from any of their neighbors, adversaries
know this is the case for E = E3. If adversaries in the last layer of the chain do not have
any downstream neighbors, this is the case for E = E2. Otherwise, E = E1. Therefore, if
source and sink identities as well as adversarial pattern are given, there is no uncertainty
on the adversaries location E, i.e., H(E|S, T,A) = 0. Now, we calculate H(L|S, T,A, E):
H(L|S, T,A, E)
=
∑
s,t,a,e
p(s, t, a, e)H(L|S = s, T = t,A = a,E = e)
=
∑
s,t,a,e
∑
l
p(l)p(a|l)p(e|a, l)p(t|e, a, l)p(s|t, e, a, l)×H(L|S = s, T = t,A = a,E = e)
(3.21)
Since adversaries in A know the identities of all nodes connected to them, a path with
length of m will know either m, m+1, or m+2 layers depending on its location and length.
A vertex-cut is considered as a path that is connected to the end of a subgraph, since it has
full knowledge of downstream network from the vertex-cut. If the vertex-cut is connected
to a path starting from the jth layer, then it is regarded as a path starting from the jth and
ending at the lth layer.
In (3.21), L = {l1, l2, . . . , lmax} and p(l) are given. p(a|l) can be found using mechanisms
in Section 3.3.2.2. Calculation of the other terms is described below. We classify cases
depending on adversaries location and sink location as follows:
1. If E = E1:
p(e|a, l) =
l −m− 1
l −m+ 1
p(t|e, a, l) =
m+ 2
l
1
(m+ 2)d(1− p)
+
l − (m+ 2)
l
1
(N − (m+ 2)d)(1− p)
p(s|t, e, a, l) =
1
(N − (m+ 2)d)(1− p)− 1
(a) The sink is connected to the adversaries:
H(L|S = s, T = t,A = a,E = e) = −
∑
l∈L : l≥m+3
p(l) log2 p(l)
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(b) The sink is NOT connected to the adversaries:
H(L|S = s, T = t,A = a,E = e) = −
∑
l∈L : l≥m+4
p(l) log2 p(l)
2. If E = E2:
p(e|a, l) =
1
l −m+ 1
p(t|e, a, l) =
m+ 1
l
1
(m+ 1)d(1− p)
+
l − (m+ 1)
l
1
(N − (m+ 1)d)(1− p)
p(s|t, e, a, l) =
1
(N − (m+ 1)d)(1− p)− 1
(a) The sink is connected to the adversaries:
H(L|S = s, T = t,A = a,E = e) = −
∑
l∈L : l≥m+2
p(l) log2 p(l)
(b) The sink is NOT connected to the adversaries:
H(L|S = s, T = t,A = a,E = e) = −
∑
l∈L : l≥m+3
p(l) log2 p(l)
3. If E = E3:
p(e|a, l) =
1
l −m+ 1
p(t|e, a, l) =
m+ 1
l
1
(m+ 1)d(1− p)
+
l − (m+ 1)
l
1
(N − (m+ 1)d)(1− p)
p(s|t, e, a, l) = 1
(a) The sink is connected to the adversaries:
H(L|S = s, T = t,A = a,E = e) = −
∑
l∈L : l≥m+2
p(l) log2 p(l)
(b) The sink is NOT connected to the adversaries:
H(L|S = s, T = t,A = a,E = e) = −
∑
l∈L : l≥m+3
p(l) log2 p(l)
4. Vertex-cut case:
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Suppose that there is a vertex-cut at the kth layer that is connected to a path starting
from the jth (j < k) layer. H(L|S = s, T = t,A = a,E = e) is same as the case of
E = E2. The other probabilities are as following:
p(e|a, l) = 1
p(t|e, a, l) =
l − k
l − 1
+
k − j
l − 1
1
(k − j)d(1− p)
+
j − 1
l − 1
1
(N − (l − j + 1)d)(1− p)
p(s|t, e, a, l) =

 1 if j = 11
(N−(m+1)d)(1−p)−1 otherwise
3.3.5.2 Result and Discussion
Once we calculate each term in (3.17), we obtain H(S, T |A). Total number of nodes in the
network, N , compromising probability, p, and subgraph length set, L are given network
parameters. The control variables include length distribution, P (l), l ∈ L and subgraph
width, d.
In each simulation, we are given parameters setup such that N = 10000, p is fixed among
{0.1, 0.2, 0.3, 0.4, 0.5}, and d is fixed among {2, 3, 4, 5}. The source first chooses a subgraph
length from L = {5, 6, 7, 8, 9, 10} with respect to some given probability distribution P (l),
and then constructs a subgraph. In Fig. 3.14, we plot normalized entropies conditioned on
adversaries realization. Each rectangle represents a group of a same adversarial probability
p, within which subgraph widths vary—one of {2, 3, 4, 5}. The red star and black circle
markers represent deterministic cases with fixed subgraph length l = 10 and l = 9, re-
spectively. The blue square marker represents a random case with probability distribution
P (l) = { 132 ,
1
32 ,
1
16 ,
1
8 ,
1
4 ,
1
2} for l = {5, 6, 7, 8, 9, 10}, respectively. The randomized case has
expected length of 9.031.
In Section 3.3.3.2, we conclude that for the subgraph size of interest (n ≤ 100), anonymity
improves as subgraph length increases for fixed subgraph width. Accordingly, for determin-
istic cases, l = 10 outperforms l = 9 (and all the other shorter subgraph lengths that are
not shown in the plot) as expected.7 However, randomized case always outperforms all de-
terministic cases. Note that the randomized case has smaller expected length (9.031) than
7In Fig. 3.14, l = 9 outperforms l = 10 for the case of d = 2. This is the case because narrow width
d = 2 makes a vertex-cut to appear so easily and therefore, shorter subgraph length is preferred for better
anonymity.
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Figure 3.14: Randomized subgraph: a source randomly chooses a subgraph length from
a probability distribution, L, and constructs a subgraph. Randomizing subgraph length
simultaneously improves the anonymity (larger entropy) and the resource usage efficiency
(smaller subgraph size) compared to the deterministic case.
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the best deterministic case from l = 10. Therefore, randomization improves the anonymity
and resource usage efficiency at the same time.
In Fig. 3.14, we also notice that d = 4 always achieves the best anonymity in the
simulation. Recall from Section 3.3.3.2 that for fixed subgraph length, anonymity is a non-
monotonic function with respect to the subgraph width. In the range of subgraph width
5 ≤ l ≤ 10, d = 4 is optimal for all compromising probabilities 0.01 < p < 0.5.
Lastly, we consider the optimal probability distribution of L that maximizes the source-
sink pair anonymity. From simulations, we observe that the performance depends on the
probability distribution of L. For example, probability distribution P (l) = { 132 ,
1
32 ,
1
16 ,
1
8 ,
1
4 ,
1
2}
in Fig. 3.14 outperforms all deterministic cases, but uniform distribution achieves smaller
entropy than some of deterministic cases (l = 9, 10). The rule of thumb for a good prob-
ability distribution is that it should concentrate more on the longer subgraph length and
the longer length should have larger probability than the shorter length (i.e., the proba-
bility monotonically increases with the length). The expected length should not be too
smaller than the longest subgraph length. If the resource usage is sacrificed too much,
then the anonymity will worsen as well. Once the criterion is satisfied, the difference in
performances of different probability distributions is negligible (less than 1%) whereas the
percentage difference between the randomized case and the deterministic case is over 10%.
3.3.6 Reverse Path Construction
In a practical communication system, not only forward path but also reverse path take
a significant role. For example, a source wants to open and maintain duplex anonymous
communication session with a sink, where all nodes in the network including the sink do not
know the source identity (e.g., anonymous web browsing). Furthermore, in some protocol,
a feedback from the destination to the source is required (e.g., ACK and NACK signals in
TCP). Therefore, it is worthwhile to investigate the reverse-path scenario in an anonymous
system that hides both source and sink identities. In this section, we assume that only
source knows the identities (IP addresses) of sinks and relaying nodes but no nodes in the
network know the source identity.
The original onion routing uses long-lived reply onions for a hidden server [67]. Tor
introduces an improved mechanism using rendezvous points for a hidden server [24], which
also protects the responder’s anonymity as well as the initiator’s anonymity. A hidden server
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Figure 3.15: Reverse transmission scenario for one source and one sink. The sink T first
sends the feedback message to a special node called “rendezvous point” (labeled as RP in
blue circle) by constructing an anonymous subgraph (with a red arrow inside) in the same
way as the source constructs a subgraph (with a black arrow inside) to send a message
to the sink. Between the source and the rendezvous point, there is bidirectional subgraph
(with a green bidirectional arrow inside) that is used for rendezvous point to deliver the
feedback message to the source.
advertises a contact point and a client negotiates with the contact point to open an anony-
mous “rendezvous” channel. The idea of rendezvous points for anonymous communication
has been introduced for different applications in many papers [29, 36, 37, 43, 64, 66].
Using the concept of a rendezvous point, we can easily construct a reverse path using our
protocol without PKI, for which a sink is not required to know the source identity to send
back a feedback message (Fig. 3.15). Suppose that a source opens multiple unicast sessions
with sink nodes. As described in the protocol design in Section 3.3.1, the source randomly
picks relaying nodes and constructs a subgraph for each sink. Each relaying node should
appear only once in each subgraph, but can appear in different subgraphs (i.e., subgraphs
may have overlapping nodes). In addition, the source constructs one more subgraph for
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a special node, called “rendezvous point”. The identity of rendezvous point is known to
everyone in the network. To improve the security, the system may place more than one
rendezvous points and construct corresponding subgraphs. The role of a rendezvous point
is to send messages that it receives from other nodes back to the source node. While the
source constructs a subgraph for the rendezvous point, all nodes in the subgraph identify
their neighbors in the adjacent layers. Therefore, rendezvous point sends message to its
neighbors in the previous hop without knowing anything beyond its neighboring layer. By
repeating this backward-relaying procedure, the message can be delivered back to the source.
Note that each node relays the message in a topologically backward direction, but any node
including the ones in the first layer never know the source identity unless adversaries form a
path spanning the subgraph. Even vertex-cut nodes do not know the source identity since
they know only about downstream network.
Therefore, to send a feedback message back to the source, each sink does not need to
know the source identity, but sends the feedback message to the rendezvous point without
revealing sink identity. To hide the sink identity, it constructs a subgraph for rendezvous
point as if the sink were a source node and the rendezvous point were an intended sink.
In terms of source-sink pair anonymity, the analysis remains same as the forward path.
We can apply the same analysis to each subgraph.
3.3.7 Overhead Comparison Between Onion Routing and Protocol With-
out PKI
In this section, we compare the overhead cost to set up a rectangle subgraph for the protocol
with PKI (e.g., onion routing) and the protocol without PKI (e.g., what we propose in this
paper). We define the overhead as the total amount of messages traveled across the network
to set up a deterministic subgraph.8 Suppose that the rectangle subgraph has length of l
and width of d.
When it comes to the protocol without PKI, each of d duplicated sources sends unique
messages to d neighbors. Therefore, the source sends d2 messages to its neighbors, and
these messages will be relayed by intermediate nodes in the subgraph. In each layer, there
are d2 packet transfers. Due to the random symbol padding strategy, the packet size is
8Alternatively, we can also define the overhead as the total amount of messages the source node transmits
to the network. For this definition, the protocol without PKI has overhead of O(dl+1) whereas the onion
routing has overhead of O(ld2 + l2d). The detailed derivation is omitted.
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constant across the layers. We calculate the packet size at the first layer, which does not
have padded extra random symbols. Suppose that the IP addresses of nodes are symbols
of size q from a finite field F. For a general scenario, we assume that the sink-flag, the
last-hop flag, and the secret have size m in total. Recall the notation hw = (φw, ψw, θw).
In the (l − 1)th layer, the message is
[
w, hw −
∑d−1
i=1 K
w
vi
]
size of q +m, since nodes in the
lth do not have any outgoing packets. In the (l − 2)th layer, the message is in the form
of
[
v, (hw, g
w1
v , . . . , g
wd
v )−
∑d−1
i=1 K
v
ui
]
size of q + m + d(q + m). Therefore, we have the
following recursive equation for the message size:
a1 = q +m
ai = q +m+ d× ai−1, i ≥ 2
(3.22)
To solve (3.22), we substitute bi = ai + (q +m)/(d− 1) for ai.

 b1 = (q +m)
d
d−1
bi = d× bi−1 = d
i−1b1, i ≥ 2
⇒ bi = (q +m)
di
d− 1
⇒ ai =
q +m
d− 1
(di − 1)
(3.23)
Note that messages size remains same as the first layer by padding random symbols.
Therefore, the total amount of messages traveled across the subgraph is
ld2
(
q +m
d− 1
(dl − 1)
)
∼ O(ldl+1(q +m))
(3.24)
which has an exponential complexity.
Next, for the onion routing, the source sends the neighboring information (both children
and parents) to all nodes in the subgraph (ld nodes). If the message is for a node in the ith
layer, it has a payload with size of 2dq (2d IP addresses) and i headers, each of which has
q unit of data. As the message is relayed to the next hop, a header is removed one by one.
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Therefore, the total amount of messages traveled across the subgraph is
l∑
i=1
i∑
j=1
d(2d+ j)q
= d2l(l + 1)q +
dq
2
(
l(l + 1)(2l + 1)
6
+
l(l + 1)
2
)
∼ O(l2d2q + l3dq)
(3.25)
which has a polynomial complexity.
Note that the overhead definition considered here does not take into account the effort
to distribute and maintain key infrastructure for the onion routing. When the setup cost
for cryptographic security is added, the onion routing requires larger overhead on top of the
analysis established in this section.
In spite of an exponential overhead cost, our protocol is still useful for public key dis-
tribution in any system requiring PKI (cryptographic security). For onion routing, in case
where trustworthy third party or secure channel are not available, the system can distribute
public key and session keys to target nodes using our protocol. Afterwards, the system may
use any other protocol that requires PKI.
In addition, the practical system for the anonymous communication has a relatively small
size. In the TOR system, communication path has a few onion routers. The system we
consider using the protocol consists of around few tens of nodes. Therefore, since the system
size of interest is relatively small, we emphasize that our protocol is a computationally
tractable solution.
3.3.8 Hybrid Strategy
As shown in Section 3.3.7, the overhead cost of our protocol to set up a subgraph has an
exponential complexity. Since the dominant term is ldl+1, reducing the subgraph length
can significantly improve the overhead cost. To reduce the subgraph length, we investigate
a “hybrid” scheme that takes advantage of using PKI within our protocol design.
The basic idea is as follows: PKI is costly in terms of key distribution and key manage-
ment. We aim to balance the usage of PKI in our framework (protocol without PKI) to
minimize the use of PKI and to reduce the overhead of our protocol. Accordingly, in the
hybrid scheme, not all participating nodes but only a few nodes share a public key with the
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source.
Suppose that there are an adversarial vertex-cut in the ith layer and a trusted node v in
the jth layer that shares a public key with the source. If node v locates in the downstream
network of a vertex-cut (i < j), then adversaries in a vertex-cut cannot obtain all informa-
tion of the downstream network as before, since they cannot decode v’s message without
knowing v’s private key. Instead, they can identify messages of all nodes in layers k ∈ [i, j]
(except for v) and identities of all nodes in layers k ∈ [i, j + 1]. Therefore, a vertex-cut is
less successful to reduce the entropy of source and sink pair than the original strategy.
One question of interest is where to place node v that shares a public key with the
source to make the use of PKI most effective. If v is located in the upstream network of a
vertex-cut, the use of PKI is not helpful at all regardless of whether it is connected to an
adversarial node or not. If v is located in the downstream network of a vertex-cut, the use
of PKI is more helpful when v is in the layer close to the vertex-cut. Let i and j denote the
layer indexes having node v and a vertex-cut, respectively. We define Φi as follows:
Φi =

 i− j, i > jl − j, i < j
where l is the length of a subgraph. To make the vertex-cut least effective, we need to
find i that minimizes Φi. Note that a vertex-cut can be equally located over all layers in
a rectangular-shape subgraph (i.e., j ∈ {1, . . . , i − 1, i + 1, . . . , l} is equally probable). We
show that placing node v in layer l/2 is most effective to limit adversaries’ knowledge. Since
j is probabilistic, we find i that minimizes Ej [Φi].
Ej [Φi] =
i−1∑
j=1
i− j
l − 1
+
l∑
j=i+1
l − j
l − 1
=
1
2(l − 1)
(
2i2 − 2li+ l2 − l
)
∂Ej [Φi]
∂i
= 4i− 2l
= 0
(3.26)
Fig. 3.16 and Fig. 3.17 illustrate the anonymity performance with different subgraph
shapes (lengths and widths) and compare the original strategy with the hybrid schemes
employing one crypto node and two crypto nodes, respectively. As shown in Fig. 3.16 (a)
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and Fig. 3.17 (a), the performance gain from introducing crypto node(s) is negligible for
adversarial probabilities of interest (i.e., p < 0.2) even for the case with two crypto nodes.
Though the performance gain becomes significant for a long subgraph, the performance
achieved from the optimal subgraph shape for a given subgraph size is barely improved.
However, for the region of high adversarial probabilities (i.e., p > 0.3), the hybrid scheme
provides non-trivial performance gain as well as robustness gain against different choices of
a subgraph shape (Fig. 3.16 (b) and Fig. 3.17 (b)).
In conclusion, the hybrid scheme does not improve the anonymity significantly for a
small adversarial probability, even with multiple nodes sharing a public key with the source.
However, for high adversarial probabilities, placing nodes sharing a public key with the
source noticeably improves anonymity as well as robustness against different choices of a
subgraph shape simultaneously.
3.3.9 Practical Issues in Implementation
Besides the performance analysis of a suggested protocol, practical issues in implementation—
estimating overhead cost, guessing the system parameters that were assumed to be given
in the analysis, and so on—are another important topics to investigate. For onion routing,
many researchers have studied practical issues to improve the protocol (e.g., improving effi-
ciency and simplicity of TOR system [62]). In this section, we investigate some of important
practical issues for our proposed protocol in implementation:
1) To design a P2P anonymous system, we start with choosing N , l, d, and p. Among
them, we first focus on the compromising probability p. If an optimal subgraph selection
varies depending on the adversarial presence, we need to guesstimate adversarial probability
p precisely. However, from the simulations, we observe that the optimal subgraph selection is
robust enough to provide a good performance across different p’s. Suppose that we consider
a case of N = 1000 and subgraph size n = 72, for which we decide to pick l = 18 and
d = 4. This subgraph shape is optimal for p ∈ [0.08, 0.5]. For p ∈ [0, 0.08), this subgraph
shape is suboptimal but the performance loss (entropy difference) from the optimal shape is
negligible (far less than 1%). In the region of very small p < 0.1, the conditional entropies are
all large enough to make the entropies insensitive to the choice of subgraph shapes. This is
the case for other N and n, which is supported by extensive simulations. In conclusion, if we
choose an optimal shape for “not too small” compromising probability (e.g., p ∈ [0.1, 0.4])
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Figure 3.16: Hybrid scheme with one crypto node. The performance gain is non-trivial for
“long” subgraphs and with high adversarial probability p. For high adversarial probability,
hybrid scheme can also provide a robustness against different choices of a subgraph shape.
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Figure 3.17: Hybrid scheme with two crypto nodes. The performance behavior is similar
to the case of one crypto node. The additional performance gain beyond one crypto node
case is marginal.
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using Conjecture 3.1, then it will work well for any compromising probability p ∈ [0, 0.5].
2) We also consider the effect of the system size N . To construct a subgraph, the source
should know all the nodes out of which it is going to build the subgraph. The question of
interest is how many nodes would need to be in the network to provide anonymity. The
number of nodes necessary in the system depends on the target entropy. Once the threshold
of entropy is given, we can choose N . However, too large N makes the protocol impractical
since the source needs to know all IP addresses of N nodes. To resolve this problem, we
take advantage of structured approaches to build scalable P2P system, used in AP3 [56]. In
a structured P2P overlays [70,75], every node is assigned a unique identifier called nodeID.
To ensure the uniqueness, the identifies are drawn from a large and sparse space. Also,
the system generates random keys, each of which is dynamically mapped to a node in the
network. Multiple keys can be mapped to one node, but the number of keys mapped to
each node is statistically balanced. As in AP3 [56], the source picks the nodes from the
network as follows: first, the source chooses a random key K from the ID space. Then, it
sends lookup request to the nodes closest to K and decides the node closest to K among
the nodes that respond back to the lookup request. By repeating this procedure, the source
constructs a subgraph from the large overlay network efficiently.
3) As shown in Section 3.3.7, the overhead cost of our protocol to set up a subgraph
has an exponential complexity. Since the dominant term is dl+1q, reducing the subgraph
length can significantly improve the overhead. To reduce the subgraph length, we suggest
a “hybrid” scheme that takes advantage of using PKI in our protocol design. The basic
idea is that PKI is costly in distribution and management so that we try to minimize the
use of PKI. Accordingly, in the hybrid scheme, not all participating nodes but only a few
nodes share a public key with the source. Suppose that there is one node v in the jth layer
that shares a public key with the source. If node v locates in the downstream network of a
vertex-cut, then adversaries cannot obtain all information of downstream network as before.
Instead, since they cannot decode v’s message content without knowing v’s private key, they
can identify messages of nodes up to the jth layer (except v) and identities of all nodes up
to the (j+1)th layer. Since a vertex-cut can be equally located over all layers, placing node
v in layer l/2 is most effective to limit adversaries’ knowledge. Therefore, if there is at least
one node in layer l/2 sharing a public key with the source, the hybrid scheme improves the
performance. In other words, for a given anonymity requirement, the smaller subgraph is
80
sufficient to meet the requirement.
3.4 Data Transfer Phase
In this section, we assume availability of a subgraph setup scheme (either PKI-based as
in [24, 67] or coding-based as in the previous section) that can be used to distribute cod-
ing/forwarding instructions to each node. We consider the data transfer phase using net-
work coding. We study how the subgraph shape and connectivity affect anonymity and
congestion, and seek to design subgraph parameters that provide good tradeoffs between
anonymity and congestion.
3.4.1 Problem Description
There is a set of N participating nodes, an unknown subset of which may be adversarial and
collude. For the adversarial model, we again deal with passive attacks only. Adversaries
eavesdrop and observe the packet to reveal source and sink identities information.
Each source constructs a subgraph for anonymous communication to a sink node using
a randomly chosen subset of available nodes. In the subgraph construction phase, signaling
to set up subgraphs can either rely on cryptography (e.g., create edge, merge edges, split
edges, and destroy edge) or use our proposed protocol in Section 3.3. Once the instruction
is distributed over nodes, data transfer phase uses network coding for traffic shaping to
prevent traffic analysis (i.e., limiting traffic volume on overlay links and nodes). For data
security, we use cryptographic keys for end-to-end encryption.
In this part, we provide analysis of 1) anonymity for families of subgraphs and param-
eters, and 2) congestion arising from traffic shaping constraints. By combining the results
into the joint analysis, we study the tradeoff between the anonymity and congestion. We
consider two types of rectangular subgraphs parameterized by length, width and connectiv-
ity: random subgraph and parallel path subgraph (refer to Fig. 3.18).
For a random subgraph, there are l layers, each of which consists of d nodes. Between
the two consecutive layers, nodes are connected with probability r, subject to the following
constraints. 1) Each node’s in-degree should be at least two {2, . . . , d} so that nontrivial
network coding occurs; 2) Each node’s out-degree should be at least one {1, . . . , d} to avoid
a dead-end. To make the nodes neighboring the source have in-degree at least 2, the source
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Figure 3.18: Family of rectangular subgraphs parameterized by length, width and connec-
tivity. Note that to make the in-degree of source’s neighbors two, random subgraph requires
duplicated source that can be connected by a secure channel (blue dashed bidirectional link).
has to be duplicated (at least 2 sources). As suggested in Section 3.3, a source can use
multiple IP addresses or the duplicated sources share secure channels available between
them. Network coding is carried out over the subgraph. In the random subgraph, only
end-to-end cryptography is used, i.e., there is no cryptographic transformation at each hop.
If one outgoing link is congested, node can shift flow to other outgoing links if available.
More precisely, nodes use “as equal as possible” algorithm to split flows over outgoing links
(refer to Algorithm 3.1 in Section 3.4.3.1).
For comparison purposes, we consider a parallel path subgraph with the same size. In a
parallel path subgraph, there are d parallel paths between the source and the destination,
where each path consists of l nodes. Source transmits the routing instruction messages
using cryptographic tunneling, equivalent to Tor [24] on each path. In the data transfer
phase, cryptographic transformation is used at each hop.
3.4.2 Anonymity
We use an entropy measure for the anonymity performance metric as in Section 3.3, which
quantifies the amount of uncertainty about the source-sink pair identities. This is the
amount of additional information required to identify the source-sink pair. Let A be the
realization of adversarial nodes. We calculate the entropy of (S, T ) conditioned on the
adversary’s knowledge (i.e., the messages received by adversarial nodes and the identities
of nodes that they are connected to) and aim to maximize it (rewriting (3.7)):
H(S, T |A) =
∑
a
P(a)H(S, T |A = a) (3.27)
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Figure 3.19: In addition to the random linear network coding (row operation), each node
performs column operation to the received packets that are preprocessed by the source in
a systematic way.
where P(a) denotes the probability of a particular adversaries realization A = a.
For a parallel path subgraph, the entropy calculation is similar to the calculation in
Section 3.3.2 except for handling the vertex-cut. When it comes to the hop-by-hop encryp-
tion, a vertex-cut does not reveal any further information than a path including it (i.e.,
adversaries do not have a benefit from colluding). To see this, we first show adversaries
that are not connected do not know if they are in the same subgraph. Suppose that nodes
u, v, and w are connected in the order of u→ v → w, where nodes u and w are adversaries.
Although u and w know they are connected to the common neighbor v in the order of
u→ v → w, they cannot conclude that they are in the same subgraph unless they decrypt
the message sent from v to w using v’s secret key, since there are many concurrent sessions
in the network. Therefore, adversarial nodes that are not connected cannot relate their
connections. Accordingly, adversarial nodes in different paths do not know if they serve the
same session so that adversaries in a vertex-cut cannot collude. Therefore, for anonymity,
we calculate the entropy of the longest adversarial path among all adversarial paths.
For a random subgraph where no cryptographic transformation is used at each hop,
we cannot simply assume that the adversaries that are not connected cannot collude. In
the network coding system, the messages of the nodes close to the source and the sink are
more likely to overlap significantly in the subspace. Therefore, by correlating the messages,
adversaries at the end of subgraph surmise they are in the same session, even if they are
not connected. To avoid the vulnerability, we propose a novel and inexpensive technique to
effectively get rid of correlation between the messages.
In the network coding system, relaying nodes linearly combine the received packets with
coefficients randomly chosen from a sufficiently large field (i.e., row operation of the original
message) [40, 48, 50]. In the proposed scheme, before the row operation, relaying nodes in
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Figure 3.20: Adversaries u1, u2, and w that are not connected are hardly able to collude to
conclude that they are in the same subgraph.
each layer performs a column operation with respect to a particular matrix Ai, determined
by the source. Matrix Ai for the i
th layer is instructed by the source in the subgraph
setup phase, and a matrix for one layer is different from the matrices for the other layers
(i.e., the matrix is different hop-by-hop). The source node generates invertible matrices Ai
(i = 1, . . . , l) independently at random, where the elements of a matrix are drawn from some
distribution. In a practical implementation, instead of sending the whole matrix elements
to all nodes in the subgraph, the source sends each random seed to the nodes for efficiency
(cost reduction). Each random seed must produce an invertible random matrix. Using the
random seed, each node can generate corresponding matrix for the column operation. When
the source sends out a message M along a path, it preprocesses the message by multiplying
A−1l A
−1
l−1 · · ·A
−1
2 A
−1
1 . Fig. 3.19 illustrates this scheme. Note that the message in the first
layer (close to the source) MA−1l A
−1
l−1 · · ·A
−1
2 and the message in the last layer (close to to
the sink) M have different subspaces.
We will show how this scheme prevents not-connected adversaries from relating their
connectivity. Suppose that a trusted node v in layer k are connected to adversaries u1, u2,
and w, as illustrated in Fig. 3.20. v receives messages M1 and M2 from u1 and u2, respec-
tively, and sends Mv = c1M1Ak + c2M2Ak to w, where c1 and c2 are random coefficients
from a sufficiently large field, and Ak is the column operation matrix for nodes in layer k.
For adversaries u1, u2, and w to conclude that they are in the same subgraph, they also
need to know Ak. Adversaries try all column operation matrices they possess (Ai, Aj , and
Ak in Fig. 3.20) to match Ak. Therefore, only if adversaries know all of M1, M2, Mv, and
Ak, they can conclude that they serve the same session. However, for adversarial proba-
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bility of interest (p ∈ [0.1, 0.3]), it is unlikely to control all of them so that adversaries are
hardly able to correlate their messages. Note that larger in-degree demands more degree
of freedom for adversaries to control over so as to obfuscate adversaries more, but requires
more duplicated sources, which can be expensive. Hence, we focus on in-degree no less than
2 in this chapter.
Now, by virtue of the proposed scheme, we can assume that adversarial nodes that are
not connected cannot collude effectively and that they do not know if they are serving in the
same subgraph. Furthermore, an adversarial vertex-cut cannot reveal the data or connection
information of downstream network unless they possess all column operation matrices in
the downstream network. This is equivalent to the case when adversaries form a path in the
downstream network. Therefore, a vertex-cut cannot reveal any further information than a
path containing it.
The calculation of entropy is also similar to the calculation provided in Section 3.3.2 with
differences in calculation of P(a) in (3.27) and ignoring the vertex-cut issue. The probability
of adversarial path P(a) depends on the connectivity (i.e., connection probability between
nodes in the consecutive layers). To form a path, each layer should contain at least one
adversarial node and a link exists between a pair of adversaries.
To calculate the probability P(a), we first consider
P (m, l) , Prob [∃a path of length ≥ m in a rectangular network of length l] .
Let xi denote the number of adversarial nodes in layer i. Then, the probability that layer i
contains k adversaries is Pr[xi = k] =
(
d
k
)
pk(1−p)d−k. Let Pr[i ∼ j] denote the probability
to form an adversarial path from layer i to layer j (and Pr[i ≁ j] = 1− Pr[i ∼ j]). Then,
we calculate Pr[i ∼ j] as follows:
Pr[i ∼ j] =
∑
ki,...,kj∈[1, d]
Pr[xi = ki, . . . , xj = kj ]Pr[i ∼ j|xi = ki, . . . , xj = kj ]
=
∑
ki,...,kj∈[1, d]
j∏
m=i
(
d
km
)
pkm(1− p)d−km
j−1∏
l=1
(
1− (1− r)klkl+1
) (3.28)
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Now, we calculate P (m, l) as follows (refer to Fig. 3.7):
P (m, l) = Pr[1 ∼ m] +
m∑
i=2
Pr[(i− 1) ≁ i]Pr[i ∼ (m+ i− 1)]
+
l−m+1∑
j=m+1
(1− P (m, j − 1))Pr[(j − 1) ≁ j]Pr[j ∼ (m+ j − 1)]
(3.29)
For a given l, we calculate P (m, l) for each m ≤ l, recursively, and construct a table of
P (m, l). Then, we can calculate the desired probability as
P(m, l) = Prob [∃a path of length m in a rect. network of length l]
= P (m, l)− P (m+ 1, l)
(3.30)
for m ≤ l − 1. For m = l, P(l, l) = P (l, l).
3.4.3 Congestion
Traffic shaping to prevent traffic analysis limits traffic volume on overlay links/nodes. In
this chapter, we assume that the constraints arising from traffic shaping are given. The
constraints consist of link capacity as well as node out-degree capacity. A link between a
pair of nodes has a capacity. When the flow over a link exceeds its capacity, the sending
node tries to shift flow to other outgoing links if available. Link congestion is measured by
the probability that the flow of a link exceeds its available capacity. On the other hand, if
a node has connections to too many nodes, it can be a fingerprint. Therefore, a node can
reject or drop connections in excess of an appropriate number for the out-degree capacity. If
a node runs out of its out-degree capacity, it first limits the number of connections to other
nodes, and ultimately rejects to serve the following communication sessions. Then, other
nodes ought to serve the sessions, which results in more load on other links. Therefore,
introducing tighter node out-degree capacity induces more link congestion.
We analyze the link congestion for a rectangular subgraph based on extensive simula-
tions using a greedy algorithm (Algorithm 3.2). The details are described in the following
subsection.
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3.4.3.1 Greedy Algorithm to Calculate the Congestion for Random Subgraphs
Due to the exponential number of combinations to analytically calculate the link congestion
probability and accordingly the session congestion probability, we instead calculate them
numerically via random simulations. By the sufficient number of iterations, the numerical
result approaches the actual value very close (e.g., with 10, 000 times of random simulations,
the gap between the actual value and simulation result becomes less than 0.001—proven
via central limit theorem [49]). In this section, we provide a greedy algorithm to calculate
the probability of congestion for random subgraphs.
The input to the algorithm consists of the size of network N = |N |, the number of
sessions S, and the node out-degree capacity ODC, subgraph shape (length l and width
d for a rectangular shape), and connection probability r. In each iteration (itr), we ran-
domly select link capacities for all pairs of nodes in the network from some distribution
C(i, j), ∀(i, j) ∈ N 2 (i 6= j).
In each session (s), a source picks l × d relaying nodes at random from the network
(which have not run out the node out-degree until the session) and tries to send a unit
size of data to the sink anonymously. Within a subgraph, each relaying node selects the
neighbors among d nodes in the adjacent layer at random, according to the connection
probability and node out-degree capacity. Recall that node in-degree (id) must be at least
2 (for nontrivial network coding) and node out-degree (od) must be at least 1 (to avoid a
dead-end). Due to this asymmetry, we first calculate the probability distribution of node
in-degree. The probability of node in-degree (x ≥ 2) is a binomial distribution normalized
by
∑d
x=2 p(x)—excluding the cases of 0 and 1 out-degrees.
P [id = x] =


(
d
x
) rx(1−r)d−x
1−(1−r)d−dr(1−r)d−1
2 ≤ x ≤ d
0 x = 0, 1
(3.31)
Depending on the node in-degree, each node is connected to id nodes in the upstream
neighboring layer at random such that all nodes in the upstream neighboring layer have out-
degree at least 1. Once the connections are determined, nodes in the upstream neighboring
layer confirms their node out-degrees accordingly. If a node out-degree cumulated up to
the current session exceeds ODC, the node adjusts out-degree in the current session such
that the total out-degree equals to ODC and all nodes in the downstream neighboring layer
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Algorithm 3.1 “As equal as possible” algorithm
Input x,Cap, ODC ⊲ |Cap| = ♯neighbors
Output Congestion Flag, Load for each link
Cap(i)← max{Cap(i), 0} ⊲ eligible links only
if
∑
iCap(i) < x then ⊲ insufficient link capacities
Congestion Flag ← 1
Load = Cap+
x−
∑
i Cap(i)
|Cap| ⊲ exceeds capacities
else
while x > 0 do
A ← eligible neighbors s.t. Cap(i) > 0
if min(Cap(A)) < x|A| then
Load(A)← Load(A) + min(Cap(A))
x← x− |A| ×min(Cap(A))
Cap(A)← Cap(A)−min(Cap(A))
else
Load(A)← Load(A) + x|A|
x← 0
Cap(A)← Cap(A)− x|A|
end if
end while
Congestion Flag ← 0
end if
return Load and Congestion Flag
have in-degree at least 2. And the node is excluded from the network so that it does not
serve any following sessions.
After the connections are determined, we calculate the incoming flows to each node.
Each node distributes the incoming flow over the outgoing links using the “as equal as
possible” algorithm (Algorithm 3.1). The input to the algorithm consists of incoming flow x,
vector of available link capacities between the node v and each neighbors Cap(i) = C(v, i)−
(cumulated load until the previous session) (where i is a neighbor of v), and out-degree
capacity ODC. The algorithm outputs the load on each link (to each neighbor) and the
congestion flag showing if any link originating from the node exceeds its capacity.
Once all flows over links are calculated, we check if the subgraph (session) is congested. A
communication session is declared as congested if the session contains at least one link whose
cumulated flow exceeds the link capacity. In a greedy fashion, we consider all communication
sessions in turn, and calculate the fraction of the congested sessions to the number of sessions
that can be served. Note that due to the node out-degree capacity, a node that runs out of
its out-degree is ruled out from the selection for the subgraph construction in the following
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sessions. If there left insufficient number of nodes in the network for subgraph construction,
all the following sessions cannot fulfill the communication between the source and the sink.
Therefore, we keep track the number of sessions that can be supported for given subgraph
shape and parameters.
After the congestion probability is calculated, we repeat the iteration with different link
capacity assignment.
The greedy algorithm is summarized in Algorithm 3.2.
3.4.3.2 Greedy Algorithm to Calculate the Congestion for Parallel Path Sub-
graphs
Congestion for the parallel path subgraph can be obtained using the same greedy algorithm
in Section 3.4.3.1 with simpler settings.
As before, we randomly select link capacities for all pairs of nodes in the network in each
iteration. In each session, a source picks l × d relaying nodes at random from the network
(which have not run out the node out-degree until the session) and tries to send a unit size
of data to the sink anonymously. In the parallel path subgraph, all nodes have in-degree and
out-degree 1. Since the source node has no prior knowledge of link capacity information nor
adversarial nodes realization, it equally distributes load over d paths. Therefore, all nodes
have same amount of incoming and outgoing flows 1/d.
Now, to declare session congested, we check if any link exceeds the link capacity. In a
greedy fashion, we consider all communication sessions in turn, and calculate the fraction
of the congested sessions to the number of sessions that can be served. Then, we repeat the
iteration with different link capacity assignment.
3.4.4 Simulation Results
For given problem parameters (network size N = 100, node out-degree capacity ODC =
{10, 20}, and the fraction of adversarial nodes p = 0.2), we analyze the anonymity and
congestion by controlling subgraph shape (l, d) and subgraph connectivity r = {0.2, 0.4, 0.6}.
For a subgraph shape, we avoid the case of d = 2 that results in a degenerated case.9 Due
to the constraint of (in-degree) ≥ 2, any subgraph with d = 2 has a complete connection
9We also avoid trivial cases of l = 1 and d = 1. For l = 1, all adversaries are connected to source and
sink. On the other hand, d = 1 results in trivial network coding.
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Algorithm 3.2 Greedy algorithm to calculate the probability of congestion
Input S,N , l, d, r, ODC,MAXITR
Output Π , Prob[Congestion]
Π← 0
while itr ≤MAXITR do
N ← |N|
C← RAND(N,N) ⊲ uniform random matrix
for s = 1→ S do ⊲ session index s
N ← |N|
if N < ld then ⊲ insufficient nodes for a subgraph
α← s− 1 ⊲ s− 1 sessions can be served in this iteration
terminate for-loop at session s
else
α← s
Selects ld nodes from N
Each node determines ids from (3.31)
Each node determines ods ⊲ out-degree in s
if
∑s
i=1 odi(n) > ODC for some node n then
ods(n)← ODC
Remove ods(n)−ODC −
∑s−1
i=1 odi(n) links
N ← N \ n ⊲ not appear in session > s
end if
incoming flows to all nodes in layer 1 ← 1/d
for layer = 2→ l do
for all nodes in this layer do
Update incoming flows
Call Algorithm 3.1
→ get link load y and Congest flag
Load← Load+ y ⊲ update link load
C← C− y ⊲ update available capacity
Update the session congestion flag
end for
end for
end if
s← s+ 1
end for
Π←
(
(itr − 1)×Π+ |{s: congested session}|
α
)
/itr
itr ← itr + 1
end while
return Π =Prob[Congestion]
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between the two adjacent layers (i.e., all nodes have in and out-degree 2). Then, adversaries
neighboring sink can identify sink, since they have out-degree 1. Accordingly, the smallest
width in our study is d = 3, for which the incoming flow to each node is 1/3 in average. To
make all nodes able to serve at least one session without exceeding link capacity, we consider
the link capacities at least 1/3. In the simulation, the link capacity is chosen independently
at random from a uniform distribution in [1/3, 1]. In addition, we do not consider too high
connectivity, which also results in a degenerated case—complete connection between the
two adjacent layers. Therefore, we restrict the connectivity to r ≤ 0.6.
Fig. 3.21 illustrates the tradeoff between anonymity and congestion probability for dif-
ferent out-degree capacities, when the subgraph size is fixed ld = 12 (candidate shapes:
(l, d) = {(2, 6), (3, 4), (4, 3)}). Note that the anonymity metric H(S, T |A) is normalized by
the number of all possible combinations for source-sink pair among all trusted nodes in the
network, that is, N(1 − p) (N(1− p)− 1) in average. A wide (large d) and short (small l)
subgraph has good congestion performance but bad anonymity, since the flow is split more
(less load on each link and therefore, good congestion) but it is easy to form an adversarial
path spanning the whole length, revealing the source and sink identities (bad anonymity).
If out-degree capacity is stringent, small number of sessions can be served since the
network runs out of nodes quickly. We observe that for N = 100, subgraph size 12, and
ODC = 10, the smallest number of sessions (among candidates) that run out of available
nodes is 38.25 in average when (l, d, r) = (2, 6, 0.6). Therefore, for fair comparison (all
candidates serve the same number of sessions without running out of nodes), we consider
at most S = 35 in this case to compare the performances of different subgraph shapes and
connectivity (Fig. 3.21(a)). Likewise, for ODC = 20, 73.1 sessions can be served in average
when (l, d, r) = (2, 6, 0.6) so that we set the number of sessions to S = 70 (Fig. 3.21(b)).
One question of interest is how many sessions can be served for given subgraph size
and node out-degree capacity before the exhaustion of available nodes. Table 3.1 shows the
numbers of sessions that can be served by a subgraph size of 18 for ODC = 10 and 20 before
running out of available nodes. For a parallel path subgraph, all nodes have out-degree 1.
Hence, the total out-degree of a node over all sessions is same as the number of sessions
that the node serves. It is proportion to ld/N so that the number of sessions served without
exhaustion is constant regardless of subgraph shape for fixed subgraph size. For a random
subgraph, it is more complicated. For dense connectivity (large r), wide subgraph shape
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Figure 3.21: Comparison for different subgraph shape, connectivity, and out-degree capaci-
ties. (a) The smallest number of sessions (among the candidates) that start running out of
nodes is 38.25 in average from (l, d, r) = (2, 6, 0.6) for ODC = 10. For a fair comparison,
we set S = 35. (b) For ODC = 20, the smallest number of sessions (among the candidates)
is 73.1 in average. For a fair comparison, we set S = 70. In both cases, (l, d, r) = (3, 4, 0.2)
provides good anonymity and congestion at the same time.
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Figure 3.22: To find the best subgraph shape and connectivity, we plot the “envelopes”
from each subgraph size. For ODC = 20, the smallest number of sessions (among the
candidates) that can be served before running out of available nodes is 36.28 in average
from (l, d, r) = (3, 6, 0.6). For a fair comparison, we set S = 35. In this example, the
best subgraph is either (l, d, r) = (3, 4, 0.2), (l, d, r) = (4, 4, 0.2), or (l, d, r) = (4, 3, 0.2)
depending on the relative importance between anonymity and congestion.
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Table 3.1: The number of sessions that can be served until the exhaustion for given subgraph
shape (size of 18), connectivity r, and out-degree capacity ODC = 10 and 20
ODC = 10 (l, d) = (2, 9) (l, d) = (3, 6) (l, d) = (6, 3)
r = 0.2 31.17 30.16 29.85
r = 0.4 24.59 25.78 28.62
r = 0.6 19.59 21.24 27.00
Parallel 54.10 54.10 54.10
1
ODC = 20 (l, d) = (2, 9) (l, d) = (3, 6) (l, d) = (6, 3)
r = 0.2 61.17 58.82 58.66
r = 0.4 47.02 49.83 56.14
r = 0.6 36.28 40.58 52.88
Parallel 109.05 109.05 109.05
(large d) consumes more out-degree in each session, and therefore runs out of available nodes
quickly. For small r, most nodes are forced to have in-degree 2. Accordingly, out-degrees of
nodes concentrate on 2 in average. Note that all nodes neighboring sink have out-degree 1.
Therefore, layers 1 to (l − 1) dominate the exhaustion of available nodes, that is, (l − 1)d
nodes are dominant. Therefore, for small r, the subgraph with larger (l − 1)d runs out of
nodes more quickly (this effect is negligible for large r).
To find the subgraph shape and connectivity that provide the best and well-balanced
anonymity and congestion, we plot the “envelopes” selected from each subgraph size in
Fig. 3.22. For each subgraph size, we obtain the plot of anonymity versus congestion as
in Fig. 3.21. Large entropy and small probability of congestion are preferred so that the
point closest to the upper-left corner is most desirable. To obtain the “envelope”, we select
a point that has shorter distance from the upper-left corner than other neighboring points.
For the fair comparison, we choose the number of session S = 35 as the smallest number of
sessions that can be served until the exhaustion among the candidates.10 For the scenario of
N = 100, S = 35, p = 0.2, and ODC = 20, the best subgraph is either (l, d, r) = (3, 4, 0.2),
(l, d, r) = (4, 4, 0.2), or (l, d, r) = (4, 3, 0.2) depending on the relative importance between
anonymity and congestion.
10Among candidates, (l, d, r) = (3, 6, 0.6) can serve at most 19.59 and 36.28 in average until the exhaustion
for ODC = 10 and ODC = 20, respectively—refer to Table 3.1.
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3.5 Conclusions
In this chapter, we provided a comprehensive study on peer-to-peer anonymous routing
system in two parts: subgraph setup phase and data transfer phase.
For the subgraph construction phase, we have established a problem formulation of
peer-to-peer anonymous routing system without using PKI. We suggested a protocol with
an information theoretic security characterization. Based on the performance metric of en-
tropy measure and the proposed protocol, we have derived a source-sink entropy for a given
adversarial observation in a rectangular network and examined the effect of varying net-
work parameters on the performance metric. We also provide a mechanism to find optimal
network parameters for a given problem setting (network size, subgraph size, and compro-
mising probability). Furthermore, we analyze the effect of randomizing the subgraph length
and show that the randomization improves the performance and resource usage at the same
time. For a hidden service, we consider the reverse (feedback) path scenario, for which we
suggest a simple reverse path construction method. Our study includes overhead compar-
ison with other strategy using PKI and discussion for applications. Last but not least, we
consider some important practical issues in implementation of our suggested protocol.
For the data transfer phase, we use network coding to hide the identities of communicat-
ing parties and less relies on cryptographic keys. Each source node constructs a subgraph to
communicate with the sink node anonymously by randomly selecting a subset of available
nodes. Furthermore, to hinder traffic analysis by adversaries, we use traffic shaping that
limits traffic volume on overlay links and nodes. With these settings, we studied anonymity
performance and congestion arising from the traffic shaping constraints in the family of
rectangular subgraphs parameterized by length, width, and connectivity. The joint analysis
of anonymity and congestion shows the tradeoff and suggests a good subgraph shape and
connectivity.
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Chapter 4
Robust Network Coding Subgraph
Construction under Uncertainty
In this chapter, we study the problem of network construction under uncertainty about
link loss rates. For scenarios with uncertainty, we provide a robust optimization-based
formulation to construct a single subgraph that works relatively well across all scenarios.
We show that this problem is coNP-hard in general for both objectives: minimizing cost of
subgraph construction and maximizing throughput given a cost constraint. Our approach
finds an approximate solution by introducing path constraints that result in a polynomial
time-solvable solution, and outperforms the previous approaches in terms of performance
and stability.
4.1 Introduction
In addition to network throughput benefits, network coding can provide robustness to
uncertain communication links and uncertain network topologies [30]. In this chapter,
we consider the problem of network coding subgraph construction that is robust against
uncertainty about link loss rates. For a given set of scenarios specified by an uncertainty
set of link loss rates, the goal is to construct a single subgraph that works relatively well
across all scenarios. To achieve the goal, an optimization problem with unknown variables
is considered. In such problems, the most developed approaches are worst-case analysis
and stochastic optimization. Unfortunately, scenario-based stochastic optimization cannot
be used unless the uncertainty is probabilistic. On the other hand, worst-case analysis
The work in this chapter was presented at the 42nd Asilomar Conference on Signals, Systems and
Computers [13].
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generally results in an unnecessarily conservative solution. In this chapter, we follow the
robust optimization approach of optimizing the worst-case performance introduced in [7].
Recently, robust optimization research has concentrated on robust convex optimization
(including linear optimization). Robust optimization has been applied to a number of net-
work optimization problems. Applegate et al. suggested a robust routing which guarantees
a nearly optimal utilization of a network against uncertain traffic demands [4]. Mudchana-
tongsuk et al. showed that the network optimization problem with demand uncertainty can
be solved in polynomial time if additional path constraints are imposed [57]. Ordo´n˜ez et al.
provided conditions for demand and cost uncertainty sets to make the network optimization
problem tractable [61]. In contrast to those polynomial time-solvable problems, Atamtu¨rk et
al. showed that a two-stage robust optimization for a multicommodity network flow and
design problem with discrete design variables under demand uncertainty is NP-hard [5].
Chekuri et al. proved coNP-hardness of the single-source robust network design problem
under demand uncertainty [17], which we state precisely in Section 4.4.
Many of the robust optimization problems in the literature of networking have considered
uncertainty about demand or link cost. In contrast, we focus on uncertainty about link
status—link loss rates (or, interchangeably, link success probabilities)—in this chapter. The
contribution of this research is as follows: we prove the coNP-hardness of the problem for
objectives of minimizing cost and maximizing throughput; we also provide a polynomial-
time solvable problem formulation by introducing path constraints that approximate the
problem.
4.2 Background on Robust Optimization
Robust optimization is a field of optimization theory that deals with uncertainty in variables
and constraints. Robust optimization has been studied in parallel with operation research,
control theory, and economics since the establishment of modern control theory in the 1950s.
In an optimization problem with unknown variables, the most developed approaches are
worst-case analysis, stochastic optimization, and deterministic optimization with sensitivity
analysis.
The worst case analysis dates back to Wald’s maximin model [76–78]. This is a non-
probabilistic model for which the best decision provides a worst outcome at least as good
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as any other decisions’ worst outcome.
max
x∈X
min
u∈U(x)
f(x, u)
⇔ max
x∈X,v∈R
{v : v ≤ f(x, u), ∀u ∈ U(x)}
(4.1)
where x is a decision variable in the decision space X, and U(x) is the set of possible
values of u associated with x. Equation (4.1) provides the best worst-case solution over all
possible values of u. However, the worst case analysis sometimes results in more conservative
solutions.
Stochastic optimization relies on the probability distribution functions of the uncertain
variables and quantifies the realization of the probabilistic variables [74]. Therefore, the
scenario-based stochastic optimization approach cannot be used unless the uncertainty is
probabilistic and the probability distribution functions are known.
The last approach is to simply ignore the uncertainty. The uncertain variables are
replaced by some nominal values and the optimization problem is solved. Then, sensitivity
analysis is used to measure the solution’s vulnerability to uncertainty. This method is
meaningful if the perturbation of the uncertain variables is within the stability conditions.
In this chapter, we focus on robust convex optimization (e.g., [7, 26]). First, we start
with a single-stage robust optimization1 (called the Robust Counterpart (RC) problem).
We follow the notation introduced in [7]. Consider the following optimization problem:
min
x∈Rn
f(x, u)
subject to F (x, u) ∈ K ⊆ Rl
(4.2)
where x ∈ Rn is a decision vector and u ∈ Rm is the data element of the problem. The
dimensions of vectors x and u, the mappings f(·, ·), F (·, ·), and the convex cone K are given
structures of the problem. In (4.2), the uncertainty set U ⊂ Rm is given, but we do not have
perfect knowledge of u. The choice of a variable x is made before the actual realization of
the uncertain data u becomes known. The constraint F (x, u) ∈ K must be satisfied for all
1The origin of the name comes from all decision variables being determined in one stage before the actual
realization of the uncertain data becomes known. It becomes clearer when it is compared to the two-stage
optimization in the following paragraph.
98
realizations of u (i.e., F (x, u) ∈ K, ∀u ∈ U). To ensure the best possible guaranteed value,
we have the following optimization problem, which is the same as (4.1):
min
x∈Rn
sup
u∈U
f(x, u)
subject to F (x, u) ∈ K ⊆ Rl, ∀u ∈ U
(4.3)
The solution of (4.3) is called a robust optimal solution to the uncertain optimization prob-
lem (4.2). In addition, (4.3) is called a robust counterpart of (4.2). Note that (4.3) is a
semi-infinite optimization problem, and hence cannot be efficiently solved in general. There-
fore, many research results have been proposed to convert the robust counterpart problem to
a convex optimization problem for which well-known optimization techniques can be applied
such as interior point methods [44, 60] and other convex optimization techniques [8].
In some particular scenarios of a robust optimization, the optimization variables can
be partitioned into two sets: those that are determined before the realization of uncertain
parameters and those that are determined after the realization. The first part is called non-
adjustable variables and the latter part is called adjustable variables. This type of uncertain
optimization problem is a two-stage optimization problem (called the Adjustable Robust
Counterpart (ARC) problem [6, 61]). For the single-stage optimization, decision variables
become feasible only if they satisfy the constraints for all realizations of the uncertain
variables. However, for the two-stage optimization, the treatment of adjustable variables
provides more flexible solutions. Accordingly, since ARC has a larger robust feasible set,
ARC is less conservative than the usual RC and therefore the solution for ARC is at least as
good as the one for RC. However, a two-stage optimization increases the problem complexity
significantly. For example, while the RC of an uncertain linear program is computationally
tractable, this is not the case for ARC. It is known that the ARC problem of a linear
program with polyhedral uncertainty set is NP-hard in general [38].
To solve the ARC tractably, the Affinely Adjustable Robust Counterpart (AARC) is
proposed in [6]. In AARC, the adjustable variables are assumed to be affine functions
of the uncertain data. AARC provides a tractable convex optimization problem solution
(e.g., linear program and semi-definite program) in some important scenarios, and a tight
approximate solution for the other cases. In this chapter, we take advantage of robust
convex optimization techniques such as ARC and AARC.
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4.3 Network Model and Problem Formulation
We consider a directed graph G = (N , E) where N is the set of nodes and E is the set of
links (arcs). m = |N | is the number of nodes and n = |E| is the number of links. To simplify
the problem, we consider a network coding problem with a single source node and a single
sink node, where network coding provides a robustness benefit.
For performance metrics, we have two different objective functions: minimizing cost
of subgraph construction and maximizing throughput for a given cost constraint. For the
former problem, we want to find a min-cost network coding subgraph that satisfies a demand
requirement for the sink node. For the latter problem, we want to find a max-throughput
network coding subgraph that satisfies a cost constraint on the chosen subgraph.
We denote by Pij the set of simple paths from node i to node j (P :=
⋃
ij Pij). We use
c and cap for a given path cost vector and link capacity vector, respectively. Variable bgt
is the budget for subgraph construction when the objective function is the throughput of
network, and D is the demand required for the sink node when the objective function is
the cost of subgraph construction. We introduce a budget, bgt, and a demand, D, to avoid
trivial solutions such as flooding and zero flow, respectively.
We have the following uncertainty and decision variables:
• Uncertainty: w (vector of path success probabilities) taking values in an uncertainty
set W
• Optimization variables:
– k (network coding subgraph; kp is the maximum feasible flow on path p ∈ P)
determined prior to the realization of the path success probabilities.
– h (vector of actual path flows; hp is the flow along the subgraph, kp, in the
presence of path loss rates, i.e., hp ≤ kpwp, ∀p ∈ P) determined after the
realization of the path success probabilities.
The result is a two-stage optimization problem called the ARC problem [6, 61]. This
formulation fully captures the robustness properties of network coding. Since the actual flow
is determined after the realization of path success rates, network coding intrinsically exploits
the best routes for the actual flow within the capacity constraints from the predetermined
subgraph. In contrast, a single-stage robust optimization called the RC problem [7] would
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require fixing a flow h feasible under any realization of the link qualities, resulting in a
much more conservative solution. Since ARC has a larger robust feasible set, the solution
for ARC is at least as good as the one for RC. However, a two-stage optimization increases
the problem complexity significantly. It is known that the ARC problem of a linear program
with polyhedral uncertainty set is NP-hard in general [38]. We investigate the tractability
of this problem in the next section.
4.4 Hardness of Robust Subgraph Selection
4.4.1 Min-Cost Criterion
The robust minimum cost subgraph selection problem with the demand requirement in
terms of path flows is as follows:
min
k
∑
p∈P
cpkp
s.t.
∑
p∈P:l∈p
kp ≤ cap(l), ∀l ∈ E
for all w ∈W, ∃h :

 hp ≤ kpwp, ∀p ∈ P∑
p∈P hp ≥ D
(4.4)
Note that any network flow problem can be formulated using path and cycle flows and
vice versa [2, Theorem 3.5]. Thus, we can find the corresponding link formulation as follows.
If d is a scalar for the demand, then we can write a supply-demand vector as d(es − et),
where es, et are canonical vectors for source and sink, respectively. Let N denote a node-arc
incidence matrix [2]. Note that all variables with tildes are arc-flow variables and W˜ is the
uncertainty set for the link success probabilities. Then, the corresponding link formulation
is as follows:
min
k˜
∑
l∈E
c˜(l)k˜(l)
s.t. 0 ≤ k˜(l) ≤ cap(l), ∀l ∈ E
for all w˜ ∈ W˜ , ∃h˜, d :


h˜(l) ≤ k˜(l)w˜(l), ∀l ∈ E
N · h˜ = d(es − et)
d ≥ D
(4.5)
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We consider hardness of (4.4) and (4.5) under polyhedral uncertainty sets for path suc-
cess probabilitiesW and link success probabilities W˜ , respectively. We show the complexity
of this problem by reduction from the single-source robust network design problem under de-
mand uncertainty, which is known to be coNP-hard for undirected and directed graphs [17].
An instance of the latter is defined by a given graph G = (N , E), a link cost vector c, a
single source node s ∈ N and a convex polyhedral set D of demand matrices such that for
each D ∈ D, the demanded flow Dij from node i to node j is zero for non-source nodes
i 6= s. The objective is to find the least cost vector of link capacity reservations u sufficient
to support a multi-commodity fractional routing for each demand matrix in D, i.e.,
min
u
∑
l
c(l)u(l)
s.t. for all D ∈ D, ∃f satisfying

∑
p∈Pij
fp = Dij , ∀ i, j ∈ N∑
ij
∑
p∈Pij :l∈p
fp ≤ u(l), ∀ l ∈ E
(4.6)
where f is a vector specifying the flow fp on each path p. Note that the routing may change
for different demand matrices—thus, it is not a path-constrained problem. We will show
that an instance of our problem (4.5) is equivalent to Fig. 4.1 (a).
Theorem 4.1. The robust minimum cost subgraph selection problems (4.4) and (4.5) are
coNP-hard for polyhedral uncertainty sets W and W˜ , respectively.
Proof. Note that for the robust network design problem (4.6), if each demand matrix in D
is scaled by a constant factor, then the optimal link capacity reservation vector u is scaled
by the same factor. Thus without loss of generality, we consider an instance H of problem
(4.6) with graph G = (N , E), source s and convex polyhedral set D of demand matrices
such that
∑
ij Dij < 1 ∀ D ∈ D, illustrated in Fig. 4.1 (a).
From this we obtain an instance H ′ of the robust minimum cost subgraph selection
problem (4.5), illustrated in Fig. 4.1 (b), as follows. We add to network G an additional
node t; s and t are the source and sink nodes, respectively. We introduce an additional link
li of capacity 1, cost 0 and success probability wit from each node i ∈ N to t. The vector
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w of success probabilities wit lies in the uncertainty set
wst = 1−
∑
i,j Dij
wit = Dsi ∀ i 6= s
D ∈ D
(4.7)
which is a convex polyhedral set. The links in E have success probability 1 and no capacity
constraints. The demanded s− t flow is 1. This requires the solution to have k˜(li) = 1 and,
for each D ∈ D, there must exist a multicommodity flow h˜ of size Dsi from s to each other
node i ∈ N satisfying h˜(l) ≤ k˜(l). Thus, an optimal solution for the robust minimum cost
subgraph selection problem also solves the single-source robust network design problem.
Note that since no s − t path contains more than one of the uncertain links, (4.7) also
corresponds to a polyhedral uncertainty set in terms of path success probabilities: all paths
through link li (i 6= s, i ∈ N ) have path success probability Dsi, and the path through the
link (s, t) has path success probability 1−
∑
i,j Dij . Then by using the same proof, the path
formulation (4.4) is also coNP-hard. This completes the proof.
4.4.2 Max-Throughput Criterion
The path formulation for the robust maximum throughput subgraph selection problem with
the cost constraint is as follows:
max
k,h
∑
p∈P
hp
s.t.
∑
p∈P:l∈p
kp ≤ cap(l), ∀l ∈ E
cT · k ≤ bgt
for all w ∈W, ∃h : hp ≤ kpwp, ∀p ∈ P
(4.8)
Much like the min-cost problem, we can formulate the corresponding link formulation
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as follows:
max
k˜
d
s.t. 0 ≤ k˜(l) ≤ cap(l), ∀l ∈ E∑
l
c˜(l)k˜(l) ≤ bgt
for all w˜ ∈ W˜ , ∃h, d :

 h˜(l) ≤ k˜(l)w˜(l), ∀l ∈ EN · h˜ = d(es − et)
(4.9)
The link formulation corresponding to (4.9) can be found similarly. Now, we prove
coNP-hardness of the max-flow subgraph selection problem.
Theorem 4.2. The robust maximum flow subgraph selection problems (4.8) and (4.9) are
coNP-hard for polyhedral uncertainty sets W and W˜ , respectively.
Proof. We consider an instance H of problem (4.6) with graph G = (N , E), source s and
convex polyhedral set D of demand matrices such that
∑
ij Dij < 1 ∀ D ∈ D, and construct
the instance H ′ of problem (4.5) exactly as in the proof of Theorem 4.1. Let C be the
optimal cost of H.
From H ′ we construct an instance of problem (4.9) as follows. We add another link l′
from s to t that has cost c′ > nmaxl∈E c(l), success probability 1 and no capacity constraint,
and set bgt > C. The optimal solution has k(l′) = (bgt−C)/c′, and contains a solution forH.
Similarly to the min-cost problem, the max-flow problem (4.8) with polyhedral uncertainty
for path success probabilities can also be shown to be coNP-hard. This completes the
proof.
4.5 Path Formulation
Now we consider the introduction of path constraints to the network optimization problem.
Under these constraints the problem becomes polynomial time-solvable. In this section, we
describe the approximate solution for the max-throughput problem only. The approximate
solution for the min-cost problem is analogous.
We introduce a path constraint, hp = kpwp, to replace the last equation in (4.8): the
actual flow is an affine function of the uncertainty (called the AARC [6]). Thus, it becomes
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Figure 4.2: One instance of robust maximum flow subgraph construction problem. All
graph parameters are same as in Fig. 4.1 (b), except for an additional link (with no link
uncertainty) between the source and the sink node.
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an approximate problem. Now we can replace
∑
p∈P hp with
∑
p∈P kpwp and formulate a
maxk−minw problem as follows:
max
k
min
w
∑
p∈P
kpwp
s.t.
∑
p∈P:l∈p
kp ≤ cap(l), ∀l ∈ E
cT · k ≤ bgt
w ∈W
(4.10)
By using duality of the minimization problem, we can combine the minimization problem
with the maximization problem. If W is a convex polyhedron set, then the combined
problem becomes a single linear program (LP). Let zROS and kROS denote the optimum
objective value (Max-throughput) and the optimum subgraph, respectively. Then
zROS = max
k,r,λ,µ
r
s.t.
∑
p∈P:l∈p
kp ≤ cap(l), ∀l ∈ E
cT · k ≤ bgt
− λT · g − µT · geq ≥ r
k+HT · λ+HTeq · µ ≥ 0
k, λ  0, r ≥ 0
(4.11)
Therefore, for a case with tractable problem size where we have a polyhedral uncertainty
set for path success probabilities, we can solve this problem by using any efficient LP solving
algorithm such as Interior-Point method [44]. Although we have a single LP formulation,
however, the problem size, particularly the number of paths, grows exponentially in the
size of the network in general. Therefore, for a large network, LP formulation (4.11) can
be intractable due to the enormous problem size. In such a case, we speculate that we may
use the column generation approach [2], but we have not proved its application.
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Figure 4.3: Example networks
4.6 Evaluations for Path Formulation
In this section, we evaluate the performance of the path formulation in four simple network
examples shown in Fig. 4.3. We compare the two-stage robust optimization with the non-
robust optimization in terms of the worst-case performance. For simplicity, we consider a
box uncertainty set with a linear equality constraint:
W = {w : ai ≤ wi ≤ bi, ∀i ∈ P, Heq ·w = geq}
Each path has a nominal path success probability, wi = (ai + bi)/2, with variations around
the nominal value; in addition, the equality constraint, Heq ·w = geq, satisfied by nominal
values as well, is introduced to avoid a trivial solution. Furthermore, the equality constraint
normalizes the max-flow over the uncertain scenarios.
4.6.1 Deterministic Case with Nominal Values
First, we consider the deterministic case with nominal values for uncertain path suc-
cess probabilities, w. Let zDTM and kDTM denote the optimum objective value (max-
throughput) and the optimum subgraph, k, respectively.
zDTM = max
k
∑
p∈P
kpwp
s.t.
∑
p∈P:l∈p
kp ≤ cap(l), ∀l ∈ E
cT · k ≤ I
(4.12)
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Note that this method corresponds to a single-stage non-robust optimization strategy.
4.6.2 Maximum Flow with Given Subgraph
To make the problem (4.8) tractable, we assumed that the second stage variables, h, are
affine functions of the uncertainty, (i.e., hp = wphp), but in reality, the second stage variables
can change arbitrarily. Therefore, we can evaluate the max-flow for a given subgraph
with arbitrarily chosen second stage variables. To evaluate the approximate solution, we
compare the worst-case performances (max-flow) for given subgraphs. We can formulate an
optimization problem for the worst-case performance with a new capacity bound, ul(S,w),
the usage of link l of a subgraph S as follows:
zWC(S) = min
w∈W
max
h
∑
p∈P
hp
s.t.
∑
p∈P:e∈p
hp ≤ ul(S,w), ∀l ∈ E
(4.13)
where ul(S,w) can be found as follows:
ul(kROS ,w) ,
∑
p∈P:l∈p kROSpwp from (4.11)
ul(kDTM ,w) ,
∑
p∈P:l∈p kDTMpwp from (4.12)
However, when we reduce (4.13) into one single optimization problem, the inequality
constraint results in minimizing a non-convex quadratic function, which is NP-hard in gen-
eral. Therefore, instead, we generate 5,000 random samples for path success probabilities
uniformly from a given uncertainty set W and compare the minimum values among them.
Using this random simulation, we compare the robust optimization solution and the deter-
ministic solution in terms of the worst-case performance in the network examples, shown in
Fig. 4.3.
4.6.3 Results
From the simulation, we observe that the robust optimization solution results in better
performance than the non-robust optimization in terms of worst-case performance over
90% of times. The performance gain of the robust optimization solution against the non-
robust strategy is around 10% for all examples. In addition, the robust optimization solution
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Table 4.1: Frequency when kROS provides better worst-case performance than kDTM (Total
200 random trials)
Network zWC(kROS) ≥ zWC(kDTM ) Avr. Perf. Gain
1 95% 12.3%
2 97% 8.7%
3 97.5% 38.3%
4 98% 11.8%
Table 4.2: Comparison of Problems Tractability
Uncertainty Routing (Fixed Paths) Network Coding
Demands P [4, 57] coNP-hard [17]
Links P coNP-hard
provides more stable outputs whereas the deterministic solution sometimes results in poor
performance.
Recall that the path constraint that is introduced to make the problem tractable results
in an approximation of the original problem. So, the worst-case max-flow for a robust
optimization solution without path constraints is always at least as good as the solution
with path constraints, i.e., zWC(kROS) ≥ zROS always holds.
The simulation results are summarized in Table 4.1 and Fig. 4.4.
4.7 Conclusions
We have described the problem of network coding subgraph construction in networks where
there is uncertainty about link success probabilities. We formulated the problem using
the best worst-case guaranteed robust optimization technique. However, we proved that
the problem is coNP-hard for the min-cost objective and the max-throughput objective.
Accordingly, we suggested a tractable approximate solution using path constraints. The
tractability of network optimization problems with different problem formulations and dif-
ferent uncertainties is summarized in Table 4.2.
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Figure 4.4: Worst-case of robust optimization solution (ROS) versus worst-case of determin-
istic solution (DTM). For all network examples, more dots are located in the lower triangle,
meaning zWC(kROS) ≥ zWC(kDTM ).
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Chapter 5
Coding for Prioritized
Communication
In this chapter, we study prioritized communication on a simple network topology that con-
sists of the source and destination pair connected by multiple parallel links, each of which
is subject to uncertain availability. We provide an optimal solution to maximize a payoff
that assigns weights based on the worth of data and the probability of successful trans-
mission. Ideally, the choice of what information to send over the various links will provide
protection of high value data when very few links are available, yet result in communication
of significant additional data when most links are available. Our approach applies a linear
programming formulation to find the optimal timesharing strategy among a given set of
simple inter-link codes.
5.1 Introduction
When communicating through a noisy one-way communication link, it is well known that it
is often practical to achieve a high level of reliability by protecting the communicated data
with error-correcting codes, provided the attempted data rate is not too high. However, sup-
pose that with some probability the communications link may fail. Clearly, error-correcting
codes are of no use in protecting against this type of link failure. When there are multiple
unreliable links, the communicated data can be protected, at least to some extent, with
error-correcting codes applied between the links. For example, if there are three links and
identical data is sent on all links (a simple repetition code), then the data is protected
The work in this chapter was presented at the 44th Annual Conference on Information Sciences and
Systems (CISS) [15].
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against failure of any two links.
More generally, we want to send multiple messages of varying worth (or priorities) from
one point to another in a network that contains unreliable links. Ideally, we would want
to achieve the maximum available throughput at all times, in a way that: (1) protects
higher-value data, and (2) does not require prior knowledge of the network state. Roughly
speaking, we would like to provide protection of higher-value data when a large fraction of
the links in a network are unavailable, and to achieve transmission of significant additional
data when most links are working properly.
For simplicity, we restrict our attention to one simple type of network: a single source
node and a single destination node connected by parallel unreliable links. Each link is either
available for the entire duration of the communication attempt or totally unavailable during
the communication. Specifically,
• a given link fails with some known probability; otherwise the link provides reliable
communications with a known capacity;
• link failures are independent;
• the sender does not know the status of the links;
• there are messages to be sent, and the messages have known worths (i.e., priorities or
values) and sizes;
• the worth of a partial message is proportional to its size (i.e., partial credit is given
for partial messages); and
• the payoff of a given link usage strategy is the expected total value of the messages
successfully decoded.
This network topology is used as a simplified model for studying scenarios like the
one shown in Fig. 5.1. Consider a rover on Mars. In a given period of time, the rover can
communicate to Earth in three ways: a direct-to-Earth link and two different relays through
spacecraft orbiting Mars. It is assumed that these links have independent and non-negligible
outage probabilities. It is also assumed that the resources (e.g., time and power) needed to
utilize these links are small, so that the rover should always attempt to send information
through all three routes. Given a list of messages and the values, we would like to find the
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Mars Orbiter
60 Mbits per pass
40 Mbits per pass
Low gain antenna, UHF
High gain antenna, X band
Ground Station
Mars Orbiter
60 Mbits per pass
Figure 5.1: Possible application: a rover on Mars attempts to communicate to Earth by
three independent paths.
best combination of messages to send over the three links. Note that the separate links do
not have to be used simultaneously to fit our model. In fact, it is possible to use our model
to represent a single link used at different times, provided that outage events are reasonably
modeled as independent random variables.
We will present the model as though a given link capacity indicates the maximum
amount of data that can be transmitted through the link (if it is up) during the communi-
cation attempt, and message sizes are also amounts of data on the same scale. Thus in a
sense the communication attempt is an one-shot action. However, it would be equally valid
to regard both capacities and message sizes as representing data rates in bits per unit time.
From this viewpoint the model would pertain to communication for an indefinite period of
time, during which it is not possible to inform the sender which links are working.
Communication strategies for our model involve timesharing among relatively simple
inter-link codes. Given a collection of candidate inter-link codes, the optimal timesharing
proportions can be determined using linear programming. However, it appears to be difficult
to determine the set of all “useful” inter-link codes for a given number of messages and
links. We discuss this problem and describe an algorithm that can assist in determining all
potentially useful inter-link codes that use a subset of the links and use these links equally,
for a given number of messages and links.
In most communications scenarios previously studied, one is either interested in achiev-
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ing arbitrarily small loss or error rates (in theoretical studies), or merely very small loss or
error rates (in practical systems). The communication model described here is conceptually
different in that it need not deal with small loss rates. Under our model, we accept that
losses will occur and we measure performance in terms of the messages successfully commu-
nicated. This model may be appropriate for, say, a spacecraft that is capable of gathering
much more information than it can transmit to Earth.
Our simple network topology is a special case of a network coding problem. Most previ-
ously considered network coding problems fall into one of two categories: either they seek to
maximize (a constant) throughput in a fixed network, or they seek robust communication
at a constant rate in an unreliable network. Our model differs from both of these in that
the throughput will depend on the network state even though a fixed coding scheme is used.
Indeed, even though we only need codes for correcting erasures and are primarily con-
cerned with short block lengths, our particular model appears to make investigation of
useful codes challenging. Not only are we interested in recovery of partial information when
the whole codeword cannot be recovered, but the different codeword positions correspond
to different links, and thus can have different erasure probabilities.
5.1.1 Related Work
One somewhat related investigation of note is the Priority Encoding Transmission (PET)
scheme of Albanese et al. [3]. Also of note is the extension of Silva and Kschischang [73]
which shows how PET can be used in a network coding system. Like our model, the
PET model includes a number of messages to be transmitted, and each message has an
associated priority. Transmitted packets may be lost, but a given message can be recovered
if a sufficient fraction of packets arrive successfully, where the fraction depends on the
message’s priority. One key difference between our model and the PET model is that
under the PET model, there can be a large number of packets that may be received or
lost independently, while under our model all packets sent on a given link are either lost
or successfully received together, and there are a small number of different links. Our
model includes outage probabilities, while under PET the only concern is the fraction of
packets successfully received. Under PET all information is protected with (possibly trivial)
maximum distance separable (MDS) codes. Under our model MDS codes may be used, but
the natural way to use them would be to put different symbols on different links. When
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used this way the blocks lengths would never need to be larger than the number of links.
Furthermore, we are concerned with partial decoding of codes, and this turns out to imply
that non-MDS codes can be useful.
If the link capacities are all equal, then under our model one could regard the union of
the parallel links as a single channel with an unknown state. One symbol for this channel
would be a vector consisting of one symbol for each link. (This idea could also be extended
to accommodate differing link capacities.) This channel now fits the assumptions of a
compound channel [21], but since all links might be down, the usual compound channel
capacity (the maximum guaranteed throughput) would be zero.
The model of a channel with an unknown state is also related to the broadcast channel
model [20], where each channel state corresponds to a separate “receiver”. The broadcast
channel model is closely related to the unequal error protection model (see, e.g., [10]), which
includes the concept of differing data worths. As a broadcast channel, with N parallel links
our model would have 2N − 1 receivers (disregarding the state where all links are down).
Thus even for small N it appears to be unwieldy to apply general broadcast channel results
to our model.
5.1.2 Preliminaries
Let N be the number of parallel links. For i ∈ {1, . . . , N}, link i has capacity ci and outage
probability pi (equivalently, success probability p¯i = 1 − pi). Let M be the number of
messages. For j ∈ {1, . . . ,M}, message j has size sj and worth per unit size πj . The units
of the link capacities and message sizes are arbitrary (but are the same for all links and
messages).
Informally, for each link i, the sender sends a stream of data that is a function of the
M messages and that is not larger than the link capacity ci. The function can depend
on all of the model parameters above. The receiver successfully receives the data on some
subset of the links; this subset is known to the receiver. The receiver reconstructs the
original messages to the extent possible from the data received. Let Rj be a random
variable indicating how many size units of message j are recovered. The payoff from a
communication attempt is the sum
∑M
j=1Rjπj . The payoff from a communication strategy
is the expected value of this quantity.
It is implicit in this model that the message sizes are large and thus the messages
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can be split into pieces closely approximating any given fraction. It is possible to more
formally describe the space of communication strategies using codes on discrete alphabets
and allowing limiting cases as the unit size becomes large; we stick with the above model
for simplicity.
5.2 Optimization with Linear Programming
The assumptions of our model allow us to partition the messages into pieces and combine
the pieces with inter-link codes. Essentially this amounts to timesharing among different
codes. Given a list of candidate codes, we can determine how to optimally timeshare among
them using linear programming.
Thus “simple” candidate codes form the building blocks of a communications strategy.
For convenience in presenting examples, we introduce an informal concise notation for de-
scribing candidate codes. We describe this notation with examples. Consider the case of
three links and two messages (N = 3 and M = 2). We label the messages A and B. One
possible code consists of sending a portion of message A on all three links; we represent
this code by (A,A,A). Similarly, a code could consist of sending a portion of message B
on links 1 and 3; we represent this code by (B,−, B). Another possible code consists of
sending the same portion of message A on link 1, an equal-sized portion of message B on
link 2, and the bitwise exclusive-or of these same portions on link 3; we represent this code
by (A,B,A + B), where the notation A + B symbolizes addition in a finite field. A code
can also use two different portions of the same message, as in (A1, A2, A1 + A2). Codes
such as (A,A,B) that can be obtained by timesharing simpler codes (here by equal parts
of (A,A,−) and (−,−, B)) do not need to be considered as candidate codes. Although this
code notation is useful, we remark that it is not adequate to describe all possible codes.
We assume that the message sizes and message worths are all given. We also assume that
the link capacities and outage probabilities are given. Suppose our list of codes contains nc
codes. Our objective is to find a column vector z = [z1, . . . , znc ]
T that describes how much
we use each code.
The codes are described with an N ×nc matrix K that tells how much the codes use the
links, an M × nc matrix L that tells the message content of the codes, and an nc element
column vector v that gives the expected payoffs from the codes.
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More specifically, in K = [κi,k] the entry κi,k is the usage of link i by one unit of code
k. In L = [ℓj,k] the entry ℓj,k is the amount of message j sent with one unit of code k. In
v = [v1, . . . , vnc ]
T , the entry vk is the payoff (in expected received value) from one unit of
code k; vk is a function of the message worths and the link outage probabilities as well as
of the properties of code k.
Observe that each code is described by an entry in v and a column in each of K and L.
As an example, consider the codes (A,B,A+B) and (A1, A2, A1 +A2) for the case of two
messages and three links. We can describe (A,B,A+B) by the columns (1, 1, 1) and (1, 1)
in K and L, respectively. Note that the unit size is arbitrary here; scaling both columns by
an arbitrary factor describes the same code. The entry in v would need to be scaled by the
same factor. The code (A1, A2, A1 +A2) can be described by (1, 1, 1) and (2, 0).
With link capacity list c = (c1, . . . , cN )
T and message size list s = (s1, . . . , sM )
T , the
optimal code usage vector z can be determined via the following linear program:
find z to maximize vT z
subject to Kz ≤ c
Lz ≤ s
z ≥ 0.
(5.1)
As a concrete example, consider the case of 2 messages and 3 parallel links, with the
following list of 17 codes:
{(A,−,−), (−, A,−), (−,−, A), (A,A,−), (A,−, A),
(A,A,−), (A,A,A), (A1, A2, A1 +A2), (B,−,−),
(−, B,−), (−,−, B), (B,B,−), (B,−, B), (B,B,−),
(B,B,B), (B1, B2, B1 +B2), (A,B,A+B)}
Note that we have assumed the links are indexed so that p1 ≤ · · · ≤ pN (decreasing
reliability) and that the messages are indexed in order of decreasing value (per unit size),
π1 ≥ · · · ≥ πM . With these assumptions, we do not need to consider any other permutations
of symbols in the codes (A1, A2, A1+A2), (B1, B2, B1+B2), and (A,B,A+B); for example,
the code (A,B,A+B) is always at least as good as (B,A+B,A) by symmetry.
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For this list of codes we have the following constants K, L, and v:
K =


1 0 0 1 1 0 1 12 1 0 0 1 1 0 1
1
2 1
0 1 0 1 0 1 1 12 0 1 0 1 0 1 1
1
2 1
0 0 1 0 1 1 1 12 0 0 1 0 1 1 1
1
2 1


L =

 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1


v :


[v1, v9] = [πA, πB] p¯1
[v2, v10] = [πA, πB] p¯2
[v3, v11] = [πA, πB] p¯3
[v4, v12] = [πA, πB] (p¯1 + p¯2 − p¯1p¯2)
[v5, v13] = [πA, πB] (p¯1 + p¯3 − p¯1p¯3)
[v6, v14] = [πA, πB] (p¯2 + p¯3 − p¯2p¯3)
[v7, v15] = [πA, πB] (p¯1 + p¯2 + p¯3 − p¯1p¯2 − p¯1p¯3 − p¯2p¯3 + p¯1p¯2p¯3)
[v8, v16] = [πA, πB] (0.5p¯1(1− p¯2)(1− p¯3) + 0.5p¯2(1− p¯1)(1− p¯3)
+p¯1p¯2 + p¯1p¯3 + p¯2p¯3 − 2p¯1p¯2p¯3)
v17 = πAp¯1(1− p¯2)(1− p¯3) + πB p¯2(1− p¯1)(1− p¯3)
+ (πA + πB) (p¯1p¯2 + p¯1p¯3 + p¯2p¯3 − 2p¯1p¯2p¯3)
For example, v4 = πA(p¯1+ p¯2− p¯1p¯2) because when one unit of the fourth code is used,
one unit of message A can be decoded (with worth πA) whenever at least one of the first
two links are up (which happens with probability p¯1 + p¯2 − p¯1p¯2).
We solved the linear programming problem for a number of randomly generated scenarios
(random message sizes and worths, and random link capacities and probabilities). We found
that for each of the 17 codes, there were scenarios in which the code was needed in the
optimal solution. The list of 17 codes can be verified to include all needed codes that use
a subset of the links equally. For this relatively simple case, we think it is likely that no
codes that use links non-uniformly are needed, i.e., we think the solutions obtained with
these 17 codes would still be optimal if the candidate code list could be enlarged to include
all possible codes.
The linear programming method clearly has limitations for our problem. For one thing,
making the list of candidate codes seems to be a very complicated problem in general.
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In addition, the number of candidate codes grows at least exponentially with the number
of links, since there are already 2N − 1 possibilities just for repetition codes for the first
message. However, the linear programming method appears to be viable for a small number
of links.
5.3 Unit Size and Unit Capacity Problem
In this section, we consider a special case of the problem with unit message sizes and unit
link capacities. The motivation for this is to try to characterize, or at least to be able
to generate, complete sets of candidate codes for the general case. Here we consider only
codes that use all links equally (not just a subset). We include codes that are formed by
timesharing codes that use disjoint sets of links. We continue to allow arbitrary link outage
probabilities and message worths.
Given a list of codes, we can generate a number of random outage probabilities and
message worths, and in each case check which code in the list is best. In this way we can
accumulate a smaller list of codes that can be best in some scenario, and we can attempt
to characterize the properties of these codes. Generating the original list of codes is a
formidable challenge, since even for small number of links there are an enormous number
of possible codes. We could restrict our attention to linear codes, but the number of such
codes is still huge. To improve tractability, we instead consider possible code properties
instead of explicit codes. By code properties we mean a description of which messages can
be decoded when any given erasure pattern occurs. To do this, we take advantage of a
connection between entropy and matroids.
For our purposes, we need only the following characterization of matroids:
Corollary 5.1. [63, Corollary 1.3.4] Let E be a set. A function r : 2E → Z+ ∪ {0} is the
rank function of a matroid on E if and only if r satisfies the following conditions:
(R1) If X ⊆ E, then 0 ≤ r(X) ≤ |X|.
(R2) If X ⊆ Y ⊆ E, then r(X) ≤ r(Y ).
(R3) If X and Y are subsets of E, then r(X ∪ Y ) + r(X ∩ Y ) ≤ r(X) + r(Y ).
Now, we consider the connection between matroids and codes in the following subsection.
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5.3.1 Codes and Matroids
Suppose we have a code C for M messages and N links, say C = (X1, . . . , XN ) where each
Xi is a function ofW = (W1, . . . ,WM ) and the Wj ’s are messages of equal size. We assume
sizes are normalized so that the message sizes are all 1.
Suppose now that the messages, W1, . . . ,WM , are each random variables, independent
and uniformly distributed on their possible values. Then X1, . . . , XN are also random
variables since they are functions of W. Let U1 = {W1, . . . ,WM}, U2 = {X1, . . . , XN},
and U = U1 ∪ U2. We consider the joint entropies of subsets of U . For convenience, we
normalize the entropies so that any message Wj has unit entropy, i.e., H(Wj) = 1.
Now define f : 2U → [0,∞) by f(S) = H(S), where 2U is the power set of U and
H(S) is the joint entropy of the members of S (with H(∅) = 0). The nonnegativity of
conditional mutual information implies that this function is submodular, meaning f(S1 ∪
S2) + f(S1 ∩ S2) ≤ f(S1) + f(S2). Function f is also monotone, meaning f(S1) ≤ f(S2)
whenever S1 ⊆ S2, and function f satisfies f(∅) = 0. Therefore, f is a polymatroid
function [25, 32, 52]. The fact that entropy is a polymatroid function is well known; see
e.g., [25, 52].
For simplicity, we consider only codes for which f is integer-valued. This approach can
be made more precise by limiting attention to a larger set of rational values that, when
renormalized, maps to a set of integers.
To further simplify, we restrict attention to codes for which all Xi also have unit entropy
(implying that the encoded symbols are “messages” of unit length). However, we think it
is likely that there are codes that are “useful” and do not satisfy this condition.
With these further simplifications, the function f must be the rank function of a matroid
(see [52, 63]), as it is integer-valued and satisfies f(S) ≤ |S|.
Thus any code that satisfies our conditions has a corresponding matroid. However,
the converse probably does not hold: it is likely that there are matroids that cannot be
produced from a code as above. This is because it is known that there are matroids that
are non-entropic, meaning there does not exist an ensemble of random variables with joint
entropies corresponding to the matroids’s rank function. In fact it is known that there are
matroids that are not asymptotically entropic, which, loosely speaking, means they cannot
be approximated closely by entropic polymatroids. See [52] for a more precise definition of
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asymptotically entropic matroids and an example of a matroid that is not asymptotically
entropic (the Va´mos matroid).
Our interest in matroid rank functions for codes stems from two observations. First, the
matroid rank function contains complete information about the performance of the code.
Second, it appears to be much easier to systematically generate all matroid rank functions
for a given number of messages and links than it is to generate all codes (or code properties).
We consider obtaining information about the performance of the code from the matroid
rank function. First note that we require f(S) = |S| when S ⊆ U1, since the messages are
independent. We also require f({Xi}) = 1. The properties of matroid rank functions imply
that if S ⊆ U2 and Wj ∈ U1, then either f(S ∪ {Wj}) = f(S) or f(S ∪ {Wj}) = f(S) + 1.
The latter impliesWj is independent of S, and so cannot be determined from S. The former
implies Wj is completely determined from S, and so Wj can be recovered when the links
corresponding to S are up.
We remark that our hypothesis that the messages are random and independent is only a
tool for analysis; we do not require the messages to be random in an actual communications
system. Clearly, if we want to be able to decode some Wj from a subset S of the code
symbols, it must be necessary for this to be possible when the messages are random and
independent. If it is possible in that case, then Wj must be deterministically obtainable
from S no matter what the messages are.
As we mentioned earlier, some matroid rank functions may not correspond to any real-
izable code. However, if a code produces performance better or equal to that corresponding
to any matroid rank function, we can still conclude the code must be optimal.
5.3.2 Automated Process: Generating Matroids and Calculating Perfor-
mance Metrics
When we have M messages and N links, we consider a matroid with (M + N) elements.
By enumerating candidates for rank functions, we can count all possible matroids. Recall
that the maximum rank is M and any singleton element has rank 1.
To efficiently generate all rank functions with given parameters, we use a backtracking
algorithm [9]. Whenever we assign a possible value (1, 2, . . . ,M) to an unassigned variable
(rank function), we check the validity of that assignment by checking the conditions in
Corollary 5.1.
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Once we have a full list of all possible matroids, we can calculate the payoff for each
matroid (each case) with an automated process. Recall that if f(S) = f(S ∪ {Wj}), then
Wj is decodable from the set of code positions (or links) corresponding to S ⊆ U2. When
we have N links, we need to check 2N − 1 combinations of links (excluding the empty set).
For each combination, we check if the message Wj is decodable with that combination or
not. For each combination, we have a corresponding probability that is weighted by the
worth of the message and then added to the payoff.
5.3.3 Systematic Codes
If the performance of a given code is never better than the performance of another code,
then the former code can be eliminated from consideration. As an example, consider the
codes (A,B,A + B,A + C) and (A,B,A + B,C). In (A,B,A + B,A + C), message C
appears only once (link 4), and that is in combination with message A. Thus it is necessary
but not sufficient for link 4 to be available to recover message C, and it can be verified
that A + C is never useful for recovering any other message. Therefore we cannot do any
worse by replacing A+C with C. More generally, by this reasoning we can eliminate from
consideration any code for which a message is only involved in one code position, and the
message is combined with one or more other messages there.
One might conjecture that this idea could be generalized further and we need only con-
sider systematic codes, which for our purposes are codes in which any message involved in
the code is sent directly (not combined with other messages) on some link. (For example,
(A,A,A) and (A,B,A+B) are systematic codes under this definition.) However, perhaps
surprisingly, this conjecture appears to be false: for 5 links and 3 messages, our prelim-
inary results indicate that there are combinations of outage probabilities and link failure
probabilities for which some permutations of the codes (A,B,A + B,A + C,B + αC) or
(A,C,A + B,A + C,B + αC) produce a higher payoff than any other code that does not
divide up messages. (Here the codes are in a non-binary field and α is not 1. The two codes
are different because we are assuming that A has higher worth than B which has higher
worth than C.) These potential counterexamples were arrived at by enumerating what we
believe to be all codes that could conceivably be optimal, then generating random scenarios
(worths and outage probabilities) and checking which code gives the best payoff. This will
be considered in more depth in Section 5.3.4.
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When generating codes (or, more accurately, matroids representing codes) using the
automated process described in Section 5.3.2, we can automatically determine if a given
code is systematic with the following criterion:
(C1) For all message indices j such that f(U2) = f(U2 ∪ {Wj}) (meaning that the message
Wj is included in the code), there exists at least one link i such that f({Xi,Wj}) = 1.
Note that this condition presumes that we have already required that f({Xi}) = 1. If a
code satisfies condition (C1), then the code is systematic.
5.3.4 Random Trial Results
We have run the described matroid search for 3 messages with 4 and 5 links. For the 4
links case, the search was completed. For this case we then randomly generated link outage
probabilities and message worths, and in each case we determined which matroid achieved
the best payoff. In a large number of trials, we did not encounter any case where the best
matroid did not correspond to a non-systematic code. Furthermore, for every matroid that
produced a maximum payoff, we could identify a corresponding code in a prior list of codes
that we believed contained all codes that could be best.
For the 5 links case, generating the full list of matroids is computationally prohibitive.
However we performed the same random trial search with a manually constructed list of
codes in which we attempted to include every code that seemed likely to be best in some
case. It was in these trials that we found that the previously mentioned non-systematic
codes could give the best payoff.
5.4 Conclusions
We have presented a model for a communication scenario involving transmitting messages
with different worths through an unreliable network. Our results concern a simple network
that allows unicast communication over multiple parallel links.
We suggested a linear programming formulation that allows us to determine what com-
binations of messages to use across the multiple channels among a precomputed library of
simple combinations of messages. We also described an algorithm for assisting in finding
viable combinations of messages to populate this precomputed library.
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Chapter 6
Summary and Future Work
6.1 Summary
This thesis investigates a number of issues in data communication networks with coding-
based approaches.
We have studied theoretical limits on file download times in a peer-to-peer file distribu-
tion system. By applying a network coding optimization framework, our study overcomes
optimization complexity issues and disproves a conjecture about optimal finish times with-
out coding in previous related work. We also used this framework to study the effects of
reciprocity, and show that coding provides performance gain in a dynamically changing
network scenario.
Also in a peer-to-peer setting, we have investigated anonymous communication strategies
using coding, in the presence of passive internal adversarial nodes that collude to determine
the identities of communicating parties. We have analyzed the anonymity of the system in
an information theoretic framework using an entropy measure which represents the amount
of information the adversaries are short of to identify the source and sink pair. In the first
part, we proposed an approach for anonymous subgraph construction which does not rely on
public key infrastructure and has a formal information theoretic security characterization.
We presented a practical heuristic approach for constructing a subgraph that works well
across different adversarial models. A reverse path construction mechanism for feedback
was also proposed. In the second part, we have studied the anonymous data transfer phase
using network coding and proposed a coding-based technique against content correlation
attacks. We have shown how the subgraph shape and parameters affect anonymity and
networking performance.
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Besides the peer-to-peer networking, we have investigated unreliable network problems.
First, we have studied how to construct a network coding subgraph without knowing dy-
namically changing network parameters in advance. Instead of predicting or estimating the
network parameters to be realized in the future, we suggested a robust subgraph construc-
tion algorithm that works relatively well across all scenarios. We showed that the problems
of maximizing throughput and minimizing cost are computationally intractable (coNP-
hard). We proposed a polynomial-time solvable strategy that optimizes over a subset of
possibilities, and showed experimentally that it outperforms the conventional deterministic
optimization strategy in most cases.
Lastly, we have investigated a prioritized communication over lossy links, for which the
quality of service (QoS) matters. We considered a point-to-point communication scenario,
where links have different capacities and link loss probabilities. Based on linear program-
ming formulation and matroid theory, we presented strategies on how to determine message
sizes and how to code them across the links. Our coding approach provided an insight on
analysis and optimization of practical prioritized communication systems.
In summary, this thesis establishes a mathematical theory of practical system design in
data communication networks. Our results have implications in both theory and practice.
In theory, our investigation demonstrates scenarios where it is possible to mathematically
analyze complicated communication systems using useful tools such as network coding, con-
vex optimization, robust optimization, and matroid. Each analysis establishes a framework
for optimizing the system performances. Technologically, our study considers practical is-
sues that arise commonly in system design and implementation and suggests solutions for
these scenarios.
6.2 Future Work
The analyses and results in this thesis raise a variety of interesting questions for future
research.
For a peer-to-peer file distribution system, one question of interest is how to improve
the scalability of the LP and a distributed algorithm. While the problem formulation
provides a solution in time that is polynomial in the system size, the use of the time-
expanded graph requires demanding computation performed by a centralized authority.
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An alternative strategy might consider genetic algorithm (GA) to find a less costly coding
solution by minimizing the number of coding nodes in the network [47]. Another important
direction is investigation of practical issues such as transmission and queuing delay. In
a practical network, there are constraints on transmission size, minimum packet size for
coding, etc.
For the study on a peer-to-peer anonymous networking, it would be interesting to analyze
more complicated networks such as triangle-shaped networks and non-complete graphs. As
discussed in Section 3.3.2, vertex-cuts play an important role in performance. Triangular
topologies may be useful. Since a vertex-cut reveals all downstream network information,
and therefore the closer to the source a vertex-cut is, the lower the adversary’s uncertainty
about the sink location. Increasing the size of a cut near the source node could help alleviate
this increased vulnerability, as shown in Fig. 6.1. Since we don’t want the adversary to
learn its subgraph location from its in-degree, non-complete graphs may be useful. Another
interesting direction is to investigate a good distribution of sink location in the subgraph.
In this thesis, we assumed that a sink is located uniformly at random in the subgraph, but
this distribution is not necessarily optimal. Another very interesting family of questions
arises if passive adversaries are replaced by adversaries capable of active attacks. Such
scenarios may lead to the combination of the given coding framework with erasure and
error correction coding. Moreover, by using the same framework as congestion analysis for
the data transfer phase, we may study the robustness of the system against adversarial
disruption.
For robust subgraph construction under uncertainty, one interesting open problem con-
cerns extension of the results to more general network problems, such as multicast and
multicommodity flow.
Finally, for a prioritized communication problem, we may consider more complicated
networks such as multicast networks, for which one could take advantage of network coding.
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Figure 6.1: A generalized triangle-shape subgraph: to make it harder to form a vertex-cut
close to the source node, we have d1 ≥ d2 ≥ . . . ≥ dn ≥ 1 and li > 0, ∀i ∈ [1, n]. Note that
a sink is located randomly within the subgraph.
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