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Isotropization by QCD Plasma Instabilities
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Numerical solutions of the Wong-Yang-Mills equations with anisotropic particle mo-
mentum distributions are presented. Their isotropization by collective effects due to the
classical Yang-Mills field is shown.
1. INTRODUCTION
It is of great importance to understand the non-equilibrium dynamics in the early stage
of high energy heavy-ion collisions and if, how, and when the produced partons thermalize.
Boltzmann transport approaches with inelastic processes have been employed to follow
the scattering of the hard gluons among themselves [ 1]. However, the soft classical color
fields may give rise to non-perturbative collective processes and hence could also play an
important role. Specifically, QCD plasma instabilities may develop, e.g. due to anisotropic
distributions of released hard partons [ 2]. As a consequence, the “bottom-up scenario” [
3] for thermalization of the Color Glass Condensate would be modified significantly [ 4].
Indeed, within the hard loop effective theory unstable soft modes were found [ 5] if the
hard modes exhibit an anisotropic distribution in momentum space. The time evolution
has been studied via the full non-linear hard loop effective action [ 6]. 3+ 1D simulations
of that theory [ 7] show that instabilities grow more slowly once the field strength becomes
large and non-Abelian self-interactions become nonperturbative. Possible effective poten-
tials for anisotropic QCD plasmas beyond the hard loop approximation are discussed in
Ref. [ 8].
In the present work we follow numerically the evolution of the hard modes, represented
by particles, coupled to a classical SU(2) Yang-Mills field. The back-reaction of the
fields on the particles is taken into account fully. We present some additional results as
compared to ref. [ 9], such as the modification of the particle spectra.
2. Model
We solve Wong’s equations [ 10]
dxi
dt
= vi,
dpi
dt
= gQai (E
a + vi ×B
a) ,
dQi
dt
= igvµi [Aµ, Qi], (1)
for the i-th (test) particle, coupled to the Yang-Mills equation
DµF
µν = jν = g
∑
i
Qiv
νδ(x− xi). (2)
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These equations reproduce the “hard thermal loop” effective action [ 11] near equilibrium.
Numerical techniques to solve the classical field equations coupled to particles have been
developed in Ref. [ 12]. Our update algorithm is closely related to the one explained there.
In the following, we assume that the fields only depend on time and on one spatial
coordinate, x, which reduces the Yang-Mills equations to 1+1 dimensions. The parti-
cles are allowed to propagate in three spatial dimensions. For simplicity, we also re-
strict ourselves to the case without expansion here; the more realistic case with lon-
gitudinal expansion (solved without particles in [ 13]) will be addressed in the future.
The initial anisotropic phase-space distribution of hard gluons is taken to be f(p,x) ∝
exp(−
√
p2y + p
2
z/phard) δ(px) . This represents a quasi-thermal distribution in two dimen-
sions, with “temperature” = phard. It is assumed to come about by free streaming of the
particles for a time of order ∼ 1/phard after the collision of the nuclei. In a comoving
frame (with the central rapidity region) then, the longitudinal momenta are red-shifted
to much below the typical transverse momentum.
The initial field amplitudes are sampled from a Gaussian distribution with a width
tuned to a given initial energy density. We solve the Yang-Mills equations in A0 = 0
gauge and also set A = 0 (i.e. all gauge links =1) at time t = 0; the initial electric field
is taken to be polarized in a random direction transverse to the x-axis.
3. RESULTS
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Figure 1. Time evolution of the pressures for
weak initial fields.
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Figure 2. Time evolution of the pressures
for the strong field case.
Fig. 1 shows the time evolution of the particle and field pressures for the initial condition
phard = 10 GeV and initial field energy density ≈ 10
−2 GeV/fm3/g2, for which instabilities
have been seen in Ref. [ 9]. We observe a rapid exponential growth of the longitudinal
pressure, approaching an isotropic configuration. This is due to deflection of the particles
in the exponentially growing field, which randomizes their momenta. Note also that the
dominant contribution to the build-up of longitudinal pressure is from deflection of the
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particles, not from the fields themselves. In our 1+1D simulations the transverse pressure
of the fields is zero T Tfield = 0. Furthermore, we find that T
00
field = T
xx
field, i.e. equal energy
density and pressure, which is due to the dominance of transverse magnetic fields. Since
periodic boundary conditions are used, no collective flow is generated: T 0i = 0.
The separation between hard and soft modes may not be very large at RHIC energy [
13]. In Fig 2, we show the time evolution of the pressures for phard = 1 GeV and initial
field energy density ≈ 10−1 GeV/fm3/g2; the time scale is set by the lattice size L, =10 fm
for this simulation. When the separation between hard and soft modes is small, strong
instabilities are not seen, but the system still approaches isotropy [ 9]. In fact, the rapid
isotropization of the particle momenta by the strong fields prevents the occurrence of
pronounced instabilities.
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Figure 3. Particle distribution functions for
the weak field case.
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Figure 4. Particle distribution functions
for the strong field case.
It is interesting to look at the particle distribution function itself, even though we
presently restrict ourselves to simulations of collisionless plasmas. Field fluctuations gen-
erate an effective collision term [ 14] mediating soft exchanges. We plot initial as well as
final (t/L/Nc = 0.5) particle distribution functions for weak initial field in Fig. 3, and
for strong field in Fig. 4. For the former case, we observe that the initial δ-function in
the longitudinal direction becomes a thermal distribution extending over several orders of
magnitude. However, the longitudinal direction is still much colder than the transverse
directions, in agreement with the behavior of the pressures above. This is because of
the assumption of transversally homogeneous fields. The fluctuations of the gauge field
induce fluctuations in the motion of the quasiparticles. The presence of fluctuations is
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closely linked to dissipative processes.
In the future, full 3D simulations of the Wong-Yang-Mills equations are required. They
will also allow us to study the effects due to a (azimuthally asymmetric) boundary. We
also need to include longitudinal expansion of the system to check whether the distribution
stays isotropic. Finally, collisions with momentum transfer above that mediated by the
classical field have to be included for a complete description of the non-perturbative
plasma in weak coupling.
ACKNOWLEDGMENTS
The author would like to thank Adrian Dumitru for collaboration and for carefully
reading this manuscript prior to publication.
REFERENCES
1. K. Geiger and B. Mu¨ller, Nucl. Phys. B 369, 600 (1992); S. M. H. Wong, Nucl. Phys.
A 607, 442 (1996); S. A. Bass, B. Mu¨ller and D. K. Srivastava, Phys. Lett. B 551, 277
(2003); G. R. Shin and B. Mu¨ller, J. Phys. G 28, 2643 (2002); Z. Xu and C. Greiner,
Phys. Rev. C 71, 064901 (2005).
2. S. Mrowczynski, Phys. Lett. B 214, 587 (1988); Phys. Lett. B 314, 118 (1993); Phys.
Rev. C 49, 2191 (1994); see also review in this volume.
3. R. Baier, A. H. Mueller, D. Schiff, and D. T. Son, Phys. Lett. B 502, 51 (2001).
4. P. Arnold et al., JHEP 0308, 002 (2003); Phys. Rev. D 70, 114007 (2004); Phys.
Rev. Lett. 94, 072302 (2005); A. H. Mueller, A. I. Shoshi and S. M. H. Wong,
hep-ph/0505164; D. Bo¨deker, hep-ph/0508223.
5. P. Romatschke and M. Strickland, Phys. Rev. D 68, 036004 (2003); Phys. Rev. D
70, 116006 (2004); S. Mrowczynski, A. Rebhan and M. Strickland, Phys. Rev. D 70,
025004 (2004).
6. A. Rebhan, P. Romatschke and M. Strickland, Phys. Rev. Lett. 94, 102303 (2005).
7. P. Arnold, G. D. Moore and L. G. Yaffe, Phys. Rev. D 72, 054003 (2005); A. Rebhan,
P. Romatschke and M. Strickland, arXiv:hep-ph/0505261.
8. C. Manuel and S. Mrowczynski, Phys. Rev. D 72, 034005 (2005).
9. A. Dumitru and Y. Nara, Phys. Lett. B 621, 89 (2005).
10. S. K. Wong, Nuovo Cim. A 65, 689 (1970); H. T. Elze and U. W. Heinz, Phys. Rept.
183, 81 (1989); D. F. Litim and C. Manuel, Phys. Rept. 364, 451 (2002).
11. P. F. Kelly, Q. Liu, C. Lucchesi and C. Manuel, Phys. Rev. Lett. 72, 3461 (1994);
Phys. Rev. D 50, 4209 (1994); J. P. Blaizot and E. Iancu, Nucl. Phys. B 557, 183
(1999); Phys. Rept. 359, 355 (2002);
12. C. R. Hu and B. Mu¨ller, Phys. Lett. B 409, 377 (1997); G. D. Moore, C. R. Hu and
B. Mu¨ller, Phys. Rev. D 58, 045001 (1998).
13. A. Krasnitz and R. Venugopalan, Phys. Rev. Lett. 84, 4309 (2000); ibid. 86, 1717
(2001); A. Krasnitz, Y. Nara, and R. Venugopalan, Phys. Rev. Lett. 87, 192302
(2001); Nucl. Phys. A 717, 268 (2003); Nucl. Phys. A 727, 427 (2003); Phys. Lett. B
554, 21 (2003); T. Lappi, Phys. Rev. C 67, 054903 (2003).
14. D. F. Litim and C. Manuel, Phys. Rev. Lett. 82, 4981 (1999); Nucl. Phys. B 562, 237
(1999).
