We consider the classic problem of scheduling jobs with precedence constraints on a set of identical machines to minimize the weighted completion time objective. Understanding the exact approximability of the problem when job lengths are uniform is a well known open problem in scheduling theory. In this paper, we show an optimal algorithm that runs in polynomial time and achieves an approximation factor of (2 + ) for the weighted completion time objective when the number of machines is a constant. The result is obtained by building on the lift and project approach introduced in a breakthrough work by Levey and Rothvoss [15] for the makespan minimization problem.
Introduction
A classic problem in scheduling theory is as follows: We are given a set J of n jobs, where each job j ∈ J has a processing length p j and a weight w j . The jobs have precedence constraints, which are given by a partial order "≺". A constraint j ≺ j requires that job j can only start after job j is completed. The jobs need to be scheduled on a set of m identical machines. The goal is to schedule jobs non-preemptively on machines -that is, each job is assigned to a single time interval of length p j on a single machine -respecting precedence constraints so as to optimize a certain objective function. One of the most widely studied objective function in the literature is that of minimizing the sum of weighted completion times of jobs. In the classic three field notation 1 , the problem is denoted by P |prec| j w j C j . The problem has been studied quite extensively in the literature [9, 6, 5, 20, 25, 11, 14, 26, 2, 15, 20, 10, 4, 21] for decades. Despite this, large gaps remain in our understanding of the problem. The influential survey of Schuurman and Woeginger [23] lists the exact approximability and hardness of this problem as one of the top ten open problems in scheduling theory (Problem 9 in the list).
With precedence constraints, the weighted completion time objective is more general than the problem of minimizing makespan, which is the problem of minimizing the maximum completion time of jobs. This is true because one can create a dummy job of size 0 and weight 1 that must be processed after all jobs in J, whose weights are set to 0. Already in 1966, Graham [8] showed that any greedy non-idling scheduling is a 2 − 1/m approximation to the problem of minimizing makespan with precedence constraints on identical machines. As showed by Svensson [26] , the approximation factor of 2 is the best possible even for the special case P |prec, p j = 1|C max of the problem where all jobs have unit size, under a variant of the Unique Game Conjecture (UGC) introduced by Bansal and Khot [2] . As minimizing weighted completion time generalizes the makespan objective function, the lower bound of 2 also extends to the problem P |prec, p j = 1| j w j C j .
On the positive side, the best known approximation ratios for the problem of minimizing the sum of weighted completion times are 1 + √ 2 for P |prec, p j = 1| j w j C j , and 2 + 2 ln 2 + for P |prec| j w j C j , both due to Li [18] . Both these results are obtained by rounding a time-indexed LP relaxation for the problem, and build on the ideas in the papers [20, 10, 4] . Although we do not know if the integrality gap of time indexed LP given by Li [18] is more than 2, due to technical reasons it seems difficult round the time indexed LP to obtain the optimal approximation factor of 2, achieving which remains an important open problem in scheduling theory.
In most real world applications, the number of ma-chines is typically much smaller than the number of jobs. Hence, a natural question is if one can design better approximation algorithms for the case where m is a constant, which is denoted by P m|prec| j w j C j in the three field notation. The question has attracted a lot of attention for the makespan objective. For the makespan problem, whether P m|prec, p j = 1|C max is NP-hard or not for any m ≥ 3, and whether P m|prec|C max is strongly NP-hard or not for any m ≥ 2 are long-standing open problems. On the positive side, the recent breakthrough result of Levey and Rothvoss [15] gave an (1 + )-approximation algorithm for the problem P m|prec, p j = 1|C max , with running time exp exp O m, (log 2 log n) , via SheraliAdams lift of the natural LP relaxation of the problem to exp O m, (log 2 log n) levels. Later, Garg [7] made the result strictly quasi-polynomial time.
For the weighted completion time objective, the result of Bansal and Khot [2] showed that even the problem 1|prec, p j = 1| j w j C j , i.e, the problem where there is only 1 machine and all jobs have length 1, can not be approximated better than 2 − under a variant of Unique Games Conjecture (UGC). On the positive side, a 2-approximation algorithm for 1|prec| j w j C j was given by Hall et al. [10] . However, the algorithm crucially uses the fact that there are no idle times in the schedule when there is only one machine. As soon as one goes beyond the single machine environment this is no longer true; hence, it is not known how they can be extended to the case where we have more (but constant number of) machines, even for the case where all job sizes are 1. In this paper we solve this problem by giving a (2 + )-approximation algorithm for P m|prec, p j = 1| j w j C j , which is almost optimal due to the UGC-hardness of 2 − for the problem 1|prec, p j = 1| j w j C j . The main result of the paper is the following. Theorem 1.1. For any > 0, there is a (2 + )-approximation for P m|prec, p j = 1| j w j C j , i.e, the problem of scheduling precedence constrained unitlength jobs on m identical machines to minimize the total weighted completion time, which runs in time n
The technically interesting aspect of the above result is that our algorithm differs from the previous approaches to weighted completion time objective, and is based on the LP-hierarchy approach (also called lift and project method) for the corresponding makespan problem introduced by Levey and Rothvoss [15] . However, we remark that our algorithm runs in polynomial time. In contrast, the algorithm of [15] runs in time slightly more than quasi-polynomial. Similar to [15, 3] , our result shows the effectiveness of the LPhierarchy approach in designing better approximation algorithms for scheduling problems. Further, as noted in [15] , even after more than a decade of research on the topic, there are very few problems where LP-hierarchies are truly useful in designing better approximation algorithms. Our result adds to the literature on the topic, and we hope that some of the ideas here will be useful in resolving open problems concerning completion time related objective functions.
Our Techniques
Our result is obtained by rounding a LP-hierarchy solution of natural LP for the problem. Our techniques build on the work of [15] , so we begin by first giving the high level overview of their algorithm for minimizing the makespan when jobs have unit lengths.
At the heart of analysis of the Levey-Rothvoss algorithm [15] for minimizing makespan is the following simple observation: if the maximum chain length of jobs in the set J is at most T , where T is a guess of the optimal makespan, then Graham's algorithm already gives a (1 + )-approximation. At a high-level, the algorithm in [15] uses the above observation in the following way: it partitions the input instance J into three sets J top , J mid and J bot . The jobs in the set J mid can be ignored (or discarded) as it is mainly required for technical reasons. The partitioning is done, guided by an LP-hierarchy solution, satisfying following two properties: 1) The maximum chain length among J top is small. 2) The precedence constraints across the jobs in the sets J top and J bot are loose, and can be easily satisfied. If one can recursively schedule the jobs in J bot with (1 + ) approximation factor, then such a schedule can be easily extended to include J top by using a simple greedy algorithm. This is possible because of the two properties satisfied by our partitioning.
Similar to the Levey-Rothvoss algorithm [15] , our algorithm is also based on solving the natural LP relaxation to the problem, lifted to some number r of rounds, partitioning jobs into top, middle and bottom jobs according to their fractional support, and then schedule them separately. However, one big difference between our algorithm and that of [15] is that our algorithm is not recursive: we solve each bottom instance directly. As a result, we only need one level of partitioning of the time horizon, and only condition on constant number of events. This leads to a polynomial time algorithm for P m|prec, p j = 1| j w j C j .
In a nutshell, our non-recursive algorithm is obtained by perfectly aligning the two 2-approximation algorithms, for the two special cases of P |prec, p j = 1| j w j C j : the problem 1|prec, p j = 1| j w j C j for weighted completion time objective but on a single machine, and the problem P |prec, p j = 1|C max on multiple machines but with the objective of minimizing the makespan. Coincidentally, both special cases admit 2-approximation algorithms [8, 10] , and both factors of 2 are tight under some stronger version of UGC [26, 2] . For each bottom instance defined by a bottom interval I o and the set J * bot (o) of bottom jobs assigned to I o , we solve the problem of scheduling J * bot (o) in I o to minimize the makespan, instead of the weighted completion time. We show that the loss caused by considering the makespan objective is small, since the interval I o is very short. This is where the 2-approximation for P |prec, p j = 1|C max comes into place: using twice many time slots, we can schedule J * bot (o) inside I o . Then we show that the top jobs can be inserted into the schedule without adding too many slots to each I o . We used a simple property that the number of jobs with fractional completion time at most C in the LP solution is at most 2mC, that is, twice the number of jobs that can be scheduled before or at C in an integral schedule. This is indeed the key property used to obtain the 2-approximation for 1|prec, p j = 1| j w j C j in [10] . In order to insert top jobs, we also need the properties that the maximum chain-length formed by top jobs is small, and that there are no precedence constraints between top jobs and bottom jobs assigned to each interval I o . The first one can be guaranteed by conditioning, where the second one can be guaranteed using some techniques similar to those in [15] . Similar to [15] , we show that the middle jobs can be discarded at first then inserted back without increasing the objective value by too much.
Using the above techniques, we shall have an additive term of w(J) ·
O(1)·T
2 Ω(1/ ) in the total weighted completion time (where T is the makespan of a "reasonable" schedule of J). This comes from the length of intervals in our partitioning. Our final algorithm is based on decomposing the original instance into many sub instances, each containing a set of jobs with similar fractional completion times. We solve each sub-instance separately; the additive terms from these sub-instances become multiplicative in the end.
Due to some technical reasons, our final algorithm for the original instance J is not based on the SheraliAdams lift of the natural LP relaxation. Rather, we apply the "round-or-cut" framework that has been used in many recent results [1, 16, 17] . We only solve the non-lifted LP relaxation for the instance J, and given a solution x to the LP, the rounding algorithm either rounds x to an integral schedule of cost at most (2 + ) times the cost of x, or reports that x violates some valid linear constraint. The rounding algorithm works by decomposing the instance J into many sub-instances J * using x, and solving each instance J * separately using the Sherali-Adams hierarchy based algorithm. It returns a constraint violated by x if the lifted LP relaxation for some J * is infeasible.
Basics of Sherali-Adams Hierarchy
In this section, we state some basic facts about SheraliAdams hierarchy that we will need. We refer the reader to [13, 24, 12, 19, 22] for an extensive introduction to hierarchies. Assume we have a linear program without an objective function: Ax ≤ b. The set of feasible solutions is defined as X = {x ∈ {0, 1} n : Ax ≤ b}. It is convenient to think of each i ∈ [n] as an event, and in a solution x ∈ {0, 1}
n , x i indicates whether the event i happens or not.
The idea of Sherali-Adams hierarchy is to strengthen the original LP Ax ≤ b by adding more variables and constraints. Of course, each x ∈ X should still be a feasible solution to the strengthened LP (when extended to a vector in the higher-dimensional space). For some r ≥ 1, the r-th round of Sherali-Adams lift of the linear program has variables x S , for every S ⊆ [n] of size at most r. For every solution x ∈ X , x S is supposed to indicate whether all the events in S happen or not in the solution x; that is, x S = i∈S x i . Thus each x ∈ X can be naturally extended to a 0/1-vector in the higher-dimensional space defined by all the variables.
To derive the set of constraints, let us focus on the j-th constraint n i=1 a j,i x i ≤ b j in the original linear program 2 . Consider two subsets S, T ⊆ [n] such that |S| + |T | ≤ r − 1. Then the following constraint is valid for X ; i.e, all x ∈ X , the constraint is satisfied:
To linearize the above constraint, we expand the left side of the above inequality and replace each monomial with the corresponding x S variable. Then, we obtain the following linear constraint:
The r-th round of Sherali-Adams lift contains the above constraint for all j, S, T such that |S|+|T | ≤ r−1, and the trivial constraint that x ∅ = 1. For a linear program P and an integer r ≥ 1, we use SA(P, r) to denote the r-th round Sherali-Adams lift of P. We also view P (resp. SA(P, r)) as the polytope of feasible solutions to the linear program P (resp. SA(P, r)). For every i ∈ [n], we identify the variable x i in the original LP and x {i} in a lifted LP.
A simple observation is that x S1 ≥ x S2 if S 1 ⊆ S 2 , for a valid solution x ∈ SA(P, r) and |S 1 | ≤ |S 2 | ≤ r. Consider the case where S 2 = S 1 ∪ {i} for some i / ∈ S 1 . Linearizing the constraint x i ≤ 1 multiplied by i ∈S1 x i gives the constraint x S2 ≤ x S1 . This implies, all the variables have values in [0, 1] as x ∅ = 1.
Conditioning Let x ∈ SA(P, r) for some linear program P on n variables and r ≥ 2. Let i ∈ [n] be an event such that x i > 0; then we can define a solution x ∈ SA(P, r − 1) obtained from x by "conditioning" on the event i. For every S ⊆ [n] of size at most r − 1, x S is defined as
Observation 3.1. Let x be obtained from x ∈ SA(P, r) by conditioning on some event i, for some r ≥ 2. Then x ∈ SA(P, r − 1) and
Proof. By definition of the conditioning operation, we have
The constraint (3.1) on x for j, S and T is implied by (3.1) on x for j, S ∪ {i} and T . Observation 3.2. Let x ∈ SA(P, r) for some r ≥ 2 and x ∈ SA(P, r−1) be obtained from x by conditioning on some event i. Then, if
The observation says that once an event i happens with extension 0 or 1 w.r.t lifted solution x, then it will always happen with the same extension (0 or 1) w.r.t any solution x obtained from x by conditioning. To understand the conditioning operation and the above observations better, it is useful to consider the ideal case where x corresponds to a convex combination of integral solutions in X . Then we can view x as a distribution over X . Then, conditioning on the event i over the solution x corresponds to conditioning on i over the distribution x.
4 Overview of (2 + )-Approximation for P m|prec, p j = 1| j w j C j
In this section we provide an overview of the (2 + )-approximation algorithm for the weighted completion time problem, give some useful definitions and lemmas and describe the natural LP relaxation. The detailed algorithm will be given in Sections 5 and 6. Let k = O (1/ ) be large enough and then our goal becomes to obtain a 2 + O(1) k -approximation algorithm. Let J * ⊆ J be the set of jobs we need to schedule (due to the decomposition we shall discuss soon, J * is not necessarily J). Let T be an upper bound on the makespan of any reasonable schedule of J * ; then we require that all the jobs to be scheduled in [T ] . Let Φ be a guess of the value of the weighted completion time of the jobs in the optimum schedule of J * . We first solve Sherali-Adams lift of the natural LP relaxation of the problem to r = 2 O(mk log k) many levels to obtain a solution x. Our main rounding algorithm (described in Section 5) then returns a schedule whose total weighted completion time is at most 2 +
. This does not immediately lead to a
+
O (1) k -approximation, due to the additive term
. We show (in Section 6) that the additive term can be removed by decomposing the original instance J into many sub-instances J * and running the main rounding algorithm on each J * . The main rounding algorithm works as follows.
• By conditioning on a constant number of events in the solution x we arrive at a solution x * , in which we guarantee that the maximum length of a chain formed by "flexible jobs" is small; these are the jobs that could become top jobs later. From now on, we only need to focus on the solution x * to the original LP relaxation. (See Section 5.1.)
where all intervals in I except I 1 and I h have length L, where T /L = O m,k (1). We then divide J * into top, middle and bottom jobs (denoted as J * top , J * mid and J * bot respectively), according to the number of intervals in I that the support (under a careful definition of "support") of each job j in x intersects: j is a top job if the number is large, a bottom job if the number is 1 and a middle job otherwise. A top job must be a flexible job, implying that the maximum length of a chain formed by top jobs is small. The probability that a job becomes a middle job is small, allowing us to ignore them most of the time. (See Section 5.2.)
• We create equal-length intervals The interval I oj is not late compared to time C j , the completion time of j in the solution x * ; this will guarantee that the completion time of j in the final schedule is at most 2 + and insert j to I oj (Section 5.6). Unlike top and bottom jobs, we may need to increase the length of I oj by 1 in order to insert a job j ∈ J * mid to I oj . We restrict that each o j is not too small or too big; it should be consistent with the fractional support of j according to x * . On one hand, this guarantees that the completion time of a middle job j is at most 2C j . On the other hand, the increments of completion times of other jobs due to the insertion of middle jobs are not too large. (See Section 5.7.)
As we mentioned, using the above main algorithm, the expected total weighted completion time of the output schedule has an additive term of
This comes from the length L of intervals in I. In order to obtain a multiplicative (2 + )-approximation, we decompose the given instance into many sub instances, and solve each sub instance using the main rounding algorithm. Roughly speaking, we partition J into many groups, where a group contains the jobs j whose fractional completion time C j is between 2 −1 and 2 .
Then, we discard one out of every k groups. For each set of (at most) k − 1 consecutive groups that are not discarded, we create an instance J * containing jobs in these groups and use the main rounding algorithm to solve the instance J * . For each discarded group, we also construct a reasonable schedule of jobs in the group. Then, the final schedule is obtained by combining all these sub-schedules carefully. The jobs assigned to a same instance J * have similar fractional completion times and the additive term can be bounded using multiplicative ones. Moreover, the influence of jobs from instances for lower-indexed groups is small.
For each instance J * in the decomposition, we need to know the optimum weighted completion time Φ J * for scheduling J * , in order to formulate the lifted LP relaxation for J * using the Sherali-Adams hierarchy. Since we do not know the decomposition of J at the beginning, we cannot not solve the problem using a single lifted LP relaxation for the instance J. Rather, our algorithm is based on the "rounding-or-cut" framework. We solve the non-lifted LP relaxation for J to obtain a solution x, and use x to decide the decomposition of J into sub-instances. Then for each J * in the decomposition, we define Φ J * to be the weighted completion time for J * according to x, and formulate the lifted LP relaxation for J * using this Φ J * value. If the lifted LP relaxation is infeasible, then we know that the weighted completion time for scheduling J * is strictly bigger than Φ J * and thus we can return a constraint that x violated. Suppose the lifted LP relaxations are feasible for all J * . Then the rounding algorithm can obtain good schedules for all these J * and combine them into a final good schedule for J. The decomposition algorithm and its analysis are described in Section 6.
Useful Definitions and Lemmas
Before formally describing the algorithm, we give some useful definitions and lemmas, and then describe the natural LP relaxation for the problem. Given a subset J ⊆ J of jobs, we use ∆(J ) to the denote the maximum length of a precedence chain of jobs in J . We define w(J ) = j∈J w j as the total weight of jobs in J .
Reasonable Schedule A schedule for J ⊆ J is a function S ∈ Z J >0 . The makespan of a schedule S for J is defined as max j∈J S j . Given a schedule S, and a time slot t ∈ Z >0 , we define S −1 (t) = {j ∈ J : S j = t} to be the set of jobs scheduled at time slot t. A schedule S is said to be valid if
• (capacity constraints) for every t ∈ Z >0 we have
• (precedence constraints) for every pair j, j ∈ J of jobs such that j ≺ j , we have S j < S j .
Definition 4.1. A valid schedule S for some J ⊆ J is said to be reasonable if for every j ∈ J , any schedule obtained from S by decreasing S j is not a valid one.
If a schedule S for J is not reasonable, then we can decrease the scheduling time of some job j ∈ J without violating the validity of the schedule. This does not increase the completion time of any job. Thus, without loss of generality, we can assume that the schedule we are looking for is a reasonable schedule. Graham's result [8] 
Claim 4.3. Let S be a reasonable schedule for some J ⊆ J. Let j ∈ J and let t be the latest idle slot that is before S j (we assume t exists). Then there is a job j ∈ J such that S j = t and j ≺ j.
Proof. Since S is reasonable, changing S j to t will make S invalid. It must be the case that some precedence constraint is violated since t is idle. So, there is a job j 1 ∈ J with j 1 ≺ j and t ≤ S j1 < S j . If S j1 = t then let j = j 1 and we are done. Otherwise, t < S j1 < S j . Then changing S j1 to t will make S invalid since S is reasonable. There must be a job j 2 ∈ J with j 2 ≺ j 1 and t ≤ S j2 < S j1 . If S j2 = t then let j = j 2 and we are done. Otherwise, t < S j2 < S j2 . So, we can repeat this process and eventually we can find a job j ∈ J with S j = t and j ≺ j.
Lemma 4.4. Let S be a reasonable schedule for some J ⊆ J. Let J ⊆ J be some subset of jobs such that there are no precedence constraints between J and J \ J . Then
Proof. Notice that the total number of busy slots in S is at most |J | m . Now focus on a job j ∈ J and we count the total number of idle slots before or at S j . Let t 1 , t 2 , · · · , t g be the sequence of idle slots before S j , with t 1 < t 2 < · · · < t g < S j . Then, by Claim 4.3, there is a job j g ∈ J such that j g ≺ j and S jg = t g . Applying the claim again to j g , there is a job j g−1 ∈ J such that j g−1 ≺ j g and S jg−1 = t g−1 . Repeatedly applying the claim, we can find a chain of jobs j 1 ≺ j 2 ≺ · · · ≺ j g ≺ j in J and S j g = t g for every g ∈ [g]. Notice that we assumed there are no precedence constraints between J and J \ J and j ∈ J . Thus, all the jobs in the chain are in J , implying, g + 1 ≤ ∆(J ). Thus, the total number of idle slots before or at t is at most g + 1 ≤ ∆(J ). The lemma follows. 
LP Relaxation
Consider the problem of scheduling a set J ⊆ J on m machines. Let Φ be an upper bound on the optimum weighted completion time. Then the natural LP relaxation contains the following constraints:
In the above definition, each variable x j,t indicates whether job j is scheduled at the time slot t. Since we are looking for a reasonable schedule, we can restrict the makespan of our schedule to be T J . We now argue that Constraints (4.2), (4.3), (4.5) and (4.6) are valid and define a valid linear program for the problem of scheduling J . (4.2) requires all jobs in J to be scheduled, (4.3) requires that the total number of jobs scheduled at any time slot t is at most m. (4.5) captures the precedence constraints: for any pair of jobs j ≺ j and time slot t, j is scheduled at or before time t, only if j is scheduled at or before time t − 1. (4.6) enforce the non-negativity constraints.
The objective we want to minimize is the weighted completion time j∈J ,t∈[T J ] w j x j,t t. As is common in the LP/SDP hierarchy framework, we capture the objective of the optimization problem as an LP constraint, as required by (4.4). So, the LP does not have an objective function and we are only interested in its feasibility. When applying the lift-and-project framework, (4.4) will be lifted together with the other constraints.
For every J ⊆ J of jobs and Φ ≥ 0, we use P J (Φ) to denote the above LP, as well as the polytope of feasible solutions (x j,t ) j∈J ,t∈[T J ] to the LP. Claim 4.7. Let x ∈ P J (Φ) for some Φ ≥ 0 and J ⊆ J. Let C j = t∈[T J ] x j,t t for every j ∈ J be the fractional completion time of j according to x. Then j ≺ j implies C j ≥ C j + 1.
Proof. The proof follows from the constraints of our LP relaxation. We have,
The following lemma bounds T J using the fractional completion times of jobs in J . It will be used later in Section 6 to remove the additive term.
Proof. Recall that T J = |J | m + ∆(J ). We upper bound |J | m and ∆(J ) using C max := max j∈J C j respectively. First, for every two jobs j ≺ j we have C j ≥ C j + 1, by Claim 4.7. Thus C max ≥ ∆(J ). Then we shall prove |J | ≤ 2mC max , which implies |J | m ≤ 2C max and thus the lemma. To see this, for every j ∈ J and t, we draw a rectangle with height x j,t and horizontal span (t − 1, t] in the 2D plane. Then the total area of rectangles for each j ∈ J is exactly 1, and the horizontal position of the mass center for these rectangles is exactly C j − 1/2. Thus overall, the horizontal position of the mass center for all rectangles for jobs in J is at most C max . Notice that for each real number τ > 0, the total height of rectangles horizontally covering τ is at most m by Constraint (4.3). That means that |J | = the total area of rectangles for J , and is at most 2mC max .
The Main Rounding Algorithm
In this section, we give our main rounding algorithm, by proving the following theorem:
O(mk log k) be a big enough integer, J * ⊆ J and Φ > 0. Let x ∈ SA(P J * (Φ), r). Then in running time n O(r) , we can find a valid schedule of J * with total weighted completion time at most 2 +
Due to the additive term
-approximation immediately using the above theorem. As we mentioned, in Section 6 we shall achieve this goal by decomposing the set J of jobs into many subsets and applying Theorem 5.1 for each subset J * in the decomposition. For notational convenience, we use T for T J * and P(Φ) for P J * (Φ). We define two important global parameters that will be used across the whole section:
• k 1 = mk(2 log k + 3) = Θ(mk log k);
We assume that u ≥ k. Otherwise we have mT < m·2 k1+k ·k = 2 O(mk log k) and we can allow r > mT ≥ n; then the polytope SA(P(Φ), r) is exact and we can find a valid schedule of J * with weighted completion time at most Φ.
Reducing the Maximum Chain Length of Flexible Jobs
In this section, we condition on some events so that there are no long chains of flexible jobs, defined as follows.
Definition 5.2. Let x ∈ SA(P(Φ), r ) for some r ≥ 1.
Then for every j ∈ J * , we define B x j = min {t : x j,t > 0} and E x j = max {t : x j,t > 0} be the minimum and maximum time slot t in which j is scheduled with a positive fraction according to x. We say j is flexible w.r.t
The definition is to guarantee that all top jobs (defined later) will be flexible. Then main lemma we prove in the section is the following:
Lemma 5.3. If the parameter r in Theorem 5.1 is large enough, then in n O(r) time we can find a solution x * ∈ P(Φ), such that
Proof. We start from r = r and x * = x ∈ SA(P(Φ), r ). While (5.7) does not hold, we apply the following procedure. Take a 
j )/2 for every j ∈ J . Let j ∈ J be the job that appears the last in the chain Q and let t = B x * j . Notice that by the definition of B x * j , we have that x * j ,t > 0. So we can condition on the event x * j ,t = 1. We update x * to be the solution in SA(P(Φ), r −1) under this conditioning, and we then update r to r − 1. After this operation, all jobs j ∈ J will have E x * j ≤ t ≤ τ , since all these jobs precede j and the scheduling time of j is fixed to t in x * . Also, notice that the conditioning can only increase B x * j since the set of time slots t with x * j,t > 0 can only shrink. Thus, for every job j ∈ J , E
is decreased by at least a factor of 2 by the conditioning. Moreover, for any job j / ∈ J , the conditioning can only increase B Initially, E
x * j by at least a factor 2 for at most log(T /k 2 u) times before it becomes less than k 2 u. Since J has size at least
in each iteration, the number of iterations for the above procedure is at most
· k) and k 1 = Θ(mk log k), the right side of the above sequence is at most m · 2 O(k1) = 2 O(mk log k) . Thus, if we make r = 2 O(mk log k) to be large enough, then we can apply the above procedure until (5.7) holds, before we reduce r to 1. By projecting the x * to the subspace defined by the level-1 variables, we obtain an solution x * ∈ P(Φ). The running time of the algorithm is n O(r) .
Thus, we have now an x * ∈ P(Φ) such that (5.7) happens. The proof of Lemma 5.3 is the only place where we use the conditioning. From now on, we shall fix this x * ∈ P(Φ) and simply use B j and E j for B x * j and E x * j . That is, B j = min t : x * j,t > 0 and E j = max t : x * j,t > 0 for every j ∈ J * .
Definition 5.4. For every j ∈ J * , let C j = t x * j,t t be the fractional completion time of j according to x * and D j = min {B j + k(C j − B j ), E j }.
Notice that we have B j ≤ C j ≤ D j ≤ E j . For a technical reason, we shall use [B j , D j ] as the support of j when we define top, middle and bottom jobs. Also notice that for two jobs j ≺ j ∈ J * , we have B j ≥ B j + 1, C j ≥ C j + 1 and E j ≥ E j + 1; however D j ≥ D j + 1 may not hold. More formally, we let L = 2 p u. Let h be the largest integer such that (h−2)L+qu < T . Then be the indices of the intervals in I that contain B j , C j and D j respectively. (Notice that B j is an integer, but C j and D j might be fractional.)
Generating a Random
We show some simple claims regarding
The following simple observation will be useful later.
Claim 5.7. For two jobs j, j ∈ J * such that j ≺ j , we have v Proof. The claim holds since B j ≤ B j and C j ≤ C j if j ≺ j .
We now divide jobs into top, middle and bottom jobs, according to the number v The following claim and two lemmas are regarding the top jobs.
Proof. By the definition of top jobs, [B j , D j ] intersects at least k 2 + 2k + 2 intervals in I. Since all intervals in
We defined the flexible jobs in such a way that all the top jobs will be flexible, thus we have:
Proof. Notice that for every job j ∈ J * top , we have The following lemma lower bounds the number of intervals in I that [B j , C j ] intersects, for a top job j: One purpose of selecting the parameters p and q randomly as above is to guarantee that the probability that each job becomes a middle job is small. This is crucial to upper bound the expected completion times of jobs. Formally, we have Lemma 5.12. For any job j ∈ J * , we have Pr[j ∈ J * mid ] ≤ 1 km , where the probability is over the random choices of p and q.
Proof. Let z be the number of chunks that [B j , D j ] intersect. Notice that all the intervals in I other than the first and the last one has exactly 2 p chunks. For j ∈ J * mid to happen, one of the following two events must happen:
Indeed, if both events do not happen, then either z > 2 p (k 2 + 2k + 2), in which case j must be a top job, or z ≤ 2 p and [B j , D j ] intersects 1 interval in I, in which case j is a bottom job.
The probability that the first event happens is at
since there are at most log(k 2 + 2k + 2) different values of p satisfying the condition. Now consider the second event. For fixed p such that 2 p ≥ z, [B j , D j ] will intersect either 1 or 2 intervals in I, and j ∈ J * mid if it intersects 2. Notice that this happens with probability exactly 
Thus, the probability of j ∈ J * mid is at most
To construct our schedule, we build a set I of intervals I 1 , I 2 , · · · , I h of size L , where
With the intervals I defined, we shall first assign J * top ∪ J * bot to them and we guarantee that jobs assigned to each I o can be scheduled inside I o . Then we shall insert J * mid to the schedule, which may require us to increase the sizes of intervals in I .
Assigning Bottom Jobs to Intervals
The assignment of bottom jobs to I is straightforward: for each job j ∈ J * bot , we define o j = v Recall that 
Assigning Top Jobs to Intervals
Notice that the first property requires o j to be inside Notice that every job j ∈ J * top has (v
by Lemma 5.14. So, we assume e − b + 1 ≥ k. Let b = max {1, b − 1} and e = min {h, e + 1}. For every Proof. This is implied by Claim 5.7, and that all jobs
for every j ∈ J * mid and the precedence constraints between J * top ∪ J * bot and J * mid . Thus first we have to prove b j ≤ e j for every j ∈ J * mid . We prove this by comparing each of the two terms in the "max" operator defining b j and each of the two terms in the "min" operator defining e j :
• v
Thus, it suffices to find a vector (o j ) j∈J * mid such that o j ∈ [b j , e j ] for every j ∈ J * mid , and for any two jobs j, j ∈ J * mid such that j ≺ j , we have o j ≤ o j . Indeed, we can simply define o j = b j for every j ∈ J * mid : for every j, j ∈ J * mid with j ≺ j , b j ≤ b j is implied by the definitions of b j and b j , and the facts that v With o j defined, we can then insert each job j ∈ J * mid to I oj . Notice that this will automatically guarantee the precedence constraints between jobs scheduled in different intervals in I . However, there might be no way to guarantee all the precedence constraints between a j ∈ J * mid and the jobs that have already been scheduled in I oj (including the jobs in J * top (o j ) ∪ J * bot (o j ) and all the middle jobs that have been inserted to the interval). To address this issue, we can extend the size of I oj by 1 (and shift the intervals after I oj accordingly).
Analyzing the Expected Completion Times
We now analyze the expected completion time of each job j ∈ J * . Let us fix the choices of p and q; thus the partition of J * into J size of intervals in I 1 , I 2 , · · · , I oj , after the insertion of J * mid , which is at most
where o j L is the total length of intervals I 1 , I 2 , · · · , I oj before the insertion of J * mid , and |{j ∈ J * mid : o j ≤ o j }| is an upper bound on the increase of the quantity due to insertion of J * mid . We focus on the expected value of the second term, over all random choices of p and q. The idea is to show that if some j ∈ J * mid has o j ≤ o j , then C j is not too big compared to C j . This uses the fact that a middle job j has a small C j − B j . Formally, we have
The second inequality holds since [B j , D j ] intersects at most k 2 + 2k + 1 intervals in I. The third inequality is due to o j ≥ v k +4kL since k ≥ 5. Thus, overall, the expected completion time of any job j ∈ J * is at most
In the last inequality, we used the assumption that L ≥ u ≥ k, which implies We first show how Lemma 6.1 implies Theorem 1.1. By binary search, we assume we are given an upper bound Φ on the weighted completion time of the optimum schedule for J, and our goal is to output a schedule with weighted completion time at most (2 + )Φ. Let k = Θ(1/ ) to be large enough.
We run the ellipsoid method using the following separation oracle. Given a vector x * ∈ [0, 1] J×[T J ] , the separation oracle first checks if x * ∈ P J (Φ); if not, it returns a constraint defining P J (Φ) that is violated by x * and we proceed to the next iteration of the ellipsoid method. Otherwise, the separation oracle runs the algorithm stated in Lemma 6.1. If the outcome of the algorithm is a subset J ⊆ J such that any schedule S for J has weighted completion time strictly larger than We used the assumption that all weights are integers and thus the weighted completion time of any integral schedule is always an integer. In this case, we also proceed to the next iteration of the ellipsoid method. If the outcome of the algorithm is a schedule of J with weighted completion time at most 2 + O(1) k Φ, then
