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Proposed running head: Asymptotic equivalence, almost periodic solutions
Abstract
In this paper we establish asymptotic (biasymptotic) equivalence be-
tween spaces of solutions of a given linear homogeneous system and a
perturbed system. The perturbations are of either linear or weakly linear
characters. Existence of a homeomorphism between subspaces of almost
periodic and asymptotically (biasymptotically) almost periodic solutions
is also obtained.
1 Introduction and Preliminaries
Let N and R be sets of all natural and real numbers, respectively. Denote by || · ||
the Euclidean norm in Rn, n ∈ N, and by C(X,Y) the space of all continuous
functions defined on X with values in Y.
We shall recall the definitions of almost periodic and asymptotically almost
periodic functions, see [1, 5, 7] for more details.
A number τ ∈ R is called an ǫ− translation number of a function f ∈
C(R,Rn) if ||f(t + τ) − f(t)|| < ǫ for all t ∈ R. A function f ∈ C(R,Rn) is
called almost periodic if for a given ǫ ∈ R, ǫ > 0, there exists a relatively dense
set of ǫ− translation numbers of f . The set of all almost periodic functions is
denoted by AP(R).
A function f ∈ C(R,Rn) is called asymptotically almost periodic if there is
a function g ∈ AP(R) and a function φ ∈ C(R,Rn) with limt→∞ φ(t) = 0 such
that f(t) = g(t) + φ(t).
The basic definition of an almost periodic function given by H. Bohr has been
modified by several authors [1, 5, 7, 11, 21, 27]. Below we introduce a new notion
with regard to almost periodic functions.
Definition 1.1 A function f ∈ C(R,Rn) is called biasymptotically almost pe-
riodic if f(t) = g(t) + φ(t) for some g ∈ AP(R) and φ ∈ C(R,Rn) with
limt→±∞ φ(t) = 0.
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Note that every biasymptotically almost periodic function is a pseudo almost
periodic function [27], but not conversely.
In this paper we are concerned with the linear system
y′ = [A(t) +B(t)]y, (1)
which may be viewed as a perturbation of
x′ = A(t)x, (2)
where x, y ∈ Rn, and A,B ∈ C(R,Rn×n).
Moreover we consider the quasilinear systems of the form
y′ = Cy + f(t, y) (3)
and the corresponding homogeneous linear system
x′ = Cx, (4)
where x, y ∈ Rn, C ∈ Rn×n, and f(t, x) ∈ C(R× Rn,Rn) such that
f(t, 0) = 0 for all t ∈ R.
Definition 1.2 ([2, 16]) A homeomorphism between solutions x(t) and y(t) is
called an asymptotic equivalence if x(t)− y(t)→ 0 as t→∞.
Definition 1.3 A homeomorphism between solutions x(t) and y(t) is called an
biasymptotic equivalence if x(t)− y(t)→ 0 as t→ ±∞.
Our main objective is to investigate the problem of asymptotic equivalence
of systems and to prove the existence of asymptotically and biasymptotically
almost periodic solutions of (1) and (3) .
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The classical theorem of Levinson [14] states that if the trivial solution of (2)
is uniformly stable, A(t) ≡ A, and
∫ ∞
0
|| B(t) || dt <∞, (5)
then (1) and (2) are asymptotically equivalent. In the case when A is not a
constant matrix, Wintner [28] proved that the above conclusion remains valid if
all solutions of (2) are bounded, (5) is satisfied, and
lim inf
t→∞
∫ t
0
Trace[B(s)] ds > −∞.
Later, Yakubovicˇ [25] considered (3) and obtained asymptotic equivalence of (4)
and (3), see [16, 25] for details. After the pioneering works of Levinson, Wintner,
and Yakubovicˇ, the problem of asymptotic equivalence of differential systems in-
cluding linear, nonlinear, and functional equations has been investigated by many
authors; see e.g. [2, 12–20], and the references cited therein. Two interesting
articles in this direction which also motivate our study here in this paper were
written by M. Ra´b [18, 19]. In fact, the main result in [19] is an improvement of
the earlier one in [18], which we have employed in our work.
Asymptotically almost periodic functions were introduced by Fre´chet [8, 9].
The existence of this type of solutions was investigated by A.M. Fink [7] (The-
orem 9.5) for the first time. For more results on the existence of asymptotically
almost periodic solutions of different types of equations we refer to [12, 13, 15, 17,
24, 26] and the references cited therein. In this work we exploit the idea of A.M.
Fink to obtain the existence of asymptotically almost periodic solutions of lin-
ear and quasilinear systems. Moreover, we prove a theorem about biasymptotic
equivalence of linear systems and a theorem on the existence of biasymptotically
almost periodic solutions. Apparently the notions of biasymptotic equivalence
and a biasymptotically almost periodic function are introduced for the first time
in this paper.
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The paper is organized as follows. In the next section, we prove a main
lemma of Ra´b and obtain sufficient conditions concerning the asymptotic equiv-
alence of (1) and (2), and the existence of a family of asymptotically almost
periodic solutions of the system (1). The third section is devoted to the prob-
lem of the asymptotic equivalence of systems (4) and (3) and the problem of
existence of asymptotically almost periodic solutions of the system (3). The last
section concerns with biasymptotic equivalence problem and the existence of bi-
asymptotically almost periodic solutions of (1). In addition, examples are given
to illustrate the results.
2 Asymptotic equivalence of linear systems and
asymptotically almost periodic solutions
Let X(t), X(0) = I, be a fundamental matrix solution of (2). Setting y = X(t)u,
we easily see from (1) that
u′ = P (t)u, (6)
where P (t) = X−1(t)B(t)X(t).
Assume that
(C1)
∫ ∞
0
||P (t)||dt <∞.
The following lemma has been obtained Ra´b [18], [19], for which we include
a proof for convenience.
Lemma 2.1 If (C1) is valid then the matrix differential equation
Ψ′ = P (t)(Ψ + I) (7)
has a solution Ψ(t) which satisfies Ψ(t)→ 0 as t→∞.
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Proof. Construct a sequence of n× n matrices {Ψk} defined on R+ = [0,∞) as
follows:
Ψ0(t) = I, Ψk(t) = −
∫ ∞
t
P (s)Ψk−1(s) ds for k = 1, 2, . . ..
Fix ǫ, 0 < ǫ < 1. In view of (C1) there exists a t1 > 0 such that
∫ ∞
t
||P (s)||ds < ǫ for all t > t1.
It follows that ||Ψk(t)|| < ǫk, k ∈ N, and consequently the series
∑∞
k=1Ψk(t) is
convergent uniformly for t ∈ [t1,∞). Letting Ψ(t) =
∑∞
k=1Ψk(t), one can easily
check that Ψ satisfies
Ψ(t) = −
∫ ∞
t
P (s)[I +Ψ(s)]ds (8)
and hence it is a solution (7). From (8) it also follows that Ψ → 0 as t → ∞,
which completes that proof.
We may assume that
(C2) limt→∞X(t)Ψ(t) = 0.
Theorem 2.1 Suppose that conditions (C1) and (C2) hold. Then (1) and (2)
are asymptotically equivalent.
Proof. Let t be sufficiently large, t ≥ t1 say. In view of (8) we see that the
function u(t) = [I + Ψ(t)]c, c ∈ Rn, is a solution of (6) defined on [t1,∞) and
hence
y(t) = X(t)[I +Ψ(t)]c (9)
is a solution of (1) .
Since Ψ(t) → 0 as t → ∞, there exists a t2 > t1 such that I + Ψ(t2) is
nonsingular. Let x0 = X(t2)c and y
0 = X(t2)(I + Ψ(t2))c. Denote by y(t, c) =
y(t, t2, x
0) and x(t, c) = x(t, t2, y
0) the solutions of (1) and (2) satisfying x(t2) =
6
x0 and y(t2) = y
0, respectively. Now, because of the existence and uniqueness of
solutions of linear differential equations and the fact that I+Ψ(t2) is nonsingular,
the relation
y0 = X(t2)[I +Ψ(t2)]X
−1(t2)x
0
defines an isomorphism between solutions x(t) of (2) and y(t) of (1) such that
y(t) = x(t) +X(t)Ψ(t)c
for t > t1. The last equality, in view of (C2), completes the proof.
Corollary 2.1 Suppose that the system (2) has a k−parameter (k ≤ n) family
σ2 of almost periodic solutions, and that the conditions (C1), (C2) are satisfied.
Then there exists a k−parameter family σ1 of asymptotic almost periodic solu-
tions of (1), and σ1 is isomorphic σ2.
Example 2.1 Consider the systems
x′′ − 2(t+ 1)−2x = 0 (10)
and
y′′ − [2(t+ 1)−2 + b(t)]y = 0, (11)
where b(t) is a continuous function defined on R+. We assume that there exist
real numbers K1 > 0 and α > 0 such that
| b(t) |< K1e−α t for all t ∈ R+. (12)
Notice that (10) has solutions x1(t) = (t+ 1)
2 and x2(t) = (t+ 1)
−1.
If we transform the above second order equations into systems of the form
(1) and (2) we identify that
A =
[
0 1
2/(t+ 1)2 0
]
and B =
[
0 0
b(t) 0
]
.
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It is easy to see that for a given ǫ > 0 there exists K > 0 such that
|| P (t) ||≤ Ke(−α+ǫ)t for all t ∈ R+. (13)
Fix ǫ so that β := α + ǫ < 0. Then (6) is satisfied, i.e.,
∫ ∞
0
||P (t)|| dt <∞,
and
|| Ψ(t) ||≤ eK|β|−1eβt − 1. (14)
Moreover, using (13) and (14) one can show that X(t)Ψ(t) → 0 as t → ∞, i.e.,
(C2) holds.
Since the conditions of Theorem 2.1 are fulfilled, we may conclude that (10)
and (11) are asymptotically equivalent whenever (12) holds.
Example 2.2 Let b(t) be a continuous function such that |b(t)| ≤ K1e−αt for
all t ∈ R+ for some α > 0, K1 > 0, and C ∈ R5×5. Consider
y′ = (A+B(t))y, (15)
where
A =


0 1 0 0 0
−1 0 0 0 0
0 0 0 π 0
0 0 −π 0 0
0 0 0 0 β

 ,
B(t) = b(t)C, and β > 0 satisfies α− 2β > 0.
The associated equation x′ = Ax has a fundamental matrix
X(t) =


cos t sin t 0 0 0
− sin t cos t 0 0 0
0 0 cosπt sin πt 0
0 0 sin πt cosπt 0
0 0 0 0 eβt

 .
The equality
P (t) = X−1(t)B(t)X(t) = b(t)X−1(t)CX(t)
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implies that there exists a K > 0 such that ||P (t)|| ≤ Ke−(α−β)t for all t ∈ R+.
Therefore, (C1) is valid. We also see that
||Ψ(t)|| ≤
∞∑
k=1
(Ke−(α−β)t)k
(α− β)kk! = 1− e
K(α−β)−1e−(α−β)t,
and hence X(t)Ψ(t) → 0 as t → ∞. In view of Corollary 2.1 we conclude that
system (15) has a 4− parameter family of asymptotically almost periodic so-
lutions. More precisely they are asymptotically ”quasiperiodic” solutions and
every such solution has a torus as the ω− limit set.
3 Asymptotic equivalence of linear and quasi-
linear systems
Let α = minj ℜλj and β = maxj ℜλj, where ℜλj denotes the real part of the
eigenvalue λj of the matrix C. Let mα and mβ be the maximum of degrees of
elementary divisors of C corresponding to eigenvalues with real part equal to α
and β, respectively. Clearly, there exist constants κ1, κ2 such that
||eCt|| ≤ κ1tmβ−1eβt and ||e−Ct|| ≤ κ2tmα−1e−αt
for all t ∈ R+ = [0,∞).
The following conditions are to be assumed:
(C3) ||f(t, x1)− f(t, x2)|| ≤ η(t)||x1 − x2|| for all (t, x1), (t, x2) ∈ R+ × Rn, and
for some nonnegative function η(t) defined on R+;
(C4) L :=
∫ ∞
0
tmβ+mα−2e(β−α)tη(t) dt <∞.
Lemma 3.1 If (C3) and (C4) are valid, then every solution of
u′ = e−Ctf(t, eCtu) (16)
is bounded on R+ and for each solution u of (16) there exists a constant vector
cu ∈ Rn such that u(t)→ cu as t→∞.
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Proof. Let u(t) = u(t, t0, u0) denote the solution of (16) satisfying u(t0) = u0,
t0 ≥ 0. It is clear that
u(t) = u0 +
∫ t
t0
e−Csf(s, eCsu(s)) ds, t ≥ t0.
By using (C3) and f(t, 0) = 0, we see that
|u(t)| ≤ |u0|+ k1
∫ t
t0
smβ+mα−2e(β−α)sη(s)|u(s)| ds, t ≥ t0
for some k1 > 0. In view of (C4) and Gronwall’s inequality, we have
|u(t)| ≤ |u0| e
k1
∫ t
t0
smβ+mα−2e(β−α)sη(s) ds
≤ |u0| ek1L <∞, t ≥ t0.
Let M0 = max{|u(t)| : t ∈ [0, t0]} and M = max{M0, |u0| ek1L}. Then we have
|u(t)| ≤M for all t ∈ R+.
To prove the second part of the theorem, we first note that
|
∫ t
t0
e−Csf(s, eCsu(s)) ds| ≤Mk1
∫ ∞
0
tmβ+mα−2e(β−α)tη(t)dt <∞.
So we may define
cu = u0 +
∫ ∞
t0
e−Csf(s, eCsu(s)) ds.
It follows that
u(t) = cu −
∫ ∞
t
e−Csf(s, eCsu(s))ds,
which completes the proof.
The following lemma can be easily justified by a direct substitution.
Lemma 3.2 If y(t) is a solution of (3), then there is a solution u(t) of (16) such
that
y(t) = eCtu(t). (17)
Conversely, if u(t) is a solution of (16) then y(t) in (17) is a solution of (3).
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Theorem 3.1 If conditions (C3) and (C4) are satisfied, then every solution y(t)
of (3) possesses an asymptotic representation of the form
y(t) = eC t[c+ o(1)],
where c ∈ Rn is a constant vector and for a solution u(t) of (16),
o(1) = −
∫ ∞
t
e−Csf(s, eCsu(s)) ds.
Proof. The proof follows from Lemma 3.1 and Lemma 3.2.
Theorem 3.2 Assume that (C3) and (C4) are fulfilled, and
(C5) lim
t→∞
∫ ∞
t
(s− t)mα−1smβ−1eα(t−s)eβsη(s)ds = 0.
Then (3) and (4) are asymptotically equivalent.
Proof. In view of Lemma 3.1 we see that
y(t) = eCt[cu −
∫ ∞
t
e−Csf(s, eCsu(s))ds]
= x(t)−
∫ ∞
t
eC(t−s)f(s, eCsu(s))ds,
where x(t) = eCtcu is a solution of (4) and u(t) = u(t, t0, u0) is a solution of (16).
It is clear that a given u0 results in a one-to-one correspondence between x(t)
and y(t). In view of (C5), we also see that x(t) − y(t) → 0 as t → ∞, which
completes the proof of the theorem.
In [25], Yakubovich proved that if
lim
t→∞
∫ ∞
t
smβ+mα−2eβsη(s)ds = 0 (18)
then (3) and (4) are asymptotically equivalent. It is clear that if α > 0 then
condition (C5) is weaker than (18).
The following assertion is a simple corollary of the Theorem 3.2
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Corollary 3.1 Suppose that conditions (C3), (C4), (C5) hold, and that system
(4) has a k− parameter (k ≤ n) family γ1 of almost periodic solutions. Then
(3) admits a k−parameter family γ2 of asymptotically almost periodic solutions,
and γ1 is homeomorphic γ2.
4 Biasymptotic equivalence of linear systems
and biasymptotically almost periodic solutions
With regard to systems (1) and (2) we shall make use of the following conditions:
(C6) A(−t) = −A(t) for all t ∈ R.
(C7) B(−t) = B(t) for all t ∈ R.
We will rely on the following two lemmas. The first lemma is almost trivial.
Lemma 4.1 If (C6) is satisfied then X(−t) = X(t) for all t ∈ R, and if in
addition (C7) holds then P (−t) = −P (t) for all t ∈ R.
Lemma 4.2 Assume that conditions (C1), (C6), (C7) are valid. Then (7) has a
solution Ψ(t) which satisfies Ψ(−t) = Ψ(t) for all t ∈ R and Ψ→ 0 as t→∞.
Proof. By Lemma 2.1 there exists a solution Ψ+(t) of (7) which is defined for
t ≥ t1 and satisfies Ψ+ → 0 as t→∞.
Using P (−t) = −P (t) we see that
∫ −t1
−∞
||P (s)|| ds =
∫ ∞
t1
||P (s)|| ds < ǫ.
We may define a sequence of n× n matrices {Ψ˜k} for t ∈ (−∞, 0] as follows:
Ψ˜0(t) = I, Ψ˜k =
∫ t
−∞
P (s)Ψ˜k−1(s) ds for k = 1, 2, . . ..
As in the proof of Lemma 2.1, the matrix function Ψ−(t) =
∑∞
k=1 Ψ˜k(t) satisfies
Ψ(t) =
∫ t
−∞
P (s)(I +Ψ(s))ds
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and hence becomes a solution of (7) for t ≤ −t1.
On the other hand, since Ψ0(−t) = Ψ˜0(t) = I we have
Ψ1(−t) = −
∫ ∞
−t
P (s)Ψ0(s)ds =
∫ −∞
t
P (−s)Ψ0(−s)ds
=
∫ t
−∞
P (s)Ψ˜0(s)ds = Ψ˜1(t).
It follows by induction that Ψk(−t) = Ψ˜k(t) for all k = 0, 1, 2, . . . and for all
t ≤ −t1. Hence Ψ+(−t) = Ψ−(t) for all t ≤ −t1. Continuing Ψ+ and Ψ− as
solutions of (7), one can obtain that Ψ+(−t) = Ψ−(t) for all t ≤ 0.
Define
Ψ(t) =
{
Ψ+ if t ≥ 0,
Ψ− if t < 0.
Clearly Ψ(t) is a solution of (7) satisfying Ψ(−t) = Ψ(t) for all t ∈ R and Ψ→ 0
as t→∞. This completes the proof.
The following results are analogous to Theorem 2.1 and Corollary 2.1.
Theorem 4.1 Suppose that (C1), (C2), (C6), (C7) are valid. Then (1) and (2)
are asymptotically biequivalent.
Corollary 4.1 Suppose that (C1), (C2), (C6), (C7) are valid, and that (2) has
a k− parameter (k ≤ n) family ν1 of almost periodic solutions. Then (1) admits
a k−parameter family ν2 of biasymptotically almost periodic solutions, and ν1 is
isomorphic ν2.
Example 4.1 Consider the system
y′ = (A(t) +B(t))y, (19)
where
A(t) =
(
sin πt 0
0 sin
√
5t
)
,
B(t) = cos t e−α|t|C with α > 0 a real number and C ∈ R2×2.
Applying Corollary 4.1 one can conclude that every solution of (19) is bi-
asymptotically quasiperiodic.
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