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Abstract
This article contributes to the study of children and the internet by reporting on findings from an ethnographic study of children’s online use, experience and regulation in Melbourne, Australia. As part of a social inclusion study of technology use, we worked with children and their families in the contexts of everyday and home internet use. This article begins by identifying age-related gaps in the literature on children’s online risks, and then moves on to a discussion of the research findings relating to children’s online mediation, conduct and competence. By developing a concept of digital wellbeing the article argues that rather than focus only on risk protection measures, it is important to equip children with the knowledge and skills to be active, ethical and critical participants online.
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Introduction - Risk and age
Internet research is revealing that children in the developed world are going online at ever younger ages, in ever growing numbers, and for ever more activities (see for example Livingstone et al., 2010). This is reflected in Australia where almost all young people aged 8-17 years (93 per cent) have access to and regularly use the internet (Australian Communications and Media Authority [ACMA], 2007; Australian Bureau of Statistics [ABS], 2009a, 2010). Yet modes of use are not consistent across differently aged youth.​[1]​ Australian and international studies show that the places, patterns and regulation of children’s internet use vary as they age and develop (e.g., ACMA, 2007, 2009a; Livingstone at al., 2010). Children under the age of 12 are more likely to access the internet at home, to use a computer located in a communal area, to have their access supervised, and to engage in more adult-directed use. In contrast adolescents often develop more specialized and diverse internet practices, characterized by increased places and devices they use to access the internet, more time spent online, less supervision, and greater variety in their online activities. Younger children tend to visit few sites and often return to familiar sites; and they are more likely to use the internet for doing homework or to play online games rather than communicate or seek out information (ABS, 2009b; ACMA, 2007, 2009a; Fox & Jones, 2009; Livingstone, 2009; Livingstone & Bober, 2005; Livingstone et al., 2010; Rideout et al., 2010). There are, then, significant age differences in the way children and young people use the internet. 

Thus, despite the popular attention and rhetoric given to social networking sites (SNS), web 2.0 platforms, user-generated content creation – ‘prod-usage’, in Bruns’s (2008) terms – and the rise of a more ‘participatory culture’ (Jenkins, 2006), these age-related differences in online access, use and regulation contribute significantly to widely varying experiences, benefits and forms of digital inclusion, with children far less likely than adolescents to take advantage of more creative, communicative or participatory opportunities (e.g., Holloway & Valentine, 2003; Livingstone & Helsper, 2007). Moreover, much of the literature studying young people’s online access and activities shifts the focus from social questions related to digital participation or inclusion, to consider more health or welfare oriented issues associated with the various risks that can accompany internet use (e.g., ACMA, 2007; Dooley et al., 2009; Livingstone & Haddon, 2009; McGrath, 2009). This research focus identifies a diverse range of risks involved with participating in digital culture, yet unlike the documentation of young people’s online use these risks and related harms are not sufficiently differentiated or assessed according to age.

Online risks to young people are usually categorized in terms of content, contact and conduct (Livingstone & Haddon, 2009).​[2]​ Content risks relate to viewing inappropriate or illegal material such as explicit sexual or violent images, embedded marketing or misinformation. Contact risks cover forms of unwanted, harassing or harmful communications, such as bullying, grooming or spam. Conduct risks revolve around children’s personal behavior online, and include participating in hostile or harassing acts, revealing or misusing personal information or illegally downloading content. In developing this classification of risk, Livingstone and Haddon have been careful to highlight that risks vary for different populations and ages; that children are not solely victims in such media ecologies, but can also be participants or perpetrators; and that vulnerability to risk does not automatically equate with harm, as children often develop or possess forms of resilience that counter the dangers of online risks (Livingstone & Haddon. 2009). 

Despite these findings, the research agenda is disproportionately focused on older children’s modes of use and their associated risks, while the policy agenda to promote safe use of the internet emphasizes protection measures over developing critical capacities. The European Union (EU) Kids Online meta analysis of  children’s internet use and online risk concluded that while, “children of primary school age, and even younger, are increasingly gaining access to the internet, most research concerns teenagers” (Staksrud et al., 2009, p.41). They argue that the majority of research on children’s use of the internet and online technologies is conducted on teenagers, “because they are ‘researchable’ (i.e., reliable respondents, without necessitating different methods or demanding special ethical procedures)” (Staksrud et al., 2009, p.7). This gap in the evidence base means that, “increasing the body of research on children younger than 12 is now a priority, since their activities may challenge their maturity to cope with unanticipated risk” (Staksrud et al., 2009, p.41).

Risks relating to older children’s online activities and especially contact risks have received the most attention from policy initiatives, research literature and education campaigns on cybersafety. Dominated by problems of stranger contact, cyberbullying, sexual predation, accessing inappropriate or explicit content, and identity fraud (see Livingstone et al., 2010), cybersafety resources often treat younger children as subject to identical risks, or alternatively as largely exempt from these risks. Given that younger children’s internet use is more actively governed or mediated by parents, and given they are less likely to engage in communication (e.g., email, SNS or blogs), the likelihood of encountering such contact risks or of viewing explicit and inappropriate content is reduced (ACMA, 2007, 2009a; Livingstone and Helsper, 2008; Nikken & Jansz, 2006; Rideout et al., 2010). Yet, rather than generalize or dismiss risks it is important that harms relevant to age, online activities and experiences be studied. In order, then, to overcome the age and subject related foci of risk research (Livingstone & Haddon, 2009; Staksrud et al., 2009), including in Australia (Dooley at al., 2009), criminal, unethical or harmful uses of the internet for younger children must be detailed and differentiated from older children. The research reported on here, in the contexts of children’s everyday and home internet use, contributes to this age-related understanding by developing a concept of digital wellbeing.

Digital wellbeing
The early and limited uses of the internet by primary school aged children means that from a social inclusion perspective, the internet operates to provide opportunities for learning, play, and social development (Holloway & Valentine, 2003; Livingstone & Helsper, 2007; Seiter, 2005; Selwyn, 2004; Valentine et al., 2002; Warschauer, 2003). In contrast, within a health framework the implications of the internet for children’s welfare online are typically framed in terms of a need to protect them from risks. In Australia, protecting children online is addressed by the Government’s cybersafety plan,​[3]​ by law-enforcement directed at cyber-crime, and by the regulatory body for communications, the Australian Communications and Media Authority (ACMA).​[4]​ Education campaigns, government programs and online resources provide information and advice to schools, teachers, parents and young people about e-security and cybersafety. These resources include the Federal Police’s ThinkUKnowAustralia program and website,​[5]​ the Australian Government StaySmartOnline website,​[6]​ ACMA’s Cybersmart program,​[7]​ and The Alannah and Madeline Foundation’s (AMF) Cybersafety and Wellbeing Initiative.​[8]​ 

These resources provide parents with tips and measures for safeguarding their children’s internet use, especially at home. Yet, informed by research in the media effects tradition they often position children as vulnerable to the dangers of media use and thus requiring protection. In contrast, empowering children to become active, respectful and resilient participants online through pedagogical and behavioral approaches is foregrounded in ACMA’s idea of digital citizenship (2008). Digital citizenship situates online safety within a broader understanding of digital practice by promoting etiquette, literacy and security in an effort to empower children, young people and their families with capacities to participate safely online.

We describe this more salutogenic approach through the concept of digital wellbeing, in an effort to bridge some differences between health and inclusion oriented frameworks. By situating online risk within a concept of wellbeing we are able to take account of the increasingly important mediating role played by the internet for children’s interpersonal relationships, education, play and social development. We can also accommodate the implications of the internet for children’s health; yet balance online safety models built around protection measures with the development of children’s online resilience and critical capacities to cope with risk. To do so, digital wellbeing requires forms of education and support in the use of the internet beyond simply providing technical hardware, or telling children to be wary of online dangers. The concept of digital wellbeing is explored in this article through our research findings on children’s internet uses and their associated risks and regulation. What emerged from the study with children were not issues to do with unwanted contact online, but instead issues relating to online conduct within existing inter-personal relationships, and issues relating to children’s competence to negotiate online commercial content.

Research methods
This exploratory, multi-method and multi-site study, ‘Screen Stories’, aimed to provide an integrated picture of the everyday ICT interactions of children and their families by helping us understand: the main ‘who’, ‘what’, ‘where’, ‘when’, ‘why’ and ‘how’ questions of technology use; people’s everyday relationship with technology; and how social inclusion is, and is not, facilitated through technology. We conducted ethnographic research with five families with children aged 6-10 (9 children: 3 boys, 6 girls) over a period of three months and over multiple visits per household. The research predominantly took place in an outer-urban growth area of Melbourne, Australia, with the exception of one inner city family for comparative purposes. Of the families that we worked with in this study all were dual parent homes, all with children aged 10 years and under, and two of the families were from culturally and linguistically diverse (CALD) backgrounds. Whilst the urban fringe location is a low socioeconomic area, all the families in our study were home owners who either had a tertiary education or a professional occupation.

We used multiple participatory methods with children and their parents to explore the everyday, embedded and typically ordinary uses of the internet. In a home hardware tour families guided us through the geographies of communications and media technologies in the home. An online tour enabled participants to provide an inventory of applications and sites regularly visited, as well as their expectations and experiences of these sites. Using mobile methods (Ross et al., 2009), participants guided us around the different places beyond the home where they used the internet, such as the school, workplace and library. Participants also drew flow diagrams to visually represent the relationship between social interactions and the use of technologies, and kept a daily clock, in which participants recorded the time they used internet applications over the course of a day. We conducted semi-structured interviews alongside and following these methods using prompts and questions informed by the results, particularly in discussing children's internet uses and parents’ regulation. The ethnographic research was conducted by two research fellows, with interviews recorded on audio digital recorders and selectively transcribed by the same two researchers. The data was then analyzed by the entire research team using an inductive, thematic approach in order to identify and develop a conceptual understanding of the factors that influence children’s internet access, use and experience.





Children’s internet uses and regulation
Sitting with children in front of a connected screen and having them show us their online activities and describe what they thought and experienced online – their screen stories – we found risks to their wellbeing differed from those anticipated by parents or typically discussed in the risk research literature on adolescents.

None of the children in our study owned a mobile phone or had a personal social networking account, while very few had an email account. Instead digital technologies for these children represented an avenue to play or learn. Most had used computers and the internet at school, but only in a limited and supervised manner directed at specific learning activities. This use of the internet for learning was also a major part of home use, particularly with the widespread popularity of a subscription-based educational maths website, called Mathletics. The other major focus of children’s internet use was for play: the ownership of a home or mobile game console was common, children played games on their parents’ mobiles, and internet use was characterized by the repeated use of either free game sites (e.g., Miniclip), product-driven toy sites (e.g., Barbie.com), or role-playing virtual game worlds (e.g., Club Penguin). Whilst our research found limited internet uses by younger children, and especially the predominant use of the internet for play rather than communication, we also found some children beginning to tentatively experiment with different online applications such as watching clips on YouTube, as well as creating an email account, and in one instance, creating a blog.

Our research supports findings from parental mediation literature, which has studied the range of measures parents use to manage or regulate their children’s use of and safety on the internet (e.g., ACMA, 2007; Livingstone & Helsper, 2008; NetRatings Australia, 2005, Nikken & Jansz, 2006; Rideout et al., 2010; Valcke et al., 2010). We found that younger children’s internet use was actively governed by parents. This was to provide a safe online environment for children and protect their welfare while enabling them to develop a range of skills. Parents implemented a number of rules or measures to direct, limit and supervise children’s use, and thus protect their children from perceived or potential risks. Families’ mediation strategies included the conscious physical placement of computers in shared and visible spaces such as the living room rather than in the privacy of bedrooms, installing or running filtering technologies such as parental control software, checking the suitability and approving what sites their children could visit, supervising while their children were using the computer, placing time limits on use, and discussing perceived dangers.

The literature categorizes styles of parental mediation in terms of restrictive mediation, active mediation, and co-viewing or co-playing (e.g. Nikken & Jansz, 2006); that is, restricting media use, talking about media use, and viewing or sharing use respectively. Green, Holloway and Quin (2004) place these along a spectrum from a more authoritarian to a more empowering autonomous approach. It has been shown that these styles of mediation correlate to children’s age, with parents adopting more restrictive approaches for younger children (NetRatings Australia, 2005; Valcke et al., 2010). Similarly, we found that for primary school aged children restrictive forms of mediation, involving filtering content or placing limits on the times, spaces and sites of use tended to be more popular among parents than active mediation or co-play. Parents perceived these strategies to be more successful in protecting their children from risks they were most sensitized to and concerned about – stranger danger, pornography, and excessive use. These efforts were directed towards more overt and well-known risks – often represented in disproportionately negative media stories about children and the internet (Haddon & Stald, 2009) – and these were largely unwanted contact, explicit content, and certain forms of child conduct (over-use):

Father 1 (parent of male 9, female 6): I went to Google images, turned search preferences to non-restrictive and typed in sex…on the first page it was just out of control.

Mother 2 (parent of female 8): And you know the other thing I don’t want her to access at this age is any adult materials. I don’t want her to find out the details of (sex) from these sites. If she wants to know we want her to come to us, not learn from these perverted sites. 

Father 3 (parent of male 8, female 10): Our main concern is controlling access and over-use. When he first got computer literate, we were worried about overuse, but he has since backed off a bit. 
Mother 3 (parent of male 8, female10): It comes in fits and spurts. If he discovers a new website, or a new game site, he is on it all the time. 

Father 1: It will be a brave new world for us when he gets into it – the thought of him locking himself a way in the room for five hours a night communicating with people. I will be trying to stop it. I don’t think it’s good; that’s why we try to stick him into sport, try and keep him away – keep him active. I think it is an horrendous thing to happen to a kid, to do a large amount of their communication by wire. And I will try and discourage it...

Mother 4 (parent of female 8 and 6):  She does not click on anything she does not know. They teach them this in school, but we also tell her not to because sometimes the computer gets viruses on it. It happened one time and the computer then was down for a while, so since then we are very strict.

At the same time, however, parents often trusted their children’s use of the internet. This trust was connected to particular sites, such as those encouraged or approved by schools (i.e., Mathletics), or those that were seen to be official, legitimate or safe, based on them being a known company, requiring subscription, or having an adult moderate activities on them (e.g., Club Penguin, Barbie). When children were on such sites, parents were more likely to allow their children to play, alone or with friends, without mediation or supervision. Although this trust was threatened by a sense of uncertainty about not knowing everything their child was doing online, this was partially reconciled by the hope that their child followed the rules, possessed a degree of discretion, or would develop competence and resilience to face risks in the future: 

Father 3: We are lucky at the moment, he is quite moralistic
Mother 3: He self-regulates. He is quite good, of course he does things that maybe he shouldn’t, but when you tell him certain things most of the time he will stay within the boundaries. At the moment.

Researcher: Will you filter or monitor their internet use in the future? 
Father 1: If I’ve got a 13 year old kid sitting in his room with a computer, I can probably put filters in there, but it’s gonna be this transition where all you can try and do is give guidance and hopefully it flows through. 

We found, then, that children’s internet use was often mediated by the parents in our study based on a concern for risks that are more relevant to older children’s use of social networking, information seeking and content viewing or sharing. Yet, given their limited and governed uses of the internet online risks to younger children’s wellbeing are less likely to relate to harmful contact or inappropriate or explicit content. Instead, for the children we sat with while online we found that the risks they encountered to their wellbeing were more ordinary and subtle and related to online conduct within existing interpersonal relationships, and to online content and literacy for the content they regularly viewed, especially commercial content. 

Interpersonal conduct and etiquette online
Conduct risks to digital wellbeing relate to personal behavior online, and are typically addressed in youth education through discussions of netiquette, and taking responsibility for participation in online bullying, peer-to-peer file sharing or securing private information from unknown strangers. Yet, conduct is also a broader question about personal online etiquette and ethics, which encompasses all interactions and interpersonal relations mediated online.

The conduct risk most often studied and reported is cyberbullying (see, for example: Cross et al., 2009; Kowalski et al., 2008; McQuade, 2009; Smith, et al., 2008), with research showing that children are not just victims but also play an active role in victimizing others (ISTTF, 2008; Withers & Sheldon, 2008). We did not encounter any deliberate or aggressive forms of harassment associated with conventional online bullying (Belsey, 2008; Patchin & Hinduja, 2006), yet we did find instances of indirect, unintentional or subtle forms of interpersonal mis-conduct. These were revealed through a number of incidents involving friends or relatives seeking to discover the passwords for children’s online sites, accessing personal accounts without permission, and altering online profiles:

Researcher: Have you posted things on Youtube before?
Lee (male, age 9)​[9]​: I did, but someone hacked in...my friend, she went in and  put these silly things on it...that’s it.

Mother 1: She keeps on asking him for his passwords, she gets in there. First time she tricked him and she went in there...on Club Penguin she went in there and spent all his money and changed everything… She is always trying to get his passwords, but I don’t understand how she hacked the Youtube thing. He has learned not to give his passwords, she has tried different modes and watched, and he is quite cautious, but I don’t know what happened.
Father1: His innocence got dented because he believed she didn’t do it...he spent all this time building up points and she went and spent it all on crap... 
Mother: ...and changed his identity and his look. So he has learned a lot about human nature. 
Researcher: Would you say it is a kind of bullying? Or vandalism?
Father: It’s theft of his innocence, she asked him [for his password], and he trusted her and told her, and she has betrayed his trust.

Mother 4: (laughs) Once she left her computer page open [on Mathletics] and I quickly changed the girl’s hair [Mathlete avatar]…she came back and saw what I did. She was so angry, so angry, she slammed the laptop shut and took the whole thing and went into the room! She didn’t speak to me for the whole night (laughs). 
Researcher: So she takes it very seriously? 
Mother: Too seriously! (laughs) 
Researcher (to daughter): Why did you get upset? 
Kashmira (female, age 8): <shrugs> 
Researcher: Is it because she changed the hair? 
Kashmira: <shrugs> 
Researcher: Were you upset because she changed the hair? 
Kashmira: Yes

These incidents, and children’s reluctance to elaborate on them, provide evidence for the ways we found children became upset or emotionally harmed by others mis-treating their online profiles or accounts. Such incidents may not have the same scale of impact as bullying, yet they present risks to emotional and psychological wellbeing, raising questions about etiquette online, about how children treat each other in the contexts of an emerging online presence and relationships. Thus while not according with standard definitions or understandings of cyberbullying, they could be considered along a spectrum of hurtful conduct that includes direct, deliberate and aggressive kinds of bullying behavior, as well as milder or indirect events such as flaming, impersonation, or social exclusion (Chisholm, 2006; Dooley et al., 2009). 

Such conduct impacts on children’s emotional lives and points to gaps in our understanding of children’s perceptions and experiences of online etiquette, risk, and the implications of online actions. Nevertheless, our study also suggests that such relatively minor breaches of trust by children’s peers or relatives may help to develop the necessary awareness, competencies or expertise required for possible future encounters with online risks, particularly in relation to e-security and protecting personal information online (e.g., Berson & Berson, 2006; Lenhart & Madden, 2007; Livingstone et al., 2010; Marwick et al., 2010; Youn, 2009). 

ACMA recognize etiquette as a critical component of digital participation through their notion of digital citizenship (see: ACMA, 2008, chap. 3), defining etiquette as “appropriate and responsible online behaviour” (2008, p.51). Nevertheless, understandings or the promotion of etiquette tends to get lost within a safety framework dominated by risk protection. Our research suggests, following ACMA’s digital citizenship approach to online interaction and conduct, that online etiquette is an important issue in children’s developing digital use and wellbeing. Further, instead of adopting a purely protectionist approach to young people’s online participation, this implies that etiquette is critical to digital education, and for  building resiliency to equip young people with knowledge and skills to participate in digital culture in a responsible, ethical and safe manner. 

Commercial content and competence online
Online content risks to children’s wellbeing are dominated by discussions and measures to address unsuitable or illegal sexual, violent or fraudulent content. Yet, the risks associated with online advertising, marketing and commercial content receive little attention in Australian regulatory responses or education campaigns. While this content may appear less harmful than other kinds of inappropriate content, its ubiquity and lack of regulation presents challenges to the independence of young people’s online spaces for play and leisure, and to young people’s emotional development or critical capacities to negotiate online environments. 

Research shows that commercial interests increasingly shape the look and feel of children’s opportunities to participate online (e.g., Grimes & Shade, 2005; Seiter, 2005); and that the most popular children’s sites are commercially owned and operated, and so primarily geared towards corporate interests and an advertising-based revenue model (Chung & Grimes, 2005; Grimes, 2008a, 2008b; Montgomery, 2000, 2007; Seiter, 2005; Grimes & Shade, 2005). The commercialization of youth media culture is well established and acknowledged (Kapur, 1999; Kline, 1993; Montgomery, 2007; Schor, 2004; Seiter, 1993), with young people historically targeted by advertising. Yet, digital technologies and the internet offer increased media platforms, channels, and possibilities for the further integration of content and advertising (Grimes, 2008a, 2008b; Grimes & Shade, 2005; Kenway & Bullen, 2008; Kline et al., 2003; Montgomery, 2007; Seiter, 2005). This includes branding in which sites explicitly promote awareness and loyalty to a particular product (e.g., Barbie.com), to various types of advergames, to the embedding of product placements or immersive advertising within a game (e.g., Neopets.com) (Grimes, 2008a, 2008b; Grimes & Shade, 2005). 

While research shows children may be able to recognize and distinguish more obvious forms of online banner advertising (Henke, 2002), children are often naïve about the motives or operations of commercial sites (Livingstone & Bober, 2005), and have difficulty recognizing more integrated or deceptive kinds of online advertising (Alie et al. 2009; Seiter, 2005). This is troubling, especially for younger children, in terms of the increasingly branded nature of children’s online culture and their capacities to discern the persuasive intent of advertising (John, 1999), yet is exacerbated by the trend towards the integration of entertainment and advertising, and the embedded or deceptive forms of advertising in children’s online entertainment content (e.g., Chung & Grimes, 2005; Montgomery, 2000, 2007). 

Our research, too, found that the most popular sites mentioned or shown by children participants were commercially owned or oriented, yet children rarely noticed the existence of advertising or marketing online. One of the most popular sites amongst children in our study, particularly for girls, was Barbie.com:

Researcher: What is your favorite game?
Cindy (female age 6): I like the Barbie game
Researcher: What do you do on Barbie?
Cindy: Mainly I play it because I love the little puppy (game within the site)
Researcher: Have you ever seen ads on Barbie?
Cindy: I have never seen it.
Researcher: Does your Mum and Dad let you go onto it whenever you want?
Cindy: Yeah, Mum doesn’t even care.

Another concern raised in the research literature is the way in which opportunities to participate or play online are not only branded but also built around a logic and practice of exchange, accumulation and ownership (Seiter, 2005). Seiter’s study of Neopets found, for example, that children’s care of pets took place in a context structured around consumerism. The concern here is that children will predominately be socialized as consumers, in which behavior, identity, social relations and wellbeing are mediated and understood in terms of market processes. We found a similar logic at work in the most popular sites visited by children. The most popular site across our sample, despite being an educational site (Mathletics.com), was also commercial software based upon subscription, and this market logic was evident when children demonstrated how they used or what they liked about Mathletics, emphasizing accumulating credits, consuming virtual goods in the online shop and editing their online profile:

Alice (female, age 8): I like to get points on the game and get medals too.

Kashmira (female, age 8): The best thing about it is the Facemaker for girls. I like to change her hair and her glasses.

Cindy (female age 6): I’m the only one that has it [hat and glasses] because I’ve done lots of Mathletics.

Lee (male, age 9): It’s expensive [pirate accessories]. The background is $360.

Alice (female, age 8): I once got 91 points when playing in one time of playing.

While the parents in our study were aware of and concerned about well-known online content risks, and had developed measures to respond to these, we found they rarely acknowledged or regulated the widespread presence of commercial content and its implications for children’s wellbeing. Instead, when it came to assessing the impact of online advertising parents typically thought it was less prevalent and persuasive in comparison to older media such as television, or that its presence was limited to obvious banner advertisements and thus relatively marginal or avoidable given their ability to monitor, filter or navigate internet content:

Researcher: Does advertising in online games, like Barbie.com, worry you? 
Father 1: She has never once asked for a Barbie.
Mother 1: Yes she has.
Father: But it’s not like she comes asking for all the latest Barbie stuff. It hasn’t been noticeable.
Mother: At this point. It may become a problem later.
Father: They go to the net with a purpose. They might get moved about a bit, with products, but not significantly.

Researcher: What do you think about marketing and advertising on the internet?
Father 3: It’s very poor marketing. They like to believe it’s all…
Mother 3: I think TV has a bigger impact in terms of ads.
Father: If you look at rapid clicks, kids I believe don’t stop to have a look at pop-up windows. Well I block pop-ups so they don’t get them…I don’t think he has ever said to me I’ve seen banner advertising, maybe once or twice, ‘have you seen this product’, he goes for a specific reason, he doesn’t get side-tracked…it’s not even noticed.

Mother 4: What I monitor is when she goes to do games or searching, you know all those stupid little sites that are around the main site, the ad sites, the small ones that don’t always have the right information…Sometimes they even pop up. Those ones I don’t want her to click, this is what I am monitoring...So yes I am monitoring her so that she doesn’t accidentally go onto these sites.

Conversely, when parents were asked about the consumer logic of online activities, responses were more ambivalent. In some ways they appeared to deny its impact by asserting their child’s development and maturity, or arguing that exposure to rather than protection from commercial sites might somehow make them indifferent to their effects; yet they also registered some doubts:

Researcher: Does the goal of getting points to buy virtual goods, and the reward system, and consumer process bother you?
Father 1: No. in some ways my belief is that they are learning to get sick of it. They have just been through Club Penguin, and they both invested a lot of time to dress up their things. And I think now he is starting to see it as wasted.
Mother 1: But that is also phases and stages in life. That was important in his life at that point, and he has grown beyond that now.
Father: I would like to think he is a bit over the reward thing. It would be interesting to see next time he gets put into a reward program… 
Mother: He does that with Mathletics? You accumulate points and then are able to purchase your identity.

Father 5 (parent of male 9, female 5): The biggest downside we have had is purchasing power…he loves going shopping online and looking for the new latest things to buy.
Researcher: Does that bother you at all?
Mother 5: It worries me that he is a huge consumer, but purchasing on the internet, that’s fine.

These findings suggest that despite the growing volume of research into commercial content, these issues remain marginal in the minds of parents compared to violent or sexual content. This bias is reflected within, and perhaps shaped by, much of the online safety literature, education and regulation.​[10]​ ACMA is charged with regulating broadcast and online content, including advertising content, codes and standards. ACMA regulate children’s television content and advertising through the Broadcasting Services Act 1992 and the Children’s Television Standards (CTS) 2009 (ACMA, 2009c). These standards regulate the volume, placement, and clearly distinguishable character of commercial advertising from all other programs; and provide for the protection of children from possible harmful effects of television. These restrictions are in place to ensure that advertising material directed to children is presented clearly, is not misleading or deceptive, and can be understood. Thus, in the context of broadcasting environments Australian regulation recognizes the impact of advertising on children, children’s developmental levels, and the need to set limits on commerce.

While advertising is seen as a critical issue for broadcast media standards and regulation, similar efforts are not made for online content and the behavior of corporations and advertisers online.​[11]​ In Australia, no laws or regulations specifically address advertising content on the internet,​[12]​ or require the clear distinction between advertising and other content. Admittedly, most content is beyond the control of local regulators, yet such omissions lag behind the regulation of older media and leave young people with little protection from their online activities and culture being dominated and defined by commercial agendas. This lack and difficulty regulating implies that developing children’s competence to negotiate online content, especially inevitable encounters with commercial content, is an increasingly important way to enhance their digital wellbeing.

Conclusion
ACMA's digital citizenship goal (2008), which recognizes – or is perhaps motivated by – the limits of new media regulation and the need to move beyond a protectionist regime, aims to develop children’s online competence. This is evident in their discussion of digital media literacy, which they define as “the technical and intellectual skills to access, understand, and participate in or create content on digital media and communications technologies” (2008: 51). Media literacy is, thus, part of empowering young people to be active, critical and competent participants online. Ideas of what constitutes digital media literacy, however, like the kinds of skills that parents in our study perceived their children learning by spending time online, are neither straightforward nor universally shared (Ofcom, 2009). They include functional ICT use skills, such as typing, using software applications and learning proficiency with computers (Hobbs, 2008; Tyner, 1998), but also other digital culture skills, or ‘soft skills’, relating to creating content (Jenkins, 2006, 2009; Livingstone, 2009). These describe the skills to navigate, participate or contribute to online content and life using Web 2.0 technologies, and include improvisation, multitasking, and knowledge sharing (Jenkins, 2009, p.56). A more critically-oriented digital literacy promotes children’s capacities to understand or interpret online content in terms of the political, economic, technical and social contexts in which it is produced, owned and circulated (Buckingham, 2003; Luke, 2000; Seiter, 2005).

Despite these ambitions for digital literacy, cybersafety programs online or in education curricula tend to follow a risk-protection model and a functional kind of literacy focused upon educating young people about different risks online and providing measures to respond to them. Clearly, however, there are more complex demands placed on children’s digital media practices today – their conduct and competence – than addressed by narrow literacy concepts or programs, especially as they begin to interact online, or as they encounter ubiquitous and largely unregulated commercial content. Children’s learning, for example, occurs in many places, often as part of informal and unsupervised everyday interaction and play. Yet mistaking children’s enthusiastic use or visible skills with digital technologies for a more comprehensive literacy can lead to a certain complacency that neglects differing online experiences, knowledge and competencies (Buckingham, 2003; Livingstone, 2009; Livingstone & Haddon, 2009). Similarly, mistaking the teaching of functional ICT skills or digital safety for a sufficient online education can lead to a situation that neglects to prepare young people with the skills and knowledge required to negotiate diverse online environments and interactions.
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^1	 	The United Nations Convention on the Rights of the Child defines children as those between the ages of 0-18, while the Australian government understands ‘youth’ to be between the ages of 15-24. For the purposes of this article we refer to ‘children’ as those below 12 years old, whilst ‘adolescents’ refer to young people aged 12-19. Young people denote both children and adolescents.
^2	 	In Australia, the Australian Media and Communications Authority (ACMA) have developed a different vocabulary to classify these same risks. ACMA categorises risks under three broad headings: content risks (inappropriate or illegal material); e-security risks (spam, viruses, fraud); and communication or behavioural risks (cyber-bullying, unwanted contact) (ACMA, 2008).
^3	 	In 2008 the Government committed $125.8 million over four years to a broad-based cybersafety plan to combat online risks and help parents and educators protect children from inappropriate material.  http://www.dbcde.gov.au/online_safety_and_security/cybersafety_plan




^8	 	The Alannah and Madeline Foundation is a child safety charity organisation who have developed a  Cybersafety and Wellbeing Initiative for Australian schools. See, http://www.amf.org.au/Cybersafety/
^9	 	 Pseudonyms have been used to protect participant anonymity.
^10	 	 For example, the Australian Government is planning to implement ISP-level filtering in an attempt to enforce network-wide blocking of illegal or dangerous content that is 'refused classification', yet this is mainly directed at violent or sexual content (Department of Broadband, Communications and the Digital Economy, 2009). This plan has been heavily criticised for, amongst other reasons, the potential to filter-out lawful sites (e.g., euthanasia sites), or for the ease with which such URL-directed filtering could be circumvented (e.g., pee-to-peer networks).
^11	 	Instead the ACMA endorses self-regulation through voluntary codes of conduct for online content and service provider industries.
^12	 		See, http://www.acma.gov.au/webwr/aba/contentreg/codes/internet/documents/iia_code_2005.pdf.
