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Abstract
A new family of linearly implicit fractional step methods is proposed and analysed in this paper. The combination of one of these
time integrators with a suitable spatial discretization permits a very efﬁcient numerical solution of semilinear parabolic problems.
The main quality of this new family of methods, compared to other existing time integrators of this type, is that they are stable when
the spatial differential operator is decomposed in a number m of “simpler” operators which do not necessarily commute. We prove
that these methods satisfy this general stability result as well as they are second order consistent. Both consistency and stability
are proven for an operator splitting in an arbitrary number m of terms (m2). Finally, a numerical experiment illustrates these
theoretical results in the last section of the paper.
© 2008 Elsevier B.V. All rights reserved.
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1. Introduction
This work deals with the development and analysis of a new family of efﬁcient time integrators for semilinear
parabolic equations of type:
u
t
= A(x¯, t)u + f (x¯, t) + g(x¯, t, u), x¯ ∈  ⊆ Rd , t ∈ (0, T ], (1)
which are accompanied by suitable initial and boundary conditions. For every t ∈ (0, T ], A(x¯, t) is a linear second
order elliptic differential operator which, applied to the exact solution, contains the derivatives of u with respect to the
spatial variables and g(x¯, t, u) is a nonlinear function.
Problems of this type arise when studying the transport of pollutants in ﬂuids. In these problems, a linear convection–
diffusion term is accompanied by a nonlinear term which can model chemical reactions and production or absorbtion
of pollutants (cf. [15] and references therein). On the other hand, in the modelling of heat transfer, non-linearities may
arise because of radiation or absorbtion phenomena as well as due to considering materials whose properties depend on
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temperature (cf. [8,11]). Another example of this kind of equations appears in the modelling of space-time-dependent
nuclear reactors in closed containers (cf. [5]).
It is well known that the use of classical implicit methods for problems of type (1) leads to very expensive algorithms;
the high computational complexity of these schemes is mainly caused by the need to solve very large and complicated
nonlinear systems (cf. [10]). On the other hand, when combining a linearly implicit Runge–Kutta (RK) scheme (cf.
[12]) with a standard spatial discretization, we obtain a large linear system per internal stage whose solution requires
the use of iterative methods. And it is also well known that the number of required iterations grows a lot as the spatial
mesh gets ﬁner.
Another alternative is given in [2], where the authors consider a problem of type (1) and a decomposition for the
elliptic operator and the source term asA=∑mi=1 Ai andf=∑mi=1 fi , respectively. Then, they propose a time integration
process which uses a fractional step Runge–Kutta (FSRK) method for dealing with the linear non-homogeneous term
(Au + f ) together with a suitable explicit RK scheme which determines the contribution of the nonlinear term g.
Finally, this ﬁrst discretization stage is completed with a standard spatial discretization procedure. Linearly implicit
algorithms deduced in this way are more efﬁcient than classical ones provided that operators {Ai}mi=1 are simpler than
A in a sense. In order to prove that these methods, combined with a suitable spatial discretization, are unconditionally
stable, operators {Ai}mi=1 are required to commute with each other.
A new family of time integrators of this type is introduced in this paper. This set of methods is derived by overlapping
a suitable second order explicit RK scheme to a family of FSRK methods designed by the authors for the integration of
linear parabolic problems (cf. [13]). For a decomposition of the elliptic operatorA and the source term f inm terms, our
proposal consists of 2m−1 internal stages, the ﬁrst one of them being explicit. The simplicity of the transition operator
associated to these methods permits to prove their stability even for the case when operators {Ai}mi=1 do not commute.
The combination of any of these time integrators with a standard spatial discretization leads to an algorithm which is
second order consistent and unconditionally stable for a general (non-commutative) decomposition of A. Finally, we
shall illustrate the previous theoretical results with an application of type domain decomposition.
Henceforth, C and L stand for constants which are independent of the time step  and the spatial discretization
parameter h.
2. Description and analysis of the new family of time integrators
Let us ﬁrst consider a semilinear evolutionary problem which admits the following operational formulation: Find
u : [0, T ] →H such that{ du
dt
= A(t)u + f (t) + g(t, u), t ∈ (0, T ],
u(0) = u0,
(2)
where (H, 〈·, ·〉, ‖ · ‖) is a Hilbert space of functions deﬁned on an open subset  ⊆ Rd . For every t ∈ [0, T ], the
linear, generally unbounded operator −A(t) : D ⊆H→H is assumed to be maximal and monotone, i.e.,{ ∀ v ∈H, ∃u ∈ D such that u − A(t)u = v,
〈−A(t)v, v〉0, ∀v ∈ D,
and the nonlinear function g(t, u) is assumed to satisfy the following Lipschitz condition ‖g(t, u) − g(t, v)‖
L‖u − v‖,∀u, v ∈H, ∀t ∈ [0, T ].
Let us consider the following splittings in m terms:
−A(t) =
m∑
i=1
−Ai(t), f (t) =
m∑
i=1
fi(t), (3)
such that operators −Ai(t) : Di ⊆H→H are maximal and monotone, i.e.,{ ∀ v ∈H, ∃u ∈ Di such that u − Ai(t)u = v,
〈−Ai(t)v, v〉0, ∀v ∈ Di , (4)
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being D ≡ ⋂mi=1Di . Using splittings (3), we propose the following time integrator for problem (2)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
U1n = un,
U2n = U1n + 
2∑
k=1
dk(Aik (tn,k)U
k
n + fik (tn,k)) +

2
g(tn,1, U1n ),
U
j
n = Uj−1n + 
j∑
k=j−1
dk(Aik (tn,k)U
k
n + fik (tn,k)), j = 3, 4, . . . , 2m − 2,
U2m−1n = U2m−2n + 
2m−1∑
k=2m−2
dk(Aik (tn,k)U
k
n + fik (tn,k)) + g(tn,m, Umn ) −

2
g(tn,1, U1n ),
un+1 = U2m−1n , n = 0, 1, . . . , NT − 1,
(5)
where  denotes the constant time step, NT = [T/], ij = j , for j = 1, 2, . . . , m, ij = 2m − j , for j = m + 1,m +
2, . . . , 2m−1. The intermediate times are tn,1= tn=n, tn,j = tn+/2, for j =2, 3, . . . , 2m−2, tn,2m−1= tn+= tn+1
and the coefﬁcients considered are d1 =dm =d2m−1 = 12 , dj = 14∀j ∈ {2, 3, . . . , m−1}∪ {m+1,m+2, . . . , 2m−2}.
Schemes (5) are included in the set of linearly implicit FSRK methods proposed in [1], which admit the following
formulation
⎧⎪⎪⎨
⎪⎪⎩
U
j
n = un + 
j∑
k=1
a
ik
jk(Aik (tn,k)U
k
n + fik (tn,k)) + 
j−1∑
k=1
am+1jk g(tn,k, Ukn ),
un+1 = un + 
2m−1∑
j=1
b
ij
j (Aij (tn,j )U
j
n + fij (tn,j )) + 
2m−1∑
j=1
bm+1j g(tn,j , U
j
n ).
(6)
Notice that the nonlinear function g always contributes explicitly in scheme (5). Thus, the combination of this time
integrator with a spatial discretization procedure will provide a numerical algorithm which consists of solving a linear
system per internal stage. This is a great advantage of these methods in comparison to classical implicit methods since,
in this way, the typical slow iterative techniques for solving nonlinear systems are avoided. Besides, let us recall that if
we used a classical linearly implicit scheme (for example an additive RK method, as it was proposed in [4]), the linear
operator A(t) would act implicitly at each internal stage, while in this case only operator Aij (t) acts implicitly at the
j th stage, j = 1, 2, . . . , 2m − 1. That is the reason why these linearly implicit FSRK methods are very advantageous
compared to classical linearly implicit schemes as long as operators {Ai(t)}mi=1 are simpler than the original operator
A(t) in a sense.
Let us see two different kinds of splittings for the elliptic operator. The ﬁrst one of them is called alternating direction
splitting and it consists of grouping into each operatorAi(t) the spatial derivatives with respect to only one of the spatial
variables. If we combine this type of time integrators with a classical spatial discretization of type ﬁnite differences, the
resulting numerical algorithms require only to solve a linear tridiagonal system per internal stage. Thus, with this type
of splitting, we reduce a multidimensional problem to a set of essentially one-dimensional problems, one per implicit
internal stage. Besides, the calculations needed for each internal stage can be easily parallelized.
The other type of splitting considered in this paper is what we call domain decomposition splitting. Let us consider a
decomposition of the spatial domain as the union ofm overlapping subdomains=⋃mi=1i , where each subdomain
i consists of the union of mi disjoint connected components, i.e., i =⋃mij=1ij , such that ij ∩ ik = ∅, ∀j, k ∈
{1, . . . , mi} with j = k. Let us now consider a set of m functions {i}mi=1 which form a sufﬁciently smooth partition
of unity subordinated to the previous domain decomposition. In particular, i takes the value 0 outside subdomain i ,
it takes the value 1 in the points which belong to subdomain i and not to any other subdomain and it varies smoothly
between 0 and 1 in the overlaps of i with the other subdomains. From this partition of unity, we can decompose the
original unbounded operator in m terms of the type Ai(t) ≈ iA(t). The totally discrete scheme which arises from the
combination of one of these time integrators with a suitable spatial discretization requires to solve, in the j th internal
stage, a linear system just in subdomain ij . Since ij consists of mij disjoint components, that linear system is, in
fact, a set of mij uncoupled linear systems which can be solved in parallel. Notice that, contrary to what happens when
using classical domain decomposition techniques for overlapping subdomains, in our case no Schwarz iterations are
needed.
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Both types of splittings use to provide suboperators that preserve the maximality and monotonicity of the original
operator, as it can be seen in Section 4 for a concrete example. Nevertheless, it is important to notice that, as it is also
shown in Section 4, the absence of monotonicity in the suboperators of some natural splittings does not seem to affect
the numerical results in practice.
2.1. Consistency
Let us introduce the usual deﬁnition of local error at time tn+1 for a one step method which is used to integrate (2)
n+1 = u(tn+1) − uˇn+1, n = 0, 1, . . . , NT − 1.
Here uˇn+1 denotes the numerical solution obtained after one step of the time integrator starting from the exact solution
at tn, i.e., considering un = u(tn).
Then, we say that a time integrator is consistent of order p if, for sufﬁciently regular functions u(t), its local error
satisﬁes
‖n+1‖Cp+1, ∀n = 0, 1, . . . , NT − 1, ∀ ∈ (0, 0]. (7)
In order to study the consistency of scheme (5), we shall use that it belongs to the class of additive RK schemes with
m + 1 levels (cf. [12]), which admit the following general formulation
⎧⎪⎪⎨
⎪⎪⎩
U
j
n = un + 
m∑
i=1
s∑
k=1
aijk(Ai(tn,k)U
k
n + fi(tn,k)) + 
s∑
k=1
am+1jk g(tn,k, Ukn ),
un+1 = un + 
m∑
i=1
s∑
j=1
bij (Ai(tn,j )U
j
n + fi(tn,j )) + 
s∑
j=1
bm+1j g(tn,j , U
j
n ),
(8)
where j =1, 2, . . . , s and n=0, 1, . . . , NT −1. It is clear that linearly implicit scheme (5) can be expressed in this form
by considering many null coefﬁcients aljk and b
l
j , l = 1, 2, . . . , m + 1. Let us next introduce a matrix-vector notation
for the coefﬁcients of schemes of type (8). Such a notation will allow us to prove in a simple way the consistency of
the new family of schemes.
Grouping the coefﬁcients of scheme (8) with s = 2m − 1 internal stages in matricesAk ≡ (akij ) ∈ R(2m−1)×(2m−1)
and vectors bk ≡ (bki ) ∈ R(2m−1) and c ≡ (ci) ∈ R(2m−1), respectively, they can be organized in a Butcher
tableau
.
Notice that if matricesA1,A2, . . . ,Am are lower triangular andAm+1 is strictly lower triangular, then the additive
RK method is linearly implicit. In such a case, the standard RK schemes (c,Ai , bi), which take part in an additive
way in (8), are diagonally implicit for i = 1, 2, . . . , m and explicit for i = m + 1.
In particular, the coefﬁcient matrices and vectors of schemes (5) are
c = (0, 12 , . . . , 12 , 1)T,
b1 = ( 12 , 0, . . . , 0, 12 )T, b2 = (0, 12 , 0, . . . , 0, 12 , 0)T, . . . ,
bm−1 = (0, . . . , 0︸ ︷︷ ︸
m−2
, 12 , 0,
1
2 , 0, . . . , 0︸ ︷︷ ︸
m−2
)T, bm = bm+1 = (0, . . . , 0︸ ︷︷ ︸
m−1
, 1, 0, . . . , 0︸ ︷︷ ︸
m−1
)T,
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A1 =
⎛
⎜⎜⎜⎜⎜⎝
0
1
2 0
...
...
. . .
1
2 0 . . . 0
1
2 0 . . . 0
1
2
⎞
⎟⎟⎟⎟⎟⎠ , A2 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
0 14
0 12 0
...
...
...
. . .
0 12 0 . . . 0
0 12 0 . . . 0
1
4
0 12 0 . . . 0
1
2 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, . . . ,
Am−1 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
...
. . .
0 . . . 0
0 . . . 0
0 . . . 0
0 . . . 0
0 . . . 0
...
...
0 . . . 0︸ ︷︷ ︸
m−2
1
4
1
2 0
1
2 0
1
4
1
2 0
1
2
...
...
...
1
2 0
1
2
0
...
. . .
0 · · · 0︸ ︷︷ ︸
m−2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, Am =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
...
. . .
0 . . . 0
0 . . . 0
0 . . . 0
...
...
0 . . . 0︸ ︷︷ ︸
m−1
1
2
1
...
1
0
...
. . .
0 . . . 0︸ ︷︷ ︸
m−1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
Am+1 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
1
2 0
...
...
. . .
1
2 0 . . . 0
1
2 0 . . . 0
1
2 0 . . . 0
...
...
...
1
2 0 . . . 0
0 0 . . . 0︸ ︷︷ ︸
m−1
0
0
...
0
1
0
...
. . .
0 . . . 0
0 . . . 0 0︸ ︷︷ ︸
m−1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Theorem 2.1. Method (5) is second order consistent for any number m of levels.
Proof. A general study of the order conditions for additive RK schemes can be found in [9,12] and references therein;
such a study is done by generalising the classical Butcher’s tree theory. Furthermore, [1,3] dealswith the order conditions
for linearly implicit FSRK methods. Taking into account these results, we start by verifying the following sufﬁcient
second order conditions:
Aj e = c for some j ∈ {1, 2, . . . , m},
bTi e = 1, bTi Aj e = 12 , ∀i, j ∈ {1, 2, . . . , m + 1}. (9)
Considering i, j, r, c ∈ {1, . . . , 2m − 1}, the notations used along this proof are
e = (1, . . . , 1)T ∈ R2m−1,
ei = (eir )T ∈ R2m−1 with eir = ir =
{
1 if i = r,
0 otherwise,
Mi,j = (mi,jrc ) ∈ R(2m−1)×(2m−1) with mi,jrc =
{
1 if c = j and r i,
0 otherwise. (10)
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Taking into account (10), we can express vectors and matrices of method (5) in the following compact form
bi = 12ei + 12e2m−i if 1 im, bm+1 = em,
A1 = 12M2,1 + 12M2m−1,2m−1,
Ai = 14Mi,i + 14Mi+1,i + 14M2m−i,2m−i + 14M2m−i+1,2m−i if 2 im − 1,
Am = 12Mm,m + 12Mm+1,m, Am+1 = 12M2,1 − 12M2m−1,1 + M2m−1,m.
In order to verify the order conditions given by (9), the following immediate equalities will be used throughout this
proof
(ei)Te = 1, (ei)Tc = ci, (ei)Tej = ij , Mi,j e =
2m−1∑
k=i
ek .
First of all, it is easy to see that
A1e = 12
2m−2∑
k=2
ek + e2m−1 = c.
Let us now check the ﬁrst order conditions
bTi e = 12 (ei)Te + 12 (e2m−i )Te = 1 for i = 1, 2, . . . , m, bTm+1e = (em)Te = 1.
The veriﬁcation of the second order conditions follows directly from using that
A1e =Am+1e = c, Ame = 12e
m +
2m−1∑
k=m+1
ek ,
Aj e = 14e
j + 1
2
2m−j−1∑
k=j+1
ek + 3
4
e2m−j +
2m−1∑
k=2m−j+1
ek for j = 2, 3, . . . , m − 1,
and separately studying the possible cases.
Finally, according to [3, Theorem 2.1], under suitable regularity and compatibility conditions on problem (2) we can
conclude that method (5) is second order consistent, i.e. (7) is satisﬁed for p = 2. 
2.2. Stability
Let us assume that operators {−Ai(t)}mi=1 are maximal and monotone, i.e., they satisfy (4), and let us consider un+1
solution of the semidiscrete scheme (6) and vn+1 solution of the same scheme except by certain perturbations 0, jn
which contribute as follows: v0 = u0 + 0 and⎧⎪⎪⎨
⎪⎪⎩
V
j
n = vn + 
j∑
k=1
a
ik
jk(Aik (tn,k)V
k
n + fik (tn,k)) + 
j−1∑
k=1
am+1jk g(tn,k, V kn ) + jn,
vn+1 = vn + 
2m−1∑
j=1
b
ij
j (Aij (tn,j )V
j
n + fij (tn,j )) + 
2m−1∑
j=1
bm+1j g(tn,j , V
j
n ),
(11)
for n=0, 1, . . . , NT −1 and j =1, 2, . . . , 2m−1. If the time integration scheme (6) is appropriate for solving problem
(2), it is obvious that the inﬂuence of the perturbations of the stages, as well as the perturbation of the initial condition,
should be bounded independently of  in a suitable norm.
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It is immediate to see that
vn+1 − un+1 = Rn(vn − un) +
2m−1∑
j=2
Sj,n
j
n + S2m−1,n(g(tn,m, V mn ) − g(tn,m, Umn ))
+ S2m−1,n 2 (g(tn, un) − g(tn, vn)) + S2,n

2
(g(tn, vn) − g(tn, un)), (12)
where
Rn ≡
(
I − 
2
A1(tn+1)
)−1
T2m−2,nT2m−3,n · · · T2,n
(
I + 
2
A1(tn)
)
,
Sj,n ≡
(
I − 
2
A1(tn+1)
)−1
T2m−2,nT2m−3,n · · · Tj,n, j = 2, 3, . . . , 2m − 2,
S2m−1,n ≡
(
I − 
2
A1(tn+1)
)−1
,
Tk,n = (I + dkAik (tn+1/2))(I − dkAik (tn+1/2))−1, k = 2, 3, . . . , 2m − 2,
with dm = 12 and dk = 14 for k ∈ {2, 3, . . . , m − 1} ∪ {m + 1,m + 2, . . . , 2m − 1}.
Lemma 2.1. The operators
(I − cAk(t))−1, (I + cAk(t))(I − cAk(t))−1, cAk(t)(I − cAk(t))−1 (13)
are contractions in ‖ · ‖ for every k = 1, 2, . . . , m, t ∈ [0, T ] and c> 0.
Proof. The proof of this result is sketched here in order to have a self-contained paper. Nevertheless, it is fair to point
out that the ideas shown below have been taken from [6], where a similar result was proven in a more general (complex
variable) framework. Let us ﬁx k ∈ {1, 2, . . . , m}, t ∈ [0, T ] and c > 0 and let us consider u ∈ H. Since −Ak(t) is
maximal, there exists v ∈ Dk such that v = (I − cAk(t))−1u. Taking into account that operator −Ak(t) is monotone
as well, it holds that
‖u‖2 − ‖(I − cAk(t))−1u‖2 = ‖(I − cAk(t))v‖2 − ‖v‖2
= 2c〈−Ak(t)v, v〉 + 2c2‖Ak(t)v‖20,
‖u‖2 − ‖(I + cAk(t))(I − cAk(t))−1u‖2 = ‖(I − cAk(t))v‖2 − ‖(I + cAk(t))v‖2
= 4c〈−Ak(t)v, v〉0,
‖u‖2 − ‖cAk(t)(I − cAk(t))−1u‖2 = ‖(I − cAk(t))v‖2 − ‖cAk(t)v‖2
= ‖v‖2 + 2c〈−Ak(t)v, v〉0.
From these inequalities it is immediate to deduce that the operators written in (13) are contractions. 
Theorem 2.2. For a general (non-commutative) set of maximal and monotone operators {−Ai(t)}mi=1, the following
bound:
‖vn+1 − un+1‖1,tn+1C
⎛
⎝‖0‖1,t0 + n∑
i=0
2m−1∑
j=2
‖ji ‖
⎞
⎠ ,
holds true for every n = 0, 1, . . . , NT − 1, where ‖u‖1,t = ‖u‖ + /2‖A1(t)u‖.
610 L. Portero, J.C. Jorge / Journal of Computational and Applied Mathematics 218 (2008) 603–615
Proof. From recursion (12) it can be deduced that
vn+1 − un+1 = RnRn−1 · · ·R00 +
n∑
k=0
2m−1∑
j=2
RnRn−1 · · ·Rn−k+1Sj,n−kjn−k
+
n∑
k=0
RnRn−1 · · ·Rn−k+1S2m−1,n−k(g(tn−k,m, V mn−k) − g(tn−k,m, Umn−k))
+
n∑
k=0
RnRn−1 · · ·Rn−k+1S2m−1,n−k 2 (g(tn−k, un−k) − g(tn−k, vn−k))
+
n∑
k=0
RnRn−1 · · ·Rn−k+1S2,n−k 2 (g(tn−k, vn−k) − g(tn−k, un−k)).
First of all, we are interested in proving the two following bounds which we shall use later
‖RnRn−1 · · ·Rn−kv‖1,tn+1C‖v‖1,tn−k ,
‖RnRn−1 · · ·Rn−k+1Sj,n−kv‖1,tn+1C‖v‖, ∀j = 2, 3, . . . , 2m − 1. (14)
For that purpose, if we look at the deﬁnition of the intermediate times tn,i , i=1, 2, . . . , 2m−1, given for this method in
(5), we observe that the last intermediate time of an internal stage coincides with the ﬁrst one of the following internal
stage, i.e., tn,2m−1 = tn+1 = tn+1,1. Using this consideration about the internal times together with the fact that operators
(13) are contractions, the proof of bounds (14) is straightforward.
Using bounds (14) as well as the Lipschitz condition imposed on the nonlinear function g, we obtain
‖vn+1 − un+1‖1,tn+1C‖0‖1,t0 + C
n∑
k=0
2m−1∑
j=2
‖jn−k‖ + C
n∑
k=0
‖vn−k − un−k‖ + C
n∑
k=0
‖Vmn−k − Umn−k‖.
Taking into account the bound
‖Vmn−k − Umn−k‖(1 + C)‖vn−k − un−k‖1,tn−k +
m∑
j=2
‖jn−k‖,
the following recursion is obtained
‖vn+1 − un+1‖1,tn+1C‖0‖1,t0 + C(1 + )
n∑
k=0
2m−1∑
j=2
‖jn−k‖ + C(1 + C)
n∑
k=0
‖vn−k − un−k‖1,tn−k .
Finally, the difference between un+1 and vn+1 can be bounded in terms of the perturbations as
‖vn+1 − un+1‖1,tn+1C(1 + C)n
⎛
⎝‖0‖1,t0 + n∑
k=0
2m−1∑
j=2
‖jn−k‖
⎞
⎠ ,
and the statement of the theorem is obtained by taking into account that (1 + C)nenCeCT . 
2.3. Convergence
Using the previous results on second order consistency and stability, it is easy to prove that time integrator (5) is
second order convergent.
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Theorem 2.3. Let us consider a general (non-commutative) set of maximal and monotone operators {−Ai(t)}mi=1.
Then, for sufﬁciently smooth and compatible data in problem (2), the following second order convergence result:
‖u(tn+1) − un+1‖1,tn+1C2, n = 0, 1, . . . , NT − 1,
holds true for scheme (5) and for any  ∈ (0, 0].
Proof. Let us denote byEn+1=u(tn+1)−un+1 the global error at time tn+1. It can be decomposed asEn+1=(u(tn+1)−
uˇn+1)+ (uˇn+1 −un+1). As the ﬁrst term of the previous expression is the local error at time tn+1, it can be bounded by
C3 for sufﬁciently smooth functions due to the second order consistency proven for scheme (5). The second term can
be expressed in terms of un, u(tn), Umn and Uˇmn by suitably using equality (12) (i.e. considering a perturbed scheme
(11) with vn+1 = uˇn+1, V jn = Uˇ jn , jn = 0, vn = u(tn), for every n = 0, 1, . . . , NT − 1, j = 1, 2, . . . , 2m − 1).
Thus, the following equality is easy to prove
En+1 =
n+1∑
k=0
RnRn−1 · · ·Rn−k+1(u(tn−k+1) − uˇn−k+1)
+
n∑
k=0
RnRn−1 · · ·Rn−k+1S2m−1,n−k(g(tn−k,m, Uˇmn−k) − g(tn−k,m, Umn−k))
+
n∑
k=0
RnRn−1 · · ·Rn−k+1S2m−1,n−k 2 (g(tn−k, un−k) − g(tn−k, u(tn−k)))
+
n∑
k=0
RnRn−1 · · ·Rn−k+1S2,n−k 2 (g(tn−k, u(tn−k)) − g(tn−k, un−k)). (15)
Using (15) together with ‖Uˇmn−k − Umn−k‖(1 + C)‖En−k‖1,tn−k and taking into account that bounds (14) hold true,
it can be proven that
‖En+1‖1,tn+1
n+1∑
k=0
C‖n−k+1‖1,tn−k+1 + C(1 + C)
n∑
k=0
‖En−k‖1,tn−k .
Finally, making use of this recursion and the second order consistency of the method, it is easy to see that
‖En+1‖1,tn+1C(n + 1)(1 + C(1 + C))n3C2. 
3. Convergence of the totally discrete scheme
There are two natural ways to deduce and analyse totally discrete schemes which involve the time integrator (5)
proposed in this paper. One of them is to apply the time integration explained before to the original parabolic initial
boundary value problem (IBVP) and then to discretize in space the elliptic boundary value problems which arise at
each internal stage. The other one consists of ﬁrstly discretizing in space the original parabolic IBVP and then using
(5) to integrate in time the resulting family of stiff initial value problems{ duh
dt
= Ah(t)uh + fh(t) + gh(t, uh), t ∈ (0, T ],
uh(0) = rh(0)u0 = u0,h,
(16)
which depend on a parameter h. This parameter stands for the diameter of the elements, in the case of using ﬁnite
elements, and it denotes the mesh width when using ﬁnite differences. Henceforth, we shall consider this second way
for studying totally discrete schemes.
Let us consider a ﬁnite dimensional Hilbert space (Hh, 〈·, ·〉h, ‖ · ‖h) for each value of h, and let us consider
that the continuous and the discrete spaces are connected by means of rh(t) : D ⊆ H → Hh, which satisﬁes
lim
h→0 ‖rh(t)u‖h = ‖u‖, for every u ∈ D.
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Ah, fh and gh in (16) are consistent approximations of order r of A, f and g, respectively. Let us consider the
following decompositions: Ah(t)=∑mi=1 Ai,h(t), fh(t)=∑mi=1 fi,h(t) for the discrete operators and source terms.
The operators −Ai,h(t) are assumed to be consistent approximations of order r of the continuous operators −Ai(t),
i = 1, 2, . . . , m, and to preserve monotonicity, i.e.,
〈−Ai,h(t)vh, vh〉h0, ∀vh ∈Hh, (17)
for every value of h. We shall also assume that nonlinear functions gh preserve (uniformly) a Lipschitz condition for
every value of h, i.e.,
‖gh(t, uh) − gh(t, vh)‖hL‖uh − vh‖h, ∀uh, vh ∈Hh, ∀t ∈ [0, T ]. (18)
Finally we suppose that the spatial semidiscretization is convergent of order r (cf. [7]), i.e.,
‖rh(t)u(t) − uh(t)‖hChr, ∀t ∈ [0, T ]. (19)
If we now apply time integrator (5) to problem (16), we obtain the following totally discrete scheme⎧⎪⎪⎨
⎪⎪⎩
U
j
n,h = un,h + 
j∑
k=1
a
ik
jk(Aikh(tn,k)U
k
n,h + fikh(tn,k)) + 
j−1∑
k=1
am+1jk gh(tn,k, U
k
n,h),
un+1,h = un,h + 
2m−1∑
j=1
(b
ij
j (Aij h(tn,j )U
j
n,h + fij h(tn,j )) + bm+1j gh(tn,j , Ujn,h)),
(20)
where j = 1, 2, . . . , 2m − 1 and n = 0, 1, . . . , NT − 1.
Theorem 3.1. Let (20) be a totally discrete scheme obtained for problem (2) by combining a spatial discretization
which satisﬁes (19) with the new time integrator (5). If {Ai,h(t)}mi=1 and gh in (20) satisfy (17) and (18), respectively,
the following unconditional convergence result of order r in space and order 2 in time
‖rh(tn)u(tn) − un,h‖1,tn,hC(hr + 2)
holds true for sufﬁciently smooth and compatible data in problem (2), where ‖uh‖1,t,h‖uh‖h + /2‖A1,h(t)uh‖h.
4. Numerical examples
Let us consider the following semilinear parabolic IBVP:⎧⎪⎨
⎪⎩
u
t
= (1 + e−t )u − (1 + 2xy)e−2t (u + u3) + f (t, x, y) ∈ (0, 2] × ,
u(0, x, y) = u0(x, y) (x, y) ∈ ,
u(t, x, y) = 0 (t, x, y) ∈ [0, 2] × ,
(21)
where = (0, 1)× (0, 1) and f , u0 are chosen in such a way that its exact solution is u(t, x, y)= e−t+7.5((1+ e)/e−
e−x − e−1+x)2((1 + e)/e − e−y − e−1+y)2. Note that this problem admits the operational formulation (2) by simply
consideringH ≡ L2(), A ≡ (1 + e−t )− (1 + 2xy)e−2t I and D ≡ H 2() ∩ H 10 ().
In this case we decompose the original spatial domain in the union of four overlapping subdomains, each of which
consists of four disjoint connected components. More concretely, if we denote I1 ≡ (0, 14 + d] ∪ [ 12 − d, 34 + d], I2 ≡
[ 14 − d, 12 + d] ∪ [ 34 − d, 1), the chosen subdomains are: 1 ≡ I1 × I1,2 ≡ I2 × I1,3 ≡ I1 × I2,4 ≡ I2 × I2(notice that the width of the overlaps is 2d in this case).
Let us next deﬁne a smooth partition of unity consisting of four functions {i (x, y)}4i=1 subordinate to the previous
domain decomposition. For that purpose we deﬁne the following two functions which depend on one variable:
i1(x) =
⎧⎪⎪⎨
⎪⎪⎩
1 if x ∈ [0, 14 − d] ∪ [ 12 + d, 34 − d],
0 if x ∈ [ 14 + d, 12 − d] ∪ [ 34 + d, 1],
1
2
+ (−1)4
(
3
4d
(x − ) − 1
4d3
(x − )3
)
if x ∈ [− d, + d],
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Table 1
Global errors and numerical orders of convergence for our method combined with a domain decomposition splitting, when /h = 0.32
 2E − 2 1E − 2 5E − 3 2.5E − 3 1.25E − 3 6.25E − 4
Error 7.2357E − 3 1.8864E − 3 4.8784E − 4 1.2418E − 4 3.1267E − 5 7.8357E − 6
Order 1.93950 1.95116 1.97398 1.98972 1.99651
being = 14 , 12 , 34 , and i2(x) = 1 − i1(x). Considering suitable products of these one-variable functions we construct
the following partition of unity: 1(x, y) = i1(x)i1(y), 2(x, y) = i2(x)i1(y), 3(x, y) = i1(x)i2(y), 4(x, y) =
i2(x)i2(y).
Using this partition of unity, the decomposition in four terms that we have used for A(t, x, y) and f (t, x, y) is as
follows: Ai(t, x, y) = i (x, y)A(t, x, y) and fi(t, x, y) = i (x, y)f (t, x, y), i = 1, 2, 3, 4.
In order to integrate in time problem (21) we consider the splitting for the elliptic operator and the source term
explained above and we use scheme (5) with m = 4. After this ﬁrst discretization process our problem has been
reduced to solve four uncoupled elliptic boundary value problems per internal stage; each one of them is posed
in just one connected component of a subdomain of . At this point we use classical second order
central differences on a rectangular grid with constant mesh size h in order to obtain a totally discrete
algorithm.
Table 1 shows the global errors computed by using the discrete maximum norm in time and the discrete two-norm
in space as well as the corresponding convergence orders of our method for d = 116 and several values of  and
h. We have reﬁned both quantities at the same time in such a way that they satisfy the following constant relation
/h = 0.32; this permits us to obtain similar contributions to the error from the time integration and the spatial
discretization.
Note that, in this problem, the nonlinear function g is not globally but only locally Lipschitz. Nevertheless, our
method has shown a second order unconditionally convergent behaviour in all the cases of this type that we have
considered. Moreover, the chosen suboperators are not monotone but this fact has not affected the numerical results
either. In order to remain closer to the theoretical framework of this paper, we could choose the following suboperators
Ai(t, x, y) = (1 + e−t )∇ · (i (x, y)∇) − (1 + 2xy)e−2ti (x, y)I , for i = 1, 2, 3, 4, that preserve the maximality and
monotonicity of A in their corresponding natural domains Di ≡ {u ∈ L2() : u|i ∈ H 2(i ), u|	i ≡ 0}, where
	i ≡  ∪ i , for i = 1, 2, 3, 4, respectively.
Thus, this experiment represents a simple example of this type of splitting which clearly shows the uncondi-
tional convergence of the proposed methods. However, if our aim was to signiﬁcantly decrease the CPU time by
using parallel devices, we should consider a domain decomposition for  with a greater number of disjoint com-
ponents for each subdomain. Another option to see the advantages of our method in these terms, consists of us-
ing an alternating direction splitting for operator A(t, x, y). In order to illustrate this, we ﬁrstly solve problem
(21) combining the following linearly implicit FSRK method (which corresponds to scheme (5)
for m = 2)
(22)
with a central difference spatial discretization on a uniform mesh. The alternating direction splitting chosen for operator
A(t, x, y) and function f (t, x, y) is as follows: A1(t, x, y)= (1+ e−t )2/x2 − 12 (1+ 2xy)e−2t I , A2(t, x, y)= (1+
e−t )2/y2 − 12 (1 + 2xy)e−2t I and f1(t, x, y) = f2(t, x, y) = 12f (t, x, y). Note that operators A1(t) and A2(t)
are maximal and monotone in D1 ≡ {u ∈ L2() : 2u/x2 ∈ L2(), u|	x = 0} and D2 ≡ {u ∈ L2() :
2u/y2 ∈ L2(), u|	y = 0}, respectively, where 	x ≡ {0, 1} × [0, 1] and 	y ≡ [0, 1] × {0, 1}. On the other
hand, we solve problem (21) by combining the following second order linearly implicit additive RK
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Table 2
Global errors and CPU times for method (22) combined with an alternating direction splitting and scheme (23), when /h = 0.32
 2E − 2 1E − 2 5E − 3 2.5E − 3 1.25E − 3 6.25E − 4
EFSRK 4.844E − 3 1.202E − 3 2.995E − 4 7.472E − 5 1.864E − 5 4.661E − 6
CPUFSRK 0.02 0.18 1.47 12.05 99.87 845.66
ERK 6.727E − 3 1.679E − 3 4.196E − 4 1.049E − 4 2.622E − 5 6.554E − 6
CPURK 0.02 0.18 2.56 51.96 822.26 11297.52
scheme
(23)
with a central difference spatial discretization on a uniform mesh. Table 2 shows the global errors for these two options,
denoted by EFSRK and ERK, respectively, where we have considered the discrete maximum norm in time and the
discrete two-norm in space. Such a table also displays the CPU times (in seconds) for both discretizations, denoted by
CPUFSRK and CPURK, respectively. These results correspond to the numerical solution of problem (21) for t ∈ [0, 0.5],
that is the interval where the solution has a signiﬁcant variation. Note that the errors corresponding to scheme (22)
are a bit better than those obtained when using method (23) and, for any ﬁxed  (especially as  grows up and h gets
smaller), the quantity CPUFSRK is much smaller than CPURK. This happens because, when using scheme (23) or any
other linearly implicit additive RK method, we have to solve a block-tridiagonal linear system with (M −1)× (M −1)
unknowns per internal stage, where M = 1/h. Due to the form of the system matrix, such systems have to be solved by
iterative methods (in this case we have solved them with the conjugate gradient method considering a tolerance equal
to 0.1 (3 + h2)). On the other hand, when using scheme (22), we have to solve, at each internal stage, an essentially
one-dimensional linear system which is tridiagonal and can be decomposed in several subsystems whose solution may
be parallelized.
For the sake of simplicity, both the theoretical analysis and the numerical examples shown in this paper correspond to
the case of considering a constant step size in the time integration. Nevertheless, it would be straightforward to achieve
more efﬁcient algorithms by considering variable time steps. In order to obtain estimates for the local error which
permit us to adapt the sizes of the time steps, we could choose either the well-known extrapolation technique or the
design of suitable third order methods. Within this framework, the design of third order methods which are embedded
with the schemes of our family would reduce, as long as possible, the computational cost of evaluating the local error
estimates (cf. [14]).
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