Crowd counting is a highly challenging problem in computer vision and machine learning. Most previous methods have focused on consistent density crowds, i.e., either a sparse or a dense crowd, meaning they performed well in global estimation while neglecting local accuracy. To make crowd counting more useful in the real world, we propose a new perspective, named pan-density crowd counting, which aims to count people in varying density crowds. Specifically, we propose the Pan-Density Network (PaDNet) which is composed of the following critical components. First, the Density-Aware Network (DAN) contains multiple subnetworks pretrained on scenarios with different densities. This module is capable of capturing pan-density information. Second, the Feature Enhancement Layer (FEL) effectively captures the global and local contextual features and generates a weight for each density-specific feature. Third, the Feature Fusion Network (FFN) embeds spatial context and fuses these density-specific features. Further, the metrics Patch MAE (PMAE) and Patch RMSE (PRMSE) are proposed to better evaluate the performance on the global and local estimations. Extensive experiments on four crowd counting benchmark datasets, the ShanghaiTech, the UCF_CC_50, the UCSD, and the UCF-QNRF, indicate that PaDNet achieves state-of-the-art recognition performance and high robustness in pan-density crowd counting.
C ROWD counting has broad applications in public safety, emergency evacuation, smart city planning, and news reporting [1] . However, due to perspective distortions, severe occlusions, high-variant densities, and other problems, crowd counting has been a persistent challenge in computer-vision and machine-learning domains. Existing work has largely focused on consistent density crowds, i.e., either a sparse or a dense crowd. Yet in the real world, an image of a crowd may have areas of inconsistent densities due to camera perspective as well as naturally varying distribution of people in the Example crowd images. The last image is from the Shang-haiTech Part_B dataset [10] and the other images are from the UCF-QNRF dataset [11] . These images show crowds of diverse densities and distributions. Furthermore, the densities of local regions could be inconsistent in the same scene.
crowd. Accurately counting people in crowds, thus, entails consideration of all density variations. To emphasize this density-inclusive focus, we name our approach pan-density crowd counting.
The needs for pan-density crowd counting is evident in the crowd image examples shown in Figure 1 . The images convey two properties: (i) different crowds have varying densities and distributions, and more importantly, (ii) the densities of local regions can be inconsistent even in the same scene. Because prior methods focus on the global evaluation in varying-density scenes, they cannot sufficiently capture pan-density information to achieve good performance in terms of local accuracy. Their recognition accuracy is therefore limited in dealing with pan-density crowd counting.
Some earlier methods count sparse pedestrians by using a sliding window detector [2] , [3] . Regression-based approaches [4] , [5] utilize hand-crafted features extracted from local image patches to count sparse crowds. Due to severe occlusions, these methods have limited performance in dense crowd counting. Inspired by the success of convolutional neural network (CNN) [6] [7] [8] [9] , researchers employed CNN-based methods to predict a density map which includes important spatial distribution information for dense crowd counting. Single-column CNNs [12] , [13] adopt multiple convolutional layers to extract features, and these features are fed into a fully connected layer to count people in dense scenes. While these single-column-based methods are suitable for single-density crowd counting, they cannot fully capture pan-density information. Fig. 2. (a) The original image is from the ShanghaiTech Part_A dataset [10] . The ground truth is shown in (b). The density map generated by MCNN in shown in (c). The global estimation of MCNN is close to the ground truth, but the local estimation is biased. Accurate global estimation, however, is because the underestimation of region 2 offsets the overestimation of regions 3 and 4.
In order to count crowds with varying densities, multicolumn-based network methods have been developed [10] , [14] [15] [16] . These methods contain several columns of CNNs that have different-sized filters to capture multi-scale information. For instance, filters with larger receptive fields are more useful for modeling the density maps corresponding to larger head regions. However, these multi-scale-based methods have relatively low efficiency because they cannot accurately recognize a specific density crowd or reasonably utilize the features learned by networks across columns.
Li et al. [17] shows that because these methods cannot accurately learn different features for each column, they result in some ineffective and redundant branches. To address this issue, Sam et al. [15] proposed a Switch-CNN through training the switch classifier to select the optimal regressor for one input patch. Yet, Switch-CNN is limited because it chooses one of the results of different subnetworks rather than fusing them. High-variant density exists not only at the whole image level, but also at the image patch level. Each subnetwork of Switch-CNN is trained on a specific density subdataset and thus cannot utilize the whole dataset. Therefore, the single subnetwork has limited recognition performance and cannot overcome the feature covariate shift problem.
Most of these multi-column-based models fuse the feature maps generated by different columns via a 1 × 1 convolutional layer. As a result, the operation suffers from multi-scale model competition. A more reasonable way of fusing feature maps is to assign different weights for the subnetworks. Sindagi and Patel [16] proposed a Contextual Pyramid CNN (CP-CNN) to incorporate contextual information for achieving low counting error and high-quality density maps. This approach, however, has a high computation complexity in predicting the global and local contexts. Further, predicting the local context is a difficult task, and once the prediction is biased, overall performance is severely limited.
In addition, although they are accurate in estimating the global count in the scene, the fatal flaw of most crowd-counting methods is the bias of their local estimations. An example in Figure 2 shows that the estimation (=557.2) generated by Multi-Column CNN (MCNN) [10] , which is a representative crowd-counting algorithm, is close to the ground truth of 553. However, the local estimations are quite inaccurate. For example, the estimation of MCNN in the region 2 is 143.5, while the ground truth is 192.7. There also exists relatively large biases in the regions 3 and 4. By observing the biased local estimation, it appears that the high accuracy of global estimation stems from a fact that the underestimation of region 2 offsets the overestimation of regions 3 and 4. It can also be seen that two general evaluation metrics of crowd counting, MAE and RMSE, prefer estimating global accuracy and robustness over estimating local ones.
In order to tackle the aforementioned problems, we propose a novel model, called PaDNet, for pan-density crowd counting. PaDNet is composed of three critical components. First, the Density-Aware Network (DAN) contains multiple subnetworks pretrained on scenarios with different densities. This module is capable of capturing the pan-density information. Second, the Feature Enhancement Layer (FEL) effectively captures the global and local contextual features and generates a weight for each density-specific feature. Third, the Feature Fusion Network (FFN) embeds spatial context and fuses these density-specific features instead of choosing one.
Our main contributions are summarized below.
• We propose a novel end-to-end architecture named PaD-Net for pan-density crowd counting. Further, we explore the impact of density-level division on estimation performance. Through extensive experiments on four benchmark crowd datasets, PaDNet obtains the best performance and high robustness in pan-density crowd counting compared with state-of-the-art algorithms. • In order to evaluate both local accuracy and robustness, we propose two new evaluation measures, i.e., Patch MAE (PMAE) and Patch RMSE (PRMSE). They consider both global accuracy and robustness as well as local ones. The remainder of the paper is organized as follows. Section II introduces related works in crowd counting. In Section III, we present the details of our method and then we present and analyze the experimental results in Section IV. We offer final thoughts in Section V.
II. RELATED WORKS
Existing crowd counting algorithms can be roughly categorized into detection-based methods, regression-based methods, and CNN-based methods. Below we give a brief survey of these three categories.
A. Detection-Based Methods
Detection-based methods of crowd counting utilize a moving-window detector to identify pedestrians and count the number of people in an image [18] . Some researchers have proposed extracting common features from appearance-based crowd images in order to count crowds [19] [20] [21] , but these approaches have obtained limited recognition performance improvement when dealing with dense crowd counting. To overcome this issue, researchers used part-based methods to detect the specific body parts such as the head or the shoulder to count pedestrians [22] , [23] . However, these detection-based methods are only suitable for counting sparse crowds because they are affected by severe occlusions.
B. Regression-Based Methods
To address the problem of occlusion, regression-based methods have been introduced for crowd counting. The main idea of regression-based methods is to learn a mapping from low-level features extracted from local image patches to the count [4] , [5] . These extracted features include foreground features, edge features, textures, and gradient features such as local binary pattern (LBP), and histogram oriented gradients (HOG). The regression approaches include linear regression [24] , piece-wise linear regression [25] , ridge regression [26] , and Gaussian process regression. Although these methods refine the previous detection-based ones, they ignore spatial distribution information of crowds. To utilize spatial distribution information, the method proposed by Lempitsky and Zisserman [27] regresses a density map rather than the crowd count. The method learns a linear mapping between local patch features and density maps, then estimates the total number of pedestrians via integrating over the whole density map. The method proposed by Pham et al. [28] learns a non-linear mapping between local patch features and density maps by using random forest. Most recent regression-based methods are based on the density map.
C. CNN-Based Methods
Benefit from CNN's strong ability to learn representations, a variety of CNN-based methods have recently been introduced in crowd counting. As a pioneering work for crowd counting with CNN, the method proposed by Wang et al. [12] adopted multiple convolutional layers to extract features and sent these features into a fully connected layer to predict numbers in extremely dense crowds. Another work [29] pretrained a network for certain scenes and selected similar training data to fine-tune the pretrained network based on the perspective information. The main drawback is that the approach requires perspective information which is not always available.
Observing that the densities and appearances of image patches are of large variations, Zhang et al. [10] further proposed MCNN architecture for estimating the density map. In their work, different columns are explicitly designed for learning density variations across different feature resolutions. Despite different sizes of filters, it is difficult for different columns to recognize varying density crowds, and this lack of recognition results in some ineffective branches. Sindagi and Patel [30] proposed a multi-task framework to simultaneously predict density classification and generate the density map based on high-level prior information. They further proposed a five-branch contextual pyramid CNNs, short for CP-CNN [16] , to incorporate contextual information of the crowd for achieving lower counting errors and high-quality density maps. However, CP-CNN has high computational complexity and cannot be applied in real-time scene analysis. Inspired by MCNN, the work proposed by Sam et al. [15] includes a Switch-CNN, where the switch classifier is trained to select the optimal regressor for one input patch. In the prediction phase, Switch-CNN can only use a column network that is consistent with the classification result of that patch, without incorporating all trained subnetworks. High-variation densities not only exist at the whole image level, but also at the image patch level. Therefore, the single subnetwork has limited recognition performance and cannot overcome the feature covariate shift problem. Kang and Chan [31] proposed a method of fusing multi-scale density predictions of corresponding multi-scale inputs, while Deb and Ventura [32] designed an aggregated multi-column dilated convolution network for perspective-free counting. However, none of these works consider local information.
To avoid the issues of ineffective branches and expensive computation in previous multi-column networks, Li et al. [17] introduced a deeper single-column-based dilated convolutional network called CSRNet. Cao et al. [33] developed an encoderdecoder-based scale aggregation network for crowd counting.
Observing the importance of temporal information in counting crowds, a bi-directional ConvLSTM-based [34] spatiotemporal model was proposed for video crowd counting [35] .
Most of the CNN-based methods count crowds by predicting a density map based on l 2 regression loss. However, l 2 is sensitive to outliers and blurs the density map. Shen et al. [36] thus proposed a GANs-based method to generate high-quality density maps, and a strong regularization constraint was conducted on cross-scale crowd density estimation. In addition, Liu et al. [37] combined the detection-based and the regression-based method for dealing with density variation for crowd coutning. Shi et al. [38] proposed a framework which produced generalizable features by using deep negative correlation learning (NCL). Liu et al. [39] leveraged unlabeled data to enhance the feature representation capability of the network. Inspired by image generation, the method proposed by Ranjan et al. [40] is an iterative crowd counting framework which generates a low-quality density map first and then gradually evolves it to a high-quality density map. Note that these methods are inferior in achieving robust recognition performance in pan-density crowd counting, which is the problem we are tackling.
III. OUR APPROACH
Our framework is illustrated in Figure 3 
A. Feature Extraction Network (FEN)
A main difficulty in crowd counting is that the background and the density level have drastical variations in real-world scenes. To apply deep learning for such a situation, a sufficiently large training dataset is required. However, the largest existing training dataset only contains 1,201 images. As was done in many deep learning models [16] , [17] , [36] , [38] , [39] , we use pretrained models to avoid overfitting. Note that because most of the popular backbones such as VGG-16 [41] , ResNet [42] , and GoogLeNet [43] are trained on the ImageNet [44] , which is a classification task, while crowd counting is a regression task, these backbones cannot be directly inserted into our model. Thus, we have to develop an alternative process. The work of Yosinski et al. [45] considers that the front-end of the network learns task-independent general features which are similar to Gabor filters and color blobs, and the back-end of the network learns task-specific features. Based on this consideration, we choose the first ten convolutional layers of a pretrained VGG-16 with Batch Normalization [46] and ReLU as FEN. Formally, the feature extraction process is as follows,
where X is an input image,Ŷ feat is the base feature and has 512 channels, and F FEN (·) is the FEN. 
B. Density-Aware Network (DAN)
The goal of DAN is to capture pan-density information. Therefore, each subnetwork in DAN is pretrained on scenarios with specific density so that it can recognize specific density crowds. However, determining the ground truth for an image's density level depends on human experiences. A straightforward way is to focus on the number of people in the image. Due to differences in crowd distributions, there exists scenarios Algorithm 1 Training Phase where the number of people is the same while the density of the crowd is different. To address this issue, the work proposed by Sam et al. [15] suggests that using the average distance between adjacent heads is more effective than mere head count to represent the dense degree of the crowd. Therefore, we calculate the dense degree for an image patch as follows,
where P is the number of people in an image patch, d i j represents the distance between the i th subject and its j th nearest neighbor, and Q is the calculated maximum number of nearest neighbors. Intuitively, the smaller the value of D, the denser the crowd. Examples are shown in Figure 4 indicates that the average distance is more reasonable to represent the dense degree of the crowd. In DAN, the number of subnetworks is the same as the number of density categories. We design different network configurations from level-1 to level-4 subnetworks. The configurations are shown in Table I . The lower-level networks are used to recognize sparse crowds; the higher-level networks are used to recognize dense crowds. For sparse crowds, the distances between adjacent people are larger and the head sizes are typically larger than they are in dense crowds. Therefore, we use lower-level subnetworks with larger filters to recognize the sparser crowds and higher-level subnetworks with smaller filters to recognize denser crowds. As the density level increases, the sizes of the filters gradually become smaller. The filters of each subnetwork are pyramidal and become smaller for enhancing the multi-scale ability of the subnetwork. In addition, the lower subnetworks include more filters than the higher subnetworks do in each layer because the distribution of a dense scene is more uniform than it is in a sparse scene. The work of Li et al. [17] suggests that too many pooling layers can reduce the spatial information of feature map. Therefore, there is no pooling layer in DAN. Formally, given the base featureŶ feat as input for DAN, each subnetwork generates a density-specific feature as follows,
whereŶ i is the density-specific feature generated by the i th subnetwork, and F sub i (·) denotes the i th subnetwork of DAN.
C. Feature Enhancement Layer (FEL)
Although each subnetwork of DAN can recognize a specific density crowd, feature maps at varying levels of density should be weighted with different importance because of the nonuniform distributions of crowds. Therefore, we design a Feature Enhancement Layer (FEL) to assign different weights for varying feature maps. Specifically, these subnetworks of DAN generate density-specific feature maps,Ŷ 1 ,Ŷ 2 , ...,Ŷ n . We concatenate them as input for FEL. FEL consists of a Spatial Pyramid Pooling (SPP) [47] and a Fully Connected (FC) layer. SPP performs three scales pooling operations for eachŶ i . The i th operation divides feature map into i ×i regions with pooling to capture the global and local contextual features. Then the FC layer analyzes the contextual features to weight the importance for eachŶ i . Formally, given several density-specific feature mapsŶ 1 ,Ŷ 2 , ...,Ŷ n as input for FEL as follows,
where F FEL is FEL and v is the vector (v 1 , v 2 , ..., v N ) generated by FEL, we weight the importance for each density-specific featureŶ i as follows, where the number 1 denotes that retaining the original feature of the i th subnetwork, and w i denotes the importance for this feature map. The cross-entropy loss is used to train FEL.
D. Feature Fusion Network (FFN)
In order to fuse the refined feature mapsŶ i s, we propose a sophisticated network, named Feature Fusion Network (FFN), to embed spatial context effectively and combine all feature maps for generating the final density map. FFN consists of Conv(7, 64), Conv (5, 32) , Conv (3, 32) , and Conv(1, 1). Every convolutional layer is followed by Batch Normalization and ReLU. Inspired by U-Net [48] and DenseNet [49] , skip connections can make up for the lost information and improve the performance. Before Conv(1, 1) layer, we further add a skip connection to concatenateŶ i s.
The detail of the training procedure is shown in Algorithm 1. The loss function for training the PaDNet is given as follows,
where M is the number of the training samples and λ is the weight factor of L ce with the settings listed in Table II . The denser the crowd, the larger the λ. In a sparse crowd, the value of training loss L mse is very small. Therefore, we set a small value for λ. F PaDNet (X i ) is the density map estimated by the PaDNet. Z GT i is the i th ground truth.
IV. EXPERIMENTS
We now evaluate PaDNet on four crowd counting benchmark datasets: the ShanghaiTech [10] , the UCSD [25] , the UCF_CC_50 [50] , and the UCF-QNRF [11] . We compare PaDNet with five state-of-the-art algorithms including D-ConvNet [38] , ACSCP [36] , ic-CNN [40] , SANet [33] , and CSRNet [17] . Further, we conduct extensive ablation experiments to analyze the effect of different components in PaDNet. We detail experimental settings and results below.
A. Data Preparation
We resize the training images to 720 × 720, and crop nine patches from each image. Four of them contain four quarters of the image without overlapping. The remaining five patches are randomly cropped from the image. By using horizontal flip for these patches, we can get 18 patches from each image. We calculate the dense degree D using Eq. (2) for every patch. Then the K -means algorithm is performed to cluster all image patches into C subsets with varying density level. To avoid sample imbalance, we continue to randomly crop the patches from the original images to balance each subset so that each category will have an equivalent number of patches. The setups of different datasets are listed in Table III . Note that the UCSD [25] is a sparse dataset, hence we set Q to 2.
The ground truth is generated by blurring the head annotations with a normalized Gaussian kernel (sum to one). Geometry-adaptive kernel used for generating the density map, as in [10] , is defined as:
where x i is the position of i th head in the ground truth δ and d i is the average distance of K nearest neighbors. We convolve δ(x − x i ) with a Gaussian kernel with parameter σ i . For the ShanghaiTech [10] , the UCF_CC_50 [50] , and the UCF-QNRF [11] datasets, we set β to 0.3. The UCSD dataset [25] does not satisfy the assumptions that the crowd is evenly distributed, so we set σ of the density map to 3.
B. Evaluation Metrics
The general evaluation metrics of crowd counting are mean absolute error (MAE) and root mean squared error (RMSE). Here MAE is defined as
and RMSE is defined as
where M is the number of test samples, C X i and C GT X i are the estimated number of people and the ground truth for the i th image, respectively. Moreover, the MAE and the RMSE reflect the algorithm's global accuracy and robustness.
However, MAE and RMSE cannot be used to evaluate local performance. The GAME metric [51] that has been used in vehicle counting to evaluate local estimation has some similarity. But it just covers a limited range of scales and does not adequately reflect the robustness for pan-density crowd counting. Therefore, we expand MSE and RMSE to patch mean absolute error (PMAE) and patch root mean squared 
Specifically, we split each image into n patches of same size without overlapping and calculate the MAE and RMSE of the patches. That is, PMAE and PRMSE are able to completely reflect the algorithm's local accuracy and robustness. Note that when n equals to 1, PMAE and PRMSE will degenerate into MAE and RMSE, respectively.
C. Datasets and Comparisons
1) The ShanghaiTech Dataset: This dataset contains 1,198 annotated images from a total of 330,165 people, each of which is annotated at the center of the head. The dataset is divided into Part_A and Part_B. Part_A contains 482 images randomly crawled from the Internet. The training set has 300 images and the testing set has 182 images. Part_B contains 716 images taken from the busy streets of the metropolitan areas in Shanghai. The training set has 400 images, and the testing set has 316 images. The density of Part_A is higher than Part_B, and the density varies significantly. We test the performance of PaDNet on Part_A and Part_B as the other approaches did and report the best performance in Table IV . PaDNet achieves the best performance among all approaches. Specifically, it has an 11.6% MAE and a 6.1% RMSE improvement for the Part_A dataset compared with the second-best approach, SANet [33] .
2) The UCF_CC_50 Dataset: This is an extremely dense crowd dataset. It contains 50 images of different resolutions with counts ranging from 94 to 4,543 with an average of 1,280 individuals in each image. The training set only has 40 images and the testing set only has 10 images. To more accurately verify the performance of PaDNet, we adopt a 5-fold cross-validation following the standard setting in [50] . Experiments shown in Table V indicate that PaDNet achieves a   TABLE V   COMPARISON ON THE UCF_CC_50 DATASET   TABLE VI  COMPARISON ON THE UCSD DATASET 28.1% MAE improvement compared with SANet, and a 13.3% RMSE improvement compared with CP-CNN. These results indicate that PaDNet is suitable for extremely dense scenes.
3) The UCSD Dataset: The UCSD dataset [25] is a sparse density dataset that is a 2,000-frame video dataset chosen from one surveillance camera on the UCSD campus. The ROI and the perspective map are provided in the dataset. The resolution of each image is 238 × 158, and the crowd count in each image varies from 11 to 46. As Chan et al. did, we use frames from 601 to 1,400 as the training set and the remaining frames for testing. All the frames and density maps are masked with ROI. The results are listed in Table VI . Our method achieves superior performance both on a highly dense crowd dataset and a sparse crowd dataset. Our method has a 15.0% MAE and a 17.8% RMSE improvement for the UCSD dataset compared with the second-best approach, SANet and Huang et al.'s method [53] .
4) The UCF-QNRF Dataset: We further evaluate the recognition performance of PaDNet on the UCF-QNRF dataset [11] , which is the newest and largest crowd dataset. The UCF-QNRF contains 1.25 million humans marked with dot annotations and consists of 1,535 crowd images with wider variety of scenes containing the most diverse set of viewpoints, densities, and lighting variations. The minimum and the maximum counts are 49 and 12,865, respectively. Meanwhile, the median and the mean counts are 425 and 815.4, respectively. We use 1,201 images for training set and 334 images for testing, following [11] . The results are listed in Table VII . PaDNet obtains the lowest MAE performance, and a 26.9% Fig. 5 . We conduct experiments on all datasets to analyze the effect of density level division. PaDNet-N indicates that we divide the dataset into N classes, and PaDNet has N subnetworks. PaDNet-2 achieves the best recognition performance on the UCSD and UCF_CC_50 datasets. PaDNet-3 has superior recognition performance on the ShanghaiTech dataset. PaDNet-4 performs the best on the UCF-QNRF dataset.
TABLE VII COMPARISON ON THE UCF-QNRF DATASET
MAE improvement compared with the second-best approach, i.e., Idrees et al. [11] .
D. Algorithmic Studies
We explore PaDNet from three aspects: 1) the effect of density level, 2) the effects of different components in PaDNet, and 3) the performance of PaDNet in pan-density crowd counting.
1) The Effect of Density Level: The setting of the density level affects data preprocessing and the number of subnetworks, and this setting relates to experimental results. The experimental results are shown in Figure 5 , where N in the name PaDNet-N indicates that we divide the dataset into N classes and PaDNet has N subnetworks. Specifically, when N equals to 1, PaDNet does not have FEL or FFN. As seen in Figure 5 , PaDNet-2 achieves the best recognition performance on the UCSD and UCF_CC_50 datasets. PaDNet-3 has superior performance on the ShanghaiTech dataset. PaDNet-4 performs the best on the UCF-QNRF dataset. Intuitively, different datasets should have been adapted to different number of subnetworks. On the other hand, the number of subnetworks should fit the distribution of the dataset. For examples, the crowd count in each image varies from 11 to 46 in the UCSD dataset, and the UCF_CC_50 dataset has an average of 1,280 persons in each image. Based on our experiments, we notice that when the division of density level is 2, the corresponding performance is the best because of the micro-variation density in the UCSD and UCF_CC_50 datasets.
For the ShanghaiTech dataset, PaDNet-3 performs better than PaDNet-2 because of the high-variation density in the ShanghaiTech dataset. Note that PaDNet-4 performs worse than PaDNet-3 on this dataset. In general, we argue that the more abundant the training data for each subnetwork, the stronger the generalization ability of the subnetwork. Since PaDNet-1 only has one subnetwork, it is difficult to cover all the distributions of crowd. As the number of subnetworks increases, the amount of training data for each subnetwork decreases. While each subnetwork makes it easier to cover the distribution, it also reduces generalization ability to some extent. For the UCF-QNRF dataset which has a greater density variation, the minimum and the maximum counts are 49 and 12,865, respectively. It has 1,201 original images for training. Thus, we divide the UCF-QNRF dataset into 4 levels and PaDNet-4 achieves the best recognition performance.
In order to comprehend this reason intuitively, the density maps generated by PaDNet-1, PaDNet-2. PaDNet-3 and PaDNet-4 are shown in Figure 6 . The density map generated by PaDNet-1 is slightly blurred and PaDNet-1 cannot recognize different density crowds. As the increase of subnetworks, the recognition abilities of PaDNet-2 and PaDNet-3 become gradually stronger. The generated density map achieves higher quality, and the estimated count is more precise. For PaDNet-4, although it has a clear density map, the estimated count is biased. As the generalization ability of each subnetwork weakens, which is caused by overfitting, PaDNet-4 cannot accurately recognize the bottom-left corner of the image.
2) Effects of Different Components:
We analyze the effects of different components of PaDNet in three aspects: (i) the effects of FEL and Skip Connection, (ii) the effect of DAN, and (iii) the effect of weighting strategy for feature maps.
a) The effects of FEL and skip connection: We conduct the experiments on the ShanghaiTech Part_A (SHA) dataset to analyze the effects of FEL and Skip Connection (SC) in PaDNet-3. The results are listed in Table IX. The first method is the baseline of PaDNet-3 and does not have FEL or SC. In the second method, only FEL is introduced to analyze the effect of FEL. In the third method, FEL and SC are incorporated. The baseline method uses the same weights to fuse the feature maps generated by DAN, and the corresponding MAE is just 65.0. Specially, when FEL is introduced into the framework, the MAE is improved to 60.4. Thus, this approach is reasonable for fusing feature maps with learned weights. After SC is introduced into the framework, the MAE is improved to 59.2 justifying that SC is also an effective trick. The generated density maps are shown in Figure 7 . By comparing these density maps, we can further analyze the effects of different components in PaDNet. The density map generated by the baseline method is slightly blurred because it overestimates the count. Concretely, the bottom of the density map is biased. When FEL is employed to adjust the weights of feature maps, the generated density map becomes accurate and the overestimation at the bottom of the image is eliminated. However, the density map loses a little information in the middle of the image. When SC is employed, the lost information is supplemented.
b) The effect of DAN: We design DAN with pyramidal filters to enhance the ability of capturing pan-density information. In particular, the lower-density subnetworks have relatively larger filters that is similar to many multi-scale [10] , [15] , [16] . Hence, we mainly explore the effects of different channel configurations of DAN, and then conduct the studies on the UCF-QNRF dataset. The results are listed in Table XI . We have three channel configurations for DAN of PaDNet-3, i.e., ascend, descend and equal. The descend listed in Table I is our final design. The ascend means the lower subnetworks has fewer channels. The equal means all the subnetworks have the same number of channels as level-2 subnetwork ( Table I) .
Note that PaDNet-3-descend obtains the best recognition performance compared with PaDNet-3-ascend and PaDNet-3-equal. It confirms our speculation that lower-level subnetworks should equip with more filters than higher-level subnetworks in each layer because sparse scenes have more variations of crowds and environmental interference. When compared with sparse scenes, the distribution of dense crowds is closer to the uniform distribution. PaDNet-3-ascend has the fewest channels for level-1 subnetwork (Table I) , hence it obtains the worst results. Meanwhile, in order to exploit whether the number of parameters of DAN could greatly affect the final performance, we double the channels of level-3 subnetwork (Table I) , and named as PaDNet-3-double, to make PadNet-3 and PaDNet-4 have same number of parameters. The MAE of PaDNet-3-double is 100.5 which is better than PaDNet-3 because of the added parameters, but PaDNet-3-double still cannot achieve the competitive performance compared with PaDNet-4. Therefore, the number of subnetworks of DAN has a greater influence on final performance than does the number of parameters of DAN. c) The effect of weighting strategy for feature maps: A normal idea is that a network learns a w i to weight the i th feature map, but such a weighting strategy can only obtain limited performance improvement. Thus, we weight the importance for each feature map using Eq. (5) . In order to verify the effectiveness of our strategy, we conduct the ablation studies on the SHA dataset with PaDNet-3. The results are listed in Table XII . We discover that using 1 + w i as the weight has a better performance than using w i as the weight. We argue that these feature maps generated by subnetworks are high-level features and quite close to the final density map.
Here, w i is not the pixel-level weight and the value of w i ranging in (0, 1). Using w i as the weight for the whole feature map could lose the local features of crowd. However, the form of 1 + w i exhibits the combination of the original and the important features. Therefore, this strategy accurately weights the importance of feature maps at different levels based on w i s and will not lose the original features. 
3) Performance in Pan-Density Crowd Counting:
We evaluate the performance of our method in pan-density crowd counting from two aspects: (i) the performance in different density scenes, and (ii) the performance at local regions of the same scene. We conduct the experiments on SHA with PaDNet-3. Meanwhile, we compare PaDNet with MCNN and CSRNet. 1 In order to evaluate the performance in different density scenes, we divide the SHA dataset into five groups according to increasing density level. The results are shown in Figure 9 . PaDNet achieves the best recognition performance on the density levels 2, 3, and 5. CSRNet obtains the best performance on density level 1 and MCNN on level 4. However, PaDNet achieves competitive performance as CSRNet and MCNN on levels 1 and 4. Thus, PaDNet demonstrates both better accuracy and higher robustness in different density scenes.
As mentioned above, most existing methods performed well in global estimation while neglecting local accuracy. We evaluate the local accuracy and robustness for PaDNet according to proposed PMAE and PRMSE. We calculate PMAE and PRMSE when n (Eq. 12 and 13.) is set to 1, 4, 9 and 16. The results are listed in Table VIII . The performance of PaDNet is better than MCNN and CSRNet under various conditions. This suggests that regardless of global or local counts are examined, PaDNet achieves highly accurate and robust estimation in pan-density crowd counting.
Meanwhile, we calculate PMAE and PRMSE of the ablated PaDNet. By comparing the last three rows of Table VIII , both FEL and SC are justified to be effective. Especially, for PaDNet without FEL and SC, the global MAE and RMSE are better than CSRNet. But the PMAE and PRMSE are worse than CSRNet. When FEL is introduced into the framework, the local evaluation is improved and the results are better than CSRNet. The experiments show that FEL is beneficial for improving the global and local recognition performance.
In order to evaluate the effectiveness of PMAE and PRMSE and to make it convenient for other researchers to follow pan-density crowd counting, we calculate proposed PMAE and PRMSE for MCNN, CSRNet, PaDNet-1, PaDNet-2, PaDNet-3, and PaDNet-4 on the SHA, SHB, UCF_CC_50, and UCF-QNRF datasets. The results are listed in Table X . It shows that PMAE and PRMSE are effective and robust metrics for evaluating the global and local accuracy and robustness. For example, in the SHA and UCF-QNRF datasets, the MAE of CSRNet is worse than PaDNet-2, while the PMAE of CSRNet is better than PaDNet-2. These results demonstrate that PMAE and PRMSE can effectively evaluate both global and local performances. Figure 8 shows some density maps predicted by MCNN, CSRNet, and PaDNet. The density maps generated by MCNN are a little blurred, and the estimated counts are quite biased. Similarly, the density maps generated by CSRNet are also blurred in extremely dense scenes. In contrast, the density maps yielded by PaDNet indicate that not only is the local texture fine-grained but also the global one has high quality.
Consequently, the counts of PaDNet are the closest to the ground truth.
Note that the trade-off for better performance is that data preprocessing is more complex because we must use different density datasets to pretrain the corresponding subnetworks. Furthermore, it takes about five hours to train the PaDNet on the ShanghaiTech Part_A dataset using four NVIDIA GTX 1080Ti GPUs. In the prediction phase, the computation only costs 0.11 seconds on average for an image with one such GPU. Therefore, PaDNet can be readily deployed in real-time scene crowd counting.
V. CONCLUSION
We propose a novel end-to-end deep learning framework named PaDNet for pan-density crowd counting. PaDNet can fully leverage pan-density information. Specifically, the component DAN can effectively recognize different density crowds while the component FEL improves both global and local recognition performances. Meanwhile, the new evaluation metrics PMAE and PRMSE, which are extended from MAE and RMSE, not only evaluate the global accuracy and robustness but also the local ones. Extensive experiments on four benchmark datasets indicated that PaDNet attained the lowest predictive errors and higher robustness in pan-density crowd counting when compared with state-of-the-art algorithms. In the future, we will explore how to simplify network architecture for pan-density crowd counting. 
