A new criterion to estimate the number of factors in multiple factor analysis was proposed, based on the mathematical relationships between the principle of the linear regression analysis passing through the origin and that of the minres factor analysis by Harman (1976) . The criterion is the beta coefficient for the linear regression line defined by the elements in each of the original and the reproduced correlation matrices, and it is obtained with the increase of the number of factors. Numerical examples are presented and some supplemental issues are discussed.
It maybe said that there exist two kinds of the criteria concerning the number of factors in multiple factor analysis. The former kind of the criteria are proposed on the basis of the notion of the distribution of eigenvalues such as Guttman's (1954) weaker and stronger lower bounds, and the latter kind of them on the basis of the notion of the statistical test of likelihood ratio (Lawley & Maxwell, 1971; Joreskog, 1962) . The AIC criterion which was discussed by Akaike (1971) and which was advocated to use for the estimation of the number of factors may be classified into the latter kind of the criteria.
Although the alpha factor analysis (Kaiser & Caffrey, 1965) and the image factor analysis (Guttman, 1953) might be said to be proposed in relation to the weaker and stronger lower bounds of Guttman, respectively, the both types of the factor analyses do not seem to discuss so often at the present time. pose of factor analysis, it may be that the former kind of the criteria are preferable to the latter in the sense of their being useful from the practical point of view. Here it should be noted that the usefulness of herein means the assurance of the factorial invariance in the Thurstone's (1947) sense. Of course, even if any one of the algebraic criteria is used, to assure perfectly the factorial invariance may always be impossible in performing factor analysis. However, through the efforts of the improvements of the criteria based on the relationships between the distribution of eigenvalues and the number of factors, a new kind of the criteria can be proposed and they may give much better indicators for the number of factors. Kaiser and Caffrey (1965) advocated to use the weaker lower bound of Guttman's algebraic criteria which takes care of the eigenvectors corresponding to the eigenvalues which are not smaller than unity. He placed the emphasis on the fact that the criterion gave the good agreements to the empirical results concerning the number of factors which were obtained subjectively, and he asserted that, at the present stage, it is mostly recommendable for the practical use. It seems certain that the criterion is very practical when the number of the variables in a correlation matrix is medium instead of its being extremely small. However, as the eigenvectors corresponding to the eigenvalues which are not smaller than unity are considered based on the criterion, the number of the eigenvectors tends to increase as the number of the variables of a correlation matrix increases. This fact has already been indicated by factor analysts. A way around this kind of the tendency or difficulty will herein be proposed by reconsidering the principle of the minres factor analysis by Harman (1976 and rij are taken as the predicted (or criterion) variable and the criterion (or predicted) one, respectively, the least squares estimate for the coefficient of the linear regression line passing through the origin is to be unity from the theoretical point of view when the number of the components m is true. That is to say, the angle between the principal axis, which is to be determined by rij and rij, and the abscissa in the regression plane a diagonal matrix of the eigenvalues, and, a zero matrix, respectively. By the assumption h2=hi2, the formula (5) can be changed into the following function (7) with regard to the upper (or lower) triangle matrix which may or may not include the diagonal elements . That is, when the function is to be minimized with regard to A* under the constraint of (6) (Harman, 1976) , the matrix A* can be obtained. By changing (5) under the constraint of (6) into (7) under the same constraint, the following may result. That is to say, when r;j* and r"i;* are taken as the predicted (or criterion) variable and the criterion (or predicted) one, respectively, the estimate by the principle of least squares for the coefficient of the linear regression line passing through the origin is to be unity. The minres factor analysis can thus be expressed as the linear regression analysis passing through the origin in terms of all the elements or of the off-diagonal ones of the upper (or lower) triangle matrix in each of an original and the reproduced correlation matrices under an assumed number of factors. Here note that the term of the number of factors will hereafter used only in discussing the estimation of the true one in multiple factor analysis. Remember then that we used and will use the term of the number of components in discussing the principal component analysis. The mathematical relations above can be derived from the fact that the minres factor analysis assumes to be same in all the values for both estimated and the calculated communalities, and it should be noted that the principal axes method without assuming to be same in both the estimated and the calculated communalities may not be expressed in a simpler form as the minres factor analysis does.
The Estimation of the Number of Factors by the Principle of Linear Regression Analysis
As was discussed at the end of the first part of this paper, the degree of the similarity between a correlation matrix and the reproduced one will herein be described in terms of all the elements or of the offdiagonal elements in the upper (or lower) triangle matrices in the both correlation matrices. Let r* be a column vector all the elements of which are composed of the corresponding ones in the upper (or lower) triangle matrix including or excluding the elements of the diagonal in a given correlation matrix, and let r* be a column vector all the elements of which are composed of the corresponding ones in the upper (or lower) triangle matrix including or excluding the elements of the diagonal in the reproduced correlation matrix. They can each be written as or and or When the following form of linear regression is adopted after determining whether or not the elements of the diagonal in the upper (or lower) triangle matrices are to be included in the analysis the value for 13* is assumed to be unity when the assumed number of factors m is to be close to the true one according to the formula (7). It seems natural that the answer for j3* should be given as the value of Q in the formula (A-1) of Appendix based on the formula (A-3). However, it should herein be noted that the use of the letter (3* rather than jS will with regard to aj+ and the sum for (9) will be improved iteratively and will be minimized with regard to all the vectors aj+s. When the minimization and the process of the computation are achieved within the preassigned limit, the value of Q is to be equal to the one for 20 defined previously in the formula (7). Assuming the following linear relation Harman (1976) attained the estimated column vector di+ through the principle of least squares.
As for the stabilization of the computational process, the value for the preassigned limit is assumed to be .005 in each of all the communalities according to the formula (7). When the value of smaller than .005, e.g., .001, is given for the one of the preassigned limit, more stable results may be attained. For example, with the increase of the number of factors, the values for (3*s brought about through the iterations of the computation for the minres factor analyses may oscillate within smaller range than the ones with the preassigned limit of this time may do. However, the time for the computation will increase as the number of the variables in a given correlation matrix gets greater. Then, further investigation for the improvement of the computation for this type of factor analysis, which assumes the computational iterations of many times, should be needed for saving the time particularly from the practical point of view.
Numerical Examples and Discussion
Three kinds of correlation matrices are prepared to investigate the usefulness of the estimate which was discussed in this paper. The first kind of the correlation matrices are the hypothetical ones; Fruchter's 5 variables (1954), Harman's 6 hypothetical variables (1976) , and, Thurstone's 26 box problem (1947) . The second kind of them are the empirical ones; Chapman's 7 variables (1948), Harman's 8 physical variables (1976), Thomson's 8 variables (1951) , Davis' 9 variables (1944) Shiba (1979) based on Harman's 24 variables, and, Harman's 24 variables (1976) . Every number of factors for this kind of the correlation matrices was estimated subjectively by the analyst. And , the third kind of the correlation matrices are the ones which are constructed to examine some empirical aspects with regard to the factorial invariance from the statistical point of view. They are two cases for Bechtoldt's 17 variables I and II (1961) .
The minres factor analyses both with the initial estimated communalities of unities and with the ones of SMCs are applied to the above correlation matrices, respectively. And the value for (3* in the formula (8) is estimated under every number of factors for each matrix . In estimating the value for (3*, all the elements of the diagonal in the upper (or lower) triangle matrix in each of the original and the reproduced correlation matrices will herein be used. The obtained value might hopefully be more reliable and stable than the value based on the elements which do not contain the ones in the diagonal in each of the matrices, and our experiences indicate the hope.
The value of (3* might be said to approximate almost monotonously to unity, but the monotonous trend may not be kept so smoothly. In other words, the values of R*s in the further increase of the number of factors may be said to oscillate within the range of rather smaller value after a great drop of the value for B * has once occurred in a number of factors. The trend may be found in many numerical examples, e.g., the results through the minres factor analyses with the initial estimated communalities of unities in Fruchter's 5 variables, Harman's 6 hypothetical variables, Chapman's 7 variables, Harman's 8 political variables, McCloy's 11 variables, both cases of Bechtoldt's 17 variables, and, Harman's 24 variables.
The oscillation may be brought about through the iteration of the computation for the minres factor analysis, and it may occur rather often particularly in the correlation matrices of smaller number of variables.
In addition to the phenom- The value for p may be changeable when the variables in a given correlation matrix are reflected with regard to their signs. The possibility may occur when there is over one variable the sign of which is different from the rest ones in the matrix. Through their experiments, Kashiwagi and Ishizuka (1973) suggested that the reflections of the signs of the variables in a correlation matrix might bring about the different estimated value for p compared to the estimated one for p without assuming the reflections of the signs of the variables. Under an assumed number of factors, the estimated value for p assuming the reflections of the signs of the variables may generally be larger. As this empirical fact seems to meet the idea concerning the factor parsimony of Thurstone (1947) , the reflections of the signs of the variables in a correlation matrix which has over one negative element might be proposed before performing the minres factor analysis.
Then, if there is over one negative sign in the first factor brought about through the computation for the minres factor analysis, the signs of the corresponding rows and columns for both the original and the reproduced correlation matrices are to be reflected simultaneously under a given number of factors. And, the value for p can then be calculated.
After estimating the value for p under a given number of factors, the signs of the variables in the original correlation matrices should be unreflected. And then, the minres factor analysis will be continued under the succeeding number of factors.
The values ps are presented in 
