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5Abstract
Described in 1956 as an oceanographic curiosity, salt fingers are now recognized as an
important mechanism for vertical transport in fluids that may play a key role in areas so
diverse as stellar formation, oceanography and material science and engineering. Com-
plete life cycles of salt fingers will be modeled and analyzed using a combination of finite
difference and analytical methods. Some commonly held assumptions about fingering phe-
nomena will be challenged, and some conclusions regarding the origin and maintenance of
the finger structure, as well as the dependence of the fingering process on several defining
parameters, will also be drawn and discussed.
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Chapter 1
Background
1.1 Introduction
Double-diffusive convection is a form of convection driven by buoyancy effects caused by
the presence in a fluid of two agents that have different rates of diffusion. Double diffusive
convection occurs when two layers of fluid with constant concentrations of two agents
with different molecular diffusivities, and contributing to the density of a fluid in opposing
ways, meet at a thin interface. If the slower diffusing agent has an unstable stratification,
convection can occur even if the overall stratification of the fluid is stable, with narrow
convection cells known as salt fingers growing from the interface into the homogenous
layers.
The first descriptions of salt fingers can be found in W.S. Jevons’ 1857 paper On the
Cirrus Form of Cloud, with Remarks on other Forms of Cloud. [147]. Jevons, who per-
formed the first salt finger experiments in an attempt to model cirrus clouds, deducted that
a more rapid diffusion of heat relative to solute played a role in the experiments, however,
he failed to realize the relevance of the ”infiltration of minute, thread-like streams” and as-
sumed it was a general result of superposing heavy fluid over light fluid. Although Jevons’
experiments would be deeply influential in Lord Rayleigh’s theoretical formulation of the
Rayleigh-Taylor instability, the theory of double diffusive convection would have to wait
almost one hundred years for further developments, [117] and [118].
The presence of salt-fingers at the interface of milk overlaying salt water was also
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recorded by the Swedish oceanographer Vagn Walfrid Ekman while running some exper-
iments for the study of the dead water phenomenon in 1906 on the following of his PhD
research on the subject, [144]. Although Ekman correctly hinted some of the aspects of
the physics of salt-fingering, he also considered that the formation of milky finger like
structures in salt water was merely a curious observation and not a topic of research worth
pursuing.
When trying to devise a way of measuring pressure and salinity at the bottom of the
ocean, the oceanographers H. M. Stommel and A.B. Aarons considered the idea of low-
ering a narrow heat conducting pipe onto the sea floor [38]. They concluded that once
the colder and fresher deep water was being pumped up the pipe, it would become the
same temperature as the surrounding water but would remain fresher and less dense than
its surroundings and the motion would continue even after the pumping had stopped. They
named this mechanism ”the perpetual salt fountain”, and once M.E. Stern realized that the
presence of a tube was not necessary, since salt diffuses about one hundred time slower
than heat, the study of double diffusive convection was reborn with the publishing of the
seminal paper ”The ”Salt-Fountain” and Thermohaline Convection” [70].
Salt fingers can cause rapid and effective mixing in a stably stratified fluid, and seem
to play a significant role in a vast array of natural phenomena in areas as diverse as mete-
orology, where the presence of heat/humidity fingers seems to explain some atmospheric
anomalies observed on the aftermath of hurricanes, [31], and possibly to facilitate the onset
of some particular types of hurricanes, [60]; geophysics, where lava fingers are responsible
for the characteristics and evolutions of magma chambers, as well as for some structures
observed in basalt mixes, [24], [12],[69] and [113]; ecology, where salt-fingers allow for
the up-welling of nutrients that support the oceanic fauna and flora, [40], [1] and [42], but
also the dilution of sewage effluents underwater, [39].
The study of fingering phenomena is also relevant in the field of material sciences and
engineering since the presence of fingers in liquid and mushy regions during the solidifica-
tion of metal alloys, glass and igneous rocks may explain some micro structures observed
in these substances, [113], [11], [77], and [78].
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In the last decade1, the study of double diffusive phenomena has become particularly
important in astronomy, with recent models of stellar formation incorporating the presence
of ”metallic fingers” and hydrogen/helium fingers in stellar interiors yielding very promis-
ing results, [124], [65], [90], [143] and [9].
Most of the research on double diffusive convection is being done, by far, in the con-
text of oceanography since non isopycnic processes like brine rejection2 and thermohaline
(heat-salt) double diffusive phenomena are believed to play a crucial role in the mainte-
nance and dynamics of thermohaline circulation and spice3 in the Earth’s oceans, [145],
[119], [46] and [120]. Favorable conditions for the fingering process exist in low and mid
latitudes, near the surface in much of the subtropical and tropical oceans, where evaporation
exceeds precipitation at the same time that heating exceeds cooling: in these regions salt
fingers are an important mechanism for the mixing of salt and the maintenance of the local
halocline4, [116] and [121]. At depth, in specific locations, whenever a mass of warmer
and saltier water overlies a mass of cooler fresher water, thermohaline fingers are believed
to be responsible for producing and sustaining ”staircases” of well-mixed layers a few me-
tres in thickness separated by thin interfaces of sharp gradients where significant vertical
mixing occurs. These ”staircases”, laid down like geological strata, are known to extend
for hundreds of kilometers and persist for decades or perhaps even longer periods of time,
[116] and [121].
The existence of the thermohaline staircases in the deep ocean is known since the late
1960’s, when Tait and Howe reported the existence of a step-like structure in tempera-
ture and salinity found within the lower layers of the Mediterranean water from 1,200 to
1,800 m in the region between Cape St Vincent and Madeira island, where the Mediter-
1Although the study of stellar interior double-diffusive phenomena has boomed in the last decade thanks to
new possibilities in computational models and data collection, the first theoretical approaches to the problem
date back to the early 1970’s, see [105].
2Brine rejection occurs during ice formation, when salt is pushed out from forming ice into the surround-
ing seawater creating saltier, denser brine, [146].
3In oceanography the term spice refers to spatial variations in temperature and salinity of seawater whose
effects on density cancel each other.
4The halocline is a comparatively thin, typically horizontal layer within a body of water, in which the
salinity of the water varies greatly over a relatively short vertical distance.
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ranean water intrudes the Northeast Atlantic. These steps were separated by much thinner
horizontal interfaces across which there were large temperature and salinity differences
and conditions favorable for the fingering process, which led the two oceanographers to
suspect that thermohaline fingers were part of the structure of the staircase, however the
probes available at the time were not refined enough to confirm their presence, [103] and
[104]. Later technological developments, starting from the late 1970’s, have allowed for
a series of measurements and tracer release experiments that have confirmed the hypoth-
esis of Tait and Howe. Similar tracer release experiments have also detected the presence
of staircases containing thermohaline fingers in other regions of the Atlantic such as the
Sargasso Sea, [112] and [66], the Caribbean, [49], and the mediterranean waterfront south-
east of the Azores,[67]. Thermohaline staircases were also found in the Gulf of Arabia,
beneath the warm and salty water emanating from the Red Sea and the Persian Gulf, and
in the Tyrrhenian and the Mediterranean Seas, [120]. Recent measurements of thermoha-
line fluxes made by Bryden et al. in a staircase in the western Mediterranean have been
incorporated in models and calculations that try to explain the trend of increase in salinity
and temperature in the deep waters of the region observed over the past 40 years, [28]. The
oceans are generally stably stratified and it is difficult for vertical mixing to occur, with the
presence of ordinary turbulence being unable to explain both the rate and the unbalanced
vertical transport of both heat and salt, and models that take into account the existence
of double-diffusive phenomena, like the presence of thermohaline fingers, leading to much
more accurate results, [7]. Although some oceanographers dismiss the role of thermohaline
fingers as a relevant mixing mechanism due to the smallness of the net buoyancy flux they
generate, it is now pretty much uncontroversial that fingers play a significant role in main-
taining the tightness and shape of the temperature and salinity relationship in the ocean at
low and mid latitudes, [114] and [120], thanks to their characteristic unbalanced vertical
transport of heat and salt 5 and the ability to continuously work during the long periods
between turbulent events, quickly reforming once disturbed by turbulence, [50].
Some numerical models and other studies strongly suggest that thermohaline circula-
5Thermohaline fingers will typically diffuse heat laterally while advecting salt.
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tion is sensitive to unequal mixing rates for heat and salt6, [145] [46] and [2], and given the
crucial role of the oceans and thermohaline circulation in the sequestration of both heath
and carbon dioxide, it is of vital importance to know what those mixing rates will be for
an accurate modelling of the global thermohaline circulation. Accurate ocean modelling,
and hence climate modelling7, will require understanding of when and where thermohaline
fingering occurs and its consequences, [114], [46] and [120].
Since fingers can be found in such a variety of contexts, it is very unlikely that a ”one
size fits all” theory or model will be able to adequately describe this phenomenon, and given
the role they play in such complex systems as thermohaline staircases, vertical transport of
heat and salt in the ocean, stellar interiors, mushy layers and magma chambers, a good
understanding of the fingering process and its exact nature is more than ever a necessity.
1.2 Previous Work
The most remarkable aspect of the study of double-diffusive phenomena is that the foun-
dations of the field can be pin-pointed to an eureka moment followed by a brainstorming
process where several researchers manage to create a new branch of fluid dynamics from
scratch. In the collected works of Henry Stommel [83] there is a little cartoon called ”Excit-
ing 10 minutes at the Blackboard” that describes how the new theory came into existence as
Stommel and M.E. Stern literally walk across the third floor of Woods Hole Oceanographic
Institution, meeting colleagues who spontaneously contribute with ideas and insights to the
topic.
After such an auspicious start, the study of double diffusive phenomena has been done
mainly in four fronts: theoretical research, computational simulations, experimental work
and field work. For the purpose of this thesis, we will be mainly interested in the first three
6The possibility of the alteration of the relationship between temperature and salinity in the ocean leading
to very different forms of thermohaline circulation is known since the early 1960’s and has been discussed in
H. Stomell’s classic 1961 paper describing two possible stable regimes, [41].
7The interaction and mutual influence of thermohaline circulation and atmospheric dynamics on the long
term evolution of climate, even excluding human influence, is extremely complex and the subject of an
extensive bibliography. For a general overview of the subject see [142] and for a more in depth overview see
[47].
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approaches to the problem.
1.2.1 Theoretical models
The simplest theoretical models for double-diffusive convection are linear models that were
first introduced in the 1960’s and were widely used by researchers like Walin [36], Veronis
[34], Sani [106], [16], and Baines and Gill [95]. Although failing to take into account non-
linear effects, linear models nevertheless possess some predictive and explanatory power
regarding some aspects of the fingering process like determining conditions under which
salt-finger instabilities can develop, growth rates, fastest growing modes and according to
some laboratory observations and numerical simulations, even spatial scales. It is also pos-
sible to reduce the study of salt-finger systems from a 3-D to a 2-D problem by considering
wave like solutions whose vertical components are zero, the so called elevator modes. We
will be considering linear models and performing a linear stability analysis later on section
2.3..
Practical as they are, linear models fail to address non-linear effects that play a cru-
cial role in the dynamics of salt-fingering, specially in systems that during their life cycles
develop regions of enhanced convection at the tips of the finger cells and finger systems
growing in smooth vertical backgrounds of the diffusing agents, and it is necessary to con-
sider more complex models that take non-linearity into account. There are three main fam-
ilies of non-linear models in double diffusive convection, each corresponding to a different
geometric configuration and to a different set of assumptions on the fingering process: un-
bounded gradient models, two-layer models and vertically bounded layers models.
Unbounded gradient models are perhaps the most commonly used in theoretical re-
search of salt-finger systems. The assumption that backs the theoretical studies based on
the unbounded gradient configuration is that double diffusive mixing in fluids with smooth
backgrounds of the diffusing agents is mainly controlled by the local T and S gradients.
The models also assume a separation from physical boundaries and that the scales of inho-
mogeneity of the background flow are too large to affect local properties of the fingering
process. This type of model is commonly used in oceanography since it matches the actual
conditions found in some of the locations where thermohaline fingers have been found or
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are thought to occur: smooth backgrounds of temperature and salinity and a clear separa-
tion between the micro and fine scale of finger dynamics form the meso and macro scale
of marine circulation. Given the association between this type of model and oceanography
one of the main objectives of the studies associated with the unbounded gradient model
has been to find predictive laws that correlate the vertical transport of T and S, specially
advective transport, and the characteristics of the fluid and the local gradients of T and S.
One of the most influential theoretical results in the field of double-diffusion, Stern’s col-
lective instability theory that states that salt-fingers will grow linearly until disrupted by the
spontaneous excitation of gravity waves was stated in the context of the unbounded gradi-
ent configuration. From Stern’s theory stem equilibrium criteria such as Stern’s number8
and the Stern-Kunze constraint, [71]. Alternative equilibrium models to Stern’s instability
theory were also developed in the context of the unbounded gradient configuration, namely
J. Holyer’s analysis of secondary instabilities that disrupt the growth of salt fingers named
Holyer Modes[57], Shen’s ”blob”’s similarity solution, [14], that is based on Holyer’s the-
ory of secondary instabilities, and T. Radko’s double diffusive ”modons” model, [130]. An-
other interesting theoretical approach to the problem of salt fingering based on unbounded
gradient models is the study of marginally unstable systems by means of weakly nonlinear
models, which use a methodology similar to multiscaling. Although providing mostly qual-
itative information, weakly nonlinear models have proved to be rather useful in exploring
salt-finger regimes that are outside the traditional scope of low density ratio heat-salt fin-
gers, namely systems with high density ratios. Some examples of weakly nonlinear studies
can be found in Proctor and Holyer’s study of salt-finger planforms, [80], and also in [76]
and [131].
Two-layer models are based on the examination of the regular thermohaline structures
observed in the ocean and also in experimental research described in Section 1.1, the so
called staircases, [97] and [99]. The conceptual design of two-layer models consists of a
sharp interface of fingers sandwiched between two deep homogeneous horizontal layers
8Stern’s number A = Fρdimνρz is defined as a density analogue of the Nusselt number, according to Stern’s
collective instability theory when A exceeds unity, gravity waves are excited and the growth of salt fingers
is disrupted. A∼1 sets an equilibrium condition. E. Kunze postulated that the Stern’s number constraint is a
condition equivalent to the Richardson number criterion for dynamic instability of horizontal inviscid parallel
flow in [26].
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where the concentrations of T and S are assumed to be constant. It is also assumed that
the vertical extent of the homogeneous layers is large enough not to affect the fingering
process and that the role of the initial thickness of the interface is negligible. Besides
the two initial ”geometric” premises the models also need a third physical premise: the
dynamics of the fingering process is essentially driven by buoyancy effects and can be fully
characterized once the effects of the ”jumps” in T and S in the density field of the fluid
are accounted for. The necessity of characterizing the effects on the density field of two
distinct agents leads to models that depend on four parameters, two characterizing the fluid9
and two characterizing the external influences to the model10, unlike unbounded gradient
models where the external influences are characterized by only one parameter. Given its
association with oceanographic and thermohaline circulation research, the main objective
of two-layers models is to quantify the vertical fluxes of density, T and S, and the principal
theoretical results associated with them are J.S. Turner’s ”four-thirds flux laws” that relate
fluxes and flux ratios with 4/3 powers of ∆T , ∆S and its ratio, [54],[55] and [56]:
FT = (gαKT )
1/3CT∆T
4/3 FS = (gβKS)
1/3CS∆S
4/3 (1.1)
with α, β being coefficients of volume expansion, andKT , KS the diffusivities of the agents
as defined in Chapter 2. According to J.S Turner’s theory, CT and CS are functions of σ,
τ and Rρ that can not be obtained as products of a dimensional analysis and have to be
calibrated experimentally. It follows trivially from (1.1) that for the two-layer model it is
possible to derive a constant buoyancy flux ratio:
γ(σ, τ, Rρ) =
αFT
βFS
=
CT
CS
Rρ4/3 (1.2)
9Typically a Lewis number, the ratio of the diffusivities of the agents, and the kinematic viscosity of the
fluid ν or its associated Prandlt/Schmidt number ,σ, the ratio of the kinematic viscosity and the diffusivity of
the fastest diffusing agent.
10Typically two Rayleigh numbers or a combination of a Rayleigh number and a buoyancy ratio α∆Tβ∆S , with
α and β coefficients of volume expansion and ∆T and ∆S the differences in the concentration of the agents
across the initial interface.
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The four thirds laws can be deducted both as an extension of a classical model for
turbulent thermal convection, in Turner’s original formulation, as well as a the result of
a dimensional analysis applying Buckingham-pi theorem, [21], that states that any non-
dimensional combination, or pi-group, is determined by other non-dimensional combina-
tions/ pi- groups11. Although the four-thirds laws provide a reasonable characterization of
the characteristics and dynamics of two-layer systems, their universal applicability is still
open to debate amongst the researchers of double-diffusive convection and related top-
ics. The derivation of the four-thirds laws implicitly assumes a unique solution for fluxes,
which is called into question by a series of laboratory experiments and numerical simula-
tions of finger systems that reveal sensitivity to initial conditions and set-ups, as well as by
a distinct disagreement between oceanographic measurements and their laboratory coun-
terparts12. More recent approaches to the problem of the parametrization of T and S fluxes
have proposed empirical adjustments to the four-thirds laws by considering relations of the
form:
FS ∝ ∆Sp (1.3)
where the exponent p is estimated by fitting experimental or numeric data, [110], [29], [97]
and[127].
Unbounded gradient models and two-layer models work under the premise that the
effects of the boundaries of the system in the fingering process are negligible, but there
is a third type of non-linear model that takes the effect of boundaries into account, the
bounded layer model. Under the configuration of bounded layer models double-diffusive
systems are allowed to develop in the fluid confined between rigid stress free horizontal
planes where T and S are assumed to be constant. Although not directly related to the
subject of this thesis and not as widely researched as the unbounded-gradient and the two-
layers models, we will mention this model for the sake of not only providing a broader
picture of salt-finger research but also because the theoretical research done assuming the
11The reader is referred to [132] for a detailed deduction of the four-thirds laws.
12A particularly notorious instance of the disagreement between ”in situ”and laboratory measurements was
reported by E. Kunze in [26], with the extrapolated results from laboratory experiments overestimating the
fluxes in a Western Atlantic staircase by an order of magnitude.
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bounded layer research provided some answers to the problem of plan-form selection by
salt finger systems. While earlier theoretical works that considered the unbounded gra-
dient model, like Proctor’s and Holyer’s weakly nonlinear analysis in [80], suggested a
preference for two dimensional rolls that was in disagreement with field and laboratory
observations, that pointed instead to a preference for a three dimensional square plan-form,
Radko’s and Stern’s weakly non-linear analysis complemented with numerical simulations
in [135] proposed a credible mechanism for plan-form selection where the square plan-
form arises as the product of the instability of rolls with-respect to cross-roll perturbations.
The same study also pointed to some basic similarities between salt-finger systems in a
two-layer configuration and the bounded-layer configuration, including a calibration of the
four-thirds laws:
FS = CS(gα)
1/3∆S4/3
CS ∝ H−1/10∆S−1/30 (1.4)
where CS depends not only on the defining parameters of the model but also very weakly
on the layer height,H , and ∆S.
1.2.2 Experimental Works
Theoretical and experimental research on salt-finger systems have walked hand in hand
since the very beginning, with the first experiments being made by A. Faller, H. Stommel
and M. Stern in Woods Hole Oceanographic Institution to test if the salt-fountain was more
than a theoretical construct [83].
Laboratory research flourished in the late 1960’s after M.E. Stern and T.S. Turner in-
troduced the practice of doing experiments with two solutes with different diffusivities as a
way to avoid the problems associated with heat loss across the walls of experimental con-
tainers, [55] and [75], and experimental work has been performed for the last five decades,
with sugar-salt finger systems with an associated Lewis number of 1√
10
∼0.32 being fre-
quently analyzed in experiments. Some very significant theoretical results in salt-finger
theory, like Stern and Turner’s description of convecting layers in [75], or the flux and
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vertical transport laws that we will introduce in Section 5.1, yield directly from labora-
tory experiments. Although in recent years easier to set up computational and numerical
simulations have become a fairly common option to setting time consuming and techni-
cally challenging ”real-life” experiments, experimental work is still being carried on by
researchers like R. Krishnamurti, [63], [97] and [99].
Experimental work has been carried on both on an exploratory level and as a way to
validate theoretical results, and, as such, it is frequent to find the conditions and setups
of the three main theoretical models reproduced by experimentalists. The conditions of
the unbounded gradient model in two solute systems can be replicated in laboratory using
the ”double-bucket” technique13, and this setup that has been used to analyze the charac-
teristics of simple finger systems in the aforementioned works by Stern and Turner, and
R. Krishnamurti, as well as in [93]. The same set up has also been applied to replicate
the the adequate conditions for oceanographic research and study the interaction between
salt-fingers and shear, intermittent turbulence, the effects of localized stirring, as well as
in the study of the formation of thermohaline satircases and intrusions14. For systems
where one of the diffusing agents is heat it is necessary to consider other methodologies to
workaround the problem of heat loss to the environment across the walls of experimental
containers, which has been attained in [50] and [51] by thickening the interface between
homogeneous layers by vertically displacing a metal grid and waiting for the settle down
of the generated turbulence.
The necessity to accurately model staircases and, on a broader sense, the vertical ther-
mohaline transport in oceanographic models has traditionally been the main motivation for
the laboratory research on the two-layer model, with special attention being given to the
13A T-pure solution in one container is connected by a syphon to a second container at the same elevation
containing a S solution of lesser density. The second container is in turn connected by a syphon to the bottom
of a tank at a lower level. When the two syphons are opened simultaneously S-solution descends into the
tank while T-solution flows into the second container where it is mixed by a mechanical stirrer. The diluted
mixture then enters the tank at the bottom, underneath the slightly lighter S-solution.The tank is then filled
with S-solution at the top and T-solution at the bottom, separated by a region with nearly uniform T and S
gradients where salt finger systems are allowed to develop. In order to maintain constant T and S gradients
throughout the runs of experiments it is necessary to adapt the double-bucket technique and consider a more
complex setup.
14For a thorough description of the applications of the ”double-bucket” set-up the reader is referred to T.
Radko’s monograph [132].
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calibration of the parameters CT and CS of the four-thirds laws and of the p exponents in
relations of the type described in (1.3). The set-ups for replicating the two-layer model in
laboratory are less complex that the ones associated with the unbounded-gradient model
and there is an extensive collection of experimental results, both for thermohaline as well
as salt-sugar systems, which reveal significant differences between thermohaline and salt-
sugar systems as well as a pronounced sensitivity to initial conditions which casts doubt on
the validity of the physical assumptions on which the two-layers model is based. Amongst
the strongest evidence of the impossibility to ensure the uniqueness of the solution for
fluxes and the validity of the four thirds laws are two sets of salt-sugar experiments, with
Taylor and Veronis failing to reproduce in [52] the measurements previously obtained by
Griffiths and Ruddick in [108], and Taylor and Buscens 1989 thermohaline experiments
that produced time dependent irregular salt fingers that were vertically coherent over only a
fraction of the interface region [53]. Another interesting laboratory experiment performed
in the two-layer model context was Shirtcliffe and Turner’s visualization of the basic ge-
ometry of sugar-salt fingers by means of a complex optical system that allowed them to
photograph an horizontal cut-section of the convection cells and determine that interfacial
fingers have a regular square planform [138].
1.2.3 Computational simulations
Computational simulations of double-diffusive systems date back to the late 1960’s-early
1970’s and have become one of the main avenues of research into the topic as a comple-
ment and alternative to laboratory experiments, especially when considering systems that
are virtually impossible to observe ”in-situ” like stellar interior fingers or fingers in magma
chambers. The computational simulation of salt-finger systems started in the 1980’s, with
Piacsek and Toomre’s 2-D simulation of a set of eight fingers under the two-layes configu-
ration, [125], followed by a later attempt to model both salt-finger and diffusive systems in
1988, [96].
The principal difficulty associated with modeling double-diffusive systems is the ne-
cessity to adequately resolve a range of scales that can vary up to one or two orders of
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magnitude when considering systems characterized by a ratio of diffusivities τ=KS
KT
≪115,
which implies that three dimensional modeling of a layer comprising several fingers using
a mesh based methodology can easily call for computational grids on the order of 10003.
The computational resources to perform simulations of this order only became available in
the last decade, and the running times are still or the order of weeks or months,[30], [143],
[137]and [82]. However this difficulty did not stop earlier researchers from modeling salt-
finger systems, since they possess some characteristics that allow modelers to overcome
the problems associated with resolving spatial scales with different orders of magnitude,
like presenting a pronounced lack of sensitivity to details of the numeric set-up and the
fact that the size and aspect ratios of the computational domains have little effect on the
dynamics and intensity of the fingering process as long as the box size exceeds the typical
salt-finger scale, [132]. Thermohaline salt-finger systems with low values of the buoyancy
ratio also display a lack of sensitivity to the precise values of τ , as long as they remain con-
siderably less than 116, and to the resolution of the salt-dissipation scale, with the general
characteristics of the finger systems and scales of vertical transport not being significantly
altered by variations in the value of τ and by the lack of resolution, [132] and [143]. The
lack of sensitivity to the precise values of τ and the resolution of the salinity scale in this
type of systems is most likely due to the passive role played by salt dissipation in the dy-
namics of τ ≪1 systems with low values of the buoyancy ratio, with the mixing intensity
being controlled by processes operating in the scale of finger width and not in the scale of
salt-dissipation17.
Researchers have also frequently taken advantage of the specific geometries and char-
acteristics of each type of salt-finger model to render the simulation of finger systems less
demanding both in terms of time and computational resources, in addition to actively de-
15The problem of adequately resolving the spatial scales is particularly felt when modeling thermohaline
finger systems, that have associated values of τ of O(10−2), and where the smallest dynamical significant
scale, corresponding to salt dissipation, is about 30 times smaller than the typical finger width.
16For a discussion of the dynamics of salt-finger systems with values of τ ≪ 1 see [130] and [136].
17As we will discuss in Chapters 4 and 5, our simulations seem to confirm that in systems characterized by
values of τ ∼0 and values of the buoyancy ratio≪ 1τ the role played by the dissipation of the slow diffusing
agent S is in fact negligible, but the same assumption may not hold in systems with 0 ≪ τ and high values
of the buoyancy ratio.
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veloping efficient numerical methods and software specific for double diffusive convection
problems, [107] and [44].
The unbounded-gradient model configuration is probably the most commonly found in
computational research, normally set up in periodic two or three dimensional boxes assum-
ing periodicity in all spatial dimensions, boundary conditions, and that T, S and the vorticity
or velocity fields can be treated as perturbations of the uniform background gradients. Two-
dimensional simulations of dimensional and non-dimensional salt-finger systems using this
set-up were very commonly performed throughout the 1990’s and 2000’s, [14], [76], [130],
[131] and [90] amongst others18. Although two dimensional simulations of salt-finger sys-
tems manage to accurately reproduce the dynamics and patterns of parametric dependence
of flux ratios and horizontal transport, they are also known to produce fluxes of T and S that
are consistently lower than the ones obtained from three dimensional models19 , [132] and
[90]. Two-dimensional numerical simulations are also inadequate to address the problem
of planform selection, which can not be accurately predicted without taking into account
non-linear effects, and to replicate the dynamics of some finger systems where the flow is
no longer laminar, which is probably the case of stellar or planetary core finger systems20.
As we have mentioned above, during the late 1990’s and during the first decade of the
21st century researchers have performed a series of two and three dimensional simulations
at high values of τ and σ, that are not as computationally demanding as the thermoha-
line regime, with the results being extrapolated to the thermohaline case and sometimes
being incorporated into models but nowadays accurate three dimensional computational
modeling of every possible kind of finger system is becoming not only possible but even
common. Examples of three dimensional numerical simulations of layers of fingers can be
found in [134], [136],[82], [137] and [30]. The unbounded-gradient configuration is ideally
suited for the use of spectral methods based on Fourier basis functions which has allowed
18A comprehensive review of the literature on numerical simulation of salt-finger systems of late 20th
century can be found in [45].
19Although the fluxes obtained from two dimensional models are lower than the ones obtained form three-
dimensional models, they are also known to be closer to theoretical predictions than three dimensional ones,
that reflect better experimental values, [132].
20See Section 2 of Chapter 4.
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for the recent progresses in the research on finger systems in the context of astrophysics,
[132] and [143], as well as approaching complex problems like double-diffusion in external
shear, [61].
Although the two layer model is not as amenable to numerical simulation as the un-
bounded gradient model, the two-layer configuration has nevertheless originated several
successful computational models that managed to replicate many of the major features
observed in laboratory experiments as well as the patterns of formation of fingers at the in-
terface between homogeneous layers, [15], [88], [29] and [127] amongst others. Numerical
models have consistently reproduced typical values for the fluxes of T and S and their ratio,
and also the values of the Stern number and their relations of dependence on the buoyancy
ratio Rρ = α∆Tβ∆S , an important parameter that will be frequently mentioned throughout this
thesis. The ambiguity regarding the applicability of the four-thirds flux laws observed in
experimental works is also present in the computational research, with some simulations
confirming its validity after an initial period of adjustment, [127] and [88], while others,
like [29], produced values of the exponent p defined in (1.3) that consistently exceed 4/321.
1.3 Aims of the Project
As the examples mentioned in section 1.1. show, the fingering process seems to be a ro-
bust and prevalent phenomenon with a large variance on the defining parameters of the
models being, at least in theory, possible. Unfortunately, as we have also described in
section 1.2., field observations, when possible, demand considerable financial and logisti-
cal means, and are many times inferred; laboratory experiments are time consuming and
present some technical difficulties; and the numerical modelling of a 3D layer of several
fingers is extremely resource intensive, both in computational resources as well as in time
22
, given the complexity of the system of non-linear partial differential equations governing
the process. These problems translate in most numerical work done in recent years being
focused on fingering as part of more complex models, like oceanic fingers in thermoha-
21Unlike Paparella’s simulations, some of the measures obtained via experimental research, [110], [140]
and [97], suggest that the value of p may be somewhat smaller than 4/3
22As of 2012, the time needed for running a model for 3D layers of finger was of the order of months, [30].
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line staircases or metallic fingers in stellar interiors,and much of the experimental work
being done on highly supercritical thermohaline fingers or creating fingers using conve-
nient combinations of solutes like salt, sugar, Epsom-salts or potassium chloride, with the
reported results being incorporated in theoretical models (e.g. assumption of equilibrium
states, assumption of steady states,various assumptions on the ratio of vertical transport of
the slower versus the vertical transport of the faster diffuser). Given that almost all of these
cases correspond to asymptotic cases in the defining parameter-space [123], not much is
known about the validity and applicability of many of these theoretical and practical results
to systems whose defining parameters lie in other regions of the parameter space.
Many observations and experiments suggest that, although other geometries are pos-
sible 23, the vast majority of salt fingers layered between homogeneous masses of fluid
observed in nature and laboratory are either composed of rolls or of many similar sized
fingers in a checkerboard tessellation, [138], with each up-finger surrounded by four down-
fingers and that a weak horizontal shear field may induce a 2D finger pattern where the
mixing is not too dissimular from the 3D [92]. Linden’s results have also been corrobo-
rated by many of the numerical simulations refered in section 1.2., namely by the numerical
models of thermohaline fingers by Kamakura and Ozoe, [59], who showed that the general
characteristics of finger convection are essentially the same in 3D and 2D numerical simu-
lations. Furthermore, some theoretical results by Holyer, suggest that when square fingers
are subjected to long-wavelength perturbations, then the same types of instability exist as
for two-dimensional salt fingers, with only quantitative changes to the growth rates and the
positions of marginal stability ([57] and [58]).
This, together with the fact that the system of equations describing the structure and
evolution of a periodic salt finger field admits a very symmetric solution to a 2-D salt
finger, lead us to believe that modeling half a single 2D up-finger might be a reasonable
approach to the problem of running simulations for complete life-cycles for a large number
of finger systems over reasonably large regions of the defining parameter-space24. In short,
instead of merely focusing on the particularities of specific cases, the aim of this thesis is
23See, for instance, [114] on non square based plan form fingers, or [141] on non symmetric fingers.
24See section 4.1. for a detailed description of the subset of the parameter space analyzed in the context of
this thesis.
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to analyze the mechanics and characteristics of fingering as a dynamic process.
We have used a finite difference method developed by Moore, Peckover and Weiss 25
to solve a set of non-dimensional equations derived from the Navier-Stokes equations with
the Boussinesq approximation [43] applied, and the diffusion equations of T, the faster
diffusing agent, and S, the slower diffusing agent 26:
1
σ
{∂ω
∂t
+ (u.∇)ω} = τ.RS(∂S
∂x
−Rρ∂T
∂x
) +∇2ω (1.5)
∂T
∂t
+ (u.∇)T = ∇2T
∂S
∂t
+ (u.∇)S = τ∇2S
u = (u, 0, w) = (−∂Ψ
∂z
, 0,
∂Ψ
∂x
)
∇2Ψ = −ω
with u denoting the velocity field, ω the second component of the vorticity field ω=curl(u)
and Ψ a stream function.
The time scale is the fastest diffusion scale, but unlike classical double diffusion models,
for the length scale we have used L, the width of an x-periodic cell and not a vertical length
scale. The dimensionless parameters σ, a Prandtl/Schmidt number, and τ = KS
KT
, a Lewis
number, characterize the fluid 27, while the forces acting upon it are characterized by the
S-Rayleigh number RS = gβ∆SL
3
KSν
, and the buoyancy ratio Rρ = β∆Sα∆T , where ∆T and ∆S
are the changes or jumps in T and S between the top and bottom homogeneous layers of
fluid, and α and β coefficients of volume expansion.
Two of the major strengths of our model are that it allows us not only to to evaluate
the efficiency of the fingers as a mixing agent, i.e., how fast and over how wide a region
25 For the description of the numerical method and its application the reader is referred to the original
paper, [107], and to Appendix A.
26A useful mnemonic to remember which agent is the faster and which agent is the slower diffuser is T for
fasT and S for Slow.
27Thermohaline fingers have Lewis numbers of O(10−2), corresponding to the asymptotic case τ ∼ 0,
solute-solute fingers generally correspond to the asymptotic case σ ∼ ∞ due to the high order of their
Schmidt numbers, and stellar fingers with Prandtl/Schmidt numbers of O(10−6) and Lewis numbers of
O(10−7) correspond to the asymptotic case τ ∼ 0 and σ ∼ 0.
1.4 Summary of the Thesis 30
do they mix, but also to follow and monitor complete life-cycles from beginning to end.
Our findings provide little evidence supporting the case of a possible steady state, pointing
instead to a dynamic phenomenon, where different regimes, stages and active mechanisms
alternate during a life cycle, leading to the effective mixing of the two fluid masses over a
limited vertical region and in a limited period of time.
Some widely used theoretical models for thermohaline fingers whose results have some-
times been incorporated in computational simulations, like Schmitt’s depth independent
similarity solution, [111], consider a simple structure where the finger interface evolves
autonomosly with little or no influence from the upper and bottom homogeneous layers
and the motion is assumed to be entirely vertical. However, the velocity profiles we have
observed in our models, especially those averaged over a quarter cell, suggest that, ex-
cept for the specific case of a type of finger we will be naming ”salt fountain fingers”28,
it is necessary to consider a more complex three layer structure with two convective lay-
ers forming between the finger interface and the homogeneous layers,and also to ascribe a
more important role to horizontal velocity in evolution and the maintenance of the finger
structure.
1.4 Summary of the Thesis
In this section we will give a short description of the original work presented in this thesis.
In Chapter 2, after a brief introduction to the subject of thermohaline convection, we
will be deriving the governing equations of the model, starting with the Navier-Stokes
equation with the Boussinesq approximation applied, an equation of state, a mass con-
servation law, and the diffusion equations for the two agents and obtaining a set of four
non-dimensional equations defined in a four dimensional parameter space. As usual when
using this type of approach to double-diffusive convection problems, [123], two of the di-
mensionless parameters charaterize the fluid, a Prandtl or Schmidt number and a Lewis
number, and two others the external influences acting upon it, a Rayleigh number and a
density stability ratio. In this chapter we will also be introducing the similarity solutions
28Salt fountain fingers will be described in detail in subsection 3.1.1..
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models, [111], a type of linear models for finger systems, and performing a linear stability
analysis that will later be extended and complemented by an infinitesimal analysis in or-
der to better characterize the subset of the parameter space corresponding to the fingering
process.
Chapter 3 will be dedicated to identifying and classifying three different salt finger
regimes and describing their life cycles in detail. We will start by analysing the two com-
plementary mechanisms that drive the fingering process, one dominated by the diffusion of
T and the other by the advection of S, and then proceed to the full description of complete
life cycles as series of time dependent mixing events instead of steady states. We will also
briefly discuss the differences we have observed between the fingering regime in systems
with Prandtl number 10 and Prandtl number 10−2.
If Chapter 3 was dedicated to a qualitative description of the fingering process, mecha-
nisms and life cycles, Chapter 4 will be dedicated to analysing salt fingering from a quanti-
tative point of view, mainly by comparing dimensionless quantities, that are independent of
the systems of coordinates where the finger systems are defined, and are obtained from the
heights, vertical velocities and horizontal derivatives measured and recorded on our simu-
lations . After introducing the subset of the parameter space that will be considered on our
research, we will proceed to characterize the flows in the fingers by means of a Reynolds
number and to evaluate the dependence on the defining parameters of the model of the fin-
ger’s height/width ratio, vertical velocity and the sideways dissipation of T and S. Possible
correlations between these quantities and the dynamics of the fingering process will also
be discussed in the Chapter’s concluding section.
In Chapter 5 we will be approaching the problem of describing and analysing the ver-
tical transport of T and S, the diffusing agents. In this chapter we will be challenging
two commonly accepted assumptions on finger systems: that in finger systems T is dif-
fused sideways through neighbouring fingers while S is advected, and that the ratio of the
advective fluxes is a good evaluator of the vertical transport process. For the purpose of
our analysis we will be using a methodology similar to the one introduced in Chapter 4:
defining dimensionless quantities obtained from our measurements of the convective and
diffusive fluxes of T and S in order to evaluate both the efficiency and the heteropycnicity
of the vertical transport as well as the dependence of the process on the defining parameters
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of the model and characteristics of the finger systems.
And finally, the last chapter, Chapter 6, will be a recapitulation of the work presented
in the previous three chapters, with an emphasis on the most relevant conclusions. We
will also be exploring possible connections between the results stated in this thesis and
suggesting further topics and avenues for research that may be conducted in its sequence.
A detailed description of the finite difference method for time-dependent two dimen-
sional convection developed by D.R. Moore, R.S. Peckover and N.O. Weiss [107] that we
have used to solve the system of partial differential equations describing the evolution of a
x-periodic finger system and its implementation in Fortran can be found in Appendix A.
The remaining appendices, B to K, contain graphs and tables corresponding to entries
in Chapters 3, 4 and 5.
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Chapter 2
Formulation of the Model
We will now introduce our model. It shares characteristics with the unbounded gradient
model in that we will assume that the finger interface will develop in an initial stratifi-
cation with constant vertical gradients of T and S, and also with the two-layer model as
we will allow the finger interface to expand into an upper and a lower layer of fluid with
constant concentrations of T and S. This set-up will lead to life-cycles with time depen-
dent features as recorded in experimental works whose initial set-up corresponds to the
unbounded-gradient configuration but whose vertical backgrounds of T and S are allowed
to change with time instead of being kept constant by artificial means, [132].
2.1 Formulation of the Problem
2.1.1 Derivation of the Governing Equations
Consider two agents with different molecular diffusivities contributing to the density of a
fluid in opposing ways: to preserve the notation commonly used in the literature we will
be labeling the faster diffusing agent T and the slower S. It has been observed in labora-
tory experiments ([75], [91] and [63]) as well as inferred from oceanographic observations
([104], [4] and [6]), that fingers are readily produced at the interfaces between homoge-
nous layers of fluid, and so, this is the initial configuration we are going to adopt in the
formulation of our model: two horizontal layers with constant concentrations of T and S
(Ttop and Stopin the top layer, Ttop+∆T and Stop+∆S in the bottom layer, with both ∆T and
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∆S taking negative values) separated by a thin interface where the vertical gradients of T
and S are constant, with the overall stratification of the fluid being stable but the stratifica-
tion of S being unstable. The thin interface is then going to be disturbed by an x-periodic
perturbation whose wave length is of the same magnitude of D, the interface thickness.
Since the contributions of T and S to the density of the fluid will balance each other,
we can assume that the density variations are going to be small and only effective in the
buoyancy terms, and thus describe the behavior of the velocity field u by means of the
Navier-Stokes equation with the Boussinesq approximation [43] applied:
∂u
∂t
+ (u.∇)u = −∇p
ρ0
+
ρ
ρ0
g + ν∇2u (2.1)
where ν is the kinematic viscosity, t time,∇p and g the pressure and gravitational fields, ρ
the density and ρ0 the mean density of the system. The diffusion equations for T and S are:
∂T
∂t
+ (u.∇)T = KT∇2T (2.2)
∂S
∂t
+ (u.∇)S = KS∇2S
We will also assume, as is common practice in the field of double-diffusive convection, that
all cross diffusion terms are negligible and that, consequently, Soret or Dufour effects will
not affect the dynamics and evolution of the finger systems, [89] and [102] and [25].
Fluctuations in concentration of T and S are represented by θ and Σ, respectively, and
the equation of state of the fluid is:
ρ = ρo{1− α(θ − θ0) + β(Σ− Σ0)} (2.3)
with θ0 and Σ0 being reference values and α and β coefficients of volume expansion, as-
sumed as constant and defined as:
α = −1
ρ
(
∂ρ
∂T
)S0,P (2.4)
β = −1
ρ
(
∂ρ
∂S
)T0,P (2.5)
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with P representing pressure.
A linear equation of state is a necessary condition to ensure the vertical symmetry of
the fingers throughout the process, since the inclusion of higher order terms in the Taylor
series of the state equation will enhance the buoyancy force acting on down-fingers with
respect to that acting on up-fingers, thus leading to a break in symmetry [141].
From the equation of continuity, a mass conservation law, follows that∇.u = 0, and so,
when considering the problem of two-dimensional convection, we can assume the existence
of a stream function Ψ:
u = (u(x, 0, z), 0, w(x, 0, z)) = (−∂Ψ
∂z
, 0,
∂Ψ
∂x
) (2.6)
and of a vorticity field of the form:
ω = curl(u) = (0, ω(x, z), 0)
∇2Ψ = −ω
Taking the curl of equations (1) and (3) and considering the second component of the
resulting expression, we obtain the vorticity equation:
∂ω
∂t
+ (u.∇)ω = g{β∂Σ
∂x
− α∂θ
∂x
}+ ν∇2ω (2.7)
Since we will be modeling an up-finger arising from an interface disturbed by an x-periodic
perturbation, we will proceed to the non-dimensionalization of the equations by referring
the spatial coordinates to L, the wavelength of the perturbation, time to L2
KT
and Σ and θ to
∆S and ∆T:
x = Lx∗ t =
L2
KT
t∗ Σ = ∆SS∗ θ = ∆TT ∗ Ψ = KTΨ
∗ ω =
KT
L2
ω∗
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dropping the *, the governing set of equations becomes:
KT
ν
((u.∇)ω + ∂ω
∂t
) = g
β∆SL3
KTν
.
∂S
∂x
− gα∆TL
3
KTν
.
∂T
∂x
+∇2ω
∂T
∂t
+ (u.∇)T = ∇2T
∂S
∂t
+ (u.∇)S = KS
KT
∇2S
We have opted for a horizontal instead of a vertical length scale in the nondimensionaliza-
tion not only because salt finger systems have a well-defined associated horizontal length
scale L, the wave length of the x-periodic perturbation, but also because, since we have not
imposed the constraint of linear vertical profiles for T and S, there does not seem to exist a
natural choice for a vertical length scale, with fingers typically growing into the upper and
bottom layers. It has been observed in several thermohaline and salt/sugar experiments,
both laboratorial ([91], [52]) and computational [127], that after an initial period of rear-
rangement salt finger systems will evolve as periodic perturbations, however it is not yet
well known which is the wave number associated with a generic set of defining parameters
and initial conditions 1and so, choosing a horizontal instead of a vertical length scale leads
to nondimensional systems with L∗=1, thus circumnavigating the problem of determining
the wave number associated to the each dimensional system. Furthermore, the characteris-
tics of the T and S fluxes, as well as the balance between dissipative and diffusive effects,
are also related to the width of the fingers ([111], [68], [114] and [127]), which lead us to
believe that the horizontal, and not the vertical, is the relevant spatial scale in the process.
Two dimensionless numbers which characterize the fluid are associated to the above
equations. The first is a Schmidt or a Prandtl number [56], depending on the nature of the
1In thermohaline systems with α∆T ≈ β∆S and linear vertical profiles such that mT = ∂T¯∂z and mS =
∂S¯
∂z the dominant perturbation seems to correspond to the fastest growing mode [70] with L ∼ pi
∣∣∣ gαmTνKT
∣∣∣−1/2,
while in thermohaline systems with α∆T ≈ β∆S and step changes in salinity and temperature, finger width
seems to be independent of the height of the domain and depend only on the temperature and salinity jump
across the interface [127] and the finger widths reported in several field observations are not consistent with
the the wave number of the fastest growing mode ([111], [114],[120]).
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faster diffusing agent, and corresponds to the ratio of the viscosity ν to the diffusivity of T:
σ =
ν
KT
(2.8)
the second is the Lewis number, the ratio of the diffusivities:
τ =
KS
KT
(2.9)
The external influences to the model are going to be characterized by two further dimen-
sionless parameters. The first is the buoyancy ratio or density stability ratio:
Rρ =
α∆T
β∆S
(2.10)
the second is a Rayleigh number [100], that can be either a T Rayleigh number or a S
Rayleigh number. In chapters 4 and 5 we are going to discuss the influence of the defining
parameters of the model on the characteristics and evolution of the life cycles of salt finger
systems and on the vertical transport of T and S, and so, it is convenient to be able to
consider the same values of the Rayleigh number, or at least, values of the same order of
magnitude, while analyzing the effects of the remaining defining parameters. For a T based
Rayleigh number
RT =
gα∆TL3
KTν
(2.11)
the forcing term of the non-dimensional vorticity equation, the only term in the set of the
governing equations where the Rayleigh number is present, is:
RT
(
1
Rρ
∂S
∂x
− ∂T
∂x
)
(2.12)
For small values of τ and values of RT of O(104) or higher, we obtain tall salt-fingers with
very long life cycles whose simulation is computationally very demanding, while values of
τ ≈ 1 call for values of RT of at least O(104) in order to obtain viable salt finger systems,
and so, it is difficult to find values of RT that are suitable to perform simulations all over
2.1 Formulation of the Problem 38
the 0 < τ < 1 range. For a S based Rayleigh number
RS =
gβ∆SL3
KSν
(2.13)
the forcing term of the non-dimensional vorticity equation is:
τRS
(
∂S
∂x
−Rρ∂T
∂x
)
(2.14)
Note that this forcing term also corresponds to the forcing term obtained when considering
RT = τRρRS , and the scaling down of RS by τ allows us to consider values of RS of
O(104) and higher that are convenient for the purposes of our study: for τ ≈ 1 τRS is
still large enough to obtain viable finger systems and for τ << 1 τRS is small enough to
produce salt finger systems whose characteristics are amenable to numerical simulation.
And thus, the the full set of equations describing 2-dimensional double diffusive con-
vection can be written as:
1
σ
{∂ω
∂t
+ (u.∇)ω} = τ.RS(∂S
∂x
−Rρ∂T
∂x
) +∇2ω (2.15)
∂T
∂t
+ (u.∇)T = ∇2T
∂S
∂t
+ (u.∇)S = τ∇2S
∇2Ψ = −ω
with σ as defined in (2.8), τ in (2.9), Rρ in (2.10) and RS in (2.13).
2.1.2 Boundary Conditions
When considering the systems of non-dimensional units introduced earlier in this chapter
the domains where we will be solving the system of partial difference equations (2.15)
correspond to periodic boxes of the form:
{1/4 ≤ x ≤ 5/4,−H/2 ≤ z ≤ H/2} (2.16)
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with the half-up fingers we are modeling being defined on the sub-region2:
{1/4 ≤ x ≤ 1/2,−H/2 ≤ z ≤ H/2} (2.17)
for H >0.
Since the concentrations of S and T are constant at the top and bottom homogeneous
layers, in our systems of non-dimensional units:
T = S = −1
2
for z = H/2 (2.18)
T = S =
1
2
for z = −H/2
Concerning the vorticity field and the stream-function, we are also going to consider
the boundary conditions for a free surface at the top and bottom boundaries. Hence:
uz + wx = 0⇒ ∇2Ψ = −ω = 0 for z = ±H/2 (2.19)
We are also going to assume that any motion of fluid in the homogeneous layers is the
result of vorticity generated by the fingering process and as such:
Ψ = 0 for z = ±H/2 (2.20)
The sides of the periodic boxes, x=1/4 and x=5/4, correspond to the centre of up-fingers
where T, S, and the vertical velocity field reach maximum absolute values, which implies
that:
Ψ = ω = 0 for x = 1/4 and x = 5/4 (2.21)
and:
∂T
∂x
=
∂S
∂x
= 0 for x = 1/4 and x = 5/4 (2.22)
We start with an initial perturbation that has symmetry about the point (x, z) = (3/4,0)
2For the symmetry conditions that allow for the expansion of the solutions on the quarter cell to the
periodic domain the reader is referred to Appendix A.
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and the following symmetry relations hold3:
Ψ(3/4− x,−z) = −Ψ(3/4 + x,−z) (2.23)
ω(3/4− x,−z) = −ω(3/4 + x,−z)
T (3/4− x,−z) = T (3/4 + x,−z)
S(3/4− x,−z) = S(3/4 + x,−z)
2.1.3 Set-Up of the Model
Our model is part of the two-layer family and, as such, we have adopted its conceptual
set-up: two deep layers of homogeneous fluid with constant values of T and S separated
by a much thinner interface where salt-fingers are going to develop. Posterior intrusions
and expansions of the finger structures into the homogeneous layers during the systems’
life cycles are allowed and accounted for, with no restrictions of the finger systems to the
initial interface being imposed. In our system of non-dimensional units, where T and S
are referred to the values of the contrasts across the initial interface, ∆T and ∆S, both T
and S take the value -1/2 at the top homogeneous layer and 1/2 at the bottom. As part of
our model’s set-up we have also set the height of the initial interface to be equal to L, the
wave-length of the x-periodic perturbation, which in our system of non-dimensional units
corresponds to a height of 1.
We have also assumed, as part of the conceptual design of our model, that the vertical
extent of the homogeneous layers can be treated as infinite and that the dynamics and evo-
lution of finger systems is unaffected by the presence of top and bottom boundaries. To
verify the validity of this assertion we have performed an exploratory analysis by monitor-
ing the evolution of finger systems in two-dimensional periodic-boxes with height/width
aspect ratios4 ranging from 24 to 96 and confirmed that, as long as the evolution of the
3See [23] and [62].
4Our simulations are performed over a quarter of a finger cell, corresponding to half an up-finger, with the
results being extended to the complete periodic domain by means of the symmetry relations introduced in the
previous subsection and also discussed in Appendix A. The aspect ratio mentioned in this section corresponds
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systems and the progression of diffusive fronts are confined to the interior of the domain,
the outcome of the simulations is independent of the height of the periodic box5. Although
we have confirmed that as long as the conditions prescribed in the previous are held the
actual vertical extent of the domain is immaterial, we have settled for periodic boxes with
an aspect ratio of 96:1, corresponding to a vertical extent of 48+48 non-dimensional space
units, as our basic configuration6.
As described in Chapter 1 and earlier in this chapter, our model and the unbounded
gradient family have similar characteristics during the very early stages of the systems’ life
cycles when any fingering activity is restricted to the interface separating the homogeneous
layers. To replicate the initial conditions of the unbounded gradient model and prompt the
fingering process we have predefined a ”sawtooth” perturbation where the vertical gradients
of T and S are constant7 across the initial interface.The sawtooth is defined in the region
1/2 ≤ z ≤ 1/2, corresponding to the initial interface and each ”tooth”8 has a width of one
non-dimensional space unit. The periodic replication of the ”teeth” defines a x-periodic
configuration with period 1 and T and S are linear functions within the sawtooth profile9.
We have also initialized all our simulations with the stream function and the vorticity
fields taking the value 0 all over the complete domain. This set up replicates the appear-
ance of finger cells in an interface disturbed by a x-periodic perturbation since the density
perturbation generated in the sawtooth region drive a set of eddies that are roughly the size
of the sawtooth. As the disturbance grow the eddies extend vertically and organized finger
to the aspect ratio of the periodic box, not the aspect ratio of the restriction to the quarter cell, which is 4 times
that of the periodic box.
5D.R. Moore has also run several simulations with higher resolution of the spatial scales in two-
dimensional periodic boxes with height/width aspect ratios of 16 and confirmed the results of our exploratory
analysis.
6To save time and computational resources we have run our simulations in periodic boxes with aspect
ratios smaller than 1:96 whenever we could ensure that the fingering process would be restricted to the
interior of the domain. The reader is referred to Appendix A for the details of the computational set-ups.
7In our systems of non-dimensional units the vertical gradients T z= Sz=1 across the initial interface.
8A”tooth” replicates the variation of T and S over a convection cell composed of an up and a down finger.
9See Figure 2.1
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cells emerge10.
2.2 Linear Models and Linear Stability Analysis
2.2.1 Similarity Solution Models
We will now introduce the unbounded depth independent similarity solution models, a
type of linear model that will be discussed in section 3.1.2. The similarity models have
been widely adopted in oceanography for the past three decades, not only because of their
simplicity but also because they have proven to be accurate at predicting length scales and
flux ratios of thermohaline salt fingers. Based on Stern’s theoretical discussion of double
diffusive systems with large Prandtl numbers and small diffusivity ratios [72], they have
been generalized by Schmitt for all values of σ and τ [111].
The fluid is once again assumed to be a Boussinesq fluid [43], and the state equation
is defined as above. Two extra premises ensure the linearity of the model: the vertical
gradients T z and Sz, are assumed to be constant and the motion is assumed to be entirely
vertical, since there are no horizontal pressure gradients.
From the Navier-Stokes equation we obtain the momentum balance equation:
∂w′
∂t
+ g(βS ′ − αT ′) = ν∇22w′
with (’) denoting the finger perturbation away from the horizontal average , ∇22 the hori-
zontal Laplacian and the coefficients of volume expansion and viscosity previously defined.
The diffusion equations for T’ and S’ are:
∂T ′
∂t
+ T zw
′ = KT∇22T ′
∂S ′
∂t
+ Szw
′ = KS∇22S ′
10See Figure 2.1
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(a) Contour lines for the initial set-up of the model
(b) Contour lines for t=0.001
Figure 2.1: Contour lines of the stream function, Ψ, vorticity, ω, T, S, and density, ρ, fields
during the early stages of a life cycle.
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And the solutions are of the form:
w ∼ ŵeλtφ(x, y)
T ∼ T0 + T zz + T̂ eλtφ(x, y)
S ∼ S0 + Szz + Ŝeλtφ(x, y)
with eλt positive and decreasing to infinitesimal values with time, T0 and S0 being
reference values of T and S, and φ a plan-form function. Although other geometries are
possible [115], φ is normally required to verify the Helmholtz equation∇22φ+m2φ = 0, a
sufficient condition for the problem to be separable [80].
The fingering regime region in the parameter space, determined by a linear stability
analysis [123], is defined by the curves αT z = βSz and αT z = 1τ βSz.
2.2.2 Linear Stability Analysis
Many of the theoretical studies of double-diffusive systems consider systems with constant
vertical gradients of T and S, with the obtained results being extrapolated for systems with
other kinds of stratification. However our own observations and a substantial part of the lit-
erature ( see, for instance, [23], [63], [79] and [127]) suggest that double diffusive systems
are sensitive to initial conditions.
The problem of linear stability for double diffusive convection with linear gradients has
already been addressed by, amongst others, Walin [36], Veronis [34], Sani [106], [16], and
Baines and Gill [95], and that research has provided valuable information regarding the
fingering process in systems with this kind of stratification. For the sake of comparison, we
will be performing a linear stability analysis [123] on systems similar to the ones we are
considering, except that T, S and Ψ are restricted to the interface, treated as a layer of fluid
where T and S are linear functions of z, and no assumptions are made about the wavelength
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of the perturbation, L:
T = Ttop +∆T (
−z
D
+ 1/2 + T ∗)
S = Stop +∆S(
−z
D
+ 1/2 + S∗)
with D being the height of the interface.
Our models will coincide with constant vertical gradient models, unbounded-gradient
type models, for slightly super-critical values of RS and Rρ, where salt fingers have com-
parable horizontal and vertical dimensions, as predicted by Stern [70] and verified experi-
mentally by Krishnamurti at al. [63].
Under these circumstances, the set of linearized non dimensional equations describing
double diffusive convection is:
1
σ
∂ω
∂t
− τ.RS(∂S
∂x
−Rρ∂S
∂x
)−∇2ω = 0 (2.24)
∂T
∂t
−∇2T − A∂Ψ
∂x
= 0
∂S
∂t
− τ∇2S − A∂Ψ
∂x
= 0
∇2Ψ = −ω
with A being the length-height aspect ratio L/D.
A Fourier representation of the variables that satisfies both the linear equations and the
boundary conditions is:
Ψ ∼ Ψ0eptcos(2pix)cos(piAz)
T ∼ T0eptsin(2pix)cos(piAz)
S ∼ S0eptsin(2pix)cos(piAz)
Substituting these solutions into (2.24), we obtain a linear system in the variables Ψ0, T0
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and S0 whose associated characteristic polynomial is:
p3 + (σ + τ + 1)k2p2 + {(σ + τσ + τ)k4 + AτσRS(1−Rρ)pi
2
k2
}p+ (2.25)
+ τσk6 + AτσRS(1− τRρ)pi2 = 0
where k2 = pi2(4 + A2) is the wave number and p = pr + ipi is a complex number where
the real part represents the growth rate and the imaginary part the time oscillatory character
of the solution. Since (2.25) is a cubic with real coefficients, its roots are either all real or
consist of one real root and two complex conjugate roots.
Overstability occurs when the pair of complex-conjugate roots crosses the imaginary
axis. Substituting p = iλ in (2.25), it is a necessary condition for overstability that the real
part of the cubic is 0:
Rρ(A,RS) =
σ + τ
σ + 1
+ (1 + τ)(1 +
τ
σ
)
k6
pi2AτRS
The above equation does not have a solution for Rρ ≥ 1, a necessary condition for the fluid
to be stably stratified, if RS < 0 and so, the occurrence of overstability is impossible in the
salt finger regime.
Exchange of stabilities occurs when one of the roots of the characteristic polynomial
is 0, which is equivalent to having time independent solutions for the system of linear
equations:
Rρ(A,RS) =
1
τ
+
pi4(4 + A2)3
AτRS
(2.26)
with a maximum for A = 2
√
5
5
.
Since RS is negative, from the linear stability analysis we conclude that salt fingers can
only occur for 1 ≤ Rρ < 1τ and that the conditions for the occurrence of salt fingers do not
depend on σ, the kinematic viscosity of the fluid.
Intersecting the curves Rρ = 1 and (2.26), we obtain:
RcS(A) =
pi4(4 + A2)3
(1− τ)A (2.27)
Which corresponds to the critical value of RS , the minimum absolute value for which the
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Figure 2.2: Rρ(A,RS) as a function of RS for A=1 and three different values of τ : 0.1 (–),
1√
10
(- -) and 0.5(-.-)
finger regime is possible.
Regardless of the values of τ and A, in the region 1 ≤ Rρ < 1τ + pi
4(4+A2)3
AτRS
the second
order coefficient of the characteristic polynomial (2.25) is always positive and the indepen-
dent term always negative, which implies that the roots of the polynomial are a positive
real root and two negative real roots or a pair of complex conjugate roots with negative
real parts. From this we can conclude that at the onset of the instability only direct steady
convective motions are possible and that internal gravity waves (corresponding to solutions
of (2.25) with an oscillatory character) will be damped.
Some recent work on thermohaline double-diffusive convection, see for instance [127],
suggests that systems with step change in salinity and temperature are not as amenable to
stability analysis as the ones with constant vertical gradients and our observations corrob-
orate that assertion. The linearized models may provide some information regarding the
very early stages of the fingering process in a system with non-linear profiles of T and S,
but fail to describe accurately the general aspects of the life cycle: the typical profiles of
vertical and horizontal velocities,T, and S are not, in general, consistent with the normal
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mode solutions, the critical absolute values of RS obtained using RcS(A) are overestimated,
the region of the parameter space corresponding to salt-fingering may extend beyond the
Rρ(A,RS) line, specially for small values of τ , and the conditions for the existence of
fingers do depend on the Prandtl/Schmidt number σ.
As we will discuss in the next sections, not only do fingers grow into the homoge-
nous layers so that the assumption of unchanging linear profiles of T and S does not hold
throughout the process, but also the advection of S (a non-linear effect) seems to play a key
role in the evolution and maintenance of the finger structure, rendering the linear stability
analysis inadequate when considering later stages of a finger system’s life cycle.
2.3 Infinitesimal Analysis
The experimental work of Huppert and Manins [23] has shown that in systems with non-
linear vertical stratifications similar to the ones we are considering the existence of salt
fingers is possible even when Rρ exceeds τ−1, the limit imposed by the linear stability
analysis. In order to have a better understanding of the region of the parameter space where
salt-fingering occurs, we will be performing an infinitesimal analysis in a two layer system
which shares some similarities with the ones we are modeling following the method applied
by Huppert and Manins in their 1973 paper [23].
In subsection 2.2.2 we have deduced that in systems with constant vertical gradients of
T and S, a necessary condition for an infinitesimal instability to develop into a finite ampli-
tude salt finger field is if Rρ < 1τ . Under the assumption of a vertical linear stratification,
this condition is equivalent to:
G ≡ α
dθ
dz
β dΣ
dz
=
α∆T
D
β∆S
D
= Rρ <
1
τ
(2.28)
With θ and Σ being functions with constant vertical gradients, α and β the coefficients of
volume expansion previously defined.
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Condition (2.28) can be generalized as:
G ≡ α
dT
dz
β dS
dz
<
1
τ
(2.29)
with no assumptions of linearity being made on T and S.
In a two layer system, placing the origin of the coordinates at the interface, the initial T
and S distributions can be written as:
T = {Ttop 0<z<HTtop+∆T −H<z<0
S = {Stop 0<z<HStop+∆S −H<z<0 (2.30)
with H representing the depth of each layer. For the purposes of our model and our in-
finitesimal analysis, we are going to assume that H is large enough so that the influence of
horizontal boundaries can be disregarded.
After a time t, and due to the diffusive spreading of the interface, the distributions of T
and S are:
T =
Ttop
2
erfc
(−1
2
z/(KT .t)
1/2
)
+
Ttop +∆T
2
erfc
(
1
2
z/(KT .t)
1/2
)
S =
Stop
2
erfc
(−1
2
z/(KS.t)
1/2
)
+
Stop +∆S
2
erfc
(
1
2
z/(KS.t)
1/2
)
(2.31)
With erfc denoting the complementary error function defined as:
erfc(x) =
2√
pi
∫ ∞
x
e−t
2
dt
whose derivative is:
d
dx
erfc(x) = −2e
−x2
√
pi
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and that has special values:
erfc(−∞) = 2
erfc(0) = 1
erfc(∞) = 0
[33].
Differentiating (2.31) we obtain:
dT
dz
=
−∆T
2
√
pi
(KT .t)
−1/2exp
(−z2
4
(KT .t)
−1
)
dS
dz
=
−∆S
2
√
pi
(KS.t)
−1/2exp
(−z2
4
(KS.t)
−1
)
(2.32)
and consequently:
G = τ 1/2Rρ exp
(
1
4
z2t−1(K−1S −K−1T )
)
(2.33)
G is an even function with a minimum at z=0, and so, it follows from (2.33) that:
τ 1/2Rρ = G(0) ≤ G < τ−1 (2.34)
Which implies that salt fingers can only occur if
Rρ < R
max
ρ (τ) < τ
−3/2 (2.35)
Huppert and Manins have stated in [23], albeit without elaborating, that the infinitesimal
analysis can be generalized to allow for an initial interface structure of thickness δ, and that
the final results are unchanged if the diffusive spreading takes place for a time much larger
than K(δ2(K−1S −K−1)T ), with K being a constant dependent on the initial structure. Our
simulations suggest that in systems characterized by values of Rρ that exceed 1/τ , the onset
of the fingering process happens much later than in systems with low values of Rρ, thus
allowing for the diffusive spreading of the interface, and possibly for a time larger than
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Figure 2.3: Rmaxρ as a function of τ
K(δ2(K−1S −K−1)T ), thus meeting the condition for two-layer systems prescribed in (2.35).
2.4 Conclusions
Although no significant new results were introduced on Chapter 2, the foundations on
which our research will be built were laid in the first three sections of Chapter 2: we
have constructed a two-dimensional model for salt-finger systems by setting out a system
of partial differential equations and boundary conditions in Section 2.1, performed a linear
stability analysis in Section 2.2 from which we can derive the symmetry relations that al-
low us to expand the solution in the quarter cell to the periodic domain and also exclude the
possibility of oscillatory solutions, and, finally, in Section 2.3, performed an infinitesimal
analysis that helped us to define the region of parameter space where salt-fingering can
occur, extending the critical boundary from Rρ < 1τ , as determined by the linear stability
analysis, to Rρ < τ−3/2.
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Salt Finger Regimes and Life Cycles
Most of the theoretical research and numerical simulations of the salt finger regime stem
from the study of thermohaline and salt/sugar systems with low buoyancy ratios in the
unbounded-gradient set-up1 and large Prandtl/Schmidt numbers 2, and, as such, it is com-
monly accepted that the general evolution of the fingering process will lead from a time
dependent growth period to a steady, or at least quasi-steady, equilibrium state. While we
have confirmed that this certainly is the case for thermohaline systems with low values of
Rρ, with our observed values of vertical velocity being of the order of KTL ∼ 10−3 cm/s and
time scales of O(104) s, our findings, based on the data collected in over 300 simulations,
covering several values of the Lewis number, Rρ and RS , and two distinct values of the
Prandtl/Schmidt number3, do not necessarily support the case for a steady state. Rather
they indicate the possibility of life cycles where clearly defined stages alternate and also to
1There is a certain degree of ambiguity in the definition of what is a high/low value of Rρ, since it has to
be put in context with the associated values of RS and τ . As a rule of thumb we will consider as low values of
Rρ much closer to 1 than to 1τ , and as high values of Rρ close to the critical boundary and generally greater
than 1τ .
2Thermohaline systems have Prandtl numbers of O(10) and salt/sugar systems Schmidt numbers of
O(10)3, both kinds of system can be treated as Prandtl number infinity systems.
A relatively new development in the study of double-diffusive systems, including salt-finger systems, is the
numerical modeling of stellar double-diffusive systems. Unfortunately most of the research being done is
focused on problems concerning the magnetohydrodynamics of stellar interiors, with little attention being
paid to the analysis and description of the low Prandtl/Schmidt number, O(10−7) to O(10−6), stellar salt
finger systems.
3A detailed description of the parameter set can be found in section 4.1.
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the existence of two distinct and complementary salt finger regimes.
By default time-dependent salt finger systems will evolve as stable systems where only
the fast diffusing stabilizing agent T is present. If and when the influence of the slow dif-
fusing agent S is sufficient to overturn the influence of the T field, the system will evolve as
a system with the general characteristics of an unstable system where only the destabilizing
agent is present, reverting to its default stable state as the influence of S wanes. The life
cycles are composed of an alternation of stages dominated by a mechanism driven by the
diffusion of T, that we will be naming salt-fountain, and stages dominated by a mechanism
driven by the advection of S, that we will be naming convecting-layers. The alternation
will last until there is not enough destabilizing agent left in the stratification to overcome
the influence of the stabilizing one and the finger structure is eroded by viscous decay.
3.1 Salt Finger Regimes
3.1.1 Salt Fountain
The salt fountain mechanism, driven by the diffusion of the fast diffusing stabilizing agent
T, corresponds to the mechanism hinted by Stommel, Arons and Blanchard in 1956 [38]
and analyzed by Stern in his 1960 paper ”The ’salt fountain’ and thermohaline convection”
[70]: the ascending/descending fluid in a finger exchanges T but not S with the surrounding
fingers and is accelerated due to its deficit/surplus in S, with no significant convection
occurring at the tips of the cells. The salt fountain mechanism is the default mechanism
responsible for the maintenance of the finger structure and is always active throughout a
life cycle, right until the last stage of viscous decay, although it may not be the dominant
mechanism driving the fingering process during some of the life cycle’s stages.
The signature profiles of u1/4(z) and w1/4(z), the overscore denoting the horizontal
average over the quarter cell, have distinct characteristics during a salt fountain stage: for a
convection cell of height h, u1/4(z) ∼ sin (2piz
h
)
and w1/4(z) ∼ 1 + cos (2piz
h
)
at the finger
interface, and 0 in the upper and bottom homogeneous layers (see Figure 3.1).
During a salt fountain stage the fingers are typically advecting more S than T, which
is diffused sideways, and this leads to the appearance of a transition region, characterized
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Figure 3.1: Horizontally averaged u1/4(z) (...) and w1/4(z) (—) during a salt fountain stage
of the life cycle (σ = 10, τ=0.1, RS = −104, Rρ=2)
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Figure 3.2: Normalized horizontally averaged ∂S
∂x
1/4
(z) (—) and ∂T
∂x
1/4
(z) (...) during a salt
fountain stage of the life cycle (σ = 10, τ=0.1, RS = −104, Rρ=2).
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by the presence of density anomalies, between the tips of the convection cells and the
homogeneous layers 4. The existence of regions with sharp density gradients separating
well mixed regions, predicted by Veronis [34] and observed in the laboratory experiments
of Linden [91], is a feature present in most of the salt finger regimes we have observed,
with the exceptions of late stages of salt fountains and throughout the entire life cycle of
systems defined in regions of the parameter space close to the critical boundary. In this
regime, that we will be naming ”weak salt fountain”, the vertical velocity in the fingers is
so low as to allow both T and S to be diffused during the transit of the fluid in the fingers,
with no significant advection of any of the agents and no presence of sharp gradients of T
or S at the tips of the convection cells (see Figure 3.3).
0 2 4 6 8 10 12 14
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
z
(a) Salt Fountain
0 2 4 6 8
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
z
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Figure 3.3: Normalized horizontally averaged ∂S
∂z
1/4
(z) + ∂S
∂z
1/4
(−z) (—) and ∂T
∂z
1/4
(z) +
∂T
∂z
1/4
(−z) (...) at a salt fountain stage, (σ = 10, τ=0.1, RS = −104, Rρ=10), and a weak
salt fountain stage, (σ = 10, τ=0.1, RS = −104, Rρ=12).
Thermohaline systems with salt fountain characteristics have been observed by Sreeni-
vas, Singh and Srinivasan [127] when performing simulations of systems with low values
of RS , and salt/sugar fountains have been observed in the laboratory experiments of Taylor
4To the loci of the density anomalies are associated extrema of the function ∂S∂z
1/4
(z) + ∂S∂z
1/4
(−z), the
overscore denoting the horizontal average over the quarter cell, and this property has allowed us to evaluate
the growth of the finger structure by interpolating the extrema corresponding to its height using a 5thdegree
polynomial
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and Veronis [52] in systems with high values of Rρ.
Typical contour lines of the stream function, Ψ, vorticity, ω, T, S, and density, ρ, fields
for the salt fountain regime can be seen in Figure 3.9 (a).
3.1.2 Convecting Layers
As the vertical velocity and advective S flux increase during a salt fountain stage, the den-
sity anomalies at the top and bottom of the convection cells can become significant enough
to activate the convecting layers mechanism, which corresponds to baroclinic vorticity gen-
eration5 in the regions immediately above and below the tips of the salt finger cells, and the
system transits to a different regime, that we will be naming the convecting layers regime6
(see Figure 3.3). When a finger system transits from a salt fountain to a convecting layers
stage the simple structure of the salt fountain regime, two homogeneous layers separated
by a finger interface, evolves to a more complex three-layered structure with two transi-
tion layers, characterized by the presence of significant convection, emerging between the
tips of the fingers and the upper and lower homogeneous layers. The relation between the
convecting layers and the finger interface is complex: the convecting layers grow at the
expense of the homogeneous layers and the finger interface when the convecting layers
mechanism is dominating the fingering process giving way to the the finger interface when
the convecting layers mechanism becomes less vigorous and the salt fountain mechanism
regains preponderance. A state of dynamic equilibrium between convecting layers and
finger interface can be attained when the two mechanisms are in balance 7.
In the convecting layers regime the activation of the convecting layers mechanism is
mainly related to the evolution and characteristics of the S field, since it is being driven
by the baroclinic generation of vorticity in the regions between the tips of the fingers and
5Baroclinic vorticity generation occurs whenever the surfaces of constant pressure and density in a fluid
are not parallel, which for the purposes of our model, where the density of the fluid is a linear function of T
and S, corresponds to regions in the fluid where horizontal gradients of one of the agents are not offset by a
corresponding horizontal gradient of the other.
6Named after Turner and Stern’s paper ”Salt fingers and convecting layers” [75].
7A detailed description of the evolution of the three-layered finger structure in salt/sugar systems with
different values of RS and Rρ can be found in [52], and a theoretical analysis of the relations between finger
interfaces and convecting layers in[75].
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Figure 3.4: Horizontally averaged u1/4(z) (...) and w1/4(z) (—) during the transition from
a salt fountain stage to the convecting layers stage (σ = 10, τ=0.1, RS = −104, Rρ=2)
the homogeneous layers, a region where only the horizontal gradients of S are significant
(see Figure 3.6). Note that, unlike the S field, in the convecting layers regime, the T field
is not particularly sensitive to the influence of the vertical velocity field, keeping the same
general shape and characteristics throughout a convecting layers stage.
Except for possible inversions of the vertical density gradients in the transition region
between the tips of the fingers and the homogeneous layers the fluid remains stably strat-
ified during a convecting layers stage. However, the profiles of the horizontally averaged
velocities u1/4(z) and w1/4(z) have the same characteristics of the of the corresponding
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(a) σ = 10, τ=0.01, RS=-2.5×104, Rρ=15
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Figure 3.5: Horizontally averaged u1/4(z) (...) and w1/4(z) (—) during a convecting layers
stage of the life cycle with a well defined finger interface (a) and with an almost absent
finger interface (b).
profiles in a fluid where only the slow diffusing destabilizing agent is present, with u1/4(z)
taking infinitesimal values in the finger interface and ”peaks” at the convecting layers, and
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Figure 3.6: Normalized horizontally averaged ∂S
∂x
1/4
(z) (—) and ∂T
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1/4
(z) (...) during a
convecting layers stage of the life cycle (σ = 10, τ=0.01, RS=-2.5×104, Rρ=15).
w1/4(z) with a flat middle region corresponding to the finger interface 8, a local minimum
at z=0 and local maxima in the convecting layers (see Figure 3.5). The characteristics of
the signature horizontally averaged velocity profiles being the same as the ones observed
in an unstable system where only the slow diffusing agent is present is an observation con-
sistent with the fact that, in the convecting layers regime, the convecting layers mechanism
is active in regions where only the horizontal gradients of S, the unstably stratified agent,
are significant.
When considering the region of the parameter space corresponding to thermohaline
salt fingers Schmitt’s similarity solution model [111] introduced in subsection 2.2.1 seems
to be in good accordance with our model once a convecting layers stage is installed and
considering a restriction to the salt finger interface. In this particular context we have
observed the linear ∂S
∂z
1/4
(z) prescribed by Schmitt’s model, as well as u1/4(z) ∼ 0, a
quasi-steady w1/4(z) such that w1/4(z) ∼ w1/4(0), and a clear separation between finger
8In some finger systems characterized by high absolute values of RS and low values of Rρ, the influence of
the convecting layers mechanism can be so strong as to overcome the influence of the salt-fountain mechanism
and almost eliminate the finger interface. See [52] and Figure 3.7. and 3.5 b).
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interfaces and convecting layers (see Figure 3.5(a)). However, the last two features are not
universally present in convecting layers regimes in systems with higher values of the Lewis
number τ , see Figures 3.5(a) and (b), which suggests that although simplified similarity
models may be suitable for modeling thermohaline salt fingers, they may not be so for a
general case. Furthermore, since the dominant mechanism during a convecting layers stage
is located in the transitions layers between the tips of the finger cells and the homogeneous
layers, accurate models for this regime should acknowledge the presence of these regions
and not only the restriction to the finger interface.
As a final note on the convecting layers regime we would like to refer the fact that,
unlike salt fountains, during a convecting layers stage salt finger systems are capable of ex-
tending an initial linear stratification into the homogeneous as the finger structure expands
(see Figure 3.19 and Figure 3.21. The presence of linear vertical gradients of S1/4(z), nor-
mally associated to the presence of finger interfaces in field observations, corresponds not
only to a favorable initial condition for the onset of the fingering process but may also be
the consequence of an earlier convecting layers stage 9.
Most of the salt finger systems described in the literature, characterized by large S
contrasts and Prandtl numbers, and by small diffusivity and buoyancy ratios, will undergo
at least one convecting layers stage during their life cycles. Some detailed descriptions of
salt/sugar convecting layers systems can be found in [75] and [52] and of thermohaline type
systems in [91].
Typical contour lines of the stream function, Ψ, vorticity, ω, T, S, and density, ρ, fields
for the convecting layers regime can be seen in Figure 3.9 (b).
3.1.3 Weak Convecting Layers
In the last two subsections we have analyzed salt finger regimes whose dynamics and evo-
lution are clearly dominated by one of the salt finger mechanisms, but an intermediate
regime where the characteristics of the fingering process are determined by the influence
9As we will later discuss in sections 3.2.2 and 3.2.3, the natural evolution of a salt finger system in
a convecting layers stage is to revert to a salt fountain stage, and life cycles composed of one or several
alternations of salt fountains/convecting layers stages are not uncommon.
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of both mechanisms also exists, and we will be naming this regime the weak convecting
layers regime. Salt finger systems in a weak convecting layers stage will normally display
characteristics that are a mix of the ones found in the previously described regimes, and the
characteristics of the life cycle and finger structure will greatly depend on the influence of
the defining parameters of the model.
In weak convecting layers stages of the life cycle characterized by the presence of sub-
stantial sideways diffusion of both agents and/or weak vertical velocity fields the presence
of convecting layers is residual, with the dynamics and evolution of the systems resembling
those of salt fountains (see Figure 3.7 (a)). The presence of negligible horizontal gradients
of S at the tip of the finger cells leads to the activation of the convecting layers mechanism,
but only in a feeble form, with the salt fountain mechanism remaining the main driving
agent of the fingering process (see Figure 3.8 (a)). We have observed this type of weak
convecting layers salt finger in systems with medium to high values of Rρ and during the
transition from convecting layers to salt fountain stages (see Figure 3.20 at the end of this
chapter).
A second type of convecting layers fingers with both mechanisms actively co-dominating
the fingering process can be found in systems with Lewis numbers τ of order unity, high
values of RS and low values of Rρ 10. To high values of RS and low values of Rρ corre-
spond optimal conditions for the activation of the salt fountain mechanism and the fluid is
accelerated up and down the fingers losing T and S through sideways diffusion at roughly
the same rate because the diffusivities of the two agents are of similar values. Since the
horizontal gradients of S at the tips of the fingers are balanced by the corresponding hori-
zontal gradient of T, the activation of the convecting layers mechanism is enfeebled and its
influence is pretty much restricted to the regions immediately above and below the finger
cells where the salt fountain mechanism is at its weakest (see Figure 3.8 (b)). Unlike the
weak convecting layers systems we have described before, weak convecting layers finger
systems in systems with Lewis numbers of order unity and low values of Rρ are more sim-
ilar to convecting layers systems than to salt fountains, with some qualitative differences
arising from the activation of the convecting layers mechanism being driven by the pres-
10In this specific context low values of Rρ are values of Rρ much closer to 1 than to 1τ , not merely values
of order unity.
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Figure 3.7: Horizontally averaged u1/4(z)(...) and w1/4(z)(—) during weak a convecting
layers stage for two different salt finger systems.
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Figure 3.8: Normalized horizontally averaged ∂T
∂x
1/4
(z)(...) and ∂S
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1/4
(z)(—) during a weak
convecting layers stage for two different salt finger systems.
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ence of horizontal gradients of density caused by the advection of both agents and not only
by the advection of S, the slow diffusing agent (see Figure 3.8 (b)).
Typical contour lines of the stream function, Ψ, vorticity, ω, T, S, and density, ρ, fields
for the weak convecting layers regime can be seen in Figure 3.10.
3.2 Life-Cycles in Prandtl Number 10 Systems
After an initial period of rearrangement that culminates with the emergence of a periodic
perturbation it is possible to identify four distinct phases during the life cycles of salt finger
systems: a first of damped oscillation, a second of rapid growth, a third of alternation of
convecting layers, weak convecting layers and salt fountain stages, and a final phase of
viscous decay. The first phase of damped oscillation may be absent in systems with low
values of Rρ , the phase of rapid growth may be absent in systems with slightly supercritical
values of RS and Rρ, and systems with low values of RS or high values of Rρ may remain
in a salt fountain stage throughout their entire life cycles.
We have run exploratory simulations of systems with Prandtl number 100011 and con-
firmed that corresponding Prandtl 10 and Prandtl number 1000 systems are strikingly sim-
ilar. The Prandtl-∞ systems modeled by D.R. Moore[18] also share the same general
characteristics of the Prandtl 10 systems we have modeled.
3.2.1 Growth and Expansion of the Finger Structure
To evaluate the evolution of a system during its early stages we have used the the quadratic
mean or root mean square of the velocities, v(rms)12, as a proxy for the kinetic energy of
the system. During this period, not only is all the motion confined to the neighborhoods of
the interface with little disturbance of the upper and lower homogeneous layers, but also
11Salt/sugar finger systems have associated Prandtl numbers of O(103) and have been the subject of ex-
tensive laboratory research, in order to be able to compare our results with the literature we had to make sure
that the Prandtl number 10 systems we have considered in our research and the corresponding Prandtl number
1000 systems were similar.
12In a 2D domain covered by a mesh with Nx intervals in the horizontal direction and Nz in the vertical
direction, the root mean square of the velocities is computed as v(rms)=
√
∑Nx
i=0
∑Nz
j=0 u
2
ij+w
2
ij
(Nx+1)(Nz+1)
.
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(a) σ=10, τ=0.1, RS = −104, Rρ=10.
(b) σ=10, τ=0.01, RS = −2.5× 104, Rρ=15.
Figure 3.9: Contour lines of the stream function, Ψ, vorticity, ω, T, S, and density, ρ, fields
in a salt-fountain regime (a) and in a convecting layers regime (b).
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(a) σ=10, τ= 1√
10
, RS = −2.5× 104, Rρ=2.5.
(b) σ=10, τ=0.8, RS = −2.5× 104, Rρ=1.05.
Figure 3.10: Contour lines of the stream function, Ψ, vorticity, ω, T, S, and density, ρ, fields
in two weak convecting layers regimes.
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the graph of v(rms) overlaps the graph of the quadratic means of the vertical velocities,
with both graphs describing an oscillatory behaviour with periodic minima and maxima.
The damped oscillation, predicted by the linear stability analysis, is a behaviour typically
observed in stably stratified fluids and the frequencies of the oscillations observed in the
systems during this period show a parameter dependence suggestive of the Brunt-Va¨isa¨la¨
or buoyancy frequency, the angular frequency at which a vertically displaced parcel will
oscillate within a statically stable environment.
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Figure 3.11: Normalized v(rms) as a function of t during the early stages of the life cycle
(σ=10,τ=0.1, RS = −105, Rρ=10)
Once the period of damped oscillation is over the system will progress to the a second
stage of rapid growth whose time dependence, h(t),13 is conditioned by the mechanism that
is dominating the fingering process at the time.
If the rapid growth of the finger structure is realized while the fingering process is
13 For a detailed description of how h(t) is measured and computed the reader is referred to section 4.4. In
salt fountain and weak salt fountain regimes h(t), the height of the finger structure at the time t, corresponds
to the height of the finger interface, while in convecting layers and and weak convecting layers regimes h(t)
corresponds to the height of the finger interface and the upper and bottom convecting layers at the time t.
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being dominated by the salt fountain mechanism14 h(t)∼ √t (see Figure 3.12)), which
is consistent with the expansion of the finger structure being due to the progression of
diffusive S fronts, as suggested by Taylor and Veronis that have observed this kind of
behaviour in some systems described in [52]. The expansion of the finger interface being
due to diffusive and not convective effects is also consistent with the averaged velocity
profiles observed in systems dominated by the salt fountain mechanism, with the vertical
velocity decreasing to infinitesimal values at the tops and bottoms of the finger cells (see
Figure 3.12).
The stage of rapid growth follows a well-defined pattern when it occurs during a stage
dominated by the convecting layers mechanism15: a fast linear growth that carries on until
a maximum of v(rms) is attained (see Figure 3.13 (a)) and the expansion of the finger
structure is hindered by the decrease in convective activity in the convecting layers. In
systems where the period of rapid growth coincides with the activation of the convecting
layers mechanism and its takeover of the fingering process the linear growth is preceded by
an initial period of diffusive spreading of the finger interface with h(t)∼ √t similar to the
ones observed in systems dominated by the salt fountain mechanism.
The initial rapid linear growth in systems with convecting layers is specifically men-
tioned in the experimental works of Linden [91] and Taylor and Veronis [52], as well as the
evolution from a two homogeneous layers separated by a finger interface to the structure
we have previously described in subsection 3.1.2: two homogeneous layers separated by a
finger interface with convecting layers layers at its top and bottom.
In the theoretical introduction to his 1973 paper [91], Linden hypothesized that in
τ <<1 while the homogeneous layers are in equilibrium with the finger structure and
the work done by buoyancy forces is balanced by dissipation, it can be assumed that:
FS ∼ Dβ∆S
h
(3.1)
14Typically in salt fountain and weak salt fountain regimes, but also observed in some systems during weak
convecting layers stages where the presence of convecting layers is residual.
15Typically in convecting layers and weak convecting layers regimes with well developed convecting lay-
ers.
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Figure 3.12: Normalized graphs of height (....) and v(rms) (—) as functions of t during a
salt-fountain stage (a) and a salt fountain stage followed by a weak salt fountain stage (b)
(σ=10, τ=0.1, RS = −2.5× 104, Rρ=18).
with FS being the convective S flux, h the thickness of the finger interface andD a constant.
He also assumed that fingers would run down through a series of equilibrium states, in
each of which the motion can be considered quasi steady, a result proposed by Stern and
Turner in [75].
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Figure 3.13: Normalized graphs of height (....) and v(rms) (—) as functions of t during a
convecting layers stage (a) and a convecting layers stage followed by a salt fountain stage
and a weak salt fountain stage (b) (σ=10, τ=0.1, RS = −104, Rρ=2).
According to [75], between equilibrium states, the convective S flux would be given by:
FS =
H
2
d(β∆S)
dt
(3.2)
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with H being the thickness of the homogeneous layers.
It follows from (3.1) and (3.2) that, while the equilibrium between the finger structure
and the homogeneous layers is not disrupted16:
dh
dt
= constant. (3.3)
Although this result was originally stated in the specific context of thermohaline/ salt-
sugar double diffusive convection17, our observations suggest that it holds well, even for
values of τ as high as 0.8, since, as we will later discuss in chapter 5, during the early rapid
growth period in systems with well developed convecting layers the vertical velocity field
is usually strong enough so that the bulk of the vertical transport of S is due to convection,
with very little contribution from diffusive effects, and the assumptions made by Linden in
[91] hold.
We have also observed in some Prandtl number 10 systems characterized by high values
of RS and Rρ ∼ 1 that, although the convecting layers mechanism is active and dominating
the fingering process during the initial growth period, the linear growth of the structure
is absent or nearly absent, with h(t) ∼ √t throughout a significant part of the initial pe-
riod of expansion of the finger structure. It is possible that, in these cases, the presence of
active convecting layers with strong velocity fields and an almost absence of a finger inter-
face since very early in the life cycles prevents the systems from ever reaching a state of
equilibrium between finger structure and homogeneous layers, and, as such, the conditions
prescribed in [91] for the linear growth of the finger structure are never met.
Unlike systems whose dynamics are always dominated by the salt-fountain mechanism,
in systems that undergo at least one convecting-layers dominated stage during their life
cycles the expansion of the finger structure carries on further after the initial period of rapid
growth. As the convecting layers stage proceeds and the finger structure and homogeneous
layers cease to be in equilibrium the linear growth of the finger structure gives way to a
second period of slower growth that lasts until a maximum of h(t) is attained and is then
16The reader is referred to [75] and [91] for the demonstration and discussion of this result.
17Thermohaline systems have values of τ of O(10−2) and in salt-sugar systems τ ∼ 1√
10
.
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followed by a retraction of the finger structure to a simple finger interface as the system
transits from a convecting layers to a salt fountain stage (see Figure 3.13(b)). During this
second growth period h(t) shifts from the linear time dependence previously described to
h(t) ∼ √t, the typical growth pattern of salt fountain systems.
In systems that undergo more than one cycle throughout their life cycles 18 the finger
structure remains confined to the horizontal region defined during the initial salt foun-
tain/weak convecting layers/convecting layers cycle, with no subsequent expansions dur-
ing later cycles 19, and so, we can define the height of the finger structure as the maximum
of h(t) attained during the first, and eventually only, salt fountain/ weak convecting lay-
ers/convecting layers cycle.
3.2.2 Origin, Maintenance and Disappearance of the Finger Structure
Let us consider systems defined in regions of the parameter space with a combination of
the four defining parameters such that the activation of the convecting layers mechanism is
not possible, e.g. regions with high values of Rρ or regions with low absolute values of RS ,
under these circumstances the life cycles will consist of one or more salt-fountain cycles of
the types described in subsection 3.1.1.
After a possible period of damped oscillation, the finger structure, which in these cases
will corresponds to the finger interface only, will expand into the upper and bottom homo-
geneous layers, as described in the previous subsection, and tap into the potential energy
stored in the S-stratification with the fluid in the fingers gaining or losing buoyancy due
to the sideways diffusion of T. During this first stage of diffusive expansion of the finger
interface the vertical velocity of the fluid in the fingers will increase and the kinetic energy
of the system will grow exponentially 20. However, as the expansion of the finger inter-
18See subsections 3.2.2 and 3.2.3
19The confinement of the finger structure to the horizontal region defined during the first stage of the life
cycle has also been reported by Moore in [18].
20In this subsection we will analyze the evolution of the finger systems in terms of the variations in kinetic
energy instead of considering the local and temporal variations of their velocity fields because it provides a
better description of the behaviour of the system as a whole. The qualitative aspects of the velocity fields
have already been described in the three subsections of section 3.1, and the quantitative aspects and their
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face slows down and finally stops, less potential energy becomes available to sustain the
fingering process, which, together with the vertical homogenization of the fluid across the
interface brought up by the combined action of the fingers and the progression of T and S
diffusive fronts, leads to a hampering of the salt fountain mechanism and the consequent
decrease of both the vertical velocity of the fluid in the fingers and the kinetic energy of
the system. During this second stage the kinetic energy of the system will decrease expo-
nentially, and in salt fountain systems the density anomalies at the tip of the fingers will
disappear as the system transits from a salt fountain to a weak salt fountain regime.
Figure 3.14 (a) illustrates the typical evolution of a finger system during an initial salt-
fountain cycle, with v(rms), the proxy for the kinetic energy introduced in subsection 3.2.1,
displaying an initial peak corresponding to an damped oscillation, followed by a first period
of exponential growth and a second of exponential decrease, and h(t), that will be defined
in section 4.4, functioning both as a proxy for the height of the finger interface at the time
t and as a monitor for the presence of density anomalies at the tips of the fingers. The
corresponding graphs for the evolution of the T and S fields, averaged over a quarter cell,
for the same set of defining parameters and for the same period of time, can be found on
Figure 3.19.21.
Once the initial salt-fountain cycle reaches its end two outcomes are possible: either the
system will re-enter a new salt-fountain or weak salt-fountain stage, providing there is still
enough potential energy stored in the stratification and the influence of the slow diffusing
agent S is sufficient to overcome the influence of the stabilizing agent T, or it will proceed
to a last stage of viscous decay that culminates with a final expansion and dissolution of
the finger-structure.
All the systems we have recorded have eventually reached a viscous decay stage22,
although some have undergone more than one weak salt-fountain, salt-fountain, weak
dependence on the defining parameters of the model will be discussed in section 4.3..
21 In systems with values of τ of order 1, the shape of the horizontally averaged S profiles is different from
the one displayed in Figure 3.19, resembling the erfc(z) graphs of the T profiles instead of the S profiles for
lower values of τ , that are linear functions of z across the middle part of the finger structure.
22The criterion we have defined to decide if a finger system had reached a stage of viscous decay was the
presence of a linear decrease of log10(v(rms)) of at least three units, the reasons behind the choice of this
criterion are discussed in subsection 3.2.3..
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convecting-layers or convecting layers cycle23 before reaching the final viscous decay stage.
Regardless of the type of the initial and eventual subsequent cycles of the life cycle, a finger
system will always reach the viscous decay stage as a weak salt-fountain and with its proxy
kinetic energy function v(rms) decreasing exponentially with time. As the magnitude of
the velocity field decreases to infinitesimal values the contours of T and S flatten and:
∂T
∂x
,
∂S
∂x
→ 0 (3.4)
Under these circumstances we can assume that the advective terms of the diffusion
equations are negligible, and so are the advective and buoyancy terms of the vorticity equa-
tion, which implies that once the stage of viscous decay is reached the system of partial
differential equations describing the fingering process24 reduces to:
∂ω
∂t
= σ∇2ω (3.5)
∂T
∂t
= ∇2T
∂S
∂t
= τ∇2S
∇2Ψ = −ω
It follows from (3.5.) that during the final viscous decay stage the fingering process can be
treated as purely diffusive.
The results of our simulations match the qualitative aspects of Linden’s laboratory ex-
periments reported in [91]: a gradual weakening of the velocity field is followed by a final
vertical expansion and dissolution of the finger interface25 that leaves behind a quiescent
stable stratification where no signs of the finger structure or density anomalies remain.
The salt-fountain cycle we have described above can be considered the default cycle of
23Systems whose life cycles comprise more than one salt-fountain or convecting-layers cycle will be the
subject of the next sub-section, sub-section 3.2.3..
24See (2.15) on subsection 2.1.1..
25Finger systems in the viscous decay stage are weak salt-fountains, the finger structure consists of a finger
interface with no associated convecting layers
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the fingering process with convecting-layers and weak convecting-layers cycles being salt-
fountain cycles where a temporary activation of the convecting layers mechanism occurs.
The activation of the salt fountain mechanism described in 3.1.1 during the early stages
of a life cycles will lead to an unbalanced vertical transport of the agents contributing to
the density of the fluid, with the advective flux of S typically exceeding that of T 26, thus
inducing a vertical buoyancy flux. The presence of the buoyancy flux will in turn lead to
the appearance of a transition region characterized by the presence of density anomalies 27
at the top and bottom ends of the finger interface (see Figure 3.6). If and when the hori-
zontal gradients of density in the transition region are sharp enough the convecting layers
mechanism, corresponding to the buoyancy term τRS(∂S∂x − ∂T∂x ) in the vorticity equation,
is activated and the finger structure evolves from a finger interface to a more complex three
layered structure, a finger interface ”sandwiched” between two convecting layers, and the
system transits from a salt fountain to a convecting layers regime. As the convecting layers
cycle proceeds, the vertical homogenization of the fluid brought up by the advection of S
across the finger interface and, to a lesser extent, also by the progression of T and S diffu-
sive fronts, will enfeeble the horizontal gradients of density at the convecting layers leading
to a hindering of the convecting layers mechanism. The presence of significant horizontal
velocity in the convecting layers28 will also erode the horizontal density gradients further
diminishing the baroclinic vorticity generation in the region. The combined action of these
two effects will lead to the deactivation of the convecting layers mechanism and the retrac-
tion of the convecting layers, with the systems falling back to the default salt-finger regime
and the convecting-layers cycle carrying on as a salt-fountain cycle. After the completion
of a convecting-layers or weak convecting-layers cycle the finger system can either proceed
26 With the exception of weak salt fountain and some salt fountain systems with high values of Rρ, when
the salt fountain mechanism is active during the early stages of the life cycle it can be assumed that the bulk of
the vertical transport of S is going to be due to advection and that a significant part of T is going to be diffused
sideways during the transit of the fluid through the finger cells, as suggested by Stern in [70]. However these
conditions are not universally met throughout the life cycles of many finger systems, as we will later discuss
in chapter 5.
27The density anomalies are present in all types of finger systems, except in weak salt fountain systems, a
type of systems we have described in subsection 3.1.1 but have not studied in the context of our research.
28 See Figure 3.5. on sub-section 3.1.2. and Figure 3.7. on sub-section 3.1.3..
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to one or more secondary cycles or to the final stage of viscous decay as described above.
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Figure 3.14: Normalized v(rms) (—) and h (...) as functions of t during a first salt-fountain
cycle of a life cycle (a) and during a first convecting layers cycle of a life cycle (b).
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3.2.3 Alternation of Cycles
Complex life cycles with one or two alternations of convecting layers/weak convecting
layers and salt fountain/weak salt fountain cycles were not only visible but also common in
many regions of the Prandtl number 10 parameter space we have explored. However, they
do not seem to be prevalent in thermohaline and salt/sugar systems with high Rayleigh
numbers and low buoyancy ratios, the type of systems more frequently described in the
literature.
The alternation of convecting layers and salt fountain cycles in thermohaline systems
can be inferred from the numerical simulations performd by Sreenivas, Srinivasan and
Singh [127], as well as from the laboratory experiments with salt/sugar fingers of Stern and
Turner [75], with the presence of intermittent convection in the region between the tips of
the finger-cells and the homogeneous layers being specifically described in the later paper.
Oscillations in kinetic energy and successive cycles of growth and decrease of the finger
interface with characteristics consistent with our hypothesis were also observed by Moore
when modelling Prandtl-∞ systems 29 with high Rayleigh numbers [18].
To analyse the long-term evolution of salt-finger systems we have used the log trans-
formation of the quadratic mean function v(rms) defined in section 3.2.1 as a proxy for
the kinetic energy of a system. We have equated the presence of repeated cycles with the
presence of non-periodic maxima in log10(v(rms)) (see Figure 3.17) and considered that a
system had reached its final stage of viscous decay if a linear decrease of log10(v(rms)) of at
least three units was observed 30 (see Figure 3.16). For practical reasons we have excluded
systems that would take more than 45 non-dimensional time units to reach the final stage of
viscous decay, and, as such, all the τ=0.01 and σ=0.01 finger systems were excluded from
this analysis 31.
29The systems analysed by Moore in [18] and the ones considered in the context of our research are
described by the same set of non-dimensional equations, except for the vorticity equation, derived from the
Navier-Stokes equation, that does not include an adevctive term in Prandtl-∞ systems.
30To a linear decrease of log10(v(rms)) of at least three units corresponds an exponential decay of the
kinetic energy of the system of at least three orders of magnitude.
31 Accommodate the expansion of diffusive T fronts and ensure that the boundary conditions are met for
more than 45 non-dimensional time units requires running our models in grids with more than 104 vertical
mesh intervals. Under these conditions, each individual run of a simulation takes more than a month to be
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Let us now consider a salt finger system in the weak salt fountain stage at the end of
the ith cycle of its life cycle when the finger structure is reduced to a finger interface, under
these conditions a new cycle will roughly correspond to restarting the process in a system
composed of two homogeneous layers separated by an interface of thickness Dmax32 and
with an associated perturbation with the same wave length of the initial cycle, L. We can
define a S-based Rayleigh number:
RiS =
gβ∆SiL3
KSν
(3.6)
where ∆Si is the jump in S across the finger interface at the end of the ith cycle and the
remaining parameters as defined in subsection 2.1.1.
In the sequence of the linear stability analysis performed in subsection 2.2.2, we have
defined in (2.27) an estimate for the minimum absolute value of RS for which the finger
regime is possible:
RcS(A, τ) =
pi4(4 + A2)3
(1− τ)A
with A being the aspect ratio L/D, where L is the wave length of the perturbation and D
the thickness of the interface as defined in 2.1.1.
As we will later discuss in section 4.4, Dmax, the interface thickness attained during the
first cycle and corresponding to the maximum vertical expansion of the finger structure,
can be defined as a function of the parameters of the model 33, and so, we can estimate the
critical value Rc,iS , the minimum absolute of RiS for which the fingering process can restart
completed, which renders running the calculations for the more than 200 cases corresponding to τ=0.01 and
σ=0.01 finger systems too time expensive.
32According to our simulations and the results reported by Moore [18], in multi-cycle life cycles all the
vertical expansion of the finger structure is realized during the first cycle, with the interface correponding to
the finger structure reaching a maximum thickness Dmax and no further penetrations of the homogeneous
layers occurring until the final vertical expansion and dissolution of the finger structure during the stage of
viscous decay.
33 Dmax=
H
W
2 , with
H
W being the aspect ratio height/width whose parameter dependence is analysed in 4.4.
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at the end of the ith cycle :
Rc,estS (σ, τ, RS, Rρ) = R
c
S(
1
Dmax
, τ) (3.7)
=
pi4(4D2max + 1)
3
(1− τ)D5max
Note that the value of Rc,estS does not depend on i since Dmax remains constant once the
maximum vertical extension of the finger structure is attained during the initial cycle of the
life cycle.
For fixed values of σ, τ and RS , Dmax is a differentiable function of Rρ within the
region of the parameter space we have analysed 34, and we can define for fixed values of σ,
τ and RS:
dRc,estS
dRρ
=
dDmax
dRρ
.
pi4(4D2max + 1)
2(4D2max − 5)
(1− τ)D6max
(3.8)
dDmax
dRρ
is negative for Rρ ≥135 and, consequently, Rc,estS is decreasing as a function of
Rρ, for very value of Rρ: Dmax(Rρ) ≥
√
5
2
. In the Prandtl/Schmidt number 10 systems
we have analysed, for every fixed pair (τ ,RS) Dmax(Rρ) ≥
√
5
2
, except for sporadic high
values of Rρ. Under these circumstances, Rc,estS is decreasing as a function of Rρ for low,
mid range and most high values of Rρ 36. Although Rc,estS generally overestimates the true
value of RcS 37, a clear pattern emerges from the observation of the graphs of the function:
Rc,estS is generally greater than RS for at least an order of magnitude for low values of Rρ,
decreases sharply for Rρ in the range 1 ≤ Rρ ≤ 1τ , and very smoothly for high values of
Rρ, (see Figure 3.15). This behaviour is also reflected in our simulations, with the presence
of multi-cycles only becoming possible once the the values of Rρ reach the mid-range and
no multi-cycle life cycles detected in systems with low values of Rρ (see Appendix B).
34See subsection 4.4.2.
35See subsection 4.4.2.
36We consider as low values of Rρ that are much closer to 1 than to 1τ , not merely values of O(1), and as
high values close to the critical boundary and generally greater than 1τ .
37See subsection 2.2.2
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Figure 3.15: Rc,estS as a function of Rρ for σ=10 salt finger systems.
If we consider RiS ≥ RcS as the only criterion to determine if a salt finger system
will sustain another cycle instead of going into viscous decay, we should be expecting the
presence of multi-cycles to be more frequent as the value of Rρ grows and Dmax decreases,
however this is not the case: the presence of alternations becomes more frequent as Rρ
grows from low to mid-range values but starts to decreases as Rρ grows from mid-range
to high values, where multi-cycle life cycles are once again absent (see Appendix B). The
calculation of Rc,iS does not take explicitly into account the stabilizing effect of the faster
diffuser T 38, an effect that becomes more and more pronounced as Rρ grows, and acts as
a deterrent for the fingering process. In slightly super critical salt finger systems with high
38Rρ is one of the explicit variables of Dmax(σ, τ,RS , Rρ), but not of RcS that is estimated for Rρ=1 (see
subsection 2.2.2).
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values of Rρ, the stabilizing effect of T is enough to prevent the system from re-entering a
second cycle once the first is concluded.
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Figure 3.16: Normalized graphs of v(rms) (a) and log10(v(rms) (b) as functions of t for a
salt finger system whose life cycle consists of a single convecting layers cycle (σ=10, τ=
0.1, RS = −104, Rρ=2).
Salt fingering is a more efficient process of vertical transport of S than diffusion, and
the quantity of S that is being diffused into the interface can not compensate for the losses
due to the conjoined actions of the salt finger mechanisms, and so:
∣∣RjS∣∣ < ∣∣RiS∣∣ < |RS| , for j > i (3.9)
From inequality (3.9) follows that the possibility of a system to undergo a new alter-
nation diminishes with each cycle, since the RiS is decreasing in absolute value with each
cycle while RcS remains constant. We have verified this fact in our simulations, with the
range of Rρ for which the system re-enters a new cycle becoming smaller with each new
alternation and multi-cycle life cycles only being possible in systems with medium to high
values of RS . A second consequence of (3.9) is that each cycle will then take place in a
poorer S stratification than the preceding one and in a regime that is less dominated by the
advection of S, with the initial cycle generally corresponding to convecting layers/weak
convecting layers cycle, followed by a second salt fountain/weak salt fountain cycle and
an eventual third weak salt fountain. We have detected not only cycles composed of an
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(a) σ=10, τ=0.5, RS = −5× 104, Rρ=1.75
0 5 10 15 20
0.
4
0.
6
0.
8
1.
0
t
(b) σ=10, τ = 1√
10
, RS = −105, Rρ=3.5
Figure 3.17: Normalized graphs of v(rms) as functions of t for a salt finger system whose
life cycle consists of a weak convecting layers cycle and a weak salt fountain cycle (a) and
for a salt finger system whose life cycle consists of three cycles: a weak convecting layers,
a salt fountain and a weak salt fountain (b).
initial cycle and two alternations, but also several life cycles where the initial cycle is fol-
lowed by a single alternation, normally a convecting layers/weak convecting layers cycle
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followed by a salt fountain or weak salt fountain, or a salt fountain cycle followed by a
weak salt fountain. The reader is referred to Appendix B for a comprehensive description
of the multi-cycle finger systems we have analysed.
Although the presence of multi-cycles is mentioned in one of the fundamental papers
in the literature of salt-fingers and double diffusive convection, Stern and Turner’s Salt
Fingers and Convecting Layers [75], there is very little work done on this subject, either
experimental or computational, except for occasional footnotes and references in papers
dealing with other aspects of salt fingering phenomena. Multi-cycle life cycles are a char-
acteristic of finger systems with mid-range values of Rρ, which might explain their absence
from the literature of the field, since they are not observed in highly supercritical systems,
the type of system more commonly found in the literature, and are also not present in
slightly supercritical systems, like the ones studied experimentally by Krishnamurti et al
[63]. Further experimental, theoretical and computational work would be useful to better
understand this little known aspect of the life cycles of salt-finger systems.
3.3 Life-Cycles in Prandtl/Schmidt Number 0.01 Systems
Previous work on the diffusive regime, [3], as well as our own linear stability and in-
finitesimal analyses, suggest that the general aspects of the life cycles are not particularly
affected by the Prandtl/Schmidt number, σ39. On the other hand, since the fingering pro-
cess is conditioned by the interaction of mechanisms that depend on the diffusion of T
and the advection of S, it is to be expected that systems with Prandtl/Schmidt numbers
≪1 and systems with Prandtl/Schmidt numbers ≫1 will display different features and be-
haviours. Our simulations have revealed that although the life cycles of Prandtl/Schmidt
number 10 and Prandtl/Schmidt number 0.01 systems share the same basic features in terms
of salt-fountain and convecting-layers regimes and mechanisms, there are also significant
39The Prandtl/Schmidt mumber is defined as the ratio of kinematic viscosity to thermal/mass difusivity.
In systems with Prandtl/Schmidt numbers ≪1 diffusion is more effective than convection as a means of
propagation of given agent and thermal/mass diffusivity is predominant, in systems with Prandtl/Schmidt
numbers≫1 convection is more effective than diffusion and momentum diffusivity is predominant. See [32].
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differences between them, both in qualitative as well as quantitative terms40.
The first significant difference between the σ 10 and the σ 0.01 systems we computed
is that in Prandtl/Schmidt number 0.01 fingers will overturn41 during the early stages of the
life cycle if the values of Rρ and absolute values of RS are sufficiently high. Overturned
finger systems will later resume their life cycles in a similar fashion to systems where no
overturning has occurred, but with a different parameter dependence, more consistent with
lower initial values of Rρ and lower initial absolute values of RS . We have run a couple of
exploratory simulations and observed the overturning of fingers in systems with values of
σ ranging from 10−6 to 1.
The vorticity equation in system (2.15), the set of equations describing two-dimensional
double diffusive convection, can be re-written as:
Dω
dt
= σ.τ.RS(
∂S
∂x
−Rρ∂T
∂x
) + σ.∇2ω (3.10)
Which shows that temporal variations of ω are brought up by buoyancy effects, asso-
ciated with the term σ.τ.RS(∂S∂x − Rρ ∂T∂x ) in (3.10), and by the diffusion of momentum,
associated with the term σ.∇2ω.
The overturning of a finger system occurs very early in its life cycle and always during
a salt-fountain stage, and under these conditions we can consider that the linearized sys-
tem obtained from (2.15) can be used as a reliable approximation of the set of equations
describing two-dimensional double diffusive convection42. Taking the linearized form of
equation (3.10) we obtain:
∂ω
∂t
= σ.τ.RS(
∂S
∂x
−Rρ∂T
∂x
) + σ.∇2ω (3.11)
It follows from the linear stability analysis we have performed in subsection 2.2.2.
that a Fourier representation of the solutions of (3.11) that satisfy the boundary conditions
40The quantitative differences between the two types of systems will be analysed in Chapter 5 and its
corresponding appendices
41The direction of the fluid inside the fingers reverses, with up-fingers becoming down fingers and vice-
versa.
42See sub-section 2.2.2..
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prescribed in 2.1.2.43 is:
ω ∼ ω0eptcos(2pix)cos(piz) (3.12)
T ∼ T0eptsin(2pix)cos(piAz)
S ∼ S0eptsin(2pix)cos(piAz)
With p corresponding to the roots of the 3rd degree characteristic polynomial (2.25), and
are either a positive and two negative real roots or a positive real root and pair of complex
conjugate roots with negative real parts.
Our simulations show that at the beginning of an overturning of a finger system the
behaviours of the vertical velocity field and the proxy kinetic energy function v(rms) are
consistent with the system undergoing a stage of damped oscillation, which, according to
the linear stability analysis we have performed in 2.2.2., corresponds to equation (3.11)
having solutions with an oscillatory character and whose magnitude decreases exponen-
tially with time, with no other type of oscillatory solutions being possible.
Let us consider a parcel of fluid in an up-finger that is being displaced to a z-level
below its original position under the influence of a vertical velocity field associated with
an oscillatory solution of equation (3.11). As the parcel moves down the up-finger it loses
buoyancy since it is diffusing T faster than it is diffusing S, and so, under the influence of
the gravitational field, it will carry on sinking until it loses enough S as to reach a state
of equilibrium with the surrounding fluid. However, since the parcel is also under the
influence of a vertical velocity field whose sign changes periodically, we can also expect
that the direction of its displacement will also reverse periodically, and that the parcel will
move up and down the finger at regular intervals. After the initial vertical displacement
of the parcel, if the influence of the vertical velocity field associated with the oscillatory
solution of (3.11) overcomes the influence of the gravitational field, the parcel will oscillate
up and down the finger, if it is the other way round, the parcel will sink 44, and so, under
43For A=1, the solutions of the system of linearized equations (2.24) that verify the boundary conditions
mentioned above are also the solutions of (3.11) we are interested in in the context of this sub-section:
solutions that also verify the linearized equations for the diffusion of T and S and such that ω=-∇2Ψ.
44 Applying the same type of reasoning we can conclude that a parcel of fluid in a down-finger that is being
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Figure 3.18: Normalized v(rms) as a function of t in an overturned finger system
(σ=0.01,τ= 1√
10
, RS = −5× 104, Rρ=3).
favourable conditions, the damped oscillation of a finger system can lead to its overturning.
Both the damped oscillation and the overturning of finger systems occur early in the life
cycles and during salt-fountain stages, when buoyancy effects arise from the diffusion of
the faster diffusing agent T rather than from the advection of the slower diffusing agent S.
Under these circumstances, and in systems with Prandtl/Schmidt number≪1, where T dif-
displaced to a z-level above its original position under the influence of a vertical velocity field associated with
an oscillatory solution of (3.11) will carry on rising if the influence of the gravitational field overcomes that
of the vertical velocity field associated with the oscillatory solution.
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fusivity dominates over momentum diffusivity, it is to be expected that the dynamics of the
fingering process is conditioned principally by buoyancy rather than viscous processes, and
that the influence of the gravity field overcomes that of a vertical velocity field associated
with an oscillatory solution of (3.11). Conversely, systems with Prandtl/Schmidt number
≫1, where momentum diffusivity dominates over T diffusivity, a displaced parcel will ac-
quire momentum faster that is losing or gaining buoyancy, thus allowing for vertical veloc-
ity fields associated with solutions of (3.11) to overcome the influence of the gravity field.
Damped oscillations should then be favoured in systems with Prandtl/Schmidt numbers
≫1, such as our σ=10 finger systems, and overturnings in systems with Prandtl/Schmidt
numbers ≪1, such as our σ=0.01 systems. This assertion is backed by the results of our
simulations, with no overturnings having been observed in the σ=10 systems and very few
damped oscillations in the σ=0.01 systems we have recorded.
The change of sign of the vertical velocity field during an overturn will in time lead to a
turnover of the characteristic lines of T and S, with up-fingers becoming down-fingers and
vice versa. The overturning of the finger structure is a process that typically takes more
than one non-dimensional time units to be completed, which allows for the progression of
T and S diffusive fronts leading to a vertical homogenization of the fluid and to a lowering
of the absolute values of ∆T and ∆S across the finger interface. Defining ∆To and ∆So
as the ” jumps” in T and S across the finger interface at the end of an overturning, we can
consider that the system will resume its life cycle as a ”regular” system with RS=RS.o and
Rρ=Rρ,o such that:
RS,o =
gβ∆SoL
3
KSν
(3.13)
Rρ,o =
α∆To
β∆So
with g, α, β, KS , ν and L as defined in subsection 2.1.1.
Since the absolute values of ∆To and ∆So are smaller than the absolute value of∆T
and ∆S, the absolute value of RS,o is also smaller than the absolute value of RS , and since
τ=KS
KT
<1, it follows that Rρ,o < Rρ. Although there are no significant qualitative differ-
ences between the characteristics of overturned and non-overturned finger systems once the
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fingering process is re-established, in the next chapter we will demonstrate that the parame-
ter dependence of some non-dimensional quantities that characterize finger systems varies
between overturned and non-overturned finger systems, and that the different parameter
dependencies are consistent with a restart of the fingering process with lower initial values
of Rρ and lower absolute values of RS .
A second significant difference between our σ=10 and σ=0.01 systems is that when
considering the systems of non-dimensional units where our simulations are performed,
with time referred to L2
KT
, σ=0.01 systems seem to evolve at a much slower pace and to
have much longer lasting life cycles. Non-dimensionalised σ=0.01 life cycles are so long
that we have never been able to simulate a complete one from beginning to end, or even
past its first convecting layers or salt fountain cycle.
In σ=0.01 systems the Laplacian in the RHS of equation (3.10) is very small when
compared to the other terms, and so we can assume that:
Dω
dt
∼ σ.τ.RS(∂S
∂x
−Rρ∂T
∂x
) (3.14)
In σ=0.01 systems the RHS of equation (3.10) is scaled down by σ by three orders
of magnitude when compared to σ=10 systems, and the scaling down of the buoyancy
term is likely to be responsible for the slow motion of the systems we have observed in
our simulations and also for the sluggish restart of the fingering process, that is driven by
buoyancy effects, after an overturn or initial period of damped oscillations. Under these
conditions we can also assume that the influence of viscous effects is negligible, which
may explain the increased length of the non-dimensional life span of our σ=0.01 systems.
A third important difference between our systems with different Prandtl/Schmidt num-
bers is that σ=0.01 systems seem to favour the salt-fountain mechanism over the convecting
layers mechanism when compared to σ=10 systems. Not only does the activation of the
convecting-layers mechanism call for higher absolute values of RS and lower values of Rρ
for corresponding values of τ but also, for high values of Rρ, we find σ=0.01 salt-fountain
systems when the corresponding σ=10 systems are merely weak salt-fountains.
Let us consider the Prandtl/Schmidt number for the slower diffusing agent S, σS , de-
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fined as the ratio of the kinematic viscosity ν to the diffusivity of S:
σS =
ν
KS
=
ν
KT
.
KT
KS
=
σ
τ
(3.15)
With KT being the diffusivity of T.
The values of σS for each (σ,τ ) pair in our simulations can be found on the table below,
with the values on the first row corresponding to σ=0.01 systems and on the second row to
σ=10 systems.
σ\τ : 0.01 0.1 1√
10
0.5 0.8
0.01 1 0.1 ∼ 0.032 0.02 0.0125
10 1000 100 ∼32 20 12.5
It follows from (3.15) that, for every value of σ and τ <1, σ < σS , and, therefore,
systems with Prandtl/Schmidt number ≫1 are also systems where σS ≫1. Since σS ≫ 1
the convection of S is favored over its diffusion[32], an effect which benefits the activation
of the convecting layers mechanism that is driven by the advection of S. For this reason
we expect to find convecting layers systems more often in Prandtl/Schmidt number ≫1
systems than in Prandtl/Schmidt number ≪1, namely in regions of the parameter space
with lower absolute values of RS and higher values of Rρ for the same values of τ . Our
results are consistent with this hypothesis, with convecting layers and weak-convecting
layers regimes being much more frequent in σ=10 systems than in σ =0.01 systems.
It also follows from (3.15) that in Prandtl/Schmidt number≪1 systems with σ < τ , σS
is also smaller than one, and for large enough values of τ , σS is also much smaller than 1.
In systems where both Prandtl/Schmidt numbers are much smaller than 1, the diffusion of
both T and S is favored over convection[32], which both benefits the overall efficiency of
the salt-fountain mechanism, that is driven by the diffusion of S, and hinders the activation
of the convecting-layers mechanism, since a smaller proportion of S is advected to the re-
gions above and below the finger interface. Prandtl/Schmidt number≪1 systems should be
more amenable for the salt-fountain mechanism than Prandtl/Schmidt number≫1 systems,
which explains the presence of salt-fountains in regions of the σ=0.01 parameter subspace
corresponding to regions of the σ=10 subspace where, according to our simulations, only
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weak-salt fountains are possible. In the particular case of systems with large enough values
of τ such that σ
τ
≪1, it is also to be expected that the activation of the convecting-layers
mechanism is also more difficult, which may also explain why convecting-layers and weak-
convecting layers regimes are less frequent than salt-fountains in our σ=0.01 simulations
with values of τ of order 10−1 and higher.
3.4 Conclusions
Perhaps the two most important conclusions to be drawn out of this chapter are that salt-
fingering should not necessarily be seen as a steady state but also as a dynamic mixing
process driven by the interaction of two complementary mechanisms, and that there is not
a ”one-fits-all” model but rather several different regimes and types of life-cycle.
By default salt fingers systems will evolve as stable systems whose dynamic is driven
by the salt-fountain mechanism and behave like systems where only the fast diffusing stabi-
lizing agent T is present. If and when the influence of the slow diffusing agent S is sufficient
to overturn the influence of the T field, the convecting-layers mechanism becomes active
and the system will evolve as a system with the general characteristic of an unstable sys-
tem where only the destabilizing agent S is present, reverting to the default salt-fountain
regime when the S-stratification becomes too poor to supply enough S to sustain the pres-
ence of sharp density gradients at the top and bottom of the finger interface. Regimes where
both mechanisms co-dominate the dynamics and evolution of the fingering process are also
possible. The life cycles are thus composed of an alternation of cycles driven by the diffu-
sion of T, salt fountains and weak salt-fountains, and cycles driven by the advection of S,
convecting-layers and weak convecting layers, and the alternation will last until the desta-
bilizing agent S is no longer capable of overcoming the influence of the stabilizing agent
T. Once the alternation of cycles finishes, the finger structure is dissolved by the action of
viscous effects.
The convection in the transition layers at the tops and bottoms of the finger cells plays
a vital role in convecting layers and weak convecting layers stages, and, as such, suitable
general salt-finger models should include and acknowledge the presence of these regions.
When considering the region of the parameter space corresponding to thermohaline
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fingers, or possibly any other region characterized by infinitesimal vertical velocities at the
fingers and long time scales, our models are in accordance with Stern and Turner’s [75]
theory and observations that finger systems will evolve through a series of quasi-steady
equilibrium states.
The characteristics of salt-fingering regimes, unlike diffusive regimes, are strongly de-
pendent on the value of the Prandtl/Schmidt number of a system, with important qualitative
and quantitative differences between systems with σ ≪1 and σ ≫1 being suggested by the
results of our simulations. Care should be exerted when applying results and assumptions
drawn from the observation and study of high Prandtl/Schmidt number systems, like ther-
mohaline or salt/sugar, to the analysis of low Prandtl/Schmidt number finger systems like
stellar-interior fingers.
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Figure 3.19: Profiles of T 1/4(z)(...) and S1/4(z) (—) during a salt fountain cycle (σ = 10,
τ=0.1, RS = −104, Rρ=10)
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Figure 3.20: Profiles of u(z) (...) and w(z) (—) at the transition from a convecting layers
to a salt fountain stage (τ=0.1, RS = −104, Rρ=2)
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Figure 3.21: Profiles of T 1/4(z)(...) and S1/4(z) (—) during a convecting layers cycle
(σ = 10, τ=0.1, RS = −104, Rρ=2)
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Chapter 4
Parameter Dependence
In this chapter we will attempt to characterize the influence of the defining parameters of
the model in the qualitative and quantitative variations of finger height, averaged vertical
velocity, and sideways dissipation of T and S – not only because these quantities provide
some insight into the differences between finger regimes, but also because they explain
some of the variations in vertical transport of T and S, the subject of the next chapter. Note
that finger height, vertical velocity, and horizontal dissipation are quantities that depend on
the defining parameters but are also interdependent, and we will also be discussing their
mutual influence and interaction.
Our simulations were performed in the systems of non-dimensional units described in
Chapter 2, and in order to be able to compare and evaluate our results without loss of
generality, we have chosen to replace finger heights and averaged vertical velocities by the
dimensionless quantities A (finger aspect-ratio) and Re (finger’s Reynolds number), that
can be obtained from the former dimensional quantities by a simple normalization.
4.1 The Parameter Set
A particularly important area in the field of double diffusive convection theory is thermo-
haline double diffusive convection, the study of heat-salt systems in aqueous media, with
most theoretical and experimental research being motivated by oceanographic studies. The
focus on thermohaline aqueous salt-fingers, characterized by very small Lewis numbers,
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coefficients of volume expansion and Rρ ≈1, lead to a prevalent view of salt fingering as
a quasi-steady mixing process, where S is advected while T is diffused sideways, with not
much being known regarding the applicability of these theoretical and practical results to
other regions of the parameter space [123].
However, salt fingering seems to be a prevalent phenomenon with a large variance on
the model’s parameters being, at least in theory, possible, and occurring in nature in a wide
variety of contexts, as the following table illustrates [113]:
System σ τ
stellar interiors O(10−6) O(10−7)
liquid metals and semiconductors O(10−2) O(10−3)
heat/humidity ∼ 0.6 ∼ 0.8
thermohaline O(10) O(10−2)
oxide semiconductors O(10) O(10−1)
magmas O(103) O(10−5)–O(10−3)
Although previous works [3], as well as our linear stability analysis, suggest a weak
dependence of double-diffusive convection on σ, the Prandtl/Schmidt number, our simula-
tions and some recent computational work performed in the context of stellar formation and
stellar core magnetohydrodynamics [90] contradict this assertion, with significant qualita-
tive differences between oceanic and stellar salt-fingers being reported. We have decided
to consider two different values for the Prandtl number: a low value, σ=0.01, and a high
value, σ=10 , which corresponds to a suitable value for modeling thermohaline fingers in
an aqueous medium [37]. Low values of σ lead to long life-cycles whose simulation de-
mands considerable time and computational means, and so, for a question of economy of
time and resources, we have chosen σ = 0.01 instead of σ = 10−6, which would be the
correct figure for stellar/planetary core salt-fingers.
The choice of RS was conditioned by two constraints: on the one hand we had to ensure
that the absolute values of RS were kept reasonably small so that the flow in the fingers
would remain laminar throughout the life cycles, and, on the other, those same absolute
values had to be large enough to kick-start the fingering process in the low value Prandtl
number systems characterized by τ ≈ 1. After several exploratory tests, we have settled
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for a range of RS values of O(104) to O(105).
Our results suggest that one the most relevant parameters in the fingering process is τ ,
the Lewis number, although its influence is hard to characterize, and that there are important
qualitative differences between systems with low and high values of the Lewis number
– which led us to include a diversified set of values for τ in our analysis. It has been
experimentally determined that systems with large values of σ and τ ≤ 1/25 can be treated
as asymptotic systems with τ ≈ 0 [91], and so, for τ ≤ 1/25 we have chosen the value
0.01, which corresponds to thermohaline fingers. In the mid-range 1/25 < τ < 1 we have
chosen three values: 0.1, 1√
10
and 0.5. The τ = 1√
10
case corresponds to salt/sugar fingers, a
type of finger system widely studied by experimentalists in the last 40 years (e.g.[55], [52])
and [5]) and τ=0.5 to aqueous salt-Epsom salt1 fingers [23]. For the range τ ≈ 1 we have
chosen the value 0.8, which corresponds to salt-potassium chloride fingers2, the salt-fingers
with the highest Lewis number we have found in our references [23] 3.
For each pair (RS, τ) Rρ was made to vary in regular steps, of length ∆Rρ, chosen
such that there were at least five points in the range
[
1, 1
τ
]
, until there was no detectable
fingering activity or the resulting fingers were weak salt-fountains. This was not possible to
achieve for τ=0.01, with the maximum value of Rρ considered being 300 in systems with
high Prandtl/Schmidt number and 200 in systems with low Prandtl/Schmidt number4, for a
step ∆Rρ of length 20.
1magnesium sulphate.
2Aqueous salt-sugar, salt-Epsom salt and salt-potassium chloride fingers have Prandtl numbers of order
1000 not 10, however the life cycles and general characteristics of such fingers seem to be very similar to the
ones of salt fingers with Prandtl/Schmidt number 10 – at least for values of RS of O(104) to O(105).
3We have run simulations with values of the Lewis number as high as 0.98 and obtained salt fingers,
however these simulations are not supported by any experimental results or field observations we are aware
of, and call for values of RS that are unmanageable when modeling systems characterized by low values of
τ .
4See also Appendix A for a discussion on the choice of the cut-off values
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4.2 Characterization of the Flow
We will now try to characterize the flow in the fingers by means of a Reynolds number, Re,
a dimensionless number that measures the ratio of inertial forces to viscous forces, quanti-
fying the relative importance of these two types of forces for given flow conditions. Lam-
inar flow is associated with low Reynolds numbers and turbulent flow with high Reynolds
numbers [87],[81]. We will also be using this characterization to validate our results, since
2D salt finger models will only apply in the absence of turbulence and so, we need to ensure
that the flow will remain laminar throughout the entire run of the simulations.
Reynolds numbers are normally computed for 3D, not 2D, flows and for this reason
we will need to consider the extra premise that fingers will adopt a square planform. The
adoption of this premise can be justified not only by an extensive array of laboratory ob-
servations, like [138] research on salt-sugar systems, but also by the theoretical works of
Proctor and Holyer [80] complemented by Stern and Radko [135], and of Kimura, Smyth
and Kunze [61]: in the absence of shear, the preferred plan-form of the primary instability
is a square plan-form, with alternating up and down fingers in a checkerboard tessellation.
For a flow in a pipe or tube, the Reynolds number can be defined as:
Re =
v.DH
ν
(4.1)
where v is the mean velocity of the fluid, ν its kinematic viscosity and DH the hydraulic
diameter of the pipe.
For shapes such as square, rectangular or annular pipes, where the height and width are
comparable, the hydraulic diameter is defined as:
DH =
4A
P
(4.2)
where A is the cross-sectional area and P is the wet perimeter, the total perimeter of all the
pipe walls that are in contact with the flow. In the particular case of a square pipe with side
W , DH=W [10].
It was determined experimentally by Reynolds that in a pipe of hydraulic diameter DH ,
the flow remains laminar if Re≤2300 [87].
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It follows from (4.1) and (4.2) that, for a salt-finger flow:
Re ≤ Remax = Lw
max
2ν
(4.3)
where L = 2W is the wave length of the x-periodic perturbation associated to the finger
and wmax the maximum absolute value of w measured during its life cycle.
Since w=KT
L
w∗, where w∗ is the non-dimensional vertical velocity, dropping * we ob-
tain the expression of Remax in non-dimensional units:
Remax = KT
wmax
2ν
=
wmax
2σ
(4.4)
For the purpose of our thesis we are mainly interested in characterizing the flow in the
fingers throughout their life cycles, and as such, the overestimated Remax constitutes a suit-
able approximation of the fingers’ Reynolds numbers. Note that Remax is computed using
the highest absolute value of w recorded during a finger’s life cycle and this value may,
and frequently does, correspond to a measurement obtained during a damped oscillation
period.
4.2.1 Characterization of the Flow in σ=10 Systems
The Reynolds numbers5 Remax recorded in our simulations of salt finger systems with
Prandtl/Schmidt number 10 are all of O(1) to O(10), with the maximum recorded Remax
being 14.49. This result is in accordance with laboratory observations of the flows in salt
fingers being laminar in the absence of turbulence, shear flow or convective eddies in the
upper and bottom homogeneous layers. When the maximum vertical velocity is measured
after the initial period of damped oscillation, Remax shows a linear dependence on RS .
Our results validate the adequacy of 2D models for salt fingers with high Prandtl/Schmidt
numbers.
5A detailed summary of the relevant results for this subsection can be found on section 1 of Appendix B.
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4.2.2 Characterization of the Flow in σ=0.01 Systems
Although the recorded maxima of vertical velocity for salt finger systems with Prandtl/Schmidt
number 0.01 are in general smaller than the corresponding maxima for σ=10 systems by
an order of magnitude, the measured Reynolds numbers6 Remax are typically of O(102) to
O(103), with the maximum recorded Remax being 961. Similarly to the Prandtl/Schmidt 10
cases, when the maximum vertical velocity is measured after the initial period of damped
oscillation or overturn, Remax grows linearly with RS .
All our recorded values of Remax for systems with Prandtl/Schmidt number 0.01 are
much smaller than the critical value Re=2300 [87], which ensures the applicability of 2D
models in the range of RS where our simulations are performed. However, and considering
the linear dependence of Remax on RS , our findings suggest that the application of 2D
models to systems with low Prandtl/Schmidt numbers should be restricted to regions of the
parameter space characterized by relatively modest values of RS , and that modeling stellar
salt fingers and fingers in liquid metals and semiconductors will most likely call for the use
of 3D models.
4.3 Velocities
As we have discussed in chapter 3, salt fingering seems to be an inherently time dependent
process with the characteristics and magnitudes of the velocity fields not only changing
throughout a finger’s life cycle but also presenting significant differences from finger sys-
tem to finger system, and so, we have used w1/4(0), the averaged vertical velocity over a
quarter cell at the mid-plane z=0, as a proxy to evaluate the evolution of the magnitude
of the vertical velocity field w in the fingers. Note that depending on the stage of a life
cycle and the characteristics of a finger system w1/4(0) may be a minimum, a maximum
or a global maximum of w1/4(z),and, as such, provides very little insight into the general
characteristics of the velocity field w at a given time t (see Figure 4.1.).
In our simulations we have recorded the profiles of w1/4(z) at periodic intervals and
6A detailed summary of the relevant results for this subsection can be found on section 2 of Appendix B.
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observed a consistent pattern: an initial period of linear growth7, that starts shortly after the
fingers penetrate the homogeneous layers and lasts roughly until a maximum of w1/4(0) is
attained, is followed by a plateau period that culminates in a second maximum and subse-
quent exponential decay of the vertical velocity field. For small values of RS and/or large
values of Rρ the plateau period may be absent, but the final outcome is always an exponen-
tial decay of the velocity field that will last until the dissolution of the finger structure or
the starting of a second cycle (see Figure 4.2.).
We have evaluated the maxima of w1/4(0) by means of polynomial interpolation (5th
degree) and chosen as our reference vertical velocity the global maximum. This reference
vertical velocity may correspond to the first or to the second maximum of w1/4(0), and in
fingers with life cycles composed of several cycles, it is always attained during the first
cycle.
(a) t=0.07 (b) t=0.295 (c) t=2.46
Figure 4.1: Normalized profiles of u1/4(z) (...) and w1/4(z) (–) during a salt-fountain (a), a
convecting-layers (b) and a weak convecting-layers (c) stage of a life cycle.
(σ=10, τ=0.1, RS = −2.5× 104, Rρ=2)
As we have mentioned before, in order to be able to compare different systems we
have replaced the reference velocities by dimensionless Reynolds numbers, Re, which are
functions of the defining parameters and are obtained using the normalization described in
section 4.2.:
7The linear growth of the vertical velocity field w has also been described during the early stages of the
salt/sugar fingers experiments in a Hele-Shaw cell of Pringle and Glass [126].
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(a) σ=0.01, τ=0.5, RS = −105, Rρ=1.625 (b) σ=10, τ=0.1, RS = −5× 104, Rρ=10
Figure 4.2: Normalized w1/4(0) as a function of t for two salt-finger systems.
Re = Re(σ, τ, RS, Rρ) =
w1/4(0)max
2σ
Considering the Reynolds numbers thus defined allows us not only to compare the
scales of the velocities in different salt-finger systems and relate them to the defining pa-
rameters of the model, but also to evaluate the ratio of inertial to viscous forces and estimate
the relative importance of each type of force in the fingering process. In systems with the
same Prandtl/Schmidt number σ, Re corresponds to a simple scaling of w1/4(0)max and
can be used to compare vertical velocity scales as functions of the remaining defining pa-
rameters of the model.
4.3.1 RS Dependence
Let us consider a salt finger system such that 1
σ
∂ω
∂t
,
∂T
∂t
and ∂S
∂t
are small when compared to
the other terms of the dimensional leading equations. Under these conditions we define the
following quantities:
g∆ρw ∼ rate of change of potential energy per unit volume (4.5)
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with ∆ρ being the difference between the density of the fluid in the finger, ρ, and the
reference density at the same level, ρ0, and w being the dimensional vertical velocity and
µ
(
2w
L
)2
∼ rate of viscous dissipation of kinetic energy per unit volume (4.6)
with µ being the viscosity of the fluid and L the width of the finger.
Under the prescribed conditions we can treat the system as quasi-steady and balance the
rate of change of potential energy (4.5) and the rate of viscous dissipation (4.6) obtaining:
g
∆ρ
ρ
w ∼ µ
ρ
(
2w
L
)2
w ∼ g∆ρ
ρ
(
L2
4ν
)
(4.7)
with ν being the kinematic viscosity of the fluid.
∆ρ will depend not only on the initial T and S differences between the top and bottom
homogenous layers, ∆T and ∆S, but also on the effects of diffusion as the fluid transits
through the fingers. Writing ∆ρ
ρ
as a function of ∆T and ∆S we get:
∆ρ
ρ
=
ρ− ρ0
ρ
∼ CSβ∆S − CTα∆T
= β∆S (CS −RρCT ) (4.8)
with -1< CT , CS <0 and α and β the coefficients of volume expansion described in Chapter
2.
From (4.7) and (4.8) it follows that:
w ∼ gβ∆S (CS −RρCT )
(
L2
4ν
)
(4.9)
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Dividing (4.9 ) by KT
L
we get the non-dimensional equation
wL
KT
∼ gβ∆S (CS −RρCT ) L
3
4ν
w∗ ∼ gτβ∆S (CS −RρCT ) L
3
4ν KS
(4.10)
Assuming that τ is small and, consequently, that the fluid is keeping most of the initial S
contrast while retaining only a fraction of the initial T contrast, it follows that for small
enough values of Rρ:
CS −RρCT ∼ −1 (4.11)
And so, dropping *, we obtain the following linear relation between Re and RS
w ∼ −τgβ∆SL
3
4νKS
∼ −τ
4
RS (4.12)
A necessary condition for the scale analysis to apply is that 1
σ
∂ω
∂t
is small when compared
to the other terms of the vorticity equation, and so, we are expecting it to be verified in
regions of the parameter space with high absolute values of RS and high values of the
Prandtl/Schmidt number σ. We also need also to ensure the validity of condition (4.11),
which implies that both τ and Rρ have to be small.
Given all these constraints we were not expecting the scale analysis to be universally
valid across all the range of our simulations, and so, we have decided to investigate the
dependence of Re on RS by fitting the pairs (RS , Re)=(RS , Re(σ, τ, RS, Rρ)) with a best
fit line, calculated using the least squares method [86]. We have considered a good fit a
trendline fitting 3 or more points with R2, the associated coefficient of the determination8,
higher than 0.99. A Table summarizing the relevant results for this sub-section can be found
in Appendix D.
8The coefficient of determination indicates how well data fits a model, generally a statistical model. In
the case of a single variable model, how well a curve or line fits the data. It provides a measure of how well
observed outcomes are replicated by the model, and can be interpreted as the proportion of total variation of
outcomes explained by the model.
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In our simulations of systems of salt fingers with Prandtl/Schmidt number 10 we have
confirmed that even for values of τ as high as 0.8, Re is directly proportional to RS for
sufficiently small values of Rρ 9 with departure from linearity as Rρ grows. We have
also observed that Re always grows with the absolute value of RS , for every value of τ
considered. The linear dependence of Re on RS for small values of Rρ can also be inferred
from the numerical simulations of thermohaline aqueous fingers of Sreenivas et al [127].
The scale analysis is not valid in the region of the parameter space where we have
modeled the Prandtl/Schmidt number 0.01 fingers 10 and our data does not allow us to
draw any consistent conclusions regarding a linear dependence of Re on RS , although we
have observed that Re always grows with the absolute value of RS , for every value of τ
considered.
4.3.2 Rρ Dependence
To evaluate the dependence of Re on Rρ we have considered fixed values of σ, τ and RS ,
and fitted the pairs (Rρ, Re(Rρ)) and (R−1ρ , Re(Rρ)) with linear and quadratic trendlines
calculated using the least squares method [86]. We have considered a good fit a linear trend-
line fitting at least 3 points and a quadratic trendline fitting at least 4 with R2, the associated
coefficient of determination, higher than 0.99. The relevant results for this subsection are
summarized in tables and scatter plots that can be found in Appendix D.
In the finger systems we have analyzed the value of Re always decreases with Rρ, re-
gardless of the value of the remaining parameters of the model, and so, we can conclude
that in systems with the same Prandtl/Schmidt number, the scale of vertical velocity de-
creases with Rρ. There is not a uniform global pattern of variation, with the type and
characteristics of finger systems clearly influencing the type of dependence of Re on Rρ,
9Some of our results suggest that the type and characteristics of the finger systems will also influence,
although weakly, the linear dependence of Re on RS , with the best fittings corresponding to fingers that
share a common type. However, this fact doesn’t change the overall result that for sufficiently high absolute
values of RS and sufficiently small values of Rρ Re is directly proportional to RS .
10Since σ=0.01 is very small, it is doubtful that the initial premise of the scale analysis, that 1σ
∂ω
∂t is
small when compared to the other terms of the vorticity equation, will generally apply in σ=0.01 systems.
Furthermore, in the systems with Prandtl/Schmidt number 0.01 we have observed, the fluid loses both T and
S throughout its transit in the fingers, and condition 4.11 is not valid.
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but locally Re can always be fitted by a convex quadratic function11
For the generality of the values of Rρ a very reasonable fit can also be obtained with a
linear function, either Re ∼ Rρ or Re ∼ 1
Rρ
. We are going to focus our attention in the lin-
ear fits in order to better characterize the trends of local dependence of Re on Rρ. For fixed
values of RS , σ and τ , and in systems where no overturning occurs, Re ∼ Rρ in the vicinity
of each point in intervals corresponding to regions of the parameter space where the dynam-
ics of the fingering process is dominated by the salt-fountain mechanism, i.e., in regions
of salt-fountain and weak convecting layers systems with residual convecting layers. The
goodness of fit improves as Rρ increases and the influence of the convecting layers mech-
anism is no longer felt. In intervals corresponding to regions of the parameter space where
the dynamics of the fingering process is dominated by the convecting layers mechanism at
the time when the maximum of vertical velocity is attained, i.e., in convecting-layers and
weak convecting layers systems with active convecting layers, Re ∼ 1
Rρ
in the vicinity of
each point. In these cases the goodness of fit improves when considering intervals of Rρ
where the finger systems share similar characteristics like, for instance, the presence of a
residual finger interface or a well-developed and defined one.
The presence of these two different patterns of dependence is well evident in σ=10
systems with high absolute values of RS: we can identify an interval of low values of Rρ
where Re decreases sharply, corresponding to the convecting layers type variation, with
Re ∼ 1
Rρ
, and a second interval of high values where the decrease is much smoother,
corresponding to the salt fountain type variation, with Re ∼ Rρ. (See Figure 4.3 (a) and
the graphs and tables in Appendix D).
In overturned finger systems, Re ∼ 1
Rρ
in the vicinity of each point, regardless of
the type and characteristics of each finger system12. The goodness of fit improves as Rρ
increases. (See Figure 4.3 (b) and the graphs and tables in Appendix D).
11See sections 2 and 3 of Appendix D.
12The overturned finger systems in our simulations were all weak convecting layers systems with residual
convecting layers or salt-fountains. If the same criteria applied for overturned and non-overturned finger
systems, we should expect to find a linear dependence on Rρ in the vicinity of each point, not on 1Rρ .
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(a) σ=10 (b) σ=0.01
Figure 4.3: Re as a function of Rρ in RS=-105 and τ= 1√10 systems.
4.3.3 τ Dependence
When analyzing different aspects of the fingering process it is difficult to quantify the
influence of the Lewis number τ for two reasons. The first reason being that if on the
one hand low values of τ scale down the influence of the buoyancy term of the vorticity
equation, on the other the same values condition a more unbalanced vertical transport of T
and S, thus enhancing buoyancy effects, while higher values of τ don’t affect the vorticity
term as much but lead to a more balanced vertical transport of the agents. The second
reason being that the qualitative aspects of the influence of Rρ are conditioned by the value
of τ , and what is a highly supercritical of Rρ in a system with τ ≪1 may correspond to
a value of Rρ just above the critical boundary or even to a value for which the fingering
process is not possible in a system with τ ∼1.
Since we were not able to establish a suitable correspondence between the scales of
variation of Rρ in systems with different values of τ 13, we have restricted our efforts to
the comparison of systems with fixed values of RS , σ and Rρ=1, with our findings being
13We have tried to establish correspondences between systems with different values of τ using linear
transforms of the intervals 1≤ Rρ ≤ τ−1 and 1≤ Rρ ≤ τ−3/2, but they proved to be fruitless given the
significant qualitative differences between systems with different Lewis numbers.
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Figure 4.4: Re as a function of τ in Rρ=1 finger systems.
summarized in Figure 4.4. For values of the Lewis number τ1 and τ2: 0< τ1 ≪ τ2 ≪1,
Re increases with τ , which probably reflects the scaling down of the buoyancy term of the
vorticity equation, rendering the buoyancy effects that drive the salt finger mechanisms less
important for the overall dynamics of the fingering process. For values of τ of O(1), Re
decreases with τ . We expect these conclusions to hold in systems with values of Rρ ∼1.
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4.3.4 Conclusions
The dependence of Re on the defining parameters that characterize the external influences
to the model, RS and Rρ, is deeply conditioned not only by the influence of the parameters
that characterize the fluid, σ and τ , but also by the characteristics, evolution and type of
each finger system. The differences between systems with τ ∼ 0 and τ ∼ 1 are particularly
marked in Prandtl/Schmidt number 10 systems with high absolute values of RS where
the activation of the convecting-layers mechanism is favored for low to mid values of Rρ.
Finger systems with σ ≪1 and σ ≫1 will display different trends of dependence of Re on
Rρ, especially in regions of the σ =0.01 parameter sub-space where finger systems overturn.
The significantly higher values of Re in σ ≪1 systems reflect the little influence of viscous
effects in the dynamics of this type of finger systems and a greater propensity for the flow
in the fingers to transit from laminar to turbulent.
Regardless of all the differences mentioned above, the scales of vertical velocity will
always increase with the absolute value of RS and decrease with Rρ, a pattern that has also
been reported in [126] and in [127].
4.4 Aspect Ratios
Researchers have been trying to find ways of measuring and predicting the vertical extent
of double diffusive interfaces since the early days of the discovery of double-diffusive phe-
nomena, and being able to determine how wide is the vertical region over which salt fingers
mix could possibly help to improve the determination of flux laws and the theoretical un-
derstanding of double diffusive structures like the thermohaline staircases. Unfortunately,
and unlike the case of the diffusive regime, so far only mixed results have been attained for
the particular case of the salt-finger regime.
In his 1960 paper, The ”Salt-Fountain” and Thermohaline Convection, [70], M.E. Stern
tried to correlate finger aspect ratios and vertical velocities by asserting that systems with
slightly supercritical values of RS and Rρ, that according to his analysis would have as-
pect ratios of O(1), would have to have low velocities for the necessary sideways diffusion
of T to be possible, while the fluid in tall and narrow highly supercritical fingers would
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be allowed to reach greater velocities since its transit period in the fingers would increase
with finger height. The traditional picture of salt fingers as long and narrow columns of
ascending or descending fluid reaching considerable velocities for highly supercritical ab-
solute values of RS and Rρ ∼1 that dates back to Stern’s 1960 original paper has long since
been dismissed14 by laboratory experiments and computational simulations, [120], with the
presence of ”thick” fingers where the fluid ascends and descends rapidly being reported in
highly supercritical conditions. Although the typical salt-finger system described by ex-
perimentalists is a convecting-layers system with an associated high absolute value of RS
and low to mid values Rρ whose growth pattern and evolution is reasonably well known,
our own simulations, as well as the laboratory experiments of Taylor and Veronis, [51] and
[52], and of Krishnamurti, Jo and Stocchino [63], describe different patterns of growth and
complex interactions between fingers and convecting layers, with Taylor and Veronis con-
cluding that ”there is no single ’correct’ length for fingers”. A more recent computational
and theoretical approach to the problem of correlating finger width, height and velocity
can be found in Sreenivas, Singh and Srinivasan 2009 paper ”On the relationship between
finger width, velocity, and fluxes in thermohaline convection” [127].
Based on our observations of the profiles of T, S, and vertical and horizontal velocity,
we have concluded that during the finger’s growth stage and soon after the finger-structure
has attained its final height density anomalies are associated to the loci of penetration of the
finger tips or of the convecting layers in the top and bottom homogenous reservoirs15 and
also to maxima of the function ∂S
∂z
1/4
(z), the averaged S over a quarter cell, (see Figures
4.5. and 4.6.).
We have used this property of the function ∂S
∂z
1/4
(z) to estimate the height of the finger
14However the presence of isotropic fingers for values of RS and Rρ just above the critical boundary has
been confirmed by the experiments of Krishnamurti et al. [63].
15Linden [91] also reported the existence of density anomalies at the top and bottom of the finger inter-
face, which he attributed to advective effects caused by the vertical velocity of the fluid at the tip of the
fingers surpassing the finger’s growth rate. Although the effects described by Linden are indeed present in
convecting-layers fingers (see Figures 4.5 and 4.6.) , we have also detected the presence of density anomalies
in weak-convecting layers fingers and in salt-fountains where the vertical velocity of the fluid at the tips of
the fingers drops to zero (see Figures 4.5. and 4.6.)
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structure16 at a given time t by creating an auxiliary even function Sheight(z):
Sheight(z) =
∂S
∂z
1/4
(z) + ∂S
∂z
1/4
(−z)
2
(4.13)
evaluating its maxima by means of a 5th degree polynomial interpolant, and obtaining an
estimate of the height of the finger structure at the time t:
H(σ, τ, RS, Rρ, t) = 2zt (4.14)
with zt corresponding to the point where the last maximum of Sheight is attained.
To validate our estimate H(σ, τ, RS, Rρ, t) we have compared some of our results with
the ones obtained using the two finger/finger structure height estimates devised by Moore
[18]: Stop, computed by evaluating the zeros of the third derivative of the S-field, and Ztop,
computed by measuring the vorticity up the centre of a finger and calculating the distance
from the mid-plane to the z-level where it drops to less than 5% of its maximum value. We
have obtained a good agreement between the three estimates.
Using once again 5th degree polynomial interpolation, we have evaluated the final
height of the finger structure as:
H(σ, τ, RS, Rρ) = maxH(σ, τ, RS, Rρ, t) (4.15)
And the dimensionless aspect ratio17:
A(σ, τ, RS, Rρ) = 2H(σ, τ, RS, Rρ) (4.16)
Unfortunately we have not devised any reliable and consistent S-based estimates for
the heights of weak-salt fountains since their typical vertical transport of S is so diffusion
16We have estimated the height of the finger structure, which coincides with finger height only in the
particular case of salt-fountains. Our observations, as well as the ones reported in the laboratory experiments
of Taylor and Veronis,[52], show that convecting layers and salt fingers grow at the expense of each other,
even when the overall finger structure is expanding.
17In our systems of non-dimensional units, the width of a finger is always 1/2, and thus the aspect ratio
A= H1/2 =2H is a dimensionless quantity.
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dominated as to render Stop and our H(σ, τ, RS, Rρ) estimates useless. We were also not
able to calculate the aspect ratios for fingers with Prandtl/Schmidt number 0.01 and Lewis
number 0.01; as due to the long duration of their life cycles, the verification of the boundary
conditions throughout the entire life cycle would call for meshes with a number of grid
nodes that would render our calculations too resource intensive and time demanding for
our available means18.
(a) t=0.07 (b) t=0.520 (c) t=1.495
Figure 4.5: Normalized profiles of u1/4(z) (...) and ∂S
∂z max
(z) (–) during a salt-fountain (a),
a convecting-layers (b) and a weak convecting-layers (c) stage.
(σ=10, τ=0.1, RS = −104, Rρ=2)
(a) t=0.07 (b) t=0.520 (c) t=1.495
Figure 4.6: Normalized profiles of w1/4(z) (...) and ∂S
∂z max
(z) (–) during a salt-fountain (a),
a convecting-layers (b) and a weak convecting-layers (c) stage.
(σ=10, τ=0.1, RS = −104, Rρ=2)
18See Note 30 in subsection 3.2.3.
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4.4.1 RS Dependence
To evaluate the dependence of A on RS we will be using the same methodology and fitting
criteria described in Section 4.3.1. The relevant results for this sub-section are summarized
in two tables that can be found on Appendix E.
We have confirmed that A grows with the absolute value of RS for every value of σ,
τ and Rρ considered. For small enough values of Rρ, A is directly proportional to the
absolute value of RS , with the constants of proportionality decreasing as Rρ grows and
departure from linearity occurring as Rρ grows. For systems with Prandtl/Schmidt number
0.01 the departure from linearity occurs at smaller values of Rρ than in the corresponding
systems with Prandtl/Schmidt number 10.
4.4.2 Rρ Dependence
To evaluate the dependence of A on Rρ we will replicate the procedures used to evaluate
the dependence of Re on Rρ and consider the fitting criteria defined in Section 4.3.2 . The
relevant results for this subsection are summarized in tables and scatter plots that can be
found in Appendix E.
Like in the case of Re, in the finger systems we have analyzed, the value of A always
decreases with Rρ, regardless of the value of the remaining parameters of the model. Al-
though both Re and A can be fitted as quadratic functions of Rρ in the vicinity of each
point, the patterns of dependence are not the same, except for systems whose dynamics is
dominated by the salt-fountain mechanism and overturned finger systems. Once again, the
goodness of fit is better between finger systems with similar characteristics. Unlike Re that
can always be fitted with convex quadratic functions, the concavities of the quadratic fits of
A are dependent on the characteristics of the finger systems: a concave quadratic function
of Rρ is present in an initial region of low to mid values of Rρ corresponding to convect-
ing layers systems where the dynamics of the initial cycle is dominated by convection, an
almost linear function in a mid-range region corresponding to systems where diffusive and
convective effects co-dominate the dynamics of the initial cycle, and a quadratic concave
function in a final ”tail” of high values of Rρ corresponding to salt-fountains. In the σ=0.01
parameter subspace the initial concave type of quadratic fit corresponding to convecting-
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layers type systems is many times absent, only becoming apparent for systems with high
absolute values of Rρ.
As we have done when analyzing the dependence of the scale of vertical velocity on
Rρ, we are also going to consider linear fits in order to better characterize the trends of
local dependence of A on Rρ. In Prandtl/Schmidt number 10 systems, and regardless of the
values of τ , A ∼ Rρ in the vicinity of each point for sufficiently high or sufficiently low
values of Rρ, and A ∼ 1Rρ in the vicinity of each point for intermediate values of Rρ. For
fixed values of RS and τ for which the convecting layers mechanism is never activated or
only weakly activated during the fingers life cycles, the local linear dependence on Rρ is
verified for every value of Rρ. For fixed values of RS and τ , when the two regions of linear
dependence of A on Rρ are present across the Rρ range, the slope of the linear trendlines is
always steeper in the interval of low values of Rρ. For values of Rρ corresponding to finger
systems that are never able to expand above and below the initial linear interface the linear
trends described above fail to apply. The patterns of linear dependence we have observed
in our σ=10 simulations seem to correlate strongly with the types and characteristics of the
finger systems present in each region, low and high values of Rρ corresponding to systems
whose dynamics is strongly dominated by one of the salt-fingers mechanisms19 during
the initial cycle of the life-cycle, and the intermediate values to regions of the parameter
subspace whose initial cycle is of the weak convecting layers type with both mechanisms
being more or less co-dominant. In Figure 4.7.(a) we can find a graph of A as a function of
Rρ that displays the features we have just described: intervals of linear dependence of A on
Rρ in the vicinity of each point for high and low values of Rρ, an interval of intermediate
values of Rρ where A ∼ 1Rρ in the vicinity of each point, and Rρ=25, corresponding to a
salt-fountain system with A < 2, as an outlier that can’t be fitted by a linear trendline.
In our σ=0.01 with fixed values of RS and τ , the simulations of non-overturned finger
systems all showed a linear dependence of A on Rρ and the simulations of overturned
systems on 1
Rρ
. Since for every pair of fixed values of RS and τ in our σ=0.01 subspace
the corresponding non-overturned finger systems all share a common type, we cannot tell
if the universal linear dependence of A on Rρ we have registered in σ=0.01 non-overturned
19Generally salt-fountains or convecting layers, but sometimes also weak-convecting layers.
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(a) σ=10 (b) σ=0.01
Figure 4.7: A as a function of Rρ in RS=-5×105 and τ=0.1 systems.
fingers systems will not extend to intermediate values ofRρ. It is possible that the pattern of
dependence is merely a consequence of the enhancement of the salt-fountain mechanism
and hindering of the convecting layers mechanism in systems with O(σ) < 1 and σ <
τ 20, and that the linear dependence on Rρ found in non-overturned σ=0.01 finger systems
corresponds to the same type of linear dependence found in σ=10 salt fountain systems
with high values of Rρ. In Figure 4.7.(b) we can find a graph of A as a function of Rρ
that displays an initial range of values corresponding to a region of non-overturned finger
systems with A ∼ Rρ followed by a an interval corresponding to a region of overturned
finger systems with A ∼ 1
Rρ
.
4.4.3 τ Dependence
For the same motives mentioned in Subsection 4.3.3., where we analyzed the influence of
the Lewis number on the scales of vertical velocity of finger systems, we have restricted
our analysis to systems with fixed values of RS , σ and Rρ=1, with our findings being sum-
marized in Figure 4.8.. For values of the Lewis number of different orders of magnitude,
A increases with τ , which probably reflects the scaling down of the buoyancy term of the
20See Section 3.3..
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vorticity equation, rendering the buoyancy effects that drive the salt finger mechanisms less
important for the overall dynamics of the fingering process. For values of the same order
of magnitude, A decreases with τ . We expect these conclusions to hold in systems with
values of Rρ ∼1.
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Figure 4.8: A as a function of τ in Rρ=1 finger systems.
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Figure 4.9: A as a function of Rρ for finger systems with the same RS and τ and different
Prandtl/Schmidt numbers.
4.4.4 σ Dependence
Unlike the values of Re that differ by several orders of magnitude between finger systems
with Prandtl/Schmidt numbers 10 and 0.01, the values of A are normally within the same
order of magnitude. Prandtl/Schmidt number 10 systems seem to have higher associated
aspect ratios for low values of Rρ,in finger systems whose initial cycles are dominated by
the convecting layers mechanisms, and also for low values of Rρ, in salt fountains. The
former case is probably explained by the enhancement of the convecting layers mechanism
in σ=10 finger systems, which translates into a more vigorous expansion of the finger struc-
ture driven by the strong vertical velocity fields present in the convective layers, while the
latter case is probably due to the lesser sideways diffusivity of T in σ=10 finger systems21,
which requires taller finger cells so that neighbouring fingers can exchange their T excess
and deficit. See Figure 4.9..
21See section 4.5..
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4.4.5 Conclusions
The most important conclusion to draw from this section is that although we were not able
to identify consistent parameter dependencies between finger height or finger aspect ratio
and the defining parameters of the model, our collected results point to such dependencies
existing if we consider not the finger interface alone but the complete finger structure. In
fact, A, the ratio of vertical extent of the finger structure versus finger width, seems to be,
locally, a well-defined function of the parameters describing external forces acting on the
system, RS and Rρ. Unlike the vertical extents of the finger interface and of the convect-
ing layers, that can vary substantially throughout a system’s life cycle, A is kept constant
between the moment when the vertical expansion of the finger structure ends and the final
stage of dissolution of the finger structure22. The constancy of the vertical extension of
the finger structures once the initial growth stage is over was also observed in the heat/salt
experiments of McDougall and Taylor reported in [140].
In our systems with Prandtl/Schmidt number≫1 and fixed values of RS and τ we can
detect two regions in the Rρ range where A ∼ Rρ, and this pattern of dependence seems to
correlate with the dominance of one of the fingering mechanisms during the initial phase
of expansion of the finger structure, convecting layers in the interval of low values and salt
fountain in the interval of high values of Rρ. In Chapter 3 we showed that salt fountain
and convecting layers type finger systems have different patterns of growth rate during the
initial cycle of the life cycle and also that the process of expansion is not the same, with the
expansion of convecting layers systems being mostly driven by advective effects brought
up by the presence of vigorous vertical velocity fields in the convecting layers, and the ex-
pansion of salt fountains being due to the progression of diffusive fronts, and it is possible
that the presence of two patterns of linear dependence of A on Rρ, the one associated with
the convecting layers mechanism always displaying steeper gradients, reflects the qualita-
tive differences between the two regimes. The goodness of fit in the vicinity of Rρ=1 for
values of RS of O(105) is slightly worse than in the vicinities of the other values in the same
intervals of low values of Rρ, which probably is due to this type of Rρ=1 systems having
such active convective layers during the initial cycle as to almost eliminate the presence
22See Subsection 3.2.2.
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of the finger interface and displaying a growth pattern that is different from the growth
pattern of most convecting layers finger systems23. Once again, the goodness of fit of the
linear trends is conditioned by the characteristics of the finger systems and improves when
considering finger systems which share similarities.
We have verified Stern’s assertion that finger aspect ratio and vertical velocity scales
would correlate in all of our salt fountain type systems, regardless of their Prandtl/Number,
and in salt fountain type systems A and Re even share the same type of linear dependence
on Rρ. Salt fountain systems are a particular type of finger systems in the sense that they
never acquire convective layers during their life cycles, but the correlation between A and
Re also holds in systems where the convecting layers mechanism is activated at some point
of their life cycles, and Stern’s assertion can be generalized if we consider the vertical
extent of the finger structure as a whole. The convecting layers mechanism is driven by
baroclinic vorticity generation caused by the advection of S to the tips of the finger cells,
but for the generation of vorticity to occur it is also necessary that the stabilizing agent T is
diffused sideways, not only as the fluid transits through the finger cells but also through the
convecting layers, and so, the correlation between Re and A has to hold even in systems
or stages of the life cycle characterized by the presence of convecting layers. In fact,
our simulations suggest that the activation of the convecting layers mechanism will lead
to finger systems displaying values of A that are proportionally higher than the values
associated to salt fountain systems.
As a final consideration we would like to mention some interesting results obtained
by D.R. Moore who ran some exploratory simulations of Prandtl/Schmidt number→ ∞
systems in order to investigate their sensibility to initial conditions [18]. Moore considered
different values for the slope of the initial disturbed linear T and S interfaces for fixed values
of RS , Rρ and τ . He found out that if the non-dimensional height of the initial disturbed
linear interfaces did not exceed the maximum value of A
2
, it was always possible to obtain
finger systems with an associated aspect ratio∼A, but if the non-dimensional height of the
initial linear interfaces exceeded A
2
, it was not possible to kick-start the fingering process.
Moore’s results and our own suggest that finger systems will expand until the maximum
23See Subsection 3.2.1. and Appendix E.
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aspect ratio A is attained, and that in turn A corresponds to the maximum aspect ratio for
which the fingering process is sustainable.
4.5 Lateral T and S Variation Across the Finger Interface
In Chapter 3 we have analyzed two complementary mechanisms that sustain the fingering
process, the convecting layers mechanism and the salt fountain mechanism, and demon-
strated that both mechanism are driven by buoyancy effects. For either of the two mecha-
nisms to function in optimal conditions, we should expect that the influence of the desta-
bilizing agent S largely exceeds that of the stabilizing agent T, and also that ∂S
∂x
is not very
small and ∂T
∂x
not very large. The salt fingering mechanisms are enfeebled when one of
these two conditions fails to apply.
From now on we will focus our attention on the salt fountain mechanism and define
non-dimensional quantities that can be used to evaluate its relative efficiency as a function
of RS and Rρ, the parameters that characterize exterior influences to the model.
From the linear stability analysis in Chapter 2 and from the T and S profiles we have
observed in our own simulation, it follows that in the salt finger interface, outside the
influence of convecting layers, S and T can be written as:
S ∼ S(z, t)sin(2pix) (4.17)
T ∼ T (z, t)sin(2pix)
and so:
∣∣∣∣∂S∂x
∣∣∣∣ ∼ |2piS(z, t)cos(2pix)| ≤
∣∣∣∣∂S∂x (1/2, z, t)
∣∣∣∣ (4.18)∣∣∣∣∂T∂x
∣∣∣∣ ∼ |2piT (z, t)cos(2pix)| ≤
∣∣∣∣∂T∂x (1/2, z, t)
∣∣∣∣
which implies that for every z-level in the finger interface ∂S
∂x
and ∂T
∂x
attain their maximum
absolute values at the finger cells’ walls, and can be used to evaluate not only the horizontal
homogenization of the fluid across the finger interface, but also the magnitude of T and S
variation between neighbouring fingers.
Chapter 4. Parameter Dependence 121
(a) σ=10, τ = 1√
10
, RS = −105,
Rρ=4.5
(b) σ=10, τ=0.01, RS = −5 ×
104, Rρ=1
(c) σ=10, τ=0.8, RS = −2×105,
Rρ=1
Figure 4.10: Normalized profiles of ∂T
∂x
(1/2, z) (...) and ∂S
∂x
(1/2, z) (–) for a salt-fountain
system (a), a convecting-layers system with τ << 1 (b), and a convecting-layers system
with τ ≈ 1 (c).
It should always be taken into account that for a given z-level the horizontal deriva-
tives provide very little information regarding values of the horizontal derivatives along
the entire finger wall, and that the general characteristics of ∂S
∂x
,
∂T
∂x
, and of ∂T
∂S
in the finger
interface strongly depend on the type and stage of a system’s life cycle and also on the pres-
ence of active convecting layers. In Figures 4.10 a) to c) we can see that in an up-finger,
convecting layers are associated with maxima of ∂S
∂x
, and that the tips of the finger interface
are associated with minima of the same function in every type of system. Regardless of
the type of regime and characteristics of the finger system, when restricted to the finger
interface, ∂T
∂x
and of ∂S
∂x
will always have local maxima at z=0, as can be seen, once again,
in Figures 4.10 a) to c). We will consider as proxies for ∂S
∂x
,
∂T
∂x
along the finger walls, the
dimensionless maxima24 ∂S
∂x
(1/2, 0, t) and ∂T
∂x
(1/2, 0, t). We will also be defining a proxy
for ∂T
∂S
along the finger walls, ∂T
∂S
(1/2, 0, t).
24 Regardless of the system of non-dimensional units ∗ considered:
∂S∗
∂x∗
=
∂ S∆S
∂ xL
=
L
∆S
∂S
∂x
∂T ∗
∂x∗
=
∂ T∆T
∂ xL
=
L
∆T
∂T
∂x
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From ∂S
∂x
(1/2, 0, t), ∂T
∂x
(1/2, 0, t) and ∂T
∂S
(1/2, 0, t) we define our reference values:
∂S
∂x
wall
(σ, τ, RS, Rρ) = max
∣∣∣∣∂S∂x (1/2, 0, t)
∣∣∣∣
∂T
∂x
wall
(σ, τ, RS, Rρ) = max
∣∣∣∣∂T∂x (1/2, 0, t)
∣∣∣∣
∂T
∂S
wall
(σ, τ, RS, Rρ) = max
∂T
∂S
(1/2, 0, t) (4.19)
with the maxima being computed by means of a 5th degree polynomial interpolation.
Unfortunately it was not possible to calculate the values of ∂S
∂x
wall
,
∂T
∂x
wall
and ∂T
∂S
wall
for every system we have analyzed, and our maxima may not correspond to the maximum
absolute values attained by the auxiliary functions. Nevertheless, ∂S
∂x
wall
,
∂T
∂x
wall
and ∂T
∂S
wall
will always correspond to maxima attained during the period when the vertical velocity w
attains its maximum absolute value 25 and their definition is consistent.
The information provided by the analysis of ∂S
∂x
wall
and ∂T
∂x
wall has to be interpreted
taking into account the characteristics of each finger system’s life cycle and also the general
evolution of the vertical velocity field and of the functions ∂S
∂x
(1/2, 0, t) and ∂T
∂x
(1/2, 0, t).
High values of ∂T
∂x
wall
are associated with finger systems with low values of Rρ and
high absolute values of RS . Under these circumstances, it is to be expected that the scale
of the vertical velocity is also going to be large at the time it reaches its peak value and
∂T
∂x
wall is computed, both T and S are going to be effectively advected26 with little sideways
dissipation of either agent. It is also important to remember that a high ∂T
∂x
wall does not
imply that the significant advection of T will carry on throughout an entire life cycle, since
in fingers with low values of Rρ, ∂T∂x (1/2, 0, t) tends to decay at a steep rate after
∂T
∂x
wall has
been attained (see Figures 4.11(a) and 4.12 (a)).
Low values of ∂S
∂x
wall
are associated with finger systems with high values of Rρ, small
Re, long life cycles, and slow growth of the finger-structure. In this context, and even when
the velocity field is at its peak, the absolute value of ∂S
∂x
(1/2, 0, t) is always small, which
indicates that S is not only being advected but also diffused sideways.
25Excluding possible damped oscillations.
26See section 5.4..
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(a) σ=10, τ=0.1, RS = −5× 104, Rρ=4 (b) σ=10, τ=0.1, RS = −5× 104, Rρ=20
Figure 4.11: Normalized ∂T
∂x
(1/2, 0) (–) andw1/4(0) (...) as functions of t for two salt-finger
systems.
(a) σ=10, τ=0.1, RS = −5× 104, Rρ=4 (b) σ=10, τ=0.1, RS = −5× 104, Rρ=20
Figure 4.12: Normalized ∂S
∂x
(1/2, 0) (–) and w1/4(0) (...) as functions of t for two salt-finger
systems.
To evaluate the dependence of ∂T
∂x
wall
and ∂S
∂x
wall
on Rρ we have used the same method-
ology as in the previous sections of this chapter: analyzing linear fittings of the non-
dimensional quantities in consideration as functions of Rρ and 1Rρ , calculated using the
least squares method, for fixed values of the remaining parameters. The relevant results are
summarized in tables and scatterplots that can be found in Appendix F.
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4.5.1 T and S Lateral Variation in σ=10 Systems
In all of our Prandtl /Schmidt number 10 experiments both ∂S
∂x
wall
and ∂T
∂x
wall grew with the
absolute value of RS and diminished with Rρ, probably reflecting a similar trend observed
in Re: as the scale of the vertical velocity decreases the permanence period of the fluid
in the finger structure grows, thus allowing for the lateral diffusion of both agents and the
horizontal homogenization of the fluid.
For most pairs (Rρ, ∂T∂x
wall
) it is possible to find an interval where ∂T
∂x
wall
) is inversely
proportional to Rρ, with the goodness of fit increasing with Rρ and τ , and also when sys-
tems share similar characteristics. In τ=0.01 systems the values of ∂T
∂x
wall
range from
O(10−3) to O(10−1), with the values of ∂T
∂x
wall
always being at least one order of mag-
nitude smaller than the corresponding values of ∂S
∂x
wall
. In the remaining systems, τ=0.1 to
τ=0.8, the values of ∂T
∂x
wall
range from O(10−2) to O(1), with the ratios of corresponding
values of ∂T
∂x
wall
and ∂S
∂x
wall being of O(τ).
In our Prandtl/Schmidt number 10 systems where τ is of O(10−1) to O(1) we have
detected two different trends in the dependence of ∂T
∂x
wall
on Rρ: for small values of Rρ and
high absolute values of RS , ∂T∂x
wall
and ∂S
∂x
wall
are more or less of the same magnitude and
∂T
∂x
wall decreases steeply as Rρ grows, while for higher values of Rρ the values of ∂T∂x
wall
are of at least one order of magnitude smaller than the corresponding values of ∂S
∂x
wall
and
∂T
∂x
wall decreases with Rρ at a much slower rate. These trends were more prominent in
systems with lower values of τ , and the second trend of slower decrease of ∂T
∂x
wall
with Rρ
is less noticeable or even absent in systems with higher values of τ . In the τ=0.01 systems
we have also detected the existence of a trend of steep decrease of ∂T
∂x
wall
associated with
low values of Rρ followed by a much slower decrease of the reference quantity for higher
values of Rρ. It is possible that in τ=0.01 systems where RS has higher absolute values
than the ones we have considered in our research the larger scales of vertical velocity will
also allow for the advection of T and the presence of a region of low values of Rρ with
∂T
∂x
wall
and ∂S
∂x
wall
of the same order of magnitude.
∂S
∂x
wall
always decreases with Rρ, however there isn’t a single pattern that describes the
dependence across an entire Rρ range. Typically, an initial interval of small to mid values
of Rρ where ∂S∂x
wall decreases sharply and can generally be fitted as a linear function of
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1
Rρ
, is followed by an interval of high values of Rρ where ∂S∂x
wall decreases slowly and as a
linear function of Rρ. This pattern is found in systems with high absolute values of RS and
low values of τ , possibly even for values of τ as low as 0.01 27, with the first and sometimes
the second interval being absent for high values of Rρ and low absolute values of RS . In
τ=0.01 systems, ∂S
∂x
wall
ranges from O(1) to O(10) and in the remaining systems,τ=0.1 to
τ=0.8, the values of ∂S
∂x
wall
range from O(10−1) to O(1).
The pattern of dependence of ∂S
∂x
wall
on Rρ are similar to those of Re, which suggests a
correlation between the scale of vertical velocity and the horizontal dissipation of S, with
the sideways diffusion of this agent increasing as the vertical velocity scale decreases.
4.5.2 T and S Lateral Variation in σ=0.01 Systems
In all of our Prandtl /Schmidt number 0.01 non-overturned finger systems both maxima
of the horizontal derivatives grew with the absolute value of RS and diminished with Rρ,
however the patterns of parameter dependence on Rρ are similar to those of A, the aspect
ratio, unlike Prandtl /Schmidt number 10 systems whose parameter dependence resembles
that of Re, the proxy for the vertical velocity scale. A correlation between both ∂S
∂x
wall
,
∂T
∂x
wall
and A is to be expected and can be inferred from the hypothesis proposed by Malkus
and Stern in 196028:while in systems with low aspect ratios the vertical velocity has to
remain small to allow for the lateral dissipation of T, ”tall and thin columns of ascending
and descending fluid can reach greater velocities” and more effectively release the potential
energy in the salt stratification, thus compensating for a smaller lateral dissipation of T and
allowing the salt-fountain mechanism to remain operative.
The values of ∂T
∂x
wall in our σ=0.01 non-overturned systems range from O(10−2) to
O(10−1), while the values of of ∂S
∂x
wall
range from O(10−1) to O(1). Although the values
of ∂T
∂x
wall
and ∂S
∂x
wall
are, in general, about one order of magnitude smaller than the cor-
responding values in σ=10 systems, the ratio between corresponding values of ∂T
∂x
wall
and
∂S
∂x
wall in our σ=0.01 non-overturned finger systems is also of O(τ).
27We were not able to observe a region of high values of Rρ where ∂S∂x
wall decreases as a linear function
in any of the τ=0.01 systems, however it is likely that the region is present for values of Rρ higher than 300.
28See [70].
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For fixed values of RS and τ , both ∂T∂x
wall
and ∂S
∂x
wall
can be fitted as linear functions of
Rρ for all of our σ=0.01 non-overturned finger systems, with the exception of points that lay
in the vicinity of the values of Rρ after which finger systems overturn, a type of dependence
similar to the one found between Rρ and A in the same regions of the parameter space.
The σ=0.01 overturned systems were excluded from our analysis since the maxima of∣∣∂T
∂x
(1/2, 0, t)
∣∣ and ∣∣∂S
∂x
(1/2, 0, t)
∣∣ are frequently attained during the period of overturning
of the systems and may not be reliable estimators for the values of ∂T
∂x
and ∂T
∂x
once the
fingering process is restarted. We were also not able to determine a consistent pattern of
dependence of the maxima of horizontal derivatives on Rρ for σ=0.01 overturned finger
systems, with several distinct trends being displayed by different finger systems29.
4.5.3 Simultaneous Lateral Variation of T and S
The results presented in subsections 4.5.1. and 4.5.2. imply that it is possible for T to
be advected, providing there is a strong enough vertical velocity field, and for S to be
diffused sideways if the vertical velocity field is feeble, and so, we need a way to estimate
how much the horizontal variation of one agent is being balanced by the corresponding
variation of the other. We need to determine under which conditions it is possible for the
salt-fountain mechanism to operate even when there is a considerable sideways diffusion
of S or a significant advection of T.
The buoyancy term of the nondimensional vorticity equation:
B = τ.RS(
∂S
∂x
−Rρ∂T
∂x
) (4.20)
can also be written as:
B = τRS
∂S
∂x
(
1−Rρ∂T
∂S
)
(4.21)
B is non zero if and only if ∂S
∂x
and 1-Rρ ∂T∂S are both non zero. Once the sign of the vertical
velocity field is fixed, both the signs of ∂T
∂x
and ∂S
∂x
also remain unchanged, and for B not
to change signs 1-Rρ ∂T∂S needs to remain positive throughout the life cycles, which implies
29See graphs on section 4 of Appendix F.
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that:
∂T
∂S
<
1
Rρ
(4.22)
A sufficient condition for (4.22) to hold is:
∂T
∂S
< max
∂T
∂S
<
1
Rρ
(4.23)
Given the difficulty of computing max∂T
∂S
for every system we have analyzed, we have
replaced condition (4.23) by the weaker condition:
∂T
∂S
wall
=
∂T
∂S
wall
(σ, τ, RS, Rρ) <
1
Rρ
(4.24)
In non-overturned finger systems the variation of ∂T
∂S
(1/2, 0, t) throughout the fingers
systems’ life cycles is small when compared to the variations of ∂T
∂x
(1/2, 0, t) and ∂S
∂x
(1/2, 0, t)
, with ∂T
∂S
(1/2, 0, t) decaying at a slow rate once ∂T
∂S
wall has been attained. Although ∂T
∂S
wall
has been defined as a maximum, it seems to be a fairly sound estimate of ∂T
∂S
(1/2, 0, t)
throughout most of the finger systems’ lifecycles we have analyzed, and as such, we will
be using this reference quantity associated with condition (4.24) as an estimator for the
activity of the salt-finger mechanism, (See figure 4.13 (a)).
In σ=0.01 overturned systems condition (4.22) frequently fails to hold during the pro-
cess of overturning , with B, as defined in (4.21), changing signs and the fingering pro-
cesses being temporarily interrupted. Unfortunately the maximum of ∂T
∂S
(1/2, 0, t) is nor-
mally attained during the period of overturning of the system, with the values ∂T
∂S
(1/2, 0, t)
dropping once the overturning is concluded and being, in general, substantially smaller
than ∂T
∂S
wall
once the fingering process is resumed. For this reasons we decided not to use
∂T
∂S
wall
as a proxy to evaluate the activity of the salt-finger mechanism in Prandtl/Schmidt
number 0.01 systems, (See Figure 4.13 (b) and (c)).
We have verified that condition (4.24) is universally met all over the range of our
Prandtl/Schmidt number 10 and Prandtl/Schmidt number 0.01 non-overturned finger sys-
tems, which suggests that the salt-finger mechanism can operate even under conditions that
4.5 Lateral T and S Variation Across the Finger Interface 128
0.5 1.0 1.5 2.0 2.5 3.0
−
2.
0
−
1.
0
0.
0
t
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(c) σ=0.01, τ=0.1, RS = −5× 104, Rρ=8
Figure 4.13: ∂T
∂x
(1/2, 0, t) (...), ∂S
∂x
(1/2, 0, t) (- - -) and ∂T
∂S
(1/2, 0, t) (—) in a non-
overturned finger system, (a), and in an overturned finger system where ∂T
∂S
wall
> 1
Rρ
,
(b) and (c), with both systems having the same values of τ , RS and Rρ.
theoretically should be unfavorable, like periods of strong advection of T30 or systems char-
acterized by considerable sideways dissipation of both agents31. From the results stated in
Subsection 4.5.1 and later in Chapter 5 it follows that in non-overturned finger systems as
30See section 5.4. for a discussion on the characteristics of the fluxes of the agents and the contributions
of the advective and diffusive fluxes to the total fluxes of the agents during the life cycles of different finger
systems.
31See subsection 4.5.1.
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Rρ grows and system stratifications become globally more stable, the fingering process be-
comes increasingly dominated by diffusive processes. We have observed an increasing of
the lateral dissipation of T as well as of S with Rρ in our simulations, however the increased
lateral sideways diffusion of S seems to be compensated by a corresponding increase in the
lateral dissipation of T, with ∂T
∂S
wall
always remaining smaller than the critical values 1
Rρ
as
deduced in (4.24), even in systems with high values of Rρ where the vertical transport of T
and S is only marginally more efficient than diffusion alone32, (See Figure 4.14).
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Figure 4.14: ∂T
∂S
wall(—) and 1
Rρ
(...), (a), and log(∂T
∂S
wall
)(—) and log( 1
Rρ
)(...), (b), as func-
tions of Rρ in σ=10, τ=0.1 and RS=−5× 104 finger systems .
The graphs corresponding to the results introduced in this subsection can be found in
Appendix F. We have opted for plotting the log transformations of ∂T
∂S
wall
and 1
Rρ
instead of
the original functions since they are easier to interpret and visualize over the complete Rρ
ranges.
To evaluate the dependence of ∂T
∂S
wall
on Rρ, we have considered fixed values of σ, τ
and RS , and fitted the pairs (Rρ, A(Rρ)) with quadratic trendlines calculated using the least
squares method [86]. We have considered a good fit a trendline fitting at least 4 points with
R2, the associated coefficient of determination, higher than 0.99. The results corresponding
to the quadratic fitting of ∂T
∂S
wall
as a local function of Rρ can be found in a series of tables
in the subsections 3 and 4 of Appendix F.
32See section 5.4.
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Our collected results also suggest that condition (4.22) is verified in overturned σ=0.01
once the overturning is completed and the disrupted fingering process resumes, but unfortu-
nately we were not able to find a reliable estimator like the one defined in condition (4.24)
to monitor the conjoint lateral variations of T and S.
4.5.4 Conclusions
The patterns of sideways dissipation of T and S depend on the defining parameters of
the model, but also on the characteristics and stage of a finger system’s life cycle, with
the systems frequently displaying patterns of advection and sideways diffusion of the T
and S other than the classical vertical advection of S and sideways diffusion of T. Our
simulations suggest that in systems with high absolute values of RS and small enough
values of Rρ salt fingers will advect both T and S with little sideways dissipation if and
when the vertical velocity field is strong enough to sustain the advection of both agents.
Reciprocally, in systems with large enough values of Rρ and weak vertical velocity fields,
significant sideways diffusion of both agents will occur, possibly even in systems with
values of τ as low as 0.01.
The efficacy of the salt fountain mechanism seems to decrease with Rρ and with τ , with
higher values of RS being necessary to kick-start the fingering process. The optimal con-
ditions for the salt fountain mechanism correspond to the classical formulation of systems
with high absolute values of the S-Rayleigh number, low Rρ and infinitesimal values of τ ,
but the period of optimal activity of this mechanism can be curtailed by the activation of
the convecting layers mechanism.
Previous researchers have tried to establish correlations between finger width and side-
ways dissipation of T: while the theoretical works of researchers like Schmitt33 and Howard
and Veronis34 lead them to conclude that wider fingers had to be less dissipative than nar-
rower fingers, the numerical experiments of Sreenivas, Singh and Srinivasan35 pointed to
the opposite correlation, wide fingers are more dissipative than narrow fingers. Although
33See [111].
34See [68].
35See [127].
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counterintuitive, the positive correlation between finger width and T lateral dissipation can
be justified by the following argument presented in [127]: the vertical velocity scale de-
creases with finger width thus increasing the transit time of the fluid and the exchange of T
between neighbouring fingers.
Our choice of a width based parametrization for the nondimensionalisation of the finger
systems does not allow us to draw any conclusions regarding the parameter dependence,
or any other kind of dependence, of finger width but our results strongly support the con-
clusions of Sreenivas, Singh and Srinivasan: the values of ∂T
∂x
wall grow with the vertical
velocity scale and finger aspect ratio in non-overturned finger systems, which suggests that
low aspect ratio systems with low vertical velocity scales are indeed more dissipative than
high aspect ratio and high vertical velocity scales ones.
According to our simulations in non-overturned finger systems the same type of corre-
lations can be found between the scales of vertical velocity, finger aspect ratio and lateral
dissipation of S, although with a slightly different parameter dependence on Rρ between
the maxima of horizontal derivatives for Prandtl/Schmidt number 10 systems. In σ=10
finger systems ∂T
∂x
wall
and Re, the proxy for the vertical velocity scales, share patterns
of Rρ dependence, which once again points to the strong correlation between these two
quantities proposed by Sreenivas, Singh and Srinivasan in [127]. In Prandtl/Schmidt num-
ber 0.01 non-overturned finger systems the maxima of the horizontal derivatives have a
similar Rρ dependence to finger aspect ratio, A, which may reflect the fact that in sys-
tems with a Prandtl/Schmidt ≪ 1, the fingering process tends to be driven by diffusive
rather than advective effects36. In all of our σ=0.01 non-overturned systems the scales
of non-dimensional vertical velocity are generally about one order of magnitude smaller
than in the corresponding σ=10 systems, while the aspect ratios are of the same order of
magnitude. This suggests that the permanence period of the fluid in the finger structure
is determined by finger geometry and the scale of vertical velocity, unlike σ=10 systems
36It is possible that the trend of linear dependence on Rρ of ∂T∂x
wall found in intervals of high values of
Rρ reflects a correlation between sideways dissipation of S and finger aspect ratios, like in σ=0.01 non-
overturned finger systems, rather than a correlation between sideways dissipation and vertical velocity scales,
like in the remaining σ=10 systems, since the fingering process in σ=10 systems with high values of Rρ,
mostly consisting of salt-fountains and weak-convecting layers, and in σ=0.01 non-overturned finger systems
is generally more driven by diffusive than by advective effects.
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where the permanence period is mainly determined by the latter. We expect that the correla-
tion between vertical velocity scales and sideways dissipation of T proposed by Sreenivas,
Singh and Srinivasan is also present in Prandtl/Schmidt number≪ 1 non-overturned finger
systems, but, that being the case, we also expect the correlation to be weaker than in the
Prandtl/Schmidt number≫1 case.
Although only briefly referred in [127], as the lateral diffusion of T increases so does
that of S37 thus canceling the possible increase in efficiency of the salt-finger mechanism
brought up by an enhanced exchange of T between adjacent fingers.
4.6 Parametrization of Systems with Non-Linear Background Strati-
fications
Let us consider a finger system in a fluid with a linear background stratification of T and S.
The T and S fields can be represented as:
T = T zz + T
∗ (4.25)
S = Szz + S
∗
with T z and Sz constants.
Referring the spatial coordinates to d=
(
kT ν
gαT z
)1/4
38
, time to L2
KT
, p to ρ0νKT
d2
, αT to
−αT z and βS to βSz, where ν is the kinematic viscosity of the fluid, α and β coefficients of
volume expansion, ρ0 the mean density of the system, andKT the diffusivity of T, we obtain
a non-dimensional form of the Navier-Stokes equation with the Boussinesq approximation
applied:
1
σ
{
∂u
∂t
+ (u.∇)u
}
= −∇p+ (S∗ − T ∗)k+∇2u (4.26)
with σ being the Prandtl/Schmidt number defined in Chapter 2.
37Sreenivas, Singh and Srinivasan research focused on thermohaline finger systems with 1.5 ≤ Rρ ≤ 10,
a type of finger systems where the correlations between sideways dissipation of S, finger width and vertical
velocity scales are less evident than in the wider regions of the parameter space considered in our own
research.
38d corresponds to
√
2
2pi L, with L being the estimate for finger width derived by Stern in [70].
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And also non-dimensional forms of the equations for the diffusion of T and S:
∂T ∗
∂t
+ (u.∇)T ∗ + w = ∇2T ∗ (4.27)
∂S∗
∂t
+ (u.∇)S∗ +R∗ρw = τ∇2T ∗
with τ being the Lewis number defined in Chapter 2 and R∗ρ= βSzαT z a buoyancy ratio.
It follows from (4.26) and (4.27) that in finger systems with constant linear background
stratifications of T and S it is possible to derive a full set of equations describing the finger-
ing process using only one parameter to characterize the external influences to the model,
the buoyancy ratio R∗ρ39.
It would be tempting to extrapolate this result to the modeling of systems with other
kinds of background stratification other than constant linear vertical gradients of T and S,
and assume that the dynamics and characteristics of the fingering process are not dependent
on the values of ∆T and ∆S across the initial interface but rather on their quotient, thus
simplifying the problem of modeling finger system by eliminating one of the four defining
parameters. However the results described in the previous sections of this Chapter re-
enforce the conclusions drawn by researchers like Sreenivas, Singh and Srinivasan [127]:
in systems where the initial finger interface is allowed to expand into an upper and bottom
homogeneous layers the dynamics and evolution of finger systems are dependent on the
values of the T and S contrasts and also on the quantity of potential energy stored in the
S stratification. To accurately describe the influence of external forces in systems where
the fingering process is not confined to an initial horizontal region with constant vertical
gradients of the agents it is going to be necessary to consider at least two independent
39In the new systems of non-dimensional units u= dKT u, which implies that:
∇.u =∇.
(
d
KT
u
)
=
d
KT
∇.u
=0
Which implies that the equation of continuity is unaffected by the non-dimensionalization of the system and
remains independent of the defining parameters of the model.
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Chapter 5
Vertical Transport of T and S
5.1 Introduction
It is frequently assumed that after a period of initial adjustment the vertical transport of T
and S across the finger structure will stabilize as a time independent process with a constant
flux ratio, with S being advected and T diffused sideways during the transit of the fluid
through the finger interface. Previous works, most of them done under these assumptions,
report a scattering of results that are difficult to aggregate or explain under a single theory.
The vertical transport of T and S is normally evaluated by taking the advective flux ratio
as a proxy for the flux ratio or by considering parametrizations of the fluxes across the
finger structure based on the initial T and S contrasts, with the second approach being more
successful in the case of the diffusive regime than in the case of the salt finger regime [17].
There are several historical reasons that justify the choice of the advective flux ratio as a
proxy for the flux ratio, namely practical constraints faced by earlier experimentalists and
researchers and the fact that the study of double-diffusive phenomena started as an offshoot
of oceanography, a field of research where disregarding the role played by diffusion in
mixing processes is a standard procedure.
Our observations suggest that not only the assumption of a constant flux ratio, or even
a constant advective flux ratio, throughout the life cycle is an oversimplification, but also
that the vertical transport of T and S is clearly a time dependent process with a strong
dependence on the defining parameters, which might partially explain the discrepant results
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observed in previous works and experiments.
In the next section we will briefly discuss the type of flux-gradient laws that can be de-
rived from each type of model discussed in section 1.2.1, but it is outside the scope of this
thesis to validate them, since they were enunciated under the assumption of salt-fingering
as a steady state1. We will instead focus on doing a mainly qualitative characterization of
the vertical transport of the substances as a time dependent process based on the results
obtained from our extensive collection of simulations. In section 5.3 we will introduce
alternative proxies to the ratio of eddy-induced/advective fluxes for the evaluation of the
vertical transport of the substances as a dynamic process. We will take advantage of the
fact that our model is flexible and computationally inexpensive enough to allow us to mon-
itor complete life cycles of salt-finger systems to analyze and describe the characteristics
of the vertical transports of T and S as a dynamic process with well defined stages and
characteristics.
5.2 Theoretical Background of Flux-Gradient Laws
The evaluation of the characteristics of salt-fingering as a mechanism of vertical transport
has been traditionally done via the measurement of two quantities: the flux of the slow
diffusing agent S, FS , and the buoyancy flux ratio αFTβFS
2
, with α and β being the coefficients
of volume expansion introduced in chapter 2. Under the assumptions that salt-fingering
corresponds to a steady or quasi-steady state and that it can be assumed that the vertical
transport of the agents across the finger structure is mainly the result of advective transport3,
the buoyancy ratio may be taken as constant once the process is stabilized and can be
measured in laboratory experiments and field observations with relative ease.
In fact, under assumption that the diffusive contribution to the vertical transport of the
agents is negligible, it is possible to derive flux-gradient laws that ascribe constant values
for the buoyancy flux ratio for linear salt-finger models and also for unbounded gradient
1See subsection 5.8.3
2Commonly denoted by γ in the literature
3The rational being that very little diffusion of S occurs during the transit of the fluid through the fingers,
while most of T is exchanged sideways between adjacent fingers.
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models . We will now introduce the constant γ laws associated with each type of model
mentioned in Section 1.2, referring the reader to the initial chapters of [132] for a detailed
derivation of the formulas.
For linear models and solutions of the type:
T = T z + T
′ S = Sz + T
′ p = P z + p
′
(T ′, S ′,u, P ′) = Re
[
(Tˆ , Sˆ, uˆ, Pˆ )exp(λt+ ikx+ ily + imz)
]
for p pressure, λ a growth rate, and (Tˆ , Sˆ, uˆ, pˆ) the Fourier coefficients for the Fourier mode
k = (k, l,m). It can be proved that it is possible to derive non-dimensional expressions for
γ such that:
γ = γem =
Tˆ
Sˆ
(5.1)
for the z-independent solution, the elevator mode.
For the unbounded gradient model and solutions of the type
T = T zz + T
′ T = Szz + S
′ (5.2)
it is possible to obtain a Nusselt number Nu:
Nu =
−wdimT ′dim
KTT z
= Nu(Rρ, σ, τ) (5.3)
And also diffusivities:
KeddyT =
−wdimT ′dim
T z
KeddyS =
−wdimS ′dim
Sz
(5.4)
that are also functions of Rρ, σ and τ . It follows from (5.3) and (5.4) that:
KeddyT =KTNu (5.5)
KeddyS =K
eddy
T
Rρ
γ
=
KTRρ
γ
Nu
and from (5.5) that γ can be obtained as a function of Rρ, σ and τ .
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Parametrizations of the fluxes across the layered structures based on salinity and temper-
ature contrast between two adjacent layers separated by a thin interface have been more
successful in the case of the diffusive regime than in the salt finger regime. Nevertheless it
is possible to deduce flux gradient laws for the two-layer model, J.S. Turner’s ”four-thirds
laws” mentioned in Section 1.2., [54], [55] and [56]. Once again we stress that the general
applicability of the four-thirds laws is still an open topic in double-diffusive convection
research, since, as we have already discussed in Section 1.2 some experimental work and
computational simulations seem to corroborate their validity while experiments have re-
vealed systematic deviations from the four thirds laws.
5.3 Advective, Diffusive and Total Fluxes
For each z=ζ level of the finger interface we can define the convective flux across the plane
z=ζ , F (ζ, t), as functions of time:
FT (ζ, t) = −wT 1/2(ζ, t) (5.6)
FS(ζ, t) = −wS1/2(ζ, t) (5.7)
and similarly the diffusive or conductive flux, F cond(ζ, t), as:
F condT (ζ, t) =
∂T
∂z
1/2
(ζ, t) (5.8)
F condS (ζ, t) = τ
∂S
∂z
1/2
(ζ, t) (5.9)
with the overscore denoting the horizontal average at the z=ζ level over the half cell corre-
sponding to half an up and half a down finger4.
For the purposes of this thesis we are going to record the advective and diffusive fluxes
4Although our calculations were performed over an half up-finger only, the averaging can be extended to
the half cell using the symmetry relations of T, S and Ψ described in sub-section A 1.4 of Appendix A.
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of the agents at the mid-plane z=0 and define the following functions: the advective flux,
F (t) = F (0, t) (5.10)
the diffusive or conductive flux5
F cond(t) = F cond(0, t) (5.11)
and the total flux6, which is the sum of the advective and diffusive fluxes,
F tot(t) = F cond(t) + F (t) (5.12)
We are now going to define two parameters akin to the Nusselt/Sherwood number,[8],
by referring the total flux to the baseline diffusive transport across the finger structure:
NT =
F totT
KT
∆T
H
(5.13)
NS =
F totS
KS
∆S
H
(5.14)
with KT and KS being the diffusivities of T and S, ∆T and ∆S the changes in T and
S across the finger structure, and H=H(t) the height of the finger structure at the time
t7. In our non-dimensional systems where ∆T=∆S=KT=1 and KS=τ , Nusselt/Sherwood
numbers are expressed as:
NT = HF
tot
T (5.15)
NS =
HF totS
τ
(5.16)
5Our simulations were performed using a finite difference method on a staggered mesh where F cond is
not computed at the level corresponding to z=0, we have approximated F cond(0,t) by means of a parabolic
interpolation constructed using the values of F cond in the three half-levels immediately above.
6Sometimes referred in the literature as ”convective flux”’, we have opted for the less ambiguous termi-
nology ”total flux”.
7See section 4.4.
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And we are also going to define another the dimensionless quantity, the ratio of the Nus-
selt/Sherwood numbers8:
NT
NS
= τ
F totT
F totS
(5.17)
Which allows us to compare the total flux ratios in systems with the same Lewis number,
since NT
NS
corresponds only to a scaling of the total flux ratio by τ .
5.4 Ratios of Advective Versus Total Flux
In this section we are going to analyze the relative contribution of the advective fluxes of T
and S, FT and FS , to the total flux of each agent, F totT and F totS . As before, we are going to
do it by defining dimensionless proxies:
FT
F totT
=
FT
F totT
(σ, τ, RS, Rρ) = max
FT (σ, τ, RS, Rρ, t)
F totT (σ, τ, RS, Rρ, t)
(5.18)
FS
F totS
=
FS
F totS
(σ, τ, RS, Rρ) = max
FS(σ, τ, RS, Rρ, t)
F totS (σ, τ, RS, Rρ, t)
(5.19)
with the maxima being computed by means of a 5th degree interpolating polynomial. In
systems with multi-cycle life cycles FT
F totT
(σ, τ, RS, Rρ, t) and FSF totS (σ, τ, RS, Rρ, t) have a
maximum in each cycle, but the absolute maxima are always the ones corresponding to the
initial cycle of the life cycle, and the definitions of FT
F totT
and FS
F totS
are consistent.
Unfortunately we were not able to calculate F
Ftot
in every (σ, τ, RS, Rρ) of the subset of
the parameter space considered in our research and some points are missing, especially in
regions with low values of Rρ and high absolute values of RS .
When interpreting the results of this section it is necessary to take into account the
time-dependent nature of the fingering process: FT
F totT
and FS
F totS
are maxima attained during
the period when the vertical transport of the agents is at its most heteropycnic9, with the
advective flux of S always exceeding that of T, and the ratios of advective versus total flux
will decrease as the magnitude of the vertical velocity field decreases, with the diffusive
8 NT
NS
is the ratio of the dimensionless Nusselt/Sherwood numbers, being, therefore dimensionless, as well.
9To these periods of maximum unbalance in the vertical transport of T and S also correspond minima of
F totT
F tot
S
(t), as we will later discuss in subsection 5.7.2..
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Figure 5.1: FT
F totT
(t)(—) and FS
F totS
(t)(...) during a triple-cycle life cycle (σ = 10, τ= 1√
10
,
RS = −5× 104, Rρ=2.5).
flux eventually taking over the advective flux as the principal driver of the vertical transport
of both agents as the life cycle of a finger system proceeds to its end. It is also necessary to
remember that FT
F totT
(t) decreases at a sharper rate than FS
F totS
(t) once the respective minimum
is attained, and this effect is even more noticeable as τ →0 and Rρ →1.
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Figure 5.2: FT
F totT
(t), FS
F totS
and their logarithms in a system whose life cycle consists of a single
salt-fountain (σ=10, τ = 1√
10
, RS = −104, Rρ=2.5.)
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5.4.1 RS Dependence
Both FT
F totT
and FS
F totS
grow with the absolute value of RS , regardless of the values of the
remaining defining parameters of the model, a trend that probably reflects a similar trend
of the vertical velocity scales.
In systems with sufficiently high values of RS , we have observed the appearance of
intervals in the Rρ range where FTF totT and
FS
F totS
level off, with the width of the intervals
widening as the absolute value of RS increases. One type of ”plateau” intervals can be
found in τ=0.1 systems and high values of Rρ, corresponding to salt-fountain systems10.
In these ”plateau” intervals, FT
F totT
∼0, with the vertical T transport being almost exclusively
the result of diffusion, see Figure 5.3.. Another type of ”plateau” intervals can be found in
Prandtl/Schmidt number 10 systems with intermediate to high values of τ 11 and low values
of Rρ, corresponding to weak-convecting layers systems where the salt-fountain and the
convecting layers mechanisms actively co-dominate the fingering process during the initial
cycle12. The strong vertical velocity fields associated to this kind of finger systems allow
for the advection of both T and S, with F ≈ F tot during the period when the vertical
velocity field is at its peak during the early stages of the initial cycle in systems with τ of
O(10−1) to O(1), see Figure 5.4.. However, it is necessary to stress that F ≈ F tot is only
temporary, and once the vertical velocity field starts decaying the contribution of diffusion
to the vertical transport of the agents will increase and eventually take over the process later
in the life cycle.
5.4.2 Rρ Dependence
Like in Chapter 4, we have fitted trendlines calculated using the least squares method [86]
to evaluate the dependence of the ratios of advective versus total flux on Rρ. We have
10Possibly also found in the Prandtl/Schmidt number 10 parameter sub-space for τ=0.01 and other systems
with τ ≪1, however in our research we did not consider values of Rρ higher than 300 for τ=0.01 systems
and never got to record any salt-fountains in the 1≤ Rρ ≤300 range. We have recorded a few salt-fountains
in the Prandlt/Schmidt number 0.01, τ=0.01 subspace, all of them with FT
F tot
T
of O(10−3).
11In our simulations , τ= 1√
10
, 0.5 and 0.8.
12See sub-section 3.1.3.
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Figure 5.3: FT
F totT
(—) as a functions of Rρ for τ=0.1, RS = −5× 104 finger systems.
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Figure 5.4: FT
F totT
, (a), and FS
F totS
, (b), as functions of Rρ for σ=10, τ=0.5, RS = −105 finger
systems.
considered not only linear dependencies on Rρ and R−1ρ , but also quadratic dependencies
on Rρ, considering a good fit a quadratic trendline fitting at least 4 points with R2 higher
than 0.99. The relevant results for this subsection can be found in Appendix H, in a series
of tables and scatter plots.
Like all the dimensionless quantities we have considered in Chapter 4, in the finger
systems we have analysed the values of FT
F totT
and FS
F totS
always decrease with Rρ, regardless
of the value of the remaining defining parameters.
For fixed values of RS , σ, and τ , FSF totS can always be fitted by a quadratic function of
Rρ in the vicinity of each point. In Prandtl/Schmidt number 10 systems it is normally pos-
sible to identify two different quadratic trends: a first for an interval of low to mid values
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of Rρ, corresponding to systems with active convecting layers, where FS ≈ F totS , and a
second for an interval of mid to high values of Rρ, corresponding to systems with feebler
convecting layers and salt fountains, where the decrease of FS
F totS
is more pronounced. The
interval associated with the first type of quadratic trend, which may be absent in systems
with low absolute values of RS and mid to high Lewis numbers, contains the ”plateau”
interval with F ≈ F tot described in the previous subsection. As usual, the goodness of fit
improves when systems share similar characteristics. In the Prandtl/Schmidt number 0.01
systems whose values of FS
F totS
we have computed13 it is also possible to identify two distinct
quadratic trends: one corresponding to non-overturned finger systems and one correspond-
ing to overturned finger systems. The quadratic trend for σ=0.01 non-overturned systems,
which always include low to mid values of Rρ, resembles that of mid to high values of
Rρ in σ=10 finger systems. This may be a characteristic of Prandtl/Schmidt ≪1 systems
where the salt-fountain mechanism is favoured and the convecting layers mechanism hin-
dered14, or simply because the values of RS we have considered did not have the necessary
magnitude for the presence of a quadratic trend where FS ≈ F totS to manifest itself.
For fixed values of RS , σ, and τ , FTF totT can generally be fitted by a linear function of
1
Rρ
, or as a quadratic or a linear function of Rρ. In our Prandtl/Schmidt number 10 systems
the dependence of FT
F totT
on Rρ is rather complex and conditioned by the value of the Lewis
number of the system, and we will treat this subject in detail in the next subsection. The
following table summarizes the patterns of dependence of FT
F totT
on Rρ on the vicinity of
each point in the σ=10 systems we have computed15. Like the remaining non-dimensional
quantities we have analyzed, the goodness of fit improves when systems share similar char-
acteristics16.
13Systems with 0.1≤ τ ≤0.8
14For 01≤ τ ≤0.8, both σ and σS are≪1. See section 3.3.
15In our σ=10, τ=0.01 systems we were not able to fit the points FT
F tot
T
(σ, τ,RS , Rρ) for values of Rρ ≤
10, since for fixed values of τ and RS our simulations only include 3 different values of Rρ, 1, 5 and 10, in
the Rρ ≤ 10 range. And so, we couldn’t determine if there are subintervals in the range where FTF tot
T
∼ 1Rρ or
FT
F tot
T
∼ Rρ, or if the local dependence is a more complex function of Rρ.
16See the tables and graphs in Appendix H.
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τ local dependence of FT
F totT
on Rρ
0.01 linear in 1
Rρ
0.1 (low values of Rρ) linear
0.1 (mid to high values of Rρ) linear in 1Rρ
1√
10
(low and mid values of Rρ) linear
1√
10
(high values of Rρ) linear in 1Rρ
0.5 linear
0.8 quadratic
In our Prandtl/Schmidt number 0.01 non-overturned systems, the dependence of FT
F totT
is
also conditioned by the Lewis number of the system, although to a much lesser extent than
in the σ=10 case, with FT
F totT
∼ Rρ for systems with values of τ ≤0.5 and being fitted by a
quadratic function of Rρ in systems with τ=0.8. In overturned finger systems FTF totT ∼
1
Rρ
in
the vicinity of each point.
5.4.3 τ Dependence
The diffusion of S and not of T is the one that includes the Lewis number as a parameter,
and we would expect that the influence of τ would reflect on the vertical transport of S
instead of T, but our simulations show that it is exactly the other way round: while the
patterns of dependence of FS
F totS
on Rρ don’t seem to be affected by the value of the Lewis
number of a system, the characteristics of the patterns of dependence of FT
F totT
on Rρ are
defined by it. This effect is more pronounced in σ=10 systems, but it is also present in
σ=0.01 systems, as we have mentioned in the previous subsection.
For a better visualization of the variation of the characteristics of local dependence of
FT
F totT
on Rρ with τ in Prandtl/Schmidt number 10 systems, for each value of τ considered in
our research we have drawn the normalized graphs of FT
F totT
and FS
F totS
as functions of Rρ for a
fixed value of RS , -5×104. The graphs can be found in Figure 5.5..
In Prandtl/Schmidt number 10 systems, as τ increases FT
F totT
(Rρ) changes from a concave
function that decreases sharply for low values of Rρ and has a ”plateau” interval of mid to
high values of Rρ where FTF totT ≈ 0, to a convex function with a higher rate of decrease for
high values of Rρ and a ”plateau” interval of low values of Rρ where FTF totT ≈ 1. As τ →1,
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Figure 5.5: Normalized FT
F totT
(—) and FS
F totS
(...) as functions of Rρ for σ=10, RS = −5×104
finger systems.
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FT
F totT
(Rρ) will start to acquire the same basic features as FSF totS (Rρ), culminating in systems
with τ ∼1, where the two functions share the same type of local dependence on Rρ17.
We were able to pinpoint three possible distinct patterns of dependence within our σ=10
simulations: a linear dependence on 1
Rρ
for τ ≪1, corresponding to our τ=0.01 systems, a
linear dependence for mid values of τ , corresponding to our τ=0.5 systems, and a quadratic
dependence for values of τ ≈1, corresponding to our 0.8 systems. The τ=0.1 and τ= 1√
10
systems display both types of linear dependence and share similarities with both the τ=0.01
systems and the τ=0.5 systems18.
In our σ=10, τ=0.01 systems FT
F totT
(Rρ) ∼ 1Rρ in the vicinity of each point for Rρ ≥15
and is a concave function with a ”plateau” interval of mid values of Rρ with FTF totT (Rρ) ≈0.
The maximum value of FT
F totT
we have recorded is 0.3519, and we could not find any evi-
dence of a local trend of linear dependence of FT
F totT
on Rρ for low values of Rρ. We have
no salt-fountains amongst our σ=10, τ=0.01 finger systems, but extrapolating from the
σ=10, τ=0.1 and τ= 1√
10
simulations, we expect the trend of linear dependence on 1
Rρ
in the
vicinity of each point to apply to values of Rρ ≥300 as well.
In our Prandtl/Schmidt number 10 simulations with Lewis numbers of O(10−1), τ=0.1
and τ= 1√
10
we have observed the emergence of an initial interval in the Rρ range where
FT
F totT
(Rρ) is a convex function∼ Rρ in the vicinity of each point, with the function resuming
the local linear dependence on 1
Rρ
and upward concavity we have recorded on the σ=0.01
simulations for higher values of Rρ20. As the Lewis number increases so does the quantity
of T being advected by the vertical velocity field, and the interval of local linear dependence
on Rρ extends over the Rρ range: for τ=0.1 it includes low values of Rρ only, for τ= 1√10
also mid values, and for τ=0.5 it corresponds to the complete range.
It is also possible that an interval of low values of Rρ with FTF totT (Rρ) ∼ Rρ locally may
be present in systems with Prandtl/Schmidt number 10,τ ≪ 1 and higher absolute values
of RS than the ones we have considered. This hypothesis is backed up by the trends of
17See Figure 5.5. and the tables and graphs in Appendix H .
18See Figure 5.5. and the tables and graphs in Appendix H .
19For RS=-5×10−4, Rρ=1
20See Figure 5.5, Figure 5.6 and Appendix H.
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linear dependence on both Rρ and 1Rρ recorded on our σ=10, τ=0.1 and τ=
1√
10
simulations
and also by the trend of linear dependence observed on our σ=0.01,τ=0.01 non-overturned
finger systems. In this case all our Prandtl/Schmidt number 10 systems with low values of
τ would be sharing common trends of local dependence on Rρ, and the τ=0.1 and τ= 1√10
systems would not correspond to an intermediate case between the typical trends of very
small and mid values of τ , but rather to a gradual change in the shape and concavity of
FT
F totT
(τ, Rρ) over the range of very small to mid values of the Lewis number.
1.0 1.5 2.0 2.5 3.0
0.
1
0.
3
0.
5
0.
7
Rρ
(a) RS=−104
1 2 3 4 5
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Rρ
(b) RS=−105
Figure 5.6: FT
F totT
as a function of Rρ for σ=10,τ= 1√10 finger systems
5.4.4 σ Dependence
To evaluate the influence of the Prandtl/Schmidt number on FT
T totT
and FS
F totS
, for fixed values
of τ , RS and Rρ we have computed the ratios
F
Ftot
(0.01)
F
Ftot
(10)
21
. The results corresponding to this
subsection are summarized in tables that can be found in sections 4 and 5 of Appendix H.
In the non-overturned finger systems we have analyzed,
F
Ftot
(0.01)
F
Ftot
(10)
is always less than
1, with the values of the ratios being on average of O(10−1) for
FT
Ftot
T
(0.01)
FT
Ftot
T
(10)
22 and O(1) for
21The ratios
F
Ftot
(0.01)
F
Ftot
(10)
, being the quotient of non-dimensional ratios, are also non-dimensional quantities.
22With the exceptions of τ= 1√
10
, RS=-10−5, with an average of 0.687, τ=0.5, RS=-10−5, with an average
of 0.628, and τ=0.8, RS=-2×10−5, with an average of 0.666.
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FS
Ftot
S
(0.01)
FS
Ftot
S
(10)
23
.
These results are in accordance with the characteristics of σ ≪1 and σ ≫1 systems
discussed in Section 3 of Chapter 3: with the exception of of the τ=0.01, σ=0.01 non-
overturned systems, all of the Prandtl/Schmidt number 0.01 fingers systems we have com-
puted and analyzed are simultaneously σS24≪1 systems, and so, it is to be expected that
the transport of both T and S is more driven by diffusive effects than in the corresponding
Prandtl/Schmidt number 10 systems, since diffusion is favoured over convection for both
agents.
5.4.5 Conclusions
When considering F tot(t) ∼ F (t), the relative error for the approximation is:
∣∣∣∣F tot(t)− F (t)F tot(t)
∣∣∣∣ =
∣∣∣∣1− F (t)F tot(t)
∣∣∣∣ (5.20)
≥1−max
∣∣∣∣ F (t)F tot(t)
∣∣∣∣
=1− F
F tot
Using the majorants defined in 5.18 and 5.19 to derive optimistic proxies for the relative
error we conclude that, even if the time dependent nature of the fluxes of T and S is not
accounted for, the advective flux may not be a reliable estimator for the total flux of the
agents. Although the advective component of the flux may be considered a reasonable
estimate for the total flux of S in many supercritical Prandtl/Schmidt number 10 finger
systems, and even for the total flux of T in systems whose defining parameters lie in regions
of the parameter space that contain ”plateau” intervals where F tot ∼ F , it is not in general
an accurate estimate in Prandtl/Schmidt number 0.01 systems, in systems with low absolute
values of RS , in systems with high values of Rρ or any system with weak vertical velocity
23With the exceptions of τ=0.5, RS=-2.5×10−4, with an average of 0.476, and τ=0.8, RS=-10−5, with an
average of 0.397.
24With σS being the Prandtl/Schmidt number corresponding to the slow diffusing agent S.
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fields.
If the patterns of dependence of F
F tot
on Rρ are mainly conditioned by the values of the
parameters describing the characteristics of the fluid, σ and τ , the presence or absence of
”plateau” intervals of Rρ on the other hand correlates with the absolute value of RS and
the type of the finger regime. ”Plateau” intervals of Rρ for which FTF totT ∼ 1 are associated
with high absolute values of RS and the predominance of the convecting layers mecha-
nism, while ”plateau” intervals for which FT
F totT
∼ 0 correspond to systems with the general
characteristics of salt-fountains.
Our simulations have also revealed other patterns of vertical transport of the substances
other than the classical advection of T versus sideways dissipation of S once we move out of
the traditional setting for oceanic salt-fingers25 , with systems where significant advection
of both agents occurs during specific periods of the life cycle and systems where the finger-
ing process is only marginally more efficient than diffusion as a mechanism for the vertical
transport of T and S. The enhanced advection of the faster diffusing agent T is possible if
and when strong vertical velocity fields are active during the fingering process, normally
during the initial stages of cycles and typically in Prandtl/Schmidt number 10 systems with
values of τ of O(10−1) to O(1) and Rρ ∼1. J. Stuart Turner has referred the presence
of significant advection of T as a feature of some of the salt/sugar laboratory experiments
described in [56]. The vertical transport of S, the slower diffusing agent, tends to be dom-
inated by diffusion in systems with high values of Rρ, especially if τ is of O(10−1) to
O(1), and in Prandtl/Schmidt number 0.01 systems. This result is in line with the patterns
of sideways diffusion of the agents discussed in Section 4.5, substantial sideways dissipa-
tion and vertical transport of the agents through diffusion is a feature of systems where the
convecting layers mechanism is seldom activated, characterized by weak vertical velocity
fields and long periods of transit of the fluid across the finger interface.
It can be safely assumed that F totS (t) ∼ FS(t) for convecting layers systems and weak-
convecting layers systems with active convective layers during the stage of linear expansion
of the finger structure of the initial cycle of the life cycle, which validates the postulates of
Linden’s hypothesis on the relation between the advective flux of S and the height of the
25σ ≫1 systems with τ ∼0 and Rρ ∼1.
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finger structure introduced in [91] and discussed in Subsection 3.2.1: the bulk of the vertical
transport of S is due to advection, with very little contribution from diffusive effects.
As a final remark in this section we would like to point out a feature of the σ=10, τ=0.01
systems with low values of Rρ we have analyzed: while F totS ∼ FS even for values of Rρ of
O(102), FT decreases very sharply as a function of Rρ for values of Rρ of O(1), see Figure
5.7. This result is in line with the ones reported in the literature regarding an abrupt change
in patterns and trends of dependency of the flux ratio on the buoyancy ratio as Rρ →1 in
thermohaline finger systems26.
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Figure 5.7: F
F tot
as a function of Rρ for σ=10, τ=0.01 and RS = −5× 104
5.5 Patterns of Vertical Transport
In Chapter 3 we have analyzed the temporal evolution of different salt finger systems and
concluded that fingering is a dynamic process. Given the previously discussed results, it
should not come as a surprise that the vertical transport of the agents should also be a
time-dependent process with features that change throughout the life cycles.
According to Stern’s classical salt finger theory it is to be expected that S is going to
be advected and T diffused laterally, with the assumption of FS ∼ F totS being generally
met throughout most of a system’s life cycle. However the rationale behind the classical
26See section 5.2.
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formulation does not take into account that variations in magnitude of the vertical velocity
field and extent of the transit period of the fluid through the finger structure can influence
the overall dynamics of the vertical transport of the substances.
In all of the Prandtlt/Schmidt number 10 simulations where it was possible to record a
complete life cycle we have detected a similar pattern of evolution of the advective fluxes
of T and S in each sub-cycle of the life cycles: the advective fluxes increase during the
first stage of the cycle when the system is actively releasing the potential energy stored
in the S stratification and the scale of vertical velocity increases, and decrease during the
final stage as the kinetic energy of the system drops exponentially27. The increase of the
advective fluxes is especially pronounced during the initial cycle while the finger structure
is expanding into the top and bottom homogeneous layers, and in multi-cycle life cycles a
general trend of decrease is clear, with the magnitude of the advective fluxes diminishing
from cycle to cycle28. Although variations in advective flux of T and S correlate with
variations in the magnitude of the vertical velocity field, the patterns of temporal evolution
of the fluxes is not equal, with the T advective flux always decreasing faster and earlier than
the S advective flux. Although this feature can be barely noticeable in systems with high
values of Rρ29 and/or τ of O(1)30, in systems with τ ≪1 and low values of Rρ it is even
possible to observe the advective flux of S plateauing in the vicinity of its maximum value
with the advective flux of T already decaying at at an exponential rate31.
The characteristics of the vertical transport are not only time but also parameter depen-
dent, with the advective flux dominating the process whenever the vertical velocity field is
strong enough to overcome viscous effects and the transit period of the fluid through the
finger structure is not excessively long. The advective flux dominated the vertical transport
of S during the most part of the initial, and possibly only, cycle of all the σ=10 systems with
27See Figures 5.8(a), 5.9(a), 5.10(a), 5.11(a), 5.12(a), 5.13(a) and 5.14.
28See Figure 5.14..
29See Figures 5.9(a), 5.11(a) and 5.13(a).
30See Figures 5.12(a) and 5.13(a).
31See Figures 5.8(a) and 5.10(a).
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low to mid values of Rρ we have analyzed32 and even the vertical transport of T for shorter
periods of time in systems with low values of Rρ and values of τ of O(10−1) to O(1),
providing that the absolute value of RS is sufficiently high33. The absolute value of RS
necessary to generate an advective T flux large enough to dominate the vertical transport
of the substance grows as τ diminishes, with the magnitude of the vertical velocity needing
to increase significantly and the transit period of the fluid to shorten in order to hamper the
sideways dissipation of T34. We have also recorded instances where the vertical transport
of T and S is dominated by diffusion, with little or almost no contribution from advective
effects, both in the final stages and secondary cycles of life cycles as well as throughout
the complete life-cycle in systems with high values of Rρ and values of τ of O(10−1) to
O(1)35.
In the Prandtl/Schmidt number 10 systems we have computed, the bulk of the vertical
transport of both T and S occurs during the initial cycle, when the finger structure is ex-
panding vertically, and corresponds to a period of enhanced convection sustained by the
potential energy stored in the homogeneous layer layers being released as the finger struc-
ture grows into them. Once the growth period of the finger structure is concluded and the
systems reverts to a salt-fountain stage, if it previously went through a convecting layers
or weak convecting layers stage, the evolution of the S-field is going to be confined to an
horizontal strip defined by the maximum vertical expansion of the finger structure36, with
the vertical velocity field also suffering the same constraint, which leads not only to an hor-
izontal homogenization of the fluid but also to an overall decrease in the potential energy
available to sustain the fingering process, which in turn will lead to the enfeeblement of the
vertical velocity field and the advection of the agents. As the initial cycle proceeds and the
vertical velocity scale decreases, so does the contribution of the advective flux to the total
32See Figures 5.8(c),(d) and (e), 5.9(c),(d) and (e), 5.10(c),(d) and (e), 5.12(c),(d) and (e), 5.14 and 5.16.
33See Figures 5.10(c),(d) and (e) and 5.12(c),(d) and (e).
34It is possible that there are Prandtl/Schmidt number 10 systems with τ ∼0 where the advective flux of T
dominates the vertical transport for short periods of time, however that would call for absolute values of RS
higher than the ones we have considered in our research.
35See Figures 5.11(c),(d) and (e) and 5.13 (c),(d) and (e)
36See chapter 3 and section 4.4.
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flux of the the agents, with the diffusive flux taking over the vertical transport. In systems
that undergo complementary cycles there are also periods of enhanced advection during the
first half of the cycles, when systems are once again actively releasing the potential energy
stored in the S stratification. However, the advective fluxes associated with complementary
cycles are always of a smaller magnitude than the ones associated with the the initial cycle
and the overall contribution of advection to the vertical transport of the agents always de-
creases with time after the initial maximum. All the Prandtl/Schmidt number 10 systems
that we were able to follow throughout their entire life cycles reached the final stage of
viscous decay with F tot ∼ F cond, regardless of the extent to which advection dominated
the vertical transport during the initial stages of their life cycles.
In general terms it can be said that variations in the vertical transport of S are coupled
with corresponding variations in magnitude of the vertical velocity field until the system
reaches its final stage of viscous decay, however the strength of the association diminishes
not only with time but also with Rρ, as the scale of the vertical velocity decreases and the
transit period of the fluid through the finger structure increases. Not only do these effects
allow for further diffusion of S, but also the increased sideways dissipation of the agents en-
feebles the activation of the salt-fountain mechanism37. Reciprocally, the vertical transport
of T is mostly carried on by diffusion, except for periods when the vertical velocity field
is strong enough and/or the transit period of the fluid short enough to ensure the advection
of both agents, typically during the early stages of the initial cycle in systems with τ of
O(10−1) to O(1) and low values of Rρ.
Amongst the Prandtl/Schmidt number 10 systems we have recorded, the most dissimilar
patterns of vertical transport can be found in systems with τ=0.01 with F totT ∼ F condT and
F totS ∼ FS throughout a significant part of the initial cycle all over the entire 1≤ Rρ ≤ 300
range38.
In the τ of O(10−1) to O(1) systems with low values of Rρ and high absolute values of
RS we have computed, F totS ∼ FS for a significant part of the initial cycle. Both FTF totT and
FS
F totS
plateau near their maximum values, but the beginning of the decrease of FT and the
37See section 4.5.
38See Figures 5.8 and 5.9.
Chapter 5. Vertical Transport of T and S 155
taking over of the total flux of T by F condT always precede those of S39. As τ increases so
does the plateau period of FT
F totT
comparatively to the one of FS
F totS
40
. In all the systems with
0.1≤ τ ≤0.8 the patterns of vertical transport become more similar as Rρ increases and
the total fluxes become more and more diffusion-dominated, being practically identical for
high values of the buoyancy ratio41. We have not run any simulations for systems with high
values of Rρ in the σ=10,τ=0.01 parameter subspace, but it is likely that a similar trend
to the one observable in systems with higher values of τ is also present and the vertical
transport of both agents becomes more similar and diffusion dominated as Rρ increases
into high values.
A counter-intuitive trend of dependence of the vertical transport of the substances on τ
manifests as the absolute values of RS grow, with the patterns of transport of T becoming
more and more similar to those of S as τ →1 while the vertical transport of S maintains
the same general characteristics all over the τ range. For high enough absolute values of
RS and low values of Rρ, both FTF totT and
FS
F totS
have plateau periods in the vicinity of their
maximum values during the initial cycle, with FT
F totT
→ FS
F totS
and F tot → F as τ →142. As
the scale of the vertical velocity starts to decrease with time, F tot → F cond and system will
transit to its final stage of viscous decay with F tot ∼ F cond43. If a possible new cycle starts
F
F tot
may temporarily increase again as the scale of vertical velocity increases during its ini-
tial stages, but the trend of decrease of the contribution of the advective flux to the vertical
transport of the substances will carry on until the final cycle44, and the system also enters
its final stage of viscous decay with F tot ∼ F cond, in a similar fashion to systems whose
life cycles consist of a single cycle. For fixed values of RS and τ , FF tot always decreases
as Rρ grows, with FS acquiring the same characteristics as FT : the plateau periods of FSF totS
shorten until they disappear altogether and the vertical transport of S becomes diffusion
39See Figure 5.10.
40See Figures 5.17 and 5.18.
41See Figure 5.11. and 5.13..
42See Figure 5.17.
43See Figures 5.10(e), 5.12(e), 5.17 (b), (c), (d) and (e) and 5.18(d) to (p)
44See Figures 5.14, 5.15 and 5.16
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dominated45.
A trend of dependence of the vertical transport onRS is also present for Prandtl/Schmidt
number 10 systems with low values of Rρ with FTF totT →
FS
F totS
as RS increases in absolute
value46. The presence of this trend correlates with the increase of the scale of the vertical
velocity field with RS47, which benefits the advective transport of both agents.
In some specific systems, like thermohaline finger systems with low to mid values of the
buoyancy ratio, it is possible to identify a typical patterns of transport for each substance
during a cycle48: a haline type of pattern for S, with very little sideways dissipation of
the agent and F tot ∼ F for most of a cycle but decreasing towards its end, and a thermal
type of pattern for T, with significant sideways dissipation and F tot ∼ F cond. However, as
we have discussed above, systems in regions of the Prandtl/Schmidt number 10 parameter
subspace characterized by the presence of strong vertical velocity fields during the initial
cycle it is possible to find the transport of T falling into a haline pattern, and, reciprocally,
in regions of the same subspace where the salt-fountain mechanism is only able to generate
weak velocity fields, and during secondary and tertiary cycles as well, the transport of S has
the characteristics of the thermal type pattern49.These results suggest that rather than the
nature of the agents, it is the coupling between advective flux and the scale of the vertical
velocity field that determines the patterns of vertical transport in systems with σ ≫1.
Although we were not able to monitor any Prandtl/Schmidt number 0.01 systems past
the initial cycle due to the very long span of their life cycles50, but our partial results sug-
gest that the patterns of vertical transport have the same general features as the ones we
have recorded in the σ=10 parameter subspace51. There are, however, differences between
45See Figures 5.11 and 5.13
46See Figure 5.18.
47See subsection 4.3.1.
48See Figure 5.8 and 5.9.
49It is also possible to find regions in the σ=10 subspace where the vertical transport of one of the agents
has characteristics of both the thermal and haline patterns, but in general the patterns of vertical transport
tend to resemble either the thermal or the haline pattern.
50See section 3.3.
51In the case of overturned finger systems the patterns of vertical transport have the same general features
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Prandtl/Schmidt≪ 1 and Prandtl/Schmidt≫ 1 systems we have recorded, the most impor-
tant of all being that, for identical values of τ , RS and Rρ, the contribution of the diffusive
flux to the total flux of the agents is always higher in the former than in the latter52. The
dissimilarities between the two types of systems are better understood if we take into ac-
count the fact that all of our σ=0.01 systems are also σS ≤1 systems, and, reciprocally, our
σ=10 also σS ≫1 systems, which implies that, for both agents, diffusion is favoured over
convection53. Another significant difference between the Prandtl/Schmidt number 0.01 and
Prandtl/Schmidt number 10 systems we have computed is that the characteristics and evo-
lution of the patterns of vertical transport are less conditioned by the coupling between the
scales of vertical velocity and advective flux in the σ=0.01 parameter subspace. The weaker
correlation is to be expected given the results already introduced in this and previous sec-
tions of this thesis: not only are the non-dimensional velocity fields significantly weaker
than in corresponding σ=10 systems for aspect ratios of the same order of magnitude 54,
which implies longer permanence periods of the fluid in the finger structure and increased
sideways dissipation of the agents, but also the favoring of diffusion over convection of the
agents leads to an increase in the contribution of the convective flux to the vertical transport.
The correlation between patterns of vertical transport and the coupling between the
scales of vertical velocity and advective flux being much stronger in our Prandtl/Schmidt
number ≫1 than in Prandtl/Schmidt number≪1 systems is a result that complements the
ones relating the lateral variation of the agents and scale of vertical velocity discussed in
subsections 4.5.1 and 4.5.2: the patterns of dependence of ∂S
∂x
wall
on Rρ suggested a corre-
lation between the sideways dissipation of S and the scale of vertical velocity in systems
in the σ=10 subspace, while in the σ=0.01 subspace, the patterns of dependence on Rρ re-
flected instead a correlation between sideways dissipation and aspect ratio of the systems.
as the ones observed in σ=10 systems once the overturning is completed and the fingering process restarts.
52See Figure 5.19. and Section 5.4.
53See sections 3.3. and 4.5.
54See sections 4.3 and 4.4
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Figure 5.8: Normalized fluxes and ratios of advective versus total flux as functions of t for
σ=10,τ=0.01, RS = −5× 104, Rρ=5
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Figure 5.9: Normalized fluxes and ratios of advective versus total flux as functions of t for
σ=10,τ=0.01, RS = −5× 104, Rρ=300
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Figure 5.10: Normalized fluxes and ratios of advective versus total flux as functions of t
for σ=10,τ=0.1, RS = −2.5× 104, Rρ=2
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Figure 5.11: Normalized fluxes and ratios of advective versus total flux as functions of t
for σ=10,τ=0.1, RS = −5× 104, Rρ=25
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Figure 5.12: Normalized fluxes and ratios of advective versus total flux as functions of t
for σ=10,τ=0.8, RS = −105, Rρ=1.05
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Figure 5.13: Normalized fluxes and ratios of advective versus total flux as functions of t
for σ=10,τ=0.8, RS = −105, Rρ=1.25
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Figure 5.14: Normalized advective and totalfluxes as functions of t in a multi-cycle life
cycle, σ=10,τ= 1√
10
, RS = −2.5× 104, Rρ=3
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Figure 5.15: Normalized conductive and total fluxes as functions of t in a multi-cycle life
cycle, σ=10,τ= 1√
10
, RS = −2.5× 104, Rρ=3
5.5 Patterns of Vertical Transport 166
0.0 0.5 1.0 1.5 2.0 2.5
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
t
(a) FT
F tot
T
(—) and FS
F tot
S
(...): Initial Cycle
5 10 15 20
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
t
(b) FT
F tot
T
(—) and FS
F tot
S
(...): 2nd and 3rd Cycles
0 5 10 15 20
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
t
(c) FT
F tot
T
(—) and FS
F tot
S
(...)
Figure 5.16: Ratios of advective versus total flux as functions of t in a multi-cycle life cycle,
σ=10,τ= 1√
10
, RS = −2.5× 104, Rρ=3
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Figure 5.17: FT
F totT
(—) and FS
F totS
(...) as functions of time for σ=10, RS = −5 × 104, Rρ=1
finger systems.
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Figure 5.18: FT
F totT
(—) and FS
F totS
(...) as functions of time for σ=10,Rρ=1 finger systems.
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Figure 5.19: Normalized fluxes and ratios of convective versus total flux as functions of t
for σ=0.01 and σ=10, τ= 1√
10
, RS = −5× 104, Rρ=2 finger systems
5.6 Patterns of Evolution of the Nusselt/Sherwood Number Ratios 170
5.6 Patterns of Evolution of the Nusselt/Sherwood Number Ratios
After describing the patterns of vertical transport in the previous section we are now go-
ing to analyze the qualitative aspects of the process. Although it is a somewhat common
practice to consider the advective flux ratio as a proxy to evaluate the imbalance in vertical
transport of the agents55, we have opted to define a dimensionless quantity derived from
the total flux ratio for the same purpose. Although the advective flux ratio can be a reliable
estimator for the unbalance in vertical transport in systems with low values of Rρ during
periods when F tot ∼ F 56, it becomes less and less reliable as Rρ grows into mid to high
values57 and as the life cycle proceeds. According to our models, although the convective
flux ratio tends to be more stable and vary significantly less than the total flux ratio, it also
tends to underestimate the latter and not provide enough information regarding variations
in vertical transport.
In the σ=10 parameter subspace we are going to define, for the ith cycle of the life
cycle:
maxi
NT
NS
=maxi
NT
NS
(σ, τ, RS, Rρ) = maxt∈Ii
NT
NS
(t) (5.21)
mini
NT
NS
=mini
NT
NS
(σ, τ, RS, Rρ) = mint∈Ii
NT
NS
(t) (5.22)
With NT
NS
=τ
F totT
F totS
corresponding to the ratio of the Nusselt/Sherwood numbers values defined
in (5.17) and Ii to the duration of the ith cycle. As we will later discuss in this section, there
is only one minimum and one maximum of NT
NS
in each of the component cycles of a life
cycle58, and, as such, there is no ambiguity in the definitions of maxi NTNS and mini
NT
NS
. The
extrema were calculated by means of 5th degree polynomial interpolations.
55See sections 5.1. and 5.2.
56See Figure 5.25 (a).
57See Figures 5.25 (b) and (c).
58See Figure 5.26.
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We are also going to define, for both the σ=10 and the σ=0.01 parameter subspaces:
max
NT
NS
=maxt∈I1
NT
NS
(t) (5.23)
min
NT
NS
=mint∈I1
NT
NS
(t) (5.24)
In the σ=10 parameter subspace maxi NTNS ≥ maxj
NT
NS
and mini NTNS ≤ minj
NT
NS
for
every i ≤ j, and maxNT
NS
and minNT
NS
do correspond to the maximum and minimum of the
maxima and minima of NT
NS
attained during sub-cycles of a life cycle.
We have observed a consistent pattern of evolution of NT
NS
in all the Prandtl/Schmidt
number 10 systems we have monitored, with v(rms), the proxy for kinetic energy, and the
ratio of the Nusselt/Sherwood numbers being in counter-cycle during most of a system’s
life cycle 59 and decreasing in tandem once the final stage of viscous decay60 is reached.
NT
NS
decreases as v(rms) grows during the early stages of the initial cycle, attaining a min-
imum as v(rms) peaks, and grows as v(rms) decreases during the later stages of the cycle,
reaching its maximum value at the end of the cycle as vrm(s) reaches its minimum for the
cycle. If the life cycle is composed of a single cycle, then both v(rms) and NT
NS
will carry
on decreasing, decaying exponentially once the system transits to the final stage of viscous
decay61. If the life cycle encompasses several cycles, NT
NS
and v(rms) will carry on oscillat-
ing in counter cycle between successive minima and maxima62 until the stage of alternation
of cycles is over63 and the systems enters the stage of viscous decay with v(rms) and NT
NS
decaying exponentially as happens in systems with single cycle life cycles.
Although, as we have mentioned before, we were never able to record complete life
cycles in the σ=0.01 parameter subspace, our partial results suggest that NT
NS
and v(rms)
can also be described as evolving counter-cyclically in non-overturned finger systems64
59See Figure 5.26.
60See subsection 3.2.2.
61See Figure 5.26 (a)
62See Figures 5.26(b) and 5.26(c).
63See subsection 3.2.3.
64See Figure 5.27.
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and in overturned finger systems once the fingering process restarts after the overturning is
concluded65, at least during the initial cycle. However, in the Prandtl/Schmidt number 0.01
systems we have monitored, minNT
NS
tends to precede the local maxima of v(rms), unlike
the Prandtl/Schmidt number 10 systems where the extrema coincide, and v(rms) and NT
NS
are slightly out of phase.
If we look at NT
NS
as a scaling of the total flux ratio by the Lewis number66, our results
in the σ=10 parameter subspace suggest that in systems with Prandtl/Schmidt number ≫1
the scale of the vertical transport of S grows relatively to the scale of the vertical transport
of T whenever a fingering system is able to convert the potential energy stored in the S-
stratification into kinetic energy. Conversely, when a system is unable to expand further
into the homogeneous layers above and below and/or is no longer able to release poten-
tial energy from the S-stratification efficiently, the vertical transport of the agents becomes
more balanced and the vertical transport of T may even exceed that of S. Our partial results
obtained in the σ=0.01 parameter subspace suggest that the same principle applies even
in systems that are simultaneously σ and σS ≤1, i.e., systems where the advection of the
agents should not, in theory, dominate the vertical transports and only a very weak asso-
ciation between the scale of vertical velocity and total flux was to be expected. However,
given that we were not able to follow any life cycles beyond the initial cycle, it is impos-
sible to predict if an inverse correlation between NT
NS
and v(rms) will hold in hypothetical
secondary cycles of σ ≪1 systems.
Looking at NT
NS
as the ratio of two Nusselt/Sherwood numbers, we can interpret it as a
proxy to measure the relative efficiency of the vertical transport processes of the two agents.
It follows from our collected results that an increase in the release of potential energy from
the S stratification leads to an increase in the efficiency of the vertical transport of S when
compared to that of T, even in systems and periods of a life cycle in which the advective flux
of T contributes substantially to the vertical transport. Reciprocally, as a system loses the
capacity to effectively convert potential into kinetic energy, the efficiency of the vertical
transport of S when compared to that of T decreases, even in systems and periods of a
65See Figure 5.28.
66See (5.17).
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life cycle in which the total flux of S is mainly driven by diffusive effects and substantial
sideways diffusion of both agents occurs.
5.7 Extrema of NTNS
5.7.1 Minima of NTNS
Analyzing our collected Prandtl/Schmidt number 10 simulations we found out that NT
NS
is
in counter cycle with not only v(rms), the proxy for kinetic energy, but also with the ratio
of the advective flux versus total flux of S, FS
F totS
67
. The same result holds in σ=0.01 non-
overturned systems68, and also in overturned systems once the overturning is complete
and the fingering process restarts69. From these observations follows that, during the ith
cycle of the life cycle, not only is mini NTNS attained during a period of optimal conditions
for the advective transport of S, which translates into the relative efficiency of the vertical
transport of S when compared to the of T being at a maximum, but also into a maximum
of the unbalance of the vertical transport of the agents. This effect is more acutely felt
in systems with low values of the Lewis number, low values of Rρ and/or σ ≫170, but
is, nevertheless, universally present all over the regions of the parameter space we have
explored.
One of the most relevant characteristics of salt-fingering as a mixing process is that due
to its typically unbalanced vertical transport of the agents, is a non isopycnic process that
leaves behind, once it is finished, a stratification of the fluid that it is stabler than the initial
one, see [132]. The advective flux ratio is traditionally the proxy of choice to evaluate how
unbalanced the vertical transport is71, however, since according to our results the diffusive
67See Figure 5.29.
68See Figure 5.30.
69See Figure 5.31.
70Generally in systems and during periods of the life cycle in which the total flux of S is dominated by its
advective component.
71 The advective flux ratio is commonly assumed to be constant or almost constant after an initial period
of adjustment of the system, which, together with the assumption that the the contribution of diffusion to
the total flux of the agents is negligible, justifies its usage as a good proxy to evaluate the unbalance in the
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component of the total flux can not safely be ignored and also that the total flux ratio is a
time dependent quantity, we have opted to consider instead minNT
NS
as a means to compare
the unbalance in vertical transport in systems with the same value of the Lewis number. We
have chosen minNT
NS
as a proxy to evaluate and compare the imbalance in vertical transport
based in the characteristics mentioned in the paragraph above: in systems with the same
value of τ it corresponds not only to an absolute minimum of F
tot
T
F totS
but also to a maximum
of the contribution of the advective flux to the total flux of S.
5.7.2 Minima of NTNS in Multi-Cycle Finger Systems.
Considering the variation of NT
NS
in the Prandtl/Schmidt number 10 multi-cycle finger sys-
tems we have recorded:
mini
NT
NS
≤ minjNT
NS
, ∀i ≤ j (5.25)
with the differences between the magnitudes of minima corresponding to subsequent cycles
decreasing as the life cycle proceeds72.
This trend of decrease in variation is likely to be explained by both the progressive
vertical homogenization of the fluid in the horizontal ”strip” mixed by the finger system and
also by the overall decrease with time of the scale of vertical velocity and the consequent
enfeeblement of the advective component of the total flux, an effect that is more pronounced
when considering the vertical transport of S when compared to the vertical transport of T.
5.7.3 Parameter Dependence of minNTNS
To evaluate the parameter dependence of NT
NS
we have resorted to the type of methodology
described in Chapter 4 and Section 5.4: after estimating the minima by means of a 5th
degree interpolant polynomial we have considered fixed values of σ, τ and RS and fitted
the pairs (Rρ,minNTNS (Rρ)) with linear and quadratic trendlines calculated using the least
squares method [86]. We have considered a good nth degree fit a nth degree polynomial
vertical transport of the agents.
72See Figures 5.26(c), 5.29(c), and 5.32(c).
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trendline fitting at least n+1 points with R2, the associated coefficient of determination,
higher than 0.99. The relevant results for this subsection are summarized in tables and
scatter plots that can be found in section 1 of Appendix I.
Based on our simulations we can conclude that, in non-overturned finger systems, for
fixed values of σ, τ and Rρ, minNTNS =min
NT
NS
(RS) decreases as a function of the abso-
lute value of RS , with the rate of decrease diminishing markedly as the magnitude of the
Rayleigh number grows. The trend of decrease of minNT
NS
seems to reflect the the trends of
increase of F
F tot
and scale of vertical velocity with the absolute value of RS73, which is to
be expected since, as we have previously discussed, the maximum imbalance in the vertical
transport of the agents occurs during periods when the contribution of the advective flux to
the total flux is at its highest and the advection enhanced vertical transport of S is mostly
favored over the vertical transport of T.
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Figure 5.20: Normalized minNT
NS
and 1
Re
as functions of Rρ in σ=10, τ= 1√10 and RS=−105
finger systems.
We can also conclude that, for fixed values of τ ,RS andRρ,minNTNS (0.01)≫ min
NT
NS
(10),
which, once again, it is to be expected given the fact that the contribution of diffusion to
the vertical transport of the agents in σ ≪ 1 systems is greater than in the corresponding
σ ≫ 1 systems, regardless of whether a system is overturned during the initial stages of the
life cycle or not.
73See subsections 4.3.1 and 5.4.1.
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Figure 5.21: Normalized minNT
NS
and 1
Re
as functions of Rρ in σ=0.01, τ= 1√10 and
RS=−105 finger systems.
In all of our σ ≫ 1 systems and also in σ=0.01 systems with values of RS for which
no overturning occurs, minNT
NS
increased as a function of Rρ for fixed values of the Lewis
and Rayleigh number, with minNT
NS
(Rρ) presenting a quadratic dependence on Rρ in the
vicinity of each point. In these regimes the quadratic functions are always concave up.
In the σ ≪ 1 systems we have recorded it can generally be said that minNT
NS
increased
as a function of Rρ, however this trend of dependence can be reversed in systems with the
same values of τ and RS in the vicinities of values of Rρ after which the overturning of
systems occurs, with the break of the decrease trend being more noticeable in systems with
high absolute values ofRS and small values of τ . Outside the vicinities of points of overturn
there are three distinct patterns of quadratic increase of minNT
NS
as a function of Rρ in the
vicinity of each point: as a concave up quadratic function of Rρ in non-overturned finger
systems, as an almost linear function in a mid-range region of overturned finger systems
with medium to high values of Rρ, and on as a quadratic concave down function in a final
”tail” of high values of Rρ. The region of overturned finger systems with minNTNS ∼ Rρ
was absent in the τ= 1√
10
and τ=0.5 parameter subspaces, and it is possible that it is only
present for higher absolute values of RS than the ones considered in our simulations or that
it is a feature of σ ≪ 1 finger systems with values of τ ∼0.
Earlier in this section we have explored the connections between the advective transport
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of the agents and minNT
NS
, especially between the convective flux of S and the minima of
the ratio of the Nusselt numbers, and as such, we would be expecting to find some form of
correlation between the parameter dependence of the scale of vertical velocity and minNT
NS
or at least between the ratio of advective versus total flux and minNT
NS
. Our collected results
support the hypothesis of a coupling between the scale of vertical velocity and the magni-
tude of minNT
NS
in regimes where the fingering process dynamics is dominated by advective
effects, namely in σ=10 convecting layers systems. In regions of the parameter space where
advection is favored over diffusion as the driving agent of the fingering process the local
dependance of minNT
NS
on Rρ is similar to that of 1Re , with both quantities increasing locally
as functions of Rρ as quadratic concave up functions. As one moves away to regions of
the parameter space where the importance of diffusion as a driving agent of the fingering
process increases, the strength of the association between minNT
NS
and 1
Re
decreases and
the trends of local dependance on Rρ diverge. In regions of the parameter space where
the fingering process is diffusion dominated, namely in σ=0.01 salt fountains, the coupling
between the local patterns of dependence of minNT
NS
on Rρ and those of 1Re becomes less
obvious. To evaluate the strength of the inverse correlation we have fittedminNT
NS
as a linear
function of 1
Re
. In the Prandtl/Schmidt number 10 parameter subspace we have considered
two types of linear dependence for fixed values of τ and RS: globally, covering entire Rρ
ranges with the exclusion of systems confined to the initial interface, and, locally, in ranges
of the type Rρ0 ≤ Rρ ≤ Rρ1, with 1 ≤ Rρ0 < Rρ1. In the Prandtl/Schmidt number 0.01
parameter subspace we have considered the same two types of linear dependence while
subdividing the systems in overturned and non-overturned, excluding from the analysis the
vicinities of the values of Rρ where systems change from non-overturned to overturned.
The relevant results for this subsection are summarized in tables that can be found in Ap-
pendix J. The values of R2, the coefficient of determination, we have obtained for the linear
fittings are typically higher than 0.9 for the local fittings74 and typically higher than 0.95
for the global75.
74Except for σ=10,τ=0.01, RS=-5×104 and 1≤ Rρ ≤10, with R2=0.8891 and the overturned finger
systems in the range σ=0.01,τ= 1√
10
, RS=-5×104 and3.5≤ Rρ ≤4.5, with R2=0.8968.
75Except for σ=10,τ=0.8 and RS=-2×105, with R2=0.9472; non-overturned systems in σ=τ=0.01 and
RS=-104, with R2=0.9412; and overturned finger systems in σ=0.01, τ= 1√10 and RS=-5×104, with
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However, even in regions of the parameter space where the patterns of parameter de-
pendence differ, the trends of increase and decrease of minNT
NS
are symmetric to those of
F
F cond
and those of the scale of vertical velocity, which is consistent with our hypothesis
of a correlation between the minima of the Nusselt numbers ratio, unbalance in vertical
transport of the agents and contribution of the advective flux to the overall flux of T and
S. The fact that the local parameters of dependence between minNT
NS
and 1
Re
diverge as we
move closer to the critical boundary is probably explained by the presence of correlations
between the minima of NT
NS
and the scales of both vertical velocity and advective versus
total flux ratio, instead of just a correlation between the minima and a single one of these
factors.
5.7.4 Maxima of NTNS
In the last section we have argued for the existence of a connection between the magnitude
of minima of NT
NS
and the magnitude of the unbalance in vertical transport of T and S, with
the two quantities being inversely correlated, and in this section we are going to explore
a correspondence between the magnitude of the maxima of NT
NS
and the efficiency of the
fingering process as a vertical transport mechanism. The relationship between the scales
of magnitude of the extrema of NT
NS
is counter-intuitive: we expected the scale of the ratio
of the Nusselt numbers to be a function of the defining parameters of the model and sim-
ilar parameters of growth and decrease to be found in the extrema, but found instead that
for systems with the same values of the Lewis number, the magnitudes of corresponding
extrema of NT
NS
correlate inversely.
As we have described previously in sections 5.6 and 5.7, NT
NS
is in counter cycle with
both v(rms), the proxy for kinetic energy, and with the ratio of the advective flux versus
total flux of S, FS
F totS
. The maxima of the ratio of the Nusselt numbers correspond to minima
of release of kinetic energy by the finger system and maxima of the contribution of the
advective to the total flux. Under these circumstances the vertical transport of T is greatly
favored when compared to that of S, and this effect is more acutely felt the lower the value
of the Lewis number of the system. We have also shown that before a system reaches its
R2=0.9463.
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final stage of viscous decay, the maxima of NT
NS
occur at the end of each of the composing
cycles of the life cycle, and always after the corresponding minima of NT
NS
.
At the end of a composing cycle of the life cycle, when the contribution of the diffusive
flux to the total flux of the agents is at its highest, we can assume that:
NT
NS
= τ
F totT
F totS
(5.26)
∼ τ F
cond
T
F condS
=
∂T
∂z
1/2
∂S
∂z
1/2
(0, t)
As we have seen in Chapter 3, at the end of each cycle the finger systems reverts to a
salt-fountain stage with linear or quasi-linear vertical profiles of the agents across the initial
finger interface76, and so, it follows from (5.26) that, near the time the maximum of NT
NS
for
a given cycle is attained:
NT
NS
=
∂T
∂z
1/2
∂S
∂z
1/2
(0, t) (5.27)
∼ mT
mS
(t)
With mT and mS corresponding to the slopes of the linear profiles of T and S across the
initial finger interface77.
Since the height of the initial finger interface is a constant and does not change with
time, (5.27) reduces to:
NT
NS
∼ ∆T
1/2
∆S
1/2
(t) (5.28)
With ∆T 1/2 and ∆S1/2 corresponding to the variations in the horizontal average over a half
76See Section 3.2 and Figures 3.19 and 3.21
77The initial finger interface is always included in the finger structure and during a salt-fountain stage we
can assume that the finger structure is reduced to the finger interface with ∂∂z
1/2
(0, t) ∼ m(t).
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cell of the agents across the height of the initial finger interface.
Since both ∆T 1/2 and ∆S1/2 are being measured in two equidistant points to the mid-
plane and in salt-fountains during a period when the vertical transport of the agents is
mainly due to diffusive effects, we expect these quantities to be proportional to the varia-
tions of the agents across adjacent fingers at the mid-plane. And since under these circum-
stances the fingering process is driven mostly by diffusion, for systems with values of the
Prandtl/Schmidt number of the same magnitude we also expect that the variations across
adjacent fingers to be considerably more conditioned by the value of τ than by the values
of RS and Rρ.
And so, for systems with the same value of σ and during the periods when maxima of
NT
NS
are attained:
NT
NS
∼ fT (τ)
∂T
∂x
(1/2, 0)
fS(τ)
∂S
∂x
(1/2, 0, t) (5.29)
∼ fT
fS
(τ)
∂T
∂S
(1/2, 0, t)
With fT and fS being functions of τ that correlate the variations of the horizontal aver-
age over a half cell of the agents across the height of the initial finger interface with the
corresponding variations across adjacent fingers at the mid plane.
From (5.29) we can extract a correlation between the scale of maxNT
NS
and the maxi-
mum of ∂T
∂S
(1/2, 0, t)=∂T
∂S
wall
, as defined in (4.19), in systems with the same values of the
parameters that characterize the fluid, σ and τ :
max
NT
NS
∼ ∂T
∂S
wall
(5.30)
It is also possible to establish another correlation between maxNT
NS
and another of the
quantities analyzed in Chapter 4, the aspect ratio A.
From (5.27) follows that at the end of each of the composing cycles of a life-cycle,
when the maxima of the ratio of the Nusselt numbers are attained:
NT
NS
∼ − 1
mS(t)
(5.31)
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Since at the end of each of the cycles the system is in a salt-fountain stage with no convect-
ing layers and linear or quasi linear profiles of S1/2, the vertical gradient can be estimated
as:
mS ∼ ∆S
H(t)
(5.32)
with ∆S=-1 being the difference between the values of S in the upper and bottom homo-
geneous layers and the H(t) being the height of the system at the time t78.
And from (5.31) and (5.32) we extract the correlation:
max
NT
NS
∼ maxH(t) (5.33)
∼ A/2
with A= 2maxH(t) being the aspect ratio of the system as defined in (4.16).
We can also deduce the presence of a correlation between NT
NS
and A basing our reason-
ing in the physics of salt-fingering. As we have previously discussed, the maxima of NT
NS
are attained at the end of the composing cycles of a life cycle, when the contribution of the
diffusive flux to the total flux is at its highest and the contribution of the convective flux at
its lowest, and for the value of maxNT
NS
to increase, the contribution of the convective flux
to the vertical transport of the agents has to decrease, thus benefiting the vertical transport
of T relatively to that of S. Conversely, for the value of maxNT
NS
to decrease, the contribu-
tion of the convective flux to the vertical transport of the agents has to increase, favouring
the vertical transport of S relatively to that of T. And so, we can conclude that the value of
maxNT
NS
should inversely correlate with the available potential energy stored in the system
at the end of the first, and eventually only, composing cycle of the life cycle, i.e., with how
much potential energy is left in store that can be turned into kinetic energy by means of the
salt-fountain mechanism.
We can assume that at the end of a cycle, with the system in a salt-fountain stage and
with F tot ∼ F cond, the potential energy available at the vicinity of the mid-plane can be
78For the definition of H(t) see (4.14)
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estimated by measuring a Rayleigh number [100] defined as:
R
S
1/2(t) =
gα∆S
1/2
(t)L3
KTν
(5.34)
with ∆S1/2(t) being the jump in S1/2 measured across the height of the vertical region
corresponding to the initial finger interface at the time t and the remaining parameters as
defined in subsection 2.1.1.. Note that for t=0, R
S
1/2=RS .
At the end of the first cycle we can also assume that the horizontally averaged profiles
of S can be treated as linear functions of z across the vertical region corresponding to the
initial finger interface79 and so:
∆S
1/2
(t) ∼ {S1/2(−L/2)− S1/2(L/2)} (t) (5.35)
∼ L.mS(t)
Since at the same period, with the finger structure reduced to the finger interface, mS ∼
∆S
H(t)
with H(t) being the height of the finger structure at the time t.
It follows from (5.34) and (5.35) that:
R
S
1/2(t) ∼ ∆S1/2(t) (5.36)
∼ L. ∆S
H(t)
∼ ∆S
A(t)
with A(t) being the aspect ratio of the system, 2H(t)
L
, at the time t.
We have argued above that maxNT
NS
and the available potential energy in the system at
the end of a cycle should correlate inversely, and so, from (5.36) we conclude that:
max
NT
NS
∼ A
∆S
(5.37)
79See sections 3.2 and 3.3
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5.7.5 Maxima of NTNS in Multi-Cycle Finger Systems.
For the Prandtl/Schmidt number 10 multi-cycle finger systems we have computed:
maxi
NT
NS
≥ maxjNT
NS
, ∀i ≤ j (5.38)
with the differences between the magnitudes of maxima corresponding to subsequent cy-
cles decreasing as the life cycle proceeds 80.
This trend of decrease in variation can be explained by the decrease in the efficiency
of the salt fountain and convecting layers mechanisms as the life cycles unravel81, with the
ratio of the Nusselt numbers following the overall trend of decrease with time of ∂T
∂S
wall
described in Section 4.5.
5.7.6 Parameter Dependence of maxNTNS
As in the previous sections of this chapter, we have evaluated the parameter dependence
of maxNT
NS
resorting to a methodology based on polynomial interpolation and least squares
fitting: after estimating the minima by means of a 5th degree interpolant polynomial we
have considered fixed values of σ, τ and RS and fitted the pairs (Rρ,maxNTNS (Rρ)) with
linear and quadratic trendlines[86]. We have considered a good nth degree fit a nth degree
polynomial trendline fitting at least n+1 points with R2, the associated coefficient of de-
termination, higher than 0.99. The relevant results for this subsection are summarized in
tables and scatter plots that can be found in section 2 of Appendix I.
According to our collected results, in non-overturned finger systems, for fixed values of
σ, τ andRρ, maxNTNS =max
NT
NS
(RS) increases as a function of the absolute value ofRS , with
the rate of increase diminishing markedly as the magnitude of the Rayleigh number grows.
The trend of increase of maxNT
NS
with the absolute value of RS possibly correlates with
similar trends of increase observed in ∂T
∂S
wall
and in the aspect ratio of the finger systems82,
80See Figures 5.26(c), 5.29(c), and 5.32(c).
81See Chapter 3
82See subsections 4.5.3 and 4.4.1.
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which is in accordance with the hypotheses exposed in subsection 5.7.4..
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Figure 5.22: Normalized minNT
NS
, A and ∂T
∂S
wall
as functions of Rρ in σ=10, τ= 1√10 and
RS=−105 finger systems.
We could not record the maxima of NT
NS
for the majority of the σ=0.01 systems we have
computed. However, in the ones where we were able to record the values of maxima of NT
NS
,
we have observed that for fixed values of τ , RS and Rρ, maxNTNS (0.01) ≪ max
NT
NS
(10).
Given that maxNT
NS
correlates with the efficiency of the fingering process as a transport
mechanism, which, unlike the imbalance in vertical transport of the agents, is not neces-
sarily enhanced by the preponderance of advection over diffusion83, we have no way of
83Our simulations suggest that comparable convecting-layers type systems are more efficient if the Prandtl
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knowing if maxNT
NS
(0.01) ≪ maxNT
NS
(10) is globally satisfied in systems with the same
values of τ , RS and Rρ.
In all of our σ ≫ 1 systems and also in σ=0.01 non-overturned finger systems whose
values of maxNT
NS
we were able to compute, maxNT
NS
decreased as a function of Rρ for
fixed values of the Lewis and Rayleigh number, with maxNT
NS
(Rρ) presenting a quadratic
dependence on Rρ in the vicinity of each point. The local trends of dependence on Rρ
match those of ∂T
∂S
wall
and A: a concave down quadratic function of Rρ in an initial region
of low to mid values of Rρ corresponding to convecting layers systems where the dynamics
of the initial cycle is dominated by convection, an almost linear function in a mid-range
region corresponding to systems where diffusive and convective effects co-dominate the
dynamics of the initial cycle, and finally a quadratic concave down function in a final ”tail”
of high values of Rρ corresponding to salt-fountains. Although the graphs of the three
quantities as functions of Rρ share the same general characteristics, for low values of Rρ
the graph of maxNT
NS
is more similar to the graph of ∂T
∂S
wall
and for high values of Rρ is
more similar to the graph of A, which suggests that the correlation between maxNT
NS
and
∂T
∂S
wall is stronger in systems with low values of Rρ and the correlation between maxNTNS
and A is stronger in systems with high values of Rρ, see Figure 5.22..
The patterns of dependence of maxNT
NS
on Rρ uncovered in our simulations support
the hypothesis of a coupling between the magnitude of the maximum of the ratio of the
Nusselt numbers and both ∂T
∂S
wall
and A. To evaluate the strength of the correlations we
have proceeded as before, fitting maxNT
NS
as a linear function of both A and ∂T
∂S
wall
, the
relevant results for this subsection are summarized in tables that can be found in Appendix
K. The values of R2, the coefficient of determination, we have obtained for both the local
and global linear fittings are typically higher than 0.9584. This result is consistent since
number of the fluid is greater than 1,for comparable values of τ , RS and Rρ, diffusion driven σ=0.01 salt-
fountains have higher aspect ratios than σ=10 ones, which suggests that they are able to mix and release
potential energy over a wider horizontal ”strip”.
84The exceptions being R2=0.9346 in the local fitting of maxNTNS as a function of A for σ=10, τ=0.8,
RS=-2×105 and 1≤ Rρ ≤1.1; R2=0.9333 in the local fitting of maxNTNS as a function of ∂T∂S
wall for σ=10,
τ=0.1, RS=-5×104 and 23≤ Rρ ≤25; R2=0.9367 in the local fitting of maxNTNS as a function of ∂T∂S
wall for
σ=10, τ= 1√
1
, RS=-105 and 3.5≤ Rρ ≤4.5; R2=0.9232 in the global fitting of maxNTNS as a function of A for
σ=10, τ= 0.8 and RS=2×105; R2=0.9486 in the global fitting of maxNTNS as a function of A for σ=10, τ=
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in σ ≫1 systems, both ∂T
∂S
wall
and the aspect ratio of a system correlate directly with its
efficiency as a mechanism of vertical transport of the agents and as releaser of potential
energy stored in the S-stratification85.
5.7.7 Conclusions
Our simulations clearly point to the fact that the characteristics of the vertical transport as
well as the rates of the vertical transport of the substances are not functions of the defining
parameters of the model alone but also depend on the geometry and characteristics of the
finger systems. Factors like scale of vertical velocity, aspect ratio of the finger cells and the
presence or absence of active convecting layers above and bellow the finger-interface will
also condition the scale and the scale of the amplitude of the variations of NT
NS
during a life
cycle. Our findings are in line with the ones reported by Krishnamurti in [97] where she
described a dependance of the rates of transport on the characteristics of the finger cell such
as fluid velocity and the width of the fingers, and also on the intensity of the turbulence in
the mixed layers across the finger region. Until a system reaches the last stage of viscous
decay, the amplitude of the variation in the scale of NT
NS
seems to be mainly conditioned
by how unbalanced the vertical transport of the agents is during the periods of the life
cycle where the fingering dynamics is dominated by advective effects, and by how efficient
the fingering process is during the periods when the fingering dynamics is dominated by
diffusive effects.
Our simulations also show that if the contribution of the convective flux to the total
flux is taken into account, NT
NS
is clearly time dependent. However, the amplitude of the
variations of NT
NS
decreases with time as a system moves on from one constituent cycle
of the life cycle to the next and enters its final stage of viscous decay. The decrease in
the variations of NT
NS
is particularly noticeable after the initial cycle is concluded and the
vertical expansion of the system stops. As the systems loses its capacity to expand into the
homogeneous layers, substantially less potential energy becomes available to sustain the
fingering process, which, consequently, becomes less efficient, and the homogenization of
0.8 and RS=105.
85See Section 4.4 and Subsections 4.5.3. and 4.5.4.
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the fluid in the region corresponding to the finger structure leads to the vertical transport
becoming less unbalanced. The conjoined influence of these two effects translates into an
increase in the value of the minima and a decrease of the values of the maxima of NT
NS
as
the life cycle unravels.
In systems with identical values of σ, τ and RS , i.e., in systems where the charac-
teristics of the fluid and the quantity of potential energy stored in the S-stratification are
identical, a more unbalanced vertical transport corresponds to an increase in the efficiency
of the buoyancy driven salt-fingers mechanism, which in turn leads to an increase in the
scale of the vertical velocity and in the system’s capacity to grow into the top and bottom
homogeneous layers and tap into the potential energy stored in to the S-stratification. Under
these circumstances, to low/high values of minNT
NS
correspond high/low values of maxNT
NS
and vice-versa.
5.8 Buoyancy Flux Ratios
Since the vertical transport of T and S due to salt-fingering is typically a non-isopycnic
process, when considering real-life applications it is important to evaluate how much the
opposing contributions to density of the fast and slow diffusing agents balance each other.
The relative contributions of T and S to the buoyancy fluxes originated by fingering pro-
cesses are generally measured by means of the buoyancy flux ratio introduced in (1.2) and
(5.2):
γ =
αF intfT
βF intfS
(5.39)
with F intfT and F
intf
S being the advective fluxes of T and S across the finger interface and
α and β the coefficients of volumetric expansion defined in (2.4) and (2.5).
In laboratory experiments and field work γ is normally inferred from measurements of
the rates of change of T and S in the top and bottom homogeneous layers86, with a correc-
tion for the vertical conductive flux of T being introduced whenever deemed necessary87.
86The reader is referred to [139] and [140] for a description of the methodology and experimental proce-
dures.
87See [55] and [111].
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Let us now consider the buoyancy flux ratio Rf , evaluated by considering the ratio of
the convective fluxes of T and S measured at the mid-plane instead of the interfacial fluxes:
Rf (t) =
αF ∗T
βF ∗S
(5.40)
=
αw∗.T ∗
1/2
βw∗.S∗
1/2
with the overscore denoting the horizontal average over the half cell corresponding to half
an up and half a down finger,
Rf (t) =
α∆Tw∗. T
∗
∆T
1/2
β∆Sw∗. S
∗
∆S
1/2
= Rρ
w∗. T
∗
∆T
1/2
w∗. S
∗
∆S
1/2
By referring T ∗ and S∗ to the initial contrasts of the agents, ∆T and ∆S, and w∗ to the
ratio of the diffusivity o T to the wave-length of the initial perturbation, we obtain the non-
dimensional expressions of T, S and w introduced in subsection 2.2.1., and (5.40) can be
written as:
Rf (t) = Rρ
KT
L
w∗. T
∗
∆T
1/2
KT
L
w∗. S
∗
∆S
1/2
(5.41)
= Rρ
w.T
1/2
w.S
1/2
= Rρ
FT
FS
with FT and FS being the convective fluxes defined in (5.10).
In order to compare our results with the buoyancy flux ratios recorded in laboratory
experiments we are going to define a reference value Rf , obtained from the proxy defined
in (5.41), as:
Rf = Rf (σ, τ, RS, Rρ) = maxRf (t) (5.42)
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with the maximum being computed by means of a 5th degree interpolating polynomial.
Like in the case of the non-dimensional quantities defined in the previous sections of this
chapter, in systems with multi-cycle life cycles Rf (σ, τ, RS, Rρ)(t) may have a maximum
defined in each cycle, but the absolute maximum is always the one measured during the
initial cycle of the life cycle, and the definition of Rf is consistent. Unfortunately it was
not possible to evaluate Rf in every (σ, τ, RS, Rρ) of the subset of the parameter space
considered in our research and some points are missing. It was possible to compute the
value of Rf for the majority of the systems we have recorded, with the exception of some
salt-fountain type systems whose dynamics was driven mostly by diffusion with very little
contribution of advective effects, some highly super-critical systems with Rρ=1, and also
in the vicinities of some regions of overturning of fingers systems in the σ=0.01 parameter
subspace. We have decided to exclude the values of Rf recorded in overturned finger
systems from our analysis since in these systems the maxima ofRf (t) are generally attained
during the period of overturning and are not a good proxy to evaluate the scale of the mid-
plane buoyancy ratio once the fingering activity resumes. The relevant results for this
section are summarized in tables and scatter plots that can be found in Appendix L.
5.8.1 Comparison With Laboratory Experiments
In this subsection we will make an attempt to compare the values of the buoyancy flux ratio
measured at the mid-plane recorded in our Prandtl/Schmidt number 10 simulations with
the values of the buoyancy flux ratio quoted in the literature, with a special emphasis being
given to the values recorded in laboratory experiments. Before we proceed, we would like
to stress that our measurements at the mid-plane do not take into account that the vertical
transport across the finger interface is not necessarily homogeneous at every vertical level
and, as such, our buoyancy flux ratios are mere proxies for the corresponding interfacial
buoyancy flux ratios.
In the σ=10 finger systems we have analyzed the value of Rf always increases with the
absolute value of RS , regardless of the value of the remaining parameters of the model,
which probably reflects the trend of increase of γ with the magnitude of ∆S described in
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the literature88. Note that an increase of the buoyancy flux ratio with the magnitude of RS
is also consistent with the patterns of increase of the advective transport of T as the scale
of the vertical velocity grows discussed in section 5.4.
When considering the σ=10, τ=0.01 region of the parameter subspace we have com-
pared our results with the values of the buoyancy flux ratio measured in thermohaline type
systems89. The values of Rf recorded in our simulations of Rρ=1 systems are substantially
smaller than the majority of the reference buoyancy flux ratios measured in laboratory or
field observations of highly super-critical thermohaline finger systems. The typical values
of γ obtained from experimental data are typically within the 0.5 to 0.7 range90, while our
recorded values of Rf are within the range 0.05 to 0.15. However, our recorded values
of Rf match the values of γ ∼0.1 measured by Linden in his rundown heat-sugar experi-
ments91 described in [91]. This last result is particularly interesting if we take into account
that our simulations and Linden’s experiments share the same type of initial set-up, with
salt-fingers developing in an initial interface with linear vertical profiles of the two agents.
For σ=10 and Rρ=5 the values of Rf measured in our simulations are within the 0.08 to
0.4 range, these values are smaller than the values of γ ∼ 0.5 recorded by Schmitt in [111]
in thermohaline systems with values of Rρ ranging between 4 and 6. It is possible that
the discrepancies observed between our estimated buoyancy flux ratios and Schmitt’s mea-
surements are caused by the evolution of finger systems being conditioned by differences
in their initial set-ups or differences in the magnitude of RS . In our Rρ=10 systems the
range of variation of Rf , approximately 0.13 to 0.55, is similar to the range of variation of
γ described by Sreenivas, Singh and Srinivasan in their numerical simulations of two layer
thermohaline systems with step changes in temperature and salinity across the initial inter-
face, approximately 0.18 to 0.65. The results described in this paragraph are summarized
88See T.Radko’s monograph [132], [127], [52] and [140].
89Thermohaline type systems have Prandtl numbers of O(10) and Lewis numbers of O(10−2) or smaller.
90A thorough recension of the literature on measurements of buoyancy flux ratios both in laboratory as
well as in data collected in the oceans can be found in the introduction of the 2009 paper by Sreenivas, Singh
and Srinivasan [127].
91Linden’s experiments lead to averaged values of γ of approximately 0.1 for values of RS ∼ −5 × 104,
for similar values of RS our Rρ=1 simulations yield a value of Rf of approximately 0.14.
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in Figure 5.23 (a).
The values of Rf recorded in our σ=10, τ= 1√10 were compared to the values of γ mea-
sured in salt-sugar finger systems in aqueous means92, a type of finger system whose set
up in laboratory is less demanding than the set up of thermohaline finger systems. The
reference values of the mid-plane buoyancy fluxes measured in our simulations are in the
0.52 to 0.99 range, with the values of Rf of systems with high absolute values of RS being
typically higher than 0.9. Similarly to the case of the τ=0.01 parameter subspace described
in the paragraph above, the values of Rf measured in our Rρ=1 finger systems with high
absolute values of RS are generally smaller93, than the values of γ recorded in laboratory
experiments that are typically in the 0.9 to 0.95 range94. For values of Rρ of 1.5 and 2 the
values of Rf range from approximately 0.6, in RS = −104 systems, to 0.98, in RS = −105
systems. For Rρ in the mid-range 1.5 and 2 the values of Rf recorded in RS = −2.5× 104
systems range from 0.80 to 0.85, and in RS = −5× 104 systems from 0.89 to 0.94 , which
is in reasonable accordance with the values of γ between 0.85 and 0.9 quoted by Stern and
Turner in [75], Taylor and Veronis in [52], and by Griffiths and Ruddick in[108], while the
high values of Rf , typically above 0.95, recorded in RS = −105 systems are in good accor-
dance with some of the values of γ, that fall in the 0.95 to 0.99 range, reported by Lambert
and Demenkow in [101]. The values of Rf measured in our Rρ=2.5 finger systems range
from 0.64, for RS = −104, to 0.98, for RS = −105. For Rρ=2.5 the range of the variation
of Rf agrees reasonably well with the range of variation of γ in Rρ=2.6 salt-sugar systems
reported by Taylor and Veronis in [52]: 0.7 to 0.9. The results concerning this paragraph
can be found in Figure 5.23 (b).
92Although salt-sugar finger systems have Schmidt numbers of O(103) and Lewis numbers ∼ 1√
10
the re-
sults of our simulations and some exploratory analyzes suggest that the life cycles and general characteristics
of such fingers are very similar to those of the σ=10, τ= 1√
10
fingers considered in our research.
93Rf= 0.75 for RS = −5× 104 and Rf= 0.81 for RS = −105
94See [75] or [27].
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Figure 5.23: Rf as a function of Rρ in σ=10 finger systems
5.8.2 Rρ Dependence
We have tried to fitRf=Rf (Rρ) using linear, polynomial, power, and exponential trendlines
calculated using the least squares method [86] to evaluate the dependence of the mid-plane
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buoyancy flux ratio on Rρ. We could not devise any consistent patterns of dependence of
the types mentioned above that might apply all over the regions of the σ=0.01 and σ=10
parameter subspaces considered in our research. However, we have detected a regular
pattern of variation of Rf with Rρ for fixed value of the remaining defining parameters that
seems to apply to all of our non-overturned finger systems, and we will be discussing it
later in this subsection.
We were not able to confirm the general applicability of any buoyancy flux gradient
laws95 of the type
γ(σ, τ, Rρ) =
CT
CS
Rρp (5.43)
with CT and CS being functions of σ, τ , and Rρ, and p a real exponent.
In particular, we were not able to confirm the general applicability of J.S. Turner’s
”four-thirds” buoyancy flux ratio law,[54],[55] and [56], p=4/3, introduced in (1.2).
The theoretical models backing power buoyancy flux ratio laws have as working premises
the uniqueness of the solution for fluxes, and also that the values of CT and CS are inde-
pendent of factors like the height of the domain and the initial contrasts ∆S and ∆T 96.
However, a series of laboratory experiments and numerical simulations of finger systems
that reveal sensitivity to initial conditions and set-ups have challenged the validity of the
working premises of the model. Our own results also point to sensitivity to initial con-
ditions, with significant differences in the value of Rf being recorded in systems with
identical values of σ, τ , and Rρ and different values of RS97
Furthermore, some recent works like [135] have proposed adjustments to the classical
power buoyancy flux ratios laws by considering not only the dependence of CT and CS
on σ, τ , and Rρ, but also a weak dependence on the height of the domain, H , and the
initial contrasts ∆T and ∆S. Note that our model’s parametrization is based on the width
of the finger cells and not on the vertical extension of the domain. The non-dimensional
95See sections 1.2. and 5.2..
96See T.Radko’s monograph [132] for a discussion of the different types of flux power laws and their
derivation.
97See scatter plots in Appendix L.
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H∗ corresponds to an aspect ratio, not a linear measurement. Since the wavelength of the
initial perturbation is itself a function of Rρ and of the initial contrasts, systems with the
same values of RS , σ and τ may have different associated values of H for different values
of Rρ, and the existence of patterns of dependence of the buoyancy-flux ratios on R rho of
the form:
γ(σ, τ, Rρ) =
CT (H,∆T,∆S)
CS(H,∆T,∆S)
Rpρ (5.44)
is hard to discern unless the relations between the wave-lengths of the initial perturbation,
Rρ, ∆T , and ∆S are explicitly known. The type of parametrization used in our model
is not suitable to evaluate power type correlations between buoyancy flux ratios and Rρ
such as (5.44). As it has been mentioned in the introduction to this chapter, the general
applicability of power flux ratio laws is still open to debate, and the data we have collected
from our simulations does not allow us to draw any significant conclusions on that regard.
A type of parametrization of γ as a function of Rρ that seems to be successful to
some extent when predicting buoyancy flux ratios in unbounded gradient systems is the
parametrization based on the fastest growing modes98 According to the theoretical predic-
tions based on the fastest growing finger model, for every pair (σ, τ) there is a value in the
1 to τ−1 range, Rminρ =Rminρ (σ, τ), for which γ(Rρ) has a global minimum. The buoyancy
flux ratio γ decreases smoothly with Rρ for 1 ≤ Rρ ≤ Rminρ until it reaches the global
minimum, and increases smoothly towards 1 afterward as Rρ → τ−1. As suggested by our
collected results in non-overturned finger systems ,Rf , the mid-plane buoyancy flux ratio,
displays a pattern of dependence on Rρ that is not consistent with the predictions for the
fastest growing mode99. For fixed values of the triplet (σ, τ, RS), Rf is a concave function
of Rρ that has a global maximum in the 1 < Rρ < τ−3/2 range. The variation of Rf with
Rρ tends to be sharper in the initial range of values Rρ ∼ 1, specially in systems with
values of τ ≤ O(10−1)100 and Rmaxρ =Rmaxρ (σ, τ, RS), the value of Rρ for which Rf has a
global maximum, shifts from values that are larger than τ−1 to values that are smaller than
98See [27] and [132].
99See Figure 5.24.
100See Figure 5.24.
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τ−1 as τ increases101.
5 10 15 20
0.
5
0.
6
0.
7
0.
8
0.
9
1.
0
Rρ
R
f
(a) τ=0.1
1.0 1.2 1.4 1.6 1.8 2.0 2.2
0.
5
0.
6
0.
7
0.
8
0.
9
1.
0
Rρ
R
f
(b) τ=0.5
Figure 5.24: Rf as a function of Rρ in σ=10, RS = −2.5× 104 finger systems
In unbounded gradient thermohaline systems the dominant perturbation seems to be
that with the fastest growing mode [70], while in highly supercritical thermohaline systems
with step changes in salinity and temperature, the measured finger widths seem to be inde-
pendent of the height of the domain and depend only on the temperature and salinity jump
across the interface [127]. The finger widths reported in several field observations are not
consistent with the the wave number of the fastest growing mode as well, [111], [114] and
[120] . It is not well known which perturbation will dominate the dynamics of two layer
finger systems such as our own, with researchers such as Schmitt even suggesting that dif-
ferent stability criteria apply in highly critical finger systems and systems with mid values
of Rρ102. The differences in pattern dependence of the buoyancy flux ratios on Rρ between
our model and the theoretical predictions obtained from maximum growth rate models are
probably explained by the fact that the choice of the dominant perturbation in two layer
models displays sensitivity to initial conditions, and does not necessarily correspond to the
fastest growing mode.
101For the variation of Rmaxρ with the τ and RS in non-overturned systems see tables in Appendix L.
102See [120]
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5.8.3 Time-Dependent and Steady State Regimes
Although the values of Rf measured in our Prandtl/Schmidt number 10 and Lewis number
0.01 and 1√
10
simulations are in reasonable accordance with measurement of buoyancy flux
ratios made in laboratory, our computational finger systems and some of their real-world
counterparts differ in a significant aspect: while the the mid-plane buoyancy flux ratios we
have observed in our simulations are clearly time-dependent, increasing and decreasing in
each composing cycle of the life cycles, the vast majority of the interfacial buoyancy flux
ratios observed in laboratory and other numerical experiments change very little, if at all,
once a maximum value is attained. Our models seem to replicate well the qualitative fea-
tures and quantitative aspects of periods of the life cycles during which fingering is a time
dependent-process, namely early and final stages, but fail to capture a possible transition
from a time-dependent to a steady state.
Although several researchers like Linden [91], Schmitt [111] and Sreenivas, Singh,
and Srinivasan [127] have suggested the possibility of time-dependent regimes as opposed
to steady or quasi-steady ones, and time dependent finger systems have been observed in
laboratory103, the prevalent view amongst the researchers of double diffusive phenomena is
that salt fingering is most likely steady or quasi-steady process.
There are several different hypothesis that may explain the discrepancy between our
results and the ones collected in laboratory:
1) It may be the case that salt fingering is indeed a time dependent process masked by
very long time scales, and that time dependence becomes more apparent when considering
our non-dimensional parametrizations where time is referred to the ratio of the wave length
of the initial perturbation and the diffusivity of the fastest diffusing agent.
2) It is also possible that different initial conditions and set ups may lead to different
outcomes, and both steady and time-dependent regimes are possible104. It may be the case
that the type of initial setup prescribed in our model leads to a time dependent process.
Note that although P. Linden treated the results of his experimental research in [91] as cor-
103See [132] and [53]
104Sreenivas, Singh and Srinivasan have found both types of regimes in 2009, while performing the numer-
ical simulations described in [127]
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responding to a succession of quasi-steady equilibrium states, he also hinted the possibility
of time dependence when interpreting the results of his rundown experiments whose initial
set up is replicated in our model.
3) Our simplified model fails to capture the rich dynamics of the fingering process, and
the transition to steady state is due to circumstances that are not accounted for in our model.
To clarify this question it would be necessary to replicate the setup of our model in
laboratory or run more complex numerical simulations.
Before we conclude this subsection, we would like to discuss some of the results pre-
sented by Sreenivas,Singh and Srinivasan in [127] and analyze them in the context of our
own research. Sreenivas, Singh, and Srinivasan have found both time-dependent and time-
independent finger regimes: salt-fountain type systems that were always time-dependent,
and convecting layers type systems that acquired time-independent features when convect-
ing layers were present at the top and bottom of the finger cells, reverting to time-dependent
features in the absence of those same layers. These observations, as well as our own results,
suggest that if a transition from a time-dependent to a steady state occurs, it is possibly
due to the presence of non-periodic effects105 at the level of the convecting layers or non-
periodic interactions between finger cells and convecting layers, the type of effect that our
quarter-cell based periodic model cannot replicate.
105Or, if periodic, with a period Λ that is not a factor of L, the wavelength of the initial perturbation.
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(a) σ=10, τ=0.8, RS=−5× 10−4, Rρ=1.05
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Figure 5.26: Normalized NT
NS
(—) and v(rms)(...) as functions of time for finger systems
whose life-cycles consist of a single cycle, (a), an initial and a secondary cycle, (b), three
cycles, (c).
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Figure 5.27: Normalized NT
NS
(—) and v(rms)(...) as functions of time for two non-
overturned finger systems with the same values of τ , RS and Rρ.
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(a) σ=0.01, τ=0.1, RS=−2.5× 104, Rρ=10
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(b) σ=10, τ=0.1, RS=−2.5× 104, Rρ=10
Figure 5.28: Normalized NT
NS
(—) and v(rms)(...) as functions of time for an overturned (a)
and non-overturned (b) finger system with the same values of τ , RS and Rρ.
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Figure 5.29: Normalized NT
NS
(—) and FS
F totS
(...) as functions of time for finger systems
whose life-cycles consist of a single cycle, (a), an initial and a secondary cycle, (b), three
cycles, (c).
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(a) σ=0.01, τ=0.1, RS=−104, Rρ=2
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Figure 5.30: Normalized NT
NS
(—) and FS
F totS
(...) as functions of time for two non overturned
finger systems with the same values of τ , RS and Rρ.
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(a) σ=0.01, τ=0.1, RS=−2.5× 104, Rρ=10
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(b) σ=10, τ=0.1, RS=−2.5× 104, Rρ=10
Figure 5.31: Normalized NT
NS
(—) and FS
F totS
(...) as functions of time for an overturned (a)
and non-overturned (b) finger system with the same values of τ , RS and Rρ.
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Figure 5.32: Normalized NT
NS
(—) and F condT
F totT
(...) as functions of time for finger systems
whose life-cycles consist of a single cycle, (a), an initial and a secondary cycle, (b), three
cycles, (c).
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Figure 5.33: Normalized NT
NS
(—) and F condT
F totT
(...) as functions of time for two non overturned
finger systems with the same values of τ , RS and Rρ.
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Figure 5.34: Normalized NT
NS
(—) and F condT
F totT
(...) as functions of time for an overturned (a)
and non-overturned (b) finger system with the same values of τ , RS and Rρ.
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Chapter 6
Discussions, Conclusions and Further
Work
6.1 Conclusions
We have constructed a simple and computationally inexpensive model assuming some very
basic premises on the geometry of salt-finger systems to perform an exploratory analysis
over a much wider region of the parameter space than is normally considered in double
diffusive systems research. We aimed to approach regimes other than the ubiquitous ther-
mohaline and salt-sugar regimes when considering high Prandlt/Schmidt number regimes,
and also to venture into the low Prandtl/Schmidt number region that is now gaining impor-
tance thanks to relatively new advances in astrophysics. Our research was process oriented,
we focused on better understanding the physics of salt-fingering as a mixing process, and
not problem oriented, and we did not try to replicate or model finger systems as part of
a vaster set-up like oceanic staircases, or analyze their contribution to thermohaline cir-
culation, or their possible contribution to the dynamics of stellar and planetary core, for
instance. Complex three dimensional models that demand considerable time and means to
be implemented are better equipped to answer specific questions and analyze specific cases
and regimes, our flexible and ”economic” model, on the other hand, is ideally suited to
produce and collect a vast array of results and consider a wide parametric variation.
What is perhaps the most relevant result of our research is the description of a time-
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dependent salt-fingering regime, as opposed to the steady state regimes commonly found
in literature. Relaxing the assumption of constant vertical backgrounds of T and S, time-
dependent salt-finger systems run down and naturally evolve like efficient, albeit tran-
sient, mixing processes over a well defined ”strip” separating homogenous layers. Time-
dependent double-diffusive convection is not commonly researched or even mentioned in
literature, but it is not unheard of: Schmitt speculated that ”time-dependent effects must
play an important role in the dynamics of salt finger convection” in [111], Sreenivas, Singh
and Srinivasan have hinted the possibility of time dependence when discussing the results
of their numeric simulations in [127], Huppert and Moore have explored a time dependent
branch of asymptotic solutions which bifurcates from a linear oscillatory instability point
in the diffusive-regime in [22], and Linden and Shirtcliffe have proposed a time depen-
dent model for the diffusive regime in [94] that has been later expanded by Worster in[79].
Time-dependent salt-finger systems were observed in the 1989 experiments of Taylor and
Buscens on the two-layer configuration described in [53], taking the form of irregular salt
fingers that were vertically coherent over only a fraction of the interface region. More
generally, time-dependent salt-finger regimes are also known by experimentalists replicat-
ing the unbounded gradient configuration in laboratory: if the vertical gradients are not
maintained continuously salt-finger systems run down with the background buoyancy ra-
tios increasing with time as the mixing in the salt-finger interface and the homogenization
of the fluid proceeds. Quoting from T. Radko’s monograph, [132]: ”In many cases, it is
possible to take advantage of the inherent time dependence in the run-downs experiments.
For instance, a single experiment of this type yields a continuous record of salt finger char-
acteristics as a function of the density ratio.”
The initial configuration of our model shares some similarities with both the unbounded-
gradient and the two-layers models, with a thin interface with linear backgrounds of T and
S separating an upper and lower layers of homogeneous fluid with constant concentrations
of T and S, but the initial linear gradients are extended into the quiescent layers as the sys-
tem expands and taps into the potential energy stored in the unstable S stratification. The
initial backgrounds evolve smoothly into linear or erfc shaped curves in the interface region
in salt-fountain type systems, as can be seen in Figure 3.19, whose gradients also evolve
smoothly with time until the last stage of viscous decay is attained. In systems that undergo
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at least a convecting-layers cycle, the backgrounds with regions of sharp vertical variation
of S, and to a lesser extent T, corresponding to the loci of convecting layers, are smoothed
into linear or erfc shaped curves that span over the region occupied by the finger-structure
as the systems naturally revert to salt-fountains, as can be seen in Figure 3.21. Regardless
of the type, characteristics, and defining parameters of the systems we have modeled, we
have never recorded a system that was able to sustain its initial T and S backgrounds intact
throughout its life cycle, as prescribed by unbounded-gradient models1.
We have identified and described two basic salt-finger regimes and mechanism, salt-
fountains and convecting layers. The physics of the salt-fountain mechanism has been
described by M. E. Stern in [70] ; this mechanism operates in the finger-interface and is
driven by the diffusion of the fast diffusing agent T. The convecting layers mechanism,
after Stern’s and Turner’s [75], operates in the regions between the finger-interface and the
homogeneous layers and is driven by the baroclinic vorticity generation associated with
the advection of the slow diffusing agent S. The predominance of one of the salt-finger
mechanisms or the interaction of the two determines the features and qualitative aspects of
each life cycle. Besides the two basic regimes we have also identified weak forms of each
regime: weak salt-fountains and weak convecting layers, these last regime presenting a mix
of the characteristics of salt-fountains and convecting layers.
Although the characteristics and features can vary considerably, the life cycles of time-
dependent finger systems we have recorded follow a consistent and well defined pattern:
an initial cycle where the vertical extension of the finger-structure or finger interface is
realized is followed by an alternation of secondary cycles that culminates with a final ex-
pansion of a ghost-like finger structure and the final viscous dissolution of the system. Very
stable marginally unstable systems or systems with Rρ ∼1 do not normally undergo sec-
ondary cycles, and as such, the presence of secondary cycles is not generally mentioned in
literature, but life cycles with alternations seem to be very common in the little explored
1There are several conflicting theories concerning the formation and maintenance of thermohaline stair-
cases, that are typically stable and able to maintain their structure for very long periods of time, although
changes in the configuration and merging of adjacent layers are also known to occur [132]. According to
our simulations, salt-finger systems are unable to maintain constant vertical backgrounds without the help of
external instances, which casts a doubt on their capability to sustain a permanent structure with unchangeable
backgrounds like the staircases. Salt fingers may be able to produce a step-like thermohaline structure, but
not to maintain it.
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regions of the parameter space characterized by mid values of the buoyancy ratio. Ac-
cording to our collected results, systems will transit from cycle to cycle until they are no
longer able to efficiently access the potential energy stored in the S stratification comprised
in the horizontal region defined by the expansion of the initial cycle, with the available
potential energy to sustain new cycles diminishing with each iteration. The diminution of
the available potential energy causes the dynamics of each iteration to become less and
less advection dominated as the life cycle proceeds, with all the systems entering the stage
of viscous decay as weak salt-fountains. When considering the region of the parameter
space corresponding to thermohaline aqueous fingers, or any other region characterized by
infinitesimal vertical velocities at the fingers, our model is in reasonable accordance with
Stern and Turner’s [75] theory that finger systems will evolve through a series of quasi
steady equilibrium states.
One of our main challenges while researching time-dependent salt-finger systems was
how to adequately characterize the evolution of a dynamic mixing process and, moreover,
how the variation in the defining parameters influenced that same dynamic and the vertical
transports of T and S ; we chose to do it by means of dimensionless proxies that correlate
to what we have identified as the factors that condition both the characteristics of the life
cycle and of the vertical transport of the agents: efficiency in converting potential energy
into kinetic energy, quantity of potential energy incorporated into the finger system, and
imbalance in vertical transport of the agents. We have used the scale of vertical velocity,
measured by the parameter Re, the system’s Reynolds number, as a proxy to evaluate how
efficient the systems are in turning into kinetic energy the potential energy stored in the
unstable stratification of S, the aspect ratio A, the vertical extent of the finger-structure
when related to finger width, as a proxy to evaluate how much potential energy can be in-
corporated into the systems2, and the maxima of the lateral variation of T and S measured
in the mid-plane as proxies for the imbalance in vertical transports of T and S. It is impor-
tant to remember that although these factors are instrumental for the determination of the
2According to our results, time-dependent salt finger systems are capable of extending linear or erfc type
backgrounds into the homogeneous layers, as well as creating regions of enhanced horizontal gradients in the
case of convecting layers systems. The potential energy stored in the S stratification in the regions of the fluid
occupied by the finger structure becomes available to the system in order to sustain the fingering process, and
so, the aspect ratio of the system correlates with the availability of potential energy.
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characteristics of the dynamics of time-dependent finger systems and vertical transport of
the agents, they are themselves directly correlated: high values of vertical velocity lead to
shorter periods of transit of the fluid through the finger-structure and to the preponderance
of advective over the diffusive fluxes, thus leading to a more unbalanced vertical transport
of the substances; a higher value of the aspect ratio correlates with more potential energy
being available to be converted into kinetic energy, which allows higher values of vertical
velocity to be attained and also to the fluid being allowed to dissipate more T sideways
while keeping its S surplus/deficit thus leading to both a loss/gain in buoyancy and an in-
crease in the imbalance in the vertical transport of the agents; and an increased inbalance
in the vertical transports of T and S increases the efficiency of both the salt-fountain and
convecting layers mechanism allowing for a more efficient release of the potential energy
in the unstable stratification of the slow diffusing agent thus allowing for the expansion
of the finger structure and for the fluid to attain higher vertical velocities during its transit
period.
The patterns of dependence ofRe, A, ∂T
∂x
wall
,
∂S
∂x
wall
and ∂T
∂S
wall
, the dimensionless prox-
ies introduced in Chapter 4, on the defining parameters of the model present some degree
of similarity for fixed values of the Prandtl/Schmidt and Lewis numbers, the parameters
that characterize the fluid, when RS and Rρ, that characterize external forces acting on the
system, are allowed to vary. Variations on the values of σ and τ , on the other hand, seem
to bring up significant differences, both in qualitative as well as quantitative terms. Each
occurrence of salt fingers in fluids with different characteristics and properties should be
treated per se and extra care taken when extrapolating results from one region of the param-
eter space to another. Our analysis of parametric dependencies on time-dependent finger
systems also excludes the possibility of considering just one dimensionless parameter to
characterize the external influences to the model, like in unbounded-gradient models. At
least two are necessary, as happens in the two-layers type models.
Analyzing the dependence on Rρ of the dimensionless proxies in systems with fixed
values of σ, τ and RS it becomes evident that τ sets a natural scale of variation of the
proxies on Rρ. Unlike the remaining defining parameters of the model whose influence can
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be measured on its own, the influence of Rρ has to be calibrated 3 in a scale ranging from 1
to possibly τ−3/2.
For systems with the same values of σ, τ andRS , i.e. fluids with the same properties and
storing similar quantities of potential energy in the unstable stratification, we were able to
identify local parametric dependencies on Rρ for all the non-dimension proxies introduced
in Chapter 4, with the goodness of fit of the curves increasing when considering systems
with similar characteristics. For Re and A, the systems’ Reynolds number and aspect ratio,
we were able to identify linear trends of dependence on RS for fixed and low to mid values
of Rρ4
We were not able to identify a dependence of the height or aspect ratio of the finger
interface on the defining parameters of the model because the vertical extent of the finger
interface is variable throughout a system’s life cycle. However, it is possible to establish
correlations between the geometry of finger-systems and the defining parameters of the
model by measuring the aspect ratio defined by the maximum vertical extension of the fin-
ger structure/finger interface and finger width, that shows a clear and well defined local
variation on Rρ. Considering an aspect ratio rather than a vertical or horizontal spatial
scale allows us to take into account both the balance of diffusive effects, related with fin-
ger width5, and transit period of the fluid through the finger structure and corresponding
gain/loss of buoyancy of fluid parcels, related with finger height. Our result suggests the
dynamics of the fingering process and vertical transports depend on both these factors, and
as such, we consider A a good descriptive proxy.
Another relevant finding is the uncovering of other patterns of vertical transport other
than ”advection of S/ sideways diffusion of T”, the default pattern of thermohaline systems
with low buoyancy ratios, on time-dependent salt finger systems: the parametric depen-
dence of ∂T
∂x
wall
,
∂S
∂x
wall
and ∂T
∂S
wall
on τ and Rρ suggests that in systems characterized by
high values of τ and Rρ, significant sideways dissipation of both T and S occurs.
3See Section 2.3.
4It is possible that more complex trends of dependence on RS exist for fixed mid to high values of Rρ,
but since we just considered 3 or 4 values of the S-based Rayleigh number for each value of τ , we could not
identify other types of parametric dependence by means of fitting regression curves.
5See [111], [68], [114] and [127]
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To validate the applicability of our model we have defined a Reynolds number6, Remax,
assuming a square plan-form for the finger cells. We made sure that all the systems con-
sidered in our research had values or Remax significantly smaller than 23007 to ensure that
the flow remained laminar throughout the life cycles of the systems. Our approach to low
Prandtl/Schmidt number regimes was made as an exploratory analysis, in order to better
uncover the presence of significant qualitative differences between these regimes and more
commonly explored high Prandlt/Schmidt number systems, and we have considered rela-
tively modest values of RS8. Even for the modest values of RS considered in our models,
the values of Remax measured in the Prandtl/Schmidt number 0.01 system were frequently
of O(103), which points to the necessity of three dimensional models for the generality of
double-diffusion research in astrophysics and other regimes characterized by values of the
Prandtl/Schmidt number of small magnitude. This assertion is corroborated by the presence
of a more chaotic dynamics and disorganized fluxes than the one displayed by our lami-
nar finger systems in the Prandtl/Schmidt number 0.01 systems in the unbounded-gradient
configuration modeled by Radko in [131]. Reinforcing the exploratory character of our
research into time-dependent salt-finger regimes and the fact that we did not address the
problem of the stability of the square plan-form, our models also seem to point to very sig-
nificant differences between time-dependent and unbounded gradient highly super-critical
salt finger systems with low values of τ , Rρ ∼1 and high absolute values of RS: while
the former start to run down even before the maximum vertical expansion of the finger
structure is attained and the flow of the fluid through the finger interface remains laminar
as the vertical velocity decreases, the latter are disrupted during the linear expansion of
the finger structure by the onset of secondary instabilities with the laminar flow becoming
disorganized before an equilibrium state is reached, as shown in the numerical simulations
in [137] and [133]. Further research into this particular instance of salt-finger regimes can
6See Section 4.2 for the definition of Remax.
7See [87] and Section 4.2.
8Considering a S-based Rayleigh number leads to coefficients of the forcing term in the non-dimensional
vorticity equation that are scaled down by τ . To obtain a forcing terms of the magnitudes of at least O(103)
commonly found in the literature on thermohaline systems, we would have to consider values of RS of at
least O(105). The effects of the scaling down of forcing/buoyancy terms are less acutely felt in systems with
values of τ ∼1.
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help to clarify if the dynamics of this type of time-dependent finger system resembles more
that of the unbounded-gradient regime or that of the two-layer one.
To evaluate the vertical transports of the agents and their correlations with the defining
parameters of the model and also with the degree of efficiency of each systems in tapping
and releasing potential energy from the unstable stratification we have measured the fluxes,
advective or eddy-induced, convective and total, in the mid-plane across an half-up and
an half-down finger and defined a dimensionless proxy for the flux ratio, NT
NS
defined in
Section 5.3. Unsurprisingly, our analysis of time-dependent finger systems also uncovered
a time-dependent pattern of vertical transport of the agents other than an initial period of
exponential growth of the fluxes that leads to a steady flux ratio. According to our col-
lected results, the vertical transport is better understood when evaluated conjointly with the
release of potential energy by the system :NT
NS
evolves in counter-cycle v(rms), the proxy
for kinetic energy, during most of a system’s life cycle, with the two proxies decreasing
in tandem once the final stage of viscous decay is reached. We have observed a consistent
pattern of evolution of NT
NS
in all of our the Prandtl/Schmidt number 109: NT
NS
decreases as
v(rms) grows during the early stages of the initial cycle, attaining a minimum as v(rms)
peaks, and grows as v(rms) decreases during the later stages of the cycle, reaching its max-
imum value at the end of the cycle as vrm(s) reaches its minimum for the cycle. If the life
cycle is composed of a single cycle, then both v(rms) and NT
NS
will carry on decreasing, de-
caying exponentially once the system transits to the final stage of viscous decay. If the life
cycle comprehends several cycles, NT
NS
and v(rms) will carry on oscillating in counter cycle
between successive minima and maxima until the stage of alternation of cycles is over and
the systems enters the stage of viscous decay with v(rms) and NT
NS
decaying exponentially
as happens in systems with single cycle life cycles. Instead of characterizing the vertical
transport by means of a constant equilibrium flux ratio, which in our time-dependent fin-
ger systems is never attained, we have instead considered the global minima and maxima
of NT
NS
corresponding to the initial cycle of the life cycle as non-dimensional proxies for
the vertical transport. The minima of NT
NS
are attained when the contribution of the advec-
tive/eddy induced flux to the total flux of S is at its maximum, and the magnitude of its
9We have not been able to record complete life cycles of σ=0.01 systems, but we have no reason to believe
that the patterns of evolution of NTNS are significantly different from the ones observed in σ=10 systems.
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values correlates directly with the degree of imbalance in the vertical transport in every
σ=10 system we have analyzed, and also inversely with the scale of vertical velocity in
regimes whose dynamics are not dominated by diffusive effects. The maxima, on the other
hand, are attained when the contribution of the advective/eddy induced flux to the total flux
is at its minimum, and correlates with the efficiency of the salt-finger mechanisms and,
consequently, also with the aspect ratio and lateral variation of the agents. The amplitude
of the variation of NT
NS
decreases with each new cycle of the life cycle, with the maximum
amplitude always corresponding to the initial cycle, where the vertical expansion and the
bulk of the vertical transport of the agents occurs. As a closing note we would like to stress
that although transient, the vertical transport of the agents carried on by time-dependent
fingers should not be dismissed, since it can be very efficient and mix over vertical exten-
sions with many times the width of the convection cells. The vertical transport can vary
from very efficient, in systems that are able to generate strong vertical velocity fields able
to advect both T and S, to marginally better than diffusion in slightly super-critical systems.
6.2 Further Work
We have used a simple model to explore a type of salt-finger regime that has largely been
left out of main-stream research on double-diffusive convection, time-dependent salt finger
regimes, and although we have considered a wider region of the parameter space than is
normally found in literature, namely the region of mid values of Rρ between highly and
slightly super critical systems, many questions remain unanswered.
To obtain a simple and computationally inexpensive model that could be run a con-
siderable number of times we have imposed some reasonable conditions on the geome-
try and plan-form of finger-systems, assuming both periodicity on the horizontal direction
and a preference for a checker-board type tesselation where each finger is surrounded by
four opposite direction fingers in every system we have considered– however, both our re-
sults exposed in 4.2.1, as well as Radko’s numerical simulations of unbounded-gradient
σ=0.01 systems in [131], suggest that Prandtl/Schmidt number ≪1 systems may display
non-laminar flows and transition to a chaotic dynamics, unless values of RS are kept small
in magnitude: Research on Prandtl/Schmidt number ≪1 time-dependent finger systems,
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specially on topics like plan-form stability and general characteristics of the flow, using
three dimensional models would be one of the first lines of research suggested by the re-
sults in this thesis. Three dimensional numerical modeling of a large number of finger
systems is for the present an extremely demanding task, only justifiable if the results have
immediate interest in the context of astrophysics, geology or industrial applications, but we
believe this kind of thorough and extensive research will be feasible in the near future.
Three dimensional models can also be used to explore the problem of the stability of
the plan-form of low τ and Rρ ∼1 systems and determine if this kind of system will also
present a transition from a laminar to a turbulent dynamics before a state of equilibrium is
reached, like the unbounded-gradient systems modeled in [137] and [133], or, if relaxing
the assumption of constant linear backgrounds, the flow will remain laminar as the sys-
tems run-down, as suggested by our own simulations. Note that assuming constant vertical
gradients in our models would be akin to keeping the level of potential energy stored in
the unstable stratification available to sustain the fingering process constant, regardless of
being converted into kinetic energy or not.
It would also be of interest to model several adjacent fingers, like the typical 5-6 fingers
groups denominated ”salt-hands”, either by means of three or two dimensional simulations,
to study the possibility of interactions between neighboring fingers and at the level of the
convecting layers, instead of simply assuming periodicity or symmetry relations. This type
of study would allow for the testing of the working hypothesis presented at the end of
subsection 5.8.3: the transition from a time-dependent fingering process to a steady state
one is due to the presence of non-periodic or periodic effects at the level of the convecting
layers or non-periodic interactions between finger cells and convecting layers. This type
of simulation, although more demanding than the ones performed in the context of our
research, would help to complement our own work and possibly uncover some interesting
aspects of the analysis of salt-fingers as dynamic systems.
In the context of our research we have only considered two values for the Prandtl/Schmidt
number, one significantly smaller than 1 and one significantly larger. The σ=0.01 systems
considered in our research were simultaneously σS ≤ 1 systems, and the σ=10 systems
were simultaneously σS ≫1 systems, with σS denoting the corresponding Prandtl/Schmidt
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number calculated for the slow diffuser S10. We have considered systems where the diffu-
sion of both agents is favoured over convection, systems with values of σ and τ are such
that σ
τ
≪111, and systems where the convection of both agents is favored over diffusion, all
of the Prandtl/Schmidt number 10 systems in our collection. To have a complete picture
of the possible types of dynamics on time-dependent salt-finger systems, it would be of
interest to model systems with values of τ and σ such that O(σ)=1 and/or σ ∼ τ , where
the diffusive transport of one or both agents is not favored over the advective transport
and vice-versa. This research could be undertaken over extensive regions of the parame-
ter space using the same kind of model and methodology developed in the context of this
thesis. In general, and as far as we are aware, research on double-diffusive systems with
Prandtl/Schmidt number ∼ 1 and/or σS ∼1 was generally performed as a means to investi-
gate the computationally expensive thermohaline systems, rarely by its own sake, and not
much is known about this type of finger system.
As a conclusion we would like to mention two possible topics of research that, although
not directly related to our work, would broaden the understanding of time-dependent and
even steady state salt-finger systems: changes of symmetry and geometry of the fingering
systems brought up by assuming a different set of conditions on the equation of state and
simultaneous modeling of more than one layer of salt-fingers.
We have assumed a linear equation of state and also constant coefficients of volumetric
expansion α and β12 which allowed us to take advantage of the symmetry conditions which
ensue from these conditions to map the solutions obtained from the quarter-cell to the com-
plete periodic domain. It has been shown by Esenkov in [141] that the inclusion of higher
order terms in the Taylor series of the state equation enhances the buoyancy force acting
on down-fingers with respect to that acting on up-fingers leading to a break-up of the ver-
tical symmetry we have assumed in our model ; assuming that the values of the volumetric
expansion are not necessarily constant but depend on factors like the concentration of the
10σS =
ν
KS
= νKT .
KT
KS
= στ
11All of the Prandtl/Schmidt number 0.01 systems we have modeled fall on this category, with the excep-
tion of the σ=τ=0.01 systems
12See Subsection 2.1.1.
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agents or pressure, also leads to changes on the geometry and symmetries of the systems
throughout their life cycles, which, in turn, leads to life cycles whose characteristics and
evolution we expect to be rather different from the ones described in this thesis, [139]. Ex-
ploratory research on time-dependent finger systems with non-linear state-equations and/or
non-constant coefficients of volumetric expansion, both theoretical or by means of lab-
oratory and computational experiments, would be a worthwhile pursuit, especially when
considering the possible relevance to more applied fields like materials engineering or in-
dustrial applications and also to the study of other buoyancy effects driven phenomena like
cabelling13, [139] and [48].
We have assumed in the context of our research work that there is no motion on the
upper and bottom homogeneous layers, that are also assumed to be deep enough as to
allow for the fingering process to be treated as evolving autonomously and apart from any
exterior influences. However, the experimental research of Krishnamurti in [97] and [99]
revealed that assuming depth independence and that finger layers evolving autonomously
have no mutual influence are oversimplifications. Considering several layers of fingers
”sandwiched” between homogenous layers, the vorticity generated in the finger structures
during life cycles is diffused into the homogenous layers where it can lead to the presence of
eddies and fluid motions that interfere with the evolution of the different finger systems14.
Studying the interaction between several layers of fingers and homogenous fluid relaxing
the assumption of constant linear backgrounds of T and S may yield interesting results
on the dynamics of time-dependent finger systems, and possibly even be relevant for the
understanding of the formation and evolution of staircases and thermohaline intrusions as
these type of structures were reported to form as a by-product of the activity of salt-finger
systems during the course of Krishnamurti’s laboratory experiments on salt finger systems
13Like double diffusive convection, cabelling is also a buoyancy effects driven phenomenon present in
fluids whose density is determined by the conflicting influences of two agents, T and S, that affect ρ in
opposing ways. Cabelling occurs when isopycnic parcels or regions of fluid with different concentrations of
T and S mix creating an instability with respect to the unmixed background.
14The dynamics and evolution of finger systems in the presence of turbulence, shear-flow and in active
environments in general is substantially different from the ones observed in quiescent environments. For a
summarized description of double-diffusion in active environments the reader is referred to Chapter 10 of T.
Radko’s monograph [132].
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in the unbounded-gradient configuration, [97], [98] and [99].
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Appendix A
The Numerical Method and Its
Implementation
A.1 The Numerical method
In spite of the dramatic increase in computer performance and processing speed of recent
years, the time required for running a 3D model of a layer of salt fingers is still of the order
of weeks or even months1, which renders the task of running several dozens of simulations
over a wide parameter range impossible at the present. In order to be able to run the vast
number of simulations necessary to complete our research we have looked for an optimized
algorithm in order to save both time and computational resources, having opted for the
second order finite difference schemes described by Moore, Peckover and Weiss in [107],
and by Huppert and Moore in [22].
The methodology developed by Moore, Peckover and Weiss is tailor made to model
simple and double-diffusion convection and has already been applied to a vast array of
problems and in a diversified set of contexts in the last forty years, namely high Rayleigh
number convection, Benard convection and penetrative convection, thermohaline convec-
tion in oceans and lakes, convection in the Earth’s mantle and convection in the magnetic
field2.
1See [132] or [30]
2Some applications of Moore, Peckover and Weiss’s methodology can be found in [19], [84], [85] and
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In our linear stability analysis we have considered a parametrization based on a peri-
odic box of the type {1/4 ≤ x ≤ 5/4,−H/2 ≤ z ≤ H/2} with the half-up finger we are
modeling being defined on the sub-region {1/4 ≤ x ≤ 1/2,−H/2 ≤ z ≤ H/2}, however
we are going to solve the system of PDE’s (2.15), that describes two-dimensional double
diffusive convection, considering a different parametrization that allows to take advantage
of symmetry and periodicity conditions under which it is possible to optimize the finite
difference methods we will be using to solve the system. We will be considering peri-
odic boxes of the type {0 ≤ x ≤ 1, 0 ≤ z ≤ H} with the half-up finger corresponding to
the sub-region {0 ≤ x ≤ 1/4, 0 ≤ z ≤ H}. Note that the two types of periodic boxes are
interchangeable via a simple change of referential and there is no loss of generality by
adopting this procedure.
We can rewrite the PDEs of systems (2.15) as:
∂ω
∂t
= −(u.∇)ω +R∗S
∂S
∂x
−R∗T
∂T
∂x
+ σ∇2ω (A.1)
∂T
∂t
= −(u.∇)T +∇2T (A.2)
∂S
∂t
= −(u.∇)S + τ∇2S (A.3)
∇2Ψ = −ω (A.4)
with:
R∗T = στRρRS R
∗
S = στRS (A.5)
for σ, τ , RS and Rρ the defining parameters of the model introduced in Chapter 2. If we
also maintain the condition that the velocity is a solenoidal field such that:
u = (−∂Ψ
∂z
, 0,
∂Ψ
∂x
) (A.6)
we obtain a system of PDEs that can be solved by finite differences methods using a stag-
gered mesh, with the variables being evaluated and stored in only half of the points on the
grid at each time level. As long as we ensure that the difference schemes used to solve the
[20].
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different equations of the system are compatible and properly centered there is no signifi-
cant loss of accuracy and the storage requirements and computing time are halved.
The initial value problems associated with the parabolic equations in the system, (A.1)
to (A.3), are solved via leapfrog integration, using an adaptation of the leapfrog meth-
ods created by K.V. Roberts and N.O.Weiss [64]. Poisson’s equation (A.4) is solved by
a modification of the eigenfunction decomposition method3 created by R.W. Hockney
[109], whereby the difference equations are Fourier analyzed in the horizontal direction
and solved recursively in the vertical direction by tridiagonal elimination.
A.1.1 Formulation of the problem in difference form
It can be shown, following the stability analysis performed by Chandrasekhar in [123] that
the possible horizontal planforms for a convecting horizontal layer, assuming that the verti-
cal velocity field can be expressed as w(x, y, z) = f(x, y)W (z), are either rolls, rectangles
or hexagonal cells. From the same stability analysis can also be derived that T, S and w
take the same planform. For a roll type planform w, T and S have solutions of the form:
T = 1/2 + z + T ∗(z)f(x, y) S = 1/2 + z + S∗(z)f(x, y)
w = W (z)f(x, y)
f(x, y) = f(x) = cos(αx) (A.7)
For the boundary conditionsw(x, z)=0, for z=0 and z=H , W(z) can be written asWksin(kpizH )
for every integer k, and it follows that, for a x-periodic box of the type {0 ≤ x ≤ 1, 0 ≤ z ≤ H}:
w(x, y) =
∑
j,k∈N
W j,kcos (2jpix) sin
(
kpiz
H
)
(A.8)
3The eigenfunction decomposition method is a spectral method whose basis functions are even Fourier
basis functions, which are also the eigenfunctions for the Laplace operator
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Since we are assuming mass conservation, it follows that ∇.u = 0 and that Ψ, the stream-
function, is such that:
u = (u(x, 0, z), 0, w(x, 0, z)) = (−∂Ψ
∂z
, 0,
∂Ψ
∂x
) (A.9)
Combining (A.8) and (A.9) we get:
Ψ ∼
∑
j,k∈N
sin (2jpix) sin
(
kpiz
H
)
(A.10)
It follows from (A.7) and (A.10) that the solutions of the system of PDEs (A.1) –
(A.4) in a rectangular x-periodic box of the type {0 ≤ x ≤ 1, 0 ≤ z ≤ H}must be periodic
functions such that:
T, S(x, z, t) = T, S(−x, z, t) (A.11)
Ψ(−x, z, t) = −Ψ(x, z, t)
These simultaneously satisfy the boundary conditions:
∂T
∂x
=
∂S
∂x
= 0, for x = 0, 1/2
T, S = 1/2 forz = 0 T, S = −1/2 for z = H
Ψ = 0 forx = 0, 1/2 Ψ = 0 for z = 0, H (A.12)
The PDE’s (A.1)–(A.4) can be approximated by difference equations involving discrete val-
ues of the variables defined at the vertices of a square cartesian grid with uniform spacings
∆x such that:
∆x =
1
4Nx
(A.13)
With Nx corresponding to the number of intervals covering the region 0 ≤ x ≤ 1/4. We
are also going to impose the condition that H, is a multiple of ∆x and define Nz as the
number of intervals covering the region 0 ≤ z ≤ H .
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Let ∆t, be a time step4 and define tn=n∆t, with 2n=q=0,1,2..., and for ∆x as defined
in (A.9), xj=1/4+j∆x, zk=-H+k∆x where j=0,1,...Nx and k=0,1,..Nz. Then the variables
T,S,Ψ and ω can be represented on a mesh in space-time with;
T nj,k = T (xj, zk, t
n) Snj,k = S(xj, zk, t
n) etc...
For the sake of clarity we are going to adopt a matrix notation for difference schemes.
Formally, we define a 2l+1 by 2m+1 matrix difference operator M with elements Mλ,µ,
−l ≤ λ ≤ l, −m ≤ µ ≤ m, such that:
MV tj,k =
l∑
λ=−l
m∑
µ=−m
Mλ,µVj+λ,k+µ
for any variable V discretized in the space-time mesh.
Using the matrix notation, the usual two-point representations of the partial derivatives
∂
∂x
and ∂
∂x
became, replacing the zeros of the matrices by dots:
∂
∂x
V tj,k =
V tj+1,k−V tj,k
∆x
+
V tj,k−V tj−1,k
∆x
2
(A.14)
=
V tj+1,k − V tj−,k
2∆x
=
1
2∆x


1
.
1


∂
∂z
=
1
2∆x
(
1 . 1
)
(A.15)
And the usual five-point representation of the Laplace operator:
− 1
∆x2


. 1 .
1 −4 1
. 1 .

 (A.16)
4∆t is not necessarily fixed and may adjusted during the run of numerical calculations so that convergence
and/or stability criteria may be met.
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In the next three subsections we will consider the initial value problems associated with
the first three parabolic PDE’s of the system, which become explicit equations in finite
difference form, then Poisson’s equation (A.4), and finally the fast Fourier transforms based
method used to solve it.
A.1.2 Parabolic equations
The parabolic equations (A.1), (A.2) and (A.3) can be written in conservative/integral/eulerian
form as:
∂
∂t
= A+G+D (A.17)
Where A is an advective term, G a forcing/buoyancy term and D a diffusive term. In the
particular cases of (A.2) and (A.3), G ≡0.
Since the same methods can be applied to solve the three parabolic equations, for the
sake of brevity we will only be explicitly considering (A.1) throughout this subsection.
Although the angled derivative methods developed by Roberts and Weiss in [64] are
second order in space and in time, they introduce a complex amplification for the diffusive
A terms, and so, it is necessary to consider intermediate half time steps where the deriva-
tives are computed. Following Roberts and Weiss’s methodology, we are going to adopt a
leapfrog method for the A combined with a DuFort-Frankel representation of D. To second
order in ∆t and ∆x, (A.1) becomes in difference form:
ωn+1j,k = ω
n
j,k +
∆t
4(∆x2 + 2σ∆t)
[Aj,k +Gj,k + 4σHj,k] (A.18)
with A corresponding to the advective term, G to the forcing term/buoyancy torque and H
to the diffusive/viscous term as defined above.
The numerical methods we have chosen use a staggered mesh, with T , S, ω and Ψ
being calculated and stored at time levels n=q/2 in points (xι, zκ) such that ι + κ is even
when q is even, and in points (xι, zκ) such that ι+κ is odd when q is odd. The terms in the
RHS of the difference parabolic equations have to be defined as to allow for calculations to
be performed in a staggered mesh with the characteristics we have just described.
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For 2nd order accuracy the advective term is:
Aj,k =
(
−1 . 1
)
Ψ
n+1/2
j−1,k ω
n+1/2
j−1,k +
(
1 . −1
)
Ψ
n+1/2
j+1,k ω
n+1/2
j+1,k +
+


−1
.
1

Ψn+1/2j,k−1 ωn+1/2j,k−1 +


1
.
−1

Ψn+1/2j,k+11ωn+1/2j,k+1 (A.19)
the forcing term/buoyancy torque is:
Gj,k = 2∆x
(
1 . −1
){
R∗TT
n+1/2
j,k −R∗SSn+1/2j,k
}
(A.20)
and the diffusive/viscous term is:
Hj,k = 4σ




. 1 .
1 . 1
. 1 .

ωn+1/2j,k − 4ωnj,k

 (A.21)
Expressions (A.18) to (A.21) can be solved at each time level allover the interior of the
rectangular domain and at the boundaries by verifying the boundary conditions.
A.1.3 Poisson equation
We also need to ensure second order accuracy in solving the implicit Poisson’s equation.
The usual five point second order representation of the Laplace operator is (A.16) but since
ωj,k and Ψj,k at each time level are only defined in points such that j+k even or j+k odd,
it is necessary to replace (A.16) with a representation of the Laplace operator that only
includes points whose sums of indices have the same parity. We are then going to consider
the following difference form of (A.4):


1 . 1
. −4 .
1 . 1

Ψj,k = −2∆x2ωj,k (A.22)
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The implicit equation (A.22) can be solved using the methodology we are going to describe
in the next subsection, but unfortunately the solutions we obtain supply values of Ψ at the
same points as ω, and whose parity of the indices is unsuitable for solving (A.19). As such,
we need interpolate the required values of Ψ for the calculation of the advective fluxes in
(A.19) from the values of ω and the values of Ψ obtained by solving (A.22) 5. The simplest
interpolation formula is a straightforward average with second order accuracy:
Ψj,k =
1
4


. 1 .
1 . 1
. 1 .

Ψj,k (A.23)
Although the accuracies of (A.22) and (A.23) are consistent, this type of average has rel-
atively large coefficients for the second order error, and we can refine the interpolation to
obtain a second order formula by combining (A.16) and (A.23), making use of the fact that
Ψ satisfies (A.4):
Ψj,k =
1
4




. 1 .
1 . 1
. 1 .

Ψj,k + 14∆x2


. 1 .
1 . 1
. 1 .

ωj,k

 (A.24)
Thus defining the stream function Ψ at every point in on the mesh for each time level.
A.1.4 Symmetry Relations and Fourier Series Representations
Before describing the eigenfunction decomposition method, we will start by introducing a
series of results deduced by Veronis in 1966 concerning the symmetry and characteristics
of the Fourier modes associated with the equations describing two-dimensional convective
motion in a layer of incompressible fluid. The demonstrations are somewhat lengthy and
we will be referring the reader to the original 1966 paper [35].
Veronis showed that for periodic perturbations of wave-length 1 in a two-dimensional
5It is also necessary to ensure that the stream function is available at every point in the mesh so that u and
w are derived from the same interpolated values of Ψ in order to preserve the finite difference analogue of
∇.u=0.
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layer of incompressible fluid of thickness H, the stream function Ψ(x, z) and the tempera-
ture field T (x, z) can be represented as:
Ψ(x, z) =
∑
j,k∈N
Ψj,ksin (2pijx) sin
(
pikz
H
)
(A.25)
T (x, z) = T0 +
T1 − T0
H
z +
∑
j,k∈N
T j,kcos (2pijx) sin
(
pikz
H
)
with T0 being the value of T at z=0 and T1 at z=H.x.
This representation is in accordance with the periodicity and phase relations derived
form Chandrasekhar’s stability analysis that were previously introduced in subsection A.1.1.
In [35] Veronis also analyzed the Fourier coefficients in (A.25) and concluded that:
Ψj,k, T j,k = 0, ∀j, k : j + k odd (A.26)
Ψj,k, T j,k 6= 0, ⇒ j, k : j + k even
It can be shown, and once again we refer the reader to [35], that (A.26) leads to the follow-
ing extra-symmetry conditions for T0=1/2 and T1=-1/2:
Ψ(x, z) = Ψ(1/2− x,H − z) 0 ≤ x ≤ 1/4, 0 ≤ z ≤ H (A.27)
T (x, z) = −T (1/2− x,H − z) 0 ≤ x ≤ 1/4, 0 ≤ z ≤ H
Expanding Veronis’s analysis to our double-diffusive convection problem, it follows
trivially that ω(x, z), the vorticity, has the same periodicity, phase and symmetries asΨ, and
S the same periodicity, phase and symmetries as T. From (A.27) it also follows, trivially,
that to solve a boundary value problem with Dirichlet conditions for the odd function of
x Ψ in the 0 ≤ x ≤ 1/2, 0 ≤ z ≤ H region it is enough to consider its restriction to
0 ≤ x ≤ 1/4, 0 ≤ z ≤ H together with the symmetry relations.
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A.1.5 Eigenfunction decomposition method
Lets consider the following four subsidiary meshes:
M1j,k : j even, k odd (A.28)
M2j,k : j odd, k odd
M3j,k : j odd, k even
M4j,k : j even, k even
And start by approximating the Poisson equation (A.4) by the difference equation
(A.22). Since Ψ is an odd-function of x that satisfies the Dirichlet conditions
Ψ(0, z) = Ψ(1/2, z) = 0, ∀z : 0 ≤ z ≤ 1/2 (A.29)
we have a set of 1
2
[(Nx − 1)(Nz − 1)± 1] simultaneous linear equations on Ψj,k on the
subsidiary meshes M4 and M3 defined above. This can be reduced to one involving Ψj,k
only on the even rows k = 2l : l = 1, 2, ...Nz
2
− 1 by defining a modified vorticity Ω:
Ωj,2l = −2∆x2


1 . 1
. −4 .
1 . 1

ωj,2l (A.30)
By a linear combination of five shifted versions of (A.22) it is possible to obtain a difference
scheme whose coefficients have all the same parity by means of a gaussian elimination.
From (A.29) and the linear combination of the shifted versions of (A.22) we obtain a finite
difference scheme: 

1 . 2 . 1
. . . . .
2 . −12 . 2
. . . . .
1 . 2 . 1


Ψ2j,2l = Ω2j,2l (A.31)
that defines a set of 1
4
(Nz − 1)(Nx − 2) linear equations on M4.
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Next, we expand the Ψ and Ω as finite Fourier series:
Ψ2j,2l =
µ∑
m=1
Ψm2lsin
(
2pi
mj
Nx
)
(A.32)
Ω2j,2l =
µ∑
m=1
Ωm2lsin
(
2pi
mj
Nx
)
Equating the Fourier coefficients in (A.31) we obtain:
Am
(
Ψm2l+2 +Ψ
m
2l−2
)
+ BmΨ
m
2l = Ω
m
2l (A.33)
Am = 2
[
1 + cos
(
2pim
Nx
)]
, Bm = −4
[
3− cos
(
2pim
Nx
)]
The Fourier coefficients Ωm2l are calculated from6:
Ωm2l =
2
Nx
µ∑
m=1
Ω2i,2lsin
(
2pi
mi
Nx
)
(A.34)
We will also consider, for the sake of convenience, instead of the Ωm2l coefficients the mod-
ified coefficients Ωm2l defined as:
Ωm2l =
Ωm2l
Am
, m <
Nx
2
(A.35)
For m = Nx
2
we end up with the following sets of equations:
Ψm2l =
Ωm2l
Bm
(A.36)
And for m < Nx
2
with a Nx
2
− 1 sets of equations, each in Nz
2
− 1 unknowns:
λmΨm2 +Ψ
m
4 =Ω
m
2 (A.37)
Ψm2(l−1) + λmΨm2l +Ψ
m
2(l+1) =Ω
m
2l , 4 ≤ 2l ≤ Nz − 4
ΨmNz−4 + λmΨmNz−2 =Ω
m
Nz−2
6See [109] for the deduction of the formula.
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with λm = BmAm The coefficients on the left-hand side of (A.37) form a tridiagonal matrix
and the equations can be solved by tridiagonal elimination and back substitution7, thus
solving the Poisson equation in the subsidiary mesh M4.
Once the value ofΨ is known in the points ofM4, (A.22) becomes an explicit difference
scheme in M2, the subsidiary mesh corresponding to the points with odd indices j and k.
And once the value of Ψ is determined in M2 and M4, the solution can be extended to
M3 and M1, the subsidiary meshes containing points with both odd and even indices, by
means of the fourth order accuracy interpolation (A.24).
A.2 Implementation
The methods for 2D modeling of simple and double-diffusive convection developed by
Moore, Peckover and Weiss in[107] have been implemented as programs with modular
structures based on Fortran subroutines. Some of these routines are problem dependent
while others are standard but controlled by parameters that are altered to suit each run. In
our research we have used the Fortran implementation of the second order finite difference
scheme introduced in the previous section adapted to the modeling of x-periodic double-
diffusive systems designed by D.R. Moore[107], with the system of parabolic and Poisson
PDEs (2.15) being solved in a x-periodic quarter cell corresponding to a half up-finger.
There are three sets of controlling parameters for the the program: defining parameters
of model, consisting of two T-based Rayleigh numbers8, a Prandtl/Schmitt number and
7The creators of the original methods considered two possibilities for the resolution of the system of
linear equations:tridiagonal elimination or by means of the Buneman algorithm. The Buneman algorithm
reduces error propagation but restricts the choice of Nz and as such Moore, Peckover and Weiss have opted
for tridiagonal elimination computed with extended precision in order to reduce error propagation. Note that,
chosing tridiagonal elimination, at any stage of the process only Nz2 storage locations are used and it is only
necessary to calculate the coefficient with extended precision only once, which implies no significant increase
in machine time when running a simulation.
8Unlike D. R. Moore we have chosen to characterize the influences external to the model by means of a
S-based Rayleigh, RS , and a buoyancy or density stability ratio, Rρ. These two parameters can be converted
into T-based Rayleigh numbers compatible with the computational method, RˆT and RˆS , by means of the
following transformation:
RˆS = τRS
RˆT = RρτRS
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a Lewis number, parameters defining the initial conditions, consisting of the initial am-
plitude of the stream-function Ψ and the vertical extension of the initial T and S linear
z-stratifications referred to the non-dimensional wave number, and parameter that control
the implementation of the numerical method, consisting of the number of mesh intervals in
the horizontal and vertical directions and the inverse of the maximum permitted time step.
We have opted to update the original FORTRAN 77 code to Fortran 95 since no advan-
tage would be gained by implementing it in a different programming language. Although
languages like C\C++ are becoming increasingly popular, Fortran is still the reference and
optimal language for computational fluid dynamics and other areas whose methodologies
call for intensive numerical computation.
The simulations were performed on a computer powered by the INTEL Core-i7-860
processor capable of running 8 simultaneous simulations, one per thread, with the shorter
runs, corresponding to Prandtl/Schmid number 10 systems with tτ=0.8, lasting about 20
minutes and the longer ones, corresponding to τ = 0.01 systems and complete life cycles
composed of several alternations, over two weeks.
The code uses a square grid, which implies that refining the mesh in the horizontal di-
rection implies also an increase in the number of points in the vertical direction if a vertical
domain of the same extension needs to be covered, and a compromise must be reached
between sufficient accuracy in the resolution of the spatial scales and the availability of
computational resources. We have run exploratory tests considering different values of the
defining parameters9 with the active region 0 ≤ x ≤ 1/4 being covered by Nx=12, 16,
24, 32 and occasionally 48 mesh intervals10. We have settled for 16 mesh intervals in the
1/4 ≤ x ≤ 1/2 range since the quantities measured in Chapter 4 and 5 agreed up to the
last one/two digits out of 6 significant figures for values of τ ≥ 0.1 and to last two/three
digits out of 6 significant figures for values of τ=0.01 for all the values of Nx ≥ 16 we
have tested. We also ensured that enough mesh intervals were considered in the vertical di-
9We paid special attention to σ=0.01 systems whose modeling generally calls for higher resolutions than
systems with τ of O(10−1) to O(1), see sections 5.1 and 5.2
10The eigenvalue decomposition method used to solve the Poisson’s equation restrict the choice of Nx to
powers of two or numbers of the form 3 times a power of two.
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rection, so that the boundary conditions were satisfied throughout the computation (which
for the results presented in this thesis corresponds to 1536, 3072 or 6144 mesh intervals,
depending on the choice of parameters and time interval considered.
To further validate our results, a couple of simulations were run using the parameter
values corresponding to the heat-sucrose experiments described in [91] (using the twice
the width of the square fingers as L and τ = 0.01). We have obtained a good qualitative
and quantitative agreement with the reported results, including advective flux ratios of in-
finitesimal order. As an extra ”sanity check” D.R Moore has kindly agreed to re-run some
simulations corresponding to systems presenting features like overturns and overstable os-
cillations with extra resolution using several different machines, with his results matching
the ones in our collection.
The program adjusts the time step throughout the computation so that the Courant-
Friederich-Lewy criterion:
∆t
∆x
(u+ v) ≤ 2
a necessary condition for the convergence of the method, is always satisfied. The maximum
time-step was predefined to be 10−5 so that
max(KT , KS, ν)
∆t
∆x2
= max(1, τ, σ)
∆t
∆x2
≤ 10. ∆t
∆x2
∼ 0.41
and the DuFort-Frankel conditions:
ν
∆t
∆x2
≤ 1
2
, KT
∆t
∆x2
≤ 1
2
, KS
∆t
∆x2
≤ 1
2
that warrant that the approximation to the diffusive term is unconditionally stable and ac-
curate are universally met.
We have prescribed as initial conditions Ψ ≡0 all over the domain and set the thickness
of the initial interface to be equal to the wavelength of the initial perturbation. We set
identical initial conditions for all the finger systems we have computed and analyzed.
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For every value of τ ≥0.1 and each pair (RS, τ), Rρ was made to vary in regular steps,
of length ∆Rρ, until the height of the convection cell would not exceed the wave length of
the initial perturbation11. For τ=0.01 we were not able reach a region of the parameter space
of systems with aspect ratios smaller than one by varying the value of Rρ in regular steps
while keeping the remaining defining parameters constant12 and we have defined a cutoff
value of Rρ=300 for σ=10 in systems and 200 for σ=0.01 systems. For τ=0.01 systems we
also had to refine ∆Rρ in the initial interval of low values of Rρ to accommodate for the
sharp increase of the rate of change with Rρ of the quantities analyzed in Chapters 4 and 5
as Rρ → 1.
We have run simulations for a total of 365 finger systems and our experiments are
summarized in the following tables:
τ=0.01
σ=0.01 Rρ=1 σ=10 Rρ=1
RS Number of simulations RS Number of simulations
−104 1 −104 1
−2.5× 104 1 −2.5× 104 1
−5× 104 1 −5× 104 1
11We have excluded from our research weak-salt fountain systems that were not able to expand beyond the
initial interface, not only because we were not able to devise reliable ways to measure some of the quantities
analyzed on chapter 3, but also because, as we have discussed in Chapter 6, we suspect that the dynamics
of systems of salt finger systems that are able to expand outside the initial interface and systems whose life
cycles are confined to it have different characteristics, namely in terms of evolution and time dependance.
12According to inequality (2.27), we would only be able to reach the terminal region of systems with finger
widths ∼ finger height for values of Rρ of O(103). We have also decided not to venture into regions of the
τ=0.01 parameter subspace where the diffusion of S could possibly play an important role in the dynamics of
the fingering process since that would possible require the use of a more refined mesh, which together with
the increased length of the life cycles, would render the computation too expensive both in terms of time and
computational resources. As we have mentioned in the introductory sections of chapter 5, systems with values
of τ ∼0 can be reasonably modeled even if the spatial scales are not fully resolved as long as S-diffusion
plays a minor role in the dynamics of the fingering process, which, according to the results introduced in
Chapters 3 and 4, can be ensured if we restrict our domain to low to mid values of Rρ.
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τ=0.01
σ=0.01 Rρ=5 to 15, ∆Rρ=5 σ=10 Rρ=5 to 15, ∆Rρ=5
RS Number of simulations RS Number of simulations
−104 3 −104 3
−2.5× 104 3 −2.5× 104 3
−5× 104 3 −5× 104 3
τ=0.01
σ=0.01 Rρ=20 to 30, ∆Rρ=10 σ=10 Rρ=20 to 30, ∆Rρ=10
RS Number of simulations RS Number of simulations
−104 2 −104 2
−2.5× 104 2 −2.5× 104 2
−5× 104 2 −5× 104 2
τ=0.01
σ=0.01 Rρ=40 to 200, ∆Rρ=20 σ=10 Rρ=40 to 300, ∆Rρ=20
RS Number of simulations RS Number of simulations
−104 9 −104 14
−2.5× 104 9 −2.5× 104 14
−5× 104 9 −5× 104 14
τ=0.1
σ=0.01 ∆Rρ=1 σ=10 ∆Rρ=1
RS Number of simulations RS Number of simulations
−104 8 −104 15
−2.5× 104 21 −2.5× 104 22
−5× 104 24 −5× 104 25
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τ= 1√
10
σ=0.01 ∆Rρ=0.5 σ=10 ∆Rρ=0.5
RS Number of simulations RS Number of simulations
−104 N\A −104 5
−2.5× 104 4 −2.5× 104 7
−5× 104 8 −5× 104 8
−105 9 −105 9
τ=0.5
σ=0.01 ∆Rρ=0.125 σ=10 ∆Rρ=0.125
RS Number of simulations RS Number of simulations
−104 N\A −104 6
−2.5× 104 4 −2.5× 104 9
−5× 104 8 −5× 104 11
−105 13 −105 13
τ=0.8
σ=0.01 ∆Rρ=0.05 σ=10 ∆Rρ=0.05
RS Number of simulations RS Number of simulations
−2.5× 104 N\A −2.5× 104 3
−5× 104 1 −5× 104 5
−105 4 −105 6
−2.5× 105 5 −105 7
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Appendix B
Multi-Cycle Life Cycles in σ=10 Systems
The tables contained in this appendix correspond to descriptions of the Prandtl number 10
finger systems with multi-cycle life systems we have recorded. In our simulations we have
only observed multi-cycle life cycles composed of an initial cycle and one or two secondary
cycles, although more complex life cycles with more than two secondary cycles may exist.
In the tables, each one corresponding to a pair (τ ,RS), each system is identified by its
buoyancy ratio Rρ, and each cycle of the life cycle by its type: WSF: Weak Salt-Fountain,
SF: Salt-Fountain, WCL: Weak Convecting-Layers, CL: Convecting-Layers.
Prandtl/Schmidt number 0.01 and Lewis number 0.01 systems were excluded from our
analysis due to pratical constraints 1.
1See sub-section 3.2.3..
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B.1 τ=0.1 Systems
RS: -2.5× 10−4
Rρ Initial Cycle 2nd C. 3rd C. Rρ Initial C. 2nd C. 3rd C.
6 CL WSF 12 WCL WSF
7 CL WSF 13 WCL WSF
8 CL WSF 14 WCL WSF
9 WCL WSF 15 WCL WSF
10 WCL WSF 16 WCL WSF
11 WCL WSF
RS: -5× 10−4
Rρ Initial Cycle 2nd C. 3rd C. Rρ Initial C. 2nd C. 3rd C.
5 CL SF WSF 14 WCL SF WSF
6 CL SF WSF 15 WCL SF WSF
7 CL SF WSF 16 WCL SF WSF
8 CL SF WSF 17 WCL SF WSF
9 CL WCL WSF 18 WCL SF WSF
10 CL WCL WSF 19 WCL WSF
11 WCL SF WSF 20 WCL WSF
12 WCL SF WSF 21 WCL WSF
13 WCL SF WSF
B.2 τ= 1√
10
Systems
RS: -2.5× 10−4
Rρ Initial Cycle 2nd Cycle 3rd Cycle
2.5 WCL WSF
3 WCL WSF
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RS: -5× 10−4
Rρ Initial Cycle 2nd Cycle 3rd Cycle
2 CL SF
2.5 CL SF WSF
3 CL SF WSF
3.5 WCL WSF
4 WCL WSF
RS: -10−5
Rρ Initial Cycle 2nd Cycle 3rd Cycle
2.5 CL SF
3 CL SF WSF
3.5 WCL SF WSF
4 WCL WSF WSF
4.5 WCL WSF
B.3 τ=0.5 Systems
RS: -5× 10−4
Rρ Initial Cycle 2nd Cycle 3rd Cycle
1.5 WCL WSF
1.625 WCL WSF
1.75 WCL WSF
1.875 WCL WSF
2 WCL WSF
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RS: -10−5
Rρ Initial Cycle 2nd Cycle 3rd Cycle
1.5 CL SF WSF
1.625 CL SF WSF
1.75 CL SF WSF
1.875 CL SF WSF
2 CL SF WSF
2.125 WCL WSF
2.25 WCL WSF
B.4 τ=0.8 Systems
RS: -10−5
Rρ Initial Cycle 2nd Cycle 3rd Cycle
1.15 WCL WSF
1.2 WCL WSF
RS: -2×10−5
Rρ Initial Cycle 2nd Cycle 3rd Cycle
1.15 WCL WSF
1.2 WCL SF WSF
1.25 WCL WSF
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Appendix C
Reynolds Numbers Remax
1. Remax in σ=10 Systems
2. Remax in σ=10 Systems
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C.1 Remax in σ=10 Systems
τ=0.01
RS maximum Remax average
−104 4.65 2.13
−2.5× 104 9.04 4.28
−5× 104 14.49 7.04
τ=0.1
RS maximum Remax average
−104 2.70 1.48
−2.5× 104 7.02 4.02
−5× 104 12.47 7.36
τ = 1√
10
RS maximum Remax average
−104 1.27 0.82
−2.5× 104 3.81 2.35
−5× 104 7.20 4.61
−105 12.87 8.47
τ=0.5
RS maximum Remax average
−104 0.72 0.54
−2.5× 104 2.20 1.51
−5× 104 4.65 3.18
−105 8.88 6.20
τ=0.8
RS maximum Remax average
−2.5× 104 0.94 0.69
−5× 104 1.84 1.30
−105 3.97 2.69
−2× 105 8.27 5.33
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C.2 Remax in σ=0.01 Systems
τ=0.01
RS maximum Remax average
−104 56.9 32.6
−2.5× 104 129.2 74.2
−5× 104 231.3 126.1
τ=0.1
RS maximum Remax average
−104 86.8 54.4
−2.5× 104 239.2 123.1
−5× 104 422.5 211.2
τ = 1√
10
RS maximum Remax average
−2.5× 104 296.9 199.3
−5× 104 560.5 257.7
−105 961.0 394.9
τ=0.5
RS maximum Remax average
−2.5× 104 208.9 149.6
−5× 104 504.5 302.2
−105 894.5 393.9
τ=0.8
RS maximum Remax average
−5× 104 97.6 97.6
−105 456.4 299.9
−2× 105 868.5 558.6
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Appendix D
Reynolds Numbers Re
1. Table: Fittings for Re as a Linear Function of RS .
2. Table Fittings for Re as a Quadratic Function of Rρ.
3. Table Fittings for 1
Re
as a Quadratic Function of Rρ.
4. Table Fittings for Re as a Linear Function of Rρ and 1Rρ .
5. Re in Systems with Prandtl/Schmidt Number 10
6. Re in Systems with Prandtl/Schmidt Number 0.01
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D.1 Table: Fittings for Re as a Linear Function of RS.
τ=0.01 σ=10
Rρ 1 5 10 15 20 ≥25
R2 0.9993 0.996 0.9952 0.9936 0.9911 <0.99
m -4×10−6 -3×10−6 -2×10−6 -2×10−6 -2×10−6
τ=0.1 σ=10
Rρ 1 2 3 4 ≥5
R2 0.9999 1 0.9999 0.9963 <0.99
m 0.0239 0.0147 0.0090 0.0058
τ= 1√
10
σ=10
Rρ 1 1.5 2 ≥2.5
R2 0.9968 0.9971 0.996 <0.99
m 0.0355 0.0174 0.0056
τ=0.5 σ=10
Rρ 1 1.125 1.25 1.375 1.5 1.625 ≥1.75
R2 0.98 0.9988 0.9982 0.9999 1 0.9916 <0.99
m 0.0354 0.0268 0.0183 0.0107 0.0062 0.0033
τ=0.8 σ=10
Rρ 1 1.05 1.1 ≥1.15
R2 0.999 1 0.9994 <0.99
m 0.0183 0.012 0.0090
τ=0.1 σ=0.01
Rρ 1 ≥2
R2 0.9917 <0.99
m 5.1643
τ= 1√
10
σ=0.01
Rρ 1 ≥1.5
R2 0.9949 <0.99
m 5.4718
Least squares fittings of (RS , Re(σ, τ, RS, Rρ)) for fixed values of σ, τ and Rρ, with m
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being the slope of the trendline and R2 the coefficient of determination.
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D.2 Table: Fittings for Re as a Quadratic Function of Rρ in σ=10 Sys-
tems.
σ=10 τ=0.01
RS quadratic in Rρ R2
-104 1≤ Rρ ≤15 0.9999
-104 15≤ Rρ ≤60 0.9996
-104 60≤ Rρ ≤160 0.9996
-104 160≤ Rρ ≤300 0.9999
-2.5×104 1≤ Rρ ≤15 0.9983
-2.5×104 15≤ Rρ ≤60 0.9974
-2.5×104 60≤ Rρ ≤120 0.9996
-2.5×104 120≤ Rρ ≤180 1
-2.5×104 180≤ Rρ ≤300 0.9999
-5×104 5≤ Rρ ≤15 0.9935
-5×104 15≤ Rρ ≤60 0.9984
-5×104 60≤ Rρ ≤120 0.9995
-5×104 120≤ Rρ ≤180 0.9917
-5×104 180≤ Rρ ≤300 0.9998
Quadratic least squares fittings of Re for σ=10, τ=0.01 and fixed values of RS , with R2
being the coefficient of determination.
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σ=10 τ=0.1
RS quadratic in Rρ R2
-104 1≤ Rρ ≤4 0.9991
-104 4≤ Rρ ≤8 0.9999
-104 8≤ Rρ ≤11 1
-104 11≤ Rρ ≤15 1
-2.5×104 1≤ Rρ ≤4 0.9994
-2.5×104 5≤ Rρ ≤8 0.9999
-2.5×104 8≤ Rρ ≤12 0.9999
-2.5×104 12≤ Rρ ≤18 0.9999
-2.5×134 18≤ Rρ ≤22 0.9999
-5×104 1≤ Rρ ≤4 0.9997
-5×104 4≤ Rρ ≤7 0.9998
-5×104 7≤ Rρ ≤10 0.9998
-5×104 10≤ Rρ ≤13 1
-5×104 13≤ Rρ ≤17 1
-5×104 17≤ Rρ ≤25 0.9994
Quadratic least squares fittings of Re for σ=10, τ=0.1 and fixed values of RS , with R2
being the coefficient of determination.
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σ=10 τ= 1√
10
RS quadratic in Rρ R2
-104 1≤ Rρ ≤2.5 0.9988
-104 1.5≤ Rρ ≤3.5 0.9996
-2.5×104 1≤ Rρ ≤2.5 0.9976
-2.5×104 2≤ Rρ ≤4 0.9996
-5×104 1≤ Rρ ≤2.5 0.9997
-5×104 2≤ Rρ ≤3 0.9975
-5×104 3≤ Rρ ≤4.5 0.9996
-105 1.5≤ Rρ ≤2.5 1
-105 2.5≤ Rρ ≤4 0.9995
-105 3.5≤ Rρ ≤5 0.9968
Quadratic least squares fittings of Re for σ=10, τ= 1√
10
and fixed values of RS , with R2
being the coefficient of determination.
σ=10 τ=0.5
RS quadratic in Rρ R2
-104 1≤ Rρ ≤1.625 0.9997
-2.5×104 1≤ Rρ ≤1.375 0.9998
-2.5×104 1.375≤ Rρ ≤2 0.9996
-5×104 1≤ Rρ ≤1.625 0.9999
-5×104 1.5≤ Rρ ≤1.875 1
-5×104 1.75≤ Rρ ≤2.25 0.9999
-105 1≤ Rρ ≤1.375 0.9997
-105 1.375≤ Rρ ≤1.75 1
-105 1.75≤ Rρ ≤2.125 0.9988
-105 2.125≤ Rρ ≤2.5 0.9998
Quadratic least squares fittings of Re for σ=10, τ=0.5 and fixed values of RS , with R2
being the coefficient of determination.
Appendix D. Reynolds Numbers Re 261
σ=10 τ=0.8
RS quadratic in Rρ R2
-5×104 1≤ Rρ ≤1.15 0.9997
-5×104 1.05≤ Rρ ≤1.2 0.9998
-105 1≤ Rρ ≤1.15 0.9998
-105 1.1≤ Rρ ≤1.25 0.9991
-2×105 1≤ Rρ ≤1.15 0.9995
-2×105 1.15≤ Rρ ≤1.3 0.9982
Quadratic least squares fittings of Re for σ=10, τ=0.8 and fixed values of RS , with R2
being the coefficient of determination.
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D.3 Table: Fittings for Re as a Quadratic Function of Rρ in σ=0.01
Systems.
σ=0.01 τ=0.01
RS quadratic in Rρ R2
-104 1≤ Rρ ≤40 0.9998
-104OT 60≤ Rρ ≤120 0.9995
-104OT 120≤ Rρ ≤200 1
-2.5×104 1≤ Rρ ≤30 1
-2.5×104OT 40≤ Rρ ≤100 0.9998
-2.5×104OT 100≤ Rρ ≤200 0.9998
-5×104 1≤ Rρ ≤20 1
-5×104OT 30≤ Rρ ≤80 0.9996
-5×104OT 80≤ Rρ ≤140 0.9999
-5×104OT 140≤ Rρ ≤200 0.9998
Quadratic least squares fittings of Re for σ=0.01, τ=0.01 and fixed values of RS , with R2
being the coefficient of determination and OT corresponding to overturned finger systems.
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σ=0.01 τ=0.1
RS quadratic in Rρ R2
-104 1≤ Rρ ≤5 1
-104 5≤ Rρ ≤8 0.9999
-2.5×104 1≤ Rρ ≤7 0.9993
-2.5×104OT 8≤ Rρ ≤11 0.9976
-2.5×104OT 11≤ Rρ ≤18 1
-2.5×104OT 18≤ Rρ ≤22 1
-5×104 1≤ Rρ ≤6 0.9991
-5×104OT 7≤ Rρ ≤10 1
-5×104OT 10≤ Rρ ≤14 1
-5×104OT 14≤ Rρ ≤23 1
-5×104OT 22≤ Rρ ≤25 1
Quadratic least squares fittings of Re for σ=0.01, τ=0.1 and fixed values of RS , with R2
being the coefficient of determination and OT corresponding to overturned finger systems.
σ=0.01 τ= 1√
10
RS quadratic in Rρ R2
-2.5×104 1≤ Rρ ≤2.5 0.9998
-5×104 1≤ Rρ ≤2.5 0.9998
-5×104OT 3≤ Rρ ≤4.5 0.9968
-105 1≤ Rρ ≤2.5 1
-105OT 3≤ Rρ ≤5 0.9997
Quadratic least squares fittings of Re for σ=0.01, τ= 1√
10
and fixed values of RS , with R2
being the coefficient of determination and OT corresponding to overturned finger systems.
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σ=0.01 τ=0.5
RS quadratic in Rρ R2
-2.5×104 1≤ Rρ ≤1.375 1
-5×104 1≤ Rρ ≤1.5 1
-5×104 1.5≤ Rρ ≤1.875 0.9993
-105 1.5≤ Rρ ≤1.625 1
-105 1.5≤ Rρ ≤1.8755 0.9998
-105OT 2≤ Rρ ≤2.5 0.996
Quadratic least squares fittings of Re for σ=0.01, τ=0.5 and fixed values of RS , with R2
being the coefficient of determination and OT corresponding to overturned finger systems.
σ=0.01 τ=0.8
RS quadratic in Rρ R2
-105 1≤ Rρ ≤1.15 0.9999
-2×105 1≤ Rρ ≤1.15 1
-2×105 1.05≤ Rρ ≤1.2 0.9997
Quadratic least squares fittings of Re for σ=0.01, τ=0.8 and fixed values of RS , with R2
being the coefficient of determination.
Appendix D. Reynolds Numbers Re 265
D.4 Table: Fittings for 1Re as a Quadratic Function of Rρ in σ=10 Sys-
tems.
σ=10 τ=0.01
RS quadratic in Rρ R2
-104 1≤ Rρ ≤15 1
-104 15≤ Rρ ≤140 0.9998
-104 140≤ Rρ ≤300 0.9998
-2.5×104 1≤ Rρ ≤15 0.9995
-2.5×104 15≤ Rρ ≤200 0.9999
-2.5×104 200≤ Rρ ≤300 1
-5×104 5≤ Rρ ≤15 0.9999
-5×104 15≤ Rρ ≤120 1
-5×104 120≤ Rρ ≤300 1
Quadratic least squares fittings of 1
Re
for σ=10, τ=0.01 and fixed values of RS , with R2
being the coefficient of determination.
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σ=10 τ=0.1
RS quadratic in Rρ R2
-104 1≤ Rρ ≤4 1
-104 4≤ Rρ ≤7 0.9999
-104 7≤ Rρ ≤10 0.9998
-104 10≤ Rρ ≤13 0.9998
-104 12≤ Rρ ≤15 0.9992
-2.5×104 1≤ Rρ ≤4 1
-2.5×104 4≤ Rρ ≤7 1
-2.5×104 7≤ Rρ ≤12 1
-2.5×104 12≤ Rρ ≤15 1
-2.5×104 15≤ Rρ ≤18 0.9999
-2.5×134 18≤ Rρ ≤22 0.9992
-5×104 1≤ Rρ ≤4 0.9999
-5×104 4≤ Rρ ≤9 0.9998
-5×104 9≤ Rρ ≤17 1
-5×104 17≤ Rρ ≤20 1
-5×104 20≤ Rρ ≤23 0.9998
-5×104 22≤ Rρ ≤25 0.9973
Quadratic least squares fittings of 1
Re
for σ=10, τ=0.1 and fixed values of RS , with R2 being
the coefficient of determination.
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σ=10 τ= 1√
10
RS quadratic in Rρ R2
-104 1≤ Rρ ≤2.5 0.9986
-2.5×104 1≤ Rρ ≤2.5 0.9997
-2.5×104 2≤ Rρ ≤3.5 0.9986
-5×104 1≤ Rρ ≤2.5 0.9995
-5×104 1.5≤ Rρ ≤3 1
-5×104 2≤ Rρ ≤4 0.998
-105 1≤ Rρ ≤2.5 0.9998
-105 2.5≤ Rρ ≤4.5 0.9992
Quadratic least squares fittings of 1
Re
for σ=10, τ= 1√
10
and fixed values of RS , with R2
being the coefficient of determination.
σ=10 τ=0.5
RS quadratic in Rρ R2
-104 1≤ Rρ ≤1.375 0.9998
-104 1.25≤ Rρ ≤1.625 0.9989
-2.5×104 1≤ Rρ ≤1.5 1
-2.5×104 1.5≤ Rρ ≤1.875 0.9996
-2.5×104 1.625≤ Rρ ≤2 0.9987
-5×104 1≤ Rρ ≤1.375 0.9998
-5×104 1.375≤ Rρ ≤1.75 0.9999
-5×104 1.75≤ Rρ ≤2.25 0.9962
-105 1≤ Rρ ≤1.375 0.9995
-105 1.375≤ Rρ ≤2 0.9996
-105 2≤ Rρ ≤2.375 0.9978
Quadratic least squares fittings of 1
Re
for σ=10, τ=0.5 and fixed values of RS , with R2 being
the coefficient of determination.
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σ=10 τ=0.8
RS quadratic in Rρ R2
-5×104 1≤ Rρ ≤1.15 0.9993
-5×104 1.05≤ Rρ ≤1.2 0.997
-105 1≤ Rρ ≤1.2 0.9996
-105 1.1≤ Rρ ≤1.25 0.9966
-2×105 1≤ Rρ ≤1.25 0.9993
-2×105 1.15≤ Rρ ≤1.3 0.995
Quadratic least squares fittings of 1
Re
for σ=10, τ=0.8 and fixed values of RS , with R2 being
the coefficient of determination.
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D.5 Table: Fittings for 1Re as a Quadratic Function of Rρ in σ=0.01
Systems.
σ=0.01 τ=0.01
RS quadratic in Rρ R2
-104 1≤ Rρ ≤40 0.9999
-104OT 60≤ Rρ ≤200 0.9999
-2.5×104 1≤ Rρ ≤30 0.9996
-2.5×104OT 40≤ Rρ ≤180 1
-5×104 1≤ Rρ ≤20 1
-5×104OT 30≤ Rρ ≤200 0.9999
Quadratic least squares fittings of 1
Re
for σ=0.01, τ=0.01 and fixed values of RS , with R2
being the coefficient of determination and OT corresponding to overturned finger systems.
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σ=0.01 τ=0.1
RS quadratic in Rρ R2
-104 1≤ Rρ ≤4 0.9999
-104 3≤ Rρ ≤6 0.9994
-104 4≤ Rρ ≤7 0.9981
-2.5×104 1≤ Rρ ≤7 0.9998
-2.5×104OT 9≤ Rρ ≤18 1
-2.5×104OT 18≤ Rρ ≤21 1
-5×104 1≤ Rρ ≤4 1
-5×104OT 9≤ Rρ ≤15 1
-5×104OT 15≤ Rρ ≤23 1
-5×104OT 22≤ Rρ ≤25 1
Quadratic least squares fittings of 1
Re
for σ=0.01, τ=0.1 and fixed values of RS , with R2
being the coefficient of determination and OT corresponding to overturned finger systems.
σ=0.01 τ= 1√
10
RS quadratic in Rρ R2
-2.5×104 1≤ Rρ ≤2.5 0.9949
-5×104 1≤ Rρ ≤2.5 0.9998
-5×104OT 3≤ Rρ ≤4.5 0.9992
-105 1≤ Rρ ≤2.5 0.9993
-105OT 3≤ Rρ ≤4.5 0.999
-105OT 3.5≤ Rρ ≤5 0.9996
Quadratic least squares fittings of 1
Re
for σ=0.01, τ= 1√
10
and fixed values of RS , with R2
being the coefficient of determination and OT corresponding to overturned finger systems.
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σ=0.01 τ=0.5
RS quadratic in Rρ R2
-2.5×104 1≤ Rρ ≤1.375 0.9986
-5×104 1≤ Rρ ≤1.375 0.9999
-5×104 1.375≤ Rρ ≤1.875 0.9983
-105 1.5≤ Rρ ≤1.625 1
-105 1.5≤ Rρ ≤1.875 0.9992
Quadratic least squares fittings of 1
Re
for σ=0.01, τ=0.5 and fixed values of RS , with R2
being the coefficient of determination and OT corresponding to overturned finger systems.
σ=0.01 τ=0.8
RS quadratic in Rρ R2
-105 1≤ Rρ ≤1.15 0.9908
-2×105 1≤ Rρ ≤1.15 0.9996
-2×105 1.05≤ Rρ ≤1.2 0.9965
Quadratic least squares fittings of 1
Re
for σ=0.01, τ=0.8 and fixed values of RS , with R2
being the coefficient of determination.
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D.6 Table: Fittings for Re as a Linear Function of Rρ and 1Rρ
σ=10 τ=0.01
RS linear in Rρ R2 linear in 1Rρ R
2
-104 100≤ Rρ ≤160 0.9953
-104 Rρ ≥160 0.9921
-2.5×104 15≤ Rρ ≤40 0.9903
-2.5×104 60≤ Rρ ≤180 0.9916
-2.5×104 Rρ ≥100 0.9913
-5×104 15≤ Rρ ≤30 0.9997
-5×104 40≤ Rρ ≤80 0.9992
-5×104 Rρ ≥80 0.9929
Linear least squares fittings of (Rρ, Re(σ, τ, RS, Rρ)) and (Rρ, Re(σ, τ, RS, 1Rρ )) for σ=10,
τ=0.01 and fixed values of RS , with R2 being the coefficient of determination.
σ=10 τ=0.1
RS linear in Rρ R2 linear in 1Rρ R
2
-104 Rρ ≥10 0.9992
-104 Rρ ≥10 0.9943
-2.5×104 3≤ Rρ ≤8 0.9992
-2.5×104 14≤ Rρ ≤21 0.9927
-2.5×104 14≤ Rρ ≤21 0.9997
-5×104 3≤ Rρ ≤6 0.9998
-5×104 6≤ Rρ ≤16 0.9997
-5×104 15≤ Rρ ≤24 0.9935
-5×104 15≤ Rρ ≤24 0.9977
Linear least squares fittings of (Rρ, Re(σ, τ, RS, Rρ)) and (Rρ, Re(σ, τ, RS, 1Rρ )) for σ=10,
τ=0.1 and fixed values of RS , with R2 being the coefficient of determination.
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σ=10 τ= 1√
10
RS linear in Rρ R2 linear in 1Rρ R
2
-104 1≤ Rρ ≤2 0.9972
-104 2≤ Rρ 0.9982
-104 2≤ Rρ 0.9948
-2.5×104 1.5≤ Rρ ≤3.5 0.9998
-2.5×104 3≤ Rρ 0.9998
-5×104 1≤ Rρ ≤2 0.9993
-5×104 3≤ Rρ ≤4 0.996
-5×104 3.5≤ Rρ 1
-105 1≤ Rρ ≤2 0.9979
-105 2.5≤ Rρ 0.9959
-105 4≤ Rρ 0.9954
Linear least squares fittings of (Rρ, Re(σ, τ, RS, Rρ)) and (Rρ, Re(σ, τ, RS, 1Rρ )) for σ=10,
τ= 1√
10
and fixed values of RS , with R2 being the coefficient of determination.
σ=10 τ=0.5
RS linear in Rρ R2 linear in 1Rρ R
2
-104 1≤ Rρ ≤1.25 0.999
-104 1.375≤ Rρ ≤1.625 1
-2.5×104 1≤ Rρ ≤1.75 0.9927
-2.5×4 1.75≤ Rρ 0.9997
-5×104 1≤ Rρ ≤1.375 0.9998
-5×104 1.625≤ Rρ ≤2 0.9943
-5×104 2≤ Rρ 0.9999
-105 1≤ Rρ ≤1.5 0.9986
-105 1.625≤ Rρ ≤1.875 0.9986
-105 1.875≤ Rρ ≤2.25 0.9984
-105 2.25≤ Rρ 0.9989
Linear least squares fittings of (Rρ, Re(σ, τ, RS, Rρ)) and (Rρ, Re(σ, τ, RS, 1Rρ )) for σ=10,
τ=0.5 and fixed values of RS , with R2 being the coefficient of determination.
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σ=10 τ=0.8
RS linear in Rρ R2 linear in 1Rρ R
2
-2.5×104 1≤ Rρ 0.9992
-5×104 1≤ Rρ ≤1.1 0.9946
-5×104 1.1≤ Rρ 0.9995
-5×104 1.1≤ Rρ 0.9977
-105 1≤ Rρ ≤1.1 0.9969
-105 1.15≤ Rρ 0.9991
-105 1.15≤ Rρ 0.9972
-2×105 1≤ Rρ ≤1.1 0.9998
-2×105 1.2≤ Rρ 0.9982
-2×105 1.2≤ Rρ 0.9957
Linear least squares fittings of (Rρ, Re(σ, τ, RS, Rρ)) and (Rρ, Re(σ, τ, RS, 1Rρ )) for σ=10,
τ=0.8 and fixed values of RS , with R2 being the coefficient of determination.
σ=0.01 τ=0.01
RS linear in Rρ R2 linear in 1Rρ R
2
-104 1≤ Rρ 0.9939
-104OT 120≤ Rρ 0.9957
-2.5×104 1≤ Rρ ≤20 0.9929
-2.5×104OT 80≤ Rρ 0.9963
-5×104 5≤ Rρ 0.9996
-5×104OT 60≤ Rρ
0
Linear least squares fittings of (Rρ,Re(σ, τ, RS, Rρ)) and (Rρ,Re(σ, τ, RS, 1Rρ )) for σ=0.01,
τ=0.01 and fixed values of RS , with R2 being the coefficient of determination and OT cor-
responding to overturned finger systems.
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σ=0.01 τ=0.1
RS linear in Rρ R2 linear in 1Rρ R
2
-104 1≤ Rρ 0.9988
-2.5×104 3≤ Rρ 0.9960
-2.5×104OT 9≤ Rρ 0.9958
-5×104 3≤ Rρ 0.998
-5×104OT 7≤ Rρ 0.9954
Linear least squares fittings of (Rρ,Re(σ, τ, RS, Rρ)) and (Rρ,Re(σ, τ, RS, 1Rρ )) for σ=0.01,
τ=0.1 and fixed values of RS , with R2 being the coefficient of determination and OT cor-
responding to overturned finger systems.
σ=0.01 τ= 1√
10
RS linear in Rρ R2 linear in 1Rρ R
2
-2.5×104 1≤ Rρ 0.998
-5×104 1.5≤ Rρ 0.9955
-5×104OT 3≤ Rρ 0.9932
-105 1.5≤ Rρ 0.9995
-105OT 3≤ Rρ ≤4.5 1
Linear least squares fittings of (Rρ,Re(σ, τ, RS, Rρ)) and (Rρ,Re(σ, τ, RS, 1Rρ )) for σ=0.01,
τ= 1√
10
and fixed values of RS , with R2 being the coefficient of determination and OT cor-
responding to overturned finger systems.
σ=0.01 τ=0.5
RS linear in Rρ R2 linear in 1Rρ R
2
-2.5×104 1≤ Rρ 1
-5×104 1≤ Rρ 1
-105 1≤ Rρ 0.9986
-105OT 2≤ Rρ 0.9994
Linear least squares fittings of (Rρ,Re(σ, τ, RS, Rρ)) and (Rρ,Re(σ, τ, RS, 1Rρ )) for σ=0.01,
τ=0.5 and fixed values of RS , with R2 being the coefficient of determination and OT cor-
responding to overturned finger systems.
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σ=0.01 τ=0.8
RS linear in Rρ R2 linear in 1Rρ R
2
-105 1≤ Rρ 0.9988
-2×105 1≤ Rρ 0.9996
Linear least squares fittings of (Rρ,Re(σ, τ, RS, Rρ)) and (Rρ,Re(σ, τ, RS, 1Rρ )) for σ=0.01,
τ=0.8 and fixed values of RS , with R2 being the coefficient of determination.
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D.7 Re in σ=10 Systems
(a) Re for RS = −104 (b) Re for RS = −104
(c) Re for RS = −2.5× 104 (d) Re for RS = −2.5× 104
(e) Re for RS = −5× 104 (f) Re for RS = −5× 104
Figure D.1: Re, maximum of normalized horizontally averaged vertical velocity w¯1/4(0)
as a function of Rρ and R−1ρ for σ=10 and τ=0.01
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(a) Re for RS = −104 (b) Re for RS = −104
(c) Re for RS = −2.5× 104 (d) Re for RS = −2.5× 104
(e) Re for RS = −5× 104 (f) Re for RS = −5× 104
Figure D.2: Re, maximum of normalized horizontally averaged vertical velocity w¯1/4(0)
as a function of Rρ and R−1ρ for σ=10 and τ=0.1
Appendix D. Reynolds Numbers Re 279
(a) Re for RS = −104 (b) Re for RS = −104
(c) Re for RS = −2.5× 104 (d) Re for RS = −2.5× 104
Figure D.3: Re, maximum of normalized horizontally averaged vertical velocity w¯1/4(0)
as a function of Rρ and R−1ρ for σ=10 and τ= 1√10
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(a) Re for RS = −5× 104 (b) Re for RS = −5× 104
(c) Re for RS = −105 (d) Re for RS = −105
Figure D.4: Re, maximum of normalized horizontally averaged vertical velocity w¯1/4(0)
as a function of Rρ and R−1ρ for σ=10 and τ= 1√10
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(a) Re for RS = −104 (b) Re for RS = −104
(c) Re for RS = −2.5× 104 (d) Re for RS = −2.5× 104
Figure D.5: Re, maximum of normalized horizontally averaged vertical velocity w¯1/4(0)
as a function of Rρ and R−1ρ for σ=10 and τ=0.5
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(a) Re for RS = −5× 104 (b) Re for RS = −5× 104
(c) Re for RS = −105 (d) Re for RS = −105
Figure D.6: Re, maximum of normalized horizontally averaged vertical velocity w¯1/4(0)
as a function of Rρ and R−1ρ for σ=10 and τ=0.5
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(a) Re for RS = −2.5× 104 (b) Re for RS = −2.5× 104
(c) Re for RS = −5× 104 (d) Re for RS = −5× 104
Figure D.7: Re, maximum of normalized horizontally averaged vertical velocity w¯1/4(0)
as a function of Rρ and R−1ρ for σ=10 and τ=0.8
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(a) Re for RS = −105 (b) Re for RS = −105
(c) Re for RS = −2× 105 (d) Re for RS = −2× 105
Figure D.8: Re, maximum of normalized horizontally averaged vertical velocity w¯1/4(0)
as a function of Rρ and R−1ρ for σ=10 and τ=0.8
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D.8 Re in σ=0.01 Systems
(a) Re for RS = −104 (b) Re for RS = −104
(c) Re for RS = −2.5× 104 (d) Re for RS = −2.5× 104
(e) Re for RS = −5× 104 (f) Re for RS = −5× 104
Figure D.9: Re, maximum of normalized horizontally averaged vertical velocity w¯(0) as a
function of Rρ for σ=0.01 and τ=0.01
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(a) Re for RS = −104 (b) Re for RS = −104
(c) Re RS = −2.5× 104 (d) Re RS = −2.5× 104
(e) Re for RS = −5× 104 (f) Re for RS = −5× 104
Figure D.10: Re, maximum of normalized horizontally averaged vertical velocity w¯(0) as
a function of Rρ for σ=0.01 and τ=0.1
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(a) Re for RS = −2.5× 104 (b) Re for RS = −2.5× 104
(c) Re for RS = −5× 104 (d) Re for RS = −5× 104
(e) Re for RS = −105 (f) Re for RS = −105
Figure D.11: Re, maximum of normalized horizontally averaged vertical velocity w¯(0) as
a function of Rρ for σ=0.01 and τ = 1√10
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(a) Re for RS = −2.5× 104 (b) Re for RS = −2.5× 104
(c) Re for RS = −5× 104 (d) Re for RS = −5× 104
(e) Re for RS = −105 (f) Re for RS = −105
Figure D.12: Re, maximum of normalized horizontally averaged vertical velocity w¯(0) as
a function of Rρ for σ=0.01 and τ=0.5
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(a) Re for RS = −105 (b) Re for RS = −105
(c) Re for RS = −2× 105 (d) Re for RS = −2× 105
Figure D.13: Re, maximum of normalized horizontally averaged vertical velocity w¯(0) as
a function of Rρ for σ=0.01 and τ=0.8
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Appendix E
Finger Aspect Ratios A
1. Table: Fittings for A as a Linear Function of RS .
3. Table: Fittings for A as a Quadratic Function of Rρ.
3. Table: Fittings for A as a Linear Function of Rρ and 1Rρ .
4. A in Systems with Prandtl/Schmidt Number 10
5. A in Systems with Prandtl/Schmidt Number 0.01
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E.1 Table: Fittings for A as a Linear Function of RS.
τ=0.01 σ=10
Rρ 1 20 40 60 ≥80
R2 1 1 0.9996 0.99451 <0.99
m -2.1722 1.6752 1.2146 0.8528
τ=0.1 σ=10
Rρ 1 2 3 4 5 6 7 8 ≥9
R2 1 0.9999 0.9998 0.9999 1 1 0.9999 0.9972 <0.99
m 1.8896 1.6565 1.4058 1.1817 0.9738 0.7668 0.5798 0.4151
τ= 1√
10
σ=10
Rρ 1 1.5 2 2.5 3 ≥3.5
R2 0.999 0.9996 0.9992 0.9998 0.9976 <0.99
m 1.3017 1.0275 0.6783 0.3922 0.1334
τ=0.5 σ=10
Rρ 1 1.125 1.25 1.375 1.5 1.625 1.75 1.875 ≥2
R2 0.999 0.9995 0.9998 0.9998 0.9999 1 0.9997 0.999 <0.99
m 0.9577 0.8648 0.7438 0.6088 0.48 0.357 0.2369 0.1313
τ=0.8 σ=10
Rρ 1 1.05 1.1 1.15 1.2
R2 0.999 0.9998 0.9999 0.9999 1
m 0.384 0.3202 0.2387 0.1541 0.0753
Least squares fittings of (RS , A(σ, τ, RS, Rρ)) for fixed values of σ, τ and Rρ, with m being
the slope of the trendline and R2 the coefficient of determination.
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τ=0.1 σ=0.01
Rρ 1 2 3 4 5 ≥6
R2 0.9999 0.9997 0.9992 0.9979 0.9951 <0.99
m 1.3894 1.225 1.06778 0.9212 0.7906
τ= 1√
10
σ=0.01
Rρ 1 1.5 2 ≥2.5
R2 1 1 0.999 <0.99
m 1.0374 0.7723 0.5182
τ=0.5 σ=0.01
Rρ 1 1.125 1.25 1.375 ≥1.5
R2 1 1 0.9999 0.999 <0.99
m 0.7406 0.6407 0.5455 0.4597
τ=0.8 σ=0.01
Rρ 1 ≥1.05
R2 1 <0.99
m 0.288
Least squares fittings of (RS , A(σ, τ, RS, Rρ)) for fixed values of σ, τ and Rρ, with m
being the slope of the trendline and R2 the coefficient of determination. Least squares
fittings of (RS , A(σ, τ, RS, Rρ)) for fixed values of σ, τ and Rρ, with m being the slope of
the trendline and R2 the coefficient of determination.
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E.2 Table: Fittings for Re as a Quadratic Function of Rρ in σ=10 Sys-
tems.
σ=10 τ=0.01
RS quadratic in Rρ R2
-104 1≤ Rρ ≤15 0.9999
-104 15≤ Rρ ≤60 0.9996
-104 60≤ Rρ ≤160 0.9996
-104 160≤ Rρ ≤300 0.9999
-2.5×104 1≤ Rρ ≤15 0.9983
-2.5×104 15≤ Rρ ≤60 0.9974
-2.5×104 60≤ Rρ ≤120 0.9996
-2.5×104 120≤ Rρ ≤180 1
-2.5×104 180≤ Rρ ≤300 0.9999
-5×104 5≤ Rρ ≤15 0.9935
-5×104 15≤ Rρ ≤60 0.9984
-5×104 60≤ Rρ ≤120 0.9995
-5×104 120≤ Rρ ≤180 0.9917
-5×104 180≤ Rρ ≤300 0.9998
Quadratic least squares fittings of Re for σ=10, τ=0.01 and fixed values of RS , with R2
being the coefficient of determination.
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σ=10 τ=0.1
RS quadratic in Rρ R2
-104 1≤ Rρ ≤4 0.9991
-104 4≤ Rρ ≤8 0.9999
-104 8≤ Rρ ≤11 1
-104 11≤ Rρ ≤15 1
-2.5×104 1≤ Rρ ≤4 0.9994
-2.5×104 5≤ Rρ ≤8 0.9999
-2.5×104 8≤ Rρ ≤12 0.9999
-2.5×104 12≤ Rρ ≤18 0.9999
-2.5×134 18≤ Rρ ≤22 0.9999
-5×104 1≤ Rρ ≤4 0.9997
-5×104 4≤ Rρ ≤7 0.9998
-5×104 7≤ Rρ ≤10 0.9998
-5×104 10≤ Rρ ≤13 1
-5×104 13≤ Rρ ≤17 1
-5×104 17≤ Rρ ≤25 0.9994
Quadratic least squares fittings of A for σ=10, τ=0.1 and fixed values of RS , with R2 being
the coefficient of determination.
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σ=10 τ= 1√
10
RS quadratic in Rρ R2
-104 1≤ Rρ ≤2.5 0.9988
-104 1.5≤ Rρ ≤3.5 0.9996
-2.5×104 1≤ Rρ ≤2.5 0.9976
-2.5×104 2≤ Rρ ≤4 0.9996
-5×104 1≤ Rρ ≤2.5 0.9997
-5×104 2≤ Rρ ≤3 0.9975
-5×104 3≤ Rρ ≤4.5 0.9996
-105 1.5≤ Rρ ≤2.5 1
-105 2.5≤ Rρ ≤4 0.9995
-105 3.5≤ Rρ ≤5 0.9968
Quadratic least squares fittings of Re for σ=10, τ= 1√
10
and fixed values of RS , with R2
being the coefficient of determination.
σ=10 τ=0.5
RS quadratic in Rρ R2
-104 1≤ Rρ ≤1.625 0.9997
-2.5×104 1≤ Rρ ≤1.375 0.9998
-2.5×104 1.375≤ Rρ ≤2 0.9996
-5×104 1≤ Rρ ≤1.625 0.9999
-5×104 1.5≤ Rρ ≤1.875 1
-5×104 1.75≤ Rρ ≤2.25 0.9999
-105 1≤ Rρ ≤1.375 0.9997
-105 1.375≤ Rρ ≤1.75 1
-105 1.75≤ Rρ ≤2.125 0.9988
-105 2.125≤ Rρ ≤2.5 0.9998
Quadratic least squares fittings of Re for σ=10, τ=0.5 and fixed values of RS , with R2
being the coefficient of determination.
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σ=10 τ=0.8
RS quadratic in Rρ R2
-5×104 1≤ Rρ ≤1.15 0.9997
-5×104 1.05≤ Rρ ≤1.2 0.9998
-105 1≤ Rρ ≤1.15 0.9998
-105 1.1≤ Rρ ≤1.25 0.9991
-2×105 1≤ Rρ ≤1.15 0.9995
-2×105 1.15≤ Rρ ≤1.3 0.9982
Quadratic least squares fittings of Re for σ=10, τ=0.8 and fixed values of RS , with R2
being the coefficient of determination.
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E.3 Table: Fittings for Re as a Quadratic Function of Rρ in σ=0.01
Systems.
σ=0.01 τ=0.01
RS quadratic in Rρ R2
-104 1≤ Rρ ≤40 0.9998
-104OT 60≤ Rρ ≤120 0.9995
-104OT 120≤ Rρ ≤200 1
-2.5×104 1≤ Rρ ≤30 1
-2.5×104OT 40≤ Rρ ≤100 0.9998
-2.5×104OT 100≤ Rρ ≤200 0.9998
-5×104 1≤ Rρ ≤20 1
-5×104OT 30≤ Rρ ≤80 0.9996
-5×104OT 80≤ Rρ ≤140 0.9999
-5×104OT 140≤ Rρ ≤200 0.9998
Quadratic least squares fittings of Re for σ=0.01, τ=0.01 and fixed values of RS , with R2
being the coefficient of determination and OT corresponding to overturned finger systems.
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σ=0.01 τ=0.1
RS quadratic in Rρ R2
-104 1≤ Rρ ≤5 1
-104 5≤ Rρ ≤8 0.9999
-2.5×104 1≤ Rρ ≤7 0.9993
-2.5×104OT 8≤ Rρ ≤11 0.9976
-2.5×104OT 11≤ Rρ ≤18 1
-2.5×104OT 18≤ Rρ ≤22 1
-5×104 1≤ Rρ ≤6 0.9991
-5×104OT 7≤ Rρ ≤10 1
-5×104OT 10≤ Rρ ≤14 1
-5×104OT 14≤ Rρ ≤23 1
-5×104OT 22≤ Rρ ≤25 1
Quadratic least squares fittings of Re for σ=0.01, τ=0.1 and fixed values of RS , with R2
being the coefficient of determination and OT corresponding to overturned finger systems.
σ=0.01 τ= 1√
10
RS quadratic in Rρ R2
-2.5×104 1≤ Rρ ≤2.5 0.9998
-5×104 1≤ Rρ ≤2.5 0.9998
-5×104OT 3≤ Rρ ≤4.5 0.9968
-105 1≤ Rρ ≤2.5 1
-105OT 3≤ Rρ ≤5 0.9997
Quadratic least squares fittings of Re for σ=0.01, τ= 1√
10
and fixed values of RS , with R2
being the coefficient of determination and OT corresponding to overturned finger systems.
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σ=0.01 τ=0.5
RS quadratic in Rρ R2
-2.5×104 1≤ Rρ ≤1.375 1
-5×104 1≤ Rρ ≤1.5 1
-5×104 1.5≤ Rρ ≤1.875 0.9993
-105 1.5≤ Rρ ≤1.625 1
-105 1.5≤ Rρ ≤1.8755 0.9998
-105OT 2≤ Rρ ≤2.5 0.996
Quadratic least squares fittings of Re for σ=10, τ=0.5 and fixed values of RS , with R2
being the coefficient of determination and OT corresponding to overturned finger systems.
σ=0.01 τ=0.8
RS quadratic in Rρ R2
-105 1≤ Rρ ≤1.15 0.9999
-2×105 1≤ Rρ ≤1.15 1
-2×105 1.05≤ Rρ ≤1.2 0.9997
Quadratic least squares fittings of Re for σ=0.01, τ=0.8 and fixed values of RS , with R2
being the coefficient of determination.
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E.4 Table: Fittings for A as a Linear Function of Rρ and 1Rρ .
σ=10 τ=0.01
RS linear in Rρ R2 linear in 1Rρ R
2
-104 Rρ ≤40 0.9909
-104 60≤ Rρ ≤100 0.9928
-104 100≤ Rρ ≤160 0.9941
-104 160≤ Rρ 0.995
-2.5×104 Rρ ≤40 0.9933
-2.5×104 60≤ Rρ ≤140 0.9907
-2.5×104 140≤ Rρ 0.9920
-5×104 Rρ ≤60 0.9945
-5×104 80≤ Rρ ≤200 0.9999
-5×104 220≤ Rρ 0.993
Linear least squares fittings of (Rρ,A(σ, τ, RS, Rρ)) and (Rρ,A(σ, τ, RS, 1Rρ )) for σ=10,
τ=0.01 and fixed values of RS , with R2 being the coefficient of determination.
σ=10 τ=0.1
RS linear in Rρ R2 linear in 1Rρ R
2
-104 Rρ ≤5 0.9913
-104 6≤ Rρ ≤10 0.9955
-104 10≤ Rρ 0.9975
-2.5×104 Rρ ≤7 0.9942
-2.5×104 7≤ Rρ ≤12 0.998
-2.5×104 12≤ Rρ ≤21 0.9966
-5×104 Rρ ≤7 0.9963
-5×104 7≤ Rρ ≤10 0.9966
-5×104 10≤ Rρ ≤15 0.9941
-5×104 15≤ Rρ ≤24 0.9976
Linear least squares fittings of (Rρ,A(σ, τ, RS, Rρ)) and (Rρ,A(σ, τ, RS, 1Rρ )) for σ=10,
τ=0.1 and fixed values of RS , with R2 being the coefficient of determination.
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σ=10 τ= 1√
10
RS linear in Rρ R2 linear in 1Rρ R
2
-104 Rρ ≤2 0.9944
-104 1.5≤ Rρ ≤2.5 0.9975
-104 Rρ ≤2 0.9998
-2.5×104 Rρ ≤2 0.9997
-2.5×104 2≤ Rρ ≤3 0.9963
-2.5×104 2.5≤ Rρ 1
-5×104 Rρ ≤2.5 0.999
-5×104 2≤ Rρ ≤3 1
-5×104 3.5≤ Rρ 0.998
-105 Rρ ≤3 0.9954
-105 2≤ Rρ ≤3 0.9968
-105 3.5≤ Rρ 0.9904
Linear least squares fittings of (Rρ,A(σ, τ, RS, Rρ)) and (Rρ,A(σ, τ, RS, 1Rρ )) for σ=10,
τ= 1√
10
and fixed values of RS , with R2 being the coefficient of determination.
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σ=10 τ=0.5
RS linear in Rρ R2 linear in 1Rρ R
2
-104 11≤ Rρ 0.9934
-2.5×104 Rρ ≤ 1.5 0.9993
-2.5×104 1.5≤ Rρ ≤1.75 0.998
-2.5×104 1.75≤ Rρ 0.9986
-5×104 Rρ ≤1.75 0.9985
-5×104 1.625≤ Rρ ≤1.875 0.9933
-5×104 1.875≤ Rρ ≤2.125 0.9968
-5×104 2≤ Rρ 0.9997
-105 Rρ ≤1.75 0.9988
-105 1.625≤ Rρ ≤1.875 1
-105 2.125≤ Rρ 0.9996
Linear least squares fittings of (Rρ,A(σ, τ, RS, Rρ)) and (Rρ,A(σ, τ, RS, 1Rρ )) for σ=10,
τ=0.5 and fixed values of RS , with R2 being the coefficient of determination.
σ=10 τ=0.8
RS linear in Rρ R2 linear in 1Rρ R
2
-2.5×104 1≤ Rρ 0.9971
-5×104 Rρ ≤1.1 0.9999
-105 Rρ ≤ 1.15 0.9999
-2×105 Rρ ≤1.2 0.9989
Linear least squares fittings of (Rρ,A(σ, τ, RS, Rρ)) and (Rρ,A(σ, τ, RS, 1Rρ )) for σ=10,
τ=0.8 and fixed values of RS , with R2 being the coefficient of determination.
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σ=0.01 τ=0.1
RS linear in Rρ R2 linear in 1Rρ R
2
-104 1≤ Rρ 0.997
-2.5×104 1≤ Rρ 0.9902
-2.5×104OT 8≤ Rρ 0.9958
-5×104 1≤ Rρ 0.9962
-5×104OT 7≤ Rρ 0.9998
Linear least squares fittings of (Rρ,A(σ, τ, RS, Rρ)) and (Rρ,A(σ, τ, RS, 1Rρ )) for σ=0.01,
τ=0.1 and fixed values of RS , with R2 being the coefficient of determination and OT
corresponding to overturned finger systems.
σ=0.01 τ= 1√
10
RS linear in Rρ R2 linear in 1Rρ R
2
-2.5×104 1≤ Rρ 0.9984
-5×104 1≤ Rρ 0.9915
-5×104OT 3≤ Rρ 0.9991
-105 1R ≤ρ 0.9956
-105OT 3≤ Rρ0.9992
Linear least squares fittings of (Rρ,A(σ, τ, RS, Rρ)) and (Rρ,A(σ, τ, RS, 1Rρ )) for σ=0.01,
τ= 1√
10
and fixed values of RS , with R2 being the coefficient of determination and OT
corresponding to overturned finger systems.
σ=0.01 τ=0.5
RS linear in Rρ R2 linear in 1Rρ R
2
-2.5×104 1≤ Rρ 0.9993
-5×104 1≤ Rρ 0.9969
-105 1≤ Rρ ≤1.625 0.9997
-105OT 2≤ Rρ 0.9969
Linear least squares fittings of (Rρ,A(σ, τ, RS, Rρ)) and (Rρ,A(σ, τ, RS, 1Rρ )) for σ=0.01,
τ=0.5 and fixed values of RS , with R2 being the coefficient of determination and OT
corresponding to overturned finger systems.
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σ=0.01 τ=0.8
RS linear in Rρ R2 linear in 1Rρ R
2
-105 1≤ Rρ 0.9996
-2×105 1≤ Rρ 0.9939
Linear least squares fittings of (Rρ,A(σ, τ, RS, Rρ)) and (Rρ,A(σ, τ, RS, 1Rρ )) for σ=0.01,
τ=0.8 and fixed values of RS , with R2 being the coefficient of determination.
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E.5 A in τ=10 Systems
(a) Aspect ratios for RS = −104
(b) Aspect ratios for RS = −2.5× 104
(c) Aspect ratios for RS = −5× 104
Figure E.1: Aspect ratio as a function of Rρ for σ=10 and τ=0.01
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(a) Aspect ratios for RS = −104
(b) Aspect ratios for RS = −2.5× 104
(c) Aspect ratios for RS = −5× 104
Figure E.2: Aspect ratio as a function of Rρ for σ=10 and τ=0.1
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(a) Aspect ratios for RS = −104 (b) Aspect ratios for RS = −2.5× 104
(c) Aspect ratios for RS = −5× 104 (d) Aspect ratios for RS = −105
Figure E.3: Aspect ratio as a function of Rρ for σ=10 and τ= 1√10
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(a) Aspect ratios for RS = −104 (b) Aspect ratios for RS = −2.5× 104
(c) Aspect ratios for RS = −5× 104 (d) Aspect ratios for RS = −105
Figure E.4: Aspect ratio as a function of Rρ for σ=10 and τ=0.5
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(a) Aspect ratios for RS = −2.5× 104 (b) Aspect ratios for RS = −5× 104
(c) Aspect ratios for RS = −105 (d) Aspect ratios for RS = −2× 105
Figure E.5: Aspect ratio as a function of Rρ for σ=10 and τ=0.8
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E.6 A in τ=0.01 Systems
(a) Aspect ratios for RS = −104
(b) Aspect ratios for RS = −2.5× 104
(c) Aspect ratios for RS = −5× 104
Figure E.6: Aspect ratio as a function of Rρ for σ=0.01 and τ=0.1
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(a) Aspect ratios for RS = −2.5× 104
(b) Aspect ratios for RS = −5× 104
(c) Aspect ratios for RS = −105
Figure E.7: Aspect ratio as a function of Rρ for σ=0.01 and τ= 1√10
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(a) Aspect ratios for RS = −2.5× 104
(b) Aspect ratios for RS = −5× 104
(c) Aspect ratios for RS = −105
Figure E.8: Aspect ratio as a function of Rρ for σ=0.01 and τ=0.5
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(a) Aspect ratios for RS = −105
(b) Aspect ratios for RS = −2× 105
Figure E.9: Aspect ratio as a function of Rρ for σ=0.01 and τ=0.8
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F.1 Table: Fittings for ∂T∂x
wall
and ∂S∂x
wall
as Functions of Rρ in σ=10
Systems.
σ=10 τ=0.01
RS linear in Rρ R2 linear in 1Rρ R
2
-104 30≤ Rρ ≤80 0.9924
-104 80≤ Rρ 0.9951
-2.5×104 10≤ Rρ ≤20 0.9955
-2.5×104 20≤ Rρ ≤60 0.9929
-2.5×104 60≤ Rρ 0.9986
-5×104 5≤ Rρ ≤15 0.9937
-5×104 15≤ Rρ ≤40 0.9977
-5×104 40≤ Rρ 0.9996
Linear least squares fittings of ∂T
∂x
wall for σ=10, τ=0.01 and fixed values of RS , with R2
being the coefficient of determination.
F.1 Table: Fittings for ∂T
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σ=10 τ=0.01
RS linear in Rρ R2 linear in 1Rρ R
2
-104 20≤ Rρ ≤40 0.9902
-104 60≤ Rρ ≤100 0.9945
-104 100≤ Rρ ≤160 0.9921
-104 160≤ Rρ ≤200 0.9977
-104 200≤ Rρ 0.9902
-2.5×104 10≤ Rρ ≤20 0.9907
-2.5×104 30≤ Rρ ≤60 0.9976
-2.5×104 80≤ Rρ ≤180 0.994
-2.5×104 200≤ Rρ 0.9909
-5×104 20≤ Rρ ≤40 0.9993
-5×104 80≤ Rρ ≤120 0.9935
-5×104 120≤ Rρ ≤180 0.9927
-5×104 180≤ Rρ 0.992
Linear least squares fittings of max∂S
∂xwall
(0) for σ=10, τ=0.01 and fixed values of RS , with
R2 being the coefficient of determination.
σ=10 τ=0.1
RS linear in Rρ R2 linear in 1Rρ R
2
-104 2≤ Rρ ≤5 0.9932
-104 5≤ Rρ ≤10 0.9988
-104 10≤ Rρ 1
-2.5×104 3≤ Rρ 0.9996
-5×104 3≤ Rρ 9986
Linear least squares fittings of max∂T
∂x wall
(0) for σ=10, τ=0.1 and fixed values of RS , with
R2 being the coefficient of determination.
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σ=10 τ=0.1
RS linear in Rρ R2 linear in 1Rρ R
2
-104 6≤ Rρ ≤9 0.9921
-104 9≤ Rρ 0.9999
-2.5×104 2≤ Rρ ≤4 0.9969
-2.5×104 3≤ Rρ ≤5 0.9929
-2.5×104 5≤ Rρ ≤7 0.9999
-2.5×104 7≤ Rρ ≤10 0.9941
-2.5×104 11≤ Rρ ≤16 0.9923
-2.5×104 16≤ Rρ 1
-5×104 2≤ Rρ ≤4 0.9969
-5×104 4≤ Rρ ≤7 0.9917
-5×104 7≤ Rρ ≤12 0.9941
-5×104 12≤ Rρ ≤17 0.9957
-5×104 17≤ Rρ 0.9999
Linear least squares fittings of max∂S
∂xwall
(0) for σ=10, τ=0.1 and fixed values of RS , with
R2 being the coefficient of determination.
F.1 Table: Fittings for ∂T
∂x
wall
and ∂S
∂x
wall
as Functions of Rρ in σ=10 Systems. 318
σ=10 τ= 1√
10
RS linear in Rρ R2 linear in 1Rρ R
2
-104 1.5≤ Rρ 0.9992
-2.5×104 1.5≤ Rρ 0.9999
-5×104 1≤ Rρ 0.9968
-105 1≤ Rρ 0.9976
Linear least squares fittings of max∂T
∂x wall
(0) for σ=10, τ= 1√
10
and fixed values of RS , with
R2 being the coefficient of determination.
σ=10 τ= 1√
10
RS linear in Rρ R2 linear in 1Rρ R
2
-104 1.5≤ Rρ 0.9975
-2.5×104 Rρ ≤2 0.9969
-2.5×104 3≤ Rρ 0.9983
-5×104 Rρ ≤2 1
-5×104 2≤ Rρ 0.9969
-105 Rρ ≤2.5 0.9995
-105 3≤ Rρ 0.9968
Linear least squares fittings of max∂S
∂xwall
(0) for σ=10, τ= 1√
10
and fixed values of RS , with
R2 being the coefficient of determination.
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σ=10 τ=0.5
RS linear in Rρ R2 linear in 1Rρ R
2
-104 1≤ Rρ 0.9996
-2.5×104 1≤ Rρ 0.9972
-5×104 1≤ Rρ 0.9991
-105 1≤ Rρ 0.9975
Linear least squares fittings of max∂T
∂x wall
(0) for σ=10, τ=0.5 and fixed values of RS , with
R2 being the coefficient of determination.
σ=10 τ=0.5
RS linear in Rρ R2 linear in 1Rρ R
2
-104 1.225≤ Rρ 0.9991
-2.5×104 Rρ ≤1.5 0.9977
-2.5×104 1.25≤ Rρ 0.9985
-5×104 Rρ ≤2 0.9979
-5×104 2≤ Rρ 1
-105 Rρ ≤2.25 0.999
-105 2.25≤ Rρ 1
Linear least squares fittings of max∂S
∂xwall
(0) for σ=10, τ=0.5 and fixed values of RS , with
R2 being the coefficient of determination.
F.1 Table: Fittings for ∂T
∂x
wall
and ∂S
∂x
wall
as Functions of Rρ in σ=10 Systems. 320
σ=10 τ=0.8
RS linear in Rρ R2 linear in 1Rρ R
2
-5×104 1≤ Rρ 0.9997
-105 1≤ Rρ 0.9998
-2×105 1≤ Rρ 0.9965
Linear least squares fittings of max∂T
∂x wall
(0) for σ=10, τ=0.8 and fixed values of RS , with
R2 being the coefficient of determination.
σ=10 τ=0.8
RS linear in Rρ R2 linear in 1Rρ R
2
-5×104 1≤ Rρ 0.9995
-105 1≤ Rρ 0.9999
-2×105 1≤ Rρ 0.9979
Linear least squares fittings of max∂S
∂xwall
(0) for σ=10, τ=0.8 and fixed values of RS , with
R2 being the coefficient of determination.
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F.2 Table:Fittings for ∂T∂x
wall
and∂S∂x
wall
as Functions of Rρ in σ=0.01
Systems.
σ=0.01 τ=0.01
RS linear in Rρ R2 linear in 1Rρ R
2
-104 1 ≤ Rρ 0.9976
-2.5×104 1≤ Rρ 0.9964
-5×104 1≤ Rρ 0.9935
Linear least squares fittings of max∂T
∂x wall
(0) for σ=0.01, τ=0.01 and fixed values of RS ,
with R2 being the coefficient of determination.
σ=0.01 τ=0.01
RS linear in Rρ R2 linear in 1Rρ R
2
-104 1≤ Rρ 0.9955
-2.5×104 1≤ Rρ 0.9981
-5×104 1≤ Rρ 0.9935
Linear least squares fittings of max∂S
∂xwall
(0) for σ=0.01, τ=0.01 and fixed values of RS ,
with R2 being the coefficient of determination.
σ=0.01 τ=0.1
RS linear in Rρ R2 linear in 1Rρ R
2
-104 1≤ Rρ 0.9998
-2.5×104 1≤ Rρ 0.998
-5×104 1≤ Rρ 0.9972
Linear least squares fittings of max∂T
∂x wall
(0) for σ=0.01, τ=0.1 and fixed values of RS ,
with R2 being the coefficient of determination.
F.2 Table:Fittings for ∂T
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and∂S
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σ=0.01 τ=0.1
RS linear in Rρ R2 linear in 1Rρ R
2
-104 1≤ Rρ 0.9988
-2.5×104 1≤ Rρ 0.9988
-5×104 1≤ Rρ 0.9989
Linear least squares fittings of max∂S
∂xwall
(0) for σ=0.01, τ=0.1 and fixed values of RS ,
with R2 being the coefficient of determination.
σ=0.01 τ= 1√
10
RS linear in Rρ R2 linear in 1Rρ R
2
-2.5×104 1≤ Rρ 0.9996
-5×104 1≤ Rρ 0.9996
-105 1≤ Rρ 0.9999
Linear least squares fittings of max∂T
∂x wall
(0) for σ=0.01, τ= 1√
10
and fixed values of RS ,
with R2 being the coefficient of determination.
σ=0.01 τ= 1√
10
RS linear in Rρ R2 linear in 1Rρ R
2
-2.5×104 1≤ Rρ 0.9995
-5×104 1≤ Rρ 0.9981
-105 1≤ Rρ 0.9975
Linear least squares fittings of max∂S
∂xwall
(0) for σ=0.01, τ= 1√
10
and fixed values of RS ,
with R2 being the coefficient of determination.
σ=0.01 τ=0.5
RS linear in Rρ R2 linear in 1Rρ R
2
-2.5×104 1≤ Rρ 0.9986
-5×104 1≤ Rρ 0.9998
-105 1≤ Rρ 0.9992
Linear least squares fittings of max∂T
∂x wall
(0) for σ=0.01, τ=0.5 and fixed values of RS ,
with R2 being the coefficient of determination.
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σ=0.01 τ=0.5
RS linear in Rρ R2 linear in 1Rρ R
2
-2.5×104 1≤ Rρ 0.9999
-5×104 1≤ Rρ 0.998
-105 1≤ Rρ 0.9982
Linear least squares fittings of max∂S
∂xwall
(0) for σ=0.01, τ=0.5 and fixed values of RS ,
with R2 being the coefficient of determination.
F.2 Table:Fittings for ∂T
∂x
wall
and∂S
∂x
wall
as Functions of Rρ in σ=0.01 Systems. 324
σ=0.01 τ=0.8
RS linear in Rρ R2 linear in 1Rρ R
2
-105 1≤ Rρ 0.9999
-2×105 1≤ Rρ 0.9996
Linear least squares fittings of max∂T
∂x wall
(0) for σ=0.01, τ=0.8 and fixed values of RS ,
with R2 being the coefficient of determination.
σ=0.01 τ=0.8
RS linear in Rρ R2 linear in 1Rρ R
2
-105 1≤ Rρ 0.9998
-2×105 1≤ Rρ 0.9994
Linear least squares fittings of max∂S
∂xwall
(0) for σ=0.01, τ=0.8 and fixed values of RS ,
with R2 being the coefficient of determination.
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F.3 Table: Fittings for ∂T∂S
wall
as a Quadratic Function of Rρ in σ=10
Systems.
σ=10 τ=0.01
RS quadratic in Rρ R2
-104 1≤ Rρ ≤15 0.9999
-104 15≤ Rρ ≤40 0.9998
-104 40≤ Rρ ≤100 0.9995
-104 100≤ Rρ ≤200 0.9995
-104 200≤ Rρ ≤300 0.9997
-2.5×104 1≤ Rρ ≤15 0.9997
-2.5×104 15≤ Rρ ≤40 0.9997
-2.5×104 40≤ Rρ ≤100 0.9992
-2.5×104 100≤ Rρ ≤200 0.9992
-2.5×104 100≤ Rρ ≤200 0.9998
-5×104 5≤ Rρ ≤20 0.9982
-5×104 15≤ Rρ ≤40 0.9989
-5×104 40≤ Rρ ≤100 0.9994
-5×104 100≤ Rρ ≤200 0.999
-5×104 100≤ Rρ ≤200 0.9998
Quadratic least squares fittings of ∂T
∂S
wall for σ=10, τ=0.01 and fixed values of RS , with R2
being the coefficient of determination.
F.3 Table: Fittings for ∂T
∂S
wall
as a Quadratic Function of Rρ in σ=10 Systems. 326
σ=10 τ=0.1
RS quadratic in Rρ R2
-104 1≤ Rρ ≤4 0.9997
-104 4≤ Rρ ≤7 0.9994
-104 7≤ Rρ ≤14 0.999
-2.5×104 1≤ Rρ ≤4 1
-2.5×104 4≤ Rρ ≤7 0.9999
-2.5×104 7≤ Rρ ≤10 0.9999
-2.5×104 10≤ Rρ ≤13 1
-2.5×134 7≤ Rρ ≤22 0.9998
-5×104 1≤ Rρ ≤4 1
-5×104 4≤ Rρ ≤7 0.9976
-5×104 7≤ Rρ ≤10 1
-5×104 10≤ Rρ ≤13 0.9997
-5×104 13≤ Rρ ≤16 1
-5×104 16≤ Rρ ≤25 0.9996
Quadratic least squares fittings of ∂T
∂S
wall for σ=10, τ=0.1 and fixed values of RS , with R2
being the coefficient of determination.
σ=10 τ= 1√
10
RS quadratic in Rρ R2
-104 1≤ Rρ ≤2.5 1
-2.5×104 1≤ Rρ ≤4 0.9989
-5×104 1≤ Rρ ≤2.5 0.9972
-5×104 2.5≤ Rρ ≤4.5 0.9999
-105 1.5≤ Rρ ≤3 0.9999
-105 3≤ Rρ ≤4.5 0.9998
Quadratic least squares fittings of ∂T
∂S
wall for σ=10, τ= 1√
10
and fixed values of RS , with R2
being the coefficient of determination.
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σ=10 τ=0.5
RS quadratic in Rρ R2
-104 1≤ Rρ ≤1.5 1
-2.5×104 1≤ Rρ ≤1.5 0.9994
-2.5×104 1.5≤ Rρ ≤2 0.9999
-5×104 1≤ Rρ ≤1.375 0.9999
-5×104 1.375≤ Rρ ≤2.25 0.9997
-105 1≤ Rρ ≤1.5 0.9976
-105 1.5≤ Rρ ≤2.5 0.9994
Quadratic least squares fittings of ∂T
∂S
wall for σ=10, τ=0.5 and fixed values of RS , with R2
being the coefficient of determination.
σ=10 τ=0.8
RS quadratic in Rρ R2
-5×104 1≤ Rρ ≤1.2 0.9998
-105 1≤ Rρ ≤1.15 0.999
-105 1.1≤ Rρ ≤1.25 1
-2×105 1≤ Rρ ≤1.15 0.9992
-2×105 1.15≤ Rρ ≤1.3 1
Quadratic least squares fittings of ∂T
∂S
wall for σ=10, τ=0.8 and fixed values of RS , with R2
being the coefficient of determination.
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F.4 Table: Fittings for ∂T∂S
wall
as a Quadratic Function of Rρ in σ=0.01
Systems.
σ=0.01 τ=0.01
RS quadratic in Rρ R2
-104 1≤ Rρ ≤40 0.9994
-104OT 100≤ Rρ ≤200 0.9999
-2.5×104OT 40≤ Rρ ≤100 0.9996
-2.5×104OT 100≤ Rρ ≤200 0.9987
-5×104OT 60≤ Rρ ≤120 0.9914
-5×104OT 100≤ Rρ ≤200 0.999
Quadratic least squares fittings of ∂T
∂S
wall for σ=0.01, τ=0.01 and fixed values of RS , with
R2 being the coefficient of determination and OT corresponding to overturned finger sys-
tems.
σ=0.01 τ=0.1
RS quadratic in Rρ R2
-104 1≤ Rρ ≤8 0.9999
-2.5×104 1≤ Rρ ≤7 0.9995
-2.5×104OT 9≤ Rρ ≤21 0.9993
-5×104 1≤ Rρ ≤6 0.9974
-5×104OT 8≤ Rρ ≤25 0.9978
Quadratic least squares fittings of ∂T
∂S
wall for σ=0.01, τ=0.1 and fixed values of RS , with R2
being the coefficient of determination and OT corresponding to overturned finger systems.
Appendix F. ∂T
∂x
wall
,
∂S
∂x
wall
and ∂T
∂S
wall 329
σ=0.01 τ= 1√
10
RS quadratic in Rρ R2
-5×104 1≤ Rρ ≤2.5 1
-5×104OT 3≤ Rρ ≤4.5 0.9951
-105 1≤ Rρ ≤2.5 0.9999
-105OT 3≤ Rρ ≤5 0.9992
Quadratic least squares fittings of ∂T
∂S
wall for σ=0.01, τ= 1√
10
and fixed values of RS , with R2
being the coefficient of determination and OT corresponding to overturned finger systems.
σ=0.01 τ=0.5
RS quadratic in Rρ R2
-5×104 1≤ Rρ ≤1.875 1
-5×104 1.375≤ Rρ ≤2.25 0.9997
-105 1.5≤ Rρ ≤1.8755 0.9999
-105OT 2≤ Rρ ≤2.5 0.998
Quadratic least squares fittings of ∂T
∂S
wall for σ=10, τ=0.5 and fixed values of RS , with R2
being the coefficient of determination and OT corresponding to overturned finger systems.
σ=0.01 τ=0.8
RS quadratic in Rρ R2
-105 1≤ Rρ ≤1.15 1
-2×105 1≤ Rρ ≤1.2 0.9998
Quadratic least squares fittings of ∂T
∂S
wall for σ=0.01, τ=0.8 and fixed values of RS , with
R2 being the coefficient of determination.
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F.5 ∂T∂x
wall
and ∂S∂x
wall in σ=10 Systems
(a) max.∂T∂x
wall for RS = −104 (b) max.∂S∂x
wall for RS = −104
(c) max.∂T∂x wall(0) for RS =
−2.5× 104
(d) max.∂S∂x wall(0) for RS =
−2.5× 104
(e) max.∂T∂x wall(0) for RS =
−5× 104
(f) max.∂S∂x wall(0) for RS =
−5× 104
Figure F.1: ∂T
∂x
wall
and ∂S
∂x
wall
, maxima of the absolute values of ∂T
∂x
(1/2, 0, t) and
∂S
∂x
(1/2, 0, t), as functions of Rρ for σ=10 and τ=0.01
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(a) max.∂T∂x wall(0) for RS =
−104
(b) max.∂S∂x wall(0) for RS =
−104
(c) max.∂T∂S wall(0) for RS =
−104
(d) max.∂T∂x wall(0) for RS =
−2.5× 104
(e) max.∂S∂x wall(0) for RS =
−2.5× 104
(f) max.∂T∂S wall(0) for RS =
−2.5× 104
(g) max.∂T∂x wall(0) for RS =
−5× 104
(h) max.∂S∂x wall(0) for RS =
−5× 104
(i) max.∂T∂S wall(0) for RS =
−5× 104
Figure F.2: Maxima of ∂T
∂x wall
(0) and ∂S
∂xwall
(0), the absolute values of ∂T
∂x
(1/2, 0) and
∂S
∂x
(1/2, 0), as functions of Rρ for σ=10 and τ=0.1
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(a) max.∂T∂x wall(0) for RS =
−104
(b) max.∂S∂x wall(0) for RS =
−104
(c) max.∂T∂S wall(0) for RS =
−104
(d) max.∂T∂x wall(0) for RS =
−2.5× 104
(e) max.∂S∂x wall(0) for RS =
−2.5× 104
(f) max.∂T∂S wall(0) for RS =
−2.5× 104
Figure F.3: Maxima of ∂T
∂x wall
(0) and ∂S
∂xwall
(0), the absolute values of ∂T
∂x
(1/2, 0) and
∂S
∂x
(1/2, 0), as functions of Rρ for σ=10 and τ = 1√10
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(a) max.∂T∂x wall(0) for RS =
−5× 104
(b) max.∂S∂x wall(0) for RS =
−5× 104
(c) max.∂T∂S wall(0) for RS =
−5× 104
(d) max.∂T∂x wall(0) for RS =
−105
(e) max.∂S∂x wall(0) for RS =
−105
(f) max.∂T∂S wall(0) for RS =
−105
Figure F.4: Maxima of ∂T
∂x wall
(0) and ∂S
∂xwall
(0), the absolute values of ∂T
∂x
(1/2, 0) and
∂S
∂x
(1/2, 0), as functions of Rρ for σ=10 and τ = 1√10
F.5 ∂T
∂x
wall
and ∂S
∂x
wall in σ=10 Systems 334
(a) max.∂T∂x wall(0) for RS =
−104
(b) max.∂S∂x wall(0) for RS =
−104
(c) max.∂T∂S wall(0) for RS =
−104
(d) max.∂T∂x wall(0) for RS =
−2.5× 104
(e) max.∂S∂x wall(0) for RS =
−2.5× 104
(f) max.∂T∂S wall(0) for RS =
−2.5× 104
Figure F.5: Maxima of ∂T
∂x wall
(0) and ∂S
∂xwall
(0), the absolute values of ∂T
∂x
(1/2, 0) and
∂S
∂x
(1/2, 0), as functions of Rρ for σ=10 and τ=0.5
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(a) max.∂T∂x wall(0) for RS =
−5× 104
(b) max.∂S∂x wall(0) for RS =
−5× 104
(c) max.∂T∂S wall(0) for RS =
−5× 104
(d) max.∂T∂x wall(0) for RS =
−105
(e) max.∂S∂x wall(0) for RS =
−105
(f) max.∂T∂S wall(0) for RS =
−105
Figure F.6: Maxima of ∂T
∂x wall
(0) and ∂S
∂xwall
(0), the absolute values of ∂T
∂x
(1/2, 0) and
∂S
∂x
(1/2, 0), as functions of Rρ for σ=10 and τ=0.5
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(a) max.∂T∂x wall(0) for RS =
−5× 104
(b) max.∂S∂x wall(0) for RS =
−5× 104
(c) max.∂T∂S wall(0) for RS =
−5× 104
(d) max.∂T∂x wall(0) for RS =
−105
(e) max.∂S∂x wall(0) for RS =
−105
(f) max.∂T∂S wall(0) for RS =
−105
(g) max.∂T∂x wall(0) for RS =
−2× 105
(h) max.∂S∂x wall(0) for RS =
−2× 105
(i) max.∂T∂S wall(0) for RS =
−2× 105
Figure F.7: Maxima of ∂T
∂x wall
(0) and ∂S
∂xwall
(0), the absolute values of ∂T
∂x
(1/2, 0) and
∂S
∂x
(1/2, 0), as functions of Rρ for σ=10 and τ=0.8
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F.6 ∂T∂x
wall
and ∂S∂x
wall in σ=0.01 Systems
(a) max.∂T∂x wall(0) for RS =
−104
(b) max.∂S∂x wall(0) for RS =
−104
(c) max.∂T∂S wall(0) for RS =
−104
(d) max.∂T∂x wall(0) for RS =
−2.5× 104
(e) max.∂S∂x wall(0) for RS =
−2.5× 104
(f) max.∂T∂S wall(0) for RS =
−2.5× 104
(g) max.∂T∂x wall(0) for RS =
−5× 104
(h) max.∂S∂x wall(0) for RS =
−5× 104
(i) max.∂T∂S wall(0) for RS =
−5× 104
Figure F.8: Maxima of ∂T
∂x wall
(0) and ∂S
∂xwall
(0), the absolute values of ∂T
∂x
(1/2, 0) and
∂S
∂x
(1/2, 0), as functions of Rρ for σ=0.01 and τ=0.01
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(a) max.∂T∂x wall(0) for RS =
−104
(b) max.∂S∂x wall(0) for RS =
−104
(c) max.∂T∂S wall(0) for RS =
−104
(d) max.∂T∂x wall(0) for RS =
−2.5× 104
(e) max.∂S∂x wall(0) for RS =
−2.5× 104
(f) max.∂T∂S wall(0) for RS =
−2.5× 104
(g) max.∂T∂x wall(0) for RS =
−5× 104
(h) max.∂S∂x wall(0) for RS =
−5× 104
(i) max.∂T∂S wall(0) for RS =
−5× 104
Figure F.9: Maxima of ∂T
∂x wall
(0) and ∂S
∂xwall
(0), the absolute values of ∂T
∂x
(1/2, 0) and
∂S
∂x
(1/2, 0), as functions of Rρ for σ=0.01 and τ=0.1
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(a) max.∂T∂x wall(0) for RS =
−2.5× 104
(b) max.∂S∂x wall(0) for RS =
−2.5× 104
(c) max.∂T∂S wall(0) for RS =
−2.5× 104
(d) max.∂T∂x wall(0) for RS =
−5× 104
(e) max.∂S∂x wall(0) for RS =
−5× 104
(f) max.∂T∂S wall(0) for RS =
−5× 104
(g) max.∂T∂x wall(0) for RS =
−105
(h) max.∂S∂x wall(0) for RS =
−105
(i) max.∂T∂S wall(0) for RS =
−105
Figure F.10: Maxima of ∂T
∂x wall
(0) and ∂S
∂xwall
(0), the absolute values of ∂T
∂x
(1/2, 0) and
∂S
∂x
(1/2, 0), as functions of Rρ for σ=0.01 and τ = 1√10
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(a) max.∂T∂x wall(0) for RS =
−2.5× 104
(b) max.∂S∂x wall(0) for RS =
−2.5× 104
(c) max.∂T∂S wall(0) for RS =
−2.5× 104
(d) max.∂T∂x wall(0) for RS =
−5× 104
(e) max.∂S∂x wall(0) for RS =
−5× 104
(f) max.∂T∂S wall(0) for RS =
−5× 104
(g) max.∂T∂x wall(0) for RS =
−105
(h) max.∂S∂x wall(0) for RS =
−105
(i) max.∂T∂S wall(0) for RS =
−105
Figure F.11: Maxima of ∂T
∂x wall
(0) and ∂S
∂xwall
(0), the absolute values of ∂T
∂x
(1/2, 0) and
∂S
∂x
(1/2, 0), as functions of Rρ for σ=0.01 and τ=0.5
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(a) max.∂T∂x wall(0) for RS =
−105
(b) max.∂S∂x wall(0) for RS =
−105
(c) max.∂T∂S wall(0) for RS =
−105
(d) max.∂T∂x wall(0) for RS =
−2× 105
(e) max.∂S∂x wall(0) for RS =
−2× 105
(f) max.∂T∂S wall(0) for RS =
−2× 105
Figure F.12: Maxima of ∂T
∂x wall
(0) and ∂S
∂xwall
(0), the absolute values of ∂T
∂x
(1/2, 0) and
∂S
∂x
(1/2, 0), as functions of Rρ for σ=0.01 and τ=0.8
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G.1 log
(
∂T
∂S
wall
)
in σ=10 Systems
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Figure G.1: log
(
∂T
∂S
wall
)
(—) and log
(
1
Rρ
)
(...) as functions of Rρ for σ=10 and τ=0.01
systems.
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Figure G.2: log
(
∂T
∂S
wall
)
(—) and log
(
1
Rρ
)
(...) as functions of Rρ for σ=10 and τ=0.1
systems.
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Figure G.3: log
(
∂T
∂S
wall
)
(—) and log
(
1
Rρ
)
(...) as functions of Rρ for σ=10 and τ= 1√10
systems.
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Figure G.4: log
(
∂T
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wall
)
(—) and log
(
1
Rρ
)
(...) as functions of Rρ for σ=10 and τ=0.5
systems.
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Figure G.5: log
(
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wall
)
(—) and log
(
1
Rρ
)
(...) as functions of Rρ for σ=10 and τ=0.8
systems.
G.2 log
(
∂T
∂S
wall
)
in σ=0.01 Non-Overturned Systems 348
G.2 log
(
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in σ=0.01 Non-Overturned Systems
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Figure G.6: log
(
∂T
∂S
wall
)
(—) and log
(
1
Rρ
)
(...) as functions of Rρ for σ=0.01 and τ=0.01
non-overturned systems.
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Figure G.7: log
(
∂T
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wall
)
(—) and log
(
1
Rρ
)
(...) as functions of Rρ for σ=0.01 and τ=0.1
non-overturned systems.
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wall
)
(—) and log
(
1
Rρ
)
(...) as functions of Rρ for σ=0.01 and τ= 1√10
non-overturned systems.
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(—) and log
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Rρ
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(...) as functions of Rρ for σ=0.01 and τ=0.5
non-overturned systems.
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1. Table: Fittings for F
F tot
as a Linear or Quadratic Function of Rρ and as a Linear
Function 1
Rρ
.
2. F
F tot
in Systems with Prandtl/Schmidt Number 10
3. F
F tot
in Systems with Prandtl/Schmidt Number 0.01
4. Table:
FT
Ftot
T
(0.01)
FT
Ftot
T
(10)
5. Table:
FS
Ftot
S
(0.01)
FS
Ftot
S
(10)
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H.1 Table: Fittings for FF tot as a Function of Rρ
σ=10 τ=0.01
FS
F totS
FT
F totT
RS quadratic in Rρ R2 linear in 1Rρ R
2
-104 1≤ Rρ 0.9973
-104 15≤ Rρ ≤30 0.99
-104 20≤ Rρ ≤40 0.9922
-104 40≤ Rρ ≤100 0.9927
-104 100≤ Rρ 0.9992
-2.5×104 10≤ Rρ 0.9991
-2.5×104 15≤ Rρ ≤40 0.9927
-2.5×104 60≤ Rρ 0.9995
-5×104 5≤ Rρ 0.9985
-5×104 15≤ Rρ ≤60 0.9967
-5×104 60≤ Rρ ≤100 0.9996
-5×104 100≤ Rρ 0.9952
Least squares fittings of (Rρ, FSF totS (σ, τ, RS, Rρ)) and (Rρ,
FT
F totT
(σ, τ, RS,
1
Rρ
)) for σ=10, τ=0.01
and fixed values of RS , with R2 being the coefficient of determination.
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σ=10 τ=0.1
FS
F totS
FT
F totT
FT
F totT
RS quadratic in Rρ R2 linear in Rρ R2 linear in 1Rρ R
2
-104 Rρ ≤4 0.9986
-104 6≤ Rρ 0.9962
-104 2≤ Rρ ≤4 0.9986
-104 4≤ Rρ ≤6 0.9997
-104 3≤ Rρ ≤5 0.9996
-104 5≤ Rρ 0.9996
-2.5×104 Rρ ≤10 0.9995
-2.5×104 10≤ Rρ 0.9951
-2.5×104 Rρ ≤4 0.9994
-2.5×104 4≤ Rρ ≤14 0.9996
-2.5×104 14≤ Rρ 0.9964
-5×104 2≤ Rρ ≤19 0.9938
-5×104 19≤ Rρ 0.9998
-5×104 Rρ ≤3 0.9997
-5×104 3≤ Rρ ≤5 0.9997
-5×104 4≤ Rρ ≤10 0.9992
-5×104 10≤ Rρ ≤14 0.9982
-5×104 14≤ Rρ ≤20 0.9951
-5×104 20≤ Rρ 0.9983
Least squares fittings of (Rρ, FSF totS (σ, τ, RS, Rρ)) and (Rρ,
FT
F totT
(σ, τ, RS,
1
Rρ
)) for σ=10, τ=0.1
and fixed values of RS , with R2 being the coefficient of determination.
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σ=10 τ= 1√
10
FS
F totS
FT
F totT
FT
F totT
RS quadratic in Rρ R2 linear in Rρ R2 linear in 1Rρ R
2
−104 1≤ Rρ 0.9936
−104 Rρ ≤2 0.9997
−104 2≤ Rρ 0.9997
−2.5× 104 1≤ Rρ ≤2.5 0.9991
−2.5× 104 2.5≤ Rρ 0.9982
−2.5× 104 1≤ Rρ ≤2 0.9947
−2.5× 104 2.5≤ Rρ 0.999
−5× 104 1≤ Rρ ≤2.5 0.9991
−5× 104 2.5≤ Rρ 0.9971
−5× 104 1.5≤ Rρ ≤2.5 0.9906
−5× 104 2.5≤ Rρ 0.9998
−105 1≤ Rρ 0.9928
−105 2≤ Rρ ≤3 0.9998
−105 2.5≤ Rρ 0.9992
Least squares fittings of (Rρ, FSF totS (σ, τ, RS, Rρ)), (Rρ,
FT
F totT
(σ, τ, RS, Rρ)) and (Rρ, FTF totT (σ, τ, RS,
1
Rρ
))
for σ=10, τ= 1√
10
and fixed values of RS , with R2 being the coefficient of determination.
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σ=10 τ=0.5
FS
F totS
FT
F totT
RS quadratic in Rρ R2 linear in Rρ R2
-104 1≤ Rρ 0.999
-104 1≤ Rρ 0.9991
-2.5×104 Rρ ≤1.375 0.999
-2.5×104 1.375≤ Rρ 0.9975
-2.5×104 Rρ ≤1.25 0.9921
-2.5×104 1.375≤ Rρ 0.9967
-5×104 Rρ ≤1.375 1
-5×104 1.375≤ Rρ 0.9955
-5×104 Rρ ≤1.125 0.9929
-5×104 1.375≤ Rρ 0.9975
-105 Rρ ≤1.375 0.9952
-105 1.5≤ Rρ 0.9981
-105 Rρ ≤2 0.9977
-105 2≤ Rρ 0.9938
Least squares fittings of (Rρ, FSF totS (σ, τ, RS, Rρ)) and (Rρ,
FT
F totT
(σ, τ, RS, Rρ)) for σ=10, τ=0.5
and fixed values of RS , with R2 being the coefficient of determination.
σ=10 τ=0.8
FS
F totS
FT
F totT
RS quadratic in Rρ R2 quadratic in Rρ R2
-5×104 1≤ Rρ 0.995
-5×104 1≤ Rρ 0.9987
-105 1≤ Rρ 0.9911
-105 1≤ Rρ 0.9971
-2×105 1≤ Rρ 0.9921
-2×105 1≤ Rρ 0.9988
Least squares fittings of (Rρ, FSF totS (σ, τ, RS, Rρ)) and (Rρ,
FT
F totT
(σ, τ, RS, Rρ)) for σ=10, τ=0.8
and fixed values of RS , with R2 being the coefficient of determination.
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σ=0.01 τ=0.1
FS
F totS
FT
F totT
FT
F totT
RS quadratic in Rρ R2 linear in Rρ R2 linear in 1Rρ R
2
−104 1≤ Rρ 0.997
−104 Rρ ≤4 0.9963
−104 4≤ Rρ 0.9943
−2.5× 104 1≤ Rρ ≤7 0.9995
−2.5× 104OT 8≤ Rρ 0.9944
−2.5× 104 Rρ ≤3 0.9956
−2.5× 104 4≤ Rρ ≤ 7 0.9952
−2.5× 104OT 10≤ Rρ 0.9921
−5× 104OT 7≤ Rρ 0.9902
−5× 104 Rρ ≤3 0.9991
−5× 104 3≤ Rρ ≤6 0.9903
−5× 104OT 7≤ Rρ ≤12 0.9962
−5× 104OT 12≤ Rρ ≤18 0.9951
−5× 104OT 18≤ Rρ ≤22 0.9906
−5× 104OT 22≤ Rρ 0.9961
Least squares fittings of (Rρ, FSF totS (σ, τ, RS, Rρ)), (Rρ,
FT
F totT
(σ, τ, RS, Rρ)) and (Rρ, FTF totT (σ, τ, RS,
1
Rρ
))
for σ=0.01 τ=0.1 and fixed values of RS , with R2 being the coefficient of determination
and OT corresponding to overturned finger systems.
Appendix H. Ratios of Advective Versus Total Flux F
F tot
359
σ=0.01 τ= 1√
10
FS
F totS
FT
F totT
FT
F totT
RS quadratic in Rρ R2 linear in Rρ R2 linear in 1Rρ R
2
−2.5× 104 1≤ Rρ ≤ 0.9993
−2.5× 104 1≤ Rρ 0.9958
−5× 104 Rρ ≤2.5 0.9995
−5× 104OT 3≤ Rρ 0.9971
−5× 104 Rρ ≤2.5 0.9983
−5× 104OT 3≤ Rρ 0.9963
−105 Rρ ≤2.5 0.9977
−105OT 3≤ Rρ 0.9928
−105 Rρ ≤2.5 0.998
−105OT 3≤ Rρ 0.9928
Least squares fittings of (Rρ, FSF totS (σ, τ, RS, Rρ)), (Rρ,
FT
F totT
(σ, τ, RS, Rρ)) and (Rρ, FTF totT (σ, τ, RS,
1
Rρ
))
for σ=0.01 τ= 1√
10
and fixed values of RS , with R2 being the coefficient of determination
and OT corresponding to overturned finger systems.
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σ=0.01 τ=0.5
FS
F totS
FT
F totT
FT
F totT
RS quadratic in Rρ R2 linear in Rρ R2 linear in 1Rρ R
2
−2.5× 104 1≤ Rρ 0.9998
−2.5× 104 1≤ Rρ 0.9937
−5× 104 1≤ Rρ 0.9941
−5× 104 1≤ Rρ 0.9988
−105 Rρ ≤1.875 0.9972
−105OT 2≤ Rρ 0.9981
−105 Rρ ≤1.875 0.996
−105OT 2≤ Rρ 0.9982
Least squares fittings of (Rρ, FSF totS (σ, τ, RS, Rρ)), (Rρ,
FT
F totT
(σ, τ, RS, Rρ)) and (Rρ, FTF totT (σ, τ, RS,
1
Rρ
))
for σ=0.01 τ=0.5 and fixed values of RS , with R2 being the coefficient of determination
and OT corresponding to overturned finger systems.
σ=0.01 τ=0.8
FS
F totS
FT
F totT
RS quadratic in Rρ R2 quadratic in Rρ R2
-105 1≤ Rρ 1
-105 1≤ Rρ 0.9999
-2×105 1≤ Rρ 0.9988
-2×105 1≤ Rρ 0.9998
Least squares fittings of (Rρ, FSF totS (σ, τ, RS, Rρ)) and (Rρ,
FT
F totT
(σ, τ, RS, Rρ)) for σ=0.01,
τ=0.8 and fixed values of RS , with R2 being the coefficient of determination.
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H.2 FF tot in σ=10 Systems
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Figure H.1: F
F tot
as a function of Rρ for σ=10 and τ=0.01
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Figure H.2: F
F tot
as a function of Rρ for σ=10 and τ=0.1
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Figure H.3: F
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Figure H.5: F
F tot
as a function of Rρ for σ=10 and τ=0.8
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Figure H.6: F
F tot
as a function of Rρ for σ=0.01 and τ=0.1
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Figure H.7: F
F tot
as a function of Rρ for σ=0.01 and τ= 1√10
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Figure H.8: F
F tot
as a function of Rρ for σ=0.01 and τ=0.5
Appendix H. Ratios of Advective Versus Total Flux F
F tot
369
1.00 1.05 1.10 1.15
0.
1
0.
2
0.
3
0.
4
0.
5
Rρ
up−finger
(a) FT
F tot
T
for RS = −105
1.00 1.05 1.10 1.15
0.
2
0.
3
0.
4
0.
5
0.
6
Rρ
up−finger
(b) FS
F tot
S
for RS = −105
1.00 1.05 1.10 1.15 1.20
0.
3
0.
4
0.
5
0.
6
0.
7
0.
8
Rρ
up−finger
(c) FT
F tot
T
for RS = −2× 105
1.00 1.05 1.10 1.15 1.20
0.
4
0.
5
0.
6
0.
7
0.
8
Rρ
up−finger
(d) FS
F tot
S
for RS = −2× 105
Figure H.9: F
F tot
as a function of Rρ for σ=0.01 and τ=0.8
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H.4 Table:
FT
Ftot
T
(0.01)
FT
Ftot
T
(10)
FT
Ftot
T
(0.01)
FT
Ftot
T
(10)
τ=0.01
RS maximum minimum average
−104 (non-overturned) 0.482 0.259 0.360
−2.5× 104 (non-overturned) 0.514 0.206 0.351
−5× 104 (non-overturned) 0.365 0.187 0.283
FT
Ftot
T
(0.01)
FT
Ftot
T
(10)
τ=0.1
RS maximum minimum average outlayers
−104 0.093 0.022 0.074
−2.5× 104 (non-overturned) 0.378 0.0258 0.315
−2.5× 104 0.766 0.258 0.454 1.112
FT
Ftot
T
(0.01)
FT
Ftot
T
(10)
τ= 1√
10
RS maximum minimum average outlayers
−2.5× 104 0.329 0.115 0.227
−5× 104 (non-overturned) 0.623 0.420 0.500
−5× 104 0.623 0.344 0.436
−105 (non-overturned) 0.827 0.598 0.687
−105 0.827 0.591 0.639 2.815
FT
Ftot
T
(0.01)
FT
Ftot
T
(10)
τ=0.5
RS maximum minimum average outlayers
−2.5× 104 0.190 0.05 0.119
−5× 104 0.576 0.080 0.336
−105 (non-overturned) 0.806 0.475 0.628
−105 0.806 0.326 0.538
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FT
Ftot
T
(0.01)
FT
Ftot
T
(10)
τ=0.8
RS maximum minimum average
−5× 104 0.045 0.045
−105 0.525 0.105 0.262
−2× 105 0.797 0.525 0.666
H.5 Table:
FS
Ftot
S
(0.01)
FS
Ftot
S
(10)
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H.5 Table:
FS
Ftot
S
(0.01)
FS
Ftot
S
(10)
FS
Ftot
S
(0.01)
FS
Ftot
S
(10)
τ=0.1
RS maximum minimum average outlayers
−104 0.807 0.150 0.579
−2.5× 104 (non-overturned) 0.985 0.935 0.963
−2.5× 104 0.985 0.778 0.888 1.140
FS
Ftot
S
(0.01)
FS
Ftot
S
(10)
τ= 1√
10
RS maximum minimum average outlayers
−2.5× 104 0.826 0.0.389 0.646
−5× 104 (non-overturned) 0.994 0.820 0.887
−5× 104 0.944 0.481 0.731
−105 (non-overturned) 0.980 0.931 0.951
−105 0.980 0.695 0.874 2.718
FS
Ftot
S
(0.01)
FS
Ftot
S
(10)
τ=0.5
RS maximum minimum average outlayers
−2.5× 104 0.476 0.150 0.316
−5× 104 0.844 0.173 0.618
−105 (non-overturned) 0.944 0.713 0.849
−105 0.971 0.648 0.815
FS
Ftot
S
(0.01)
FS
Ftot
S
(10)
τ=0.8
RS maximum minimum average
−5× 104 0.067 0-067
−105 0.623 0.145 0.397
−2× 105 0.860 0.624 0.751
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I.1 Table: Fittings for minNTNS as a Functions of Rρ
σ=10 τ=0.01
minNT
NS
minNT
NS
RS quadratic in Rρ R2 linear in Rρ R2
-104 Rρ ≤15 1
-104 15≤ Rρ ≤140 0.9999
-104 140≤ Rρ ≤300 0.9997
-2.5×104 Rρ ≤15 0.9999
-2.5×104 15≤ Rρ ≤100 1
-2.5×104 100≤ Rρ ≤300 1
-5×104 Rρ ≤15 0.9997
-5×104 10≤ Rρ ≤30 1
-5×104 30≤ Rρ ≤100 1
-5×104 100≤ Rρ ≤300 1
Least squares fittings of (Rρ,minNTNS (σ, τ, RS, Rρ)) for σ=10, τ=0.01 and fixed values of
RS , with R2 being the coefficient of determination.
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σ=10 τ=0.1
minNT
NS
minNT
NS
RS quadratic in Rρ R2 linear in Rρ R2
-104 Rρ ≤5 0.9997
-104 5≤ Rρ ≤12 0.9995
-104 12≤ Rρ ≤15 1
-2.5×104 Rρ ≤4 0.9986
-2.5×104 4≤ Rρ ≤7 1
-2.5×104 7≤ Rρ ≤14 1
-2.5×104 14≤ Rρ ≤22 0.9999
-5×104 Rρ ≤4 0.9967
-5×104 3≤ Rρ ≤6 0.9995
-5×104 6≤ Rρ ≤21 1
-5×104 20≤ Rρ ≤25 1
Least squares fittings of (Rρ,minNTNS (σ, τ, RS, Rρ)) for σ=10, τ=0.1 and fixed values of RS ,
with R2 being the coefficient of determination.
σ=10 τ = 1√
10
minNT
NS
minNT
NS
RS quadratic in Rρ R2 linear in Rρ R2
-104 Rρ ≤3 0.9956
-2.5×104 Rρ ≤3 0.9995
-2.5×104 2.5≤ Rρ ≤4 0.9996
-5×104 Rρ ≤2 0.9997
-5×104 2≤ Rρ ≤4.5 0.999
-105 Rρ ≤4 0.9905
-105 2≤ Rρ ≤4.5 0.9996
Least squares fittings of (Rρ,minNTNS (σ, τ, RS, Rρ)) for σ=10, τ = 1√10 and fixed values of
RS , with R2 being the coefficient of determination.
I.1 Table: Fittings for minNT
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as a Functions of Rρ 376
σ=10 τ=0.5
minNT
NS
minNT
NS
RS quadratic in Rρ R2 linear in Rρ R2
-104 Rρ ≤1.625 0.9994
-2.5×104 Rρ ≤1.375 0.9997
-2.5×104 1.375≤ Rρ ≤2 0.9937
-5×104 Rρ ≤1.375 1
-5×104 1.375≤ Rρ ≤1.75 0.9989
-5×104 1.75≤ Rρ ≤2.25 0.9992
-105 Rρ ≤1.375 0.9998
-105 1.375≤ Rρ ≤1.75 1
-105 1.75≤ Rρ ≤2.5 0.9999
Least squares fittings of (Rρ,minNTNS (σ, τ, RS, Rρ)) for σ=10, τ=0.5 and fixed values of RS ,
with R2 being the coefficient of determination.
σ=10 τ=0.8
minNT
NS
minNT
NS
RS quadratic in Rρ R2 linear in Rρ R2
-5×104 Rρ ≤1.15 0.9981
-105 Rρ ≤1.15 0.9994
-105 1.1≤ Rρ ≤1.25 0.9963
-2×105 Rρ ≤1.15 0.9996
-2×105 1.15≤ Rρ ≤1.3 0.9998
Least squares fittings of (Rρ,minNTNS (σ, τ, RS, Rρ)) for σ=10, τ=0.8 and fixed values of RS ,
with R2 being the coefficient of determination.
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σ=0.01 τ=0.01
minNT
NS
minNT
NS
RS quadratic in Rρ R2 linear in Rρ R2
-104 Rρ ≤20 1
-104OT 50≤ Rρ ≤200 0.9997
-2.5×104 Rρ ≤15 0.9996
-2.5OT×104 40≤ Rρ ≤200 0.9996
-5×104 Rρ ≤15 0.9932
-5OT×104 30≤ Rρ ≤200 0.9999
Least squares fittings of (Rρ,minNTNS (σ, τ, RS, Rρ)) for σ=0.01, τ=0.01 and fixed values of
RS , with R2 being the coefficient of determination and OT corresponding to overturned
finger systems.
σ=0.01 τ=0.1
minNT
NS
minNT
NS
RS quadratic in Rρ R2 linear in Rρ R2
-104 Rρ ≤8 0.9995
-2.5×104 Rρ ≤6 1
-2.5OT×104 8≤ Rρ ≤16 1
-2.5OT×104 16≤ Rρ ≤20 0.9998
-5×104 Rρ ≤4 1
-5×104OT 8≤ Rρ ≤11 1
-5×104OT 11≤ Rρ ≤17 0.9999
-5×104OT 17≤ Rρ ≤23 1
Least squares fittings of (Rρ,minNTNS (σ, τ, RS, Rρ)) for σ=0.01, τ=0.1 and fixed values of
RS , with R2 being the coefficient of determination and OT corresponding to overturned
finger systems.
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σ=0.01 τ = 1√
10
minNT
NS
minNT
NS
RS quadratic in Rρ R2 linear in Rρ R2
-2.5×104 Rρ ≤2.5 0.9998
-5×104 Rρ ≤2.5 0.9993
-5×104OT 3≤ Rρ ≤4.5 0.999
-105 Rρ ≤2.5 0.9995
-105OT 3≤ Rρ ≤4 0.9999
-105OT 3.5≤ Rρ ≤5 0.9989
Least squares fittings of (Rρ,minNTNS (σ, τ, RS, Rρ)) for σ=0.01, τ = 1√10 and fixed values
of RS , with R2 being the coefficient of determination and OT corresponding to overturned
finger systems.
σ=0.01 τ=0.5
minNT
NS
minNT
NS
RS quadratic in Rρ R2 linear in Rρ R2
-2.5×104 Rρ ≤1.375 0.9996
-5×104 Rρ ≤1.375 0.9999
-5×104 1.375≤ Rρ ≤1.875 0.9995
-105 Rρ ≤1.875 0.9996
-105OT 2≤ Rρ ≤2.5 0.9995
Least squares fittings of (Rρ,minNTNS (σ, τ, RS, Rρ)) for σ=0.01, τ=0.5 and fixed values of
RS , with R2 being the coefficient of determination and OT corresponding to overturned
finger systems.
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σ=0.01 τ=0.8
minNT
NS
minNT
NS
RS quadratic in Rρ R2 linear in Rρ R2
-105 Rρ ≤1.15 0.9997
-2×105 Rρ ≤1.15 0.9999
-2×105 1.1≤ Rρ ≤1.25 0.9996
Least squares fittings of (Rρ,minNTNS (σ, τ, RS, Rρ)) for σ=0.01, τ=0.8 and fixed values of
RS , with R2 being the coefficient of determination.
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I.2 Table: Fittings for maxNTNS as a Functions of Rρ
σ=10 τ=0.1
maxNT
NS
maxNT
NS
RS quadratic in Rρ R2 linear in Rρ R2
-104 Rρ ≤4 1
-104 4≤ Rρ ≤7 0.9999
-104 7≤ Rρ ≤10 1
-104 10≤ Rρ ≤15 0.9999
-2.5×104 Rρ ≤7 0.9999
-2.5×104 7≤ Rρ ≤10 0.9999
-2.5×104 10≤ Rρ ≤13 0.9998
-2.5×104 13≤ Rρ ≤17 1
-2.5×104 17≤ Rρ ≤22 0.9997
-5×104 Rρ ≤4 0.9987
-5×104 4≤ Rρ ≤8 0.9999
-5×104 8≤ Rρ ≤11 0.9987
-5×104 11≤ Rρ ≤14 0.9996
-5×104 14≤ Rρ ≤18 1
-5×104 18≤ Rρ ≤24 0.9995
Least squares fittings of (Rρ,maxNTNS (σ, τ, RS, Rρ)) for σ=10, τ=0.1 and fixed values of
RS , with R2 being the coefficient of determination.
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σ=10 τ = 1√
10
maxNT
NS
maxNT
NS
RS quadratic in Rρ R2 linear in Rρ R2
-104 Rρ ≤3 0.9998
-2.5×104 Rρ ≤4 0.9983
-5×104 Rρ ≤2.5 0.9967
-5×104 2.5≤ Rρ ≤4.5 0.9909
-105 Rρ ≤2.5 0.9962
-105 3≤ Rρ ≤4.5 0.9998
Least squares fittings of (Rρ,maxNTNS (σ, τ, RS, Rρ)) for σ=10, τ = 1√10 and fixed values of
RS , with R2 being the coefficient of determination.
σ=10 τ=0.5
maxNT
NS
maxNT
NS
RS quadratic in Rρ R2 linear in Rρ R2
-104 Rρ ≤1.625 1
-2.5×104 Rρ ≤1.375 0.9999
-2.5×104 1.375≤ Rρ ≤2 1
-5×104 Rρ ≤1.375 1
-5×104 1.375≤ Rρ ≤1.75 0.9999
-5×104 1.375≤ Rρ ≤1.75 0.9999
-5×104 1.75≤ Rρ ≤2.25 0.9998
-105 Rρ ≤1.375 0.9991
-105 1.375≤ Rρ ≤1.75 0.9999
-105 1.75≤ Rρ ≤2.125 0.9977
-105 2.125≤ Rρ ≤2.5 0.9984
Least squares fittings of (Rρ,maxNTNS (σ, τ, RS, Rρ)) for σ=10, τ=0.5 and fixed values of
RS , with R2 being the coefficient of determination.
I.2 Table: Fittings for maxNT
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σ=10 τ=0.8
maxNT
NS
maxNT
NS
RS quadratic in Rρ R2 linear in Rρ R2
-2.5×104 Rρ ≤1.1 1
-5×104 Rρ ≤1.2 1
-105 Rρ ≤1.15 0.9999
-105 1.1≤ Rρ ≤1.25 0.9996
-2×105 Rρ ≤1.15 0.9999
-2×105 1.15≤ Rρ ≤1.3 1
Least squares fittings of (Rρ,maxNTNS (σ, τ, RS, Rρ)) for σ=10, τ=0.8 and fixed values of
RS , with R2 being the coefficient of determination.
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σ=0.01 τ=0.1
maxNT
NS
maxNT
NS
RS quadratic in Rρ R2 linear in Rρ R2
-104 Rρ ≤8 0.9999
Least squares fittings of (Rρ,maxNTNS (σ, τ, RS, Rρ)) for σ=0.01, τ=0.1 and fixed values of
RS , with R2 being the coefficient of determination.
σ=0.01 τ = 1√
10
maxNT
NS
maxNT
NS
RS quadratic in Rρ R2 linear in Rρ R2
-2.5×104 Rρ ≤2.5 0.9999
Least squares fittings of (Rρ,maxNTNS (σ, τ, RS, Rρ)) for σ=0.01, τ = 1√10 and fixed values
of RS , with R2 being the coefficient of determination.
σ=0.01 τ=0.5
maxNT
NS
maxNT
NS
RS quadratic in Rρ R2 linear in Rρ R2
-2.5×104 Rρ ≤1.375 0.9999
Least squares fittings of (Rρ,maxNTNS (σ, τ, RS, Rρ)) for σ=0.01, τ=0.5 and fixed values of
RS , with R2 being the coefficient of determination.
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I.3 Extrema of NTNS in σ=10 Systems
(a) min. F totT
F tot
S
(0) for RS = −104
(b) min. F totT
F tot
S
(0) for RS =
−2.5× 104
(c) min. F totT
F tot
S
(0) for RS = −5 ×
104
Figure I.1: Minima of F
tot
T
F totS
(0), as functions of Rρ for σ=10 and τ=0.01
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(a) min. F totT
F tot
S
(0) for RS = −104 (b) max. F
tot
T
F tot
S
(0) for RS = −104
(c) min. F totT
F tot
S
(0) for RS = −2.5× 104 (d) max. F
tot
T
F tot
S
(0) for RS = −2.5× 104
(e) min. F totT
F tot
S
(0) for RS = −5× 104 (f) max. F
tot
T
F tot
S
(0) for RS = −5× 104
Figure I.2: Extrema of F
tot
T
F totS
(0), as functions of Rρ for σ=10 and τ=0.1
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(a) min. F totT
F tot
S
(0) for RS = −104 (b) max. F
tot
T
F tot
S
(0) for RS = −104
(c) min. F totT
F tot
S
(0) for RS = −2.5× 104 (d) max. F
tot
T
F tot
S
(0) for RS = −2.5× 104
Figure I.3: Extrema of F
tot
T
F totS
(0), as functions of Rρ for σ=10 and τ = 1√10
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(a) min. F totT
F tot
S
(0) for RS = −5× 104 (b) max. F
tot
T
F tot
S
(0) for RS = −5× 104
(c) min. F totT
F tot
S
(0) for RS = −105 (d) max. F
tot
T
F tot
S
(0) for RS = −105
Figure I.4: Extrema of F
tot
T
F totS
(0), as functions of Rρ for σ=10 and τ = 1√10
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(a) min. F totT
F tot
S
(0) for RS = −104 (b) max. F
tot
T
F tot
S
(0) for RS = −104
(c) min. F totT
F tot
S
(0) for RS = −2.5× 104 (d) max. F
tot
T
F tot
S
(0) for RS = −2.5× 104
Figure I.5: Extrema of F
tot
T
F totS
(0), as functions of Rρ for σ=10 and τ=0.5
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(a) min. F totT
F tot
S
(0) for RS = −5× 104 (b) max. F
tot
T
F tot
S
(0) for RS = −5× 104
(c) min. F totT
F tot
S
(0) for RS = −105 (d) max. F
tot
T
F tot
S
(0) for RS = −105
Figure I.6: Extrema of F
tot
T
F totS
(0), as functions of Rρ for σ=10 and τ=0.5
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(a) min. NTNS for RS = −2.5× 104
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(b) max. NTNS for RS = −2.5× 104
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(c) min. NTNS for RS = −5× 104
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(d) max. NTNS for RS = −5× 104
Figure I.7: Extrema of NT
NS
, as functions of Rρ for σ=10 and τ=0.8
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(a) min. NTNS for RS = −105
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(b) max. NTNS for RS = −105
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(c) min. NTNS for RS = −2× 105
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(d) max. NTNS for RS = −2× 105
Figure I.8: Extrema of NT
NS
, as functions of Rρ for σ=10 and τ=0.8
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I.4 Extrema of NTNS in σ=0.01 Systems
(a) min. F totT
F tot
S
(0) for RS = −104
(b) min. F totT
F tot
S
(0) for RS =
−2.5× 104
(c) min. F totT
F tot
S
(0) for RS = −5 ×
104
Figure I.9: Minima of F
tot
T
F totS
(0), as functions of Rρ for σ=0.01 and τ=0.01
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(a) min. F totT
F tot
S
(0) for RS = −104 (b) max. F
tot
T
F tot
S
(0) for RS = −104
(c) min. F totT
F tot
S
(0) for RS = −2.5× 104
(d) min. F totT
F tot
S
(0) for RS = −5× 104
Figure I.10: Extrema of F
tot
T
F totS
(0), as functions of Rρ for σ=0.01 and τ=0.1
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(a) min. F totT
F tot
S
(0) for RS = 2.5×4 (b) max. F
tot
T
F tot
S
(0) for RS = 2.5×4
(c) min. F totT
F tot
S
(0) for RS = −5× 104
(d) min. F totT
F tot
S
(0) for RS = −105
Figure I.11: Extrema of F
tot
T
F totS
(0), as functions of Rρ for σ=0.01 and τ = 1√10
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(a) min. F totT
F tot
S
(0) for RS = 2.5×4 (b) max. F
tot
T
F tot
S
(0) for RS = 2.5×4
(c) min. F totT
F tot
S
(0) for RS = −5× 104
(d) min. F totT
F tot
S
(0) for RS = −105
Figure I.12: Extrema of F
tot
T
F totS
(0), as functions of Rρ for σ=0.01 and τ=0.5
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(a) min. NTNS for RS = −105
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(b) min. NTNS for RS = −2× 105
Figure I.13: Extrema of NT
NS
, as functions of Rρ for σ=0.01 and τ=0.8
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Appendix J
Inverse Correlation Between Re and
minNTNS
.
1.Fittings for minNT
NS
as a Function of 1
Re
2.Local Fittings for minNT
NS
as a Function of 1
Re
.
The tables contained in this appendix correspond to the fittings for minNT
NS
as a linear
function of 1
∂S
Re
. In the Prandtl/Schmidt number 10 subspace we have considered two
types of linear dependence for fixed values of τ and RS: all over the entire Rρ ranges
corresponding to systems that are not confined to the initial interface, and, locally, in ranges
of the type Rρ1 ≤ Rρ ≤ Rρ1. In the Prandtl/Schmidt number 0.01 we have considered the
same two types of linear dependence while subdividing the systems in overturned and non-
overturned, excluding from the analysis the vicinities of the values of Rρ where systems
change from non-overturned to overturned.
J.1 Tables: Fittings for minNT
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as a Linear Function of 1
Re
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J.1 Tables: Fittings for minNTNS as a Linear Function of
1
Re
σ=10 τ=0.01
minNT
NS
RS linear in Re−1 R2
-104 Rρ ≤300 0.9935
-2.5×104 Rρ ≤300 0.998
-5×104 Rρ ≤300 0.9988
Linear least squares fittings of minNT
NS
as a function of 1
Re
in the σ=10, τ=0.01 parameter
subspace, with R2 being the coefficient of determination.
σ=10 τ=0.1
minNT
NS
RS linear in Re−1 R2
-104 Rρ ≤14 0.9974
-2.5×104 Rρ ≤21 0.9825
-5×104 Rρ ≤24 0.9752
Linear least squares fittings of minNT
NS
as a function of 1
Re
in the σ=10, τ=0.1 parameter
subspace, with R2 being the coefficient of determination.
σ=10 τ= 1√
10
minNT
NS
RS linear in Re−1 R2
-104 Rρ ≤2.5 0.9935
-2.5×104 ≤ Rρ ≤3.5 0.9931
-5×104 Rρ ≤4 0.9805
-105 Rρ ≤4.5 0.9867
Linear least squares fittings of minNT
NS
as a function of 1
Re
in the σ=10, τ= 1√
10
parameter
subspace, with R2 being the coefficient of determination.
Appendix J. Inverse Correlation Between Re and minNT
NS
. 399
σ=10 τ=0.5
minNT
NS
RS linear in Re−1 R2
-104 Rρ ≤1.5 0.9968
-2.5×104 Rρ ≤1.875 0.9954
-5×104 Rρ ≤2.125 0.9759
-105 Rρ ≤2.375 0.977
Linear least squares fittings of minNT
NS
as a function of 1
Re
in the σ=10, τ=0.5 parameter
subspace, with R2 being the coefficient of determination.
σ=10 τ=0.8
minNT
NS
RS linear in Re−1 R2
-5×104 Rρ ≤1.15 0.9886
-105 Rρ ≤1.2 0.9912
-2×105 Rρ ≤1.25 0.9472
Linear least squares fittings of minNT
NS
as a function of 1
Re
in the σ=10, τ=0.8 parameter
subspace, with R2 being the coefficient of determination.
σ=0.01 τ=0.01
minNT
NS
RS linear in Re−1 R2
-104 Rρ ≤20 0.9412
-104OT 60≤ Rρ ≤200 0.9956
-2.5×104 Rρ ≤15 0.9698
-2.5×104OT 40≤ Rρ ≤180 0.9998
-5×104 Rρ ≤15 0.9983
-5×104OT 40≤ Rρ ≤200 0.9951
Linear least squares fittings of minNT
NS
as a function of 1
Re
in the σ=0.01, τ=0.01 param-
eter subspace, with R2 being the coefficient of determination and OT corresponding to
overturned finger systems.
J.1 Tables: Fittings for minNT
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as a Linear Function of 1
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σ=0.01 τ=0.1
minNT
NS
RS linear in Re−1 R2
-104 Rρ ≤7 0.9666
-2.5×104 Rρ ≤6 0.997
-2.5×104OT 9≤ Rρ ≤20 0.9729
-5×104 Rρ ≤5 0.9944
-5×104OT 8≤ Rρ ≤24 0.9836
Linear least squares fittings of minNT
NS
as a function of 1
Re
in the σ=0.01, τ=0.1 parameter
subspace, with R2 being the coefficient of determination and OT corresponding to over-
turned finger systems.
σ=0.01 τ= 1√
10
minNT
NS
RS linear in Re−1 R2
-2.5×104 Rρ ≤2 0.9992
-5×104 Rρ ≤2 0.9989
-5×104OT 3≤ Rρ ≤4 0.9463
-105 Rρ ≤2 0.9972
-105OT 3.5≤ Rρ ≤4.5 0.9561
Linear least squares fittings of minNT
NS
as a function of 1
Re
in the σ=0.01, τ= 1√
10
parameter
subspace, with R2 being the coefficient of determination and OT corresponding to over-
turned finger systems.
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σ=0.01 τ=0.5
minNT
NS
RS linear in Re−1 R2
-2.5×104 Rρ ≤1.25 0.984
-5×104OT Rρ ≤1.75 0.9867
-105 Rρ ≤1.750 0.9969
Linear least squares fittings of minNT
NS
as a function of 1
Re
in the σ=0.01, τ=0.5 parameter
subspace, with R2 being the coefficient of determination and OT corresponding to over-
turned finger systems.
σ=0.01 τ=0.8
minNT
NS
RS linear in Re−1 R2
-105 Rρ ≤1.1 0.9945
-2×105 Rρ ≤1.2 0.9912
Linear least squares fittings of minNT
NS
as a function of 1
Re
in the σ=0.01, τ=0.8 parameter
subspace, with R2 being the coefficient of determination and OT corresponding to over-
turned finger systems.
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J.2 Tables: Local Fittings for minNTNS as a Linear Function of
1
Re
σ=10 τ=0.01
minNT
NS
RS linear in Re−1 R2
-104 1≤ Rρ ≤10 1
-104 10≤ Rρ ≤40 0.9996
-104 40≤ Rρ ≤80 0.9993
-104 80≤ Rρ ≤120 0.9997
-104 120≤ Rρ ≤300 0.9999
-2.5×104 1≤ Rρ ≤15 0.9819
-2.5×104 15≤ Rρ ≤40 0.9968
-2.5×104 40≤ Rρ ≤140 0.9998
-2.5×104 140≤ Rρ ≤300 0.9995
-5×104 1≤ Rρ ≤10 0.8891
-5×104 10≤ Rρ ≤40 0.9935
-5×104 40≤ Rρ ≤140 0.9993
-5×104 140≤ Rρ ≤300 0.9996
Linear least squares fittings of minNT
NS
as a function of 1
Re
in the σ=10, τ=0.01 parameter
subspace, with R2 being the coefficient of determination.
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σ=10 τ=0.1
minNT
NS
RS linear in Re−1 R2
-104 1≤ Rρ ≤3 0.9999
-104 3≤ Rρ ≤5 0.9995
-104 5≤ Rρ ≤7 0.9999
-104 7≤ Rρ ≤12 0.9998
-104 12≤ Rρ ≤15 0.9968
-2.5×104 1≤ Rρ ≤3 0.9975
-2.5×104 3≤ Rρ ≤6 0.9982
-2.5×104 6≤ Rρ ≤8 0.9997
-2.5×104 8≤ Rρ ≤15 1
-2.5×104 15≤ Rρ ≤17 0.9999
-2.5×104 17≤ Rρ ≤19 0.9986
-2.5×104 19≤ Rρ ≤21 0.9826
-5×104 1≤ Rρ ≤4 0.9715
-5×104 2≤ Rρ ≤4 1
-5×104 3≤ Rρ ≤5 0.9516
-5×104 5≤ Rρ ≤9 0.9994
-5×104 9≤ Rρ ≤15 0.9996
-5×104 15≤ Rρ ≤17 0.9998
-5×104 17≤ Rρ ≤19 0.9996
-5×104 19≤ Rρ ≤21 0.9989
-5×104 21≤ Rρ ≤24 0.9793
Linear least squares fittings of minNT
NS
as a function of 1
Re
in the σ=10, τ=0.1 parameter
subspace, with R2 being the coefficient of determination.
J.2 Tables: Local Fittings for minNT
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as a Linear Function of 1
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σ=10 τ= 1√
10
minNT
NS
RS linear in Re−1 R2
-104 1≤ Rρ ≤2 0.9983
-104 1.5≤ Rρ ≤2.5 0.9967
-104 2≤ Rρ ≤3 0.9916
-2.5×104 1≤ Rρ ≤2 0.9847
-2.5×104 1.5≤ Rρ ≤3.5 0.9982
-2.5×104 3≤ Rρ ≤4 0.9811
-5×104 81 ≤ Rρ ≤2.5 0.967
-5×104 81.5 ≤ Rρ ≤3 0.9639
-5×104 82.5 ≤ Rρ ≤4 0.9979
-5×104 83.5 ≤ Rρ ≤4.5 0.9681
-105 1≤ Rρ ≤3 0.9491
-105 3≤ Rρ ≤4 0.996
-105 3.5≤ Rρ ≤4.5 0.9919
Linear least squares fittings of minNT
NS
as a function of 1
Re
in the σ=10, τ= 1√
10
parameter
subspace, with R2 being the coefficient of determination.
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σ=10 τ=0.5
minNT
NS
RS linear in Re−1 R2
-104 1≤ Rρ ≤1.625 0.997
-2.5×104 1≤ Rρ ≤1.25 0.9999
-2.5×104 1.25≤ Rρ ≤1.5 0.9985
-2.5×104 1.5≤ Rρ ≤1.75 0.9889
-2.5×104 1.625≤ Rρ ≤ 0.9994
-5×104 1≤ Rρ ≤1.25 0.9898
-5×104 1.25≤ Rρ ≤1.625 0.9907
-5×104 1.625≤ Rρ ≤2.125 0.9977
-5×104 2≤ Rρ ≤2.25 0.9948
-105 1≤ Rρ ≤1.25 0.9903
-105 1.25≤ Rρ ≤1.625 0.9616
-105 1.625≤ Rρ ≤1.875 0.9999
-105 1.875≤ Rρ ≤2.25 0.999
-105 2.25≤ Rρ ≤2.5 0.9511
Linear least squares fittings of minNT
NS
as a function of 1
Re
in the σ=10, τ=0.5 parameter
subspace, with R2 being the coefficient of determination.
J.2 Tables: Local Fittings for minNT
NS
as a Linear Function of 1
Re
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σ=10 τ=0.8
minNT
NS
RS linear in Re−1 R2
-2.5×104 1≤ Rρ ≤1.1 0.9927
-5×104 1≤ Rρ ≤1.1 0.9985
-5×104 1.1≤ Rρ ≤1.2 0.9914
-105 1≤ Rρ ≤1.1 0.9984
-105 1.1≤ Rρ ≤1.25 0.9984
-2×105 1≤ Rρ ≤1.1 0.9904
-2×105 1.1≤ Rρ ≤1.2 0.963
-2×105 1.2≤ Rρ ≤1.3 0.9956
Linear least squares fittings of minNT
NS
as a function of 1
Re
in the σ=10, τ=0.8 parameter
subspace, with R2 being the coefficient of determination.
σ=0.01 τ=0.01
minNT
NS
RS linear in Re−1 R2
-104 1≤ Rρ ≤10 0.9936
-104 10≤ Rρ ≤20 0.9402
-104OT 60≤ Rρ ≤140 0.9913
-104OT 80≤ Rρ ≤200 0.9994
-2.5×104 1≤ Rρ ≤10 0.995
-2.5×104 5≤ Rρ ≤15 0.969
-2.5×104OT 40≤ Rρ ≤180 0.9998
-5×104 1≤ Rρ ≤15 0.9987
-5×104OT 30≤ Rρ ≤160 0.9998
-5×104OT 160≤ Rρ ≤200 0.9989
Linear least squares fittings of minNT
NS
as a function of 1
Re
in the σ=0.01, τ=0.01 param-
eter subspace, with R2 being the coefficient of determination and OT corresponding to
overturned finger systems.
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σ=0.01 τ=0.1
minNT
NS
RS linear in Re−1 R2
-104 1≤ Rρ ≤3 0.9997
-104 3≤ Rρ ≤5 0.9984
-104 5≤ Rρ ≤7 0.9872
-2.5×104 1≤ Rρ ≤4 0.9995
-2.5×104 4≤ Rρ ≤6 0.9976
-2.5×104OT 9≤ Rρ ≤13 0.9966
-2.5×104OT 13≤ Rρ ≤18 0.9908
-2.5×104OT 18≤ Rρ ≤21 0.9975
-5×104 1≤ Rρ ≤5 0.9944
-5×104OT 7≤ Rρ ≤10 0.9971
-5×104OT 10≤ Rρ ≤15 0.9993
-5×104OT 15≤ Rρ ≤18 0.9978
-5×104OT 18≤ Rρ ≤24 0.9994
Linear least squares fittings of minNT
NS
as a function of 1
Re
in the σ=0.01, τ=0.1 parameter
subspace, with R2 being the coefficient of determination and OT corresponding to over-
turned finger systems.
J.2 Tables: Local Fittings for minNT
NS
as a Linear Function of 1
Re
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σ=0.01 τ= 1√
10
minNT
NS
RS linear in Re−1 R2
-2.5×104 1≤ Rρ ≤2 0.9992
-2.5×104 1.5≤ Rρ ≤2.5 0.9854
-5×104 1≤ Rρ ≤2 0.9989
-5×104OT 3≤ Rρ ≤4 0.9463
-5×104OT 3.5≤ Rρ ≤4.5 0.8968
-105 1≤ Rρ ≤2 0.9972
-105OT 3≤ Rρ ≤4 0.9862
-105OT 4≤ Rρ ≤5 0.9669
Linear least squares fittings of minNT
NS
as a function of 1
Re
in the σ=0.01, τ= 1√
10
parameter
subspace, with R2 being the coefficient of determination and OT corresponding to over-
turned finger systems.
σ=0.01 τ=0.5
minNT
NS
RS linear in Re−1 R2
-2.5×104 1≤ Rρ ≤1.25 0.984
-2.5×104 1.125≤ Rρ ≤1.375 0.9547
-5×104 1≤ Rρ ≤1.25 0.9994
-5×104 1.25≤ Rρ ≤1.5 0.9998
-5×104 1.5≤ Rρ ≤1.75 0.9929
-5×104 1.625≤ Rρ ≤1.875 0.953
-105 1≤ Rρ ≤1.25 0.9996
-105 1.25≤ Rρ ≤1.625 0.9986
-105 1.625≤ Rρ ≤1.875 0.996
-105OT 2≤ Rρ ≤2.25 0.9718
-105OT 2.25≤ Rρ ≤2.5 0.9089
Linear least squares fittings of minNT
NS
as a function of 1
Re
in the σ=0.01, τ=0.5 parameter
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subspace, with R2 being the coefficient of determination and OT corresponding to over-
turned finger systems.
σ=0.01 τ=0.8
minNT
NS
RS linear in Re−1 R2
-105 1≤ Rρ ≤1.1 0.9945
-105 1.05≤ Rρ ≤1.15 0.942
-2×105 1≤ Rρ ≤1.15 0.9991
-2×105 1.1≤ Rρ ≤1.2 0.9932
Linear least squares fittings of minNT
NS
as a function of 1
Re
in the σ=0.01, τ=0.8 parameter
subspace, with R2 being the coefficient of determination and OT corresponding to over-
turned finger systems.
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Appendix K
Correlations Between A, ∂T∂S
wall
and
maxNTNS
.
1.Fittings for maxNT
NS
as a Function of A and ∂T
∂S
wall
2.Local Fittings for maxNT
NS
as a Function of A
3.Local Fittings for maxNT
NS
as a Function of ∂T
∂S
wall
.
The tables contained in this appendix correspond to the fittings for maxNT
NS
as a linear
function of A and ∂T
∂S
wall
. We have considered two types of linear dependence for fixed
values of σ, τ and RS: all over the entire Rρ ranges corresponding to systems that are not
confined to the initial interface, and, locally, in ranges of the type Rρ1 ≤ Rρ ≤ Rρ1.
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K.1 Tables: Fittings for maxNTNS as a Linear Function of A and
∂T
∂S
wall
σ=10 τ=0.1
maxNT
NS
maxNT
NS
RS linear in A R2 linear in∂T∂S
wall R2
-104 Rρ ≤14 0.9887 Rρ ≤14 0.9946
-2.5×104 Rρ ≤21 0.984 Rρ ≤21 0.9966
-5×104 Rρ ≤24 0.9785 Rρ ≤24 0.9822
Linear least squares fittings of maxNT
NS
as a function of A and ∂T
∂S
wall in the σ=10, τ=0.1
parameter subspace, with R2 being the coefficient of determination.
σ=10 τ= 1√
10
maxNT
NS
maxNT
NS
RS linear in A R2 linear in∂T∂S
wall R2
-104 Rρ ≤2.5 1 Rρ ≤2.5 0.9995
-2.5×104 Rρ ≤3.5 0.9979 Rρ ≤3.5 0.9992
-5×104 Rρ ≤4.5 0.9919 Rρ ≤4.5 0.9925
-105 Rρ ≤4.5 0.982 Rρ ≤4.5 0.9788
Linear least squares fittings of maxNT
NS
as a function of A and ∂T
∂S
wall in the σ=10, τ= 1√
10
parameter subspace, with R2 being the coefficient of determination.
σ=10 τ=0.5
maxNT
NS
maxNT
NS
RS linear in A R2 linear in∂T∂S
wall R2
-104 Rρ ≤1.5 0.9995 Rρ ≤1.5 0.9986
-2.5×104 Rρ ≤2 0.9902 Rρ ≤2 0.9989
-5×104 Rρ ≤2.25 0.9672 Rρ ≤2.25 0.9966
-105 Rρ ≤2.375 0.9626 Rρ ≤2.375 0.9908
Linear least squares fittings of maxNT
NS
as a function of A and ∂T
∂S
wall in the σ=10, τ=0.5
parameter subspace, with R2 being the coefficient of determination.
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σ=10 τ=0.8
maxNT
NS
maxNT
NS
RS linear in A R2 linear in∂T∂S
wall R2
-2.5×104 Rρ ≤1.1 0.9967 Rρ ≤1.1 0.9982
-5×104 Rρ ≤1.2 0.976 Rρ ≤1.2 0.9983
-105 Rρ ≤1.25 0.9486 Rρ ≤1.25 0.9988
-2×105 Rρ ≤1.3 0.9232 Rρ ≤1.3 0.9931
Linear least squares fittings of maxNT
NS
as a function of A and ∂T
∂S
wall in the σ=10, τ=0.8
parameter subspace, with R2 being the coefficient of determination.
σ=0.01 τ=0.1
maxNT
NS
maxNT
NS
RS linear in A R2 linear in∂T∂S
wall R2
-104 Rρ ≤7 0.9962 Rρ ≤7 0.997
Linear least squares fittings of maxNT
NS
as a function of A and ∂T
∂S
wall in the σ=0.01, τ=0.1
parameter subspace, with R2 being the coefficient of determination.
σ=0.01 τ= 1√
10
maxNT
NS
maxNT
NS
RS linear in A R2 linear in∂T∂S
wall R2
-2.5×104 Rρ ≤1.375 0.9926 Rρ ≤1.25 0.9999
Linear least squares fittings of maxNT
NS
as a function of A and ∂T
∂S
wall in the σ=0.01, τ= 1√
10
parameter subspace, with R2 being the coefficient of determination.
σ=0.01 τ=0.5
maxNT
NS
maxNT
NS
RS linear in A R2 linear in∂T∂S
wall R2
-2.5×104 Rρ ≤2 0.9902 Rρ ≤2 0.9989
Linear least squares fittings of maxNT
NS
as a function of A and ∂T
∂S
wall in the σ=10, τ=0.5
parameter subspace, with R2 being the coefficient of determination.
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K.2 Tables: Local Fittings for maxNTNS as a Linear Function of A
σ=10 τ=0.1
maxNT
NS
RS linear in A R2
-104 1≤ Rρ ≤3 0.9985
-104 3≤ Rρ ≤5 0.9996
-104 5≤ Rρ ≤7 1
-104 7≤ Rρ ≤9 1
-104 9≤ Rρ ≤11 0.9999
-104 11≤ Rρ ≤13 0.998
-104 13≤ Rρ ≤15 0.9927
-2.5×104 1≤ Rρ ≤3 0.9992
-2.5×104 3≤ Rρ ≤5 0.998
-2.5×104 5≤ Rρ ≤9 1
-2.5×104 9≤ Rρ ≤11 0.9999
-2.5×104 11≤ Rρ ≤13 0.9999
-2.5×104 13≤ Rρ ≤15 1
-2.5×104 15≤ Rρ ≤17 0.9994
-2.5×104 17≤ Rρ ≤19 0.9985
-2.5×104 18≤ Rρ ≤20 0.998
-2.5×104 20≤ Rρ ≤22 0.9849
Linear least squares fittings of maxNT
NS
as a function of A in the σ=10, τ=0.1 parameter
subspace, with R2 being the coefficient of determination.
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σ=10 τ=0.1
maxNT
NS
RS linear in A R2
-5×104 1≤ Rρ ≤5 0.999
-5×104 5≤ Rρ ≤7 0.999
-5×104 7≤ Rρ ≤9 0.9961
-5×104 9≤ Rρ ≤11 0.9987
-5×104 11≤ Rρ ≤16 0.9997
-5×104 16≤ Rρ ≤18 0.999
-5×104 18≤ Rρ ≤20 0.9933
-5×104 20≤ Rρ ≤22 0.9763
-5×104 22≤ Rρ ≤24 0.9986
Linear least squares fittings of maxNT
NS
as a function of A in the σ=10, τ=0.1 parameter
subspace, with R2 being the coefficient of determination (Continued).
σ=10 τ= 1√
10
maxNT
NS
RS linear in A R2
-104 1≤ Rρ ≤2 1
-104 2≤ Rρ ≤3 0.9939
-2.5×104 1≤ Rρ ≤2.5 0.9988
-2.5×104 2.5≤ Rρ ≤3.5 1
-2.5×104 3≤ Rρ ≤4 0.9876
-5×104 1≤ Rρ ≤4.5 0.9919
-105 1≤ Rρ ≤4.5 0.982
Linear least squares fittings of maxNT
NS
as a function of A in the σ=10, τ= 1√
10
parameter
subspace, with R2 being the coefficient of determination.
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σ=10 τ=0.5
maxNT
NS
RS linear in A R2
-104 1≤ Rρ ≤1.25 0.9998
-104 1.25≤ Rρ ≤1.5 1
-104 1.375≤ Rρ ≤1.625 0.998
-2.5×104 1≤ Rρ ≤1.25 0.9969
-2.5×104 1.25≤ Rρ ≤1.5 0.9998
-2.5×104 1.5≤ Rρ ≤1.75 0.998
-2.5×104 1.75≤ Rρ ≤2 0.9997
-5×104 1≤ Rρ ≤1.25 0.9843
-5×104 1.25≤ Rρ ≤1.5 0.9982
-5×104 1.5≤ Rρ ≤1.75 1
-5×104 1.75≤ Rρ ≤2 0.9941
-5×104 2≤ Rρ ≤2.25 0.9961
-105 1≤ Rρ ≤1.25 0.9596
-105 1.25≤ Rρ ≤1.5 0.988
-105 1.5≤ Rρ ≤1.75 0.999
-105 1.75≤ Rρ ≤2 0.9997
-105 2≤ Rρ ≤2.25 0.9919
-105 2.25≤ Rρ ≤2.5 0.9556
Linear least squares fittings of maxNT
NS
as a function of A in the σ=10, τ=0.5 parameter
subspace, with R2 being the coefficient of determination.
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σ=10 τ=0.8
maxNT
NS
RS linear in A R2
-2.5×104 1≤ Rρ ≤1.1 0.9967
-5×104 1≤ Rρ ≤1.1 0.9931
-5×104 1.1≤ Rρ ≤1.2 0.9939
-105 1≤ Rρ ≤1.1 0.9777
-105 1.1≤ Rρ ≤1.2 0.9926
-105 1.15≤ Rρ ≤1.25 0.9855
-2×105 1≤ Rρ ≤1.1 0.9346
-2×105 1.1≤ Rρ ≤1.2 0.9874
-2×105 1.2≤ Rρ ≤1.3 0.9892
Linear least squares fittings of maxNT
NS
as a function of A in the σ=10, τ=0.8 parameter
subspace, with R2 being the coefficient of determination.
σ=0.01 τ=0.1
maxNT
NS
RS linear in A R2
-104 1≤ Rρ ≤3 1
-104 3≤ Rρ ≤6 0.9999
-104 6≤ Rρ ≤8 0.9653
Linear least squares fittings of maxNT
NS
as a function of A in the σ=0.01, τ=0.1 parameter
subspace, with R2 being the coefficient of determination.
σ=0.01 τ= 1√
10
maxNT
NS
RS linear in A R2
-2.5×104 1≤ Rρ ≤2 0.9995
-2.5×104 1.5≤ Rρ ≤2.5 0.9995
Linear least squares fittings of maxNT
NS
as a function of A in the σ=0.01, τ= 1√
10
parameter
subspace, with R2 being the coefficient of determination.
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σ=0.01 τ=0.5
maxNT
NS
RS linear in A R2
-2.5×104 1≤ Rρ ≤1.25 0.9992
-2.5×104 1.125≤ Rρ ≤1.375 0.9933
Linear least squares fittings of maxNT
NS
as a function of A in the σ=0.01, τ=0.5 parameter
subspace, with R2 being the coefficient of determination.
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K.3 Tables:Local Fittings for maxNTNS as a Linear Function of
∂T
∂S
wall
σ=10 τ=0.1
maxNT
NS
RS linear in ∂T∂S
wall R2
-104 1≤ Rρ ≤4 0.9995
-104 4≤ Rρ ≤6 0.9986
-104 6≤ Rρ ≤8 0.9968
-104 8≤ Rρ ≤10 1
-104 10≤ Rρ ≤12 1
-104 12≤ Rρ ≤14 1
-2.5×104 1≤ Rρ ≤3 0.9992
-2.5×104 3≤ Rρ ≤5 0.9994
-2.5×104 5≤ Rρ ≤8 0.9999
-2.5×104 8≤ Rρ ≤10 0.9983
-2.5×104 10≤ Rρ ≤12 0.999
-2.5×104 12≤ Rρ ≤15 0.9998
-2.5×104 15≤ Rρ ≤17 0.9999
-2.5×104 17≤ Rρ ≤20 0.9998
Linear least squares fittings of maxNT
NS
as a function of ∂T
∂S
wall in the σ=10, τ=0.1 parameter
subspace, with R2 being the coefficient of determination.
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σ=10 τ=0.1
maxNT
NS
RS linear in ∂T∂S
wall R2
-5×104 1≤ Rρ ≤5 0.9901
-5×104 5≤ Rρ ≤8 0.9995
-5×104 8≤ Rρ ≤10 0.9834
-5×104 10≤ Rρ ≤12 0.9832
-5×104 12≤ Rρ ≤14 0.9997
-5×104 14≤ Rρ ≤16 0.9996
-5×104 16≤ Rρ ≤18 0.9992
-5×104 18≤ Rρ ≤20 0.9954
-5×104 20≤ Rρ ≤22 0.9839
-5×104 22≤ Rρ ≤24 0.9891
-5×104 23≤ Rρ ≤25 0.9333
Linear least squares fittings of maxNT
NS
as a function of ∂T
∂S
wall in the σ=10, τ=0.1 parameter
subspace, with R2 being the coefficient of determination (Continued).
K.3 Tables:Local Fittings for maxNT
NS
as a Linear Function of ∂T
∂S
wall 420
σ=10 τ= 1√
10
maxNT
NS
RS linear in ∂T∂S
wall R2
-104 1≤ Rρ ≤2 0.9999
-104 1.5≤ Rρ ≤2.5 0.9996
-2.5×104 1≤ Rρ ≤2 0.9997
-2.5×104 2≤ Rρ ≤3 0.9991
-2.5×104 3≤ Rρ ≤4 0.9952
-5×104 1≤ Rρ ≤2.5 0.9993
-5×104 2.5≤ Rρ ≤3.5 0.9618
-5×104 3≤ Rρ ≤4.5 0.9646
-105 1≤ Rρ ≤2 0.9916
-105 2≤ Rρ ≤3 0.9981
-105 3≤ Rρ ≤4 0.9912
-105 3.5≤ Rρ ≤4.5 0.9367
Linear least squares fittings ofmaxNT
NS
as a function of ∂T
∂S
wall in the σ=10, τ= 1√
10
parameter
subspace, with R2 being the coefficient of determination.
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σ=10 τ=0.5
maxNT
NS
RS linear in ∂T∂S
wall R2
-104 1≤ Rρ ≤1.25 0.9997
-104 1.25≤ Rρ ≤1.5 0.9996
-2.5×104 1≤ Rρ ≤1.375 1
-2.5×104 1.375≤ Rρ ≤1.625 1
-2.5×104 1.625≤ Rρ ≤1.875 0.9985
-2.5×104 1.875≤ Rρ ≤2 0.998
-5×104 1≤ Rρ ≤1.25 0.9998
-5×104 1.25≤ Rρ ≤1.5 0.9997
-5×104 1.5≤ Rρ ≤1.75 0.9999
-5×104 1.75≤ Rρ ≤2 0.9978
-5×104 2≤ Rρ ≤2.25 0.9951
-105 1≤ Rρ ≤1.5 0.9968
-105 1.5≤ Rρ ≤1.75 0.9987
-105 1.75≤ Rρ ≤2 0.9835
-105 2≤ Rρ ≤2.25 0.9961
-105 2.25≤ Rρ ≤2.5 0.975
Linear least squares fittings of maxNT
NS
as a function of ∂T
∂S
wall in the σ=10, τ=0.5 parameter
subspace, with R2 being the coefficient of determination.
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σ=10 τ=0.8
maxNT
NS
RS linear in ∂T∂S
wall R2
-2.5×104 1≤ Rρ ≤1.1 0.9982
-5×104 1≤ Rρ ≤1.1 1
-5×104 1.1≤ Rρ ≤1.2 0.9971
-105 1≤ Rρ ≤1.1 1
-105 1.1≤ Rρ ≤1.2 0.9999
-105 1.15≤ Rρ ≤1.25 0.9953
-2×105 1≤ Rρ ≤1.1 0.9988
-2×105 1.1≤ Rρ ≤1.2 0.9935
-2×105 1.2≤ Rρ ≤1.3 0.9808
Linear least squares fittings of maxNT
NS
as a function of ∂T
∂S
wall in the σ=10, τ=0.8 parameter
subspace, with R2 being the coefficient of determination.
σ=0.01 τ=0.1
maxNT
NS
RS linear in ∂T∂S
wall R2
-104 1≤ Rρ ≤3 0.9995
-104 3≤ Rρ ≤5 0.9997
-104 5≤ Rρ ≤7 1
-104 6≤ Rρ ≤8 0.99962
Linear least squares fittings of maxNT
NS
as a function of ∂T
∂S
wall in the σ=0.01, τ=0.1 param-
eter subspace, with R2 being the coefficient of determination.
σ=0.01 τ= 1√
10
maxNT
NS
RS linear in ∂T∂S
wall R2
-2.5×104 1≤ Rρ ≤2 0.9992
Linear least squares fittings of maxNT
NS
as a function of ∂T
∂S
wall in the σ=0.01, τ= 1√
10
param-
eter subspace, with R2 being the coefficient of determination.
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σ=0.01 τ=0.5
maxNT
NS
RS linear in ∂T∂S
wall R2
-2.5×104 1≤ Rρ ≤1.25 0.9999
Linear least squares fittings of maxNT
NS
as a function of ∂T
∂S
wall in the σ=0.01, τ=0.5 param-
eter subspace, with R2 being the coefficient of determination.
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Appendix L
Buoyancy Flux Ratios.
1. Table: Rmaxρ ,
Rmaxρ −τ−1
τ−1
and maxima of Rf .
The tables contained in this appendix correspond to the estimated values of Rmaxρ ,
Rmaxρ −τ−1
τ−1
=τ.Rmaxρ −1 and the maximum value of Rf for fixed values of σ,τ , and RS in non-
overturned finger systems. The values were estimated by means of 5th degree polynomial
interpolations.
2. Variation of Rf in terms of the values of RS and Rρ.
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L.1 Table: Rmaxρ and maxima of Rf
τ : 0.01
σ RS R
max
ρ τ.R
max
ρ − 1 maximumRmaxρ
10 −104 293.0 1.293 0.5512
10 −2.5× 104 316.2 2.162 0.8154
10 −5× 104 446.6 3.466 0.9373
τ : 0.1
σ RS R
max
ρ τ.R
max
ρ − 1 maximumRmaxρ
0.01 −104 2.255 −0.2808 0.5695
10 −104 10.38 0.3847 0.5999
10 −2.5× 104 12.00 0.8001 0.8382
10 −5× 104 11.27 0.1271 0.9347
τ : 1√
10
σ RS R
max
ρ τ.R
max
ρ − 1 maximumRmaxρ
0.01 −104 2.255 −0.2869 0.5695
10 −104 2.183 −0.3094 0.6478
10 −2.5× 104 2.555 −0.1920 0.8559
10 −5× 104 2.381 −0.2471 0.9388
10 −105 2.784 −0.1196 0.9819
τ : 0.5
σ RS R
max
ρ τ.R
max
ρ − 1 maximumRmaxρ
10 −104 1.393 −0.3035 0.6777
10 −2.5× 104 1.599 −0.2005 0.8631
10 −5× 104 1.652 −0.1737 0.9362
10 −105 1.874 −0.0630 0.9768
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τ : 0.8
σ RS R
max
ρ τ.R
max
ρ − 1 maximumRmaxρ
0.01 −105 1.090 −0.1280 0.8570
0.01 −2× 105 1.158 −0.0736 0.9419
10 −2.5× 104 1.075 −0.1400 0.8574
10 −5× 104 1.124 −0.1101 0.9354
10 −105 1.147 −0.0826 0.9687
10 −2× 105 1.161 −0.0712 0.9870
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L.2 Variation of Rf in terms of the values of RS and Rρ.
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Figure L.1: Variation of Rf in τ=0.01 non-overturned finger systems.
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Figure L.2: Variation of Rf in τ=0.1 non-overturned finger systems.
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Figure L.3: Variation of Rf in τ = 1√10 non-overturned finger systems.
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Figure L.4: Variation of Rf in τ=0.5 non-overturned finger systems.
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Figure L.5: Variation of Rf in τ=0.8 non-overturned finger systems.
