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Abstract
The prosperity of modern societies and public well-being increasingly depend on critical infrastructure to
enable the continuous flow of essential resources and services to communities. Infrastructure loss of function-
ality in the aftermath of hazards can disrupt regular residential and commercial activities, hinder emergency
responses, and adversely impact the ability of communities to recover. The severity of consequences and
the recovery progression can significantly vary among communities, depending upon the socio-economic
characteristics and infrastructure functionality. The scarcity of resources and the ever-growing demand on
infrastructure call for resilient infrastructure which are more reliable in the face of hazards and remain in
service for longer period of time. However, the consequences of past disasters around the world have raised
concerns about the vulnerability of existing infrastructure and highlighted the significance of risk mitigation
and management. To leverage limited resources, the decision about risk mitigation and management should
be informed by a comprehensive risk analysis. To do so, there is a need for 1) a theoretical framework
that enables conceptualizing the connections among diverse consequences and distinguishing which ones are
important and relevant to risk mitigation; 2) mathematical tools to translate the performance of infrastruc-
ture to the broad societal impact and the dynamics of society over time; and 3) a scalable and adaptable
mathematical approach that can model the performance of infrastructure at different scales of space and
time, subject to different hazards.
For the reliability and serviceability analysis of infrastructure, the dissertation develops general prob-
abilistic and stochastic models. The reliability analysis aims to estimate the probability that an extreme
response of a system subject to a given hazard (i.e., its demand) meets or exceeds the respective capacity.
Specifically, probabilistic predictive capacity and seismic demand models are developed for the reliability
analysis of typical reinforced concrete bridges, retrofitted with fiber reinforced polymer composites. The
formulation of the probabilistic predictive models builds upon the governing laws of physics/mechanics and
exploits the information from computer simulations, laboratory tests, and field data. A Bayesian hierarchical
inference is employed to account for the effects of statistical dependence of the training data on the estimate
of model parameters and, thus, on the reliability estimate. Alternatively, when there is a need for a detailed
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analysis of a specific dynamical system subject to a stochastic excitation, the methods of random vibration
analysis can be employed. The random vibration analysis aims to model the time evolution of the complete
probabilistic response. The information from the complete probabilistic response can be used to estimate
the probability of failure due to excessive accumulated damage and response instability, in addition to the
reliability estimate. Furthermore, the random vibration analysis provides information about the serviceabil-
ity of dynamical systems, such as the cumulative excursion duration and out-crossing rates. The dissertation
developed a novel approach for the random vibration analysis of general nonlinear dynamical system, called
a Dirichlet Process Mixture Model. The proposed approach uses the observational data from a limited
number of simulations and the information available a priori to simplify and solve the nonlinear stochastic
differential equations that govern the response of nonlinear dynamical systems. The reliability and random
vibration analyses aim to estimate the physical damage to infrastructure and, thus, to determine the scope
of the recovery due to a given hazard.
The dissertation then develops a mathematical approach for the recovery modeling and resilience analysis
of damaged infrastructure. The recovery of infrastructure components is modeled as a stochastic jump process
that closely replicates the actual work progress. Analogous to the statistical moments of a random variable,
resilience metrics are defined as the partial descriptors of the (predicted) recovery curve. The deterioration
of infrastructure due to regular use and the occurrence of extreme events adversely impacts their reliability
and resilience. A stochastic life-cycle formulation is developed that captures the effects of deterioration
and recovery strategy on the reliability and resilience of infrastructure. The physical recovery of individual
components are then integrated into a detailed schedule for the recovery of interdependent infrastructure.
For a developed recovery schedule, network flow analyses are performed to model the recovery of disrupted
services. The proposed approach is illustrated through a large-scale problem for the post-disaster recovery
modeling of infrastructure in Shelby County, Tennessee.
Successful risk mitigation and management cannot be limited to engineering considerations. A novel ap-
proach is proposed for the societal risk and resilience analysis, called a Reliability-based Capability Approach.
The proposed RCA is a mathematical approach to translate the impact on infrastructure to the impact on
the well-being of individuals, accounting for the available knowledge about the socio-economic characteristics
and social vulnerability factors. The capability approach is the theoretical framework to conceptualize the
connection among diverse consequences. The proposed approach develops a set of probabilistic models to
predict the broad societal impact of hazards in terms of changes in dimensions of individuals’ well-being,
called capabilities. The probabilistic models are used in a system reliability analysis to estimate the proba-
bility that the state of individuals’ well-being is above or below a desired level. To model societal recovery,
the proposed approach integrates the recovery modeling of infrastructure and socio-economic characteristics
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into a time-dependent reliability analysis. To facilitate the probabilistic modeling, the time-dependent relia-
bility analysis is implemented with a Dynamic Bayesian Network. Finally, the quantified risk and resilience
are evaluated to provide insights about the severity levels of hazards. The proposed approach is explained
through a real case study example to quantify the cascading impact of infrastructure disruptions.
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Chapter 1
Introduction
1.1 Motivation and Background
As urban areas continue to expand and prosper, the ever-growing population increasingly depend on
critical infrastructure, such as those for potable water, electric power, and transportation, that enable the
continuous flow of essential resources and services to communities (Corotis 2009; Ellingwood et al. 2016;
Gardoni et al. 2016b). These critical infrastructure are often vulnerable to unexpected disruptions due to
both natural and anthropogenic hazards. Because of their interdependencies, disruptions can propagate
within and across infrastructure and result in widespread, catastrophic consequences (Guidotti et al. 2016).
A well-known example of such cascading disruptions is the Northeastern blackout in the United States
(US) and Canada in 2003 (NERC 2004). The impact of disruptive events often goes beyond the physical
damage to infrastructure; specifically, difficulty to access life-supporting resources due to infrastructure loss
of functionality can result in widespread societal crises. The consequences of past disasters around the world
have shown that the extent of impact and the recovery progression can significantly vary among communities,
depending upon the functionality of infrastructure, socio-economic characteristics, and social vulnerability
factors, such as age, race, and ethnicity (Zhang and Peacock 2009; Van Zandt et al. 2012; Peacock et al. 2018).
The maintenance, mitigation, and repair or replacement of deteriorating infrastructure represent a significant
investment. To leverage the limited resources, risk mitigation and management strategies should be informed
by a comprehensive risk analysis. To do so, there is a need for 1) a theoretical framework that enables
conceptualizing the connections among diverse consequences and distinguishing which ones are important
and relevant to risk mitigation; 2) mathematical tools to translate the performance of infrastructure to the
broad societal impact and the dynamics of society over time; and 3) a scalable and adaptable mathematical
approach that can model the performance of infrastructure at different scales of space and time, subject to
different hazards.
Societal risk mitigation and management is a multifaceted research area that involves challenging prob-
lems across a range of disciplines, including engineering, statistics, social science, and economics. This
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dissertation aims to address some of the important challenges regarding the societal risk mitigation and
management. Specifically, the contributions of this dissertation are focused on three main areas, including 1)
Reliability and serviceability analysis of infrastructure, 2) Resilience analysis of deteriorating infrastructure,
and 3) Societal risk and resilience analysis. In the following subsections, we further explain the challenges
and present a brief review of prior work to provide context for the new contributions.
1.1.1 Reliability analysis of infrastructure
Earthquakes are a dominant hazard to bridges that are the most vulnerable components of transportation
infrastructure (Gardoni 2002; Gardoni and LaFave 2016). Nonetheless, there are in-service bridges around
the world that have been built with little or no consideration to the seismic hazard, in part because the
region was believed to be of low seismicity or due to inadequate design specifications (Padgett 2007). More
recent events have shown that regions that were traditionally considered to be of low seismicity may actually
experience large earthquakes. For example, the May 2012 Emilia Romagna earthquakes, struck the Northern
Italy, with two main-shocks, Mw ∼ 5.8 and Mw ∼ 5.9, and a sequence of after-shocks in a region that
was traditionally believed to be of low seismicity (Burrato et al. 2012). Likewise, the September 2010,
Mw ∼ 7.1, and the February 2011, Mw ∼ 6.2, earthquakes near Christchurch, New Zealand, occurred on
previously unknown faults in a region historically considered to be of low seismicity (Beavan et al. 2011). Even
modern code-conforming designed bridges suffer from various deteriorations over time due to the regular use,
exposure to harsh environment, and/or damages from past earthquakes. Providing external confinement at
the plastic hinge regions of deficient or deteriorating Reinforced Concrete (RC) bridge columns can increase
their ductility capacity, decelerate their deterioration, and avert or delay the formation of undesirable brittle
failure modes (e.g., shear or lap-splice failure.) Specifically, the external confinement of RC bridge columns
with Fiber Reinforced Polymer (FRP) jackets/wraps has become a preferred mitigation and recovery strategy
(Ellingwood 2003; Haroun and Elsanadedy 2005a,b). To quantify the improvement in the reliability of FRP-
confined RC bridges, we need to develop the required mathematical tools.
Fragility functions are commonly used for the reliability analysis of infrastructure components (e.g.,
bridges) subject to different hazards; thus, can be used to quantify the effects of mitigation and recovery
strategies on the reliability (Gardoni et al. 2003; Padgett and DesRoches 2008; Nocera et al. 2018). A
fragility is defined as the conditional probability of attaining or exceeding a specified performance level,
given a (set of) hazard intensity measure(s) (Gardoni et al. 2002). The development of fragility functions for
bridges has been the subject of much research. Empirical fragility functions are an early contribution. They
were developed based on the statistical analyses of observed damage data from past earthquakes (see, for
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example, Basöz et al. 1999; Shinozuka et al. 2000; Der Kiureghian 2002). More recently, analytical fragility
functions have been developed, using the simulated response of bridges, obtained from a series of dynamic
analyses of a specific bridge model (e.g., Choi et al. 2004; Kim and Shinozuka 2004). There are four common
limitations with these two approaches, summarized as follows (Gardoni 2002; Nocera et al. 2018): 1) The
fragility functions are structure-specific; thus, the fragility function developed for a specific bridge cannot
generally be used for other bridges; 2) The fragility functions are typically developed at the structural system
level (i.e., full bridge scale); thus, they cannot take advantage of experimental test data, often available at the
structural component level (i.e., individual member scale); 3) These approaches generally make assumptions
on the shape of the fragility function, such as being a Lognormal cumulative distribution function (CDF);
thus, the parameters of the fragility function have no physical interpretation, cannot reflect the effects of
deterioration, and include information from field data; and 4) These approaches typically do not properly
account for the prevalent sources of uncertainty (Gardoni et al. 2002; Murphy et al. 2011), including the
statistical uncertainty due to limited data, and model error due to simplifications in the mathematical
models. To address these limitations, Gardoni et al. (2002, 2003) proposed a general formulation that
develops fragility functions based on the first principals (i.e., the governing laws of physics/mechanics) and
exploits the information from computer simulations, laboratory tests, and field data. This general formulation
can be used to develop fragility functions for different infrastructure components, while incorporating the
effects of deterioration as well as mitigation and recovery strategies. Furthermore, it is important that
the development of fragility functions accounts for the statistical dependence among the observed data,
arising from common factors influencing the observations. For example, the observed seismic demand on RC
bridges in close proximity can be statistically dependent because those bridges are subject to similar seismic
excitations in each earthquake, exposed to comparable environmental conditions, and may share similar
structural characteristics. Neglecting this statistical dependence leads to underestimating the epistemic
uncertainty in the estimate of fragility functions and may result in large errors in the reliability analysis
(Straub and Der Kiureghian 2008).
Alternatively, the methods of random vibration analysis can be employed to model the time evolution
of the complete probabilistic response of dynamical systems (e.g., infrastructure components) subject to
stochastic excitations, such as earthquake, wind, or blast loads (Lin 1967; Lin and Cai 1995). The complete
probabilistic response can provide information beyond the probability of failure due to the exceedance of a
specific extreme response from a safe domain. This latter failure event is the common failure type considered
in developing the fragility functions. Instead, the random vibration analysis allows us to additionally consider
the failure due to the instability of the response process or the exceedance of the accumulated damage from
a critical limit (e.g., in fatigue damage analysis.) The random vibration analysis also provides information
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about the serviceability of dynamical systems such as the cumulative excursion duration and out-crossing
rates. For example, an important serviceability concern in wind turbines is the cumulative excursion du-
ration due to the excessive drift of the support structure, which can affect the energy production of wind
turbines (Mardfekri et al. 2015). When there is a need for a detailed analysis of a specific structure and to
estimate various response statistics, the methods of random vibration analysis can be employed; otherwise,
the probabilistic predictive models are both convenient and sufficient to formulate the fragility functions and
estimate the reliability.
Stochastic differential equations that govern the response of general nonlinear systems are often complex
and their analytical solutions are scarce. Thus, a range of approximate methods have been developed. Among
the most popular ones are the Equivalent Linearization Method (ELM) (Caughey 1963; Atalik and Utku
1976; Roberts and Spanos 2003), moment or cumulant closure method (Crandall 1980; Wu and Lin 1984), and
the stochastic averaging method (Roberts and Spanos 1986). Specifically, ELM has gained more recognition
because of its simplicity and adaptability to general nonlinear multi-degree-of-freedom (MDOF) systems.
The early developments of ELM (e.g., Caughey 1963) were successful in capturing the response second-order
moments but often resulting in poor estimates of the tail of the response probability distribution and extreme
response statistics such as the reliability (Lin et al. 1986; Polidori and Beck 1996; Koo et al. 2005; Fujimura
and Der Kiureghian 2007). More recent contributions have focused on statistical linearization methods
that lead to accurate estimates of extreme response statistics (e.g., Fujimura and Der Kiureghian 2007;
Wang and Song 2017). Given the approximate nature of the equivalent linearization methods, there remain
important challenges to capture the statistical uncertainty arising from the mathematical simplifications
and/or data scarcity to calibrate the models, and to propagate the quantified uncertainty in the estimates
of response statistics. To promote the equivalent linearization method as a convenient solution approach,
there is a significant challenge to keep the computational cost for general MDOF systems manageable, while
improving the accuracy of estimations.
1.1.2 Resilience analysis of deteriorating infrastructure
Resilience is a crucial performance measure for dynamical systems (e.g., infrastructure and society) that
captures the ability of a system to withstand external perturbation(s) caused by extreme events and to re-
cover from the induced disruptions (Bruneau et al. 2003; Sharma et al. 2018b,a; Tabandeh et al. 2018b). The
resilience analysis of a system consists of modeling the recovery of the system and quantifying the associated
resilience. The recovery of civil infrastructure and their resilience are shaped by the structural characteristics
of the infrastructure, functionality state of supporting infrastructure, and external factors such as the avail-
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ability of resources, permits from relevant authorities, and decisions of infrastructure managers to perform
the recovery. The recovery modeling of interdependent infrastructure builds upon that of individual compo-
nents, where there are additional constraints, arising from the scheduling of repetitive recovery activities on
multiple components and accounting for the dependence on the functionality of supporting infrastructure
throughout the recovery process (Sharma et al. 2018a). The dynamics of infrastructure further increases the
complexity of the problem, which require accounting for the changes in the characteristics of infrastructure
over time due to the impact of various deterioration mechanisms. The comprehensive understanding of the
resilience of deteriorating infrastructure in the face of future hazards is necessary for stakeholders to decide
upon appropriate management actions that will mitigate the potential risk of infrastructure disruptions.
The recovery curve of a system provides complete information about its resilience. Attempts to quantify
the resilience of physical and organizational systems have led to several resilience metrics, as the partial
descriptors of the recovery curve (e.g., Bruneau et al. 2003; Chang and Shinozuka 2004; Decò et al. 2013;
Ayyub 2014). These resilience metrics are convenient tools to capture specific characteristics of infrastructure
resilience that are important to decision-makers and to quantify resilience improvement due to mitigation
strategies. However, mathematically it follows that a single metric cannot generally replace a curve and
capture all its characteristics. Furthermore, the existing resilience metrics cannot be expanded in a system-
atic way to provide additional information about the system resilience; thus, they cannot fully characterize
recovery curves with different shapes and may not be able to distinguish among different resilience levels.
A number of parametric functions have been proposed to model the recovery of infrastructure components
(Cimellaro et al. 2010a; Decò et al. 2013). These recovery curves are mapping functions from some qualita-
tive descriptions of the post-disaster recovery conditions, such as components’ initial damage level and the
availability of resources, to the shape of the recovery curve. The analytical modeling of the recovery curve
facilitates the calculation of resilience, while incorporating the prevalent sources of uncertainty. However,
there remain serious concerns regarding the accuracy of such recovery curves in replicating the actual recov-
ery progress. Specifically, due to the lack of explicit relation between the shape of the recovery curve and
the recovery influencing factors, it is not clear how new information, for example, about required resources
or ongoing work progress may reduce the uncertainty involved in the recovery modeling (e.g., uncertainty in
the choice of the parametric function for the recovery curve and the statistical uncertainty in the estimates
of unknown model parameters). These recovery curves also cannot incorporate the impact of deterioration
processes and the effects of specific recovery schedules into the recovery modeling of infrastructure compo-
nents. Furthermore, because the recovery modeling is done at the system level, the models cannot take
advantage of the common sources of information often available at the level of individual recovery activities
(e.g., RS Means (Means 2016)).
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The spatial extent and duration of infrastructure service disruptions are determinant factors in charac-
terizing regional resilience (Guidotti et al. 2016; Tabandeh et al. 2018b). In recent years, there have been
growing interests in the recovery modeling of interdependent infrastructure (Alderson et al. 2014; Ouyang
2014). The focus of current approaches is to schedule the recovery sequence of damaged components such
that the incurred cost is minimized (Lee II et al. 2007; Nurre et al. 2012; Cavdaroglu et al. 2013). The
incurred cost typically includes the operational and recovery cost as well as the cost of unmet demand
during the recovery (Cavdaroglu et al. 2013; González et al. 2016). The current solution approaches fail
to consider the constraints arising from implementing the recovery schedule and typically do not (properly)
model the dynamics of interdependent infrastructure for the recovery modeling of disrupted services. Despite
recent advances, developing mathematical models and optimization algorithms for the recovery of interde-
pendent infrastructure remains a daunting task. Some of the important challenges include 1) developing
mathematical models for the recovery of individual components as explicit functions of the recovery influ-
encing factors; 2) integrating the recovery of individual components into a workable recovery schedule for
interdependent infrastructure; and 3) developing a computationally manageable approach for the recovery
modeling/optimization. The first challenge refers to the fact that the recovery modeling and optimization is
about exploring and quantifying the effects of the recovery influencing factors on the recovery objective(s).
The second challenge requires that the development of the recovery schedule for repetitive recovery activities
considers the prevalent physical and logical constraints (e.g., activities precedence, crew and material avail-
ability, work continuity) such that the resulting schedule is feasible to implement and easy to communicate.
Finally, the last challenge highlights the need for a computationally manageable approach that allows us to
genuinely model the dynamics of interdependent infrastructure under developed recovery schedules.
1.1.3 Societal risk and resilience analysis
Risk analysis is the process of 1) quantifying the probability of occurrence and the associated consequences
of disruptive events (risk assessment) and of 2) evaluating the quantified risks (risk evaluation) (Rowe 1980;
Haimes 2015; Gardoni et al. 2016b). The determination and evaluation of the relevant consequences are
thus a crucial step for risk mitigation and management (Gardoni et al. 2016b; Gardoni and LaFave 2016).
Risk mitigation and management strategies should be informed by risk analysis. For example, to justify
the necessity of a risk mitigation program in a given region, it is critical to understand and evaluate the
impact a given hazard might have upon the well-being of individuals within the affected communities. To do
so, risk analysis requires 1) a mathematical formulation to accurately model and predict the broad societal
impact of a hazard over time, taking into account both socio-economic characteristics and infrastructure
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functionality, and 2) a method for evaluating the severity levels of different risks. The scope of consequences
in risk and resilience analysis of civil infrastructure is typically defined by dollar value of physical damages
to infrastructure, loss of life, and downtime of facilities (May 2007; Gardoni and LaFave 2016). The need
for a broader definition of consequences has been recognized by research communities and led to new direc-
tions in which social vulnerability factors are integrated with the functionality assessment of infrastructure
to predict post-disaster needs for emergency resources and services such as shelters and hospitals (Chang
et al. 2006; Cavalieri et al. 2012; Van Zandt et al. 2012). Examples of social vulnerability factors include
income, gender, race/ethnicity, age, local development, occupation, education, and family structure (Cutter
et al. 2003). These factors influence the societal impact of hazards and the post-disaster recovery of com-
munities (Zhang and Peacock 2009; Cutter et al. 2010; Van Zandt et al. 2012). Though these more recent
developments broaden the scope of consequences, the focus of social vulnerability literature is mainly on
specific societies and lacks the required theoretical foundation to develop a general quantitative approach.
As Gardoni and Murphy (2018) pointed out, there remains a need for a general theoretical approach that
enables conceptualizing the connections among diverse consequences of a hazard and distinguishing which
consequences are important and relevant to risk mitigation and management.
Murphy and Gardoni (2006, 2007, 2008, 2010, 2011, 2012a) and Gardoni and Murphy (2008, 2009,
2010, 2013, 2014) proposed a capability approach to assess the societal impact of hazards on the well-
being of individuals. A capability refers to the genuine opportunity open to each individual to achieve a
particular functioning (Sen 1993; Nussbaum 2001a,b). Functionings are valuable doings and beings; examples
of functionings include avoiding escapable morbidity and mortality, being adequately nourished, and having
mobility. Capabilities exist as a function of what individuals have (i.e., personal and material resources),
and what they can do with what they have (i.e., given the structure of social, legal, economic and political
institutions and of the characteristics of infrastructure) (Wolff and De-Shalit 2007). To illustrate, let consider
mobility; mobility depends on what an individual has, such as material resources like money to be able to
use public transportation or access to a vehicle if no public transportation is available; the physical and
mental abilities and knowledge needed to use any modes of transportation is also critical. The availability
and functionality of built-environment such as paved roads and transportation infrastructure shape mobility,
as do legal institutions. Murphy and Gardoni (2006) argued that we should quantify the impact of hazards
in terms of its effects on the capabilities of individuals, as distinctive dimensions of individuals’ well-being.
Some of the advantages of what Murphy and Gardoni (2006) proposed are as follows (Gardoni and Murphy
2018): 1) The focus is directly on the effects of diverse consequences on distinctive dimensions of individuals’
well-being, capturing both adverse impacts as well as opportunities emerging from new developments; 2)
It integrates the results of infrastructure risk and resilience analysis with various social and institutional
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factors to determine the state of individuals’ well-being; 3) It has the conceptual resources to aid the risk
evaluation process; 4) It is adaptable and scalable, hence, makes it possible to assess, for example, the risk
of natural hazards, poverty assessment, and the impact of development policies using the same theoretical
framework (see, e.g., Murphy and Gardoni 2012a; Alkire and Foster 2011; UNDP 2015). However, there
remain important challenges in developing a rigorous mathematical formulation that enables 1) predicting
functionings’ achievements in the aftermath of hazards, 2) aggregating achievements in different functionings
to predict the overall state of well-being, and 3) modeling the recovery of well-being, while accounting for
the prevalent sources of uncertainty.
1.2 Research Objectives
The overarching goal of this dissertation is to model the underlying stochastic dynamics of infrastructure-
social systems in the face of uncertain operating environment and future hazards. To achieve this objective,
this dissertation designates research problems in three main areas. The details of the research problems and
respective challenges have been discussed earlier. In the following, we present the specific contributions of
this dissertation to address the designated research problems:
• The dissertation develops general probabilistic and stochastic models for the reliability analysis of in-
frastructure components. The reliability analysis generally aims to estimate the probability that the
extreme response of a structure subject to a given hazard (i.e., its demand) meets or exceeds the re-
spective capacity. The capacity is defined as the maximum value of a physical quantity (e.g., a load or
deformation) that the structure can sustain without failure. The demand is the maximum value of the
corresponding physical quantity imposed on the structure by the given hazard. Specifically, probabilis-
tic predictive capacity and seismic demand models are developed for the reliability analysis of typical
RC bridges, retrofitted with FRP composites. The formulation of the probabilistic predictive models
builds upon the governing laws of physics/mechanics and exploits the information from computer sim-
ulations, laboratory tests, and field data (Gardoni et al. 2002, 2003). A Bayesian hierarchical modeling
is proposed to account for the effects of potential statistical dependence among the observational data
on the epistemic uncertainty of model parameters and, thus, on the reliability estimate. Once the
probabilistic capacity and demand models are developed, the fragility function can be obtained by
conducting rigorous reliability analyses, rather than making assumptions on the shape of the fragility
function. The parametric formulation of the probabilistic capacity and demand models enables 1) us-
ing the probabilistic models to estimate the fragility functions for all bridges whose characteristics fall
within the range of the training data to calibrate the capacity and demand models, and 2) easily in-
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corporating the effects of deterioration and improvement strategies as well as the information from the
structural health monitoring. The dissertation further develops a closed-form solution for the seismic
failure probability (or, equivalently, the reliability) of RC bridges, retrofitted with FRP composites.
For the random vibration analysis of general nonlinear dynamical systems, a Bayesian nonparametric
approach, called a Dirichlet process mixture model, is proposed. The proposed approach simplifies the
governing stochastic differential equation of nonlinear systems based upon the information available a
priori and the observational data from a limited number of simulations. The proposed approach allows
the complexity of the random vibration model to grow indefinitely (in a probabilistic sense) as the
observed dynamics of the nonlinear system unveils new patterns. The approach properly models the
prevalent sources of uncertainty, arising, for example, from simplifying the governing stochastic differ-
ential equations, and it propagates the quantified uncertainty into the estimates of various response
statistics, including response probability distribution, mean out-crossing rate, and reliability.
• The dissertation develops a mathematical approach for the recovery modeling and regional resilience
analysis of deteriorating infrastructure. The recovery of infrastructure components is modeled as a
stochastic jump process that closely replicates the actual work progress. Analogous to the statistical
moments of a random variable, resilience metrics are defined as the partial descriptors of the (predicted)
recovery curve. The proposed resilience metrics have simple and clear interpretations, which facilitate
the communication of resilience among researchers, decision-makers, and public. The definition of the
resilience metrics is general such that any sets of resilience metrics can be systematically expanded
to provide additional information about the resilience of a given system. The deterioration of infras-
tructure components due to regular use and the occurrence of extreme events adversely impacts both
their reliability and resilience. A stochastic life-cycle formulation is developed that models performance
measures such as instantaneous reliability and resilience, accounting for the effects of deterioration pro-
cesses. The estimates of these performance measures along with additional ones such as the availability,
operation cost and benefits, can be used to optimize the initial design and mitigation strategies of de-
teriorating systems. For the regional resilience analysis, the dissertation develops a novel multi-scale
approach that models the physical recovery and time-varying performance of infrastructure under a
developed recovery schedule, accounting for infrastructure interdependencies. Besides facilitating the
recovery modeling of large-scale infrastructure, the proposed multi-scale approach enables developing
a recovery schedule that is feasible to implement and easy to communicate. For a developed recovery
schedule, the performance analysis models the recovery of disrupted services in terms of resilience met-
rics. The proposed approach is illustrated through a large-scale problem for the post-disaster recovery
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modeling of infrastructure in Shelby County, Tennessee.
• For societal risk and resilience analysis, this dissertation develops a novel mathematical approach, called
a Reliability-based Capability Approach (RCA). The proposed RCA is the mathematical approach to
translate the impact on infrastructure to the impact on the well-being of individuals, accounting for
the available knowledge about the socio-economic characteristics and social vulnerability factors. The
starting point of RCA is the capability approach to define the broad societal impact of disruptive events
in terms of the effects on the capabilities of individuals, as the distinctive dimensions of individuals’
well-being. The formulation of RCA consists of a set of probabilistic predictive models that provide
a natural link between individuals’ achieved functionings and the results of infrastructure risk and
resilience analysis, socio-economic and institutional characteristics of communities, and social vulnera-
bility factors. The formulation of RCA then integrates the probabilistic predictive models of achieved
functionings into a system reliability problem to determine the probability that the state of well-being
for each individual is above or below a desired level. The information from the recovery modeling of
infrastructure and the variations in the socio-economic characteristics are incorporated into a time-
dependent reliability analysis to model the recovery of society in terms of individuals’ well-being and
quantify the associated societal resilience. The formulation of RCA also introduces importance mea-
sures to quantify the contribution of each functioning to a given unfavorable state of well-being. The
information from the importance measures can guide policy-makers to understand the sources of so-
cial vulnerabilities and, thus, can inform risk mitigation and management strategies. To facilitate the
probabilistic modeling of societal impact and estimation of importance measures, the time-dependent
reliability analysis is implemented with a Dynamic Bayesian Network. To provide insights about the
severity levels of hazards, this dissertation proposes a general formulation to evaluate the quantified
risks. The proposed approach is explained through a real case study example to quantify the cascading
impact of infrastructure disruptions.
1.3 Organization of Dissertation
The rest of this dissertation is organized into nine chapters. Chapter 2 discusses the development of prob-
abilistic predictive models for the deformation capacity of RC bridge columns, confined with FRP jackets.
The chapter also formulates fragility functions and explains the proposed formulation through developing
fragility functions, conditioned on deformation demands, for three example bridge columns. Chapter 3
presents the development of hierarchical probabilistic predictive models that account for the potential statis-
tical dependence of the observed data. The chapter also explains hierarchical Bayesian inference to calibrate
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the predictive models and estimate the unknown model parameters. The proposed formulation is explained
through developing probabilistic seismic deformation demand models for RC bridges, accounting for the
effects of FRP-confinement on the bridge column. The developed probabilistic demand models are then
used together with the probabilistic capacity models in Chapter 2 to estimate the seismic fragility functions,
conditioned on ground motion intensity measures. The fragility functions allow us to objectively assess the
improvement in the seismic reliability of retrofitted RC bridges. The chapter also develops a closed-form
expression for the failure probability (or, equivalently, the reliability) of RC bridges subject to earthquake
ground motions, accounting for the effects of FRP-confinement. Chapter 4 presents the proposed Dirichlet
Process Mixture Model for the random vibration analysis of nonlinear dynamical systems. The chapter elab-
orates the required mathematics of stochastic processes and stochastic differential equations in the context
of the problem of interest and provides some mathematical understandings of the asymptotic behavior of
the proposed formulation and uncertainty propagation. Illustrative examples are presented and the results
of various response statistics are compared with those obtained from some of the existing approaches in the
literature. Chapter 5 explains the resilience analysis and recovery modeling of engineering systems. The
chapter explains a reliability-based definition of damage levels, which accounts for safety considerations and
is ideally suited for the probabilistic resilience analysis. After providing a general discussion on the recovery
stages of engineering systems, the chapter presents the development of a stochastic model for the recovery
of engineering systems that closely replicates the actual work progress. The recovery model consists of a
stochastic point process that marks the changes in the performance measures such as the reliability and
functionality of a given system, and probabilistic capacity and demand models to predict the performance
measures after each such changes. The chapter illustrates the resilience analysis and recovery modeling of
a reinforced concrete (RC) bridge, where the FRP-confinement of the damaged bridge column has been
introduced as a repair strategy. Chapter 6 presents a Stochastic Life-Cycle Analysis (SLCA) for deterio-
rating engineering systems. The chapter explains how various gradual and shock deterioration processes
can adversely impact the reliability and resilience of a given system over time. The chapter then presents
estimation equations for life-cycle performance measures such as operation cost, benefits, and the availability
of the system. The chapter illustrates the proposed SLCA to model the life-cycle of an RC bridge subject to
deteriorations caused by corrosion and earthquake excitations. The example considers the FRP-confinement
as the repair strategy for the deteriorated bridge column. Chapter 7 develops a multi-scale approach for the
recovery modeling of interdependent infrastructure. Following the divide and conquer approach for large
scale problems, the chapter explains how to divide the recovery scheduling into smaller scales and elabo-
rates the resulting advantages. For a given recovery schedule, the chapter elaborates how to integrate the
recovery modeling of infrastructure components into the regional resilience analysis and effectively model
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the dynamics of interdependent infrastructure. The chapter illustrates the proposed approach through a
large-scale problem for the post-disaster recovery modeling of interdependent potable water and electric
power infrastructure in Shelby County, Tennessee. Chapter 8 explains the Reliability-based Capability Ap-
proach to model the broad societal impact of disruptive events on the well-being of individuals. The chapter
first elaborates the capability approach, its terminology, and some of its advantages to risk analysis. The
chapter also provides a detailed description of two mathematical formulations of the capability approach
in the context of risk analysis and multidimensional poverty in order to motivate the need for RCA. The
chapter also illustrates the development of probabilistic predictive models for achieved functionings and the
formulation of the reliability problem to model individuals’ well-being. As a by-product of the reliability
analysis, the chapter introduces an importance measure to quantify the contribution of each functioning to
the state of well-being. Chapter 9 presents the societal risk and resilience analysis based upon a Dynamic
Bayesian Network formulation. This chapter further extends the formulation of RCA to a time-dependent
reliability problem which enables modeling the societal recovery in terms of individuals’ well-being. The
chapter also explains the development of specific models for the achieved functionings, modeling societal
resilience analysis, and proposes a mathematical formulation to evaluate the quantified risk. To facilitate
the probabilistic modeling, the chapter implements the time-dependent reliability analysis with a Dynamic
Bayesian Network. The chapter illustrates the proposed approach through a real case study example to
quantify the cascading impact of infrastructure disruptions. Finally, Chapter 10 summarizes the important
contributions and findings of this dissertation. The chapters of this dissertation are designed to be largely
self-contained because they have been published/submitted as individual journal articles or book chapters.
Because of this, there might be some repetitions of the background material.
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Chapter 2
Probabilistic Capacity Models and
Fragility Estimates for RC Columns,
Retrofitted with FRP Composites
The external confinement of vulnerable or deteriorating Reinforced Concrete (RC) bridge columns can
enhance their seismic performance. This chapter proposes a probabilistic formulation to quantify the effects
of confinement with Fiber Reinforced Polymer (FRP) composites, as a common mitigation and recovery
strategy, on RC columns. Two probabilistic models are developed to predict the deformation capacities
of FRP-confined RC columns. One deformation model corresponds to the flexural failure mode and the
other considers the bond failure in the lap-splice region. The chapter employs a Markov Chain Monte
Carlo (MCMC) simulation method to estimate unknown model parameters in the context of Bayesian in-
ference. The probabilistic capacity models are used to estimate the fragility functions for three example
bridge columns. In this chapter, the fragility is defined as the conditional probability of failure for a given
deformation demand. The chapter compares the estimates of fragility functions for the example bridge
columns, before and after FRP-confinement. The obtained results indicate that the FRP-confinement can
considerably improve the reliability of RC columns, when considering the bond failure, and is beneficial but
to a lesser degree, when considering the flexural failure.
2.1 Introduction
Around the world, reinforced concrete (RC) structures have been built with little or no considerations to
the seismic hazard, in part because the region was believed to be of low seismicity or due to inadequate design
specifications (Padgett 2007). However, more recent events have shown that regions that were traditionally
considered to be of low seismicity might actually experience large earthquakes. For example, the May 2012
Emilia Romagna earthquakes struck the Northern Italy with two mainshocks, Mw ∼ 5.8 and Mw ∼ 5.9,
and a sequence of aftershocks in a region that was traditionally believed to be of low seismicity (Burrato
et al. 2012). Likewise, the September 2010, Mw ∼ 7.1, and the February 2011, Mw ∼ 6.2, earthquakes
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near Christchurch, New Zealand, occurred on previously unknown faults in a region historically believed
to be of low seismicity (Beavan et al. 2011). The consequences of past earthquakes around the world have
raised concerns about the vulnerability of existing structures and have highlighted the significance of risk
mitigation and management. In particular, bridges are the most vulnerable components to the seismic
hazard in transportation infrastructure (Gardoni et al. 2002, 2003). The failure or closure of bridges due to
the occurrence of earthquakes not only disrupts regular residential and commercial activities, but also can
hinder emergency responses in the aftermath of earthquakes (Guikema and Gardoni 2009; Lee et al. 2011).
The lack of adequate confinement and short lap-splices are common deficiencies associated with seismically
vulnerable bridge columns. Providing external confinement to vulnerable or damaged bridge columns (e.g.,
through Fiber Reinforced Polymer (FRP) or steel jackets) can increase the ductility of the columns and
avert/delay the formation of undesirable brittle failure modes (e.g., shear or lap-splice failures). The seismic
retrofit of vulnerable, damaged, or deteriorated bridge columns using the FRP-confinement technique has
become a preferred risk mitigation strategy because of 1) the favorable properties of FRP composites such
as high strength/weight ratio and corrosion resistance (Ellingwood 2003; Haroun and Elsanadedy 2005a,b);
2) the fact that the FRP-confinement can increase the ductility and strength, and improve the concrete-
reinforcement bond behavior without changing the structural stiffness (Haroun and Elsanadedy 2005a,b;
Seible et al. 1997; Xiao and Ma 1997; Harries et al. 2006; Binici 2007); 3) the relative ease of the installation
of FRP jackets/wraps (Haroun and Elsanadedy 2005a,b; Binici 2007; Binici and Mosalam 2007); and 4)
the lower expected cost of FRP-confinement with respect to traditional retrofit measures (Haroun and
Elsanadedy 2005b). To justify the use of FRP-confinement as a mitigation or recovery strategy, we further
need to quantify the improvement in the structural capacity of FRP-retrofitted bridges and eventually
estimate the reduction in their failure probability (or, equivalently, improvement in their reliability.) The
probabilistic performance assessment of (un-retrofitted) RC bridges has been the subject of much research
(Gardoni et al. 2002; Ramanathan et al. 2010; Mackie et al. 2012; Tondini and Stojadinovic 2012; Gardoni
et al. 2003; Choe et al. 2007; Zhong et al. 2012; Huang et al. 2010; Lee and Mosalam 2004). A number
of studies have also developed probabilistic approaches for the reliability analysis of flexural members (i.e.,
beams), confined with FRP jackets/wraps (Okeil et al. 2002; Atadero and Karbhari 2005; Wang et al. 2010;
Billah et al. 2012) or developed fragility functions for a specific bridge model, whose columns were confined
with FRP jackets (Billah et al. 2012). In this chapter, we define fragility as the conditional probability of
attaining or exceeding a specified performance level, given a measure of the imposed demand (Gardoni et al.
2002).
This chapter develops two novel probabilistic deformation capacity models for FRP-confined RC bridge
columns, where the capacity is defined as the maximum deformation that a column can carry without fail-
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ure. One model estimates the deformation capacity corresponding to the flexural failure of FRP-confined RC
columns and the other model estimates the deformation capacity corresponding to the concrete-reinforcement
bond failure of FRP-confined RC columns. The results from laboratory test experiments on FRP-confined
RC columns subject to cyclic loading (Haroun and Elsanadedy 2005a,b; Chung et al. 2008; Fahmy et al.
2009) indicate that the flexural and concrete-reinforcement bond failures are two common failure modes. The
deformation capacity of bridge columns depends on the variables that define the column such as material
properties, column geometry, and boundary conditions. To accurately capture such dependence, we develop
probabilistic predictive models, which take advantage of the various sources of information, including the
governing laws of mechanics and the empirical information from the tested columns in the laboratory ex-
periments. A Bayesian approach is used to estimate the unknown parameters of the probabilistic capacity
models, which can combine the general knowledge or the information from similar past models with the
objective information from the collected laboratory experiments. The Bayesian estimation approach is im-
plemented using a Markov Chain Monte Carlo (MCMC) simulation algorithm (Laine 2008). The proposed
formulation for the probabilistic capacity models and the fragility functions have six important advantages
with respect to exiting approaches, mentioned earlier, as follows: 1) The probabilistic capacity models are
constructed based on the first principals (i.e., governing laws of physics/mechanics) as well as empirical
information from laboratory tests or computer simulations. 2) The capacity models and the fragility func-
tions are parametric; thus, once developed, they can be used to estimate the fragility of other bridges with
characteristics that fall within the range of the data used for the model calibration. 3) The modeling can
be done at the structural component level (e,g., bridge column), which can take advantage of empirical data
from laboratory experiments, often available for the structural components. 4) The fragility function ob-
tains from reliability analyses, rather than making simplifying assumptions on its shape such as a Lognormal
cumulative distribution function (CDF). 5) The parametric formulation allows us to easily incorporate the
effects of deterioration, mitigation strategies, and the information from the structural health monitoring.
and 6) The model accounts for the various sources of uncertainty, including statistical uncertainty arising
from the limited data used for the model calibration and the model error due to simplifications in the
mathematical models. To illustrate the proposed capacity models, the fragility functions for three example
columns are estimated. The fragility functions are used to objectively quantify the improvement in the
reliability of the FRP-confined columns. The developed fragility functions provide valuable information for
the decision-making regarding the seismic retrofit of vulnerable or damaged bridges.
Following this introduction, Section 2.2 discusses the empirical data collected to develop the capacity
models. Section 2.3 presents the proposed formulation for the probabilistic capacity models, including a
discussion on the variance stabilizing transformation, model calibration, and model selection. Section 2.4
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explains the formulation of the fragility function, and for illustration, develops the fragility functions for
three example columns before and after FRP-confinement. Finally, Section 2.5 summarizes the contribution
of the chapter.
2.2 Data for Constructing Probabilistic Capacity Models
To develop the capacity models, we use the data from laboratory test experiments on FRP-confined
columns, collected from the existing studies in the literature (Haroun and Elsanadedy 2005a,b; Chung et al.
2008; Fahmy et al. 2009). The data include hysteretic responses of 41 FRP-confined columns with circular
cross sections, out of which 29 columns failed in flexure (8 columns with a lap-splice at the column base and
21 with no lap-splice), 11 columns experienced bond failure in the lap-splice region, and 1 test on a column
with no lap-splice was stopped before the failure due to the limitation of the test rig displacement. For each
column, the data also include the applied axial load, the column geometry, and material properties. Table
2.1 summarizes the range of the relevant variables, where H is the equivalent cantilever height (clear column
height), Dg is the column gross diameter, Ag is the column gross cross-section area, and P is the applied
constant axial load.
Table 2.1: Range of variables in the database
Variable Symbol Range
Compressive strength of concrete (MPa) f ′c 16.7− 44.8
Yield stress of longitudinal reinforcement (MPa) fy 300− 481
Yield stress of transverse reinforcement (MPa) fyh 210− 492
FRP tensile strength (MPa) fFRP 425− 4433
Lap splice length (mm) ls 305− 760
Longitudinal reinforcement ratio (%) ρl 1.23− 5.79
FRP volumetric ratio (%) ρFRP 0.03− 10.49
Slenderness ratio H/Dg 1.5− 6
Axial load ratio P/ (Agf ′c) 0.05− 0.34
2.3 Formulation of Probabilistic Capacity Models
Gardoni et al. (2002) proposed a general formulation for probabilistic predictive models. In order to
facilitate the use of the models in practice and to incorporate the existing knowledge (e.g., the governing
laws of physics and mechanics), the models are developed starting from accepted deterministic expressions.
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Correction terms are then introduced to correct the inherent bias in the deterministic expression and a model
error term is added to capture the remaining variability arising from the inaccuracy of the model form, missing
variables, and statistical uncertainty. Following Gardoni et al. (2002), we can write the general form of a
univariate probabilistic capacity model as follows:
Ck (x,ΘC,k) = cˆk (x) + γC,k (x,θC,k) + σC,kεC,k, k = f, b, (2.1)
where Ck (x,ΘC,k) is the kth predicted capacity measure or a suitable transformation thereof; index k
indicates the failure mode (i.e., k = f for the flexural failure and k = b for the bond failure); x is the
vector of measurable variables, including material properties, member dimensions, and imposed boundary
conditions; ΘC,k = (θC,k, σC,k) is the vector of unknown model parameters that need to be estimated; cˆk (x)
is an existing deterministic model to predict the kth capacity measure or a suitable transportation thereof
(typically based on the governing laws of physics and mechanics); γC,k (x,θC,k) is the correction term for
the bias inherent in cˆk (x) (also constructed in part based on the governing laws of physics and mechanics);
and σC,kεC,k is the additive model error (additivity assumption), in which σC,k is the standard deviation of
the model error, assumed not to depend on x (homoskedasticity assumption), and εk is a standard Normal
random variable (normality assumption).
The additivity, homoskedasticity, and normality assumptions can be satisfied, using appropriate trans-
formations in writing the capacity and correction terms in Eq. (2.1). Box and Cox (1964) proposed a
parameterized family of transformations, where a positive variable δC,k (i.e., the drift capacity, here) trans-
forms to Ck = δλC,kC,k . This family of transformations is controlled by the parameter λC,k. To satisfy the
additivity, homoskedasticity, and normality assumptions, we use a logarithmic transformation (i.e, λ = 0)
to produce the variables Ck (x,ΘC,k) and cˆk (x) (i.e., δC,k ∈ R>0 implies Ck ∈ R). The suitability of the
logarithmic transformation is also verified by means of diagnostic plots (Rao and Toutenburg 1997).
According to Gardoni et al. (2002), the following functional form, linear in θk, is sufficiently flexible to
write γC,k (x,θk):
γC,k (x,θC,k) =
J∑
j=1
θC,k,jhk,j (x) , (2.2)
where θC,k = (θC,k,1, . . . , θC,k,J), and [hk,1 (x) , . . . , hk,J (x)] is the vector of (transformed) explanatory
functions, obtained after applying the Box-Cox transformation (Box and Cox 1964) to [ηk,1 (x) , . . . , ηk,J (x)]
(i.e., hk,j = ηλC,k,jk,j (x) for all j = 1, . . . , J , where ΛC,k = (λC,k,1, . . . , λC,k,J) is the vector of exponents).
We further develop a bivariate probabilistic deformation capacity model based on the univariate models
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in Eq. (2.1), which also accounts for the correlation coefficient, ρ, between εC,f and εC,b as

Cf (x,θC,f , σC,f , ρ) = cˆf (x) + γC,f (x,θC,f ) + σC,fεC,f ,
Cb (x,θC,b, σC,b, ρ) = cˆb (x) + γC,b (x,θC,b) + σC,bεC,b,
(2.3)
where ΘC = (ΘC,f ,ΘC,b, ρ) and ΛC = (ΛC,f ,ΛC,b) are the vectors of all model parameters.
2.3.1 Calibration of Box-Cox transformation, Bayesian updating, and model
selection
We can estimate ΘC,k and ΛC,k simultaneously through a nonlinear regression analysis, treating ΘC,k
and ΛC,k in the same way (i.e., γC,k becomes a nonlinear function in terms of (ΘC,k,ΛC,k)). However,
the increased number of unknown model parameters (considering ΛC,k in addition to ΘC,k) increases the
model complexity and the statistical uncertainty in the estimate of parameters, and may eventually reduce
the accuracy of predictions (Box and Tiao 2011). Instead, we can first obtain a point estimate of ΛC,k (i.e.,
ΛˆC,k) such that the model assumptions (i.e., additivity, homoskedasticity, and normality) are satisfied and
then use ΛˆC,k in the model selection process and estimate ΘC,k. This approach can address the earlier
concerns about the nonlinear regression analysis and can provide predictions comparable to those from the
nonlinear regression, as if substantial data were available.
To estimate ΛˆC,k, we use the multivariate generalization of the Box-Cox transformation (Velilla 1993),
where we transform [ηk,1 (x) , . . . , ηk,J (x)] to hk (x) =
[
η
λC,k,1
k,1 (x) , . . . , η
λC,k,J
k,J (x)
]
. Following Weisberg
(2005), we can write the likelihood function as
L (ΛC,k,Mk,Vk) ∝
n∏
i=1
|Vk|−0.5 exp
{
−12 [hk (xi)−Mk]
T V−1k [hk (xi)−Mk]
}
, (2.4)
where L (·) is the likelihood function; Mk and Vk are the mean vector and the covariance matrix of hk (xi).
The maximum likelihood estimates of Mk and Vk are as follows (Weisberg 2005):

Mˆk (ΛC,k) = 1n
∑n
i=1 hk (xi) ,
Vˆk (ΛC,k) = 1n
∑n
i=1
[
hk (xi)− Mˆk (ΛC,k)
] [
hk (xi)− Mˆk (ΛC,k)
]T
.
(2.5)
Substituting Mˆ (ΛC,k) and Vˆk (ΛC,k) into Eq. (2.4) and rearranging the terms, we can write the log-
likelihood function of ΛC,k as
ln [L (ΛC,k)] ∝ −n2 ln
(∣∣∣Vˆk (ΛC,k)∣∣∣) . (2.6)
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The maximum likelihood estimation is ΛˆC,k = arg minΛC,k
∣∣∣Vˆk (ΛC,k)∣∣∣. In Bayesian inference, the un-
known model parameters ΘC,k are estimated using the Bayes rule (Box and Tiao 2011) as
f (ΘC,k) = κL (ΘC,k) p (ΘC,k) , (2.7)
where f (ΘC,k) is the posterior distribution that represents the updated information about ΘC,k;
L (ΘC,k) is the likelihood function that captures the objective information from the data; p (ΘC,k) is
the prior distribution that represents the information available before collecting the data; and κ =[´
L (ΘC,k) p (ΘC,k) dΘC,k
]−1 is a normalizing constant. The Bayesian inference relies on the feasibility
of computing f (ΘC,k). When L (ΘC,k) p (ΘC,k) is not proportional to a known probability distribution,
computing κ , specifically for high dimensional ΘC,k, can be challenging. In this chapter, we use an adap-
tive, delayed-rejection MCMC simulation method (Laine 2008) to estimate the posterior statistics of ΘC,k.
In writing L (ΘC,k), data are divided into equality data, when the capacity of interest is observed, and
lower bound data (or censored data), when lower values are observed and not the actual capacity of interest.
For instance, when a column cannot be pushed up to the failure point, due to the limitation of the stroke
of the actuator, what we observe in the test is a lower bound capacity of the column and not the actual
capacity. Additional details about the lower bound data can be found in Gardoni et al. (2002). For the
capacity model corresponding to the flexural failure, there are 29 equality data and 12 lower bound data.
For the capacity model corresponding to the bond failure, there are 11 equality data and 8 lower bound
data. Following Gardoni et al. (2002), we can write the mathematical expression for L (ΘC,k) as follows:
L (ΘC,k) ∝
∏
failure
datum i
1
σC,k
ϕ
[
rk,i (θC,k)
σC,k
]
×
∏
lower bound
datum i
Φ
[
−rk,i (θC,k)
σC,k
]
, (2.8)
where rk,i (θC,k) = Ck,i− cˆk (xi)−γC,k (xi,θC,k) is the prediction’s residual for observation i; ϕ (·) and Φ (·)
are standard normal probability density and distribution functions. Table 2.2 (adapted from Gardoni et al.
2002) shows the generic terms for the likelihood function of the bivariate capacity model. When there is
no prior information about the unknown model parameters, we use the noninformative prior distribution
p (ΘC,k) ∝ 1/σC,k for univariate models and p (ΘC) ∝ 1/ (ρσC,fσC,b) for the bivariate model (Gardoni et al.
2002).
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Table 2.2: The generic term for the likelihood function of the bivariate capacity model (adapted from Gardoni
et al. 2002)
Capacity model k
Capacity model l Failure datum Lower bound
Failure datum 1σC,k|lϕ
[
rk,i(θC,i)−µC,k|l
σC,k|l
]
1
σC,l
ϕ
[
rl,i(θC,l)
σC,l
]
Φ
[
− rk,i(θC,k)−µC,k|lσk|l
]
1
σC,l
ϕ
[
rl,i(θC,l)
σC,l
]
Lower bound Φ
[
− rl,i(θC,l)−µC,l|kσC,l|k
]
1
σC,k
ϕ
[
rk,i(θC,k)
σC,k
] ´∞
rl,i
Φ
[
− rk,i(θC,k)−µC,k|ςσC,k|l
]
1
σl
ϕ
(
ς
σC,l
)
dς
Note: µC,k|l = ρ (σC,k/σC,l) rl,i; σC,k|l = σC,k
√
1− ρ2; k, l = f, b; and µC,k|ς = ρ (σC,k/σC,l) ς
The inclusion of unimportant terms in γC,k (x,θC,k) leads to increased statistical uncertainty in the
estimates of unknown model parameters and over-fitting the data. A parsimonious form of γC,k (x,θC,k)
(with as few explanatory functions as possible) can be developed using a model selection process. Follow-
ing Gardoni et al. (2002), we begin with the complete model (i.e., all J candidate explanatory functions)
and successively eliminate one hk,j (x) at a time on the basis of the posterior statistics (i.e., the posterior
coefficient of variation, COV) of the corresponding coefficient θC,k,j . After each elimination, the remaining
explanatory functions are re-fitted to the data and ΘC,k is re-estimated. Since σC,k is approximately equal
to the COV of the predicted capacity, the accuracy of the model is not expected to improve by including a
term that has a COV much larger than σC,k. However, when the largest COV for a parameter approaches in
magnitude to σC,k, eliminating an extra term can lead to an unacceptable increase in σC,k. What constitutes
an unacceptable increase in σC,k is subjective and depends on the desired model accuracy, the statistical
uncertainty in model parameters, and the desired level of parsimony. We can also check the pairwise linear
correlations between the remaining parameters. If two parameters, θC,k,j and θC,k,j′ , are strongly correlated
(i.e.,
∣∣∣ρθC,k,j ,θC,k,j′ ∣∣∣ ≥ 0.7), we can linearly combine them as follows:
θˆC,k,j = µθC,k,j + ρθC,k,j ,θC,k,j′
σθC,k,j
σθC,k,j′
(
θC,k,j′ − µθC,k,j′
)
, (2.9)
where µθC,k,j and σθC,k,j are the posterior mean and standard deviation of θC,k,j . The interpretation of the
signs and values of θC,k,j can be misleading and they should not be simply interpreted as a direct relation
between Ck (x,ΘC,k) and hk,j (x), particularly, when the parameters are strongly correlated (Ryan 2007).
2.3.2 Deformation capacity for the flexural failure
The flexural failure of FRP-confined columns is associated with the loss of confinement in the plastic
hinge region (Seible et al. 1997). In this mechanism, concrete crushing occurs along with the failure of the
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FRP-confinement and the rupture or buckling of the longitudinal reinforcement. Flexural failures typically
occur with some residual displacement ductility. Thus, the flexural failure is more desirable than brittle
failure modes such as shear or lap-splice failure (Seible et al. 1997). Using Eq. (2.1), we can write the
probabilistic deformation capacity model for the flexural failure as
ln [δC,f (x,ΘC,f )] = ln
[
δˆC,f (x)
]
+ γC,f (x,θC,f ) + σC,fεC,f , (2.10)
where δC,f (x,ΘC,f ) = ∆C,f (x,ΘC,f ) /H is the predicted drift capacity for the flexural failure, in which
∆C,f (x,ΘC,f ) is the predicted deformation capacity; δˆC,f (x) = ∆ˆC,f (x) /H is an existing deterministic
model for predicting δC,f , in which ∆ˆC,f (x) is the associated deterministic deformation capacity for the
flexural failure.
2.3.2.1 Deterministic model
For a bridge column responding as a cantilever and is subject to horizontal forces, the lateral drift capacity
can be estimated as
δˆC,f (x) =
1
H
(
∆ˆy + ∆ˆp + ∆ˆsl
)
, (2.11)
where ∆ˆy is the elastic component due to the onset of yield; ∆ˆp is the plastic component due to the plastic flow
in an FRP-confined column; and ∆ˆsl is the contribution from the fixed-end rotation due to the longitudinal
reinforcement slippage from the anchorage zone, when the end section reaches the ultimate curvature.
We can write ∆ˆy as
∆ˆy = ∆ˆfl + ∆ˆsh, (2.12)
where ∆ˆfl is the flexural component based on a linear curvature distribution along H, and ∆ˆsh is the
contribution from the shear deformation to the yield displacement. Given the yield curvature, φy, we can
write ∆ˆfl as
∆ˆfl =
1
3φyl
2
eff , (2.13)
where leff = H+Y P is the effective column length, in which Y P is the length of yield penetration, estimated
as Y P = 0.022fydb (Priestley et al. 1996), in which db is the diameter of the reinforcement. To estimate
∆ˆsh for columns with FRP-confinement, we use the following empirical expression, valid for columns with
circular cross sections (Biskinis and Fardis 2007):
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∆ˆsh = 0.0027H
[
1−min
(
1, 215
H
Dg
)]
. (2.14)
We can estimate ∆ˆp, from the sectional curvature analysis, as follows:
∆ˆp = φplp (H − 0.5lp) , (2.15)
where φp is the plastic curvature (of the cross section in the plastic hing region), and lp is the plastic hinge
length, estimated as lp = 0.07H+8.16db for columns with FRP-confinement (Binici and Mosalam 2007). We
can write φp = φu − φy, where φu is the ultimate curvature (of the cross section in the plastic hing region).
For FRP-confined circular sections, we can obtain φu, according to Binici (2007), as follows:
φu =
0.0034
Dg
4.44ε¯η2 + [0.65 + 3.84ε¯ (I + 0.59)] η + 0.56I + 0.33
0.44n+ 0.32I + 0.04η + 0.02 , (2.16)
where ε¯ = (εFRP/0.002)0.45, in which εFRP is the rupture strain of the FRP jacket; η =
(2EFRPεFRPtFRP) / (Dgf ′c), in which EFRP and tFRP are the tensile modulus and thickness of the FRP
jacket; I = ρl (fy/f ′c); and n = P/ (Agf ′c).
According to Biskinis and Fardis (2007), we can obtain ∆ˆsl for FRP-confined members at the ultimate
curvature as
∆ˆsl =
φudbfyH
10
√
f ′c
. (2.17)
2.3.2.2 Model correction
As candidate explanatory functions, we select ηf,1 (x) = 1 to capture the potential bias in the model,
independent from x; ηf,2 (x) = ∆ˆfl/H, ηf,3 (x) = ∆ˆp/H, ηf,4 (x) = ∆ˆsh/H, and ηf,5 (x) = ∆ˆsl/H to
explore the potential bias associated with the individual terms contributing to δˆC,f (x); ηf,6 (x) = Dg/H
to account for the likely dependence on the slenderness of the column; ηf,7 (x) = ρl (fy/f ′c) and ηf,8 (x) =
f ′c/fFRP to capture the effects of longitudinal reinforcement and the strength of FRP composites; ηf,9 (x) =
(2tFRP/Dg) (fFRP/f ′c) to account for the effects of FRP-confinement; and ηf,10 (x) = εcu to capture the
dependence on the concrete properties, where εcu is the ultimate strain of the FRP-confined concrete. Using
the Box-Cox transformation, we obtain the set of transformed explanatory functions, hf (x). Table 2.3
summarizes the set of candidate explanatory functions and the corresponding Box-Cox transformations.
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Table 2.3: Candidate explanatory functions and the corresponding Box-Cox transformations in the defor-
mation capacity model for the flexural failure
Explanatory function Estimated λC,f,j Transformed explanatory function
ηf,1 (x) = 1 − hf,1 (x) = 1
ηf,2 (x) = ∆ˆfl/H 1.00 hf,2 (x) = ∆ˆfl/H
ηf,3 (x) = ∆ˆp/H 0.44 hf,3 (x) =
(
∆ˆp/H
)0.44
ηf,4 (x) = ∆ˆsh/H 0.50 hf,4 (x) =
(
∆ˆsh/H
)0.5
ηf,5 (x) = ∆ˆsl/H 0.25 hf,5 (x) =
(
∆ˆsl/H
)0.25
ηf,6 (x) = Dg/H −1.45 hf,6 (x) = (Dg/H)−1.45
ηf,7 (x) = ρl (fy/f ′c) 1.00 hf,7 (x) = ρl (fy/f ′c)
ηf,8 (x) = f ′c/fFRP 0.00 hf,8 (x) = ln (f ′c/fFRP)
ηf,9 (x) = (2tFRP/Dg) (fFRP/f ′c) 1.00 hf,9 (x) = (2tFRP/Dg) (fFRP/f ′c)
ηf,10 (x) = εcu 0.59 hf,10 (x) = (εcu)0.59
2.3.2.3 Parameter estimation and model selection
We use Bayesian inference (i.e., Eq. 2.7) to estimate ΘC,f . Choe et al. (2007) developed a proba-
bilistic deformation capacity model for the flexural failure of (un-retrofitted) RC columns. The considered
explanatory functions in Table 2.3 are different from those in Choe et al. (2007) to account for the effects of
FRP-confinement; thus, we consider a noninformative prior for θC,f . However, because both the model in
Choe et al. (2007) and the one in Eq. (2.10) are predicting the same deformation capacity, the quality of the
prediction in Choe et al. (2007), captured by the model standard deviation, can provide some indications
of the expected accuracy of the proposed model, before the model is actually calibrated using the collected
data from laboratory experiments. In fact, the model in Choe et al. (2007) is a special case of the proposed
deformation capacity model, where the thickness of the FRP jacket tends to zero (i.e., tFRP = 0). There-
fore, we use the posterior estimate for the standard deviation in Choe et al. (2007) as the prior in Bayesian
inference. We also note that because there is a limited number of data with FRP-confinement, if we use a
noninformative prior, the estimate of the standard deviation may be untruly small. Using an informative
prior, obtained from a larger dataset, helps to obtain an estimate of the model standard deviation that is
more realistic and likely closer to the one that we would have obtained, if more data were available and could
be used for the model calibration. In the complete model, with all candidate explanatory functions, θC,f,2
has the largest COV (=2.07); hence, to simplify the model, we eliminate the term θC,f,2hf,2 (x). Next, we
assess the reduced model. Eventually, after nine steps, the model selection process identifies θC,f,1hf,1 (x)
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and θC,f,9hf,9 (x) as the correction terms needed in a parsimonious, yet accurate form of the model. Figure
2.1 summarizes the stepwise deletion process. For each step, the figure shows the COV of the model pa-
rameters (solid dots), the posterior mean of the model standard deviation (open square), and the eliminated
term.
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Figure 2.1: Stepwise deletion process of the for capacity for the flexural failure
The posterior statistics of the reduced model indicate that θC,f,1 and θC,f,9 are strongly correlated with
ρθC,f,1,θC,f,9 = −0.80. As a further simplification, the two terms are linearly combined, using Eq. (2.9),
giving the following expression for γC,f (x,θC,f ):
γC,f (x,θC,f ) = θC,f,1 + (−0.109− 2.406θC,f,1)
(
2tFRP
Dg
fFRP
f ′c
)
(2.18)
Table 2.4 summarizes the posterior statistics of the model parameters ΘC,f = (θC,f,1, σC,f ). The positive
mean of θC,f,1 indicates that δˆC,f (x) generally tends to underestimate the drift capacity of a column with
FRP-confinement. In addition, the mean of θˆC,f,9 is −2.69, which indicates that δˆC,f (x) generally tends to
overestimate the contribution of the FRP-confinement. Figure 2.2 shows a comparison between the measured
and predicted drift capacities for the test columns, based on the deterministic (left plot) and probabilistic
(right plot) models. For a perfect model, the failure data would line up along the 1:1 solid line and the
censored data would lie above the 1:1 line. The visual inspection of the data shows the bias in δˆC,f (x) and
that the proposed probabilistic model effectively corrects the bias. For the probabilistic model, the failure
data are evenly distributed within the one standard deviation limits and almost all of the censored data are
above the 1:1 line.
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Table 2.4: Posterior statistics of the parameters in the deformation capacity model for the flexural failure
Standard Correlation coefficient
Parameters Mean deviation θC,f,1 σC,f
θC,f,1 1.072 0.106 1
σC,f 0.337 0.036 −0.057 1
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Figure 2.2: Comparison between the measured and predicted drift capacities for the flexural failure, based
on the deterministic (left) and probabilistic (right) models
For the sake of comparison, Table 2.5 summarizes the posterior statistics of the parameters in the nonlin-
ear deformation capacity model (i.e., estimating λC,f,9 simultaneously with θC,f,1 and θC,f,9). In addition,
Figure 2.3 compares the predicted drift capacity according to the proposed approach and the nonlinear re-
gression. We can observe that though the estimates of the individual unknown parameters in the two models
are different (see Tables 2.4 and 2.5), the predicted capacities by the two models are in close agreement. We
also note that due to the strong correlation between λC,f,9 and θC,f,1 as well as between θC,f,9 and θC,f,1 in
the nonlinear model (see Table 2.5), the pairwise comparison of the parameter estimates is misleading.
Table 2.5: Posterior statistics of parameters in the nonlinear deformation capacity model for the flexural
failure
Standard Correlation coefficient
Parameter Mean deviation θC,f,1 θC,f,9 λC,f,9 σC,f
θC,f,1 1.607 0.290 1
θC,f,9 −2.821 0.329 −0.732 1
λC,f,9 0.581 0.141 −0.813 0.271 1
σC,f 0.320 0.039 −0.155 0.113 −0.023 1
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Figure 2.3: Comparison between the predicted drift capacities for the flexural failure, based on the proposed
model and the nonlinear regression
2.3.3 Deformation capacity for the bond failure
The combined actions of the reinforcement and neighboring concrete require a load transfer mechanism
that is referred to as a bond and is typically idealized as a continuous stress field which develops in the
vicinity of the reinforcement-concrete interface (Lowes and Moehle 1999). The transfer of the interface shear
stresses along the reinforcement can cause the formation and propagation of splitting cracks in the concrete.
When bond failure occurs, the lap-spliced reinforcement cannot develop the full tensile capacity; thus, a
rapid bond degradation and hysteretic pinching occurs, which eventually leads to the loss of the lateral
load-carrying capacity (Cho and Pincheira 2006).
An RC column subject to the cyclic loading may experience a severe localized bond demand in the
lap-splice region (Cho and Pincheira 2006). Therefore, it is essential to assess the deformation capacity of
the column, accounting for the possible bond failure. This section develops a deformation capacity model
corresponding to the bond failure. Using Eq. (2.1), we can write a probabilistic deformation capacity model
for the bond failure as follows:
ln [δC,b (x,ΘC,b)] = ln
[
δˆC,b (x)
]
+ γC,b (x,θC,b) + σC,bεC,b, (2.19)
where δC,b (x,ΘC,b) = ∆C,b (x,ΘC,b) /H, ∆C,b (x,ΘC,b), δˆC,b (x) = ∆ˆC,b (x) /H, ∆ˆC,b (x), ΘC,b =
(θC,b, σC,b), γC,b (x,θC,b), σC,b, and εC,b have similar definitions as the terms in Eq. (2.10) but are as-
sociated with the bond failure mode.
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2.3.3.1 Deterministic model
The deterministic drift capacity model, δˆC,b (x), has the same definition as δˆC,f (x), given in Eq. (2.11),
where the definition of ∆ˆy also remains the same and is computed using Eqs. (2.12), (2.13), and (2.14).
However, the definitions of ∆ˆp and ∆ˆsl are modified to account for the bond failure. In particular, ∆ˆp is
computed using Eq. (2.15) and ∆ˆsl is computed using Eq. (2.17), both with a new expression for φu.
To obtain φu, accounting for the bond failure, we first estimate the strain εs in the longitudinal reinforce-
ment, lap-spliced in the plastic hinge region. To estimate εs, we write, for the extreme spliced reinforcement
in tension with length ls, the equilibrium between the force associated with the bond stress, ubondpidbls,
and the axial force in the reinforcement, fspid2b/4, where ubond is the developed bond stress and fs is the
induced stress in the reinforcement. Following Harajli (2009), we can write ubond = uun +utr +uFRP , where
uun = (0.1 + 0.25cover/db + 4.15db/ls)
√
f ′c is the contribution of the unconfined concrete to the bond stress
; utr = Atrfyh
√
f ′c/ (41.6stnsdb) ≤ 0.25
√
f ′c is the contribution of transverse reinforcements, in which Atr is
the area and st is the spacing of the transverse reinforcements, ns is number of spliced reinforcements in ten-
sion, taken as the half of the total spliced reinforcement; and uFRP = 2tFRPEFRP
√
f ′c/ (8000nsdb) ≤ 0.4
√
f ′c
is the contribution of the FRP-confinement. Solving the equilibrium ubondpidbls = fspid2b/4 for fs, we obtain
the following expression, bounded from the above by a value assigned in design codes (ACI 2005):
fs =
[
ls
db
(
EFRPtFRP
1000nsdb
+ Atrfyh10.4stnsdb
+ tcov
db
+ 0.4
)
+ 16.6
]√
f ′c ≤ 1.25fy, (2.20)
where tcov is the cover thickness. We can obtain εs, corresponding to the estimated fs, from the steel stress-
strain constitutive law. To find φu, we first use the section analysis, as described in Binici (2007), to find
the depth of the compression zone, c, and then obtain φu from the governing laws of mechanics as
φu =
εs
w − c , (2.21)
where w = Dg − tcov. Given εs and c, we can write the ultimate curvature as
φu =
εs
w − (Dg/1.7) (−0.38 + 0.44ψ) , (2.22)
where ψ = (n+ I + 0.4η + 0.21) / (0.32I + 0.37η + 0.19) is the angle between the cross-sectional radii that
delimit the compression zone, in which n, η, and I are the same as defined in Eq. (2.16).
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2.3.3.2 Model correction
As candidate explanatory functions, we select ηb,1 (x) = 1 to capture the potential bias in the model, inde-
pendent from x; ηb,2 (x) = ∆ˆfl/H, ηb,3 (x) = ∆ˆp/H, ηb,4 (x) = ∆ˆsh/H, and ηb,5 (x) = ∆ˆsl/H to examine the
potential bias associated with the individual terms contributing to δˆC,b (x); ηb,6 (x) = (2tFRP/Dg) (fFRP/f ′c)
to account for the effects of the FRP-confinement; ηb,7 (x) = db/ls to explore the contribution from the splice
length; and ηb,8 (x) = εcu to correct for the effects on the bias of the material properties. Using the Box-Cox
transformation, we obtain the set of transformed explanatory functions, hb (x). Table 2.6 summarizes the
set of candidate explanatory functions and the corresponding Box-Cox transformations.
Table 2.6: Candidate explanatory functions and the corresponding Box-Cox transformations in the defor-
mation capacity model for the bond failure
Explanatory function Estimated λC,b,j Transformed explanatory function
ηb,1 (x) = 1 − hb,1 (x) = 1
ηb,2 (x) = ∆ˆfl/H 1.00 hb,2 (x) = ∆ˆfl/H
ηb,3 (x) = ∆ˆp/H 1.00 hb,3 (x) = ∆ˆp/H
ηb,4 (x) = ∆ˆsh/H 1.00 hb,4 (x) = ∆ˆsh/H
ηb,5 (x) = ∆ˆsl/H 0.00 hb,5 (x) = ln
(
∆ˆsl/H
)
ηb,6 (x) = (2tFRP /Dg) (fFRP /f ′c) 1.00 hb,9 (x) = (2tFRP /Dg) (fFRP /f ′c)
ηb,7 (x) = db/ls 1.00 hb,7 (x) = db/ls
ηb,8 (x) = εcu 0.00 hb,8 (x) = ln (εcu)
2.3.3.3 Parameter estimation and model selection
Given that no prior information is available on ΘC,b, we consider a noninformative prior distribution in
Eq. (2.7). In this section, we shorten the list of hb,i (x)’s to obtain a parsimonious model. Figure 2.4 shows
the posterior COV of θb,i’s (as dots) and mean of σb (as an open square) at each step in the deletion process.
The deletion process is stopped at Step 7, keeping θC,b,1hb,1 (x) and θC,b,2hb,2 (x) in the final form of the
model.
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Figure 2.4: Stepwise deletion process of the deformation capacity for the bond failure
The examination of the correlation coefficient indicates a strong dependence between θC,b,1 and θC,b,2
(ρθC,b,1,θC,b,2 = −0.98 ). Therefore, we combine them using Eq. (2.9) and γC,b is left with only one model
parameter.
γC,b (x,θC,b) = θC,b,1 + (12.83− 107.14θC,b,1)
(
∆ˆfl
H
)
. (2.23)
Table 2.7 lists the posterior statistics of ΘC,b = (θC,b,1, σC,b). The positive mean of θC,b,1 indicates
that δˆC,b (x) generally tends to underestimate the drift capacity. Furthermore, the negative mean of θˆC,b,2
(= −58.95) indicates that δˆC,b (x) tends to overestimate the contribution of the flexural deformation. There
is a possible physical interpretation of the latter observation. The yield curvature, φy, in RC columns are
not well-defined because of the cracking of concrete and sequential yielding of reinforcements (Elnashai and
Di Sarno 2008). There are various definitions for the yield curvature and each works well for a particular
condition. While additional work and experimental investigations would be needed to better understand
this issue, we believe that the simple model we used, following Binici (2007), overestimates φy for a column
that fails in bond. The correction terms in Eq. (2.23) account for this bias. However, as noted earlier,
the interpretation of the signs and values of individual parameters can be misleading. Therefore, the above
interpretation would need to be further investigated. Figure 2.5 shows a comparison between the measured
and predicted drift capacities for the test columns based on the deterministic (left plot) and probabilistic
(right plot) models.
Table 2.7: Posterior statistics of parameters in the deformation capacity model for the bond failure
Parameters Mean
Standard Correlation coefficient
deviation θC,b,1 σC,b
θC,b,1 0.67 0.212 1
σC,b 0.14 0.035 −0.003 1
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Figure 2.5: Comparison between measured and predicted drift capacities based on deterministic (left) and
probabilistic (right) models for the bond failure
Similar to the capacity model for the flexural failure, Table 2.8 provides the estimates of the unknown
parameters in the nonlinear model (i.e., estimating λC,b,2 simultaneously with θC,b,1 and θC,b,2) and Figure
2.5 compares the estimated capacity based on the proposed approach and the nonlinear regression. The
predicted capacities with the two models are in close agreement. As discussed before, due to the strong
correlations between λC,b,2 and θC,b,1 as well as between θC,b,2 and θC,b,1 in the nonlinear model (see Table
2.8), the pairwise comparison of the parameter estimates in the two models is misleading.
Table 2.8: Posterior statistics of parameters in the deformation capacity model for the bond failure, using
nonlinear regression
Parameter Mean
Standard Correlation coefficient
deviation θb,1 θb,2 λb,2 σb
θb,1 −0.47 0.238 1
θb,2 0.002 0.001 −0.822 1
λb,2 −1.18 0.548 −0.096 0.579 1
σb 0.14 0.039 0.1535 −0.101 0.044 1
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Figure 2.6: Comparison between the predicted drift capacities for the bond failure, based on the proposed
model and the nonlinear regression
2.3.4 Bivariate flexure-bond deformation capacity model
All 41 data points can be used for the flexural model but only 19 (out of 41) can be used for the bond
model. Therefore, we use the 22 data points which cannot be used for the bond model to develop an
informative prior distribution for ΘC,f , a noninformative prior is used for ΘC,b, and the remaining 19 data
points are used for the bivariate likelihood function, according to Table 2.2. The bivariate model uses the
reduced model forms in Eqs. (2.18) and (2.23) and ΛC = (ΛC,f ,ΛC,b) are the same as those in the univariate
models. Table 2.9 summarizes the posterior statistics of ΘC . As expected, the estimates of ΘC,f and ΘC,b
are similar to the corresponding ones in the univariate models. In addition, the bivariate model provides an
estimate of the correlation coefficient, ρ , between εC,f and εC,b.
Table 2.9: Posterior statistics of the bivariate deformation capacity model
θC,f,1 σC,f θC,b,1 σC,b ρ
Mean 1.078 0.331 0.656 0.146 0.036
Standard deviation 0.105 0.038 0.201 0.035 0.554
Correlation coefficient
θC,f,1 1
σC,f −0.26 1
θC,b,1 −0.02 0.02 1
σC,b 0.05 0.02 −0.03 1
ρ −0.00 0.00 −0.13 0.16 1
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2.4 Fragility Functions for FRP-confined RC Columns
The developed probabilistic capacity models can be used to compute the fragility functions for FRP-
confined columns. Fragility functions express the conditional probability of meeting or exceeding a prescribed
limit-state for a given value of demand measure. Evaluating the fragility of columns before and after retrofit
provides valuable insights on the effectiveness of the retrofit measure. Following Ditlevsen and Madsen (1996),
we define a limit state function gk (x,Θk) such that the event {gk (x,ΘC,k) ≤ 0} indicates the failure in the
kth mode. By partitioning x as x = (r, s), where r is the vector of material and geometrical variables and
s is the vector of demand variables such as boundary forces or deformations, we can write the limit-state
function as
gk (r, s,ΘC,k) = Ck (r, s,ΘC,k)−Dk (r, s) , (2.24)
where Ck (·) is the capacity model associated with the kth failure mode (i.e., Eqs. 2.10 or 2.19) and Dk is
the corresponding demand. We can write the column fragility function as
F (s,ΘC) = P
[⋃
k
{gk (r, s,ΘC,k) ≤ 0 | s,ΘC,k}
]
, (2.25)
where P [A | B] is the conditional probability of event A, given that event B has occurred. Depending on the
treatment of uncertainty in ΘC , we can obtain two estimates of fragility functions (Gardoni et al. 2002). The
first option is to replace ΘC in Eq. (2.25) with a fixed value ΘˆC (e.g., the posterior mode of ΘC) and obtain
a point-estimate of the fragility Fˆ (s) = F
(
s, ΘˆC
)
. The second option is to incorporate the uncertainty
in ΘC by writing a predictive estimate as F˜ (s) =
´
F (s,ΘC) f (ΘC) dΘC , where f (ΘC) is the posterior
distribution of ΘC . To show the effects of the epistemic uncertainty in ΘC , we estimate the confidence
bounds of the fragility estimate. Following Gardoni et al. (2002), we can write the confidence bounds as[
Φ
(−β˜ (s)− σβ (s)) ,Φ (−β˜ (s) + σβ (s))], where β˜ (s) = Φ−1 [1− F˜ (s)] is the generalized reliability index
corresponding to F˜ (s), and σ2β (s) ≈ ∇ΘCβ (s) ΣΘCΘC∇TΘCβ (s) is the variance of the reliability index,
β (s,ΘC), obtained using a first-order Taylor expansion around the posterior mean of the model parameters,
MΘC . In the last expression, ∇ΘCβ (s) is the gradient row vector of β (s,ΘC), evaluated at MΘC , and
ΣΘCΘC is the posterior covariance matrix of ΘC . The bounds approximately correspond to 0.15 and 0.85
quantiles.
Figure 2.7 shows the predictive fragility functions, conditioned on the drift demand (i.e., Dk = ln (δD)
for both k = f, b), for three example columns before and after FRP-confinement. The fragility functions for
the as-built columns are developed using Eqs. (2.10) and (2.19), where we set tFRP = 0. Columns 1 and
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2 (modeled after Seible et al. 1997 and Chang et al. 2002, respectively) represent non-seismically designed
columns with a lap-splice at the column base. Column 3 (modeled after Naito 2000) represents a seismically
designed column with no lap-splice. Table 2.10 shows a summary of the geometry and the material properties
of the example columns and, when appropriate, their statistical information to account for their inherent
randomness.
Table 2.10: Summary of design random variables for the example columns
Mean
Variable Column 1 Column 2 Column 3 Distribution COV(%)
f ′c (MPa) 34.5 20 35.8 Lognormal 10
fy (MPa) 303.2 425.2 475 Lognormal 5
fyh (MPa) 303.2 426.2 493 Lognormal 5
ρl 0.0252 0.0188 0.0199 - -
Dg (mm) 610 760 1520 - -
H (mm) 3658 3250 9140 - -
P (kN) 1780 1361 4450 Normal 25
lp (mm) 437 405 1105 Lognormal 20
ls (mm) 381 760 - - -
tFRP (mm) 5.1 0.83 2.0 - -
εFRP 0.0105 0.015 0.0105 Lognormal 15
EFRP (GPa) 124 231 124 Lognormal 15
Figure 2.7(a) shows the fragility functions for the first example column. The left plot shows the fragility
functions for each mode of failure and the right plot shows the fragility functions when considering failure
in either of the flexural or bond mode, developed using the bivariate capacity model. The thin lines in the
figure are for the as-built condition and the thick lines are for FRP-confined columns. The right plot also
shows the confidence band created by the confidence bounds at different values of δD. The insets in the right
plot are zoom-in windows for smaller δD, where fragility functions are not clear in the full-size window and
are of more interests for structural engineering applications.
The left plot shows that for the as-built column the bond failure dominates the fragility. In addition,
the retrofit measure significantly reduces the fragility (or, equivalently, improves the reliability) for each
failure mode and, as a result, the fragility that considers either modes of failure is also reduced (as shown
in the right plot.) The FRP-confinement is more effective in increasing the mean value of the bond capacity
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than of the flexural capacity (i.e., the 0.5 probability of failure occurs at a lower δD for the flexural failure
than for the bond failure.) However, because the expected value of σC,b is less than the expected value of
σC,f , the bond failure mode still controls for δD > 0.07. These observations are consistent with the results
obtained in the laboratory experiments, reported by Seible et al. (1997). Specifically, both the as-built and
FRP-confined columns experienced the bond failure and it was observed that while the FRP-confinement
improved the overall performance of the column and reduced the vulnerability, the improvement was not
sufficient to change the failure mode.
Similarly, Figure 2.7(b) shows the results for Column 2. The results are similar to those already presented
for Column 1. However, the difference between the fragility functions for the as-built and FRP-confined
columns, for both the flexural and bond failures, has been decreased. This is consistent with the observations
from the laboratory experiments, reported by Chang et al. (2002), in which the as-built column failed in
bond, while the FRP-confined column failed in flexure. Finally, Figure 2.7(c) shows the fragility functions
for Column 3. Since this column does not have a lap-splice, only the fragility functions for the flexural failure
mode are provided.
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Figure 2.7: Fragility functions for (a) example Column 1, (b) example Column 2, and (c) example Column
3, before and after FRP-confinement
To show the quantitative improvement in the estimates of fragility functions, Figure 2.8 provides the
difference between the fragility functions for the as-built and FRP-confined example columns. Comparing
the reduction in the fragility of seismically designed column (i.e., Column 3) with non-seismically designed
columns (i.e., Columns 1 and 2), we can observe that FRP-confinement is more effective in improving the
performance of non-seismically designed columns. Though the thickness of FRP jackets in the three example
columns differs, they are all determined following a consistent design approach. Furthermore, sensitivity
analysis, which is not provided in this chapter, shows that further increase of the thickness of the FRP
jackets, beyond the designed values, does not change the fragility estimates significantly.
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Figure 2.8: Difference between fragility functions before and after FRP-confinement for the three example
columns when either of the flexural or bond failure occurs
2.5 Conclusions
Two probabilistic models are proposed to predict the deformation capacity of FRP-confined RC columns.
One capacity model predicts the deformation capacity corresponding to the flexural failure mode and the
other model predicts the deformation capacity corresponding to the bond failure mode. To develop the
probabilistic deformation capacity models, simple correction terms are added to deterministic models to
compensate for their conservative bias. The correction terms are constructed starting from candidate ex-
planatory functions developed using the Box-Cox transformation. A model selection process is then used
to eliminate the least informative terms and simplify the models, while maintaining an acceptable level of
accuracy. As an application of the probabilistic models, fragility functions are developed for three example
columns. Two columns are representative of non-seismic design and have a lap-splice at the column base.
One column is seismically designed and does not have a lap-splice. The fragility estimates quantify the effects
of FRP-confinement in reducing the failure probability (or, equivalently, improvement in the reliability) of
RC columns. For the considered levels of FRP thickness, the results indicate that 1) the FRP-confinement
considerably reduces the fragility for the bond failure; and 2) the FRP-confinement is also beneficial, but
to a lesser degree, when considering the flexural failure. The fragility estimates also evaluated the efficiency
of the FRP-confinement considering either mode of failure. The results clearly show the reduction in the
failure probability due to the FRP-confinement.
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Chapter 3
Empirical Bayes Approach for
Developing Hierarchical Probabilistic
Predictive Models and its Application
to the Seismic Reliability Analysis of
RC Bridges, Retrofitted with FRP
Composites
This chapter proposes a general formulation for developing hierarchical probabilistic predictive models
that account for the statistical dependence of the observed data. The statistical dependence can arise from
common factors influencing the observed data (i.e., introduce clusters in the observed data) that needs to
be accounted for in the estimation of unknown model parameters. In Bayesian hierarchical inference, the
unknown parameters of the probabilistic predictive models are endowed with distributions that depend on a
set of shared underlying parameters, and this construction is recursive up to the highest level of the hierarchy.
The usual improper noninformative prior distributions on variance parameters of hierarchical models can lead
to nonexistent posterior distributions which may appear perfectly reasonable in the numerical simulation. On
the other hand, common proper noninformative prior distributions may also substantially affect the posterior
statistics. Instead, the empirical Bayes approach is introduced in this chapter to objectively estimate the
variance parameters. The Gibbs sampling algorithm is employed to estimate unknown model parameters
in the context of Bayesian inference. The proposed hierarchical formulation is used to develop probabilistic
seismic deformation demand models for typical Reinforced Concrete (RC) bridges, accounting for the effects
of confinement with Fiber Reinforced Polymer (FRP) jackets on bridge columns. The FRP-confinement
has become a common mitigation and recovery strategy for vulnerable and deteriorated bridge columns.
The developed demand models are then used with previously developed probabilistic deformation capacity
models to objectively assess the reduction in the failure probability (or, equivalently, improvement in the
seismic reliability) due to the FRP-confinement of bridge columns. Furthermore, a closed-form expression
37
is derived for the annual failure probability of typical RC bridges, whose columns are confined with FRP
jackets. The chapter illustrates the formulation considering three example RC bridges.
3.1 Introduction
To develop probabilistic predictive models (e.g., capacity or demand models in structural engineering),
we may use data collected from different sources or clustered into groups, given a set of common factor(s).
For example, to develop a deformation demand model based on the data collected from the field, we may
cluster the deformation demands for structures in close proximity in the same group because they are subject
to the same seismic excitation in each earthquake. The common clustering factor introduces dependence
among the data within a group. The statistical problem is 1) to account for such statistical dependence
in developing probabilistic predictive models, and 2) model the inter-group variation to understand the
clustering effects on statistical inference. In structural engineering, it is common to develop probabilistic
predictive models ignoring the possible clustering of the observed data and the induced statistical dependence
(see for example, Gardoni et al. 2003). In such formulations, all the observed data are pooled to estimate
the unknown model parameters. While this approach might be justified in some cases, the general drawback
is that with few parameters, the developed predictive model cannot capture the variations in the (clustered)
data, and with many parameters, the model tends to overfit the observed data and results in poor predictions
(Gelman et al. 2003). Alternatively, to explicitly consider the clustering effects, separate predictive models
can be developed, using the data in the specific groups. However, such models do not account for the
induced statistical dependence and also do not provide an estimate of the group-level effects. For groups
with limited observed data, the estimate of unknown model parameters is typically associated with large
statistical uncertainty or might not even be possible due to the identifiability problem (Stone 1996).
In this chapter, we propose a multilevel hierarchical formulation which is a compromise between the two
discussed formulations: 1) ignoring the clustering effects and pooling all the available data to develop a
single predictive model, and 2) developing separate predictive models for individual groups, using group-
specific data. The hierarchical formulation is a generalization of the probabilistic predictive model proposed
in Gardoni et al. (2002). Compared to that, it is almost always an improvement, but to different degrees
which depends on the heterogeneity of the observed data (Gelman 2006a). In Bayesian hierarchical inference,
the statistical dependence among observed data is modeled by assigning a shared probability distribution to
the parameters of predictive models for each group. The parameters of the shared probability distribution,
known as hyperparameters, are in turn modeled by a probability distribution. This construction is recursive
up to the highest level of the hierarchy. In Bayesian hierarchical inference, there is a subtlety in assigning
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the distribution of the variance of hyperparameters. The usual noninformative distributions in Bayesian
inference are problematic, particularly when the number of groups is small or the (unknown) variance
of hyperparameters is close to zero (Gelman 2006a). Hobert and Casella (1996) showed that the typical
(improper) noninformative prior distributions can lead to seemingly reasonable inference about a nonexistent
posterior distribution. To develop appropriate prior distributions for the variance of hyperparameters, we
present the empirical Bayes (EB) approach, which provides a (proper) informative prior distribution. This
construction enables an objective approach to inference by estimating the parameters of the prior distribution
from the observed data rather than requiring them to be specified subjectively.
We use the multilevel hierarchical formulation to develop probabilistic seismic deformation demand mod-
els for RC bridges with FRP-confinement. To generate data for the development of the demand models,
time-history dynamic analyses are carried out on 60 realizations of typical overpass bridges, each subject to
a large set of earthquake ground motions. The experimental design method is used to provide representative
bridge configurations. We use the developed deformation demand models together with previously devel-
oped probabilistic deformation capacity models (Tabandeh and Gardoni 2014) to objectively evaluate the
conditional failure probability (i.e., fragility) of RC bridges, accounting for the effects of FRP-confinement.
Furthermore, we develop two formulations to estimate the (unconditional) annual failure probability and
present a closed-form expression. To illustrate, we develop the fragility functions for three example bridges,
before and after FRP-confinement, and estimate the (unconditional) failure probability for one of the ex-
ample bridges. We also investigate the influence of clustering and the induced statistical dependence on the
estimates of fragility functions.
Following this introduction, Section 3.2 explains the formulation of hierarchical probabilistic predictive
models, including a general discussion on hierarchical probabilistic modeling, empirical Bayes approach, and
the estimation of unknown model parameters. Section 3.3 presents the details of bridge modelings and
dynamic analyses, including the experimental design, the selection of earthquake ground motions, and the
results of nonlinear time-history dynamic analyses. Section 3.4 explains the development of probabilistic
seismic deformation demand models. Section 3.5 discusses the formulation of seismic fragility functions and
the estimate of (unconditional) annual failure probability. Section 3.6 illustrates the proposed formulation
through developing seismic fragility functions for three example bridges, before and after FRP-confinement,
and estimating the corresponding (unconditional) annual failure probabilities. Finally, Section 3.7 summa-
rizes the contribution of the chapter.
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3.2 Hierarchical Probabilistic Predictive Models
We use the observed data, clustered in J groups, to calibrate probabilistic predictive models with multiple
unknown parameters. While the parameters of the predictive models are specific to each group, to account
for the effects of the clustering-induced statistical dependence, we assign a common probability distribution
to the unknown parameters of predictive models for different groups. The common distribution of the
unknown parameters enables sharing the statistical strength across groups. The hierarchical structure let
the information in clusters with more observed data propagate and being shared with other clusters with
fewer observations, through the shared hyperparameters. To keep the focus of this section on developing the
idea of hierarchical formulation, we consider predictive models for a two-level hierarchical setting; one level
corresponds to the predictive model of the quantities of interest and the second, higher level is for modeling
the shared hyperparameters. The models with more than two levels can be expressed in the same canonical
form by extending the vector of unknown parameters.
Similar to the formulation proposed in Gardoni et al. (2002), the following general form is selected for
the probabilistic predictive models:
Yj (x,Θj) = yˆj (x) + γj (x,θj) + σjεj , j = 1, . . . , J, (3.1)
where Yj (x,Θj) is the jth predictive measure of interest or a suitable transformation thereof; x is the
vector of measurable variables, including material properties, member dimensions, and imposed boundary
conditions; Θj = (θj , σj) is the vector of unknown model parameters that need to be estimated; yˆj (x) is
an existing deterministic model to predict the jth capacity measure or a suitable transportation thereof
(typically based on the governing laws of physics and mechanics); γj (x,θj) is the correction term for the
bias inherent in yˆj (x) (also constructed in part based on the governing laws of physics and mechanics);
and σjεj is the additive model error (additivity assumption), in which σj is the standard deviation of the
model error, assumed not to depend on x (homoskedasticity assumption), and εj is a standard Normal
random variable (normality assumption). The additivity, homoskedasticity, and normality assumptions can
be (approximately) satisfied, using appropriate transformations in writing the predictive measure of interest
and correction terms. The suitability of the transformations can be verified by means of diagnostic plots
(Rao and Toutenburg 1997).
In order to explore the sources of bias in the deterministic model, we write the bias correction term as
follows:
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γj (x,θj) =
nr∑
r=1
θj,rhj,r (x) , (3.2)
where θj = (θj,1, . . . , θj,nr ) and [hj,1 (x) , . . . , hj,nr (x)] is the vector of explanatory functions. To estimate
the unknown model parameters, we use Bayesian inference (Box and Tiao 2011) as follows:
f (Θ1, . . . ,ΘJ ,Θ·) = κ
J∏
j=1
L (Θj) p (Θj | Θ·) p (Θ·) , (3.3)
where f (Θ1, . . . ,ΘJ ,Θ·) is the posterior distribution; L (Θj) is the likelihood function; p (Θj | Θ·) is the
conditional distribution of Θj given the shared hyperparameters across the J groups, Θ·; p (Θ·) is the prior
distribution; and κ =
[´ ∏J
j=1 L (Θj) p (Θj | Θ·) dΘjp (Θ·) dΘ·
]−1
is the normalizing constant.
In writing the generic likelihood function, L (Θj), data are partitioned into 1) equality data, Dj,eq, when
the actual value of interest is observed, 2) lower bound data, Dj,lb, when lower values are observed and not
the actual value of interest, and 3) upper bound data, Dj,ub, when higher values are observed. We can write
L (Θj), following Gardoni et al. (2002), as
L (Θj) ∝
∏
i:Yj,i∈Dj,eq
1
σj
ϕ
[
rj,i (θj)
σj
]
×
∏
i:Yj,i∈Dj,lb
Φ
[
−rj,i (θj)
σj
]
×
∏
i:Yj,i∈Dj,ub
Φ
[
rj,i (θj)
σj
]
, (3.4)
where rj,i (θj) = Yj,i − yˆj (xi) − γj (xi, θj) is the prediction’s residual for observation i, in group j. For
Θj = (θj , σj), it is generally assumed that θj and σj are approximately independent (Box and Tiao 2011).
We assign a weakly informative uniform prior distribution on σj and to capture the influence of clustering
on θj , we attach a common multivariate Normal distribution to θj , for all j = 1, . . . , J . Accordingly, we can
write p (Θj | Θ·) as
p (Θj | Θ·) ∝
nr∏
r=1
1
σ·,r
ϕ
(
θj,r − θ·,r
σ·,r
)
, (3.5)
where θ· = (θ·,1, . . . , θ·,nr ) is the unknown, group-level, mean vector; and Σθ·θ· = Diag
(
σ2·,1, . . . , σ
2
·,nr
)
is the
corresponding unknown covariance matrix. At the next level of the hierarchy, we decompose the unknown
hyperparameters Θ· = (θ·,Σθ·θ·) into 1) the mean vector, θ·, that follows a diffuse prior distribution,
assuming there is no information available a priori; otherwise, we use an informative prior; and 2) the
covariance matrix, Σθ·θ· , with diagonal elements following independent Inverse-Gamma distributions with
parameters (α·,β·) = {(α·,1, β·,1) , . . . , (α·,nr , β·,nr )}. The Inverse-Gamma distribution is the conjugate prior
distribution for the conditional distribution of σ2·r, given all the other parameters. This choice of the prior
distribution simplifies the computation. We can write this level of the hierarchy as
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p (Θ·) ∝
nr∏
r=1
IG (σ2·,r;α·,r, β·,r) , (3.6)
where IG (·;α·,r, β·,r) is an Inverse-Gamma distribution with parameters (α·,r, β·,r). A key aspect of the
hierarchical formulation is the parameterization of Σθ·θ· . The usual noninformative prior distribution for
the variance parameters is of the form p
(
σ2·,r
) ∝ 1/σ2·,r which is an improper prior. A distribution is
called improper when the corresponding probability density function (PDF) is not integrable (Gelman et al.
2003). Such noninformative prior distributions may lead to improper posterior distributions. An improper
posterior is problematic because it is not a valid probability distribution and it is not even possible to
make it a valid probability distribution. Thus, the associated posterior statistics like posterior means and
standard deviations do not exist. Because the marginal posterior distributions are not analytically tractable,
we cannot directly verify the propriety status of the posterior distribution. Furthermore, the Markov chain
constructed by means of the Gibbs algorithm (Gelman et al. 2003) from an improper posterior distribution
does not converge. However, it is not trivial to detect the divergence of the generated chain and even the
generated chain may appear perfectly reasonable. Hobert and Casella (1996) introduced a method to examine
the propriety status of the posterior statistics. However, this method is cumbersome and computationally
expensive. To avoid such issues, we can define proper prior distributions for the unknown model parameters.
One common proper noninformative prior distribution for σ2·,r is p
(
σ2·,r
) ∝ IG (σ2·,r; ζ, ζ), where ζ is set to a
small number. Gelman (2006b) showed that this choice of noninformative prior distribution for the variance
parameters at the group level may substantially affect the posterior statistics and may no longer behave like
a noninformative prior distribution. The EB approach, discussed in the next section, provides a reasonable
mean to define informative proper prior distributions, by estimating the parameters (α·,β·), using the
observed data. The usual noninformative prior distribution for θ·r, however, is a proper uniform distribution,
defined over a wide range and there is no concern on the propriety status of the posterior distribution. Based
on the introduced structure of the hierarchical model, Appendix A derives the mathematical expression for
the correlation between the observed data.
3.2.1 Empirical Bayes approach
As discussed in the previous section, the distribution of θj depends on a set of unknown parameters which
in turn have a joint probability distribution. In pure Bayesian inference, this hierarchy stops at some point,
assuming all the remaining prior parameters are known. Instead, the EB approach uses the observed data to
estimate the the final (or the highest) stage prior (Carlin and Louis 2000). The EB approach uses the same
data being used to estimate the unknown model parameters in usual Bayesian inference. When parametric
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assumptions are made about the final stage prior, the statistical inference is described as parametric empirical
Bayes (PEB) (Maritz and Lwin 1989). In PEB approach, we replace the pairs (α·,β·) in Eq. (3.6) with
their estimates
(
αˆ·, βˆ·
)
, obtained by maximizing the marginal likelihood, L (α·,β·), defined as
L (α·,β·) ∝
ˆ J∏
j=1
L (Θj) p (Θj | Θ·) dΘjp (Θ· | α·,β·) dΘ·, (3.7)
where p (Θ· | α·,β·) is the conditional distribution of Θ·, given the pairs (α·,β·). Once the parameters
(α·,β·) are estimated, we can perform usual Bayesian inference by replacing (α·,β·) with their estimates(
αˆ·, βˆ·
)
in Eq. (3.3).
Standard iterative algorithms can be used to directly maximize L (α·,β·) and obtain the marginal max-
imum likelihood estimates (MMLE),
(
αˆ·, βˆ·
)
. Often, L (α·,β·) is not available in closed-form, making
MMLE computationally challenging. Hence, the EB approach can be implemented using the expectation-
maximization (EM) algorithm (Casella 2001). The EM algorithm involves two main steps which are 1) the
expectation, and 2) the maximization steps.
In the expectation step, we find the conditional expected value of (α·,β·), defined as
L
(
α·,β· | α(m)· ,β(m)·
)
= E
ln
 J∏
j=1
L (Θj) p (Θj | Θ·) p (Θ· | α·,β·)
 | α(m)· ,β(m)·
 , (3.8)
where E (·) is the expected value with respect to f (Θ1, . . . ,ΘJ ,Θ·), in which (α·,β·) =
(
α
(m)
· ,β(m)·
)
. It is
apparent that when we take the expected value with respect to f (Θ1, . . . ,ΘJ ,Θ·), the parameters (α·,β·)
are treated as constants. Thus, the result of the expectation step, L
(
α·,β· | α(m)· ,β(m)·
)
, is only a function
of the parameters (α·,β·).
In the maximization step, we estimate
(
α
(m+1)
· ,β(m+1)·
)
such that the function L
(
α·,β· | α(m)· ,β(m)·
)
is maximized (i.e.,
(
α
(m+1)
· ,β(m+1)·
)
= arg max(α·,β·) L
(
α·,β· | α(m)· ,β(m)·
)
). The estimated parameters(
α
(m+1)
· ,β(m+1)·
)
are then used to update the posterior distribution f (Θ1, . . . ,ΘJ ,Θ·) for the next round
of iteration, with (α·,β·) =
(
α
(m+1)
· ,β(m+1)·
)
.
Rather than actually computing the expectation in the first step, Casella (2001) showed that we can use
the Monte Carlo version of the EM algorithm, which has iterations
(
α
(m+1)
· ,β(m+1)·
)
= arg max
(α·,β·)
1
nsim
nsim∑
q=1
ln
 J∏
j=1
L
(
Θ(q)j
)
p
(
Θ(q)j | Θ(q)·
)
p
(
Θ(q)· | α·,β·
) , (3.9)
where nsim is the number of samples from the posterior distribution; Θ(q)j and Θ
(q)
· are the samples from
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f (Θ1, . . . ,ΘJ ,Θ·), in which (α·,β·) =
(
α
(m)
· ,β(m)·
)
. In the next section, we explain how to draw samples
from f (Θ1, . . . ,ΘJ ,Θ·).
3.2.2 Estimation of the unknown model parameters
Bayesian inference requires evaluating a complex, high dimensional integral to estimate the normalizing
constant, κ, in Eq. (3.3). The Markov Chain Monte Carlo (MCMC) simulation algorithm (Gelman et al.
2003) provides a simple method to draw samples from the posterior distribution f (Θ1, . . . ,ΘJ ,Θ·). The
important challenge in the sampling-based parameter estimation via MCMC is to define an appropriate
sampler such that the samples are accepted with high probability and the Markov chain moves rapidly around
the support of the posterior distribution. Due to the large number of involved unknown parameters, defining
an appropriate sampler that satisfies the desired requirements is not a trivial task. The Gibbs sampling
algorithm (Gelman et al. 2003) is a special case of MCMC which suits well for the hierarchical formulation.
In the Gibbs sampling algorithm, the sampler is the conditional posterior distribution of parameters and
each sample is accepted with probability one. Hence, the Gibbs sampling algorithm hinges on the feasibility
of drawing samples from the conditional posterior distributions. The conditional conjugate priors, used to
develop the hierarchical formulation, allow us to meet the mentioned requirement.
One complete cycle of the Gibbs sampling algorithm involves successive parameter updating according
to their conditional posterior distributions as follows:
Θ(q+1)j ∼ f
(
Θj | Θ(q+1)1 , . . . ,Θ(q+1)j−1 ,Θ(q)j+1, . . . ,Θ(q)J ,Θ(q)·
)
,
Θ(q+1)· ∼ f
(
Θ· | Θ(q+1)1 , . . . ,Θ(q+1)J
)
.
(3.10)
Though there is no consensus on the number of required samples to achieve convergence, different criteria
are discussed in the literature to assure that the generated Markov chain has converged to the posterior
distribution (Gelfand and Smith 1990; Gelman and Rubin 1992; Geyer 1992). The conditional posterior
distributions for the unknown parameters in the Gibbs sampling algorithm are derived as follows:
f (θj | ·) ∝ N
{(
HTj Hj + σ2jΣ−1θ·θ·
)−1 [HTj (Yj − yˆj) + σ2jΣ−1θ·θ·θ·] , σ2j (HTj Hj + σ2jΣ−1θ·θ·)−1} ,
f
(
σ2j | ·
) ∝ IG [(nj2 − 1) , 12 (Yj − yˆj −Hjθj)T (Yj − yˆj −Hjθj)
]
,
f (θ· | ·) ∝ N
(
θ¯·,
1
J
Σθ·θ·
)
,
f
(
σ2·,r | ·
) ∝ IG
(α·,r + J2
)
, β·,r +
1
2
J∑
j=1
(θj,r − θ·,r)2
 ,
(3.11)
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where N (·) is a Normal distribution; Hj ∈ Rnj×nr is the matrix of explanatory functions with entries
[hj,r (x)]; and θ¯· is defined as θ¯· = 1J
∑J
j=1 θj .
To investigate whether the estimated unknown model parameters in different groups are statistically
different, we can perform a Bayesian hypothesis test which is an alternative to the F -test in the frequentist
approach. In the Bayesian hypothesis test, we estimate the Bayes factor, defined as follows:
Bayes factor = P (Data | H0)
P (Data | HA) =
´
L (Θ) p (Θ) dΘ´ ∏J
j=1 L (Θj) p (Θj | Θ·) dΘjp (Θ·) dΘ·
,
where P (Data | H0) is the probability of the observed data under the null hypothesis (i.e., H0 : Θ1 = Θ2 =
· · · = ΘJ = Θ), which is the complete-pooling formulation; and P (Data | HA) is the probability of the
observed data under the alternative hypothesis (i.e., HA : Θ1 6= Θ2 6= · · · 6= ΘJ), which is the hierarchical
formulation.
The Bayes factor is a means to assess the relative plausibility of H0 and HA. The Bayes factor less than
one implies that the degree of belief in H0 is less than that in HA. However, the structure of the hierarchical
formulation is such that it can choose where to stand between the two extreme formulations, no-pooling
and complete-pooling. Indeed, the hierarchical formulation behaves as a partial-pooling formulation which
compromises between the complete- and no-pooling formulations. As the observed data are behaving more
similarly as a single group (i.e., σ2·,r → 0 for all r), the clustering effect becomes less influential and the
estimates of the unknown model parameters in different groups approach those of the complete-pooling.
Instead, when the observed data can be clustered into distinct groups (i.e., σ2·,r →∞ for all r), the estimates
of the unknown model parameters in different groups approach those of the no-pooling.
3.3 Bridge FE Models and Dynamic Analyses
We use the hierarchical formulation to develop probabilistic seismic deformation demand models for RC
bridges, accounting for the effects of FRP-confinement. This section describes the experimental design, used
to select representative RC bridge models, the selection of earthquake ground motions for dynamic analyses,
and the Finite Element (FE) modeling. A three-dimensional model for each bridge configuration is developed,
using the OpenSees platform (Mazzoni et al. 2004). To consider the effects of FRP-confinement and lap-splice
behavior in bond critical regions, we use the Material and DamageModel base classes introduced by Talaat
and Mosalam (2007) into the computational engine of OpenSees. The nonlinear time-history analysis for
each bridge model is performed in OpenSees to generate the required data for developing the probabilistic
deformation demand models.
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3.3.1 Experimental design for bridge models
To efficiently sample from the entire space of design variables for bridge models, we use the Latin hy-
percube, space-filling, sampling technique (Iman 2008). We further use the simulated annealing approach
(Vořechovsky` and Novák 2009) to assure that the statistical correlations of the sampled design variables
match the (prescribed) target correlations. Providing an accurate correlation structure for the design vari-
ables can help sampling realistic combinations of design variables and, thus, bridge models. For example,
when a high-strength FRP composite is used for the confinement of a bridge column, the volumetric ratio
of FRP will be less than when a low-strength FRP composite is used for the same column. This means
the two variables are negatively correlated. Instead, if the sampled design variables show a positive or weak
correlation between the two variables, the bridge models may be unrealistically under- or over-designed.
Table 3.1 summarizes the design variables and their considered range for sampling. Figure 3.1 shows a
schematic representation of a generic single-column bent overpass bridge. We sample 60 sets of design
variables, corresponding to 60 FRP-confined, RC bridge models, and develop FE models for each bridge
model.
Table 3.1: Ranges of the design variables for typical highway bridges with one single-column bent
Design variable Range
Degree of skew, α 0◦ − 60◦
Span length (the shorter one), L1 (m) 18-55
Column height, H (m) 5-11
Column diameter to superstructure depth ratio, Dc/Ds 0.67-1.34
Reinforcement nominal yield strength, fy (MPa) 276-655
Concrete nominal strength, f ′c (MPa) 15-45
FRP composite nominal strength, fFRP (MPa) 150-4450
Tensile modulus of FRP composite, EFRP (GPa) 20-250
Longitudinal reinforcement ratio, ρl (%) 1-4
FRP composite volumetric ratio, ρFRP (%) 0.05-5.5
Additional bridge dead load, wt 10%-75% self-weight
Pile soil stiffness, Ksoil (USGS) A, B, C, and D
Abutment models, Kabut A, B, C, D, E, F , and G
Two-span ratio, L2/L1 1.0-1.5
Lap splice length, ls 15db-50db
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Figure 3.1: Generic configuration of a single-column bent RC bridge
3.3.2 Selection of earthquake ground motions
An important source of uncertainty to predict the seismic demand on a bridge (and engineering systems
in general) is due to earthquake ground motions. It is imperative that the selected ground motions represent
the underlying uncertainty, and provide an even representation of different seismic characteristics such that
not introducing bias into the prediction of the seismic demand. Following Shome (1999), we define four bins
of ground motions according to the moment magnitude of earthquakes, M , and the site-to-source distance,
R. We consider the following four bins:
1) Bin 1 (small M and small R): M = 6, and R = 10 km,
2) Bin 2 (small M and large R): M = 6, and R = 25 km,
3) Bin 3 (large M and small R): M = 7, and R = 10 km,
4) Bin 4 (large M and large R): M = 7, and R = 25 km.
The ground motions in each bin are selected such that the statistics of their response spectra match those
from the ground motion prediction model (Boore and Atkinson 2008). We also define a separate bin (i.e., Bin
5) for near-fault earthquake ground motions for the sites that may experience rupture directivity effects. The
ground motions in Bin 5 show strong velocity pulses of varying periods in their strike-normal components.
Figure 3.2 shows the response spectra of the selected ground motions in the first four bins.
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Figure 3.2: Response spectra of the selected ground motions in Bins 1 through 4 for rock sites (left plots)
and deep soil sites (right plots) along with the corresponding target response spectra predicted by the ground
motion prediction model (Boore and Atkinson 2008)
48
3.3.3 FE models and nonlinear time-history analysis
The superstructure of the considered overpass bridge models is a four-cell box girder 10.97m wide, which
is typical of bridges with single-column bent. The box-girder has a deck, consists of two spans with L1
and L2 being the lengths of the shorter and longer spans, respectively. The ratio Ds/L2 = 0.055 is used
to size the superstructure deck depth, Ds. The composite slab and girders are modeled using linear elastic
beam-column elements with material properties corresponding to cracked reinforced concrete, because the
superstructure is expected to remain elastic under seismic excitations; whereas, other elements, such as
column and abutments, are designed to undergo inelastic deformations.
Seven different seat-type abutments are considered, which are classified into three main categories. The
first category includes a roller support, which may result in the overestimation of the deformation demand
on the bridge column (Mackie and Stojadinović 2003). The second category uses spring and gap elements to
model properties of the abutment structural and soil systems. The abutment models that are used in this
category are the Wilson and Tan (1990) model, the Maroney et al. (1994) model without mass participation,
the Caltrans (2000) model, and the Makris and Zhang (2001) model without mass participation. In order
to have a more realistic model of the abutments, the third category considers the mobilization of the em-
bankment mass in the dynamic analyses. For this last category, the two models developed by Maroney et al.
(1994) and Makris and Zhang (2001) with mass participation are considered. The details on the stiffness
and the participating mass for the abutment models can be found in Mackie and Stojadinović (2003).
The superstructure is supported on a one single-column bent. Three-dimensional, nonlinear beam-column
elements are used to model the circular cross section column. A beam-column element connects each of the
nodes at the geometric centroid of the column cross section. The concrete cross section is fiber-discretized
using 20 uniform-thickness layers along the radial direction within the core concrete and 2 layers within the
cover concrete. Each layer is segmented into 10 circumferential sectors. We use the uniaxial material model
ConcreteBLE (Talaat and Mosalam 2007) to model the behavior of sections with FRP-confinement, and use
the uniaxial material model concrete04 for un-retrofitted sections. To simulate the pile shaft, the column
cross section with the uniaxial material concrete04 has been extended to the subgrade level. The pile shaft
is discretized into twenty nonlinear beam-column elements to accommodate the soil p-y springs (one at each
node). The nonlinear p-y elements represent the lateral stiffness provided by the soil column, acting on the
pile shaft. The behavior of the p-y elements could substantially differ depending on the characteristics of the
soil layers adjacent to the pile shaft. To consider the effects of soil properties on the deformation demand,
four different stiffness are considered for the p-y elements based on the U.S. Geological Survey (USGS) soil
classification. The properties of the p-y elements can be found in Mackie and Stojadinović (2003).
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3.4 Formulation of Probabilistic Seismic Deformation Demand
Models
In this section, we develop probabilistic deformation demand models for RC bridges with FRP-
confinement. For the hierarchical formulation, we first cluster the deformation demands into two groups
according to the site condition. We define two site classes, namely as rock and soil sites. Following the
classification used in Abrahamson and Silva (1997), we define the site classes in categories A and B (i.e.,
generic rock and soft rock) as rock sites. This cluster forms Group 1 in the hierarchical formulation. We also
define the site classes in categories C, D, and E (i.e., generic soil) as deep soil sites. This cluster forms Group
2 in the hierarchical formulation. As the next level of the hierarchy, we cluster the deformation demands in
each of Group 1 and Group 2 into five bins (i.e., Bin 1, ..., Bin 5), according to the ground motion used in
the time-history analysis of the bridge. Following the general form of the predictive models in Eq. (3.1), we
write the deformation demand model as
Dk,j (x,ΘD,k,j) = dˆk,j (x) + γD,k,j (x,θD,k,j) + σD,k,jεD,k,j , j = 1, . . . , 5; k = 1, 2, (3.12)
where Dkj (x,ΘD,k,j) = ln [∆D,k,j (x,ΘD,kj) /H], in which ∆D,k,j (x,ΘD,k,j) is the predicted deformation
demand for Bin j, under Group k; and dˆk,j (x) = ln
[
∆ˆD,k,j (x) /H
]
, in which ∆ˆD,k,j (x) is an existing
deterministic demand model to predict ∆k,j .
3.4.1 Deterministic model
To estimate dˆk,j (x), we need a procedure that provides an adequate, yet simple prediction for the
deformation demand. The static pushover analysis that accounts for the inelastic behavior of the bridge
model is well-suited for this purpose. The basic assumption in the static pushover analysis is that the
response of the bridge can be related to the response of an equivalent single degree-of-freedom (SDOF)
system. This assumption implies that the response of the bridge is controlled by a single mode. We use the
modified capacity-demand-diagram method (Gardoni et al. 2003) for the pushover analysis.
3.4.2 Model correction
As candidate explanatory functions, we select hk,j,1 (x) = 1 to capture the potential constant bias in
the deterministic model, independent from x. To detect any possible under- or over-estimation of the
deterministic model, we select hk,j,2 (x) = dˆk,j (x). We also select the explanatory functions hk,j,3 (x) =
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[
dˆk,j (x)− dˆk,j,y (x)
]
−
and hk,j,4 (x) =
[
dˆk,j (x)− dˆk,j,y (x)
]
+
to represent pre- and the post-yield offsets,
where dˆkj,y (x) is the yield deformation, obtained from the deterministic model;
[
dˆk,j (x)− dˆk,j,y (x)
]
−
=
dˆk,j (x) − dˆk,j,y (x) if dˆk,j (x) ≤ dˆk,j,y (x), and 0 otherwise; likewise,
[
dˆk,j (x)− dˆk,j,y (x)
]
+
= dˆk,j (x) −
dˆk,j,y (x) if dˆk,j (x) ≥ dˆk,j,y (x), and 0 otherwise. The intensity measures for a given ground motion should
contain information about the important characteristics of the ground motion (e.g., amplitude, frequency
content, spectral shape) and be easily predictable. Table 3.2 summarizes candidate ground motion intensity
measures as explanatory functions hk,j,5 (x) to hk,j,20 (x). In the table, T1 is the natural period of the bridge
in the transverse direction; ug (t), u˙g (t), and u¨g (t) denote the ground motion displacement, velocity, and
acceleration at time t, respectively; TD is the duration of the ground motion; TS = t (0.95IA) − t (0.05IA)
is the strong motion duration, defined as the interval between 5% and 95% of the Arias intensity (Trifunac
and Brady 1975); Tp is the predominant period of the ground motion; and ηSa , ηPGA, ηPGV , and ηPGD are
serving as proxies of the spectral shape.
Table 3.2: Candidate explanatory functions of normalized intensity measures
Intensity measure description Normalized formula
Elastic spectral accelerationa, Sa Sag
Elastic spectral velocitya, Sv Sv T1H
Elastic spectral displacementa, Sd SdH
Peak ground acceleration, PGA PGAg =
max|u¨g(t)|
g
Peak ground velocity, PGV PGV T1H = max |u˙g (t)| T1H
Peak ground displacement, PGD PGDH =
max|ug(t)|
H
Cumulative absolute velocity, CAV CAV T1H =
T1
H
´ TD
0 |u¨g (t)| dt
Cumulative absolute displacement, CAD CADH =
´ TD
0 |u˙g(t)|dt
H
Arias intensity, IA IA T1H =
T1
H
pi
2g
´ TD
0 u¨
2
g (t) dt
Velocity intensity, Iv IvH =
1
H
1
u˙g,max
´ TD
0 u˙
2
g (t) dt
Root mean square acceleration, Arms Armsg =
1
g
√
1
TS
´ TS
0 u¨
2
g (t) dt
Predominant period of the ground motion, Tp TpT1 =
2pi(PGV/PGA)
T1
Spectral shape indicator, ηSa ηSa =
lnSa−µlnSa
σlnSa
Spectral shape indicator, ηPGA ηPGA = ln PGA−µln PGAσln PGA
Spectral shape indicator, ηPGV ηPGV = ln PGV−µln PGVσln PGV
Spectral shape indicator, ηPGD ηPGD = ln PGD−µln PGDσln PGD
aAt the first mode period in the transverse direction and with 5% damping.
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3.4.3 Parameter estimation and model selection
We use the deformation demands from time-history analyses of bridge models to calibrate the demand
models and estimate the unknown model parameters. Starting from the complete model (i.e., all 20 candidate
explanatory functions), a model selection process (Gardoni et al. 2002) is performed to develop a parsimonious
form of γD,k,j (x,θD,k,j). The reduced form of γD,k,j (x,θD,k,j), after the elimination of insignificant terms,
for j = 1, . . . , 5 and k = 1, 2, is as follows:
γD,1,1 (x,θD,1,1) = θD,1,1,2dˆ1,1 (x) + θD,1,1,3
[
dˆ1,1 (x)− dˆ1,1,y (x)
]
−
+ θD,1,1,7 ln
(
Sd
H
)
,
γD,1,2 (x,θD,1,2) = θD,1,2,1 + θD,1,2,2dˆ1,2 (x) + θD,1,2,7 ln
(
Sd
H
)
,
γD,1,3 (x,θD,1,3) = θD,1,3,2dˆ1,3 (x) + θD,1,3,3
[
dˆ1,3 (x)− dˆ1,3,y (x)
]
−
+ θD,1,3,7 ln
(
Sd
H
)
,
γD,1,4 (x,θD,1,4) = θD,1,4,1 + θD,1,4,2dˆ1,4 (x) + θD,1,4,5 ln
(
Sa
g
)
+ θD,1,4,7 ln
(
Sd
H
)
,
γD,1,5 (x,θD,1,5) = θD,1,5,1 + θD,1,5,2dˆ1,5 (x) + θD,1,5,7 ln
(
Sd
H
)
.
(3.13)
γD,2,1 (x,θD,2,1) = θD,2,1,1 + θD,2,1,2dˆ2,1 (x) + θD,2,1,7 ln
(
Sd
H
)
,
γ2,2 (x,θD,2,2) = θD,2,2,2dˆ2,2 (x) + θD,2,2,7 ln
(
Sd
H
)
,
γD,2,3 (x,θD,2,3) = θD,2,3,2dˆ2,3 (x) + θD,2,3,4
[
dˆ2,3 (x)− dˆ2,3,y (x)
]
+
+ θD,2,3,7 ln
(
Sd
H
)
,
γD,2,4 (x,θD,2,4) = θD,2,4,2dˆ2,4 (x) + θD,2,4,7 ln
(
Sd
H
)
,
γD,2,5 (x,θD,2,5) = θD,2,5,2dˆ2,5 (x) + θD,2,5,7 ln
(
Sd
H
)
.
(3.14)
Tables 3.3 and 3.4 summarize the posterior statistics of the unknown model parameters. For com-
parisons, Tables 3.3 and 3.4 also provide the estimates of the unknown model parameters, using the two
non-hierarchical formulations (i.e., no-pooling and complete-pooling). In the no-pooling formulation, we use
only the deformation demands in the specific bin to estimate the unknown model parameters; whereas, in
the complete-pooling formulation, we develop a single demand model, using deformation demands for all
bridge models in the database. In both non-hierarchical models, we used the same explanatory functions as
in the corresponding hierarchical model.
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Table 3.3: Posterior statistics of parameters for the deformation demand models, developed for the Bins in
Group 1
Hierarchical No-pooling Complete-pooling
Standard Standard Standard
Parameter Mean deviation Mean deviation Mean deviation
Bin 1
θ1,1,2 −0.86 0.081 −1.10 0.254 −1.25 0.067
θ1,1,3 −0.78 0.108 −0.77 0.141 −0.34 0.032
θ1,1,7 1.08 0.070 1.30 0.216 1.33 0.061
σ1,1 0.74 0.063 0.74 0.063 0.69 0.018
Bin 2
θ1,2,1 −3.09 0.503 −4.29 0.550 −1.31 0.127
θ1,2,2 −1.25 0.080 −1.28 0.149 −1.48 0.064
θ1,2,7 0.82 0.082 0.69 0.159 1.24 0.064
σ1,2 0.64 0.057 0.63 0.054 0.69 0.018
Bin 3
θ1,3,2 −0.87 0.081 −1.10 0.271 −1.25 0.067
θ1,3,3 −0.82 0.104 −0.81 0.128 −0.34 0.032
θ1,3,7 1.05 0.073 1.26 0.243 1.33 0.061
σ1,3 0.73 0.061 0.73 0.062 0.69 0.018
Bin 4
θ1,4,1 −2.69 0.424 −3.14 0.613 −2.22 0.141
θ1,4,2 −1.30 0.083 −1.55 0.223 −1.42 0.059
θ1,4,5 0.50 0.104 0.66 0.143 0.47 0.040
θ1,4,7 0.74 0.085 0.88 0.256 0.93 0.065
σ1,4 0.65 0.057 0.65 0.055 0.64 0.017
Bin 5
θ1,5,1 −2.02 0.356 −2.87 0.621 −1.31 0.128
θ1,5,2 −1.30 0.084 −1.47 0.287 −1.48 0.063
θ1,5,7 0.78 0.086 0.77 0.330 1.24 0.076
σ1,5 0.92 0.078 0.91 0.078 0.69 0.018
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Table 3.4: Posterior statistics of parameters for the deformation demand models, developed for the Bins in
Group 2
Hierarchical No-pooling Complete-pooling
Standard Standard Standard
Parameter Mean deviation Mean deviation Mean deviation
Bin 1
θ2,1,1 −1.36 0.216 −1.30 0.271 −1.31 0.128
θ2,1,2 −1.04 0.063 −0.96 0.088 −1.48 0.064
θ2,1,7 0.85 0.068 0.79 0.087 1.24 0.064
σ2,1 0.35 0.029 0.35 0.030 0.69 0.018
Bin 2
θ2,2,2 −1.11 0.060 −1.04 0.119 −1.48 0.068
θ2,2,7 1.14 0.056 1.08 0.111 1.46 0.064
σ2,2 0.45 0.038 0.45 0.038 0.74 0.019
Bin 3
θ2,3,2 −1.00 0.063 −0.89 0.145 −1.45 0.069
θ2,3,4 −0.40 0.080 −0.42 0.089 −0.22 0.083
θ2,3,7 1.05 0.061 0.93 0.138 1.43 0.065
σ2,3 0.36 0.031 0.36 0.031 0.74 0.019
Bin 4
θ2,4,2 −1.10 0.062 −1.02 0.128 −1.48 0.068
θ2,4,7 1.15 0.058 1.07 0.121 1.46 0.064
σ2,4 0.39 0.033 0.40 0.034 0.74 0.019
Bin 5
θ2,5,2 −1.12 0.060 −1.08 0.256 −1.48 0.068
θ2,5,7 1.14 0.058 1.10 0.251 1.46 0.064
σ2,5 0.47 0.040 0.47 0.040 0.74 0.019
From the obtained results for the hierarchical and no-pooling models, we can observe that the estimates
of σD,k,j for the bins in Group 1 are larger than their counterparts in Group 2. This observation implies
that the models developed for the bins in Group 1 should be subject to future improvements. For instance,
we may need to define more informative explanatory functions such that reduce the unexplained variations
captured by σD,k,j . We also observe that the estimates of σD,k,j for Bin 5 in both groups are larger than
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other models in the same group. This observation suggests the need for explanatory functions that provide
specific information about directivity effects and plus-like characteristics of ground motions in Bin 5 and
their impact on the deformation demand of bridges.
From the results in Tables 3.3 and 3.4, we can observe that the estimates of the unknown model parameters
based on the hierarchical and no-pooling formulations are comparable. However, the uncertainty in the
estimate of θD,k,j based on the two formulations are different. This observation follows from the fact that
the hyperparameters in the hierarchical formulation are updated in the Gibbs algorithm with the information
from the other bins through the shared distributions. The structure of the hierarchical formulation allows
borrowing information from other bins to provide informative hyperpriors on the model parameters, which
in turn reduces the uncertainties in the estimate of model parameters. Also, the hierarchical formulation
has the appeal of fitting different levels together and takes into account the uncertainties in the estimates of
hyperparameters. The advantages of the hierarchical formulation with respect to the no-pooling formulation
become clearer when the size of the data to develop the demand model for each bin is small, compared to the
number of unknown parameters to be estimated. At the other extreme, in the complete-pooling formulation,
the estimates of the unknown model parameters for a given set of explanatory functions are the same for
different bins and groups; thus, we cannot further explore the effects of clustering factors. We also observe
that the uncertainty in the estimates of unknown model parameters is less than those of hierarchical and
no-pooling. This is because of 1) using more data for the model calibration (i.e., using deformation demands
for all generated bridge models to calibrate a single deformation demand model), and 2) not accounting for
the statistical dependence of deformation demands, which spuriously increases the information content of
the observed data used for the model calibration.
Figures 3.3 and 3.4 compare the computed and predicted drift demands, both the deterministic and
median probabilistic (εD,k,j = 0), developed for each of the 5 bins in Group 1 and Group 2. The dotted lines
in the right plots delimit the region within one standard deviation from the predicted median. For a perfect
model, the blue dots would line up along the 1:1 solid line. The visual inspection of the plots shows the bias
in the predictions of the deterministic models and that the proposed probabilistic models are unbiased and
capture the model uncertainty.
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Figure 3.3: Comparison between the computed (FEMs) and predicted drift demands, based on deterministic
(left plots) and probabilistic (right plots) models, for the bins in Group 1
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Figure 3.4: Comparison between the computed (FEMs) and predicted drift demands, based on deterministic
(left plots) and probabilistic (right plots) models, for the bins in Group 2
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3.5 Seismic Fragility Functions and Annual Failure Probability
for RC Bridges
In the structural reliability theory, the seismic fragility is defined as the conditional probability of attaining
or exceeding a damage state for a given level of ground motion intensity measures (Gardoni et al. 2002,
2003). To incorporate the epistemic uncertainty in Θk,j in the fragility estimate, we write the predictive
fragility function (Gardoni et al. 2002) as follows:
F˜ (Sa) =
ˆ
F (Sa,ΘD,k,j) f (ΘD,k,j) dΘD,k,j , (3.15)
where F˜ (Sa) is the predictive fragility function; F (Sa,Θk,j) is the fragility function for a given Θk,j ;
and f (Θk,j) is the posterior distribution of Θk,j . The obtained fragility functions can be used to find the
unconditional annual failure probability of a particular bridge at a given location. Using the total probability
rule (Ang and Tang 2007), we can write the unconditional annual failure probability as
P (Failure) =
ˆ 5∑
i=1
P (Failure | Bin i, s)P (Bin i, s) ds, (3.16)
where P (Failure | Bin i, s) = F˜i (Sa = s) is the predictive fragility function, developed for Bin i; and
P (Bin i, s) is the joint probability that a given ground motion belongs to Bin i and has intensity s ≤
Sa < s+ ds . We can write P (Bin i, s) in Eq. (3.16) as the product of a conditional and a marginal proba-
bility distribution. Depending on the conditioning event, we can write one of the following two expressions
for the annual failure probability:
P (Failure) =
5∑
i=1
ˆ
F˜i (s) f (s | Bin i) dsP (Bin i) , (3.17)
or
P (Failure) =
ˆ 5∑
i=1
F˜i (s)P (Bin i | s) f (s) ds, (3.18)
where P (Bin i | s) is the contribution of Bin i to a given hazard intensity Sa = s, obtains from the hazard
disaggregation (Kramer 1996); f (s) is the PDF of Sa, obtains from the hazard curve; f (s | Bin i) is the
conditional PDF of Sa, given thatM and R are in the range for Bin i ; and P (Bin i) is the overall contribution
of Bin i to the hazard, obtains as follows:
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P (Bin i) =
ˆ
ΩMi
ˆ
ΩRi
fM,R (m, r) dmdr, (3.19)
where ΩMi and ΩRi are the range of M and R for Bin i, and fM,R (m, r) is the joint PDF of M and R.
We can generally assume that M and R are statistically independent (Kramer 1996); thus, we can write
fM,R (m, r) = fM (m) fR (r). We can obtain fM (m) and fR (r) from the standard procedure for the seismic
hazard analysis (Kramer 1996).
Following Kumar and Gardoni (2013a), we use Eq. (3.18) to derive a closed-form expression for
P (Failure). We first develop a Weighted Closed-Form (WCF) fragility function, F˜WCF (Sa), which is a
weighted average of fragility functions
{
F˜i (Sa) , i = 1, . . . , 5
}
. According to Eq. (3.18), each fragility func-
tion is weighted by P (Bin i | s). The WCF fragility function has the following form:
F˜WCF (Sa) = Φ
[
θF˜ ,1 + θF˜ ,2 ln (Sa)
σF˜
]
, (3.20)
where ΘF˜ =
(
θF˜ ,1, θF˜ ,2, σF˜
)
are the unknown model parameters, which are estimated by minimizing the
sum of squared residuals as follows:
ΘˆF˜ = arg minΘF˜
nj∑
j=1
r2j (ΘF˜ ) , (3.21)
where the summation is over nj values of Sa; rj (ΘF˜ ) =
∑5
i=1 F˜i (sj)P (Bin i | sj)−F˜WCF (sj) is the residual
at Sa = sj . We select the nj values of Sa according to f (Sa) because it determines the most relevant domain
of the fragility function to compute P (Failure).
The next step is to develop a closed-form expression for f (Sa). We use the second-order logarithmic
formulation (SOLF) of the hazard curve, developed by Kumar and Gardoni (2013a). We can write SOLF as
ln [P (Sa > s)] = θh,1 + θh,2
[
ln
(
s
Sa,min
)]
, s > Sa,min, (3.22)
where θh,1 < 0 and θh,2 < 0 are the unknown model parameters that need be estimated, and Sa,min is a
regional constant. Following Kumar and Gardoni (2013a), we use the expressions in Eqs. (3.20) and (3.22)
to derive the closed-form solution for P (Failure) as
P (Failure) ≈
θˆF˜ ,2 exp
(
θˆh,1
)
√
θˆ2
F˜ ,2 − 2θˆh,2σˆ2F˜
exp
 θˆh,2 [ln (ψ)]2θˆ2
F˜ ,2 − 2θˆh,2σˆ2F˜
 (3.23)
where ψ = exp
[
−θˆF˜ ,1 − θˆF˜ ,2 ln (Sa,min)
]
; θˆF˜ ,1, θˆF˜ ,2, and σˆF˜ are the point estimates of the unknown model
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parameters (e.g., the mean values.)
3.6 Seismic Fragility Estimates for FRP-confined RC Bridges
In this section, we illustrate how to estimate the predictive fragility functions and the unconditional annual
failure probabilities for example bridges. Using Eq. (3.15), we estimate the predictive fragility functions for
three example bridges as a function of spectral acceleration, Sa, before and after FRP-confinement of the
bridge column. Figures 3.5-3.7 show the estimate of fragility functions based on the hierarchical deformation
demand models for Group 2 and two deformation capacity models, developed in Chapter 2. In addition, to
assess the influence of clustering and statistical dependence of observations on the fragility estimates, two sets
of fragility functions based on the two non-hierarchical formulations are also shown in Figures 3.8-3.10 and
Figures 3.11-3.13. Specifically, Figures 3.8-3.10 show the predictive fragility functions for the three example
bridges using the no-pooling probabilistic demand models. Likewise, Figures 3.11-3.13 show the predictive
fragility functions using the complete-pooling probabilistic demand models. The fragility functions for the
as-built bridges are developed using the demand models in Eq. (3.12) for Group 2 and the capacity models in
Chapter 2 with tFRP = 0. The columns of Bridge 1 and 2 (modeled after Seible et al. 1997 and Chang et al.
2002) represent non-seismically designed columns with a lap-splice at the column base, whereas the column
of Bridge 3 (modeled after Naito 2000) represents a seismically designed column with no lap-splice. The
columns in Seible et al. (1997) and Chang et al. (2002) are down scaled (to 40% of the actual bridge column
size) for the experiment. However, to assess the performance of the full-scale columns, the dimensions are
scaled up such that the estimate of fragility functions for the full-scale columns match those for 40% scaled
columns, developed in Chapter 2. Table 3.5 summarizes the geometry and the material properties of the
three full-scale bridge models and, when appropriate, the statistical information to account for the inherent
randomness.
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Table 3.5: Design variables for the example bridges
Variables
Mean of the random variable or a point estimate
Distribution COV (%)
Bridge 1 Bridge 2 Bridge 3
α (◦) 0 0 0 - -
L1 (mm) 38000 32500 21500 Lognormal 1
H (mm) 9145 8125 9140 Lognormal 1
Dc (mm) 1525 1900 1520 Lognormal 2
fy (MPa) 303.2 425.2 475 Lognormal 5
fyh (MPa) 303.2 426.2 493 Lognormal 5
f ′c (MPa) 34.5 20 35.8 Lognormal 10
fFRP (MPa) 1302 3465 1302 Lognormal 15
EFRP (MPa) 124000 231000 124000 Lognormal 15
ρl (%) 2.52 1.8 1.99 - -
ρFRP (%) 3.34 0.44 0.53 - -
wt 45% self-weight 45% self-weight 45% self-weight Normal 25
Ksoil (USGS) C (USGS) C (USGS) C - -
Kabut C C C - -
L2/L1 1.4 1.4 - - -
ls/db 20 40 - - -
Figure 3.5 shows the estimate of fragility functions for Bridge 1, for the five bins in Group 2. The
fragilities are developed using the demand models based on the hierarchical formulation. The left plots
show the component fragility functions for each mode of failure and the right plots show the system fragility
functions, considering failure in either modes of flexure or bond. The thin lines correspond to the as-
built condition (i.e., before FRP-confinement of the bridge column) and the thick lines correspond to the
retrofitted condition (after FRP-confinement of the bridge column). The shaded areas in left plots show the
extrapolation regions, where Sa is outside the range used to calibrate the demand models. The right plots
show the confidence band due to the epistemic uncertainties in the estimates of model parameters (Gardoni
et al. 2002).
The left plots in Figure 3.5 illustrate that the bond failure mode controls the failure of the as-built
bridge. Because the FRP-confinement of the column does not change the natural period of the bridge, we
can safely compare the fragility functions for the as-built and retrofitted bridges at any given Sa (T1). We can
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observe that the confinement of the bridge column significantly reduces the component fragility estimates
for each mode of failure as well as the system fragility estimates. In particular, the FRP-confinement is more
effective to reduce the fragility of the bond failure mode than of the flexural failure. Specifically, considering
the retrofitted bridge, the flexural fragility estimate is higher than the bond fragility estimate for small
values of Sa; however, because of smaller model error of the bond capacity, the bond fragility estimate still
controls for the larger values of Sa. These observations are consistent with the results of the experiment in
Seible et al. (1997), who reported that though the FRP-confinement improved the overall performance of the
column and reduced the vulnerability, both the as-built and retrofitted columns experienced bond failure.
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Figure 3.5: Fragility estimates of example Bridge 1, before and after retrofit, using hierarchical formulation
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Figure 3.6 shows the results for Bridge 2. The results are similar to those already explained for Bridge
1. However, the flexural and bond fragility estimates for the retrofitted bridge are now closer. This is
consistent with the observations from the experiment in Chang et al. (2002), who reported that though the
as-built column failed in bond, the retrofitted column failed in flexure. Finally, Figure 3.7 shows the fragility
estimates for Bridge 3. Since the column of this bridge does not have a lap-splice, only the fragility estimates
for the flexural failure mode are provided.
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Figure 3.6: Fragility estimates of example Bridge 2, before and after retrofit, using hierarchical formulation
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Figure 3.7: Fragility estimates of example Bridge 3, before and after retrofit, using hierarchical formulation
Similarly, the left plots in Figures 3.8-3.10 show, for the three example bridges, the predictive component
fragility functions for each mode of failure and the right plots show the system fragility functions, considering
failure in either modes of flexure or bond. The fragility functions are developed using the demand mod-
els based on the no-pooling formulation. Comparing the fragility estimates in Figures 3.8-3.10 with their
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counterparts in Figures 3.5-3.7, we can observe that the differences are more in the left tail of the fragility
estimates. Also, milder discrepancies can be observed in the confidence bands of the fragility estimates in the
two sets of figures. The confidence bands of the fragility estimates in Figures 3.8-3.10 are tighter than those
in Figures 3.5-3.7. These discrepancies are because of the differences in the statistical uncertainty in the
estimates of the model parameters, captured by their standard deviations. This is because the hierarchical
formulation accounts for the statistical dependence of observations and uses informative priors to estimate
the unknown model parameters.
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Figure 3.8: Fragility estimates of example Bridge 1, before and after retrofit, using no-pooling formulation
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Figure 3.9: Fragility estimates of example Bridge 2, before and after retrofit, using no-pooling formulation
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Figure 3.10: Fragility estimates of example Bridge 3, before and after retrofit, using no-pooling formulation
Likewise, Figures 3.11-3.13 show the fragility functions of the three example bridges using the demand
models based on the complete-pooling formulation. The significant differences between these fragility func-
tions and their counterparts in Figures 3.5-3.7 demonstrate the influence of clustering effect and statistical
dependence of observations in estimating the unknown model parameters. The wider confidence bands of the
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right plots in Figures 3.5-3.6 and the plots in Figure 3.7 with respect to their corresponding plots in Figures
3.11-3.13 show that consideration of statistical dependence among observations increases the uncertainty
in fragility estimates and reduces the information content of the data. Thus, by neglecting the statistical
dependence of the observed data we may significantly underestimate the statistical uncertainty and obtain
an unrealistically tight bands on fragility estimates.
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Figure 3.11: Fragility estimates of example Bridge 1, before and after retrofit, using complete-pooling for-
mulation
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Figure 3.12: Fragility estimates of example Bridge 2, before and after retrofit, using complete-pooling for-
mulation
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Figure 3.13: Fragility estimates of example Bridge 3, before and after retrofit, using complete-pooling for-
mulation
Using Eqs. (3.17), (3.18), and (3.23), we estimate the unconditional annual failure probability of example
Bridge 1, both in its as-built and retrofitted conditions. For this purpose, we consider a hypothetical site
characterized by three seismic sources (one area source and two fault sources as shown in Figure 3.14(a).)
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The seismic sources can produce magnitudes in the range M = 4 to M = 7. This range of magnitudes and
the range of distances can produce ground motions in Bins 1-5. The mean seismicity rates (mean number
of earthquakes of M ≥ 4 per year) are 0.5 for the Area Source, 0.3 for Fault 1, and 0.1 for Fault 2. For the
given seismological information, we can obtain f (Sa | Bin i) for each bin as well as the PDF of the total
hazard, f (Sa). Figure 3.14(b) shows the bin-specific hazard curves along with the total hazard curve of
the hypothetical site. The bin-specific hazard curves are used to compute the weights in rj
(
Θ
F˜
)
. The
estimates of unknown model parameters in Eq. (3.20) for the as-built and retrofitted bridges, respectively,
are θˆF˜ ,1 = 0.735, θˆF˜ ,2 = 0.629, and σˆF˜ = 0.332; and θˆF˜ ,1 = 0.673, θˆF˜ ,2 = −0.525, and σˆF˜ = 0.329. Figure
3.5(f) shows the estimated WCF fragility functions for both the as-built and retrofitted bridges.
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Figure 3.14: Seismic characteristic of the hypothetical site including (a) the top view of the site, (b) the
hazard curves, (c) total hazard curve along with the the SOLF estimation, and (d) the hazard disaggregation
at Sa = 0.2g
The next step is to develop the SOLF estimation. The estimate of the unknown model parameters in
Eq. (3.22) are θˆh,1 = −0.207, θˆh,2 = −0.487, and Sa,min = 0.01. The Figure 3.14(c) shows that the hazard
curve obtained from the SOLF is in close agreement with the reference hazard curve, obtained numerically.
Figure 3.14(d) shows a generic seismic hazard disaggregation at Sa = 0.2g, from which we can obtain
P (Bin i | Sa = 0.2g). Table 3.6 summarizes the estimated annual failure probability, using the numerical
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solution of Eq. (3.17) or (3.18) (they give identical results) and the closed-form solution in Eq. (3.23).
The obtained results show that the closed-form solution can estimate the annual failure probability with
an acceptable accuracy and can be used to provide a simple, yet accurate estimate of the annual failure
probability of similar bridges.
Table 3.6: Annual failure probability of example Bridge 1
Method as-built retrofitted
Numerical solution based on Eq. (3.17) or (3.18) 2.6× 10−3 8.49× 10−6
Closed-form solution 2.4× 10−3 7.74× 10−6
3.7 Conclusions
For developing probabilistic predictive models, this chapter presented a hierarchical formulation that
enables modeling the effects of statistical dependence among the observed data. In the context of Bayesian
hierarchical inference, the statistical dependence is modeled by assigning a joint probability distribution to
the unknown parameters of the predictive models, whose parameters are in turn modeled by a probability
distribution. This construction is recursive up to the highest level of the hierarchy. The empirical Bayes
approach is presented to construct informative prior distributions by estimating the prior parameters using
the observed data. The Gibbs sampling algorithm is then used to estimate the unknown model parameters.
The proposed hierarchical formulation is used to develop probabilistic seismic deformation demand models for
reinforced concrete (RC) bridges, considering the confinement effects of bridge columns with Fiber Reinforced
Polymer (FRP) composites (i.e., a retrofit measure). In the hierarchical formulation, the demand models
at the top level are clustered into two groups, based on the soil type of the bridge foundation. Next,
each group clustered into five sub-groups (bins), based on the magnitude and site-to-source distance of the
earthquake ground motion induced the recorded deformation demand. The probabilistic demand models
are developed by adding a correction term to a commonly used deterministic model. The correction term
consists of explanatory functions that account for the bias in the deterministic model and provide insights
about the underlying dynamics such as ground motion characteristics that affect the response of a bridge.
The statistics of the unknown model parameters based on the hierarchical formulation are compared with
those from two conventional non-hierarchical formulations. The no-pooling formulation develops separate
demand models for each bin and uses the data in the particular bin to estimate the corresponding unknown
model parameters. For the given size of the observed data in each bin, the no-pooling formulation provides
comparable estimates to those of hierarchical formulation but with higher uncertainties in the estimates
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of the unknown model parameters. This is because the hierarchical formulation provides informative prior
distributions by allowing the flow of information across the bins. The other non-hierarchical formulation is
the complete-pooling that develops a single model for different bins. The estimates of this formulation are
different from those of the hierarchical formulation. In complete-pooling formulation, the assumption that
the observed data are statistically independent unrealistically increases the information content of the data
and thus, reduces the uncertainties in the estimates of the unknown model parameters.
To objectively evaluate the effects of FRP-confinement on the seismic performance of RC bridges, we
used the developed demand models with the capacity models developed earlier to formulate the seismic
fragility functions. Furthermore, a closed-form expression is developed for the annual failure probability of
RC bridges, accounting for the effects of FRP-confinement. To illustrate, the chapter developed fragility
functions for three example bridges and provided the estimate of annual failure probability for one of the
example bridges. The columns of two bridges are representative of non-seismic designs and have lap-splices
at the column base. The other example bridge has a seismically designed column and does not have a
lap-splice. For the considered FRP specifications, the results indicate that the FRP-confinement of the
bridge column considerably reduces the fragility for the bond failure mode and it is beneficial but to a lesser
degree for the flexural failure. The system fragility functions are also developed that consider failure in
either flexural or bond modes. The results clearly show the reduction in the fragility function and, thus,
the failure probability, due to the FRP-confinement. To further explore the influence of clustering effects
and the statistical uncertainties in the fragility estimates, the chapter compared the fragility estimates based
on the hierarchical formulation with those based on the two non-hierarchical formulations. The obtained
results show that the clustering effects and the statistical dependence of the observed data are significant
and should be accounted for in the analysis. The obtained results also show that the closed-form expression
provides reasonable estimates for the annual failure probability.
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Chapter 4
Nonlinear Random Vibration
Analysis: A Bayesian Nonparametric
Approach
Random vibration analysis aims to estimate the response statistics of dynamical systems subject to
stochastic excitations. Stochastic differential equations (SDEs) that govern the response of general nonlinear
systems are often complex and their analytical solutions are scarce. Thus, a range of approximate methods
and simulation techniques have been developed to simplify the governing SDEs and estimate various response
statistics. This chapter develops a hybrid approach in which the SDE that governs the response of a
nonlinear system is simplified using data from a limited number of response simulations and information
available a priori. The main idea is to reformulate the random vibration problem as a system identification
problem in which the objective is to identify a set of surrogate linear systems from the simulated responses
of the original nonlinear system. The proposed approach can also incorporate the information available
a priori about the surrogate linear systems. Due to the finite number of response simulations, there is
epistemic uncertainty in the estimates of both the number and parameters of the surrogate linear systems.
To identify the surrogate linear systems, while accounting for the prevalent sources of uncertainty, this
chapter proposes a Bayesian nonparametric approach, called a Dirichlet Process Mixture Model. In the
proposed approach, the Dirichlet stochastic process is employed to define a probability distribution over an
infinite dimensional parameter space (i.e., infinite number of potential surrogate linear systems) and allow the
number of surrogate linear systems to grow indefinitely as the observed dynamics of the nonlinear system
unveil new patterns. The chapter also shows that under some mild conditions the posterior distribution
of the unknown model parameters concentrates as close as desired to the respective true, but unknown,
probability distribution. This implies that the proposed DPMM can guarantee the accuracy of predictions of
various response statistics. Because the posterior distribution of the unknown model parameters in Bayesian
inference is often analytically intractable, a Gibbs sampling algorithm is presented to sample from the
posterior distribution. Variational Bayesian inference is also introduced to derive approximate closed-form
expressions for the posterior distribution. The uncertainty from the system identification, captured by the
posterior distribution, is then propagated into the estimates of various response statistics, including response
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probability distribution, mean out-crossing rate, and first-passage probability. The chapter illustrates the
proposed approach through two numerical examples, including a nonlinear elastic and a nonlinear hysteretic
system.
4.1 Introduction
Random vibration analysis aims to estimate the response statistics of dynamical systems subject to
stochastic excitations, such as earthquake, wind, blast load, or eﬄux of a jet engine (Lin, 1967; Lin and
Cai, 1995). The response of (nonlinear) dynamical systems subject to stochastic excitations is governed
by (nonlinear) stochastic differential equations. The associated Fokker-Planck equation (also known as the
Kolmogorov forward equation) governs the evolution of the response probability density function (PDF)
over time (Lutes and Sarkani 2004; Lin and Cai 1995). The response PDF can be used to evaluate the
reliability of the system and to estimate various response statistics such as out-crossing rates. The exact
solutions of the Fokker-Planck equation for nonlinear random vibration problems have been found only for a
few special cases of nonlinear systems and/or stochastic excitations. To address the restriction of the exact
solutions, a range of approximate methods have been developed. Among the most popular ones are the
Equivalent Linearization Method (ELM) (Caughey 1963; Atalik and Utku 1976; Roberts and Spanos 2003),
the moment or cumulant closure method (Crandall 1980; Wu and Lin 1984), and the stochastic averaging
method (Roberts and Spanos 1986). Specifically, ELM has gained more recognition because of its simplicity
and adaptability to general multi-degree-of-freedom (MDOF) systems.
The basic idea of ELM is to define an equivalent linear system such that a discrepancy measure between
the original nonlinear and equivalent linear systems (i.e., their governing stochastic differential equations)
is minimized. In the conventional ELM, the discrepancy measure is defined as the mean-squared difference
between the two systems (Caughey 1963). The mean-squared discrepancy measure can generally lead to
reasonable estimates of the response second-order moments; however, the extreme response statistics and
the tail of the response probability distribution, which are of importance for the reliability analysis, tend to be
significantly inaccurate (Lin et al. 1986; Polidori and Beck 1996; Koo et al. 2005; Fujimura and Der Kiureghian
2007). Alternatively, Fujimura and Der Kiureghian (2007) proposed a Tail-Equivalent Linearization Method
(TELM) to more accurately capture the tail of the response probability distribution. The basic idea of TELM
is to first reformulate the random vibration problem as a time-invariant reliability problem and then employ
the First-Order Reliability Method (FORM) (Ditlevsen and Madsen 1996; Gardoni 2017b) to approximate the
response tail probability, for a given response threshold. The information from the FORM approximation is
then used to identify an equivalent linear system. To completely capture the tail of the response probability
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distribution, one needs to repeat the FORM analysis for a series of response thresholds. The improved
approximation of the response probability distribution in TELM is associated with increased computational
cost, compared to that of the conventional ELM. The main computational challenge is to calculate the
response gradient for the repeated FORM analyses. Furthermore, the accuracy of TELM hinges on the
accuracy of FORM to approximate the response tail probability. Because FORM does not provide a measure
of approximation error, it is not generally possible to know the accuracy of TELM in advance (Fujimura and
Der Kiureghian 2007; Broccardo et al. 2017). Recently, Wang and Song (2017) developed an alternative ELM
based on a Gaussian Mixture model, called GM-ELM. In GM-ELM, the response probability distribution of
a nonlinear system is approximated by a mixture of Gaussian distributions, where each Gaussian distribution
is the response probability distribution of a linear single-degree-of-freedom (SDOF) system. The variance
of each Gaussian distribution is related to the parameters of a linear SDOF (i.e., mass, damping ratio, and
stiffness). In general, GM-ELM is capable of providing an accurate estimate of the response probability
distribution with reasonable computational cost. In GM-ELM, the number of linear SDOF systems needs to
be specified in advance. Though it may be possible to optimize the number of linear SDOF systems, the issue
of under- or over-fitting the observed data remains a concern. Furthermore, there is statistical uncertainty
in the estimate of both the number and parameters of linear SDOF systems due to finite observed data.
In addition, the identified linear SDOF systems in GM-ELM are not unique, because it is not possible to
estimate all the three unknown parameters of each linear SDOF system only based on the knowledge of the
response variance (Wang and Song 2017).
In this chapter, we propose an equivalent linearization method that simplifies the governing stochastic
differential equation of nonlinear systems, using the observed dynamics of nonlinear systems from a limited
number of response simulations and the information available a priori. The main idea is to reformulate
the random vibration problem as a system identification problem in which the objective is to identify a set
of surrogate linear systems from the simulated responses of the original nonlinear system. The proposed
approach can also incorporate the information available a priori about the surrogate linear systems. To
identify the surrogate linear systems, while accounting for the relevant sources of uncertainty, we propose
a Bayesian nonparametric approach, called a Dirichlet Process Mixture Model (DPMM) (Rasmussen 2000;
Hjort et al. 2010). In the proposed approach, the Dirichlet stochastic process defines a probability distribu-
tion over an infinite dimensional parameter space (i.e., infinite number of potential surrogate linear systems)
and allows the number of surrogate linear systems to grow indefinitely as the observed dynamics of the
nonlinear system unveil new patterns. By using a model with an unbounded complexity, under-fitting is
avoided, while Bayesian inference avoids the over-fitting by striking a balance between the model complexity
and available data through the posterior distribution of the unknown model parameters. We also provide
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mathematical discussions about the consistency property of the posterior distribution that shows how the
proposed approach can result in a posterior distribution that concentrates as close as desired to the respec-
tive true, but unknown, probability distribution. This implies that the proposed DPMM can guarantee the
accuracy of predictions of various response statistics. Furthermore, to avoid the identifiability problem, for
each linear surrogate system we consider the joint probability distribution of a vector-valued response (e.g.,
displacement, velocity, and acceleration in the case of second-order linear systems). Because the posterior
distribution is often analytically intractable, we present a Gibbs sampling algorithm to draw samples from
the posterior distribution. For the cases in which simulation methods might be slow to achieve the desired
accuracy, we introduce the Variational Bayesian inference (Blei and Jordan 2006), which can analytically
approximate the posterior distribution. We propagate the quantified uncertainty from the system identifica-
tion into the estimates of response statistics such as the response probability distribution, mean out-crossing
rate, and reliability.
The rest of the chapter is organized into five sections. Section 4.2 defines the scope of the problem
that this chapter addresses. Section 4.3 presents the proposed Dirichlet process mixture model. Section 4.4
discusses the Variational Bayesian inference. Section 4.5 illustrates the random vibration analysis. Section
4.6 presents two numerical examples. Finally, the last section summarizes the chapter and draws some
conclusions.
4.2 Problem Definition
To explain the nonlinear random vibration problem, we consider a class of nonlinear systems governed
by the following stochastic differential equation:
X¨ (t) + h1
[
X (t) , X˙ (t)
]
+ h2 [X (t)] = F (t) , (4.1)
where X¨ (t) and X˙ (t) are the time derivatives of the system displacement, X (t); h1
[
X (t) , X˙ (t)
]
is the
nonlinear damping; h2 [X (t)] is the nonlinear stiffness; and F (t) is a stochastic excitation. Let Y (t) =(
X (t) , X˙ (t)
)T and F (t) be a standard Gaussian white-noise. We can rewrite Eq. (4.1) as
dY (t) = m [Y (t)] dt+ σdB (t) , (4.2)
where m [Y (t)] = (Y2 (t) ,−h1 [Y1 (t) , Y2 (t)]− h2 [Y1 (t)])T is called the drift coefficient; σ = (0, 1)T is called
the diffusion coefficient; and B (t) is a standard Wiener process. The solution of Eq. (4.2) for Y (t) is a
Markov process, which is completely characterized by its transition PDF, f (y, t | y0), where Y (0) = y0 is
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the initial state of the system at time t = 0. The transition PDF satisfies the Fokker-Planck equation as
follows (Lin and Cai 1995; Grigoriu 2013):
∂f (y, t | y0)
∂t
= −
2∑
i=1
∂ [mi (y) f (y, t | y0)]
∂yi
+ 12
2∑
i=1
2∑
j=1
∂2
[(
σσT
)
i,j
f (y, t | y0)
]
∂yi∂yj
, (4.3)
under the initial condition given by the PDF of Y (0) (e.g., limt→0 f (y, t | y0) = δ (y− y0) for a deterministic
initial condition) and some boundary conditions (Grigoriu 2013). The stationary solution obtains by setting
∂f (y, t | y0) /∂t = 0 in Eq. (4.3). The exact solutions of Eq. (4.3) have been found only for a few special
cases of h1 (·) and h2 (·). Even the numerical solution of the Fokker-Planck equation (e.g., based on finite
element methods) for general nonlinear systems can become computationally prohibitive (Pichler et al.
2013). Instead, the focus of various equivalent linearization methods is to linearize the governing nonlinear
stochastic differentiation equation (e.g., write m2 [Y (t)]≈ θTLY (t) in Eq. (4.2), where θL is the vector of
model parameters) such that the equivalent linear system can approximate Y (t) in some statistical sense.
The method proposed in this chapter identifies a set of surrogate linear systems such that the mixture
of their response probability distributions approximates the response probability distribution of the original
nonlinear system. This is equivalent to replacing the governing nonlinear stochastic differential equation
(e.g., Eq. (4.2)) with a mixture of a set of linear stochastic differential equations. To identify the number
and parameters of the surrogate linear systems, we first generate samples of Y (t) by solving the deterministic
versions of Eq. (4.1) or (4.2), for the given samples of F (t). The finite number of samples of F (t) need to
represent the underlying statistics of F (t) (see, for example, Grigoriu 2009). The number of samples and the
selection approach are also controlled by the convergence criteria for the estimates of the statistics of Y (t)
(Wang and Song 2017). We then use the generated samples of Y (t) to model limt→∞ f (y, t | y0), as Y (t)
approaches the stationary state, and identify the underlying surrogate linear systems. Due to the limited
number of samples of Y (t), there will be epistemic uncertainty (Murphy et al. 2011) in the identification
of surrogate linear systems, which implies the (deterministic) nonlinear system has to be represented by a
random number of probabilistic linear systems. To identify the surrogate linear systems, while accounting
for the prevalent sources of uncertainty, we propose a Bayesian nonparametric approach, called a Dirichlet
process mixture model, discussed next.
4.3 Dirichlet Process Mixture Model
To formulate the proposed Dirichlet Process Mixture Model (DPMM), we first present the Finite Mix-
ture model and then discuss how the DPMM can generalize the Finite Mixture model. Consider a set
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of observed data
{
yn ∈ Rd : n = 1, 2, . . . , N
}
, sampled from an unknown probability distribution (e.g.,
limt→∞ f (y, t | y0)). For example, yn ∈ Rd=3 may represent the stationary displacement, velocity, and
acceleration responses of a nonlinear system subject to a sampled F (t). We can model the unknown prob-
ability distribution as a mixture of K different probability distributions from a parametric family (e.g.,
Gaussian), written as
f (y | w,θ1:K) =
K∑
k=1
wkf (y | θk) , (4.4)
where f (y | w,θ1:K) is the predicted PDF, in which (w,θ1:K) is the vector of unknown model parameters
that need to be estimated; w = (w1, . . . , wK) is the vector of mixture weights, defined such that wk ≥ 0
and
∑K
k=1 wk = 1; θ1:K = (θ1,θ2, . . . ,θK) is the vector of mixture component parameters; and f (y | θk) is
the kth mixture component, a parametric PDF with the vector of parameters θk. Because the number of
mixture components, K, is fixed in this representation, the model is called Finite Mixture. Each mixture
component can be the response PDF of a surrogate linear system. In the specific case that the response
PDF of each surrogate linear system is Gaussian, Eq. (4.4) represents the Gaussian Mixture model, used in
GM-ELM (Wang and Song 2017)
Figure 4.1 shows a graphical representation of the mixture model that explains the generative process
of the data {yn : n = 1, 2, . . . , N} as if they were generated according to Eq. (4.4). In the figure, Θ =∑K
k=1 wkδθk is a probability distribution, induced by (w,θ1:K), in which δθk is a Dirac measure, defined
such that for any measurable set A ⊂ Ωθ, δθk (A) = 1, if θk ∈ A and δθk (A) = 0 if θk /∈ A, where Ωθ
is the sample space of θk, k = 1, 2, . . . ,K (i.e., Θ assigns the point masses w1, w2, . . . , wK at locations
θ1,θ2, . . . ,θK ∈ Ωθ). Each data point yn in the figure is generated according to a PDF f (· | ξn), whose
vector of parameters, ξn, has a K -valued discrete probability distribution P (ξn = θk | Θ) = wk, for all
k = 1, 2, . . . ,K and n = 1, 2, . . . , N . In the graphical representation, Θ is a model parameter that includes
the mixture structure and is the source of uncertainty. This graphical representation of the Finite Mixture
model facilitates the estimation of the unknown model parameters (e.g., Bishop 2006) and its extension to
DPMM.
Θ ξn yn
N
Figure 4.1: The graphical representation of the mixture model
To estimate the unknown model parameters in Eq. (4.4), we can use Bayesian inference (Box and Tiao
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2011) as
f (Θ, ξ1:N ) = κL (ξ1:N ) p (ξ1:N | Θ) p (Θ) , (4.5)
where f (Θ, ξ1:N ) is the posterior distribution that reflects the updated state of information about (Θ, ξ1:N ),
in which ξ1:N = (ξ1, ξ2, . . . , ξN ); L (ξ1:N ) is the likelihood function that represents the objective information
from the observed data; p (ξ1:N | Θ) is the probability distribution of the auxiliary parameters ξ1:N that
captures the mixture structure; p (Θ) is the prior distribution that represents the information available
before collecting the (new set of) data; and κ =
[´
L (ξ1:N ) p (ξ1:N | Θ) p (Θ) dξ1:NdΘ
]−1 is a normalizing
constant.
According to the graphical representation of the mixture model in Figure (4.1), we can write the likelihood
function as
L (ξ1:N ) ∝
N∏
n=1
f (yn | ξn) . (4.6)
The Bayesian setting is completed by specifying p (Θ), which amounts to define a prior distribution
for (θ1:K ,w). For the vector θ1:K , it is generally assumed that θk, k = 1, 2, . . . ,K, are approximately
statistically independent and identically distributed with a common prior distribution p (θ) (i.e., p (θk) ≡
p (θ) for k = 1, 2, . . . ,K) (Gershman and Blei 2012); otherwise, modeling the statistical dependence of θ1:K
in the prior distribution requires making an assumption on a specific form of the statistical dependence that
needs to be further justified (Orbanz 2014; Ghosal and van der Vaart 2017). For the prior distribution of w,
we use a Dirichlet distribution with a parameter α > 0.
The Finite Mixture model has a Bayesian interpretation even when Θ is treated deterministically. In
the Finite Mixture model in Eq. (4.4), {f (· | θk) : k = 1, . . . ,K} can be seen as a set of candidate PDFs to
model the observed data {yn : n = 1, 2, . . . , N}. The role of Θ is to model the plausibility of (or, the degree
of belief in) each candidate PDF. In writing Θ, each candidate PDF is recognized by its vector of parameters
(i.e., θk 7→ f (· | θk) for k = 1, 2, . . . ,K), whereas the plausibility of each candidate PDF is captured by
the respective wk. The estimate of w before collecting the (new set of) data, shows the prior belief in
the K candidate PDFs. The updated estimate of w, after collecting the (new set of) data, represents
the posterior belief in the K probability distributions. The number of candidate PDFs, K, controls the
flexibility/complexity of the mixture model. Fully Bayesian inference, as in Eq. (4.5), additionally considers
the uncertainty in (w,θ1:K) and, thus, models Θ as a random probability distribution.
Typically, the posterior distribution is not analytically tractable but we can use Monte Carlo simulation
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methods to make approximate inference. We can sample from the posterior distribution of (Θ, ξ1:N ) by
simulating a Markov chain whose stationary distribution is the target posterior distribution, f (Θ, ξ1:N ).
Here, we explain a Markov Chain Monte Carlo (MCMC) simulation method based on the Gibbs sampling
algorithm to approximate the posterior distribution of (Θ, ξ1:N ).
After randomly initializing Θ =
∑K
k=1 wkδθk , by drawing a sample for (w,θ1:K) from its prior distri-
bution, we can draw independent samples for ξn, n = 1, 2, . . . , N from Θ. For the given realization of
(Θ, ξ1:N ), the Gibbs sampling algorithm repeats the following steps to generate samples from the posterior
distributions:
1) Sample each ξn, n = 1, . . . , N , according to
p
(
ξn | ξ−n,w,θ1:K ,y1:N
) ∝ K∑
k=1
wkf (yn | θk) δθk (ξn) , (4.7)
where ξ−n =
(
ξ1, . . . , ξn−1, ξn+1, . . . , ξN
)
.
2) Sample w according to
p (w | ξ1:N ,θ1:K ,y1:N ) = Dir (α/K + n1, . . . , α/K + nK) , (4.8)
where nk, k = 1, . . . ,K, is the cardinality of the set {n : ξn = θk}.
3) Sample each θk, k = 1, . . . ,K, according to
p (θk |,θ−k, ξ1:N ,w,y1:N ) ∝ L (θk) p (θk) , (4.9)
where L (θk) ∝
∏
n:ξn=θk f (yn | ξn).
By construction, we can use the sampled vector (θ1:K ,w) in the above algorithm to write Θ =
∑K
k=1 wkδθk
as a sample from f (Θ | ξ1:N ,y1:N ). We can also improve the above algorithm by marginalizing out w and
combine Steps 1 and 2. After randomly initializing (Θ, ξ1:N ), we repeat the following steps:
1) Sample each ξn, n = 1, . . . , N , according to
p
(
ξn | ξ−n,θ1:K ,y1:N
)
=
K∑
k=1
(α/K + nk) f (yn | θk) δθk (ξn) . (4.10)
2) Sample each θk, k = 1, . . . ,K, in the same way as before.
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The first step in the above algorithm defines a probabilistic mapping function ξn 7→ θk that assigns each data
point yn (recognized by the respective ξn) to a component k ∈ {1, 2, . . . ,K} (recognized by the respective
θk), with a probability proportional to (α/K + nk) f (yn | θk). The second step is the Bayesian updating of
θk, k = 1, . . . ,K, based upon the assigned data to each component.
From a Bayesian model selection perspective, the Finite Mixture model is equivalent to selecting a prior
distribution that assigns probability one to a (small) subset of size K among all potential PDFs to model
the observed data. In general, we do not know the right K in Eq. (4.4) and would like to learn it from the
observed data. The Dirichlet Process Mixture Model finesses the problem by generalizing the Finite Mixture
model in the following ways: 1) it allows K to grow indefinitely, and 2) it models the uncertainty in the
respective infinite-dimensional Θ (i.e., Θ =
∑∞
k=1 wkδθk). Indeed, DPMM controls the complexity of the
mixture model by allowing K →∞ (in a probabilistic sense) as new patterns (e.g., surrogate linear systems)
are recognized from the observed data (e.g., dynamics of a nonlinear system). The probability distribution
for the infinite-dimensional Θ then becomes a stochastic process.
For the prior distribution of infinite-dimensional Θ, we can no longer write an explicit analytical ex-
pression. Instead, we explain an algorithm to draw samples from p (Θ). Sethuraman (1994) introduced a
sampling algorithm from the infinite-dimensional vector w, based on a stick-breaking representation. In this
algorithm, we first break a unit-length stick into two pieces, based on the sampled value of a random variable
v1 ∈ [0, 1]. We assign w1 = v1, and then break the remaining length of the stick, (1− v1), into two pieces
of relative lengths v2 and (1− v2), based on the sampled value of another random variable v2 ∈ [0, 1]. We
assign w2 = v2 (1− v1), and continue the stick-breaking process to sample w with a generic term written as
wk = vk
∏k−1
j=1 (1− vj) , k = 1, 2, . . . , (4.11)
where vj , j = 1, 2, . . . are independent samples, typically from a Beta (1, α) distribution (Ghosal and van der
Vaart 2017). We can also construct the infinite-dimensional vector (θ1,θ2, . . .) through independent samples
from p (θ). The stochastic process to generate Θ =
∑∞
k=1 wkδθk is called a Dirichlet process, with a base
distribution p (θ) and a concentration parameter α > 0. Mathematically, we write Θ ∼ DP (α, p (θ))
to show that the probability distribution of Θ is according to the Dirichlet process DP (α, p (θ)). The
relation with the Dirichlet distribution is such that for any finite partition {Am ⊂ Ωθ : m = 1, 2, . . . ,M}
of the sample space Ωθ, the probability distribution of the random vector [Θ (A1) ,Θ (A2) , . . . ,Θ (AM )] is
Dir (αp (θ ∈ A1) , αp (θ ∈ A2) , . . . , αp (θ ∈ AM )) (Ferguson 1973).
For statistical inference, we can generalize the Gibbs sampling algorithm as follows:
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1) Sample each ξn, n = 1, . . . , N , according to Blackwell and MacQueen (1973) as
p
(
ξn | ξ−n,θ1:K ,y1:N
) ∝ αf (yn) + K∑
k=1
nkf (yn | θk) δθk (ξn) , (4.12)
where K is the total number of distinct components when we sample ξn.
2) Sample each θk in the same way as before.
The first step in the above algorithm defines a probabilistic mapping function ξn 7→ θk that assigns each data
point yn to an existing component k ∈ {1, 2, . . . ,K} with a probability proportional to nkf (yn | θk) or to a
new component k = K + 1 with a probability proportional to αf (yn), where f (yn) =
´
f (yn | θ) p (θ) dθ.
The new component is recognized by its vector of parameters θK+1, which is a sample from p (θ). Thus,
the number of components can change in each cycle. Though in principle there is no limit on the number of
realizable components, in practice it is limited to the total number of data points. However, DPMM allows
the number of components to grow as more data become available.
Computing f (yn) in Eq. (4.12) is non-trivial, unless f (yn | θ) and p (θ) belong to a conjugate family
of distributions. Further details about various sampling algorithms and techniques to efficiently handle non-
conjugate family of distributions can be found in Neal (2000). Alternatively, for the cases in which sampling
algorithms become too slow, in the next section we introduce variational inference. In the remaining of this
section, we provide some mathematical insights about the Dirichlet process and the asymptotic behavior of
the posterior distribution.
The following theorem, due to Ferguson (1973), shows that the Dirichlet process prior has a conjugate
posterior (i.e., the posterior is again a Dirichlet process.)
Theorem. Suppose the prior distribution of Θ is DP (α, p (θ)) and let ξ1, ξ2, . . . , ξN be samples generated
as follows:
Θ ∼DP (α, p (θ)) ,
ξ1, ξ2, . . . , ξN | Θ ∼Θ,
(4.13)
Then, the posterior distribution of Θ is
Θ | ξ1, ξ2, . . . , ξN ∼ DP
(
α+N, α
α+N p (θ) +
N
α+N
1
N
N∑
n=1
δξn
)
. (4.14)
The above theorem shows that the posterior base distribution, αα+N p (θ)+
N
α+N
1
N
∑N
n=1 δξn , is a weighted
average of the prior base distribution, p (θ), and the empirical distribution, 1N
∑N
n=1 δξn . The empirical
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distribution represents the information from the observed data. The weight of the prior base distribution is
proportional to α, whereas the weight of the empirical distribution is proportional to N . Thus, as the number
of observations increases, N  α, the objective information due to 1N
∑N
n=1 δξn dominates the posterior
base distribution. Furthermore, according to the Glivenko-Cantelli theorem (Shorack and Wellner 2009),
limN→∞ 1N
∑N
n=1 δξn approaches the true underlying distribution. This provides a simple explanation of the
consistency property of the posterior distribution (i.e., the posterior distribution asymptotically approaches
the true underlying distribution.)
The following theorem, due to Barron et al. (1999), provides a more nuanced mathematical explanation
of the consistency property.
Theorem. Let Θ0 be the true, but unknown, probability distribution that we model as Θ. Also, let define
BKL (Θ0, ε) =
{
Θ :
ˆ
Θ0 (ξ) log [Θ0 (ξ) /Θ (ξ)] dξ < ε
}
,
and
BH (Θ0, ε) =
{
Θ :
ˆ [√
Θ0 (ξ)−
√
Θ (ξ)
]2
dξ < ε2
}
.
Furthermore, suppose that p (BKL (Θ0, ε)) > 0, for all ε > 0. Then, for any δ > 0,
lim
N→∞
f (BH (Θ0, δ))→ 1.
where p (BKL (Θ0, ε)) and f (BH (Θ0, δ)) are defined as follows:
p (BKL (Θ0, ε)) =
ˆ
Θ∈BKL
p (dΘ) , (4.15)
f (BH (Θ0, δ)) = κ
ˆ
Θ∈BH
ˆ
ξ
f (y1:N | ξ) p (ξ | Θ) dξp (dΘ) . (4.16)
In the above theorem, BKL (Θ0, ε) is the set of all probability distributions that fall in the ε−neighborhood
of Θ0, where the distance is according to the Kullback-Leibler (KL) divergence. Likewise, BH (Θ0, ε) is the
set of all probability distributions that fall in the ε − neighborhood of Θ0, where the distance is according
to the Hellinger pseudo metric. The above theorem states that if the prior distribution assigns non-zero
probabilities to every Θ that is arbitrarily close to Θ0 in the sense of KL divergence, (i.e., p (BKL (Θ0, ε)) > 0),
then the posterior distribution concentrates close to Θ0 in the sense of the Hellinger pseudo metric (i.e.,
limN→∞ f (BH (Θ0, δ))→ 1).
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4.4 Variational Inference for DPMM
The basic idea of variational inference is to approximate the posterior distribution by an analytically
tractable distribution, called the variational distribution, such that a discrepancy measure between the two
distributions is minimized. A common measure of discrepancy is the KL divergence. We can write the KL
divergence between the variational and true posterior distributions as follows:
DKL [q (Ξ) ‖ f (Ξ | y1:N )] =
ˆ
q (Ξ) log q (Ξ)
f (Ξ | y1:N )dv1:∞dΞ
= Eq
[
log q (Ξ)
f (Ξ | y1:N )
]
= Eq [log q (Ξ)]− Eq [log f (Ξ | y1:N )]
= Eq [log q (Ξ)]− Eq [log f (Ξ,y1:N )] + log f (y1:N )
= −{Eq [log f (Ξ,y1:N )]− Eq [log q (Ξ)]}+ log f (y1:N ) , (4.17)
where q (Ξ) is the variational distribution that needs to be estimated; Ξ = (v1:∞,θ1:∞, c1:N ) is the vec-
tor of all model parameters according to the stick-breaking representation, in which cn ∈ {1, 2, . . .}, for
n = 1, 2, . . . , N , is a random label, defined such that ξn = θcn and is endowed with the probability distribu-
tion p (cn | v1:∞) =
∏∞
k=1 (1− vk)1{cn>k} (vk)1{cn=k} (Blei and Jordan 2006); Note the equivalence relation
(v1:∞,θ1:∞, c1:N )⇔ (w1:∞,θ1:∞, ξ1:N ); and Eq [·] is the expectation operator with respect to q (Ξ).
Because log f (y1:N ) in Eq. (4.17) does not depend on q (Ξ), minimizing DKL [q (Ξ) ‖ f (Ξ | y1:N )] is
equivalent to maximizing L (q) = Eq [log f (Ξ,y1:N )]− Eq [log q (Ξ)]. Also, because DKL ≥ 0, L (q) becomes
a lower-bound for log f (y1:N ) and, hence, can be used as a relative measure of accuracy to optimize q (Ξ).
The variational name comes from the fact that the optimization of the functional L (q) with respect to
q (Ξ) has roots in the calculus of variations. The approximation in the optimization problem q∗ (Ξ) =
arg minq(Ξ)∈QDKL [q (Ξ) ‖ f (Ξ | y1:N )] is due to the constraint q (Ξ) ∈ Q that limits the search domain
to a specific class of analytical distributions Q; otherwise, if we relax this constraint, the result of the
optimization will be q∗ (Ξ) = f (Ξ | y1:N ) (i.e., DKL [q (Ξ) ‖ f (Ξ | y1:N )] = 0⇔ q∗ (Ξ) = f (Ξ | y1:N )).
To define the class of approximation distributions for Q, we limit the search domain to all distributions
that factorize as q (Ξ) =
∏M
m=1 qm (Ξm), for some finite partitions Ξ = (Ξ1,Ξ2, . . . ,ΞM ) (Blei and Jordan
2006; Bishop 2006). The specific form of each qm (Ξm) comes from the variational optimization of L (q).
In particular, using the coordinate ascent optimization algorithm (Bishop, 2006), we can find q∗ (Ξ) by
iteratively optimizing each factor qm (Ξm) in turn, while keeping the other factors fixed at their most recent
estimates. The optimal variational distribution is obtained as log q∗m (Ξm) ∝ E−qm [log f (Ξ,y1:N )], for
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m = 1, 2, . . . ,M , where E−qm [·] is the expectation with respect to all factors of q (Ξ), except qm (Ξm)
(Bishop 2006).
To define Q, we first approximate the infinite-dimensional vectors v1:∞ and θ1:∞. Following Blei and
Jordan (2006), we use a truncated stick-breaking representation in which q (vK = 1) = 1 for some fixed
value K (i.e., wk = 0 for all k > K.) We then consider variational distributions that factorize as q (Ξ) =
q (c1:N ) q (v1:K ,θ1:K) (Bishop 2006). To explain the coordinate ascent algorithm, we take a closer look at
q (c1:N ) and use the general expression, introduced earlier, to derive q∗ (c1:N ) as follows:
log q∗ (c1:N ) = Eq(v1:K ,θ1:K) [log f (v1:∞,θ1:∞, c1:N ,y1:N )] + const.
= Eq(v1:K) [log p (c1:N | v1:∞)] + Eq(θ1:K) [log f (y1:N | c1:N ,θ1:∞)] + const.
=
N∑
n=1
Eq(v1:K) [log p (cn | v1:∞)] + Eq(θ1:K) [log f (yn | cn,θ1:∞)] + const., (4.18)
where all the terms that do not depend on c1:N are absorbed into the constant term. In the following, we
further expand each term in the above summation:
• Using the definition of p (cn | v1:∞), we can write the first term in the summation of Eq. (4.18) as
Eq(v1:K) [log p (cn | v1:∞)] = Eq(v1:K)
[
log
( ∞∏
k=1
(1− vk)1{cn>k} (vk)1{cn=k}
)]
+ const.
=
K∑
k=1
1{cn>k}Eq(vk) [log (1− vk)] + 1{cn=k}Eq(vk) [log (vk)] + const., (4.19)
where the truncated summation at k = K follows from the truncated stick-breaking representation, in
which Eq(vK) [log (vK)] = 0 and 1{cn>K} = 0.
• Likewise, we can write the second term in the summation of Eq. (4.18) as
Eq(θ1:K) [log f (yn | cn,θ1:∞)] =
K∑
k=1
1{cn=k}Eq(θk) [log f (yn | θk)] + const. (4.20)
• Substituting Eqs. (4.19) and (4.20) into Eq. (4.18), we can rewrite log q∗ (c1:N ) as
log q∗ (c1:N ) =
N∑
n=1
K∑
k=1
1{cn>k}
{
Eq(vk) [log (1− vk)]
}
+ 1{cn=k}
{
Eq(vk) [log (vk)] + Eq(θk) [log f (yn | θk)]
}
+ const. (4.21)
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To obtain Eq(vk) [log (vk)] and Eq(vk) [log (1− vk)] in Eq. (4.21), we write the variational distribution
q∗ (v1:K ,θ1:K) as follows:
log q∗ (v1:K ,θ1:K) =Eq(c1:N ) [log f (v1:∞,θ1:∞, c1:N ,y1:N )] + const.
=
N∑
n=1
Eq(c1:N ) [log p (cn | v1:∞)] +
K∑
k=1
log p (vk) +
+
N∑
n=1
Eq(c1:N ) [log f (yn | cn,θ1:∞)] +
K∑
k=1
log p (θk) + const. (4.22)
From the above expression, we can recognize that q∗ (v1:K ,θ1:K) factorizes with respect to v1:K and θ1:K .
In what follows, we take a closer look at the terms that involve in the expression for log q∗ (v1:K):
log q∗ (v1:K) =
N∑
n=1
Eq(c1:N ) [log p (cn | v1:∞)] +
K∑
k=1
log p (vk) , (4.23)
where we can write Eq(c1:N ) [log p (cn | v1:∞)] and
∑K
k=1 log p (vk) as follows:
Eq(c1:N ) [log p (cn | v1:∞)] =
K∑
k=1
q (cn > j) log (1− vk) + q (cn = k) log (vk) + const., (4.24)
K∑
k=1
log p (vk) =
K∑
k=1
(α− 1) log (1− vk) + const., (4.25)
Substituting Eqs. (4.24) and (4.25) into Eq. (4.23), we obtain
log q∗ (v1:K) =
K∑
k=1
[
1 +
N∑
n=1
q (cn = k)− 1
]
log (vk) +
α+ N∑
n=1
K∑
j=k+1
q (cn = j)− 1
 log (1− vk) . (4.26)
The above expression implies that q∗ (vk), k = 1, 2, . . . ,K is a Beta distribution with parameters β∗k =
1 +
∑N
n=1 q (cn = k) and α∗k = α+
∑N
n=1
∑K
j=k+1 q (cn = j). Now, we can derive Eq(vk) [log (vk)] as follows:
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Eq(vk) [log (vk)] =
ˆ 1
0
log (vj)
1
B (β∗k , α∗k)
(vk)β
∗
k−1 (1− vk)α
∗
k−1 dvk
= 1
B (β∗k , α∗k)
∂
∂β∗k
ˆ 1
0
(vk)β
∗
k−1 (1− vk)α
∗
k−1 dvk
= 1
B (β∗k , α∗k)
∂B (β∗k , α∗k)
∂β∗k
= ∂ log [B (β
∗
k , α
∗
k)]
∂β∗k
= ∂ log Γ (β
∗
k)
∂β∗k
− ∂ log Γ (β
∗
k + α∗k)
∂β∗k
= Ψ (β∗k)−Ψ (β∗k + α∗k) , (4.27)
where B (·) is the Beta function; Γ (·) is the Gamma function; and Ψ (·) is the Digamma function. Likewise,
we obtain Eq(vk) [log (1− vk)] as
Eq(vk) [log (1− vk)] = Ψ (α∗k)−Ψ (β∗k + α∗k) . (4.28)
Substituting Eqs. (4.27) and (4.28) into Eq. (4.21), we obtain
log q∗ (c1:N ) =
N∑
n=1
K∑
k=1
1{cn>k} [Ψ (α∗k)−Ψ (β∗k + α∗k)]
+ 1{cn=k}
{
Ψ (β∗k)−Ψ (β∗k + α∗k) + Eq(θk) [log f (yn | θk)]
}
+ const. (4.29)
The final solution for q∗ (c1:N ) q∗ (v1:K) q∗ (θ1:K) obtains by iterating over the equations derived for the
coordinate ascent algorithm.
4.5 Random Vibration Analysis
The response of a linear system subject to a stationary stochastic excitation asymptotically becomes
stationary, where the rate of approaching the stationary state depends on the system damping. We can
represent the stationary excitation and response processes as follows (Lin and Cai 1995):
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F (t) =
ˆ ∞
−∞
eiωtdF (ω) , (4.30)
Y (t) =
ˆ ∞
−∞
eiωtdY (ω) , (4.31)
where F (ω) and Y (ω) are orthogonal-increment stochastic processes, defined such that
E
[
dF (ω1) dF† (ω2)
]
= dSF,F (ω1) δ (ω1 − ω2), in which dF† is the complex conjugate of dF and SF,F is the
spectral distribution function of F (t); if SF,F (ω) is differentiable, we can write dSF,F (ω) = sF,F (ω) dω,
where sF,F (ω) is the spectral density function of F (t). The same definition applies to Y (ω). For a linear
system, the following relation holds between dY (ω) and dF (ω):
dY (ω) = HY,F (ω) dF (ω) , (4.32)
where HY,F (ω) is the frequency response function for a specific pair of F (t) and Y (t). For example, F (t)
can be the base acceleration due to an earthquake and Y (t) can be the displacement or velocity of the system.
The discussion in this section is general and can be applied to linear systems of any order; however, without
loss of generality, hereinafter a linear SDOF system is understood as a system whose response is governed
by a second-order differential equation and is parameterized by a vector (m, c, k), where m, c, and k are,
respectively, the mass, damping, and stiffness of the linear SDOF system. For a linear SDOF system, we
can write HY,F (ω) as
HY,F (ω) =
zY,F (ω)
(k −mω2) + i (ωc) , (4.33)
where zY,F (ω) is a factor that depends on the specific pair of F (t) and Y (t).
To find the relation between the response statistical moments and the parameters of each linear SDOF
system (i.e.,(m, c, k)), we first multiply each side of Eqs. (4.31) and (4.32) by the respective complex
conjugate and then take the expected value. Using the definition of the orthogonal-increment processes,
presented earlier, we obtain the following expressions:
E
[
|Y (t)|2
]
=
ˆ ∞
−∞
dSY,Y (ω) , (4.34)
dSY,Y (ω) = |HY,F (ω)|2 dSF,F (ω) . (4.35)
Combining Eqs. (4.34) and (4.35), we can write E
[
|Y (t)|2
]
=
´∞
−∞ |HY,F (ω)|2 dSF,F (ω). Likewise, we
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can show that E
[∣∣Y (j) (t)∣∣2] = ´ ω2j |H (ω)|2 dSF,F (ω), for j ∈ N, where Y (j) (t) is the jth order time
derivative of Y (t), defined in the mean-squared sense. From DPMM, we can estimate E
[∣∣Y (j) (t)∣∣2] for
linear systems subject to F (t). To find (m, c, k) for each linear SDOF system, we need the estimates of three
statistical moments.
The epistemic uncertainty (Murphy et al. 2011) to identify the underlying linear systems propagates,
through the response statistical moments, into the estimates of (m, c, k). In what follows, we explain how to
estimate the response statistics of nonlinear systems, accounting for the uncertainty in the identification of
linear SDOF systems.
A dynamical system may fail because its response leaves, for the first time, a safe domain. Mathematically,
we can write the following expression for the failure probability of the system (i.e., first-passage probability):
Pf (y0, t) =
ˆ
y∈ΩF
f (y, t | y0) dy, (4.36)
where Pf (y0, t) is the failure probability at time t, as a function of the initial state y0; and ΩF is the failure
domain. The reliability of the system is R (y0, t) = 1− Pf (y0, t), which satisfies the Kolmogorov backward
equation as follows (Lin and Cai 1995; Grigoriu 2013):
∂R (y0, t)
∂t
=
2∑
i=1
mi (y0)
∂R (y0, t)
∂y0,i
+ 12
2∑
i=1
2∑
j=1
(
σσT
)
i,j
∂2R (y0, t)
∂y0,i∂y0,j
, (4.37)
under the initial condition R
(
y0 ∈ Ω¯F , 0
)
= 1 and the boundary condition R (y0 ∈ ΩF , t) = 0, where Ω¯F is
the complementary of the failure domain ΩF (i.e., Ω¯F is the safe domain). Note that ΩF (or, Ω¯F ) appears
in Eq. (4.37) as a parameter to define R (y0, t). We can (numerically) solve Eq. (4.37) for each linear
SDOF system to obtain the respective reliability. Following the general formulation for predictive estimates
in Gardoni et al. (2002), we then combine the reliability estimates of linear SDOF systems, accounting for
the quantified uncertainty, as R˜ (y0, t) =
´
R (y0, t | ξ) f (ξ | Θ) f (Θ) dξdΘ, where R˜ (y0, t) is the predictive
reliability estimate for the nonlinear system; R (y0, t | ξ) is the reliability estimate of a linear SDOF system
whose parameters are obtained from the knowledge of ξ (i.e., ξ ⇔ (m, c, k) ); and f (ξ | Θ) f (Θ) is the
posterior distribution of the model parameters. We can also obtain the confidence bounds for the reliability
estimate due to the epistemic uncertainty captured by the posterior distribution.
Alternatively, an approximate method has been developed to estimate the reliability, based on the ex-
pected rate at which the response leaves the safe domain (i.e., mean out-crossing rate). Defining the safe
domain as Ω¯F =
{
(y1, y2) ∈ R2 : |y1| < x
}
, the mean out-crossing rate is obtained from the Rice’s formula
(Rice 1944) as follows:
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ν (x, t) = ν+ (x, t) + ν− (−x, t)
=
ˆ ∞
0
y2f (x, y2, t) dy2 +
ˆ 0
−∞
|y2| f (−x, y2, t) dy2, (4.38)
where ν+ (x, t) is the mean rate of up-crossing a displacement threshold x at time t; ν− (−x, t) is the
mean rate of down-crossing the displacement threshold −x at time t; and f (x, y2, t) is the joint PDF of
displacement Y1 (t) = x and velocity Y2 (t) = y2 at time t. In the case of a Gaussian excitation, we derive
ν+ (x) for the stationary response of each linear SDOF system as
ν+ (x) =
ˆ ∞
0
y2
2piσY1σY2
√
1− ρ2 exp
{
− 12 (1− ρ2)
[(
x− µY1
σY1
)2
+ 2ρ
(
x− µY1
σY1
)(
y2 − µY2
σY2
)
+
(
y2 − µY2
σY2
)2]}
dy2
= 1
σY1
ϕ
(
x− µY1
σY1
)[
σY2|Y1ϕ
(
µY2|Y1=x
σY2|Y1
)
+ µY2|Y1=aΦ
(
µY2|Y1=x
σY2|Y1
)]
, (4.39)
where µY1 and σY1 are the mean and standard deviation of the displacement response; µY2|Y1=x = µY2 +
ρσY2 (x− µY1) /σY1 and σY2|Y1 = σY2
√
1− ρ2 are the conditional mean and standard deviation of the velocity
response, in which ρ is the correlation coefficient between the displacement and velocity responses; and ϕ (·)
and Φ (·) are standard normal PDF and CDF. Likewise, we derive the following expression for ν− (x):
ν− (−x) =
ˆ 0
−∞
|y2|
2piσY1σY2
√
1− ρ2 exp
{
− 12 (1− ρ2)
[(−x− µY1
σY1
)2
+ 2ρ
(−x− µY1
σY1
)(
y2 − µY2
σY2
)
+
(
y2 − µY2
σY2
)2]}
dy2
= 1
σY1
ϕ
(−x− µY1
σY1
)[
σY2|Y1ϕ
(
µY2|Y1=−x
σY2|Y1
)
− µY2|Y1=−xΦ
(
−µY2|Y1=−x
σY2|Y1
)]
. (4.40)
To account for the uncertainty in the identification of underlying linear SDOF systems, we
write the predictive estimate (Gardoni et al. 2002) of the mean out-crossing rate as ν˜ (x, t) =
´
ν (x, t | ξ) f (ξ | Θ) f (Θ) dξdΘ, where ν (x, t | ξ) is the mean out-crossing rate for a linear SDOF system at
time t, whose parameters obtain from the knowledge of ξ (i.e., ξ ⇔ (m, c, k).) If we assume that the thresh-
old out-crossings arrive independently, it follows that the threshold out-crossings follow a Poisson process.
We can then write the failure probability over the time interval [0, t] as
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Pf (t) = 1−R (t)
≈ 1− P [Y1 (0) ∈ Ω¯F ] exp [−ˆ t
0
ν (x, s) ds
]
, (4.41)
where P
[
Y1 (0) ∈ Ω¯F
]
is the probability that the system is in the safe boundary at t = 0; and
exp
[
− ´ t0 ν (x, s) ds
]
is the probability of no out-crossing in [0, t]. There are two implicit assumptions in writ-
ing Eq. (4.41). The first assumption is that the out-crossings of Y1 (t) follow a Poisson process, and the second
assumption is that the events
{
Y (0) ∈ Ω¯F
}
and
{
N
(
t, Ω¯F
)
= 0
}
are independent, where
{
N
(
t, Ω¯F
)
= 0
}
is the event of no out-crossing in [0, t]. The first assumption holds when x sups∈[0,t]
√
E [Y 21 (s)], whereas
the second assumption is merely supported by numerical results (Grigoriu 2013).
4.6 Numerical Examples
4.6.1 Nonlinear elastic system
Consider a nonlinear elastic system subject to a stochastic excitation, whose response is governed by the
following stochastic differential equation:
mX¨ (t) + c
[
X˙2 (t) + (k/m)X2 (t)
]
X˙ (t) + kX (t) = F (t) , (4.42)
where F (t) is a zero-mean Gaussian white-noise process. The stationary joint PDF of the displacement
X = Y1 and velocity X˙ = Y2, obtained from the governing Fokker-Planck equation, is as follows (Lutes and
Sarkani 2004):
f (y1, y2) = κ exp
[
−c (ky21 +my22)2
4pims0
]
, (4.43)
where κ is a normalizing constant and s0 is the power spectral density of the Gaussian white noise process
F (t). The result of the conventional ELM for the response of the equivalent linear system is a zero-
mean Gaussian process, whose stationary distribution has second-order moments E
[
Y 21
]
= pis0/ (ceqk),
E
[
Y 22
]
= pis0/ (ceqm), and E [Y1Y2] = E [Y1]E [Y2], in which ceq = 2
√
cpis0/m is the damping coefficient of the
equivalent linear system (Lutes and Sarkani 2004). Furthermore, we use the simulated stationary responses of
the nonlinear system, obtained from 25 dynamic analyses, to identify the underlying surrogate linear systems
for the proposed DPMM. For Bayesian inference, we use a noninformative multivariate Gaussian distribution
96
as the prior base distribution of the Dirichlet process and set the respective concentration parameter as α = 5.
To estimate response statistics, we assign the numerical values m = 1 [kg], c = 1
[
Ns3/m3
]
, k = 100 [N/m],
and s0 = 100
[
N2s/rad
]
.
Figure 4.2 shows the estimates of the tail probability P [Y1 > x] (left plot) and the mean up-crossing
rate (right plot) as functions of the normalized threshold x/σY1 , where σY1 is the standard deviation of the
displacement response of the nonlinear system. The plots show the results according to the proposed DPMM
(solid line), the exact analytical solution (solid triangles), the TELM (solid circles), and the conventional
ELM (asterisks). For the proposed DPMM, the plots also shows the confidence band (∈ [0.5, 0.95] quantiles)
due to the epistemic uncertainty in the identification of the surrogate linear systems. The shaded area in
the left plot shows the extrapolation region, where the normalized threshold is outside the range used to
calibrate the model.
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Figure 4.2: The tail probability (left) and mean up-crossing rate (right) of a nonlinear elastic system subject
to a Gaussian white-noise excitation, according to the proposed Dirichlet process mixture model, the exact
analytical solution, the tail equivalent linearization method, and the conventional equivalent linearization
method
From the obtained results, we can observe that the proposed DPMM can capture the tail probability
and mean up-crossing rate of the response of the nonlinear system and the obtained results are in close
agreement with the respective exact analytical solutions. Using the ergodicity property of the response
process, we could leverage the limited number of response simulations to obtain a tight confidence band in
this example, which otherwise would have required more response simulations and/or an informative prior
distribution. We can also observe that the conventional ELM predictions outperform that of TELM at lower
threshold levels (i.e., for x . 2.5σY ), whereas TELM provides more accurate predictions, with respect to
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those of the conventional ELM, at higher threshold levels.
4.6.2 Nonlinear inelastic system
Consider a hysteretic system subject to a stochastic excitation, whose response is governed by the fol-
lowing stochastic differential equation:
mX¨ (t) + cX˙ + k [aX (t) + (1− a)Z (t)] = F (t) , (4.44)
where a ∈ [0, 1] is the post- to pre-yielding stiffness ratio; and Z (t) is the hysteretic component of the
restoring force that follows the Bouc-Wen hysteresis model (Wen 1976, 1980):
Z˙ (t) = −γ ∣∣X˙ (t)∣∣ |Z (t)|n−1 Z (t)− η |Z (t)|n X˙ (t) +AX˙ (t) , (4.45)
where (n, γ, η,A) is the vector of model parameters; and F (t) is a zero-mean Gaussian white-noise process.
Because there is no analytical solution available for the response probability distribution, we use the results of
the crude Monte Carlo simulations (with a sample size of 100,000 simulations) as the benchmark to comment
on the accuracy of the other methods. The specifications of the proposed DPMM and Bayesian inference
are the same as those explained for the previous example. To estimate the response statistics, we assign the
numerical values m = 1 [kg], c = 0.3pi [Ns/m], k = (3pi)2 [N/m], and a = 0.05 for the parameters in Eq.
(4.44); we also set s0 = 0.5
[
N2s/rad
]
for the power spectral density of F (t). For the parameters of the
hysteresis model in Eq. (4.45), we set n = 5, γ = η = 1/
(
2σˆnY1
)
, and A = 1, where σˆY1 =
√
pis0/ (ck) is the
standard deviation of the displacement response of the linear system (i.e., a = 1).
Figure 4.3 shows the estimates of the tail probability P [Y1 > x] (left plot) and the mean up-crossing
rate (right plot) as functions of the normalized threshold x/σˆY1 . The plots show the results according
to the proposed DPMM (solid line), Monte Carlo simulations (solid triangles), TELM (solid circles), and
conventional ELM (asterisks). For the proposed DPMM, the plots also shows the confidence band due to the
epistemic uncertainty in the identification of surrogate linear systems. The nature of the obtained results is
similar to those already presented for Figure 4.2.
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Figure 4.3: The tail probability (left) and mean up-crossing rate (right) of a nonlinear hysteretic system sub-
ject to a Gaussian white-noise excitation, according to the proposed Dirichlet Process Mixture Model, Monte
Carlo simulations, the Tail Equivalent Linearization Method, and the conventional Equivalent Linearization
Method
While there are several examples in the literature (e.g., Koo 2003; Koo et al. 2005; Fujimura and Der Ki-
ureghian 2007) where TELM provides accurate predictions of various response statistics, these two examples
show that TELM generally does not guarantee the accuracy of predictions regardless of the computational
cost. In general, it remains to the knowledge and experience of users to decide for what class of nonlinear
systems and stochastic excitations TELM can be useful. Instead, the proposed DPMM can guarantee the
accuracy of predictions, under some mild conditions discussed earlier, irrespective of the problem.
4.7 Conclusions
This chapter proposed a Bayesian nonparametric approach for the random vibration analysis of nonlinear
dynamical systems, called the Dirichlet Process Mixture Model (DPMM). The proposed approach replaces
the original nonlinear system with a set of surrogate linear systems to benefit from the linear random vi-
bration analysis. To identify the surrogate linear systems, the observed dynamics of the nonlinear system,
from a limited number of simulations, were used together with information available a priori. The Dirich-
let stochastic process was used in the context of Bayesian inference to model the uncertainty in both the
number and parameters of surrogate linear systems. Specifically, the Dirichlet process defines a probability
distribution over an infinite dimensional parameter space (i.e., infinite number of potential surrogate linear
systems) and allows the number of surrogate linear systems to grow indefinitely (in a probabilistic sense)
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as the observed dynamics of the nonlinear system unveil new patterns. The chapter provided mathematical
discussions about the consistency property of the posterior distribution of the unknown model parameters
and showed that under some mild conditions the posterior distribution concentrates as close as desired to
the respective true, but unknown, probability distribution. This implies that the proposed DPMM can
guarantee the accuracy of predictions of various response statistics, irrespective of the problem. Because
the posterior distribution is often analytically intractable, a Gibbs sampling algorithm has been presented
to sample from the posterior distribution. The chapter also introduced Variational Bayesian inference to
obtain an approximate closed-form expression for the posterior distribution. Predictive estimates and confi-
dence intervals of the response statistics such as the reliability and mean out-crossing rate were presented.
The estimates reflect the effects of quantified uncertainty in the identification of surrogate linear systems,
captured by the posterior distribution. The chapter illustrated the proposed formulation through the ran-
dom vibration analysis of two nonlinear systems. The obtained results showed that the proposed DPMM is
capable of predicting the extreme response statistics more accurately than other methods and of capturing
the underlying uncertainty.
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Chapter 5
Resilience Analysis: A Mathematical
Formulation to Model Resilience of
Engineering Systems
The resilience of dynamical systems captures the ability of the system to withstand external perturba-
tion(s), adapt, and recover from the induced disruptions. Two significant challenges of resilience analysis
are to 1) quantify the resilience of a given system, and 2) to develop a rigorous mathematical model of
the recovery process. To quantify resilience of a given system, this chapter defines resilience metrics as the
partial descriptors of the corresponding recovery curve. The proposed resilience metrics have simple and
clear interpretations, which facilitate the communication of resilience among researchers, decision-makers,
and public. The definition of the resilience metrics is general such that any sets of resilience metrics can
be systematically expanded to provide additional information about the resilience of a given system. The
chapter proposes a reliability-based definition for damage levels, which is well-suited for the probabilistic
resilience analysis. The recovery of engineering systems is modeled as a stochastic jump process that closely
replicates actual work process. The proposed model accounts for the effects of recovery activities and the
impact of potential disrupting shocks, which could happen during the recovery, on the performance measures
of the system. The chapter illustrates the proposed formulation through the resilience analysis of a reinforced
concrete (RC) bridge, whose damaged column is confined with Fiber Reinforced Polymer (FRP) jackets as
a repair strategy.
5.1 Introduction
The prosperity of modern societies relies on the ability of infrastructure to enable the continuous flow of
essential services and resources to human communities (Corotis 2009; Ellingwood et al. 2016; Gardoni et al.
2016b). The safety assessment of infrastructure has been the subject of much research (see, for example,
Gardoni and LaFave 2016). The resilience of infrastructure is another crucial performance measure that
has gained much attention within the engineering discipline over the past 10-15years (Bruneau et al. 2003;
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Ellingwood et al. 2016; Guidotti et al. 2016, 2017; McAllister 2013). The resilience of a system integrates
the system state in the immediate aftermath of a disruption, which is typically related to the system safety,
with the recovery process to achieve a desirable system state (Mieler et al. 2015). The challenges at the core
of resilience analysis are to 1) quantify the resilience associated with a given system state and a selected
recovery strategy (which together shape its recovery curve); and 2) develop a rigorous mathematical model
of the recovery process.
We can determine the system state at any time in terms of quantities such as the instantaneous reliability
or system functionality. A recovery curve represents the path of such quantities over the course of recovery.
The recovery curve of a system is typically a non-decreasing function of time that can be continuous, discrete,
or piecewise continuous. However, the occurrence of disrupting shocks at discrete points in time during the
recovery can cause sudden drops in the recovery curve. Besides the potential disrupting shocks, there are
other influencing factors such as the availability of resources for the repair and weather conditions, which
can affect the progression in the recovery process.
Once properly defined, the recovery curve of a system provides the complete information about its
resilience. Thus, to accurately quantify the resilience of the system, resilience metric(s) must capture all
the relevant characteristics of the recovery curve. Mathematically, it follows that a single metric cannot
generally replace a curve and capture all its characteristics.
Numerous studies have attempted to quantify the resilience of physical and organizational systems.
Among the first contributions, Bruneau et al. (2003) quantified the resilience of a system as the integral of
the recovery curve over time. Chang and Shinozuka (2004) quantified resilience in terms of the probability
that a system’s performance loss, right after a disruption, and the corresponding recovery duration will be less
than some thresholds. Several variants of the initial resilience metrics can be found in more recent studies,
as in Decò et al. (2013) and Ayyub (2014). The significance of these initial contributions is to quantify the
resilience of a system with a simple metric. However, as mentioned earlier, a single metric can only provide
partial information about actual resilience. Furthermore, one cannot expand the existing resilience metrics
in a systematic way, to provide the full description of the resilience of a system. As a result, the existing
metrics do not fully characterize recovery curves with different shapes and might not be able to distinguish
among different resilience levels.
To model the recovery process, Cimellaro et al. (2010a) and Decò et al. (2013) proposed parametric
functions for the recovery curves, the shapes of which are selected based on qualitative explanations of
the recovery situation, such as the severity of the initial damage and preparedness of a system/society
in responding to a disruptive event. To account for the uncertainty in the recovery modeling, probability
distributions are assigned to the parameters of the functions. The analytical modeling of the recovery process
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facilitates the calculation of resilience, while incorporating the uncertainty. However, there remain questions
regarding the accuracy of the parametric functions in replicating the actual situation of the recovery. In
particular, due to the lack of explicit relation between the shape of the recovery curve and its influencing
factors, it is not clear how new information such as ongoing progress of the work or increased resource
availability may reduce the uncertainty involved in the recovery modeling (e.g., uncertainty in the choice of
the parametric function for the recovery curve and statistical uncertainty in the estimate of the unknown
model parameters). Furthermore, because the recovery modeling is at the system level, it is not generally
possible to use the information (e.g., time and expenditure) gained from the recovery of one system to model
the recovery of another system. Finally, these approaches cannot take advantage of the information available
at the level of individual recovery activities (which collectively determine the scope of work at the system
level).
This chapter proposes a rigorous mathematical formulation for the resilience analysis. In this formulation,
we characterize the resilience associated with a given system state, in the immediate aftermath of a disruption,
and for a selected recovery strategy by proposing resilience metrics, which are partial descriptors of the
recovery curve. Such metrics have two desirable properties: 1) they are simple and have clear interpretations,
and 2) it is possible to expand a given (sub-)set of metrics with additional ones in a systematic way to provide
further information about system resilience up to capturing all the information about the recovery curve.
The first property facilitates the understanding and communication of the level of resilience of a system with
public and increases the public involvement in the decision-making process. The second property enables
characterizing the resilience, for a given system state and a selected recovery strategy, with the desired level
of accuracy.
Developing the recovery strategy and modeling the recovery process begins with determining the damage
level. We propose a reliability-based definition of damage levels, which accounts for safety considerations
and is ideally suited for the probabilistic resilience analysis. We develop a stochastic model for the recovery
process that accounts for the effects of recovery activities and the impact of disrupting shocks (which could
happen during the recovery) on the system state. The proposed formulation for the recovery consists of 1)
modeling the completion time of the recovery steps (a group of recovery activities that improve the reliability
of the system), and the occurrence time of disrupting shocks, and 2) predicting the system state after the
completion of each recovery step or the occurrence of a disrupting shock. We model the completion times
of the recovery steps as a stochastic point process (e.g., a Poisson process) in which the occurrence rate is
a function of the recovery conditions (e.g., required recovery activities, the availability of resources, weather
condition). The occurrence times of disrupting shocks generally depend on the type of considered hazard.
The proposed formulation can employ hazard specific predictive models for this purpose (e.g. a Poisson or
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Renewal process to model the occurrence of seismic shocks). When planning the recovery, the desired values
of variables that define a system, called state variables, such as material properties, are specified after the
completion of each recovery step. We use such state variables in existing capacity and demand models to
determine the corresponding system state after each recovery step. To model the impact of disrupting shocks,
we use the models proposed by Jia and Gardoni (2018) to determine the impact on the state variables. As
in the case of the recovery steps, we use the predicted values of the state variables in existing capacity
and demand models to determine the system state. We illustrate the proposed formulation, considering the
resilience analysis of a reinforced concrete (RC) bridge, repaired using confinement of the bridge column
with Fiber Reinforced Polymer (FRP) jackets.
The rest of the chapter is organized into seven sections. The next section presents the proposed math-
ematical formulation of resilience analysis and the proposed resilience metrics. Section 5.3 illustrates the
phases of the recovery process and their role in resilience quantification. Section 5.4 describes the definition
and role of instantaneous reliability, and its relation with system functionality. Section 5.5 explains the
proposed stochastic model for the recovery process. Section 5.6 discusses the solutions for the quantities
of interest. Section 5.7 presents a numerical example to illustrate the proposed formulations. Finally, we
summarize the contributions and draw some conclusions.
5.2 Mathematical Formulation for Resilience Analysis
Assessing the resilience of engineering systems is crucial both for pre-disruption effective mitigation
planning and post-disruption optimal resource allocation. There are many factors that influence the resilience
of engineering systems, including the design specifications, the availability of resources needed for the repair
(e.g., funding and materials), the accessibility of damaged components, preparedness of recovery plans, and
environmental condition during the recovery.
In this section, we first review the current practice of resilience quantification, the available metrics, and
their limitations. We then propose a new mathematical formulation for the resilience analysis, based on
which we develop new resilience metrics that overcome the discussed limitations.
Figure 5.1 shows a typical recovery curve used in the literature to quantify resilience (Bocchini et al.
2012; Bonstrom and Corotis 2014; Cimellaro et al. 2010b). An external shock (e.g., an earthquake) at time
tI causes an instantaneous reduction in the system state, Q (t), (e.g., the system functionality). The residual
system state, Qres, depends on the intensity of the shock, design specifications, and the system state before
the shock.
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Figure 5.1: A typical recovery curve used in the literature to quantify resilience
Subsequently, the system undergoes a recovery process to achieve a desired Q (t) (e.g., the original
functionality or a higher one, if desired). After meeting the desired system state, the recovery process
terminates at time tL. The impact of resilience influencing factors, listed earlier, are reflected in the shape
of the recovery curve and the recovery duration, TR = tL − tI . The resilience of the system is typically
quantified as a function of the shaded area in Figure 5.1.
Mathematically, the typical resilience metric (see, for example, Bonstrom and Corotis 2014; Bruneau and
Reinhorn 2007; Cimellaro et al. 2010b) is defined as
R =
´ tL
tI
Q (t) dt
TR
=
´ TR
0 Q˘ (τ) dτ
TR
, (5.1)
where we use the change of variable τ = t − tI and define Q˘ (τ) = Q (t). The limitation of the resilience
metric, R, is that it results in the same resilience estimate for different combinations of Q˘ (τ) and TR. We
explain this limitation with the following example. Consider the three possible recovery curves in Figure
5.2. Table 5.1 summarizes the mathematical expressions for the three recovery curves and their TR’s. The
three different recovery curves correspond to different levels of resilience (e.g., the curve Linear 1 might be
considered the most desirable recovery). However, as shown in Table 5.1, the values of R for the three
recovery curves are the same (i.e., all equal to 0.75).
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Figure 5.2: The current resilience metrics cannot differentiate the resilience associated with the three different
recovery curves
Table 5.1: The mathematical expressions of the recovery curves in Figure 5.2 and the associated resilience
metric R
Description Recovery function R R (tH = 2) R (tH = 3)
Linear 1 0.5 + 0.5t 0.75 0.87 0.92
Linear 2 0.5 + 0.25t 0.75 0.75 0.83
S-shaped 0.75− 0.25 cos (pit/2) 0.75 0.75 0.83
To distinguish the resilience associated with the recovery curves having different TR’s (e.g., recovery
curves Linear 1 and Linear 2 in Figure 5.2), Reed et al. (2009) proposed a different definition of R by
replacing tL in Eq. (5.1) with a fixed time horizon tH (the same formulation was also used in Cimellaro
et al. 2010a and Decò et al. 2013). Let us denote the metric in Reed et al. (2009) as R (tH). The value of
R (tH) for a given system and a fixed tI can change with tH , though the ability of the system to recover (i.e.,
its resilience) may remain unchanged. The last two columns of Table 5.1 summarize the values of R (tH)
associated with the three recovery curves in Figure 5.2, considering tH = 2 and tH = 3 (both with tI = 0).
The value of R (tH) for each of the three recovery curves increases as tH increases; however, the ability of
the system to recover (i.e., the recovery curve) remains unchanged. Furthermore, R (tH), for the selected
values of tH , does not distinguish the resilience associated with the recovery curves having different trends
(i.e., recovery curves Linear 2 and S-shaped).
We propose a new resilience analysis that defines the resilience of a given system in terms of the partial
descriptors of Q˘ (τ). The proposed partial descriptors are inspired by those in the probability theory and
mechanics. The analogy between the proposed resilience metrics and those in the probability theory and
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mechanics is described later in this section, once the proposed resilience metrics are defined. To explain the
proposed resilience analysis, we first develop the tools for describing the recovery process and then derive
the partial descriptors. The recovery curve Q˘ (τ) that we term the Cumulative Resilience Function (CRF),
hereafter, represents the overall recovery progress by time τ ∈ [0, TR]. Once Q˘ (τ) is specified, we can obtain
the Instantaneous Rate of the Recovery Progress according to the following three mathematical formulations.
Definition. When the CRF is a continuous function of time, the instantaneous rate of the recovery progress
is the time derivative of the CRF. Mathematically, we can write it as q (τ) = dQ˘/dτ for all τ ∈ [0, TR], which
we call the Resilience Density Function (RDF). The RDF is undefined at a possible finite set of points where
the derivative of the CRF does not exist (i.e., Q˘ ∈ C0 ([0, TR]).) We can obtain the recovery progress over
any time interval (τu, τv] ⊆ [0, TR] as follows:
Q˘ (τu < τ ≤ τv) =
ˆ τv
τu
q (τ) dτ. (5.2)
Definition. When the CRF is a step function, we can no longer define the RDF because of CRF discon-
tinuities; hence, we define the Resilience Mass Function (RMF) as q (τ) =
∑∞
k=04Q˘ (τk) δ (τ − τk), for all
τ ∈ [0, TR], where 4Q˘ (τk) = Q˘ (τk) − Q˘
(
τ−k
)
is the size of the jump in the CRF at discontinuity point
τ = τk (where τ0 = 0); τ−k is the time instant immediately before τk; and δ (·) is the Dirac delta function.
Similar to the continuous case, we can obtain the recovery progress over any time interval (τu, τv] ⊆ [0, TR]
as
Q˘ (τu < τ ≤ τv) =
ˆ τv
τu
∞∑
k=0
4Q˘ (τk) δ (τ − τk) dτ (5.3)
=
∞∑
k=0
4Q˘ (τk) 1{τu<τ≤τv},
where 1{τu<τ≤τv} is an indicator function, defined such that 1{τu<τ≤τv} = 1, when τk ∈ (τu, τv] and
1{τu<τ≤τv} = 0, otherwise. To reflect that at τ0 the CRF is equal to Qres (typically non-zero), we de-
fine 4Q˘ (0) = Qres.
Definition. In general, the CRF might be a combination of the previous two cases (i.e., Q˘ (τ) is a piecewise
continuous function). In this case, we write the instantaneous rate of the recovery progress as
q (τ) = q˜ (τ) +
∑∞
k=04Q˜ (τk) δ (τ − τk) , τ ∈ [0, TR] , (5.4)
where q˜ (τ) is the RDF, corresponding to the continuous part of the CRF, and 4Q˜ (τk) δ (τ − τk) is the
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RMF, accounting for the discontinuities of the CRF. Accordingly, we can write the recovery progress over
(τu, τv] ⊆ [0, TR] as
Q˘ (τu < τ ≤ τv) =
ˆ τv
τu
q˜ (τ) dτ +
∞∑
k=0
4Q˜ (τk) 1{τu<τ≤τv}. (5.5)
The CRF or RDF/RMF of a system provides complete information about its residual state, the recovery
process, and, thus, its resilience. To help the interpretation of the CRF, RDF, and RMF, one can see the
analogy between their definitions and those of a Cumulative Distribution Function (CDF), a Probability
Density Function (PDF) and a Probability Mass Function (PMF) that are used to describe random variables
in the probability theory.
To capture the degree of disparity between any pairs of recovery curves, we define the measure of Resilience
Disparity, 4 (q1, q2), as follows:
4 (q1, q2) =
´ TR
0 q1 (τ) log2 [q1 (τ) /q¯ (τ)] dτ +
´ TR
0 q2 (τ) log2 [q2 (τ) /q¯ (τ)] dτ
Q˘1 (TR1) + Q˘2 (TR2)
, (5.6)
where TR1 and TR2 are the recovery durations corresponding to q1 and q2; TR = max (TR1 , TR2); and
q¯ (τ) = [q1 (τ) + q2 (τ)] /2. The resilience disparity is bounded between 0 and 1 such that 4 (q1, q2) = 0,
when q1 (τ) = q2 (τ) for every τ ∈ [0, TR] and 4 (q1, q2) = 1, when q1 (τ) = 0 corresponds to q2 (τ) > 0
and, conversely, q2 (τ) = 0 corresponds to q1 (τ) > 0, for every τ ∈ [0, TR]. The proposed resilience disparity
measure is analogous to divergence measures in the probability theory. Specifically, when the CRFs are
replaced with CDFs, 4 (q1, q2) corresponds to the Jensen-Shannon entropy (Lin 1991).
Besides the resilience disparity, which gives a general comparison of q (τ)’s, partial descriptors can be
defined to capture specific characteristics of resilience. First, we can define the central measures of resilience.
We define the Center of Resilience, ρQ, as
ρQ =
´ TR
0 τq (τ) dτ´ TR
0 q (τ) dτ
= Qres
Qtar
ρQ,res +
Q¯res
Qtar
ρQ¯,res, (5.7)
where Qres/Qtar is the contribution of the residual state to ρQ, in which Qtar = Q˘ (TR); ρQ,res = τ0 is the cen-
ter of resilience, when considering only the residual state; Q¯res/Qtar is the contribution of the recovery process
to ρQ, in which Q¯res = Qtar −Qres; and the ρQ¯,res =
[´ TR
0 τ q˜ (τ) dτ +
∑∞
k=1 τk4Q˜ (τk) 1{0<τk≤TR}
]
/Q¯res is
the center of resilience, when considering only the recovery process. Because τ0 = 0, Eq. (5.7) simplifies into
ρQ =
Q¯res
Qtar
ρQ¯,res. (5.8)
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The proposed expression for ρQ distinguishes between the role of the residual system state (which affects
Q¯res) and the recovery process (which affects ρQ¯,res) in the quantification of resilience. Being able to decouple
the two contributions, facilitates the determination of the acceptable level of resilience in terms of a balance
between the residual system state and the corresponding recovery duration. We also note that the value of
ρQ depends on the choice of Q˘ (τ) (e.g., functionality or instantaneous reliability). Specifically, the different
choices of Q˘ (τ) affect the scale of variation, Q¯res/Qtar , in Eq. (5.8). As a result, the interpretation of the
obtained results for ρQ and decisions about the acceptable level of resilience depend on the choice of Q˘ (τ).
Two other central measures are the Median of Resilience and the Mode of Resilience. The Median of
Resilience, ρQ,0.5, is the time instant at which Q˘ (τ) = Q˘ (TR) /2. The Mode of Resilience is the time instant
corresponding to the maximum value of the instantaneous rate of the recovery progress. Mathematically, we
can write it as ρQ,max = arg maxτ∈[0,TR] q (τ).
We extend our definition of partial descriptors and introduce dispersion measures of the recovery
process. We define the Resilience Quantile, ρQ,w, which is the time instant corresponding to the
wth (0 ≤ w ≤ 1) quantile of the CRF. Mathematically, we write the resilience quantile as ρQ,w =
min
{
τ ∈ [0, TR] : w ≤ Q˘ (τ) /Q˘ (TR)
}
. The median of resilience, ρQ,0.5, is a special case for which w = 0.5.
Using ρQ,w, we can define dispersion measures as the length of intervals
[
ρQ,wi , ρQ,wj
]
, where 0 ≤ wi ≤
wj ≤ 1. We also define an alternative single measure to capture the dispersion that we call the Resilience
Bandwidth, χQ, and mathematically write it as
χ2Q =
´ TR
0 (τ − ρQ)2 q (τ) dτ´ TR
0 q (τ) dτ
= 1
Q˘ (TR)
[ˆ TR
0
(τ − ρQ)2 q˜ (τ) dτ +
∞∑
k=0
(τk − ρQ)24Q˜ (τk) 1{0≤τk≤TR}
]
. (5.9)
The small values of χQ represent a situation in which a large percentage of the recovery process is
completed over a short period of time around ρQ. In contrast, the large values of χQ describe a situation in
which the recovery process is spread over a long period of time. We can also define the Relative Resilience
Bandwidth as χQ/TR, which describes the spread of the recovery process with respect to the total recovery
duration, and the Bandwidth Coefficient as χQ/ρQ, which describes the spread of the recovery process with
respect to the center of resilience.
Another useful measure is the skewness of the recovery process. Mathematically, we can write the
Resilience Skewness, ψQ, as
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ψQ =
´ TR
0 (τ − ρQ)3 q (τ) dτ´ TR
0 q (τ) dτ
= 1
Q˘ (TR)
[ˆ TR
0
(τ − ρQ)3 q˜ (τ) dτ +
∞∑
k=0
(τk − ρQ)34Q˜ (τk) 1{0≤τk≤TR}
]
. (5.10)
The magnitude of the resilience skewness determines the degree of asymmetry of the recovery with respect
to ρQ. Its algebraic sign defines the direction of the skewness. From Eq. (5.10), we can see that ψQ = 0
when the RDF and RMF are symmetric with respect to ρQ. Furthermore, ψQ > 0 when the RDF and RMF
have longer tails to the right of ρQ; and ψQ < 0 when the left tails of the RDF and RMF are longer. We can
interpret ψQ = 0 as the condition in which the progress in the recovery process has the same pace before and
after ρQ. When ψQ < 0, the progress is slow during the interval [0, ρQ] and then it becomes faster over the
next interval, (ρQ, TR]. This is the most typical case for recovery processes that include a lengthy planning
phase in the post-disruption period. If the planning is done ahead of the disruptive event as a pre-disruption
planning and preparation, then we can have ψQ > 0, in which the progress picks up quickly and the relative
most time-consuming portion is the actual repair/reconstruction (faster during the interval [0, ρQ], and it
slows down over the next interval, (ρQ, TR]). We can also define the Relative Resilience Skewness as ψQ/T 3R,
which describes the skewness of the recovery process with respect to the total recovery duration, and the
Skewness Coefficient as ψQ/χ3Q, which describes the skewness of the recovery process with respect to the
recovery bandwidth.
As a generalization, we can define the nth Resilience Moment as follows:
ρ
(n)
Q =
´ TR
0 τ
nq (τ) dτ´ TR
0 q (τ) dτ
= Qres
Qtar
ρ
(n)
Q,res +
Q¯res
Qtar
ρ
(n)
Q¯,res, (5.11)
where ρ(n)Q,res = τn0 and
ρ
(n)
Q¯,res =
1
Q¯res
[ˆ TR
0
τnq˜ (τ) dτ +
∞∑
k=0
τnk4Q˜ (τk) 1{0≤τk≤TR}
]
. (5.12)
The resilience associated with a given system state and a recovery strategy can be completely defined
in terms of
{
ρ
(n)
Q : n = 1, 2, . . .
}
. However, in practice, ρQ and χQ might be sufficient to characterize the
associated resilience. We can define ρQ and χQ as functions of the first two resilience moments as ρQ = ρ(1)Q
and χQ =
√
ρ
(2)
Q − ρ2Q.
As mentioned earlier, there is an analogy between the proposed resilience metrics and equivalent ones
in the probability theory and mechanics. In particular, ρQ, χQ, and ψQ correspond to the mean, standard
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deviation, and skewness of a random variable, when the CRF is replaced with a CDF. Similarly, ρQ and
χQ are analogous to the centroid and the radius of gyration of the area under q (τ). Note that, though the
proposed resilience analysis is general, the above analogies hold for a non-decreasing CRF.
A closer look to the definitions of R and ρQ shows that there are similarities in the way the two metrics
quantify resilience. In particular, the following equation shows that ρQ is an affine function of R:
ρQ =
Q˘ (TR)−R
Q˘ (TR)
× TR. (5.13)
Hence, for a given recovery process (i.e., given Q˘ (TR) and TR), the information that R provides about
resilience is equivalently captured by ρQ. However, ρQ can differentiate between recovery curves with the
same Q˘ (TR) but different TR’s. In addition, R lacks the extra information that higher order resilience
moments (e.g., χQ and ψQ) provide. To illustrate this point, we calculate (ρQ, χQ) for the three Q˘ (τ)’s in
Figure 5.2. The results in Table 5.2 shows that, in contrast to R, the pair (ρQ, χQ) can characterize the
three different Q˘ (τ)’s. Furthermore, a decision-maker can use ρQ,w’s and/or combine ρQ and χQ (and, if
desired, higher order resilience moments) to create composite resilience metrics (e.g., ρQ±χQ, when the two
values are in the range [0, TR]).
Table 5.2: The proposed resilience metrics, calculated for the recovery curves in Figure 5.2
Description ρQ χQ
Linear 1 0.25 0.32
Linear 2 0.50 0.65
S-shaped 0.50 0.59
In practice, the recovery process might be disrupted by shocks during the recovery (see Figure 5.3). Each
shock might cause a sudden reduction in Q˘ (τ). The formulation of the resilience moments in Eq. (5.11)
accounts for this situation by letting 4Q˜ (τk) < 0 when a shock occurs at τ = τk(< TR). Alternatively, we
can rearrange the terms in Eq. (5.11) to write the overall resilience moments (i.e., defined for the entire
recovery duration) in terms of the vector of resilience moments
(
ρ
(1)
Q , . . . , ρ
(n)
Q
)
j
, derived for each segment j
of Q˜ (τ) (see Figure 5.3), that follows the jth shock and before the (j + 1) th shock. Note that we consider
τj as the reference of the time axis in calculating
(
ρ
(1)
Q , . . . , ρ
(n)
Q
)
j
. The derived mathematical expression for
the overall resilience moments is
ρ
(n)
Q =
m∑
j=0
n∑
i=0
iCnτ
n−i
j ρ
(i)
Q,j
Q˘
(
τ−j+1
)
Q˘ (TR)
+
m∑
j=0
τnj
4Q˘ (τj)
Q˘ (TR)
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where iCn = n!/ [i! (n− i)!]; m is the total number of disrupting shocks; and τm+1 = TR.
τ
Q˘ (τ)
τj τj+1 TR
Q˘(τj)
Q˘(τ−j+1)
Q˘(TR)
Seg. j
Figure 5.3: The recovery process might be repeatedly disrupted by shocks
5.3 Phases of the Recovery Process and Their Role in Resilience
Quantification
In this section, we argue that different activities in the recovery of engineering systems can generally
be grouped into three phases, which we call 1) recovery planning, 2) recovery execution, and 3) recovery
closure. Next, we explain how the system state (captured by performance measures such as reliability and
functionality) are affected by the recovery activities and the proposed phases.
5.3.1 Phases of recovery process
The scope of the recovery process is defined by the magnitude and the nature of the damage sustained
by the system. The corresponding recovery process can typically be decomposed into three phases (shown in
Figure 5.4) that we call 1) recovery planning, 2) recovery execution, and 3) recovery closure. These phases
can be sequential or overlapping. The recovery planning phase includes the following activities: defining
the recovery objectives (i.e., the goals to achieve by the end of the recovery), developing the recovery
strategy (i.e., identifying the required activities and resources as well as developing a schedule to achieve
the recovery objectives), and securing the required resources for the recovery. The recovery execution phase
includes activities where physical progress is made toward achieving the objectives, developed in the recovery
planning phase. This phase consumes the majority of the resources (i.e., time, material, and workforce).
The recovery closure phase involves quality control activities to ensure the recovery completion criteria are
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met and the system is ready to be put back into the operation.
τ
Q˘ (τ)
recovery
planning
recovery
execution
recovery
closure
Qres
Figure 5.4: The three phases of the recovery process in the aftermath of a disruption are the (1) recovery
planning, (2) recovery execution, and (3) recovery closure
In the specific case of the recovery of a civil structure (e.g., building or bridge) or civil infrastructure
(e.g., transportation, water, or power infrastructure), the three phases of the recovery process correspond to
what is known in construction management as 1) pre-construction, 2) construction, and 3) post-construction
(Klinger and Susong 2006). The pre-construction phase includes planning, designing, deciding on repair
strategies, budgeting financial and other resources, and obtaining work permits from relevant authorities.
The construction phase involves physical onsite activities required to repair or replace damaged components.
Inspection, quality assurance, safety management, cost and schedule control, and field engineering functions
(e.g., onsite decisions) are also activities in this phase. The post-construction phase involves closing activities
like the final inspection, handing over, and certification. In mechanical engineering applications such as
installation of a new equipment (e.g., a boiler, compressor, or pump), the above three phases correspond
to 1) design and planning, 2) mechanical erection, and 3) commissioning. Likewise, when the equipment
undergoes a reactive maintenance, the three phases correspond to 1) fault detection, 2) system repairs, and
3) recommissioning.
The duration of each recovery phase depends on the level of damage, the preparedness of the recovery
plan, the repairability of the system, and the accessibility of damaged components. The estimation of the
absolute and relative duration of each recovery phase can guide how to expedite the recovery process and
improve resilience. For instance, a disaster response plan prepared before a disrupting event strikes can
improve resilience by saving valuable time in the recovery planning phase. There might be updates in the
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planning as new information becomes available during the post-disruption reconnaissance; however, a general
planning can be developed ahead of time. Similarly, a well-designed system could favor repairability over
constructability to save time in the recovery execution phase.
5.3.2 Tracking performance measures during recovery
The phases of the recovery process can be divided into a hierarchy of activities. A work breakdown
structure can be designed where activities are further divided up to a required level of detail, based on
the functional requirement or available data. The lowest level of activities is where standardized crews,
equipment, means, and methods are defined and relevant data are readily available (see, for example, RS
Means database (Means 2016)). Activities in a recovery process have precedence, constraints, and tentative
durations associated with them which collectively create a network of activities. Figure 5.5 shows an example
of such a network of recovery activities that is developed for the repair of a damaged RC bridge. In a typical
construction project, the number of activities in the network can be as large as several thousands. Typically,
the progress in a construction project is slower at the beginning and toward the end of the project. This is
because typically a few activities need to be completed at the beginning before a larger number of activities
can be performed in parallel. Toward the end of the project, most of the planned work is completed and only
a few activities remain, which might not all be performed in parallel. As a result, the overall work progress
gradually decreases until the final completion is achieved.
Start
Inspection
Bidding
Mobilization
Erection of
scaffold (abut.)
Erection of
temporary support
Erection of
scaffold (col.)
Concrete chipping
(abut.)
Concrete chipping
(col. top)
Epoxy grouting
(abut.)
Epoxy grouting
(col. top)
Mortar patching
(abut.)
Patching concrete
(col. top)
FRP surface
prep (col.)
Curing
(abut.)
Curing
(col. top)
Apply FRP
(col.)
Removal of
scaffold (abut.)
Removal of
scaffold (col.)
Minor repairs
Demobilization
Finish
insignificant damage
moderate damage
heavy damage
Figure 5.5: A network of recovery activities developed for the repair of a damaged one single-column bent
RC bridge with FRP composites
In the recovery process, work on individual activities might continuously progress over time; however,
the changes in the system state occur only at discrete points in time when a group of activities (i.e., a
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recovery step) is completed. For example, in Figure 5.5, we consider FRP application (or minor repairs
in the case of insignificant damage) as the sole recovery step. The completion time of activities and the
corresponding contributions to the system state depend on the activity network, the type of activities, and
the metric a decision-maker uses to measure the work progress. For example, one might measure the progress
in terms of the expenditure incurred in completing each activity with respect to the total project expenditure
or in terms of activities’ contribution to the reliability or functionality of the system. Figure 5.6 shows a
schematic comparison between the work progress in a recovery process and the changes in the reliability
and the functionality of a system. The figure illustrates that the work progress might be near-continuous;
however, it is only the completion of a group of activities that contributes to the increments in the reliability
and in the functionality of the system. The completion of the recovery activities in a group changes both
the capacity and the imposed demand on the system and, hence, the reliability (as described in Section 5.5).
Functionality typically has discrete increments when the work completion and the associated reliability reach
specific milestones.
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Figure 5.6: Different performance measures quantify the recovery progress in dissimilar ways
We can obtain the initial estimates of the durations of individual activities from available databases
and past projects. The initial estimates might need to be updated and tailored to incorporate the effects of
specific influencing factors in a given project such as weather conditions, system characteristics, and resource
availability. For example, Moselhi et al. (1997) developed a model to estimate the duration of activities,
accounting for the impact of weather condition (temperature, precipitation, wind speed, and humidity).
Sukumaran et al. (2006) identified an extensive list of influencing factors in the case of highway projects and
estimated their impact on the duration of activities. Gardoni et al. (2007) developed a Bayesian approach
to update the estimate of the future work progress as a function of the work completed up-to-date. While,
using more refined models and larger sample sizes can reduce the statistical uncertainty in the estimate of the
duration of each activity, there remain uncertainties in their values due to the epistemic uncertainty, arising
from simplifications in the mathematical models, and aleatory uncertainty, arising from the variability in
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future conditions (Gardoni et al. 2002, 2007; Murphy et al. 2011).
5.4 Definition and Role of Instantaneous Reliability
We define the instantaneous reliability as the probability that the system meets a specified performance
level at any time instant. The higher values of the reliability indicate it is more likely that the system meets
the specified performance level. The reliability depends on the state of the system and therefore, on the
system damage level. Once we estimate the instantaneous reliability of the system, we can determine the
damage level and functionality as a function of the reliability.
5.4.1 Definition of damage levels in terms of instantaneous reliability
As discussed in Section 5.3, to develop the recovery strategy, we need to estimate the extent of damage.
Also, when the occurrence of a shock during the recovery disrupts the recovery process, we need to revise the
network of recovery activities, based on the new level of damage. The accurate estimation of damage level
is particularly important for systems that require a minimum level of safety to resume operation. We define
the damage level in terms of the instantaneous reliability of the system to account for safety considerations
and also develop a fully probabilistic formulation for the resilience analysis.
ATC-38 (2000) and Bai et al. (2009) define four damage levels based on a qualitative description of the
physical damage to a system. Table 5.3 shows the four damage levels in ATC-38 and the corresponding
qualitative descriptions for each damage level. We propose to use definitions of damage levels that are not
directly based on the physical damage but based on the implications of such damage on the reliability of
the system. The right column of Table 5.3 provides the definitions of the four damage levels in terms of
the reliability of the system. The right column of the table shows that in the proposed reliability-based
definition, the four damage levels are delimited by means of three thresholds (i.e., β0, βacc, and βtot). The
specification of these thresholds is a system-specific problem. A discussion on the considerations to specify
the values of the threshold can be found in Gardoni and Murphy (2014) and Briaud et al. (2013).
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Table 5.3: The four damage levels of a system and their descriptions in ATC-38 and the proposed reliability-
based definitions
Damage level (DL) ATC-38 definition Proposed reliability-based definition
None (N) No damage is visible, either
structural or non-structural.
The reliability of the system does not change
with respect to the reliability of the original
system (i.e., β ≥ β0).
Insignificant (I) Damage requires no more than
cosmetic repair. No structural
repairs are necessary.
The reliability of the system decreases but
remains above the acceptable threshold (i.e.,
βacc ≤ β < β0). The visible damage to some
components triggers the post-disruption
inspection.
Moderate (M) Repairable structural damage
has occurred. The existing
elements can be repaired in
place, without substantial
demolition or replacement of
elements.
The reliability of the system decreases below
the acceptable threshold but it is still above
a tolerable threshold (i.e., βtol ≤ β < βacc).
The system does not need to be completely
closed, but its safety is compromised and the
functionality is reduced.
Heavy (H) Damage is so extensive that
repair of elements is either not
feasible or requires major
demolition or replacement.
The reliability of the system significantly
decreases and falls below the tolerable
threshold (i.e., β < βtol). So, the damaged
components of the system need major repair
or complete replacement.
5.4.2 Recovery strategy as a function of instantaneous reliability
As shown in Figure 5.5, in developing the recovery strategy, post-disruption inspection is the first recovery
activity to determine the extent of damage. The subsequent recovery activities, which are required to achieve
a (new) desired system state, are developed in the recovery network based upon the assessed damage level.
For example, when the inspection results indicate that damage level is insignificant, minor repairs might
suffice to achieve the desired state. Alternatively, when the system is moderately damaged, there might be
no bidding because the regular maintenance contract of the department of transportation is likely to cover
this level of damage. For a heavy damage level, all the recovery activities in the network are needed in order
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to restore the desired state.
In order to determine the damage level, for developing the network of recovery activities, we use the
proposed reliability-based definitions. Furthermore, to incorporate the impact of potential disrupting shocks
that might occur during the recovery process, we first determine the new damage level after the shock
occurrence based on the proposed reliability-based definitions. According to the new damage level, we select
a network of recovery activities among the set of networks which are developed a priori for each possible
damage level.
5.4.3 Relation between functionality and instantaneous reliability
There is a relation between the instantaneous reliability of a system and its functionality, as they are
both (direct or indirect) functions of the system state. In general, we can distinguish between two cases.
In one case, the functionality is defined directly as a function of the system state. So, in this case both
the instantaneous reliability of the system and its functionality depend directly on the system state. Water
distribution infrastructure are typically analyzed, considering this type of dependency (Guidotti et al. 2016).
On the other hand, in a fully probabilistic formulation, the functionality is defined by the level of reliability,
instead of by the level of damage. So, in this case, the instantaneous reliability of the system depends
directly on the system state, while the functionality (understood as the functionality of the system on a
typical day, not considering interruptions due to non-structural reasons) depends on the reliability. This
type of dependency is well-suited, for example, when the system requires a minimum level of safety to
function (e.g., in the case of buildings and bridges). This type of dependency requires a definition of the
damage levels in terms of reliability, as proposed in Table 5.3.
5.5 Proposed Stochastic Formulation for the Recovery Process
This section explains the proposed formulation for modeling the recovery process, described conceptually
in Sections 5.3 and 5.4. We model the system state and the corresponding functionality in terms of its
instantaneous reliability and as a function of the state variables. The values of the state variables vary with
time due to the completion of the recovery steps or the occurrence of disrupting shocks that might occur
during the recovery
5.5.1 Modeling of the state variables
According to the discussion in Section 5.3.2, we model the duration of individual recovery activities as
random variables to account for the uncertainty in their estimates. As a result, the completion times of the n
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recovery steps, {τr,i}ni=1, form a sequence of random variables. To generate the realizations of {τr,i}ni=1, one
can use simulation techniques (e.g., Ditlevsen and Madsen 1996). The simulation techniques are simple and
straightforward but they have three important limitations: 1) as the activity network becomes complex, the
number of simulations to capture the uncertainty in {τr,i}ni=1 increases rapidly and the required simulations
become computationally too expensive; 2) the simulation techniques require to repeat the entire set of
simulations at future times in order to incorporate any new information, for example, from the completion
of some recovery activities or the occurrence of disruptions to the recovery process; and 3) the simulation
techniques, in general, do not allow us to transfer the information gained from the simulations for one
recovery project to other projects.
To address the above limitations, we propose a probabilistic predictive model for the number of completed
recovery steps by any time τ ∈ [0, TR]. Following the general formulation in Gardoni et al. (2002) for
probabilistic models, we write
T [Λr (τ, ξ,Θr)] =
nd∑
d=1
θr,dhr,d (τ, ξ) + σrεr, (5.14)
where T (·) is a transformation function; Λr (τ, ξ,Θr) is the predicted number of completed recovery steps
by time τ ; ξ is the vector of influencing factors (e.g., weather condition and resources); Θr = (θr, σr)
is the set of unknown model parameters that need to be estimated, in which θr = (θr,1, . . . , θr,nd);
[hr,1 (τ, ξ) , . . . , hr,nd (τ, ξ)] is the vector of explanatory functions; and σrεr is an additive model error term
(additivity assumption), in which σr is the standard deviation of the model error that is assumed to be
independent of τ (homoskedasticity assumption) and εr is a standard normal random variable (normality
assumption). The choice of T (·) should be on the basis of satisfying the additivity, homoskedasticity, and
normality assumptions as well as increasing the accuracy of the model (i.e., reducing the value of σr).
To calibrate the predictive model for Λr (·), one can use an experimental design (Huang et al. 2010;
Tabandeh and Gardoni 2015) to generate a limited number of samples for Λr (·) and ξ that cover realizations
of recovery processes with different topologies of the recovery network and subject to various influencing
factors ξ. Bayesian inference (Box and Tiao 2011; Gardoni et al. 2002) can then be used to estimate Θr,
based on the generated samples. The developed predictive model for Λr (·) will be applicable to other
recovery projects given that the corresponding topology of the recovery activity network is similar, and the
influencing factors are within the range considered in the experimental design.
To model the realizations of {τr,i}ni=1, we propose a Poisson process with a mean function equal to
Λ¯r (τ, ξ,Θr) = E [Λr (τ, ξ,Θr)], where E [·] is the expected value operator. This is equivalent to modeling
the time between the completion of any successive recovery steps, (i− 1) and i, with the CDF F (ν) =
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1− exp{− [Λ¯r (ν + τr,i−1)− Λ¯r (τr,i−1)]}, for ν > 0.
In this model, we can write the PMF of the number of completed recovery steps by any time τ ∈ [0, TR]
as
P [NR (τ) = i] =
[Λ¯r(τ,ξ,Θr)]i
i! exp
[−Λ¯r (τ, ξ,Θr)] , i = 1, 2, . . . , n , (5.15)
where n is the total number of recovery steps.
The completion of each recovery step corresponds to reaching a milestone for which the desired values
of the state variables, x (τr,i), are known (typically, in a probabilistic sense). Note that the recovery process
may introduce new variables to x (τr,i) or replace a subset of variables in x (τr,i) with new ones. For example,
if a retrofit is implemented using FRP composites, x (τr,i) will include new variables that define FRP and/or
its properties.
The recovery process terminates when all the steps in the original recovery network are completed (i.e.,
NR (TR) = n), given that no disrupting shock occurs. When the occurrence of a shock disrupts the recovery
process, we have to re-estimate the number of remaining recovery steps, their completion times, and the
values of the state variables after each of the remaining recovery steps. As described conceptually in Section
5.4, we have to first determine the damage level based on the reliability of the system. Because the reliability
is a function of state variables, we need to determine the impact of the shock on the state variables.
The occurrence of disrupting shocks is typically modeled as a Poisson or a renewal process. For example,
to model the occurrence of earthquake main-shocks, it is common to use a homogeneous Poisson process
or, more generally, a renewal process (Takahashi et al. 2004; Yeo and Cornell 2009a). The occurrence of
earthquake after-shocks is typically modeled as a non-homogeneous Poisson process (Jia and Gardoni 2017;
Kumar and Gardoni 2014b).
Given the occurrence of a disrupting shock, we use the general formulation proposed by Jia and Gardoni
(2018) to model the impact on the state variables. We write the vector of state variables as x (τs,j) =
x
(
τ−s,j
)
+4x (τs,j), where x
(
τ−s,j
)
is the vector of state variables immediately before the occurrence of the
jth shock and 4x (τs,j) is the change in the state variables due to the occurrence of jth shock. In general,
4x (τs,j) is a function of x
(
τ−s,j
)
and the intensity measures of the shock, s (τs,j). To account for such
dependence, one can develop/adopt probabilistic predictive models for 4x (τs,j) (see, Jia and Gardoni 2017;
Kumar and Gardoni 2012, 2014a). We denote the vectors of parameters of such models as Θx. Note that
the inclusion of x
(
τ−s,j
)
in predicting 4x (τs,j) accounts for the fact that the imposed changes are state-
dependent (i.e., the impact of a given shock on the state variables depends on the most recent values of the
state variables).
120
Combining the effects of the recovery process and disrupting shocks, we can write the state variables at
any time τ ∈ [0, TR] as
x (τ) =
∞∑
i=1
x (τr,i−1) 1{τr,i−1≤τ<τr,i} +
∞∑
i,j=1
4x (τs,j) 1{τr,i−1≤τ<τr,i,τr,i−1<τs,j≤τ}. (5.16)
The probability distributions of the state variables at the beginning of the recovery process (τ = 0) can be
obtained from the deterioration modeling (Iervolino et al. 2014; Jia and Gardoni 2018, 2017). For the subset
of state variables which are new or replaced during the recovery process, the initial probability distributions
are determined in compliance with the objective(s) of the recovery (e.g., to restore the original reliability or
functionality of the system or achieve a higher one, if desired).
5.5.2 Stochastic capacity and demand models
To model the capacity of and the demand on a system, we use the predicted x (τ) in existing capacity
and demand models. The general expression for the capacity of a system can be written as
C (τ) = C [x (τ) ,ΘC ] , (5.17)
where C (τ) = C [x (τ) ,ΘC ] is the predicted capacity of the system at time τ ∈ [0, TR] and ΘC is the vector
of parameters of the capacity model. Similarly, we can write the following general expression for the demand
that a shock with intensity measure(s) s (τ) can impose on the system:
D (τ) = D [x (τ) , s (τ) ,ΘD] , (5.18)
where D [x (τ) , s (τ) ,ΘD] is the predicted demand on the system at time τ ∈ [0, TR] and ΘD is the vector
of parameters of the demand model. For example, one can use the capacity models in Gardoni et al. (2002)
and the demand models in Gardoni et al. (2003) or Huang et al. (2010) for RC bridges. Also, Tabandeh and
Gardoni (2014, 2015) developed probabilistic capacity and demand models for RC bridges, accounting for
the effects of the FRP-confinement.
5.5.3 Instantaneous reliability
Using the capacity and demand models in Eqs. (5.17) and (5.18), we can write the limit-state func-
tion as g (τ) = C (τ) − D (τ), where the event ΩF (τ,Θ) = {[x (τ) , s (τ) , εC , εD] : g (τ) ≤ 0} defines the
failure to meet a specified performance level at time τ , where Θ = (Θx,Θr,ΘC ,ΘD); εC and εD are
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the model errors for the capacity and demand estimates. We can write the conditional failure probabil-
ity (i.e., fragility) at time τ ∈ [0, TR], given the occurrence of a shock with intensity measures s (τ), as
F [s (τ) ,Θ] = P [ΩF (τ,Θ) | s (τ)]. According to Gardoni et al. (2002), there are two possible ways to incor-
porate the uncertainty in Θ when computing F [s (τ) ,Θ]. First, we may ignore the uncertainty in Θ and
obtain a point estimate of the fragility as Fˆ [s (τ)] = F
[
s (τ) , Θˆ
]
, where Θˆ is a fixed value of Θ (e.g., the
mean or mode). Alternatively, we can account for the uncertainty in Θ to obtain a predictive estimate of
the fragility as F˜ [s (τ)] =
´
F [s (τ) ,Θ] f (Θ) dΘ, where f (Θ) is the (posterior) PDF of Θ.
Given the fragility function at time τ , F [s (τ)] (i.e., Fˆ [s (τ)] or F˜ [s (τ)]), we can write the instantaneous
failure probability, Pf (τ), as
Pf (τ) =
ˆ
F [s (τ)] f [s (τ)] ds (τ) , (5.19)
where f [s (τ)] is the PDF of s (τ). Using Fˆ [s (τ)] in Eq. (5.19), we obtain a point estimate of the fail-
ure probability (i.e., Pˆf (τ)). Alternatively, using F˜ [s (τ)], we obtain a predictive estimate of the failure
probability (i.e., P˜f (τ)). The instantaneous reliability is simply R (τ) = 1 − Pf (τ) and the corresponding
instantaneous reliability index is β (τ) = Φ−1 [R (τ)], where Φ (·) is the standard normal CDF. Similarly, we
can define β (τ, s (τ)) = Φ−1 [R [s (τ)]], where R [s (τ)] = 1− F [s (τ)].
5.5.4 System functionality
When the system functionality is directly defined in terms of the system state, system functionality can
be calculated in parallel with the instantaneous reliability, by taking into account any recovery steps or
disrupting events, which may affect the system state. Such a procedure is similar to the one we described in
Section 5.5.3.
When the functionality is defined by the level of reliability (like for buildings and bridges), the different
states of functionality are typically specified according to the requirements of stakeholders or community to
meet different operation levels. In such a case, we need to develop a mapping function M : [0, 1] × T →
[0, 100] which determines the system functionality at any time τ ∈ T as a function of R (τ) ∈ [0, 1]. The
properties ofM such as being continuous or discrete and the number of possible states in the case of discrete
functionality need to be defined for the specific system of interest. For example, in a bridge system when
βtol ≤ β (τ) < βacc, the traffic load might need to be reduced, which means reduction in the functionality
with respect to the intact system. The amount of reduction in the functionality of an interstate bridge could
be specified by the department of transportation. Also, when β (τ) < βtol , the bridge may need to be closed
to the traffic because of safety considerations and, thus, the system functionality becomes zero.
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5.6 Estimation of Recovery Quantifiers
Various quantities can be defined to describe the recovery process (which we call recovery quantifiers).
Such recovery quantifiers can be used in the life-cycle analysis (Jia and Gardoni 2017; Kumar and Gardoni
2014b). The recovery quantifiers can also serve as the basis to predict and compare the system performance
for different design and operation strategies. Some of the useful recovery quantifiers that can be derived from
the proposed formulation are 1) the amount of progress by any given time, in terms of the instantaneous
reliability and system functionality; 2) the amount of required work, in terms of the number of recovery steps;
3) the level of risk involved, in terms of the number of shocks that might occur during the recovery process;
4) the system down/partial functionality time, in terms of the recovery duration; and 5) the resilience of the
system, in terms of the proposed resilience metrics.
The instantaneous reliability is the recovery quantifier which is also used to compute the other recovery
quantifiers. To calculate the instantaneous reliability, we solve Eq. (5.19) at time instants at which changes
occur in the reliability of the system (see Figure 5.6). We follow two main steps: 1) simulate the occurrence
time of the events that affect the reliability of the system (i.e., recovery steps and disrupting shocks), and
2) calculate the reliability of the system after each event.
To simulate the occurrence times, we first set a time horizon, τH , over which we perform the calculations.
Next, we simulate the completion times of the recovery steps according to a general non-homogeneous Poisson
process with a mean function given in Eq. (5.14) and conditioned on the event NR (TR) = n. We use the
following algorithm to simulate {τr,i}ni=1:
Algorithm 5.1 Simulation of the completion times of the recovery steps
1: draw n independent copies of τpi(i) ∼ Λr (,Θr) /n
2: set (τr,1, . . . , τr,n) = sort
(
τr,pi(1), . . . , τr,pi(n)
)
3: set k = max {i : τr,i ≤ τH}
4: accept (τr,1, . . . , τr,k)
where pi (·) is the permutation operator such that pi (1) , . . . pi (n) is a reordering of 1, . . . , n; Λr (·,Θr) /n is
the conditional CDF of the completion times of the recovery steps; and k = 1, 2, . . . , n is the total number
of recovery steps that are completed within the time horizon τH .
Next, we simulate the sequence {τs,j}mj=1 such that τs,m ≤ τH . Assuming that disrupting shocks are oc-
curring according to a general non-homogeneous Poisson process with a mean function Λs (τ) =
´ τ
0 λs (ν) dν,
such that λs (ν) ≤ λs,ub for all ν ∈ [0, τH ], we use the following algorithm to simulate {τs,j}mj=1:
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Algorithm 5.2 Simulation of the occurrence times of disrupting shocks
1: set τs,0 = 0
2: while τs,j < τH do do
3: draw a sample for the interarrival time ds,j ∼ Exp (λs,ub)
4: set τs,j = τs,j−1 + ds,j
5: draw a random number u ∼ U (0, 1)
6: if λs (τ) < λs,ub then
7: reject λs,j and go to step 3
8: else
9: accept λs,j
10: end if
11: end while
where in the above algorithm ds,j is the interarrival time between subsequent shocks (j − 1) and j.
In the second step, to calculate the instantaneous reliability of the system, we consider two cases: 1)
τr,k < τs,1, and 2) τr,k > τs,1. In the first case, the recovery process terminates before the occurrence of any
disrupting shocks. As a result, we can solve Eq. (5.19) as k time-invariant reliability problems, using the
common methods of the reliability analysis (see, for example, Ditlevsen and Madsen 1996; Gardoni 2017b). In
the second case, only a subset (possibly empty) of the recovery steps is completed before the occurrence of the
first disrupting shock at τs,1. Now, we calculate the reliability of the system in the same way as explained for
the first case but considering only the subset of recovery steps. For the subset of recovery steps which are not
completed by τs,1, we have to revise the original network of the recovery activities based on the new damage
level at τs,1. To determine the new damage level according to the proposed reliability-based definition, we
have to obtain β (τs,1). To this end, we draw a sample from the probability distribution of s (τs,1) and use
it together with x
(
τ−s,1
)
in the probabilistic predictive models for 4x (τs,1). Next, we estimate the state
variables at time τs,1, x (τs,1), according to Eq. (5.16). Using the estimated x (τs,1), we can write the limit-
state function and solve Eq. (5.19) to obtain R (τs,1). Using β (τs,1) = Φ−1 [R (τs,1)], we can determine the
new damage level according to Table 5.3. Finally, we select the corresponding network of recovery activities,
developed a priori for the new damage level. The calculation of the instantaneous reliability continues in
the same way, until the recovery process terminates (i.e., the desired recovery objective is achieved). In this
algorithm τH should be sufficiently big so that the recovery process terminates before τ reaches τH .
The above two steps explain the simulation of the instantaneous reliability at any time τ conditioned
on {τr,i}ni=1, {τs,j}mj=1, and {s (τs,j)}mj=1. To obtain the unconditional instantaneous reliability, we need
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to repeat the above two steps for different realizations of {τr,i}ni=1, {τs,j}mj=1, and {s (τs,j)}mj=1. We can
use the statistical average of the simulated instantaneous reliabilities as an estimator of the unconditional
instantaneous reliability. The number of required simulations is determined such that the coefficient of
variations (COVs) of the calculated statistical averages at all times τ ∈ [0, τH ] are less than a prescribed
threshold (e.g., COV = 0.05). The computational time of the simulations depends on the complexity of 1)
the occurrence modeling of the recovery steps and disrupting shocks, and 2) the resultant impact on the state
variables. Using the analytical predictive models as proposed in Eqs. (5.14)-(5.18), a naïve implementation
of the formulation is efficient enough to run on a typical personal computer.
We use the simulated realizations of the instantaneous reliability to estimate the other recovery quantifiers
NR, NS , TR, and the resilience metrics. In each realization of the instantaneous reliability, the corresponding
total number of completed recovery steps, n, the number of disrupting shocks, m, and the completion time
of the last recovery step, τr,n, are realizations of NR, NS , and TR, respectively. We can use the obtained
realizations of NR, NS , and TR to approximate the corresponding probability distributions, based on a
probability estimation approach (Bishop 2006).
To quantify the system resilience, we can select a set of resilience metrics from the ones in Eqs. (5.7)-
(5.11). We can use the realizations of the instantaneous reliability in the respective equations to obtain the
corresponding realizations of the reliability-based resilience metrics. We can then use these realizations to
obtain the respective statistics of the resilience metrics, similar to the other recovery quantifiers. When the
resilience is in terms of the system functionality, we can obtain the functionality-based resilience metrics
by first obtaining the realizations of the system functionality, applying the mapping function M to the
realizations of the instantaneous reliability, and then proceeding as for the estimation of the reliability-based
resilience metrics.
5.7 Illustrative Example
This section illustrates the proposed formulation, considering the resilience analysis of an example RC
bridge subject to seismic excitations. Figure 5.7 shows the configuration of the considered (one column,
single bent) bridge together with the schematic layout of the considered site. The details of the considered
bridge can be found in Kumar and Gardoni (2014b) and Jia and Gardoni (2017). For the purpose of the
recovery of the example bridge, we consider a repair strategy based on the confinement of the bridge column
with an FRP jacket (Saini and Saiidi 2013).
125
L1 L2
Dc Ds
Hc A A
A− AKabut
Ksoil 8 km
24 km 24 km
Fault
Bridge Site
Figure 5.7: The considered RC bridge and layout of the hypothetical site
To model the impact of the recovery process and disrupting shocks on the system state, we consider both
the impact on the state variables as well as the resulting impact on the structural properties. Specifically,
the recovery process introduces new state variables which are the properties of the FRP jacket, including
thickness, tensile strength, and Young’s modulus. Furthermore, we consider the impact on the structural
properties, including the ultimate curvature capacity of the RC section, φu, the pre-yield lateral stiffness of
the RC column, K, and the yield displacement of the RC column, ∆y. Modeling the structural properties is
convenient as we use them directly in the probabilistic capacity and demand models.
To determine the damage levels, we use the reliability-based definitions in Table 5.3. In this example,
we assume the following values for the reliability thresholds: β0 = 3.5, βacc = 2.5, βtol = 1.5. We also define
the following mapping function between the instantaneous reliability and the system functionality:
M =

0%, β < βtol ,
30%, βtol ≤ β < βacc,
70%, βacc ≤ β < β0,
100%, β ≥ β0.
(5.20)
5.7.1 Recovery process and the impact on the system state
In this example, we use the network of recovery activities already shown in Figure 5.5. Table 5.4 shows
the duration of individual recovery activities, obtained from the RS Means database (Means 2016) and
similar projects (Saini and Saiidi 2013). In addition to the most likely duration of individual activities, the
table reports the lower and upper bounds of durations that represent the variability in their estimates. The
table also shows the set of predecessors of each activity (recovery activities needed before a specific activity
can start). We need the information on the predecessors to estimate the completion times of the recovery
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steps. In this example, because there is only one recovery step, the completion time of the recovery step is
the completion time of the recovery process (i.e., τr,1 = TR).
Table 5.4: The time table of the recovery activities for the repair of the damaged RC bridge with FRP
composites
Duration [day]
Number Activity Lower bound Most likely Upper bound Predecessor(s)
1 Inspection 2 3 5 −
2 Bidding 15 20 30 1
3 Mobilization 5 7 15 2
4 Erection of scaffold (abutment) 1 2 3 3
5 Erection of temporary support 1 2 3 3
6 Erection of scaffold (pier) 1 2 3 3
7 Concrete chipping (abutment) 1 2 3 4
8 Epoxy grouting (abutment) 1 2 3 7
9 Mortar patching (abutment) 1 2 3 8
10 Curing (abutment) 7 10 15 9
11 Removal of scaffold (abutment) 1 2 3 10
12 Concrete chipping (pier top) 1 2 3 4 and 5
13 Epoxy grouting (pier top) 2 3 3 12
14 Patching concrete (pier top) 1 2 3 13
15 Curing (pier top) 7 10 15 14
16 FRP surface prep (pier) 0.5 1 2 15
17 Apply FRP (pier) 0.5 1 2 16
18 Removal of scaffold (pier) 0.5 1 2 15 and 17
19 Minor repairs 3 4 5 11 and 18
20 Demobilization 0.5 1 2 19
We model the duration of each individual recovery activity as a random variable with a Beta distribution,
according to the information in Table 5.4. We then use stochastic activity network scheduling techniques
(Duncan, 1996) to estimate τr,1, based on the samples of the durations of individual recovery activities.
Table 5.5 shows the estimated distribution parameters for τr,1 in different recovery projects corresponding
to different damage levels. As discussed in Section 5.5.1, for the complex networks of recovery activities
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with large numbers of recovery steps (i.e., large n), it is more convenient to first develop a model for Λr (·),
following the general expression in Eq. (5.14), and then use the Poisson process as in Eq. (5.15) to generate
realizations of {τr,i}ni=1.
Table 5.5: The estimated parameters of Beta distributions for τr,1, corresponding to the three damage levels
Beta distribution parameters Range of Beta
Damage level α β distribution [days]
I 5.29 6.78 [5, 10]
M 7.36 9.38 [19, 34]
H 8.36 13.78 [40, 77]
The recovery process affects the system state by adding the properties of the FRP jacket (i.e., thickness,
tensile strength, and Young’s modulus) to the set of state variables. The recovery process also affects the
structural properties φu and ∆y (but not K), the extent of which depends on the properties of the FRP
jacket. The properties of the FRP jacket can be designed to achieve the desired state of the system (e.g., in
terms of target reliability). In this example, we set the target reliability, after the completion of repair, to
be 10% higher than the reliability of the as-built bridge. One can use the capacity model in Chapter 2 and
the demand models in Chapter 3 to formulate a reliability-based search problem and design the FRP jacket.
5.7.2 Disrupting shocks and the impact on the system state
In this example, we consider the earthquake mainshocks and the following aftershocks as the potential
disrupting events that might occur during the recovery process. To model {τs,j}mj=1, we use a homogeneous
Poisson process for the occurrence of the earthquake mainshocks and a non-homogeneous Poisson process
for the occurrence of the earthquake aftershocks. The details of modeling the occurrence of earthquake
mainshock-aftershocks sequence can be found in Jia and Gardoni (2017).
In order to determine the impact of a disrupting shock on the system state, we need to estimate the
intensity of the shock. In this example, we use the spectral acceleration, Sa, as the intensity measure.
To obtain the PDF of Sa, we need to perform a probabilistic seismic hazard analysis for the mainshock-
aftershocks sequence. The details of the seismic hazard analysis can be found in Kramer (1996) and Yeo
and Cornell (2009b). For a given value of Sa, we use the probabilistic models developed by Kumar and
Gardoni (2014a) to predict the degradation of φu, K, and ∆y. The details on the state-dependent models
can be found in Jia and Gardoni (2018). Once we obtain the values of φu, K, and ∆y, we use them in
the probabilistic capacity model developed by Gardoni et al. (2002) and the demand model developed by
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Gardoni et al. (2003) to write the limit-state function and calculate the instantaneous reliability, as explained
in Section 5.6.
5.7.3 Results and discussion
In this example, we use COV = 0.05 for the instantaneous reliability index as the convergence criterion,
which requires approximately 10, 000 simulations for {τr,i}ni=1, {τs,j}mj=1, and {s (τs,j)}mj=1. The analysis
took approximately 10 min of run-time on a personal computer (Intel(R) core(TM) i5-4460 CPU @ 3.20GHz
with 8.00GB RAM).
The left plot in Figure 5.8 shows the recovery surface in terms of the predictive reliability index, β˜ (τ, Sa)
and the PDF of Sa, f (Sa), where Sa is the intensity measure of the earthquake after which the recovery
process starts. Furthermore, to explore the impact of Sa on the recovery process and the progress over time
for a given Sa, the right plot in Figure 5.8 shows the curves β˜ (τ = 50, Sa) and β˜ (τ, Sa = 0.5). The white
lines indicate the locations of βtol = 1.5 and βacc = 2.5. For small values of Sa (i.e., Sa ∈ [0, 0.1]), the initial
damage level of the system is insignificant and the system quickly recovers up to the desired value, with a
mean recovery duration of E [TR] ≈ 7 days. For intermediate values of Sa (i.e., Sa ∈ [0.1, 0.9]), the initial
damage level is moderate and the corresponding recovery duration is longer than that for the small values
of Sa, with a mean recovery duration of E [TR] ≈ 26 days. For large values of Sa (i.e., Sa ∈ [0.35, 1.5]),
the initial damage level is heavy and the corresponding recovery duration has the mean E [TR] ≈ 54 days.
Having three discrete damage levels creates these three trends over time.
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Figure 5.8: The recovery surface and recovery curve of the example RC bridge in terms of predictive reliability
index
Figure 5.9 shows the recovery curve in terms of the predictive instantaneous reliability index, β˜ (τ). The
figure also shows the confidence band (between β˜ (τ) − σβ (τ) and β˜ (τ) + σβ (τ)) due to the statistical
uncertainty in Θ. We can observe that most of the recovery progress occurs over two distinct intervals,
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τ ∈ [5, 9] and τ ∈ [21, 29]. To explain this observation, we note that the initial damage level is a func-
tion of β˜ (τ = 0) which is obtained using Eq. (5.19) considering β˜ (τ = 0, Sa) instead of F [s (τ)]. In this
example, β˜ (τ = 0, Sa) is such that for the most likely values of Sa, the initial damage could be either in-
significant or moderate. When the initial damage level is insignificant, the recovery duration is in the first
of the two intervals with probability P (TR ∈ [5, 9] | DL = I) = 0.997. On the other hand, when the ini-
tial damage level is moderate, the probability that the recovery process ends within the second interval is
P (TR ∈ [21, 29] | DL = M) = 0.954. We can also observe that the confidence band is larger in the interval
τ ∈ [9, 21] due to the various possible recovery trends, which are highly sensitive to the initial damage level.
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Figure 5.9: The recovery curve of the example RC bridge in terms of the predictive instantaneous reliability
index
Figure 5.10 shows the PDF and PMF of the recovery quantifiers TR (left plot), and NS (right plot). In
this example, because there is only one recovery step, P (NR = 1) = 1. The left plot in Figure 5.10 also shows
the conditional PDFs of TR, fTR|DL (τ | DL), for the three different initial damage levels, considering that
no disrupting shock occurs during the recovery (i.e., the PDFs in Table 5.5). We can observe that fTR (τ)
in this example is bimodal. This is because, as explained earlier, the initial damage level for the example
bridge could be either insignificant or moderate with comparable probabilities (while the probability of being
heavy is negligible). Due to the occurrence of disrupting shocks, we also observe that the peaks of fTR (τ)
shift toward higher values of τ with respect to the modes of fTR|DL (τ | DL) for insignificant and moderate
initial damage levels.
From the right plot in Figure 5.10, we observe that P (NS = m) is concentrated at m = 0, and decreases
significantly for the larger values of m. This is because the mean return period of seismic shocks (≈6years) is
significantly larger than the expected completion time of the recovery process (≈16days); thus, it is unlikely
that an earthquake would disrupt the recovery process.
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Figure 5.10: The PDF and PMF of the recovery duration (left plot), and number of disrupting shocks (right
plot) during the recovery process
We use the instantaneous reliability and the system functionality as the performance measures to estimate
the reliability- and functionality-based resilience metrics for the example bridge. To obtain the system
functionality, we use the mapping function M defined in Eq. (5.20). Table 5.6 summarizes the estimated
statistics of the reliability- and functionality-based resilience metrics ρQ, χQ, and ψ1/3Q . The values of the
standard deviations for ρQ, χQ, and ψ1/3Q are large (with respect to the mean values). This is due to the
effect of the initial damage level on the recovery process. Comparing the resilience metrics based on the two
performance measures, we observe that the mean values of the functionality-based resilience metrics are larger
than the reliability-based metrics. This is because the scale of variation, as defined by Q¯res/Qtar , for the
system functionality is higher than that of the instantaneous reliability. For example, with reference to Eq.
(5.8), we note that for ρQ the value of ρQ¯,res(= 16.5) is the same for the reliability- and functionality-based
metrics. However, the value of Q¯res/Qtar of the reliability-based metric (= 0.006) is significantly smaller than
that of the functionality-based metric (= 0.468). Furthermore, we observe that the differences between the
reliability- and functionality-based metrics diminishes as the order of the metrics increases (e.g., the difference
between the two χQ’s is less than that of ρQ’s). This is because increasing the order of the resilience metric,
increases the effect of the recovery trend (determined by the time instants when a change in the system state
occurs) on the resilience metric, as compared to the effect of the scale of variation in the performance measure.
The recovery trend is similar for both the reliability- and functionality-based metrics; thus, the difference
between the corresponding resilience metrics decreases with increase in the order of the resilience metric.
These observations indicate 1) the importance of considering functionality in addition to reliability (i.e.,
considering the functionality-based resilience metrics instead of only reliability-based resilience metrics); and
2) the importance of choosing the metrics of interest and interpreting/communicating the obtained results.
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Table 5.6: The statistics of reliability- and functionality-based resilience metrics
Reliability-based Functionality-based
Resilience
metrics
Mean Standard
deviation
Mean Standard
deviation
ρQ 0.29 1.95 9.36 11.27
χQ 1.58 2.62 4.23 3.12
ψ
1/3
Q 3.28 4.04 4.74 3.31
5.8 Conclusions
This chapter proposed a rigorous mathematical formulation to quantify the resilience of engineering
systems. Proposed resilience metrics can accurately quantify the resilience of a given engineering system
and differentiate between various resilient characteristics of any two systems. Resilience metrics constitute
a systematically expandable set of partial descriptors, which can characterize the recovery curve of the
system with the desired level of accuracy. The chapter provided a general nomenclature for the resilience
metrics and the effects of system properties (including physical characteristics) on resilience. In addition, the
chapter discussed the various phases of the recovery and their importance to promote resilience. The chapter
proposed a stochastic model for the recovery process that closely replicates the actual work progress. The
recovery model accounts for the effects of recovery activities and the impact of possible disruptions on the
system state. A reliability-based definition of damage levels was developed in this regard, which accounts
for the safety requirements and is ideally suited for the probabilistic resilience analysis. The proposed model
for the recovery process can incorporate information from available databases, collected data, past record
and engineering experience, and judgment. A general discussion about the relationship between reliability
and functionality is included to better infer and communicate the resilience measured in terms of different
types of performance measures. The resilience analysis of an RC bridge was performed to illustrate the
proposed formulation. The recovery curves and resilience metrics for the example bridge were obtained,
while considering earthquake hazard and FRP repair strategy. The proposed model is ideally suited in
applications such as resilience-based design and life-cycle analysis.
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Chapter 6
Life-Cycle Analysis of Engineering
Systems: Modeling Deterioration,
Instantaneous Reliability, and
Resilience
This chapter proposes a novel general stochastic formulation for the Life-Cycle Analysis (LCA) of deteri-
orating engineering systems. The formulation formalizes the different aspects of the life-cycle of engineering
systems. To capture the probabilistic nature of the proposed formulation, it is named Stochastic Life-
Cycle Analysis (SLCA). The life-cycle of an engineering system is shaped by deterioration processes and
repair/recovery processes both characterized by several sources of uncertainty. The deterioration might be
due to exposure to environmental conditions and to both routine and extreme loading. The repair and recov-
ery strategies are typically implemented to restore or enhance the safety and functionality of the engineering
system. In the SLCA, state-dependent stochastic models are proposed to capture the impact of deterioration
processes and repair/recovery strategies on the engineering systems in terms of performance measures like
instantaneous reliability and resilience. The formulation integrates the state-dependent stochastic models
with the previously developed Renewal Theory-based Life-Cycle Analysis (RTLCA) to efficiently evaluate
additional system performance measures such as availability, operation cost and benefits. The proposed
SLCA can be used for the optimization of the initial design and mitigation strategies of engineering sys-
tems, accounting for their life-cycle performance. As an illustration, the proposed SLCA is used to model
the life-cycle of a reinforced concrete bridge, subject to deteriorations caused by corrosion and earthquake
excitations. As a repair strategy, the deteriorated bridge column is confined with Fiber Reinforced Poly-
mer (FRP) jackets. The results show that the deterioration processes significantly affect the performance
measures of the example bridge.
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6.1 Introduction
Engineering systems are typically designed for a service life that might last for several years. In particular,
there is an increasing attention toward sustainability (Gardoni and Murphy 2008), which calls for engineering
systems to have longer service lives. However, different deterioration mechanisms might adversely impact the
duration of the service life. Kumar et al. (2009, 2015) and Kumar and Gardoni (2014a,b) identify two types of
deterioration mechanisms that can occur in most engineering systems: 1) gradual (progressive) deterioration
due to corrosion (Vu and Stewart 2000; Choe et al. 2009; Zhong et al. 2010; Gardoni and Rosowsky 2011;
Gardoni and Trejo 2013), Alkali-Silica reaction (Eck Olave et al. 2015a,b), fatigue, and crack growth; and 2)
shock (sudden) deterioration due to damages from past extreme events like earthquakes, hurricanes, floods,
blasts and other natural or anthropogenic hazards (Sanchez-Silva et al. 2011; Kumar et al. 2015).
The Life-Cycle Analysis (LCA) provides a rational framework to plan and evaluate design and mitiga-
tion strategies for engineering systems and can promote the sustainable use of the existing resources (van
Noortwijk and Frangopol 2004; Joanni and Rackwitz 2008; van Noortwijk and van der Weide 2008; Kumar
and Gardoni 2014b; Gardoni et al. 2016a). In general, during its life-cycle, a system experiences alternat-
ing phases of being in use and of being down. The deterioration mechanisms affect the state of a system
through a set of variables that define the system (e.g., material properties, member dimensions, and im-
posed boundary conditions), called state variables. The system state, measured in terms of, for example,
its instantaneous reliability, degrades over time and when it falls below a prescribed acceptable threshold,
an intervention is triggered. Therefore, for the complete LCA of deteriorating engineering systems, it is
imperative to model and incorporate the deterioration processes, the recovery process, and the associated
uncertainties (Ellingwood and Mori 1993; Mori and Ellingwood 1994; Ciampoli and Ellingwood 2002; Choe
et al. 2009; Sanchez-Silva et al. 2011; Kumar and Gardoni 2014b).
Resilience has been proposed as a desirable feature of engineering systems to maximize the time they are
in service, providing the required level of functionality (Gardoni and Murphy 2008; Murphy and Gardoni
2011). Murphy and Gardoni (2011) argued that one strategy to effectively reduce the impact of a hazard is
to improve the engineering systems’ (and more generally the society’s) resilience and ability to respond to a
disaster in a timely and well-informed way.
This chapter proposes a novel general stochastic formulation for the LCA of deteriorating engineering
systems, named Stochastic Life-Cycle Analysis (SLCA). The key elements of the SLCA are the mathematical
modeling of the deterioration and recovery processes along with a probabilistic resilience analysis. The
proposed formulation models the service life performance of an engineering system by integrating the models
on the state-dependent deterioration (Jia and Gardoni 2018) and on the state-dependent recovery, and
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resilience analysis (Sharma et al. 2018b). The SLCA integrates the deterioration and recovery models
with the Renewal Theory-based Life-cycle Analysis (RTLCA), previously proposed by Kumar and Gardoni
(2014b), to efficiently evaluate additional system performance measures such as the instantaneous probability
of being in service, availability, the cost of operation and failure of the system, and the benefit, all over a
finite time horizon. Furthermore, this chapter evaluates the resilience of deteriorating systems over time,
which can be used as a target attribute within the SLCA to optimize design and mitigation strategies.
For the deterioration modeling, we adopt the general stochastic model proposed by Jia and Gardoni (2017)
and Jia and Gardoni (2018). This model predicts the system state as a function of the state variables that
vary with time due to multiple deterioration processes. Current models that consider multiple deteriorations
model them as independent processes (Kumar et al. 2009; Sanchez-Silva et al. 2011; Kumar and Gardoni
2014a; Kumar et al. 2015; Riascos-Ochoa et al. 2015). In contrast, the model from Jia and Gardoni (2017) and
Jia and Gardoni (2018) explicitly considers the interaction among different deterioration processes. Within
this model, either deterministic, probabilistic, or stochastic models (addressing various uncertainties) can
be incorporated to describe the changes in state variables due to the deterioration processes. Once the
time-varying state variables are modeled, they can be used in existing capacity and demand models (e.g.,
those developed by Gardoni et al. 2002, 2003 for reinforced concrete bridges) to predict the system state.
The capacity is defined as the maximum value of a physical quantity (e.g., a load or deformation) that the
system can sustain without failure. The demand is the corresponding physical quantity placed on the system
by a hazard, which is characterized by a (set of) intensity measure(s).
When the deteriorated system undergoes a recovery, the value of state variables may change due to the
completion of different recovery activities. Also, it is possible that the values of state variables change due
to the occurrence of disrupting events (i.e., shocks), that might occur before the completion of the recovery.
For the recovery modeling, we adopt the stochastic model proposed by Sharma et al. (2018b). As in the
deterioration modeling, this model predicts the system state as a function of state variables. Since the
desired values of the state variables are specified (typically in a probabilistic sense) after the completion
of a set of recovery activities, we can use the state variables in the appropriate probabilistic capacity and
demand models to determine the corresponding system state, as in the deterioration modeling. The impact
of disrupting shocks on the state variables during the recovery is modeled in the same way as when the
system is in use (i.e., in the deterioration modeling). We then use the estimate of the state variables, at
any time during the recovery, in the appropriate capacity and demand models to predict the corresponding
system state.
For the resilience analysis, we use the mathematical model in Sharma et al. (2018b). In this model, the
resilience associated with a given system state and recovery strategy (which together shape the recovery) is
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characterized by a set of partial descriptors. Such partial descriptors have the following desirable properties:
1) they are simple and have clear interpretations, and 2) any set (of partial descriptors) can be augmented
with additional descriptors in a systematic way. The first property facilitates the use of the partial descriptors
in practice and the communication of resilience levels to the public and stakeholders. The second property
makes the model flexible and able to characterize resilience with the desired accuracy.
The rest of the chapter is organized into six sections. The next section reviews the RTLCA for the
estimation of various life-cycle performance measures. Section 6.3 discusses the general modeling of the
system performance over its service life, including the deterioration and recovery modeling. Section 6.4
presents the estimation of the instantaneous reliability. Section 6.5 discusses the resilience analysis. Section
6.6 illustrates the proposed SLCA by modeling the life-cycle performance of an example Reinforced Concrete
(RC) bridge. Finally, the last section summarizes the chapter and draws some conclusions.
6.2 Life-cycle Analysis
This section discusses the RTLCA and the computation of performance measures such as availability, the
cost of operation, and the benefit according to Kumar and Gardoni (2014b).
During its service life, a deteriorating system generally experiences alternating phases of being in use
(i.e., the system is functioning) and down (i.e., the system is removed from the service for the repair or
replacement). Figure 6.1 schematically illustrates the life-cycle performance of a deteriorating system in
terms of a performance measure, Q (t) (e.g., instantaneous reliability or functionality) as a function of time
t. Within each cycle, Q (t) degrades due to either gradual deterioration (leading to continuous changes
in Q (t)) or shock deterioration (leading to sudden changes in Q (t).) When Q (t) falls below a prescribed
acceptable threshold, Qacc, an intervention is triggered; hence, the system is removed from the full operation
and undergoes a recovery process with an initial residual state Qres to restore a desired target state Qtar .
We use Ii to denote the ith intervention event, being triggered at time tIi , and Li to denote the ith renewal
cycle, ending at time tLi , when the system is restored to Qtar and a new cycle (i.e., the (i+ 1) th cycle)
starts.
Overall, the length of ith cycle, TLi , corresponds to the period between the end of the (i− 1) th cycle
and ith cycle, i.e., TLi = tLi − tLi−1 . As shown in the figure, we can further divide TLi and write it as
TLi = TIi + TDi , where TIi is the period in which the system is in use (TIi = tIi − tLi−1), and TDi is the
down time (TDi = tLi − tIi).
For some systems, there might be a time delay (lag period) between the intervention and the start of the
recovery process. To account for the possible lag period, we can write TDi = Tli + TRi , where Tli is the lag
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period and TRi is the recovery duration. We use τ ∈ [0, TR] to denote the elapsed time since the beginning
of the recovery. During the lag period (for example, from tIi to tIi + Tli) Q (t) may further degrade. Note
that intervention Ii in the figure is preventive because the prescribed criterion (i.e., Q (tIi) ≤ Qacc) is met.
However, intervention Ii+1 is essential because the system experiences a full loss of performance and Qres = 0
(e.g., an ultimate failure has occurred).
t
Q (t)
Deterioration Recovery
in use down in use down
Qtar
Qacc
Qres
TLi TLi+1
TIi TDi TIi+1 TDi+1
Tli TRi TRi+1
tLi−1 tIi tLi tIi+1 tLi+1
7−→ τ 7−→ τ
Figure 6.1: Illustration of the life-cycle performance of a system
Under the assumption of the renewal process, {TLi}i∈N is a sequence of statistically independent and
identically distributed (i.i.d.) random variables. A renewal event, Li, can be either LR or LF (i.e., renewal
because of a repair or a replacement due to failure), with probabilities P (LR) = P (Li ≡ LR) and P (LF ) =
P (Li ≡ LF ). Using the fact that the events LR and LF are disjoint and collectively exhaustive, we have
P (LR) + P (LF ) = 1, and can write
fTL (t) = fTL|LR (t | LR)P (LR) + fTL|LF (t | LF )P (LF ) , (6.1)
where fTL (t) is the Probability Density Function (PDF) of TLi ; fTL|LR (t | LR) is the conditional PDF of
TLi given that Li ≡ LR; and fTL|LF (t | LF ) is the conditional PDF of TLi given that Li ≡ LF . Similarly,
for TIi we have
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fTI (t) = fTI |LR (t | LR)P (LR) + fTI |LF (t | LF )P (LF ) . (6.2)
The remaining of this section presents the estimation equations, derived based upon the renewal equation
(Rausand and Arnljot 2004), for different life-cycle performance measures, first derived by Kumar and
Gardoni (2014b). Based on the assumptions of the renewal theory (i.e., {TLi}i∈N is a sequence of i.i.d.
random variables), the estimation equations only need the PDFs and probabilities in Eqs. (6.1) and (6.2)
for the first renewal cycle, which are the same as those for the ith renewal cycle, for every i ∈ N. Such PDFs
and probabilities can be obtained from the modeling of the deterioration and recovery processes, discussed
in Section 6.3.
6.2.1 Availability
The availability of a system during the time interval [0, t] is defined as the fraction of time during which the
system has been available (or in use), i.e., A (t) =
´ t
0 1{in use at ξ}dξ/t. The expected value of the availability
is simply E [A (t)] =
´ t
0 PS (ξ) dξ/t, where PS (ξ) is the instantaneous probability that the system is in use at
time t and can be obtained as
PS (t) = [1− FTI (t)] +
ˆ t
0
PS (t− ξ) fTL (ξ) dξ. (6.3)
6.2.2 Cost of operation, failure losses, and benefit
The operation cost, COp (t), includes the total cost of repair and replacement of the system in order to
operate it up to time t. The expected value of COp (t) can be estimated as
E [COp (t)] =
ˆ t
0
{c¯Op (ξ) + E [COp (t− ξ)]} e−γξfTL (ξ) dξ, (6.4)
where c¯Op (ξ) = E [cOp1 | TL1 = ξ] and cOp1 is the cost of the repair or replacement occurring between the
events I1 and L1, and γ is the discount rate to obtain the Net Present Value (NPV) of the cost.
The additional cost incurred in the life-cycle of the system includes the failure loss, CL (t), arising from,
for example, injuries, deaths or damage to properties. The expected value of the failure loss can be obtained
as
E [CL (t)] = P (LF ) cLeγTD
ˆ t+TD
0
e−γξfTL|LF (ξ | LF ) dξ +
ˆ t
0
E [CL (t− ξ)] e−γξfTL (ξ) dξ, (6.5)
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where cL is the loss corresponding to the event I1, and TD in this equation is the down-time after an ultimate
failure (e.g., TDi+1 in Figure 6.1, where Qres = 0.)
In addition to the incurred cost, an important consideration in the LCA is the benefit of operating a
system, B (t). If b corresponds to the benefit of having the system in use for a unit time, the expected benefit
can be obtained as
E [B (t)] = b
ˆ t
0
PS (ξ) e−γξdξ. (6.6)
We can write the expected net benefit as E [Bnet (t)] = E [B (t)] − E [Ctot (t)] − CC , where E [Ctot (t)] =
E [COp (t)] + E [CL (t)] is the expected total cost and CC is the construction cost.
The estimation equations for the variance of the above quantities, i.e., availability, cost of operation,
failure losses, and benefit, can be derived similarly and can be found in Kumar and Gardoni (2014b). Next,
we discuss the modeling of the deterioration and recovery processes, which provide the PDFs and probabilities
required to estimate the above quantities.
6.3 Performance Analysis
This section discusses the modeling of the system state under the deterioration-recovery cycles. We first
present the general model for the deterioration processes and then present the model for the recovery process.
6.3.1 Modeling of deterioration processes
To model the deterioration processes and their impact on the system state, we use the general stochastic
model proposed by Jia and Gardoni (2018). This model predicts the system state as a function of the values
of the state variables that might vary with time due to multiple deterioration processes. This model (as
briefly described in this section) is adopted here because it allows the consideration of multiple deterioration
processes and their interactions.
6.3.1.1 State change due to deterioration
Figure 6.2 illustrates the flowchart of the stochastic model. The modeling starts with the vector of
external conditions/variables at time t, z (t), partitioned into 1) environmental conditions/variables (such as
temperature, atmospheric pressure, and relative humidity) denoted as e (t), and 2) shock intensity measures,
denoted as s (t). The external conditions influence the deterioration that the system may be subject to. Let
the vector x (t) ∈ Rnx denote the state variables of the structural system at time t. Due to the impacts
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of multiple deterioration processes (with potential interactions between them), the state variables typically
change with time. The changes in x (t) lead to changes in the capacity of the system, C (t), as well as in the
demand, D (t), imposed by external conditions. The adopted model focuses on modeling x (t). Once x (t)
is modeled, it can be used in existing capacity and demand models (as described in the next section), to
predict the system state, measured in terms of a performance measure Q (t).
External Conditions
z (t) = [e (t) , s (t)]
Environmental
conditions e (t)
Shocks/hazards
models s (t)
Gradual
deteriorations
Shock
deteriorations
Multiple Deterioration Processes
State Variables Models
x (t) = x [t,x (0) , {z (t)} ,Θx]
Capacity and Demand Models
C (t) = C [x (t) ,ΘC ]
D (t) = D [x (t) , s (t) ,ΘD]
System State Model
Q (t) = Q [C (t) , D (t)]
Figure 6.2: Flowchart for the stochastic model of the deterioration processes and their impact on the system
state (adapted from Jia and Gardoni 2018)
The vector of state variables at time t can be written as
x (t) = x (0) +
ˆ t
0
x˙ (υ) dυ, (6.7)
where x˙ (υ) is the instantaneous rate of state change at time υ due to the deterioration processes. Suppose
the system is subject to m deterioration processes and let x˙k (t) denote the rate of state change at time t,
due to the kth deterioration process. To capture the dependency of the rate on time/age, x (t), and zk (t),
we write x˙k (t) as
x˙k (t) = x˙k [t,x (t) , zk (t) ,Θx,k] , (6.8)
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where zk (t) represents the external conditions that have an impact specifically on the kth deterioration
process, and Θx,k is the vector of model parameters related to the impact of the kth deterioration process.
This formulation is different from the existing ones, where x˙k (t) only depends on time.
We can then write x˙ (t) as the sum of the rates associated to individual deterioration processes as
x˙ (t) =
m∑
k=1
x˙k [t,x (t) , zk (t) ,Θx,k] . (6.9)
As a special case, if x˙k [t,x (t) , zk (t) ,Θx,k], for all k = 1, 2, . . . ,m, only depend on time, i.e., x˙k [t,Θx,k],
the state variables computed from Eqs. (6.7) and (6.9) will be the same as those computed using the
models available in the literature (i.e., in Kumar et al. 2015). The vector x (t) is a function of t, the
sequence of all external conditions from time 0 to t, {z (t)}, and the vector of model parameters Θx =
(Θx,1, . . . ,Θx,m). Thus, x (t) = x [t,x (0) , {z (t)} ,Θx]; and x˙k (t) = x˙k [t,x (t) , ek (t) ,Θx,k] for gradual
deterioration processes, and x˙k (t) = 4xk
[
x
(
t−k,i
)
, sk (tk,i) ,Θx,k
]
δ (t− tk,i) for t−k,i < t ≤ t−k,i+1 for shock
deterioration processes, where 4xk [·] is the change due to the ith shock, occurring at time tk,i, x
(
t−k,i
)
is
the state variable at time t−k,i (i.e., right before tk,i), and δ (·) is the Dirac delta function.
To implement this model, we need to establish and calibrate specific models for the changes of the state
variables for each deterioration process. The formulation presented here is general, and can incorporate either
a deterministic, probabilistic, or stochastic model. Jia and Gardoni (2018) proposed a non-homogeneous
state-dependent Markov process model for gradual deterioration which is able to capture the associated
uncertainties and also the time/age and state-dependence of the deterioration process. The Gamma process,
commonly used in the literature to model the gradual deterioration (van Noortwijk et al. 2007; Li et al.
2015), is just a special case (i.e., purely age dependent) of this more general stochastic model.
For shock deterioration, two aspects need to be considered: one aspect is the modeling of the character-
istics of the shocks, including the occurrence rate/frequency and the intensity; the other aspect is estimating
the change of the state variables due to a shock with a given intensity. Stochastic models such as Pois-
son processes, either homogeneous (i.e., with constant occurrence rate) (Ellingwood and Mori 1993; van
Noortwijk et al. 2007; Kumar et al. 2009; Kumar and Gardoni 2013b, 2014a) or non-homogeneous (i.e.,
with time-varying occurrence rate) (Iervolino et al. 2014; Li et al. 2015; Kumar and Gardoni 2012), have
been used to model the random occurrence of shocks. To predict [x˙1 (t) , . . . , x˙m1 (t)] due to shocks, we may
use analytical models, if available, or develop/adopt probabilistic predictive models as those in Kumar and
Gardoni (2012) and Kumar and Gardoni (2014b).
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6.3.1.2 Stochastic capacity and demand models
Given the state variables at time t, x (t), the capacity of the system can be expressed as
C (t) = C [x (t) ,ΘC ] , (6.10)
where C [x (t) ,ΘC ] is a capacity model and ΘC is the set of parameters of the capacity model. Similarly, the
demand that the shock (described by its intensity measure(s) s (t)) imposes on the system can be expressed
as
D (t) = D [x (t) , s (t) ,ΘD] , (6.11)
where D [x (t) , s (t) ,ΘD] is a demand model and ΘD is the set of parameters of the demand model. Note
that ΘC and ΘD in Eqs. (6.10) and (6.11) do not include Θx. As an example, the capacity and demand
models in Eqs. (6.10) and (6.11) can follow the general forms proposed by Gardoni et al. (2002, 2003). Here,
the models in Eqs. (6.10) and (6.11) additionally include the time dependence into the formulations (Choe
et al. 2008, 2009; Pillai et al. 2010; Kim et al. 2012; Kumar and Gardoni 2013b; Gardoni et al. 2013). More
generally, any appropriate capacity and demand models that take the state variables as input can be adopted
in the formulation.
6.3.2 Modeling of the recovery process
To model the recovery of deteriorated systems, we use the stochastic model proposed by Sharma et al.
(2018b). This section briefly reviews this model. The recovery model consists of 1) modeling the occurrence
times of changes in the system state due to the recovery activities or disrupting shocks that could happen
during the recovery process (between the initiation of the recovery and before the beginning of a new renewal
cycle), and 2) predicting the system state after each change. Next, we briefly discuss this model.
6.3.2.1 State change due to recovery
The modeling of the recovery process starts with developing a work plan that specifies all of the required
recovery activities (i.e., their types and numbers.) The recovery work is divided up to a level of detail such
that the information about individual activities (e.g., expenditure and required time) can be obtained from
the readily available resources (e.g., the RS Means database (Means 2016).) The information about different
activities from available resources is typically for a standard situation (i.e., standardized crews, equipment,
methods, and weather conditions). Therefore, the initial estimates of the durations or expenditures of the
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recovery activities might need to be updated based upon the availability of the budget, materials, skilled
workforce, or weather conditions. The estimates of the duration of individual activities can be combined to
estimate the overall recovery duration. The occurrence of disrupting shocks (e.g., seismic shocks occurring
before the completion of the recovery) might change the scope of the recovery and the initial estimate of the
recovery duration. The extent of such changes depends on the occurrence time time of the shock during the
recovery process as well as the shock intensity.
Recovery activities that together lead to a change in the system state can be grouped into recovery steps.
The number of completed recovery steps by any time τ ∈ [0, TR], is modeled as a Poisson process with a
mean function Λr (τ). Sharma et al. (2018b) proposed the following probabilistic predictive model for Λr (τ):
T [Λr (τ, ξ,Θr)] =
nd∑
d=1
θr,dhr,d (τ, ξ) + σrεr, (6.12)
where T (·) is a transformation function; Λr (τ, ξ,Θr) is the predicted mean function; ξ is a vector of
influencing factors (e.g., weather condition and resources); Θr = (θr, σr) is a set of model parameters, in
which θr = (θr,1, . . . , θr,nd); [hr,1 (τ, ξ) , . . . , hr,nd (τ, ξ)] is the vector of explanatory functions; and σrεr is
an additive model error term (additivity assumption), in which σr is the standard deviation of the model
error that is assumed to be independent of (homoskedasticity assumption) and εr is a standard normal
random variable (normality assumption.) The transformation T (·) is used to approximately satisfy the
homoskedasticity, normality, and additivity assumptions. Note that we can update Θr based on the data
from similar recovery activities in other projects or the recorded data in ongoing activities in the considered
project, Bayesian inference as in Gardoni et al. (2007).
The recovery steps correspond to reaching milestones for which the state variables, x (τ), have desired
values (typically, in a probabilistic sense.) Note that x (τ) in the recovery modeling might not necessarily
consist of the same set of state variables as those in the deterioration modeling. This is because the recovery
process may introduce new state variables to the model or replace a subset of state variables in the deteri-
oration modeling with new ones. For example, if a retrofit is implemented using Fiber Reinforced Polymer
(FRP) composites, x (τ) will include new variable that define the FRP and/or its properties. The impact of
disrupting shocks on x (τ) is modeled in the same way as it is modeled in the deterioration modeling (before
the beginning of the recovery process) as discussed in the previous section.
Combining the deterioration and the recovery models, we can write the state variables for every t ∈
[tIi + Tli , tLi ] as
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x (t) =
 x [τ,x (tIi + Tli) , {z (t)} ,Θx,Θr]
x [τ,x (τ0) , {z (τ)} ,Θx,Θr]
 , (6.13)
where x [τ,x (tIi + Tli) , {z (t)} ,Θx,Θr] is the subset of state variables which are shared between the dete-
rioration and recovery models, in which x (tIi + Tli) is the vector of state variables at the beginning of the
recovery process, obtained from the deterioration model, and x [τ,x (τ0) , {z (τ)} ; Θx,Θr] is the subset of
state variables which are augmented due to the recovery process, in which x (τ0) is the initial state variables
at the time they are added to the system during the recovery process.
6.3.2.2 Stochastic capacity and demand models
As in the deterioration modeling, we can use the estimated x (τ) from the recovery modeling in existing
capacity and demand models to determine the capacity of the system and the imposed demand (or capacities
and demands in the case of multiple modes of failure.) For example, Tabandeh and Gardoni (2014, 2015)
developed probabilistic capacity and demand models for RC bridges, where the bridge column is confined
with FRP jackets, as a repair strategy for deteriorated bridge columns. These models take x (τ) as inputs
and estimate the corresponding capacities and demands.
6.4 Reliability Analysis
In this section, we obtain the instantaneous reliability of the system at any time during its service life. Let
g (t) = C (t)−D (t) denote a limit-state function and the event ΩF (t,Θ) = {[x (τ) , s (t) , εC , εD] : g (t) ≤ 0}
defines the failure to meet a specified performance level at time t, where Θ includes all the parameters needed
for modeling the state variables and the corresponding capacities and demands (i.e., Θ = (Θx,ΘC ,ΘD) for
t ∈ [tLi−1 , tIi + Tli] and Θ = (Θx,Θr,ΘC ,ΘD) for t ∈ [tIi + Tli , tLi ]); and εC and εD are the model errors
for the capacity and demand estimates. Then, we define the conditional failure probability (or fragility) at
time t, given the occurrence of a shock with intensity measure(s) s (t), as F [s (t) ,Θ] = P [ΩF (t,Θ) | s (t)].
To incorporate the uncertainty in Θ in computing F [s (t) ,Θ], there are two possible options (Gardoni
et al. 2002). First, we may ignore the uncertainty in Θ and obtain a point estimate of the fragility as
Fˆ [s (t)]=F
[
s (t) , Θˆ
]
, where Θˆ is a fixed value of Θ (e.g., the mean or mode.) Alternatively, we can consider
the uncertainty in Θ to obtain a predictive estimate of the fragility as F˜ [s (t)] =
´
F [s (t) ; Θ] f (Θ) dΘ,
where f (Θ) is the PDF of Θ. Given the fragility function at t, (i.e., Fˆ [s (t)] or F˜ [s (t)]), we can write the
instantaneous failure probability Pf (t) as
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Pf (t) =
ˆ
F [s (t)] f [s (t)] ds (t) , (6.14)
where f [s (t)] is the PDF of s (t). Using Fˆ [s (t)] in Eq. (6.14) leads to a point estimate of the failure
probability (i.e., Pˆf (t)) and using F˜ [s (t)] leads to a predictive estimate of the failure probability (i.e.,
P˜f (t)). We can compute the failure probability in Eq. (6.14) using a stochastic simulation approach (see
Jia and Gardoni 2017 and Sharma et al. 2018b for more details.) The instantaneous reliability is simply
R (t) = 1− Pf (t).
6.5 Resilience Analysis
This section briefly reviews the model for the resilience analysis proposed by Sharma et al. (2018b).
Sharma et al. (2018b) introduced the Cumulative Resilience Function (CRF) Q˘ (τ) (= Q (t) for all τ ∈ [0, TR])
to quantify the overall recovery progress by time τ (i.e., is a recovery curve). Once Q˘ (τ) is specified, we
can obtain the Instantaneous Rate of the Recovery Progress according to the following three mathematical
formulations (Sharma et al., 2018b).
Definition. When the CRF is a continuous function of time, the instantaneous rate of the recovery progress
is the time derivative of the CRF. Mathematically, we can write it as q (τ) = dQ˘/dτ for all τ ∈ [0, TR], which
is called the Resilience Density Function (RDF). The RDF is undefined at a possible finite set of points
where the derivative of the CRF does not exist (i.e., Q˘ ∈ C0 ([0, TR])).
Definition. When the CRF is a step function, the RDF can no longer be defined because of CRF discon-
tinuities; hence, the Resilience Mass Function (RMF) is defined as q (τ) =
∑∞
k=04Q˘ (τk) δ (τ − τk), for all
τ ∈ [0, TR], where 4Q˘ (τk) = Q˘ (τk) − Q˘
(
τ−k
)
is the size of the jump in the CRF at discontinuity point
τ = τk (where τ0 = 0); and δ (·) is the Dirac delta function. To reflect that at τ0 the CRF is equal to Qres
(typically non-zero), we define 4Q˘ (0) = Qres.
Definition. In general, the CRF might be a combination of the previous two cases (i.e., Q˘ (τ) is a piecewise
continuous function). In this case, the instantaneous rate of the recovery progress is written as
q (τ) = q˜ (τ) +
∑∞
k=04Q˜ (τk) δ (τ − τk) , τ ∈ [0, TR] , (6.15)
where q˜ (τ) is the RDF, corresponding to the continuous part of the CRF, and 4Q˜ (τk) δ (τ − τk) is the
RMF, accounting for the discontinuities of the CRF.
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The CRF or RDF/RMF of a system provides complete information about its residual state, the recovery
process, and, thus, its resilience. To help the interpretation of the CRF, RDF, and RMF, one can see the
analogy between their definitions and those of a Cumulative Distribution Function (CDF), a Probability
Density Function (PDF) and a Probability Mass Function (PMF) that are used to describe random variables
in the probability theory.
Sharma et al. (2018b) also defined partial descriptors to capture key characteristics of resilience. Such
partial descriptors are summarized next. The Center of Resilience, ρQ, of a given recovery process that we
use in this chapter, is defined as
ρQ =
´ TR
0 τq (τ) dτ´ TR
0 q (τ) dτ
= Qres
Qtar
ρQ,res +
Q¯res
Qtar
ρQ¯,res, (6.16)
where Qres/Qtar is the contribution of the residual state to ρQ, in which Qtar = Q˘ (TR); ρQ,res = τ0 is the cen-
ter of resilience, when considering only the residual state; Q¯res/Qtar is the contribution of the recovery process
to ρQ, in which Q¯res = Qtar −Qres; and the ρQ¯,res =
[´ TR
0 τ q˜ (τ) dτ +
∑∞
k=1 τk4Q˜ (τk) 1{0<τk≤TR}
]
/Q¯res is
the center of resilience, when considering only the recovery process. Since τ0 = 0, Eq. (6.16) simplifies into
ρQ =
Q¯res
Qtar
ρQ¯,res, (6.17)
The expression for ρQ in Eq. (6.17) distinguishes between the roles of the residual system state (which
affects Q¯res) and the recovery process (which affects ρQ¯,res) in the quantification of resilience. Being able
to decouple the two contributions facilitates the determination of the acceptable level of resilience, as an
intervention criterion, in terms of a balance between the system state in the immediate aftermath of a
disruption and the corresponding recovery duration. We also note that the value of ρQ depends on the
choice of Q˘ (τ) (e.g., functionality or instantaneous reliability). As a result, the interpretation of the obtained
results for ρQ and decisions about the acceptable level of resilience depend on such choice.
As a generalization, the nth resilience moment is defined as
ρ
(n)
Q =
´ TR
0 τ
nq (τ) dτ´ TR
0 q (τ) dτ
= Qres
Qtar
ρ
(n)
Q,res +
Q¯res
Qtar
ρ
(n)
Q¯,res, (6.18)
where ρ(n)Q,res = τn0 and ρ
(n)
Q¯,res =
[´ TR
0 τ
nq˜ (τ) dτ +
∑∞
k=0 τ
n
k4Q˜ (τk) 1{0≤τk≤TR}
]
/Q¯res. We can use ρ(n)Q ’s to
capture various characteristics of the RDF/RMF, including its dispersion and skewness (see Chapter 5 for
further details.) Any CRF and RDF/RMF can be completely characterized in terms of
{
ρ
(n)
Q : n = 1, 2, . . .
}
.
The expression for the resilience moments in Eq. (6.18) can also account for the impact of disrupting shocks
by allowing 4Q˜ (τk) < 0 when a shock occurs at τ = τk < TR.
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Analogously to the instantaneous reliability, we define the instantaneous resilience of a system to account
for the effect of the deterioration processes on the resilience of the system. The proposed mathematical
expression for the instantaneous resilience, quantified in terms of ρQ, is
ρQ (t) =
ˆ
ρQ [s (t)] f [s (t)] ds (t) , (6.19)
where ρQ [s (t)] is the center of resilience, considering the system state at time t and given that the system
undergoes the recovery process due to the occurrence of a shock with intensity measure(s) s (t) which affect
both the Q¯res and ρQ¯,res; and f [s (t)] is the PDF of s (t). To account for the uncertainty in Θ, when
computing ρQ [s (t)], we can use a point estimate ρˆQ [s (t)] in Eq. (6.19) which leads to a point estimate of
the instantaneous resilience ρˆQ (t). Alternatively, we can use a predictive estimate ρ˜Q [s (t)] which leads to
the predictive estimate of the instantaneous resilience ρ˜Q (t).
6.6 Illustrative Example
In this section, we illustrate the proposed SLCA by modeling the life-cycle performance of an example
RC bridge subject to gradual deterioration due to chloride-induced corrosion and shock deterioration due to
seismic excitations. The deteriorated bridge then undergoes the recovery process that consists of confining
the bridge column with an FRP jacket. In this example, when the intervention is triggered, if Qres = 0 a full
replacement is carried out; otherwise, a repair is carried out. As part of the SLCA, we evaluate the impact
of the deterioration processes and the effects of the selected repair strategy on the resilience of the RC bridge
over its service life. As a benchmark problem, we consider the RC bridge with one single-column bent in
Kumar and Gardoni (2014b). Figure 6.3 shows the configuration of the bridge together with a schematic
layout of the hypothetical site of the bridge with respect to a given fault (for modeling the seismic hazard.)
L1 L2
Dc Ds
Hc
A A
A−A
Kabut
Ksoil
8 km
24 km 24 km
Fault
Bridge Site
Figure 6.3: The considered RC bridge and schematic layout of the hypothetical site
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6.6.1 Modeling of deterioration of RC bridges due to corrosion and seismic
excitations
For the deterioration due to corrosion, we consider the reduction of reinforcement diameter and its
impact on the structural properties of the RC bridge column such as moment curvature characteristics
(e.g., ultimate curvature capacity) and pushover characteristics (e.g., stiffness). For the deterioration due
to seismic excitations, we consider the stiffness reduction and damage accumulation due to the low-cycle
fatigue. Essentially, we are modeling both the impact on the state variables x (e.g., reinforcement diameter)
and the resultant impact on structural properties (e.g., ultimate curvature capacity, stiffness, damage index),
which are functions of x. Modeling the structural properties directly is convenient in this case because they
are the direct inputs to the probabilistic capacity and demand models used later.
Corrosion and seismic damage interact. For example, the initiation and the rate of corrosion of reinforce-
ment in RC bridges may be accelerated by the formation of cracks caused by past earthquakes. Otieno et al.
(2010) found that even small cracks (with width less than 0.4 mm) may significantly impact the initiation
and propagation of corrosion. The deterioration modeling discussed in Section 6.3.1 allows us to model the
interaction between the corrosion and seismic damage.
6.6.1.1 Deterioration due to corrosion
To consider the impact of earthquakes on the corrosion initiation, we model the corrosion initiation time
as
Tcorr = min (tcorr , t1) , (6.20)
where tcorr is a random variable representing the corrosion initiation time as described in Choe et al. (2008)
(i.e., without considering the impact of earthquakes); and t1 is the time of the first damaging shock (i.e., an
earthquake such that Sa > sa0, where sa0 is a specified threshold beyond which cracks open in the concrete.)
The environmental exposure conditions (e.g., submerged, tidal, splash, atmospheric) affect the chloride
concentration on the surface which in turn influence tcorr . So e (t) (introduced in Section 5.3.1) includes
such exposure conditions. Eq. (6.20) means that if the corrosion has not initiated before the damaging shock,
it will initiate immediately after that, considering the formation of cracks. This assumption is supported
by the results in Otieno et al. (2010). Overall, as the rate of earthquakes increases, the corrosion initiation
time, Tcorr (or more specifically t1) shifts towards lower values, compare to the case without considering
earthquake impacts (i.e., Tcorr = tcorr).
To consider the impact of earthquakes on the corrosion rate, we use the following time-dependent model
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for the reinforcement diameter (∈ x) according to Jia and Gardoni (2018):
db (t, Tcorr) =

dbi, t ≤ Tcorr
db
(
tN(t), Tcorr
)− rN(t)a 1.05(1−wc )−1.64d [(t− Tcorr)0.71 − (tN(t) − Tcorr)0.71] , Tcorr < t ≤ Tf
0, t > Tf
,
(6.21)
where db (t, Tcorr) is the diameter at time t for a given Tcorr , dbi = db (0, Tcorr) is the diameter at time 0;
tN(t) is the occurrence time of the N (t) th shock whose spectral acceleration Sa satisfies Sa > sa0 (sa0 is a
specified threshold - possibly the same value already considered for Eq. (6.20) - beyond which the existing
cracks may be widened and some self-healed cracks may be reopened, which may accelerate the corrosion
process (Otieno et al. 2010); ra is the acceleration factor adopted to accelerate the corrosion rate after each
shock (i.e., the ratio between corrosion rate after and before each shock); w/c is the water-to-cement ratio; d
is the cover depth of the RC section; and Tf is the time when db (t, Tcorr), in theory, reaches zero. Eq. (6.21)
modifies the time-dependent model for the reinforcement diameter in Choe et al. (2008) and Choe et al.
(2009) by incorporating the corrosion rate acceleration due to earthquakes as proposed in Jia and Gardoni
(2018). For ra = 1, the corrosion rate is not accelerated after the earthquake, i.e., Eq. (6.21) is equivalent to
the equation in Choe et al. (2008). Note that the effect of corrosion acceleration due to earthquakes becomes
more obvious as time increases, and also larger ra leads to faster reduction of db. Eq. (6.21) is a particular
case of the general expression x (t) = x (0) +
´ t
0 x˙ (υ) dυ in Eq. (6.7).
In this example, we assume the submerged exposure condition (which affects tcorr) and for corrosion
acceleration, we set sa0 = 0.1g and ra = 1.2. These numerical values are assumed for illustrating the proposed
formulation. This chapter is concerned with the development of a general mathematical formulation and the
specific assessment of sa0 and ra is beyond its scope. Additional studies should assess the most appropriate
values of sa0 and ra for a specific structure and site.
The changes in db lead to changes in the moment curvature characteristics such as ultimate curvature
capacity of the RC section, φu, and the pushover characteristics such as pre-yield lateral stiffness, K, and the
displacement at yield, ∆y. When considering the seismic damage, we model directly such derived structural
properties. To combine the corrosion and seismic damage, we convert the effect of corrosion on x into the
effects on the structural properties. Based on db (t, Tcorr) from Eq. (6.21), we can estimate the corresponding
state-dependent values of φu (t), ∆y (t), and K (t). Jia and Gardoni (2018) developed probabilistic models
for these structural properties. These models are calibrated based on data from virtual experiments (i.e.,
moment curvature analyses and pushover analyses) using different combinations of dbi and db (t, Tcorr).
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6.6.1.2 Deterioration due to seismic excitations
To model the deterioration due to seismic excitations, we first need to model the seismic hazard, in-
cluding the occurrence of damaging earthquakes and the PDF of their intensity measure(s), (i.e., Sa in this
example.) Following Kumar and Gardoni (2013b), the occurrence of earthquake mainshocks is modeled as
a homogeneous Poisson process, and between the mainshocks, the occurrence of aftershocks is modeled as
a non-homogeneous Poisson process. The time-varying rate of aftershocks is given by the modified Omari’s
law (Omori 1894; Utsu and Ogata 1995)
λ (ta,m;mm) =
10ν0+ν1(mm−m)
(ta + ν2)ν3
, (6.22)
where λ (ta,m;mm) is the mean daily rate of aftershocks with magnitude m or larger at time ta, following
a mainshock of magnitude mm; ν0, ν1, ν2, and ν3 are model parameters and are related to the regional
seismicity. Typical values are in the range ν0 ∈ [−3,−0.5], ν1 ∈ [0.35, 1.7], ν2 ∈ [0.01, 0.1], and ν3 ∈ [0.7, 1.5]
(Reasenberg and Jones 1989; Godano et al. 2014). We assume the following values for the model parameters
in Eq. (6.22): ν0 = −1.67, ν1 = 0.91, ν2 = 0.05, and ν3 = 1.08. For the mainshocks we assume ν0 = 3.8.
These values are typical of a seismically active region. For the fault considered in this example, we assume
that it can generate earthquakes with magnitudes up to 8.0. We note that small earthquakes have an
associated Sa < 0.1g at the bridge site (therefore corrosion does not initiate/accelerate after their occurrence).
Similarly, medium to large earthquakes have an associated Sa > 0.1g at the bridge site (therefore corrosion
does initiate/accelerate after their occurrence.)
Given the occurrence rate of the earthquakes and the site layout in Figure 6.3, we obtain the values of
Sa at the site by performing a probabilistic seismic hazard analysis for the mainshock-aftershocks sequence.
The details of the seismic hazard analysis can be found in Kramer (1996) and Yeo and Cornell (2009b).
Next, we estimate the corresponding changes in x (e.g., establish a model for 4xk
[
x
(
t−k,i
)
, sk (tk,i) ,Θx,k
]
as discussed in Section 6.3.1) or, more specifically, the impact on the structural properties for a given value
of Sa. In this example, we use the probabilistic models developed by Kumar and Gardoni (2014a) that
predict the degradation of static pushover properties of RC columns as a function of x and Sa. The specific
properties that we consider are as for the gradual deterioration: the ultimate curvature capacity of the RC
section, φu, and the pushover characteristics such as pre-yield lateral stiffness, K, and the displacement at
yield, ∆y. Additional details on the development of state-dependent models using the probabilistic models
developed in Kumar and Gardoni (2014a) can be found in Jia and Gardoni (2017).
To estimate the time-varying capacity and demand, we use the predicted time-varying state variables
and structural properties in the probabilistic capacity model developed by Gardoni et al. (2002) and the
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demand model developed by Gardoni et al. (2003). In terms of failure modes, in this example we focus on
the dominant deformation failure (Gardoni et al. 2002).
6.6.2 Modeling of recovery process
Figure 6.4 shows the developed recovery schedule for the repair of the deteriorated bridge column, using
an FRP jacket. In this example, we consider FRP application as the sole recovery step. This means that
the recovery activities in the schedule might continuously progress over time but the performance (e.g.,
reliability) of the system changes only after applying the FRP jacket on the bridge column. Table 6.1 shows
the estimates of the durations of the individual activities in the recovery schedule, using data from RS
Means database (Means 2016) and similar projects (see Saini and Saiidi 2013.) The table also shows the
set of predecessors (recovery activities needed before a specific activity can start) for each activity. The
information on the predecessors is required to estimate the completion time of the recovery process. In this
example, because there is only one recovery step, the completion time of the recovery step is directly the
completion time of the recovery process.
The recovery duration is estimated by simulating the duration of the recovery activities in the schedule.
For this purpose, we model the duration of individual activities with Beta distributions and use stochastic
activity network scheduling techniques (Duncan 1996) to simulate the progression of the recovery and es-
timate the completion time. Note that when the number of recovery steps is more than one, we can use
the same approach to generate data for the completion time of different recovery steps and then use the
generated data to estimate Θr in Eq. (6.12).
The recovery process introduces new state variables (i.e., x [τ,x (0) , {z (τ)} ,Θx,Θr] in Eq. (6.13)),
which are the properties of the FRP jacket: thickness, tensile strength, and Young modulus. The recovery
process also affects φu (t) and ∆y (t) (but not K (t)), the extent of which depends on the properties of the
FRP jacket. The properties of the FRP jacket can be designed such that the repaired system achieves a
desired state. In this example, we assume that the repair of the deteriorated bridge improves its reliability
by 10 percent with respect to the as-built condition. The possible disrupting shocks during the recovery
only affect φu (t), ∆y (t), and K (t) because they are functions of the original state properties of the column;
however, the disrupting shocks do not affect the new state variables because it is assumed that the recovery
process ends after applying the FRP jacket.
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Figure 6.4: Recovery schedule the repair of the deteriorated RC bridge, using an FRP jacket (adapted from
Sharma et al. 2018b)
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Table 6.1: The time table of the required recovery activities to repair the deteriorated RC bridge with FRP
composites
Duration [day]
Number Activity Lower bound Most likely Upper bound Predecessor(s)
1 Inspection 2 3 5 −
2 Bidding 15 20 30 1
3 Mobilization 5 7 15 2
4 Erection of scaffold (abutment) 1 2 3 3
5 Erection of temporary support 1 2 3 3
6 Erection of scaffold (pier) 1 2 3 3
7 Concrete chipping (abutment) 1 2 3 4
8 Epoxy grouting (abutment) 1 2 3 7
9 Mortar patching (abutment) 1 2 3 8
10 Curing (abutment) 7 10 15 9
11 Removal of scaffold (abutment) 1 2 3 10
12 Concrete chipping (pier top) 1 2 3 4 and 5
13 Epoxy grouting (pier top) 2 3 3 12
14 Patching concrete (pier top) 1 2 3 13
15 Curing (pier top) 7 10 15 14
16 FRP surface prep (pier) 0.5 1 2 15
17 Apply FRP (pier) 0.5 1 2 16
18 Removal of scaffold (pier) 0.5 1 2 15 and 17
19 Minor repairs 3 4 5 11 and 18
20 Demobilization 0.5 1 2 19
6.6.3 Results and discussion
6.6.3.1 Instantaneous reliability and resilience
We estimate the reliability and resilience of the RC bridge, using Eqs. (6.14) and (6.19). The left plot in
Figure 6.5 shows the calculated time-variant predictive fragility, F˜ (t, Sa), and the PDF of Sa, f (Sa) at t = 0
and 150. The right plot in Figure 6.5 shows the corresponding instantaneous failure probability, P˜f (t). The
right plot also shows the confidence band (between 0.15 and 0.85 quantiles) due to the epistemic uncertainty
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in the model parameters Θ. Here Sa is the intensity measure of a possible future earthquake, while the
bridge has been deteriorating over the period [0, t] because of both corrosion (according to Section 6.1.1) and
seismic excitations experienced before the one with intensity Sa (according to Section 6.1.2.) As expected,
F˜ (t, Sa) and P˜f (t) increase with time due to the impact of deterioration processes. In particular, the left
plot shows that the failure probability of the as-built bridge, on average, increases significantly over the 150
years (from P˜f (t = 0) = 5.1 × 10−4 to P˜f (t = 150) = 6.4 × 10−1.) This observation clearly shows that
without considering the deterioration process, we are substantially underestimating the failure probability.
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Figure 6.5: The time-variant fragility (left plot) and the instantaneous failure probability (right plot) for the
example RC bridge, considering the deterioration due to corrosion and seismic excitations
In Figure 6.6, the left plot shows the calculated predictive resilience surface, ρ˜ (t, Sa), and f (Sa) at t = 0
and 150, and the right plot shows the predictive instantaneous resilience, ρ˜ (t). The right plot also shows
the confidence band due to the epistemic uncertainty in Θ. At any given time t, ρ˜ (t, Sa) shows the impact
on resilience (i.e., Q¯res/Qtar) due to a disrupting shock, in terms of its Sa, after which the system undergoes
the recovery process. Such impact becomes more significant with time, where a unit increase in Sa leads to
a larger change in ρ˜ (t, Sa) at the later stages of the bridge service life than the earlier stages. Due to the
impact of deterioration, the resilience of the bridge decays over time which is represented by the increasing
trend of ρ˜ (t, Sa) and ρ˜ (t) over time.
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Figure 6.6: The resilience surface (left plot) and the instantaneous resilience (right plot) for the example RC
bridge, considering the deterioration due to corrosion and seismic excitations
6.6.3.2 Life-cycle performance measures
To estimate the life-cycle performance measures, we have to first specify an intervention criterion. In this
example, we determine the intervention time based on a prescribed acceptable resilience level, ρacc. With
this choice, the decision about the intervention time not only accounts for the system state in the immediate
aftermath of a disruption (i.e., Q¯res/Qtar) but also for the recovery duration needed to put back the system
into operation (i.e., ρQ¯,res). Alternatively, one could determine the intervention time based on an acceptable
R (t) level. We assume that there is a lag period of Tl = 3 months between the intervention time and the
beginning of the recovery. Because the recovery is not instantaneous, it is important to consider (as the
proposed formulation allows us to do) the likely extra damage to the bridge due to aftershocks during the
lag period.
Due to the repair of the deteriorated column with FRP jacket, the performance of the RC bridge in the
following cycles would be different from the one before the repair. One might expect, for example, that
the deterioration rate after the repair is faster, because the corrosion has already started and, in addition,
we have to account for the deterioration of FRP jacket. We assume that the considered 10% improvement
in the initial system state compensates for the faster deterioration rate such that the assumption of the
renewal process, namely that {TLi}i∈N is an i.i.d. sequence, still holds. Note that the assumption of having
a renewal process is only related to the calculation of life-cycle performance measures and does not affect
the instantaneous reliability and resilience calculations.
Figure 6.7 shows the calculated fTI (t), fTI |LF (t | LF ), and fTI |LR (t | LR) for ρacc = 28 days as the
acceptable level of resilience. The corresponding value of P (LR) is 0.624. If we consider two other options
for ρacc (i.e., 21 and 14 days), we see that P (LR) tends to increase as ρacc decreases (i.e., P (LR) = 0.777 and
0.903, respectively.) This trend is expected, because the smaller values of ρacc mean more frequent repairs
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and therefore fewer replacements (i.e., larger value of P (LR).) The marginal and conditional PDFs of TL,
fTL (t) and fTL|LF (t | LF ), can be calculated using the relation TL = TI + TR, where the distribution of TD
is obtained from the recovery process. Because the contribution of TI to TL dominates in this example, the
marginal and conditional PDFs of TL are close to those of TI , and are not shown in Figure 6.7.
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Figure 6.7: Calculated PDFs fTI (t), fTI |LF (t | LF ), and fTI |LR (t | LR) for ρacc = 28 days
Once we have fTI (t), fTL (t), fTI |LF (t | LF ), and fTL|LF (t | LF ), we use them in the equations presented
in Section 6.2 to estimate the life-cycle performance measures. In this example, we only consider the cost
and benefit to the bridge owner. The same formulation could include the cost and benefit to the bridge
users. We assume that the operation cost is proportional to the bridge replacement value and for the current
example, we assume c¯Op = 0.2CC . Also, we assume cL = 2CC , γ = 0.04 year−1, and b = 0.1CC year−1
based on Kumar and Gardoni (2014b). The value of the discount rate, γ, is related to a country’s level of
development, where a value of γ between 0.02 and 0.08 is typical for developed countries (Thoft-Christensen
2012). The benefit of having the bridge in use for a unit time, b, is typically determined based on the
product of the average daily traffic on the bridge throughout a year and the average benefit derived from
each vehicle passing the bridge (Thoft-Christensen 2012). The quantities in the following analyses and figures
are normalized by CC .
Figure 6.8 shows the instantaneous probability of being in use, PS (t), and the expected availability,
E [A (t)], as a function of time. The relations are plotted for three different values of ρacc. In the left plot,
we observe that (for all values of ρacc) PS (t) initially decreases, and then gradually increases toward an
asymptotic value. The initial decrease is because as the system operates it deteriorates and becomes more
likely to be out of service for a repair or replacement. The instantaneous probability of being in use reaches a
minimum at the most likely time of the first repair or replacement. After, PS (t) starts to increase because a
repair or replacement has typically taken place. We also observe that at t larger than the most likely time of
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the first repair or replacement, PS (t) is larger for smaller values of ρacc. This is because having more repairs
is likely to prevent an ultimate failure that would result in being out of service for an extended period of
time. A similar observation can be seen in the right plot for E [A (t)], where in the long term, smaller values
of ρacc (frequent repairs) lead to higher E [A (t)].
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Figure 6.8: The effect of ρacc on the instantaneous probability of being in use (left plot) and the availability
(right plot) of the example RC bridge over time
Using Eq. (6.4) and the value for c¯Op, we can estimate the expected operation cost, E [COp (t)]. The
left plot in Figure 6.9 shows E [COp (t)] as a function of time and ρacc. We observe that the smaller values
of ρacc lead to larger values of E [COp (t)]. This is because in the long term more frequent repairs help to
avoid the replacement cost due to the occurrence of an ultimate failure. The right plot of Figure 6.9 shows
E [CL (t)] as a function of time and ρacc. We observe that the value of E [CL (t)] increases with time for all
three cases and after t ≈ 80 years it becomes almost constant. This leveling behavior is because the discount
rate makes the costs associated with the events occurring after a sufficiently long period irrelevant to the
decision made at t = 0. We also observe that E [CL (t)] decreases as ρacc decreases. This is because smaller
ρacc means frequent repairs, smaller P (LF ), and therefore lower E [CL (t)]. Comparing the numerical values
of E [COp (t)] and E [CL (t)], we see that E [CL (t)] is significantly larger.
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Figure 6.9: The effect of ρacc on the operation cost (left plot) and the failure loss (right plot) over time
Figure 6.10 shows the expected total cost E [Ctot (t)] = E [COp (t)] + E [CL (t)] as a function of time and
ρacc. The trend over time of E [Ctot (t)] is similar to those of E [COp (t)] and E [CL (t)]. Because in this
example E [CL (t)] is significantly larger than E [COp (t)], the values of E [Ctot (t)] are similar to those of
E [CL (t)] . The obtained results show that when considering the expected total cost, an optimal mitigation
strategy use the smallest value of ρacc (among the three considered). The left plot also shows the variation
of E [Ctot (t = 100)] as a function of ρacc ∈ {7, 14, 21, 28}. We observe that E [Ctot (t = 100)] is the largest
for ρtot = 28 days. This is because E [CL (t = 100)] is the largest for ρtot = 28 days and it dominates
E [Ctot (t = 100)].
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Figure 6.10: The effect of ρacc on the expected total cost over time
Figure 6.11 shows the expected benefit E [B (t)] and the expected net benefit E [Bnet (t)]. We observe that
E [B (t)] increases with time and after t ≈ 100 years the rate tends to zero. The leveling behavior is because
the discount rate makes the long term benefits irrelevant to the decision made at t = 0. This is similar
to the consideration of the long term costs when computing E [Ctot (t)]. In this example, we observe that
the differences in the values of E [B (t)] for the three values of ρacc are not significant. This is because the
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estimate of E [B (t)] depends on PS (t), which is not significantly different for different values of ρacc for small
values of t, as shown in the left plot of Figure 6.8 and the differences in PS (t) for larger values of t are tapered
down by the discount rate. The right plot of Figure 6.11 shows that E [Bnet (t = 0)] /CC = −1 because there
is no accumulated benefit at t = 0 but there is a construction cost (E [Bnet (t)] = E [B (t)]−E [Ctot (t)]−CC
). After t ≈ 13 years, the expected benefit generated by the example bridge exceeds the costs, for all the
three values of ρacc. As a result, E [Bnet (t)] becomes positive. We observe that E [Bnet (t)] increases as
ρacc decreases. This is because E [B (t)] is almost the same for the three values of ρacc but the E [Ctot (t)]
decreases as ρacc decreases.
It is important to note that the figure does not imply that the E [Bnet (t)] increases indefinitely by
decreasing ρacc. When the frequency of interventions exceeds the frequency of the occurrence of earthquakes,
E [Ctot (t)] increases without gains in E [B (t)]; hence, E [Bnet (t)] starts decreasing. A full optimization is
beyond the scope of this chapter. However, the proposed SLCA can be used directly in an optimization
process to find, for example, the optimal ρacc. In addition, while this chapter reported the results for the
expected values of costs and benefits, an optimal design and mitigation strategy can also be investigated
considering the tails of the distributions of COp (t), Ctot (t) or Bnet (t).
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Figure 6.11: The effect of ρacc on the expected benefit (left plot) and the expected net benefit (right plot)
over time
6.7 Conclusions
This chapter proposed a general stochastic formulation for the Life-Cycle Analysis (LCA) of deteriorating
engineering systems, called Stochastic Life-Cycle Analysis (SLCA). The life-cycle of an engineering system
is shaped by deterioration processes and repair/recovery processes, both characterized by several sources
of uncertainty. In the SLCA, state-dependent stochastic models are proposed to capture the impact of
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deterioration processes and the effects of repairs/recovery strategies on engineering systems in terms of
performance measures like instantaneous reliability and resilience. The proposed formulation integrates the
state-dependent stochastic models with the previously developed Renewal Theory-based Life-Cycle Analysis
(RTLCA) to efficiently evaluate additional system performance measures such as availability, operation cost
and benefits. The formulation is illustrated through the life-cycle analysis of an example RC bridge subject to
deterioration caused by corrosion and seismic excitations. For the recovery process, the deteriorated bridge
column is confined with an FRP jacket. Resilience is introduced as the intervention criterion that triggers
the repair of the deteriorated system. With this choice, the decision about the intervention time accounts
for both the system state in the immediate aftermath of a disruption and the recovery duration to put back
the system into operation. The results show that the deterioration processes significantly impact both the
instantaneous failure probability and the resilience of the example bridge. The level of impact is such that
the estimated failure probability of the undamaged bridge significantly underestimates the probability of
failure of the deteriorated bridge. The results also indicate that for long-term service life, it is generally
economically advantageous to have frequent repairs that reduce the probability that the bridge is out of
service for an extended period of time. While beyond the scope of this chapter, the proposed SLCA can be
used in the full optimization of the initial design and mitigation strategies of engineering systems accounting
for their life-cycle performance.
160
Chapter 7
Regional Resilience Analysis: A
Multi-Scale Approach to Model the
Recovery of Interdependent
Infrastructure
The focus of the regional resilience analysis is to promote risk mitigation and disaster management strate-
gies that reduce the spatial extent and the duration of the service disruption of infrastructure subject to
external stressors. Three significant challenges in regional resilience analysis are to 1) develop infrastructure
component recovery models, while considering all factors affecting the recovery; 2) integrate the component
recovery into a workable infrastructure recovery schedule, while considering the prevalent constraints to
implement the recovery; and 3) develop a computationally manageable approach for the recovery model-
ing. This chapter presents a novel multi-scale approach to model the physical recovery and time-varying
performance of infrastructure. Besides facilitating the recovery modeling of large-scale infrastructure, the
multi-scale approach enables developing a recovery schedule that is feasible to implement and easy to com-
municate. For a developed recovery schedule, the performance analysis models the recovery of disrupted
services in terms of resilience metrics. The chapter illustrates the multi-scale approach through a large-scale
problem for the post-disaster recovery modeling of infrastructure in Shelby County, Tennessee.
7.1 Introduction
The prosperity of modern societies and public well-being depend on critical infrastructure to deliver
essential resources and services such as potable water, electric power, and transportation to communities
(Corotis 2009; Ellingwood et al. 2016; Gardoni et al. 2016b). Because of infrastructure interdependencies,
disruptions can propagate within and across infrastructure and result in widespread, catastrophic conse-
quences (Guidotti et al. 2016). A well-known example of such cascading disruptions is the Northeastern
blackout in the United States (US) and Canada in 2003 (NERC 2004). The spatial extent and duration of
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infrastructure service disruptions are determinant factors in characterizing regional resilience (Guidotti et al.
2016; Tabandeh et al. 2018b). In this chapter, the resilience of a system (e.g., an infrastructure or society) is
understood as a performance measure of the system subject to external stressors (i.e., a disruptive event) in
relation to its residual performance immediately after the occurrence of the stressor(s) and the subsequent
recovery. The recovery modeling of infrastructure generally consists of (Sharma et al. 2018b; Jia et al. 2017):
1) developing a recovery schedule for the repair or replacement of damaged components, and 2) predicting
the performance of infrastructure under the developed recovery schedule and estimating the corresponding
implication on the recovery objectives (e.g., incurred costs, recovery duration, and resilience).
In recent years, there have been growing interests in the recovery modeling of interdependent infrastruc-
ture (e.g., Alderson et al. 2014; Ouyang 2014). The focus of current approaches is to schedule the recovery
sequence of damaged components such that the incurred cost is minimized (Lee II et al. 2007; Nurre et al.
2012; Cavdaroglu et al. 2013). The incurred cost typically includes the operational and recovery cost as well
as the cost of unmet demand during the recovery (Cavdaroglu et al. 2013; González et al. 2016). There are
two common approximations to estimate the cost of unmet demand. The first approximation is about the
duration of unmet demand, where an ordered index set is used as a proxy for actual time to estimate the
duration of unmet demand. The second approximation is about the extent of service disruptions, which is
limited to the service areas of damaged components; depending on the definition of service areas, the cost
of unmet demand might be under- or over-estimated.
Despite recent advances, developing mathematical models and optimization algorithms for the recovery of
interdependent infrastructure remains a daunting task. The fundamental challenges that remain to address
include 1) developing mathematical models for the recovery of individual components as explicit functions
of the recovery influencing factors (e.g., component damage level, recovery resources); 2) integrating the
recovery of individual components into a workable recovery schedule for interdependent infrastructure; and
3) developing a computationally manageable approach for the recovery modeling/optimization. The first
challenge refers to the fact that the recovery modeling and optimization is about exploring and quantifying
the effects of the recovery influencing factors on the recovery objective(s). The second challenge requires that
the development of the recovery schedule for repetitive recovery activities considers the prevalent physical and
logical constraints (e.g., activities precedence, crew and material availability, work continuity) such that the
resulting schedule is feasible to implement and easy to communicate. Finally, the last challenge highlights
the need for a computationally manageable approach that allows us to genuinely model the dynamics of
interdependent infrastructure under developed recovery schedules.
This chapter presents a novel multi-scale approach to model the recovery of interdependent infrastructure
(Sharma and Gardoni 2018c). The multi-scale approach breaks down the recovery scheduling of interdepen-
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dent infrastructure into 1) the Zonal Scale Recovery, which defines a set of recovery zones, based on, for
example, existing urban planning land-use and community neighborhoods, and prioritizes the zones to im-
plement the recovery; and 2) the Local Scale Recovery, which develops specific schedules for the recovery
activities in each zone. The multi-scale approach contributes, both at the zonal and local scales, to the
development of a recovery schedule that is feasible to implement as well as easy to manage and communi-
cate. At the zonal scale, all the recovery activities in a (set of) working zone(s) need to be completed before
starting the next (set of) zone(s) in the sequence, rather than allowing selective recovery in a neighborhood.
At the local scale, we develop the recovery schedule for components as a function of the recovery influencing
factors (Sharma et al. 2018b), while considering the constraints arising from repetitive recovery activities on
multiple components (Sharma and Gardoni 2018c). The multi-scale approach also addresses the computa-
tional challenge by reducing the size of the optimization problem from scheduling the recovery of individual
components to scheduling the sequence of the recovery zones (Sharma et al. 2018c).
To model the performance of infrastructure under a developed recovery schedule, we use the mathematical
formulation proposed by Sharma and Gardoni (2018a). In this formulation, we characterize the performance
of infrastructure in terms of capacity, demand, and supply measures, defined for individual components.
Several capacity measures can be defined for components with respect to the demand placed on them.
For example, we can define capacity measures for water pipelines relative to structural failure modes in
shear and tension, and relative to functionality as the maximum water flow. For each capacity measure,
there is a corresponding demand measure due to the occurrence of an extreme event or regular service
conditions. Furthermore, the supply measure captures the ability of the infrastructure to serve the demand
placed on the components. The estimates of capacity, demand, and supply measures are functions of state
variables that define infrastructure components such as material properties, member dimensions, and imposed
boundary conditions (Jia and Gardoni 2018). For each component, we model the variations of the state
variables over time due to the completion of the respective recovery activities (Jia et al. 2017; Sharma et al.
2018b). We then use the estimate of the state variables at any time during the recovery in the predictive
models for capacity and demand measures to model their recovery (Jia and Gardoni 2018; Sharma et al.
2018b). Eventually, to model the recovery of (commodity) supply measure, we use the capacity and demand
estimates for components in the network flow analyses. A main source of computational difficulty in the
performance analysis is to keep track of interdependencies among different sets of capacity, demand, and
supply measures for each infrastructure as well as with those for other infrastructure during the recovery.
The solution approach in this chapter employs the formulation proposed by Sharma and Gardoni (2018a).
The formulation decouples different sets of capacity, demand, and supply measures by conditioning on
the estimate of supporting performance measures and develops separate models for the recovery of the
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conditioned performance measures. For the regional resilience analysis, we develop derived performance
measures to model the recovery of disrupted services (i.e., model the recovery curve). Following Sharma
et al. (2018b), we define the resilience metrics as partial descriptors of the predicted recovery curve.
The rest of the chapter is organized into six sections. The next section discusses the multi-scale recovery
modeling. Section 7.3 presents the time-varying performance analysis of interdependent infrastructure.
Section 7.4 discusses the resilience analysis. Section 7.5 illustrates the multi-scale approach to model the
recovery of the potable water and electric power infrastructure in Shelby County, Tennessee (TN), US subject
to seismic hazards. Finally, the last section summarizes the chapter and draws some conclusions.
7.2 Multi-Scale Recovery Modeling
Infrastructure are generally modeled as a collection of networks, where each represents the topological
relationships among a set of components (Sharma and Gardoni 2018a; Guidotti and Gardoni 2018). Specifi-
cally, one can define a finite set of component classes, sub-dividing the nodes and links in a network, based on
attributes such as hierarchy, function, or material. The definition of component classes is affected by several
factors, such as hazard type, modeling resolution, and the type of network analysis (e.g., connectivity-based
or dynamic flow analysis.) For a given hazard type, the set of vulnerable components can be modeled as
separate a classe from those that are not vulnerable to the specific hazard type. Considering the modeling
resolution, components below a certain resolution level or in close proximity can be grouped into a class.
The type of network analysis determines what component classes need to be modeled explicitly for the
desired analysis. For example, a connectivity-based analysis may require only the basic topology, whereas
a dynamic flow analysis may require a larger set of component classes to be defined, since the component
functionality is also important. The set of component classes, number of components in each class, and their
topology determine the complexity of networks and their recovery modeling (Sharma and Gardoni 2018a).
In this section, we first explain the recovery modeling of individual infrastructure components (e.g., a bridge
in a transportation infrastructure) and then discuss the multi-scale approach to generalize the recovery of
individual components to the recovery of interdependent infrastructure.
7.2.1 Recovery modeling of infrastructure components
The scope of the recovery is defined by the magnitude and nature of the sustained damage. For a given
damage level, the recovery schedule specifies the required recovery activities (i.e., their types and numbers.)
Activities in a recovery schedule have precedence, constraints, and planned durations that collectively create
a network of activities (Sharma et al. 2018b; Jia et al. 2017). The duration of the recovery is a function
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of factors such as the level of damage, accessibility of damaged members of the component (e.g., a bridge
column), availability of resources (i.e., budget, materials, and skilled workforce), and weather condition
(Sharma et al. 2018b; Jia et al. 2017).
The completion of the repair of damaged members, at discrete (random) points in time during the
recovery, marks changes in the state variables. For the recovery modeling of infrastructure components,
Sharma et al. (2018b) developed a general state-dependent stochastic formulation that models the variation
of the state variables during the recovery due to the 1) repair of damaged members, and 2) occurrence
of potential disrupting shocks during the recovery. According to Sharma et al. (2018b), we can write the
following general expression for the state variables during the recovery:
x (τ) =
∞∑
i=1
x (τr,i−1) 1{τr,i−1≤τ<τr,i} +
∞∑
i,j=1
4x (τs,j) 1{τr,i−1≤τ<τr,i,τr,i−1<τs,j≤τ}, (7.1)
where x (τ) is the vector of state variables at the relative time τ during the recovery (τ = 0 is the time of
occurrence of the external stressor that caused the sustained damage); x (τr,i−1) is the vector of state variables
after completing the repair of a damaged member (i.e., a recovery step) at time τr,i−1; by convention, x (τr,0)
denotes the vector of state variables at the beginning of the recovery process, whose probability distribution
is obtained from the deterioration models (Jia et al. 2017; Jia and Gardoni 2018); 1{A} is an indicator
function, defined such that 1{A} = 1, if A is a true statement, and 1{A} = 0, otherwise; 4x (τs,j) is the state
change due to the occurrence of a disrupting shock at time τs,j ∈ (τr,i−1, τr,i).
In Eq. (7.1), the number of recovery steps completed by a given time τ is modeled as a stochastic
point process, the rate of which is a function of the recovery influencing factors (Sharma et al. 2018b).
Furthermore, the model for 4x (τs,j) is generally expressed as 4x (τs,j) = 4x
[
τs,j ,x
(
τ−s,j
)
, s (τs,j) ,Θx
]
,
where x
(
τ−s,j
)
is the vector of state variables immediately before time τs,j (i.e., τ−s,j); s (τs,j) is the vector of
intensity measures of the shock at time τs,j ; and Θx is the vector of model parameters.
The estimate of x (τ) can be used in capacity and demand models (e.g., those developed by Tabandeh and
Gardoni 2014, 2015 for reinforced concrete (RC) bridges, retrofitted with Fiber Reinforced Polymer (FRP)
composites) to predict the corresponding capacity and demand measures during and after the recovery
activities. The performance of infrastructure components can then be modeled in terms of quantities such
as the instantaneous reliability or functionality at any given time (Sharma et al. 2018b). A recovery curve
represents the path of such quantities over the recovery duration. Further discussions to develop specific
recovery models and implement this formulation can be found in Sharma et al. (2018b) and Jia et al. (2017).
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7.2.2 Recovery modeling of interdependent infrastructure
The recovery modeling of interdependent infrastructure builds upon that of individual components. How-
ever, we need to consider the additional constraints arising from the repetitive recovery activities on multiple
components, including crew availability, work continuity, and access to damaged components (El-Rayes and
Moselhi 2001). Furthermore, the sequence in which components are recovered affects the recovery of dis-
rupted services as well as the recovery cost and duration. Scheduling the recovery sequence of damaged
components is generally a combinatorial optimization problem. The direct solution is to search over the
permutations of the recovery sequence and evaluate the corresponding recovery objective(s). The direct
solution results in complexity O (n!), where n is the number of damaged components. The evaluation of the
recovery objective(s) often involves the performance analyses of interdependent infrastructure, which further
increases the difficulty of the problem. Furthermore, there is a need to exclude impractical recovery schedules
and promote simple schedules that are easy to manage and communicate at different level of details.
To overcome these challenges, Sharma and Gardoni (2018c) proposed a multi-scale approach that develops
a hierarchical recovery model. At the zonal scale, the region of interest is partitioned into a set of recovery
zones, where the damaged components in each zone recover with the same zonal priority (which can be
decided at the higher management level.) Figure 7.1 shows a schematic representation of the recovery zones,
developed for the repair of damaged infrastructure components. The solid and dashed lines in the figure show
the intact and damaged line components, respectively, whereas the open and filled circles show the intact
and damaged nodal components, respectively. The thick (curved) lines in the figure define the boundary of
the recovery zones. Here, we use zk =
[
zσ(1), . . . , zσ(nk)
]
to denote the tuple of the recovery zones, where
[σ (1) , . . . , σ (nk)] is a permutation of (1, . . . , nk). The definition of zones can be based on, for example,
the functional logic and geographical location. The hierarchy of the components (primary and secondary
components) and the location attributes (land use zone, social neighborhood, and population demographic)
are also useful to define the recovery zones. For example, we can define each substation in the electric power
infrastructure and the corresponding service area as a recovery zone. At the local scale, we identify the set
of recovery activities for the repair of damaged components in a zone (e.g., dashed lines and filled circles in
zone zσ(1) in Figure 7.1), assign the identified recovery activities to available crews, and develop a schedule
for the crews to perform the set of assigned activities (which can be decided at the lower management level).
The multi-scale approach avoids impractical schedules and facilitates the recovery management, because
the recovery zones enable a natural way to schedule and implement the recovery and monitor the recovery
progress for a large area, where different authorities can manage the recovery at different level of details. It
also decreases the computational cost, because the number of zones is significantly smaller than the number
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of damaged components (i.e., reducing n in O (n!).)
zone zσ(1)
zone zσ(nk)
Figure 7.1: Recovery zones for the repair of damaged infrastructure components
To develop the zonal and local scale recovery schedules, we consider the availability of resources, crews,
and the scheduling constraints. We divide the crews (i.e., workforce and equipment resources) into multiple
teams, where each team works in a single zone and the respective crews in the team finish their assigned
recovery activities according to the developed local scale recovery schedule. The crews working in a zone
move on to the next available zone in the zonal sequence after completing their assigned activities, whereas
multiple teams can work in parallel in different zones. For example, Figure 7.2 shows the recovery schedule
developed for the repair of damaged substations in electric power infrastructure. In the figure, the set of
recovery activities for the first and last substations (in zones zσ(1) and zσ(nk)) are in colored boxes. The
recovery activities which are not in a box are in common for all substations. The dashed arrows in the
figure indicate the sequel of the zonal recovery from the first zone to the last one. We can observe that the
recovery of each substation is shaped by a set of repetitive activities (two repetitions in Figure 7.2). Each
recovery team, working on a single substation, consists of two sets of crews as follows: 1) the diagnostic crews,
who detect components’ faults, before the recovery starts, and certify the completion of the recovery (i.e.,
commissioning); and 2) the repair crews, who perform the recovery of transformers, circuit breakers, and
disconnect switches. The crews in a team can move on to the next zone in the sequence, upon completing
the assigned activities in a working zone. For example, the dashed arrows in Figure 7.2 shows that the
diagnostic crews can start fault detection in a zone only after completing the commissioning in an earlier
zone in the sequence.
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Figure 7.2: Recovery schedule for the repair of damaged substations
We obtain the base productivity rate for each crew from available databases (e.g., the RS Means database
(Means 2016).) We then modify the base productivity rates, considering specific influencing factors such as
weather, skill, and working hours in a day as well as correction for the crew congestion in a team, beyond
the minimum required. To model the variations of the state variables for each infrastructure component, as
the result of completing the respective recovery steps, we rewrite Eq. (7.1) as follows:
x (τ) =
∞∑
i=1
x (ξr,i−1) 1{ξr,i−1≤τ<ξr,i} +
∞∑
i,j=1
4x (τs,j) 1{ξr,i−1≤τ<ξr,i,ξr,i−1<τs,j≤τ}, (7.2)
where ξr,i is the completion time of the recovery step i for the specific component. We can generally write
ξr,i = τr,z+τr,l+τr,i, where τr,z is the starting time of the recovery in the zone; τr,l is the starting time of the
recovery on the component, relative to the respective τr,z; and τr,i is the completion time of the component
recovery step, relative to the respective τr,l. For each component, the latter setup models the number of the
recovery steps completed by a given time τ as the sum of three stochastic point processes, representing zonal,
local, and component recovery. As discussed next, we use x (τ) in the models for the capacity and demand
measures of components in different networks to predict the performance of interdependent infrastructure.
7.3 Time-varying Performance Analysis
In the structural reliability theory (Gardoni 2017b), a simple beam with possible failure modes in flexure,
shear, and torsion is a system with three components. The mathematical expressions describing the failure
modes in flexure, shear, and torsion represent the components of the system. Likewise, following the for-
mulation proposed by Sharma and Gardoni (2018a), we model each infrastructure using multiple networks,
where each network is a mathematical representation characterized by a unique set of capacity, demand,
and supply measures. For example, we can model the electric power infrastructure with two networks,
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where one network models the structural state of the infrastructure (i.e., measures are defined relative to
a structural failure mode) and the other network models the functionality state. Though the two networks
represent the same infrastructure, the topologies of the two networks are not necessarily the same. Specif-
ically, the components of the structural network can include transformers, disconnect switches, and circuit
breakers, whereas the components of the flow network include buses, generators, loads and shunts as nodal
components, and transmission lines and transformers as line components. In this section, we first explain
the mathematical modeling of individual networks and then generalize the discussion to the performance
analysis of infrastructure comprised of interdependent networks.
7.3.1 Individual networks
Let G = {G[k] = (V [k], E[k]) : k = 1, 2, . . . ,K} denote the collection of all networks, where each network
k is a graph G[k], composed of a set of vertices, V [k], and a set of edges, E[k] ⊂ (V [k] × V [k]). The vertices in
a graph are nodal components (e.g., water tanks), and the edges are line components (e.g., water pipelines).
Following Gardoni et al. (2002), we can write the general expression for the component capacity model as
C (τ) = C [x (τ) ,ΘC ] , (7.3)
where C [x (τ) ,ΘC ] is the predicted capacity measure (or a suitable transformation thereof) at time τ during
the recovery; x (τ) is the vector of state variables for the component at time τ ; and ΘC is the vector of
parameters for the capacity model. Likewise, following Gardoni et al. (2003), we can write the general
expression for the demand on a component due to a shock as
D (τ) = D [x (τ) , s (τ) ,ΘD] , (7.4)
where D [x (τ) , s (τ) ,ΘD] is the predicted demand measure (or a suitable transformation thereof) at time
τ , due to a shock with intensity measure(s) s (τ); and ΘD is the vector of parameters for the demand model.
For example, based on the general expressions in Eqs. (7.3) and (7.4), Tabandeh and Gardoni (2014, 2015)
developed probabilistic capacity and demand models for RC bridges, retrofitted with FRP composites (as a
repair strategy for damaged RC bridges.) Likewise, Iannacone and Gardoni (2018) developed probabilistic
capacity and demand models for water pipelines. For nonstructural demands (i.e., demands for different
commodities), one can predict D (τ) from the information available on the consumption rates for the specific
commodities.
Let C[k] (τ) and D[k] (τ) denote the vector of capacity and demand estimates for the components of G[k]
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at time τ . To quantify the ability of a network to serve the requested demand at time τ , we define the supply
measure for G[k] as a function of C[k] (τ) and D[k] (τ). Following Sharma and Gardoni (2018a), we write the
general expression for the supply measure of G[k] as
S[k] (τ) = S[k]
[
x[k] (τ) ,C[k] (τ) ,D[k] (τ) ,Θ[k]S
]
, (7.5)
where S[k]
[
x[k] (τ) ,C[k] (τ) ,D[k] (τ) ,Θ[k]S
]
is the predicted supply measures (or a suitable transformation
thereof) at time τ ; x[k] (τ) is the vector of control state variables (e.g., voltage and frequency in power flow
network or pressure and velocity in water flow network); and Θ[k]S is the vector of parameters for the supply
model. For networks corresponding to structural performance measures (i.e., structural networks), we can
rewrite Eq. (7.5) as S[k] (τ) = D[k] (τ)  1{D[k](τ)C[k](τ)}, where  denotes the elementwise product of
vectors D[k] (τ) and 1{D[k](τ)C[k](τ)}, and  denotes elementwise inequality. This expression implies that
when the demand on the network exceeds the capacity, the associated supply measure goes to zero, because
of the network loss of functionality. However, for some flow networks, such as the hydraulic flow network,
when the imposed demand exceeds the respective capacity, the supply measure just becomes as large as
the respective capacity; hence, cannot serve the extra demand requested beyond the available capacity.
In general, for networks corresponding to nonstructural performance measures (i.e., flow networks), Eq.
(7.5) represents a network flow analysis. The network flow analysis allows us to translate the recovery of
infrastructure to the recovery of disrupted services. In the network flow analysis, it is crucial to consider the
stability of the flow, in addition to the connectivity of the network. The service areas that are physically
connected to the flow network may still experience service disruption, if specific flow constraints are violated
(e.g., voltage/frequency stability in electric power infrastructure.)
Using the triplet
(
C[k],D[k],S[k]
)
as the basic performance measures for G[k], we can write the following
general expression for derived performance measures (Sharma and Gardoni 2018a):
Q[k] (τ) = Q[k]
[
C[k] (τ) ,D[k] (τ) ,S[k] (τ)
]
. (7.6)
For instance, one can define Q[k] (τ) as the time-varying failure probability of components. Let
g (τ) = C (τ) − D (τ) denote the limit-state function for a component at time τ , such that {g (τ) ≤ 0}
indicates a failure event. We can write the time-varying failure probability as Pf (τ,Θ) = P [ΩF (τ,Θ)],
where ΩF (τ,Θ) = {[x (τ) , s (τ) , εC , εD] : g (τ) ≤ 0} is the failure domain at time τ , in which εC and εD
are the model errors for the capacity and demand estimates; and Θ includes all the parameters used in the
models for the state variables, capacity, and demand measures (Gardoni 2017b). Depending on the treatment
of uncertainty in Θ, we can obtain two estimates for Pf (τ,Θ) (Gardoni et al. 2002). We can obtain a point
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estimate Pˆf (τ) = Pf
(
τ, Θˆ
)
, where Θˆ is a fixed value (e.g., the mean or mode of Θ.) Alternatively, we can
obtain a predictive estimate as P˜f (τ) =
´
Pf (τ,Θ) f (Θ) dΘ, where f (Θ) is the PDF of Θ. Furthermore, to
capture the recovery of disrupted services, we can define the performance measure as the fraction of demand
served at any time as Q[k] (τ) =
[
S[k] (τ)D[k] (τ)] 1{D[k]0}, where  denotes the elementwise division
and 1{D[k]0} is to ensure that the performance measure is defined only for the components that place a
demand on the network (i.e., D (τ)  0).
7.3.2 Interdependent networks
Given the performance measures for individual networks, we introduce interface functions to account for
the interdependencies among their capacity and demand estimates. Following Sharma and Gardoni (2018a),
we write the modified capacity and demand estimates as

C′[k] (τ) = C[k] (τ)M[k]C (τ) ,
D′[k] (τ) = D[k] (τ)M[k]D (τ) ,
(7.7)
where C′[k] (τ) is the modified capacity estimates for the components of G[k] at time τ ; M[k]C (·) =
M[k]C
({
Q[l] (·) : G[l] ∈ piC
(
G[k]
)})
is the vector of interface functions for the capacity measures, in which
piC
(
G[k]
)
indicates the parent(s) of G[k], for the capacity measures. For instance, we can write the interface
function for an electric power transmission line e = (vi, vj), connecting components vi and vj in the flow
network, asMC (τ) ∝ P
[
Ω¯F,vi (τ)
⋂
Ω¯F,vj (τ)
]
, where Ω¯F,vi (τ) and Ω¯F,vj (τ) are the complementary of the
failure domains ΩF,vi (τ) and ΩF,vj (τ) (i.e., the safe domains) for the components vi and vj in the structural
network at time τ . Figure 7.3 shows a schematic representation of interdependent networks. The figure
illustrates the interaction among the performance measures of a network, which are separated from other
networks through the network boundary, shown with thick lines. The interactions of the network with its
parents and children networks occur through the interface functions, shown on the dashed lines in the figure.
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Figure 7.3: Dynamics of interdependent networks (adapted from Sharma and Gardoni 2018a)
The direction of the parent-child relation between any two networks can change for the capacity and
demand measures. For example, when considering the interdependency for the capacity measure, the power
flow network is a parent to the water flow network, insofar as the electric power infrastructure provides
power for water pumps to operate; instead, when considering the interdependency for the demand measure,
the potable water flow network is a parent to the electric power flow network, insofar as the water pumps
are placing demands on the electric power infrastructure. Using C′[k] (τ) and D′[k] (τ) in Eqs. (7.5) and
(7.6), we can obtain the modified estimates of the supply measure, S′[k] (τ), and the derived performance
measures, Q′[k] (τ) (see Figure 7.3). To model the overall regional recovery of disrupted services, we can
define an aggregate measure as Q′[agg] (τ) = Q′[agg]
({
Q′[k] (τ) : k = 1, 2, . . . ,K
})
. For example, Tabandeh
et al. (2018a,b) proposed a system reliability formulation to model Q′[agg] (τ) in the context of societal risk
and resilience analysis.
7.4 Resilience Analysis
The (predicted) recovery curve, Q′[agg] (τ), contains all the required information to quantify the associated
resilience. Sharma et al. (2018b) proposed a general mathematical approach for the resilience analysis in
which resilience metrics are defined as partial descriptors of the recovery curve. The resilience metrics are
defined in analogy with definitions of the statistical moments in the probability theory. Following Sharma
et al. (2018b), we call Q′[agg] (τ) the Cumulative Resilience Function (CRF) in analogy with the Cumulative
Distribution Function (CDF) of a random variable. Figure 7.4 shows a schematic recovery curve, where
Q
′[agg]
res is the residual performance level in the immediate aftermath of a disruptive event; Q′[agg]tar is the
target/desired performance level after completing the recovery; and TR = inf
{
τ : Q′[agg] (τ) ≥ Q′[agg]tar
}
is
the recovery duration, defined as the earliest time that the performance level meets/exceeds Q′[agg]tar (i.e., first
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passage time).
Q
′[agg]
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Q
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0 ρQ TR
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τ
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Figure 7.4: Schematic recovery curve and the associated resilience metrics
Accordingly, we can define the resilience metrics ρQ and χQ as follows:
1) The Center of Resilience, ρQ, combines the residual performance and recovery duration into a single
metric (see Figure 7.4 for a schematic representation.) Mathematically, we can write ρQ in analogy
with the mean of a random variable as
ρQ =
´ TR
0 τdQ
′[agg] (τ)´ TR
0 dQ
′[agg] (τ)
(7.8)
2) The Resilience Bandwidth, χQ, is a measure of dispersion of the recovery (see Figure 7.4 for a schematic
representation). Mathematically, we can write χQ in analogy with the standard deviation of a random
variable as
χQ =
√√√√´ TR0 [τ − ρQ]2 dQ′[agg] (τ)´ TR
0 dQ
′[agg] (τ)
(7.9)
The treatment of the epistemic uncertainty due to Θ in the estimates of the resilience metrics is similar
to that of Pf (τ,Θ), discussed earlier. The definition of the resilience metrics is general (i.e., applicable to
characterize the resilience of any infrastructure), and we can systematically extend these metrics to higher
order metrics to fully characterize the CRF. Furthermore, the resilience metrics are simple and have tangible
interpretations which facilitate the communication of resilience among researchers, decision-makers, and
public. Further details about the resilience metrics can be found in Sharma et al. (2018b).
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7.5 Resilience-informed Infrastructure Recovery: A Benchmark
Example
We illustrate the multi-scale approach for the recovery modeling of interdependent electric power and
potable water infrastructure in Shelby County, TN, US. The population of Shelby County is about 1 million
people, out of which about 70% centers in the city of Memphis. The region of interest could experience a
damaging earthquake originated from the New Madrid Seismic Zone (NMSZ). In this example, we consider
a (historical) scenario earthquake with magnitude Mw = 7.7 and epicenter at 35.93◦N and 89.92◦W (north-
west of Shelby County.)
To accurately model the impact of the scenario earthquake on the components of the considered infras-
tructure, distributed over a large area, it is important that the hazard model captures the spatial variabilities
of the earthquake intensity measures (Gardoni 2017a; Gardoni and Murphy 2018). For example, in a region
within 30-50 km from the earthquake source (near-field), directivity effects may induce higher values of
intensity measures along specific directions. Also, the shape of the basin and the specific topography may
result in the amplification of the seismic waves at certain locations (Guidotti et al. 2011, 2018). Furthermore,
the characteristics of the soil and scattering phenomena may change the propagation path of the seismic
waves (Guidotti et al. 2011, 2018). These factors generally limit the accuracy of common ground motion
prediction equations (GMPEs), when used in the near-field. Instead, we can consider three-dimensional
(3D) physics-based models that consider the effects of source kinematics, basin configuration, and local site
topographic and geologic conditions on the estimate of the earthquake intensity measures. In this example,
we use a 3D physics-based model for the near-field of NMSZ, developed by Guidotti et al. (2018). For the
far-field, we use GMPEs developed for the Central and Eastern US (Steelman et al. 2007).
7.5.1 Description of electric power and potable water infrastructure
The majority of the US critical infrastructure are owned and operated by private companies; as a result,
the complete information on infrastructure topology and operation often remains confidential and publicly
unavailable. In Shelby County, both the electrical power and potable water infrastructure are managed by
the Memphis Light, Gas, and Water (MLGW) Division. Starting from general information available from
past research (e.g., Chang et al. 1996), we collected additional data and designed the missing parts of each
infrastructure in accordance with then/current design practice (Su et al. 1987; Birchfield et al. 2017).
For the region of interest (i.e., Shelby Country), we considered a detailed model of the electric power
infrastructure that captures the variability of the initial impact and recovery of different areas of Shelby
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County (Sharma and Gardoni 2018b). The electric power infrastructure in Shelby County is operated by
MLGW which sources its power from the Tennessee Valley Authority (TVA). TVA constitutes its own
balancing authority in the eastern interconnection of the continental US power transmission grid. We
modeled the power infrastructure of TVA with sufficient details to be able to run a power flow analysis
(Sharma and Gardoni 2018b). Figure 7.5(a) shows the topology and service areas of the electric power
infrastructure in Shelby County, as explained in Chang et al. (1996), and Figure 7.5(b) shows the topology of
the infrastructure in Tennessee. The TVA operated infrastructure in Figure 7.5(b) is synthetically generated
but it is representative in accordance with the data provided by Birchfield et al. (2017). To estimate the
hourly power demand at different service areas, we used the MLGW annual fact sheet (MLGW 2015) and
the per capita power demand provided by Birchfield et al. (2017). We also added the generators from Allen
and Southaven power plant, located near Memphis, which were not included in past studies.
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Figure 7.5: Electric power infrastructure in Shelby County (top plot), and in Tennessee (bottom plot)
Figure 7.6 shows the topology of the potable water infrastructure in Shelby County. The solid lines in
the figure show the portion of the infrastructure that we developed in a Geographic Information System
(GIS) based on existing maps (Chang et al. 1996). The dotted lines in the figure show the portion of the
infrastructure that we added based on street maps and buildings access (Sharma and Gardoni 2018b) to
complete the water infrastructure. To identify low- and high-pressure zones, we also overlaid the elevation
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contour map in the figure. The infrastructure consists of 10 pumping stations, 9 booster pumps to connect
low- and high-pressure zones, and 6 elevated tanks in the high-pressure zones. The water flow network model
includes 965 demand nodes, and 1, 346 pipes. To model hourly demands, we first estimated the total daily
consumption for residential, commercial, and industrial buildings, using the residential population data,
consumption data for different commercial and industrial sectors, and the annual fact sheet published by
MLGW (MLGW 2015). We then introduced specific patterns for residential, commercial, and industrial
consumptions to capture the hourly variation of demands (Guidotti et al. 2016). Furthermore, we designed
the individual pipe diameters, location of valves, and pump curves to satisfy working pressure and pipe
velocity constraints through iterative flow analyses.
Figure 7.6: Potable water network in Shelby County
7.5.2 Multi-scale recovery modeling
To model the recovery of the infrastructure, we first estimate the damage to the vulnerable components
of each infrastructure. We then develop the recovery schedule for the repair of damaged components and
define the recovery zones.
The components in the electric power infrastructure that are vulnerable to the seismic excitation are the
transformers, circuit breakers, and disconnect switches. Figure 7.7 (adapted from Shinozuka et al. 1998)
shows a schematic diagram of a typical node in a substation (several such nodes may exist in a substation).
In the figure, open circles and slashes represent circuit breakers and disconnect switches. The shaded boxes
in the figure are compound components, each consists of a circuit breaker and two disconnect switches.
The failure of a node is the event where the input and output lines are disconnected. To determine the
connection state of a node, we first determine the state (failure/survival) of individual components, using
for this example the fragility curves in the HAZUS-MH Technical Manual (FEMA 2014). We then write the
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failure event for a compound component as F[i] = FCBi ∪ FDSi ∪ FDSi , for i = 1, 2, . . . , 6, where FCBi is the
failure event for a circuit breaker CBi, and FDSi is the failure event for a disconnect switch DS i. Eventually,
we can write the failure event for the node as
Fnode =
(
F[1]F[3]
) ∪ (F[4]F[6]) ∪ (F[1]F[6]) ∪ (F[3]F[4]) (7.10)
[1] [2] [3]
Input 1 Input 2
[4] [5] [6]
Output 1 Output 2
Figure 7.7: Schematic representation of a typical node in a substation (adapted from Shinozuka et al. 1998)
The connected nodes and transformers in a substation form a series system. We label the nodes which
are damaged and lost their functionalities (i.e., disconnected) as critical nodes, while the ones which are
damaged but are still functional as non-critical nodes.
We define each substation in the electric power infrastructure and the corresponding service area as a
recovery zone, resulting in 36 recovery zones in Shelby County. Due to the large footprint of the electric power
infrastructure in this example and the fact that two different agencies manage the power infrastructure inside
and outside Shelby County, we define four different recovery projects as follows: 1) MLGW critical repairs,
required to recover non-functional substations in Shelby County; 2) MLGW non-critical repairs, required
to recover the functional but damaged substations in Shelby County; 3) TVA critical repairs, required to
recover non-functional substations in Tennessee; and 4) TVA non-critical repairs, required to recover the
functional but damaged substations in Tennessee. We assign different recovery teams for each of these four
projects that work in parallel.
Figure 7.2 shows the recovery schedule developed for the repair of damaged substations. To estimate
the recovery duration, Table 7.1 summarizes the base productivity rate for the activities in Figure 7.2,
according to RS Means (2016). To account for the specific situation of the post-disaster recovery, we modify
the base rate by increasing the working hours per day to 24 hrs (MLGW 2017b). Furthermore, Table 7.2
shows the formation of the recovery teams for critical and non-critical repairs in MLGW and TVA operated
infrastructure, required to estimate {ξr,i} in Eq. (7.2). Each recovery team for the repair of MLGW operated
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infrastructure consists of 2 diagnostic crews and 4 repair crews, whereas each team for the repair of TVA
operated infrastructure consists of 5 diagnostic crews and 10 repair crews.
Table 7.1: Base productivity rate for the recovery activities to repair damaged substations
Activity Unit Mean productivity
[units/crew/8 hrs.]
Inspection − −
Bidding Number −
Mobilization − −
Fault detection Number 8
Transformer repair Number 0.5
Circuit breaker repair Number 2
Disconnect switch repair Number 4
Commissioning Number 8
Demobilization − −
Table 7.2: Formation of the recovery teams for the repair of damaged substations
Operator Team Fault
detection
Transformer
repair
Circuit
breaker repair
Disconnect
switch repair
Commissioning
MLGW 1 2 4 4 4 2
2 2 4 4 4 2
3 2 4 4 4 2
TVA 1 5 10 10 10 5
2 5 10 10 10 5
3 5 10 10 10 5
The vulnerable components to seismic excitations in the potable water infrastructure are the pumping
stations, booster pumps, tanks, and pipelines. In this example, we use the seismic fragility and repair rate
curves in HAZUS-MH Technical Manual (FEMA 2014) to estimate the damage levels of different component.
For the capacity of pumping stations in Shelby County, we use the (median) values reported by Hwang et al.
(1998) from a field inspection. Furthermore, for a pipeline of length le, we can obtain the number of
leaks/breaks, N (le), according to a Poisson process as
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P [N (le) = m] = (νele)
m
m! e
−νele , m = 0, 1, 2, . . . (7.11)
where m is the number of leaks/breaks; νe is the repair rate (i.e., number of leaks/breaks per unit length of
the considered pipeline). Given the limited number of damaged pumping stations, booster pumps, and tanks,
as well as their criticalities, we assume that separate crews are assigned for the recovery of these components,
where the respective recovery durations in this example are obtained from HAZUS-MH Technical Manual
(FEMA 2014). For the repair of damaged pipelines, we define the recovery zones based on the geographical
location, land-use, and functional hierarchy. We first use the k −means clustering algorithm (Hastie et al.
2009) to group the pipelines into 8 different geographical zones. We further cluster pipelines in each of the
8 zones into industrial, open, residential and commercial zones, according to the land-use. We also define
explicit zones for the main pipelines based on diameter to reach a list of 18 different recovery zones.
Figure 7.8 shows the recovery schedule developed for the repair of damaged pipelines. The figure shows
the set of recovery activities for the first zone, zσ(1), and the last zone, zσ(nk=18), in colored boxes. The rest
of recovery activities (i.e., not in a colored box) are in common for all the recovery zones. We can observe
that the recovery in each zone is shaped by a set of repetitive activities (two repetitions in Figure 7.8) for
different segments of the damaged pipeline. Each recovery team, working in a single zone, consists of four
sets of crews as follows: 1) the earthwork crews, that perform excavation and backfill; 2) the shoring crews,
that install temporary shoring systems to support the sides of excavated trenches; 3) the repair crews, that
perform the repair of breaks and seal of leaks; and 4) the testing crews, that perform final inspection and
certify the recovery completion. The crews in a team can move on to the next zone in the sequence, upon
completing the assigned activities in a working zone.
Start
Inspection
Bidding
Mobilization
Excavation
Excavation
Shoring
Shoring
Repair
breaks
Repair
breaks
Seal
leaks
Seal
leaks
Testing
Testing
Backfill
Backfill
For zone zσ(1)
Excavation
Excavation
Shoring
Shoring
Repair
breaks
Repair
breaks
Seal
leaks
Seal
leaks
Testing
Testing
Backfill
Backfill
Finish
Demobilization
For zone zσ(nk)
Figure 7.8: Recovery schedule for the repair of damaged water pipelines
To estimate the recovery duration, Table 7.3 summarizes the base productivity rate for the activities in
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Figure 7.8, according to RS Means (2016). To account for the specific situation of the post-disaster recovery,
we modify the base rate by increasing the working hours per day to 16 hrs (PlaNYC 2014). Furthermore,
Table 7.4 shows the formation of the teams to perform the recovery activities. Each team consists of 4
earthwork crews, 3 shoring crews, 4 repairs crews, and 1 test crew. We assign the 3 teams to work in parallel
in 3 different zones.
Table 7.3: Base productivity rate for the recovery activities to repair damaged substations
Activity Unit Mean productivity
[units/crew/8 hrs.]
Inspection − −
Bidding Number −
Mobilization − −
Excavation Cubic yard 300
Shoring Square foot 330
Repair leaks Number 4
Seal leaks Number 16
Testing Number 4
Backfill Cubic yard 1, 500
Demobilization − −
Table 7.4: Formation of the recovery teams for the repair of damaged substations
Team Excavation Shoring Repair breaks Seal leaks Testing Backfill
1 4 3 4 4 1 4
2 4 3 4 4 1 4
3 4 3 4 4 1 4
7.5.3 Time-varying performance analysis
To model the performance of the electric power infrastructure, we develop one structural and one flow
network. The components of the structural network include transformers, disconnect switches, and circuit
breakers. The structural capacity and demand are in terms of the hazard intensity measures (i.e., C (x,ΘC)
is taken as the maximum value of the peak ground acceleration (PGA) that a component can sustain
and D (x, sD,ΘD) as the PGA for the scenario earthquake). The components of the flow network include
buses, generators, loads, and shunts as nodal components and transmission lines and transformers as line
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components. The capacity and demand for the components of the electric power flow network (indicated
with the superscript epn) are estimated using the relevant state variables, x[epn], in terms of power (active,
reactive and apparent.) For example, we estimate the base transmission capacity of a line using conductor
type and line geometry, or the base demand at the loads, using per capita consumption values. The capacity
of the flow network components is dependent on the state of the structural network. To estimate S′[epn] (τ)
for the power flow network, we use the Python package PyPSA (Brown et al. 2017). We also incorporate
the effects of voltage collapse in the estimate of S′[epn] (τ), where the value of S′[epn] (τ) tends to zero at load
buses whose voltage (∈ x[epn]) falls out of the range [0.9, 1.1] per unit. To model the recovery of disrupted
services, we define the performance measure, for load buses, as the fraction of demand served at any time
(i.e., Q′[epn] (τ) =
[
S′[epn] (τ)D′[epn] (τ)] 1{D′[epn](τ)0}.)
To model the performance of the potable water infrastructure, we develop structural and flow networks,
as for the electric power infrastructure. However, in the potable water infrastructure, the components of the
two networks are identical. Each network consists of junctions, tanks and reservoirs as nodal components,
and pipelines and pumps as the line components. The structural capacity and demand are in terms of the
hazard intensity measures (similar to the power structural network). We also estimate the base flow capacity
and demand measures, using the designed value of x[pwn] for the components of the potable water network
(indicated with the superscript pwn). For instance, we estimate the discharge capacity of pipelines, using
the section area and design velocity, and the corresponding discharge demand based upon the information on
water consumption rate under normal operating condition. The performance of the flow network is dependent
on the damage state of the structural network and the performance of the electric power flow network.
Furthermore, the estimate of S′[pwn] (τ) for the water flow network requires a pressure-dependent flow analysis
such that when the pressure at a (demand) junction drops below a threshold, the value of S′[pwn] (τ) at the
junction tends to zero (Wagner et al. 1988). We developed a model for the pressure-dependent flow analysis,
using the Python package WNTR (Klise et al. 2017). The treatment of the networks interdependencies in
WNTR consists of replacing the non-functional tanks and pumps (extensively damaged or not having power)
during the recovery with a pipe that allows water to flow through with no additional pressure head. The pipe
leaks/breaks are also modeled as additional demands (the demand for the pipe break is such that to drain the
pipe.) To model the recovery of disrupted services, we define the performance measure, for demand junctions,
as the fraction of demand met at any time (i.e., Q′[pwn] (τ) =
[
S′[pwn] (τ)D′[pwn] (τ)] 1{D′[pwn](τ)0}.)
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7.5.4 Resilience analysis
In this example, we define the aggregate performance measure for the regional recovery of disrupted
services and resilience analysis as follows:
Q′[agg] (τ) =
ncell∑
cell=1
wcellQ
′[epn]
cell (τ)Q
′[pwn]
cell (τ) , (7.12)
where a cell is a geographical region served by a unique pair of nodes in the electric power and potable water
networks; wcell is a weight for the recovery cell, defined in terms of the service area such that
∑ncell
cell=1 wcell =
1; Q′[epn]cell (τ) is the fraction of the electric power demand met for the cell at time τ ; and Q
′[pwn]
cell (τ) is the
fraction of the potable water demand met for the cell at time τ . The performance measure Q′[agg] (·) considers
the recovery of disrupted services provided by both the electric power and potable water infrastructure.
7.5.5 Results and discussion
The scenario earthquake causes damage to the components of the electric power infrastructure in 17 out
36 zones managed by MLGW, which require critical repairs, whereas all the 18 zones of the potable water
infrastructure include damaged components. For the zonal scale recovery, we need to prioritize the recovery
zones for the network Z = {z1, z2, z3, z4}, where z1 = z2 =
(
zσ(1), . . . , zσ(17)
)
is the vector of recovery zones
for the two electric power networks, and z3 = z4 =
(
zσ(1), . . . , zσ(18)
)
is the vector of recovery zones for the
two potable water networks. We develop the zonal scale recovery schedule based on the current recovery
practice. Specifically, MLGW (2017a) sets the priorities for the recovery of the electric power infrastructure as
follows in order of importance: 1) damaged substations along with primary circuits serving hospitals, water
pumping stations, and sewer treatment plants; 2) damaged circuits associated with the greatest number
of customers without power; 3) damaged components in areas that restore power to the most number of
customers per repair; and 4) individual service lines from transformers on a pole to customers houses.
Using these priorities, we develop a representative recovery schedule for the electric power infrastructure.
For the potable water infrastructure, we also develop a recovery schedule, representative of current practice,
according to the following prioritization: 1) mainlines, 2) damaged components in residential and commercial
areas, 3) damaged components in industrial areas, and 4) damaged components in open areas.
Figure 7.9 shows the recovery of the electric power and potable water infrastructure in terms of the
performance measures Q′[epn]cell and Q
′[pwn]
cell . The left plot shows the estimate of Q
′[epn]
cell (τ) for the electric
power infrastructure over a period of 40 hours in the aftermath of the scenario earthquake. The recovery
of the electric power infrastructure is associated to the critical repairs. Non-critical repairs continue even
after completing the critical repairs but do not cause further changes in Q′[epn]cell (τ) due to redundancy. In
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the figure, we observe that Q′[epn]cell (τ) for some recovery cells shows a fluctuating over time. This is because
as the recovery advances, redistribution of loads on operating buses can result in voltage collapse. The
recovery schedule for the electric power infrastructure results in ρQ = 18.1 hours and TR = 34 hours for
the critical repairs. To estimate ρQ, we obtain Q′[agg] (τ) from Eq. (7.12) and set Q′[pwn]cell (τ) = 1 for all
cell = 1, 2, . . . , ncell . Likewise, the right plot shows the estimate ofQ′[pwn]cell for the potable water infrastructure
over a period of 240 hours (i.e., 10 days) in the aftermath of the scenario earthquake. The fluctuation of
Q
′[pwn]
cell (τ) in the figure is due to the hourly variations in the water demand. The results indicate that the
initial power outage affects the water service recovery. The recovery schedule results in ρQ = 69.6 hours
and TR = 457 hours. To estimate ρQ, we obtain Q′[agg] (τ) from Eq. (7.12) and set Q′[epn]cell (τ) = 1, for all
cell = 1, 2, . . . , ncell .
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Figure 7.9: Predicted recovery of disrupted services provided by the electric power (left plot), and potable
water (right plot) infrastructure across Shelby County
Figure 7.10 shows the recovery of disrupted services (i.e., electric power and potable water) in terms of
the aggregate performance measure Q′[agg]cell (τ) (= Q
′[epn]
cell (τ)Q
′[pwn]
cell (τ) ) over a period of 240 hours (i.e., 10
days) in the aftermath of the scenario earthquake. The recovery schedule results in ρQ = 60.6 hours and
TR = 457 hours. Because the recovery of disrupted services after τ ≈ 34 hours is controlled by the potable
water infrastructure, both the recovery patterns and durations for the recovery cells are similar to those of
the water infrastructure. The resilience metric ρQ approximately corresponds to the time at which 50% of
the demand on both flow networks can be served (i.e., the time at which Q′[agg] (τ) ≈ 0.5). Hence, targeting
ρQ to improve the recovery of disrupted services may result in faster recovery in an average sense over the
region. Considering χQ besides ρQ also allows us to control the variations of the recovery duration across
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the region (i.e., increasing or decreasing the difference in the recovery durations of different cells.) Finally,
to highlight the significance of the recovery scheduling, we note that for Shelby County, with a population
of about 1 million people, 1 hour improvement in the recovery duration implies 1 million people-hours more
access to essential services.
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Figure 7.10: Predicted recovery of disrupted services in terms of the aggregate performance measure across
Shelby County
7.6 Conclusions
This chapter presented a novel multi-scale approach for the recovery modeling of interdependent in-
frastructure. The multi-scale approach builds upon the development of physics-based recovery models for
individual components that account for the effects of the recovery influencing factors such as components
damage level and recovery resources. The multi-scale approach integrates the recovery models for individual
components into a workable recovery schedule for infrastructure, typically distributed over a large area. To
promote a recovery schedule that is both feasible to implement and easy to communicate, the multi-scale ap-
proach accounts for the prevalent physical and logical constraints to implement repetitive recovery activities
on multiple components, such as activities precedence, crew and material availability, and work continuity.
An integral part of the recovery modeling is the performance analysis of interdependent infrastructure under
a developed recovery schedule. This chapter presents a mathematical formulation that models infrastructure
as a collection of interdependent networks, where each network is characterized by a unique set of capac-
ity, demand, and supply measures. Derived performance measures are also developed in terms of capacity,
demand, and supply measures to model the recovery of disrupted services. The developed recovery sched-
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ule informs the variations of the performance measures over the course of the recovery. Furthermore, the
formulation develops interface functions to decouple the performance analyses of interdependent networks;
hence, allows different analysts and computing resources to work on different networks at the same time.
The chapter further introduced the regional resilience analysis to monitor the recovery of disrupted services.
The multi-scale approach is explained through a large-scale problem for the post-disaster recovery modeling
of electric power and potable water infrastructure in Shelby County, TN with a service population of one
million people. The recovery schedules for each of the electric power and potable water infrastructure are
developed based on the current practice of the recovery prioritization. The recovery models are developed for
the repair of damaged components and the impact on the recovery of disrupted services is modeled through
network flow analyses for both the electric power and potable water infrastructure. The results indicate that
the post-disaster recovery of the electric power infrastructure is faster than the recovery of the potable water
infrastructure. As a result, the recovery of the potable water infrastructure controls the overall duration of
the recovery of the region.
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Chapter 8
A Reliability-based Capability
Approach
This chapter proposes a mathematical approach, called a Reliability-based Capability Approach (RCA),
to quantify the societal impact of a hazard. The starting point of RCA is a capability approach in which
capabilities refer to the genuine opportunities open to individuals to achieve valuable doings and beings (such
as being mobile and being sheltered) called functionings. Capabilities depend on what individuals have and
what they can do with what they have. The chapter develops probabilistic predictive models that relate the
value of each functioning to a set of easily predictable or measurable quantities (regressors) in the aftermath
of a hazard. The predicted values of selected functionings for each individual collectively determine the
impact of a hazard on his/her state of well-being. The proposed RCA integrates the predictive models for
the functionings into a system reliability problem to determine the probability that the state of well-being
is below or above a desired level. The chapter also defines importance measures for achieved functionings
to quantify their contributions to a given state of well-being. The information gained from the importance
measures can inform decisions on optimal allocation of limited resources for risk mitigation and management.
8.1 Introduction
Risk is commonly described in terms of the probability of occurrence and the associated consequences
of a hazardous scenario.1 The determination and evaluation of the relevant consequences is thus a crucial
step for risk mitigation and management (Gardoni et al. 2016b; Gardoni and LaFave 2016). For example,
to justify the necessity of a risk mitigation program for a region, it is critical to estimate and evaluate the
impact a given hazard might have upon the well-being of individuals. An accurate and complete assessment
of the potential consequences can be an important source of information for decisions about how and where
to optimally invest limited resources.
There is no consensus on the best way to define and evaluate the consequences of hazards; these questions
remain the subject of ongoing debate between, for example, utilitarians and capability theorists. A review of
1Gardoni and Murphy (2014) argued that this definition of risk is not sufficient and it should be expanded to include the
source/cause of a risk besides the probability of occurrence and the consequences of a given hazard. Then, they proposed a
new scale of risk that categorizes the risks along a multidimensional ranking.
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different approaches can be found in Refs. (Gardoni and Murphy, 2014; Gardoni et al., 2016b). The purpose
of this chapter is not to resolve the disputes over which approach to adopt when defining consequences.
Our starting point is the definition of consequences used in a capability approach (Sen 1990; Nussbaum
2001a,b), a definition first introduced by Murphy and Gardoni (2006). While the argumentation in support
of conceptualizing consequences using capabilities is beyond the scope of this chapter, we do provide a brief
overview of some reasons for defining consequences in terms of capabilities in the next section.2
A capability approach defines consequences in terms of the impact on what individuals do or become
that they have reason to value, called functionings. Examples of functionings include being mobile, being
healthy, being adequately nourished, and being educated. The genuine opportunity to achieve a particular
functioning is called a capability.3 Genuine opportunities and actual achievements are influenced by what
individuals have and what they can do with what they have. What they can do with what they have is a
function of the structure of social, legal, economic and political institutions and of the characteristics of the
built-environment (infrastructure). For example, consider the functioning of being mobile. The frequency of
travels during a typical week can be used as an indicator to quantify the achievements of mobility functioning.
When explaining a given individual’s achievement or lack of achievement for a particular functioning, a
capability approach takes into consideration the conditions that must be in place for an individual to be
mobile. For instance, the possession of certain resources, like a bike, may influence mobility. However,
possessing a bike may not be sufficient to guarantee mobility. If the individual has physical disabilities, then
the bike will be of no help to travel. Similarly, if there are no paved roads or if societal culture imposes a
norm that women are not allowed to ride a bike, then it will become difficult or even impossible to travel
by means of a bike. As this example makes it clear, different factors will influence the frequency of travels
during a typical week.
The fundamental aim of this chapter is to develop a rigorous mathematical formulation to assess and
predict functionings and thereby determine the state of well-being in terms of the predicted functionings.
Because the proposed approach is based on the reliability theory (Ditlevsen and Madsen 1996; Gardoni
2017b), we call it a Reliability-based Capability Approach (RCA). The proposed RCA can be used in
the context of risk analysis to quantify the broad societal impact of hazards on individuals’ functionings.
Disruptive events can impact the value of each functioning by changing the values of its influencing factors
(those factors that reflect what individuals have and what they can do with what they have.) For example,
an earthquake can impact mobility by causing damage to the transportation infrastructure.
In RCA, we propose probabilistic predictive models that relate the value of each functioning (as mea-
2Those interested in such a defense can see Murphy and Gardoni (2006); Gardoni and Murphy (2014); Covello et al. (2012).
3For an overview of different approaches of risk analysis and consequence evaluation see Murphy and Gardoni (2006, 2012a,b);
Gardoni and Murphy (2013, 2014); Gardoni et al. (2016b); Cox Jr and Cox (2016); Hansson (2016); Woo (2016).
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sured by an indicator) to its influencing factors. The proposed models account for the various sources of
uncertainties in predicting the values of functionings (Gardoni et al. 2002, 2007; Murphy et al. 2011). The
predicted values of different functionings for an individual collectively determine his/her state of well-being,
which could be acceptable, tolerable, or intolerable. Due to the uncertainty in predicting the values of func-
tionings, the state of well-being has to be determined in a probabilistic manner. The RCA uses the methods
of system reliability analysis to determine the probability associated with each state of well-being. In the
system reliability problem, we treat the well-being of each individual as a system, where the indicators of
considered functionings define the components of the system.
Following this introduction, the next section briefly discusses some of the advantages of using a capability
approach to societal risk assessment. The section focuses on introducing the terms and variables needed in
the proposed RCA and on reviewing current formulations for assessing functionings that have been proposed
across a broader range of applications (also outside of risk analysis). In the third section we present a
detailed description and evaluation of two of the most advanced and rigorous mathematical formulations of
the capability approach. The purpose of the review of these two formulations is to motivate the need for an
alternative formulation of the kind proposed in this chapter. The first formulation is the capability approach
to risk analysis developed by Murphy and Gardoni (2010) that tracks the possible changes in the capabilities
of individuals due to the impact of a hazard. The second is a capability approach to multidimensional
poverty measurement developed by Alkire and Foster (2011), where poverty is understood as capabilities
deprivation. Though not directly focusing on risk, discussion of the multidimensional poverty analysis is
valuable because it highlights the significance of accounting for the uncertainty in well-being assessment and
demonstrates the need for a probabilistic formulation. In the fourth section we discuss the proposed RCA.
Actually assessing and predicting the functionings of individuals is challenging. The existing formulations to
operationalize the capability approach typically create a composite index which aggregates the measured or
predicted values of the considered (achieved) functionings for each individual to determine his/her state of
well-being (see, for example, Murphy and Gardoni 2010; Alkire and Foster 2011). Instead, the RCA focuses
the attention on the role of each achieved functioning in the state of well-being. In addition, we propose an
importance measure which uses the results of a system reliability analysis to rank the functionings on the
basis of their contributions to the state of well-being. Such information is particularly useful to optimally
allocate limited resources for risk mitigation and management. In the last section, we present a specific
numerical example to illustrate the proposed formulation in the context of risk analysis.
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8.2 The Benefits of Using a Capability Approach to Societal
Risk Assessment
The capability approach provides theoretical resources for defining the broad range of effects of a hazard
on the well-being of individuals, thereby providing a comprehensive picture of its societal impact. It does not
simply look at immediately evident effects, such as fatalities or physical damage. Rather, the impact can be
defined to include the effects of a hazard on, for example, mobility, nutrition, and security, doings and beings
which are constitutive elements of well-being. In a capability approach, functionings capture distinctive,
valuable dimensions of well-being. The overall capability of each individual is shaped by his/her opportunity
to achieve a set of distinctive doings and beings. The capability approach rejects the utilitarian assumption
that all goods or dimensions of well-being are commensurable, comparable, and substitutable. That is,
one does not compensate for a deprivation in nutrition by an improvement in opportunities for housing; a
deprivation in being adequately nourished requires an improvement in an opportunity for nourishment.
Second, the capability approach does not quantify consequences using a monetary metric which has
well-known conversion challenges, e.g., in the definition of the monetary value of a human life. Instead, the
capability approach uses non-monetary indicators, defined as proxies for specific functionings (Raworth and
Stewart 2003), to measure the level of achievement for a given functioning. For example, a hazard can impact
the functioning of living a long and healthy life, which can be measured by the indicator health-adjusted life
expectancy (Labbe 2010). We discuss indicators in more details in later sections. For now, we only want
to note that the capability approach is not vulnerable to concerns about the appropriateness of monetizing
loss of human life or damage to the environment (Ackerman and Heinzerling 2002). Nor is vulnerable to
critiques of utility measures that focus on concerns about the accuracy of surveys or market information for
capturing the losses associated with hazardous events given, for example, asymmetries in bargaining power
or limits on knowledge (Slovic 1987; Anderson 1988; Covello et al. 2012).
There are further reasons to find a capability approach to consequences attractive. A capability approach
to assessing well-being has already been adopted in a wide range of applications. It is currently being used
by the United Nations to quantitatively measure the degree of development of countries around the world
(UNDP 2015). Multidimensional poverty measurement is another area in which a capability approach
has been used extensively (Bourguignon and Chakravarty 2003; Alkire and Foster 2011; Alkire and Santos
2013). Formulations have been proposed to identify the least advantaged in a society and guide the focus
of public policy towards the promotion of distributive justice (Wolff and De-Shalit 2007). A capability
approach has also been developed to assess the impact of natural and anthropogenic hazards (Murphy and
Gardoni 2006, 2007, 2008; Gardoni and Murphy 2008, 2009, 2010). Thus, an additional benefit to using a
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capability approach is that it makes it possible to assess, for example, the risk of natural hazards and the
impact of development policies using the same theoretical framework. This aids the process of policy- and
decision-making. The possibility of creating a consistent theoretical framework is increasingly important
given that risk management of natural hazards is recognized by the United Nations and broader community
of development policy makers as critical to the success of sustainable development initiatives, especially given
climate change.
8.3 Capability Approach in Practice: Current Formulations and
their Limitations
The current formulations to operationalize the capability approach generally include two main steps
(Gardoni and Murphy 2009; UNDP 2015).
1) Quantification of functionings, where a set of indicators is defined to measure the relevant dimensions
of well-being; and
2) Aggregation of achievements for different indicators to create an overall measure of functionings achieve-
ment through a composite index.
This section discusses two general formulations that operationalize these two steps: the one proposed by
Murphy and Gardoni (2010) and the one in Alkire and Foster (2011).
8.3.1 Capability approach to risk analysis
Colleen Murphy and Paolo Gardoni (Murphy and Gardoni 2006, 2010, 2007, 2008; Gardoni and Murphy
2008, 2009, 2010) proposed a novel risk analysis approach that quantifies the possible consequences of haz-
ardous scenarios in terms of functionings achievements and capabilities of individuals. For the purposes of
quantification, they developed a hazard impact index, HII , as an aggregate measure that summarizes the
overall impact of hazards.
In constructing the HII , first the relevant capabilities are selected in this process. The primary concern is
to provide a collectively exhaustive list of capabilities that represent all aspects of well-being relevant to the
problem. On the other hand, careful attention should be given to prevent selecting similar capabilities that
provide redundant information and overemphasize particular dimensions of well-being, in a sense causing
double or multiple counting (Gardoni and Murphy 2009). Indicators are then selected to measure the level
of achieved functionings. Next, each indicator is converted into an index on a scale from 0 (minimum
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achievement) to 1 (maximum achievement). Figure 8.1 (adapted from Murphy and Gardoni 2010) shows
that an individual i (out of n) might achieve functioning vj , j ∈ {1, . . . , J} at level l ∈ {1, . . . , L}, so that the
achieved functioning is equal to vj,l. The achieved functionings are then converted into the corresponding
indicator indices I(i)j .
Murphy and Gardoni (2010) also discussed the issue of interdependencies of functionings. That is, an
individual’s choice to achieve one functioning influences his/her opportunity to achieve other functionings,
therefore, creating interdependencies among functionings. For example, there might be a genuine opportunity
for an individual to have a well-paid full-time job or to pursue higher education but not possible to achieve
both at the same time. Because of the interdependencies among the achieved functionings, an individual i
can only choose a vector of the achieved functionings, V(i), among a set of possible vectors (which might not
include all possible combinations of vj,l.) For example, individual i can choose V(i) = (v1,2, v2,L, . . . , vJ,1)
which includes v1 achieved at level 2, v2 at level L, and so on, up to vJ at level 1. Each vector V(i) is then
converted into a vector of indicator indices I(i) =
(
I
(i)
1 , . . . , I
(i)
J
)
as shown in Figure 8.1.
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Figure 8.1: Illustration of the HII formulation (adapted from (Murphy and Gardoni, 2010))
In the second step, the elements of I(i) are combined to create an aggregate measure for individual i,
HII (i), defined as the statistical average
HII (i) = 1
J
J∑
j=1
I
(i)
j (8.1)
The statistical average of the set
{
HII (i) : i = 1, 2, . . . , n
}
, Avg.
[
HII (i)
]
, is then used as an estimate
of individuals’ functionings achievement in an average sense across the sampled population of size n. The
statistical standard deviation of the set
{
HII (i) : i = 1, . . . , n
}
, St.Dev.
[
HII (i)
]
, captures the breadth of the
freedom across the sampled population. The variations in the value of HII across the sampled population
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can be described using a probability density function (PDF) with a mean value set to Avg.
[
HII (i)
]
and a
standard deviation set to St.Dev.
[
HII (i)
]
.
The societal impact of a hazard is then explained by comparing the predicted value of HII with the
acceptability and the tolerability thresholds as defined in Murphy and Gardoni (2008). Threshold levels are
set for each distinctive dimension of well-being. The thresholds between the three levels capture demands
of justice; as Nussbaum (2001b) writes, a “necessary condition of justice for a public political arrangement
is that it deliver to citizens a certain basic level of capability.” Moreover, the thresholds provide critical
information for policy makers, who need to know not only what is the case about levels of well-being, but
what they should think about the information they have and whether the level of well-being is such that it
requires policy intervention. When the level of well-being is acceptable, policy intervention is not necessary.
However, when it is unacceptable, policy intervention is urgent to determine how to bring individuals to the
acceptable level within a specified period of time. Similarly, intolerable levels of capability require immediate
action to bring individuals to above at least the tolerable threshold. If there is an aspect of individuals’ lives
that will be intolerable or unacceptable, then that should be the priority from a public policy perspective.
An evaluation of the predicted level of well-being is useful in the definition of policies and resource allocation
that are designed to best mitigate the possible consequences of unexpected events. Most policies targeted
to risk mitigation are based on an evaluation of the possible consequences.
According to Murphy and Gardoni (2008), the acceptable threshold, Tacc, is defined as the minimum value
of HII below which individuals ideally should not fall. For example, it is not acceptable that individuals
lack permanent and adequate shelters in the aftermath of a hazard. A risk is acceptable if the probability
that HII for any individual will be less than Tacc in the aftermath of a hazard is sufficiently small (i.e.,
P
(
min
{
HII (i) : i = 1, 2, . . . , n
}
< Tacc
)
→ 0). As discussed in Murphy and Gardoni (2008), the precise
specification of Tacc can be done through an internal democratic process.
However, it is not always feasible to keep HII for all individuals above Tacc in the immediate aftermath
of a hazard. For example, some individuals may lose homes and need to be settled in temporary shelters in
the aftermath of a severe earthquake. In such circumstances, Murphy and Gardoni (2008) defined a tolerable
threshold, Ttol , that is an absolute minimum value of HII “below which no individual in a society should
ever fall.” For instance, in the shelter example, it would be neither acceptable nor tolerable for individuals
to be left homeless. Accordingly, a risk is not acceptable, but only tolerable, if the HII for all individuals
are likely to only temporarily be less than Tacc in the aftermath of a hazard and the probability of being less
than Ttol is sufficiently small. Similarly to the acceptability threshold, an internal democratic process can
determine the value of Ttol (Murphy and Gardoni, 2008).
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The formulation in Murphy and Gardoni (2010) and Murphy and Gardoni (2008) has four significant
advantages, both theoretical and in terms of implementation, with respect to the other approaches that use
capabilities. These advantages are: 1) it acknowledges the difference between achieved functionings and
capabilities; 2) it accounts for the interactions among the achieved functionings using a vector of achieved
functionings instead of the isolated functionings; 3) it captures the variability in the achieved functionings
among individuals by estimating the standard deviation of the achieved functionings in addition to the
average value; and 4) it introduces the tolerability and the acceptability thresholds for both the aggregate
measure and the indicator indices. However, it also has the following limitations: 1) the definition of HII ,
as the statistical average of the elements of I(i), might be too simplistic. Specifically, it does not distinguish
between two individuals with the same averaged achieved functionings but different achievements in their
specific indicator indices; and 2) it does not account for the uncertainty in the estimate of I(i).
In relation to the first limitation, the formulation of HII allows the substitutability of achieved function-
ings. That is the high values of a subset of indicator indices can outweigh the low values of the others. This
fails to account for the incommensurability of capabilities. Thus, a more nuanced formulation is needed that
also considers the performance of each I(i)j .
The second limitation is that the formulation treats each I(i)j in a deterministic manner and, thus,
does not account for the prevailing sources of uncertainty. In this regard, Murphy et al. (2011) noted
that mathematical formulations should appropriately treat the prevailing sources of uncertainty like the
measurement error, statistical uncertainty, and model error (Gardoni et al., 2002, 2007). Specifically, in
the context of risk analysis, the measurement error is associated with the estimate of the actual values of
indicators. For example, an indicator capturing the economic losses might underestimate the actual losses
of individuals. Statistical uncertainty arises from the scarcity of data. For example, to estimate HII for a
society, the information for every single individual/household in the society may not be available. Thus,
a sample of society is selected in practice as the representative of the entire society. As the size of the
sample increases, the confidence in the estimate of HII increases as well. Finally, the mathematical models
(like those used to predict the values of indicators, as functions of regressors) might have errors due to
missing variables (here indicators) and/or inaccurate model form. This type of uncertainty is called the
model error. For example, there might be influencing indicators that are not included in the models or
there might be a more appropriate model form. These uncertainties are epistemic uncertainties. In addition,
when the model is being used to predict the values of indicators in the future, there is additional inherent
variability/randomness that should be included as well (Der Kiureghian and Ditlevsen 2009). Therefore,
there is a need for a probabilistic formulation that properly accounts for the different sources of uncertainty.
Further discussion on the treatment of uncertainty in mathematical models can be found in Murphy et al.
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(2011).
8.3.2 Capability approach to poverty measurement
In responding to the widespread recognition of the insufficiency of income as the sole measure of poverty
(see, for example, Sen 1992), Sabina Alkire and James Foster (Alkire and Foster 2011) developed an approach
that uses functionings’ achievements to measure poverty in a multidimensional way. A counting-based
method is developed to identify the poor and measure the dimensions of poverty, like education, health,
and standard of living. This approach includes an identification step to define and quantify the number of
individuals who are poor, based on counting the number of (weighted) deprivations, and an aggregation step
to summarize the degree of poverty experienced by the poor.
The formulation defines indicators for considered functionings and scales the indicators to create indicator
indices. The indicator indices take values between 0 and 1, where 0 represents the minimum possible
achievement and 1 the maximum achievement. For the identification step, Alkire and Foster (2011) define a
deprivation threshold for each indicator index to identify if the corresponding functioning has been sufficiently
achieved. Mathematically, let i be an individual and Ij be one of the J selected indicator indices; then, a
functioning has been sufficiently achieved if I(i)j ≥ T1,j , where I(i)j is the jth indicator index for individual i,
and T1,j is the corresponding deprivation threshold.
Then, the number of deprived indicators (i.e., for which I(i)j < T1,j) is counted for each individual and
the number of deprived indicators divided by J is compared with a poverty threshold, T2 (which is a selected
number between 0 and 1). If such a count is greater than T2, then individual i is labeled poor. A measure
of deprivation of indicator index j is computed as di,j =
[
T1,j − I(i)j
]α
if
(
T1,j − I(i)j
)
> 0 and di,j = 0,
otherwise; where α is a controlling parameter such that larger values of
(
T1,j − I(i)j
)
are under or over
emphasized, depending on the value of α. If the considered functionings are not equally important, Alkire
and Foster (2011) suggested using a weight vector for the indicator indices, here noted as w = (w1, . . . , wJ)
(such that
∑J
j=1 wj = 1), which captures their relative importance. Once the poor are identified, the degree
of poverty for individual i is calculated as
Di =
J∑
j=1
wjdi,j =
∑
∀j:I(i)
j
<T1,j
wjdi,j (8.2)
For the non-poor, Di = 0. Finally, an aggregate measure is defined to combine Di for the sampled
population as
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D = 1
n
n∑
i=1
Di =
1
n
∑
∀i:Di>0
Di (8.3)
where n is the size of the sampled population.
Alkire et al. (2015) discuss the sensitivity of D with respect to (T1, T2), where T1 = (T1,1, . . . , T1,J).
In particular, they examine how different choices of (T1, T2) may affect the ranking of poverty measure
across different groups. They also account for the statistical uncertainty in estimating D, arises from using
a sampled population as the representative of the entire population. The result of statistical uncertainty
quantification is used to examine if a likely change in the ranking of poverty measure due to a change in the
values of (T1, T2) is statistically significant.
The formulation in Alkire and Foster (2011) has the following strengths with respect to other formulations
of poverty measurement: 1) it measures poverty in a multidimensional way by identifying the poor first and
then aggregating the deprivation intensity of the deprived functionings among those identified as poor; 2) it
satisfies the population decomposability property (i.e., the overall poverty of a community can be computed
either by considering the entire population or as a weighted average of subgroups of the entire population,
where the size of subgroups are used as their weights) and the dimensional breakdown property (i.e., the same
formulation can be used considering any subset of dimensions to investigate their contribution to poverty);
3) it is applicable both to cardinal variables (e.g., years of schooling) as well as ordinal (e.g., self-reported
health) and categorical variables (e.g., modes of access to drinking water). In the case of ordinal and
categorical variables, since there is no unique way to measure the deprivation intensity, it only measures the
poor headcount. However, there are three limitations as follows: 1) it does not account for and evaluate the
role of all the relevant sources of uncertainty in quantifying poverty; 2) it does not consider the deprivation
of non-poor individuals; and 3) it makes the comparison of poverty measurements among different societies
difficult by allowing the use of different weight vectors.
Regarding the first limitation, Alkire et al. (2015) acknowledge the necessity of addressing the uncertainty
but their scope of uncertainty treatment is limited to some sensitivity analyses. In particular, they do
not discuss the role of the various sources of uncertainty in the statistical inference about the poverty
measurement of a given population, how additional information might help to improve the inference, and
how this relevant uncertainty should be propagated through the models. The significance of accounting for
different sources of uncertainty, in addition to statistical uncertainty, was elaborated earlier in this chapter.
The second limitation is that the formulation does not consider the deprivation of non-poor individuals.
The non-poor individuals might still suffer from a number of deprived functionings (i.e., di,j 6= 0). If different
capabilities are incommensurable in moral value (as is widely recognized), the measure of deprivation should
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also include the extent of deprivations of the non-poor. Therefore, there is a need to develop a formulation
that also captures the variation of well-being among the non-poor.
The third limitation is about the subjective weights for indicators, w, in Eq. (8.2) that show their relative
importance. Using different w’s does not allow us to compare the multidimensional poverty measurement
among different societies. In practice, it is possible to justify the use of different w’s in measuring poverty
in different societies, and in fact different studies use different w’s. However, different w’s change the
contribution of {di,j : j = 1, . . . , J} in the estimate of Di and subsequently in the estimate of D. This
difference makes comparing poverty measurement in two different societies difficult.
8.4 Reliability-based Capability Approach (RCA)
This section presents the proposed Reliability-based Capability Approach (RCA) and shows how this
approach addresses the limitations of the current formulations, discussed in the previous section. A reliability
analysis is generally concerned with determining the probability that a component or system performs a
specified function under certain conditions (Ditlevsen and Madsen, 1996). A system is an interconnected
assembly of components where its state depends on the states of its components and their roles in the system
(i.e., the definition of the system in terms of its components.) For example, the state of a transportation
system depends on the states of the bridges, roads, etc. that constitute it. A system may fail if certain subsets
of its components fail. A component fails when its performance is no longer satisfactory. For example, we
can define the failure of the transportation system when the connectivity between any two nodes in the
network is lost, which occurs if selected sets of components fail.
In RCA, the well-being of each individual is treated as a system of dependent indicators such as life
expectancy, number of schooling years, and income, which are the components of the system. In order to
determine the state of well-being of an individual, we need to know the value/state of each indicator and
how the indicators are collectively related to the states of well-being.
We define three states for each indicator as follows:
Sj =

Acceptable, Ij > Tj,acc
Tolerable, Tj,tol < Ij ≤ Tj,acc
Intolerable, Ij ≤ Tj,tol
(8.4)
where Sj is an auxiliary variable that describes the state of indicator j; Ij ∈ [0, 1] is the value of indicator
index j; Tj,acc ∈ [0, 1] and Tj,tol ∈ [0, Tj,acc) are the corresponding acceptable and tolerable thresholds for
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Ij .
As mentioned earlier, the values of functionings and their indicators are influenced by different factors
such as wealth, income, socio-economic status of the society, and infrastructure status. To quantify the
influence of such factors, we propose probabilistic predictive models that estimate each Ij as a function of a
set of regressors that represent different influencing factors. The proposed models also account for the effect
of the various sources of uncertainty in predicting each Ij . Because of the uncertainty in the estimate of Ij ,
the corresponding Sj is a random variable, where its three states are the possible outcomes. To determine
the probability law of Sj , we formulate a component reliability problem, discussed next. Subsequently, we
formulate a system reliability problem to determine the probability that the state of well-being is above/below
some desired levels.
8.4.1 Mathematical formulation of component reliability problem
To formulate the component reliability problem, we first develop a probabilistic predictive model for
each Ij . Following the formulation proposed by Gardoni et al. (2002), we write the general form of the
probabilistic predictive models as
Cj (xj ,Θj) = cˆj (x) + γj (xj ,θj) + σjεj , j = 1, . . . J (8.5)
where Cj (xj ,Θj) is the predicted value of the jth indicator or a suitable transformation thereof; cˆj (x) is an
existing deterministic model to predict Cj (e.g., the statistical average of Cj measured for all individuals);
γj (x,θj) is a correction term for cˆj (x) that captures some of the dependencies of Cj on xj ; xj is the vector
of regressors that capture socio-economic conditions and the characteristics of the built-environment; Θj =
(θj , σj) is a vector of unknown model parameters that needs to be estimated; and σjεj is the (additive) model
error term (additivity assumption), in which σj is the standard deviation of the model error, assumed to be
independent of xj (homoskedasticity assumption), and εj is a standard normal random variable (normality
assumption.) The model error captures the variability in predicting Cj using cˆj (x) + γj (x,θj) due to, for
example, inaccuracy of the model form, missing variables, and statistical uncertainties. Measurement error
can be included in the model calibration as discussed later.
In general, (ε1, . . . , εJ) is a vector of dependent random variables. Let Σ denote the covariance ma-
trix of (σ1ε1, . . . , σJεJ). The collection of all unknown model parameters is then Θ = (θ,Σ), where
θ = (θ1, . . . ,θJ). In order to satisfy the additivity, homoskedasticity, and normality assumptions, we may
use a transformation to define Cj (xj ,Θj) = Tj [Ij (xj ,Θj)] and cˆj (x) = Tj
[
Iˆj (xj)
]
, where Tj (·) is the
transformation function; Ij (xj ,Θj) is the predicted value of Ij ; Iˆj (xj) is is the deterministic prediction of
197
Ij . The suitability of a specific choice of Tj (·) (e.g., a logit model) can be examined by means of diagnostic
plots (Rao and Toutenburg, 1997).
The correction term in Eq. (8.5), γj (xj ,θj), can be written as
γj (xj ,θj) =
Q∑
q=1
θj,qhj,q (xj) (8.6)
where θj = (θj,1, . . . , θj,Q) and [hj,1 (xj) , . . . , hj,Q (xj)] is the vector of explanatory functions. The explana-
tory functions are defined in terms of the influencing factors that are believed to be important in predicting
Cj . For instance, we can write hj,q (xj) in terms of individuals’ age, gender, ethnicity, income, language,
socio-economic status of society and infrastructure functionality. To develop an empirical model that is both
parsimonious (with as few parameters as possible) and accurate (with small σjεj), one can use a model
selection process (see, for example, Gardoni et al. 2002 and Stone 1996) to eliminate unimportant terms in
γj (xj ,θj) that do not significantly contribute to predicting Cj .
The unknown model parameters, Θ, can be estimated based on the observed data, using, for example,
a Bayesian approach (Box and Tiao, 2011). The observed data for each individual includes the values of
(I1, . . . , IJ) (or, equivalently, (C1, . . . , CJ)) together with the associated (x1, . . . ,xJ) for that individual.
Using the Bayesian approach, we can combine previous information about Θ (which could possibly also be
no information) with information obtained from the observed data to arrive at an updated PDF of Θ. Such
updating can be carried out using the Bayesian updating rule (Box and Tiao, 2011). The Bayesian updating
rule can be written as
f (Θ) = κL (Θ) p (Θ) (8.7)
where f (Θ) is the posterior PDF, containing the updated information about Θ; L (Θ) is the likelihood
function, representing the objective information about Θ obtained from the observed data; p (Θ) is the
the prior PDF, reflecting our state of knowledge about Θ before obtaining the observations; and κ =[´
L (Θ) p (Θ) dΘ
]−1 is a normalizing constant.
Assuming there is no previous information about Θ, we use a noninformative p (Θ) to reflect no or
minimal information about Θ is available before the observed data (Box and Tiao, 2011). Thus, the statistical
inference is unaffected by information external to observations. Further discussion on noninformative priors
can be found in Gelman (2006b); Tabandeh and Gardoni (2015). For the set of unknown model parameters
Θ = (θ,Σ), we can generally assume that θ and Σ are approximately independent (Box and Tiao 2011;
Gardoni et al. 2002); hence, p (Θ) ≈ p (θ) p (Σ). Then, we use a locally uniform noninformative prior on
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θ such that p (Θ) ∼= p (Σ). Furthermore, following Gardoni et al. (2002), we can write the noninformative
prior for Σ as
p (Σ) ∝ |R|−(J+1)/2
J∏
j=1
1
σj
(8.8)
where |R| is the determinant of R, which is the correlation matrix of (ε1, . . . , εJ) (using a Cholesky decom-
position, we can write Σ = DRD, where D = daig (σ1, . . . , σJ).)
Following Gardoni et al. (2002), we can write L (Θ) by partitioning the observed data for each individual
i, as Di = Di,eq unionsq Di,lb unionsq Di,ub, where Di,eq is the equality data for individual i such that I(i)j ∈ Di,eq, if
the measured I(i)j is the actual value; Di,lb is the lower-bound data for individual i such that I(i)j ∈ Di,lb, if
the measured I(i)j is less than the actual value; and Di,ub is the upper-bound data for individual i such that
I
(i)
j ∈ Di,ub, if the measured I(i)j is greater than the actual value. For example, when we do not know the
exact income of an individual but we know it is greater than a certain amount, that amount is a lower-bound
datum. Similarly, when we know that the income is not greater than a certain amount, that amount is an
upper-bound datum. Lower- and upper-bound data are also called censored data.
In a general setting, we can write L (Θ) as
L (Θ) ∝ P

n⋂
i=1

⋂
j:I(i)
j
∈Di,eq
[σjεj = ri (θj)]
⋂
j:I(i)
j
∈Di,lb
[σjεj > ri (θj)]
⋂
j:I(i)
j
∈Di,ub
[σjεj < ri (θj)]

 (8.9)
where P (·) is a probability measure; ⋂ is the intersection operator; and ri (θj) = Cj,i− cˆj (xj,i)−γj (xj,i,θj)
is the prediction residual of Cj for individual i.
In the specific case that the vectors of residuals for a given θ, {ri (θ) = [ri (θ1) , . . . , ri (θJ)] : i = 1, . . . , n},
are statistically independent, we can write L (Θ) as
L (Θ) ∝
n∏
i=1
P

⋂
j:I(i)
j
∈Di,eq
[σjεj = ri (θj)]
⋂
j:I(i)
j
∈Di,lb
[σjεj > ri (θj)]
⋂
j:I(i)
j
∈Di,ub
[σjεj < ri (θj)]
 (8.10)
Note that Eq. (8.10) still accounts for the statistical dependence of the vector [ri (θ1) , . . . , ri (θJ)] for
all i = 1, 2, . . . , n.
To model the measurement errors, we use the formulation proposed by Gardoni et al. (2002). We can
write the actual values of Cj,i and xj,i as Cj,i = Cˆj,i+eCj,i and xj,i = xˆj,i+exj,i , where Cˆj,i and xˆj,i are the
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measured values for individual i and eCj,i and exj,i are the corresponding measurement errors. It is assumed
that the measurements are corrected for any systematic errors. As a result, E
[
eCj,i
]
= 0 and E
[
exj,i
]
= 0
. Let s2j,i and Σj,i denote the variance of eCj,i and the covariance matrix of exj,i . We allow the statistical
dependence between the measurement errors for different elements of the vector xj,i but assume that the
measurement errors for different individuals are statistically independent. To write L (Θ) in Eq. (8.10),
accounting for the measurement errors, we replace ri (θj) with ri
(
θj , exj,i
)
= rˆi (θj) +∇xˆj,i rˆi (θj) eTxj,i and
σj with σˆj =
√
σ2j + s2j,i +∇xˆj,i rˆi (θj) Σj,i∇xˆj,i rˆi (θj)T , where rˆi (θj) = Cˆj,i − cˆj (xˆj,i) − γj (xˆj,i,θj) and
∇xˆj,i is the gradient row vector with respect to xˆj,i.
To obtain f (Θ), we have to calculate the normalizing constant, κ, in Eq. (8.7) which requires evaluating
a complex, multi-fold integral. In general, this integral is not analytically tractable. However, we can use
simulation methods to estimate the posterior statistics of Θ. The details of various simulation methods are
discussed, for example, in Gelman et al. (2003).
While other regression techniques are generally available to estimate the unknown parameters in prob-
abilistic models, we presented a Bayesian approach because it is ideally suited to consider different types
of data (equality or censored data), and possible information about the model parameters that might be
available before considering the observed data.
Now, we can formulate a component reliability problem for each of the J components to obtain the
corresponding probabilities of acceptable, tolerable, and intolerable states. To formulate the component
reliability problem, we define the limit-state function g [Ij (xj ,Θj) , Tj ] = Ij (xj ,Θj)− Tj , for j = 1, . . . , J .
Accordingly, we can write the probabilities associated with each state in terms of g [Ij (xj ,Θj) , Tj ]. For
instance, the probability associated with the intolerable state can be written as P [Ωj,intol (Θ)], where
Ωj,intol (Θ) = {(xj , εj) : g [Ij (xj ,Θj) , Tj,tol ] ≤ 0} in the domain of the intolerable state for Ij . We can
solve this problem using the reliability methods, including the First-Order Reliability Method (FORM) and
the Second-Order Reliability Method (SORM) (Ditlevsen and Madsen 1996). In explaining the proposed
formulation, we assume that the value of each Tj (i.e., the acceptable or tolerable threshold) is defined a
priori. For example, one can use the explanation in (Murphy and Gardoni, 2008) to specify the values of Tj
for the acceptable and tolerable thresholds as possible deterministic values. However, one could also develop
separate probabilistic models for each Tj , as we explained for Cj (xj ,Θj) in Eq. (8.5).
8.4.2 Mathematical formulation of system reliability problem
To determine the state of well-being, we can treat the well-being of each individual as a series system, in
which failure of any component (e.g., intolerable state of any indicator) results in the failure of the system
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(e.g., intolerable state of well-being.) This is because the value of each indicator is incommensurable and
no amount of gain in the value of any indicator can offset the reduction in the value of the others. Note
that the proposed formulation is not restricted to the series systems (defined next) and it can simply be
extended to other systems as well. To clarify this point, Figure 8.2 shows two possible configurations of a
transportation network, consists of 4 bridges, connecting an origin O to a destination D. The left plot shows
a series system, while the right plot shows an example of a general system. In terms of failure (origin O and
destination D are disconnected), the series system fails if any bridge in the system fails. On the other hand,
the general system fails if for example either set of bridges {1} or {2, 3, 4} fails. Analogously, it is possible
to formulate individuals’ well-being as a general system of indicators.
Bridge 1 · · · Bridge 4O D Bridge 1
Bridge 2 Bridge 3
Bridge 4
O D
Figure 8.2: Illustration of two different configurations of a transportation system: a series system (left plot),
and a general system (right plot)
Following Murphy and Gardoni (2008), and similarly to what presented for the individual indicators, we
define three states of well-being that are delimited by two performance thresholds: an acceptability perfor-
mance threshold that delimits the acceptable and tolerable states and a tolerability performance threshold
that delimits the tolerable and intolerable states. Specifically, we define the three states of the system as
follows: 1) The state of well-being is acceptable, if all the indicators are in their acceptable states; 2) The
state of well-being is not acceptable but is still tolerable, if at least one indicator is in its tolerable state and
the other indicators are in the acceptable state; and 3) The state of well-being is intolerable, if at least one
indicator is in its intolerable state. Figure 8.3 schematically explains different states of well-being and the
relation with the values/states of the indicators in the case of J = 3. Note that if one requires to obtain a
more refined information on the state of well-being (i.e., beyond the three considered states), the proposed
formulation can be extended to model multi-state systems, comprised of multi-state components (see, for
example, Zio and Podofillini 2003.)
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Components System
Ωacc (Θ)
Ωtol (Θ)
Ωintol (Θ)
Acceptability
performance threshold
Tolerability
performance threshold
Figure 8.3: Illustration of the system states and their relation with the values of the indicator indices
Mathematically, we can write the following expressions for the states of well-being:
Ωacc (Θ) =
(x1, . . . ,xJ , ε1, . . . , εJ) :
J⋂
j=1
g [Ij (xj ,Θj) , Tj,acc] > 0

Ωtol (Θ) =
(x1, . . . ,xJ , ε1, . . . , εJ) :
 J⋃
j=1
g [Ij (xj ,Θj) , Tj,acc] ≤ 0
⋂ J⋂
j=1
g [Ij (xj ,Θj) , Tj,tol ] > 0

Ωintol (Θ) =
(x1, . . . ,xJ , ε1, . . . , εJ) :
J⋃
j=1
g [Ij (xj ,Θj) , Tj,tol ] ≤ 0

(8.11)
where Ωacc (Θ) is the domain of the acceptable state of the system; and Ωtol (Θ) and Ωintol (Θ) are the
domains of the tolerable and intolerable states of the system.
If we call ΩS (Θ) the domain of a specific state of the system, as a function of Θ (i.e., Ωacc (Θ), Ωtol (Θ),
or Ωintol (Θ)), we can write the associated probability as
PS (Θ) =
ˆ
ΩS(Θ)
f (z) dz (8.12)
where z = (x1, . . . ,xJ , ε1, . . . , εJ); PS (Θ) is the probability of state S ∈ {Acceptable, Tolerable, Intolerable}
as a function of Θ; and f (z) is the joint PDF of z.
In addition, we can determine the contribution of each component to state S. For this purpose, we define
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the importance measure of Ij as follows (Lee et al. 2011):
IM j,S (Θ) =
1
PS (Θ)
ˆ
{Ωj,S(Θj)⋂ΩS(Θ)} fZ (z) dz (8.13)
where IM j,S (Θ) is the importance measures of Ij as a function of Θ; and {Ωj,S (Θj)
⋂
ΩS (Θ)} is the
domain in which both component j (i.e., Ij) and the system are in the same state (e.g., Ωj,S = ΩS =
intolerable).
To solve Eqs. (8.12) and (8.13), we can use the simulation methods. Specifically, we can first obtain
f (z) using a Nataf joint distribution (Liu and Der Kiureghian 1986). The Nataf joint distribution requires
as inputs the marginal PDFs of the element of z and the correlation matrix of z. Then, we can estimate
PS (Θ) in Eq. (8.13) as follows:
PS (Θ) ≈ 1
K
K∑
k=1
1{zk∈ΩS(Θ)} (8.14)
where zk ∼ f (z) for k = 1, 2, . . . ,K are sampled vectors; and 1{zk∈ΩS(Θ)} = 1, if zk ∈ ΩS (Θ), and
1{zk∈ΩS(Θ)} = 0, if zk /∈ ΩS (Θ). Likewise, we can estimate IM j,S (Θ) in Eq. (8.13) as
IM j,S (Θ) ≈ 1PS (Θ)
1
K
K∑
k=1
1{zk∈{Ωj,S(Θj)⋂ΩS(Θ)}} (8.15)
where PS (Θ) is obtained from Eq. (8.14).
There are two possible ways of incorporating the uncertainty in Θ in computing PS (Θ) and IM j,S (Θ)
(Gardoni et al., 2002): First, we may ignore the uncertainty in Θ and obtain a point estimate of the
state probability, PˆS , by replacing Θ in Eq. (8.14) with a fixed value, Θˆ (e.g., the posterior mode of
Θ). Alternatively, to incorporate the uncertainty in Θ in Eq. (8.14), we can estimate the predictive state
probability, P˜S , as
P˜S =
ˆ
PS (Θ) f (Θ) dΘ (8.16)
Intuitively, P˜S is a weighted average of PS (Θ) for different values of Θ, where the weights are proportional
to f (Θ). Similarly, we can define a point estimate ÎM j,S and a predictive estimate I˜M j,S of IM j,S .
We can perform the system reliability analysis for all individuals in a given region and develop a map
that visualizes the spatial distribution of the states of well-being over the region. For example, a map that
shows the spatial distribution of the intolerable state can provide insights about sub-populations who are
suffering more in the aftermath of a disruptive event. Furthermore, by calculating the importance measures
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corresponding to the intolerable state for all individuals, we can determine which indicators are contributing
the most to the intolerable state. Such information can inform the decision making and resource allocation
for both pre-disaster mitigation and post-disaster recovery.
8.5 Numerical Example
In this section, we illustrate the proposed RCA through a hypothetical example. The example provided
here is given in the context of risks analysis, however, the formulation can be used also for other applications
of the capability approach, including multidimensional poverty measurement. In this example, we define
the well-being of each individual in terms of the functioning of meeting the physiological needs, considering
the indicators 1) the source of drinking water; 2) problems with access to drinking water; and 3) problems
satisfying food needs.
The indices of the selected indicators are modeled as random variables with Beta probability distribu-
tions. Table 8.1 summarizes the parameters of the assigned Beta distributions, before and after a disruption,
together with the corresponding acceptable and tolerable thresholds. Considering actual data, one can de-
velop probabilistic predictive models, similar to Eq. (8.5), for each indicator, instead of assuming probability
distributions.
Table 8.1: Probability distributions of indicator indices and their thresholds
Before disruption After disruption
Variable Distribution Mean Standard
Deviation
Distribution Mean Standard
Deviation
Tacc Ttol
I1 Beta (2, 2) 0.5 0.22 Beta (1.1, 1.25) 0.47 0.27 0.6 0.4
I2 Beta (3, 2) 0.6 0.2 Beta (1.55, 1.45) 0.53 0.25 0.6 0.4
I3 Beta (4.5, 1.5) 0.75 0.16 Beta (1.75, 1.25) 0.58 0.25 0.6 0.4
Assuming that the indicator are statistically independent, we calculate the probability that the state of
well-being is acceptable, tolerable, or intolerable, before and after the disruption, using Eqs. (8.11-8.12), as
follows:
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Before the disruption, the probability of each state of well-being is
Pacc = P
 3⋂
j=1
Ij ∈ [0.6, 1]

=
3∏
j=1
P (Ij ∈ [0.6, 1])
= (0.3520) (0.5248) (0.8154)
= 0.1506
(8.17)
Pintol = P
 3⋃
j=1
Ij ∈ [0, 0.4]

= 1− P
 3⋂
j=1
Ij ∈ [0.4, 1]

= 1−
3∏
j=1
P (Ij ∈ [0.4, 1])
= 1− (0.6480) (0.8208) (0.9657)
= 0.4864
(8.18)
Because the states are pairwise disjoint and collectively exhaustive, we can write Ptol as
Ptol = 1− Pacc − Pintol
= 0.3630
(8.19)
The current approaches using capabilities, like the ones discussed earlier in this chapter, ignore the
uncertainty in (I1, I2, I3) and use deterministic values (e.g., the means) to represent the achieved functionings.
In this example, using only the mean value of (I1, I2, I3), the state of well-being will be “tolerable”, because
the mean value of I1 is below the corresponding acceptable threshold and the mean value of (I1, I2, I3) is
all above the respective tolerable thresholds. However, accounting for the uncertainty in (I1, I2, I3), using
the proposed RCA, the most likely state of well-being is “intolerable”. Moreover, using Eq. (8.13), the
importance measure of I1 for the tolerable state of well-being is
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IM 1,tol =
1
Ptol
P
I1 ∈ [0.4, 0.6] , 3⋂
j=2
Ij ∈ [0.4, 1]

= 1
Ptol
P (I1 ∈ [0.4, 0.6])
3∏
j=2
P (Ij ∈ [0.4, 1])
= 10.3630 (0.2960) (0.8208) (0.9657)
= 0.6463
(8.20)
Likewise, the importance measures of I2 and I3 are
IM 2,tol = 0.5103, IM 3,tol = 0.2202 (8.21)
The obtained result shows that when considering the tolerable state of well-being, the contribution of
I1 is more significant than I2 and I3. To explain this observation, we note that the assumed probability
distributions are such that I1 has a higher probability of being in the tolerable state (i.e., in the range
[0.4, 0.6]) with respect to I2 and I3. As a result, it becomes more likely that the tolerable state of I1 being
the main cause of the tolerable state of well-being.
The importance measures of I1 for the intolerable state of well-being is
IM 1,intol =
1
Pintol
P {I1 ∈ [0, 0.4)}
= 10.4864 (0.3520)
= 0.7237
(8.22)
Likewise, the importance measures of of I2 and I3 are estimates as
IM 2,intol = 0.3684, IM 3,intol = 0.0706 (8.23)
Similar to the observations for the tolerable state, we observe that the contribution of I1 to the intolerable
state of well-being is more significant than I2 and I3. We also observe that the contribution of I1 to
the intolerable state becomes even more significant with respect to the tolerable state. To explain these
observations, we note that, in this example, the mean value of I1 is less than those of I2 and I3. Also,
the probability distribution of I1 is symmetric but those of I2 and I3 are left skewed. As a result, when
considering the intolerable range of indicator indices (i.e., the range [0, 0.4)), the focus is on the left tail of
the probability distributions, where the contribution of I1 becomes more significant than those of I2 and I3
and also with respect to the tolerable state.
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After the disruption, the values of {I1, I2, I3} and the probability of each state of well-being might change.
The changes in the value of (I1, I2, I3) is represented by updating the parameters of the distributions as
shown in Table 8.1. The assumed changes in the distribution parameters of (I1, I2, I3) lead to smaller mean
values and larger standard deviations, representing more uncertainties. Table 8.2 summarizes the estimated
probabilities for the three states of well-being. The deterministic estimation of the state of well-being,
based on the new mean value of (I1, I2, I3), remains “tolerable”. The most likely state of well-being is again
“intolerable”; however, now the probability of the intolerable state is increased with respect to pre-disruption
condition. Table 8.2 also summarizes the estimated importance measures for (I1, I2, I3), after the disruption.
Table 8.2: Probabilities of the states of well-being along with the importance measures, before and after
disruption (independent indicators)
Variable
Before disruption After disruption
Pacc Ptol Pintol IM tol IM intol Pacc Ptol Pintol IM tol IM intol
I1
0.1506 0.3630 0.4864
0.6463 0.7237
0.0697 0.2038 0.7265
0.5195 0.5996
I2 0.5103 0.3684 0.5200 0.4799
I3 0.2202 0.0706 0.4309 0.3524
The proposed formulation can also account for the likely correlations in (I1, I2, I3). To study the effects of
the correlations, we assume that the same distributions as in the previous case for (I1, I2, I3) (i.e., summarized
in Table 8.1) but elements of the vector (I1, I2, I3) are statistically dependent with a correlation coefficient
ρij = 0.3 for i, j ∈ {1, 2, 3}and i 6= j.
Table 8.3 summarizes the new results that reflect the ability of the proposed approach to account for the
correlations in (I1, I2, I3). We observe that the introduction of the positive correlation between each pair of
indicators increases the probability of the acceptable state. To explain this observation, we note that the
positive correlation enforces similar behavior of the three indicators (i.e., all the three take large values or
all the three take small values.) Because the probability distributions of I2 and I3 are such that they are
more likely to be in the acceptable range (i.e., take large values), the positive correlation, which strengthens
similar behavior, helps to increase the probability of the acceptable state of well-being. The contribution of
I1 to the tolerable state of well-being becomes more significant when introducing a positive correlation with
respect to the independent case. Because the probability distribution of I1 is symmetric, the probability
that I1 being in a tolerable state is less affected by introducing a positive correlation in comparison to I2
and I3, which have skewed probability distributions. As a result, its contribution to the tolerable state of
well-being becomes even more significant with respect to the independent case.
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Table 8.3: Probabilities of the states of well-being along with the importance measures, before and after
disruption (correlated indicators)
Variable
Before disruption After disruption
Pacc Ptol Pintol IM tol IM intol Pacc Ptol Pintol IM tol IM intol
I1
0.2129 0.3411 0.4460
0.7059 0.7898
0.1302 0.2210 0.6487
0.5358 0.6718
I2 0.5058 0.4021 0.5135 0.5376
I3 0.1691 0.0772 0.3922 0.3946
8.6 Conclusions
This chapter proposed a general-purpose mathematical approach, called a Reliability-based Capability
Approach (RCA), to evaluate the well-being of individuals. Though the specific contexts of application
discussed here are risk analysis and poverty assessment, the RCA can be used for different applications as
well. In the proposed RCA, the well-being of each individual is treated as a system which is comprised of
interconnected indicators that define the components of the system. The values or states of the indicators
collectively determine the state of well-being. To predict the actual value of each indicator, probabilistic
predictive models are proposed. A Bayesian approach is presented to estimate the unknown parameters of
the predictive models. The proposed RCA integrates the predictive models into a system reliability problem
to determine the probability that an individual’s state of well-being is acceptable, tolerable, or intolerable.
Such calculations can be performed for each individual in a study region, and a map could be used to visualize
the spatial distribution of each state of well-being over the entire region. Such maps can help decision makers
visualize which sub-populations within a community suffer more in the aftermath of a disruptive event. In
addition, an importance measure is developed that determines the contribution of each indicator to an given
state of well-being (i.e., tolerable or intolerable.) Such information is particularly important to prioritize
the allocation of limited resources to mitigate the adverse impact of a given hazard or expedite the recovery
process. The proposed formulation is general and applicable to several different fields and therefore makes
a step forward toward the development of a uniform approach to the societal risk assessment and decision
making across all fields that use a capability approach.
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Chapter 9
Societal Risk and Resilience Analysis:
The Dynamic Bayesian Network
Formulation of a Capability Approach
The operation of modern societies relies on the functionality of complex infrastructure such as those
for potable water, electric power, and transportation. Difficulty to access life-supporting resources due
to infrastructure loss of functionality in the aftermath of natural or anthropogenic hazards can result in
widespread societal crises. To promote societal risk and resilience analysis, this chapter makes the following
novel contributions: 1) develops probabilistic models to predict the broad societal impact of disruptive events
over time in terms of the impact on the well-being of individuals; 2) develops a mathematical formulation
for societal resilience analysis that integrates the immediate impact on and the recovery of individuals’ well-
being; 3) implements the developed probabilistic models with Dynamic Bayesian Networks; and 4) proposes
a formulation to evaluate the quantified risks. To estimate the immediate impact on individuals’ well-being
and model the subsequent recovery, the information from the recovery modeling of infrastructure and the
variations in the socio-economic characteristics are incorporated into a time-dependent reliability analysis.
The probabilistic modeling of the immediate impact and recovery of well-being are used to quantify societal
resilience. To facilitate the probabilistic modeling, the time-dependent reliability analysis is implemented
with a Dynamic Bayesian Network. Finally, the quantified risk and resilience are evaluated to provide insights
about the severity levels of disruptive events. The proposed approach is explained through a real case study
example to quantify the cascading impact of infrastructure disruptions.
9.1 Introduction
Modern societies are comprised of complex infrastructure such as those for power, water, and transporta-
tion. Infrastructure are often vulnerable to unexpected disruptions due to both natural and anthropogenic
hazards. Difficulty to access life-supporting resources due to infrastructure loss of functionality can result in
widespread societal disruptions and harms. Past disasters have shown that the severity of impact and the
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progression of the recovery can significantly vary among communities with different socio-economic charac-
teristics and functionality levels of infrastructure. Risk is commonly described in terms of the probability
of occurrence and the associated consequences/impacts of disruptive events. Risk analysis is the process
of quantifying the probability of occurrence and the associated consequences of a disruptive event (risk as-
sessment) and of evaluating the quantified risks (risk evaluation) (Rowe 1980; Haimes 2015; Gardoni et al.
2016b). Risk mitigation and disaster management strategies should be informed by risk analysis. To do
so, risk analysis requires a mathematical formulation to accurately model and predict the broad societal
impact of a hazard over time, taking into account both socio-economic characteristics and infrastructure
functionality as well as a method for evaluating the severity levels of different risks.
This chapter develops a formulation to model and predict the societal impact of disruptive events in
the immediate aftermath and over the course of the subsequent recovery. We also model societal resilience
as a measure of societal impact. Societal resilience is understood as the ability of a society to withstand
the adverse impact of disruptive events and rapidly return to normalcy (Sharma et al. 2018b; Gardoni and
Murphy 2018). Our formulation defines the societal impact of disruptive events from a capability approach
(Murphy and Gardoni 2006, 2007, 2008, 2010 and Gardoni and Murphy 2008, 2009, 2010, 2014), in which the
societal impact is defined in terms of changes in dimensions of individuals’ well-being, called capabilities. We
discuss the capability approach in greater detail in Section 9.2. It also builds on the general mathematical
approach, called a Reliability-based Capability Approach (RCA), to estimate the societal impact of disruptive
events, proposed in Tabandeh et al. (2018a).
First, we develop specific probabilistic predictive models for a set of indicators that capture the impact of a
hazard on the distinctive dimensions of individuals’ well-being. Examples of such indicators are the frequency
of problems with the supply of drinking water and frequency of problems satisfying food needs. We use the
developed probabilistic predictive models for the indicators in a system reliability formulation to determine
the state of well-being in a probabilistic sense. Second, we model the recovery of society in terms of the
recovery of individuals’ well-being. Specifically, we incorporate the information from the recovery modeling
of infrastructure and the variations of socio-economic characteristics (i.e., regressors) into a time-dependent
reliability formulation and estimate the states of individuals’ well-being over the course of the recovery.
For societal resilience analysis, we define resilience metrics as partial descriptors of the (predicted) recovery
curve in terms of individuals’ well-being (Sharma et al. 2018b). We integrate the predictive models for
indicators into a Dynamic Bayesian Network (DBN). The graphical representation of the statistical relations
in a DBN clarifies the role/significance of indicators and regressors in shaping the state of well-being at any
time during the recovery. The implementation with DBN also facilitates the estimation of some by-products
of RCA such as importance measures (Tabandeh et al. 2018a), which determine the contributions of the
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indicators to a given state of well-being. Finally, we propose a formulation to evaluate the quantified risk,
considering the immediate impact on and subsequent recovery of individuals’ well-being. Risk evaluation
provides insight about the severity levels of various disruptive events and preparedness of societies to face
unexpected disruptive events.
The chapter is organized into five sections. The next section briefly reviews the Reliability-based Ca-
pability Approach. Section 9.3 presents the proposed approach for the societal risk and resilience analysis.
Section 9.4 illustrates the proposed approach through a real case study example. Finally, the last section
summarizes the contributions.
9.2 Review of the Reliability-based Capability Approach
A capability approach defines the impact of a disruptive event in terms of its effects on the capabilities
of individuals (Murphy and Gardoni 2006). A capability refers to the genuine opportunity open to an
individual to achieve a particular functioning (Sen 1993; Nussbaum 2001a,b). Functionings are valuable
doings and beings; examples of functionings include avoiding escapable morbidity and mortality, being
adequately nourished, and having mobility. Capabilities exist as a function of what individuals have (i.e.,
personal and material resources), and what they can do with what they have (i.e., given the structure of
social, legal, economic and political institutions and of the characteristics of infrastructure) (Wolff and De-
Shalit 2007). To illustrate, consider mobility. Mobility depends on what an individual has, such as material
resources like money to be able to use public transportation, access to a vehicle if no public transportation
is available, or a wheelchair if the individual is disabled; the physical and mental abilities and knowledge
needed to use any of these modes of transportation is also critical. The availability and functionality of built-
environment such as paved roads and transportation infrastructure shape mobility, as do legal institutions.
Legal requirements may prevent individuals not of legal age to drive a car, despite having access to a car,
knowing how to drive, and having money to pay for gas. To capture the level of mobility an individual
achieves, we use an indicator of mobility. One such indicator could be the frequency of travels during a
week. The more frequent the travel, the greater the mobility achieved. The capability of being mobile for
an individual refers to whether the individual can be mobile or not (though, she/he may choose not to be
mobile); however, the corresponding functioning achievement refers to the actual mobility that has occurred,
as can be captured by the frequency of travels during a week.
The occurrence of disruptive events can adversely impact the functionality of infrastructure through both
the direct physical damage and cascading effects (Guidotti et al. 2016). Socio-economic characteristics also
influence individuals’ vulnerability (i.e., propensity to be impacted) to the impact on infrastructure (Cutter
211
et al. 2003). The capability approach provides the theoretical resources to translate the impact of a hazard
on infrastructure into the impact on individuals’ well-being, given the socio-economic characteristics of a
society.
The Reliability-based Capability Approach (RCA) offers a general mathematical formulation of the capa-
bility approach to quantify individuals’ well-being, while accounting for the prevalent sources of uncertainty.
Changes in functionings’ achievements are measured or predicted as a result of changes in the availability
of resources and what individuals can do with those resources. To mathematically model such dependence,
while accounting for the prevalent sources of uncertainty, Tabandeh et al. (2018a) proposed general prob-
abilistic predictive models for achieved functionings (as each quantified by an indicator.) In RCA, the
well-being of each individual is treated as a system, where indicators are the components of the system. The
probabilistic predictive models for the indicators can be used in a system reliability formulation to determine
the probability that the state of well-being is above or below a desired level.
There are four steps to operationalize RCA, which are summarized as follows: 1) Selection of capabilities,
2) Selection of indicators, 3) Development of probabilistic models for indicators, and 4) Development of an
aggregate measure for capabilities. In this section, we briefly explain these steps.
The selected capabilities (and their indicators) should capture the distinctive dimensions of individuals’
well-being such as opportunity to meet the physiological needs, be mobile, be sheltered, be educated, and
live a long and healthy life. The focus in selecting capabilities is to capture the significant aspects of well-
being which are also relevant to the problem of interest (i.e., significance/relevance property) (Gardoni and
Murphy, 2009, 2010). Among the set of all significant and relevant capabilities, we would like to select the
smallest subset (i.e., parsimonious property) (Murphy and Gardoni 2006). Furthermore, it is desirable that
each of the selected capabilities provides information that cannot be ascertained from the other capabilities
(i.e., orthogonality/incommensurability property) (Murphy and Gardoni 2006). These general principles can
guide the selection process of capabilities and their respective indicators, discussed next. However, there
remain subjective decisions to be made about the specific selections in a given context.
Because capabilities are not directly measurable, indicators are selected as proxies, which can be easily
measured or predicted before and after disruptive events. In practice, an ideal list of indicators is initially
developed and justified. The ideal list might then need to be tailored and adjusted based upon the availability
of data. For example, we may consider the health adjusted life-expectancy as a desirable indicator for the
capability of living a long and healthy life (Labbe 2010; UNDP 2015). The indicator captures the general
health condition of individuals in a society and the opportunity to have access to medical services both in
terms of the availability of such services and the ability of individuals to afford the medical cost. However,
in practice, the required data may not be available to measure or predict this indicator for all individuals;
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thus, we may need to replace this indicator with a conceptually similar one (e.g., health insurance coverage
and health-centers accessibility), based on the available data.
The probabilistic models for indicators predict the values/categories of indicators as functions of a set
of easily predictable or measurable regressors. The regressors represent the functionality levels of infras-
tructure, socio-economic characteristics, and individuals’ resources (e.g., age, gender, wealth, occupation).
For example, consider the frequency of travels during a week as an indicator of mobility; the value of the
indicator for each individual is a function of regressors such as the individual’s age, wealth, gender, and
transportation infrastructure. The occurrence of a disruptive event and the subsequent recovery process
can affect the values/categories of indicators through the corresponding regressors (e.g., functionality loss of
transportation infrastructure in the mobility example.) Accordingly, the changes in the value of indicators
can affect the state of well-being.
The states of indicators for a given individual collectively determine her/his state of well-being. In RCA,
the well-being of each individual is modeled as a system of indicators. Due to the uncertainties in the
prediction of the states of indicators, the state of well-being needs to be determined in a probabilistic sense.
Tabandeh et al. (2018a) proposed the methods of system reliability analysis to estimate the probability that
the state of well-being is above or below a desired level.
9.3 Proposed Approach
In this section, we present the proposed approach for the societal risk and resilience analysis. To quantify
the societal impact of disruptive events, we develop the formulation of probabilistic predictive models for
indicators. Next, we extend the probabilistic formulation to model the societal recovery and quantify the
associated resilience. We then implement the proposed formulation with a Dynamic Bayesian Network.
Finally, we discuss the evaluation of the quantified risk and resilience.
9.3.1 Formulation of probabilistic predictive models
The indicators can be real-valued or categorical. Following Gardoni et al. (2002), we write the generic
probabilistic predictive model for real-valued indicators as
Tl [Il (xl,Θl)] = Tl
[
Iˆl (xl)
]
+ xTl θl + σlεl, (9.1)
where Tl (·) is a transformation function for the lth indicator, Il; Il (xl,Θl) is the predicted value of Il;
Iˆl (xl) is an existing deterministic model to predict Il (e.g., the statistical average of Il measured for all
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individuals); xl is the vector of regressors that represents the functionality levels of infrastructure and
socio-economic characteristics; Θl = (θl, σl) is the vector of unknown model parameters that needs to be
estimated; and σlεl is the (additive) model error term (additivity assumption), in which σl is the standard
deviation of the model error, assumed to be independent of xl (homoskedasticity assumption), and εl is
a standard normal random variable (normality assumption.) The transformation function Tl (·) is used to
(approximately) satisfy the additivity, homoskedasticity, and normality assumptions.
For categorical indicators with K possible categories, we write the generic probabilistic predictive model
as
P [Il (xl,Θl) = k] =

exp(xTl θl,k)
1+
∑K−1
k=1
exp(xTl θl,k)
k = 1, . . . ,K − 1,
1
1+
∑K−1
k=1
exp(xTl θl,k)
k = K,
(9.2)
where P [Il (xl,Θl) = k] is the probability that the category of indicator Il is k = 1, . . . ,K; xl is the vector
of regressors; and Θl = (θl,1, . . . ,θl,K−1) is the vector of unknown model parameters. The details of the
Bayesian approach to calibrate the probabilistic models and to estimate Θl can be found in Gardoni et al.
(2002).
After calibrating the probabilistic predictive models, we can obtain the statistics of each indicator be-
fore the occurrence of a disruptive event, from the corresponding probabilistic predictive model, using the
measured values of regressors, x′l. In the case of a disruptive event, there are changes in xl (from x′l to x′′l )
due to the damage to infrastructure and their loss of functionalities. We can obtain the statistics of each
indicator after the disruption, from the corresponding probabilistic predictive model, using the new values
of regressors, x′′l .
9.3.2 Recovery modeling and resilience estimation
The resilience of a system (e.g., an infrastructure or society) is concerned with the performance of the
system subject to external stressors (i.e., a disruptive event) in relation to its residual state in the immediate
aftermath of a disruption and the subsequent recovery process (Sharma et al. 2018b; Gardoni and Murphy
2018). The challenges of the resilience estimation are to 1) model the recovery of the system, and 2) quantify
the resilience associated with the predicted recovery curve. The post-disruption recovery of infrastructure
affects the values of corresponding regressors. The new values of regressors at any time can in turn affect
the values/categories of the corresponding indicators and eventually, the (instantaneous) state of well-being.
Mathematically, we can write the following general expression for the probability of the (instantaneous) state
of well-being:
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P [St (Θ) ∈ Ω] =
ˆ
P
[⋃
m
⋂
l∈Cm
{Il (xt,Θl) ∈ Ωl} | xt
]
dF (xt) , (9.3)
where P [St (Θ) ∈ Ω] is the probability that the (instantaneous) state of well-being at time t, St (Θ), is in the
domain of interest Ω (e.g., acceptable or tolerable); Θ = (Θ1, . . . ,ΘL) is the vector of all parameters in the
probabilistic models for Il, l = 1, . . . , L; Cm ⊆ {1, . . . , L} is the mth cut-set and is defined such that the joint
occurrence of the events {Il (xt,Θl) ∈ Ωl} for all l ∈ Cm results in {St (Θ) ∈ Ω} (Ditlevsen and Madsen 1996;
Gardoni 2017b); xt is the vector of all unique regressors at time t, used to define all the cut-sets; and F (xt)
is the joint Cumulative Distribution Function (CDF) of xt. By estimating St during the post-disruption
recovery, we can model the societal recovery in terms of individuals’ well-being. To help the interpretation
of Eq. (9.3), one can see the analogy of P [St (Θ) ∈ Ω] and P
[⋃
m
⋂
l∈Cm {Il (xt,Θl) ∈ Ωl} | xt
]
with the
failure probability and fragility function in the structural reliability theory.
Depending on the treatment of uncertainty in Θ, we can obtain two estimates of P [St (Θ) ∈ Ω] (Gardoni
et al. 2002). The first option is to replace Θ with a fixed value Θˆ (e.g., the mean or mode of Θ) and obtain
a point-estimate of the probability, i.e., Pˆ (St ∈ Ω) = P
[
St
(
Θˆ
)
∈ Ω
]
. Alternatively, we can incorporate the
uncertainty in Θ through the predictive estimate of the probability, P˜ (St ∈ Ω), as
P˜ (St ∈ Ω) =
ˆ
P [St (Θ) ∈ Ω] f (Θ) dΘ, (9.4)
where f (Θ) is the (posterior) PDF of Θ, obtains from the Bayesian approach for the model calibration and
captures the uncertainty in the estimate of Θ (Gardoni et al. 2002).
Figure 9.1 schematically represents a generic recovery curve in terms of St (Θ). To keep the figure
uncluttered, the dependence of variables on Θ is implicit. In the figure, Sres is the residual state of well-
being (i.e., robustness) in the immediate aftermath of the disruptive event and Star is the target/desired state
of well-being after completing the recovery process. The figure also shows the required recovery duration,
TR, to meet Star (i.e., TR = inf {t : St ≥ Star}.)
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Figure 9.1: Schematic representation of the recovery curve and the associated resilience metrics
To quantify the resilience associated with the predicted recovery curve, we use the mathematical approach
proposed by Sharma et al. (2018b), which systematically describes the recovery of a system in terms of a set
of partial descriptors, called resilience metrics. The resilience metrics are inspired by the statistical moments
in the probability theory. Following Sharma et al. (2018b), we call St (Θ) the Cumulative Resilience Function
(CRF) in analogy with the CDF of a random variable. After assigning numerical values to St (Θ), we can
define the resilience metrics as follows:
1) The Center of Resilience, ρS (Θ), combines the robustness and recovery duration in a single metric
(see Figure 9.1 for a schematic representation.) Mathematically, we can write ρS (Θ) in analogy with
the mean of a random variable as
ρS (Θ) =
´ TR(Θ)
0 tdSt (Θ)´ TR(Θ)
0 dSt (Θ)
, (9.5)
2) The Resilience Bandwidth, χS (Θ), is a measure of dispersion of the recovery (see Figure 9.1 for a
schematic representation). Mathematically, we can write χS (Θ) in analogy with the standard deviation
of a random variable as
χS (Θ) =
√√√√´ TR(Θ)0 [t− ρS (Θ)]2 dSt (Θ)´ TR(Θ)
0 dSt (Θ)
, (9.6)
where ρS (Θ) approximately corresponds to the recovery time at which St ≈ Star/2 and χS (Θ) captures the
spread of the recovery, describing whether the recovery progress happens gradually over time (larger values of
χS (Θ)) or in a short period of time around ρS (Θ) (smaller values of χS (Θ).) The treatment of uncertainty
in the estimates of the resilience metrics is similar to that of St (Θ), discussed earlier. The definition of
the resilience metrics is general, and we can systematically extend the metrics to fully characterize the
resilience associated with any recovery curve. Furthermore, the resilience metrics are simple and have
tangible interpretations which facilitate the communication of resilience among researchers, decision-makers,
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and public. Further details about the resilience metrics and the recovery modeling of infrastructure can be
found in Sharma et al. (2018b,a).
9.3.3 Implementing Well-being Analysis with Dynamic Bayesian Networks
To model the state of well-being, we can integrate the probabilistic predictive models for indicators into
a Bayesian Network. The Bayesian Network is a convenient graphical approach to model the PMF of the
states of well-being (i.e., the graphical representation of Eq. (9.3)). We model the variation of the state of
well-being for individuals over time through a Dynamic Bayesian Network (DBN).
The Bayesian Network (BN) is a probabilistic graphical model that represents the statistical relations
among a set of random variables by means of a directed acyclic graph (Jensen and Nielsen 2009). The
graphical structure of the BN is shaped by a set of nodes and directed links, where the nodes represent
random variables and the links capture the statistical relations. To completely specify the BN, we need
to attach a Conditional Probability Table (CPT) to each node, which is the conditional Probability Mass
Function (PMF) of the representing random variable as a function of the values of its parents. In the BN
terminology, a node u is a parent of node v if (u, v) is a directed link from u to v. For nodes with no parents, a
marginal probability table is assigned, which is the unconditional PMF of the representing random variable.
Figure 9.2 shows a generic BN for the well-being analysis of each individual (i.e., a slice of the DBN at
time t). The BN consists of four groups of nodes: 1) Regressors, (xt,1, . . . , xt,N ), 2) Indicators, (It,1, . . . , It,L),
3) (Instantaneous) state of indicators, (St,1, . . . ,St,L), and 3) (Instantaneous) state of well-being, St. The
group of regressor nodes includes all unique regressors used in developing the predictive models in Eqs.
(9.1) and (9.2). We can partition the regressor nodes into two sets: 1) Regressor nodes which represent the
functionality levels of infrastructure, and 2) Regressor nodes which represent socio-economic characteristics
and personal resources. For the first set of regressor nodes, we obtain the CPT from the infrastructure
performance analysis (see, for example, Chapter 7) and in the case of the second set, we can develop the
CPT using the collected/observed data. The CPT for this latter regressors can also be obtained from a
separate set of adaptation models that predict the response of individuals during the post-disaster recovery.
The directed links from (xt,1, . . . , xt,N ) to (It,1, . . . , It,L) in Figure 9.2 represent the dependence of indicators
on their regressors, according to the predictive models. We obtain the CPTs of (It,1, . . . , It,L) from their
corresponding predictive models. Associated with each It,l node, l = 1, . . . , L, there is a St,l node which
specifies the (instantaneous) state of the indicator. To obtain the CPT of St, we need to specify how
(St,1, . . . ,St,L) collectively define each (instantaneous) state of well-being (discussed next.)
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Regressors xt,1 xt,2 xt,N· · ·
Indicators It,1 It,L· · ·
(Instantaneous)
state of indicators
St,1 St,L· · ·
(Instantaneous)
state of well-being
St
Figure 9.2: A generic BN for the well-being analysis
The DBN is an extension of the BN to model the variations of the system over time. Specifically, we use
the DBN to translate the post-disruption recovery of infrastructure into the societal recovery, modeled in
terms of individuals’ well-being (see Figure 9.3 for a schematic representation). The predicted functionality
of infrastructure during the recovery is reflected in the time-dependent values of the corresponding regressors,
as shown by the recovery curve of the regressor xn in Figure 9.3. The regressors which are representing the
socio-economic characteristics and personal resources typically remain unchanged during the post-disruption
recovery. However, the DBN allows us to incorporate any information regarding the possible variations in
the values of regressors through the Bayesian updating (Bensi et al. 2014). The DBN in Figure 9.3 illustrates
the recovery modeling of indicator I1. To determine the state of the indicator, we also need to estimate the
associated recovery duration, tm − t0.
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Figure 9.3: Modeling the societal recovery using a DBN
To enhance the resilience of communities and guide the risk management, it is critical to identify the
important determinants of social vulnerability. One can define an importance measure that assigns a score
to each indicator which quantifies its contribution to an unfavorable state of well-being. Tabandeh et al.
(2018a) defined the importance measure as the updated probability of St,l, l = 1, . . . , L for a given St.
Following Tabandeh et al. (2018a), we can write the importance measure of each indicator l as
IM l,j = P (St,l = j | St = j) = 1P (St = j)P (St = j | St,l = j)P (St,l = j) , (9.7)
where j represents an unfavorable state of well-being. The estimation of the importance measures for
different indicators, according to Eq. (9.7), is a typical probabilistic inference in the BN implementation. The
estimation involves the direct application of the Bayes rule (Box and Tiao 2011) to propagate the evidence
on St throughout the network and to provide the updated probability of St,l, l = 1, . . . , L. Furthermore, it is
straightforward in a BN implementation to extend the definition of the importance measure to the root nodes
(i.e., regressor nodes, here) and extract further information about the sources of social vulnerability. The
frequency with which an indicator/regressor is ranked among the most contributing ones to an unfavorable
state of well-being for all individuals is an indication of the significance of the indicator/regressor to social
vulnerability.
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9.3.4 Risk Evaluation
By evaluating the quantified risks, we can determine the relative severity levels of various risks and inform
the selection of priorities for risk mitigation and disaster management. To evaluate the risk, Gardoni and
Murphy (2014) proposed a scale of risk that categories the risk based on a multidimensional ranking. In
addition to the consequences and the corresponding probabilities, as two common dimensions of risk, the
scale of risk considers the source of a risk as the third dimension. The source of a risk captures the underlying
moral concerns about the process by which a risk is created and/or sustained (Gardoni and Murphy 2014).
To truly capture the multidimensional nature of risk, Gardoni and Murphy (2014) proposed to first determine
the severity level of each dimension and then determine the overall severity level of risk, based upon the
ranking of the combination of the three dimensions, rather than developing a single aggregate measure. A
single aggregate measure of risk does not distinguish among various combinations of the three dimensions
which result in the same aggregate measure.
We define the severity levels of the consequence dimension based on the states of individuals’ well-being.
Following Murphy and Gardoni (2008), we first define four possible states for each indicator. Figure 9.4
schematically represents the four states as functions of the value/category of the indicator in the immediate
aftermath of a disruptive event and the associated recovery duration. When the value/category of the
indicator falls within the high range, the (instantaneous) state of the indicator, regardless of the recovery
duration, is “Acceptable”. Likewise, when the value/category of the indicator falls within the low range, the
corresponding (instantaneous) state, regardless of the recovery duration, is “Not Tolerable”. However, when
the value/category of the indicator is neither too high, nor too low, the (instantaneous) state of the indicator
is not acceptable; to further determine whether the state of the indicator is tolerable or not, we need to know
the corresponding recovery duration. When the recovery duration is short enough, the state of the indicator
is (not acceptable but still) “Tolerable”; otherwise, the state of the indicator is (not acceptable and even)
“Not Tolerable”. To distinguish between the two “Not Tolerable” states, we add the respective qualifiers to
the state labels, “Not Tolerable (due to the low value of the indicator)” and “Not Tolerable (due to the slow
recovery).” To explain, consider the functioning of being sheltered. The state of the respective indicator is
“Acceptable” if the individual has access to a permanent and adequate shelter. In contrast, if the individual
is left homeless, the state of the indicator is “Not Tolerable (due to the low value of the indicator)”. However,
if the individual lacks permanent and adequate shelter, we need to know how long this situation lasts. If it
is only temporarily and lasts for a short period of time, the state of the indicator is “Tolerable”; otherwise,
the state of the indicator is “Not Tolerable (due to the slow recovery).”
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High Il
Low Il
Time
Acceptable Tolerable Not Tolerable (due to Il not coming back fast enough)
Not Acceptable
Not Tolerable (due to Il being too low)
Figure 9.4: The four possible states of each indicator are defined as functions of the value/category of the
indicator in the immediate aftermath and the associated recovery duration
We use the same terminology and define four possible states for the well-being of individuals, where each
state is defined as a function of the states of indicators. Tabandeh et al. (2018a) modeled the well-being
of each individual as a series system, where the system fails to meet a desired state if any component fails
to do so. The rationale behind the choice of a series system is that capabilities and their indicators are
incommensurable and no amount of gain in one indicator can compensate the shortcomings in other ones.
Thus, the failure of any indicator, as a component of the system, results in the failure of the system. For
a series system of well-being, the state of well-being is “Acceptable” when the state of every indicator is
“Acceptable”. When the state of at least one indicator falls to “Tolerable”, while all the other indicators
remain “Acceptable”, the state of well-being becomes “Tolerable”. Likewise, the state of well-being becomes
“Not Tolerable (due to the slow recovery)” when the state of at least one indicator is “Not Tolerable (due
to the slow recovery)”, while the states of all the other indicators are either “Acceptable” or “Tolerable”.
Finally, the state of well-being becomes “Not Tolerable (due to the low values of indicators)”, when the state
of at least one indicator falls to “Not Tolerable (due to the low value of the indicator)”.
According to Murphy and Gardoni (2008), the precise specification of the states of the indicators and
those of well-being can be done through an internal democratic process. The principles of human rights can
also guide policy/decision makers to specify the general conditions that constitute each state. The notion of
human rights provides normative (not descriptive) minimum moral standards that individuals in any society
are entitled to because of their humanity; thus, compliance with human rights is mandatory (Caney 2010).
Societies may fail to respect human rights claims, and such failures are appropriately criticized for failing
to meet obligations that are mandatory. For example, it is not acceptable that individuals lack permanent
and adequate shelters in the aftermath of a hazard. The definition of permanent and adequate shelter can
vary both over time and at different places. The conditions that constitute an acceptable shelter in regions
close to the Equator may not be acceptable or even tolerable in regions close to the Arctic. The precise
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specification of permanent and adequate shelters should be informed by internal processes of democratic
deliberation (Murphy and Gardoni 2006).
We can also quantify the severity levels of consequences in terms of resilience metrics. Two important
differences between the resilience metrics and the approach presented earlier are 1) the resilience metrics
determine the consequences in terms of both the initial impact and the recovery conditions regardless of the
initial state in the immediate aftermath of the disruptive event; whereas, in the other approach, the recovery
modeling of indicators is considered insofar as the state in the immediate aftermath is not acceptable (see,
Fig. 9.4); and 2) the resilience metrics capture various characteristics of the recovery such as the recovery
pace, recovery spread, and recovery duration; however, in the other approach, only the recovery duration
matters in defining the states. In general, the first approach is more suitable for pre-disruption risk mitigation
and management because the main concern is to avoid the occurrence of the state of well-being which is not
tolerable. However, resilience metrics could be more suitable for quantifying the preparedness of a society to
recover from disruptions, even when the initial state of well-being is “Not Tolerable (due to the low values
of indicators)”.
Following Gardoni and Murphy (2014), we can define three levels for the probability dimension of risk,
which requires specifying the probability cut-offs between rare, possible, and likely events and accounting
for the confidence in the estimates of probabilities. As explained below the Eq. (9.4), the confidence in the
probability estimates of well-being and resilience metrics obtains by modeling the effects of uncertainty in
Θ, as captured by f (Θ) (Gardoni et al. 2002). Further discussions regarding the specification of the levels
of each dimension and the multidimensional ranking of risk can be found in Gardoni and Murphy (2014).
9.4 Numerical Example
We use the proposed approach to quantify the cascading impact of infrastructure disruptions on the
well-being of households in the urban area of Maiduguri, the capital city of Borno State in Northeastern
Nigeria. To select the indicators and calibrate the predictive models in this example, we use the datasets
Nigeria’s National Core Welfare Indicators Survey (NBS 2006) and the Harmonised Nigeria Living Standards
Survey (NBS 2009). We assume a disruptive event in which a fuel depot and a water treatment plant in
the considered region are failed. Figure 9.5 shows the cascading impact of the disruptive event on different
facilities. The fuel depot power substation is a critical infrastructure component which supports other
infrastructure, including transportation, electricity, and water. The affected water treatment plant provides
potable water to a large portion of the city.
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Figure 9.5: The sources of potable water, electric power, and fuel before (left plot) and after (right plot)
the disruptive event (Map Data © Esri, DigitalGlobe, GeoEye, Earthstar Geographics, CNES/Airbus DS,
USDA, USGS, AeroGRID, IGN, and GIS User Community)
To quantify the impact on the well-being of households, we identify 10 capabilities. Associated with
each capability is a set of indicators which are selected to quantify the achieved functionings. Table 9.1
summarizes the selected capabilities and the corresponding indicators. We explain the proposed approach
with the focus on the capability of “Meeting the Physiological Needs”. Further discussions about the rest of
the capabilities can be found in Wang et al. (2016).
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Table 9.1: Selected capabilities and their indicators
Capabilities Indicators
Meeting the physiological needs Main source of drinking water, I1
Frequency of problems with the supply of drinking water, I2
Frequency of problems satisfying food needs, I3
Being physically safe Is it safe to walk on the street at night?, I4
Being sheltered Frequency of problems paying house rent, I5
Having access to energy Source of electricity, I6
Number of hours without electricity in the past 24 hours, I7
Earning income Household financial situation, I8
Owing property Number of household durables, I9
Dwelling ownership, I10
Being mobile Time to the nearest food market, I11
Being educated Time to the nearest school, I12
Frequency of problems paying school fees, I13
Having access to medical services Time to the nearest hospital, I14
Frequency of problems paying for healthcare, I15
Being socially connected Can household depend on religious association during difficulty, I16
9.4.1 Probabilistic predictive models for indicators
Among the set of selected indicators, we obtain the values/categories of indicators I1, I11, I12, and I14
directly from infrastructure performance analyses (see Lu et al. 2018 for details). Indicator I7 is real-valued
and we use Eq. (9.1) to develop the predictive model. The rest of indicators are categorical, and we use
Eq. (9.2) to develop the predictive models. We present the predictive models for indicators I2 and I3, and
provide some insights from the developed models. Note that the definitions of categories for each categorical
variable (i.e., indicator or regressor), used in this example, are according to Nigeria’s National Core Welfare
Indicators Survey (NBS 2006) and the Harmonised Nigeria Living Standards Survey (NBS 2009).
Indicator I2 is a categorical variable with three possible categories, which are 1) Never, 2) Only during
dry seasons, and 3) Frequently. The final form of the predictive model for I2 is as follows:
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P [I2 (x2,Θ2) = k] =

exp
(∑
j∈{6,9} θ2,k,jx2,j
)
1+
∑2
k=1
exp
(∑
j∈{6,9} θ2,k,jx2,j
) k = 1, 2,
1
1+
∑2
k=1
exp
(∑
j∈{6,9} θ2,k,jx2,j
) k = 3, (9.8)
where x2,6 = road construction projects in the last 5 years, and x2,9 = main source of drinking water. The
regressor x2,6 is binary with categories 1) Yes, and 2) No. The three categories of x2,6 are 1) Pipe borne, 2)
Vendor truck, and 3) Others.
Table 9.2 summarizes the posterior statistics of the model parameters. Regressors x2,6 and x2,9 explain
the two common causes of the problem with the supply of drinking water. When the main source of drinking
water is “pipe borne” or “vendor truck” a decisive factor is the ease of transportation which depends on the
existence of paved roads, among other factors. Furthermore, the main source of drinking water, captured by
x2,9, could be another source of the problem. For instance, “pipe borne” and “vendor truck” are generally
better sources with respect to pond or river water (considered in the category “others”) both in terms of
quality and the availability, particularly, during dry seasons.
Table 9.2: Posterior statistics of the parameters in the predictive model for I2
Parameter Mean Standard Deviation
θ2,1,6 5.32 1.31
θ2,1,9 −2.90 0.82
θ2,2,6 2.36 1.24
θ2,2,9 −0.06 0.68
Indicator I3 is a categorical variable with four possible categories, which are 1) Never, 2) Seldom, 3)
Sometimes, and 4) Often. The final form of the predictive model for I3 is
P [I3 (x3,Θ3) = k] =

exp
(∑
j∈{10,11,13} θ3,k,jx3,j
)
1+
∑3
k=1
exp
(∑
j∈{10,11,13} θ3,k,jx3,j
) k = 1, 2, 3,
1
1+
∑3
k=1
exp
(∑
j∈{10,11,13} θ3,k,jx3,j
) k = 4, (9.9)
where x3,10 = time to the nearest food market; x3,11 = welfare quintile; and x3,13 = frequency of problems
with the supply of drinking water. The possible values of regressor x3,10 are discretized into 6 categories,
which are 1) 0-14 min, 2) 15-29 min., 3) 30-44 min., 4) 45-59 min., and 5) 60+ min. Regressor x3,11 represents
a self-evaluation of the overall living condition, where the 1st quintile is the worst condition and the 5th
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quintile is the best. The regressor x3,13 is the same as indicator I2.
Table 9.3 summarizes the posterior statistics of the model parameters. Regressors x3,10 and x3,13 explain
two potential sources of the problem in satisfying food needs. Regressor x3,10 is related to the ease of access
to the food market and x3,11 is related to the purchasing power of households. Though regressor x3,13 could
marginally cause problems with satisfying food needs (for example, through the required water to prepare
food), we can generally consider it as non-causal. Under a stabilized condition, households who are facing
problems with the supply of drinking water are likely to have problems with satisfying food needs as well.
However, in the immediate aftermath of a disruption or even during the recovery, such a relation may not
hold; thus, regardless of its potential changes due to the disruption, we may use the pre-disruption category
of x3,13 in predicting I3 for each household.
Table 9.3: Posterior statistics of the parameters in the predictive model for I3
Parameter Mean Standard Deviation
θ3,1,10 2.11 0.40
θ3,1,11 1.83 0.39
θ3,1,13 −5.95 1.00
θ3,2,10 0.27 0.43
θ3,2,11 1.31 0.32
θ3,2,13 −2.35 0.62
θ3,3,10 1.08 0.33
θ3,3,11 1.00 0.29
θ3,3,13 −2.00 0.52
Table 9.4 summarizes the classification of the values of each indicator into three possible ranges. For
some indicators, we may not define all the three ranges. This is because either the indicator is binary, or the
nature of the indicator is such that it does not require to consider three different ranges, as in the case of I1.
Table 9.4: The range of indicators for the capability of “Meeting the Physiological Needs”
Range of indicator
Indicator Low Moderate High
I1 − 3 1, 2
I2 3 2 1
I3 4 3 1, 2
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9.4.2 Recovery modeling and implementation with DBN
To model the recovery of well-being, we use the general expression in Eq. (9.3) and estimate the PMF of
St for each household. For a series system of well-being, we can write the probability that St is “Acceptable”
(A) as
P (St = A) = P
 ⋂
l∈{1,2,3}
(St,l = A)

= P [It,1 ∈ {1, 2} , It,2 = 1, It,3 ∈ {1, 2}]
=
2∑
k=1
2∑
h=1
P (It,3 = k | It,2 = 1)P (It,2 = 1 | It,1 = h) 1{It,1=h}, (9.10)
where 1{It,1=h} is an indicator function such that 1{It,1=h} = 1, when It,1 = h, and 1{It,1=h} = 0, otherwise.
The second line of Eq. (9.10) is according to the definition in Table 9.4 and the last line is according to
the probabilistic models in Eqs. (9.8) and (9.9), where the dependence on the (deterministic) regressors is
implicit in the conditional probabilities. We can write the probability that St is “Not Tolerable (due to low
values of indicators)” (NT ) as follows:
P (St = NT ) = P
 ⋃
l∈{1,2,3}
(St,l = NT )

= 1− P
 ⋂
l∈{1,2,3}
(
St,l = NT
)
= 1− P [It,1 ∈ {1, 2, 3} , It,2 ∈ {1, 2} , It,3 ∈ {1, 2, 3}]
= 1−
3∑
k=1
2∑
j=1
3∑
h=1
P (It,3 = k | It,2 = j)P (It,2 = j | It,1 = h) 1{It,1=h}, (9.11)
where NT is the complement of NT (i.e., includes the states other than NT ). Finally, we can write the
probability that St is “Not Acceptable” (NA) as
P (St = NA) = 1− P (St = A)− P (St = NT ) . (9.12)
Figure 9.6 shows the corresponding BN (i.e., a slice of DBN at time t), developed for the capability of
“Meeting the Physiological Needs”. In the figure, xt,1 = road construction projects in the last 5 years; xt,2 =
time to the nearest food market; and xt,3 = welfare quintile, all at time t. The directed links from regressors
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to indicators in the figure are assigned according to the predictive models in Eqs. (9.8) and (9.9).
xt,1 xt,2 xt,3
It,1 It,2 It,3
St,1 St,2 St,3
St
Figure 9.6: BN for the well-being analysis in terms of the capability of meeting the physiological needs
In this example, the disruption does not impact xt,1 and xt,3 but it can affect xt,2. This is because the
disruptive event does not induce damage to the roads; thus, xt,1 does not change. Also, xt,3 is a self-evaluation
of the overall living condition and generally requires longer time (than that of a temporary disruption) to
lead to a change. The impact on xt,2 is due to the functionality of food markets, which require power to
operate and provide services. We obtain the categories of xt,2 and It,1 from a deterministic infrastructure
analysis (Lu et al. 2018) and the CPTs of indicators It,2 and It,3 from their probabilistic predictive models
in Eqs. (9.8) and (9.9).
To solve the analytical expressions for the PMF of St in Eqs. (9.10)-(9.12), we use the variable elimination
algorithm for the developed BN. Due to the simplicity of the BN in this example (and, generally, for typical
problems in the domain of RCA), the computational cost of the exact inference based on algorithms such
as variable elimination or message passing (Wainwright and Jordan 2008) is not significant. However, for
complex BNs with a large number of densely connected nodes, one can use approximate inference algorithms
such as Markov Chain Monte Carlo or Variational approaches (Wainwright and Jordan 2008).
9.4.3 Results and discussions
Figure 9.7 shows the expected well-being, E [St], before (left plot) and after (right plot) the disruptive
event in terms of the capability of “Meeting the Physiological Needs”. To obtain E [St], we assign the
numerical values 0, 0.5, and 1, respectively, to states NT , NA, and A. We can observe that in some regions
E [St] after the occurrence of the disruptive event has improved. To explain this observation, we note that
among the categories of It,1, the “pipe borne” has the highest quality, “vendor truck” is lower, and “others”,
including water wells and river, is the lowest one. Because of the functionality loss of the fuel depot, the
vendor trucks can no longer deliver potable water. All the households who used to be served by the vendor
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trucks, now need to travel longer time to the water tanks (i.e., “pipe borne”) in the Northwest (see Figure
9.5). If households cannot afford the extra cost of traveling, the source of potable water changes to Category
3 (i.e., “others”), which is the lowest quality; otherwise, the source of potable water can improve with the
extra cost of traveling longer time and spending more money. This compromise can in turn affect other
dimensions of well-being. The impact of the disruptive event on the access to food is not as significant as on
the access to potable water; the disruptive event only marginally affects xt,2.
The result of analysis clarifies the significance of accounting for different dimensions of well-being in
quantifying the societal impact of disruptive events. Without considering all the contributing factors, we
may over- or under-estimate the actual impact of disruptive events. The visual inspection of the maps of
different capabilities (like those in Figure 9.7) can reveal in what regions people are suffering more in terms
of each capability and the overall well-being. Furthermore, by comparing the maps before and after the
disruption, we can observe in what regions people are severely impacted by the disruptive event.
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Figure 9.7: The spatial distribution of the expected well-being in terms of the capability of “Meeting the
Physiological Needs,” before (left plot) and after (right plot) the disruption (Map Data © Esri, Digital-
Globe, GeoEye, Earthstar Geographics, CNES/Airbus DS, USDA, USGS, AeroGRID, IGN, and GIS User
Community)
9.5 Conclusions
The occurrence of disruptive events can adversely impact the functionality of infrastructure. Due to
their interdependencies, disruptions can propagate through different layers of infrastructure and result in
additional cascading consequences. The chain of such events eventually alters the state of well-being of
individuals that rely on those infrastructure. The extend of initial impact and the subsequent societal
recovery can be greatly influenced by the functionality levels of infrastructure, socio-economic characteristics,
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and individuals’ resources. To promote societal risk and resilience analysis, this chapter made the following
novel contributions: 1) developed probabilistic models to predict the broad societal impact of disruptive
events over time in terms of the impact on the well-being of individuals; 2) developed a mathematical
formulation for societal resilience analysis that integrates the immediate impact on and the recovery of
individuals’ well-being; 3) implemented the developed probabilistic models with Dynamic Bayesian Networks;
and 4) proposed a formulation to evaluate the quantified risks. The impact of disruptive events on the well-
being of individuals is quantified by means of a set of indicators. The values/categories of the indicators for
each individual depend on the functionality levels of infrastructure to deliver vital resources/services and the
socio-economic characteristics as well as personal resources. To mathematically model such dependence, while
accounting for the sources of uncertainty, probabilistic predictive models are developed for indicators. The
predicted values/categories of indicators collectively determine the state of well-being for individuals. The
probabilistic models for the indicators are used in a system reliability formulation to determine the probability
that the state of well-being is above or below a desired level. To model the variations in the state of well-
being during the recovery, the information from the recovery modeling of infrastructure and the variations
in the socio-economic characteristics are incorporated into the time-dependent reliability formulation. The
societal resilience is quantified in terms of individuals’ well-being, using the probabilistic modeling of the
immediate impact and the recovery of well-being. To conveniently model the state of well-being and its
dynamics during the recovery, the proposed probabilistic formulation is implemented with Dynamic Bayesian
Networks. Though not included in this chapter, the formulation of the Dynamic Bayesian Network allows
us to incorporate in the recovery modeling the adaptation models that predict the response of individuals
to the post-disaster recovery condition (e.g., decision to dislocate). A novel approach is introduced to
evaluate the quantified risk and resilience, which provides insights about the severity levels of various risks
and preparedness of society in the face of unexpected disruptions. Finally, the proposed formulation is
illustrated through a real case study example to predict the cascading impact of infrastructure disruptions on
the well-being of households. To facilitate the interpretations of the obtained results, the spatial distribution
of the expected well-being in terms of the capability “Meeting the Physiological Needs” for all households
is overlaid on the map of the region. The visual inspection of the maps before and after the disruption
can guide decision makers to identify which sub populations suffer more in terms of each capability. The
obtained results explain the significance of considering all the relevant capabilities to estimate the societal
impact of disruptive events such that considering only a subset of the relevant capabilities may result in
over- or under-estimate of the actual impact.
230
Chapter 10
Conclusions
This dissertation developed a multi-scale approach to model the dynamics of infrastructure-social sys-
tems in the context of societal risk and resilience analysis. The contribution areas broadly focused on 1)
the reliability and serviceability analysis of infrastructure to predict the physical damage and the loss of
serviceability due to hazards, 2) the recovery modeling of disrupted services provided by infrastructure and
the resilience analysis of deteriorating, interdependent infrastructure, and 3) the societal risk and resilience
analysis to predict and evaluate the impact on the well-being of individuals due to the infrastructure service
disruptions.
The dissertation developed probabilistic predictive capacity and seismic demand models for the reliabil-
ity analysis of typical Reinforced Concrete (RC) bridges, retrofitted with Fiber Reinforced Polymer (FRP)
composites. The external confinement of damaged or deteriorated bridge columns with FRP wraps/jacket
can improve their seismic performance. The formulation of the probabilistic predictive models builds upon
the governing laws of physics/mechanics and exploits the information from computer simulations, labora-
tory tests, and field data. Specifically, two probabilistic capacity models are developed that predict the
deformation capacity of bridge columns corresponding to the flexural failure and the reinforcement-concrete
bond failure. To account for the effects of statistical dependence of the observed data in the development of
probabilistic predictive models, the dissertation employed Bayesian hierarchical inference. The formulation
is illustrated by developing hierarchical seismic deformation demand models for RC bridges, accounting for
the effects of FRP-confinement of the bridge column. The dissertation then explained the development of
parametric fragility functions, using the probabilistic capacity and demand models in a reliability analysis.
The parametric formulation of the fragility function facilitates incorporating the effects of deterioration and
improvement strategies as well as the information from the structural health monitoring. The dissertation
further developed a closed-form solution for the seismic failure probability (or, equivalently, the seismic
reliability) of RC bridges, accounting for the effects of FRP-confinement.
To model the time evolution of the complete probabilistic response of general nonlinear dynamical sys-
tems, the dissertation proposed a Bayesian nonparametric approach, called a Dirichlet process mixture
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model. The proposed approach simplifies the governing stochastic differential equation of nonlinear systems
by replacing the governing nonlinear equation with a set of linear ones, each governs the response of a surro-
gate linear system. To identify the surrogate linear systems, the observed dynamics of the nonlinear system,
from a limited number of simulations, are used together with the information available a priori. Due to
the limited data, there will be epistemic uncertainty in the identification of surrogate linear systems. The
Dirichlet stochastic process is employed, in the context of Bayesian inference, to model the uncertainty in
both the number and parameters of surrogate linear systems. The Dirichlet process allows the number of
surrogate linear systems to grow indefinitely as the observed dynamics of the nonlinear system unveil new
patterns. Variational Bayesian inference is also presented to obtain an approximate closed-form expression
for the posterior distribution of surrogate linear systems. The dissertation explained the development of pre-
dictive estimates and confidence intervals for the response statistics such as the reliability and out-crossing
rate, that reflect the effects of epistemic uncertainty captured by the posterior distribution.
For the recovery modeling and resilience analysis of deteriorating infrastructure, the dissertation de-
veloped novel probabilistic models. The recovery of infrastructure components is modeled as a stochastic
jump process that closely replicates the actual work progress. The recovery model accounts for the effects
of recovery activities and the impact of possible disruptions on the system state. The proposed recovery
model can incorporate information from available databases, collected data, past record and engineering ex-
perience, and judgment. A general discussion about the relationship between reliability and functionality is
included to better infer and communicate the resilience measured in terms of different types of performance
measures. Analogous to the statistical moments of random variables, resilience metrics are defined as the
partial descriptors of the (predicted) recovery curve. The deterioration of infrastructure components due to
regular use, exposure to harsh environments, and the occurrence of extreme events adversely impacts their
reliability and resilience. A stochastic life-cycle formulation is developed that models performance measures
such as instantaneous reliability and resilience, accounting for the deterioration effects. The stochastic life-
cycle analysis integrates the estimates of instantaneous reliability and resilience with renewal equations to
efficiently evaluate additional performance measures such as availability, operation cost and benefits. The
dissertation also introduced resilience as the intervention criterion in the life-cycle analysis of deteriorating
systems that triggers preventive repair actions. With this choice, the decision about the intervention time
accounts for both the system state in the immediate aftermath of a disruption and the recovery duration
to put back the system into operation. While beyond the scope of this dissertation, the proposed stochas-
tic life-cycle analysis can be used in the full optimization of the initial design and mitigation strategies of
engineering systems accounting for their life-cycle performance.
For regional resilience analysis, a multi-scale approach is developed that models the physical recovery and
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time-varying performance of infrastructure under a developed recovery schedule, accounting for infrastruc-
ture interdependencies. The multi-scale approach builds upon the stochastic, physics-based recovery models
for individual components that closely replicate the actual work progress. The recovery models of individual
components are then integrated into a workable recovery schedule for infrastructure that accounts for the
prevalent physical and logical constraints to implement repetitive recovery activities on multiple components.
For the time-varying performance analysis, the dissertation presented a mathematical formulation that mod-
els infrastructure as a collection of interdependent networks, where each network is characterized by a unique
set of capacity, demand, and supply measures. The developed recovery schedule informs the variations of the
performance measures over the course of the recovery. Interface functions are also introduced to decouple the
performance analyses of interdependent networks; hence, allows different analysts and computing resources
to work on different networks at the same time. The dissertation further presented the regional resilience
analysis to monitor the recovery of disrupted services. The multi-scale approach has been explained for the
post-disaster recovery modeling of electric power and potable water infrastructure in Shelby County, TN
with a service population of one million people.
Successful risk mitigation and management solutions cannot be limited to engineering considerations.
The occurrence of hazards or the implementation of mitigation strategies can eventually alter the well-
being of individuals. To evaluate the well-being of individuals, the dissertation proposed a general-purpose
mathematical approach, called a Reliability-based Capability Approach (RCA). Though the specific context
of application discussed in this dissertation is the risk and resilience analysis, the formulation of RCA is
general and can be used for other applications, such as poverty measurement and development economics,
as well. In RCA, the impact of disruptive events on the well-being of individuals is quantified by means
of a set of indicators. The theoretical framework of the capability approach provides general guidelines
to select indicators that capture distinctive aspects of individuals’ well-being. The values/categories of
selected indicators for each individual depend on the functionality levels of infrastructure to deliver vital
resources/services, the socio-economic characteristics, and social vulnerability factors. To mathematically
model such dependence, while accounting for the sources of uncertainty, probabilistic predictive models are
developed for indicators. The predicted values/categories of indicators collectively determine the state of well-
being for individuals. The probabilistic models for the indicators are used in a system reliability formulation
to determine the probability that the state of well-being for each individual will be above or below a desired
level. To model the variations in the state of well-being during the recovery, the information from the
recovery modeling of infrastructure and the variations in the socio-economic characteristics are incorporated
into the time-dependent reliability analysis. The societal resilience is quantified in terms of individuals’
well-being, using the probabilistic modeling of the immediate impact and the recovery of well-being. To
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conveniently model the state of well-being and its dynamics during the recovery, the proposed probabilistic
formulation is implemented with Dynamic Bayesian Networks. Though not included in this dissertation, the
formulation of the Dynamic Bayesian Network allows us to incorporate the behavioral adaptation models,
that predict the response of individuals to the post-disaster recovery condition (e.g., decision to dislocate).
A novel approach is introduced to evaluate the quantified risk and resilience, which provides insights about
the severity levels of various risks and preparedness of society in the face of unexpected disruptions. Finally,
the proposed formulation is illustrated through a real case study example to predict the cascading impact
of infrastructure disruptions on the well-being of households.
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Appendix A
Mathematical Expression for the
Correlation of Observed Data
The setup of the model is as follows: The observed data are clustered in J groups. The general form of
the predictive model, applies to all clusters, is the same as Eq. (3.1). Furthermore, suppose that we have
θj | θ· ∼ N (θ·,Σθ·θ·)
σj ∼ U (a, b)
θ· ∼ N (Mθ,Σθθ)
σ2·,r ∼ IG (α·,r, β·,r)
(A.1)
where N (θ·,Σθ·θ·) is a normal distribution with a mean vector θ· = (θ·,1, . . . , θ·,nr ) and a covariance
matrix Σθ·θ· = Diag
(
σ2·,1, . . . , σ
2
·,nr
)
; U (a, b) is a uniform distribution with parameters a and b; Mθ =(
µθ·,1 , . . . , µθ·,nr
)
and Σθθ = Diag
(
σ2θ·,1 , . . . , σ
2
θ·,nr
)
; and IG (α·,r, β·,r) is an inverse-gamma distribution
with parameters α·,r and β·,r. Figure A.1 shows a graphical representation of the model. In this figure,
Θ· = (θ·,Σθ·θ·); the gray circles show the observations; and nj in the box is the number of observations in
group j, for j = 1, . . . , J .
Θ·
Θ1 Θj ΘJ· · · · · ·
σ1ε1 σjεj σJεJ
Y1 Yj YJ· · · · · ·
n1 nj nJ
Figure A.1: Graphical representation of the hierarchical formulation
We derive the covariance between Yj,i (the observation i in group j) and Yn,m. In the derivation, we assume
that the vectors [hj,1 (x) , . . . , hj,nr (x)] for all j = 1, . . . , J are given. We can write Cov (Yj,i, Yn,m) as
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Cov (Yj,i, Yn,m) = E (Yj,iYn,m)− E (Yj,i)E (Yn,m) , (A.2)
where we can write
E (Yj,i) = E
[
yˆj (xi) +
nr∑
r=1
θj,rhj,r (xi) + σjεj,i
]
= E
{
E
[
yˆj (xi) +
nr∑
r=1
θj,rhj,r (xi) + σjεj,i | Θ·
]}
= E
[
yˆj (xi) +
nr∑
r=1
θ·,rhj,r (xi)
]
= yˆj (xi) +
nr∑
r=1
µθ·,rhj,r (xi) .
(A.3)
Likewise, we obtain E (Yn,m) = yˆn (xm) +
∑nr
r=1 µθ·,rhn,r (xm). Next, we derive the expression for
E (Yj,iYn,m) as follows:
E (Yj,iYn,m) = E
{[
yˆj (xi) +
nr∑
r=1
θj,rhj,r (xi) + σjεj,i
][
yˆn (xm) +
nr∑
r=1
θn,rhn,r (xm) + σnεn,m
]}
= E
{
E
{[
yˆj (xi) +
nr∑
r=1
θj,rhj,r (xi) + σjεj,i
][
yˆn (xm) +
nr∑
r=1
θn,rhn,r (xm) + σnεn,m
]
| Θ·
}}
.
(A.4)
1) If j 6= n, then
E (Yj,iYn,m) = E
[
yˆj (xi) yˆn (xm) + yˆj (xi)
nr∑
r=1
θ·,rhn,r (xm) + yˆn (xm)
nr∑
r=1
θ·,rhj,r (xi)
+
nr∑
r,q=1
θ·,rθ·,qhj,r (xi)hn,q (xm)
]
= yˆj (xi) yˆn (xm) + yˆj (xi)
nr∑
r=1
µθ·,rhn,r (xm) + yˆn (xm)
nr∑
r=1
µθ·,rhj,r (xi)
+
nr∑
r=1
(
σ2θ·,r + µ
2
θ·,r
)
hj,r (xi)hn,r (xm) +
nr∑
r,q=1
r 6=q
µθ·,rµθ·,qhj,r (xi)hn,q (xm) .
(A.5)
2) If j = n, then
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E (Yj,iYn,m) = E
[
yˆj (xi) yˆn (xm) + yˆj (xi)
nr∑
r=1
θ·,rhn,r (xm) + yˆn (xm)
nr∑
r=1
θ·,rhj,r (xi)
+
nr∑
r=1
(
σ2·,r + θ2·,r
)
hj,r (xi)hn,r (xm) +
nr∑
r,q=1
r 6=q
θ·,rθ·,qhj,r (xi)hn,q (xm)

= yˆj (xi) yˆn (xm) + yˆj (xi)
nr∑
r=1
µθ·,rhn,r (xm) + yˆn (xm)
nr∑
r=1
µθ·,rhj,r (xi)
+
nr∑
r=1
[
β·,r
α·,r − 1 + σ
2
θ·,r + µ
2
θ·,r
]
hj,r (xi)hn,r (xm) +
nr∑
r,q=1
r 6=q
µθ·,rµθ·,qhj,r (xi)hn,q (xm) .
(A.6)
In summary, we obtain
Cov (Yj,i, Yn,m) =

∑nr
r=1 σ
2
θ·,rhj,r (xi)hn,r (xm) , j 6= n∑nr
r=1
[
β·,r
α·,r−1 + σ
2
θ·,r
]
hj,r (xi)hn,r (xm) , j = n
(A.7)
To obtain the correlation between Yj,i and Yn,m, we derive the corresponding variances as follows:
Cov (Yj,i, Yj,i) = Var [E (Yj,i | Θ·)] + E [Var (Yj,i | Θ·)]
= Var
[
yˆj (xi) +
nr∑
r=1
θj,rhj,r (xi)
]
+ E
[
nr∑
r=1
σ2·,rh
2
j,r (xi) + σ2j
]
=
nr∑
r=1
σ2θ·,rh
2
j,r (xi) +
nr∑
r=1
β·,r
α·,r − 1h
2
j,r (xi) +
(b− a)2
12 +
(a+ b)2
4 .
(A.8)
Likewise, we can write Var (Yn,m) as
Var (Yn,m) =
nr∑
r=1
σ2θ·,rh
2
n,r (xm) +
nr∑
r=1
β·,r
α·,r − 1h
2
n,r (xm) +
(b− a)2
12 +
(a+ b)2
4 . (A.9)
Therefore, we obtain the correlation between Yj,i and Yn,m by substituting the derived expressions for
Cov (Yj,i, Yn,m), Var (Yj,i), and Var (Yn,m) into the following expression:
ρYj,iYn,m =
Cov (Yj,i, Yn,m)√
Var (Yj,i)Var (Yn,m)
, (A.10)
where ρYj,iYn,m is the correlation coefficient between Yj,i and Yn,m.
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Appendix B
Derivation of Conditional Posteriors
for the Gibbs Sampling Algorithm
Let expand the joint posterior distribution in Eq. (3.3),
f (Θ1, . . . ,ΘJ ,Θ·) ∝
 J∏
j=1
L (Θj) p (Θj | Θ·)
 p (Θ·)
∝
J∏
j=1
nj∏
i=1
1
σj
exp
− 12σ2j
[
Yj,i − yˆj (xi)−
nr∑
r=1
θj,rhj,r (xi)
]2
×
J∏
j=1
1
σ·,1 . . . σ·,nr
exp
{
−12
[(
θj,1 − θ·,1
σ·,1
)2
+ · · ·+
(
θj,nr − θ·,nr
σ·,nr
)2]}
× (σ2·,1)−α·,1−1 exp
(
−β·,1
σ2·,1
)
· · · (σ2·,nr)−α·r−1 exp(−β·,nrσ2·,nr
)
.
(B.1)
We can rewrite Eq. (B.1) in a matrix form as follows:
f (Θ1, . . . ,ΘJ ,Θ·) ∝
J∏
j=1
(
1
σj
)nj
exp
[
− 12σ2j
(Yj − yˆj −Hjθj)T (Yj − yˆj −Hjθj)
]
×
J∏
j=1
1√|Σθ·θ· | exp
[
−12 (θj − θ·)
T Σ−1θ·θ· (θj − θ·)
]
× (σ2·,1)−α·1−1 exp
(
−β·,1
σ2·,1
)
· · · (σ2·,nr)−α·,r−1 exp(−β·,nrσ2·,nr
)
,
(B.2)
where Yj =
[
Yj,1, . . . , Yj,nj
]T ; yˆj = [yˆj (x1) , . . . , yˆj,nj (xnj)]T ; and Hj ∈ Rnj×nr is the matrix of explana-
tory functions with entries hj,r (xi). Now we derive the conditional posteriors as listed in Eq. (3.11). We
first derive the conditional posterior f (θj | ·). Note that throughout the derivation, all the terms that do
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not depend on θj are absorbed into a proportionality constant. Thus, we can simplify Eq. (B.2) as
f (θj | ·) ∝ exp
[
− 12σ2j
(Yj − yˆj −Hjθj)T (Yj − yˆj −Hjθj)
]
× exp
[
−12 (θj − θ·)
T Σ−1θ·θ· (θj − θ·)
]
.
(B.3)
Simple algebra shows that
f (θj | ·) ∝ exp
{
−12
{
θTj
(
σ−2j HTj Hj + Σ−1θ·θ·
)
θj
−θTj
[
σ−2j HTj
(
YTj − yˆTj
)
+ Σ−1θ·θ·θ·
]− [σ−2j (YTj − yˆTj )Hj + θT· Σ−1θ·θ·]θj}} .
(B.4)
To complete the square inside the exponential, we add and subtract an expression as follows:
f (θj | ·) ∝ exp
{
−12
{
θTj
(
σ−2j HTj Hj + Σ−1θ·θ·
)
θj
−θTj
[
σ−2j HTj (Yj − yˆj) + Σ−1θ·θ·θ·
]− [σ−2j (YTj − yˆTj )Hj + θT· Σ−1θ·θ·]θj
±
[
σ−2j
(
YTj − yˆTj
)
Hj + θT· Σ−1θ·θ·
] (
σ−2j HTj Hj + Σ−1θ·θ·
)−1
[
σ−2j HTj (Yj − yˆj) + Σ−1θ·θ·θ·
]}}
.
(B.5)
Deft matrix algebra shows that
f (θj | ·) ∝ exp
{
−12
{
θj −
(
HTj Hj + σ2jΣ−1θ·θ·
)−1 [HTj (Yj − yˆj) + σ2jΣ−1θ·θ·θ·]}T(
σ−2j HTj Hj + Σ−1θ·θ·
)
{
θj −
(
HTj Hj + σ2jΣ−1θ·θ·
)−1 [HTj (Yj − yˆj) + σ2jΣ−1θ·θ·θ·]}} ,
(B.6)
which is proportional to the following multivariate normal distribution:
f (θj | ·) ∝ N
{(
HTj Hj + σ2jΣ−1θ·θ·
)−1 [HTj (Yj − yˆj) + σ2jΣ−1θ·θ·θ·] , σ2j (HTj Hj + σ2jΣ−1θ·θ·)−1} . (B.7)
• Next, we derive the conditional posterior f
(
σ2j | ·
)
. Similar to the previous derivation, all the terms
that do not involve σj are absorbed into a proportionality constant. Thus, we can simplify Eq. (B.2)
as follows:
f
(
σ2j | ·
) ∝ ( 1
σj
)nj
exp
[
− 12σ2j
(Yj − yˆj −Hjθj)T (Yj − yˆj −Hjθj)
]
. (B.8)
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We can rewrite Eq. (B.8) as follows:
f
(
σ2j | ·
) ∝ (σ2j )−(nj/2−1)−1 exp
[
−
1
2 (Yj − yˆj −Hjθj)T (Yj − yˆj −Hjθj)
σ2j
]
, (B.9)
which is proportional to the following inverse-gamma distribution:
f
(
σ2j | ·
) ∝ IG [(nj2 − 1) , 12 (Yj − yˆj −Hjθj)T (Yj − yˆj −Hjθj)
]
. (B.10)
• Next, we derive the conditional posterior f (θ· | ·). As mentioned earlier, throughout the derivation all
the terms that do not involve θ· are absorbed into a proportionality constant. Thus, we can simplify
Eq. (B.2) as follows:
f (θ· | ·) ∝
J∏
j=1
exp
[
−12 (θj − θ·)
T Σ−1θ·θ· (θj − θ·)
]
. (B.11)
Simple algebra shows that
f (θ· | ·) ∝ exp
{
−12
[
−
(
θT1 + · · ·+ θTJ
)
Σ−1θ·θ·θ·
−θT· Σ−1θ·θ· (θ1 + · · ·+ θJ) + JθT· Σ−1θ·θ·θ·
]}
.
(B.12)
Using the notation θ¯· = (θ1 + · · ·+ θJ) /J , we can write
f (θ· | ·) ∝ exp
{
−12
[
θT·
(
JΣ−1θ·θ·
)
θ· − θT·
(
JΣ−1θ·θ· θ¯·
)
−
(
J θ¯
T
· Σ−1θ·θ·
)
θ·
]}
.
(B.13)
To complete the square inside the exponential, we add and subtract the term J θ¯T· Σ−1θ·θ· θ¯· as follows:
f (θ· | ·) ∝ exp
{
−12
[
θT·
(
JΣ−1θ·θ·
)
θ· − θT·
(
JΣ−1θ·θ· θ¯·
)
−
(
J θ¯
T
· Σ−1θ·θ·
)
θ· ± J θ¯T· Σ−1θ·θ· θ¯·
]}
.
(B.14)
Deft matrix algebra shows that
f (θj | ·) ∝ exp
[
−12
(
θ· − θ¯·
)T (
JΣ−1θ·θ·
) (
θ· − θ¯·
)]
, (B.15)
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which is proportional to the following multivariate normal distribution:
f (θ· | ·) ∝ N
(
θ¯·,
1
J
Σθ·θ·
)
. (B.16)
• Finally, we derive the conditional posterior f
(
σ2·,r | ·
)
. Similarly, throughout the derivation all the
terms that do not involve σ·r are absorbed into a proportionality constant. Thus, we can simplify Eq.
(B.2) as follows:
f
(
σ2·,r | ·
) ∝ J∏
j=1
1
σ·,r
exp
[
−12
(
θj,r − θ·,r
σ·,r
)2] (
σ2·,r
)−α·r−1 exp(−β·,r
σ2·,r
)
. (B.17)
We can rewrite Eq. (B.17) as follows:
f
(
σ2·,r | ·
) ∝ (σ2·,r)−(α·,r+J/2)−1 exp
[
−β·,r +
1
2
∑J
j=1 (θj,r − θ·,r)2
σ2·,r
]
, (B.18)
which is proportional to the following inverse-gamma distribution:
f
(
σ2·,r | ·
) ∝ IG
(α·,r + J2
)
, β·r +
1
2
J∑
j=1
(θj,r − θ·,r)2
 . (B.19)
256
