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Thermal corrections to the one-photon spontaneous and induced transition probabilities for hydrogen and
hydrogen-like ions are evaluated. The found thermal corrections are given by the vertex Feynman graph, where
the vertex represents the thermal interaction between the bound electron and the nucleus. All derivations of
thermal corrections to bound-bound transitions for an atom exposed to blackbody radiation (BBR) are made
in a fully relativistic approach within the framework of the adiabatic S-matrix formalism. It is found that the
vertex-type radiative corrections to the transition rates can be at the level of a few percent to corresponding
spontaneous rates for highly excited states in the hydrogen atom. A comprehensive analysis of the vertex-type
thermal corrections for hydrogen-like atomic systems is presented.
I. INTRODUCTION
Since the early days of quantum mechanics (QM), the study
of absorption and emission of photons by atomic systems
played a key role in the development of modern quantum field
theory and its practical application in various fields of physics,
chemistry, engineering and etc. Further development of quan-
tum mechanics led to the creation of a quantum electrody-
namical description (QED) of light interaction with matter,
within which all processes are described in terms of scattering
cross-sections and transition rates. Subsequent experimental
observations and their growing accuracy have required taking
into accounting more complex effects, in particular, radiative
QED corrections. In this regard, a detailed theoretical analy-
sis of various radiative corrections providing a versatile veri-
fication of fundamental physics is needed. The precise values
of the transition rates in various atomic systems are also of
interest for studying the processes of an atomic collision or
interpreting spectra from astrophysical sources [1, 2]. More-
over, accurate calculations of the transition rates can serve for
the verification of basic parts in more complicated processes,
such as, e.g., the parity violation amplitudes in heavy ions and
atoms [3, 4].
To study the above examples, it becomes extremely impor-
tant to determine accurately the lifetimes and decay rates of
different atomic systems. Since real physical processes al-
ways occur in the presence of certain external fields, it is
necessary to study theoretically their influence on the spec-
tral characteristics of atoms. One of these fields is represented
by a blackbody radiation (BBR). In astrophysics, an external
field with a mostly Planck spectrum (cosmic microwave back-
ground, radiation from powerful sources, nebulae, etc.) af-
fects the population of atomic states, which leads to significant
changes in the dynamic of astrophysical processes. Under lab-
oratory conditions, the radiation of blackbody radiation also
has impact on the physics of the studied processes and, con-
sequently, requires detailed study [5–9]. A rigorous analysis
of these effects is possible within the framework of the quan-
tum electrodynamics theory at finite temperatures (TQED) for
bound states, see, for example, [10] and references therein.
∗ E-mail:d.solovyev@spbu.ru
Concentrating on the electric and magnetic dipole transi-
tions in the H-like ions, we extend the approach developed in
[10–12] to the study of the lowest-order thermal radiative cor-
rections to decay rates given by Feynman diagram Fig. 1. Be-
low we demonstrate that these corrections can be significant
for the measurements of lifetimes of highly excited (Rydberg)
states in these atomic systems since their relative magnitude
can reach a level of several percent at room temperature. The
interaction potential, Fig. 2, which shifts atomic energy lev-
els and corrects wave function of the bound electron, was re-
cently derived in [10]. It was found that thermal potential,
Fig. 2, produces the dominant thermal frequency shift aris-
ing in a heat bath and could exceed well-known BBR-induced
Stark shift [13].
The paper is organized as follows. In section II we start
from a brief description of the Gell-Mann and Low adiabatic
formalism used to evaluate the one-photon transition rates and
radiative corrections. The derivation of master equations for
vertex-type correction to the transition rate is given in sec-
tion III. In section III the nonrelativistic limit of derived equa-
tions is also presented. All the derivations are performed
within the framework of rigorous quantum electrodynamics
theory at finite temperatures and are applicable for the H-
like ions. The results of numerical calculations of the ther-
mal vertex-type corrections for electric and magnetic dipole
transitions in H-like ions are discussed in section IV. The rel-
ativistic units ~ = me = c = 1 (me is the electron rest mass,
c is the speed of light and ~ is the reduced Planck constant)
are used throughout the paper.
II. ADIABADIC S-MATRIX FORMALISM
For the description of radiative QED correction we start
from the basic formulas of the Gell-Mann and Low adiabatic
formalism [14]. Within this approach the initial formula for
the energy shift ∆EA of an excited atomic state A is
∆EA = lim
η→0
1
2
iη
e ∂∂e 〈A|Sˆη|A〉
〈A|Sˆη|A〉
. (1)
The adiabatic S-matrix Sˆη in Eq. (1) differs from the ori-
nary S-matrix by the presence of the exponential factor e−η|t|
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2in each (interaction) vertex. It refers to the concept of adia-
batic switching on and off the interaction introduced formally
by the replacement Hˆint(t) −→ Hˆηint(t) = e−η|t| Hˆint(t).
The symmetric version of the adiabatic formula containing
Sη(∞,−∞), which is more convenient for the QED calcu-
lations, was proposed by Sucher [15]. The first application of
the formula (1) to calculations within bound-state QED was
made in [16]. In [16] it was shown how to deal with the
adiabatic exponential factor when evaluating the real part of
corrections to the energy levels Eq. (1) (see also [17]). In
this section, we employ the same methods for evaluating the
imaginary part of Eq. (1), see [18].
For a free atom (or ion) in the state |A〉 interacting with
the photon vacuum |0γ〉 (i.e. |A, 0γ〉 = |A〉|0γ〉 in the ab-
sence of external fields) the complex energy correction con-
tains only diagonal S-matrix elements of even order, since
〈0γ |Sˆ(1)η |0γ〉 = 〈0γ |Sˆ(3)η |0γ〉 = 0 etc. For the separation of
the imaginary part of the energy shift ∆E(2i)A of a given order
2i, it is more convenient to represent Eq. (1) in terms of a
perturbation series of the form (up to terms e4) [17]
∆EA = lim
η→0
iη
[
〈A|Sˆ(2)η |A〉+ (2)(
2〈A|Sˆ(4)η |A〉 − 〈A|Sˆ(2)η |A〉2
)
+ . . .
]
.
For the adiabatic Sˆη matrix the standard expansion in pow-
ers of the interaction constant e was used
Sˆη(∞,−∞) = 1 +
∞∑
i=1
Sˆ(i)η (∞,−∞). (3)
To separate real and imaginary parts of the matrix elements at
any given order of perturbation theory, one can write
〈A|Sˆ(i)η |A〉 = Re〈A|Sˆ(i)η |A〉+ iIm〈A|Sˆ(i)η |A〉. (4)
The only one second-order term describes the pure one-
photon decay width
Im∆E
(2)
A = limη→0
ηRe〈A|Sˆ(2)η |A〉. (5)
Arranging all the terms of fourth order, which describe the
pure two-photon decay width including a part of the radiative
(one-loop) corrections to the one-photon width, one obtains
Im∆E
(4)
A = limη→0
η
[
2Re〈A|Sˆ(4)η |A〉+ (6)∣∣∣〈A|Sˆ(2)η |A〉∣∣∣2 − 2(Re〈A|Sˆ(2)η |A〉)2] ,
where the last two terms result from the expression
〈A|Sˆ(2)η |A〉2.
The total width ΓA of an excited electron state A (spec-
ifying the initial state as |A, 0γ〉 ≡ |A〉) should follow (by
definition) from the imaginary part of the total energy-shift:
ΓA = −2Im∆EA. (7)
Respectively, after expansion of ∆EA (up to order e4) as
ΓA = − lim
η→0
2η
[
Re〈A|Sˆ(2)η |A〉+ 2Re〈A|Sˆ(4)η |A〉 (8)
+
∣∣∣〈A|Sˆ(2)η |A〉∣∣∣2 − 2(Re〈A|Sˆ(2)η |A〉)2] .
As indicated above the adiabatic S-matrix Sˆη arises after
introduction of the adiabatic switching function f(η) = e−η|t|
in the QED interaction Hamiltonian. Assuming that no dy-
namic excitation of the system takes place during switching
on and off the interaction, the adiabatic S-matrix remains uni-
tary [19, 20]. Moreover, all observable quantities calculated
on the basis of adiabatic approach should not depend on the
specific form used for the adiabatic factor after the limiting
process η → 0 has been performed. Therefore, we will apply
the ’optical theorem’ relations, see details in [18]:
−2Re〈A|Sˆ(2)|A〉 =
∑
F 6=A
∣∣∣〈F |Sˆ(1)|A〉∣∣∣2 , (9)
−2Re〈A|Sˆ(4)|A〉 =
∣∣∣〈A|Sˆ(2)|A〉∣∣∣2 + (10)∑
F 6=A
∣∣∣〈F |Sˆ(2)|A〉∣∣∣2 + ∑
F 6=A
2Re〈A|Sˆ(1)|F 〉〈F |Sˆ(3)|A〉.
to the adiabatic formulas (5), (6) and (8).
Then for the excited state A without photons for the pure
one-photon width one can find
Γ
(1)
A = limη→0
η
∑
F 6=A
∣∣∣〈F |Sˆ(1)η |A〉∣∣∣2 (11)
and for the two-photon width
Γ
(2)
A = limη→0
η
2 ∑
F 6=A
∣∣∣〈F |Sˆ(2)η |A〉∣∣∣2 + 4(Re〈A|Sˆ(2)η |A〉)2
 (12)
or, employing Eq. (9),
Γ
(2)
A = limη→0
η
2 ∑
F 6=A
∣∣∣〈F |Sˆ(2)η |A〉∣∣∣2 + (13)
2
∑
2γ
∣∣∣〈A, 2γ |Sˆ(2)η |A〉∣∣∣2 +
∑
F ′ 6=A
∣∣∣〈F ′|Sˆ(1)η |A〉∣∣∣2
2
 .
In Eq. (13) we have to distinguish between the final states
(F ) and (F ′) for two-photon and for the one-photon transi-
tions, respectively. It is important that the term
∣∣∣〈A|Sˆ(2)η |A〉∣∣∣2
has cancelled out in Eq. (12). The last but one term in
(13), corresponding to apparently nonphysical transitionA→
A+ 2γ, but formally present in the sum over F states, will in-
deed cancel out in the final expression. The notation
∑
2γ
means
here the integration over the frequencies of two photons.
3The remaining term up to order e4 containing radiative-
correction effects is
ΓradA = lim
η→0
η
∑
F 6=A
2Re〈A|Sˆ(1)|F 〉〈F |Sˆ(3)|A〉. (14)
In the next section we will evaluate the one-photon and one-
photon plus thermal interaction correction decay widths using
Eqs. (11) and (14).
III. ONE-PHOTON DECAYWIDTH
A. One-photon emission
Evaluation of the decay width Γ(1)A by the formula Eq. (11)
can be performed in a conventional manner. First, we eval-
uate the matrix element 〈A′|Sˆ(1)η |A〉 (〈A′| ≡ 〈A′,~k,~e| ≡
〈A′| 〈~k,~e|) for the emission of the photon with momentum
~k and polarization ~e. The corresponding adiabatic Sη-matrix
element reads
〈A′|Sˆ(1)η |A〉 = −i e
∫
d4xψ¯A′(x)γµA
∗
µ(x)ψA(x)e
−η|t|. (15)
Here ψA(x) = ψA(~r)e−iEAt, ψA(~r) is the solution of the
Dirac equation for the atomic electron,EA is the Dirac energy,
ψ¯A′ = ψ
†
A′γ0 is the Dirac conjugated wave function with ψ
†
A′
being its Hermitian conjugate and γµ = (γ0, ~γ) are the Dirac
matrices and Aµ(x) is the photon wave function (electromag-
netic field potential)
Aµ(x) =
√
2pi
ω
e(λ)µ e
ikµx
µ
. (16)
Here e(λ)µ are the components of the photon polarization 4-
vector, xµ is the space-time 4-vector, kµ is the photon momen-
tum 4-vector with the space vector ~k and photon frequency
ω = |~k|. Using the transversality condition γµe(λ)µ = ~e~α (~e is
a transverse space vector of the photon polarization), the wave
function for the emitted/absorbed real photon takes the form:
~A(x) =
√
2pi
ω
~eei(
~k~r−ωt) ≡
√
2pi
ω
e−iωt ~A(~k,~r). (17)
Now the integration over the time variable in Eq. (15) yields
essentially a representation of the δ-function
∞∫
−∞
dt ei(EA′−EA+ω)t−η|t| =
2η
(ωAA′ − ω)2 + η2 (18)
≡ 2pi δη(ωAA′ − ω),
where lim
η→0
δη(x) = δ(x). As the next step we perform the
integration over the photon frequency. Taking Eq. (18) by
square modulus, multiplying by ω and integrating, we obtain
4η2
∞∫
0
ωdω
[(ωAA′ − ω)2 + η2]2
= (19)
4η2
[
piωAA′
4η3
+
1
2η2
+
ωAA′
2η3
arctg
(
ωAA′
η
)]
.
Having in mind the factor lim
η→0
η we can replace Eq. (19) by
4η2
∞∫
0
ωdω
[(ωAA′ − ω)2 + η2]2
=
2piωAA′
η
. (20)
Multiplying the square modulus of Eq. (15) by the factor
d~ν/(2pi)3 (the phase volume) with the account for (19) and
with the summation over the electron states, lower by energy
than the state A, we arrive at
Γ
(1)
A =
e2
2pi
EA′<EA∑
A′
ωAA′
∑
~e
∫
d~ν
∣∣∣(~α ~A∗)
A′A
∣∣∣2 , (21)
where ~α is the Dirac matrix. In the derivation above the ma-
nipulations with ∆-functions, like in ’normal’ S-matrix for-
malism, are avoided. Multiplying the result by the adiabatic
parameter η in Eq. (11) plays the same role as dividing the
result by the time T : the adiabatic factor η has the dimension-
ality s−1. Note, that in this approach the automatic exclusion
of the transitions to the states higher than A in the summation
over F in Eq. (11) does not occur and we have to refer to the
energy conservation law.
In the nonrelativistic limit and electric dipole approxima-
tion Eq. (21) after the integration over photon emission direc-
tion, summation over photon polarizations, summation over
projections of final states and averaging over projections of
initial state Eq. (21) takes the form
Γ
(1)
A =
EA′<EA∑
A′
WAA′ , (22)
where WAA′ is the partial transition rate
WAA′ =
e2
2lA + 1
∑
mAmA′
4
3
ω3AA′ |〈A′|~r|A〉|2. (23)
Below we will be also interested in BBR-induced one-photon
transition rate which is given by
W indAA′ =
e2
2lA + 1
∑
mAmA′
4
3
ω3AA′ |〈A′|~r|A〉|2nβ(ωAA′), (24)
where nβ(ω) = (eωβ − 1)−1, β = (kBT )−1, kB is the Boltz-
man constant and T is the radiation temperature in kelvin.
B. One-photon emission with vertex correction
Recently, the QED approach at finite temperature has been
used to describe the Feynman diagram corresponding to the
photon exchange between a bound electron and a nucleus
[10, 13]. As a consequence, a thermal interaction potential
was found that corresponds to the Coulomb part of the ther-
mal photon propagator. The lowest-order thermal correction
to the level energies arising from the series expansion of this
potential at room temperature is of the order of accuracy in
modern experiments [21]. Here we consider this thermal cor-
rection to the one-photon emission process. The inclusion of
4FIG. 1. Feynman diagrams representing the thermal correction on
the thermal interaction potential. A wavy line (γ) indicates the pho-
ton emission process, a dashed line (γT ) corresponds to the thermal
Coulomb photon exchange of a bound electron with a nucleus. The
double solid line denotes the bound electron in the nucleus field (the
Furry picture). Notations i and f represent the initial and final states
of a bound electron, respectively, and n corresponds to the interme-
diate state represented in the electron propagator.
thermal interaction in the process of one-photon emission is
schematically depicted by the Feynman graphs in Fig. 1.
The corresponding Sη-matrix element for the graph a) reads
S(3)η,a = (−ie)2iZe
∫
d4x1d
4x2d
4x3ψ¯f (x1)γ
µAµ(x1) (25)
×e−η|t1|S(x1, x2)e−η|t2|γνDβνλ(x2, x3)jλ(x3)ψi(x2),
where Ze is the external charge (nucleus), S(x1, x2) is the
electron propagator and jλ(x) is the external nuclear current
which can be written using the Fourier transform as
jλ(x) =
∫
d4q
(2pi)4
eiqxjλ(q). (26)
The eigenmode decomposition of S(x1, x2) with respect to
one-electron eigenstates is
S(x1, x2) =
i
2pi
∞∫
−∞
dΩ e−iΩ(t1−t2)
∑
n
ψn(~r1)ψ¯n(~r2)
Ω− En(1− i0) , (27)
where summation runs over the entire Dirac spectrum.
The thermal interaction shown by the dashed line in Fig. 1
corresponds to the zero component of the thermal photon
propagator, Dβνλ(x2, x3). In the case of an infinitely heavy
and static external charge (nucleus), it is convenient to use the
contour integral representation found in [10]:
Dβµν(x, x
′) = −4piigµν
∫
C1
d4k
(2pi)4
eik(x−x
′)
k2
nβ(|~k|), (28)
where gµν is the metric tensor, k2 ≡ k20 − |~k|2. Substitution
of Eq. (28) into (25) allows the integration over x3 that leads
to the Fourier transform of the external current j0(x3). Then
S(3)η,a = −iZe3
∫
d4x1d
4x2ψ¯f (x1)γ
µAµ(x1)e
−η|t1| × (29)
S(x1, x2)e
−η|t2|(−4pii)
∫
C1
d4q
(2pi)4
eiqx2
q2
nβ(|~q|)j0(q)ψi(x2).
Employing the static limit to the nuclear current j0(q) =
2piδ(q0)ρ(~q) ≈ 2piδ(q0) (in approximation of point-like nu-
cleus), where δ(q0) is the Dirac δ-function, one can find
S(3)η,a = −4piZe3
∫
d4x1d
4x2ψ¯f (x1)γ
µAµ(x1)e
−η|t1|(30)
×S(x1, x2)e−η|t2|
∫
d3q
(2pi)3
ei~q~r2
~q2
nβ(|~q|)ψi(x2).
It should be noted here that the same expression could imme-
diately be written in the thermal Coulomb gauge, see [10, 13].
The following evaluation corresponds to the integration
over the time variables t1 and t2. Substituting Eq. (27) into
(30) with the use of Eqs. (17) and (18), we arrive at
S(3)η,a = −2iZe3
∫
d3r1d
3r2ψ¯f (~r1)
√
2pi
ω
(~α1 ~A(~k,~r1))×
(31)∑
n
ψn(~r1)ψ¯n(~r2)
∫
d3q
(2pi)3
nβ(|~q|)e
i~q~r2
~q2
ψi(~r2)×
4piη
(Ei − Ef − ω)2 + 4η2
Ef + Ei − 2En + ω + 4iη
(Ei − En + iη)(Ef − En + ω + iη) ,
where the relation ψa(x) = ψa(~r)e−iEat and integration over
the frequency Ω, see Eq.(27), were employed. Repeating all
the calculations above, for the graph b) in Fig. 1 one can find
S
(3)
η,b = −2iZe3
∫
d3r1d
3r2ψ¯f (~r1)
∫
d3q
(2pi)3
nβ(|~k|)×
ei~q~r1
~q2
∑
n
ψn(~r1)ψ¯n(~r2)
√
2pi
ω
(~α2 ~A(~k,~r2))ψi(~r2)× (32)
4piη
(Ei − Ef − ω)2 + 4η2
Ef + Ei − 2En − ω + 4iη
(Ef − En + iη)(Ei − En − ω + iη) .
To determine the radiative correction to the transition prob-
ability, it is also necessary to calculate S(1)η :
S(1)η =
−ie 2η
√
2pi
ω
(Ei − Ef − ω)2 + η2
∫
d3rψ¯f (~r)(~α ~A(~k, ~r))ψi(~r). (33)
Then, according to Eq. (14), the summary contribution is
∆W radif =
26pi2Ze4
ω
d3k
(2pi)3
Re〈i|~α ~A|f〉 × (34)
lim
η→0
η3
((Ei − Ef − ω)2 + η2)((Ei − Ef − ω)2 + 4η2)
×
[∑
n
〈f |~α ~A∗|n〉〈n|V β(~r)|i〉(Ef + Ei − 2En + ω + 4iη)
(Ei − En + iη)(Ef − En + ω + iη)
+
∑
n
〈f |V β(~r)|n〉〈n|~α ~A∗|i〉(Ef + Ei − 2En − ω + 4iη)
(Ef − En + iη)(Ei − En − ω + iη)
]
,
where we used notation Eq. (17) and definition
V β(~r) ≡
∫
d3q
(2pi)3
nβ(|~q|)e
i~q~r
~q2
. (35)
5In Eq. (34) the phase volume of the emitted photon is inserted
also.
Finally, one should integrate over the frequency ω. Usage
d3k = ω2dωd~ν results in
∆W radif =
8Ze4
3
lim
η→0
Re〈i|~α ~A|f〉
[∑
n
〈f |~α ~A∗|n〉〈n|V β(~r)|i〉[−(Ef − Ei)(Ei − En)− 3i(Ef − Ei)η − η2]
(Ei − En + iη)(Ei − En + 2iη)
+
∑
n
〈f |V β(~r)|n〉〈n|~α ~A∗|i〉[−(Ef − Ei)(Ef − En)− 3i(Ef − Ei)η + η2]
(Ef − En + iη)(Ef − En + 2iη)
]
d~ν. (36)
The contributions to the thermal radiative correction, Eq.
(36), can be considered as reducible and irreducible parts. The
first one corresponds to the case of n = i and n = f in the
first and second terms, and the second, irreducible contribu-
tion, is represented by n 6= i and n 6= f , respectively. The
calculations are not difficult, but in the presence of poles in
the energy denominators for the reducible part, one should at
first to use the series expansion over the vanishing energy dif-
ference. Taking into account the limit η → 0 and that the
product of operators in numerators are purely real, the result
reforms to
∆W radif =
8Ze4
3
〈i|~α ~A|f〉
[
ωif
∑′
n
〈f |~α ~A∗|n〉〈n|V β(~r)|i〉
Ei − En
+ωif
∑′
n
〈f |V β(~r)|n〉〈n|~α ~A∗|i〉
Ef − En +
1
2
〈f |~α ~A∗|i〉
×〈i|V β(~r)|i〉 −1
2
〈f |V β(~r)|f〉〈f |~α ~A∗|i〉
]
d~ν, (37)
where ωif ≡ Ei − Ef , the prime of the sum sign means the
absence of corresponding state in the summation over the en-
tire spectrum.
Now we turn to the thermal interaction potential. In [10]
it was found that the matrix element 〈A|V β(~r)|A〉 diverges.
To avoid infrared divergence of this type, a regularization pro-
cedure can be applied, see [10]. However, this procedure is
redundant in this case (without affecting the result). As it
was found in [11, 12] for the thermal self-energy radiative
corrections to one- and two-photon decay rates, all infrared
divergences vanish for the complete set of the same order di-
agrams. For vertex-type corrections, this divergence can also
be singled out explicitly. Integration of V β over angles in mo-
mentum space yields
V β(r) =
1
2pi2
∞∫
0
dq nβ(q)
sin qr
qr
(38)
≈ 1
2pi2
∞∫
0
dq
1− 16q2r2
eβq − 1 .
Here we have used that the Planck distribution function cuts
off the high-frequency range at relevant temperatures and r
is limited by the atomic radius. The first term of Eq. (38)
represents a divergent contribution which, however, turns to
be zero in view of the orthogonality of wave functions in the
irreducible part of Eq. (50). For the reducible contributions
(last two terms in Eq. (50)) divergent part of Eq. (38) cancels
out due to the opposite signs. Thus, there is no divergence in
Eq. (50), and the dominant contribution can be reduced to the
expression:
∆W radif = −
4Ze4ζ(3)
9pi2β3
〈i|~α ~A|f〉 × (39)[
ωif
∑′
n
〈f |~α ~A∗|n〉〈n|r2|i〉
Ei − En + ωif
∑′
n
〈f |r2|n〉〈n|~α ~A∗|i〉
Ef − En
+
1
2
〈f |~α ~A∗|i〉〈i|r2|i〉 − 1
2
〈f |r2|f〉〈f |~α ~A∗|i〉
]
d~ν,
where the second term in Eq. (38) was integrated over q and
ζ is the Riemann zeta function. It is important to note that
the exact cancellation of infrared divergences in the equations
was also found in [11, 12].
For the relativistic calculations the following decomposi-
tion for emission operator can be used [22, 23]
~α ~A∗ =
∑
λLM
[
~e ∗~Y (λ)LM (~ν)
]
a˜
(λ)∗
LM (r), (40)
where L and M is the photon angular momentum and its pro-
jection. Terms with λ = 1 are electric multipoles and terms
with λ = 0 are magnetic multipoles. Then the reduction of
matrix elements can be performed with the use of relation
〈n′l′j′m′|a˜(λ)∗LM |nljm〉 = (−1)j
′−m′ (41)
×
(
j′ L j
−m′ M m
)
(−i)L+λ−1(−1)j′−1/2
×
√
4pi
2L+ 1
[j′, j]1/2
(
j′ L j
1/2 0 −1/2
)
M
(λ,L)
n′n ,
where
M
(1,L)
n′l′nl =
(
L
L+ 1
)1/2 [
(κ′ − κ) I+L+1 (42)
+ (L+ 1)I−L+1
]− (L+ 1
L
)1/2
× [(κ′ − κ) I+L−1 − LI−L−1]
−G [(2L+ 1)JL + (κ′ − κ)
× (I+L+1 − I+L−1)− LI−L−1 + (L+ 1) I−L+1] ,
6M
(0,L)
n′l′nl =
2L+ 1
[L(L+ 1)]
1/2
(κ′ + κ) I+L , (43)
M
(−1,L)
n′l′nl = −GL [(2L+ 1)JL + (κ′ − κ) (44)
× (I+L+1 − I+L−1)− LI−L−1 + (L+ 1) I−L+1] ,
and I±L , JL are the radial integrals
I±L =
∞∫
0
(gn′l′j′fnlj ± fn′l′j′gnlj) jL (ωr) dr, (45)
JL =
∞∫
0
(gn′l′j′gnlj + fn′l′j′fnlj) jL (ωr) dr. (46)
Here gn′l′j′ and fn′l′j′ are the large and small components of
the radial Dirac wave function, κ is the Dirac angular num-
ber, GL is the gauge parameter (the ’length form’ GL =√
(L+ 1)/L is used for the numerical calculations in this pa-
per) and jL is the spherical Bessel function. The matrix ele-
ment of thermal potential can be found with the use of stan-
dard angular algebra
〈n′l′j′m′|r2|nljm〉 = δl′lδj′jδm′m (47)
×
∞∫
0
(gn′l′j′gnlj + fn′l′j′fnlj) r
2dr,
Integration over angles and summation over polarizations
can be performed with the orthogonality condition∑
~e
∫
d~ν
[
~e ∗~Y (λ
′)
L′M ′(~ν)
]∗ [
~e ∗~Y (λ)LM (~ν)
]
= (48)
= δL′LδM ′Mδλ′λ.
Then the total radiative correction to the one-photon transi-
tion, after summation over photon polarization and integration
over photon emission direction with the use of Eq. (48), sum-
mation over the projections of the final state and averaging
over projection of the initial state, is
∆W radif = −
1
2ji + 1
4Ze4ζ(3)
9pi2β3
∑
λLM
∑
mimf
〈i|a˜(λ)LMf〉 × (49)[
ωif
∑′
n
〈f |a˜(λ)∗LM |n〉〈n|r2|i〉
Ei − En + ωif
∑′
n
〈f |r2|n〉〈n|a˜(λ)∗LM |i〉
Ef − En
+
1
2
〈f |a˜(λ)∗LM |i〉〈i|r2|i〉 −
1
2
〈f |r2|f〉〈f |a˜(λ)∗LM |i〉
]
d~ν.
The results of evaluation of thermal correction, Eq. (49), to
2p1/2 → 1s1/2 + γ(E1) and 2p1/2 → 1s1/2 + γ(E1) transi-
tions in H-like ions with different nuclear charge Z are given
in Table I.
TABLE I. Numerical values of electric dipole decay rates Wif and
thermal correction ∆W radif , Eq. (49), for 2p1/2 → 1s1/2 + γ(E1)
(upper line) and 5p1/2 → 1s1/2 + γ(E1) (lower line) transitions in
H-like ions at room temperature. The first column shows the nuclear
charge Z. Calculations are performed within the fully relativistic
approach. All values are given in s−1.
Z Wif ∆W
rad
if , Eq. (49)
1 6.26835× 108 1.463× 10−5
3.43942× 107 2.821× 10−4
2 1.00295× 1010 2.925× 10−5
5.50276× 108 5.642× 10−4
5 3.91828× 1011 7.305× 10−5
2.14864× 1010 1.409× 10−3
10 6.27219× 1012 1.455× 10−4
3.43281× 1011 2.808× 10−3
20 1.00545× 1014 2.859× 10−4
5.46004× 1012 5.533× 10−3
35 9.47919× 1014 4.764× 10−4
5.03405× 1013 9.281× 10−3
50 3.98002× 1015 6.280× 10−4
2.03662× 1014 1.236× 10−2
70 1.55211× 1016 7.419× 10−4
7.32772× 1014 1.486× 10−2
92 4.72597× 1016 7.122× 10−4
1.90889× 1015 1.422× 10−2
From Tables I it follows that the thermal correction Eq. (49) is
much less than the corresponding one-photon electric dipole
transition. Nonetheless, according to the parametric estima-
tion (∼ α6 for the hydrogen atom) it can be compared with
two-photon E1M1 and E1E2 transitions, see [24]. In partic-
ular, the sum of the two-photon transition rates for hydrogen
is WE1M1+E1E22p−1s = 1.627 × 10−5 s−1, while the vertex-type
thermal correction is 1.462 × 10−5 s−1. In turn, for a H-
like ion with Z = 2, the total two-photon transition rate is
WE1M1+E1E22p−1s = 4.164× 10−3 s−1 [24], and the thermal cor-
rection is 2.925 × 10−5 s−1. This tendency persists at high
values of the nuclear charge Z. Notwithstanding, the rise in
temperature should lead to a cubic increase of thermal cor-
rection, which makes it essential for Lyα transitions in light
one-electron ions.
The thermal correction, Eq. (49), calculated for the mag-
netic dipole 2s1/2 → 1s1/2 + γ(M1) transition in different
H-like ions is collected in Table II.
Within the framework of the dipole approximation and the
nonrelativistic limit kr  1, the expression (49) can be sig-
nificantly simplified. In this case, the emission operator ~α ~A,
see Eq. (17), is reduced to (~α~e). Then the summation over
photon polarization with integration over the photon emission
direction, the summation over the projections of the final state,
7TABLE III. Numerical values of the thermal corrections ∆W radif and ∆W
v
if for different one-photon transitions at room temperature (T = 300
K) in the hydrogen atom. The first column shows the considered one-photon transitions. In the second column the natural one-photon transition
rates Wif are calculated within the dipole and nonrelativistic approximations. The third and fourth columns contain vertex-type thermal
correction ∆W radif and ∆W
v
if , respectively. In the fifth column, the total contribution ∆W
total
if = ∆W
rad
if + ∆W
v
if is presented for the
corresponding transitions. All values are in s−1.
Transition Wif , Eq. (23) ∆W radif , Eq. (50) ∆W
v
if , Eq. (53) ∆W
total
if
2p-1s 6.268× 108 1.463× 10−5 2.285× 10−5 3.748× 10−5
3p-1s 1.673× 108 5.562× 10−5 3.394× 10−5 8.956× 10−5
3p-2s 2.246× 107 6.147× 10−6 2.277× 10−5 2.892× 10−5
4p-1s 6.822× 107 1.405× 10−4 4.429× 10−5 1.847× 10−4
4p-2s 9.673× 106 1.595× 10−5 2.937× 10−5 4.532× 10−5
4p-3s 3.067× 106 7.475× 10−6 2.529× 10−5 3.277× 10−5
5p-1s 3.439× 107 2.821× 10−4 5.469× 10−5 3.368× 10−4
5p-2s 4.951× 106 3.536× 10−5 3.506× 10−5 7.042× 10−5
5p-3s 1.639× 106 8.787× 10−6 3.039× 10−5 3.918× 10−5
5p-4s 7.376× 105 7.340× 10−6 2.849× 10−5 3.583× 10−5
TABLE II. Numerical values of the magnetic dipole transition rate
W2s1s and thermal correction ∆W rad2s1s for different H-like ions at
room temperature. Calculations are performed within the fully rela-
tivistic approach. The first column shows the nuclear charge Z. All
values are given in s−1.
Z W2s1s ∆W
rad
2s1s
1 2.4959× 10−6 3.023× 10−16
2 2.5563× 10−3 9.683× 10−15
5 24.4076 9.528× 10−13
10 2.5100× 104 3.131× 10−11
20 2.6149× 107 1.107× 10−9
35 7.3930× 109 2.293× 10−8
50 2.8291× 1011 1.804× 10−7
70 9.5829× 1012 1.418× 10−6
92 1.9241× 1014 8.148× 10−6
and averaging over projection of the initial state, give
∆W radif = −
1
2li + 1
25Ze4ζ(3)
27piβ3
ω2if
∑
mimf
〈i|~r|f〉 (50)
×
[∑′
n
ωfn〈f |~r|n〉〈n|r2|i〉
Ei − En +
∑′
n
ωni〈f |r2|n〉〈n|~r|i〉
Ef − En
+
1
2
〈f |~r|i〉〈i|r2|i〉 −1
2
〈f |r2|f〉〈f |~r|i〉
]
,
where the relation 〈a|~p|b〉 = iωab〈a|~r|b〉 was used. The nu-
merical results of Eq. (50) for various dipole one-photon
i → f transitions in the hydrogen atom at room temperature
are collected in Table III. Evaluation at other temperatures can
be easily obtained by multiplying by the coefficient (T/300)3.
C. Vertex contribution to the transition frequency
As a next step it is necessary to evaluate thermal radiative
corrections of vertex type to the energy levels of final and ini-
tial states and their contribution to the transition rate. This cor-
rection corresponds to the Feynman graph depicted in Fig. 2.
In [10] it was found that the thermal potential V β(r) can
be derived within the framework of the rigorous QED theory.
One of the advantages of the description in [10] is the abil-
ity to introduce thermal gauges in an obvious manner. More-
over, the regularization procedure proposed in [10], which has
eliminated divergences discussed above, led to obtaining the
FIG. 2. Vertex correction to the atomic energy level i. All designa-
tions are the same as in Fig. 1.
thermal Coulomb potential in closed form:
V β(r) =
4
pi
−γ
β
+
i
2r
ln
Γ
(
1 + irβ
)
Γ
(
1− irβ
)
 , (51)
where Γ(z) is the gamma function. At room temperature and
8TABLE IV. Numerical values of energy shifts ∆EβA = 〈A|V β(r)|A〉
for different atomic states A at temperatures T = 300 K (upper
line) and T = 3000 K (lower line) in hydrogen atom. The first
column shows the considered state (nA, lA). In the second column
the energy shift is calculated with approximate potential V β(r) given
by Eqs. (38) and (52). In the third column energy shift is calculated
with potential V β(r) given by Eq. (51). All values are in Hz.
(nA, lA) ∆E
β
nAlA
, Eq. (38) ∆EβnAlA , Eq. (51)
(1,0) −3.36 −3.36
−3.36× 103 −3.35× 103
(2,0) −46.98 −46.98
−4.7× 104 −4.68× 104
(10,0) −2.80× 104 −2.76× 104
−2.80× 107 −1.35× 107
(10,9) −1.29× 104 −1.28× 104
−1.29× 107 −8.50× 106
(20,0) −4.48× 105 −3.68× 105
−4.48× 108 −1.81× 107
(20,19) −1.93× 105 −1.78× 105
−1.93× 108 −1.64× 107
(100,0) −2.80× 108 −1.79× 106
−2.80× 1011 −1.79× 107
(100,99) −1.14× 108 −1.78× 106
−1.14× 1011 −1.79× 107
the low-lying states Eq. (51) could be approximated with suf-
ficient accuracy by the regular term of Eq. (38).
Then, the thermal shift corresponding to the diagram in
Fig. 2 for the hydrogen atom in the nonrelativistic limit and
the point-nucleus approximation, can be found as
∆EβA ≡ 〈A|V β(r)|A〉 = (52)
= −4Ze
2ξ(3)
3piβ3
n2A
2
[5n2A + 1− 3lA(lA + 1)]a20,
where nA is the principal quantum number of the hydrogenic
state A, lA is the corresponding angular momentum, and a0
is the Bohr radius. It is should be noted that at room temper-
ature the correction to the transition energies is on the level
of precise measurement of 2s − 1s transition frequency [25].
Recently lowest order thermal shift corresponding to thermal
potential Eq. (38) was also calculated for low-lying states in
the helium atom, see [13], where this correction was found on
the level of the most precise measurements [26].
This approximation, however, is violated for the Rydberg
states. Numerical comparison of energy shifts ∆EβA =〈A|V β(r)|A〉 for different atomic states A calculated for both
Eqs. (51) and (52) is given in Table IV.
In particular, from Table IV it follows that Eq. (38) is
a good approximation for low-lying states at room tempera-
tures, while for Rydberg states the accuracy and temperature
behavior of Eq. (38) fall out. Thus, the complete form, Eq.
(51), should be used to evaluate the decay rates of highly ex-
cited states.
The energy shift defined by Eq. (52) results in a corre-
sponding correction to the transition frequency and, conse-
quently, to the transition rate. The latter can be written as the
difference between Eq. (23) calculated with the zero-order
transition frequency ωif = Ei − Ef and Eq. (23) calculated
with the corrected transition frequency ω˜if = Ei + ∆E
β
i −
Ef −∆Eβf , see [12, 27]:
∆W vif =
e2
2li + 1
∑
mimf
4
3
(ω3if − ω˜3if )|〈f |~r|i〉|2. (53)
The calculated values of the correction Eq. (53) are col-
lected in Table III. From Table III it is follows that corrections
∆W radif and ∆W
v
if are of the same order.
In addition to the vertex correction to a spontaneous transi-
tion, ∆W vif , the corresponding correction to the induced tran-
sition rate, ∆W v,indif , should be also evaluated. This correc-
tion can be obtained by multiplying Eq. (53) by the factor
nβ(ω) taken at the appropriate frequency. The difference be-
tween induced decay rates, Eq. (24) with the energies of ’zero-
order’ and corrected is given by the expression
∆W v,indif =
e2
2li + 1
∑
mimf
4
3
|〈f |~r|i〉|2 × (54)
[
ω3ifnβ(ωif )− ω˜3ifnβ(ω˜if )
]
.
Numerical results for the spontaneous, induced transition
rates and corrections ∆W vif and ∆W
v,ind
if are given in Ta-
ble V. This combination makes it possible to visually assess
the contribution of the vertex-type thermal corrections to the
decay rates. It should be noted that the closed-form of the
thermal potential Eq. (51) was used to estimate the correc-
tions Eqs. (53) and (54) to the decay rates of highly excited
states.
IV. DISCUSSION AND CONCLUSIONS
In the recent decades, photon emission processes have be-
come of high interest in fundamental investigations on field
theories, astrophysics, laboratory experiments, constructing
of atomic clocks [2, 12, 28–31]. The one-photon transitions
play a special role in experiments pursuing the goal of pre-
cision determination of the fundamental physical constants
[32], and forbidden (magnetic dipole) one-photon transitions
9TABLE V. Transition rates and thermal corrections at T = 300 K to one-photon electric dipole transitions between highly excited states due
to the thermal energy shift, see Eqs. (53), (54). All values are given in s−1.
ni, li nf , lf Wif ∆W
ind
if ∆W
v
if ∆W
v,ind
if
(10, 9) (9, 8) 1.320× 104 5.419× 103 2.190× 10−5 3.772× 10−6
(50, 1) (49, 0) 2.682 3.077× 102 6.780× 10−6 5.173× 10−4
(50, 49) (49, 48) 7.137× 10−1 81.861 3.406× 10−6 2.599× 10−4
(70, 1) (69, 0) 4.840× 10−1 1.541× 102 −5.779× 10−6 −1.226× 10−3
(70, 69) (69, 68) 9.369× 10−2 29.830 1.633× 10−6 3.464× 10−4
(100, 1) (99, 0) 7.953× 10−2 74.387 3.917× 10−4 2.444× 10−1
(100, 99) (99, 98) 1.093× 10−2 10.221 −1.972× 10−7 −1.229× 10−4
have found their application in atomic clocks, see, for exam-
ple, [33]. To increase accuracy in all such experiments, the
influence of the thermal environment should be taken into ac-
count.
The most known phenomenon that affects the transition
rate, is the blackbody radiation induced decays [5, 34]. Ba-
sically, BBR-induced transitions are calculated in the frame-
work of the quantum mechanical approach, while, as was re-
cently shown in [35], the application of the QED theory is
more appropriate for detecting obscure effects arising in emis-
sion processes (an accurate accounting for the finite lifetimes
of the excited states, for example). The QED approach al-
lows the revealing the thermal effects which correspond to
the known Feynman graphs with the replacement of the or-
dinary photon propagator by the thermal one [10]. For exam-
ple, it has recently been shown that thermal self-energy radia-
tive corrections to spontaneous one- and two-photon transition
rates in the hydrogen atom, evaluated within the framework of
rigorous QED theory at finite temperature [12, 36], are of par-
ticular importance in this field.
In particular, it was demonstrated in [12] that the thermal
radiative corrections to the spontaneous Lyα decay rate can
dominate over an ordinary induced transition rate up to tem-
peratures T < 6000 K. As a result of calculations in [12],
a contribution 2.4210 × 10−3 s−1 at room temperature was
found. From Table III it follows that the total vertex-type
thermal correction to the Lyα decay rate is 3.748 × 10−5. At
other temperatures the total thermal correction for low-lying
states could be easily obtained by the multiplying by the fac-
tor (T/300)3. As a consequence, the vertex-type thermal cor-
rection reaches the value 3.748 × 10−2 s−1 at T = 3000 K
and 1.388 s−1 at 104 K for the Lyα transition in the hydrogen
atom, while the thermal self-energy correction found in [12]
is 2.911× 10−1 s−1 and 3.35× 10−1 s−1, respectively. Thus,
we can conclude that vertex-type thermal correction can also
exceed the induced transition rates for certain transitions and,
therefore, is important in the astrophysical context.
Thermal corrections of the vertex type can also be com-
pared with the two-photon E1E2 and E1M1 transitions [24].
For the hydrogen atom and the Lyα transition probability, the
total contribution of these corrections exceeds the aggregated
contribution of the corresponding two-photon transitions. On
the other hand, calculations for H-like ions show that with in-
creasing nuclear chargeZ, the vertex-type corrections become
less important and even negligible for high Z, see Table I. The
same conclusion follows for the thermal corrections to the for-
bidden M1 transitions collected in Table II. However, the most
interesting results arise for transitions between highly excited
(Rydberg) states.
The relatively long lifetimes of Rydberg states make them
suitable candidates for the implementation of quantum com-
puters [37–39]. Thus, studying the accompanying effects can
be important for their development. In particular, from Ta-
ble V it follows that the vertex-type correction has the great-
est effect on highly excited states. This conclusion seems ob-
vious in conjunction with the result Eq. (52), which shows
an increase in thermal correction with the principal quantum
number of the excited state. However, the results of numer-
ical calculations of the thermal correction Eq. (52), listed in
Table IV, demonstrate the need to use the potential as a whole
(without the series expansion over small parameter r/β) for
highly excited states. Moreover, the numerical calculations of
contributions corresponding to Fig. 1 are nontrivial for such
states within the B-splines method used in this work. The
problem arises due to the summation over the entire spectrum
and extremely large basis set for the qualitative approximation
of final, initial, and intermediate states. Over methods such as
Coulomb Green functions will also face this problem.
The total thermal corrections to the transition rate should
also include radiative self-energy corrections considered in
[12], which have double summation and more complicated
analytical form in respect to Eq. (49). Thus, the calcula-
tions of thermal corrections to the decay rates of highly ex-
cited states represent a separate task requiring the application
of special methodology. However, the vertex-type correction
to the transition rate arising due to the thermal shift of en-
ergy levels has a simpler representation, see Eqs. (53), (54),
in the nonrelativistic limit. The corresponding contribution is
the same order as the correction to wave function given by
Fig. 2. Therefore, the vertex-type thermal correction to the
transition rates between Rydberg states can be roughly esti-
mated via the corrections given by the expressions (53) and
(54). The results of numerical calculations of Eqs. (53), (54)
at room temperature are listed in Table V. From Table V it
follows that thermal corrections Eq. (53) are at the level of a
few percent to the spontaneous transition rate for states with
high angular momenta in the hydrogen atom. Although, the
probability of stimulated transitions remains dominant.
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Recently in [40] it was suggested that precise measure-
ments of particular transitions and its comparison with the-
oretical calculations could give rise in a prediction of pos-
sible new bosons (axions) beyond the standard model. It
is suggested that these particles interact with ordinary mat-
ter through some potential. Different models of this poten-
tial and corresponding corrections to the atomic energy levels
were discussed in the literature during the last decade [41–43].
However, for the theoretical predictions, the proper account of
thermal shifts to energy levels is needed. In [40] the analysis
of such shifts was restricted by the BBR-induced Stark ef-
fect. In the present paper, it is demonstrated that, along with
the BBR-induced Stark contribution, the vertex-type correc-
tion to the energy levels and transition rates determined by the
thermal potential V β(r) should also be taken into account for
future constraints on ’new physics’.
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