A new resampling approach for simulating bootstrapped samples of fuzzy numbers is proposed. The secondary samples consist of fuzzy numbers which preserve the canonical representation (i.e., the value and ambiguity) of fuzzy numbers belonging to the primary sample, although may differ from the initial ones. This way the resulting bootstrap distribution has a richer support than obtained with the conventional method. Numerical experiments concerning two statistical tests for the expected value of a fuzzy random variable illustrate the suggested VAbootstrap method and some of its properties.
Introduction
The bootstrap, developed by Efron [7] , is a popular resampling statistical technique for assessing uncertainty. Primary, it might be applied for estimating standard errors and computing confidence intervals. Generally, it appears extremely useful for estimating the distribution of a statistic of interest without using normal theory or any other parametric approach. Therefore, bootstrap methods become more and more popular in situations where inference involves complex procedures for which no theoretical results are available or remain questionable for the sample sizes met in practice.
A situation sketched above is typical in fuzzy modeling and statistical inference based on imprecise data expressed with fuzzy numbers. There, in most cases, the underlying distribution of the analysed phenomena remains unknown. Hence, in fuzzy context the bootstrap appears as not only helpful but sometimes even the onliest tool that enables to conduct any statistical reasoning. In particular, the bootstrapped version of statistical tests for fuzzy data were considered, e.g., by Colubi et al. [3] , Gil et al. [8] , González-Rodríguez et al. [9, 10] , Grzegorzewski and Ramos-Guajardo [12] , Montenegro et al. [17] and Ramos-Guajardo and Lubiano [20] . Some other examples on the bootstrap application in fuzzy modeling of the real-life problems, like fuzzy rating in questionnaires [16] , quality control in cheese manufacturing [19] or fuzzy nonparametric Shewhart's control chart construction [23] are worth mentioning too.
The classical bootstrap, in brief, involves drawing random samples with replacement from the initial sample of the experiment outcomes. As it is known, such bootstrap approach has an important disadvantage: it generates only such values which belong to the input (primary) sample. Consequently, nearly every bootstrap sample contains repeated values. Moreover, if the original sample size is small, all bootstrap samples consist of only few distinct values. It might be quite strange especially if the unknown original distribution is continuous. To overcome this inconvenience some modifications and improvements of the standard Efron's idea were proposed, like the balanced bootstrap by Davison et al. [4] or Graham et al. [11] or various kinds of the so-called smoothed bootstrap discussed, e.g., by Silverman and Young [22] , Hall et al. [13] or De Angelis and Young [5] .
The problem of excessive repetitions in bootstrap samples is also recognized as an unwanted situation in modeling complex phenomena with imprecise data. To increase the diversity of simulated results Romaniuk and Hryniewicz [21] proposed two resampling methods in which new triangular fuzzy numbers are generated from the primary sample by adding some incremental spreads for α-cuts.
In this paper we propose a completely new resampling procedure based on the canonical representation of fuzzy numbers. The key idea is to generate trian-gular or trapezoidal fuzzy numbers having the same canonical representation, i.e., the same value and the same ambiguity, as fuzzy observations in the primary sample. This way we may avoid any repetitions in the bootstrap sample since it consists of fuzzy numbers that can differ from the original observations. On the other hand they cannot differ too much since the main characteristics of the initial data are preserved. Indeed, by fixing the value and ambiguity of each original observation we determine its location and spread. Thus, although a membership function of the generated fuzzy number may differ a little bit from the membership function of the initial observation, the main information delivered by both fuzzy numbers is close.
Although one may ask why we restrict our attention to triangular and trapezoidal fuzzy numbers only, the reason is straightforward. As it has been noticed by many researchers the trapezoidal or triangular fuzzy numbers are most common in current applications mainly because they are easy to handle and have a natural interpretation. As noted by Trillas: "the problems that arise with vague predicates are less concerned with precision and are more of a qualitative type; thus they are generally written as linearly as possible. Normally it is sufficient to use a trapezoidal representation, as it makes it possible to define them with no more than four parameters" (see [14] ). Moreover, even if the original data set consists of fuzzy numbers which are neither triangular nor trapezoidal, one may easily approximate them by such fuzzy numbers. In particular, an approximation algorithm which preserves the value and ambiguity of the original fuzzy number is given in [1] , while the broad collection of approximation algorithms satisfying various requirements can be found in [2] . This paper is organized as follows. In Sec. 2 basic definitions and concepts related to fuzzy numbers and their representation is recalled. Next, the proposed resampling procedure for triangular and trapezoidal fuzzy numbers is described in Sec. 3 and Sec. 4, respectively. In both cases we provide the resampling algorithms that could be applied directly by the users. Finally, in Sec. 5 we deliver a few results of the simulation study performed to evaluate some properties of the suggested method. In particular, we compare the empirical size and the power of two tests equipped with the standard bootstrap procedure and our flexible bootstrap algorithm.
Fuzzy data
A fuzzy number A is a fuzzy set in R which is normal, fuzzy-convex, has upper semicontinuous membership function A(x) and bounded support. A family of all fuzzy numbers will be denoted by F(R). An α-cut of a fuzzy number A, where α ∈ [0, 1], is defined by
where cl stands for the closure operator. It is easily seen that the α-cut A(α) of a fuzzy number A is a closed interval
The most often used fuzzy numbers are trapezoidal fuzzy numbers with membership functions of the form
where a 1 , a 2 , a 3 , a 4 ∈ R such that a 1 a 2 a 3 a 4 . If a 2 = a 3 then A is said to be a triangular fuzzy number.
Often, instead of declaring two points a 1 and a 4 describing the support of A and next two points for its core, i.e., a 2 and a 3 , it is more convenient to use another parametrization through its location and a spread of its arm. Namely, let us define the following parameters
One can easily identify c and s as the center and the half of the core, respectively, while l and r stand for the spread of the left and right arm of the membership function A(x), respectively. Obviously, c ∈ R, while s, l, r 0. Using this notation a trapezoidal fuzzy number A would be denoted as A(c, s; l, r). Similarly, A(c; l, r) stands for a triangular fuzzy number (since then s = 0).
To simplify the representation of fuzzy numbers Delgado et al. [6] suggested two parameters value and ambiguity which represent some basic features of fuzzy numbers and hence they were called the canonical representation of fuzzy numbers.
A location of a fuzzy number A is characterized by its value defined as follows
whereas the ambiguity of A, given by
is a measure of the global spread (or vagueness) of a fuzzy number A.
Since a value and ambiguity represent basic features of a fuzzy number, therefore two fuzzy numbers with the same ambiguity and value might be considered as similar (sometimes they are even treated as "almost equal", see [6] ).
One can easily find that the value and ambiguity of a trapezoidal fuzzy number A(c, s; l, r) are given as follows
Obviously, if A(c; l, r) is a triangular fuzzy number, then its value is still given by (5), while its ambiguity reduces to
For more details on fuzzy numbers, their types, characteristics and approximations we refer the reader to [2] .
Triangular observations
Let X 1 , . . . , X n denote a fuzzy random sample which realization is given by the triangular fuzzy numbers
In the following, this sample will be called the primary (initial) sample. Let us compute a value and ambiguity of each observation. This way we obtain a set of pairs (Val( x 1 ), Amb( x 1 )), . . . , (Val( x n ), Amb( x n )), (8) where the corresponding values and ambiguities are calculated from (5) and (7), respectively.
The main idea of the proposed bootstrap technique is to generate randomly fuzzy observations from the set (8) . Obviously, although the value and ambiguity characterize nicely a fuzzy number, they do not identify it completely. Of course, this imposes some restrictions, but we have still some room for the choice of the particular membership function. Let us consider how it works.
Given (Val * , Amb * ) as an output of a random choice from (8), by (5) and (7) we obtain
moreover, by the definition, r, l 0. Some immediate transformations yield in
and hence, by r, l 0, we obtain
Now we are able to formulate the desired bootstrap algorithm. Keeping in mind (9) and (10), we obtain
. . , n, compute the value Val( x i ) and ambiguity Amb( x i ) for each observation i = 1, . . . , n.
2) Let j := 1.
3) Generate randomly (with equal probabilities) a pair
Thus, following Algorithm 1 we receive the bootstrap sample of fuzzy triangular numbers x * 1 , . . . , x * n , where
Example 1. Suppose that x = (6; 1, 2) is the randomly chosen observation from the initial sample. For this fuzzy number we have Val( x) = 6 1 6 and Amb( x) = 1 2 . Then, according to step 4 of Algorithm 1, the core c * of the new bootstraped fuzzy number is randomly generated from the uniform distribution on the interval 5 2 3 , 6 2 3 . If, e.g., c * = 6 1 3 is selected, then by (9) we obtain l * = 2 and r * = 1, so the resulting fuzzy number is x * = 6 1 3 ; 2, 1 . One may conclude immediately that although x * = x, both fuzzy numbers have identical global location and spread, i.e. Val( x * ) = 6 1 6 = Val( x) and Amb( x * ) = 1 2 = Amb( x).
Trapezoidal observations
Now suppose that the realization of a fuzzy random sample (i.e. the initial sample) X 1 , . . . , X n is given by the trapezoidal fuzzy numbers x 1 , . . . , x n ∈ F(R), where x i = x i (c i , s i ; l i , r i ), i = 1, . . . , n.
As in Section 3 we compute the value and ambiguity of each observation and obtain the set of pairs (Val( x 1 ), Amb( x 1 )), . . . , (Val( x n ), Amb( x n )), where the corresponding values and ambiguities are calculated from (5) and (6), respectively. Then, similarly as in the case of triangular data, we take randomly one pair and denote it by (Val * , Amb * ).
Given (Val * , Amb * ), by (5) and (6) we have
where s, r, l 0, which is equivalent to
Since r, l 0, we obtain
where s 0. However, since the upper bound of (12) has to be not smaller than its lower bound, we obtain additionally that 0 s Amb * .
Summing up the forementioned considerations and (11), (12) and (13), we obtain the following bootstrap algorithm for trapezoidal fuzzy data Algorithm 2.
1) Given a fuzzy sample x 1 , . . . , x n ∈ F(R), where x i = x i (c i , s i ; l i , r i ), i = 1, . . . , n, compute the value (Val( x i ) and ambiguity Amb( x i ) for each observation i = 1, . . . , n.
3) Generate randomly (with equal probabilities) a pair (Val * j , Amb * j ) from (Val( x 1 ), Amb( x 1 )), . . . , (Val( x n ), Amb( x n )). 4) Generate a random value s * j from the uniform distribution on the interval 0, Amb * j .
5)
Generate a random value c * j from the uniform distribution on the interval Val *
8) Let j := j + 1.
9)
If j < n go to step 3.
As the output of Algorithm 2 we receive the bootstrap sample of fuzzy trapezoidal numbers x * 1 , . . . , x * n , where
Example 2. Let x = (6, 1; 2, 3) be an observation chosen randomly from the initial sample. For this fuzzy number we have Val( x) = 6 1 6 and Amb( x) = 1 5 6 . Then, according to step 4 of Algorithm 2 we generate a random value s * from the uniform distribution on the interval 0, 1 5 6 . If, e.g., s * = 1 is selected, then in compliance with step 5, the value c * is randomly chosen from the uniform distribution on the interval 5 1 3 , 7 . Suppose, that we have obtained c * = 6 2 3 . Hence, by (11) we compute l * = 4 and r * = 1 and we finally obtain the new fuzzy number x * = (6 2 3 , 1; 4, 2). Obviously, x * = x, however their fundamental characteristics are identical, i.e. Val( x * ) = 6 1 6 = Val( x) and Amb( x * ) = 1 5 6 = Amb( x).
Simulation study
Nowadays, statistical tests for fuzzy sample attract attention of many researches (see, e.g., [8, 10, 12, 15, 17, 20] ). Most of these tests utilize bootstrap methods to determine a null distribution under study. This is the reason that we also examine our new bootstrap methods suggested in Sec. 3 and Sec. 4 with two tests for the expected value. The first one is a bootstrapped version of the Körner test [15] , while the second one is developed by Montenegro et al. [10, 17] . From now on, they will be denoted as the K-test and the M-test, respectively. Both tests were designed to verify a hypothesis on the expected value E X of a random fuzzy variable, i.e.
where E X corresponds to the Aumman type mean of the fuzzy random variable X(α) (see, [18] ), and v ∈ F(R) is a fixed fuzzy number considered further on as the true population mean.
Because of the limited space in this contribution we restrict our attention to triangular fuzzy numbers and, consequently, to the resampling method developed in Sec. 3 (further on denoted as VA-method). To be more specific, we consider three types of triangular fuzzy numbers to model the primary fuzzy random sample X 1 , . . . , X n . The first type (say, type A) is given by fuzzy numbers X i (c i ; l i , r i ) with centres (i.e., parameter c i ) randomly generated from the standard normal distribution N(0, 1) and spreads (i.e., l i and r i ) also randomly generated from the chi-square distribution with one degree of freedom χ 2 (1). All random variables mentioned above are independent. A sample of the second type (say, type B) is generated as fuzzy numbers X i (c i ; l i , r i ) with centres c i from the standard normal distribution N(0, 1) and asymmetrical spreads, i.e., l i drawn from the exponential distribution Exp(2) with parameter 2 and r i drawn from the exponential distribution Exp(4) with parameter 4. Fuzzy numbers of the third kind (type C) have centers generated from the standard normal distribution N(0, 1), but both spreads are independently drawn from the uniform distribution U([0, 0.4]). Similar types of fuzzy numbers were considered in various studies, see [3, 15, 21] .
For each type of fuzzy numbers, initial random samples of size n are used as input sets for the K-test and M-test. To compare various starting parameters we consider n = 5, 10, 30, 100 corresponding to small and medium sample sizes. Then, each test is performed with the help of the classical bootstrap and the proposed VA-method. In both cases we consider several numbers b of the generated bootstrapped samples (namely, b = 100, 200, 1000), which consist of n elements, to investigate a possible influence of b on the final results. In each experiment the whole resampling procedure is iterated 100000 times (see, e.g., [8, 10, 17, 20, 21] for more details concerning the similar comparisons). As the essential benchmark we use the empirical size of the testα (i.e., the estimated percentage of the true null hypothesis rejections) and its relation to the nominal significance level α. In our experiments we set the standard value α = 0.05. Results given in Tables 1-6 show that both the classical approach (denoted by "Boot.") and the suggested VA resampling procedure are very close to each other. It seems that the empirical sizes of the testα converge to the same limits as the initial sample n and the number of the bootstrap replications b increase. To ease noting the existing differences, thoseα, which are closer to the nominal significance level α = 0.05, are given in boldface. For example, if n = 5, b = 100 andα = 0.16024, as in Table 1 , then the true null hypothesis was rejected in 16% of the cases (on average) for the small primary sample (with 5 elements) and 100 replications of the bootstrapped sample. Going into details, when discussing the K-test (Tables  1-3) , it seems that the VA-method dominates the classical bootstrap for type B fuzzy numbers. In the case of type A fuzzy numbers, the advantage of the VAmethod appears only for small sample sizes. For type C fuzzy numbers situation is not completely clear, but it seems that the behavior of the VA-method improves and prevail the classical approach as the number of the bootstrap repetitions b increases.
In the case of the M-test (see Tables 4-6) , the general comparison of the classical bootstrap and the VAmethod shows that there is also no apparent winner: for small sample sizes sometimes the VA-method is better, otherwise the classical approach dominates. When we compare the situation under different number of bootstrap repetitions no obvious conclusion imposes.
Next step of the numerical experiment was the power study of the K-test and the M-test equipped with both the classical bootstrap or the VA-method. Because the null and the alternative hypotheses (14) in these tests concern the strict equality or inequality for a fuzzy number, the respective procedure has to be ap- plied. To examine the power of the both tests, we estimated the number of rejections under increasing shift ∈ R of realizations of the initial fuzzy sample, when = 0.25, 0.5, 0.75. We observed the behaviour of the procedures under study using the same values of parameters b and n as before. Because of lack of space we present to the reader the experimental results corresponding to fuzzy numbers of type C only (see Tables 7-8 ). Table 7 : K-test power analysis for triangular numbers of type C.
The differences between the bootstrap procedures are hardly discernible especially for the K-test, where it is difficult to designate the real winner. It can be seen also in Figure 1 , where the percentages of rejections are shown for some range of smaller values of the shift (i.e., ∈ [0.05, 0.25]) and n = 5, b = 100. The situation is slightly more clear in the case of the M-test. As it is seen in Table 8 and in Figure 2 , the VA-method gives the higher percentages of rejections especially for the smallest sample size n, i.e., n = 5. 
Conclusions
A flexible bootstrap approach for triangular and trapezoidal fuzzy numbers was proposed. Contrary to the classical Efron's method, our new algorithm generates values which are not necessary repetitions of the observations from the primary sample and are more diversified in some way. However, the resulting fuzzy numbers from the bootstrap samples preserve two important characteristics of the initial observations related to their canonical representation, i.e., the values and ambiguities of the original fuzzy data. Actually, there is no need to assume that the original sample consists of triangular or trapezoidal fuzzy numbers only. A declaration of a fuzzy number type is required just for generating bootstrap samples.
The paper implies two resampling algorithms ready for a direct use by the practitioners. The proposed methodology was also compared with the classical bootstrap via simulation study focused on two statistical tests. The initial results show that our new VAmethod exhibits some promising properties and application potential, especially in the case of the small primary sample sizes and the K-test (for the true null hypothesis) or the M-test (when the power study is taken into account). Hence, more extended study would be still desirable. Moreover, further studies should go beyond hypothesis testing to examine the suggested approach in other fields od statistical inference. It seems also that the general idea of generating bootstrap samples which preserve some other characteristics of fuzzy numbers may lead to alternative flexible resampling procedures and it is worth a further study.
