This paper studies the initial-boundary-value problem (IBVP) of a nonlinear Schrödinger equation posed on a strip domain R × [0, 1] with non-homogeneous Dirichlet boundary conditions. For
Introduction
In this paper, we focus on the initial-boundary-value problem (IBVP) of a nonlinear Schrödinger (NLS) equation on a strip domain R × [0, 1],      iu t + u xx + u yy + λ|u| p−2 u = 0 , (x, y, t) ∈ R × (0, 1) × R , u(x, y, 0) = ϕ(x, y) , (x, y) ∈ R × [0, 1] , u(x, 0, t) = h 1 (x, t) , u(x, 1, t) = h 2 (x, t) , (x, t) ∈ R × R , (1.1) where λ ∈ R and p ≥ 3 is a constant (although our attention will focus on the case of p ≥ 3, many of the results in this paper are valid for p > 2).
During last 40 years, the NLS equations have been used as model equations to many physical applications and become an essential part in the field of physics, mechanics and mathematics whose solutions describe the wave propagation spreading out in space as they evolve in time. Here, we mainly consider the mathematical perspective of the IBVP (1.1) and concentrate on the well-posedness of (1.1) in the Sobolev space H s (R × (0, 1)).
The mathematical study of NLS equations was first accomplished for a pure initial value problem (IVP), i.e., for (x, y) ∈ R 2 iu t + u xx + u yy + λ|u| p−2 u = 0, u(x, y, 0) = ϕ(x, y), (x, y) ∈ R 2 , t ∈ R , (1.2) where (x, y) can be replaced by x ∈ R n or x ∈ T n with T n an n-dimensional torus. Numerous new ideas, methods and mathematical tools for studying the IVPs of the NLS equations have been developed and the most of literatures on this subject have been concerned with the basic well-posedness question, i.e., the existence, uniqueness, and continuous dependence of solutions with respect to the initial data in the corresponding Sobolev spaces. In particular, significant progress has been made recently for the well-posedness of the problem with low regularity of solutions, which was pioneered by Bourgain [7, 8] for his study on the NLS equations in periodic domains. He developed a method with harmonic analysis analogous to Strichartz's estimates for studying this problem and obtained its global well-posedness [8] . The research for the IVPs in other domains with some periodic (in spatial variables) structures can be found in [9, 26, 27, 39] and the references therein. In particular, Takaoka and Tzvetkov [39] studied a two-dimensional IBVP for the solution with (x, y) ∈ R × T and proved that the equation i∂ t u + u xx + u yy + |u| p−2 u = 0 , u(x, y, 0) = ϕ(x, y)
is globally well-posed for 2 < p < 4 on R × T with ϕ ∈ L 2 (R × T) and is globally well-posed for p = 4 with ϕ L 2 (R×T) sufficiently small. A very small sample of other excellent papers on the IVPs of NLS equations can be found in [10, 18, 19, 20, 22, 24, 30, 31, 32, 42] and the references therein, where the methods of nonlinear functional analysis and harmonic analysis have been used and Strichartz's estimate (see [38] ) plays an important role in the study. The book by Cazenave [18] is a terrific reference into the literatures on this subject. In contrast to the IVPs of the NLS equations, a less extent of progress to the study of the IBVP (1.1) with non-homogeneous boundary conditions was made in a number of literatures (e.g., see [2, 3, 11, 12, 13, 14, 15, 16, 17, 25, 28, 36, 37, 40, 41, 43] and the references therein), using the method of nonlinear functional analysis (harmonic analysis). The well-posedness of one-dimensional IBVP (1.1) over a finite interval [0, L] with solutions in C([0, T ]; H s [0, L]) for s ≥ 0 has been addressed in [4] using boundary integral operator method. It showed that iu t + u xx + λ|u| p−2 u = 0 , u(x, 0) = ϕ(x) , u(0, t) = h 1 (t) , u(L, t) = h 2 (t) (1.3)
is globally well-posed when ϕ ∈ H s and h 1 and h 2 are both in H In this paper, we study the IBVP (1.1) for its local and global well-posedness in H s (R × [0, 1]) for s ≥ 0 with appropriate initial and boundary conditions by applying the similar strategy and method in [4, 36] and try to level the results up to those for the IBVP (1.3). In order to have the solution of (1.1) in the space C([0, T ]; H s (R × [0, 1])) with s ≥ 0, the initial value ϕ(x, y) is chosen in H s (R × [0, 1]), but the choice of the function spaces for the boundary data h(x, t) needs some discussion. If we let " w stand for the Fourier transform of w(x, t) with respect to both t and x, it has been shown from the initial value problem (1.2) in [36] that the optimal space for the boundary data h(x, t) is
whereĥ is the Fourier transform of h with respect to t and x. Here, we may use a slightly more restrictive space
for h 1 and h 2 in (1.1) if they are extended to R 2 . However, as discussed in [4] , for the NLS equations posed in a finite domain, one can show that it is necessary to impose more regularity conditions on h(x, t) with respect to t in order for the solutions to be in C([0, T ]; H s ). Based upon the function space used in [4] , we let
with w H s (R) = (1 + |λ| + |ξ|)
, and assume that h 1 (x, t) and h 2 (x, t) belong to the space (iii) If 0 ≤ s ≤ 1 is given, the condition (1.4) can be removed, and therefore the well-posedness is unconditional.
(iv) (1.1) is globally well-posed in H 1 (R × [0, 1]) for ϕ ∈ H 1 (R × [0, 1]) and
if either p ≥ 3 for λ < 0 or p = 3 for λ > 0.
The following remarks give some expansion about the statement of the theorem.
Here, we note that for 0 ≤ s ≤ 1, the local well-posedness result presented in part (i) of the theorem is conditional since (1.4) is required to ensure the uniqueness. However, we can remove the condition and the corresponding well-posedness is called unconditional. By [6] , Theorem 1.4 shows that the solution obtained is a mild solution defined in Definition 1.2.
To consider the local well-posedness for (1.1), we use the methods introduced in [4] for studying the IBVPs of one-dimensional NLS equations posed on a finite interval and in [8, 39] for the study of the NLS equations over a mixed region with torus. First, the IBVP (1.1) is decomposed into three parts (see [36] u(x, 0, t) = h 1 (x, t) , u(x, 1, t) = h 2 (x, t) .
(1.6)
We apply the Fourier series to the linear equation with respect to y to explicitly formulate the solution in terms of the boundary data h j , j = 1, 2, called the boundary integral operator,
For the Strichartz's estimates of the operator, we apply the work in [8] and [39] and show that for any given s ≥ 0, T > 0 and
for any r ∈ [2, 4] . The basic plot of the proof for the remaining arguments, especially local wellposedness, is to derive an equivalent integral equation for the NLS equation by semi-group theory and perform Banach fixed point argument to obtain the existence and uniqueness of the solution to (1.1). The continuous dependence then follows from the property of the contraction. As a part of the argument, the global well-posedness in H 1 (R × [0, 1]) is also achieved by using the energy estimates and corresponding a-priori estimates from some conserved quantities.
Some notations are adopted in the context. For two real-valued terms A and B, write: (a) A B if there is a positive constant c so that A = cB; (b) A ∼ B if there exist two independent positive numbers c 1 and c 2 so that c 1 A ≤ B ≤ c 2 A; (c) A B (or A B) if there is a positive constant c such that A ≤ cB (or A ≥ cB).
The paper is organized as follows. Section 2 gives the formulation of the problem and the representations of solution operators. Section 3 deals with various estimates for the solution operators. The local well-posedness of the IBVP is proved in Section 4. The global well-posedness of (1.1) is provided in Section 5.
Formulation of the problem and representations of solutions
In this section, we apply Fourier series and Fourier transforms for the solution of the IBVP and give an integral representation of the solution for this problem.
Write (1.1) as
where f (x, y, t) = λ|u(x, y, t)| p−2 u(x, y, t) for p ≥ 3 and (x, y, t) ∈ R × (0, 1) × (0, T ). The solution formula of (2.1) is derived as follows. It is known that for any g(y) ∈ L 2 (0, 1), the eigenfunctions sin(nπy), n = 1, 2, . . . of the following Sturm-Liouville problem form a basis in L 2 (0, 1),
which implies that g(y) = (1/2) ∞ n=1 g n sin(nπy) with g n = 1 0 g(y) sin(nπy) as the Fourier coefficient of g. Now, we multiply the equation in (2.1) by sin(nπy) and integrate the resulting equation from 0 to 1 together with integration by parts twice with respect to y, which yield the following equation for U (x, t, n) = 1 0 u(x, y, t) sin(nπy)dy (note that u(x, y, t) = (1/2) ∞ n=1 U (x, t, n) sin(nπy)),
is the Fourier transform of U with respect to x, thenÛ satisfies
Note that the above equation is a first-order nonhomogeneous ordinary differential equation ofÛ with respect to t. After solving the equation forÛ and performing inverse Fourier transform with respect to ξ, it is straightforward to derive the following integral equation equivalent to (2.1),
where W 0 (t), W b (x, y, t) and Φ 0,f (x, y, t) are given in the following propositions.
Proposition 2.1.
where C n (ξ) = 2 1 0 " ϕ x (ξ, y) sin(nπy) dy and
Here, " ϕ x denotes the Fourier transform of function ϕ with respect to x.
It can be shown that W 0 (t)ϕ(x, y) is an odd function in y if ϕ is oddly extended to [−1, 0]. Also, it is interesting to note that W 0 (t)ϕ solves (2.1) with f = h 1 = h 2 = 0 and can considered as a C 0 -semigroup generated by i∆ (see [39] ). However, the derivation of (2.2) is independent of any information or conditions used in semigroup theory. Proposition 2.2.
4)
where 
If no confusion arises, we may use
From the above discussion, we only need to study the solutions of (2.2), which is derived from (2.1). The equivalency lemma for solutions of (2.1) and those of (2.2) is also valid as stated in Lemma 4.2.8 [18] 
Remark 2.4. If h 1 and h 2 are not both equal zero, then Lemma 4.2.8 in [18] cannot be applied directly and some conditions on h 1 and h 2 must be added. If the initial and boundary data are smooth enough with compatibility conditions and the solutions of (2.2) 
, then it is straightforward to check that such solutions of (2.2) are strong solutions of (2.1) by reversing the derivation of (2.2) from (2.1). For general initial and boundary data, we will only consider the solutions of (2.2), which is consistent with the mild solutions of (2.1) defined in Definition 1.2.
Remark 2.5. The derivation of (2.2) from (2.1) shows that the procedure makes sense if
so that the Fourier series or Fourier transforms can be applied. There are no compatibility conditions at t = 0 and y = 0, 1 or other conditions on ϕ, h 1 , h 2 and f involved. Therefore, if a solution of (2.2) can be found, then such a solution must be a solution of (2.1) in the distributional sense, or the mild solution of (2.1) defined in Definition 1.2. If ϕ and h 1 , h 2 have more regularities, say, in H 1 , a necessary condition for (2.1) to have a solution is that the compatibility conditions ϕ(x, 0) = h 1 (x, 0) and ϕ(x, 1) = h 2 (x, 0) in L 2 (R) must be satisfied so that the convergent sequences for the initial and boundary data used in Definition 1.2 can also satisfy those compatibility conditions. Here, notice that (2.2) has only three independent integral operators and there are no compatibility conditions on ϕ and h 1 , h 2 needed for (2.2) to have a solution. Therefore, (2.2) is more general than (2.1) in terms of the choice of ϕ and h 1 , h 2 . The solution of (2.2) can still be a solution of (2.1) in the sense of distribution, if ϕ and h 1 , h 2 have more regularity, but do not satisfy the compatibility conditions. If the compatibility conditions are satisfied, then by the definition of mild solution in Definition 1.2, the regularity of the solution of (2.2) implies the regularity of the solution of (2.1). It is noted that more compatibility conditions are required if more regularity of ϕ and h 1 , h 2 is imposed (see Remark 1.6). More detailed discussions of such compatibility conditions for the KdV equations or parabolic equations in domains with boundaries can be found in [5, 35] .
Estimates of solution operators
In this section, the estimates for solution operators in Section 2 are derived.
First, show that W 0 maps from 
Proof. First, we let s = 0. By using an odd extension of initial condition to y ∈ [−1, 0] and then a periodic extension to y ∈ T, the estimate of
is provided for r ∈ [2, 4] in Section 2 of [39] (here, since s = 0, the extension is always possible). By restricting the estimate on the strip domain R × [0, 1], we have
However, the representation of W 0 (t)ϕ in (2.3) shows that if α = (α 1 , α 2 ) is a nonnegative twodimensional multi-index with |α| = α 1 + α 2 = s with α 1 , α 2 integers, then
where φ is the odd extension of ϕ to [− 
By a similar argument for its derivatives, the estimate (3.2) is valid for any s ≥ 0.
Note that in the derivation of (3.3) given in [39] , the following result is proved.
and from Definition 1.3 of the Bourgain space,
We note that (3.4) can be proved similarly as that in [39] if f is extended to R periodically for the y-variable, where no boundary conditions are involved. Moreover, the formula of W 0 (t)ϕ in (2.3) is same as the one derived for the semi-group U (t)ϕ in [39] for periodic case, which implies that the estimates of U (t)ϕ in [39] can be applied to obtain the estimates of W 0 (t)ϕ here. One may also easily verify that, if f is an odd function in y, then (3.4) and (3.5) can be equivalently rewritten over domain
In the following, we obtain the estimates for Φ 0,f . 8) where C T only depends upon T .
Proof. Choose σ ∈ ( 
as well as
By interpolation, we can obtain
It is easy to check that σ ′ ≤ 0,
Moreover, we may choose − 1 2 < σ ′ ≤ 0 ≤ σ ≤ σ ′ + 1 in order to use Lemma 3.2 in [23] . Thus, from this lemma in [23] , (3.4) with s = 0, and (3.9), we have
For s > 0 and |α| = α 1 + α 2 = s, by using a similar idea for D α W 0 (t)ϕ, we can derive the following estimates using (3.4) again, with the same σ and σ ′ defined above:
whereD α 2 y f (y) denotes the function obtained from f (y) with its Fourier coefficients as n α 2 c n , n ∈ Z and c n , n ∈ Z as the Fourier coefficients of f with odd extension to [−1, 1]. Hence, both (3.6) and (3.7) are proved.
To prove (3.8), for s = 0, Lemma 4.1 of [39] and the above estimates for q = 3/4 yield
For an integer s > 0 and |α| = α 1 + α 2 = s with nonnegative integers α 1 and α 2 ,
Then, a classical interpolation theorem gives the inequality for a non-integer s > 0 and (3.8) is proved. Here, we note that W 0 (t) defined in Proposition 2.1 can be considered as an integral operator and does not require the condition that ϕ or f is zero at the boundary. In the proof of (3.8) for a positive integer s, the derivative is directly taken to the operator W 0 (t − τ )f , which, by the definition of W 0 (t) in Proposition 2.1, can be transferred to f . Therefore, no boundary conditions are required for f in the proof of (3.8).
Now, we turn our attention to the operator
Proof. In this proof, we use W b for W b 1 unless it is indicated otherwise. We first let
Here, without loss of generality, we assume that the support of h with respect to t is inside of [0, T ] (otherwise, we could just multiply h by a smooth cut-off function). Thus, h x (ξ, t) ∞ −∞ e −iπ 2 λt h(ξ, λ) dλ. Substitute (3.12) into (2.5) and obtain
where
We split I + and I − as follows:
with
14)
where a cut-off function ψ(x) is defined by ψ ∈ D(R) and
Similarly, rewrite
We first study I 
Since (n + 1) 2 − 2 > n 2 + 2 for n ≥ 1, the sequence of intervals ¶î
is disjoint. Thus, we find that
.
Hence,
Next, we consider the term I + 2 in (3.14). First, for a fixed t ∈ (0, T ],
In (3.19), substitute ξ 2 − µ for λ, and use Holder's inequality to obtain
Let us first study the second integral factor. Since (n 2 + µ) −1 is strictly decreasing in n, then
which yields
Similarly, for (3.20), we use ν 2 + ξ 2 to substitute for λ. As a result,
For (3.21), it is found that
Consider the second integral factor in the summation and choose α and β such that 0 < α, β < 1 2 and 1 − 2α − 2β < 0. Then,
Hence, with 0 < α, β < 1 2 and 1 − 2α − 2β < 0,
The symbol [·] represents the largest integer which is smaller or equal to the number inside. It is clear that the term in S 2,1 with n = 1 is zero and the estimate of the term in S 2,2 with n = 1 is given by the steps above. Thus, for (3.22) we only need to consider the terms in S 2,2 with n ≥ 2. Also, note that
Finally, the only part left to show is the estimate for S 2,3 in (3.23).
Similarly, we need to work on the second factor inside the summation. Let 0 < α, β < 1 2 and 1 − 2α − 2β < 0. Also, ν > 2n guarantees that 2(ν − n) > ν. Thus,
Therefore, (note that ν ≥ 2),
By adding the estimates for S 2,1 to S 2,3 , we obtain that S 2 h 2
. Hence,
To deal with the estimates of I where
From (3.25), we have
Then, choose µ = ξ 2 + n 2 − λ and s = λ − ξ 2 . By (3.5), it is obtained that for
Since it can be easily shown that the term only involving with the cut-off function ψ is bounded by
up to a constant based upon the study of (3.18) for I + 1 , we may focus on the part without the cut-off function.
The first integral can be estimated by
, and the second integral satisfies
Similarly, we may also control the L 4 -norm of I + 2,2 in (3.26) by the boundary data in a suitable norm. Note that the terms in I + 2,2 equal to nonzero numbers only when n ≥ 2. Let s = λ − ξ 2 . Then, as we did for I + 2,1 , (3.5) yields
Note that the integral with respect to s over the interval
, n − 1 exists only for n ≥ 4. First, it is seen that any two elements in the sequence ¶î n − 1,
For n ≥ 4,
Again, by letting σ = 3 4 , we obtain
Lastly, we study I + 2,3 in (3.27). Write
, we have the inequality
Replace µ by λ − ξ 2 to obtain
and f ∈ L r ′ where r ′ = r r−1 . If r = 4, then for (3.30), by (3.32), we have
To study K 2 , we use the following identity,
Therefore, the absolute value satisfies
With (3.31) and (3.33), it is deduced that for each fixed σ > 0,
Adding (3.24), (3.28), (3.29) and (3.34), the estimate of I
Now, we can study I + 3 in (3.15). By Proposition 3.1
For (3.36), we let µ = ξ 2 − λ so that
Let ν = λ − ξ 2 so that we can apply Lemma A-1 in [4] to (3.37) and obtain
The next part to work on is the estimate for I − . First, we look at I − 1 in (3.16).
From (3.33), if we replace −λ by λ, then
To estimate the L 4 -norm, we use the same technique for K 2 with the assistance from (3.39). We only choose σ ∈ Ä 3 4 , 1
,
(3.40)
To study I − 2 in (3.17), by Proposition 3.1, we have
Let β > 0 and γ > 
. Now, take the derivatives into consideration. Let α = (α 1 , α 2 ) be a nonnegative two-dimensional multi-index with |α| = α 1 + α 2 = s and s an integer. We let u solve (2.1) with ϕ = f = 0 and claim that ∂ 2s y u X j=1,2
(1 + |λ| + |ξ|)
To begin the proof of this claim, we observe by (2.1) with
The pattern of the estimate as s increases can be found for m ∈ N by induction as
u. Then, v solves (2.1) with ϕ = f = 0 and the boundary data as follows (here, note that the higher order compatibility conditions are needed, and see Remark 2.5):
Thus, by (3.10),
On the other hand, with the formula (2.5), it is easy to verify that
Therefore,
Thus, (3.42) follows. Since α 1 , α 2 ≥ 0 with α 1 + α 2 = s,
Hence, (3.11) for r = 4 is derived when s is an integer. If s ≥ 0 is not an integer, (3.11) for r = 4 follows by interpolation. Finally, we attempt to reach a more general conclusion in terms of function spaces. In fact, the special case of the estimate for r = 4 leads us to the point that if T < ∞, then
By interpolation from L 2 to L 4 , we can obtain (3.11) and therefore the whole proof is complete.
Also, it can be shown that the condition
is sharp with respect to the regularity on t.
Proposition 3.5.
with 0 ≤ σ < 1/2. From (2.5), we have the formula for
Let g = g(x, t) be such that
Here, it is possible to choose g 1 ∈ H 1 (R). Define the Fourier series of f as
it is deduced that
and
, the product rule for fractional derivatives (Proposition 3.3 in [21] ) implies
which requires that
. Owing to σ < 1/2, it is possible to pick β in
ó such that 2β − 2 < 1 and
By the assumption at the beginning of the proof, we have
which gives a contradiction to (3.43) . Hence, σ ≥ 1/2 is required. Or, the regularity requirement on t for the boundary data in Proposition 3.4 is sharp. 
r with 1 < r, r 1 ,r,r 1 , r 2 < ∞.
The proof follows the idea in the appendix of [33] . = u for any
The existence of such extension operator has been discussed in Chapter 5 of Adams' book [1] . Therefore, by using the extension operator, Lemmas 4.1 and 4.2 are valid for functions in R × [0, 1] except that the derivatives on the right hand sides of inequalities are replaced by W |α|,p -norms of u and v.
First, we aim to prove the following theorem. 1−s , or s = 1 and 3 ≤ p < ∞, there is a T > 0 such that for r ∈ [2, 4] a unique solution u ∈ X s T of (4.1) exists. Moreover,
for any u and v ∈ B X s M .
(b) For s > 1 and (p, s) satisfying (1.5), there exists a T > 0 such that (4.1) has a unique solution u ∈ Y s T . Also, for u and v ∈ B
In addition, if we further assume that p is even or for p not even, either p ≥ s + 2 with s ∈ Z or p ≥ [s] + 3 with s / ∈ Z , (4.9)
then (4.7) can be improved by 
In addition,
Then, by Sobolev embedding theorem, W s,r ֒→ L
. Let u ∈ B X M and α be a multi-index such that |α| = s as usual. We know that u : R × [0, 1] × R → C and f ∈ C 1 (C) and |f ′ (u)| |u| p−2 < ∞ for p ≥ 3. For 0 ≤ s ≤ 1/2 and r ∈ (2, 4], the chain rule (4.2) and Remark 4.3 suggest that
Next, take the L r ′ -norm of both sides of the inequality above with respect to time t and obtain
(4.11) (The investigation for s = 0 can be found in [39] .) Assume u, v ∈ X s T and
Based upon the proof of Theorem 4.3 in [36] , if p > 3, (4.4) yields
Thus, Sobolev embedding theorem implies
r−2 and the following estimate for the difference of nonlinearity holds:
Note that A[u] is defined in (4.1) and assume that u, v ∈ B X s M for 0 ≤ s < 1/2 and 3 ≤ p ≤ 4 with some r ∈ [p, 4). Also
If 3 ≤ p < 4, we can choose r ∈ (p, 4) and let σ ∈ ( , it is found that
According to Proposition 3.1, and (3.7), (3.11) in Proposition 3.3 and 3.4, and (4.11), it is deduced that
2 in (4.15). Now, consider the critical case (based upon the technique applied here) when p = 4. Let r = 4. By (3.8), we claim that
, we can obtain (4.5) and (4.6). Note that this argument needs µ small. For µ not small, the technique in Sections 4.5 and 4.7 of [18] can be applied to prove the same results. 
r−2 u(t) H s , which holds if and only if
We repeat the above argument to deduce that
Taking the norm with respect to t, it is obtained that
Similarly, for p ≥ 3,
Thus, we can reach the similar conclusions as
Hence, if letting
an argument similar to (4.16) for M can be used to obtain (4.5) and (4.6). If p =
3−2s
1−s , then r = 4, which is a critical situation again. For sufficiently small norms of the initial and boundary data with some fixed T > 0, (4.5) and (4.6) can also be obtained. Again, for large initial and boundary data, the argument in Sections 4.5 and 4.7 of [18] can be carried out.
By contraction mapping theorem, we can conclude that the problem (2.1) (or (2.2)) has a unique solution u in X s T for 0 ≤ s < 
Then, taking the norm in t, we have
For the Lipschitz estimate with p ≥ 3,
Thus, for any r ∈ (2, 4) and some constants C 0 , C 1 ,
Repeating the same argument as that for the case 0 ≤ s < 1, if
and M is chosen similarly to (4.16), then (4.5) and (4.6) are valid again. Thus, the contraction mapping theorem yields a unique solution in X s T . Since θ r + 1 − 2 r > 0, ∀ r ∈ (2, 4), we do not need to impose any restrictions on µ.
After finishing the discussion for lower regularity, we now study the existence and uniqueness of the solution with s > 1. We first derive a set of similar estimates. Assuming that p and s satisfy (1.5),
First, assume that p and s satisfy (4.9), which is stronger than (1.5). The Lipschitz continuity holds for H s norm, i.e.,
By (4.17) and (4.19),
where C 0 , C 1 are constants. Now, we choose σ > 1 2 but close enough to 1 2 so that θ r > 0 again. Let M and T be such that
and M is found similarly in (4.16), which yield (4.8) and (4.10) . By the contraction mapping principle, we can find a fixed point u ∈ Y s T . For other p and s satisfying (1.5), we can argue as follows. Since s + 1 ≤ p < s + 2 for s ∈ Z or [s] + 2 ≤ p < [s] + 3 for s / ∈ Z with p not even, (4.18) gives
Hence, (4.7) holds for the same choices of M and T . With (4.20), a fixed point u ∈ Y 0 T can also be found by finding a sequence
We may see that the problem has a unique solution in Y s T . Since Y s T is also a reflexive Banach space, we conclude that u ∈ Y s T is the unique solution of (2.2) for s > 1. Note that the Lipschitz continuity for A in Y s T does not hold for this case. The proof is finished. Proof. The proof can be obtained using classical extension procedure as an analogue of the proof for the maximal existence interval in [36] except that the discussion is performed on the domain R × [0, 1].
The continuous dependence property of solutions on the initial and boundary data can be derived as follows.
Theorem 4.6. Let p and s satisfy the conditions described in Theorem 4.5. Assume {ϕ n } be a sequence of functions in
as n → ∞ in H s (0, T ) for some T > 0. Let u n be the solutions to (2.1) with u n (x, y, 0) = ϕ n (x, y) and u n (x, 0, t) = h 1,n (x, t), u n (x, 1, t) = h 2,n (x, t) and u be the solution with u(x, y, 0) = ϕ(x, y) and
Proof. First, consider 0 ≤ s ≤ 1 with assumptions on p and r given in Theorems 4.4 and 4.5 which guarantee the existence of a common interval [0, T c ] for u n and u because of the choice of T max only dependent upon the initial and boundary conditions. Furthermore, from the proof of (4.5), for θ r defined by (4.13) and σ > 1 2 , we can obtain
Since T only depends upon the uniform bounds for u, u n , ϕ, ϕ n , h, h n in their respective norms with t ∈ [0, T c ], the above inequality holds for T, 2T, . . . until reaching T c . The continuous dependence is proved for 0 ≤ s ≤ 1. For s > 1, first notice that by (4.20) ,
as n → 0. To show the continuous dependence in Y s T , note that it can be verified on the strip domain
where ε : R + → R + is a continuous function so that ε(t) → 0 + as t → 0 + . Thus, it is straightforward to derive
Rewrite this as
Since the right hand side of the inequality approaches zero as n → 0, so does the left hand side. Hence, the proof of the continuous dependence is completed.
This completes the proof of the statements (i)-(iii) in Theorem 1.4. Now, we discuss the possibility of removing the auxiliary space from the well-posedness for 0 ≤ s ≤ 1. In the proof of the local well-posedness, the regularity property and conditional well-posedness of (2.1) are discussed for 0 ≤ s ≤ 1. By (i) and (ii) of Theorem 1.4, the argument in Section 4 of [6] and Sections 5.1-5.5 in [18] can provide the proof of the following persistence of regularity result, i.e., if 0 ≤ s 1 < s, let u in X Proof. The claim of this theorem is a result directly from Theorem 2.6 in [6] and Proposition 4.7.
Global Well-posedness
In this section, we investigate the global existence of solution for (2.1) with T ∈ (0, ∞]. We first prove the following identities.
Lemma 5.1. If the solution of (2.1) exists for any t > 0 and is sufficiently smooth, then for arbitrary smooth function η = η(y)
Proof. The proofs of (5.1) to (5.3) can be found in [36] . For (5.4), we multiply (5.3) by η to obtain
To prove (5.5), we replace η in (5.4) by y −
Next, the following a-priori estimate of the solution to (2.1) in
Proposition 5.2. Suppose that either p ≥ 3 and λ < 0 or p = 3 and λ > 0. For any given T > 0 and a solution u of (2.1)
, there is a ψ : R + → R + as a nondecreasing function of the norms of ϕ ∈ H 1 (R × [0, 1]) and
Proof. We first integrate (5.5) with respect to x, y and t to obtain
xyT stands for the norm with t-integral from 0 to T . Consider the first case λ < 0 and recall the inequality ab ≤ (1/q)(ϑa
which provides the L 2 -norm of u y with respect to x, t on the boundary y = 0 and y = 1:
Use (5.6) to replace
After combining the similar terms, we obtain
Applying the strategy used in [36] , we integrate the identity (5.2) with respect to x, y and t and use (5.6) to deduce 
Moreover, since λ < 0, we have
By the Gronwall's inequality, we obtain Note that for all the terms with · L r , one can bound them with H 1 -norms according to the Sobolev embedding theorem for a domain of dimension 2. Thus, it is clear that u(t) H 1 xy is uniformly bounded for any given T if λ < 0.
For λ > 0, analogous to the previous argument, (5.7) implies By Gagliardo-Nirenberg inequality and Hölder's inequality,
Also, (5. We substitute the revised estimate on the L ∞ (L 2 )-norm of u into the inequality for derivatives of u, It turns out that the uniform boundedness can be derived only when p ≤ 3 in this case. If p < 3, the above inequality gives
By the Gronwall's inequality
xy ≤ (C(t) + C)e ct .
If p = 3, then 
