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I N T RO D U C T I O N
This paper is the second one in a series whose ultimate goal is to provide single stellar population models in the optical spectral range on the basis of MILES (Sánchez-Blázquez et al. 2006, hereafter Paper I) . MILES is a medium-resolution (2.3 Å FWHM) spectral stellar library in the region λλ3500-7500 Å consisting of 985 stars with an unprecedented coverage of stellar atmospheric parameters. The present paper is dedicated to provide a homogenized set of effective temperatures T eff , surface gravities log g, and metallicities [Fe/H] , for all the library stars, parameters necessary to make reliable stellar population model predictions. In the third paper of the series [Vazdekis et al., in preparation (hereafter Paper III) ], the new stellar population models at the resolution and spectral range of MILES are going to be presented.
Stellar population models use stellar evolution theory, which predicts the fundamental stellar atmospheric parameters (such as T eff , E-mail: cen@astrax.fis.ucm.es log g and [Fe/H]) of the stars belonging to a stellar population of given age and metallicity. The relative contribution of the stars in the different evolutionary states is calculated by integrating along the mass distribution, assuming a given initial mass function. To make a high-quality stellar population model, one needs reliable stellar interior models -that include as many phases in the life of a star as possible -as well as a trustworthy conversion between the stellar parameters and the spectrum of the star.
In the past, people generally employed absorption-line strength indices when trying to constrain the stellar populations of galaxies, mostly using the Lick/IDS system (Gorgas et al. 1993, hereafter G93; Worthey et al. 1994, hereafter WOR) . For each star across the isochrone, an index value was determined from its corresponding three stellar atmospheric parameters (sometimes using colours instead of T eff ) using the so-called fitting functions, that is, polysize at once a full spectral energy distribution (SED; e.g. Vazdekis 1999; Vazdekis et al. 2003, hereafter VAZ03; Bruzual & Charlot 2003) . For every set of parameters, they take the corresponding stellar spectrum from an observational or theoretical stellar library.
The price for predicting SEDs and keeping full information along the spectrum is the necessity of ensuring a much higher quality for the input ingredients for these models: the atmospheric parameters coverage, the spectral resolution and the relative flux calibration of the library stars, are essential issues to be taken into account. This is why we were motivated to perform the MILES project and obtain a new set of observed input spectra of stars of all spectral types, luminosity classes and metallicities at a spectral resolution that is high enough to ensure that the population synthesis of most galaxies -except for very low mass dwarfs -is not limited by the models but by the intrinsic broadening of the data. Although there exist other comparable stellar libraries available in the literature (see Paper I for an in-depth comparison), the better parameter coverage, the accurate flux calibration, as well as the large spectral range of MILES provide a quite significant improvement.
As regards to the atmospheric parameters, while not so critical for those models predictions based on fitting functions -in which interpolations within the parameter space are immediate -stellar libraries covering the atmospheric parameters in an ample and homogeneous way are essential to synthesize reliable, integrated spectra over a wide range of ages an metallicities. In this sense, a previous, thorough selection of stars was carried out for this project (see Paper I). Moreover, it is clear that uncertainties in the input atmospheric parameters of the library stars have important implications on the reliability and accuracy of the model predictions (e.g. Gorgas et al. 1999 ). In the literature, atmospheric parameters for most previous library stars are either taken from the most recent bibliographic sources at that time or assigned as average values of the existing determinations, without checking in any case whether they are on a completely homogeneous system. A common practice is to use straight means from previous parameter compilations (e.g. Cayrel de Strobel et al. 1997) , even though the individual analyses do not necessarily all have the same quality or are mutually independent. We refer the reader to the work of Soubiran et al. (1998, hereafter SKC) for a thorough discussion of these and related problems. Furthermore, systematic deviations among different bibliographic sources may exist due to the different approaches for measuring atmospheric parameters.
Because of the above limitations, a special effort was started in Cenarro et al. (2001b, hereafter CEN01b) in order to construct a homogeneous atmospheric parameter system for the stars in the near-infrared (near-IR), CaT stellar library (Cenarro et al. 2001a, hereafter CEN01a) . The present paper may be considered as a step forward in the work and procedure established in CEN01b. In this sense, we have derived an enlarged, homogeneous set of stellar atmospheric parameters for most stars in MILES. Section 2 presents the working procedure carried out in this paper to determine the atmospheric parameters of field stars, including data compilation and the calibration of the different bibliographic sources with respect to a standard, reference system. In Section 3, we have also recomputed the atmospheric parameters of all the cluster stars in MILES making use of colour-temperature relations and appropriate isochrones for each individual cluster, in a similar way as in G93. A brief summary of the paper is presented in Section 4 and, finally, tables containing the newly derived atmospheric parameters for the MILES stars are given in Appendix A.
AT M O S P H E R I C PA R A M E T E R S F O R F I E L D S TA R S
Following the procedure carried out in CEN01b to determine a homogeneous set of atmospheric parameters for the field stars in the near-IR stellar library (CEN01a), one of the main goals of this paper is to construct a larger, homogenous set of atmospheric parameters for such stars in MILES. In the following paragraphs in this section, we explain the method used in this paper. For a more detailed explanation of the working procedure, we refer the reader to CEN01b. In short, it can be itemized in the following steps: (i) selection of a high-quality, standard reference of atmospheric parameters, (ii) bibliographic compilation of atmospheric parameters for the library stars, (iii) calibration and correction of systematic differences between the different sources and the standard reference system and (iv) determination of averaged, final atmospheric parameters for the library stars from all those references corrected on to the reference system.
The reference system
In order to establish a homogeneous system of atmospheric parameters, it is necessary to define an appropriate, initial reference system against which other sources are calibrated and corrected for systematic differences. Bearing in mind that the final purpose of this series of papers is stellar population modelling of SEDs, we are basically interested in ensuring that stars with very similar spectra have the same atmospheric parameters and the other way round. This is why, as in CEN01b, we have selected the work by SKC as our initial standard source, since it computes self-consistent atmospheric parameters for a total of 211 echelle spectra of stars with 4000 < T eff < 6300 K over a wide range of log g and [Fe/H]. We refer the reader to for a detailed explanation of the spectroscopic method followed in SKC to derive atmospheric parameters.
Parameter compilation from bibliographic sources
Given that the stellar sample in SKC does not comprise all stars in MILES, we updated the previous, extensive compilation of atmospheric parameters in CEN01b by including data from recent publications and extending the search to all field stars in MILES. Overall, it attains 20 295 records, even though not all of them were finally employed to derive the final parameters. The catalogue of [Fe/H] determinations of F-, G-and K-type stars of Cayrel de Strobel, Soubiran & Ralite (2001) -that contains parameters for more than 3000 stars from 378 different sources up to 2000 -was our starting point. The compilation was enlarged with several additional sources to account for the most recent determinations as well as to include atmospheric parameters for early and very late spectral types which are not included in the above catalogue. It must be noted that, even for stars with data in Cayrel de Strobel et al. (2001) , we checked the original data sources to exclude references that simply quoted previous determinations.
Calibration and correction of bibliographic sources
Once the compilation was finished, we carried out the iterative procedure performed in CEN01b to end up with a homogeneous system of stellar atmospheric parameters.
Most original sources giving any of the three atmospheric parameters for MILES stars were calibrated and bootstrapped against the reference system making use of all stars in common between . Using a t-test and a significance level of α = 0.1, we checked the significance of the derived fits, that is, whether B -for the linear fit -and A -for the offset fit -were significantly different from 1 and 0, respectively. If only one of the two fits was significant, we adopted it to bootstrap the data from the source against the reference system. In case that both fits turned out to be significant, we preferred to keep and apply the linear correction. Obviously, when none of the fits were statistically significant, the one-to-one relationship could be assumed and the original parameters were kept.
To ensure that comparisons between any source and the reference system were statistically significant, a first iteration of the above procedure was carried out for all those sources that had, at least, 25 stars in common with the complete sample of SKC for any of the three atmospheric parameters. All the stars whose parameters were coming from references calibrated and corrected in this way constitute a new category of reference stars we refer to as RF1. They were added to the original reference system, thus enlarging the initial sample SKC and constituting a new, larger reference system (SKC & RF1). The whole above procedure was thus repeated for the rest of original sources using SKC & RF1 as reference system. Since, in general, the number of stars in the remaining, non-calibrated sources was small, the minimum number of stars in common with the reference system required to calibrate a given source was set to be only 15. This lead to a second set of final parameters which is called RF2. We did not perform further iterations since those sources that had not been calibrated yet did not possess enough stars in common with the new reference system (SKC & RF1 & RF2) to ensure reliable calibrations.
Finally, for each of the three atmospheric parameters, an estimation of the quality of the distinct calibrated sources was determined by computing the rms s.d. of the corrected parameter values with respect to those given in the reference system for all the stars in common. As it will be explained later, weighted according to the data quality, the various, corrected data sources for each single star were averaged to provide a final homogeneous set of atmospheric measurements.
It is important to note that, since the original reference system of the whole iterative procedure is SKC, all the above calibrations will in principle be valid for stars within the T eff range spanned by that work, that is, from 4000 to 6300 K. In turn, we did not follow a fully automatic approach and the original parameters for every star were checked for inconsistencies or outliers, removing original references when necessary. Note also that, since the procedure is separately carried out for T eff , log g and [Fe/H], the number of stars within the subsequent reference categories (SKC & RF1 and SKC & RF1 & RF2) for each of the three parameters does not have to be necessarily the same.
In Tables 1-3 we present, respectively, the details of the calibrations on T eff , log g and [Fe/H] for all the calibrated sources, with reference codes for these sources being given in Table 4 . The above tables also include a code indicating the different methods used in each original paper to derive the atmospheric parameters. Note that, although the tabulated, rms s.d. values (σ ) are due to uncertainties both in the SKC parameters and in the calibrated reference, a relative comparison of the different values could in principle provide an estimate of the reliability of the different methods. Even though a critical analysis of these techniques is out of the scope of this paper, it must be noted that we do not find any systematic trend when comparing the uncertainties (σ ) or the calibration parameters (the derived slopes and independent terms) of the different working methods.
Final atmospheric parameters for field stars
As in CEN01b, the final set of atmospheric parameters for field stars has been derived in different ways depending on the original literature sources which were available in each case. Table A1 lists the final derived atmospheric parameters for all the field stars in MILES. A synthesized recipe of the different approaches and resulting parameter categories is given in Table 5 . A more detailed explanation follows below.
(i) If the star is included in the original, reference sample of SKC, the three atmospheric parameters from that paper were kept (coded SKC). This turned out to be the case for 164 stars of our sample. (ii) When the star is not included in the sample of SKC but in N previously calibrated sources, and the original parameters are within the calibration ranges listed in Tables 1-3, the new parameters P were determined by taking the weighted average: From spectral type and luminosity class (Lang 1991) where p * i is the corrected parameter and σ i corresponds to the rms s.d. of the comparison with the reference system (SKC or RF1 & SKC; see Tables 1-3) . It is important to note that, when the applied correction was either an offset or a linear relation with slope ∼1, we allowed small extrapolations of the derived fits to obtain the parameters of stars slightly out of the validity regime. Most (see below) of the atmospheric parameters of the stellar library presented here have been derived in this way (coded RF1 and RF2).
(iii) When the star is not included in any calibrated source (or, if included, the atmospheric parameters are well out of the calibration range), the final parameter is the raw mean value from all the available original sources and no previous correction to the parameter value has been applied. Unlike CEN01b, in this paper we preferred not to make any category distinction on the basis of the T eff of the star whose parameters were derived in this way, so this category is unique and coded RF3. Obviously, the final parameters of stars within RF3 are expected to be less reliable than those obtained from calibrated sources. Since their absolute uncertainties are known to depend on the T eff regime (parameter determinations are in general more reliable for intermediate temperatures stars than for early and late spectral types), an estimation of relative errors for different temperature regimes is given below.
(iv) If there is no available data in the literature, both T eff and log g are estimated from the spectral type and the luminosity class using the tabulated atmospheric data from Lang (1991) . Only a few parameters (0.7 per cent of the temperature estimations and 1.8 per cent for gravities) were derived in this way, which we coded as RF6 to follow the notation in CEN01b.
With the aim of checking our results and detecting inconsistencies between stellar spectra and their assigned, final parameters, we compared the spectrum of every single star with an average one resulting from the interpolation of the rest of stars in MILES at exactly the same stellar parameters as those of the problem star. In order to do this we employed the interpolator code described in VAZ03. This allowed us to find a few stars whose spectral types were not compatible with their assigned parameters, the ones were just removed from the table if no apparent reason was found to drive the observed discrepancy.
To summarize, Fig. 1 illustrates the number of stars with final atmospheric parameters in each different category. A total of 893 temperatures, 893 gravities and 857 metallicities were derived for the 896 field stars of the stellar library. It is worth noting that most of the T eff (72.5 per cent), log g (66.9 per cent) and [Fe/H] (75.1 per cent) values were either taken from the initial reference system (SKC) or derived from calibrated and corrected original sources (RF1 and RF2).
As far as the uncertainties of the derived parameters are concerned, we mostly reproduce the values derived in CEN01b for the distinct categories. We therefore refer the reader to Section 5 in the above paper for a detailed explanation of the error estimation. In Figure 1 . Histogram illustrating the total number of stars with effective temperature (black), gravity (grey) and metallicity (white) in each category.
RF1 and RF2, typical errors of ∼60 K, 0.2 and 0.1 dex are derived for T eff , log g and [Fe/H], respectively. Clearly the accuracy of the stellar atmospheric parameters in the RF1 and RF2 categories is much higher than those in the RF3 and RF6 categories, where calibrations have not been applied. Relative uncertainties for T eff values of stars in RF3 have been measured to be ∼2 and ∼5 per cent for intermediate spectral types (4000 < T eff < 6300 K) and extreme spectral types (T eff > 6300 K; T eff < 4000 K), respectively. Also, the fact that our uncertainties are pretty consistent with those given in CEN01b proves that we are indeed measuring the intrinsic uncertainties among different sources and the results are not affected by small-number statistics.
Finally, we compared the parameters that we obtained with those in CEN01b. For about 200 out of the 343 stars in common there is no difference, since our parameters are based on the same literature references. For most of the other stars the differences are not large. In the case of effective temperatures, the difference is more that 200 K for only 13 stars. For nine stars log g is different by more than 0.3 dex, and for 12 stars [Fe/H] differs by more than 0.1 dex. The good agreement is not surprising, since in this paper we have used the same method as in CEN01b.
A detailed table containing all the original data that were used to derive the final atmospheric parameters of the stellar library is available from: http://www.ucm.es/info/Astrof/miles/miles.html.
AT M O S P H E R I C PA R A M E T E R S F O R C L U S T E R S TA R S
The stellar sample presented in this series of papers constitutes an extension of both the Lick/IDS stellar library (G93, WOR) and the near-IR CaT stellar library (CEN01a), with 241 and 403 stars in common, respectively. The above two spectral libraries included a large sample of open and globular cluster stars, some of which have been retained in the present version. In this section we revise the atmospheric parameters of these cluster stars and describe the procedures carried out to derive such parameters. An updated list with recent determinations of mean metallicity [Fe/H], colour excess E(B − V), apparent visual distance modulus (m − M) V , and age for each cluster is presented in Table 6 . Also, the final parameters adopted for each single star are presented in Table A2 .
Metallicity scale
Following the criteria adopted for the CAT library, rather than using the Zinn & West (1984, hereafter ZW84) metallicity scale employed in G93, the metallicity scale of the globular clusters has been established to be the one defined by Carretta & Gratton (1997, hereafter CG97 ; see also Rutledge, Hesser & Stetson 1997) . The difference between both scales is specially important at the intermediate metallicity regime, where the ZW84 scale underestimates the metallicities as compared to the CG97 system for up to ∼0.3 dex (e.g. M3, M5). The contrary occurs for the most metal-rich clusters, as in this case ZW84 metallicities are ∼0.1 dex larger than CG97 ones. In this sense, a very interesting case is that of M71, the globular cluster with the highest [Fe/H] of our sample. On the basis of the Ca II triplet strength, CEN01b discussed that, in general, the departure of the CaT indices of globular cluster stars from the index values predicted by the fitting functions derived in Cenarro et al. (2002, hereafter CEN02) were significantly reduced when using the CG97 scale instead of the ZW84 one. Even so, CEN02 still reported the existence of negative CaT residuals for M71 stars that could only be reasonably explained if their metallicities were lower (−0.84 ± 0.06 dex) than given by CG97 (−0.70 dex). The last result is supported by recent spectroscopic determinations of the metallicity of this cluster: −0.79 ± 0.04 dex (Sneden et al. 1994) , between −0.90 and −0.75 dex (Grundahl, Stetson & Andersen 2002) , −0.80 ± 0.05 dex , −0.80 ± 0.06 dex ), so we decided to keep [Fe/H] = − 0.84 dex from CEN02 as a reliable value of the metallicity of M71.
Concerning the open clusters in our sample, we have adopted the metallicity scale constructed by Gratton (2000) as it also relies on the basis of high-resolution spectroscopy. In that work, making use of a compilation of open clusters with metallicities determined from different techniques, abundances derived from photometric indices and low-resolution spectroscopy are recalibrated and corrected against high dispersion, spectroscopic determinations. The final abundances are weighted averages of all the single -corrected -abundances. We refer the reader to the above paper for further details on the procedure.
Effective temperatures
Because direct determinations of T eff for cluster stars are not usual, they have been determined following the same procedure carried out in CEN01b, that is, by using the empirical, colour-temperature relations for giant, dwarf and subdwarf stars from Alonso, Arribas & Martínez-Roger (1996b ; hereafter we will refer to both references as ALO). In particular, relations involving (B − V) and (V − K) are the ones considered in this paper.
As demonstrated in CEN01b, temperatures derived from the above (V − K)-temperature relations are consistent with the ones established by reference system of this paper (SKC), whilst those resulting from the (B − V) relations exhibit a minor offset of 26 K that has been applied to correct and bootstrap the predicted data against the reference system. In this way, the homogeneity and consistency of effective temperatures within the whole stellar library are guaranteed.
Final T eff values for cluster stars were calculated as an average of the values derived from (B − V) and (V − K) relations. If (B − V) was only available, the corrected temperature derived from this colour was kept. Since the above colour-temperature relations in turn depend on surface gravity and metallicity, a previous estimate of both parameters was necessary for each star. In this sense, input metallicities for each star were the ones established in Table 6 . Input surface gravities were taken from G93 and WOR for all stars in common with the Lick/IDS library. For the rest of stars, we primarily made use of the compilation of Cayrel de Strobel et al. (1997; e.g. Clementini et al. 1994a for M4 stars). If no data for surface gravity was available in the literature, a tentative value was derived from (B − V) and M V making use of the tabulated atmospheric data from Lang (1991) . Sources for input photometric data are specified in Table 6 . In all cases, appropriate reddening corrections were applied using the colour excesses given in that table and assuming an E(V − K)/E(B − V) value of 2.744 (Harris, Woolf & Rieke 1978) .
It is important to note that, since the colour-temperature calibrations employed here are just defined for a given range of effective temperatures (T eff 8000 K), temperatures for a few early spectral types in our star sample had to be obtained by means of extrapolations of the above relations. For HD109307, in Coma Berenices, we derive T eff = 8471 K which is in perfect agreement with the value determined by Boesgaard (1987) , so the former value was kept. For the Hyades star HD27962 we obtain 9092 K, which is Table 6 . Basic data for clusters: reddening E(B − V), apparent visual distance modulus (m − M) V , age and metallicity [Fe/H] . Key codes of sources for the above data: BER92 (Bergbusch & Vandenberg 1992) ; CEN02 (Cenarro et al. 2002) ; CG97 (Carretta & Gratton 1997) ; CHA99 (Chaboyer, Green & Liebert 1999) ; GR00 (Gratton 2000) ; GRU02 (Grundahl et al. 2002) ; GVA98 (Grundahl, Vandenberg & Andersen 1998) (Carney 1982) ; CLE94 (Clementini et al. 1994b ); CUD85 (Cudworth 1985) ; FPC83 (Frogel, Persson & Cohen 1983) ; G93 [Gorgas et al. 1993 , and references therein. V magnitudes were transformed from M V and (m − M) as given in tables 3 and 4 of that paper. (V − K) data were only considered when not interpolated from B − V; see caption of table 3 in that paper]; MCN80 (McNamara 1980); MOR78 (Morel & Magnenat 1978) ; S&H77 (Stetson & Harris 1977) ; STE03 (Stetson, Bruntt & Grundahl 2003) ; WOR (Worthey et al. 1994 , and references therein; table A2B in that paper); WEB-codes taken from the 'webda' data base of Open Clusters at http://www.univie.ac.at/webda/ (0014: Johnson & Knuckles 1955; 0106: McClure, Forrester & Gibson 1974; 0191: Gieren 1981; 0312: Stauffer 1982; 1091 : Johnson et al. 1966 ).
Cluster names
Type McNamara (1980) , NGC 7789 342 is a blue straggler rather than a horizontal branch star. On the basis of its (B − V) colour (McNamara 1980) and corresponding luminosity class, both the spectral type (B9) and temperature (T eff ∼ 10 500 K) inferred from Lang (1991) are consistent with the temperature derived from the colour-metallicity calibration (∼10 000 K). We are therefore confident that the temperatures derived as extrapolations of the colour-temperature relations are still safe for most cases considered in this paper. In this sense, the temperature derived in this way for the horizontal branch star M5 II-53 (9441 K) was kept instead of the value given in WOR (10 460 K).
Surface gravities
Surface gravities for cluster stars were estimated by matching the location of each star in a M V -T eff diagram to evolutionary tracks, which is basically the same procedure carried out by G93 for the Lick/IDS cluster stars. In this paper, however, we use the improved set of isochrones from Girardi et al. (2000) after being transformed to the observational plane (colours and magnitudes) on the basis of the empirical relations given in ALO (see details in VAZ03). It is worth noting that the above isochrone set is the same as employed by our group for stellar population synthesis modelling (e.g. VAZ03), so the surface gravities derived in this way will be fully consistent with the values demanded by the spectral synthesis procedure (Paper III). Table 6 . Effective temperatures are computed from colour-temperature calibrations as explained in Section 3.2.
Effective temperatures are the ones derived in Section 3.2. Reddening-corrected values of M V were computed assuming a Galactic extinction law with R V = 3.1 and deriving the V-band extinction A V . Sources of photometric data, as well as the adopted age, metallicity [Fe/H], reddening E(B − V), and apparent distance modulus in the V band (m − M) V for each cluster are summarized in Table 6 . In Fig. 2 , a pseudo-Hertzsprung-Russell (pseudo-HR) diagram (M V -T eff ) for the whole set of cluster stars is presented. Several additional cluster stars -not finally included in MILES -have been considered in the sample. This allows us to determine their atmospheric parameters in a consistent manner together with the MILES stars, what may be useful for future work on this topic.
The procedure to determine surface gravities is described below. For each cluster, taking into account both the age and metallicity values listed in Table 6 , we selected from Girardi et al. (2000) those two isochrones having the most similar age to that of the cluster and metallicities enclosing the corresponding value of the cluster. For each one of the two isochrones, and in order to avoid uncertainties arising from the colour-temperature relations, a surface gravity value for each star was estimated by comparing to the predicted M V , that is, by ignoring any mismatch in T eff . This is a reasonable assumption since relative errors in absolute magnitudes are expected to be smaller than T eff uncertainties. Final log g values were computed as weighted means of the single values derived from the two different metallicity isochrones, with weights accounting for the distance between the adopted cluster metallicity and the isochrone values. Fig. 3 illustrates qualitatively the above procedure. The two isochrones employed for each cluster (with solid and dashed lines indicating, respectively, those having the higher and lower weight in the final value of log g) are overplotted together with the location of the cluster stars in a pseudo-HR diagram (M V −T eff ). Overall, the agreement between the isochrones and stars is reasonably good.
S U M M A RY
The uncertainties in the input atmospheric parameters of library stars are one of the main sources of potential errors when computing the predictions of evolutionary synthesis models. In this paper we have derived a reliable, and highly homogeneous, set of atmospheric parameters (2748 < T eff < 36 000 K; 0.00 < log g < 5.50 dex; −2.93 < [Fe/H] < +1.65 dex) for the 985 stars in MILES, a new stellar library in the optical spectral range (Paper I). For the subsample of 896 field stars, systematic deviations between parameters from different sources have been calibrated and corrected by bootstrapping them on to a reference system, following the procedure stated in CEN01b. Also, the atmospheric parameters of 89 Galactic cluster stars (from nine open clusters and eight globular clusters) have been computed in a homogeneous way: effective temperatures have been derived from colour-temperature relations in Alonso, Arribas & Martínez-Roger (1996b , and surface gravities have been computed by fitting the location of each star in a pseudo-HR diagram using appropriate isochrones from Girardi et al. (2000) . Fig. 4 shows the complete stellar library in the parameter space of T eff and log g for various metallicity ranges. In Paper III of this series we will make use of the stellar spectra in Paper I and the atmospheric parameters here presented to predict the integrated SEDs of stellar populations all over the spectral range of MILES. Moreover, the usefulness of the new set of improved parameters goes beyond the objectives of this series. In particular, it should represent a basic ingredient for the new generation of spectral synthesis work as well as to improve the existing empirical calibrations of other relevant spectral features. (Girardi et al. 2000) for each individual cluster. Open circles are used for individual stars in the clusters. Solid and dashed lines illustrate isochrones having a similar age to that of the cluster and two metallicity values enclosing the one of the cluster (as shown in the labels). Adopted ages and metallicities for the clusters are given in Table 6 . In all cases, the solid line is employed to indicate the isochrone whose metallicity is closer to that of the cluster. Since the metallicity adopted for NGC 6791 (+0.40 dex) is out of the metallicity regime of Girardi's isochrones, the most metal-rich one (+0.20 dex) is only displayed. Surface gravity for each star was estimated by comparing to the predicted M V as explained in Section 3.3. Tables A1 and A2 present the atmospheric parameters (T eff , log g and [Fe/H]) computed, respectively, for field and cluster stars in MILES. Identifying numbers, spectral types, reddening-corrected absolute magnitudes in V band (only for cluster stars), reference sources, as well as other stellar libraries whose stars are in common with MILES, are also provided. Table A1 . Final atmospheric parameters of field stars. MILES ordering numbers have been assigned on the basis of increasing right ascension (J2000). The corresponding ordering numbers for all stars in common with the near-IR, CaT stellar libray (CEN01a) are provided in the third column. Sources for spectral types are the Bright Star Catalogue (Hoffleit & Jaschek 1982) , Andrillat, Jaschek & Jaschek (1995) , Gorgas et al. (1999) , the Hipparcos Input Catalogue and the SIMBAD data base at http://simbad.u-strasbg.fr/Simbad. References for atmospheric parameters: SKC from Soubiran et al. (1998) . Numerical references ijk indicate that T eff is from RFi, log g from RFj and [Fe/H] from RFk (see Table 5 ). Last column includes codes for other stellar libraries the stars are in common with: L (Lick/IDS; G93 and WOR); J (Jones 1997 (Alonso et al. 1996b (Alonso et al. , 1999 ; (2) mean value from B − V and V − K versus T eff relations in ALO. Surface gravities were derived by interpolating the location of each individual star in a M V − T eff diagram, using appropriate isochrones taken from Girardi et al. (2000) ; see Section 3.3. Metallicity sources are provided in Table 6 . Spectral types are presented for stars in Alpha Per, Coma Ber, Hyades, Pleiades, M25 and NGC 6791. For the rest of the clusters, we list positions in the HR diagram (SGB: subgiant branch; GB: giant branch; HB: horizontal branch; AGB: asymptotic giant branch). Stars labelled with an asterisk were not finally included in the MILES spectral data base. Those stars being in common with the Lick/IDS sample are coded as 'L' in the last column. 
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