Abstract. We show that every unitary representation π of a connected Lie group G is characterized up to quasi equivalence by its complete moment set.
Introduction
Let G be a real Lie group with Lie algebra g and π a unitary representation of G on a separable Hilbert space H π . Note H ∞ π the space of C ∞ vectors for π. Let g * be the dual space of g. In [Wi] , N. Wildberger defined the moment map ψ π of π as follows. For all ξ of H ∞ π \ {0}, the element ψ π (ξ) in g * is defined by :
(1.1) ψ π (ξ)(X) := 1 i dπ(X)ξ, ξ Hπ ξ, ξ Hπ , X ∈ g.
The moment set I π of the representation π is by definition the closure in g * of the image of the moment map:
Let us suppose π irreducible. Generally, the moment set is the closed convex hull of a co-adjoint orbit in g * (see [Wi] and [AL] ). For instance, if G is an exponential Lie group, I π is the convex hull of the co-adjoint orbit associated through the Kirillov map to π. Nevertheless, as shown in [Wi] , the moment set does not characterize the representation even for nilpotent connected and simply connected Lie groups.
In [BLS] , A. Baklouti, J. Ludwig and M. Selmi extended the moment map to the dual of the (complex) universal enveloping algebra U(g) of the complexification g C of g as follows:
For all A in U(g) and ξ in H and define the generalized moment set of π as the convex hull J(π) of the image of this generalized moment map Ψ π . In [ABLS] , it is shown that for all exponential Lie group G, the generalized moment set characterizes the unitary irreducible representations of G. More precisely, we have: Theorem 1.1. Let G = exp g be an exponential Lie group. Let π and ρ be two unitary irreducible representations of G. Then: π ρ if and only if J(π) = J(ρ).
Later on, L. Abdelmoula, D. Arnal and M. Selmi [AAS] extended this result for connected and simply connected type I solvable Lie group of the form R R d .
In this paper, we introduce the so-called complete moment setJ(π) (see Definition 2.2) and we show thatJ(π) is the generalized moment set of the representatioñ π = ℵ 0 π. Moreover, if ρ and π are two unitary representations of G having the same generalized moment set (J(ρ) = J(π)), then their complete moment sets coincide.
Let us say that two unitary representations π and ρ of G are quasi equivalent if their multiplesπ andρ are equivalent. Then, we show that the complete moment set J(π) characterizes the unitary representation of a connected Lie group G up to quasi equivalence. Theorem 1.2. Let G be a connected Lie group. Let π and ρ be two unitary representations of G in separable Hilbert spaces H π , H ρ . Then the following are equivalent:
i) π and ρ are quasi equivalent, ii)J(π) =J(ρ).
Finally, in the irreducible case, we get the following characterization: Theorem 1.3. Let G be a connected Lie group. Let π and ρ be two irreducible unitary representations of G. Then the following are equivalent: i) π and ρ are equivalent,
In these proofs we use the fact that the spaces H π and H ρ contain many analytic vectors. The property thatJ(π) =J(ρ) allows us to write a coefficient function gamma π ξ associated to π for an analytic vector ξ as a converging sum of coefficients i∈N gamma ρ η i with analytic vectors η i associated to H ρ . This then implies the existence of a non trivial intertwining operator betweenπ andρ. The quasi equivalence of π and ρ follows. Moreover, if π and ρ are irreducible, we can directly define with this method an intertwining operator between H π and H ρ .
Generalized and complete Moment sets
In this paper, G is a connected Lie group and every unitary representation π of G is supposed to be carried by a separable Hilbert space H π . Let π such a representation of G.
Definition 2.1. The generalized moment map Ψ π of π associates to each C ∞ vector ξ for π the real linear form on the complex enveloping algebra U(g) of g defined by:
The generalized moment set J(π) of π is then the convex hull of the image of Ψ π in the real dual U(g) * R of U(g).
In this paper we shall study a new moment set for π, called the complete moment set.
Definition 2.2. Let (ξ n ) n∈N be a sequence of C ∞ vectors for π such that:
The complete moment mappingΨ π associates to the sequence (ξ n ) the R-linear form:Ψ
The complete moment setJ(π) of π is then the image ofΨ π in the real dual U(g) * R of U(g).
The hypothesis 2) in our definition guarantees the convergence of the series defining Ψ π ((ξ) n ) (A). We shall prove the convexity of the complete moment set later on (see Proposition 3.2). Now, if f is a C-linear form on U(g), and g = Re(f ) its real part, then
Conversely, if g is a R-linear form on U(g), it defines with the above formula a unique C-linear mapping f such that Re(f ) = g. Let us define the complex complete moment setJ(π) C of the representation (π, H π ) of G in the same way as we did forJ(π), except that the elements f ofJ(π) C are now complex valued linear functionals for which there is a sequence (ξ n ) ∈ H ∞ π , such that n∈N ξ n 2 Hπ = 1 and n∈N dπ(A)ξ n 2 Hπ < ∞, (A ∈ U(g)). This sequence determines f by:
Obviously the equality ofJ(π) andJ(ρ) is equivalent toJ(π) C =J(ρ) C . Let us also remark that:
Lemma 2.1. Let π be a unitary representation of the connected Lie group G then
where denotes the closure in U(g) * for the topology of pointwise convergence.
Proof. J(π) ⊂J(π):
Indeed if λ 1 , . . . , λ k are positive numbers such that λ 1 + · · · + λ k = 1 and ξ 1 , . . . , ξ n are C ∞ vectors with norm 1, we put ξ n = √ λ n ξ n , for the (finite) sequence (ξ n ), k n=1 ξ n 2 Hπ = 1 and:
For any N in N, we put:
Hence f is in J(π).
Let us now prove:
Lemma 2.2. Let π and ρ be two unitary representations of G.
Proof. Let f be inJ(π) and (ξ n ) a (finite or infinite) sequence in H ∞ π \ {0} such that:
Let us put ξ n = 1 ξn Hπ ξ n . The linear form f n defined by
There exists a finite sequence η K n−1 +1 , . . . , η Kn of norm 1 vectors in H ∞ ρ (K 0 = 0) and positive numbers µ K n−1 +1 , . . . , µ Kn such that:
This implies that for any
This proves thatJ(π) ⊂J(ρ). The same argument gives the other inclusion.
Let us remark that we can have J(π) = J(ρ) orJ(π) =J(ρ) for two non equivalent unitary representations π and ρ. The simplest example is probably given by the trivial representation π and ρ = π ⊕ π. For these two representations, all our moment sets coincide with {ε} where ε is the augmentation map on U(g): if (X 1 , . . . , X n ) is a basis of g,
Moment sets and multiple of a representation
Let π be a unitary representation of the connected Lie group G on a separable Hilbert space H π . We define now the representationπ = ℵ 0 π (see [D] for instance).
We consider a sequence H n of Hilbert spaces unitary equivalent to H π through a unitary transformation ψ n : H π −→ H n . We define Hπ as the Hilbert sum of the spaces H n
Hn < ∞ and the representationπ bỹ
It is easy to verify thatπ is a continuous unitary representation of G.
Lemma 3.1. Let π be a representation of G. Thenπ andπ are unitary equivalent.
The proof is an easy consequence of the well known relation
, we define the quasi equivalence of representations.
Definition 3.1. Two unitary representations π and ρ of the Lie group G are quasi equivalent (and we will write π ∼ ρ) if the two representationsπ andρ are equivalent.
Proposition 3.2. Let π be a unitary representation of the connected Lie group G on a separable Hilbert space H π . ThenJ
Proof. First if a vectorξ = n ψ n (ξ n ) is a C ∞ vector forπ, since the projection p n (ξ) = ξ n is a continuous intertwining operator, ξ n is a C ∞ vector for π. Moreover, if A is in U(g), we get:
Indeed, if X is in g, the vectorη = n ψ n (dπ(X)ξ n ) is well defined inH π and we can compute the derivative in 0 of:
For any real numbers λ, t,
Thus if dπ(X) = R iλ dE λ is the spectral decomposition of dπ(X), we can write for any n:
Hπ .
Then Lebesgue's dominated convergence theorem yields to:
Soξ is in the domain of dπ(X). By induction, we prove similarly, that it is in the domain of dπ(X k · · · X 1 )) for any X i in g and
Now if f is inJ(π) C , by definition, there is a sequence (ξ n ) of C ∞ vectors for π such that f =Ψ π,C ((ξ n )). We saw thatξ = n ψ n (ξ n ) is a C ∞ vector forπ, with norm 1 and
Thus f belongs to J(π) C .
Conversely, if f is in J(π) C , there exists a finite sequenceξ 0 , . . . ,ξ k−1 of C ∞ vectors forπ with norm 1, positive real numbers λ j such that k−1 j=0 λ j = 1 and
Now, each vectorξ j can be written as n ψ n (ξ 
and f belongs toJ(π) C .
Analytic vectors
Let us now recall briefly some well known facts about analytic vectors for a unitary representation π of a Lie group G.
The reference for analytic vectors is [Wa] . Let (π, H π ) be a unitary representation of the connected Lie group G. We say that a vector ξ ∈ H π is analytic if the mapping For any ξ ∈ H ω π , there exists a neighborhood U of 0 in the Lie algebra g of G, such that for any X ∈ U ,
More precisely, if {X 1 , · · · , X p } is a basis of g, then we have the following necessary and sufficient condition for a C ∞ -vector ξ in H π to be analytic. There exists a constant
This implies that if ξ ∈ H π is analytic, then also the vector π(g)ξ is analytic, since
Proof of theorem 1.2
First, if π and ρ are quasi equivalent,π andρ are unitarily equivalent, they thus have the same generalized moment set and by proposition 3.2:
Conversely let us suppose thatJ(π) =J(ρ), which implies thatJ(π) C =J(ρ) C . We first prove:
Lemma 5.1. Suppose that π and ρ are two unitary representations of the connected Lie group G such thatJ(π) C =J(ρ) C . Let ξ be an analytic vector for the representation π with norm 1. Then there exists a sequence of analytic vectors (η n ) n∈N for ρ such that for any g in G,
(Let us remark that if g = 1 in G, the relation means n η n 2 Hρ = 1 and thus the series converges absolutely for any g in G). ¿From this, if we take m in N and A = X i 1 · · · X im as in 4.2, it follows that
Hence for every j ∈ N, we have
and so η j is an analytic vector for every j ∈ N, moreover the estimation (5.2) is independent of j. It follows from 4.2 that for Y ∈ g and an analytic vector ξ in H π we have that
Define the mapping ϕ : R −→ H π by ϕ(t) := π(exp tY )ξ.
Then:
where
and so by by 5.3, for |t|
as n tends to ∞. Hence for all small t, the series
converges absolutely and uniformly in j.
We also have absolute convergence for the double series
Indeed, by 5.1 and 5.2, for Y in U and |t| < 1,
Thus,
Let us define now the subset U of G by,
We shall now prove that U = G. First, we show that U is a closed subset of G. Let (g n ) n be a sequence of U, which converges to g. Then, we have for all A in U(g):
But:
Thus, by Lebesgue's theorem of dominated convergence,
Hence U is closed. Let us show that U is open. Let g be in U and A in U(g). Hence, by 5.2, for any vector Z = i z i X i in g such that Z < 1, we have:
and so for all these Z's and |t| < (pM (ξ)) −1 , we obtain
This shows that for our Z, for |t| < (pM (ξ)) −1 , since g is in U, we have by 5.4:
This shows that U is an open set. Hence, since G is connected, G = U. Especially, for every g in G, we have:
the series converging absolutely.
Let us present now the proof of Theorem 1.2
Let us consider the set V of all the families V = (ξ i ) i∈I of analytic vectors for π, with norm 1 and such that, if i = j, then π(g)ξ i , ξ j Hπ = 0 for any g in G. On V, we consider the ordering given by inclusion. We get an inductive set (V, ⊂). By Zorn's lemma, there is a family W in V which is maximal.
Since the vectors ξ i in W form an orthogonal system in the separable space H π , W is finite or countable. We suppose now the vectors in W labelled by integers W = (ξ 0 , ξ 1 , . . . ).
For each n in N, we note K n the closure of the vector space spanned by all the π(g)ξ n (g in G). The spaces K n are mutually orthogonal subspaces of H π , since, if
We now consider the Hilbert sum K of the K n as a closed subspace of H π . In fact this subspace coincides with H π . Indeed, each K n being a G-invariant subspace of H π , K itself is invariant. If K = H π , the non-trivial invariant subspace K ⊥ contains an analytic vector η with norm 1, W ∪ {η} is in V and larger than W . This is impossible and so ⊕ n K n = H π .
For each ξ n , according to Lemma 5.1, there exist analytic vectors η k,n for ρ such that:
Now we can build an intertwining operator T n between π| Kn andρ. First, we note Hρ = ⊕ k θ k (H ρ ) and define T n on linear combinations i=1 λ i π(g i )ξ n by:
For the moment, T n is not well defined with this formula, but we have:
Note that the permutation of the sums on k and i, j are allowed since all the series in k are absolutely convergent.
This relation proves that T n is well defined since if i λ i π(g i )ξ n = 0, then
moreover T n is isometric. Thus T n can be uniquely extended to K n by continuity. By definition, T n is an intertwining operator between π| Kn andρ:
Consider now the mapping T = ⊕ n T n . By construction, it is a partial isometry between H π and Hρ. With this construction, we get an intertwining operator between π andρ. But Lemma 3.1 gives us a unitary intertwining U betweenρ andρ and S = U • T is a partial isometry intertwining π andρ. Now we can defineS : Hπ = ⊕ψ n (H π ) −→ Hρ = ⊕θ n (Hρ) by:
Finally the partial isometryṼ = U •S intertwinesπ andρ. Exchanging the roles of π and ρ yields to a partial isometry intertwiningρ andπ.
With the notations of [D], we thus haveπ ≤ρ andρ ≤π. Hence, with Corollary 5.1.5 of [D], we conclude thatπ andρ are unitarily equivalent.
Proof of theorem 1.3
We are now going to prove theorem 1.3. Let π and ρ be two irreducible unitary representations of the connected Lie group G. It is clear that if π and ρ are unitarily equivalent (π ρ), then every coefficient of π is also a coefficient of ρ and so J(π) and J(ρ) coincide, we saw that J(π) = J(ρ) impliesJ(π) =J(ρ) andJ(π) C =J(ρ) C .
Hence it suffices to show thatJ(π) C =J(ρ) C implies that π and ρ are equivalent. We use Lemma 5.1. Let ξ be an analytic vector for π with norm 1. There is a sequence (η n ) of analytic vectors for ρ such that π(g)ξ, ξ Hπ = n ρ(g)η n , η n Hρ (g ∈ G). ¿From now one, we suppose, without loss of generality, that η 0 = 0. We saw thatρ is a unitary representation of G and the linear mapping P from Hρ to H ρ , defined by P n θ n (ζ n ) = ζ 0 is a non trivial intertwining operator betweenρ and ρ:
(P •ρ(g)) n θ n (ζ n ) = ρ(g)ζ 0 = (ρ(g) • P )(g) n θ n (ζ n ) . Now as in the proof of theorem 1.2, there is an isometric intertwining operator T between π andρ defined by:
The representation π being irreducible and the linear space V generated by the vectors π(g)ξ invariant, this space is dense in H π . Thus T can be uniquely extended to H π by continuity. By definition, T is an intertwining between π andρ, since for vectors in V , Now A = P • T is an intertwining operator between π and ρ, since Aξ = η 0 = 0, it is non trivial. Hence by [Wa] Corollary 4.3.1.3, the irreducible representations π and ρ are unitarily equivalent. This proves our result.
