In this paper, using a quantum superalgebra associated with the universal central extension of sl(2, 2) (1) , we introduce new R-matrices having an extra parameter x. As x → 0, they become those associated with the symmetric and anti-symmetric tensor products of the copies of the vector representation of U q sl(2, 2) (1) .
Introduction
The Yang-Baxter equation (YBE for short) has played important roles in study of statistical mechanics, knot theory, conformal field theory etc., and many of its solutions are associated with finite dimensional irreducible representations of quantum affine algebras and superalgebras (see [YG] , [D] , [J1] , [BGZ] ). We call the solutions of the YBE the R-matrices.
If a finite dimensional simple Lie superalgebra is A(m, n), B(m, n), C(n), D(m, n), F (4), G(3) or D(2, 1; α) (α = 0, −1), it is called a basic classical Lie superalgebra (BCLS for short) [K1] , [K2] . We first recall that A(m, n) coincides with sl(m+1, n+1) if and only if m = n, and that sl(m + 1, m + 1) is a one dimensional central extension of A(m, m). Let g be a BCLS and g the universal central extension (UCE for short) of g. We also recall (see [IK] for example) that g = g if g = A(m, m) for any m, and that A(m, m) = sl(m+1, m+1) (m ≥ 2) and A(1, 1) = d. Here d is the Lie superalgebra called D(2, 1; −1) in [IK] . The d is a two (resp. three) dimensional central extension of sl(2, 2) (resp. A(1, 1)). It is known [IK] that the UCE of g⊗C[t, t −1 ] is given by the affine version g (1) = g⊗C[t, t −1 ]⊕Cc of g. (In [IK] , the UCE of g ⊗ X for any commutative C-algebra X was also given.) Motivated by this fact, we direct our attention to the quantum superalgebra U q d
(1) (strictly speaking, -matricesŘ(u, v; x) satisfying the (twisted) YBE:
(Ř(v, w; x) ⊗ I)(I ⊗Ř(u, w; q n x))(Ř(u, v; x) ⊗ I) (1) = (I ⊗Ř(u, v; q n x))(Ř(u, w; x) ⊗ I))(I ⊗Ř(v, w; q n x))
for some integer n, where u, v, x ∈ C are continuous parameters. This can be viewed as a quantum dynamical YBE (see Appendix). The R-matrices we will give are such that as x → 0, they become the U q sl(2, 2) (1) R-matrices [PS] [BS] [BGZ] [Ga] associated with the symmetric and anti-symmetric tensor products of the copies of the vector representation ϕ of U q sl(2, 2)
(1) . One of our tools is a four dimensional irreducible representation ρ x of U with the parameter x such that ρ 0 = ϕ • p, where p : U → U q sl(2, 2)
(1) is the natural epimorphism.
The paper is organized as follows. In Section 1, we introduce U and ρ x . In Section 2, we giveŘ(u, v; x) associated with ρ x . In Section 3, we give all theŘ(u, v; x)'s mentioned above using the fusion process.
1 Centrally extended quantum affine superalgebra
i=0 Cε i be the five dimensional vector space. Define the symmetric bilinear form ( , ) on E by (ε 0 , ε 0 ) = 0, (ε 1 , ε 1 ) = (ε 2 , ε 2 ) = 1, (ε 3 , ε 3 ) = (ε 4 , ε 4 ) = −1 and (ε i , ε j ) = 0 (i = j). Let α 0 := ε 0 − ε 1 + ε 4 and α i := ε i − ε i+1 (1 ≤ i ≤ 3). Define the parity p(α i ) to be (4 − (α i , α i )
2 )/4. Then we have the Dynkin diagram of A(1, 1) (1) :
Throughout this paper, we assume q ∈ C to be such that q = 0 and q r = 1 for every positive integer r. Let U = U q d
(1) be the associative C-algebra presented by the generators s,
and the defining relations:
where
is the center of U. We view U as the (non-Z 2 -graded) Hopf algebra with the comultiplication ∆ : U → U ⊗ U satisfying:
We do not give the antipode and the counit; we do not need them. We define
Remark.
(1) The above comultiplication is not standard. Taking the twisting [KT] (see also [Y] ) for the U , we get the standard comultiplication of a quantum superalgebra defined for a Dynkin diagram other than the one given above; the A(1, 1) (1) has the two Dynkin diagrams and the quantum superalgebra is isomorphic to U as a C-algebra.
(2) Let U ′ be the subalgebra of U generated by
. We can get generators of J in the same way as in [Y] .
Let V x = C 4 be the four dimensional vector space, where x ∈ C is a parameter. Put θ(i) := (1 − (ε i , ε i ))/2. Define the irreducible representation ρ x : U → End(V x ) by:
and is an irreducible U 0 -module which is not isomorphic to V (1)
x . Proof. For each 1 ≤ i ≤ 4, the weight space including e i ⊗ e i is one dimensional. Hence, if V x ⊗ V y is a completely reducible U 0 -module, there exists an irreducible U 0 -module including e i ⊗ e i . Using this fact, we can check the lemma directly.
2 R-matrix associated with the vector representation
x , where u, v ∈ C. Then:
Using (2) and Lemma 1, we can directly check that:
for X ∈ U. Theorem 1. TheŘ (u, v; x) satisfies the YBE in the form of (1) with n = 1.
be the Chevalley generators of sl (2, 2) (1) . Then there exists a representation ψ u : sl(2, 2)
, respectively. Notice that ψ := ψ 1|sl(2,2) is an irreducible representation of sl(2, 2) and that there exist a highest root vector E ′ α 1 +α 2 +α 3 and a lowest root vector E ′ −(α 1 +α 2 +α 3 ) of sl(2, 2) such that (5) uψ(E
. Then, using (4), together with the same argument used in the proof of [J1, Proposition 3], we get the theorem.
R-matrices for the (anti-)symmetric tensors
Here we use a similar process to the fusion process [KRS] [C] [J2] . To begin with, we recall some facts [Gy] about the Hecke algebra H n (q 2 ) associated with the symmetric group S n ; the H n (q 2 ) is the associative C-algebra presented by the generators h i (1 ≤ i ≤ n − 1) and the defining relations:
We abbreviate H n (q 2 ) to H. We know [CR] that there exists a C-basis
Here σ i is the simple transposition (i, i + 1) and ℓ(σ) is the length [CR] of σ with respect to σ i 's.
Put
Then it is known [Gy] that:
Now we treat R-matrices. Let W
By Theorem 1, we can defineŘ(a; x|σ) ∈ End(W (n)
where σ[a] := (a σ −1 (1) , . . . , a σ −1 (n) ). By Theorem 1 and (2), there exists a unique representation π (n)
Lemma 2. Let u ∈ C. Then:
for some a ± (q) ∈ C × .
This can be checked directly; a similar formula has been given in [J2, Section 5] .
By (4), we have:
for X ∈ U . By Lemma 2 and (7), we may define the representation ρ
We have a representation ψ
) |sl(2,2) . Then ψ +,(n) (resp. ψ −,(n) ) is the n-fold symmetric (resp. anti-symmetric) tensor product of the vector representation ψ of sl(2, 2). By [S] , we have:
Lemma 3. The ψ ±,(n) is irreducible. Moreover d ± (n) = 0.
Define τ ∈ S 2n by τ (i) = i + n, τ (n + i) = i (1 ≤ i ≤ n). For g, h ∈ C n , let g ∪ h := (g 1 , . . . , g n , h 1 , . . . , h n ) ∈ C 2n . Let S n be embedded into S 2n in the natural way. By Lemma 2, we have:
x (e ± ) ⊗ π a ± (q) 2Ř (vp ± ; x|γ n )Ř(up ± ; x|τ γ n τ )Ř(up ± ∪ vp ± ; x|τ ) = (π (n)
x (e ± ) ⊗ π (n)
q n x (e ± ))Ř(up ± ∪ vp ± ; x|τ ) .
Hence we may put: R ±,(n) (u, v; x) :=Ř(γ n [up ± ] ∪ γ n [vp ± ]; x|τ ) |V ±,x ⊗V ±,q n x ∈ End(V ±,x ⊗ V ±,q n x ).
