We describe a semiempirical method for constructing pseudopotentials for use in correlated wave-function calculations which involves using a combination of calculated and experimental quantities. The pseudopotentials are generated from single-valence-electron configurations and satisfy a norm-conservation condition. Core relaxation and core-polarization effects are taken into account. Detailed results for a typical atom with s and p valence electrons ͑silicon͒ and a transition metal atom ͑titanium͒ are given. The method works very well for silicon but is not satisfactory for titanium.
The basic idea is that the core electrons respond very rapidly to changes in the positions of the valence electrons and the effect can be approximately described by a polarization of the core arising from the instantaneous electric field of the valence electrons.
There is, however, a need for more accurate pseudopotentials for use in correlated wave-function calculations. The pseudopotentials currently used in correlated calculations perform significantly worse than, for example, KS-DFT pseudopotentials in a KS-DFT calculation. Given that the idea of using correlated methods is to obtain higher accuracy than in KS-DFT or HF calculations, this is a significant shortcoming. In this paper we describe a semi-empirical procedure for obtaining pseudopotentials for correlated calculations. We use a combination of calculated quantities and the experimental ionization energies for a single electron in the field of an isolated ion. These energies could be calculated, which would yield a scheme free from experimental input, but we believe that using the experimental energies leads to improved accuracy. Our procedure is similar in some respects to the empirical procedures used in the 1960s, 8, 9 in which pseudopotentials were generated for an electron in the field of an ion using experimental energies. However, our procedure differs from these earlier versions in four important ways: ͑i͒ our pseudopotentials obey a norm-conservation condition, ͑ii͒ we improve the description of core-valence correlation effects by including core-polarization effects in a consistent manner, ͑iii͒ we include corrections for the core relaxation effects arising from generating the pseudopotential in ionized configurations, and ͑iv͒ we include an accurate representation of the Hartree and exchange potentials outside of the core. The method is illustrated with detailed results for the silicon and titanium atoms, and the accuracy of our semiempirical pseudopotential is compared with a number of other potentials.
an accurate description of the one-body, two-body, etc., density matrices outside the core region. The most important quantity is the one-body density matrix, whose eigenfunctions are the natural orbitals. It is therefore important to ensure that the natural orbitals of the pseudoatom are correct outside of the core region. For single valence electrons this theory reduces to the standard concept of norm conservation.
Our semiempirical pseudopotentials are constructed from single-valence-electron configurations; e.g., for Si we use the ͓Ne͔3s 1 , ͓Ne͔3 p 1 , and ͓Ne͔3d 1 configurations. The minimum requirements that a norm-conserving pseudopotential for angular momentum l must satisfy are that it reproduce correctly the following quantities in the reference configuration: ͑i͒ the potential felt by the valence electron outside of some core radius, r c l , ͑ii͒ the total amount of valence electronic charge outside of r c l , and ͑iii͒ the energy eigenvalue ⑀ l . In the next sections we explain how each of these three quantities is calculated.
A. Hartree-Fock potential
Consider a single valence electron in the field of an isolated ion. Within HF theory the potential felt by the electron is the sum of the interaction with the nucleus of charge Z and the Hartree and exchange interactions with the core,
The HF potential accounts for most of the effects felt by the valence electron, but neglects correlation effects.
B. Core-polarization potential
If the core-valence correlation is weak, it is reasonable to write the effective potential felt by the valence electrons as the sum of the HF potential and a correlation potential, V
C . An approximate correlation potential can be obtained within the framework of core polarization potentials. Callaway 11 developed a theory for V C which involves an adiabatic separation between the core and valence electrons, in which the core electrons move instantaneously in response to the motion of the valence electrons. Callaway showed that, after a series of approximations, V C could be approximated by a dipole term which represents the polarization of the core due to the electric field of the valence electrons ͑and other ions, if present͒. This leads to the CPP approximation 7 for V C ,
where ␣ c is the static polarizability of the core and E c is the effective electric field acting on the core due to the valence electrons. When a valence electron is within the core this equation overestimates the core polarization, which must be zero when the electron is at the nucleus. To make the CPP vanish at the origin Müller et al. 7 cut off E c as
͑3͒
where r i is the position of the ith valence electron, and r is an adjustable parameter. Müller et al. 7 investigated several forms of the cutoff function f (x), and we use one of their forms,
which was also used by Shirley and Martin. 12 Inserting Eq. ͑3͒ into Eq. ͑2͒ yields
which is a sum of one-and two-electron terms. The valence electrons prefer to sit on either side of the core so as to minimize the interaction energy, but the introduction of the two-electron term V CPP e-e opposes this because it penalizes configurations in which r i •r j Ͻ0. The expectation values of V CPP e and V CPP e-e therefore tend to cancel one another.
C. Valence potential in different regions
In order to construct our semiempirical pseudopotential we divide the radial space into three regions as illustrated in Fig. 1 . The core radius of a pseudopotential for a particular angular momentum, r c l , is conventionally chosen between the outermost node and extremum of the all-electron valence orbital, and the values that we have used for Si and Ti are given in Table I . Region I (0ϽrϽr c l ) is the core region for angular momentum l. We do not have to specify the potential in region I explicitly as it will be fixed by inversion of the write the orbital as the product of radial and angular parts, ⌽ lm (r)ϭ͓ l (r)/r͔Y lm (,), and the equation for l in region II becomes
where ⑀ l is the eigenvalue and
͑7͒
where the l (r) represents all-electron restricted HF radial orbitals for the singly valent configurations, r Ͻ (r Ͼ ) is the lesser ͑greater͒ of r and rЈ, and Here k is an integer у0, and V II X (r) is nonzero for ͉l c Ϫl͉рkрl c ϩl with (kϩl c ϩl) even. Note that the self-interaction of the single valence electron is omitted from Eq. ͑7͒.
For some atoms, e.g., Si, we find that for realistic core radii ͑see 
where N c is the number of core electrons. In general we have found that the asymptotic forms of Eq. ͑8͒ are accurate to about 10 Ϫ3 eV provided that r c l is chosen so that at least 99% of the total core charge is confined to region I. This criterion allows reasonable core radii for atoms with s and p valence electrons, but not for transition metal atoms, for which the full forms of Eq. ͑7͒ must be used.
The outer radius r o is chosen to be large enough so that in region III (rϾr o ) the correlation potential is negligible and the Hartree and exchange potentials from the core dominate so that we have
We have chosen r o such that V CPP e (rуr o )р10 Ϫ6 Ry ͑see Table I͒ .
D. Valence eigenvalues
For the valence eigenvalues we use the experimental values for the energy differences between the singly-valent ions and the bare core, i.e., the ionization energy. These energies were obtained from the compilation of Bashkin and Stoner 13 by taking degeneracy-weighted averages of the spin-orbitsplit levels. The advantage of using the experimental energies is that they contain both relativistic and correlation effects, which are difficult to include in accurate many-body calculations. Of course we could obtain these energies from calculations, which would remove the need for any experimental input in our scheme. However, for large Z atoms it would certainly be difficult to calculate highly accurate energies and therefore we prefer to use the experimental ones.
Using the experimental ionization energies ⑀ l guarantees that we obtain the correct asymptotic form of the charge density for the singly-valent configuration,
r͔. ͑10͒
Within HF theory the asymptotic form of the HF charge density is given by a similar expression, but with the ionization energy replaced by the HF eigenvalue of the highest occupied state, which is not in general equal to the HF ionization energy. In our scheme we would like to reproduce the correct asymptotic form of the charge density and therefore we follow Eq. ͑10͒ and use the experimental ionization energy. In Sec. II F we will equate changes in the HF valence eigenvalues to changes in the ionization energy arising from core relaxation. This procedure is justified because we are creating pseudopotentials using single-valent configurations, for which the change in the eigenvalue is equal to the change in the ionization energy.
E. Norms of the valence wave functions
In single-particle theories there is no ambiguity concerning the definition of core and valence charge densities, which is simply a matter of labeling the orbitals as belonging to the core or valence, but in a correlated many-electron theory one cannot make a wholly unambiguous definition of the core and valence charge densities. However, physically, the core charge density must be contained within some reasonably small radius, which can easily be estimated from singleparticle calculations. We can assert that even in a many-body calculation all charge outside of this radius must be valence charge.
By fixing the valence eigenvalue and the potential for r уr c l we have fixed the functional form of the valence orbital for rуr c l , but not its normalization. To find the normaliza- tion we must know the amount of valence charge l v outside of some radius r n уr c l . We obtain this charge density from all-electron calculations for the single-valent ions. We have used a variety of methods to calculate l v , including the local spin-density approximation ͑LSDA͒ to KS-DFT, HF theory and configuration interaction with single and double excitations ͑CISD͒. For the LSDA calculations we used an atomic code based on a finely spaced radial grid, while for the HF calculations we used the code of Fröse Fischer, 14 which also uses a radial grid. The CISD calculations were performed using the GAUSSIAN 94 code. 15 The CISD calculations give excellent correlation energies, but the GAUSSIAN basis set gives a poor description of the charge density far from the atom. Choosing r n too large would therefore lead to an inaccurate value of the norm, and in our calculations we have chosen r n ϭr c l . This choice is not always large enough to ensure that the core charge density is confined within r n , but in these cases we correct the norm using the results of LSDA or HF calculations. In practice these different methods give norms in very close agreement with one another, and the norm appears to be insensitive to the description of the electron correlation.
F. Core relaxation
Core relaxation in an isolated atom refers to the change in the distribution of the core electrons which occurs when the configuration of the valence electrons is altered. We generate pseudopotentials from a particular reference configuration of the atom, which therefore includes the effect of the core frozen in this configuration. The semiempirical pseudopotentials are generated in highly ionized configurations although we would normally like to use them in near neutral configurations. Clearly errors will be introduced if the relaxation of the core on going from the ionized to the neutral configuration is significant. The idea of our core relaxation correction procedure is as follows. Core relaxation changes the pseudopotential and hence alters the valence eigenvalue and the amount of valence charge outside of r c l . However, the changes in the pseudopotential will be mainly confined to the core region and therefore we can retain the potentials of Eqs. ͑6͒ and ͑9͒ in regions II and III while applying corrections to the valence eigenvalue and norm. Our correction procedure is therefore to generate the pseudopotential without changing the potential outside the core region, but adding small corrections to the norms of the valence orbitals and their eigenvalues.
Although the idea of core relaxation corrections is natural enough, it turns out that they are difficult to define mathematically. We have used the following definition which is meaningful within independent electron theories such as HF and KS-DFT. Suppose we construct the 3d pseudopotential for Ti within our semiempirical scheme which uses singlevalence-electron configurations. What is the change in the ⑀ 3d eigenvalue due to using the core of the ionized atom rather than the core of the neutral atomic ground state? The HF equations for the ionized configuration are
where V H and V X are the Hartree and exchange potentials, c i and 3d i are the core orbitals and the valence orbital, and i denotes the ionized configuration. We now perform a second calculation with the core orbitals in V H and V X replaced by those obtained from a calculation in the neutral atomic ground state, c 0 . These HF equations are then solved with the c 0 orbitals fixed to give the energies ⑀ nl 0 and associated orbitals nl 0 . The change in the 3d eigenvalue due to the core relaxation is then
and the change in the amount of charge in the core region is
The values of ⌬⑀ and ⌬N for Si and Ti are given in Table  II . Clearly one can make an analogous definition within KS-DFT theory which we have found gives similar results. We have calculated the ⌬⑀ of Eq. ͑12͒ and the ⌬N of Eq. ͑13͒ for the s, p, and d channels of all atoms up to Zn. The ⌬⑀ increases in magnitude across the rows and down the columns of the periodic table. The ⌬N shows similar trends, although for many atoms they are small. We find that ⌬⑀ is almost always negative while ⌬N is almost always positive. The reason for this is that the core of the ionized atom is more compact so that the nuclear charge is more effectively screened and consequently the potential felt by the valence electrons is less attractive.
III. CONSTRUCTION OF THE PSEUDOPOTENTIALS
The required solution of the Schrödinger equation in region III ͓Eq. ͑9͔͒ is
where W x,y (z)ϭe
is the Whittaker function of the second kind, U is the confluent hypergeometric function of the second kind, 16 and xϭ(Z ϪN c )/ͱ2͉⑀ l ͉. The asymptotic form of this expression yields Eq. ͑10͒, as required.
The Whittaker function gives the form of the solution throughout region III. We proceed by choosing a value for l III (r o ). The corresponding radial derivative of l III (r o ) is then fixed from Eq. ͑14͒. Using the desired value of the where the c i are coefficients to be determined. In the TM scheme seven conditions are used to determine the seven coefficients: continuity of the pseudo-orbital and its first four derivatives at the core radius, zero curvature of the pseudopotential at the origin, and the norm-conservation condition.
Troullier and Martins investigated a number of variants of this scheme and found that this one gave smooth and transferable pseudopotentials. Note that the exponent in Eq. ͑15͒ contains only even powers. The absence of the odd powers in the exponential of Eq. ͑15͒ ensures that all the odd derivatives of the screened pseudopotential are zero at the origin, which helps to keep the pseudopotential smooth. The absence of the term linear in r forces the pseudopotential to be finite at the origin. This allows the use of larger time steps in DMC calculations, 18 and it could also be advantageous in other correlated wave-function methods.
Once l I (r) is determined, the pseudopotential V l (r) is obtained in region I by inverting the radial Schrödinger equation,
This completes the construction of the semiempirical pseudopotential. When testing the effects of core polarization we have used the CPP defined by Eqs. ͑2͒-͑5͒, with the parameters of Shirley and Martin. 12 Table 1͑b͒ for our HF pseudopotentials but those of Table 1͑a͒ for our semiempirical pseudopotentials because these incorporate the experimental valence eigenvalues which contain relativistic effects. The differences between using the relativistic and nonrelativistic parameters is small for the atoms we have considered. Note that our semiempirical pseudopotential includes the one-electron CPP term V CPP e , and therefore to form a consistent CPP potential we add only the V CPP e-e term from We have also generated pseudopotentials within LSDA and HF theory using the same core radii and the TM scheme. These pseudopotentials were generated in the neutral ground state. HF pseudopotentials created by such a scheme have a long-range tail due to the exchange interaction, which we have cut off, as others have done before. 19, 12 We have also tested the Hay-Wadt pseudopotentials for Si ͑Ref. 20͒ and Ti ͑Ref. 21͒, and the Hay-Wadt ͑HW͒ small core 22 pseudopotential for Ti, in which the 3s and 3 p electrons are included in the valence. For Ti we also tested the Dirac-Fock ͑DF͒ pseudopotential of Hurley et al.
23

IV. TESTING THE PSEUDOPOTENTIALS
We have tested all of our pseudopotentials by performing atomic calculations using the fixed-node DMC method. Some of the tests have been repeated with the configurationinteraction method with single and double excitations ͑CISD͒ using the GAUSSIAN94 package, 15 which gave very similar results. For the single-valence-electron states we also calculate the energies by numerical integration on a grid, which yields essentially exact results.
In DMC ͑Refs. 1 and 2͒ imaginary time evolution of the Schrödinger equation is used to evolve an ensemble of 3N-dimensional electronic configurations towards the ground state. Importance sampling is incorporated via a guiding wave function ⌽ T . We use the fixed-node approximation, in which the nodal surface of the wave function is constrained to equal that of ⌽ T . The fixed-node DMC method generates the distribution ⌽ T ⌿, where ⌿ is the best ͑lowest energy͒ wave function with the same nodes as ⌽ T . Our guiding wave functions are of the Slater-Jastrow type:
where there are N electrons in the system, u is a two-electron correlation factor which depends on the relative spins of the electrons i and j , r i j is the separation of the electrons, and r i and r j are their distances from the nucleus. D n ↑ and D n ↓ are
Slater determinants of up-and down-spin single-particle orbitals which were obtained from LSDA calculations for the electronic configurations of interest. Some calculations were repeated using HF orbitals, but they gave almost identical results. The u function was expanded as a polynomial in r i j , r i , and r j which was constrained to obey the electronelectron cusp conditions. 24 For Si we included only powers of r i j and r i , giving a total of 24 parameters, but for Ti we added terms in r i ␣ r j ␤ , r i ␣ r i j ␤ , and r i ␣ r j ␤ r i j ␥ (␣,␤,␥ integer͒, giving a total of 34 parameters. The optimal parameter values were obtained by minimizing the variance of the energy. 25, 26 The nonlocal component of the electron-ion energy was evaluated using the ''locality approximation.'' 27 The error in making this approximation is of order (⌽ T Ϫ⌿) 2 , so that it is important that the trial wave function be accurate.
The DMC method can also be used to study excited states. It is straightforward to show that if the nodal surface of the guiding wave function is equal to that of an exact eigenstate, then the fixed-node DMC algorithm gives the exact energy of that eigenstate ͑apart from the locality approxi-mation͒. Recently, the existence of variational theorems within the fixed-node DMC method have been analyzed by Foulkes, Hood, and Needs. 28 For each Si pseudopotential we have calculated the energies of nine atomic configurations using the DMC method, while for each Ti pseudopotential we have calculated the energies of ten atomic configurations. For most states only a single determinant is required to produce a guiding wave function with the correct quantum numbers, but for the 29 We have found that when the variational freedom of the Jastrow factor is restricted the optimal mixing coefficient increases and we believe that our smaller mixing coefficients are due to the greater variational flexibility of our Jastrow factor. The reduction in the energy of the 3d 2 4s 2 neutral ground state obtained from the multideterminant trial wave function for the ( 3 F) neutral ground state is between 0.25 and 0.5 eV in VMC calculations, but in DMC calculations it is less than the statistical error bars given in Tables IV, V , VI, and VII, below.
V. RESULTS
A list of acronyms for the pseudopotentials we have tested is given in Table III . Our aim is to construct pseudopotentials for Si and Ti which work well in environments similar to the neutral atomic ground states. To quantify the accuracy of the pseudopotentials under these conditions we define the average error ⌬,
where E i DMC and E i expt are the DMC and experimental values for the energy differences from the neutral ground state obtained from the data in Tables IV and V for Si and Tables VI  and VII for Ti. This measure of the error emphasizes the states close in energy to the neutral ground state. Other measures of the accuracy can be constructed from the data, but the trends are generally similar.
For Si, all the pseudopotentials tested perform at least reasonably well. The HW HF pseudopotential is significantly poorer than the others, and it performs worse that the HF pseudopotential we have generated. The effects of the CPP are small in Si, but it does improve the results for both the HF and semi-empirical ͑SE͒ pseudopotentials. The core re- laxation corrections ͑see Table II͒ are also small, but they also improve the performance of our SE pseudopotential. The best performance of any of the pseudopotentials is given by our SE pseudopotential with core relaxation corrections and the full CPP including the two-electron term. For Ti our HF pseudopotential gives the best results in our correlated calculations. We have also tested our HF pseudopotential within HF theory, where it performs very well. The most significant error in this case is the overestimation of the s→d promotion energy, which has been noted before in HF pseudopotentials. 30, 31 This error arises because the 3d orbital is large near the outer node of the all-electron 4s orbital. The nodeless pseudo-4s orbital is very different from the allelectron 4s orbital in this region and therefore an error is introduced into the Hartree and exchange interactions between the two orbitals. In the reference configuration this error is compensated by the pseudopotential, which by construction gives the correct energy eigenvalues, but in other configurations this compensation is incomplete and an error is introduced. In Ti the effect is to increase the energy of s 1 d 3 states. We have noticed a similar effect in a LSDA Ti pseudopotential created with a full nonlinear core exchangecorrelation correction. 32 This demonstrates that the effect is generic and not dependent on the detailed description of exchange and correlation effects. It is therefore interesting that our DMC calculations for Ti with a HF pseudopotential do not show such an effect for the 3d 2 4s 2 ( 3 F)→3d 3 4s 1 ( 5 F) transition, for which we do not have an explanation.
The addition of the Shirley-Martin 12 CPP to our HF Ti pseudopotential reduces the accuracy obtained. Corepolarization effects are large for Ti because the core is highly polarizable and the energy of a Ti atom with one valence 3d electron is lowered by 1.45 eV on adding the CPP from Tables VI and VII for the HFϩCPP pseudopotential.
The Hay-Wade small core ͑HWS͒ Ti pseudopotential gives the next best results. It is interesting that the HWS pseudopotential, in which the 3s and 3 p electrons are included in the valence, performs less well than our HF pseudopotential for states close in energy to the ground state. The small-core Ti neutral pseudoatom has 12 valence electrons while the large-core one has 4, and the computational cost of performing a DMC calculation using the small-core Ti pseudopotential is about an order of magnitude greater than using the large-core one. Note that the HWS pseudopotential performs quite well for highly ionized configurations, presumably because it is able to describe the relaxation of the 3s and 3p shells, which is not possible in the large-core pseudopotentials.
The next most accurate results were obtained with the DF Ti pseudopotential. This pseudopotential includes the most important relativistic effects and might be expected to give better results than our HF pseudopotential. The DF pseudo- potential of Hurley et al. 23 was created using a different scheme from our pseudopotentials and has a very different functional form, and therefore detailed comparisons of results may not be valid. Relativistic effects for the valence electrons in Ti are in fact fairly small, the major effects being to raise the d level and lower the s level slightly. Our HF pseudopotentials do not contain relativistic effects although when we add a CPP we are including relativistic effects because they are implicit in the CPP parameters given in Table  1͑b͒ of Ref. 12. Our SE pseudopotentials contain relativistic effects through the use of experimental energies. Our LSDA pseudopotentials for both Si and Ti also contain relativistic effects, although in both cases their performance in correlated calculations is inferior to the HF pseudopotentials.
Mitas 29 has published VMC and DMC results for a Ti pseudoatom using the large-core pseudopotential of Pacios and Olcina, 31 which is a Dirac-Fock pseudopotential which was designed to reproduce energy differences. Mitas 29 reported six energy differences, of which four are directly comparable with our results. For these four energy differences our HF pseudopotential performs a little better.
Our Ti SE pseudopotential does not perform very well. The introduction of the two-electron CPP term actually makes the results even worse, while the core-relaxation effects give a small improvement. The core-relaxation effects are large in Ti, especially for the d level, which is shifted downwards in energy to 1.79 eV, although we believe that our corrections for core relaxation are soundly based and should account for the majority of these effects. We remarked above that we believe that the Shirley-Martin CPP for Ti is too attractive in the d channel and this introduces errors into our SEϩV CPP e-e pseudopotential via the twoelectron CPP term. To explore the lack of success of the SE pseudopotential for Ti in more detail we have performed Hartree-Fock calculations for the different pseudopotentials. These show that in the neutral ground state the s level of our SE Ti pseudopotential is 0.47 eV lower than for the HF pseudopotential, while the d level is 1.42 eV higher than for the HF pseudopotential. The consequences of these differences can clearly be seen in the results of Tables VI and VII. For example, the first IP of the SE pseudopotential, which corresponds to the removal of an s electron, is 0.571 eV larger than the HF pseudopotential value, and the s→d promotion energy is 0.578 eV larger than the HF pseudopotential value.
In the single-valent ion the s level of our HF pseudopotential is 0.76 eV above the experimental ionization energy, and the effect of core relaxation on going from the neutral to ionized core is to raise it by a further 0.80 eV. Corerelaxation effects are therefore not the source of the differences between the HF and SE pseudopotentials. Also core polarization, even when estimated using the Shirley-Martin CPP which we believe overestimates these effects, is too small to explain the differences. The picture that emerges is that the relative failure of our SE pseudopotentials for Ti is not due to core-relaxation effects or core-polarization effects, but is due to errors in describing the interactions between the s and d valence electrons. The HF pseudopotential generated in the neutral configuration includes corrections for the difference between the all-electron and pseudovalence orbitals, but our SE pseudopotential does not.
This effect has been discussed before in the context of HF calculations. 30, 31 Attempts have been made to alter the s pseudopotential to force the pseudo-orbital to look more like the all-electron 4s orbital, although the success of this approach has been limited. 30 It would appear, however, that some method of correcting the interactions between the pseudo-orbitals is necessary to achieve higher accuracy in HF and correlated calculations of Ti. We could of course alter the eigenvalues of the SE pseudopotentials to improve their accuracy for near-neutral configurations. However, this would run counter to the spirit of our approach, in which we try and construct the SE pseudopotential using a clearly defined strategy rather than just fitting to the energy differences, and it would still not solve the problem of the interactions between the pseudo-orbitals.
VI. CONCLUSIONS
We have introduced a method for generating semiempirical pseudopotentials for use in correlated wave-function calculations. Our semiempirical pseudopotentials are generated in single-valent atomic configurations, but we have developed a scheme which enables us to apply core-relaxation corrections so that the pseudopotential works better in near- neutral configurations. For Si the semiempirical pseudopotential is the most accurate that we have been able to generate, giving errors of only a few hundredths of an eV for a wide range of states. This high level of transferability within correlated calculations is similar to the transferability obtained in density-functional theory pseudopotential calculations ͑provided nonlinear core-exchange-correlation corrections are included 32 ͒ and Hartree-Fock pseudopotential calculations for Si. We believe that our semiempirical scheme should work very well for all atoms up to at least atomic number 18 and is probably the most accurate currently available scheme for generating pseudopotentials for correlated wave-function calculations for these atoms.
Our semiempirical scheme has not proved successful for Ti and the best results we have obtained for this atom are with a Hartree-Fock pseudopotential. The main reason for the relative failure of our SE pseudopotential for Ti is that it does not account for the differences in the interactions between the all-electron orbitals and pseudo-orbitals.
In Si and Ti, at least, Hartree-Fock pseudopotentials give better results in correlated calculations than local-spindensity-approximation pseudopotentials. The corepolarization potential of Shirley and Martin 12 works well in Si, but not in Ti where it overestimates the core-polarization energy. Core-polarization effects are significant in transition metal elements and it is important to develop accurate corepolarization potentials for these elements.
