In the present paper, we give a full description of the jet schemes of the polynomial ideal (x 1 · · · x n ) ∈ k[x 1 , . . . , x n ] over a field of zero characteristic. We use this description to answer questions about products and intersections of ideals emerged recently in algorithmic studies of algebraic differential equations.
Introduction
Properties of ideals in rings of differential polynomials are essential for the algorithmic study of algebraic differential equations [3, 15] . The following fact is an important part of the recent first bound for the effective differential elimination ( [15] ). If h 1 , . . . , h n are natural numbers, then there exists d such that for every ideals I 1 , . . . , I n in a commutative associative differential algebra over a field of zero characteristic where, for an ideal I, we denote the ideal generated by derivatives of elements of I of order at most h by I (h) . Such an inclusion allows us to reduce a problem about an arbitrary ideal to the problem about an ideal with additional useful properties (for example, to prime ideals in [15] ). This kind of reduction is expected to have many potential applications to the algorithmic problems about algebraic differential equations. The value of such d was not needed for obtaining the bound in [15] , but we expect that it can be used for refining this and related bounds similarly to the way the Noether exponent was used in [3, Lemma 3.1] and [15, Lemma 5.5] . The problem of determining the number d in (1.1) as well as many other questions about products of ideals in differential algebras can be reduced to questions about the jet ideal of the polynomial ideal generated by x 1 · · · x n ∈ k[x 1 , . . . , x n ] (see [15, Lemma 6.2 
]).
Recently, jet schemes were successfully applied to study singularities of algebraic varieties (for example, [14] ). In [1, 16] , jet ideals of the ideal generated by x 1 · · · x n were studied, minimal primes and their multiplicities were found. In the context of differential algebra, jet schemes and related objects proved to be one of main tools in differential algebraic geometry (see [12, 8] ).
In the present paper, we generalize results of [1, 16] giving a full description of jet schemes of the ideal generated by x 1 · · · x n (Section 4), where an unexpected connection to Shubert calculus occurs (see Proposition 3.10). Then we use the obtained information in order to solve the original problem about differential algebraic equations, namely find the minimal possible number d in (1.1) (see Corollary 5.2 and Corollary 5.4).
We also note that our problem is connected to a classical membership problem for the differential ideal generated by x 1 . . . x n (see [9, 5, 6] ). In particular, if a differential polynomial belongs to any of the jet ideals of the polynomial ideal generated by x 1 · · · x n , then it belongs to the corresponding differential ideal, and if a differential polynomial does not belong to any of these jet ideals, it does not belong to the differential ideal. Our structural results give an effective way for deciding if any of these situations takes place (see Remark 5.5).
Preliminaries

Differential algebra
Throughout the paper, all fields are assumed to be of characteristic zero. Unless otherwise stated, all algebras are commutative, associative, and with unity.
Let R be a ring.
A differential ring R is a ring with a specified derivation. In this case, we will denote D(x) by x ′ and D n (x) by x (n) . A differential ring that is a field will be called a differential field.
A differential ring A is said to be a differential K-algebra over a differential field K if A is a K-algebra and the restriction of the derivation of A on K coincides with the derivation on K. An ideal I of a differential ring R is said to be a differential ideal if a ′ ∈ I for all a ∈ I. The differential ideal generated by a 1 , . . . , a n ∈ I will be denoted by [a 1 , . . . , a n ].
Let A be a differential K-algebra. We consider the polynomial ring
where x, x ′ , x ′′ , . . . are algebraically independent variables. Extending the derivation from
we obtain a differential algebra. This algebra is called the algebra of differential polynomials in x over A and we denote it by A{x}. Iterating this construction, we define the algebra of differential polynomials in variables x 1 , . . . , x n over A and denote it by A{x 1 , . . . , x n }.
Jet Schemes
For general scheme-theoretic treatment, we refer reader to [14] (the same object is called the arc space in [12] ). We will need only coordinate description of the jet ideal of the polynomial ideal.
Let I = (g 1 , . . . , g s ) be an ideal in the polynomial ring k[x 1 , . . . , x n ] and m ∈ Z 0 ∪ {∞}. By J m (I) we will denote the m-th jet ideal of I which is an ideal in the polynomial ring
(m) n generated by coefficients of the following truncated power series
where i = 1, . . . , s.
For example, the 0-th jet ideal of I coincides with I after renaming x (0) i into x i for all i.
Remark 2.1. Let us consider the infinite jet ring R ∞ over a differential field K. It can be endowed with the structure of differential K-algebra by x
. Moreover, the differential algebra obtained by this procedure is differentially isomorphic to the algebra of differential polynomials K{y 1 , . . . , y n } via ϕ x
. . , g s are constants in K, the infinite jet ideal J ∞ (I) corresponds to a differential ideal generated by g 1 (y 1 , . . . , y n ), . . . , g s (y 1 , . . . , y n ) in K{y 1 , . . . , y n }. This correspondence will allow us to apply results about jet schemes to problems about algebraic differential equations.
Facts about symmetric polynomials
In this section we collect facts about the ideal generated by symmetric polynomials with zero constant term, which plays a central role in Shubert calculus (see [10, 11] ). We also introduce algebras A λ (k) (Definition 3.3) which locally describe the jet schemes of the ideal (x 1 · · · x n ) (Section 4).
Consider the algebra k[z 1 , . . . , z ℓ ] of polynomials over k. By z we denote the tuple (z 1 , . . . , z ℓ ). By h d (z) we denote the complete symmetric polynomial of degree d which is a sum of all monomials of degree d in z 1 , . . . , z ℓ :
By z k we denote the tuple (z k , . . . , z ℓ ). For example, z 1 = z, z ℓ = (z ℓ ), and
we denote the ideal generated by all symmetric polynomials with respect to z 1 , . . . , z ℓ with zero constant term. We will use the following lemma which follows from Proposition 2.1 and Remark 2.1 from [13] .
Lemma 3.1. Polynomials h 1 (z 1 ), h 2 (z 2 ), . . . , h ℓ (z ℓ ) constitute a Gröbner basis of I S with respect to lexicographical ordering z 1 > z 2 > . . . > z ℓ . Also, for every j i, the polynomial h j (z i ) lies in I S .
Throughout the rest of the section, we will refer to the basis from Lemma 3.1 as the basis of I S . Lemma 3.2. Let p(z) ∈ k[z 1 , . . . , z ℓ ], and d 1. Byp we denote the reduction of p with respect to the Gröbner basis of I S with respect to lexicographic ordering with z 1 > z 2 > . . . > z ℓ . Then
Proof. By g i we denote the i-th element of the Gröbner basis of I S . Lemma 3.1 implies that there are ℓ of them, and g i = h i (z i ). We will prove that if p is not reduced with respect to g 1 , . . . , g ℓ , then there exists q(z) such that the leading monomial of q is lower then the leading monomial of p, q is also symmetric with respect to z s and z s+1 , and p − q ∈ I S . We can not apply this procedure infinitely many times, so at some point we will obtain q such that q is symmetric with respect to z s and z s+1 and reduced with respect to g 1 , . . . , g ℓ . The uniqueness of the reduction with respect to a Gröbner basis implies that q =p. So, assume that p is not reduced with respect to I S . Since the reduction with respect to a Gröbner basis is always equal to the lead-reduction, the leading monomial of p is not reduced with respect to g i for some i. Let the leading monomial of p be
ℓ occurs in p with the same coefficient, say c. Since M 1 is greater or equal then M 2 , d s d s+1 . We consider three cases 1. i = s and i = s + 1. Let us consider
The terms cM 1 cancel, so the leading monomial of q is less then M 1 . Moreover, q is still symmetric with respect to z s and z s+1 .
. Consider
We denote z ds+1 s+1 h ds (z s ) and
by f 1 and f 2 , respectively. Since
. Hence, the leading monomial of q is less than the leading monomial of p. Since N does not involve neither z s , nor z s+1 , it is sufficient to prove that f 1 − f 2 is symmetric with respect to z s and z s+1 . The polynomial f 1 is a sum of all monomials S in z s of the total degree
ℓ be an arbitrary monomial of the total degree d s +d s+1 , and
ℓ is the monomial symmetric to S 1 with respect to z s and z s+1 . We also assume that e s > e s+1 . It is sufficient to prove that S 1 and S 2 occur in f 1 − f 2 with the same coefficient. There are three cases:
(a) e s > e s+1 d s+1 . Then S 1 and S 2 occur in f 1 , but none of them occurs in f 2 .
(b) d s+1 > e s > e s+1 . Then S 1 and S 2 occur in f 2 , but none of them occurs in f 1 .
(c) e s d s+1 > e s+1 . Then S 2 occurs both in f 1 and f 2 , so f 1 − f 2 does not involve S 2 .
Also, S 1 does not occur in f 1 and f 2 .
, p is also not reduced with respect to g s , so this case can be reduced to the previous. Definition 3.3. Let us remind that by I S we denote the ideal of k[z 1 , . . . , z ℓ ] generated by symmetric polynomials with respect to z 1 , . . . , z ℓ without constant term. For the rest of the section, we fix a positive integer n. For the vector λ = (λ 1 , . . . , λ n ) ∈ Z n 0 , by Λ i we denote the partial sum λ 1 + . . .
We will say that a polynomial p ∈ k[z 1 , . . . , z ℓ ] is λ-symmetric if it is symmetric with respect to z Λi+1 , . . . , z Λi+1 for every 1 i n. The notion of λ-symmetric polynomials generalizes the notion of block-symmetric polynomials [2] .
For Lemmas 3.4 and 3.5, we fix some λ = (λ 1 , . . . , λ n ) ∈ Z n 0 such that λ 1 + . . . + λ n = ℓ. We denote the elementary symmetric polynomial of degree d in t 1 , . . . , t r by σ d (t 1 , . . . , t r ) for any variables t 1 , . . . , t r and 1 d r. 
Then we have Sym λ (ab) = a Sym λ (b) for every λ-symmetric a and every
Applying Sym λ to both sides of (3.1), we obtain
Since every polynomial in the image of Sym λ is λ-symmetric, we set a i := Sym λ (b i ) for every 1 i ℓ.
Then p belongs to the subalgebra generated by
Proof. We will prove the statement of the lemma by induction on n. The base case n = 1 is exactly the fundamental theorem on symmetric polynomials. Let n > 1 and consider
We write p in the form 
and s i is a symmetric polynomial in z Λn−1+1 , . . . , z Λn . The fundamental theorem on symmetric polynomials imply that each s i is contained in the subalgebra generated by σ 1 (z Λn−1+1 , . . . , z Λn ), . . ., σ λn (z Λn−1+1 , . . . , z Λn ). Since p is λ-symmetric, b 1 , . . . , b M are (λ 1 , . . . , λ n−1 )-symmetric, so they belong to the subalgebra generated by
due to the induction hypothesis. Thus, the lemma is proved. 
Proof. Let us identify every element of A λ (k) with its normal form with respect to the Gröbner basis {g 1 , . . . , g ℓ } from Lemma 3.1. Lemma 3.2 implies that A λ (k) consists of polynomials p such that p is reduced with respect to {g 1 , . . . , g ℓ }, and p is λ-symmetric. By G we denote the subgroup of S ℓ such that for every σ ∈ G and
We claim that these polynomials constitute a k-basis of A λ (k)
Thus, we need to compute the cardinality of B. For every fixed i, the number of tuples
Λi+1 is equal to the number of multisets of size Λ i+1 − Λ i = λ i whose elements are chosen from {0, 1, . . . , Λ i }. The number of such multisets is
λi . Hence, the total number of elements in B is For every nonzero a ∈ A λ (k), by ν(a) we denote the minimal total degree of a monomial in the reduction of a with respect to the Gröbner basis of I S . Note that since I S is homogeneous, ν(a) does not depend on the ordering of variables. We also observe that if ab = 0, then ν(ab) = ν(a) + ν(b).
The following Propositions 3.9 and 3.10 are important for applications of our results to differential algebra (see the proof of Theorem 5.1).
Proof. Reordering variables if necessary, we can assume that i = 1. Then a is an image of p(z 1 , . . . , z λ1 ), where p is a symmetric polynomial in z 1 , . . . , z λ1 over k without constant term. Let g 1 , . . . , g ℓ be the Gröbner basis of I S from Lemma 3.1. Lemma 3.2 implies, that for every d, the reduction of p(z 1 , . . . , z λ1 ) d with respect to this basis is a polynomial symmetric with respect to z 1 , . . . , z λ1 and with respect to all other variables. Let us denote this reduction by q. Since deg z1 q < deg z1 g 1 = 1, q does not involve z 1 . Symmetry implies that q does not involve also z 2 , . . . , z λ1 . Analogously, for i > λ 1 we have deg zi q < deg z λ 1 +1 g λ1+1 = λ 1 + 1. Hence, the total degree of q does not exceed λ 1 (ℓ − λ 1 ). On the other hand, I S is a homogeneous ideal, so the total degree of q can not be less than ν(p d ) = dr. Thus, for all d > λ1 r (ℓ − λ 1 ), q is zero.
Proof. Our proof will use some facts about Shubert polynomials, in particular, Monk's formula. For details and profound account, we refer reader to the original paper [11] and the monograph [10] . We will briefly recall the most important facts. Shubert polynomials are polynomials in z 1 , . . . , z ℓ indexed by permutations. By S ω we will denote the Shubert polynomial corresponding to a permutation ω ∈ S ℓ . We will use several properties of these polynomials: Let us return to the proof of the proposition. Reordering variables if necessary, we may assume that i = 1. Using the language of Shubert polynomials, we want to prove that S
, where e is the identity in S ℓ . The expression S λ1(ℓ−λ1) s λ 1 can be represented as a sum of Shubert polynomials with non negative integer coefficients by applying Monk's formula λ 1 (ℓ − λ 1 ) − 1 times. Due to Monk's formula, every summand in this representation corresponds to some permutation ω such that l(ω) = λ 1 (ℓ − λ 1 ) and ω can be written as a product of λ 1 (ℓ − λ 1 ) transpositions of the form (jk), where j λ 1 < k. Showing that there exists at least one such permutation would imply that there is at least one such summand, so S λ1(ℓ−λ1) s λ 1 = 0 (mod I S ). We claim that the following permutation satisfies both properties
Direct computation shows that the number of inversions is exactly λ 1 (ℓ − λ 1 ). The second condition is satisfied, because ω admits the following representation
Remark 3.11. It can be shown, that ω in the proof above is the only permutation such that l(ω) = λ 1 (ℓ − λ 1 ) and ω can be written as a product of λ 1 (ℓ − λ 1 ) transpositions of the form (jk), where j λ 1 < k. Then we will obtain the congruence S s λ 1 ≡ N S ω (mod I S ), where N is the number of representations of ω as a product of λ 1 (ℓ − λ 1 ) transpositions of the form (jk), where j λ 1 < k. For the special case λ = (2, 1, . . . , 1), there is a one-to-one correspondence between the set of such representations and the set of expressions containing ℓ − 2 pair of parenthesis, which are correctly matched, where transpositions of the form (1i) correspond to open parenthesis, and transpositions of the form (2i) correspond to close parenthesis (it can be proved using the combinatorial discussion after Th. 3 in [11] ). Thus, in this case N = C ℓ−2 , the ℓ − 2-th Catalan number. Moreover, since ω is a Grassmanian permutation, [10, Prop. 2.6.8] implies that S ω = z 2 3 · · · z 2 ℓ . Hence, we obtain the following curious congruence
(mod I S ).
Structure of the jet schemes of x 1 · · · x n
The following theorem describes the structure of the m-th jet ideal of (x 1 · · · x n ) in terms of algebras A λ (k) introduced in Definition 3.3. For an arbitrary λ = (λ 1 , . . . , λ n ) ∈ Z n 0 such that λ 1 + . . . + λ n = m + 1, by p λ we denote the prime ideal in R = k x 
where the isomorphism is an isomorphism of K λ -algebras.
Lemma 3.7 and Theorem 4.1 imply the following corollary, which gives an alternative proof of the main result of [16] .
Proof of Theorem 4.1. For every i n, we set
Assume that λ i = m + 1 for some i, say for i = 1. Then λ = (m + 1, 0, . . . , 0). The ideal generated by J m in the localization R p λ is (x
in what follows we can assume that λ i m for all i.
By Q λ we denote the primary component of J m corresponding to prime ideal p λ . Let B = (R/J m ) p λ = (R/Q λ ) p λ . Then B is a local K λ -algebra with maximal ideal p λ B. For every element a ∈ R p λ , by a we will denote its image in B.
We also introduce a local algebra C λ (k) defined by
where I is generated by nonleading coefficients of the polynomial
We denote the coefficient of the monomial t k in the above polynomial by f k . Thus, I = (f 0 , . . . , f m ). It will turn out that A λ (K λ ), B, and C λ (K λ ) are isomorphic.
Proof. Consider two polynomial algebras
Then C λ (k) = S 1 /I, where I is defined above, and A λ (k) ⊂ A(k) = S 2 /I S , where I S is the ideal generated by all polynomials symmetric with respect to z 1 , . . . , z m+1 without constant terms. Furthermore,
where σ d (z 1 , . . . , z m+1 ) denotes the elementary symmetric polynomial in z 1 , . . . , z m+1 of degree 1 d m + 1. We define a k-algebra homomorphism α :
Since elementary symmetric polynomials are algebraically independent, α is injective. Extending
implies that there exist λ-symmetric a 1 , . . . , a m+1 ∈ S 2 such that α(p) = m+1 j=1 a j σ j (z 1 , . . . , z m+1 ).
Lemma 3.5 implies that there exist q 1 , . . . , q m+1 ∈ S 1 such that a j = α(q j ) for all 1 j m + 1.
Hence, α(p) = α m+1 j=1 q j f m+1−j , so the injectivity of α implies that p ∈ I.
Since α(I) = α(S 1 ) ∩ I S , α defines an injective homomorphism β : S 1 /I → S 2 /I S , which gives us the embedding β : C λ (k) → A(k). Lemma 3.5 together with (4.1) imply that the image β(C λ (k)) coincides with the set of all λ-symmetric polynomials, so β gives a desired isomorphism.
Lemma 4.4. There exists a surjective homomorphism ϕ λ :
For fixed i n, we will find b 0 , . . . , b m−λi ∈ R p λ such that the polynomial X i (t)P i (t), where P i (t) = b 0 + b 1 t + . . . + b m−λi t m−λi , is equal to some monic polynomial of degree λ i modulo t m+1 . Then elements b 0 , . . . , b m−λi should satisfy the following linear system 
The matrix M of this system is upper-triangular modulo ideal p λ R p λ with x (λi) i on the diagonal, so there is a unique vector (b m−λi , . . . ,
∈ p λ R p λ , elements a i,0 , . . . , a i,λi−1 also lie in p λ R p λ , so their images in B are nilpotents. We also note that
In what follows, the image of element a ∈ R p λ in B will be denoted by a. By S we denote the k-subalgebra of B generated by a 0 , . . . , a λi−1 , x . . .
can be considered as a system of polynomial equations in x modulo p, so it is an invertible element of S. Since p is a nilpotent ideal, S is complete with respect to it. Thus, Hensel's Lemma ( [7, Sect. 4] ) implies that there exists a unique solution of (4.3) in S λi , which is equal to (0, . . . , 0) modulo p. Repeating the same argument for algebra B and ideal p λ B, we have that (4.3) has a unique solution in B ⊃ S. Hence, these solutions coincide, and are both equal to
∈ S, and B is generated by
Since a i,j generate B over K λ , ϕ λ is surjective, so we are done.
Let us return to the proof of Theorem 4.1. Lemma 4.3 and Lemma 4.4 imply that for every λ ∈ Z n 0 such that λ 1 + . . . + λ n = m + 1 inequality
holds. Moreover, the equality in (4.4) would imply that ϕ λ is an isomorphism. The left-hand side of (4.4) is the multiplicity of J m along p λ . Every p λ defines an affine subspace, so has degree one. Since J m is an ideal of codimension m + 1 generated by m + 1 polynomials, Bézout theorem ([4, Th. 1.7.7]) implies that the sum of multiplicities of these prime components is equal to the product of degrees of generating polynomials. The latter is equal to n m+1 . Summing up inequality (4.4) for all λ such that λ 1 + . . . + λ n = m + 1, we obtain
Thus, all inequalities of the form (4.4) are equalities, so all ϕ λ are isomorphisms.
Corollary 4.5. Let us consider the isomorphism
from Theorem 4.1. For every 1 i n and 0 j < λ i , the image ψ λ x
Proof. In what follows we will use the notation from the proof of Theorem 4.1. Let us fix i and j such that 1 i n and 0 j < λ i . The proof of Lemma 4.4 implies that the image of x (j) i in the algebra C λ (K λ ) lies in the subalgebra generated by y i,0 , . . . , y i,λi−1 . The construction of the isomorphism between C λ (K λ ) and A λ (K λ ) (see (4.1)) implies that the images of y i,0 , . . . , y i,λi−1 lie in A i λ (K λ ). In order to prove the second claim we need to introduce some notation. Due to the proof of Theorem 4.1, the isomorphism ψ λ can be factored as ψ λ = β • γ, where β : C λ (K λ ) → A λ (K λ ) is the isomorphism constructed in Lemma 4.3, and
is the inverse to the isomorphism ϕ λ constructed in Lemma 4.4 (its injectivity proved in Theorem 4.1). For elements b ∈ B λ and c ∈ C λ (K λ ), we can define function ν by ν(c) = ν(β(c)) and ν(b) = ν(γ(b)). Our goal can be reformulated as ν(x (j) i ) λ i − j. Definitions of β and γ imply that ν(a i,j ) = ν(y i,j ) = λ i − j, and for every invertible element z from A λ (K λ ), B λ , or C λ (K λ ) we have ν(z) = 0.
We will prove the second claim of the corollary by induction on j. By D we denote the number max 1 i n (h i + 1)(H − h i ). We want to formulate our problem using the language of jet ideals. Since the ideal I H = I H ∩K y (j) i | 1 i n, j H is also generated are exactly images of generators of J H . Similarly to the proof of Lemma 4.3, we obtain
