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Abstract

The two-phase flow approach has been the conventional method designed to study the sediment
transport rate. Due to the complexity of sediment transport, the precisely numerical models
computed from that approach require initial assumptions and, as a result, may not yield accurate
output for all conditions. This research work proposes that Machine Learning algorithms can be
an alternative way to predict the processes of sediment transport in two-dimensional directions
under oscillating sheet flow conditions, by utilizing the available dataset of the SedFoam
multidimensional two-phase model. The assessment utilized linear regression and gradient
boosting algorithm to analyze the lowest average mean squared error in each case and search for
the best partition method based on the domain height of the simulation setup.

Keywords: Machine Learning, Sediment Transport, Two-phase Models Analysis, Linear
Regression, Gradient Boosting
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1. Introduction
1.1. Background
The coastal region is subjected to erosion due to many factors such as the worsen sea-level rise,
wave-induced currents, and storms. Erosion is the direct consequence of sediment transport,
which is the movement of granular particles caused mainly by the fluid movement and wind flow
[1]. The scientific research on sediment transport is key to understand and solve erosion-related
problems that occur near the coastal areas. Such issues can be a significant threat to the coastal
infrastructure as the coastline recession damages the beachfront properties, to the coastal
economy as the tourism value decreases due to the loss of beaches, and to the local coastal
community as erosion swallows the land forcing people to move to the interior regions.

Driven by the technological revolution, the study of sediment transport in the fluid is
evolving as new tools lead to new approaches and methods to predict sediment transport.
Advanced numerical models for sediment movement forecasting are improving with more
accurate model formulation utilizing the parameterization of hydrodynamic forces [2]. For mild
wave conditions, parameterization of bottom shear stress and parameterization of the total bed
shear stress and the total sediment flux were used to establish the model [3-4]. However, such
methods were less accurate for extreme wave events, since other factors can become dominant
for bed destabilization. In the past, various numerical models [5-11] partitioned the sediment
transport into components: bedload, the concentrated region of sediment transport, and
suspended load, part of downstream-carried sediment, since bedload transport rates of deposit are
much challenging to measure than suspended load rates [12].
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In recent years, various researchers have employed the multiphase flow approach to
generalize the models for sediment transport without having to divide it into two components. In
particular, the two-phase models of sediments and waters follow two schemes: Eulerian [13-18]
and Lagrangian [19-22]. They work by defining the parameters of particle motions and the
relationships between them. The Lagrangian approach focuses on the individual particle
movement, while the Eulerian approach emphasizes the flow at a specific point in space as a
function of time [23]. Most two-phase models are based on Reynolds-averaged approach, which
is the time-averaging method to reduce the range of scales into one-dimensional-vertical (1DV)
formation [24]. 1DV models failed to capture more complex conditions that involve multidimensional fluid and particle interactions such as turbulence. More advanced two-phase models
[25-28] have been extensively researched and developed to account for the multidimensional
aspect of sediment transports.

An alternative approach to the conventional sediment transport model is using wellestablished Machine Learning (ML) algorithms. Instead of focusing on the genesis of sediment
transport, ML algorithms can find the patterns and structures of data to produce a generic
mathematical model. Such algorithms are depended solely on the training dataset [29]. The
generic model is the basis for predicting the output quickly from input data. Researches in
various fields have been utilizing ML, such as gene prediction [30], natural-language processing
[31], image recognition [32], and so on. The study, carried by [33], utilizes two supervised ML
methods, artificial neural network and model trees, to model the bedload and total load transport
showed better accuracy than some bedload models [34-38]. ML models in [39] predicting the
bed-load transport rates in gravel-bed streams and rivers in Idaho showed “superior” results
comparing to some well-known bedload formulae.
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The purpose of this paper is to apply the available dataset in the SedFoam model [28] on
assessing the effectiveness of ML algorithms to predict sediment transport and of partitioning the
dataset. Finding the most optimal way for partitioning will assist further ML model formulation.
Model assessment can prevent overfitting when the model is not generalized enough to capture
unseen data, and underfitting when the model cannot capture the underlying pattern of the data. I
used linear regression and gradient boosting estimators to construct the models. Linear
regression is a standard and fast estimator that is wildly used in physics. Gradient boosting is a
nonlinear approach to estimate the outputs. It can fit more complicated data into a model. To
further evaluate the dataset, I performed several splitting tests. I first split the dataset into even
parts where each part was group by its height. I also split the dataset into three sections with
various sizes. In each scenario, I recorded the average mean squared error of the models for the
accuracy analysis. Partitioning the dataset by the domain height is essential since different height
regions will have different initial concentration field.

1.2. Related Work

The SedFoam model derives the idea from the two-phase model. The model was able to resolve
processes of multi-dimensional sediment transport and validated for 2DV Reynolds-averaged
condition. Under various simulations for oscillatory sheet flow conditions, the model shows
multiple agreements between the computed experimental sediment concentrations. However, the
model cannot capture the burst events during the flow reversal and outputs a higher flow velocity
on the positive flow peak of the free-stream velocity. The inaccuracy is mainly caused by the
limitation in describing the model with a precise mathematical formulation. Hence, the
alternative approach using ML models should be considered and studied.
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2. Methods and data

2.1 Computational Domain Configuration

Two-dimensional (2D) simulation for oscillatory sheet conditions, that is set up by [28], is
similar to Figure 1 but omits the spanwise direction by setting it the ‘empty’ boundary condition.
The total domain height Lz is 0.5 m. The initial sediment bed depth is set to be hb = 0.1 m. The
medium sand’s diameter has a value of d = 0.28 mm. The training dataset utilized 360 grid points
along the vertical direction and 100 grid points for the horizontal.

Fig. 1. Sketch of simulation setup. Reprinted from the 3D simulation in [28]. x: streamwise
direction. y: spanwise direction. z: vertical direction. Lx: length of the grid in the streamwise
direction. Ly: length of the grid in the spanwise direction. Lz: length of the grid in the vertical
direction. hb: initial sediment bed depth. h: initial water depth. The shaded grid represents the
sediment. The unshaded grid represents the water.
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2.2 Oscillatory Sheet Flow Setup
In simulation [28], the wave period is 𝑇 = 5 s. The oscillatory flow is created by a mean
streamwise pressure gradient. The asymmetric flow is based on the second-order Stokes wave
motion ([28]). The maximum and minimum free-stream velocities are calculated as 𝑈𝑚𝑎𝑥 and
𝑈𝑚𝑖𝑛 with 𝑈𝑚𝑎𝑥 = 1.5 𝑚/𝑠 and 𝑈𝑚𝑖𝑛 = 1.5 𝑚/𝑠. The flow asymmetry is defined as 𝑎 =
𝑈𝑚𝑎𝑥 /(𝑈𝑚𝑎𝑥 − 𝑈min ) = 0.63.
2.3 Dataset Format

The dataset is from the 2D SedFoam model that runs with an initially flatbed. The dataset
showed multiple agreements between the computed dataset with the measured one in [40].
According to [28], the oscillatory flow dataset contains the following parameters:
𝑓

𝑓

t, z, x, ϕ, 𝑢𝑥 , 𝑢𝑧 , 𝑢𝑥𝑠 , 𝑢𝑧𝑠

(1)

where t is the time at which the output is computed; z is the position of the grid point on the
vertical axis; x is the position of the grid point on the horizontal axis; ϕ is the sediment
𝑓

𝑓

concentration; 𝑢𝑥 is the fluid free-stream velocity in the horizontal direction; 𝑢𝑧 is the fluid freestream velocity in the vertical direction; 𝑢𝑥𝑠 is the sediment free-stream velocity in the horizontal
direction; and 𝑢𝑧𝑠 is the sediment free-stream velocity in the vertical direction. The input
𝑓

𝑓

variables are t, z, and 𝑥. The output variables are ϕ, 𝑢𝑥 , 𝑢𝑧 , 𝑢𝑥𝑠 , and 𝑢𝑧𝑠 . Five output
variables are grouped individually with the same set of input variables to create different
scenarios. A derived model from each scenario can only predict one output variable. There are
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36,000,000 data samples in every scenario. The descriptive statistics of the dataset is described in
Table 1 below.

Table 1. Descriptive statistics of the variables.

𝑓

𝑓

t (s)

z (m)

x (m)

ϕ

𝑢𝑥 (m/s)

𝑢𝑧 (m/s)

𝑢𝑥𝑠 (m/s)

𝑢𝑧𝑠 (m/s)

Median

25.03

0.09

0.2

0.067

0.00

0.00

0.00

0.00

Mean

25.03

0.13

0.20

0.25

0.00

0.00

0.00

-0.01

Std.

14.43

0.13

0.12

0.28

0.80

0.04

0.80

0.05

min

0.05

0.00

0.00

0.00

-5.18

-4.26

-5.12

-2.56

max

50.00

0.50

0.40

0.62

3.78

2.22

3.75

12.39

2.4 Data Transformation

Data preparation is crucial in Machine Learning. It ensures the dataset has a desired
variance and bias. The implementation for this analysis is summarized as follows: In the
beginning, datasets are loaded and transformed into a data frame using Pandas library. A data
frame is a two-dimensional data structure with its columns representing the input and output
parameters. For every output parameter, a new data frame is constructed so that it contains all
input parameters and only one output. The domain height is partitioned in two main ways: the
even-sized k-partitions (see Section 3.1) and various-sized tripartition of the height domain (see
Section 3.2). The new data frame is produced based on the domain height group which is
explained in the later section. A loop runs through each row in the new data frame to check
which height group the dataset (for that row) belongs to. The resulted outcome contains an array
6

of data frames of different height categories. Each dataset within that array is divided into
training and testing sets. The training set is used to train the model so its result model can then be
validated against the testing set. I archive this by using k-fold cross-validation method, which
divides the dataset into k subsets and repeats the holdout method for k times. In each time, pick
one subset out of k subsets as the testing set. The remaining subsets (𝑘 − 1 subsets) become
training set. I can then average the prediction scores of all subsets. As a conventional rule, k is
set to 5 since it empirically outputs the best error estimates.

2.5 Linear Regression

Multiple linear regression was chosen in this thesis to estimate how a well polynomial model can
fit the data. It considers most process to be linear in physics. It can quickly produce a model and
has been employed to model sediment transport in recent studies. [42] developed a total bed
material equation for Malaysia rivers using linear regression that was resulted in outperforming
the commonly used models: Graf, Yang, and Acker-White. Regression is the most well-known
ML algorithm for modeling in supervised learning. It is an established statistical technique that
produces a model that simulates the relationship of the independent variable, called feature, and
the dependent variable, called response variable. Simple linear regression is the set of processes
for predicting the polynomial relationship between one feature and a response variable. Multiple
linear regression employs two or more features and a response variable to model their linear
relationship. According to [41], a multiple linear regression model for k observations is defined
as:

y = 𝛽0 + 𝛽1 𝑥1 + 𝛽2 𝑥2 + ⋯ + 𝛽𝑘 𝑥𝑘 + 𝜖
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(2)

where ŷ is the expected value, 𝜖 is the model’s error term, and 𝛽0 , 𝛽1 , 𝛽2 , … , 𝛽𝑘 are the unknown
coefficients. In linear regression, the coefficients are estimated and denoted by 𝛽̂𝑖 , 𝑖 = 0, … , 𝑘.
They are used to compute the predicted response value:
̂y𝑖 = 𝛽̂0 + 𝛽̂1 𝑥𝑖1 + 𝛽̂2 𝑥𝑖2 + ⋯ + 𝛽̂𝑘 𝑥𝑖𝑘

(3)

The coefficient of determination, denoted as 𝑅 2 , measures the rate of variation in the
response variable that is predictable from the independent one that is computed as:
𝑛
̂y𝑖 − 𝑦̅)2
∑
(
𝑗=1
𝑅2 = 𝑛
∑𝑗=1(y𝑖 − 𝑦)2

(4)

where n is the number of observations. It helps to evaluate the model’s performance. The closer
it gets to 1, the better the predictions fit the data.

2.6 Gradient Boosting

This thesis uses XGBoost (eXtreme Gradient Boost) library as an estimator for its being robust
to noise, nonlinear, and a tree-based method, which takes less time to run. It is an improved
method based on the gradient boosting algorithm, which was proposed by [43]. Gradient
boosting is the algorithm that converts the ensembles of weak learners into strong ones [44]. It
archived such conversion by iteratively generating new models. Weak learners are decision trees
in gradient boosting. In each stage, a procedure is similar to gradient descent is performed. A
new model is constructed by adding trees to the tree ensemble model so that it minimizes the loss
of the model.
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In XGBoost, the established learning objective that measures the performance was
established in [45] for a collection 𝐹 of 𝑘 trees as follows:

ℒ(𝜙) = ∑ 𝑙 (𝑦̂𝑖 , 𝑦𝑖 ) + ∑ Ω (𝑓𝑘 ))
𝑖

(5)

𝑘

where 𝑙 is the loss function that measures the difference between the target 𝑦𝑖 and the prediction
𝑦̂𝑖 . The predicted value 𝑦̂𝑖 is computed as below:
𝑘

(6)

𝑦̂𝑖 = ∑ 𝑓𝑘 (𝑥𝑖 ) , 𝑓𝑘 ∈ 𝐹
𝑖=1

The second term Ω in (5) helps regularize the complexity of the model to avoid over-fitting.
It is defined as below:
𝑇

1
Ω(𝑓𝑘 ) = 𝛾𝑇 + 𝜆 ∑ 𝑤𝑗2
2

(7)

𝑗=1

where 𝑇 represents the number of leaves in the tree. 𝑓𝑘 stands for the independent tree structure
and leaf weight 𝑤. 𝛾 is the complexity in each leaf. 𝜆 is the parameter to scale the penalty.

2.7 Statistical Analysis

The Mean Squared Error (MSE) was employed to determine the accuracy of the model. MSE
measures the average squared difference between the outcome value from the model (Ŷ𝑖 ) and the
actual value (Y𝑖 ). For 𝑛 predictions, the MSE is defined as:
𝑛

1
2
𝑀𝑆𝐸 = ∑(Y𝑖 − Ŷ𝑖 )
𝑛
𝑖=1

9

(8)

Note that the result of MSE is always non-negative and the model is more accurate as MSE
values get closer to zero.

3. Results and Discussion

3.1 Even-sized k-partitions of domain heights

In this partitioning method, the domain height is split into even k parts (k ranges from 1 to 10),
or k categories, according to the partition size. The shifts in the MSE values as the partition size
increases of the predicted concentration profile, horizontal fluid velocity, vertical fluid velocity,
horizontal sediment velocity, and vertical sediment velocity are shown in Figures 2-5 for linear
regression and Figures 7-11 for gradient boosting respectively.

3.1.1 Linear Regression

Average MSE

0.045
0.03
0.015
0
1

2

3

4

5

6

7

8

9

10

Partition Size

Fig. 2. Variation of average prediction errors of linear-regression-based models in relation to
even-sized k-partition for the concentration profile.
From Figure 2, the average MSE values decrease rapidly when the partition size goes
from 1 to 3 then stays relatively constant afterward.
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Average MSE

0.6382

0.6372

0.6362
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7
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9

10

Partition Size

Fig. 3. Variation of average prediction errors of linear-regression-based models in relation to
even-sized k-partition for the horizontal fluid velocity.
From Figure 3, the average MSE values dropdown steadily till 3 partitions and then show
some fluctuations but remain relatively constant afterward.

Average MSE
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10

Partition Size

Fig. 4. Variation of average prediction errors of linear-regression-based models in relation to
even-sized k-partition for the vertical fluid velocity.
Figure 4 shows that the average MSE values fluctuate slightly when the partition size
increases. The trend line of this figure suggests that partitioning the domain height with a linear
regression estimator may not improve the accuracy of the models for vertical fluid velocity.
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Average MSE
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Fig. 5. Variation of average prediction errors of linear-regression-based models in relation to
even-sized k-partition for the horizontal sediment velocity.
Figure 5 shows that the average MSE values decrease steadily as partition size goes from 1

Average MSE

to 3 and then slightly fluctuate afterward.
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Fig. 6. Variation of average prediction errors of linear-regression-based models in relation to
even-sized k-partition for the vertical sediment velocity.
Figure 6 shows that the average MSE values decrease steadily until the partition size is 6
partitions and then remain relatively constant afterward.

3.1.2 Gradient Boosting
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Fig. 7. Variation of average prediction errors of gradient-boosting-based models in relation to
even-sized k-partition for the concentration profile.

From Figure 7, the average MSE values decrease as the partition size goes up to 8, and then

Average MSE

they remain steady.
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Fig. 8. Variation of average prediction errors of gradient-boosting-based models in relation to
even-sized k-partition for the horizontal fluid velocity.
From Figure 8, the average MSE values decrease steadily from partition 1 to 2 but remain
relatively constant afterward and decrease as the partition size goes from 6 to 8 and again,
remain relatively constant.
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Fig. 9. Variation of average prediction errors of gradient-boosting-based models in relation to
even-sized k-partition for vertical fluid velocity.
From Figure 9, the average MSE values decrease steadily as the partition size goes from 1
to 2 and then remain relatively steady but again decrease afterward as the partition size goes
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from 6 to 8.
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Fig. 10. Variation of average prediction errors of gradient-boosting-based models in relation to
even-sized k-partition for the horizontal sediment velocity.
From Figure 10, the average MSE values decrease rapidly as the partition size goes from 1
to 2 but then remain relatively constant afterward.
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Fig. 11. Variation of average prediction errors of gradient-boosting-based models in relation to
even-sized k-partition for the vertical sediment velocity.
From Figure 11, the average MSE values slightly decrease as the partition size goes from 1
to 10.
For linear regression and gradient boosting estimators, the average MSE values decrease as
the partition size increases. Comparing to linear regression, the gradient boosting method shows
a lower average MSE value. Therefore, nonlinear models appear to work better for the sediment
transport under oscillatory conditions. The reason can be that wave movement is not linear but
more complex than that.

3.2 Tripartition of domain heights

For tripartition, the domain height is divided into three various-sized sections: top, middle, and
bottom sections. The middle component wraps around the bed surface (ℎ𝑏 = 0.1 𝑚). The
boundaries of the middle components are shown in Table 2. The bottom component’s boundary
starts at ℎ = 0 𝑚 and reaches the point before the start of the middle component’s boundary. The
top component’s boundary starts at the point after the end of the middle component’s boundary
all the way to the highest point in the domain height (ℎ = 0.5𝑚). There are three cases of
expansion to consider: downward expansion, bidirectional expansion, and upward expansion.
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The downward expansion keeps the same ending point while decreasing the starting point. On
the other hand, the upward expansion keeps the same starting point while increasing the ending
point. The bidirectional expansion increases the ending point while decreasing the starting point.

The graphs in Figures 12-21 show that the downward and bidirectional expansion around
the bed surface can reduce the MSE values (in most cases). The upward expansion slightly alters
the MSE values and even decreases the MSE values in some cases. This suggests the upward
expansion towards the water region above the bed surface shows no improvement for sediment
transport models. Overall, Tripartition around the bed surface produces a much lower MSE
value compared to the result of even-sized partition of the height domain.

Table 2. List of expansion cases based on the middle height ranges of the dataset.
Category

Downward Expansion

Bidirectional Expansion

Upward Expansion

1

Start (m)
0.045

End (m)
0.15

Start (m)
0.135

End (m)
0.055

Start (m)
0.05

End (m)
0.155

2

0.04

0.15

0.06

0.14

0.05

0.16

3

0.035

0.15

0.055

0.145

0.05

0.165

4

0.03

0.15

0.05

0.15

0.05

0.17

5

0.025

0.15

0.045

0.155

0.05

0.175

6

0.02

0.15

0.04

0.16

0.05

0.18

3.2.1 Linear Regression
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Average MSE
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0.004
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6

Category

Fig. 12. Variation of average prediction errors of linear-regression-based models in relation to
different tripartition categories for the concentration profile. The orange line represents the
upward expansion case. The blue line represents the bidirectional expansion case. The green line
represents the downward expansion case.
Figure 12 shows that for upward expansion, the average MSE values constantly increase.
For bidirectional expansion, they quickly go up from category 1 to 3 and remain constant for the
last three categories. For downward expansion, they constantly decrease.

Average MSE

0.7
0.65
0.6
0.55
0.5
1

2

3

4

5

6

Category

Fig. 13. Variation of average prediction errors of linear-regression-based models in relation to
different tripartition categories for the horizontal fluid velocity. The orange line represents the
upward expansion case. The blue line represents the bidirectional expansion case. The green line
represents the downward expansion case.
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From Figure 13, the average MSE values constantly decrease for bidirectional and
downward expansion, but they slowly go up for upward expansion.

Average MSE

0.0025
0.002
0.0015
0.001
0.0005
0
1

2

3

4

5

6

Category

Fig. 14. Variation of average prediction errors of linear-regression-based models in relation to
different tripartition categories for the vertical fluid velocity. The orange line represents the
upward expansion case. The blue line represents the bidirectional expansion case. The green line
represents the downward expansion case.
From Figure 14, the average MSE values slightly decrease for upward, bidirectional, and

Average MSE

downward expansion.

0.68
0.66
0.64
0.62
0.6
0.58
0.56
0.54
0.52
0.5
1

2

3

4

5

6

Category

Fig. 15. Variation of average prediction errors of linear-regression-based models in relation to
different tripartition categories for the horizontal sediment velocity. The orange line represents
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the upward expansion case. The blue line represents the bidirectional expansion case. The green
line represents the downward expansion case.
From Figure 15, the average MSE values constantly decrease for downward and
bidirectional expansion, but they slowly increase for upward expansion.

Average MSE
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1
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5

6

Fig. 16. Variation of average prediction errors of linear-regression-based models in relation to
different tripartition categories for the vertical sediment velocity. The orange line represents the
upward expansion case. The blue line represents the bidirectional expansion case. The green line
represents the downward expansion case.
From Figure 16, the average MSE values constantly decrease for bidirectional and
downward expansion, but they show small changes for upward expansion.
3.2.2 Gradient Boosting

0.0032

Average MSE

0.003
0.0028
0.0026
0.0024
0.0022
0.002
0.0018
1

2

3

4

Category

19

5

6

Fig. 17. Variation of average prediction errors of gradient-boosting-based models in relation to
different tripartition categories for the concentration profile. The orange line represents the
upward expansion case. The blue line represents the bidirectional expansion case. The green line
represents the downward expansion case.
From Figure 17, the average MSE values constantly decrease for downward and
bidirectional expansion and slowly decrease for upward expansion.
0.24

Average MSE
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3

4

5

6
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Fig. 18. Variation of average prediction errors of gradient-boosting-based models in relation to
different tripartition categories for the horizontal fluid velocity. The orange line represents the
upward expansion case. The blue line represents the bidirectional expansion case. The green line
represents the downward expansion case.
From Figure 18, the average MSE values constantly decrease for downward and
bidirectional expansion, but they slowly increase for upward expansion.
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Average MSE
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Fig. 19. Variation of average prediction errors of gradient-boosting-based models in relation to
different tripartition categories for the vertical fluid velocity. The orange line represents the
upward expansion case. The blue line represents the bidirectional expansion case. The green line
represents the downward expansion case.
From Figure 19, the average MSE values constantly decrease for downward and
bidirectional expansion and slowly decrease for upward expansion.
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Fig. 20. Variation of average prediction errors of gradient-boosting-based models in relation to
different tripartition categories for the horizontal sediment velocity. The orange line represents
the upward expansion case. The blue line represents the bidirectional expansion case. The green
line represents the downward expansion case.
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From Figure 20, the average MSE values constantly decrease for downward and
bidirectional expansion, but they slowly increase for upward expansion.
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Fig. 21. Variation of average prediction errors of gradient-boosting-based models in relation to
different tripartition categories for the vertical sediment velocity. The orange line represents the
upward expansion case. The blue line represents the bidirectional expansion case. The green line
represents the downward expansion case.
From Figure 21, it can be seen that the average MSE values constantly decrease for
downward and bidirectional expansion, but they show no change for upward expansion.

4. Conclusions

In this paper, we have analyzed various statistical machine learning methods that can be used in
conjunction to solve bigger problems. Rather than using a single model to predict all the aspects
of a simulation, we use various models built on various partitions of the dataset based on the
vertical height which improves the performance of our model. A cross-validation approach,
namely the k-fold cross-validation method, is utilized to assess several sediment transport
parameters: the concentration, horizontal fluid velocity, vertical fluid velocity, horizontal
sediment velocity, and vertical sediment velocity. The computed models produce promisingly
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low MSE values. The data partition is performed in two ways: even-sized partitions and varioussized tripartitions of the domain height. Two estimators (linear regression and gradient boosting)
are employed to construct models. We find that gradient boosting, a nonlinear model, greatly
outperforms the linear regression model. The results of our experiments show our model to be
consistent with the physical laws on how sediment transport occurs. The results show that using
separate models for the points with different rates of sediment transport improves the model.
For tripartition, the MSE values decrease as the number of partitions increases and
bidirectional and downward expansion around the sediment surface can improve the accuracy
while upward expansion does not. It can be explained as various points have similar values for
sediment transport at a certain domain height. Thus, making the partitions improved the
prediction performance
Similar methods can be adapted in physics, either to speed-up the computation time and
make large-scale computation possible or to use various statistical machine learning algorithms
for mathematical scaffolding in finding new laws of physics.
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