We develop test statistics to test hypotheses in nonlinear, weighted regression models with serial correlation or conditional heteroskedasticity of unknown form. The novel aspect is that these tests are simple and do not require use of heteroskedasticity autocorrelation consistent (HAC) covariance matrix estimators. This new new class of tests utilize stochastic transformations to eliminate nuisance parameters as a substitute for consistently estimating the nuisance parameters. We derive the limiting null distributions of these new tests in a general nonlinear setting, and show that while the tests have nonstandard distributions, the distributions depend only upon the number of restrictions being tested. We perform some simulations on a simple model and we apply the new method of testing to an empirical example and illustrate that the size of the new test is less distorted than tests utilizing HAC covariance matrix estimators.
Introduction
It is a well known result that in models with errors that have autocorrelation or heteroskedasticity of unknown form, standard estimators remain consistent and are asymptotically normally distributed under weak regularity conditions. However, the standard results required for testing hypotheses in the usual manner no longer hold. In this paper we develop new test statistics in weighted, nonlinear regression models that are robust to serial correlation or heteroskedasticity of unknown form in the errors. Included in this class of models are instrumental variables (IV) estimation of nonlinear models and some Quasi-likelihood models. Our results extend those obtained in Kiefer,Vogelsang, and Bunzel (2000) for the linear regression model.
When the error covariance structure is known, the model can be transformed and standard testing results can be obtained using generalized least squares (GLS) methods. This is usually not possible in practice, as the serial correlation or heteroskedasticity encountered is frequently of unknown form. To obtain valid testing procedures, the most common approach in the literature to date has been to estimate the variance-covariance matrix of the parameter estimates. Often, nonparametric spectral methods are used to construct heteroskedasticity autocorrelation consistent (HAC) estimates the variance-covariance matrix.
Using these HAC estimators, standard tests (i.e. t and Wald tests) are constructed based on the asymptotic normal distribution of the weighted NLS estimator.
The HAC literature has grown out of the literature on estimation of standard errors robust to heteroskedasticity of unknown form (e.g. Eicker (1967) , Huber (1967) and White (1980) ) and extended that literature to allow for autocorrelation. In the econometrics literature HAC estimators and their properties have recently attracted considerable attention. Among the important contributions are Andrews (1991) , Andrews and Monahan (1992) , Gallant (1987) , Hansen (1992) , Hong and Lee (1999) , Newey and West (1987) , Robinson (1991) and White (1984) . The direct contribution of the HAC literature has been the development of asymptotically valid tests that are robust to serial correlation and/or heteroskedasticity of unknown form. This literature builds upon and extends the classic results from the spectral density estimation literature (see Priestley (1981) ).
A theoretical limitation of the HAC approach is that, while the variance-covariance matrix is consistently estimated, the resulting variation in …nite samples is not taken into account.
Asymptotically, this clearly is not a problem; in fact, once the variance-covariance matrix has been estimated, it can be assumed to be known. In …nite samples, however, this can cause substantial size distortions. In this paper, we develop an alternative approach that does not require a direct estimate of the variance-covariance matrix.
A practical limitation of the HAC approach is that in order to obtain HAC estimates, a truncation lag for a spectral density estimator must be chosen. Although asymptotic theory dictates the rate at which the truncation lag must increase as the sample size grows, no concrete guidance is provided. In fact, any choice of truncation lag can be justi…ed for a sample of any size by cleverly choosing the function that relates the truncation lag to the sample size. Thus, a practitioners is faced with a choice that is ultimately arbitrary. It is perhaps for this reason that no standard of practice has emerged for the computation of HAC robust standard errors. Our approach provides an elegant solution to this practical problem by avoiding the need to consistently estimate the variance-covariance matrix and thus removing the need to choose a truncation lag.
Intuitively, the approach we take is similar in spirit to Fisher's classic construction of the t test. A data-dependent transformation is applied to the NLS estimates of the parameters of interest. This transformation is chosen such that it ensures that the asymptotic distribution of the transformed estimator does not depend on nuisance parameters. The transformed estimator can then be used to construct a test for general hypotheses on the parameters of interest. The asymptotic distribution of the resulting test statistic turns out to be symmetric, but with fatter tails than the normal distribution; it is not normal, but has the form of a scale mixture of normals. Furthermore, it depends only on the number of restrictions that are being tested. We are therefore able to tabulate the critical values in the usual manner as a function of the number of restrictions and the level of the test.
To gain insight about the performance of the new tests in a simple environment, we perform simulations for the simplest special case of our framework: a location model with AR (1) serially correlated data. These simulations illustrate that our new approach can outperform traditional tests in terms of the accuracy of the asymptotic approximation. We also provide an empirical example illustrating our new tests in a non-linear model. Speci…cally, we examine the e¤ect of U.S. Gross Domestic Product (GDP) growth on the growth of aggregate restaurant revenues. We use quarterly data over 26 years for the analysis, and there is reason to suspect the presence of autocorrelation and heteroskedasticity. We do not, however, have any knowledge of the speci…c forms of autocorrelation and heteroskedasticity we may encounter in this data set, hence making it an excellent candidate for the application of both the HAC based tests and the new tests. We also report results from …nite sample simulations calibrated to the empirical example. These simulations con…rm the superior …nite sample size of the new tests and show that …nite sample power of the new tests is competitive.
The rest of the paper is organized as follows. In section 2, we introduce the statistical model and derive basic asymptotic results. In section 3 we develop the new test statistics.
In section 4 we report the results of the …nite sample simulations for the simple location model. Section 5 contains the empirical example and associated …nite sample simulations. Section 6 concludes, and proofs are collected in an appendix.
The Model and Some Asymptotic Results
Consider the nonlinear regression model given by y t = f (X t ;¯) + u t = f t (¯) + u t ; t = 1; :::; T;
where f denotes the nonlinear function of regressors and parameters.¯is a (k £ 1) vector of parameters and X t is a (k 2 £ 1) vector of exogenous variables and conditional on X t ; u t is a mean zero random process: We assume that u t does not have a unit root, but u t may be serially correlated and/or conditionally heteroskedastic. At times, it will be useful to stack the equations in (1) and rewrite them as
We will use weighted non-linear least squares to obtain an estimate of¯: The estimate,^;
is de…ned as^=
where W is a symmetric, positive de…nite T ¡dimensional weighting matrix.
Depending on the choice of W; the following are examples of estimation techniques covered by this framework:
If f (¯) takes the form X¯and W is the diagonal matrix, then (3) simply provides the standard least squares estimator:
Example 2: Nonlinear Least Squares.
If we let W be the identity matrix, (3) takes the well-known form
This is the case of standard, non-linear least squares.
Example 3: Non-linear IV estimation, Lagged Dependent Variables.
If we have a model corresponding to (2) , and a T £ l matrix of instruments Z; l¸k;
with the matrix projecting onto the space spanned by the instruments de…ned as
the IV estimator takes the form
A special case is models including lagged dependent variables as regressors. Here we are interested in a model
where Y 2 is a matrix containing lagged values of y while¯and ¡ are parameters. If we let A = [X; Y 2 ] and ± = (¯; ¡) 0 ; we can rewrite (4) as
Using the method of instrumental variables with instruments Z; the estimate of ± is de…ned as±
where
Comparing (5) and (3), we see that± is the weighted least squares estimator in a model with weighting matrix P Z .
These examples illustrate that several well-known models and estimation techniques are special cases of the framework we use.
In developing the tests, we also work with the following transformed model
or, simplifying the notationỹ
whereỹ t ;f t andũ t are de…ned in the natural way. The following additional notation is used throughout the paper. Let the k £ 1 vectorF t (¯) denote the derivative off t (¯) with respect to¯and F (¯) the derivative of f (¯) with respect to¯. In addition, let v t´Ft (¯)ũ t and
For later use, note thatis equal to 2¼ times the spectral density matrix of v t evaluated at frequency zero. De…ne S t = P t j=1 v j and let W k (r) denote a k-vector of independent Wiener precesses, and let
[rT ] denote the integer part of rT; where r 2 [0; 1] : We let¯0 denote the true value of the parameter¯: We use ) to denote weak convergence. The following two assumptions are su¢cient to obtain the main results of the paper.
where Q is invertible.
Furthermore,
exists, is uniformly continuous in¯for all¯in a small open ball around¯0 and
is bounded in probability.
Assumptions 1 and 2 are more than su¢cient for obtaining an asymptotic normality result for b : Assumption 1 is fairly standard and rules out trends in the linearized regression function of the transformed model, but not necessarily in the X t process. Assumption 1 also implies the standard assumption that plim
On the surface, assumption 2 appears to be stronger than what is necessary compared to the standard approach.
Indeed, to obtain an asymptotic normality result, a conventional central limit theorem for
v t is all that would be required. However, according to the standard approach, asymptotically valid testing requires consistent estimation of -, i.e. an HAC estimator.
Typical regularity conditions for HAC estimators to be consistent are that the fv t g process be fourth order stationary and satisfy well known mixing conditions (see Andrews (1991) for details). Interestingly, our assumption 2 holds under the weaker condition that the fv t g process is only second order (2 + ²; ² > 0) stationary and mixing (see Phillips and Durlauf (1986) for details). Therefore, we are able to obtain asymptotically valid tests under weaker regularity conditions than the standard approach.
Using assumptions 1 and 2, we obtain the well known asymptotic normality of^:
The asymptotic distribution is a k-variate normal distribution with mean zero and variance
The asymptotic distribution of^can be used to test hypothesis about¯: In the standard approach an estimate of V (and therefore Q ¡1 and -) is
-can be estimated by a HAC estimator,-: Lettingû t be the residuals of the transformed model, the HAC estimate would utilizev t =F t ³^´û t to estimate nonparametrically the spectral density of v t at frequency zero, and hence -: A typical estimator takes the form
For example, the rule M = cT
1=3
where c is any positive constant satis…es this asymptotic requirement. Because the constant, c, is arbitrary, it can always to chosen to justify any choice of M for a given sample size. Our approach removes the need to choose M at all because a consistent estimate of -is not required.
To test hypotheses about¯in the standard approachV = b
Using (8); hypotheses can be tested in the usual manner using t or Wald tests.
In the new approach we use a method that is similar; we also transform p T ³^¡¯0´i n such a manner that the asymptotic distribution no longer depends on unknown parameters.
The essential di¤erence between the two approaches is that our approach does not require an explicit estimate of -and takes the additional sampling variation associated with not knowing the covariance matrix into account in the asymptotic approximation. HAC estimates, on the other hand, treat the variance-covariance matrix as known asymptotically and ignore the impact of …nite sample variability from-on the distribution of the test statistics.
We now proceed to obtain the relevant transformation. Consider the following scaled partial sum empirical process
[rT ]
In the appendix, we prove the following lemma:
is a residual term with the
Using this lemma it follows that
Using a Taylor expansion off t (^) around¯0; we seef t (^) =f t (¯0) +F 
Applying assumptions 1 and 2 and equation (7) to (9) gives the asymptotic result
t : From (10) and the continuous mapping theorem, it follows that 
We now turn our attention to the matrixB = b
. Note thatB is constructed
is the Cholesky decomposition ofĈ: Therefore,MM 0 =B:
We are now ready to introduce our transformation of p T ³^¡¯0´u sing c M
¡1
As T ! 1; it evidently follows that
The limiting distribution given by (11) does not depend on the nuisance parameters Q and -: It is trivial to show that W k (1) and P ¡1 k are independent, so conditional on
If we denote the density function of P k
This is a mixture of normals, which is symmetric, but has thicker tails than the normal distribution. It is important to note thatM is easy to compute from data and does not require a choice of truncation lag.
The above derivation is similar to Fisher's classic development of the t-statistic. Fisher utilized a data dependent transformation to avoid unknown variance parameters and obtained a distribution with fatter tails than the normal distribution. Although our approach is similar, note that we do not obtain the …nite sample distribution of our test statistic, and
is not a multivariate t distribution. 
The density of the limiting random variable in (12) has been derived by Abadir and Paruolo (1997) . For convenience, we reproduce the critical values in Table I .
General Nonlinear Hypotheses
Suppose we are interested in testing general non-linear hypotheses. We examine hypotheses of the form
where r (¢) : R k ! R q imposes q restrictions on the parameter vector¯. We restrict our attention to hypotheses where r (¢) is twice continuously di¤erentiable with bounded second derivatives near¯0; and R (¢)´@ @¯0 r (¢) has full rank q in a neighborhood around¯0; implying that there are genuinely q restrictions. For later use, de…neR = R ³^´a
The relevant test statistic is analogous to the standard Wald (or F ) statistic for non-linear models. We simply substituteB for the standard variance-covariance matrix to obtain
The asymptotic distribution of F ¤ follows from application of the delta method to r ³^´a nd is given by the following theorem which is proved in the appendix.
Theorem 2 Suppose that Assumptions 1 and 2 hold. Then under the null hypothesis H 0 : 
Finite Sample Evidence in a Simple Location Model
In this section, we consider the …nite sample performance of the t ¤ statistic in a simple special case of our more general framework. Consider a simple location model with AR(1) serially correlated data:
y t =¯+ u t ; t = 1; ::; T; The second statistic, t P ARM uses a standard error calculated using a parametric estimate of -given by e -= s
is usually unknown so that t P ARM is not often feasible. It is included here as a benchmark.
Some authors in the HAC literature, most notably Andrews and Monahan (1992), have recommended using prewhitened spectral density estimators. Therefore, we also implement t ¤ and t HAC using AR(1) prewhitening. The idea is to take b " t and then calculate b -(or b C for the case of t ¤ ) and then "recolor" these estimates by multiplying by (1 ¡ b ½)
¡2
. The prewhitened statistics are denoted by t HAC¡P W and t ¤ P W .
We generated data according to (13) 
Empirical Nonlinear Regression: Example and Further Finite Sample Evidence
In this section we illustrate the new tests using an empirical example that includes a nonlinear regression model. We wish to examine the e¤ects of growth in U.S. Gross Domestic Product (GDP) on the growth of aggregate restaurant revenues. Let ¢RR denote the …rst di¤erence of the natural logarithm of real, seasonally adjusted aggregate restaurant revenues for the United States, and ¢GDP denote the …rst di¤erence of the natural logarithm of real, seasonally adjusted GDP. Initially, we consider the basic regression model
where¯1 is an intercept term, while¯2 is the parameter measuring the long run e¤ect of GDP growth on restaurant revenues. It is well known that macroeconomic aggregates are serially correlated over time. To eliminate some of the autocorrelation in the error structure,
we consider an AR(1) transformation of the model. The idea is to "soak" up some of the autocorrelation using the AR(1) transformation and then use HAC robust t tests or t ¤ to deal with any remaining autocorrelation in the model. Therefore, consider the model:
where ¢RR t¡1 and ¢GDP t¡1 are lagged values of …rst di¤erences of real log-restaurant revenue and real log-GDP respectively. Model (15) is a nonlinear regression that can be estimated by NLS using a grid search over values of ½.
We use quarterly data from 1971 through 1996 (a total of 104 observations). The restaurant revenues are total for all sectors and the source is Current Business Reports, published by the Bureau of the Census. The real GDP series was obtained from the Survey of Current
Business published by the Bureau of Economic Analysis, US Department of Commerce and is seasonally adjusted. We converted nominal restaurant revenue to real revenue by dividing by the GDP de ‡ator price index also obtained from the Survey of Current Business. We are interested in¯2; the long-run e¤ect of GDP growth on the growth of restaurant revenues:
We computed 95% con…dence intervals for¯2 using t ¤ and t HAC . We implemented t HAC as recommended by Andrews (1991) using the quadratic spectral kernel with a data dependent truncation lag based on the V AR(1) plug-in method (see Andrews (1991) for details). Table   IV summarizes the results. We see that the di¤erent methods of calculating con…dence intervals result in di¤erent intervals, and that t ¤ provides a tighter con…dence interval than
Using this empirical example to calibrate realistic data generating processes, we compared …nite sample size and power of t ¤ and t HAC using simulations. To this end, we …t the residuals from (14) to several di¤erent ARMA models and found that an AR(4) model provides a good …t. We also …t ¢GDP to several ARMA processes and found that an AR(1) model provides a good …t. To perform the simulations, we generated data according to two models.
Model A used the actual real GDP data to generate pseudo data for restaurant revenues:
In model B, we simulated pseudo data for ¢GDP t using the model ¢GDP t = ¡0:21¢GDP t¡1 + ³ t ; ³ t » N (0; 0:007888) : In both models, the error term was generated according to u t = ¡0:343u t¡1 ¡ 0:330u t¡2 ¡ 0:269u t¡3 + 0:595u t¡4 + » t ; » t » iidN (0; 0:0367746). We take the null hypothesis to be H 0 :¯2 = 0: We generated data using¯2 = 0:0; 0:2; 0:4; 0:6; 0:8; 1; 1:2; 1:4; 1:6; 1:8; 2: We calculated empirical rejection probabilities using 5% asymptotic critical values. Results for¯2 = 0 correspond to size while results for¯2 > 0 correspond to power. 2,000 replications were used in all cases.
The results are summarized in Table V 
Conclusion
In this paper, we have developed test statistics to test possibly non-linear hypotheses in nonlinear, weighted regression models with errors that have serial correlation and/or heteroskedasticity of unknown form. These tests are simple and do not require use of heteroskedasticity autocorrelation consistent (HAC) estimators. Thus, our approach avoids the pitfalls associated with the choice of truncation lag required when using HAC estimators. We derived the limiting null distributions of these new tests in a general nonlinear setting, and showed that while the tests have nonstandard distributions, the distributions depend only upon the number of restrictions, and critical values were easily obtained using simulations.
Monte Carlo simulations show that in …nite samples the …rst order asymptotic approximation for the new tests is more accurate than the …rst order asymptotic approximation for standard tests. The simulations also show that the new tests have competitive power.
Appendix
Proof of Lemma 1: First we will make use of the following Taylor expansion ofF t ³^á
where 1 2 h^;¯0i
Plugging this into the expression forŜ [rT ] ; we obtain
What remains to be shown is that l [rT ] is o p (1) : We rewriteû t in the following manner:
nd plugging this into (16) gives
Now, by assumption 1,
and we know that p T
³^¡¯0´=
O p (1). This implies that
To determine the behavior of the last remaining term, we expandf t ³^´a round¯0 :
where Ǟ 2 h^;¯0i ,
his expansion together with (17) provides us with the expression
and the proof is complete.
Proof of Theorem 1: We wish to …nd the asymptotic distribution of
First note that using the delta method it follows that p T r
Because R 0 Q ¡1 ¤ has rank q and W k (1) is a vector of independent Wiener processes that are Gaussian, we can rewrite
; where W q (1) is a q¡dimensional vector of independent Wiener processes, and ¤ ¤ is the q £ q matrix square root of
Note that this square root exist because
0 is a full rank q £ q matrix. Using the same arguments, note that
Therefore it directly follows that Notes: The error terms, u t ; were generated according to u t = ½u t¡1 + " t ; » t » iidN (0; 1) : The model is generated as y t =¯+ u t with¯= 0:¯is estimated by OLS. Notes: For both models, pseudo data for ¢RR t was generated using (14) with the error terms given by u t = ¡0:343u t¡1 ¡ 0:330u t¡2 ¡ 0:269u t¡3 + 0:595u t¡4 + » t ; » t » N (0; 0:0367746) : Model A uses the original ¢GDP t data as the regressor, while Model B generates the GDP series according to the following process: ¢GDP t = ¡0:21¢¢GDP t +³ t ; ³ t » N (0; 0:007888) :
The slanted script provide empirical null rejection probabilites while the other table entries are …nite sample power.
