I. INTRODUCTION
Clustering is one of the most extensively studied research topics due to its numerous important applications in machine learning, image segmentation, information retrieval, and pattern recognition. Clustering involves dividing a set of objects into a specified number of clusters [14] . The motivation behind clustering a set of data is to find inherent structure in the data and expose this structure as a set of groups. The data objects within each group should exhibit a large degree of similarity while the similarity among different clusters should be minimized [3, 9, 18 ]. There are two major clustering techniques: "Partitioning" and "Hierarchical" [2, 9] . In hierarchical clustering, the output is a tree showing a sequence of clustering with each clustering being a partition of the data set. On the other hand, Partitioning clustering [1] algorithms partition the data set into a specified number of clusters. These algorithms try to minimize a certain criteria (e.g. a square error function) and can therefore be treated as optimization problems.
In recent years, it has been recognized that the partitional clustering technique is well suited for clustering large datasets due to their relatively low computational requirements. The time complexity of the partitioning technique is almost linear, which makes it a widely used technique. The best-known partitioning clustering algorithm is the K-means algorithm and its variants [10] .
Subtractive clustering method, as proposed by Chiu [13] , is a relatively simple and effective approach to approximate estimation of cluster centers on the basis of a density measure in which the data points are considered candidates for cluster centers. This method can obtain initial cluster centers that are required by more sophisticated clustering algorithms. It can also be used as quick stand-alone method for approximate clustering.
Particle Swarm Optimization (PSO) algorithm is a population based stochastic optimization technique that can be used to find an optimal, or near optimal, solution to a numerical and qualitative problem [4, 11, 17] . Several attempts were proposed in the literature to apply PSO to the data clustering problem [6, 18, 19, 20, 21] . The major drawback is that the number of cluster is initially unknown and the clustering result is sensitive to the selection of the initial cluster centroids and may converge to the local optima. Therefore, the initial selection of the cluster centroids decides the processing of PSO and the partition result of the dataset as well. The same initial cluster centroids in a dataset will always generate the same cluster results. However, if good initial clustering centroids can be obtained using any of the other techniques, the PSO www.ijorcs.org would work well in refining the clustering centroids to find the optimal clustering centers. The Subtractive clustering algorithm can be used to generate the number of clusters and a good initial cluster centroids for the PSO.
In this paper, we present a hybrid Subtractive + (PSO) clustering algorithm that performs fast clustering. Experimental results indicate that the Subtractive + (PSO) clustering algorithm can find the optimal solution after nearly 50 iterations in comparison with the ordinary PSO algorithm. The remainder of this paper is organized as follows: Section 2 provides the related works in data clustering using PSO. Section 3 provides a general overview of the data clustering problem and the basic PSO algorithm. The proposed hybrid Subtractive + (PSO) clustering algorithm is described in Section 4. Section 5 provides the detailed experimental setup and results for comparing the performance of the Subtractive + (PSO) clustering algorithm with the Subtractive algorithm, and PSO. The discussion of the experiment's results is also presented. Conclusions are drawn in Section 6.
II. RELATED WORK
The well-known partitioning algorithm is the Kmeans algorithm [2, 6, 7, 16] and its variants. The main drawback of the K-means algorithm is that the cluster result is sensitive to the selection of the initial cluster centroids and may converge to the local optimal and it generally requires a prior knowledge of the probable number of clusters for a data collection. In recent years scientists have proposed several approaches [3] inspired from the biological collective behaviors to solve the clustering problem, such as Genetic Algorithm (GA) [8] , Particle Swarm Optimization (PSO), Ant clustering and SelfOrganizing Maps (SOM) [9] . In [6] authors represented a hybrid PSO+K-means document clustering algorithm that performed fast document clustering. The results indicated that the PSO+K-means algorithm can generate the best results in just 50 iterations in comparison with the K-means algorithm and the PSO algorithm. Reference [24] proposed a Discrete PSO with crossover and mutation operators of Genetic Algorithm for document clustering. The proposed system markedly increased the success of the clustering problem, it tried to avoid the stagnation behavior of the particles, but it could not always avoid that behavior. In [26] authors investigated the application of the EPSO to cluster data vectors. The EPSO algorithm was compared against the PSO clustering algorithm which showed that the EPSO convergence is slower to lower quantization error, while the PSO convergence is faster to a large quantization error. Reference [27] presented a new approach to particle swarm optimization (PSO) using digital pheromones to coordinate swarms within an ndimensional design space to improve the search efficiency and reliability. In [28] a hybrid fuzzy clustering method based on FCM and fuzzy PSO (FPSO) is proposed which make use of the merits of both algorithms. Experimental results show that the proposed method is efficient and can reveal encouraging results.
III. DATA CLUSTERING PROBLEM
In most clustering algorithms, the dataset to be clustered is represented as a set of vectors X = { 1 , 2 , …., }, where the vector corresponds to a single object and is called the feature vector. The feature vector should include proper features to represent the object.
The similarity metric: Since similarity is fundamental to the definition of a cluster, a measure of the similarity between two data sets from the same feature space is essential to most clustering procedures. Because of the variety of feature types and scales, the distance measure must be chosen carefully. Over the years, two prominent ways have been proposed to compute the similarity between data and . The most popular metric for continuous features is the Euclidean distance, given by:
which is a special case of the Minkowski metric [5] , given by:
where and are two data vectors; denotes the dimension number of the vector space; and stand for the data and 's weight values in dimension k.
The second commonly used similarity measure in clustering is the cosine correlation measure [15] , given by:
where , denotes the dot-product of the two data vectors; |.| indicates the length of the vector. Both similarity metrics are widely used in clustering literatures.
A. Subtractive Clustering Algorithm
In Subtractive clustering data points are considered as candidates for the cluster centers [25] . In this method the computation complexity is linearly proportional to the number of data points and Consider a collection on n data points {x 1 , … , x n } in an M-dimensional space. Since each data point is a candidate for cluster centers, a density measure at data point x i is defined as
where r a is a positive constant. Hence, a data point will have a high density value if it has many neighboring data points. The radius r a defines a neighborhood for a data point, Data points outside the radius r a contribute only slightly to the density measure.
After calculating the density measure of all data points, the data point with the highest density measure is selected as the first cluster center. Let x c1 be the point selected and D c1 is its corresponding density measure. The density measure Di, for each data point x i are recalculated as follows:
Where, is a positive constant. Therefore, data points close to the first cluster center 1 will have significantly reduced density measure and are unlikely to be selected as the next cluster center. The constant defines a neighborhood that has a measurable reduction in the density measure. The constant r b is normally larger than to prevent closely spaced cluster centers; generally is equal to 1.5 , as suggested in [25] .
After the density measure for each data point is recalculated, the next cluster center 2 is selected and the density measures for all data points are recalculated. This iterative process is repeated until a sufficient number of cluster centers are generated.
When applying subtractive clustering to a set of input-output data, each of the cluster centers represent a prototype that exhibits certain characteristics of the system to be modeled. These cluster centers would be reasonably used as the initial clustering centers for PSO algorithm.
B. PSO Algorithm
PSO was originally developed by Eberhart and Kennedy in 1995 based on the phenomenon of collective intelligence inspired by the social behavior of bird flocking or fish schooling [11] . In the PSO algorithm, the birds in a flock are symbolically represented by particles. These particles can be considered as simple agents "flying" through a problem space. A particle's location in the multidimensional problem space represents one solution for the problem. When a particle moves to a new location, a different problem solution is generated. The fitness function is evaluated for each particle in the swarm and is compared to the fitness of the best previous position for that particle and to the fitness of the global best particle among all particles in the swarm . After finding the two best values, the ℎ particles evolve by updating their velocities and positions according to the following equations:
= +
where d denotes the dimension of the problem space; rand 1 , rand 2 are random values in the range of (0, 1).
The random values, rand 1 and rand 2 , are used for the sake of completeness, that is, to make sure that particles explore wide search space before converging around the optimal solution. c 1 and c 2 are constants and are known as acceleration coefficients; The values of c 1 and c 2 control the weight balance of p best and g best in deciding the particle's next movement. w denotes the inertia weight factor; An improvement to original PSO is constituted by the fact that w is not kept constant during execution; rather, starting from a maximal value, it is linearly decremented as the number of iterations increases down to a minimal value [4] , initially set to 0.9, decreasing to 0.4 according to:
MAXITER is the maximum number of iterations, and ITERATION represents the current number of iterations. The inertia weight factor w provides the necessary diversity to the swarm by changing the momentum of particles to avoid the stagnation of particles at the local optima. The empirical research conducted by Eberhart and Shi shows improvement of search efficiency through gradually decreasing the value of inertia weight factor from a high value during the search. Equation 6 indicates that each particle records its current coordinate , and its velocity that indicates the speed of its movement along the dimensions in a problem space. For every generation, the particle's new location is computed by adding the particle's current velocity, -vector, to its location, -vector.
The best fitness values are updated at each generation, based on
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It is possible to view the clustering problem as an optimization problem that locates the optimal centroids of the clusters rather than finding an optimal partition [18, 20, 21, 22] . This view offers us a chance to apply PSO optimal algorithm on the clustering solution. The PSO clustering algorithm performs a globalized search in the entire solution space [4, 17] . Utilizing the PSO algorithm's optimal ability, if given enough time, the proposed hybrid Subtractive+(PSO) clustering algorithm can yield more compact clustering results compared to traditional PSO clustering algorithm. However, in order to cluster the large datasets, PSO requires much more iteration (generally more than 500 iterations) to converge to the optima than the hybrid Subtractive + (PSO) clustering algorithm does. Although the PSO algorithm is inherently parallel and can be implemented using parallel hardware, such as a computer cluster, the computation requirement for clustering extremely huge datasets is still high. In terms of execution time, hybrid Subtractive + (PSO) clustering algorithm is the most efficient for large dataset [1].
IV. HYBRID SUBTRACTIVE + (PSO) CLUSTERING ALGORITHM
In the hybrid Subtractive + (PSO) clustering algorithm, the multidimensional vector space is modeled as a problem space. Each vector can be represented as a dot in the problem space. The whole dataset can be represented as a multiple dimension space with a large number of dots in the space. The hybrid Subtractive + (PSO) clustering algorithm includes two modules, the Subtractive clustering module and PSO module. At the initial stage, the Subtractive clustering module is executed to search for the clusters' centroid locations and the suggested number of clusters. This information is transferred to the PSO module for refining and generating the final optimal clustering solution.
The Subtractive clustering module: The Subtractive clustering module predicts the optimal number of clusters and finds the optimal initial cluster centroids for the next phase.
The PSO clustering module: In the PSO clustering algorithm, the whole dataset can be represented as a multiple dimension space with a large number of dots in space. One particle in the swarm represents one possible solution for clustering the dataset. Each particle maintains a matrix X i = (C 1 , C 2 , …, C i , .., C k ), where C i represents the i th cluster centroid vector and k represent the total number of clusters. According to its own experience and those of its neighbors, the particle adjusts the centroid vector position in the vector space at each generation. The average distance of data objects to the cluster centroid is used as the fitness value to evaluate the solution represented by each particle. The fitness value is measured by the equation below: (10) where m ij denotes the ℎ data vector, which belongs to cluster i ; is the centroid vector of ℎ cluster; d( , ) is the distance between data point and the cluster centroid ; stands for the data number, which belongs to clusterc i ; stands for the cluster number.
In the hybrid Subtractive + (PSO) clustering algorithm, the Subtractive algorithm is used at the initial stage to help discovering the vicinity of the optimal solution by suggesting good initial cluster centers and the number of clusters. The result from Subtractive algorithm is used as the initial seed of the PSO algorithm, which is applied for refining and generating the final result using the global search capability of PSO. The flow chart of the hybrid Subtractive + (PSO) is depicted graphically in Figure  1 .
V. EXPERIMENTAL STUDIES
The main purpose in this paper is to compare the quality of the PSO and hybrid Subtractive + (PSO) clustering algorithm, where the quality of the clustering is measured according to the intra-cluster distances, i.e. the distance between the data vectors and the cluster centroid within a cluster, where the objective is to minimize the intra-cluster distances.
Clustering Problem: We used three different data collections to compare the performance of the PSO and hybrid Subtractive + (PSO) clustering algorithms. These datasets are downloaded from Machine Learning Repository site [23] . A description of the test datasets is given in Table 1 . In order to reduce the impact of the length variations of different data, each data vector is normalized so that it is of unit length. Iris  150  4  3  Wine  178  13  3  Yeast  1484  8  10 www.ijorcs.org Experimental Setting: In this section we present the experimental results of the hybrid Subtractive + (PSO) clustering algorithm. For the sake of comparison, we also include the results of the Subtractive and PSO clustering algorithms. In our case the Euclidian distance measure is used as the similarity metrics in each algorithm. The performance of the clustering algorithm can be improved by seeding the initial swarm with the result of the subtractive algorithm. 1 = 2 = 1.49 and w inertia weight is according to equation (8) . These values are chosen respectively based on the results reported in [17] . We choose number of particles as a function of number of classes. In Iris plants database we chose 15 particles, 15 particles in Wine database and 50 particles in the Yeast database. All these values were chosen to ensure good convergence.
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Results and Discussion:
The fitness equation (10) is used not only in the PSO algorithm for the fitness value calculation, but also in the evaluation of the cluster quality. It indicates the value of the average distance between a data point and the cluster centroid to which they belong. The smaller the value, the more compact the clustering solution is. www.ijorcs.org algorithm runs 200 iterations in each experiment. For all the result reported, averages over more than ten simulations are given in Table 2 . To illustrate the convergence behavior of different clustering algorithms, the clustering fitness values at each iteration are recorded when these two algorithms are applied on datasets separately. As shown in Table 2 , the Subtractive + (PSO) clustering approach generates the clustering result that has the lower fitness value for all three datasets using the Euclidian similarity metric, The results from the Subtractive+(PSO) approach have improvements compared to the results of the PSO approach. Figure 2 shows the suggested cluster centers done by the Subtractive clustering algorithm, the cluster centers appear in black as shown figure. These centers will be used as the initial seed of the PSO algorithm. Figures 3, 4 , 5 illustrate the convergence behaviors of the two algorithms on the three datasets using the Euclidian distance as a similarity metric. In all the previous figures representing Hybrid Subtractive PSO Algorithm, is the fitness of the global best particle among all particles in the swarm particle that was inherited with cluster centroid vectors from Subtractive algorithm. Now, we notice that the Subtractive + PSO algorithm has a good start and it converges quickly with lower fitness function. As shown in Figure 3 , the fitness value of the Subtractive + PSO algorithm starts with 6.1 and it reduced sharply from 6.1 to 3.8 within 25 iterations and fixed at 3.68. The PSO algorithm starts with 7.4, the reduction of the fitness value in PSO is not as sharp as in Subtractive + PSO and becomes smoothly after 55 iterations. The same happened in the Figures 4 and 5 . The Subtractive + PSO algorithm shows good improvement for large dataset as shown in Figure 5 . This indicates that upon termination the Subtractive + PSO yield minimal fitness values. Therefore, the proposed algorithm is an efficient and effective solution to the data clustering problem.
VI. CONCLUSION
This paper investigated the application of the Subtractive + PSO algorithm, which is a hybrid of PSO and Subtractive algorithms to cluster data vectors. Subtractive clustering module is executed to search for the cluster's centroid locations and the suggested number of clusters. This information is transferred to the PSO module for refining and generating the final optimal clustering solution. In the general PSO algorithm, PSO can conduct a globalized searching for the optimal clustering, but it requires more iteration numbers. The subtractive clustering helps the PSO to start with good initial cluster centroid to converge faster with small fitness function which means a more compact result. The algorithm includes two modules, the Subtractive module and the PSO module. The Subtractive module is executed at the initial stage to discover good initial cluster centroids. The result from the Subtractive module is used as the initial seed of the PSO module to discover the optimal solution by a global search and at the same time to avoid consuming high computation. The PSO algorithm will be applied for refining and generating the final result. Experimental results illustrate that using this hybrid Subtractive + PSO algorithm can generate better clustering results compared to using ordinary PSO.
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