This paper presents a consensus algorithm under misaligned orientations, which is defined as (i) misalignment to global coordinate frame of local coordinate frames, (ii) biases in control direction or sensing direction, or (iii) misaligned virtual global coordinate frames. After providing a mathematical formulation, we provide some sufficient conditions for consensus or for divergence. Besides the stability analysis, we also conduct some analysis for convergence characteristics in terms of locations of eigenvalues.
INTRODUCTION
Consensus for multi-agent systems has been so widely studied for the last two decades [1] , [2] . The consensus algorithms have been shown to be useful for various engineering applications such as mobile dispatch [3] , energy coordination in smart building [4] , smart grid [5] , and so on. Given a network system, that is described by a graph G = (V, E) where V = { 1, . . . , n } is the set of agents and E is the set of connectivities, however, the majority of existing consensus algorithms uses state information directly for control update. That is, when agent is modeled asṗ i = u i (p i , p j ), j ∈ N i , where N i is the set of neighboring agents of agent i, for the control update u i (p i , p j ), the agent i uses the state information p i and p j . Since the agent i uses only its own state information p i along with neighboring information p j , the consensus update u i (p i , p j ) may be considered as decentralized. However, observing that the states p 1 , p 2 , . . . , p n are all defined in a common global coordinate frame, we can notice that the control updates u 1 , u 2 , . . . , u n are all defined in a common global coordinate frame. Thus, in this sense, most of existing consensus algorithms have been developed under the assumption of available global state information p i and p j , or diffusively-coupling state information p i − p j . Note that the diffusive coupling state information p i − p j , where (i, j) ∈ E, are defined in a common direction in general setups although it can be transformed into local frames (see (2) in Section 2. )
In this paper, we would like to study a consensus problem under the setup of misaligned information of p i − p j that has been rarely examined in existing works. That is, in this paper, it is supposed that the common directions representing p i − p j may be different according to the sensing or control capability of agents. We are mainly motivated to consider certain situations where agents' coordinate frames are misaligned, or sensing or control directions have been biased. In typical consensus algorithm given in (1) , the summed diffusive coupling information − j∈Ni a ij (p i − p j ) are represented in a common di-rection, in ideal situations. However, it may be possible to imagine a circumstance where − j∈Ni a ij (p i − p j ) may be implemented in a wrong direction or biased direction, or the measurement p i − p j may be biased. This paper seeks to find a consensus condition and attempts to understand the convergence characteristics under this circumstance.
From literature search, it is observed that the consensus problem aforementioned has not been investigated directly; but some similar works have been studied. For examples, in [6] , [7] , the author studied a Cartesian coordinate coupling problem with a common coupling matrix C, and in [8] , they also studied a consensus problem with coupling multiplied by rotation matrix in 3-D for cyclic formations. However, in [6] , [8] , they did not consider a general case when agents have different misaligned orientation angles. In distributed formation control, the orientation alignment problem has been key issues [9] , [10] . It was shown that when orientations of agents are aligned, the desired formation could be achieved. Related with the orientation misalignment, a consensus with pursuit weight [11] , i.e., k ij e jαij , may have some relevance. But, the pursuit system studied in [11] updates the control law after collecting the pursuit angles at each agent. In a different setup, which can be considered as orientation misalignment, rotation matrices were combined into the coupling terms in [12] . However, the ideas used in [11] , [12] do not consider the misalignment of control actions. Thus, since the misalignment angle is defined as the same one for each agent in our problem, the problems studied in [11] , [12] are different from our current work.
PROBLEM FORMULATION
Let the global coordinate frame be denoted as g Σ and the i-th local coordinate frame as i Σ. The position of agent i is represented as p i ∈ R 2 in the global coordinate frame g Σ, where i ∈ {1, . . . , n}. Given two position vectors p i and p j , the displacement vector between p i and p j is denoted as z ij = p i − p j . The consensus algorithm 283 978-89-93215-13-7/17/$31.00 ICROS for continuous-time linear systems is given as:
where a ij = a ji ∈ {0, 1} depending upon the connectivity of undirected graphs. The consensus problem (1) can be rewritten as
which controls the movement of agent in its own local coordinate frame i Σ. Obviously, the convergence property and stability of (1) and (2) are equivalent. However, the vector z ij is expressed in the global coordinate frame g Σ, while the vector i p j is expressed in the local coordinate frame i Σ. Hence, the update of consensus algorithm could be done in two different scenarios. The first scenario, described in (1), is to use the vector z ij in orientation aligned coordinate frame, which is the local coordinate frame aligned to the global frame. In Fig. 1 , the orientation aligned coordinate frames are denoted as g i Σ (i.e., in this figure, they are g 1 Σ, g 2 Σ, and g 3 Σ in red color). Thus, in the first approach, the orientation needs to be aligned. The second scenario, described in (2), is to use i p j in the local coordinate frame i Σ, whose orientation is not aligned to the global frame. In Fig. 1 , the local coordinate frames are denoted as 1 Σ, 2 Σ, and 3 Σ in blue color. The first scenario (1) requires a constraint of alignment, while the second scenario (2) is free from this constraint. Thus, the second scenario is considered to be of more distributed in the sense that the vector i p j can be defined in local coordinate frames directly. It may be worthy of considering another scenario as follows: the local coordinate frames are not aligned; but agents have measured the positions p i in global coordinate frame (ex. using GPS information). In such case, they have to use z ij in the global coordinate frame; but since the orientations are not aligned to g Σ, they need to sense the orientation angles or they need to find the direction of g Σ to calculate the orientation angles. In Fig. 1 , the orientations are denoted as φ i . Then, using the obtained orientation angles φ i , agents can virtually rotate its local coordinate frame to global coordinate frame. Under this scenario, the coordinate frames g i Σ in Fig. 1 can be considered virtually aligned global coordinate frame. 1 Then, the agent can implement the measurement p i − p j = z ij into the virtual coordinate frame g i Σ for updating the consensus algorithm in global coordinate frame. This scenario may 1 Note that with available orientation angles φ i , the vectors z ij and i p j are related by
where D(−φ i ) is the rotation matrix. Thus, in terms of analysis, the three scenarios are equivalent. be considered the third scenario. Once again, note that the three scenarios have the same convergence and stability properties. In literature, there have been no distinctions between these three scenarios; however, in terms of sensing or in terms of implementation, they are essentially different and should be distinguished.
As the main motivation of this paper, let us suppose that there are some errors in the orientation alignment, or orientation estimation in these three scenarios. Under the first scenario, the orientations of aligned local coordinate frames g i Σ, which are supposed to be aligned to the global frame g Σ, may be not aligned as illustrated in Fig. 2(a) . That is, the local coordinate frame g i Σ, which is supposed to be aligned to g Σ, has in fact misalignment error as much as θ i . Under the second scenario, the agent i may measure the direction of neighboring agent j with angle error θ i . In Fig. 2 to the global coordinate frame g Σ would be defined aṡ
Note that in the above equation, D(θ i ) is a SO(2) rotation matrix and the graph can be considered as directed, although the neighboring agents i and j mutually sense each other and exchange the information, since the weights for edges have the relationship a ij D(θ i ) = a ji D(θ j ) even though a ij = a ji . Then if we consider a ij D(θ i ) as edge weighing, it is a matrix-weighted directed graph [13] , [14] . Let us define adjacency edgematrix as A ij = a ij D(θ i ). Then, the adjacency matrix is given as
For agent i, we define out-degree matrix as D out i = j∈Ni a ij D(θ i ) and in-degree matrix as D in i = j∈Ni a ji D(θ j ). Sincerely it is clear that D out i = D in i , it is not balanced. Then, we can define a block out-degree matrix of G as D out = blkdiag[D out i ]. Then, the SO(2)weighted Laplacian matrix can be generated as
Using the above Laplacian matrix, we can have the state propagation aṡ
where p
CONVERGENCE AND STABILITY ANALYSIS
This section is dedicated to the convergence and stability analysis of the system (7) . The following lemmas are developed for convergence analysis.
Lemma 1: The Laplacian matrix L out has rank as rank(L out ) = 2n − 2, and the null space is given as Null(L out ) = span{[1, 0, · · · , 1, 0]
Proof: Defining q = c 1 1 e +c 2 1 o := q e +q o , where c 1 and c 2 are constants, we have L out q = 0. Let us examine the converse. From (4), equalizingṗ i = 0, we will show that j∈Ni a ij D(θ i )(p i − p j ) = 0 only when p i = p j .
Since the matrix D(θ i ) is non-singular, in order to geṫ p i = 0, we only need to have j∈Ni a ij (x i − x j ) = 0 and j∈Ni a ij (y i −y j ) = 0, which is the consensus in xcomponent and y-component respectively. Consequently, it proves that rank(L out ) = 2n − 2. Lemma 2: The set of eigenvalues of L out contains only two zero eigenvalues corresponding to eigenvectors span{1 e } and span{1 o } respectively.
Proof:
Defining m i = n j=1 a ij , we can see that for each row vector, L out has its diagonal component as m i cos θ i and off diagonal components as −m i sin θ i , a i1 sin θ i , . . . , a in sin θ i mi , and −a i1 cos θ i , . . . , −a in cos θ i mi , or m i sin θ i , −a i1 sin θ i , . . . , −a in sin θ i , and a i1 cos θ i , . . . , a in cos θ i . Thus, the summation of elements of each row vector is zero, which completes the proof.
It seems to be not trivial to show that all the eigenvalues of L out are on the right-half plane (RHP) except two zero eigenvalues when 0 < cos θ i ≤ 1. The following discussion and theorem are for this result. Let us decompose L out as (10) where D D(θi) is a block diagonal matrix and L o = L oT is the Laplacian matrix characterizing the topology only (let us call it topology Laplacian matrix). With the above decomposition, the dynamics (7) is rewritten aṡ
Theorem 1: Let 0 < cos θ i ≤ 1. Then, the system described by (7) is globally asymptotically stable to a consensus value and eigenvalues of L out have positive-real parts except two zero eigenvalues.
Proof: It is clear that the topology Laplacian matrix L o has two eigenvectors u 1 and u 2 correspoding to two zero eigenvalues. Let the topology Laplacian matrix L o be decomposed as 
It is clear that (U ) T L o U is positive definite. Let p = (U ) T p ∈ R 2n−2 . Next, let us select a Lya-
The last inequality holds since D T
and only if L o p = 0, which implies that p converges to a consensus and does not diverge because ofṗ = 0.
The above Theorem 1 provides the condition for the consensus when 0 < cos θ i ≤ 1. Let some θ i be negative as θ i < 0. Then some diagonal elements of D T D(θi) + D D(θi) will be negative. However, even with some negative diagonal elements of D T D(θi) + D D(θi) ,V > 0 is not ensured. Thus, even with some negative θ i , the instability is not ensured. Also, the Theorem 1 does not provide the locations of eigenvalues, which is related with the convergence characteristics. To evaluate the location of eigenvalues, we use Gershgorin circle for block matrix [15] , [16] , which is summarized as follows:
Theorem 2: If agent i is misaligned as cos θ i < 1, then its eigenvalues are within the circles with center (m i cos θ i , ±m i sin θ i ) and with radius m i in the complex domain (let this region be denoted as R c ).
Proof: Due to the page limitation, the detailed proof is omitted. The detailed proof can be found at [17] .
Corollary 1: If cos θ i = 1, then all the eigenvalues of L out are not negative, while if cos θ i = −1, all the eigenvalues of L out are not positive.
Proof: When cos θ i = 1, the center of the circle is (m i , 0) with radius m i . While, with cos θ i = −1 the center of the circle is (0, ±m i ) with radius m i .
It is noticeable that when cos θ i = 1 (i.e., θ i = 0), the Gershgorin circle condition can be changed as
As clear by the above inequality and also by Corollary 1, λ i should be ranged as 0 ≤ λ i ≤ 2m i with real part only. Using the above result, we may find more precise region for eigenvalues when 0 ≤ cos θ i ≤ 1, which is summarized in the following corollary. For the corollary, we use some properties of matrix norm such as D(
Corollary 2: The condition (15) , which is for
Proof: From the following relationship, the if condition is direct.
However, unfortunately, the only if condition is not satisfied due to the following relationship, with ψ i = θ i :
From Theorem 1, it is now confirmed that the eigenvalues of L out are on the right-half plane except two zero eigenvalues when 0 < cos θ i ≤ 1, ∀i ∈ V . Thus, by combining Theorem 1 and Theorem 2, we can make the following theorem:
Theorem 3: When 0 < cos θ i ≤ 1, ∀i ∈ V, the eigenvalues of L out , i.e., λ i , are placed as
while, when −1 ≤ cos θ i < 0, ∀i ∈ V, the eigenvalues are placed as
Furthermore, when cos θ i = 0, ∀i ∈ V, all the eigenvalues are located on the imaginary axis. Proof: The case of (16) is direct by Theorem 1 and Theorem 2. For the case of (17), let π 2 < θ i ≤ π. Then,
Thus, we can have
.
. Thus, based on the analysis of Theorem 1, we can see that the signs of real parts of eigenvalues when −1 ≤ cos θ i < 0, ∀i ∈ V are reversed from the signs of real parts of eigenvalues when 0 < cos θ i ≤ 1, ∀i ∈ V. Lastly, when cos θ i = 0, ∀i ∈ V, due to D(θ i = π/2) = D(θ j = π/2), ∀i, j ∈ V, we can have L out = D(π/2) ⊗ L o , where ⊗ is the Kronecker product. Using the eigenvalue property of Kronecker product, we can see that all of the eigenvalues of L o are rotated by ±π/2. Thus, when cos θ i = 0, ∀i ∈ V, eigenvalues are placed on the imaginary axis. Remark 1: Let us divide the nodes as V = V + V − , in which it holds 0 < cos θ i ≤ 1, ∀i ∈ V + and −1 ≤ cos θ i ≤ 0 ∀i ∈ V − . Let us suppose that V + is a non-empty set and V − is also a non-empty set. In this case, it is hard to estimate the locations of eigenvalues analytically. From a number of numerical tests, in certain conditions, all the eigenvalues still could be located in the RHP, while in most cases, there were eigenvalues located in the LHP.
As a special case of Theorem 3, when the misaligned orientation angles are equivalent as θ i = θ j = θ, i = j and 0 < cos θ i = cos θ, we can have the following result, which was also studied in Corollary 3.3 of [6] , Corollary 3: When θ i = θ j = θ, i = j and 0 < cos θ i , ∀i, the consensus is achieved, with eigenvalues of L rotated by angles θ and −θ respectively. Remark 2: When θ i = 0, the Laplacian matrix L out has complex eigenvalues; so the trajectories of agents may exhibit behaviors of stable or unstable focus, which requires more complicated convergence behaviors. Also the average consensus is no more ensured due to
j∈Ni a ij D(θ i )(p i − p j ) = 0 before converging to a common value.
Related with Remark 2, we can see that the consensus point is a function of rotated initial positions of agents and magnitudes of rotation angles θ i . Let the topology Laplacian matrix be changed as L o = L ⊗ I 2 , where L is the normal Laplacian matrix for a connected graph. Then, (11) is changed aṡ
The Laplacian matrix L satisfies v T L = 0, where v = (1, 1, . . . , 1) T ∈ R n is the vector with all elements being 1. Now, we can have the following theorem. Theorem 4: Let 0 < cos θ i for all i ∈ V, and let the initial positions be denoted as p i (0) and the final consensus point as p f inal ∈ R 2 . Then, p(t f ) is computed . . . , θ n ) is a 2 × 2 matrix that is a function of θ i .
Proof: From (18), it follows that 
, where W is nonsingular if 0 < cos θ i for all i ∈ V. By letting Y (θ 1 , . . . , θ n ) = W −1 , we complete the proof.
CONCLUSION
This paper has presented a consensus problem under misalignments of orientations of agents. The three scenarios motivating the misalignment problems, depicted in Fig. 2 , are misaligned orientation errors of local frames, biases in control directions or in sensing directions, and misalignment errors of virtually aligned coordinate frames. We have provided conditions for consensus and added some more analysis related with stability. The locations of eigenvalues have been roughly evaluated by using Gershgorin circle for a block matrix. It seems difficult to find exact consensus condition for general graphs. Although we have presented only sufficient conditions, we believe that the conditions could be utilized for a design purpose nicely. In our future efforts, we would be focused on estimating the locations of eigenvalues more tightly in a distributed way.
