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EQUATIONS IN VIRTUALLY ABELIAN GROUPS: LANGUAGES AND
GROWTH
ALEX EVETTS AND ALEX LEVINE
Abstract. This paper explores the nature of the solution sets of systems of equations in virtually
abelian groups. We view this question from two angles. From a formal language perspective, we
prove that the set of solutions to a system of equations forms an EDT0L language, with respect
to a natural normal form. Looking at growth, we show that the growth series of the language
of solutions is rational. Furthermore, considering the set of solutions as a set of tuples of group
elements, we show that it has rational relative growth series with respect to any finite generating
set.
1. Introduction
Equations in groups have been a significant area of research, particularly since Makanin proved that
it is decidable whether a system of equations in a free group admits a solution, in a series of papers
including [Mak72], [Mak77] and [Mak82]. An equation with set of variables V in a group G is an
identity w = 1, for any w ∈ G∗FV , where FV denotes the free group on V . Following on from this,
Razborov described the set of solutions to systems of equations in free groups ([Raz71], [Raz95]).
More recently Ciobanu, Diekert and Elder [CDE16] proved that the solution set to a system of
equations in a free group is an EDT0L language (described as reduced words over a basis). This
was generalised to virtually free groups in [DE20], and to all hyperbolic groups in [CE19]. Diekert,
Jez˙ and Kufleitner [DJK16] showed that this also holds for right-angled Artin groups.
The use of EDT0L languages in describing solutions to equations, rather than the more studied class
of context-free languages, arises from the fact that equations can have arbitrarily many variables.
When expressing the solution (x1, . . . , xn) as a word, we write it in the form x1# · · ·#xn, for some
new letter #. It follows that even in Z, equations with 3 or more variables will not necessarily be
context-free, as the equation X = Y = Z will have the solution language {am#am#am | m ∈ Z},
which is not a context-free language over {a, a−1, #}.
The class of EDT0L languages was introduced by Lindenmayer in the 1960s, in order to model
growth of organisms. A key fact about this growth, is that it occurs in parallel across the organism,
and this is reflected in the definition of EDT0L systems. Every regular language is EDT0L, and
every EDT0L language is an indexed language, and thus context-sensitive. There exist context-free
languages which are not EDT0L, and EDT0L languages which are not context-free.
It has long been regarded as ‘folklore’ that it is decidable whether systems of equations in virtually
abelian groups admit solutions, however it is unclear when this was first proved. In [Ersˇ72] the
stronger result that virtually abelian groups have decidable first order theory is shown. A more
direct proof of the solubility of equations in virtually abelian groups can be found in Lemma 5.4 of
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[Dah09]. In this paper we study the properties of solution sets of systems of equations in virtually
abelian groups.
In Section 3, we explicitly describe the form of solution sets of equations in virtually abelian groups
by expressing them in terms of solutions to twisted equations in free abelian groups. We use this
explicit description to show that they form EDT0L languages.
Theorem 3.11. Virtually abelian groups have an EDT0L equation problem.
It is a standard fact that every regular language has rational growth series. That is, the generating
function which counts the number of words in the language with increasing length lies in the ring
of rational functions Q(z). A result of Chomsky and Schu¨tzenberger [CS63] asserts that the growth
series of every unambiguous context-free language is algebraic over Q(z). In contrast, there is no
reason to expect that those EDT0L languages which do not fall under these two cases have well-
behaved growth series. Indeed, Corollary 8 of [CEF18] implies that there are EDT0L languages
with transcendental growth series. In general, the language obtained in Theorem 3.11 is neither
regular nor context-free. Nevertheless, we prove that its growth series is rational.
Proposition 3.14. For any virtually abelian group, the EDT0L equation problem obtained above
has rational growth series.
Any subset of a group has a growth function, inherited from the group itself. This relative growth
has been studied in many papers, including [DO15]. The relative growth series of any subgroup of
virtually abelian groups was shown to be rational in [Eve19]. In Section 4 we consider the relative
growth of the solution set of any system of equations in a virtually abelian group, either as a subset
of the group, or as a set of tuples of group elements (with an appropriate metric) in the case of
equations in multiple variables. We show that the growth series of such a solution set is rational,
regardless of the choice of finite weighted generating set.
Theorem 4.14. Let G be a virtually abelian group. Then the set of solutions to any system of
equations, given as a set of tuples of G, has rational weighted growth series with respect to any
finite generating set.
2. Preliminaries
Notation 2.1. We will write functions to the right of their arguments, with the exception of growth
functions and the generating functions of growth series.
We will use Z>0 and Z≥0 to denote the positive and non-negative integers, respectively.
If w ∈ S∗ is a word in the generators of some group G, then write w ∈ G for the group element
that the word w represents.
2.1. Polyhedral sets. Our fundamental tool for proving that languages of representatives have
rational growth series in Proposition 3.14 and Section 4 will be the theory of polyhedral sets. These
ideas appear in model theory as early as Presburger [Pre29]. Results regarding rationality can
be found in [Den84], and the ideas also appear in the theory of Igusa local zeta functions (see
[CGH14]). The following definitions and results follow Benson’s work [Ben83], where it is proved
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that virtually abelian groups have rational (standard) growth series. More recently, polyhedral sets
have again been used to prove rationality of various growth series of groups ([DS19], [Eve19]).
Definition 2.2. Let r ∈ Z>0, and let · denote the Euclidean scalar product. Then we define the
following.
(1) Any subset of Zr of the form {z ∈ Zr | u · z = a}, {z ∈ Zr | u · z > a}, or {z ∈ Zr | u · z ≡ a
mod b}, for any u ∈ Zr, a ∈ Z, b ∈ Z>0, will be called an elementary set ;
(2) any finite intersection of elementary sets will be called a basic polyhedral set ;
(3) any finite union of basic polyhedral sets will be called a polyhedral set.
If P ⊂ Zr is polyhedral and additionally no element contains negative coordinate entries, we call
P a positive polyhedral set.
It is not hard to prove the following closure properties.
Proposition 2.3 (Proposition 13.1 and Remark 13.2 of [Ben83]). Let P, Q ⊆ Zr and R ⊆ Zs be
polyhedral sets for some positive integers r and s. Then the following are also polyhedral: P ∪Q ⊆
Zr, P ∩ Q ⊆ Zr, Zr \ P, P ×R ⊆ Zr+s.
Benson also shows that polyhedral sets behave well under affine transformations, as follows.
Definition 2.4. We call a map A : Zr → Zs an integral affine transformation if there exists an
r × s matrix M with integer entries and some q ∈ Zs such that pA = pM + q for p ∈ Zr.
Proposition 2.5 (Propositions 13.7 and 13.8 of [Ben83]). Let A be an integral affine transforma-
tion. If P ⊆ Zr is a polyhedral set then PA ⊆ Zs is a polyhedral set. If Q ⊆ Zs is a polyhedral set
then the preimage QA−1 ⊆ Zr is a polyhedral set.
We note that projection onto any subset of the coordinates of Zr is an integral affine transformation.
Notation 2.6. We will now introduce weight functions. When talking about weighted lengths of
elements of free abelian or virtually abelian groups, we will use ‖ · ‖ instead of | · |, which will be
used for ‘standard’ length of elements.
Let P ⊆ Zr be a positive polyhedral set. Given some choice of weight function ‖ei‖ ∈ Z>0
for the standard basis vectors {ei}
r
i=1 of Z
r, we assign the weight
∑r
i=1 ai‖ei‖ to the element
(a1, . . . , ar) ∈ P. Define the spherical growth function
σP(n) = #{p ∈ P | ‖p‖ = n},
and the resulting weighted growth series
SP(z) =
∞∑
n=0
σP(n)z
n.
Our argument will rely on the following crucial proposition.
Proposition 2.7 (Proposition 14.1 of [Ben83], and Lemma 7.5 of [Den84]). If P is a positive
polyhedral set, then the weighted growth series SP(z) is a rational function of z.
We will need the following more general result.
Corollary 2.8. Let P ⊂ Zr be any polyhedral set (not necessarily positive). Then the weighted
growth series SP(z) is a rational function of z.
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Proof. We show that P may be expressed as a disjoint union of polyhedral sets, each in weight-
preserving bijection with a positive polyhedral set.
Let Q1 = {z ∈ Z
r | z · ei ≥ 0, 1 ≤ i ≤ r} =
⋂r
i=1{z ∈ Z
r | z · ei ≥ 0} denote the non-negative
orthant of Zr, and note that it is polyhedral. Let Q2, . . . ,Q2r denote the remaining orthants (in
any order) obtained from Q1 by (compositions of) reflections along hyperplanes perpendicular to
the axes and passing through the origin. By Proposition 2.5 these are also polyhedral sets. Let
P1 = P ∩ Q1 and for each 2 ≤ j ≤ 2
r, inductively define
Pj =
P \ ⋃
k<j
Pk
 ∩ Qj .
Each Pj is a polyhedral set by Proposition 2.3, and we have a disjoint union P =
⋃2r
j=1Pj . Each
Pj is in length-preserving bijection with a positive polyhedral set (by compositions of reflections
along hyperplanes) and so SPj (z) is rational. The result follows since SP(z) =
∑2r
j=1 SPj (z). 
2.2. Equations.
Definition 2.9. Let G be a group. A finite system of equations in G is a finite subset E of
G ∗ FV , where FV is the free group on a finite set V . If E = {w1, . . . , wn}, we denote the system
E by w1 = w2 = · · · = wn = 1. Elements of V are called variables. A solution to a system
w1 = · · · = wn = 1 is a homomorphism φ : FV → G, and such that w1φ¯ = · · · = wnφ¯ = 1G, where
φ¯ is the extension of φ to a homomorphism from G ∗ FV → G, defined by gφ¯ = g for all g ∈ G.
A finite system of twisted equations in G is a finite subset E of G ∗ (FV × Aut(G)), and is again
denoted w1 = · · · = wn = 1. Elements of V are called variables. Define the function
p : G×Aut(G)→ G
(g, φ) 7→ gφ.
If φ : FV → G is a homomorphism, let φ¯ denote the homomorphism from G ∗ (FV × Aut(G)) →
G×Aut(G), defined by (h, ψ)φ¯ = (hφ, ψ) for (h, ψ) ∈ FV ×Aut(G) and gφ¯ = g for all g ∈ G. A
solution is a homomorphism φ : FV → G, such that w1φ¯p = · · · = wnφ¯p = 1G.
For the purposes of decidability, in finitely generated groups, the elements of G we be represented
as words over a finite generating set, and in twisted equations, automorphisms will be represented
by their action on the generators.
Remark 2.10. We will often display a solution to an equation with variables X1, . . . , Xn as a tuple
(x1, . . . , xn) of group elements, rather than a homomorphism. We can obtain the homomorphism
from the tuple by defining Xi 7→ xi for each i.
2.3. EDT0L languages.
Definition 2.11. An EDT0L system is a tuple H = (Σ, C, w, R), where
(1) Σ is an alphabet, called the target alphabet ;
(2) C is a finite superset of Σ, called the extended alphabet of H;
(3) w ∈ C∗ is called the start word ;
(4) R is a regular (as a language) subset of End(C∗), called the rational control of H.
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The language accepted by H is
L(H) = {wφ | φ ∈ R}.
A language accepted by an EDT0L system is called an EDT0L language.
There are a number of different definitions of an EDT0L system, that all generate the same class
of languages. In [CDE16] and [CEF18], the definition is the same as given here, except for the
insistence that the start word is a single letter. To show these are equivalent, adding a single
homomorphism preconcatenated to the rational control of an EDT0L system (as defined here) that
maps a new letter ⊥ to the start word, and then defining the new start symbol to be ⊥ gives that
any EDT0L language is accepted by an EDT0L system with a single letter as the start word. In
[RS80], and many earlier publications, the definition is what is given above, expect they only allow
rational controls of the form ∆∗, for some finite set of endomorphisms ∆. This definition is again
equivalent to the definition we have given, but proves to be cumbersome when proving languages
are EDT0L.
Notation 2.12. When defining endomorphisms of C∗ for some extended alphabet C, within the
definition of an EDT0L system, we will usually define each endomorphism by where it maps each
letter in C. If any letter is not assigned an image within the definition of an endomorphism, we
will say that it is fixed by that endomorphism.
Example 2.13. Let E be the following system of equations in Z (using additive notation):
X − Y + Z = 1 −Y + Z = 0.
Note that by subtracting the second equation from the first, it is not difficult to show that the
set of solutions to this system is {(1, y, y) | y ∈ Z}. To demonstrate a more general method
we will use later on, we will construct the set of solutions, and show that L = {ax#ay#az |
(x, y, z) is a solution to E} is an EDT0L language over the alphabet {a, #}, using a different
method.
We will only show that {ax#ay#az | (x, y, z) is a solution to E and x, y, z ≥ 0} is EDT0L; to
show L is EDT0L, we take the finite union across the possible configurations of signs of X, Y and
Z and use the fact that finite unions of EDT0L languages are EDT0L (Lemma 2.16 (1)). To show
this, consider the following EDT0L system, with start word ⊥1 # ⊥2 # ⊥3 and extended alphabet
{a, ⊥1, ⊥2, ⊥3, #}. Define the free monoid endomorphisms:
ϕx : ⊥1 7→ a ⊥1,
ϕy : ⊥2 7→ a ⊥2,
ϕz : ⊥3 7→ a ⊥3 .
Define the rational control of the EDT0L system using the following finite state automaton, where
q(0, 0) is the start state, and q(1, 0) is the unique accept state.
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q(−1, −1)
q(−1, 0)
q(−1, 1)
q(0, −1)
q(0, 0)
q(0, 1)
q(1, −1)
q(1, 0)
q(1, 1)
ϕx ϕx
ϕx ϕx
ϕx ϕx
ϕy ϕy
ϕy ϕy
ϕz ϕz
ϕz ϕz
This EDT0L system works as follows:
(1) Each application of ϕx, ϕy or ϕz corresponds to increasing x, y or z by 1, respectively. The
states q(i, j) correspond to the value of (x− y + z, −y + z), with the current values of x, y
and z.
(2) Once we have increased x, y and z to the desired values, if this is a solution to E , then we
must be in the accept state q(1, 0).
(3) Note that we cannot increase the xs, ys and zs in any order, otherwise we would need an
unbounded size of FSA. For example, the element a#al#al of L, where l ∈ Z and l > 1
cannot be reached in the above system by applying one ϕx, then l ϕys and then l ϕzs, as
after the l ϕys we would need a state q(−l+1, −l), which does not lie in the EDT0L system.
Moreover, we cannot add them to the EDT0L system, as there are infinitely many such
states. We prove the existence of an order that works in Lemma 3.4. In this specific case,
it is not hard to show that the order ϕx(ϕyϕz)
l would work for all l > 0, and a similar
‘reversed’ order would work if l < 0.
(4) Some states may be unnecessary, and in the generalisation of this method, it is possible for
there to be more than one connected component.
Lemma 2.14. Every EDT0L language is accepted by an EDT0L system in which every endomor-
phism in the alphabet of the rational control fixes every letter in the target alphabet.
Proof. Let L be an EDT0L language, accepted by an EDT0L system H = (Σ, C, w, R). We
create a new EDT0L system from H so that every endomorphism in the rational control fixes every
letter in the target alphabet. Let Σ¯ = {a¯ | a ∈ Σ} be a bijective copy of Σ. Let C¯ = C ∪ Σ¯. For
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each φ ∈ R define φ¯ ∈ End(C¯∗) by
cφ¯ =

cφ c ∈ C\Σ
c c ∈ Σ
bφ c = b¯ ∈ Σ¯.
Also define θ ∈ End(C¯∗) by
cθ =
{
cφ c ∈ C
b c = b¯ ∈ Σ¯.
Let R¯ = {φ¯ | φ ∈ R}, and note that R¯ is regular. Finally, define w¯ to be the word obtained from a
word w ∈ Σ∗ by replacing each instance of every a ∈ Σ by a¯. By construction, the EDT0L system
(Σ, C¯, w¯, R¯θ) accepts L. 
Definition 2.15. We say that a finitely generated group G has an EDT0L equation problem with
respect to a finite monoid generating set Σ, and a normal form η : G → Σ∗, if for any system of
equations E in G, with a set of solutions S, the language
{a1ψη#a2ψη# · · · anψη | ψ ∈ S}
is an EDT0L language over Σ∪{#}, where a1, . . . , an are a basis of the free group FV from which
the solutions map. For the purposes of this definition, we assume # /∈ Σ. If a generating set and
normal form for a group are clear, we will often call the above set the language of solutions. A
group with an EDT0L twisted equation problem is defined analogously.
The following lemma is widely known, although most articles that state it refer to the proof of an
analogous statement, such as the same statement for ET0L languages. Such articles include [Asv77],
[RS80], and the analogous statement for ET0L languages was first proved in [Cul74]. We base our
proof on the proof of the same statement for ET0L languages found in [RS80]. We include it for
the sake of completeness and to help emphasise why the class of EDT0L languages is interesting.
Lemma 2.16. The classes of EDT0L languages is closed under the following operations:
(1) Finite unions;
(2) Intersection with regular languages;
(3) Concatenation;
(4) Kleene star closure;
(5) Image under free monoid homomorphisms.
Proof.
(1) Let L andM be EDT0L languages accepted by the EDT0L systems (ΣL, CL, wL, RL) and
(ΣM , CM , wM , RM ). Fix a symbol ⊥/∈ CL ∪CM . Let Σ = ΣL ∪ΣM (this union need not
be disjoint) and C = CL ∪CM ∪ {⊥}. Let φL and φM be endomorphisms of C
∗ defined by
⊥ φL = wL and ⊥ φM = wM , which fix all other letters in C. Extend the homomorphisms
in the alphabets of RL and RM to C
∗ by fixing all letters in C\CL and C\CM , respectively.
Let R = {φLRL, φMRM}. Note R is regular. By construction, (Σ, C, ⊥, R) accepts
L ∪M , and so L ∪M is EDT0L.
(2) Let A be a finite state automaton with a single accept state f , accepting a regular language
L over Σ. Let Q be the set of states of A, δ ⊆ (Q × Σ) × Q be the transition function
and q0 be the start state. Let (Σ, C, ⊥, R) be an EDT0L system accepting a language
M with a single-letter start word. We can assume the start word is a single letter by
adding an additional endomorphism that maps the ‘new’ start letter to the original start
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word, which is applied before the rest of the rational control. For each c ∈ C and each
p, q ∈ Q, define a symbol [p, c, q] /∈ C. Let Z be a symbol not already used. Let
D = {[p, c, q] | p, q ∈ Q, c ∈ C} ∪ {Z} ∪ Σ. For each letter φ in the alphabet of the
rational control R, define the finite set Φφ ⊂ End(D
∗) to be the set of all θφ,p1,...,pk−1 defined
as follows:
θφ,p1,...,pk−1 : [p, c, q] 7→ [p, d1, p1][p1, d2, p2] · · · [pk−1, dk, q] for all c ∈ C, p, q, p1, . . . , pk−1 ∈ Q,
where d1, . . . , dk ∈ C are such that cφ = d1 · · · dk.
Define a new regular language R¯ by replacing each occurrence of each letter φ in a rational
expression for R with Φφ. Let
ψ : [p, a, q] 7→
{
a ((p, a), q) ∈ δ
Z ((p, a), q) /∈ δ
for all a ∈ Σ.
By construction, the EDT0L system (Σ, D, [q0, ⊥, f ], R¯ψ) accepts L ∩M .
(3) Let L and M be EDT0L languages accepted by the EDT0L systems (ΣL, CL, wL, RL)
and (ΣM , CM , wM , RM ), and let K = {uv | u ∈ L, v ∈ M} be the concatenation. By
Lemma 2.14, we can assume that the homomorphisms in the alphabets of RL and RM fix
ΣL and ΣM , respectively. Let Σ = ΣL ∪ ΣM , and C = (CL\ΣL) ⊔ (CM\ΣM ) ⊔ Σ. As
in (1), extend letters of RL and RM to become endomorphisms of C
∗ by acting as the
identity function on C\CM and C\CL, respectively. We can now define a new EDT0L
system (Σ, C, wLwM , RL ∪RM ) which accepts K.
(4) Let L be an EDT0L language accepted by an EDT0L system (Σ, C, w, R). Let ⊥/∈ C.
Define φ, ψ ∈ End((C ∪ {⊥})∗) by ⊥ φ = w ⊥ and ⊥ ψ = ε. For each endomorphism
θ ∈ R, define θ¯ by cθ¯ = cθ if c ∈ C, and ⊥ θ =⊥. Let R¯ = {θ¯ | θ ∈ R}. It follows that the
EDT0L system (Σ, C ∪ {⊥}, ⊥, (φR¯)∗ψ) accepts L∗.
(5) Let L be an EDT0L language accepted by an EDT0L system (Σ, C, w, R), and φ : Σ∗ → ∆∗
be a monoid homomorphism. We have that (∆, C ∪∆, w, Rφ) accepts Lφ.

In Lemma 2.17, we show we can assume one of our EDT0L languages ‘separated’ by n #s is
separated by n different letters instead. This allows easier manipulation of such languages.
Lemma 2.17. Let n ∈ Z>0, # be a formal symbol, and Σ be an alphabet, such that # /∈ Σ. Let A
be a set of n-tuples of words over Σ. Define
L = {w1#w2# · · ·#wn | (w1, . . . , wn) ∈ A}
M = {w1#1w2#2 · · ·#n−1wn#n | (w1, . . . , wn) ∈ A}.
Then L is EDT0L if and only if M is.
Proof. Applying the monoid homomorphism #1, . . . , #n−1 7→ #, #n 7→ ε maps M to L, so if M
is EDT0L, then L is.
Now suppose that L is EDT0L, and let the rational control of some EDT0L system for L be given by
a finite state automaton Γ. By Lemma 2.14 we may assume that # is fixed by every endomorphism
in the rational control. We may also assume that the start word for the system does not contain
the symbol #.
Define a new EDT0L system whose extended alphabet is the same as that for L except that the
symbol # is removed and new symbols #1, . . . , #n are added. Define a new rational control
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via an automaton Γ′ whose vertices are the same as those of Γ. For each edge of Γ labelled by
an endomorphism producing a word containing #, Γ′ has n edges, connecting the same vertices,
each labelled by an endomorphism producing the same word as before, but with # replaced by a
different #i. Any edges whose endomorphisms don’t involve # are present in Γ
′ as in Γ.
This new system produces the EDT0L language
N = {w1#j1w2#j2 · · ·#jn−1wn#jn | (w1, . . . , wn) ∈ A, jk ∈ {1, . . . , n}}
which contains M as a proper subset. In fact, M is the intersection of N with a regular language
as follows:
M = N ∩ {v1#1v2#2 · · ·#n−1vn#n | vi ∈ Σ
∗}.
Thus M is EDT0L by Lemma 2.16. 
3. Equations in virtually abelian groups
The purpose of this section is to prove that the solution languages to systems of equations in
virtually abelian groups are EDT0L with respect to a natural normal form. We do this by first
showing that the solution languages to twisted equations in free abelian groups are EDT0L, and then
prove that equations in virtually abelian groups reduce to twisted equations in free abelian groups.
Throughout this section, when referring to free abelian groups, we will use additive notation. This
means that equations in free abelian groups will be expressed as sums rather than ‘products’. When
representing solution languages, we will express them using multiplicative notation, as this is more
natural with languages, using a1, . . . , ak to be the standard generators of Z
k.
The next lemmas are used to prove systems of equations, and therefore twisted equations in free
abelian groups have EDT0L solution languages. The fact that free abelian groups have EDT0L
equation problems is already known; Diekert, Jez˙ and Kufleitner [DJK16] show that right-angled
Artin groups have EDT0L equation problems, and Diekhert [Die15] has a more direct method for
systems of equations in Z, which can easily be generalised to all free abelian groups. For the sake
of completeness, we give our own argument here.
We start by constructing a pseudo-normal form for integer-valued matrices, similar to Hermite
normal form.
Definition 3.1. A matrix A is called unimodular if detA = ±1.
Definition 3.2. Let n ∈ Z>0. An n × n integer-valued matrix B is called row monotone if B is
upper triangular, and such that each row of B contains either no negative entries or no positive
entries.
Lemma 3.3. Let A be an n×n integer-valued matrix, where n ∈ Z>0. Then A = BU , where U is
an n× n integer-valued unimodular matrix, and B is an n× n row monotone matrix.
Proof. Throughout this proof, all matrices will be assumed to be integer-valued. We have from
[New72], Theorem II.2 that AT = V0C0, for some n × n unimodular matrix V0 and n × n lower
triangular matrix C0. It therefore follows that A = CV for some upper triangular matrix C = C
T
0 ,
and unimodular matrix V = V T0 . We have from [New72] Theorem II.4 transposed, that the following
column operations correspond to multiplying on the right by a unimodular matrix:
(1) Permuting the columns;
(2) Multiplying a column by −1;
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(3) Adding an integer multiple of one column to another.
It suffices to show that we can use these column operations to obtain a row monotone matrix
from any upper triangular matrix. We proceed by induction on n. If n = 1, there is nothing to
prove. Suppose n > 1, and assume inductively that we can obtain a row monotone from any upper
triangular (n − 1) × (n − 1) matrix. Let C be a upper triangular n × n matrix. Then C is of the
form 
c1
D ...
0 · · · 0 cn
 ,
where D is an (n − 1) × (n − 1) upper triangular matrix, and c1, . . . , cn ∈ Z. By induction
D = EV ′ for some unimodular matrix V ′ and row monotone matrix E. By Theorem II.6 of
[New72] transposed, if M1 = M2W for integer-valued matrices matrices M1, M2 and W , with
W unimodular, then M1 can be obtained from M2 using the column operations. Thus E can be
obtained from D using the column operations, and it follows that
c1
E ...
0 · · · 0 cn
 ,
can be obtained from C using column operations. We will use the column operations to convert
the above matrix into row monotone form. First note that the bottom (nth) row is already in the
desired form. Inductively suppose that the (n− k+ 1)th row is already in the desired form, where
k ≥ 1. If every entry in the (n − k)th row of E is 0, then then the (n− k)th row is in the desired
form, and the result follows by induction. Otherwise, there is an index i such that the (n − k)ith
entry e(n−k)i of E is non-zero.
If we then alter our matrix by adding the ith column multiplied by |cn−k| to the rightmost column,
this will mean that the (n− k)th column is now in the desired form. Note that this does not alter
any of the rows above the (n−k)th, as they are already in the desired form, and so can only contain
entries of at most one sign, and adding multiples of one entry to another will not alter this fact.
The result now follows by induction. 
The following lemma provides a finite bound on how large ‘partial sums’ of solutions can become if
ordered ‘sensibly’. This allows us to construct an EDT0L system that accepts the solution language
to any system of equations in Z, by bounding the number of states that the finite state automaton
for the rational control requires.
Lemma 3.4. Let A = [aij ] be a row monotone n×n matrix. Let E be the system of equations in Z
induced by the identity XA = b, where b = (b1, . . . , bn) ∈ Z
n and X is a row vector of variables
X1, . . . , Xn. Then there exists K > 0, such that every solution (x1, . . . , xn) to E, viewed as an
element of Zn, can be written as a sum ei1 + · · · + eik of unit vectors of Z
n such that if ej occurs
within the sum, then −ej does not, and
|(ei1 + · · · + eir)A| ≤ K,
for all r ∈ {1, . . . , k}.
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Proof. Fix an ordering of ei1 + · · ·+ eik , which we will alter. Let yjr be the jth entry (column) of
(ei1 + · · · + eir)A for all j. We will also define yj0 = 0 for all j. It suffices to show that there are
constants K1, . . . , Kn > 0, such that |yjr| ≤ Kj for all j and r. For each j ∈ {1, . . . , n}, we will
define Kj inductively as follows. Set K1 = |b1| and for j ∈ {2, . . . , n},
Kj = max
l
(|alj |) + |bj |+
⌈
Kj−1
minl |al(j−1)|
⌉
.
We will proceed by induction on j to show that there is a reordering of ei1 + · · · + eik such that
|yjr| ≤ Kj for all j and r. As the first row of A contains at most one non-zero entry, the sequence
(0 = y10, . . . , y1k = b1) is monotone, and so |y1r| ≤ |b1| = K1, for all r. Suppose j > 1, and
assume inductively that the eils admit a reordering such that |y(j−1)r| ≤ Kj−1, and are now in this
order. As alj = 0 for all l > j, moving the ejs within ei1 + · · ·+ eik will not affect the fact that the
inductive hypothesis holds.
First note that if ajj = 0, there is nothing to prove, as Kj ≥
⌈
Kj−1
minl |al(j−1)|
⌉
. Suppose ajj 6= 0, and
let ǫ be the sign of ej (it either contains 1 in a single coordinate or −1 in a single coordinate).
We will reorder the ejs within ei1 + · · · + eik as follows. Consider ei1 + · · · + eik with the ejs
removed. We will insert them as follows. First note |yjr| ≤
⌈
Kj−1
minl |al(j−1)|
⌉
≤ Kj for all r. Let r > 0
be minimal such that sgn(yjr) = −ǫ or yjr = 0. Insert an instance (if any remain) of ej after eir
within ei1 + · · · + eik . Note that this preserves the fact that |yjr| ≤ Kj for all j. Now repeat this,
for the minimal r′ > r such that sgn(yjr′) = −ǫ or yjr′ = 0. Proceed in the manner until all of the
ejs have been inserted, or no such r exists.
If no such r exists, let m be the number of remaining ejs. Then the ‘current’ yik = bj −majj. We
have by our construction that the ‘current’ yik satisfies |yik | ≤ Kj . As the sequence (yik , yik +
ajj, . . . yik +majj = bj) is monotone, and |bj| ≤ Kj , we can place the remaining ejs, at the end
of ei1 + · · · + eik , and the result follows. 
Lemma 3.5. Let X be the solution set of a finite system of twisted equations in Zk in n variables.
Then there is a finite system of equations in Z with kn variables and solution set S such that
X = {(a1, . . . , ak), (ak+1, . . . , a2k), . . . , (a(k−1)n, . . . , akn) | (a1, . . . , akn) ∈ S}.
Proof. Consider a twisted equation in Zk
C0 +Yi1Φ1 +C1 · · ·+YinΦn +Cn = 0,(1)
where Y1, . . . , Yn are variables, C0, . . . , Cn ∈ Z
n are constants, and Φ1, . . . , Φn ∈ GLk(Z). Set
C = C0 + · · · +Cn. By grouping the occurences of each Yi, we have that (1) is equivalent to the
following identity
Y1B1 + · · ·YnBn +C = 0,(2)
where B1 = [b1ij ], . . . , Bn = [bnij] are n × n integer-valued matrices, although not necessarily in
GLk(Z). We will first show that the solution set of (2) is equal to the solution set of a system of
k equations in Z. Write Yi = (Yi1, . . . , Yik) and C = (C1, . . . , Cn) for variables Yij over Z and
constants Ci ∈ Z, for each i. Then YiBi =
(∑k
j=1 bi1jYij, . . . ,
∑k
j=1 bikjYij
)
, for each i. It follows
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that the solution set of (2) is equal to the solution set of the following system of equations in Z:
n∑
i=1
k∑
j=1
b1ijYij + Ci = 0
...
n∑
i=1
k∑
j=1
bkijYij + Ci = 0.
We can conclude that the lemma holds for single twisted equations in Zk. It follows that the
solution set to a system of m twisted equations in Zk will be constructible as stated in the lemma,
from the solution set to a system of m of the above systems; that is a system of km equations in
Z. 
Notation 3.6. For each n, r ∈ Z≥0 with r > 0, define
nmod+ r =
{
nmod r nmod r 6= 0
r nmod r = 0.
We are now in a position to prove that solution languages to twisted equations in free abelian
groups are EDT0L. We do this by expressing our equation as an identity of matrices, where the
coefficients of the matrix determine the equation, and then covert our matrix into row monotone
form. This allows us to use the bound from Lemma 3.4 to construct our EDT0L system. We also
define the language of tuples of solutions to an equation to allow us to show that this language is in
fact accepted by an n-variable finite state automaton, for the definition and background of which,
we refer to [HRR17], 2.10.
Definition 3.7. Let E be an n-variable system of (twisted) equations in a group G with finite
monoid generating set Σ and normal form η : G→ Σ∗. The language of tuples of solutions to E is
defined to be the multivariable language
{(g1η, . . . , gnη) | (g1, . . . , gn) is a solution to E}.
Lemma 3.8. Free abelian groups have an EDT0L twisted equation problem. Moreover, the language
of tuples of solutions is accepted by a multivariable finite state automaton.
Proof. Let E be a system of twisted equations in Zk in n variables. Let {a1, . . . , ak} denote the
standard generating set for Zk. By Lemma 3.5, there is a system of equations F in Z with kn
variables, such that the solution language to E is equal to
M = {at11 · · · a
tk
k #a
tk+1
1 · · · a
t2k
k · · ·#a
tk(n−1)+1
1 · · · a
tkn
k | (t1, . . . , tkn) is a solution to F}.
Let XB = c represent F , where B = [bij ] is a kn × kn matrix, X is a row vector of the variables
X1, . . . , Xkn, and c = (c1, . . . , ckn) ∈ Z
kn. Note that we can assume A is square by adding
additional zero columns to A if we have more variables than equations, and adding more zero rows
to A, and redundant variables to X if we have more equations than variables. By Lemma 3.3,
B = CU , for some unimodular matrix U and row monotone matrix C. As U is unimodular and
integer-valued, U ∈ GLkn(Z). We therefore have that the set of solutions to the equation XB = c
is equal to the set of solutions to the equation XC = cU−1. As cU−1 is a vector of integers, we
can alter the constants of our equation to assume B is row monotone, and so we can apply Lemma
3.4 to the equation XB = c with the constant K.
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We now define our EDT0L system for the language of solutions. Let Σ = {a1, . . . , ak, a
−1
1 , . . . , a
−1
k , #},
C = Σ ∪ {⊥11, . . . , ⊥kn}, and define the following endomorphisms of C
∗:
ϕi : ⊥i 7→ aimod+ k ⊥i for every i ∈ {1, . . . , kn}.
We will use ⊥1 # · · ·# ⊥kn as our start word. We define the rational control R as follows. Our set
of states will be {qx | x ∈ Z
kn, |x| ≤ K}. We continue as in Example 2.13. Our start state will be
q0, and qb will be our only accept state. We have a transition from qx to qy labelled with ϕj for
all j such that x + (bj1, . . . , bj(kn)) = y. Let H = (Σ, C, ⊥1 # · · ·# ⊥n, R). By construction,
L(H) ⊆M . By reordering sums into the form stated in Lemma 3.4 any word in M is accepted by
H.
To show that our language of tuples of solutions is accepted by an n-variable finite state automaton,
we define our automaton to have the same set of states as the rational control R of the EDT0L
system H, with the same start and accept states. In addition, whenever there is an edge in R from
qx to qy labelled by ϕi we add a transition qx to qy labelled by an n-tuple comprising aimod+ k
in the
⌊
i
k
⌋
th position, and εs elsewhere. By construction, this n-variable finite state automaton
accepts the language of tuples of solutions. 
In the next lemma, we show that the solution set to a system of equations can be expressed in
terms of the solution set to a system of twisted equations in a finite-index subgroup.
Lemma 3.9. Let G be a group, and T be a finite transversal of a normal subgroup H of finite
index. Let X be the solution set to a finite system of equations with n variables in G. Then there is
a finite set B ⊆ T n, and for each t ∈ B, there is a solution set At to a system of twisted equations
in H, such that
X =
⋃
(t1, ..., tn)∈B
{
(h1t1, . . . , hntn) | (h1, . . . , hn) ∈ A(t1, ..., tn)
}
.
Proof. Pick a finite transversal T for H in G. Let
Xǫ1i1 g1 · · ·X
ǫp
ip
gp = 1(3)
be an equation in G, with variables X1, . . . , Xn. Note that we can fold the constant that can occur
before first occurence of a variable Xi1 into gp by conjugating. For each Xi, define new variables
Yi and Zi over H and T , respectively such that Xi = YiZi. We have that gi = hiti for some hi ∈ H
and ti ∈ T . Replacing these in (3) gives
(Yi1Zi1)
ǫ1h1t1 · · · (YipZip)
ǫphptp = 1.(4)
For each g ∈ G, define ψg : G → G by hψg = ghg
−1. We will abuse notation, and extend this
notation to define ψZ1 , . . . , ψZn . Let
δi =
{
0 ǫi = 1
1 ǫi = −1.
It follows that (4) is equivalent to
(Y ǫ1i1 ψ
δ1
Zi1
)Zǫ1i1 h1t1 · · · (Y
ǫp
ip
ψ
δp
Zip
)Z
ǫp
ip
hptp = 1.
By pushing all Yis and his to the left, we obtain
(Y ǫ1i1 ψ
δ1
Zi1
)(h1ψ
ǫ1
Zi1
) · · · (Y
ǫp
ip
ψ
δp
Zip
ψtp−1ψ
ǫp−1
Zip−1
· · ·ψt1ψ
ǫ1
Zi1
)(hpψ
ǫp
Zip
ψtp−1 · · ·ψt1ψ
ǫ1
Zi1
)Zǫ1i1 t1 · · ·Z
ǫp
ip
tp = 1.
(5)
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Note that if (u1, . . . , un) ∈ T
n is a solutions to the Zis within a solution to (5), then u
ǫ1
i1
t1 · · · u
ǫp
ip
tp ∈
H. Let A be the set of all such tuples. Note that as T is finite, so is A. Plugging a fixed
(u1, . . . , un) ∈ A into (5) gives a twisted equation in H:
(Y ǫ1i1 ψ
δ1
ui1
)(h1ψu1) · · · (Y
ǫp
ip
ψ
δp
uipψtp−1ψ
ǫp−1
uip−1
· · ·ψt1ψ
ǫ1
ui1
)(hpψ
ǫp
uipψtp−1 · · ·ψt1ψ
ǫ1
ui1
)uǫ1i1 t1 · · · u
ǫp
ip
tp = 1.
Let B(u1, ..., un) be the solution set to the above equation. It follows that the solution set to (3)
equals ⋃
(u1, ..., un)∈A
{(f1u1, . . . , fnun) | (f1, . . . , fn) ∈ B(u1, ..., un)}.

The following proposition reflects a well-known fact about decidability of systems of equations in
groups: if a group G has a finite index normal subgroup H, such that there is an algorithm that
determines if any system of twisted equations in H admits a solution, then there is an algorithm
that determines if any system of (untwisted) equations G admits a solution. This fact turns out to
be true regarding EDT0L solutions, and a variant of it is used in [DE20].
Proposition 3.10. Let G be a group with a finite index normal subgroup H, such that H has an
EDT0L twisted equation problem. Then G has an EDT0L equation problem.
Moreover if the language of tuples of solutions to any system of twisted equations in H is accepted
by a multivariable finite state automaton, then the language of tuples of solutions to any system of
equations in G is accepted by a multivariable finite state automaton.
Proof. We have from Lemma 3.9, that the solution language is a finite union across valid choices
of transversal vectors (t1, . . . , tn) of
{h1t1# · · ·#hntn | (h1, . . . , hn) ∈ A(t1, ..., tn)},(6)
where A(t1, ..., tn) is the solution set to a system of twisted equations in H. As finite unions of
EDT0L languages are EDT0L (Lemma 2.16 (1)), it suffices to show that (6) is EDT0L.
Since H has an EDT0L twisted equation problem with respect to some normal form which we
assume the his are expressed in, the language
{h1# · · ·#hn | (h1, . . . , hn) ∈ A(t1, ..., tn)}
is EDT0L. By Lemma 2.17,
{h1#1 · · ·#n−1hn#n | (h1, . . . , hn) ∈ A(t1, ..., tn)}(7)
is EDT0L. Let φ be the free monoid homomorphism defined by
#iφ =
{
ti# i ∈ {1, . . . , n− 1}
tn i = n.
Applying φ to (7) will give (6), and it follows from Lemma 2.16 (5) that (6) is EDT0L.
To prove the second statement, note that the language
{(h1, . . . , hn) | (h1, . . . , hn) ∈ A(t1, ..., tn)}
is accepted by an n-variable finite state automaton M, for any valid choice of transversal vector
(t1, . . . , tn). We can therefore modify this automaton to accept
{(h1t1, . . . , hntn) | (h1, . . . , hn) ∈ A(t1, ..., tn)}
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We do this by adding a new state q, and with an edge labelled (t1, . . . , tn) from the accept state
of M, and making q the only accept state. By construction, this accepts the stated language. 
We now have enough to prove our first main result.
Theorem 3.11. Virtually abelian groups have an EDT0L equation problem.
Proof. This follows from Proposition 3.10, together with the fact that free abelian groups have an
EDT0L twisted equation problem (Lemma 3.8). 
Using exactly the same proposition and lemma, we can also show the following.
Proposition 3.12. The language of tuples of solutions to a system of equations in a virtually
abelian group is accepted by a multivariable finite state automaton.
Remark 3.13. Theorem 3.11 uses the normal form defined by writing an element of a virtually
abelian group as a product of a word in the finite-index free abelian normal subgroup, written
in standard normal form, with an element of the (finite) transversal for that subgroup. Whilst
changing the generating set (and using the same normal form with respect to the new generating
set) will not necessarily result in EDT0L solution languages, we will have ET0L solution languages,
as EDT0L languages are ET0L (see [CEF18], Definition 1), and the class of ET0L languages is
closed under applying preimages of monoid endomorphisms (see [RS80], Theorem V.1.7).
Proposition 3.14. For any virtually abelian group, the EDT0L equation problem obtained above
has rational growth series.
Proof. As above, let G be a virtually abelian group and let Zk denote a free abelian normal subgroup
of finite index, and T a choice of transversal. By Lemma 3.9, the equation problem is given by a
finite union of sets of the form
(8) {h1t1#h2t2# · · ·#hntn | (h1, . . . , hn) ∈ At}
where n is the number of variables, t = (t1, . . . , tn) is some subset of T
n, and each At is the
solution set to a system of twisted equations in Zk. Each hi ∈ Z
k is expressed in the normal form
given by the standard basis elements of Zk.
By Lemma 3.5, At may be viewed as the set of solutions to a system of (non-twisted) equations in
Z, with kn variables. Then each (h1, . . . , hn) ∈ At may be viewed as a vector in Z
kn, expressed
in the normal form given by the standard basis elements of Zkn. Denote these basis elements
{e1, . . . , ekn}.
Now, the word h1t1# · · ·#hntn ∈ (T ∪ {#} ∪ {±ei | 1 ≤ i ≤ kn})
∗ has length 2n−1+|(h1, . . . , hn)|.
So the growth series of the set (8) is equal to the growth series of At multiplied by z
2n−1. That is,
z2n−1
∞∑
m=0
#{(h1, . . . , hn) ∈ At | |(h1, . . . , ht)| = m}z
m.
We now claim that each At ⊆ Z
kn is a polyhedral set. Corollary 2.8 will then imply that the growth
series of At (where the weight of each generator is equal to 1) is rational, and hence the growth
series of (8) is also rational. So the growth series of the equation problem is a finite sum of rational
functions, and therefore rational itself.
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To see the claim, we note that a single equation in Z, with kn variables, may be expressed as
kn∑
i=1
aixi = b
for variables xi and constants ai, b ∈ Z. Therefore the solution set to such an equation has the
form {
(x1, . . . , xkn) ∈ Z
kn
∣∣∣∣∣
kn∑
i=1
aixi = b
}
=
{
x ∈ Zkn
∣∣∣a · x = b}
and is thus an elementary set (see Definition 2.2). The solution set to a system of equations is then
the intersection of finitely many elementary sets, and is therefore a polyhedral set by the definition,
proving the claim.

Remark 3.15. We note that the language above will not be context-free in general. For example,
suppose the underlying group is Z = 〈x〉, and consider the equation X = Y = Z (more formally
the system of equations XY −1 = Y Z−1 = 1). In the notation of this paper, the set of solutions
is {am#am#am | m ∈ Z}, which is not context-free over the alphabet {a, a−1, #} by standard
techniques.
Thus we have a large class of EDT0L languages, with rational growth series, which are not, in
general, context-free.
4. Relative growth of solution sets
We now take a slightly different approach and consider the growth of solutions as subsets of the
cartesian product Gn. In other words, we choose a language of geodesics for the solutions and study
the growth of that language.
4.1. Structure and growth of virtually abelian groups. In this section we will assume that G
is virtually abelian with a normal, finite index subgroup isomorphic to Zk for some positive integer
k.
Definition 4.1. Let G be generated by a finite set S and suppose S is equipped with a weight
function ‖ · ‖ : S → Z>0. This naturally extends to S
∗ so that ‖s1s2 · · · sk‖ =
∑k
i=1 ‖si‖.
(1) Define the weight of a group element as
‖g‖ = min{‖w‖ | w ∈ S∗, w =G g}.
Any word representing g whose weight is equal to ‖g‖ will be called geodesic. This coincides
with the usual notion of word length when the weight of each non-trivial generator is equal
to 1.
(2) Let X ⊆ G be any subset. Then the relative weighted growth function of X relative to G,
with respect to S, is defined as
σX⊆G,S(n) = #{g ∈ X | ‖g‖ = n}.
For simplicity of notation, we will write σX(n) when the other information is clear from
context.
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(3) The corresponding weighted growth series is the formal power series
SX,G(z) =
∞∑
n=0
σX⊆G,S(n)z
n.
Benson proved in [Ben83] that the series SG,G(z) is always rational, and the first named author
proved in [Eve19] that for any subgroup H of G, the series SH,G(z) is always rational. Both of these
results hold regardless of the choice of finite weighted generating set. We use a similar framework
here to study the growth of solution sets of systems of equations in G. We give the necessary
definitions and results below, and refer the reader to the above mentioned articles for full details.
Definition 4.2. As above, fix a finite generating set S for G.
(1) We define X = S ∩ Zk and Y = S \X. Any word in Y ∗ will be called a pattern.
(2) Let X = {x1, . . . , xr}, and π = y1y2 · · · yl be some pattern (with each yi ∈ Y ). Then a
word in S∗ of the form
(9) w = xi11 x
i2
2 · · · x
ir
r y1x
ir+1
1 x
ir+2
2 · · · x
i2r
r y2 · · · ylx
ilr+1
1 x
ilr+2
2 · · · x
ilr+r
r
for non-negative integers ij is called a π-patterned word. For a fixed π ∈ Y
∗, denote the set
of all such words by W π.
This definition allows us to identify patterned words with vectors of non-negative integers, by
focussing on just the powers of the generators in X as follows.
Definition 4.3. Fix a pattern π of length l, and write mπ = lr + r. Define a bijection φπ : W
π →
Zmpi≥0 via
φπ : x
i1
1 x
i2
2 · · · x
ir
r y1x
ir+1
1 x
ir+2
2 · · · x
i2r
r y2 · · · ylx
ilr+1
1 x
ilr+2
2 · · · x
ilr+r
r 7→ (i1, i2, . . . , ilr+r).
This bijection will allow us to count subsets of Zmpi in place of sets of words. We apply the
weight function ‖ · ‖ to Zmpi in the natural way, weighting each coordinate with the weight of the
corresponding x ∈ X. More formally, we have
‖(i1, . . . , impi )‖ :=
mpi∑
j=1
ij‖xjmod+ r‖.
Then φπ preserves the weight of words in W
π, up to a constant:
‖wφπ‖ = ‖w‖ − ‖π‖.
Fix a transversal T for the cosets of Zk in G. Note that, since Zk is a normal subgroup, we can
move each yi in the word (9) to the right, modifying only the generators from X, and we have
w ∈ Zkπ. Thus W π ⊂ Zktπ for some tπ ∈ T where π ∈ Z
ktπ.
It turns out that we can pass from a word w ∈W π to the normal form (with respect to T and the
standard basis for Zk) of the element w using an integral affine transformation.
Proposition 4.4 (Section 12 of [Ben83]). For each pattern π ∈ Y ∗, there exists an integral affine
transformation Aπ : Zmpi≥0 → Z
k such that w = (wφπA
π) tπ for each w ∈W
π.
Observe that the union
⋃
W π of patterned sets taken over all patterns π contains a geodesic
representative for every group element (since any geodesic can be arranged into a patterned word
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without changing its image in the group). However, this is an infinite union, since patterns are
simply elements of Y ∗.
Let d = [G : Zk] and consider the extended generating set S˜ defined as follows:
S˜ = {s1s2 · · · sc | si ∈ S, 1 ≤ c ≤ d}.
Define a weight function ‖·‖∼ : S˜ → Z>0 via ‖s1s2 · · · sc‖∼ =
∑c
i=1 ‖si‖. Notice that although group
elements will have different lengths with respect to this new generating set, we have ‖g‖∼ = ‖g‖
for any g ∈ G. Thus the weighted growth functions, and hence series, of any X ⊆ G with respect
to S and S˜ are equal. The following fact shows that passing to this extended generating set means
we only need consider finitely many patterns.
Proposition 4.5 (11.3 of [Ben83]). Every element of G has a geodesic representative with a pattern
whose length (with respect to S˜) does not exceed d.
Definition 4.6. Let P denote the set of patterns of length at most d (with respect to S˜).
From now on we will implicitly work with the extended generating set, allowing us to restrict
ourselves to the finite set of patterns P .
We now reduce each W π so that we have only a single geodesic representative for each element of
G.
Theorem 4.7 (Section 12 of [Ben83]). For each π ∈ P , there exists a set Uπ ⊂ W π such that
every word in Uπ is geodesic, every element in G is represented by some word in
⋃
π∈P U
π, and no
two words in
⋃
π∈P U
π represent the same element. Furthermore, each Uπφπ is a polyhedral set in
Zmpi .
Corollary 4.8. The weighted growth series SG,G(z) of G is rational, with respect to all generating
sets.
Proof. The growth series SG,G is precisely the growth series of
⋃
π∈P U
π as a set. We have
SUpi(z) = z
‖π‖SUpiφpi(z)
and thus
SG,G(z) =
∑
π∈P
z‖π‖SUpiφpi(z)
is rational since each SUpiφpi (z) is a positive polyhedral set and hence rational by Proposition 2.7 
4.2. Growth of solution sets. We can generalise Definition 4.1 to sets of n-tuples of elements,
i.e. subsets of Gn.
Definition 4.9. Let G be generated by a finite set S, equipped with a weight function ‖ · ‖.
(1) Let x = (x1, . . . , xn) ∈ G
n be any n-tuple of elements of G. Define the weight of x as
follows:
‖x‖ = min
{
n∑
i=1
‖vi‖
∣∣∣∣∣ vi ∈ S∗, vi = xi, 1 ≤ i ≤ n
}
=
n∑
i=1
‖xi‖.
(2) Let X ⊆ Gn be any set of n-tuples of elements. Define the (strict) weighted relative growth
of X to be the function
σX⊂Gn,S(n) = #{x ∈ X | ‖x‖ = n}.
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(3) The corresponding weighted growth series is
SX⊂Gn,S(z) =
∞∑
n=0
σX⊂Gn,S(n)z
n.
Again, we will suppress some or all of the subscripts when it is clear what the notation refers to.
We now show that the solution set to any system of equations in a virtually abelian group has
rational weighted growth series. This will be a consequence of a more general rationality criterion.
First, we make the following definitions.
Definition 4.10. Let T be a choice of transversal for the finite index normal subgroup Zk. A
subset V ⊆ Gn will be called coset-wise polyhedral if, for each t = (t1, . . . , tn) ∈ T
n, the set
Vt =
{(
g1t
−1
1 , g2t
−1
2 , . . . , gnt
−1
n
)
| (g1, . . . , gn) ∈ V, gi ∈ Z
kti
}
⊆ Zkn
is polyhedral.
Remark 4.11. Note that the definition is independent of the choice of T . Indeed, suppose that
we chose a different transversal S so that for each tj ∈ T we have sj ∈ S with Z
ktj = Z
ksj. Then
there exists yj ∈ Z
k with tj = yjsj for each j, and so gs
−1
j = gjt
−1
j yi for any g ∈ Z
ktj = Z
ksj. So
changing the transversal changes the set Vt by adding a constant vector (y1, . . . , yn), and so it
remains polyhedral by Proposition 2.5.
For convenience when dealing with n-tuples of elements, we introduce the following notation.
Definition 4.12. Let π = (π1, . . . , πn) ∈ P
n.
(1) LetW π =W π1×· · ·×W πn and Uπ = Uπ1×· · ·×Uπn ⊂ (S∗)n. Note that Uπ is a polyhedral
set by Proposition 2.3.
(2) Let mπ =
∑n
i=1mπi , and ‖π‖ =
∑n
i=1 ‖πi‖.
(3) Define a map φπ : W
π → Z
mpi
≥0 in the natural way via
(w1, . . . , un) 7→ (w1φπ1 , . . . , unφπn).
As in the above discussion, φπ preserves the weight of words, up to a constant, i.e.
‖(w1, . . . , un)φπ‖ =
n∑
i=1
‖wi‖ − ‖π‖.
(4) Define an integral affine transformation Aπ : Z
π
≥0 → Z
kn in the natural way via
(x1, . . . , xn) 7→ (x1A
π1 , . . . , xnA
πn) ∈ Zk × · · · × Zk.
Theorem 4.13. Let G be virtually abelian, with normal free abelian subgroup Zk, and let S be any
finite weighted generating set. If V ⊆ Gn is coset-wise polyhedral, then V has rational weighted
growth series with respect to S.
Proof. Fix a transversal T . For each t ∈ T n, let Pt ⊂ P
n denote the set of n-tuples of patterns of
the form π = (π1, . . . , πn) where each πi ∈ Z
kti. Let U
π = Uπ1 × · · · × Uπn ⊂ (S∗)n. Then by
Theorem 4.7, the disjoint union
⋃
π∈Pt
Uπ consists of exactly one n-tuple of geodesic representatives
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for each n-tuple in Zkt1×· · ·×Z
ktn. We are only interested in n-tuples of elements which lie in the
set V . Each element of V lies in a unique product of cosets, so we partition V into such products:
V =
⋃
t∈Tn
{
(g1, . . . , gn) ∈ V | gi ∈ Z
kti
}
=
⋃
t∈Tn
{
(g1, . . . , gn) ∈ G
n | (g1t
−1
1 , . . . , gnt
−1
n ) ∈ Vt
}
.
(10)
Now, for a fixed t, (g1, . . . , gn) has a unique geodesic representative in the set U
π, for some π ∈ Pt
determined by t. So the growth series of each component in the union (10) is equal to the growth
series of the set⋃
π∈Pt
{(u1, . . . , un) ∈ U
π | (u1φπ1A
π1 , . . . , unφπnA
πn) ∈ Vt} =
⋃
π∈Pt
Vt(φπA
π)−1 ∩ Uπ.
Applying the map φπ to a component of the union yields the set{
(u1φ1, . . . , unφn) ∈ U
πφπ | (u1φπ1A
π1 , . . . , unφπnA
πn) ∈ Vt
}
= Vt (A
π)−1 ∩ Uπφπ.
Now by Propositions 2.3 and 2.5, this last set is polyhedral, and so has rational growth. Since both
T n and Pt are finite, the growth series of V is a finite sum of growth series of sets of the form
Vt (A
π)−1 ∩ Uπφπ, and is therefore rational, finishing the proof.

Theorem 4.14. Let G be a virtually abelian group. Then the set of solutions to any system of
equations, given as a set of tuples of G, has rational weighted growth series with respect to any
finite generating set.
Proof. Let V denote the solution set to some system of equations. By Theorem 4.13, it suffices to
show that V is coset-wise polyhedral. By Lemma 3.9 we have
V =
⋃
(t1,...,tn)∈B
{
(h1t1, . . . , hntn) | (h1, . . . , hn) ∈ A(t1,...,tn)
}
=
⋃
(t1,...,tn)∈Tn
{
(h1t1, . . . , hntn) | (h1, . . . , hn) ∈ At1,...,tn)
}
where A(t1,...,tn) is the solution set to some system of twisted equations in Z
k (and is empty for
(t1, . . . , tn) /∈ B. Each set At coincides with the set Vt of Definition 4.10.
Now as in the proof of Proposition 3.14, Lemma 3.5 implies that At can be expressed as the
solution set of a system of equations in Z, i.e. it is the intersection of finitely many sets of the form
{x ∈ Zkn | a · x = b} for some a ∈ Zkn and b ∈ Z. This is a polyhedral set by definition, and so
each Vt is polyhedral (since the empty set is also polyhedral). Thus V is coset-wise polyhedral. 
5. Further questions
An alternative way to count n-tuples of elements of G lying in some set X in Section 4 is via the
multivariate generating function∑
(x1,...,xn)∈X⊂Gn
z
‖x1‖
1 · · · z
‖xn‖
n ∈ Q[[z1, . . . , zn]].
Determining the behaviour of this generating function requires different techniques (see, for exam-
ple, [FS09]) which we intend to explore.
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A system of equations in a group G is an example of a first order sentence, part of the first
order theory of G. For groups with decidable first order theory (including virtually abelian groups
[Ersˇ72]), a natural generalisation is to study the sets of tuples of elements of G that satisfy more
general first order sentences. The present paper is intended to be the first step in an investigation
of the formal language properties, and the growth series behaviour, of such ‘solution sets’.
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