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This thesis proposes the model-based compliant motion control of a manipulator using vision and force 
information. Many problems, especially for assembly tasks, can be solved by integrating impedance control 
with model-based compliant motion definition, visual servoing, and external force coordinate frame tracking. 
In the framework, the external force coordinate frame, which is attached to the object by model-based 
compliant motion definition, is adjusted when it moves during the assembly task by the external force 
coordinate frame tracking. Visual information is also utilized to control the task progress by visual servoing. 
This is important because the end of the task should be defined as a relative pose of the assembled parts, 
and not the pose of the manipulator. 
In this thesis, a redundant manipulator with seven degrees-of-freedom (DOF) and an offset rotation axis is 
utilized for experiments. Therefore, before going into details of the control framework, we present an 
analytical solution for the inverse kinematics of the redundant manipulator. The proposed solution, enables 
the manipulator to freely move in a task space while avoiding obstacles, singularities, joint limits, etc., and is 
important for the proposed control framework that is presented in this thesis to be applied in practice. 
Here, we provide a model for the redundant manipulator and introduce its self-motion. Considering the 
geometric symmetry, 16 sets of manipulator joint angles are obtained at once. The avoidance of singularities 
and obstacles is illustrated by the simulation results. Besides, the applicability of the proposed solution to an 
actual redundant manipulator is validated through several experiments. 
The proposed control framework is validated by first considering the 3-DOF case. To simplify the control 
framework, a simple visual tracking algorithm with a single camera is used, and only translational motion is 
considered. According to the experimental results, the proposed control framework is effective for assembling 
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 two parts such as the connector insertion task, in which the compliant motion should be designed according 
to the geometric structure of the assembled part, such as the shape of a socket. During the insertion task, 
the progress is controlled by visual servoing and is finished when the relative pose of the assembled parts is 
the same as the reference pose that is prepared in advance. 
In the proposed control framework, visual tracking plays an important role because it is utilized to adjust 
the external force coordinate frame, which is attached to the object by a model-based compliant motion 
definition, even if the object moves during the assembly task. Besides, the result of the visual tracking is 
used to generate the desired pose of the manipulator for the object to be the same as the reference pose, 
which is depicted in the reference image by position-based visual servoing. Thus, a 3D object-tracking 
algorithm based on virtual visual servoing (VVS) with a stereo camera is proposed. Theoretically, the 3D 
position and orientation of the object can be calculated using one camera. However, the texture sensitivity in 
the optical axis direction and two rotational motions (pan and tilt) is not very high; therefore, we utilize the 
stereo trigonometry and weighted least squares. For the stereo camera, the texture of the object is generated 
by computer graphics (CG) rendered with the computer-aided design (CAD) model. The camera image of a 
real object and the CG-rendered image are aligned virtually by a visual servoing, for which the control law is 
to minimize the sum of square difference (SSD). The best-matched position and orientation will give an 
estimate of the object position parameters. By using a stereo setup, the maximum likelihood estimation for 
two cameras can be obtained by the weighted least squares estimation. In this thesis, several estimation 
methods that are employed for position estimation and orientation estimation are evaluated separately. 
Then, we propose a hybrid method that consists of the best pair of estimation methods. The simulation 
results clearly show the superiority of the hybrid method for both position and orientation accuracy. 
Then, we present a high-speed and high-accuracy visual servoing system. The algorithm has important 
improvements that are for use in practice, including a consideration of industrial position controller, and 
real-time implementation issues with non-real-time image processing hardware. To resolve this issue, visual 
servoing is implemented by the position-based approach in which the proposed tracking algorithm is applied 
for object pose estimation. The operation speed is enhanced using graphic processing unit (GPU) 
acceleration. In the acceleration scheme, squared differences are calculated in parallel with each pixel, and 
the reduction summation is applied twice to sum up the squared differences considering bank conflicts, loop 
unrolling, and the synchronization of threads. In addition to the GPU acceleration, we propose an online 
trajectory generator that can accommodate the variable feedback cycle of the visual servoing and the fixed 
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 feedback cycle of the position control. Due to these improvements, a 10-ms feedback cycle was realized, and 
several experimental results illustrate the effectiveness of the proposed framework. 
Next, the model-based compliant motion control of a manipulator using vision and force information is 
extended to a 6-DOF case. To do so, we propose external force coordinate frame tracking to adjust the 
definition of compliant motion depending on the object pose. The external force estimation is used to 
calculate forces and moments from the sensor outputs in the external force coordinate frame. Then, the 
control framework of impedance control and visual servoing are presented. Thus, to implement the control 
framework to an actual manipulator system, we propose noise reduction and synchronization between 
image processing and impedance control. Experimental results show that the control framework works 
correctly and enables the completion of assembly tasks, despite environmental changes. In addition, the 
design of compliant motion by defining the compliance center, which equals the origin of the external force 
coordinate system in the control framework, is important to complete assembly tasks. 
Finally, we summarize the contributions made in this thesis, and discuss several future works that will 
make the proposed control framework more practical and user-friendly. 
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