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ABSTRACT 
Wireless communication has experienced a tremendous evolution over the past few decades. 
In wireless communication systems, the channels exhibit phenomena such as fading, multipath, 
and time-variations. These phenomena often lead to performance degradations or data rate 
loss and hence present many challenges to the analysis and design of wireless communica­
tion systems compared with wired ones. To ensure reliable high-speed communications over 
insufficient channel bandwidth is one of the major challenges in harsh wireless environments. 
The main goal of this thesis is to provide an in-depth study of two important techniques 
that are effective in improving the performance, data rate, or bandwidth-efficiency in wire­
less communication systems. The two techniques are, first, diversity combining equipped with 
quadrature amplitude modulation (QAM), and second, the estimation of fading channel sta­
tistical properties. 
To effectively combat the adverse effect of fading and to improve the error rate performance, 
one of the major approaches is to employ diversity combining techniques. In the first part 
of this thesis, we focus on the equal gain combining (EGC) and hybrid-selection equal gain 
combining (HS/EGC) for bandwidth-efficient wireless systems (i.e. QAM systems). For EGC 
QAM systems, we propose the receiver structure and the corresponding decision variables, and 
then study the effects of imperfect channel estimation (ICE) and quantify the loss of the signal-
to-noise ratio (SNR) gain caused by ICE. For HS/EGC QAM system, we develop a general 
approach to derive unified error rate and outage probability formulas over various types of 
fading channels based on the proposed HS/EGC receiver. The main contribution of this work 
lies in that it provides effective hybrid diversity schemes and new analytical approaches to 
enable thorough analysis and effective design of bandwidth efficient wireless communication 
systems which suffer from ICE and operate in realistic multipath channels. 
Channel side information is of fundamental significance in wireless communication systems, 
proven to be critical in determining the systems design, achievable data rate, and achievable 
XV 
performance. A relatively less costly form of side information is the fading channel statistical 
properties. It is widely assumed that these statistics are available for analysis/design, but little 
is known about how to obtain them effectively. In the second part of this thesis, we study 
the estimation of the fading channel statistics. We propose several iterative algorithms to 
estimate the first- and second-order statistics of general fading or composite fading-shadowing 
channels and derive the Cramer-Rao bounds (CRBs) for all the cases. We demonstrate that 
these iterative methods are efficient in the sense that they achieve their corresponding CRBs. 
The main contribution of this work is that it bridges the gap between the broad utilization of 
fading channel statistical properties and the lack of systematic study that makes such statistical 
properties available. 
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CHAPTER 1. INTRODUCTION 
1.1 Overview of wireless communications 
Over decades, wireless communication has experienced tremendous popularity and at­
tracted intensive research efforts. Indeed, many existing applications, such as wireless cellular 
systems, wireless local area networks (WLANs), and satellite communication networks, are 
gaining maturity and generating increasing impact on virtually every aspect of industry, busi­
ness, and daily life. In the meantime, many emerging applications, such as wireless sensor 
networks, are developing from research ideas to realistic systems and are expected to create 
appealing opportunities and profound changes in future. 
There are still many technical issues, however, in the design of wireless communication 
systems. First of all, wireless systems operate over complicated time-varying channels with 
possibly multipath fading, shadow fading, interference, and so on. This may lead to severe 
data rate loss or performance degradations, or both. For example, in a multipath fading 
scenario, there might exist multiple paths that the radio waves may propagate between the 
transmitters and the receivers, and the paths may undergo rapid and drastic changes due to 
the user mobility and environmental variations. Therefore, multipath fading can cause time 
delay, unpredictable amplitude/phase fluctuations, cancellation of the received waves, and 
hence sometimes considerable signal strength reduction. Second, only limited radio resources 
are available for wireless applications, which makes bandwidth efficiency a primary concern in 
wireless systems designs. As the total number of wireless devices is expected to reach into the 
trillions soon, the bandwidth limitation becomes more and more critical and demanding. Fi­
nally, the communication devices should be small in volume and light in weight with low power 
consumption, which inevitably restricts their capabilities of transmitting and processing infor­
mation. These characteristics and constraints essentially differentiate wireless communications 
from wired communications, and lead to many new challenges to the design of wireless com­
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munication systems; among these challenges, a major one is how to ensure reliable high-speed 
information transmission over unreliable channels with fading and with limited bandwidth. 
Due to the above challenges in wireless communication systems, we are required to apply 
spectral-efficient and power-efficient techniques that are able to mitigate fading impairments 
and to improve communication reliability. These techniques include, but not limited to, di­
versity techniques (such as spatial, temporal, frequency, and multipath diversity combining), 
channel side information monitoring and utilization (such as power and rate adaptation and 
beam-forming, based on channel statistics/state estimation), space-time techniques (such as 
space-time coding), near optimal coding (such as low-density parity-check (LDPC) coding and 
turbo coding), spectral-efficient modulation (such as multilevel quadrature amplitude modula­
tion, QAM for short), equalization, feedback from receivers to transmitters, relaying, clustering, 
etc. Each of these techniques may improve one or more aspect in wireless communications, and 
it is usually seen in a wireless communication system that several techniques are jointly em­
ployed to achieve better tradeoff among sometimes conflicting requirements. In what follows, 
we briefly introduce diversity combining and channel side information estimation. 
1.2 Diversity combining 
Diversity combining is considered as a good option to improve the performance of wireless 
systems towards the goal of supporting emerging high speed data applications. In its gen­
eral form, diversity combining includes combinations of spatial diversity, frequency diversity, 
temporal diversity, or multipath diversity [19, 90]. 
The main intuition behind diversity combining is to take advantage of the low probability 
of concurrent deep fades in all the independent paths to lower the probability of error and 
outage. In other words, multiple replicas of the same information-bearing signal that are 
obtained from independent paths are combined by appropriate methods, which provides higher 
possibility of increased overall SNR at the receiver side and hence better detection performance. 
A remarkable feature of the improvement given by diversity combining is that no increase of 
either the transmission bandwidth or power is required, but the expense is higher system 
complexity [94]. 
We can classify diversity combining according to the methods of combining employed at 
the receiver, i.e. maximum ratio combining (MRC), equal gain combining (EGC), selection 
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combining (SC), and hybrid selection (HS) combining. 
Maximum ratio combining (MRC): MRC receiver performs detection based on a 
linear combination of the co-phased path signals, where the weight of each path signal is 
the fading amplitude of that path. MRC is the optimal scheme since it provides maximum 
receiver-side SNR, and it can yield 20-40 dB performance gains compared to non-diversity 
system [41]. The disadvantage of MRC is mainly its complexity. Perfect knowledge of the 
fading amplitudes and phases is needed. In addition, MRC is not considered to be "scalable" 
as its implementation complexity increases along with the number of available signal paths; 
note that the number of available signal paths could be rather high in some application, e.g. 
wideband code-division multiple access (CDMA). Finally, MRC might be sensitive to channel 
estimation errors, especially in the low SNR regime [94]. 
Equal gain combining (EGC) 1: In EGC receiver, all paths are co-phased and equally 
weighted. It does not require the amplitude information about the fades and has relatively less 
complexity. Consequently, EGC is only sub-optimal. However, EGC performance is compara­
ble with MRC performance; in the Rayleigh fading case, EGC is only about 1 dB inferior to 
MRC [41]. Therefore, EGC provides a rather appealing practical solution. On the other hand, 
similar to the MRC scenario, EGC suffers from 1) the scalability issue, and 2) sensitivity to 
channel estimation errors. In addition, the analysis of EGC receiver is more difficult than that 
of MRC receiver [7, 11, 12]. 
Selection combining (SC): SC receiver performs detection based on only one signal 
with the highest SNR, and thus eliminates a large portion of the complexity. SC is the least 
complicated scheme among those described in this section, and it overcomes the scalability 
difficulty. The drawback of SC is, however, that it does not fully exploit the amount of 
diversity offered by the channel since only one path signal is used. 
Hybrid selection (HS) combining: HS combining receiver combines a predetermined 
number of the strongest (in the sense of the highest SNR) paths among all the available 
paths according to either MRC or EGC rule (referred to as HS/MRC or HS/EGC). The 
major advantage of it is that it provides wireless systems designers the flexibility of striking a 
desired balance between the performance and complexity not offered by MRC, EGC, or SC. 
More specifically, HS combining complexity does not increase as the number of available paths 
1In this thesis, we mainly consider pre-detection EGC (or coherent EGC). 
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increases and is normally significantly lower than MRC and EGC, but it exploits sufficient 
amount of diversity offered by the channel which is not exploited sufficiently in SC and hence 
has better performance than SC. On the other hand, performance analysis of HS combining 
may be technically involved, similar as MRC and EGC. 
More detailed descriptions of diversity combining may be found in [2, 35, 41, 72, 89, 94] 
and therein references. 
1.3 Fading channel side information estimation 
Channel side information is of fundamental importance in wireless communication systems 
design since almost all the efficient techniques require knowledge of side information, mainly 
in two forms, namely, channel state information (CSI) and channel distribution information 
(CDI). This is especially needed when wireless communication designers are really pushed to 
the extreme of utilizing the limited bandwidth to achieve the highest possible rate, which 
in turn demands channel side information estimation, given that the channel is fluctuating 
in a non-deterministic way. Below, we outline the utilization of side information in wireless 
communications, followed by the description of the estimation of side information, namely the 
estimation of CSI and CDI. 
Side information about fading channel gains is usually represented in two different forms: 
information about the channel states and information about the channel statistic properties. In 
either form, such information may be assumed as perfect or noisy. Nonetheless, the availability 
of side information has significant effects on the systems design, achievable data rate, and 
communication performance. As an example of the effects, let us recall that in order to 
achieve the highest receiver-side SNR to improve the data rate and performance, MRC needs 
to be used at the receiver side, which requires perfect knowledge of CSI. CSI can also be used 
at the transmitter side, allowing the transmitter to adapt its transmission strategy relative to 
the channel state variation. More specifically, if the transmitter knows that the channel will 
experience a larger channel gain (i.e. good channel realization), it would use larger power to 
transmit faster, whereas if the transmitter knows that the channel will experience a smaller 
channel gain (i.e. poor channel realization), it would use smaller power to transmit slower. 
This adaptive strategy improves the efficiency of power utilization. In fact, the solution to 
the optimal (in the sense of achieving the Shannon capacity or ergodic capacity) transmitter 
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design is waterfilling-in-time based on perfect CSI at the transmitter side [45]. 
Often times, CSI may be impossible or impractical to obtain, especially in fast fading 
scenarios. In such cases, knowledge about the channel state distribution, i.e. CDI, may be 
used. Once CDI is obtained, one might keep using that information as long as the channel 
statistic properties are not changed. This simplifies the systems design, but it leads to lower 
data rate and worse performance, compared with cases employing CSI. An example of using 
CDI is the optimal eigen-beamforming in transmitter design. Based on the second-moments 
of the channel fades, one can design the transmitter such that the transmitter concentrates its 
power along the direction with the highest gain (highest not in the instantaneous sense but in 
probabilistic average sense) [108]. 
Note that, in a large amount of references, it was assumed that the perfect CSI or CDI is 
available at the receiver, and the side information comes for free. In reality, such quantities 
have to be estimated via estimation methods and hence are never obtained without errors 
and for free. Unfortunately, there are only a small portion of references discussing channel side 
information estimation issues and imperfect side information issues. The importance of channel 
estimation is clear: this is necessary if one wishes to use the side information. Moreover, what 
is of particular interest to us is the estimation of CDI, to which we would like to devote the 
second half of the present thesis. To the best of our knowledge, the study of estimating CDI 
is especially rare in the literature, despite its fundamental importance, ironically; see the next 
section for more detailed description of motivation and problem statement. 
Finally, we point out that it is also practically significant to realize that side information is 
non-perfect: no "separation principle" between channel estimation and systems design based 
on perfect side information is available, so systems design based on perfect side information 
may well lead to unexpected results if used in imperfect side information situations. This 
suggests us to study, first, channel side information estimation methods, and second, the 
impact of channel estimation error on existing systems design. Note that rather than directly 
incorporating imperfect side information into systems design, which may be a very difficult 
task, we characterize the loss due to imperfect side information in a system designed for perfect 
side information. We remark that both the issues of channel side information estimation and 
effects of imperfect estimation will be studied in the present thesis. 
To summarize, side information about the fading channel has crucial effects on the wireless 
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communication system, that is, it can increase the data rate, improve the performance, and 
to some extend determine how one may design the transmitter and receiver. Channel side 
information estimation is the procedure that fulfils the role of providing side information. In 
general, channel side information estimation also provides us how accurate the estimations are 
and hence allows analysis of a communication system with ICE. 
1.4 Problem formulations and main results 
The description in Section 1.2 indicates that diversity combining techniques and channel 
distribution information estimation play a significant role in wireless communication systems, 
in the sense of effectively improving the performance, data rate, or bandwidth-efficiency. The 
main goal of this thesis is to provide an in-depth study of these two techniques. In this 
section, we motivate the specific problems we wish to address, briefly describe the approaches, 
informally present our main findings, and summarize the contributions. 
In the first half of this thesis, we focus on the EGC and HS/EGC for bandwidth-efficient 
wireless systems (i.e. QAM systems). Note that, due to the increasingly restricting bandwidth 
requirement in the wireless channels, spectrally efficient multilevel modulations, such as QAM, 
have been widely employed in wireless communication systems, for example in WLAN [49] and 
orthogonal frequency-division multiplex (OFDM) [100]. The main advantage of QAM is that 
it achieves high data rate transmission without increasing the bandwidth. For this reason, it 
has been incorporated into diversity schemes and generated intensive interest for the design of 
future wireless communication systems. We remark that the main drawback of QAM is that 
it is not power efficient, especially when the constellation size is large. 
The advantages of MRC, EGC, or HS/EGC described in Section 1.2 and those of QAM 
described above suggest that combining QAM with diversity schemes, such as MRC, EGC, or 
HS/EGC, may provide appealing solutions to meet the requirement of high data rate transmis­
sion over wireless fading channels. In particular, QAM offers high data rate under bandwidth 
constraint, MRC offers optimal receiver design which maximizes receiver-side SNR and hence 
guarantees high data rate and low error rate, and EGC or HS/EGC offers low error rate with 
low complexity. 
In a diversity QAM receiver, the measured CSI needs to be used, which is usually imperfect 
and represented stochastically. In other words, the imprecise CSI is available instead of the 
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precise CSI. It is of practical importance to study the performance in the presence of channel 
estimation errors, and the effects of imperfect channel estimation (ICE) on the performance 
must be taken into account in this design. To the best of our knowledge, an accurate bit error 
rate (BER) result for QAM with EGC and ICE over general fading channels is not presented in 
the literature yet even for the Rayleigh fading channel. This calls for the further investigation 
of performance analysis of EGC QAM with ICE. Therefore, the first problem we wish to solve 
is 
Problem 1. Design EGC receiver and evaluate the BER performance for square and rectan­
gular M-QAM over Rayleigh or Nakagami fading channels, and characterize the performance 
loss due to ICE. 
Despite the conceptual and practical significance, the study on MRC QAM and EGC QAM 
presents theoretical challenges due to the facts that MRC/EGC output SNR depends on the 
statistics of the sum of the faded signal envelopes and that finding the closed form expression 
of the probability density function (PDF) of the sum of more than two Rayleigh, Rician, 
Nakagami-m distributed random variables is extremely difficult [5, 15, 16]. To circumvent the 
difficulty of deriving the PDFs of the fading amplitude, some researchers proposed to make 
use of the moment generating function (MGF) or characteristic function (CHF) of the fading 
amplitude, see [6, 11]. The MGF- or CHF-based approach simplifies the analytical evaluation 
of diversity receiver. Hence, our approach to attack the above problem is to adopt a MGF 
or CHF based analysis. In order for us to estimate the channel state information, we apply 
pilot-symbol assisted modulation (PSAM) channel estimator. 
In addition, EGC QAM is particularly challenging compared to MRC QAM. Among other 
reasons, one specific difficulty is that traditional EGC does not involve any modulus information 
about the channel fades, which makes it directly applicable to constant modulus modulation 
(such as PSK), and not directly applicable to constant modulus modulation (such as QAM). 
A non-trivial extension to account for some amount of modulus information is needed to study 
EGC QAM. 
The above approaches and extension help us to establish the following results to Problem 
1. We obtain a novel receiver design for EGC QAM and a formulation of BER of M-QAM 
with ICE in terms of the signal constellation-dependent effective SNRs or amplitudes, which 
allows us to derive the general, accurate, and easy-to-evaluate BER formulas for square and 
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rectangular diversity M-QAM with channel estimation errors. Our result shows that the 
performance loss caused by ICE may be manifested by the signal decision space distortion 
and a scaling of the effective SNR. Using our analytical result, we evaluate the performance 
of M-QAM with PSAM and present some insightful findings. We also verify our results using 
numerically simulations. 
Our contributions of this work are: 1) proposing the first EGC receiver for M-QAM system 
and presenting the related decision variables; 2) providing general and easy-to-evaluate BER 
expressions for diversity M-QAM with channel estimation errors; and 3) quantifying SNR loss 
caused by channel estimation errors and showing the relation between performance loss and 
system parameters. To summarize its importance, this work enables wireless communication 
systems designers to completely and easily analyze the performance and effectively design 
bandwidth efficient systems that can achieve both high diversity gain and low complexity, and 
it sheds light on how the designed systems may behave practically under ICE. As an example, 
it allows us to better study adaptive modulation scheme that has the ability to achieve better 
data rate and performance tradeoff: if the channel is good, then a larger constellation may be 
used for higher data rate, and if the channel is bad, then a smaller constellation may be used 
for smaller BER. Such a scheme would require a thorough study of the underline non-adaptive 
modulation schemes. 
In order to provide a scheme sufficiently exploring diversity and yet with a lower implemen­
tation complexity that is desired not to increase as the number of diversity branches increases, 
we are interested in studying HS/EGC with QAM. This may be regarded as a promising prac­
tical candidate diversity format for multipath channels or multiple antenna systems. Note 
that to enable HS/EGC diversity for QAM, which is a non-constant modulus (NCM) modula­
tion, this would in turn require designing HS/EGC receiver structure and proposing a decision 
variable. 
Problem 2. Propose an HS/EGC receiver structure and, decision variable for QAM, and 
evaluate the error and outage probabilities over general fading channels. 
HS/EGC is a new diversity format in which a subset of branches with the largest SNRs are 
selected and combined according to EGC rule. It provides a performance close to HS/MRC, 
and yet with a lower implementation complexity. 
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The main approach we apply is based on MGF of fading amplitudes and Parseval's theorem. 
And our main results state as follows. We propose the relevant HS/EGC receiver structure and 
decision variable. We develop a general analytical framework to evaluate the error and outage 
probabilities of pre-detection HS/EGC for a large class of modulation formats and versatile 
system and channel parameters, such as different fading types and non-identically distributed 
diversity branches. Performance comparison with HS/MRC suggests that HS/EGC achieves 
the same diversity order as HS/MRC. 
The contributions of this work could be summarized as: 1) proposing HS/EGC receiver for 
QAM system and presenting the related decision variables; 2) providing computation efficient 
error rate expressions for a large class of signal constellations with HS/EGC diversity in general 
fading channels; and 3) deriving closed-form expressions of truncated MGF for Rayleigh and 
Nakagami-m fading channels. The significance of this work is that it offers wireless communica­
tion systems designers another alternative method to completely analyze the performance and 
effectively design bandwidth efficient systems that can achieve both sufficiently high diversity 
gain and fairly low complexity. 
In the second half of this thesis, we focus more on the CDI estimation issues. If the estima­
tion of CSI is too costly or impractical, the above described diversity combining schemes (as 
well as most CSI based schemes) cannot be used. In such cases, we are motivated to estimate 
the channel statistic properties or CDI instead. Depending on different radio propagation en­
vironments, different models describing the channel statistic properties are used. There are 
only a few references scattered in the literature that studied the CDI estimation problem, see 
[25, 60, 82, 107]. In this thesis, we aim at providing a generic framework to estimate CDI 
for rather general fading channels. We first investigate the problem of estimating composite 
gamma-lognormal fading channel. A composite fading-shadowed environment consists of mul­
tipath fading superimposed on lognormal shadowing. This is often the scenario in congested 
downtown areas with slow moving pedestrians and vehicles [48, 95], landmobile satellite sys­
tems subject to urban shadowing [79, 101], and distributed antenna systems [87, 88]. In this 
work, we study the composite gamma-lognormal fading, whose PDF is obtained by averaging 
the gamma distributed signal power over the conditional density of the lognormally distributed 
mean signal power. 
Problem 3. Find efficient estimators to estimate the fading and shadowing parameters of the 
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composite gamma-lognormal fading channels. 
We know that maximum likelihood (ML) estimates are asymptotically efficient. Therefore, 
we focus on ML based algorithms. However, analytic solutions to ML estimation problems 
usually elude the study, due to the nonlinearity involved in the likelihood functions. Instead 
of looking for analytic solutions, recursive numerical approaches are widely used. 
Our main results are as follows. Newton-Raphson and expectation-maximization (EM) 2 
algorithms are developed to compute the ML estimates of the mean and variance of the shad­
owing component, and the Nakagami-m parameter of the fading component. Among others, 
the EM algorithm has been proven as computationally efficient and numerically stable. We 
also derive Cramer-Rao bounds (CRBs) for the unknown parameters. Numerical simulations 
demonstrate the proposed methods asymptotically. 
Finally we study the GDI estimation for Rician and Rayleigh fading channels. Rician 
fading is frequently used if there is one line-of-sight (LOS) component with other scattered 
components, and if the strength of the LOS component is zero, it reduces to Rayleigh fading. 
Furthermore, we allow the channel to have multiple transmitting and receiving antennas, i.e. 
multi-input multi-output (MIMO) channel. 
Problem 4. Find efficient estimators to estimate the mean and covariance parameters of 
MIMO Rician and Rayleigh fading channels. 
Again we are interested in proposing ML based methods to obtain the efficient estimates. 
It is well known that expectation-conditional maximization either (ECME) algorithm is an 
extension of EM algorithm, which shares with EM its monotone increase in likelihood and 
stable convergence to an ML estimate, but converges more quickly than EM [66]. 
In particular, we propose ML and restricted maximum likelihood (REML) methods based 
on ECME algorithms for estimating the mean and covariance parameters of MIMO Rician 
and Rayleigh block-fading channels using measurements from multiple coherent intervals con­
taining both amplitudes and phases of the received signal. Correlated and independent fading 
scenarios with structured and unstructured LOS array response models are considered. Com­
putationally efficient ML and approximate ML (AML) estimators are proposed for unitary 
2The EM algorithms converge monotonically to a local or the global maximum of the likelihood function, 
see e.g. [77, ch. 3] and [81, ch. 12.4]. 
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space-time modulation schemes and orthogonal designs in correlated fading. We also derive 
CRBs for the unknown parameters, discuss initialization of the proposed algorithms, and show 
that they asymptotically attain CRB via numerical simulations under both the block- and 
continuous-fading scenarios. 
Our main contribution is that, the solutions to Problems 3 and 4 bridge the gap between 
the broad utilization of GDI and lack of systematic study that makes this information available. 
The results also enable us to characterize the estimation error and hence to evaluate the effects 
of imperfect estimates on wireless systems behavior, and furthermore, make it possible to 
improve existing transmission and receiving schemes in the imperfect estimation situation. 
In the rest of this thesis, each chapter consists of the study of one problem shown above, 
followed by conclusions and future work. Throughout this thesis, we use superscripts *, T, H, 
— 1 to represent the scalar conjugate, matrix transpose, conjugate transpose, and matrix inver­
sion, respectively. We use Re(x), Im(x), E[x\, and var{x} to denote the real part, imaginary 
part, expected value, and variance of x, respectively. det(A) is the determinant of matrix A. 
0MxN and 1 mxN are the MxN all-zero and all-one matrices, respectively; and II represents 
the L x L identity matrix. 
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CHAPTER 2. EQUAL GAIN COMBINING 
2.1 Introduction 
To ensure reliable transmission in wireless communication, one of the major approaches is 
to employ diversity techniques. Diversity can effectively combat the adverse effects of fading 
and improve the error rate performance. Among popular diversity receivers, MRC is optimal 
in the sense that it maximizes the receiver output SNR. However, the implementation of MRC 
is more complicated than other schemes, such as EGC, because it needs the knowledge of 
both moduli and phases of the channel gains. Compared to MRC, EGC provides comparable 
performance with a lower complexity. Therefore, there has been an increasing interest in the 
study of EGC, for example, in the design of low-complexity receiver for direct sequence code-
division multiple access (DS/CDMA) systems [46] and ultra-wideband (UWB) communication 
systems [37, 91]. 
On the other hand, due to the limited bandwidth resource in the wireless channels, spec­
trally efficient multilevel constellations, such as M-QAM, has been widely employed in wireless 
communication systems. Therefore, the accurate error probability of the M-QAM receivers in 
various fading conditions is important for high spectral-efficiency communication and adaptive 
modulation design [9, 42, 68]. 
For coherent detection, CSI is needed at the receiver. In practice, CSI cannot be perfect 
in fading channels, and thus the effect of ICE must be considered for accurate performance 
evaluation and system design [21, 22, 23, 35, 71, 72, 73, 93, 105]. In [13], performance of binary 
phase-shift keying (BPSK) with EGC and Gaussian channel estimation errors in a Rayleigh 
fading channel was studied. And the error rate of EGC diversity M-ary PSK (M-PSK) with 
ICE in several types of fading channels was derived in [71]. 
Performance of diversity M-QAM with ICE has also been studied in the past. In [103], BER 
for pulse amplitude modulation (PAM) and QAM signals in an MRC diversity Rayleigh fading 
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channel and a non-diversity Rician fading channel with ICE was obtained. BER expressions for 
MRC diversity square M-QAM with PSAM [23, 59] for independent and identically distributed 
(i.i.d.) Rayleigh and Rician fading channels were derived in [21, 105] and [22], respectively. 
An exact BER result for square and rectangular M-QAM with MRC in arbitrarily correlated 
Rician fading channels was developed in [73]. 
An accurate BER result accounting for the effect of ICE on the performance of EGC M-
QAM, however, has not been obtained yet even for the Rayleigh fading channel. Furthermore, 
the above mentioned performance analysis results for MRC M-QAM with ICE have been con­
fined to Rayleigh and Rician fading channels. In this chapter, we present a unified performance 
analysis for M-QAM with both MRC and EGC diversity formats in Nakagami and Rayleigh 
fading channels. 
Although the decision variable for the EGC with constant modulus modulation formats 
(such as M-PSK) is well known [94, 95], the decision variable for EGC with non-constant 
modulus modulation formats is virtually not known. Consequently, it is difficult to model and 
simulate the effect of ICE on EGC M-QAM in fading channels. To facilitate the analysis of 
EGC M-QAM with ICE, we propose the EGC receiver structure and related decision variable, 
which are valid for NCM formats. In addition, we propose a channel estimation error model 
which is valid for arbitrary linear channel estimators in Rayleigh fading channels, and for 
near-minimum mean square error (MMSE) channel estimators in Nakagami fading channels. 
We provide general, accurate and easy-to-evaluate BER expressions for square and rect­
angular diversity M-QAM with channel estimation errors. Our results analytically show the 
performance loss caused by ICE compared to the case of perfect CSI. Our analysis method can 
be readily extended to the design of adaptive modulation schemes using diversity M-QAM in 
the presence of ICE over Nakagami fading channels. 
2.2 System and channel model 
2.2.1 Signal model 
We use ( I ,  J)-QAM to denote the modulation with I  and J signal levels in the horizontal 
and vertical directions, respectively, for I, J € {2fc}, k = {1, 2,...}. The total number of signal 
levels M is given by M = / x J. When I = J, the (A/M, VM)-QAM is the square M-QAM; 
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and when I ^ J, the (/, J)-QAM is called the rectangular QAM [27, 94]. We denote the 
received signals in the ith symbol interval over all L diversity branches by 
y(i) = c( i )d( i )  + n(i) (2.1) 
where d{i)  = \Œ^(Ai+jAj)  is an M-QAM symbol, with j — V-l, M € {-/+!,..., -1,1,..., 
J — 1}, and Aj 6 {—J + 1,..., —1,1,..., J — 1}. Ea is used to normalize the data symbol 
energy to unity, i.e. — S[|d(i)|2] = 1. For square QAM Ea = 2{M_I) > and for rectangular 
(I ,  J)-QAM E a  = j î+ j2_ 2  [27] .  For  I-ary PAM E a  = . 
The channel vector c( i )  = [ci( i ) , ..., CL(i)]T  contains i.i.d. channel gains with a.  2 _ C 
E[\ci( i ) \ 2]  for all I  branches. We assume a fast Rayleigh fading channel and a slow Nakagami 
fading channel. For time-selective Rayleigh fading channels, we define Bf as the Doppler fad­
ing bandwidth, and T as a symbol duration. The normalized temporal channel correlation 
coefficient (assumed to be identical for all the branches) is defined as 
Mn) = (2.2) 
For Jakes' fading spectrum, Rc (n)  =  JQ(2nnBfT) eJ27r/°nT; and for the Gaussian fading spec­
trum, RC(N) = exp(—(7TnB/T)2)e-?27r^°nT, where JQ{X) is the zeroth order Bessel function of 
the first kind and fQ is the frequency offset. 
For the Nakagami fading channel, we assume a block static fading model. That is, the 
channel remains constant for a block of symbols' duration (related to the PSAM parameters) 
and changes independently from one block to another. The additive background noise vector, 
n(i) = ..., ni{i)]T, is a zero-mean circularly symmetric complex Gaussian process with 
average power S[|n;(i)|2] = NQ for I = 1,..., L. The average bit SNR at each signal branch is 
given by % = ^ c/[( l oS2 M)N 0 \ .  
2.2.2 PSAM-based channel estimator 
In order to utilize PSAM to estimate the channel coefficient c( i )  of the desired symbol d(i) ,  
a pilot symbol is inserted into the data stream every P symbol intervals. And we employ F 
pilot symbols to estimate c(i). The pilot symbols are known to both the transmitter and the 
receiver. 
The pilot symbols may be collected in an F x 1 vector 
dps = [d(i — PFI + .. . , d(i — P + ioff), d(i + ioff),..., d{i + P(i<2 — 1) + ^ g)]^, 
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where F \  and F i  (with F \  +  =  F )  are the numbers of pilot symbols on the left and right 
sides of d ( i ) ,  respectively,  and i o S  ( i o S  =  1, 2, . . . ,  P  — 1) is  the offset  of the desired symbol d ( i )  
to the closest  pilot  symbol on i ts  r ight side.  We call  P  the insertion interval,  and F \  and F 2  
the pre- and post-interpolation orders, respectively. See Figure 2.1. For slow Nakagami fading 
channel, we assume the channel keeps constant within FP symbol durations. 
F2 
r  % 
PS PS t I IPS I I PS I ! I I 1 
V + t 
v V ' ' 
Fi «oft  
Figure 2.1 Illustration of PSAM-based channel estimator. 
The received signals at the pilot symbols' positions for estimating channel q(i) may be 
written as an F x 1 
yz,ps = diag(dpS)c/)PS + n/iPS, (2.3) 
where 
C;,PS = [Q( i  —  P F \  + .  • . , q(i + ..., q(i + P(i*2 — 1) + i a s ) ] T ,  
n;,ps = [ n i ( ï  —  P F \  +  i0 f f)j •  •  • ,  n i ( i  +  i 0 « ) ,  •  •  • ,  n i ( i  +  f (_Fg —  1) +  i 0 g ) ] T .  
are the channel gain and noise components of the I t h  branch at the pilot symbols' positions 
for estimating q(i), respectively. 
Without loss of generality, we assume dPS = V-PPSIFXI, where PPS is the transmitted power 
of the pilot symbols. Thus, equation (2.3) simplifies to 
y/,ps — yjpPSC/,PS + nz,ps- (2.4) 
The channel estimate for q(i), denoted as q(i), is given by 
q(%) = w^y^pg, (2.5) 
where w 1 is an Fx 1-size channel estimator filter vector. 
For the sinc-interpolator-based channel estimator (Sinc-CE) with rectangular window, we 
have 
wZ,sinc = lysine( — -^1 + s / P \  •  •  •  >  h s \ n c { i 0 s / P ) ,  •  •  •  ,  ^ sinc((-^2 1) + (2.6) 
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where h s i n c (x)  = sm(-Kx)/( irx) .  Other than rectangular window, a Hamming window may also 
be employed. 
For the MMSE channel estimator (MMSE-CE) we have 
w i,mmSe = ^yipgryiPS,c (2-7) 
where IRylpg = E[yi t P Sy^P S]  and rw c — E[yi ! P Sc*(i)}  are the auto-correlation matrix of y/iPS 
and cross-correlation vector between y; PS and q(i), respectively. After some manipulations, 
we can show that 
ryipR,c = VPP Sa 2 c[R c ( -PFi  + ioff),...,R c{i 0 f f ) ,  • • •,RC (P(F2 — 1) + ioff)] (2.8a) 
+ ^  ^^(P(F-l)) 
PP Sa 2R c (P)  PP Sa 2R c (0)  + N 0  . . .  
^'PS ~ (2.8b) 
PP Sa cR c (P(F — 1))  . . .  PP Sa cR c (0)  + A^Q 
where R c (n)  is the temporal channel correlation coefficient defined in Section 2.2.1. 
In the case of slow fading, it holds that R c (n)  = 1 for all n = 0, • • •, PF — 1. Hence, it can 
be shown that 
rylpg ,c = VPPSCT^F,  Ryzpg = Pts^F^f  + N 0 I  (2.9) 
where l/y is the N x 1 all-one vector. 
2.2.3 Channel estimation error model 
The estimate for channel vector c( i )  is denoted by c( i )  = [ci(i),.. . ,  C L ( Î )]t. For i.i.d. signal 
branches, without loss of generality, we assume E[\ci(i)\2] = a2, for all I. Let the normalized 
correlation coefficient between q(i) and q(i) be defined as 
m ,  p.™, 
0"c(7g 
where ac and erg are the standard deviations of q and q, respectively. We can show that 
= Vwf%p,wl. and p = x  i" p s '  
In general, p is a function of the average SNR, the fading channel parameters (e.g. BfT,  
and the Nakagami m parameter), and the PSAM parameters. For MMSE-CE, we can show 
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that 
_ 
ryips,c^yipsryips'c _ 
P mmse y 
The channel estimation error at the Zth branch is given by ei( i ) = q(i) — q(i). Normally, 
only for MMSE-CE E[ei(i)c*{i)] = 0 holds, i.e., e/(i) and q(i) are orthogonal [20, 71, 93]. In 
other words, in general the channel estimation error is not orthogonal to the estimate, which 
may complicates our performance analysis to provide an accurate BER result. 
In order to facilitate our analysis and to account for the non-orthogonal channel estimation 
errors for arbitrary linear channel estimators, the first step we need to follow is to construct 
an equivalent channel estimation error term zi(i) (based on a given arbitrary linear channel 
estimator) which is uncorrelated to the linear estimate q(i). In the following, we propose a 
versatile channel estimation error model as 
q(t) = p—q(i) + z;(i) (2.11) 
Oc 
where p is the correlation coefficient defined in (2.10), {zi( i )} f=  1  are the i.i.d. equivalent 
est imat ion error  terms with zero mean and variance a 2  = (1 — \p\ 2 )a 2 .  
To see that for this error model, it holds that E[zi( i )c*( i ) \  = 0, let us compute E[ci( i )c*( i )]  
using both sides of (2.11). 
= p^E[|q(i)|2] + #,(2)crM] 
Oc 
= p(7cOg + E[z;(2)c*(%)] 
- E[q(2)cfW]+E[^MgrW] 
which leads to E[zi{ i )c*( i ) \  = 0. 
We remark that our proposed error model (2.11) is in essence the Gram-Schmidt orthogo-
nal izat ion of  the  random variables  ci( i )  and q( i ) .  That  is ,  to  obtain a  random variable  zi ( i )  
from ci(i) and its estimate ci(i) and zi(i) is orthogonal to q(i), we may subtract the projection 
of ci{%) from ci(i). See Figure 2.2. Note that the cosine of the angle between Q(Î) and ci(i) in 
the f igure is  indeed the correlat ion coeff ic ient  p.  
If the channel gain amplitude is distributed according to Rayleigh fading model, i.e. q(i) is 
complex Gaussian, then q(i) is complex Gaussian, and therefore zi(i) is Gaussian distributed. 
Thus, equation (2.11) can be used to model channel estimation errors caused by arbitrary 
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Figure 2.2 Illustration of the error model. 
linear channel estimators in the Rayleigh fading channels, where {zi( i )} f= 1  follow a complex 
Gaussian distribution and are independent of the channel estimates {cz(i)}^Lv 
As a special case for MMSE-CE, using the orthogonality principle we obtain that <7? = 
| /o |V 2 ,  and (2.11)  reduces to  c;( i )  =  c; ( i )  + zi( i ) .  
We note that a popular channel estimation error model, shown below in (2.12), can be 
included in (2.11) as a special case. 
q(i) = q(2) + ezM (2-12) 
where ei( i )  is the zero-mean channel estimation error due to the noise and is independent of 
the channel fade q(i) (note it does not claim the error is independent of the estimation q(i)). 
Equation (2.12) is valid for least-square (LS) channel estimators [14, 86] over slow fading 
channels, but generally does not hold for fast fading channels. In fact, in the slow fading case, 
equation (2.4) changes to 
yz,ps = \ fPps^-FCi{i)  + H;,ps, (2.13) 
it can be easily computed that the LS estimator is 
ci{%) = (\/fpslf ) 1 \/ Ppslpyz.ps 
1 , 1 (2-14) 
"  VKlL F y ' - ™  ~ c ,  +  VPTsL F " ' ' P S '  
That is, the estimation error depends only on the channel noise. Since the channel noise and 
the channel fades are independent, we have verified that &i{i) and q(i) are independent. For 
the model (2.12) we find that p = acj\Jo2 + <rf, where a2 is the variance of Thus, for 
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the case of (2.12) our model in (2.11) reduces to 
% W = /=#=?%(%) + Z;(%) (2.15) 
<?cVo"c +0"e 
where zi(i) has zero mean and variance cr^c/t^c + °e\-
Furthermore, (2.11) is valid for modelling ICE caused by near-MMSE channel estimators 
in Nakagami fading channels, where the estimation error zi(i) can be approximated as a Gaus­
sian random variable. Here, near MMSE-CE refers to a channel estimator w; for which the 
normalized vector norm |w; — wzjmmse|/|w/immae| -C 1 holds. For a channel estimator which 
differs significantly from the MMSE-CE, zi(i) in (2.11) may not be accurately approximated 
as a complex Gaussian variable, and the BER analysis result involves an approximation. 
2.2.4 Symbol detection 
2.2.4.1 MRC 
The decision variable (DV) at the MRC QAM receiver output is given by [21] D — 
YA=I C*/^ÎLI IQOOI2- The transmitted symbol d(i) can be recovered by comparing 
D with the horizontal and vertical QAM decision boundaries [21, 27, 94]. 
2.2.4.2 EGC 
Though the BER performance of EGC diversity QAM with perfect CSI have been studied 
[7, 12, 94], to our knowledge, the receiver structure to realize EGC for M-QAM (even with 
perfect CSI) has not been derived in the literature. Here, for theoretical interest and practical 
importance, we propose the EGC receiver structure shown in Figure 2.3 valid for NCM formats 
taking the ICE into account. In our proposed EGC receiver, a NCM power normalization 
section (a factor of 1/E^Li Iq(OD) is included. This makes it different from conventional 
EGC, which is valid only for constant modulus formats. 
The corresponding decision variable for EGC M-QAM in the presence of ICE is 
b = Ef.ié,-(»)jflM/|q(')l ,216) 
EL l#)l 
We verify the validity of (2.16) by analysis and simulation given later in this paper. We note 
that for EGC only the phase estimate q(z)/|q(i)| for all the branches and Y^=i |q(Î)|, the 
modulus of sum of the channel gain estimates, are required; whereas for MRC both the phases 
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Figure 2.3 Receiver Structure for M-QAM with EGC and PSAM in fading 
channels. 
and moduli of the channel gain estimates at all the branches are required. Thus, 
EGC is still simpler than MRC for NCM formats. However, compared to constant modulation 
format, EGC for QAM is more complex as knowledge of 1 ^ required. This is not 
surprising because for NCM signalling a channel gain normalization is required. For EGC M-
QAM only the phases of {c;(i)}^1 and 1 lczWI have to be estimated (i.e., L + l real values) 
instead of {q(%)}^ 2L real values). And in order to enable a fair comparison between 
MRC and EGC with ICE, we adopt the estimation error model in (2.11) in both cases. 
2.3 Error probability analysis 
To evaluate the performance of (/, J)-QAM, we derive the BER for horizontal PAM first, 
and then extend the result to both square and rectangular M-QAM. 
2.3.1 /-PAM 
Consider horizontal /-PAM with d(i ) = aAj, where a is given by a = \fE~ a .  For / = 4, the 
two bits 6162 are gray-coded and mapped to four possible transmitted symbols, as shown in 
Fig. 2.4. Let Dr = Re(D) be the real part of D defined in (2.16). 
For horizontal PAM, the BER conditioned on data d(i)  = oAj and the decision boundary 
a • Bn may be defined as the probability that DR and d{i) fall on the different sides of the 
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Figure 2.4 Decision boundaries (Bi, B2) and bit-symbol mapping (6162) 
for 4-PAM. 
decision boundary. Thus, we define the conditional BERs as 
p (n 1 , \ 1 P{Dr < Ai • a|d(i) = oAn} An > Bn 
if ^ _ (2.17) 
F{Z?H > B n  •  a \d( i )  = aA n}  A n  < B n  
where B n  •  a  is a decision boundary, and P{A|B} denotes the conditional probability of event 
A given event B. The error probabilities for b\ and 62 are, respectively, given by 
JW1) = ^[&(0|3) + &(0|1)] 
JW2) = l[&(2|3)-&(-2|3) + &(-2|l) + ^ (2|l)] 
To summarize, we can express the average BER for horizontal 4-PAM as 
-, NA 
Pa,H = -^ 2lwnPH{Bn\An) (2.18) 
n = 1  
where N± = 6, and the coefficients w n ,  B n ,  and A n  are given in Table 2.1 (a). Note that Table 
2.1 given in this section is different from that defined in [73], due to the differences in the 
definition of the conditional BERs in (2.17). Similarly, we derive the average BER for 8-PAM 
as 
- ,  Ns  
PS,H = wNPH (B n \A n )  (2.19) 
n = 1  
where N% = 28, and w n ,B n , and A n  are given in Table 2.1 (b). The results for 16, 32-PAM 
can be obtained using a similar procedure, but are omitted here due to space limitations. 
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Table 2.1 Coefficients for BER calculation for 4-PAM and 8-PAM. 
(a) 4-PAM 
n 1 2 3 4 5 6 
B n  2 -2 -2 2 0 0 
A n  3 3 1 1 3 1 
1 -1 1 1 1 1 
(b) 8-PAM 
n B n  A n  Wn n B n  •A-n 
1 0 1 1 15 -2 7 
2 0 3 1 16 -6 7 
3 0 5 1 17 6 5 1 
4 0 7 1 18 2 5 1 
5 4 5 1 19 -2 5 
6 -4 5 20 -6 5 1 
7 4 7 1 21 6 3 1 
8 -4 7 22 2 3 1 
9 -4 3 1 23 -2 3 
10 -4 1 1 24 -6 3 1 
11 4 3 1 25 2 1 1 
12 4 1 1 26 6 1 
13 6 7 1 27 -2 1 1 
14 2 7 28 -6 1 
2.3.2 M-QAM 
For rectangular (/,J)-QAM (with M = I x J), conditioned on the transmitted symbol 
d{i) = a(Ai + jAj), we define the conditional BER for the horizontal components of QAM as 
J P{"fi<B"'a|di A'aB" (2.20) 
L P{DR > BN •  a \d}  AI < BN 
Note that for gray-coded (/,J)-QAM, the decision boundaries for horizontal signals are 
independent of the vertical signal levels, and vice versa [27]. Thus, we can extend the BER 
result for PAM to the case of M-QAM, and obtain 
2 J _ 
Pi,H =  j  j  \o  j 'y  ^  ^ wn,Pi i (Bn\A n ,  J  — 2 n + 1),  
n=ln=1 
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2 ^ ^ _ 
Pjy  = Yr \  T y z  y^; W nPH(Bn\A n , I  -  2n + 1) ,  
where JV4 = 6 and JVg = 28, and the coefficients w n ,  B n ,  and A n  are given in Table 2.1 (a), 
(b) for I, J = 4 and 8, respectively. Here, Pjy (besides PI,H) is also expressed in terms of 
function PH since we assumed the channel gains and the estimates are circularly-symmetric 
processes. The average BER (valid for both square and rectangular QAM) is given by 
PM = [(log2 I)PI,H + (log2 J)PJ,V}- (2.21) 
We underscore that for non-gray-coded bit-mapping, our result is applicable with slight 
modifications. Next, we derive the conditional BER pH(Bn\Ai, Aj) for M-QAM by evaluat­
ing the signal-constellation-dependent effective SNRs with ICE. Pff(Bn|An) for PAM can be 
obtained as a special case. 
2.4 Conditional error rate 
In this section, we evaluate the distribution of MRC/EGC M-QAM effective output SNRs 
with ICE,  which al lows us  to  obtain the condi t ional  BER pH(B n \Ai ,  Aj) .  
2.4.1 MRC effective SNRs with ICE 
Given that1 d = (A/ + jAj)a,  yi  = cid + ni , and q = p^ci  + zi ,  for I  =  1,..., N, we obtain 
the real part of the decision variable for MRC M-QAM as 
Ef=i Re (c*yi)  _ Ef=i Re (cf (c id  + ni))  DR = 
EL lÂP EL iQP 
Ez=i Re (cf((P^rQ + z l )d  + ni)^j  Ya= I Re (p^l^ l 2  + c*{zid + n{)^  
ELilQl' ELlQ 
- ^Re(pd) + = ^d) + hR (2.22) 
where UR is the MRC output noise given by 
Re (E/ti 
= EtilQl2 
1 Below, we drop the symbol index i  of yi( i ) ,  d( i ) ,  and ci( i )  when no confusion arises. 
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The conditional BER in (2.20) may be rewritten as 
PH (B n \Ai ,  Aj)  = P <nR  < - cr, B na Ke(pd)  CTr (2.23) 
Using (2.22) and (2.23), we can define the effective MRC output SNR with ICE as 
Using the property that q, z;, and n; are mutually independent, and that (zid + n{)  is a zero-
mean circularly symmetric Gaussian noise with variance (1 — \p\2)a2\d\2 + No, we obtain that 
conditioned on q, 
L L 
var{Re(%2c*(zid + ni))}  = -[(1 - \p\ 2 )a 2 \d\ 2  + N 0]Ç^2 |cz| 2 ) ,  
l=i  1=1 
Thus, 
1 L 
var{nR} = - [ (1  -  \p\ 2 )a 2 \d\2 + iV0]/[^ |q|2], 
i=i  
and (2.24) reduces to 
Mac _ , 
7:CE|d^ (l-|p|2)(T2|^|2 + ^  -
To gain more insight into the effects of different system parameters, we assume that p is 
real below. It follows from (2.25) that 
MRC {B n  -  f ;pAi)2Ea J2iLi  |q|2 
7icE|d,a. (l-|p|2)^|d|2 + JVo 
= 
where 7 = cr2/NO is the average SNR (ASNR) per branch, and 7/ — \CI\2/NQ is the SNR of the 
channel gain estimate at the Zth branch, and (5 is given by 
^ (l_|p|2^|d|2 + l' ^ ^ 
It may appear that as 71 = cr 2 /No increases the effective SNR given by (2.26) may improve, 
which is, however, not necessarily true. In (2.26) the factor (Bn — ^pAi)2 specifies that the 
value of <7c should be chosen such that ^p = 1, i.e., the decision region is not distorted. When 
°c (or 7z) increases or decreases such that ^p ^  1, (Bn — ^pAj)2 will decrease for some values 
of A/ and Bn and the average BER will become worse. 
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Using (2.25) or (2.26), the MGF of y^^d B over Nakagami-m channels can be obtained 
L 
^ (a) = (^g) ^ (1 _ (2.28) 
1 = 1 
| 2 l  where m is the m-parameter for q given by (A.7), and Y — E[y]  = E[\ci \  ] /NQ. Note that 
(2.28) is exact for Rayleigh channels (with m = 1). 
Using the effective SNR obtained in (2.28) we have 
rOO 
= / Q(Y^y)/wRc (7)^7 
JO , ICE|D 'B™ FN OQ\ 
I j"*/2 / 2 \ (2.29) 
= — $ 7 MEC I  —.  9  )  d6 .  
7T Jo 7IGE|D,BN y smJ 0 y 
where Q(x) = -A= f°° exp(—y 2 /2)dy is the Gaussian-Q function and f MRC (x) is the PDF 
V \/L'ÏÏJX 'LCE|D,BN 
of 7jcE|dB • With the MGF of the effective MRC output SNR being derived in (2.28), the 
conditional BERs given in (2.29) can be accurately evaluated, e.g., by employing a Gauss-
Chebyshev quadrature (GCQ) formula [1], 
2.4.2 EGC effective SNRs with ICE 
For EGC M-QAM with ICE based on the decision variable given in (2.16) we obtain 
^2i=i\^ i \  Z)z=i 1^1 
Ya=I R e  ( \c i \pdf:  + c*(zid + ni) / \c i \ j  
_ cr, 
ELi | Q |  
£ , , ^ 1  —  —  R e ( / 9 < i )  +  f t } i  ( 2 . 3 0 )  
where UR is the EGC output noise given by 
n R =  E L l Â l  
Using a procedure similar to that for the case of MRC, we define the EGC QAM effective 
output SNR with ICE as 
7icE|d,BN 2var{^} ' ^ ^ 
Conditioned on q, we obtain that 
var{nR} = ^[(1 - \p\ 2 )a 2 c \d\ 2  + A^o]/^ |" J l 2  
l=i  
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The effective EGC SNR in (2.31) is then given by 
EGC \BNA - ^RE(PD)\2 
7lCE|d,B» /Vn (2-32) (l-|p|2)?2|d|2 + ^  
Assume that p is real below. We obtain 
flCEKB. (I_|p|2)<f2|d|2 + ^  ^ 
L 
.1=1 
2 
/I (2.33) 
where /3 is given by (2.27). Equation (2.33) verifies that our receiver structure in Fig. 2.3 
indeed attains the EGC diversity performance for both the perfect CSI (by setting p = 1 and 
^p = 1) and the ICE cases. A comparison between (2.26) and (2.33) also reveals that the 
SNR losses (shown by the factor (3) for both MRC and EGC formats caused by ICE are the 
same. Finally, from (2.26) and (2.33) we observe that the effects of ICE are manifested in two 
aspects: a decision space distortion (shown by the factor ^p in (Bn — ^pA/)2) and a scaling 
of the effective SNR (shown by the denominator [(1 — |p|2)7|d|2 + 1]). For MMSE-CE, ^p = 1 
and so only the SNR scaling occurs. 
Using the effective SNR given by (2.31) we have 
= ^Eoo ^ (2.34) 
where is the MGF of 1%^. 
By approximating several i.i.d. Nakagami random variables with one Nakagami random 
iable [7, eqs. (41)-( 
m fading channels as 
vari 45)], we obtain an accurate approximation for ^EGC^ (S) in Nakagami-
$_EGC (s) = f 1 - (2.35) 
^iCE|d,a^^ ' \ m / 
where % q \ d ,B n  is given by % q \ d ,B n  = /Hi1 + (L -  l)F2(m + 0.5)/F2(m)]/L, and T(x)  is the 
Gamma function [1]. To avoid the approximation involved in (2.35) for the evaluation of the 
MGF of the EGC effective SNR, we may obtain accurate BER results by deriving CHF for the 
EGC output amplitude with ICE, as given in next section. 
2.4.3 EGC amplitude CHF with ICE 
Let us define the EGC output amplitude with ICE (conditioned on d and B n )  as 
L 
X f cE \ d ,B n  -  \ JTlCEKBn -  53 
1=1 
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The CHF of à f rv \H  R IS defined as $FEGC (W) = h  EGO (x)e :>U J Xdx.  It follows that ICE|ci,±f„ ICE|d,Bn ' JU ICE| d, Bn 
II*v* f^V^) = $;EGC (u) = xICE|d,Bn Z=1 $\/7 ( P/L 
where $^(cv) = J0°° f^~-(x)ei u x  dx is the CHF of the amplitude V7z, for / = 1,. .., L. 
E G C  _ \Bna-^Re{pd)\ 2  ^ (B n -^pA I ) 2E a  jEy |C(|] 2  
TlCE|d,Bn — 2var{nfl} ~~ (1—|p|2)cr^|d|2+iVo 
The explicit expression of $yWw) for Rayleigh and Nakagami-m channels may be obtained 
following a CHF result in [12, 16]. In detail, for Rayleigh fading 
= <Xi; + ;wy3exp(-^-), 
r a~\  xn 
where 7; — E[yi]  and 4>(a,  b;  x )  — YJ —r^— is the confluent hypergeometric function of the 
n=0 
first kind, and (a)k  = 0(0 + 1) • • • (a  + k — 1) is the Pochhammer symbol [1]. For Nakagami-m 
fading channels, 
$^(w) = «^(m; 1; -^) + ° ^  ^ (m + ^ ^ ^ ^ (2.36) 2' 4m' ' J r(m) V mTV ' 2' 2' Am '  
Applying Parseval's theorem, we obtain the conditional BER in Nakagami fading channels as 
"^îEGC ' Q(V2z)/aEGc (z)dz ^ 1 F 
^ ^ TrVo V2 70 
1 $Q(w/^) 
7T Jo  V2 
. _ (w)dw 
xICE|d,B„ 
"v , M e / L  du (2.37) 
where $g(w) = FT[Q(x)] is the Fourier transform of Q(x) ,  and $y^(w) is given by (2.36). 
Using [11, eq. (42)] and the equality that Q(x) = erfc(V2$)/2, where erfc(x) is the comple­
mentary error function, we obtain 
$q(W) = 
2 LU 
(2.38) 
where F (eu)  = LU( j>(  1, —LU2) is Dawson's integral. 
We note that the effects of signal points, boundaries, and system parameters, are included 
in (3 ,  and thus the term <3?^ (3/Lj  in (2.37) has to be evaluated for many different values 
of j3 to yield the average BER. Since it is much more time-consuming to calculate the CHF 
$^(LU) than <E>Q(IV), to improve the numerical efficiency, we derive the following expression 
equivalent to (2.37) as 
L 
A/) = du (2.39) 
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In (2.39), for a given ASNR, $ /^(w) can be pre-computed for several sampled values of u, and 
f  /~z\  
only $g I iv/y 2/3 J should be calculated frequently for the BER evaluation. Consequently, 
(2.39) is much faster to evaluate than (2.37). A GCQ formula for (2.39) can be obtained as 
fe(Bn|Af, Aj) = — (tanK)/VT) ^ (2-40) 
yA^cos^) 
where 9N = ^2#° ^  ' f°r n = 1) • • •, -^s and NS  is GCQ order. 
2.4.4 Discussion 
The MMSE channel estimator is a particular important channel estimator [20, 71, 93]. 
Below, we focus on MMSE channel estimator and provide some results which put new insight 
into the SNR loss caused by ICE. 
2.4.4.1 Comparison of the ICE and Perfect-CSI cases 
For MMSE channel estimator, p<7c/<7a = 1 and E[|q|2] = |/9|2E[|q|2] are valid. Below, we 
explicitly show the relation between the input and output SNRs for diversity M-QAM (valid 
for both MRC and EGC) with ICE in Nakagami channels for the MMSE channel estimator 
case. 
Equations (2.26) and (2.33) reduce to 
L L 
(2-41) 
1=1 1 = 1 
= «£ VT,)2/L ~ 0(£ fn?/L (2.42) 
l—l 1=1 
where /3 = is the SNR scaling factor accounting for the M-QAM signal-boundary 
distance, ICE, and the input SNR. The approximation involved in (2.41) and (2.42) is due to the 
assumption that q and q have the same distributions ( rh ~ m), which is a tight approximation 
for medium-to-high ASNRs over Nakagami channels. For Rayleigh fading channels, (2.41) and 
(2.42) are exact. We underscore that the purpose of deriving (2.41) and (2.42) is to explicitly 
show the ASNR loss caused by the channel estimation errors. For a more accurate BER 
evaluation, the results given in Sections 2.4.1 - 2.4.3 should be used instead. 
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For the perfect CSI case, the constellation-dependent SNR for the conditional BER at the 
Zth branch is given by 
7csi,Z|d,Bn = (BN ~ AJ) EQ'JI (2.43) 
Employing the results for the MRC (or EGC) output SNR in the perfect CSI case, we 
obtain the MGFs of (2.41) and (2.42) as (we use "Div" here to denote "MRC/EGC") 
Div _ IPP Div ^CSl|d,B„ 
7icE|d,Bn (i _ |p|2) |d|2;y + 17csi|d,B„ 
where 
"(7) = ( 1 ~ ' y  +  1 - (2.44) 
K(J) may be regarded as the ASNR loss per branch caused by ICE at the MRC/EGC output 
compared to the perfect CSI case. Some comments are in order. For the signal constellation 
point with a larger modulus (i.e., larger \d\2), the loss is larger. Only when p = 1 and 
<7C = erg, there is no performance loss. Second, when the ASNR 7 increases, p may also increase 
(depending on the channel estimator employed), and the factor (1 — |p|2)7 will determine 
whether or not there is an error floor. If (1 — |p|2)7 is not upper-bounded for 7 —> 00, 
a detection error floor occurs. Finally, a smaller 1 — \p\2 means higher channel estimation 
accuracy and less SNR loss. 
2.4.4.2 Some closed-form expressions 
Following a derivation procedure in [12], we present some closed form expressions for the 
BER formulas for EGC M-QAM with ICE in Nakagami-m fading channels. Using the Gil-
Pelaez inversion theorem, the conditional error probability Pjj(Bn\Aj, Aj) can be reformulated 
as 
f /T" (2-45) 
= 2 _  27t  Jo t  ^m{^^EGc {2y f3t)}dt .  
1)  L  = 2: By utilizing the identity in [47, eq.(9.220.2) and (7.622.3)], the error probability 
is given by 
PMBMlAJ) =  i _ r ( *  +  o . « . /  m 
2 F (m) V 7rm(l + 2a)  (2.46) 
P / I  1  - ,  - 1 3  a  a  
XF2(-, -  - m, 1 -  m, 
^ 2 ' 2  " ' 2 ' 2 ' l  +  2 a ' l  +  2 a '  
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where rh is the Nakagami-parameter for q, a =  ^  and -, -, -, -]x ,  y)  is the Appel hyper-
geometric series of the second kind [47, eq.(9.180.2)]. 
When rh — 1 (i.e., Rayleigh fading), equation (2.46) can be further simplified to 
1 \/## + 2) 
A;) = A _ V ' (2.47) 
J 2(7/) + 1) 
We have verified that for the perfect CSI case (2.46) and (2.47) reduce to [12, eq. (29)] and 
[12, eq. (32)] (when assuming i.i.d. branches), respectively. 
2) L = 3: Similarly, the error rate can be expressed in terms of the Appel hypergeometric 
function [47, eq.(9.19)] 
P«(i3(|A,,^) = i-|i/1 + g/2, (2.48) 
where q = and c2 = with i = |î. /, and I2 aie given 
r(m) \ r(m) J  ' 3m 
in terms of Appel hypergeometric function of three variables as, 
/  7 T  n  / i  i  -  i  ^  . l i s  a  
h - \ TTT~QZ\ A{n' l  m ' Ô ' 0 ' Ô '  (1 + 3Ô) '2 ' '2'2'2'l + 3ô'l + 3ô'l + 3ô^ 
7 T „  , 3  _  . _ . , . 3 3 3 â  â  â  
h  -  — ( i  +  3 = ) - 5 F a( 2 ;  1  -  A ,  1  -  A ,  1  -  2 . 2 -  2 ;  T T i â '  ï T i â '  I T t o 1 '  
2.5 Numerical examples 
In Fig. 2.5 and Fig. 2.6, we present the simulated and calculated BERs for 16-QAM with 
EGC (L = 3) and PSAM, for perfect CSI, MMSE- and Sinc-interpolator-based (with Hamming 
and rectangular windows, respectively) channel estimators in Rayleigh fading channels. We 
note that a quasi-analytical (QA) approach, which calculates the BER by averaging the con­
ditional BERs over the amplitudes of the generated fading channel samples, was used in [12] 
to calculate the BER of EGC M-QAM with perfect CSI. However, the true BER simulation 
was not given. 
By using the EGC structure that we proposed in Fig. 2.3, we can truly simulate the 
BER performance of the QAM EGC receiver based on the decision variable in (2.16), which 
is particularly important for verifying our analysis, especially for the ICE case. Simulation 
results in Figs. 2.5 and 2.6 confirm the validity and accuracy of our BER analysis for Rayleigh 
channels. For Fig. 2.5 we assumed that F\ = — 4, BFT = 0.02 and P = 10. The MMSE-CE 
has a performance close to that of the perfect CSI case, and the SNR loss is within 2.5 dB for 
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all SNRs shown in the figure. The BER of Sinc-CE with Hamming window (Sinc-CE-Hamm) 
is worse than that of MMSE-CE by about 1 dB, and Sinc-CE with rectangular window (Sinc-
CE-Rect) has the worst performance. For Fig. 2.6 we assumed a larger Doppler bandwidth 
BfT = 0.03 and a larger interpolation interval P = 15. For this case, the error floors for EGC 
with MMSE-CE and Sinc-CEs occur. Contrary to the observation of Fig. 2.5, the BER for 
Sinc-CE-Rect is now very close to that of MMSE-CE, and is significantly lower than that of 
the Sinc-CE-Hamm. 
Perfect CSI, simu 
MMSE-CE, simu 
Sinc-CE-Hamm., simu 
Sinc-CE-Rect., simu 
Analysis 
I 
0 5 15 20 25 10  
Average bit SNR per branch (dB) 
Figure 2.5 BER (averaged over all ioff's) v.s. bit ASNR per branch for 
16-QAM EGC receivers with perfect CSI, MMSE- and Sinc-CEs 
(with Hamming and rectangular windows), in a Rayleigh fading 
channel. L = 3, F\ = F2 = 4, P = 10, and BfT = 0.02. 
In Fig. 2.7, we show 1 — \p\ 2  vs. the SNR per branch in Rayleigh fading channels (the 
result is valid for both MRC and EGC and any L), with P = 15 and F = 12. Note that 
1 — \p\2 is closely related to the SNR loss per branch «(7), as we discussed in Section 2.4.4. A 
smaller 1 — \p\2 relates to a better channel estimation accuracy and a smaller SNR loss. When 
BfT = 0.02, Sinc-CE-Hamm causes a smaller loss than Sinc-CE-Rect; but for BfT — 0.03, 
Sinc-CE-Hamm has a much larger loss than Sinc-CE-Rect, and consequently a poorer BER 
performance. Observation from Fig. 2.7 excellently agrees with those from Figs. 2.5 and 2.6, 
and suggests that the values of 1 — \p\2 can reliably reflect the performance of different channel 
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Figure 2.6 BER (averaged over all ioff's) v.s. bit ASNR per branch 
for 16-QAM EGC receivers with perfect CSI, MMSE-CE 
and Sinc-CEs(with Hamming and rectangular windows), in a 
Rayleigh fading channel. L = 3, Fi — F2 — 4, P = 15, and 
BfT = 0.03. 
estimators. The result also show that the relative performance of Hamming and rectangular 
windows crucially depends on the system parameters. We also note that for a large range 
of PSAM and channel parameters that we tested, Sinc-CE-Hamm achieves a better BER 
performance than Sinc-CE-Rect, though a case-by-case study is necessary. 
In Fig. 2.8, we show the calculated and simulated rh,  the m-parameter of the channel 
estimate q, for MMSE-CE and Sinc-CE-Rect, with m = [0.7,2.7]. The simulation result is 
obtained by calculating the values of m using (A.2) given a large number of samples of q, 
where the expectations in (A.2) are replaced by the sample means. The result verifies the 
accuracy of our analysis, and shows that as the SNR increases, rh approaches m. Also, when 
m > 1, rh < m; and when m < 1, m > m, which is an interesting observation as expected 
from (A.7) and (A.8). 
In Fig. 2.9 we present the BER for EGC 16-QAM with perfect CSI, MMSE-CE, and Sinc-
CEs in slow Nakagami fading channels, with m = [0.7, 2.7]. It is observed that when m = 0.7 
the analysis for all the studied channel estimators is accurate. For m = 2.7, the analytical 
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Sinc-CE-Rect 
MMSE-CE 
0 5 10 15 20 25 
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Figure 2.7 1 — \p\ 2  (ioff = 8) v.s. bit SNR per branch for diversity 16-QAM 
with MMSE-CE and Sinc-CEs (with Hamming and Rectangular 
windows), in a Rayleigh fading channel. P = 15, F\ = F2 = 6, 
BfT = [0.02,0.03]. 
and simulated results for MMSE-CE and Sinc-CE-Hamm match well, but the analytical BER 
values for Sinc-CE-Rect slightly deviates from the simulated ones for high ASNRs, but may 
still be regarded as a tight approximation. This result suggests that our analysis is accurate for 
any linear channel estimators in Nakagami fading for m being close to 1, and for near-MMSE 
channel estimator(e.g., Sinc-CE-Hamm) when m is substantially larger than one. 
In Fig. 2.10 we present the average BERs for the 16-QAM MRC and EGC receivers with 
perfect CSI and MMSE-CE in slow Nakagami fading channels, with m = 2.7 and L = [1, 2, 3]. 
The results verify our analysis for both MRC and EGC M-QAM in Nakagami channels. We 
observe that increasing the diversity order L improves the BER significantly. 
Finally, in Fig. 2.11 we present the BERs of the 16-, 32-, and 64-QAM MRC and EGC 
receivers in Nakagami channels. The result shows that as M increases, the BER performance 
becomes worse for both perfect CSI and ICE cases. Results in Fig. 2.10 and Fig. 2.11 reveal 
that the SNR gap between MRC and EGC in the ICE case (with MMSE-CE) is approximately 
the same as in the perfect CSI case, which verifies our analysis that given the same system 
parameters, the SNR losses for MRC and EGC caused by ICE are approximately identical, see 
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Section 2.4.4. 
2.6 Summary 
By deriving the MGF/CHF expression for the effective SNRs/amplitudes with ICE for 
diversity M-QAM, we have developed a novel approach for the accurate BER evaluation of 
M-QAM MRC/EGC diversity receivers with PSAM in Rayleigh and Nakagami fading channels. 
We proposed the EGC structure valid for NCM format, and proved its validity by analytical 
and simulation results. We have derived the m-parameter of the estimated channel gain, 
and revealed its relation to that of the true channel gain. Our analytical result is valid for 
linear channel estimators in Rayleigh fading with arbitrary fading spectra, and for near-MMSE 
channel estimators in slow Nakagami fading channels. We have evaluated the performance 
of MMSE- and Sinc-interpolator-based channel estimators with PSAM, and presented some 
insightful findings. 
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Figure 2.8 rh vs. bit SNR per branch for 16-QAM with MMSE- and 
Sinc-CEs (with Hamming and rectangular windows), in a slow 
Nakagami fading channel. L = 2, P = 10, FX = F2 = 3, 
B/T = 0. 
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Figure 2.9 Average BER vs. bit SNR per branch for 16-QAM EGC re­
ceivers with perfect CSI, MMSE- and Sinc-CEs (with Hamming 
and rectangular windows) channel estimators, respectively, in a 
slow Nakagami fading channel, m = [0.7,2.7], L = 2, P = 15, 
F\ = F2 — 3, BfT — 0. 
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Figure 2.10 Average BER vs. bit SNR per branch for 16-QAM MRC and 
EGC receivers with perfect CSI and MMSE-CE respectively, 
in a slow Nakagami fading channel, m — 2.7, L = [1,2,3], 
P = 15, Fi = F2 = 3, BfT = 0. 
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Figure 2.11 Average BER vs. bit SNR per branch for M-QAM (with 
M = [16,32,64]) MRC and EGC receivers with perfect CSI 
and MMSE-CE respectively, in a slow Nakagami fading chan­
nel. m = 2.7, L = 2, P — 10, F\ = F2 = 5, BfT = 0. 
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CHAPTER 3. HYBRID SELECTION/EQUAL GAIN COMBINING 
3.1 Introduction 
In wireless communication scenarios with dense multipath or multiple antennas, the hy­
brid diversity schemes which employ subset combining have gained more attention in past. 
HS/MRC [6,  10,  70] ,  a lso known as  general ized select ion combining (GSC) [104] ,  in  which L c  
branches with the largest instantaneous SNRs are selected from a total of L branches and com­
bined according to MRC rule, is a practical and useful diversity combining scheme for many 
wireless applications. In this scheme, both the phases and amplitudes of the selected signal 
branches are required to be known for MRC subset combining. 
As an attractive alternative to HS/MRC, HS/EGC is a new hybrid diversity scheme which 
combines the signals of the selected branches according to EGC rule. This scheme may avoid 
the necessity of amplitude estimation for all the branches Considering the trade-off between im­
plementation complexity and performance, HS/MRC bridges the gaps between SC and MRC. 
Likewise, HS/EGC includes SC and EGC as two special cases. 
The post-detection HS/EGC, also known as non-coherent GSC [38, 69], is suitable for 
differential coherent and non-coherent modulation formats, and such schemes have been studied 
in [10, 38, 69, 70]. The pre-detection HS/EGC is suitable for coherent modulation formats and 
has been studied in [54, 83]. However, [54] is valid for M-ary modulations with HS/EGC for 
Lc — 2 and for the Nakagami-m fading channel with integer m parameters, while the result in 
[83] was confined to M-PSK modulation over i.i.d. Rayleigh fading channels. Analytical error 
rate and outage probability formulas of HS/EGC over different types of generalized fading 
channels, versatile fading parameters (for example, non-integer ^-parameters and arbitrary 
Lc and L), is not available yet. 
Besides the performance analysis, the HS/EGC receiver structure valid for non-constant 
modulus modulation format, to our knowledge, is not known in the literature. 
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In this chapter, we first propose the HS/EGC receiver structure valid for NCM modulation 
format and the relevant decision variable, and verify its validity by both analysis and simula­
tions. Then, by deriving the MGF of the HS/EGC output amplitude and with the help of the 
Parseval's theorem, we develop a general approach for unified error rate and outage probability 
formulas in different types of fading channels (such as Rician, Nakagami-m, Nakagami-g, and 
Weibull models). 
To efficiently evaluate the MGF of the HS/EGC amplitude for different types of fading 
channels , we provide a numerical quadrature technique to jointly evaluate the HS/EGC MGF 
and the relevant truncated MGF (TMGF) expressions, which only involves the computation 
of several single integrals and avoids the complexity of a two-dimensional summation as in 
convention. Furthermore, for theoretical interests and practical use, we derive some closed-
form TMGF expressions for Rayleigh and Nakagami-m fading channels. Our new results 
are readily applicable to performance analysis for a wide class of modulations with HS/EGC 
diversity over general fading channels. 
3.2 Signal model 
We adopt the same channel model as given in (2.1). That is, 
y(i) = c( i )d( i )  + n( i )  (3.1) 
where d{i)  is the transmitted data symbol with energy — E[\d( i ) \ 2] ,  Without loss of gen­
erality, we let Ed = 1. We assume that the Gaussian noise element ni(i) has zero mean and 
variance NO for all branches. The instantaneous SNR for the Ith branch is 71 = \ci{i)\2/NQ. 
We arrange the elements in |c(i)| in descending order such that | > |cm)| > • • • > |c(L)|, 
where |c(/)| is the Ith largest channel amplitude modulus. Define 7^ = \C^\2 /NQ. We can 
show that the corresponding SNR set also satisfies 7m > 7(2) > • • > 7(l) • 
Let 6i( i )  be the phase of c;(i), such that q(i) = |q(i)|e^W. In HS/EGC (LC ,L) ,  the L c  
branches with largest signal amplitudes are selected and combined according to EGC rule. For 
constant modulus modulation format, such as M-PSK, the output decision variable is given 
by 
D = ^ (3.2) 
1=1 l — l 
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where y(i)( i)  = c^(i)d(i)  + nm(i). We can readily show that the SNR of D is given by 
7HSEGC LCNo 
(3.3) 
The HS/EGC receiver structure for non-constant modulus modulation format, to our 
knowledge, is not known in the literature. To fill this gap, we propose the HS/EGC receiver 
structure valid for NCM modulation format, as shown in Fig. 3.1. 
•  r(z)  » « *  
L receiving 
branches 
Constant modulus 
Format 
D 
largest 
branches 
HS EUC part 
\C\1 
F 1L1I 
L 
ii initiation 
Figure 3.1 Receiver Structure valid for both constant modulus format 
and non-constant modulus format signals with pre-detection 
HS/EGC in fading channels. 
D (3.4) 
The output decision variable is given by 
We can show that the SNR for D in (3.4) is given by 75 = (X]^i y/W))2 /Lc,  and the proof 
follows below. 
Proof: Equation (3.4) leads to 
-Lc 
D = 
J2i=1 lc(o I 
C(Z)(%d + n(;))/|C(;)| EzJi [l%l^/l%l + C(Z)n(i)/l%l 
Etl  |C(Z)I 
Td=1 \ c( l) \  
= d + zt= 
LC _— ;9(i) 
Sz=1 lc(01 
= d + n1, (3.5) 
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where 
EX W-/=i 1=1 
The SNR of D can be calculated as 
ID = 
Ed  
var{n} var{n} 
Conditioned on we obtain 
var{n} _ Ylf=i 
var(n(z)}le j0(l)l2 _ LCN0  
J2i= i \ c( i) \  
(3.6) 
(3.7) 
Combining (3.6) with (3.7), we have 7D  = [YI1Z1 \ c{l)  \]2 /{ lCNQ)  = 1 yf%))2  /  Lc-> which is 
the same as 7HSEGC given in (3.3). • 
To evaluate the performance of HS/EGC based on (3.4), we need to derive the MGF of 
HS/EGC output amplitudes over fading channels, as given next. 
3.3 MGF of HS/EGC output amplitude 
For the HS/EGC (Lc, L) receiver, we define the SNR vector from the L receiving channels 
as 7 — [7m, 7n2> • • • > JnL]T, where jnk represents the instantaneous SNR in the n^th diversity 
branch;  G (1,  2 , . . . ,  L) for  1  < k < L,  and m, «2, . . . ,  ni is  a  permutat ion of (1,  2 , . . . ,  L).  
We arrange the elements in 7 in descending order as 7 — [7(1),7(2)> • • • il(L)Vi so 7 is an 
ordered SNR set. Define = ^5% for Z = 1,..., L. Here, ai is the squared-root of the SNR 
71, and we call it the channel amplitude for later derivation. It is related to the true channel 
amplitude modulus |Q| by ai = |C;|/A/ZVO. 
If the MGF of 7HSEGC can be derived, the error and outage probabilities of a large class of 
modulation formats over different types of fading channels can be readily evaluated [6, 70, 94]. 
However, 7HSEGC contains cross-correlation terms between different branches and thus its MGF 
is difficult to be evaluated analytically. In this work, we evaluate the distribution of the output 
amplitude instead, which is given by 
ÛHSEGC — VTHSEGC 
The MGF for aHSEGc is defined as 
$ 
"HSEGC (s) = E [exp( - so iHSEGc) ]  =  E exp ~
sYd=ia( i)  (3.8) 
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Once $aHSEGC (s) is obtained, the error probabilities for different modulation formats may be 
evaluated with the help of the Parseval's theorem, as will be shown later in Section 3.5. 
The procedure to analytically evaluate (3.8) is developed below. Using a result on the joint 
PDF of the order statistics of HS/MRC given in [63, 70], we may express the joint PDF of 
[<*(1), , «(.Lc)] for HS/EGC as 
6 ^ , x (3 9) 
/«(i),...,a:(£c) (2/1, 2/2; • • • ! t/Lc) 
= 53 ni, . . . ,nL c  fan i  (yi)/a„2 (îti) ' ' ' fan L  (VLC)  r iz '=Lc+l ^a„ ,  (ULC) ,  
where yi ,--- ,UL c  are the instantaneous amplitudes satisfying yi  > y2 > •••yL c  > 0, and 
ni, • • •, nLc (1 < ni, • • • ) hlc < L) are the Lc branches selected with the largest instantaneous 
ampli tudes;  fa  (y)  is  the PDF for the output  ampli tude in the n/ th branch,  for  I  = 1, . . . ,  L. 
Focn / (y) is the cumulative distribution function (CDF) of the amplitude an[/ in the ny th branch. 
In (3.9) ,  we used n1 , . . . ,nL c  as a  short-hand for  Y,n1 = i  n2  J2L  nL c  
n\i=-n^---i=-njJC n^n\ riLc^rii,...nLc-1 
To obtain a general and efficient expression for the evaluation of $QHSEGC(s)' ^ useful to 
define TMGF as 
poo 
# a , ( 3 , z ) = /  ( 3 . 1 0 )  
J X 
where fa i{x) is the PDF expression for the instantaneous amplitude Note that <3>ai(s,0) = 
$ai(s), and $az(0, x) = 1 — Fai(x), where Fai(x) = fai(y)dy is the CDF of the amplitude 
on • 
Using a procedure similar to that for deriving the output SNR for HS/MRC [70], we obtain 
the MGF of the HS/EGC output amplitude valid for independent non-identically distributed 
(i.n.d.) channels as 
^«HSEGC (S) 
dx 
(3.11) 
where T is the set for all combinations of {ni,..., n^} in which {ni,..., n^c} are the in­
dices of selected branches for HS/EGC (Lc, L). Therefore, the summation in (3.11) contains 
L c  | | terms in total. For i.i.d. branches, (3.11) simplifies to 
/ 
$aHSEGcW= e'^/a(a;)[$a(a,a;)]^"^(a;)^^da;. (3.12) 
OO 
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To evaluate (3.11) for HS/EGC, the PDF, CDF and TMGF expressions for all the diversity 
branches are required. For convenience, some PDF and CDF results of channel amplitude ai 
over several types of fading channels, such as Rayleigh, Rician, and Nakagami-m, Nakagami-g 
and Weibull fading models, are listed in Table 3.1. For the Nakagami-g fading channel, we are 
not aware of a closed-form CDF expression of fading amplitude available in the open literature 
yet. Thus, we provide a closed-form CDF expression for Nakagami-g fading in Appendix B.l. 
Channel model Formulas for PDF fa i  (x)  and CDF Fa i  (x)  
Rayleigh 
A, M = ^exp(-^Z^), 
= 1 - exp(-arY^). 
Rician 
AW - ^ W^exp(-# - (l±^d) -7o 
fk,(0 = 1 - V2(#; + l)%V7z) 
Nakagami-g F«,(z) = 1 - \/l - bf r (2A + 1, 6^/[4\A;!)2]. 
where b t  = (1 - g2)/(l + qf) ,  and 0 < % < 1. 
Nakagami-m 
= 1 r^)T(mf,mf^/^), where m; e (0.5, oo). 
Weibull 
Fa i  (x)  = 1 - exp 
xC l  1 - exp x2]C l l2^ . 
T<yl+2JCl^x2 ^ ^ , where q € (0, oo). 
Table 3.1 PDF and CDF expressions of fading channel amplitude in 
Rayleigh, Rician, Nakagami-g, Nakagami-m and Weibull fading 
channels. Qi(V2a, V2b) = /b°° e~t~aIo{2\fat)dt is the Marcum-g 
function of the first order. 
3.4 Efficient evaluation for TMGF of fading amplitudes 
In general, the TMGF expressions for the signal amplitude over different fading channels, 
may be evaluated using a a trapezoidal summation as shown by 
roo / #«-1 \ 
(a, z) = y /«i (2/)e"^(&/ - I 0.5/a, 4- ^ A 1 (313) 
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where yo = x ,  Dn = yo + nA y ,  and A y  and N y  are the step-size and the number of summation 
points, respectively. We may decrease Ay and/or increase Ny such that the summation in (3.13) 
converges. As a rule of thumb, we may choose yo + NyAy > 10^/7J for an accurate evaluation. 
We also recommend (3.11) to be evaluated using the trapezoidal summation quadrature, as 
given by 
#™E°0<S> r r i r n (3.14) 
— 12n1 , . . . ,nLezAx |Sfc=l e  S X k  fa„L c  ( xk) FIz=l (s ,  Xk) Yl l '=L c+l ^an t ,  (Xk) }  
where xn  = nA x ,  and A x  and N x  are the step-size and the number of summation points, 
respectively. 
It may appear the calculation of all the TMGF values required in (3.13) and (3.14) involves 
two-dimensional summation, with the complexity of NxNy and LNxNy for i.i.d. and i.n.d. 
channels, respectively. For efficient evaluation of (3.14), we propose to set Ax = Ay and 
Nx = Ny for (3.13) and (3.14), and use the Matlab "cumsum" command to calculate the 
TMGF points2 specified in (3.13). The TMGF values for required in (3.14) can be 
pre-computed and stored, which involves only L separate summations (for all the L branches) 
for the i.n.d. fading case, and only one summation for the i.i.d. case. Thus, with this 
technique the calculation of all the TMGF values for (3.14) involves a complexity of Ny and 
LNy, respectively, which is a significant reduction compared to the 2-dimensional summation 
as in convention. The MGF of HS/EGC amplitude can now be accurately evaluated with a 
very low computational complexity. 
For theoretical interests and comparison with some known results in the literature, we also 
derive some closed-form TMGF expressions for the Rayleigh and Nakagami-m fading model. 
For brevity, we only list the derivation for Rayleigh fading scenario, while TMGF results in 
Nakagami fading channel is given in Appendix B.2. 
3.4.1 Closed-form TMGF for Rayleigh fading channels 
The PDF of Rayleigh fading amplitude at the ith branch is given by 
fa t(x)  = —e ~<i , (3.15) 
l l  
2Here, the operation using command "cumsum" has a complexity of the iVy-point summation, and returns 
N y  ( w i t h  N v  =  N x )  n u m b e r  o f  T M G F  v a l u e s  4 > Q l  ( s ,  X k ) ,  f o r  k  =  1 , . . . ,  N y .  
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The CDF of ai is given by Fa i  (x)  = 1 — e  ÎI .  
Assume a real-valued s first. The truncated MGF of ai is computed as follows: 
f°°  2 s2-t; r°° _ 1 r,:s^l\2 
$a i(s ,x)  = / f (y)e~ s ydy = —e~ ye î i  2  dy.  (3.16) 
Jx 11 JX 
Substituting t  = y + ^  into (3.16) we have 
2 s27, f°°  I __L + 2 2 -s27, 
= — e 4 / _ (t- —)e ^ dt = —e 4 [^(s, z) - $2(s, z)] (3.17) 
where 
$i(a, z) = F _ (3.18) 
and 
$ 2 k z ) - ^ ^ e  +  ( 3 . 1 9 )  
Because in (3.19) the standard Gaussian-Q function Q(y) does not allow a complex ar­
gument y. Below, we derive another closed-form expression for $2(3, z) so that complex s is 
included. Recall that the Gaussian-Q function has an alternative expression, which valid for 
complex y, given by [12, eq. (18)] and [47] 
Q { y )  —  77 / Te 2 sin {ty)dt ,  (3.20) 
2 7T Jo t  
which leads to 
1 1 f°°  1 t2  e~ y t  -  e y t  Qtiv) =9--/ 7e 2 sin( t jy)dt  = - - -  -e 2  x — dt 
2 7T 7Q t 2 TV Jo t 2j 
1 1 f°°  1 _£ ,  .  .  ,  1 1 f0 0  1 A 
= 2+-J0 -t " x s h W d t = 2 + r J 0  i e  > x £  
(2/^) 2A+1 dt 
where sh(x) — e ~2e is the hyperbolic sine function. Using a change of variable t2  = z and 
the Gamma integral that J0°° zm~1e"zl^dz = /3mT(m), we obtain 
e'^t2 kdt = 2fc~a5r (fc + 0.5) = • 
Thus, we derive a closed-form expression for Q(jy) valid for complex y as 
Ol-M = 1 , M2t+1 (*)! 1 i  V (g)2t+1 (3211 
W!
" 2 + j2ir £-" (2fc + 1)! M2' 2 V2Ï £-< (2k + l)t!2* 1 ' 
fC — U K—U 
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which is equivalent to (valid for complex z)  
(-1)^+1 1 i 1 3 
\ / 2 ^ ^ ( 2 A  +  l ) A ; ! 2 k  2  ^ ^ 2 ' 2 '  2  (3.22) 
where 4>(a,  b;  z)  is confluent hypergeometric function defined in Section 2.4.3. Based on the 
equality that 
1 13 
0(1; 2 ' -z) = * _ 2zexp(—z) - </>(-, -, z), 
we obtain another closed-form formula for Q(z) as 
1 z2 
e(z) 
~ \-~7Ë '  2 '  2  
z exp(——) (3.23) 
For better numerical stability, it is suggested to use the transform 
) = e2' 1 1 
2 ' 2 ' " ^  
for small-to-medium |x| [11, 15]; and to use a divergent series [15] 
J. f i  ^  J \  _ ^ (2& + I)-
2 ' V " 2 z 2 Z  ( _ 2 ^  X 7 kr= 0 V ' 
for the large \x\  (e.g. \x\  > 200), where AT is a finite positive integer, and 
j k(k — 2) • • • 1, k is odd 
| k(k — 2) -.. 2, k is even 
is the double factorial of the positive integer k.  
Consequently, by combining (3.23) with (3.18) a closed-form expression for the TMGF 
$a,(a, x) valid for complex s is derived as 
r.2. 
$a,(s,z) = e 
— 7 - VÎW» exp(a ?,/4) 
exp(—(x2 + xs-yi) /yi)  \  
z 4- g^/2 
As a sanity check, we plug in x = 0 and s = —ju, (3.24) reduces to3 
l , ^ ; ^ - ( z  +  r % / 2 ) 2  )  -  1  j 
$ e , ( ; w , 0 )  =  ^ ( l , l ; _ ^ ) + j w J ^ e x p ( - ^ )  
(3.24) 
(3.25) 
which is identical to the CHF result of the Rayleigh fading amplitude given in [12, Table II] 
and [15], as expected. 
3Here, since we define the MGF of x as E[e sz] in this paper, we need to set s = —jtu instead of s = jtv to 
compare with the CHF defined as £[eJWX] in [12, 15]. 
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3.5 Error and outage probabilities of HS/EGC 
3.5.1 Error probability 
When the MGF (or CHF) $«HSEGC W) has been obtained, we may apply Parseval's theorem 
[12] to evaluate the average BER and SER of a large class of modulation formats. 
For example, we obtain the average BER of BPSK in fading channels as 
poo ^  f°°  
•PBPSK / -Z"BPSK (GO/«HSEGC I  ^FGPSK (^)^CKHSEGC (^)^^ (3.26) 
JO 7T Jo 
where 5>pBPSK(w) = FT[PBPSK(«)] = E[C :'ujPbfsk^]  is the Fourier transform of -PBpsk(C>0, and 
-PBPSK(") = Q(V^a) is the conditional BER of BPSK. We have 
GftPSKH = FT[Q(V2a)] = $g(^)/\/2. (3.27) 
where the Fourier transform of Gassuain-Q function is given in (2.38). 
To evaluate the average SER for M-QAM, we simply need to replace M in (2.37) 
with the CHF of conditional SER of M-QAM, denoted as 3>pQAM(^)- An analytical expression 
of $PqamM was given by [12, eq. (13)], shown here for completeness, 
4 CL 9 (  ^ \ .  .  a  — c 
+J
- w 
1 ( IW (3'28) 
where a -  2(1 - ^ =), b - 1.5, and c -  (1 -  ^=02. 
In summary, we can evaluate the HS/EGC performance of a large class of modulation for­
mats, including M-PSK, M-QAM, M-ary differential PSK (M-DPSK), M-ary frequency-shift-
keying (M-FSK), and 2-dimension signals [94]. Some relevant CHF formulas of conditional 
error rates were listed in [12]. 
3.5.2 Outage probability and SNR statistics 
The outage probability for the HS/EGC diversity receiver output SNR 7HSEGC is defined as 
-^OT,7HSEGC (Tth) — [ flHSEGC(t)^7; 
J  0 
where /7hsegc (7) *s the PDF of the 7HSEGC, and 7^ is the prescribed threshold SNR. Since 
7HSEGC = "HSEGC. we have Pr^SEGC < 7th) = Pr(aHSEGC < V7th)> and thus 
•FOT.THSEGC (7th) ~~ -^OT,aHSEGC (\/7th) ~~ / /«HSEGC {X)dx. 
JO 
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Using numerical inversion of the Laplace transform of the CDF of aHSEGC [62, 94], and the 
trapezoidal summation, an efficient formula to evaluate foT,7HsEGc(7th) is obtained as 
^OT,7HSEG0(7th) 
(3=±(7v /2-n /M)  q=0 V Q J n=0 7 1  
xRe ^«HSEGC ^ ) /^ + ^ n27r^ + EA,N,Q (3.29) 
where EA,N,Q is a remainder term that vanishes when Q becomes large, A is a constant to 
ensure the fast convergence of (3.29), and cn = 1 for n = 0; cn = 0.5 for n = 1,..., N + Q. 
The nth-moment of 7HSEGC may be obtained using ^>Q:HSEGC(S) and the moment theorem, 
given by 
^[7:sEGG]=^[«H:EGc] = $&GcWI-0 (3.30) 
where $^(s) denotes the nth-order derivative of function 5>a, (s) with respect to s.  Equation 
(3.30) may be evaluated using the numerical differentiation. 
The variance of 7HSEGC is simply given by 
The amount of fading (AF) is calculated as 
IS i l  var{7HSEGc} = ^ HSEGC 0) U=o—[^HSEGC (S) |S=O]2-
ATI _ yar{7HSEGc} _ ^CKHSEGC (S) |S=0 -, / O 01 \ 
BS,oc = = 
" 
( 
' 
3.6 Numerical examples 
We provide some numerical examples to compare the performance of HS/EGC with HS/MRC, 
and show the effect of some system and channel parameters (such as i.n.d. fading statistics, 
LC and L) on the performance of HS/EGC over different types of fading channels. 
We first verify the analytical error rate formulas derived and the receiver structure for 
HS/EGC proposed in this chapter. In Figs. 3.2 - 3.4 we present the analytical and simulated 
SERs for 16-QAM with HS/EGC over an i.n.d. Rayleigh channel, an i.i.d. Nakagami-m 
channel (with m = 2.1), and an i.n.d. Nakagami-m channel, respectively. For i.n.d. Rayleigh 
and Nakagami-m channels, we assume the ASNR decreases by 2dB successively from the first 
branch to the fourth one. Furthermore, following the same branch order, the m-parameters for 
the i.n.d. Nakagami-m channel are given by [mi, 7712, mg, 1714} = [3, 2.4,1.8,1.2], respectively. 
The simulated SER for 16-QAM was obtained by assuming the structure given in Fig. 3.1 and 
48 
using decision variable given in (3.2). The results in Figs. 3.2 - 3.4 confirmed our error rate 
analysis and also verified our proposed HS/EGC structure for NCM formats. 
Fig. 3.2 shows that HS/EGC (3,4) has a slight better SER performance than the HS/EGC 
(4,4) for the i.n.d. Rayleigh channel. We note that this observation is also true for HS/EGC 
over i.i.d. Rayleigh channels based on our simulations. 
A Lc=1, simu. 
* l_c=2, simu. 
0 Lc=3, simu. 
+ Lc=4, simu. 
Analysis 
I 
14 20 
Bit ASNR of the first branch (dB) 
Figure 3.2 Analytical and simulated SERs vs. bit ASNR for 16-QAM 
with HS/EGC over an i.n.d. Rayleigh fading channel, with 
Lc = 1 ~ 4 and L — 4. 
This phenomenon may be explained by the fact that unlike HS/MRC, in HS/EGC the 
EGC subset combining is only suboptimal and involves an ASNR loss, which may cause the 
performance of EGC (i.e., HS/EGC (L, L)) to be slightly worse than that of HS/EGC (Lc, L), 
with L c  being smaller  than but  close to L. 
From Fig. 3.3 we observe that the performance of HS/EGC (4,4) is slightly better than 
HS/EGC (3,4) over the i.i.d. Nakagami-m channel. In Fig. 3.4, the SER result of the consid­
ered i.n.d. Nakagami channel shows that the performance of HS/EGC (3,4) is almost identical 
to that of HS/EGC (4,4), though slightly worse but the gap is negligible. These results sug­
gest that when the m-parameter increases the ASNR loss caused by EGC subset combining 
becomes smaller, and that HS/EGC (4,4) is slightly better than HS/EGC (3,4) (e.g., when 
m > 1.4 for the i.i.d. case). Furthermore, over the i.n.d. channels the SNR gaps between 
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* Lc=2, simu. 
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Figure 3.3 Analytical and simulated SERs vs. bit ASNR for 16-QAM with 
HS/EGC over an i.i.d. Nakagami fading channel, with m = 2.1, 
Lc = 1 ~ 4 and L = 4. 
HS/EGC (L c ,  L)  and full EGC tend to be decreased compared to the i.i.d. channels. 
In Fig. 3.5, we provide the average SER of 64-QAM with HS/MRC and HS/EGC vs. bit 
ASNR per branch over an i.i.d. Rayleigh fading channel for Lc = 2 with L varying form 2 to 
6. The result shows that when L increases the gap between HS/EGC and HS/MRC shrinks, 
and the performance of both diversity formats improves substantially. It has been proved in 
[74] that HS/MRC (LC,L) achieves the diversity gain of L over Rayleigh channels. Fig. 3.5 
shows that HS/EGC (Lc, L) attains the same diversity gain as HS/MRC (Lc, L), though with 
a slightly worse SNR gain. 
Besides the study for Rayleigh and Nakagami-m fading channels, performance analysis 
of diversity reception over Weibull fading channels has recently attracted a lot of attention 
[8, 26, 89]. In Fig. 3.6 we present the SER for HS/EGC over an i.i.d. Weibull fading channel 
with c — 3.1. When L increases, the diversity order increases, as expected. Also, HS/EGC 
achieves the same diversity gain as HS/MRC for all cases. 
In Fig. 3.7 we compare the performance of quadrature PSK (QPSK) with HS/EGC over 
i.i.d. and i.n.d. Nakagami-g fading channels, respectively, with L = 4 and Lc = 1 ~ 4. For i.i.d. 
channels, we assume q = 0.4 for all the branches; and for i.n.d. channels, the ASNR decreases 
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Figure 3.4 Analytical and simulated SERs vs. bit ASNR for 16-QAM 
with HS/EGC over an i.n.d. Nakagami fading channel, with 
m = [3, 2.4,1.8,1.2], Lc — 1 ~ 4 and L = 4. 
by 2dB successively from the first branch, and following the same order the g-parameters are 
given by [1, 0.8,0.6, 0.4]. In this example, the performance of QPSK in i.i.d. channels is better 
than the i.n.d. channels. Furthermore, the HS/EGC (3,4) is better than HS/EGC (4,4) for 
both i.i.d. and i.n.d. Nakagami-g channels. 
The SER of 16-QAM with HS/EGC (Lc, 4) over i.i.d. and i.n.d. Rician fading channels is 
shown in Fig. 3.8. For i.n.d. channels, we assume the ASNR decreases by 2dB successively 
from the first branch, and the Rice-if factors are given by [K\, K2, K%, K4} — [8,6,4,2] dB. 
For i.i.d. channels, we assume K = 3 dB for all the branches. The result shows that for 
low-to-medium ASNRs the case of i.n.d. branches has a worse SER performance than the i.i.d. 
case. For high ASNR, HS/EGC in the i.n.d. case has an asymptotically better performance 
due to the higher Rice-if factors. The relative performances between the cases of i.i.d. and 
i.n.d. branches depends on the ASNR and system and channel parameters, and their high 
ASNR behaviors involve the asymptotical analysis and is worthy of a further investigation. 
From Figs. 3.7-3.8, we also found that for both i.i.d. and i.n.d. Nakagami-g and Rician 
fading channels, HS/EGC (3,4) shows a slight better SER performance than the HS/EGC 
(4,4). Note that the same trend is observed for Rayleigh fading channels. This result shows 
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Figure 3.5 Average SER vs. bit ASNR for 64-QAM with HS/EGC and 
HS/MRC over an i.i.d. Rayleigh fading channel, with Lc = 2 
and L = 2 ~ 6. 
that when the amount of fading is larger (e.g., when the q- or m-parameter in Nakagami 
channels decreases), the EGC subset combining loss tends to increase, and L-fold full EGC 
may not  be optimal compared to HS/EGC (L c ,  L) .  
In Fig. 3.9, we provide the outage probability vs. normalized bit ASNR of the first 
branch for HS/EGC and HS/MRC over an i.n.d. Weibull fading channel with L = 5 and 
Lc — [1,2,3,5]. We assume the ASNR decreases by 1.5 dB successively from the first branch 
to the fifth one, and the Weibull c-parameters are given by [5, 4, 3, 2, 2], respectively. The result 
shows that when Lc — 1, the outage probabilities of HS/MRC and HS/EGC are identical, as 
expected. When Lc > 1, HS/EGC has a worse performance than HS/MRC and the gap slowly 
increases with Lc. When Lc = L, HS/EGC (L, L) and HS/MRC (L, L) are equivalent to EGC 
and MRC, respectively, and their SER gap becomes the largest for all Lc. Furthermore, the 
gap between HS/EGC (3, 5) and HS/EGC (5, 5) is almost negligible. This result suggests that 
HS/EGC (Lc, L) with a small Lc may be very attractive for a tradeoff between the complexity 
and the performance. 
In Fig. 3.10 we show the outage probability of HS/EGC over i.i.d. and i.n.d. Nakagami-
m fading channels with L — 5 and Lc = [1,2,5]. For i.i.d. Nakagami channels, we assume 
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Figure 3.6 Average SER vs. bit ASNR for 16-QAM with HS/EGC and 
HS/MRC over an i.i.d. Weibull fading channel, with Lc = 2, 
L = 2 ~ 6, and Weibull parameter c = 3.1. 
m = 2.1; and for i.n.d. channels, we assume the ASNR decreases by 1.5 dB successively, and 
the m-parameters are [mi, mg, 7713,7714,777,5] = [3, 2.4,1.8,1.2,0.6]. The gap between Lc = 2 and 
Lc — 5 for i.n.d. case is smaller than that for i.i.d. case. Results in both Fig. 3.9 and Fig. 3.10 
suggest that for i.n.d. channels even combining a small number of branches may approach the 
performance of EGC. 
3.7 Summary 
In this chapter, we have proposed an HS/EGC receiver structure applicable to non-constant 
modulus modulation formats and verified its validity. By developing a general and accurate 
MGF expression for the HS/EGC output amplitude, we provided an unified method to evaluate 
the error and outage probabilities of HS/EGC with a large class of modulation formats over 
generalized fading channels applicable to different fading families and not necessarily identi­
cally distributed branches. Efficient numerical techniques and some closed-form expressions 
to evaluate the MGF and the truncated MGF expressions have been proposed. Performance 
comparison with HS/MRC shows that the gap between HS/EGC and HS/MRC increases as 
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Figure 3.7 Average SER vs. bit ASNR for QPSK with HS/EGC over 
i.i.d. and i.n.d. Nakagami-g fading channels, with L = 4 and 
Lc = 1 ~ 4. 
L c  increases, but decreases as L increases. The result also suggests that HS/EGC achieves the 
same diversity order as HS/MRC. Unlike HS/MRC, in HS/EGC the EGC subset combining 
is suboptimal and thus the performance may not monotonically improve as Lc increases (i.e. 
by combining more branches). These results provide new insight into the trade-off between 
performance and complexity hybrid diversity reception over generalized fading channels and 
aid in the design of such receivers. 
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Figure 3.8 Average SER vs. bit ASNR for 16-QAM with HS/EGC over 
i.i.d. and i.n.d. Rician fading channels with L = 4. For i.i.d. 
Rician channels, K = 3 dB; and for i.n.d. Rician channels 
[#1,K2,#3,#4] = [8, 6, 4, 2] dB. 
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Figure 3.9 Outage probability vs. bit ASNR of the first branch for 
HS/EGC and HS/MRC over an i.n.d. Weibull fading chan­
nel with L = 5 and Lc = [1, 2, 3, 5]. The Weibull c-parameters 
are given by [5,4,3,2,2], respectively. 
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Figure 3.10 Outage probability vs. bit ASNR of the first branch for 
HS/EGC over i.i.d. and i.n.d. Nakagami-m fading channels 
with L = 5 and Lc = [1,2,5]. For i.i.d. Nakagami channels 
m — 2.1, and for i.n.d. channels m — [3, 2.4,1.8,1.2, 0.6]. 
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CHAPTER 4. ESTIMATION OF COMPOSITE 
GAMMA-LOGNORMAL FADING CHANNEL STATISTICS 
4.1 Introduction 
In the previous chapters, we have assumed that the statistic property of the fading channels 
are known, which is a "standard" assumption in performance evaluation and channel estima­
tion. In addition, knowing these statistics of fading channels is beneficial for the following 
issues. 
• implementation of space-time precoding schemes with mean and covariance feedback; 
• antenna selection and adaptive modulation in spatial-multiplexing systems; 
• implementation of noncoherent ML space-time receivers. 
However, for fading channels with shadowing, to the best of our knowledge, no study on 
estimating statistic property has been done. Therefore, we conclude that there is a need for 
us to study the channel statistic estimation problem. 
Composite fading-shadowing models are used to describe the statistic properties of wireless 
communication channels in congested downtown areas [48, 95], satellite communication systems 
[79, 101], and distributed antenna systems [87, 88]. Particularly, we consider a composite 
gamma-lognormal fading model. This model is fairly general and includes as special cases 
the Rayleigh-lognormal [48, 67] and classical Nakagami-m fading and lognormal shadowing 
scenarios [94, 95]. We also present ML methods based on Newton-Raphson and EM algorithms 
for estimating the unknown fading and shadowing parameters. Once obtained, the parameter 
estimates can be used to design and analyze the performance of wireless communication systems 
[95, 99], and to compute MMSE estimates of mean-signal powers \ see [61]. 
1 Accurate estimation of the mean-signal powers is required for implementing adaptive modulation techniques 
and algorithms for handoff, channel access, and power control [36, 56, 95]. 
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4.2 Measurement model and ML estimation 
Assume that N instantaneous signal  powers yk(t)2 ,  t  = 1,2, . .  . ,  N have been collected in 
the kth observation interval, where k = 1, 2,..., K, and define 
= Wl),2/k(2),...,2/t(AT)F, (4-1) 
We model yk(t) ,  t  = 1, 2,N as conditionally independent Gamma random variables with 
the following PDFs. 
p,l.(w(t) exp(- ^ ), (4.2) 
where Uk is the mean-signal  (shadow) power in the fcth interval, P(-) denotes the gamma 
function, and m is the Nakagami-m fading parameter. Therefore, (ti)!^ and yk2(h)\uk2 
are independent for k\ ^ or t\ ^ ti or both, where k\,kz G {1,2,... ,K} and ii,£2 G 
{1,2,..., N}. We then model the mean-signal powers as i.i.d. random variables with lognormal 
PDF 
= ( -  ( 1 0 1 O S l 2 ^ " " ) 2 ) '  < 4 3 )  
In other words, are assumed to be constant within an observation interval, but vary ran­
domly from one interval to another. The assumption that the mean-signal powers % are 
independent is valid if the observation intervals are sufficiently separated in time. Here, /j, 
(dB) and a (dB) are the mean and standard deviat ion of 101og1 0  Uk, also known as the area 
mean and shadow standard deviat ion,  respectively (see [95]), and 
( = & <4-4> 
Our goal is to find the ML estimates of m, fi ,  and a2  using the instantaneous power observations 
yk(t), t = 1,2... ,N, k = 1,2,... ,K. Define the unknown parameter vector 
6 = [m, [i, a2]T. (4.5) 
The marginal distribution of y k  follows from (4.2) and (4.3): 
/•oo _ N 
Py(y^ e)= \j \py\u{yk{t) \u- ,m) • pu(u;n,a2)  du (4.6) 
t -1 
2If the samples y  k i t )  are scaled by the noise power, they can be viewed as instantaneous SNRs. 
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for k = 1,2 . . .  ,K.  The ML estimate of 9 is obtained by maximizing the log-likelihood function 
of all the measurements y = [yf, y\,..., y^]T: 
K 
L iy ,9)  = Yl l n py( yk> e)-  (4J) 
k=1 
As observed in [96], the difficulty in estimating the parameters of the composite fading-
shadowing models arises due to the integral form of the density function (4.6). In the following, 
we present Newton-Raphson and EM algorithms for finding the ML estimates of Q. 
4.2.1 Newton-Raphson method 
We derive the Newton-Raphson algorithm for maximizing (4.7). A quasi-Newton modification 
of the Newton-Raphson iteration is discussed in Section 4.2.1.1. First, we apply the change-
of-variable transformation 
10 logiQ % - \i (4.8) 
to (4.7): 
where 
and 
L(y;d) — —— lnvr + (m - 1) • ^ ^lnyfc(t) + KNmlnm — KN\nT{m) 
k=1 t=1 
K  (  f°°  
+ 5^lnl / 9(®,yfc,0) • exp(-z2) dx L (4.9) 
k=1 
g(T, = exp(-m^ - ^ - ur^'^/iO) . z+^/io ^ 
1 N 
Vk = ~N yk(t)  (4-11) 
is the sample mean of the mean-signal power in the fcth observation interval. 
The gradient vector dL(y;9)/d0 and Hessian matrix d2L(y;6)/ddd9T  can be computed 
using 
5^1 = /VIV torn + JTJV -
dm rW 6 = 
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9L(y ,0 )  
d j i  
dL(y - , e )  
da2  
and 
A f-oo d l{ x . 2/t, 0)1 du exp(—x2) dx 
I%O9(a;,%7&,^)exp(-a:2)da; 
A f-oo  d <l ( x ,  Vk ,  Q) /d (J 2  exp(—x2) dx  
^ IfL9(z,%/t,9)exp(-z2)da; 
^L(y ; e) KAT ^ 3/k, exp(-i^) <&r 
(4.12b) 
(4.12c) 
dm2  m +£  k=1 9(z, 3/k, exp(-a;2) dr 
rf%c ^ (a:, 3/t, @)/^nexp(-i2) 
9^, 3/t, exp(-x^) <&c 
r(m)r"(m) — [r'(m)]2 
[r(m)]2 (4.13a) 
a^(2/;@) 
ddjddj  E{ k=1 
^g(z, 2/&, 0)/9^a^ exp(-z^) dr 
?(z, 3/t, exp(-a;2) ^  
^)/^« exp(-z^) <&r 9g(a;, i/t, exp(-%2) d% }. (4.13b) [I%o 9^, 2/t, exp(-a;2) dr]^ 
The integral expressions in (4.9), (4.12), and (4.13) are efficiently and accurately evaluated 
using the Gauss-Hermite quadrature formula: 
nm L 
/(%)exp(-z2)<&r % ^^/(if), (4.14) 
1=1 
where /(x) is an arbitrary real function, L is the quadrature order, x i  are the zeroes of 
the Lth-order Hermite polynomial, and hXl are the Gauss-Hermite quadrature weight fac­
tors  tabulated in [1].  We have omitted the expressions for  the derivat ives dq(x,y k ,9) /d0i  
and d2q(x,yk,0)/ddidOj, i,j E {1,2,3}, which are cumbersome but easy to compute. The 
(damped) Newton-Raphson algorithm updates the estimates of 0 as follows (see [85] and [92]): 
-^Z,(y;gW)i-l &&(%/;#(')) Q{i+1) _  q(i)  _  ^ ( i)  .  
29 
(4.15) 
where the damping  fac to r  0 < A M < 1 is chosen at every step to ensure that the log-likelihood 
function (4.7) increases and the parameter estimates remain in the allowable parameter space 
(i.e. m, a2  > 0). The negative inverse of the Hessian matrix evaluated at the ML estimate 
0 = #(°°) 
" [^5se^] (416) 
can be used to estimate the covariance matrix of 0 and to construct confidence regions for the 
unknown parameters [98]. The Hessian matrix formulas (4.13) will be also utilized to compute 
the CRB matrix for the unknown parameters, see Section 4.2.4. 
60 
4.2.1.1 BFGS quasi-Newton algorithm 
To accelerate the Newton-Raphson algorithm, we propose the Broyden-Fletcher-Goldfarb-
Shanno (BFGS) quasi-Newton method that approximates the Hessian matrices in (4.15) with 
the following estimates (see [98, eq. (4.3.7)] and [31, eq. (9.2.10)]): 
„+1) _ (j) _ gc>d<'yygc> g<» { g«>)T 
(dwywidw (dW)v' 
where 
dM = (4.18a) 
9«> = ,4,8b) 
and the initial value can be obtained by computing the exact Hessian at the initial estimate 
of the unknown parameter vector 6^: 
H(0> = S9^>)- (4'19) 
Compared with the Newton-Raphson method, the BFGS quasi-Newton algorithm requires 
more iterations to converge, but each iteration has lower computational complexity, see the 
discussion in Section 4.3. 
4.2.2 EM algorithm 
We present an EM algorithm for computing the ML estimates of 0 [18, 30, 77]. Define 
the vector  of  the mean-signal  powers u = [ui ,u2,  • • • ,  uK]T. By treat ing u as the unobserved 
data, we derive the following iteration between the expectation and maximization steps (see 
the Appendix C). 
• E Step: Compute 
1 K 
= -^E.|,,[ln%t|%/t;9(')], (4.20a) 
k=1 
1 K 
%<^) = -gK,,[(ln%t): I %/&;(,(')], (4.20b) 
k=1 
1 * AT N 
% (y ;0 ( l ) )  =  1 VkM x ) ] -Vk} - (4 . 2 ° c )  
k=1 k=1t=1 
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where 
is an estimate of 9 in the ith iteration and (4.20a)-(4.20c) are computed using 
TN 
~Eu \ y  [iyuk)\yk,  u * '  l  — roo N 
(4.21b) 
.pffli Jo00 [ Ht=i (3/t (t) I)]p^(«; , (<r^) W ) du 
jiT (^ )^ ) ^  
_ hXlt(lQ(V^Xl+^/w) exp(—mNyklO~(^°^'Xl+^/10)lO~mN'*/^°^Xl/10 
ELi exp(-m7V^10-(^^^+^)/^)10-^^^^/^ 
with t ( u k )  = InUfc, (\nuk)2, and u^1, for k = 1,2,. . . ,  K .  
• M Step: Compute 
/'+D = (-%(%/;9W), (4.22a) 
(<r2)(i+D = ^ . {%(%. gM) _ eW)]2%2 . ^(^; gW) - (ju('+D)2, (4.22b) 
and find m^l+l^ that maximizes 
m(î+1) = argmax jmlnm — ln[F(m)] — mTi(y, 0^) — m%{y\0^) j. (4.22c) 
Upon convergence (i.e. as i  —> oo), the above algorithm also provides estimated MMSE 
estimates of the shadow powers in decibels: 
E«|„[101ogio% I yk,Ô] = Ç -E„|Jlnuk \ yk;0], (4.23) 
where the unknown parameter vector 0 is replaced with its ML estimate 0 = 0(°°). Note that 
estimates of the shadow powers in decibels are being utilized by most handoff algorithms, as 
well as for channel access and power control, see [56]. 
We now discuss computing the conditional expectation in (4.21) and maximizing (4.22c). 
The approximation (4.21b) was derived by applying the change-of-variable transformation (4.8) 
to the numerator and denominator in (4.21a) and using the Gauss-Hermite quadrature (4.14) 
to numerically evaluate the obtained integrals. Due to the cancellations of the common terms 
in the numerator and denominator of (4.21a), the formula (4.21b) is remarkably simplified. 
The computation of m^+1^ requires maximizing (4.22c), which was performed using the 
Newton-Raphson method, which is embedded within the "outer" EM iteration. We choose the 
initial values as [76, Ch. 8.3.6]: 
'
= 2«w;e«H3 +«»;«''))]' <4'24) 
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where 
^(%/;^) = 71(i/;6lW) + ^ (!/;6'W) 
The Newton-Raphson iteration for maximizing (4.22c) converges rapidly when initialized with 
the approximate ML estimate in (4.24). The derivatives needed to implement this iteration 
are shown in (C.5) in the Appendix C,  where ip(y,u)  should be replaced with <p(y; 9^) .  
4.2.3 Choosing the initial values 
The proposed algorithms can be initialized by fitting the simple lognormal shadowing 
model, which leads to the following initial estimates of the shadowing parameters: 
K 
K M
(0) 
= 17 è 10 logio Vk, (4.25a) 
k=i 
K 
(f2)(°) = -^^[(lOlogioW^] - (4.25b) 
k=1 
For iV > 1, an initial estimate of m for starting the EM iteration can be obtained using an 
approximate estimator similar to (4.24): 
m(o) = 3 + 2ip0(y)  
2(/%(%/) • [3 + <po(y ) }  '  
where 
1 K K N 
yo(%/) = . ggln3/t(t) 
A;—1 k~l t—1 
is obtained by replacing the unobserved shadow powers u k  with their sample mean y k ,  k  = 
1,2,K in the expression for (p(y,  u)  in (C.6). 
4.2.4 Cramer-Rao bounds 
The CRB matrix for the unknown parameter vector 9 can be computed by inverting the 
expected negative Hessian matrix, where the expectation is performed with respect to the 
distribution of y (see [18] and [58]): 
crbw = 
-{e-[^5^]}"' (426) 
The above expectation requires multidimensional integration, which can be performed using 
Monte Carlo integration. 
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4.3 Numerical examples 
The numerical examples presented here assess the estimation accuracy of the ML estimates 
of 6. Our performance metric is the Mean-square error (MSE) of an estimator, calculated using 
60000 independent trials. Note that the MSEs of the Newton-Raphson and EM algorithms 
coincide, since the convergence points of both algorithms coincide and are equal to the ML 
estimate of 0. 
The measurements yk(t) :  t  = 1, 2,..., N, k = 1,2,. . . ,  K were simulated from the compos­
i te  gamma-lognormal distr ibution with N = 10 samples per  observation interval ,  10 < K < 
100, m = 1 (i.e. Rayleigh fading), /J = 5 dB and a = 3 dB. 
The quadrature order of the Gauss-Hermite approximation in (4.14) and (4.21b) was L = 
20. In Figs. 4.1-4.3 we show the MSEs and corresponding CRBs 3 for the ML estimates 
of m, n, and a2, respectively, as functions of the number of observation intervals K. The 
ML estimators are "almost efficient" in this scenario, i.e. their MSEs are very close to the 
corresponding CRBs. 
In Figs. 4.1-4.3, we also show the performance of the proposed algorithms when the shadow 
powers Uk are correlated. We adopt the first-order autoregressive AR(1) correlation model for 
the shadow process in decibels (see [43, 56]): 
101og10 u k  = a • 10log10 life—i +cu k ,  (4.27) 
where are i.i.d Gaussian random variables with mean (1 — a) • /i = (1 — a) • 5 dB and 
standard deviation \/l — a2 • a — y/l — a2 - 3 dB. The MSEs of the proposed estimators are 
shown for a = 0.5 and a = 0.9. Interestingly, the MSE performance of the estimator of m is 
insensitive to the value of the correlation coefficient a, see Fig. 4.1. However, the estimation 
of the shadowing parameters /i and a2 is affected by a, see Figs. 4.2 and 4.3. 
We now evaluate the computational efficiency of the proposed methods. In Fig. 4.4, we show 
the numbers of iterations and CPU times of the EM, Newton-Raphson, and BFGS algorithms, 
as functions of K. The EM algorithm converged within 12 iteration steps 4, whereas the 
Newton-Raphson algorithm converged in four iterations. 
3The CRB matrix was computed using (4.26), where the expectation with respect to the distribution of y 
was performed using Monte Carlo integration with 60000 trials. 
4The scalar Newton-Raphson iteration embedded within the "outer" EM iteration converged within three 
steps and has low computational complexity compared with the expectation step in (4.20). 
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Figure 4.1 Mean-square error and Cramér-Rao bound for the proposed es­
timator of m as a function of K assuming uncorrelated shadow 
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Figure 4.2 Mean-square error and Cramér-Rao bound for the proposed es­
timator of /i as a function of K assuming uncorrelated shadow 
powers, correlated shadow powers with a = 0.5 and a = 0.9. 
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Figure 4.3 Mean-square error and Cramér-Rao bound for the proposed es­
timator of a2 as a function of K assuming uncorrelated shadow 
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Figure 4.4 Average number of iterations (left) and CPU time (right) of the 
EM, Newton-Raphson, and BFGS algorithms as a function of 
K. 
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In terms of CPU time, however, the EM algorithm was faster than the Newton-Raphson 
method, which can be explained by the fact that a single EM iteration is significantly faster 
than a Newton-Raphson iteration. In particular, the Newton-Raphson algorithm requires 
computing and inverting the Hessian matrix, which counterbalances its advantage in speed 
of convergence. This is a well-known drawback of the Newton-Raphson method (see [18, Ch. 
2.4.3] and [98, Ch. 4.3.2] ) which can be surmounted if the derivatives in (4.12)-(4.13) are 
computed in parallel. The BFGS quasi-Newton algorithm converged in five iterations and 
outperformed the Newton-Raphson method in terms of CPU time; however it was slower than 
the EM algorithm. 
4.4 Summary 
We derived maximum likelihood methods for estimating the parameters of composite 
gamma-lognormal fading channels. The ML estimates of the unknown fading and shadow­
ing parameters were computed using Newton-Raphson and EM algorithms. We also applied 
the BFGS quasi-Newton algorithm, discussed initializing the proposed algorithms, and com­
puted Cramer-Rao bounds for the unknown parameters. The proposed algorithms can be 
extended to other composite fading-shadowing scenarios, such as Rician-lognormal [28, 101] 
and MIMO fading scenarios. 
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CHAPTER 5. ESTIMATION OF MIMO RICIAN FADING CHANNEL 
STATISTICS 
5.1 Introduction 
As we have seen in Chapter 4, the statistic properties of fading channels play an important 
role in wireless communication design and analysis. This problem has not received sufficient 
attention. It is widely assumed that the channel statistic properties are exactly known in 
the analysis; researches are more focused on estimating the channel fading gains rather than 
estimating the channel statistic properties, see for example [44], [55]. Compared with the 
channel statistic estimation, the channel estimation may be more costly and difficult to obtain 
at the transmitter side. Moreover, the channel estimation may not be reliable in certain cases 
when long training sequence cannot be used, such as wideband CDMA [24]. Therefore, some 
researchers have proposed communication schemes based on channel statistic properties only, 
without using CSI [108]. However, an efficient estimation of these statistics are not provided 
in the literature. 
There are several references available for the channel statistic estimation problem. In 
[24], for fading channels without shadowing, Chaufry et al. proposed a method that leads 
to consistent estimation of the second-order statistics for a single-input single-output (SISO) 
frequency-selective Rayleigh fading channel. They also claimed that the same method can 
be extended to Rician fading channels. Marzetta [75] studied a multivariate complex Rician 
channel for the polarimetric synthetic aperture radar (SAR) system. However, the estimation 
of the mean and covariance parameters is solely based on noiseless measurements and signal 
energy without taking into account for the phase information in the received signals. We can 
see that an efficient method to estimate the statistic properties of fading channels based on 
complex noisy measurements, which contain both the phase and amplitude information of the 
received signals, is still lacking. 
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In this chapter, we study the estimation problem of MIMO Rician and Rayleigh block-fading 
channels. We present ML and REML methods for estimating statistic properties using complex 
noisy measurements (containing both the phases and amplitudes of the received signals) from 
multiple coherent intervals. The estimation methods developed herein are applicable to sensor 
array processing for moving arrays, which shares a similar measurement model [106]. 
For MIMO Rician block-fading channels, the fading coefficients are constant within a coher­
ent interval, but vary randomly from one coherent interval to another. Assume that spatiotem­
poral measurements from K coherent intervals are available. At time t in the fcth coherent 
interval, the measurement model is: 
where 
• Vk(t) an nR x 1 data vector received by an array of nR antennas; 
• Hk is the nR x nT channel response matrix; 
• <fik(t) is an nT x 1 vector of signals transmitted by nT transmitter antennas; 
• efc(i) is additive white complex Gaussian noise with 
Here, denotes the Kronecker delta symbol, In is the identity matrix of size n, and "jY" is 
the Hermitian transpose. 
We assume that the transmitted symbols are known, i.e., the coherent intervals contain 
pilot symbols. Stacking all N time samples from the kth. coherent interval into a single vector 
and using [51, eq.(2.11)], we have 
5.2 Measurement model 
î/fcCO — Hk(j)k{t) + ek(t), t — 1,..., N, k — 1,. .., K (5.1) 
E[efcj(ti) e&g(tg) ] — a InH 
y h — Zfchk + e& (5.2) 
where 
• hk = vec {Hk} is the nRnT x 1 channel response vector ; 
69 
•  y k  = [y^(l)T, y k (2)T, • • •, Vk(N) T ] T  is the n n N x 1 spatiotemporal data vector; 
• ek  = [ek(l)T, ek(2)T,..., ek(N)T]T \ 
Zk = <8> Air) = [0fc(l) ' ' ' 'fikiN)]. (5-3) 
Here, "T" denotes a transpose, 0 is the Kronecker product, and the vec operator stacks the 
columns of a matrix one below another into a single column vector (see [51, ch. 16] ). The 
nT x N matrix is the signal matrix in the kth coherent interval and the nRiV x nRnT matrix 
Zk is the "augmented" signal matrix. 
We now decompose the channel response vector hk into a sum of the deterministic LOS 
componen t  fo L O s , f c  and  random sca t t e r ing  componen t  h S C t k :  
h k  — h L O S k  + h s  c k .  (5.4) 
For the LOS component, we use the following model: 
^•LOS,k — ^LOSjfc ® (5.5) 
where ALOs,fc, k — 1,2,... ,K are nRnT x r matrices ; x is an r x 1 vector of unknown complex 
coefficients. The model (5.5) is fairly general and can be used to describe the LOS component 
when dual-polarized antenna elements are employed. 
(i) unstructured LOS model 
When the transmitter and receiver LOS array responses are not known and the variation 
of the LOS component from one coherent interval to another can be described with a simple 
Doppler-shift model, we have ALOS,fc as 
A,OS,& = eXp(j'WD,LOS#&) ' 4lRTlT (5-6) 
where ivDjLOs is the LOS Doppler shift (in radians) due to the relative movement between 
receiver and transmitter. x. We assume that WD,LOS is known, unless specified otherwise (see 
Section 5.4). Then, (5.5) simplifies to hhos>k = exp(ju;DthOSNk) • x, where x is the nRnT x 1 
unstructured LOS array response vector. 
1Note that CVD,LOS corresponds to the continuous-time LOS Doppler shift Oo^osWo.Los/At, where At is the 
symbol duration. 
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(ii) structured LOS model 
If the transmitter and receiver LOS array responses are known, we utilize the structured 
LOS array response model (see [32], [33], [39], and [40]): 
-^LOS.FC = EXP(JU- ,D,LOS-^^) • AT,LOS ® °R,LOS (5-7) 
where aTjLos and aR>LOs are the transmitter and receiver LOS array response vectors of dimen­
sions nT x 1 and nR x 1, respectively. Now, (5.5) becomes 
hhos,k = IT,LOS ® 1R,LOS eXP(j^D,LOS^^) " x (5.8) 
where x = x is the scalar LOS complex amplitude. 
To describe the channel variation from one coherent interval to another, we assume that the 
scattering channel vectors hSCjk are zero-mean independent and identically distributed (i.i.d.) 
complex Gaussian with covariance matrix: 
& = E[hSCtkhsCik], k — l,2,...,K. (5.9) 
In addition, hSCjk  and noise vectors ek  are assumed to be independent, i.e. E[ek lh^ck2\ = 0, 
where &i, G {1, 2,..., K}. 
Our goal is to estimate the unknown parameters in the above model: 
• LOS coefficient vector x (or scalar x); 
• spatial fading covariance matrix IP; 
• noise variance a2. 
which are assumed to be constant over the K coherent intervals. This assumption is justified 
by the fact that the channel mean and covariance parameters depend on large-scale variations 
in the scattering environment, which are typically slow (see [64] and [80]). 
Define the vector of unknown parameters: 
p =  [Re{x}T,Im{x} T , 7 T ] T  (5.10) 
where 7 = [a2, tpT\T is the vector of variance components and tp describes a parametrization 
of the fading covariance matrix W. We consider two models for 
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(i) unstructured model (correlated fading): 
0 = [Re{vech( $r)}T, Im{vech( &)}T]T 
where the correlation structure of the fading channel is completely unknown 2; 
(ii) diagonal model (independent fading): 
0 = [011 02 ! • • • j 0nRnT] 
where the fading-channel coefficients are independent with non-identical variances. 
Note that 0 is a valid parametrization only if the fading covariance matrix & is a positive 
semidefinite Hermitian matrix. 
In the following sections, we derive ML and REML algorithms for estimating the unknown 
parameter vector p under correlated and independent fading scenarios described above. We 
also derive efficient algorithms for estimating p when <Pk$kH is constant. 
5.3 ML and REML estimation 
We first outline the ML and REML approaches to estimate p and then present the proposed 
algorithms. Under the measurement model in Section 5.2, the spatiotemporal data vectors yk  
are independent, complex Gaussian with means and covariances 
E[%/k] =  Tk  x = -2^;A.Los,fc x  (5.11a) 
U k ( - f )  =  Z k  &Z k H  + a 2 I n R N .  (5.lib) 
Thus, the log-likelihood function to be maximized is the logarithm of the joint PDF of yk, k = 
^(p) = -(% - 2(7)-\%/ - Ta) - In ^(7)! (5.12) 
where |-| denotes the determinant, y = [yj, y\ • • • VkY i T = [T'f, • • • 7j£]T is an KnRNxr 
matrix of rank r, and £(7) is an KnRN x KnRN block-diagonal matrix: 
Z%7) = bdiag{Zi(7), ^ (7) - - - ZjcM}. 
2Here the vech and vech operators create a single column vector by stacking elements below the main diagonal 
columnwise; vech includes the main diagonal, whereas vech omits it. 
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The estimate of the LOS coefficient vector x that maximizes (5.12) for any fixed 7  is given by 
(5.13) 
3(7) = [r*r(7)-ir]-ir#c(7)-i 
-1 
where 
Ysk=1 ^Los.fcWfcMAos.fc Z)fc=i •A^os  kWk(-f)zk 
Wt(7) - (^Z^ + ^ Zk%^Zk)-^ (5.14a) 
*4LOS,k = Zk TkZk^Zk ALOs,fc (5.14b) 
zt = Z^^ = vec(}%#^) (5.14c) 
and 
% = [i/t(l),i/k(2) 
is the spatiotemporal data matrix in the /cth coherent interval. The second equalities in (5.13) 
and (5.14c) follow by using (0.2) in Appendix D and [51, eq.(16.2.11)], respectively. Replacing 
x in (5.12) with its ML estimate in (5.13) results in the concentrated log-likelihood function: 
L(7|3(7)) = -[y-Y x(^)]H £(7)-1 [y-T$ ( 7 ) ]-In \nE(i)\-yH n{~i) y-In ^^(7)! (5.15) 
where 
77(7) = ^(7)_1 - [r^r(7)-1r]-1 rifr(7)-1. 
Note that (5.15) is a nonlinear function of the variance-component parameters 7  that generally 
needs to be maximized using iterative algorithms. 
Once the ML estimate 7  is computed by maximizing (5.15), the ML estimate of x is 
obtained by substituting 7 into (5.13). Interestingly, closed-form solutions for the ML estimates 
of 7 exist under the correlated fading scenario with constant $>k<l>kH, see the discussion in 
Section 5.3.2. 
We now introduce the REML method for estimating the unknown variance components. 
The REML estimate of 7 is obtained by filtering out the deterministic Rician component from 
the received data, and applying ML estimation to the error contrasts (i.e. filtered data), which 
corresponds to maximizing the REML log-likelihood function (see Appendix D.2) 
K 
^REMLh) = ^ N^M) - In I r"j7(7)-i r|JX7|2(7)) - ^  I Z (^6) 
k=1 
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with respect to 7 ,  where L{7^(7)) is the concentrated log-likelihood in (5.15). We can also 
derive (5.16) by using an integrated-likelihood approach for eliminating nuisance parameters 
[17] 3 .  Note that the REML method provides only estimates of the variance components 7 ;  
however, a good estimate of x is obtained by substituting the REML estimate of 7 into (5.13), 
which we call the "REML" estimate of x with a slight abuse of terminology. 
Since the Rician component has been filtered out, the REML estimate of 7  is invariant to 
the value of x, i.e. changing x does not alter the REML estimate of 7. Finally, we comment 
that the REML estimates of the variance components have smaller bias than the corresponding 
ML estimates [29, 50]. 
5.3.1 Correlated fading with arbitrary $kH 
In this section, we present the ML and REML estimates of the unknown parameters based 
on ECME algorithms for the correlated fading scenario. 
5.3.1.1 ECME algorithm for ML estimation 
An ECME algorithm maximizes either the expected complete-data log-likelihood function 
4 or the actual observed-data log-likelihood, see [66], [77, ch. 5.7], and [78]. Here, we treat 
the scattering channel vectors hsc>fc, k = 1,2,... ,K as the unobserved data and obtain the 
following ECME algorithm, see appendix D.3.1. 
wf = Ha 2 f>Z t "Z k  + Z k «Z k  V^Z^Zt } - 1  (5.17a) 
XH> = (5.17b) 
fc=l k=1 
= ^Wz^^(zt-Aos,k«0) (5.17c) 
for k = 1, 2,..., K, and 
= 3=2 ) ^(z*, - .ÀLos,k%^)* (z& - A.os,t%^) (5.18a) 
gXi+i) = eW + -^ g {/&(/&)" - (5.18b) 
k=1 
3Here we treat 1 as a nuisance parameter vector and integrate it out using a noninformative prior 
4The expectation is c 
observed measurements. 
omputed with respect to the conditional distribution of the unobserved data given the 
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where 
k=1 (5.19) 
1 K 
— gtr{^ [7Ar-
Note a do not depend on the unknown parameters and can be computed beforehand. Also, 
Atgg k are the (estimated) Bayesian linear-model MMSE estimators of the scattering channel 
vec to r s  h s c > f c .  
Initialization: The above iteration can be initialized with = 0, implying that 
the initial estimate x^~1^ of the LOS coefficient vector is simply its linear least-squares (LS) 
estimate. 
A,(-D _ 
^ ^ (5.20) 
y 1 ^ LOS.fc-^fc "Zfc^-LOS,fc^ ^ lAoS,kZk-
k=1 k=1 
After computing a good initial estimate of is its modified method-of-moments estimate 
(similar to [102, p. 244]): 
K 
gf(0) = 
^ ^](%^)^ (z& - Aos,k a;^) (%t - Aos,t (^%t)"' 
Kk=, 
K 
min{(^)(°\ A} - ^(Z^t) ^ 
(5.21) 
Kk=i 
where (CT2)(°) is a method-of-moments estimate of a2: 
(
"
2 ) ( T
" = K„R {N - „T) g 
Kti-HN g-2 
KnK(N — nT) ° 
which is a good initial estimate of a2, and A is the smallest generalized eigenvalue of the 
matrices (l/#)-I]^i(Zt^%)^ (z&-Aos,t 2^)(zk-Aos,t (Z^^)"^ and (1/K)-
ECi(^)-i 5. 
The moment estimator (a2)(0) is obtained by pre- and post-multiplying ZkH (yk—E<[yk\)(yk~ 
E[yk])H Zk by (ZkH Zk)~l, summing over k = 1, 2 ..., K, taking the expectation of the resulting 
expression, and solving for 0% In addition, we also applied a modification similar to [102, p. 
244] to ensure that is always a valid covariance matrix. 
5Note that ( Z k H  Z k ) ^ 1  can be efficiently computed as ( Z k H  Z k ) - 1  =  { $ k  95kT)~1 ® /nR. 
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5.3.1.2 ECME algorithm for REML estimation 
An ECME algorithm for REML estimation of p follows by replacing (5.18a) and (5.18b) 
with 
2 ( j + 1 )  =  KnnN 2  („2)M 
1  
'  KnuN -r KnRN -  r 
K 
^](zt - Aos.ta:^)^ (zt - ^Los.&a:^) (5.23a) 
k=1 
,p«+i> = 8>(i) + lf; - fUztHzt • [<> 
k=1 
(5.23b) 
l—l 
in the iteration (5.17)-(5.18) and keeping the other steps intact. See Appendix D.3.2, 
The above ML and REML ECME algorithms always converge to estimates that are in the 
parameter space: (<j2)W > 0 and > 0 at each iteration step i, provided that the initial 
values are valid. This is an important general property of the EM and related algorithms, such 
as ECME [81, ch. 12.4]. Similar argument applies to the REML case since the ECME REML 
algorithm is simply the ECME ML algorithm applied to the error contrasts. 
The above algorithms for Rayleigh-fading are obtained simply by removing the step (5.17b) 
and setting ALOS fc = 0. 
5.3.2 Correlated fading with constant $k@kH 
In this section, we propose a computationally efficient alternating-projection ML algorithm 
for the case where $k$kH are independent of k. This condition holds for many practically 
important signaling schemes, e.g. unitary space-time codes [53] and space-time block codes 
based on orthogonal designs [4, 97]. Assume 
$k $kH = r$ (5.24) 
It follows that Z;/1 Zk also does not depend on k,i.e., 
C = Zk1 Zk = r$T (g) InR. (5.25) 
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In this case, there exists a closed-form expression for the ML estimate of noise variance a2 (see 
Appendix D.4): 
K 
Ï2 
^ml = ~T7ZT~7AT—— S(VkVk-ZkC 1z k) KnR(N — nT) 
^ (5.26) 
1 K 
KnR(N - nT) fc=i 
which coincides with the moment estimator in (5.22). The exact ML estimates of x and & can 
be computed by iterating between the following two steps: 
^ + (5 27a) 
r 
K i-l K (5.27b) 
k=l k=1 
- C^(zt-Aos,^^)-vec%^r^)-Aos,ka:^ (5.27c) 
for k = 1,2,..., K, and 
- (^7)-' 8 (5.28) 
k=1 
The above iteration increases the log-likelihood function at each cycle but may converge to 
solutions that are not in the parameter space. It can be shown that, if (5.24) holds, the 
estimators (5.26) and (5.28) are fixed points of the ECME iterations (5.18a) and (5.18b). In 
Appendix D.5.1, we also derive the CRB expressions for this scenario. 
5.3.2.1 ML estimation for unstructured LOS array response model 
Under the unstructured LOS array response model, 
1 K 
$UML = C 1 • — ^EXP(-J'CVDJLOS-ZV/C) zk 
K k=l 
1 K 
= — ^2 vec ( Yfc <PkHr $ 1)exp(-jcvDiLOs-/Vfc) (5.29a) 
k=1 
r 1 
0TTMT, -
 K 
^ I - - (r/)-' ® (5.29b) 
k=1 
are the the ML estimates of x and where CT^L *s the ML estimate of a2 in (5.26) and 
= vec % $-^) - exp(jwD,Los^"^) - ZuML (5-30) 
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for k = 1, 2,.. ., K. Here, (5.29a) follows by substituting (5.6) into (5.13) [see also (5.14b) and 
(5.25)] and (5.29b) is obtained by substituting xUML into (D.23b), see Appendix D.4. 
If the LOS Doppler shift cvDjLOs is unknown, its ML estimate can be computed by maxi­
mizing the following concentrated log-likelihood function: 
K _1  
^D,LOS = arg max zDTFT (^D,LOSAO^ f ^ ^ zkzk) ZDTFTO^DJLOS-^O (5.31) 
<^D,LOS X F—' / fc=1 
where 
1 K 1 K 
ZDTFT(W) = — • E exP(-Jwfc) z/= = ^ • E exP(-iwfc) vec (*fc (5.32) 
/c=l fc=l 
is proportional to the discrete-time Fourier transform (DTFT) of k = 1,2,... ,K. The 
above concentrated log-likelihood is obtained by replacing x, &, a2 and ZkHZk in (D.4) with 
xVMh, fUML, CT2l and C, using [51, Theorem 18.1.1]), and applying a monotonie transformation. 
The classical algorithm for DTFT-based frequency estimation in [84, ch.6.4.4] can be easily 
extended and applied to maximizing (5.31). 
5.3.2.2 AML estimation for structured LOS array response model 
Due to the CRB decoupling between the mean and variance-component parameters, the 
ML estimate of & for the unstructured LOS array response model in (5.29b) is asymptotically 
efficient under the structured LOS array response model. Hence, 1^UML is also an asymptotical 
ML (AML) estimate of H/, provided that it is positive semidefmite. Now, we obtain a closed-
form AML estimate of the structured-array complex LOS amplitude by substituting (5.7) and 
£7ML and &VMh into (5.13): 
~ _ (AT\LOS ® ^R^LOS) ^ ^  1 ZDTFT . . 
" (o^LOS ^ «^LOs) C 5-1(7 (Or,LOS ^ OR,LOs) 
where 
1 K 
" — ] ZkZk^ ~ ^ DTFT^DTFT - (5.34) 
k=1 
To simplify the notation, we have omitted the dependence of zDTFT (cvDjLOsAr) on u;DiLoSiV in 
(5.33). The above estimator is asymptotically efficient. However, it is based on the assumption 
that !?UML > 0 and performs poorly when this assumption does not hold (e.g., when K is small). 
See Figs. 5.2 and 5.5 in Section 5.4. 
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5.3.2.3 ML estimation for Rayleigh fading 
Under the Rayleigh-fading scenario, the closed-form expressions for the ML estimates of 
cr2 and & are given by (5.26) and 
r l  K  i  
-%,.(r/)-i®^. (5.35) 
k=1 
The closed-form ML estimates in (5.26), (5.29), and (5.35) can be used to implement 
noncoherent ML space-time receivers, which require fast estimation of the fading parameters. 
The estimates of $ obtained using (5.27)-(5.28) and closed-form expressions (5.29b) and 
(5.35) are maximum likelihood only if they are positive semidefinite; otherwise, we can ap­
ply the ECME algorithm in Section 5.3.1.1 which always converges to solutions within the 
parameter space. 
Clearly, a necessary condition for (5.28), (5.29b), and (5.35) to be positive semidefinite 
is: K > nRnT. The probability that (5.27)-(5.28), (5.29b), and (5.35) yield non-positive 
semidefinite estimates of is asymptotically zero as either K —> oo or NnK —> oo. For the 
unstructured LOS array response model, we can remove (5.17b) from the ML and REML 
ECME iterations and use the closed-form expression for the ML estimate of x in (5.29a). 
5.3.3 Independent fading 
In this section, we develop ECME ML and REML algorithms for estimating p under 
the independent fading scenario and further simplify them in the case where $k$kH is an 
identity matrix. Approximately independent fading occurs, for example, in virtual channel 
representations, see [64] and references therein. In [33], we also derived Henderson's methods 
[52] for this scenario which performed similarly to the algorithms proposed here. 
5.3.3.1 ECME algorithm for ML estimation 
The ECME ML algorithm for independent fading follows using arguments similar to those 
in Appendix D.3.1, where ECME algorithms were derived for the correlated fading scenario. 
It iterates between (5.17a)-(5.17c) for k = 1, 2,..., K and 
(?2)(i+i) = 5=2 + (zt - .&os,ta:^) (5.36a) 
1 
79 
K 
^ Ë {l[^c,A=]al' - (5.36b) 
k=1 
for n = 1,2,..., nRnT, where ô2 has been defined in (5.19) and 
= diag{(^i)M, (1^2)^, - - -, (^R^)^}-
Here | • | denotes absolute value, [A]n_n is the (n, n) element of matrix A, and [a]n is the nth 
element of vector a. When $kH = 7nT, (5.17a) and (5.17c) further simplify to 
tyM = diagj[(^)W + (^i)W] \ , [(^)^ + (^a^r)^] (5.37a) 
[h$J„ = , Jf"'!'! ,1, • - A^J, „<•>]„ (5.37b) 
for n = 1,2,..., nRnT, and the conditional maximization (CM) steps in (5.36a) and(5.36b) 
simplify accordingly. In this case, the CRB expressions are also simplified (see Appendix 
D.5.2): 
t4 
CRBct2 q.2 
a 
[CRB^], 
nn(N — nT)K 
(o-^ + ^ )^ 
= CRB + 
(5.38a) 
(5.38b) 
K ' nR(N — nT)K 
for n = 1, 2,..., nRnT. Here, CRB^ ^ is an increasing function of both a2 and tpn. As 
expected, both CRB^ a2 and CRB^^ decrease proportionally to 1/K as the number of 
coherent intervals K grows. 
5.3.3.2 ECME algorithm for REML estimation 
The ECME REML algorithm for independent fading follows using arguments similar to 
those in Appendix D.3.2. It iterates between (5.17a)-(5.17c) for k = 1, 2,..., K and 
(a^+D = 
+ 
KnRN 
KnRN — r 
(f2)W 
Kn-aN — r 
• a 
K 
(z& - .&OS,t2^) 
k=l 
K 
- (V'n)^ + J? • {it^Jnj2 ~ [(^n)^Y 
k=1 
K 
(5.39a) 
Aos,t - J. (5.39b) 
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where n  =  1 , 2 , ,  nRnT. For <&k @kH = 7nT, we can use (5.37) to simplify (5.39a) and 
(5.39b). 
As in the correlated fading case, the above ECME algorithms converge to variance estimates 
that are always in the parameter space. They can be initialized using the moment estimators 
in (5.22) and diagonal elements of (5.21). For the unstructured LOS array response model, 
we can remove (5.17b) from the ML and REML ECME iterations and use the closed-form 
expression for the ML estimate of x in (5.29a). 
We evaluate the estimation accuracy and computational efficiency of the ML and REML 
methods in Section 5.3. Our performance metric is MSE of an estimator, calculated using 5000 
independent trials. Numerical simulations were performed using both block- and continuous-
fading scenarios. Throughout this section, we employed the Alamouti transmission scheme for 
anRxnT = 2x2 MIMO system with N = 30 QPSK symbols per coherent interval (normalized 
so that — h) and generated additive white complex Gaussian noise e&(f) with variance 
a2 = 0.01. 
5.4.1 Block-fading scenario 
In the block-fading case, we generated the simulated data using the measurement model in 
Section 5.2. The LOS component was generated using (5.7) with x = 1, aTiLOS = [1, exp(—jvr/6)]r, 
LOS = [l,exp(-j7r/3)]T, and ivD)LOS = vr/2 • 10~2. 
In this section, we consider the correlated block-fading scenario and apply the ML and 
REML algorithms in Section 5.3.1 using the unstructured and structured LOS array response 
models in (5.6) and (5.7). The spatial fading covariance matrix was: 
5.4 Numerical examples 
1 0.2 + 0.1; 0.4-0.5; 0 
0.2 - 0.1? 2 0 
0/ = a • 
0.4 + 0.5 j 0 4 
0.1 + 0.1j 
0.3 - 0.3j 
(5.40) 
0  O . l - O . l j  0 . 3  +  0 . 3 ;  8 
In Figs. 5.1 and 5.2, we present the MSEs and corresponding CRBs for the ML and REML 
estimates of selected parameters as functions of the number of coherent intervals K. The ML 
81 
estimates of p were computed using the closed-form expressions in (5.26) and (5.29) for the 
unstructured LOS model and the alternating-projection ML algorithm (5.27)-(5.28) for the 
structured LOS model. For K > 10, the alternating-projection algorithm converged in less 
than five iterations. In the cases where (5.29b) and (5.28) were not positive semidefinite, we ran 
the ECME ML algorithm described in Section 5.3.1.1. In terms of CPU time, the alternating-
projection ML algorithm was five to seven times faster than the ECME ML algorithm. The 
REML estimation was performed using the ECME algorithm in Section 5.3.1.2 which converged 
in less than seven iterations. 
Structured LOS array model 10"2 
-E - REML 
ML 
CRB 
m 
E 
LLJ 
CO S 
20 40 60 80 
Number of coheren t  i n t e r v a l s  K  
100 
Unstructured LOS array model 10"2 
REML 
ML 
CRB 
re E 
100 
Number of coherent intervals K  
Figure 5.1 MSEs and CRBs of ML and REML estimates of some variance 
components under the unstructured (left) and structured (right) 
LOS array response models in correlated block-fading scenario. 
In Table 5.1, we show the percentages of trials in which the estimates of $ in (5.28) and 
(5.29b) were not positive semidefinite, as functions of K. These percentages decay rapidly with 
K; however, they are high for small K, underlining the importance of the ECME approach 
which handles parameter constraints automatically. 
In Fig. 5.1, the MSEs and CRBs for the ML and REML estimates of Re{ 03,2}, #3,3, ^44, 
and sum of all elements of ip are shown as functions of K for the unstructured (left) and struc­
tured (right) LOS array response models. Due to the CRB decoupling between the mean and 
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Figure 5.2 MSEs and CRBs of ML and REML estimates of LOS coefficients 
under the unstructured (left) and structured (right) LOS array 
response models in correlated block-fading scenario. 
variance-component parameters (see (D.25) in Appendix D.5), the CRBs for the variance com­
ponents are the same regardless of the LOS array response parametrization; the corresponding 
MSEs are also approximately equal. 
In Fig.5.2, we present the MSEs and CRBs for the ML and REML estimates of the un­
structured LOS array response vector (left) and ML, REML, AML, and LS estimates of the 
structured-array LOS complex amplitude x (right), as functions of K. Here, the linear LS 
estimate of x is computed by substituting (5.7) into (5.20). As expected, the MSEs and CRBs 
K = 10 II i t
o o
 g
 II 
o
 
xh II K = 50 K = 60 
structured LOS 63.2% 13.7% 3.7% 0.5% 0.1% 0.05% 
unstructured LOS 65.3% 18.3% 3.9% 0.8% 0.1% 0.04% 
Table 5.1 Percentages of trials in which the alternating-projection and 
closed-form estimators for the structured and unstructured LOS 
array response models in (5.28) and (5.29b) were not positive 
semidefinite, as functions of K. 
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are smaller for the structured LOS model. For larger K, the (closed-form) AML and (itera­
tive) ML and REML estimates of x achieve similar MSE performances. However, the AML 
estimator performs poorly when K is small, see also the discussion in Section 5.3.2. 
An analytical expression for the MSE of the linear LS estimate of x is given below for the 
special case of = InT and assuming the block-fading scenario: 
MSEX = MSEReW + MSEIm{x} 
_ CR2 (AT,LOS ® AR,LOs) ^ (AT,LOS 0 ®R,LOs) ,  .  
K-a^aT-a§aK K • (a^aT)2 • (a§aR)2 
The CRBs were computed using the results in Appendix D.5.1. 
Since the MSE performances of the ML and REML estimators are similar, it is of interest 
to compare their biases as well. Figure 5.3 compares the absolute biases for the ML and 
REML estimates of the variance components ^under the unstructured (left) and structured 
(right) LOS array response models; the biases are shown as functions of K. The obtained 
results confirm the bias-correction property of REML variance-component estimation, see also 
the discussion in Section 5.3. Compared with ML, the REML approach yields significant bias 
improvements when the rank r of the deterministic component is large (e.g., unstructured LOS 
array model) and for small sample sizes K. 
5.4.2 Continuous-fading scenario 
We now study the performance of the proposed methods in continuous fading where the 
scattering channel coefficients are temporally correlated according to the Jakes' model, see 
[34, 95] and references therein. First, denote by hSC}k(t) the scattering channel vector at time t 
in the fcth coherent interval. In adjacent coherent intervals, we model the KnRnTN x 1 vector 
of all scattering coefficients: 
hsc = [/&sc,i(f)^ " "1 h^Nf, • • • hSCjK(l)T, • • • hsc,K(N)T]T (5.43) 
as a zero-mean complex Gaussian vector with covariance matrix [34] : 
ElhschsJ1] = J{tou) <g> & (5.44) 
where uiD G (0, vr) is the maximum angular Doppler frequency (corresponding to the Doppler 
spread of 2UJd). And the (p, q) element of the KN x KN matrix J(cvD) is 
[J(^D)]P,9 — JO(^D(p (?)) (5.45) 
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Figure 5.3 Biases for the ML and REML estimates of the sum of all el­
ements of V under the correlated block-fading scenario and 
unstructured (left) and structured (right) LOS array response 
models in correlated block-fading scenario. 
We further assume that the LOS component of the channel response matrix changes with 
t according to the following model: 
H L O S , k ( t )  =  «A,LOS a?,LOS exp{jivDjLos • [(& - 0.5) N +  t ] }  •  x  (5.46) 
where the LOS angular Doppler shift WD,LOS should be bounded by the maximum Doppler 
frequency, i.e. |cvDiLOs| < wD. Combining the scattering and LOS channel components, we 
obtain the following continuous-fading measurement model: 
W = [#sc,k (t) + #Los,tM] M + et(f) (5.47) 
for t  =  1 , . . . ,  N ,  k  =  1 , . . .  , K ,  where h s  c , k ( t )  =  vec {H S C l k( t ) } -  The above model accounts 
for correlations among the coherent intervals and time variations of the scattering and LOS 
channel coefficients within a coherent interval. 
In the following examples, we consider the correlated fading scenario with & given in (5.40), 
maximum Doppler frequency ivD = 2tt • 10~2 6, and the LOS parameters x = 1, aTjLOs = 
6This is consistent with the mobile speed of 100 mi/h for the carrier frequency 1.9 GHz and a symbol rate 
of 30 kHz, see [53]. 
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[1, exp(-j7r/6)]T, aR]LOS = [1, exp(—j7r/3)]T, and wD]LOs = TT/2 • 1CT2. We first assume that 
the LOS Doppler shift WD,LOS is known, and then consider the case where Wd,LOS is unknown. 
Known u>DjLOS: We computed the ML and REML estimates of p using the methods in 
Section 5.3.1 where the coherent-interval length was chosen as N = 30. Figs. 5.4 and 5.5 
show the MSEs for the ML and REML estimates of Re{ 03^}, ^3 3, ^4, sum of all elements 
of V) and the LOS coefficients, as functions of K] Fig. 5.5 (right) shows the MSEs for the 
AML and LS estimates of the structured-array LOS complex amplitude x. We also compare 
these MSEs with the corresponding block-fading CRBs, thus quantifying the performance loss 
that each method incurs due to the temporal correlation. Interestingly, for small K the MSEs 
of the ML and REML estimates are close to the block-fading CRBs. Under the continuous-
fading scenario, the proposed variance-component estimates are mostly affected by correlations 
among the coherent intervals and time variations of the scattering component within a coherent 
interval, whereas the LOS-coefficient estimates are mostly affected by time variations of the 
LOS component. 
Structured LOS array model 
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Figure 5.4 MSEs and block-fading CRBs of ML and REML estimates of 
some variance components under correlated Rician continuous-
fading scenario and unstructured (left) and structured (right) 
LOS array response models. 
Unknown ivDjLOS: We now consider the scenario where the LOS Doppler shift CJD,LOS IS 
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Figure 5.5 MSEs and block-fading CRBs of ML, REML, AML, and LS 
estimates of the LOS coefficients under correlated Rician con­
tinuous-fading scenario and unstructured (left) and structured 
(right) LOS array response models. 
unknown and estimated by maximizing (5.31). Here, we selected the coherent interval length 
N = 30 as in the previous example. Following the estimated likelihood approach in [81, ch. 10.7], 
we treat the obtained estimate of WD,LOS as a known constant and apply the ML and REML 
methods in Section 5.3.1. Figs. 5.6 and 5.7 show the MSEs and block-fading CRBs for the 
(estimated) ML, REML, AML, and LS estimates of Re{ $3,2}, #3,3, #4,4, sum of all elements of 
if}, and LOS coefficients, as functions of K. For the unstructured LOS array response model, 
the ML estimates of x outperform the corresponding REML estimates. 
5.5 Summary 
In this chapter, we have developed ML and REML methods for estimating the mean and 
covariance parameters of MIMO fading channels under correlated and independent block-
fading scenarios. For unitary space-time codes and orthogonal designs in correlated fading, 
we obtained closed-form expressions of exact and approximate ML estimates of the unknown 
parameters. We also evaluated the performance of the proposed methods via numerical sim­
ulations under the block- and continuous-fading scenarios. Simulation results show that the 
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Figure 5.6 MSEs and block-fading CRBs for the ML and REML estimates 
of Re{ #3,2}, #3,3, #4,4, and sum of all elements of ip under 
the correlated Rician continuous-fading scenario with unknown 
Wo,Los and unstructured (left) and structured (right) LOS array 
response models, as functions of K. 
proposed estimators are almost efficient under the block-fading scenario, having mean-square 
errors close to the corresponding CRBs. 
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Figure 5.7 MSEs and block-fading CRBs for the ML, REML, AML, and 
LS estimates of the LOS coefficients under the correlated con­
tinuous-fading scenario with unknown cvDiLOs and unstructured 
(left) and structured (right) LOS array response models, as 
functions of K. 
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CHAPTER 6. CONCLUSIONS AND FUTURE WORK 
In this thesis, we studied two important techniques that may be used to improve the 
communication performance, data rate, or bandwidth efficiency, for wireless communication 
systems that suffer from possibly severe multipath fading, shadow fading, time variations, etc. 
The first technique that we concentrated on is EGC or HS/EGC equipped with QAM. EGG 
or HS/EGC offers enhanced BER performance and increased data rate, and QAM ensures 
high bandwidth efficiency. We proposed a receiver design and a decision variable, provided a 
unified approach based on MGF/CHF to efficiently evaluate the BER performance for square 
and rectangular M-QAM over a variety of fading channels, and characterized the performance 
loss due to ICE for the Ray lei gh and Nakagami fading channels. Numerical simulations ver­
ified our theoretic results. Our results offer wireless communication systems designers new 
alternatives to design bandwidth efficient systems with desired tradeoff between diversity gain 
and complexity. The second technique is the estimation of channel statistic properties, such 
as the mean and correlations in fading and fading-shadowing channels. We proposed several 
ML based recursive algorithms to estimate these quantities, and derived the CRBs for these 
estimation problems. We demonstrated that our algorithms are efficient in the sense of achiev­
ing the CRBs asymptotically. This technique makes it possible for wireless communication 
systems designers to take advantage of the channel statistic properties in their analysis and 
design. 
Our future work includes the following. 
HS/EGC performance loss due to ICE. In Chapter 2, we quantified the performance loss 
due to ICE in the EGC framework. In Chapter 3, we studied HS/EGC systems that are 
designed using perfect CSI. Clearly, the quantification of the performance loss due to ICE for 
HS/EGC systems elude our study. Due to the practical importance of HS/EGC QAM, it is of 
interest to investigate its ICE issue, which will also be a natural extension of this thesis. The 
approach that has been successfully applied in Chapter 2, namely the analysis based on the 
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"effective channel" or "effective SNR" may be also found useful in this future work. The study 
on HS/EGC with ICE will make the framework of studying the ICE effect on the available 
diversity receivers more complete and provide us with deeper understanding of the sensitivity 
of different diversity systems to ICE. 
Design and Performance evaluation of systems incorporating EGC QAM or HS/EGC 
QAM. There exist studies of systems that are designed based on MRC QAM. For example, in 
a time-division multiple-access (TDMA) digital cellular system, a trellis-coded 16-QAM with 
MRC was proposed, see [3, 57]. It would be practically appealing to study the performance of 
trellis-coded EGC QAM or HS/EGC QAM. To analyze the overall, end-to-end communication 
performance of such systems, it is necessary to completely characterize the underlying EGC 
QAM or HS/EGC QAM. Therefore, after the resolution of the performance analysis of the 
underlying EGC QAM or HS/EGC QAM techniques, we are in a better position to proceed 
to the performance analysis of the overall systems. 
Other natural extensions of performance analysis. We are also interested in quantifying 
the BER performance for channels with temporal correlation (we allowed temporal correlation 
only in the Rayleigh case), and studying multidimensional diversity techniques that involve the 
combination of two or more conventional means of realizing diversity (e.g. space, multipath, 
and frequency). Due to the potentially broad applications of these studies, they have received 
a great deal of attentions recently. The thorough study performed in this thesis gives us 
advantages to study these extensions. 
Effects of channel statistic estimation errors. In the future, we would like to incorporate 
the proposed estimators into the design of (optimal) transmitters and study the effects of the 
channel statistic estimation errors on the performance. Note that there exists extensive study 
of transmitter design based on channel statistic properties (e.g. [44, 108]), i.e. mean and corre­
lation. The benefit of such an approach is that it requires much less frequent side information 
updates at the transmitter and hence reduces the complexity and overhead. However, in the 
existing references, it is widely assumed that the transmitter obtains side information from an 
estimator at the receiver side, and the estimator uses methods based on Method of Moments. 
It is well known that, though easy to implement, Method of Moments does not guarantee any 
optimality [58], and hence it undermines the optimality of designed transmitter. An alterna­
tive and perhaps better way is to employ our proposed ML estimator at the receiver side to 
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generate the estimated channel correlations, which are accessed by the transmitter through 
a feedback link. We would like to see how much improvement we may obtain by implement 
the transmitter design based on our ML estimation. It would then be interesting to study the 
tradeoff between the training sequence length and the overall data rate/performance. In other 
words, a larger training sequence length can give us a more accurate estimation of correla­
tion and improve the data rate/performance, but we would have a shorter period of time to 
transmit our messages. Such a result would be instructive in practical design. 
MIMO composite gamma-lognormal channel estimation. Also as an extension of our work in 
Chapter 4, we would like to study the MIMO composite gamma-lognormal channel estimation. 
This study is meaningful since in applications such as distributed antenna systems, there 
exist multiple transmitters and receivers, and the channels are modelled as composite gamma-
lognormal fading channels. 
Performance evaluation of schemes with beamforming based on channel estimation and with 
diversity combining. Finally, we remark that another direction of future work is an integrating 
piece of the two parts in this thesis. More specifically, for a fading channel, we may employ 
EGC QAM or HS/EGC QAM technique at the receiver, in addition to a beamformer at the 
transmitter. The beamformer uses the channel statistic properties provided by the channel 
estimation algorithms proposed in this thesis. The performance evaluation of this scheme will 
be challenging but potentially useful due to broad presence of EGC receivers and beamformers 
in many wireless communication applications. 
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APPENDIX A. DERIVATION OF m 
To facilitate BER analysis for EGC QAM in Nakagami fading channels, the Nakagami-m 
parameter for q(i), denoted by m, has to be derived. This is especially important for BER 
analysis for small-to-medium average SNRs. We derive m based on the concept of the amount 
of fading. 
Consider a slow Nakagami fading channel. The channel estimate Q given by (2.5) is re­
written as 
Q — cWl -f- riwi i (A.l) 
where cWl = w^c;iPS and nWl = w/^n^pg. Then, ci has zero mean, variance a2 and Nakagami-
parameter m. The AF corresponding to the SNR 71 = cf/No is given by AF = 1/m = 
El'yf]/E[ji]2 — 1 [94, eqs. (2.5) and (2.24)]. It follows that 
1 E[ci\ 
m E[cf]2 (A.2) 
Below we drop the branch index I when no confusion arises. Using (A.l) we obtain |c|2 = 
\cw\2 + \nw\2 + 2Re(c^ntu), which leads to 
^[|c|"] - + 2E[Re(C^)] = ^  + ^ 1- (^-3) 
where a2w = ^[|o^|2] and a2w = E[\nw\2] are the variances of the signal and the noise, re­
spectively. Here, _E[Re(c^n„,)] = 0 because cw and nw are independent of each other and both 
have zero mean. Equation (A.l) further leads to 
E[|f] = 2[|c*|4] + + 4E[{Re(c;W}2] + 2E[|c^|^E[|^|"]. (A.4) 
Using eq. (2.23) of [94] (by setting k = 2 and 7 = a2w therein), we obtain that 
ElKl
'
] = rfm)™?17'- = <1 + 
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Using a similar procedure, we have E[|nw|4] = r^2-)a^w = 2<r4w. Since cw and nw are 
independent and both are circularly-symmetric random variables, we obtain S{[Re(c^n„,)]2} — 
\E[\cw\2]E[\nw\2] = \O 2CwC J I w. 
Substituting these results into (A.4) leads to 
E[\c\A] = (1 + — )(j%v + 2 + 4o-çwa£w 
Therefore, (A.2) is equivalent to l/m — S[|c|4]/(a2w + cr2w)2 — 1 = °Cw, or 
\ Cm ' Ylyj J 
that 
H4<. <A'5) 
where cr2^ = -E[|c„,|2] = wf]RCipSwz and ct2^ = E[\nw\2] = wf^psw;. Here, HCiPS = 
Slc^pgc^g] and !RniPS = E[n;iPSn^s] are the correlation matrices of the channel gain vector 
and noise vector, respectively. For a slow Nakagami fading channel with white noise, we have 
1RC,PS = ®C^-FXF ^i^d IR-T^PS — NOIF. Thus, 
xf w; and cr^ = jVow^w; (A.6) 
By combining (A.6) and (A.5) we obtain 
^ = [7(wf lfxfW;) + (wfw;)]2 
72(wflFxFW;)2/m + (wfw i)2 + 2^wfIlF><FWi(wfIwi) 
As a simple check, (A.7) shows that when 7 is large, fh ~ m; and when 7 is small, mal. For 
Rayleigh fading channels (m = 1), (A.7) shows that m = m = 1 for whatever the ASNR 7, as 
expected. 
For the MMSE-CE in slow Nakagami fading channels, we observe that w; = cl^xi, where 
c is a constant determined by the system and channel parameters. We obtain 
~ = [jFwfwi + wfwj}2 = (1 + Fj)2 
^2F2{wfIwi)2/m + (wpw i)2 + 2:yF(wfIwi)2 1 + 2F7 + F2*/2/m 
As F and/or 7 increase, m approaches m. 
For the ideal MMSE-CE and other channel estimators without frequency offset, p is real-
valued. For non-MMSE channel estimators (e.g. Sine- and Gaussian-interpolators [59]) in 
presence of frequency offset, p may be a complex value. Thus, to generalize our results, we 
assume p to be complex unless otherwise stated. 
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APPENDIX B. CDF AND TMGF FOR FADING AMPLITUDES 
B.l CDF of Nakagami-g random variable 
The PDF of Nakagami-g amplitude ai may be written as [12, 94] 
/*,(%) = 2Aa;exp(-B^)Zo(g^), (B.l) 
_  }  2 ,  B  —  g  =  — I l  ^ the average SNR at the Zth branch given 7I Y Y L — B L  7K1 O I )  7K1 ° I  )  where A = :— 
R 
 —-— " — — 
by 71  =  E ( A F )  =  ( E D / N O ) E [\ci\2} =  E [ \ C I \ 2] / N Q ,  and I Q ( Z )  is the zero-order modified Bessel 
function of the first kind. The CDF of ai is given by 
= 1 - / .Wz/Xz/ = 1 - / 2Ai/exp(-B^)7o(g^)^ 
J  X  Jx 
Note that I Q ( Z )  =  Y ^ K L O  • With a change of variable Y = y2, we get 
roo °° z-oo 2ky2k 
Fai{x) = 1-A J2 exp(-By)I0(gy)dy = 1 - A^j ^ ^k^2exp{-By)dy 
= y2mk + l,x2B)B-l^1 
. / r2 \ h2k 
l
~ 
2 § r  r + 1 ' 7 K i - & 2 ) )  
where F(o, x) = f°°ta~1e~tdt is the complementary incomplete Gamma function [1]. 
B.2 Closed-form TMGF for Nakagami-m Fading Channels 
In Nakagami-m fading channels, the PDF for amplitude a; is given by 
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ro
° 
The TMGF may be written as 
r 
J X 
= Cexp {h) I exp{-{VBy+^s)}^,~ld" 
where C = p^y(^)mi and B = By defining z = \/~By + we have 
Cexp ( j i )  roo / s \ 2rri( —1 
*«<».*) = {*- 27s) 
Assume mi is a positive integer or half-integer, such that 2mi — 1 is an integer. For convenience, 
we define the equality that 
Wo) - F ^). (B.4) 
Using the binomial expansion of (z — -^=)2rrai-1 we obtain 
S
' " 2S™ £ 1 k ) V 2VB) 
44^+ '^) 
= g ( """'k 1 ) 
fc + 1 
2771^ — 1 — fc 
r —z—, \/mi/jtx + 
2^/mi/ji 
*Lk \^Jmi/-fix + ^-j==j . (B.5) 
Below, we provide an efficient recursive procedure to evaluate the complementary incom­
plete Gamma function F(^^, z) involved in (B.4) and (B.5). Consider a real-valued a first. 
We have 
Ln(ci) — I 
J a 
OO fOO Tl+1 
z"e-= dz = / e"* d 
a (n + 1) 
n+1 roo n+1 
= 
~
e_a*(nTT) + (nTÏ)i"+2(a) |B'6) 
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which is equivalent to Ln+2(o) = 2^Ln(a) + "2an+1, or that 2 i 2 
n - L  .  .  1  
W%) = W + (B.7) 
for n = 2,..., oo. For the case of complex-valued o, we need to rewrite Ln[a) as 
roo+jdj 
dz (B.8) 
JaR+jai 
where an = Re(a) and a/ = Im(a) are the real and imaginary parts of a, respectively. Equation 
(B.8) shows that the integral is now along the line parallel to the real axis. Utilizing the 
equality that e~~z2 • = — e~(afi+jaj)2 + = — e~a2g^-, we can readily show f (i+l) aa+jaj ("+^) 
that (B.7) is also valid for the complex-valued a. 
To employ (B.7) we still need to determine the explicit expressions for LQ(O) and L\(a). 
By definition, we have 
poo 
Lo(a) = / e~z dz = y/ïrQ(V2a), (B.9) 
J a /
,2 , 1 _„2 Li(a) = / ze z dz = -e a . (B.10) 
.In 4 
For complex-valued a, using (3.22) or (3.23) we derived for the Rayleigh fading case leads to 
exp(—a2). (B.ll) 1> 2' 0,2 ) ~~ 1 
By using (B.7) with (B.10) and (B.ll) (or (B.ll)), the closed-form TMGF in (B.5) can now 
be evaluated. 
To calculate the TMGF with better numerical stability than (B.5), we recommend to merge 
the factor exp into the iterations for Lfc(a), and the modified formulas are given below, 
2 Z 2m, - 1 V s 
•«.<••*> = fw g ( t J ("vwij '»<••*> (R12) 
where Lk(s, x) = exp Lk{a) and a = (^Jmi/ïix + ^ . The iterative procedure 
to calculate Ln(s,x) is given by 
Ln(s, x) = n 2 1Zw_2(a, x) + ^an_1 exp (^-^-x2 - sx^j (B.13) 
for n = 2,..., oo, with 
Zo(s,z) = o.5V^exp(^-^%^^exp(-^-^) (B.14) 
\4 mi J 2 a 7z 
Zi(s, x) = 0.5exp(—~x2 — xs) (B.15) 
ll 
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By using (B.12) with (B.13), (B.14), and (B.15), we can now evaluate the TMGF efficiently 
and accurately. We have verified that the validity of all the closed-form TMGF expressions 
derived in Sections 3.4.1 and B.2 by comparing them with numerical integration. 
The numerical stability of these closed-form TMGF expressions closely rely on the numeri­
cal accuracy of the function <p(l, 5, a2). The series involved in </>(!, a2) yields a high accuracy 
for small-to-medium |s| and x, but may not always converge very well for large |s| and/or x 
(e.g. LJ > 20, x > 30). Thus, for the latter case we suggest to use the numerical integration 
instead of the closed-form formulas to compute the TMGF. 
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APPENDIX C. EM ALGORITHM 
We derive the EM algorithm presented in Section 4.2.2. Observe that the complete-data 
log-likelihood can be written as 
K  K  N  
Lc(y,u-G) = J^ln pu(uk-,p,a2)+ ^ 2^2lnpy\u(yk(t)\uky, ; m) 
k=l k—1 t=1 
= K • | In — \ In a2 + Nm In m — iVTn[r(m)] 
K AT 
+(m — 1 )N • 
IKN 2 S hiyk{t) — mN k=l t=i 
' i E<lnu')2 + 
fe=i 
— miV — 1 
Therefore, the complete-data sufficient statistics are 
1 K 
Ti(u) = — • ^lnufc, 
fc=i 
t 2(W)  =  -^ ( lnu fc )  
1  K  N  / ,  \  i y- yk{t) 
lKNhh ">• 
fc=l 
(C.2a) 
(C.2b) 
fc=i 
- Â ÉËIf A: TV J ] ^ lny f c ( t )  fc=i t=i 
(C.2c) 
where yfc was defined in (4.11). 
The complete-data log-likelihood (C.l) is easily maximized with respect to fx and a2, yield­
ing the following estimates: 
K  
(C.3a) 1 ÏÏ = — Y lOlogio(ttfc) = £Ti{u) 
a2 = 
_1 
K 
k=l 
K  
2Z[101ogioW) - V\2 = e2T2(U) - /22. (C.3b) 
/e=l 
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Then, to find the ML estimate of m based on the complete data, we need to maximize 
S(y, it; m)  =  mlnm — ln [F (m) ]  — mT\{u) - mT3(y, u) (C.4) 
with respect to m. The above expression follows by dividing the concentrated complete-data 
log-likelihood function Lc(y, u; [m, /I, &2}T) by KN and neglecting terms that are independent 
of m. It can be maximized using the Newton-Raphson iteration, which requires the first two 
derivatives of 5{y, w, m) with respect to m: 
fe) = (C,a, 
d2S(y,u;m) _ T(m)T"(m) - [r'(m)]2 
where 
ip{y,u) = Ti{u) + T3(y,u) - 1. (C.6) 
The complete-data likelihood belongs to an exponential family of distributions, i.e., the log-
likelihood (C.l) is linear in the natural sufficient statistics (C.2) [18, ch. 1.6.2] for the definition 
of the multiparameter exponential family and natural sufficient statistics. Also, the number 
of parameters is equal to the number of sufficient statistics. In this case, the EM algorithm is 
easily derived as follows [77, ch. 1.5.3]: 
• The E step reduces to computing the conditional expectations of the complete-data 
natural sufficient statistics in (C.2) given the observed data y, see (4.20) 1. 
• The M step reduces to replacing the complete-data sufficient statistics (C.2) that occur 
in the complete-data ML estimate expressions of 6 in (C.3)-(C.6) with their conditional 
expectations computed in the E step, see (4.22). 
'Note that ^nVk(t)/(KN) is constant with respect to the conditional expectation, and hence 
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APPENDIX D. ECME ALGORITHM 
D.l The Log-likelihood function 
We derive expressions for and simplify the log-likelihood expression in (5.12). 
Using the matrix inversion lemma [51], we get: 
(D.l) 
which further implies 
rf (D.2) 
Now, the log-likelihood (5.12) can be rewritten as 
K  K  
&(p) = ln(7r^) _ _ i/k - g(z& 
k=1 k=1 
K  
- Aos,kx)H Wk{7) (zfc - Aos.fc®) - |/nRnT + (1/cr2) • ZkHZk #| (D.4) 
k=1 
which follows by using (D.l) and the fact that 
-  I ^ R » T  +  ( V ^ )  - # |  ( D . 5 )  
see (5.11b) and [51, Theorem 18.1.1]. 
D.2 Restricted maximum likelihood 
We derive a REML log-likelihood expression for the measurement model in Section 5.2. 
Define a vector of error contrasts u = BHy, where B is a matrix whose columns span the 
space orthogonal to the column space of Y. Then, the REML log-likelihood is obtained 
as the log-likelihood function for the error contrasts. Without loss of generality, we choose 
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B H B  = L K N K N - I -  Then, (5.16) follows by using the identities 
\ B H E ( J ) B \  =  | R I Î R ( 7 ) - 1 R |  •  | R ( 7 ) | / | R ^ R |  
= 77(7) 
and neglecting terms that do not depend on 7. Note that (5.16) can be further simplified by 
using (D.4): 
K  K  
-Zvreml (7) = —KnRN In a2 — ^ In |/nRnT + Zf/1 Zk ^/c21 — ^ yjf [/nR7V 
1 k—1 
K  
y*. - la I Aos,k 
fc=1 
K  
- 12^ - Aos,t«(7)]^ Wk("y) [z& - Aos,k2(7)] (D.8) 
k=1 
where $(7) has been defined in (5.13). 
D.3 ECME algorithms for correlated fading 
D.3.1 ML estimation 
We derive the ECME ML algorithm in Section 5.3.1.1. The first conditional maximization 
(CM) step in (5.17b) follows by substituting the most recent estimate of 7 into (5.13), where 
(5.13) is the ML estimate of x that maximizes the observed-data likelihood function for fixed 
7. The second CM step in (5.18a) follows by reparametrizing the variance components using 
= #/<72 and a2 (rather than # and a2), which allows us to find the closed-form solution 
for the ML estimate of a2 that maximizes the observed-data likelihood function for fixed 
and x: 
1 K 
* 
+(zk — AhOS,kx)H Wj£( #') (zfc — A^os,kx)} (D.10) 
where 
W%( #0 = (Z*/% + (D.ll) 
Equation (D.9a) follows by maximizing the reparametrized log-likelihood function in (D.4) 
w i t h  W K { 7 )  r e p l a c e d  b y  ( l / c r 2 )  •  W K { \ P ' ) .  
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Then, the second CM step for updating the estimate of a2 in (5.18a) is obtained by sub­
stituting the most recent estimates of x and = #/CT2 into (D.9a). Finally, we apply the 
standard EM algorithm to update # by treating faSc,fc as the missing data, where x and a2 
are fixed. 
Consequently, 
rk — Vk~ x, k = 1 ,2 , . . .  ,K (D.12) 
are the observed data. If hsCjk, k = 1, 2,..., K were known (forming the complete data together 
with r&, k = 1,2,..., K), we could easily find the complete-data ML estimate of # as follows: 
K 
& — Jï X/ hsc,kh. H sc,t (D.13) 
fc=i 
where # is also the natural complete-data sufficient statistic for estimating #. Then, the 
third CM step for updating the estimate of # in (5.18b) follows by computing the conditional 
expectation of (D.13) given the observed data r&, k = 1, 2,..., K. We first find the distribution 
of the missing data hscjc, k = 1, 2,..., K conditional on the observed data rk, k = 1, 2,..., K. 
The joint distribution of and hSc,fc is complex Gaussian with mean and covariance 
E 
cov 
Tk 
hsc ,k 
— 0 
1 r -, ~ H " 
rk 
> = E < rk rk > = 
hsc,k hsc,k h>sc,k 
%k{l) Zk # 
(D.14a) 
(D.14b) 
and then [58, result 7] implies that hSCjk conditional on rk are complex Gaussian vectors with 
means and covariances equal to 
E[bsc,&|r&] = VZkHEk(j)~1rk= &ZkHZkWk(>y)ZkHrk 
= #^^kTVt(7)(zt-Aos,ka:) (D.15a) 
cov(hSC:k\rk) = & - $Zk1 Ek{l)~XZk1® = - &ZkH ZkWk(j)ZkH Zk$ (D.l5b) 
where (D.15a) and (D.15b) follow by using (D.l) and (5.14). Now, (5.17c) follows from (D.l5a) 
and the third CM step in (5.18b) is obtained by substituting the most recent estimates of 
^[hSc,k\rk] and # into 
1 K 
E[# I r&] = ip I] {E[ksc,t|rt] } . (D.16) 
k=1 
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D.3.2 REML estimation 
We derive the ECME REML algorithm in Section 5.3.1.2. The CM step for updating the 
fading covariance matrix in (5.23b) follows by replacing in (D.16) with (see [65, eq. 
(3.10)] and [78, Section 2.3]) 
v K  i - i  
i=i 
r  
K  
n _ i  
-^tWk(7)Aos,k (D.18) 
l=i 
and substituting the most recent estimates of x and #. To obtain the right-hand side of (D.18), 
we used (D.l) and (D.2). The CM step in (5.23a) follows by reparametrizing the variance 
components using = $ fa2 and a2, which allows us to find the closed-form solution for the 
REML estimate of a2 that maximizes the observed-data restricted likelihood function for fixed 
and x: 
_ - ^  +  
KnRN — r KnRN — r 
K  
- Aos,t 2( #')]^ #') [zt - Aos,t #')] (D.20) 
where 
k=l 
K  - 1  K  
s (^ )  =  [ ^^^ (mAos ,k ] "  (D.21 )  
k=l k=l 
and W'k{ #') has been defined in (D.ll). Then, the CM step for updating the estimate of a2 
in (5.23a) is obtained by substituting the most recent estimates of x{ #') and = #/cr2 into 
(D.19a). 
D.4 ML estimation for correlated fading with constant ^k^kH 
We derive the ML estimation algorithm in Section 5.3.2, described by equation (5.26) and 
iteration (5.27)-(5.28). We estimate p by iterating between the following two steps: 
(i) LOS component estimation: fix 7 and estimate x using (5.13); 
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(ii) variance-component estimation: fix x, compute r& using (D.12), and estimate the 
variance-component vector 7 by maximizing the log-likelihood function (5.12): 
K  
£(7 ;®)  =  - ^ [ r f%(7 )^ r& +  In  17^ (7 )1 ] -  (D .22 )  
k=1 
Note that the above alternating-projection approach is embedded in all the algorithms discussed 
in this paper. We show that, for constant % and fixed x, the ML estimates of # 
and cr2 are their method-of-moments estimates: 
K  
\I^-Zk(ZbHZt)-lZk«}rk 
k=l 
K  
[Iu-rN  — ZkC 1ZkH}yk (D.23a) KnR{N - nT) ^ 
1 K 
#ML(z) = ^ E (D.23b) 
k=1 
where (D.23a) follows from (0.23a) by using (5.25) and (D.l). 
We now prove that the expressions (D.23) indeed maximize (D.22). First, simplify (D.22) 
using C = ZkHZk and (D.4): 
K  
L{l]x) = -J]ln|7rrfc(7)| - • KnR(N - nT) -a* 
k=1 
K  
-tr[((T^ + (D.24) 
k=1 
The above log-likelihood function is the logarithm of a multivariate complex Gaussian pdf 
which belongs to the multiparameter exponential family of distributions [18, ch. 1.6.2], This 
fact can be directly verified by inspecting (D.24), which is a linear function of the following 
natural sufficient statistics: and (1 /K) • C^Z^r^r^ Z^C-1. Then, [18, Theorem 
2.3.1] implies that the moment estimates of a2 and # in (D.23) are also their ML estimates, 
provided that #ML in (D.23b) is positive semidefinite. 
?2 ML 
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D.5 Cramer-Rao bound 
We derive the CRB for the vector of unknown parameters p. Using Fisher information 
matrix [58, p. 525], the CRB for p is 
CRB = 
0%,% 0 
0 CRB 7,7 
0 
o x7)7 
(D.25) 
where 
K  
lx,x = Z[Re{X}T,Im{X}T}T,[Re{X}T,Im{X}T]T2Re{YD^k£khylDx,k} (D.26a) 
fc=1 
K  
= tr |i7fc(7) 
k=1 
(D.26b) 
for p, q — 1, 2,..., dim(7), and 
D x.k 
-d(Re{x})T' d(Im{x})T-
Substituting (D.28) into (D.26a) yields 
I, :,x — Re ^ 
1 j 
-j 1 
C,X (t) | 
where K  K  
= 2 . E ^ = 2 - g Aos.t-
k=1 k=1 
It is easy to show that 
^Re{f=,s(7r'} 
We now use (D.l) to simplify (D.26b). For p = 1, 
CRBX|X = lx>x 1 
(D.28) 
(D.29) 
(D.30) 
K  
P^k, = [Z7,7V,7„ = Etr 
k=1 
-4 , V-A" 
^(# - Ttr)K<7-4 + ELl tr , 9=1 
Efli tr - (a#/av,-i)], 9 = 2,..., dim(7) 
whereas for p, q > 1 we have 
(D.31) 
K  
i-^7,~f\p,q — [-^7i7]V'p-l;V'g-l [-^ipip\p-l,q-l — 'y 'tr Sk{7) 
K  
k=1 
a# 
=  T t r  
^ oWp-i 
^ &Ag-l 
a# 
k=1 ' <9^9-1 
(D.32) 
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We partition 2"7,7 as 
T — 7>7  
V2<J2 (D.33) 
where ia2^2 and 2 are computed using (D.31), and is computed using (D.32). We 
adopt the same block partitioning of CRB77 = TZ~. Then, 
CRB^ — 2^ + . 
T—^ <j 'T* 'y—1 V»,-ipltp,iy2 
^(72 .a 2  ^ t / j  
CRB(J2ff2 
"<T ,cr 
1 
i/>,<72 V','0 V'''7 
V2,<r2 ®l/),(72-^,V'Vif2 
(D.34a) 
(D.34b) 
which follow by using the formula for the inverse of a partitioned matrix [51]. 
D.5.1 CRB for correlated fading with constant ^k^kH 
We simplify the above CRB expressions with correlated fading and constant In 
this case, 
Wtb) = 
where C has been defined in (5.25). For the unstructured LOS array response model in (5.6), 
(D.30) simplifies to 
^ Re{^C + C #C} - + C #C} 
Im{^C + C^C} Re{^C + C#C} 
Under the structured LOS array response model in (5.7), (D.30) becomes 
1 
CRB,,, — (D.35) 
2K • (A^LOS <8> AN,LOS) W(7) (Û.T,LOS ® OR.LOS 
The equations in (D.31) simplify to 
-4 
•h, (D.36) 
(D.37a) ^2  =  ^ . {^ (AF-^ )^  +  t r [CVKh)CTyM]}  
r d& 
- =^.[C^h)C^(7)C]p,p(D.37b) 
L O *p,p -I 
and, for p > q, 
a# 
=  jV- t r [CW( 7 )CH 'h )C . 8 R e { i , ^ }  
=  2 K - R e { [ C W ( y ) C W ( y ) C ] p _ , }  
= K • t, [cW(-,)CW(-r)C • 
=  2 K - I m { [ O W ( - r ) C W ( 7 ) C ] M }  
(D.38a) 
(D.38b) 
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where ^p>9 denotes the (p, q) element of for p, q = 1,2,..., nRnT. Also, for pi > gi and 
P2 > <72, (D.32) becomes 
P2'52 
= 2/f Re {[ClVh)C],llP1 [CWbjC],,,,,, + [CIV(7)C]„,„ [CIV(7)e],„to} (D.39a) 
p7,7]R.e{^Pi,?i}>Im{^P2,g2} = P^W !?p2,92},Re{ ^P1,gi} 
= -2JVIm{[ClV(7)C]„2i!„[C»'(7)C],1,„2 + [CW(7)C]„=,,1[CTy(7)C],llM} (D.39b) 
[Xy ^]lm{ j91},Im{ ^ p2i<72 } ["^7,7]Im{ ^P2,Q2 }>Im{ ^P1 ,91 } 
= X tr CW(7)C: -CW(T)C: 9Im{^plj9l} 9Im{!?p2 >g2 }J  
= 2KRe{ - [CW(7)C]„^[Ciy(7)C]„^ + [CW(7)C],2,,i[C^(7)C^,pJ(D.39c) 
and, for pi = q\ and P2 > <72, 
[27,7]^p1,p1,Re{^p2,q2} - [:Z7,7]Re{«irP2.s2}'!pPi,Pi 
= K tr 
P -12 
C^(7)C-^-CTVMC 
a# pi,pi <9Re{ ^2,92}-
["^7,7] S'p! ,P1 ,Im{ &p2,q2 } = [27,7]lm{ï'p2,92},!z'piip1 
(D.40a) 
= BT tr 
P2,?2 
pi,pi aim{^,g2} 
= -2#Im {[CVKh)C]„,p, [C^h)C]p„p J 
and, for p\ = q\ and P2 = <72, 
(D.40b) 
Pr, 7J ^Pi.Pl , ^P2 ,P2 = if tr C^(-y)C -CW(7)C -K|[C^(7)CL,p,|". (D.41) 
D.5.2 CRB for independent fading with <£/- (I>i/r = /, riT 
For independent fading and unitary space-time codes, i.e., Zk Zk = InRnT, we have: 
%/&(?) = ty(-y) = diag{(cr2 + ^ i)"\ ..., (a^ + (D.42) 
and the CRB expressions (D.31) and (D.32) simplify to: 
n.RTIT 
ia2)Cr2 = nR(N — nT)K • a 4 + K • ^ ^ (a-2 + ^n) 2 (D.43a) 
n=l 
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=  ^- [ ( c r^  +  ^ i )  ^ , ( ^  +  ^ 2 )  ^  (D.43b)  
= A: diag{(cr^ +^1)^,(^ + ^ 2)""^,..., (^ + V'7iRmr)^} (D.43c) 
which yields (5.38) after applying (D.34). The CRB expressions for the LOS coefficients under 
the unstructured and structured LOS array response models follow by substituting C = InRnT, 
<P = diag(V>i, 1P2, - • •, VViRnT) and (D.42) into (D.35) and (D.36). 
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