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NDWI Normalized difference water
index
normalizirana razlika vode
NDVI Normalized difference vege-
tation index
normalizirana razlika veg-
etacije
NIR Near-infrared blizˇnji infrardecˇ
SWIR Short-wave infrared kratko valovni infrardecˇ
RF Random forest nakljucˇni gozdovi
SVM Support-vector machine metode podpornih vektorjev
GBM Gradient boosting machine metode gradientnega
pospesˇevanja
TCN Temporal convolutional net-
work
mrezˇa s cˇasovno konvolucijo
ILSVRC ImageNet Large Scale Visual
Recognition Competition
ImageNet tekmovanje vizual-
nega razpoznavanja v velikem
obsegu

Povzetek
Naslov: Kategorizacija uporabe zemeljske povrsˇine na podlagi multispek-
tralnih slik
Opazovanje zemlje iz vesolja je z napredki v razvoju satelitov mogocˇe
v vecˇji natancˇnosti in frekvenci zajema. S tem lahko azˇurno in podrobno
sledimo namembnosti in spremembi uporabe delov povrsˇja. Vendar pa je
to mogocˇe le, cˇe zajete podatke lahko dovolj hitro obdelamo. Pri tem je
kljucˇnega pomena razvoj metod strojnega ucˇenja in racˇunalniˇskega vida za
samodejno razpoznavo. Na teh podrocˇjih v zadnjem cˇasu dominirajo me-
tode globokega ucˇenja. V magistrskem delu obravnavamo uporabo globokih
nevronskih mrezˇ za klasifikacijo tipa poljˇscˇin. Pri tem je kljucˇnega pomena
cˇasovna informacija, zato najprej ovrednotimo dve arhitekturi nevronskih
mrezˇ, ki delujeta z uporabo meritev skozi cˇas. Kljub veliki kolicˇini prosto-
dostopnih satelitskih podatkov je dostop do kvalitetnih ucˇnih baz podatkov
otezˇen, zaradi omejitev pri dostopnosti anotacij. Za potrebe eksperimen-
talne analize smo pripravili lastno bazo poljˇscˇin na podrocˇju Slovenije v letu
2017. Dostop do potrebnih podatkov smo imeli v okviru EU projekta Per-
ceptive Sentinel. V podobnih sˇtudijah so bile baze omejene na manjˇse regije
in po nasˇih informacijah je to prva analiza, narejena na obmocˇju drzˇave.
Pred ucˇenjem metod smo ovrednotili pogostost cˇasovnih meritev in tudi do-
prinos izbire spektralnih kanalov. Izbrano metodo smo nato nadgradili s
konvolucijskimi plastmi, s katerimi smo zajeli tudi prostorski kontekst okoli
obravnavane celice. Koncˇna metoda sˇe nekoliko izboljˇsa povprecˇni rezultat
na bazi, sicer zaradi fragmentiranosti zemljiˇscˇ kontekst ni tako informativen,
kot smo pricˇakovali, vendar pa so koncˇne regije bolj homogene.
Kljucˇne besede
globoko ucˇenje, cˇasovna klasifikacija, rabe zemljiˇscˇa in klasifikacija povrsˇja,
sekvencˇni podatki, razpoznavanje poljˇscˇin, Sentinel-2
Abstract
Title: Categorisation of land use based on multispectral imagery
With the advancement of remote sensing equipment, we have access to
high frequency high resolution multi-spectral images of the world. This is a
key component in up-to-date precision monitoring for changes in land use and
land cover. But such feats can only be achieved if we can process the acquired
data fast enough. This is why we require appropriate machine learning and
computer vision algorithms. Nowadays these fields are dominated by deep
learning and in our work we asses the use of deep neural networks for crop
classification. An important component in this scenario is the use of tem-
poral information. We experiment with two types of architectures that are
capable of using temporal data. Despite the availability of satellite imagery,
the constraints on high quality labeled data make training machine learning
methods difficult. For the purpose of experiments in this work, we have pre-
pared a dataset of crops in Slovenia during the year 2017. The access to the
data was granted within the EU project Perceptive Sentinel. Similar studies
were limited to smaller regions and to the best of our knowledge this will be
the first one done on a whole country. We first evaluate the importance of the
time series frequency and compare the importance of spectral information.
The chosen method is then further improved with the use of spatial informa-
tion, which enables us to include the context around the observed cell. The
method achieves better average performance on the selected domain, but due
to the high fragmentation of the fields in the dataset the improvement is not
as large as one would have expected, however, the resulting regions are more
homogeneous.
Keywords
deep learning, multi-temporal classification, land use and land cover classifi-
cation, sequence data, crop classification, Sentinel-2
Poglavje 1
Uvod
1.1 Opis problema
S tehnolosˇkim napredkom na podrocˇju opazovanja zemlje imamo na voljo
vedno vecˇ satelitskih podatkov. Sateliti vsak dan zajemajo nove podatke
o povrsˇju, katere je rocˇno nemogocˇe pregledati. Satelit Sentinel-2, ki ga
je razvila in ga nadzira Evropska vesoljska agencija ESA, v desetih dneh
zajame celotno Zemljo. Satelit na dan opravi 14 orbit in v vsaki orbiti
zajame 3 TB podatkov. Celotne podatke bi bilo potrebno pregledati v desetih
dneh, ker potem zˇe pridejo novi. Cˇe bi se omejili samo na neko manjˇse
obmocˇje, bi nam morda sˇe uspelo. Ker pa sta v Sentinel-2 konstelaciji dva
satelita (Sentinel-2A in B), dobimo novo sliko celotne zemeljske povrsˇine na
vsakih pet dni. Posledicˇno pregled podatkov v realnem cˇasu brez uporabe
avtomatskih metod ni izvedljiv.
V zacˇetkih so se metode opazovanja zemeljskega povrsˇja omejile na obse-
zˇnejˇse in izrazitejˇse domene. Z razvojem metod, satelitov in podatkov, ki
jih lahko dobimo, pa raste tudi kompleksnost problemov, ki jih zˇelimo na-
sloviti. Z uporabo umetnih znacˇilk so z ekspertnim znanjem dolocˇili mere,
ki poudarijo iskane lastnosti. Nato so na podlagi praga dolocˇili obmocˇja,
kjer je vrednost dovolj intenzivna. Z uporabo kompleksnejˇsih metod lahko
naslovimo probleme, kot je klasifkacija, detekcija sprememb, napovedovanje
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itd.
Vse to je mogocˇe le zaradi vecˇje dostopnosti in krajˇsega intervala pri-
toka novih podatkov. Tako lahko sledimo hitrejˇsim spremembam in naj-
demo vzorce v podatkih o uporabi in namembnosti zemeljskega povrsˇja. S
tem lahko naslovimo veliko razlicˇnih domen dolocˇanja uporabe zemeljskega
povrsˇja, kot je iskanje na novo zgrajenih cest [1], stavb [2], locˇevanje med
poljˇscˇinami [3]. Lahko tudi sledimo spremembam v okolju [4], sˇirjenju in
napovedim mozˇnosti pozˇarov [5, 6, 7]. K napredku prispeva tudi dejstvo, da
imamo na voljo prosto dostopne podatke in vedno boljˇse satelite, ki zajemajo
slike spreminjajocˇega se povrsˇja sˇe bolj pogosto in z viˇsjo resolucijo.
Satelitski podatki predstavljajo izzive na razlicˇnih podrocˇjih procesiranja
velike kolicˇine podatkov, potrebo po generalizaciji metod itd. Poleg tega
na podrocˇju primanjkuje primernih anotiranih baz, ki bi imele veliko ucˇnih
primerov s cˇasovno in prostorsko komponento za izbrano domeno. Zaradi
obsezˇnosti smo se v tem delu omejili le na nekaj izmed teh problemov.
1.2 Sorodna dela
Prvi poskusi avtomatskih metod na podrocˇju opazovanja zemeljskega povrsˇja
so vkljucˇevali uporabo umetnih znacˇilk [8] in preprosto obdelavo. Najbolj
se je uveljavila metoda generiranja znacˇilk, ki normalizirajo razliko vredno-
sti. Za izracˇun potrebujemo dva spektralna kanala, katerih razlika je v
sˇtevcu in vsota v imenovalcu. Uveljavila se je zaradi svoje robustnosti in
preproste interpretacije. Prednost normalizirane razlike je tudi zmanjˇsanje
sˇuma. Ta pogosto nastane zaradi atmosferskega vpliva in kota zajete infor-
macije. Z uporabo tako generiranih znacˇilk, so dosegali dobre rezultate, saj
so bile zasnovane s fizikalno motivacijo. V primeru zaznavanja vode je taka
znacˇilka normalizirana razlika vode NDWI [9] (angl. normalised difference
water index ), ki jo izracˇunamo z razliko infrardecˇega NIR in kratkovalov-
nega infrardecˇega kanala SWIR. Znacˇilko se uporablja za razlicˇne resˇitve.
Slika 1.1 prikazuje primer cevovoda za dolocˇanje povrsˇine vodnih teles. Vre-
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dnost znacˇilke nad nekim pragom predstavlja vodo. Za ovrednotenje biomase
Slika 1.1: Primer cevovoda za dolocˇanje vodne gladine Blejskega jezera [10].
se pogosto uporablja normalizirana razlika vegetacije NDVI (angl. norma-
lised difference vegetation index ). Za njen izracˇun potrebujemo kanal NIR
in rdecˇ vidni spekter. Z njo lahko spremljamo zdravje rastlin, susˇo [11] in
podobne spremembe zelenja.
Strojno ucˇenje
Z napredkom na podrocˇju strojnega ucˇenje so preizkusili uporabo umetnih
znacˇilk, nakljucˇnih gozdov [12, 13] RF (angl. random forest) in metode
podpornih vektorjev SVM [14] za resˇevanje razlicˇnih problemov. Nekateri
izmed njih so dolocˇanje namembnosti zemeljskega povrsˇja, detekcija gozdnih
obmocˇij [12], klasifikacija poljˇscˇin [15]. Na Sliki 1.2 je prikazan primer klasi-
fikacije uporabe zemeljskega povrsˇja z uporabo metode RF.
Z napredkom na podrocˇju racˇunalniˇskega vida se je uveljavil koncept
t.i. globokega ucˇenja v obliki konvolucijskih nevronskih mrezˇ [17]. Te sicer
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Slika 1.2: Klasifikacije uporabe zemeljskega povrsˇja z RF [16].
zahtevajo velike kolicˇine ucˇnih podatkov, obenem pa na razlicˇnih podrocˇjih
dosegajo dobre rezultate [18, 19]. Izkazale so se tudi na podrocˇju klasifikacije
satelitskih slik [20, 21]. Prednost pred nakljucˇnimi gozdovi je v zajemanju
prostorske informacije. Nakljucˇni gozdovi delujejo na nivoju posamezne sli-
kovne tocˇke, kar pomeni, da sosednje tocˇke ne vplivajo na dolocˇanje razreda.
Konvolucijske nevronske mrezˇe delujejo neposredno na vrednostih posame-
znih slikovnih elementov, zato rocˇno ustvarjanje znacˇilk ni potrebno in za
dodaten vir informacij zajamejo tudi sosednje tocˇke. Znacˇilke niso potrebne,
ker se mrezˇe naucˇijo zgraditi ustrezne znacˇilke, ki nam pomagajo opraviti
nalogo, npr. dolocˇiti tip povrsˇja [20, 21].
Morda je to v primeru satelitskih slik tudi pomanjkljivost, saj imajo
razlicˇni sateliti razlicˇen nabor senzorjev. Satelitski podatki, ki jih upora-
bimo za evalvacijo metod, so pridobljeni iz prosto dostopne baze podatkov
satelita Sentinel-2, ki ima sˇirok nabor senzorjev (prikazan na Sliki 1.3). To
ne drzˇi za vecˇino preostalih satelitov. Ker so v dosedanjih raziskavah [3] upo-
rabili vse senzorje, je uporaba metod s tem tudi omejena na satelite, ki imajo
enak nabor senzorjev. Sateliti so omejeni z energijo ter kolicˇino podatkov, ki
jih lahko prenesejo. Z vecˇjim sˇtevilom senzorjev, zraste tudi velikost in cena
satelita. V delu [16] so uporabili podatke zajete s satelitom Formosat-2, ki
ima na voljo le viden in infrardecˇ spekter. Razlika med uporabo celotnega
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Slika 1.3: Karakteristike senzorjev na satelitu Sentinel-2 [22].
spektra, ki je na voljo na satelitu Sentinel-2, in okrnjenim naborom ni pov-
sem jasna. Pogledali smo, kaksˇna je razlika v razlicˇnem naboru kanalov, kaj
lahko pridobimo in kje je pomanjkanje v primeru manjˇsega sˇtevila kanalov.
Klasifikacija poljˇscˇin
Za klasifikacijo poljˇscˇin, kot tudi nekaterih drugih problemov, v staticˇni sliki
ni dovolj informacij za uspesˇno klasifikacijo. Jasno je, da lahko z uporabo
podatkov, ki so bili zajeti skozi celo leto dosezˇemo najboljˇse rezultate. Cˇe pa
zˇelimo informacije o poljˇscˇinah pridobiti zˇe prej, imamo tezˇavo. V zacˇetku
leta imamo na voljo manj informacij (in vecˇ oblakov), posledicˇno so rezultati
slabsˇi. V cˇlanku [13] so preverili uspesˇnost inkrementalne klasifikacije od
zacˇetka do konca sezone. Na Sliki 1.4 je prikazana uspesˇnost locˇevanja med
izbranimi razredi z dodajanjem nove cˇasovne informacije, ko je ta na voljo.
Uspesˇnost je tudi odvisna od problema, ki ga naslavljamo, vendar se vecˇina
zemeljskega povrsˇja razlicˇno spreminja skozi cˇas in lahko z uporabo cˇasovne
informacije najdemo tudi vzorec, ki se ujema z izbranim ali pa nam pomaga
locˇiti med razlicˇnimi razredi.
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Slika 1.4: Uspesˇnost klasifikacije z dodajanjem cˇasovne informacije [13].
Na podrocˇju strojnega ucˇenja se razvijajo arhitekture nevronskih mrezˇ,
ki lahko vkljucˇijo cˇasovno informacijo, vendar na podrocˇju satelitskih slik
ni javno dostopnih baz za ucˇenje [16, 3], ki bi omogocˇale taksˇno analizo.
Pogosto jih imajo ustanove, ki jih ne morejo javno deliti zaradi razlicˇnih ra-
zlogov. Poleg dejstva, da je kolicˇina podatkov ogromna, ostaja tudi tezˇava,
da jih lahko anotirajo le eksperti. Tudi cˇe bi se odlocˇili za rocˇno oznacˇevanje
satelitskih slik, ostaja problem, da pogosto slika ni dovolj informativna. V
primeru satelitskih slik se zajeti podatki med seboj razlikujejo, saj imamo na
voljo razlicˇne satelite, katerih razlicˇne specifikacije so uporabne za resˇevanje
razlicˇnih problemov. Zanasˇanje na surove vrednosti je mogocˇe le v neka-
terih primerih. Ljudje lahko za dolocˇanje namembnosti povrsˇja uporabimo
le vidni spekter. Le-ta pogosto ni dovolj za locˇevanje med razredi. V vi-
dnem spektru lahko locˇimo na primer med cestiˇscˇem in ostalimi umetnimi
povrsˇinami, vendar le na dovolj visokih resolucijah. Dolocˇanje razredov med
drevesi, grmovjem in tipi poljˇscˇin je na podlagi satelitskih slik zˇe vecˇji izziv,
cˇe se zanasˇamo le na vidni spekter. Zato je pomembnost baze, ki se jo spro-
tno in azˇurno dopolnjuje ob spremembah namembnosti povrsˇine, kljucˇnega
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pomena.
Evropska unija v sodelovanju z lokalnimi agencijami po celotni Evropi z
uvedbo skupne kmetijske politike CAP (angl. Common Agricultural Policy)
stremi k izboljˇsanju kmetijstva na obstojen nacˇin. Da bi izboljˇsali in zagoto-
vili obstojnost, bodo do leta 2020 pripravili izboljˇsavo zˇe obstojecˇega sistema.
Eno izmed vecˇjih vlog bo imelo opazovanje zemlje iz vesolja, ki bo omogocˇilo
povecˇanje ucˇinkovitosti obstojecˇih sistemov. Problem, ki ga naslavljajo je,
da se morajo lokalne agencije na podlagi zbranih informacij odlocˇiti o ustre-
znosti oddanih vlog. Trenutno so v fazi dogovarjanja o primernem pristopu,
ki bi omogocˇil analizo z uporabo satelitskih slik. Nekaj cˇlanic zˇe izvaja testi-
ranje. Izbrali so regije, ki imajo heterogene kmetijske prakse (velikost polj,
sˇtevilo poljˇscˇin) in dobro predstavljajo povrsˇje in podnebne razmere v EU. V
okviru projekta zˇe razvijajo nekaj produktov, kot so zemljevid obdelovalnih
povrsˇin, kosˇenih travnikov, indikator stanja zelenja, monitoriranje kmetij-
skih praks, skupaj z interaktivnimi vizualizacijskimi storitvami satelitskih
slik in prakticˇnih primerov. Vse je zasnovano za uporabo podatkov satelitov
Senitel-1 in Sentinel-2, kateri so prosto dostopni. Uspesˇnost bodo postopoma
ovrednotili skozi prototipiranje in demonstracije na projektu. Aktivno zbi-
rajo in pripravljajo podatke potrebne za razvoj, ki bodo igrali pomembno
vlogo pri evalviranju uspesˇnosti razlicˇnih pristopov.
Globoko ucˇenje
Poleg dobrih podatkov je za uspesˇno resˇevanje problema pomembna tudi
izbira primerne metode. Pri metodah RF in SVM cˇasovna informacija ne
vpliva na grajenje modela in koncˇno uspesˇnost metode. V preteklosti je bila
pomanjkljivost poleg primernih metod tudi racˇunska mocˇ. Z razvojem so
tudi na podrocˇju satelitskih slik za segmentacijo satelitskih slik uporabili
rekurencˇne nevronske mrezˇe [3]. Le-te izkoristijo cˇasovno komponento, s
katero se metode lahko naucˇijo cˇasovnih odvisnosti in so bolj odporne na
zakrivanja povrsˇja z oblaki, ki so problem pri opazovanju v enem samem
trenutku. Vendar tudi rekurencˇne nevronske mrezˇe [3], ki jih uporabljamo za
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integracijo cˇasovne komponente, niso brez svojih omejitev. Vsebujejo veliko
parametrov in vsako stanje je odvisno od predhodnega, zato je ucˇenje taksˇnih
metod dolgotrajno in zahteva veliko kolicˇino ucˇnih podatkov. Z napredkom
imamo na voljo tudi razlicˇne arhitekture nevronskih mrezˇ [23], ki ucˇinkoviteje
zdruzˇujejo cˇasovno informacijo. Metoda predlagana v cˇlanku [23] sˇe ni bila
preizkusˇena v okviru analize povrsˇja z multispektralnimi satelitskimi slikami.
Na voljo imamo tudi arhitekture, ki omogocˇajo natancˇno klasifikacijo na
nivoju slikovnih elementov [3].
Za klasifikacijo poljˇscˇin na podlagi prostorske in cˇasovne informacije so na
podrocˇju zˇe uporabili rekurencˇne nevronske mrezˇe [3]. V cˇlanku [23] za delo
s cˇasovnimi podatki priporocˇajo uporabo konvolucije, ki poenostavi posto-
pek ucˇenja, evalvacije, dostopnost in mozˇnosti skaliranja metode. Za osnovo
smo izbrali pristop [16], ki zgolj z uporabo cˇasovne konvolucije zˇe nudi do-
volj informacij za locˇevanje med razlicˇnimi poljˇscˇinami. Naslovili bomo tudi
vprasˇanje, kaksˇna cˇasovna interpolacija je potrebna za locˇevanje med posa-
meznimi razredi. Metodo bomo nadgradili z uporabo prostorske konvolucije,
ki bo zdruzˇila oba tipa informacij, prostorsko in cˇasovno. Uporabili bomo
tudi celoten spekter, ki ga ponuja satelit Sentinel-2, in ga primerjali z okrnje-
nim, ki je na voljo tudi pri drugih satelitih. Ker je na podrocˇju pomanjkanje
baz primernih za ucˇenje metod, bomo pripravili lastno bazo na podlagi po-
datkov, ki jih je priskrbela Agencija za kmetijske trge in razvoj podezˇelja v
okviru Horizon 2020 EU projekta Perceptive Sentinel 1. Do sedaj so bile vse
sˇtudije omejene na manjˇse regije in bo to po nasˇih informacijah prva, ki bo
zajela obmocˇje celotne drzˇave. Ob omejitvi na manjˇse regije lahko dosezˇemo
boljˇse rezultate na omejenem obmocˇju, kar je lahko zavajajocˇe, saj je v tem
primeru manjˇsa razgibanost v zajetih satelitskih podatkih, kot tudi manjˇsa
raznolikost poljˇscˇin.
1http://perceptivesentinel.eu
1.3. STRUKTURA NALOGE 9
1.3 Struktura naloge
Naloga je sestavljena iz petih poglavij. V poglavju 2 bomo opisali osnovne
funkcionalnosti nevronskih mrezˇ, njihove gradnike, matematicˇni zapis in de-
lovanje. Opisali bomo tudi konvolucijske nevronske mrezˇe, ki jih uporabimo
za zdruzˇevanje prostorske in cˇasovne informacije. V poglavju 3 bomo pred-
stavili uporabljene podatke, njihovo pripravo in referencˇno metodo. Za pre-
verjanje ustreznosti pripravljenih podatkov bomo uporabili umetno znacˇilko
NDVI, ki jo interpretiramo in prikazˇemo lazˇje kot spreminjanje vrednosti
vidnega spektra. V poglavju 4 bomo ovrednotili doprinos posameznih aspek-
tov podatkov. Primerjali bomo tudi vpliv kompleksnosti cˇasovne in pro-
storske konvolucije na uspesˇnost klasifikacije. Oba aspekta sta v primeru
poljˇscˇin zelo pomembna in nosita potrebno informacijo za uspesˇno locˇevanje
med poljˇscˇinami. V poglavju 5 bomo povzeli dobljene rezultate in predlagali
mozˇnosti za nadaljnje delo.
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Poglavje 2
Metode
Na podrocˇju strojnega ucˇenja zˇe nekaj cˇasa prevladuje globoko ucˇenje, na-
tancˇneje umetne nevronske mrezˇe. Razlogi za uspeh so v aplikativnosti na
vecˇ domen. To je mogocˇe zaradi modularnosti arhitektur. Razlicˇne arhitek-
ture dosegajo dobre rezultate na mnogih podrocˇjih in domenah. Z drugimi
besedami, uporabimo lahko razlicˇne kombinacije gradnikov in zgradimo kom-
pleksne arhitekture za resˇevanje najrazlicˇnejˇsih problemov.
V tem poglavju bomo opisali gradnike nevronske mrezˇe, katere upora-
bljamo. Opisali bomo razlicˇne vrste elementov iz katerih so sestavljene ne-
vronske mrezˇe, ter njihove prednosti in slabosti. Najbolj preprosta umetna
nevronska mrezˇa se imenuje mrezˇa s povezavami naprej (angl. feed-forward
neural network). Sestavljajo jo osnovni gradniki, ki niso vezani na zvrst
nevronske mrezˇe. Metode in enacˇbe so povzete po [24].
2.1 Umetne nevronske mrezˇe
Nevronske mrezˇe so sestavljene iz vecˇ gradnikov. Na Sliki 2.1 je prikazana
mrezˇa s povezavami naprej. Tako mrezˇo lahko predstavimo tudi kot usmerjen
graf, brez ciklov, ki bi povzrocˇili neskoncˇno zanko. Zato jih pogosto locˇimo
v sloje, kjer imata dva sosednja sloja v parih povsem povezane elemente,
znotraj vsakega posameznega sloja pa nimamo nobene povezave. Vsaka ne-
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Slika 2.1: Mrezˇa z dvema skritima nivojema [24].
vronska mrezˇa ima vhodni nivo in v primeru mrezˇe na Sliki 2.1 vhodnemu
nivoju sledijo dva skrita nivoja in izhodni nivo. Taksˇne in podobne mrezˇe
imenujemo globoke nevronske mrezˇe, ker imajo skrite nivoje.
Vhodni in izhodni nivo se med mrezˇami po funkcionalnosti ne razlikujeta.
V primeru prvega nivoja nevronske mrezˇe se velikost ujema z dimenzijami
vhodnih podatkov, npr. v primeru klasifikacije slik se ujema z velikostjo
slike. Vhodni nivo je edini, ki ne izvaja matematicˇnih operacij in zgolj sluzˇi
za podajanje podatkov naslednjim nivojem. Vsak nivo za vhodnim vse svoje
vhodne vrednosti utezˇi in na podlagi sesˇtevka teh izracˇuna svoje izhodne
vrednosti. Enacˇbo za izracˇun izhodnih vrednosti zapiˇsemo
y = f
(∑
wixi + b
)
, (2.1)
kjer je xi vhodni signal s pripadajocˇe utezˇjo wi, b pa konstantni cˇlen. Na
vsakem nivoju imamo vecˇ taksˇnih elementov. Imenujemo jih nevroni in so
osnovni gradniki nevronskih mrezˇ. Zdruzˇijo vhodne vrednosti in utezˇi ne-
vrona in jih z uporabo aktivacijske funkcije preslikajo na izhod. Utezˇi na
zacˇetku, pred ucˇenjem, navadno nastavimo na majhne nakljucˇne vrednosti
in jih med procesom ucˇenja na podlagi napake primerno spreminjamo.
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Aktivacijske funkcije
Aktivacijske funkcije imajo preprosto nalogo preslikave vhodnih vrednosti
v izhodne. Brez aktivacijskih funkcij bi bil model le linearna regresija, ki
ima omejene zmogljivosti in v vecˇini primerov dosega slabsˇe rezultate od
umetnih nevronskih mrezˇ. Omogocˇajo nam tudi, da lahko iz kompleksnih
vecˇ dimenzionalnih, nelinearnih podatkov, kot so slike, zvok, video, govor
itd. s kombinacijo preprostih gradnikov zgradimo kompleksne arhitekture
mrezˇ.
Aktivacijske funkcije na utezˇeni vsoti predhodnega nivoja izvedejo defi-
nirano matematicˇno operacijo. Izbira funkcije je odvisna od problema, ki ga
resˇujemo. Pogoj je, da je izbrana funkcija odvedljiva, saj bomo le tako lahko
na podlagi napake posodobili vrednosti utezˇi, da bomo v prihodnjih iteracijah
imeli manjˇso napako. Na voljo imamo, kar nekaj aktivacijskih funckij, vsaka
s svojimi prednostimi in slabostimi. Ena izmed bolj preprostih je stopnicˇasta
aktivacijska funkcija, ki ima binaren izhod. Definirana je kot
f(x) =
{
1, cˇe x ≥ h
0, cˇe x < h,
(2.2)
cˇe kombinacija vhodov in utezˇi presezˇe prag h, je izhodna vrednost funkcije
1 sicer 0. Tezˇava funkcije je, da je odvod konstanta, zato ucˇenje z metodami
gradienta ni uspesˇno. Boljˇsa je uporaba sigmoidne funkcije, ki je prikazana
Slika 2.2: Levo: Sigmoidna ne-linearna aktivacijska funkcija. Desno: ReLU
z vrednostjo nicˇ v primeru x < 0
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na Sliki 2.2 levo in jo zapiˇsemo z enacˇbo
f(x) =
1
1 + e−x
, (2.3)
ki vrednosti omeji na interval med 0 in 1. Zelo velike negativne vrednosti so
0 in zelo velike pozitivne vrednosti so 1. Kljub temu imamo lahko tezˇavo, cˇe
so med ucˇenjem vrednosti blizu 0 ali 1, saj je tam gradient skoraj nicˇ in s tem
lahko tudi velike napake postanejo zelo majhne. Pri vzvratnem razsˇirjanju
napake zelo zmanjˇsa gradient (angl. vanishing gradient).
Zato pogosteje uporabimo usmerjeno linearno enoto ReLU (angl. Recti-
fied Linear Unit) na Sliki 2.2 desno, ki jo zapiˇsemo z enacˇbo
f(x) = max(0, x). (2.4)
Je preprosta za implementacijo in v kombinaciji s stohasticˇnim spustom po
gradientu (angl. stochastic gradient descent), omogocˇa hitro konvergenco
v primerjavi s prej omenjenimi aktivacijskimi funkcijami. Vendar ima tudi
ReLU slabosti; npr. v fazi ucˇenja lahko velik gradient posodobi utezˇi tako,
da se nevron ne bo vecˇ aktiviral na nobenih vhodnih podatkih. Vrednost
gradienta, ki bo sˇla skozi ta nevron bo od takrat naprej nicˇ.
Prepustna usmerjena linearna enota (angl. leaky ReLU ) je eden izmed
poskusov odpravljanja tezˇave. Namesto, da vse negativne vrednosti omejimo
na 0, lahko z majhnim naklonom omogocˇimo vpliv tudi negativnih vrednosti.
f(x) =
{
x, cˇe x > 0
αx, cˇe x ≤ 0, (2.5)
kjer je vrednost α majhna konstanta. Vendar rezultati z uporabo te funk-
cije niso konsistentni. V cˇlanku [25] preizkusijo implementacijo, ki prepu-
sti dolocˇitev vrednosti parametra α procesu ucˇenja vendar je doprinos na
razlicˇnih domenah sˇe nejasen.
Vsak izmed skritih nivojev je sestavljen iz vecˇ taksˇnih ali podobnih ele-
mentov, ki na podlagi izhodnih parametrov predhodnih nivojev prilagajajo
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kombinacijo utezˇi, ki najbolje resˇuje problem, ki smo ga definirali na za-
dnjem sloju nevronske mrezˇe. Ta pogosto uporablja funkcijo softmax, ki jo
zapiˇsemo z enacˇbo
fj(z) =
ezj∑
k e
zk
. (2.6)
Izhodiˇscˇe funkcije je skalar z = [z1, . . . , zj, . . . , zN ], kjer N predstavlja sˇtevilo
vseh vhodnih signalov. Navedena funkcija v spodnjem delu enacˇbe stisne
k–dimenzionalni vektor sˇtevil. Spremenljivka zj predstavlja arbitrarno re-
alno vrednost izhoda posameznega nevrona. Vektor z pa ima za vsako vre-
dnost izhoda nevrona realno sˇtevilo med [0, 1], katerih sesˇtevek je 1. Z dis-
tribucijo predstavimo verjetnost pripadnosti k razlicˇnim razredom. Funkcijo
uporabimo v primerih, ko zˇelimo dolocˇiti pripadnost posameznim razredom
z verjetnostjo.
Tako imenovani izhodni nivo daje priblizˇek iskanim vrednostim s pomocˇjo
funkcije izgube. Stohasticˇni gradientni spust (angl. stohastic gradient de-
scent) v kombinacijami s funkcijami izgube optimizira utezˇi vseh nevronov,
ki so se aktivirali pri trenutnem izhodu. Vendar zaradi nelinearnosti nevron-
skih mrezˇ konvergenca k optimalni vrednosti utezˇi ni zagotovljena. Konsi-
tentnejˇse rezultate lahko dosezˇemo s pametno inicializacijo utezˇi. Pogosto,
ko imamo na voljo malo ucˇnih podatkov uporabimo zˇe naucˇene mrezˇe, jih le
doucˇimo za izbrano domeno in tako hitreje dosezˇemo sprejemljive rezultate.
V primeru segmentacije slike je zadnji nivo v obliki viˇsine, sˇirine in pripa-
dajocˇega razreda za posamezno slikovno tocˇko. Izhodne vrednosti funkcija
izgube primerja z iskanimi vrednostmi. Pogosto uporabi funkcijo krizˇne en-
tropije [26] (angl. cross entropy), ki jo zapiˇsemo
H(y, y′) = −(y′log(yi) + (1− y′)log(1− y)), (2.7)
kjer je vrednost y′ napoved mrezˇe in yi iskana vrednost. Funkcija softmax v
kombinaciji s funkcijo izgube minimizira napako in stremi k napovedi pravega
razreda, ki vsebuje vrednosti 0 za vse ostale razrede in 1 za pravilnega na
polozˇaju yi. Z minimizacijo napake napovedi ucˇimo nevronsko mrezˇo in
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iˇscˇemo primerne utezˇi, ki najbolje opiˇsejo nasˇe podatke za izbrane razrede.
Vse elemente lahko sestavimo v mrezˇo poljubne kompleksnosti. Komple-
ksnost dolocˇamo z sˇtevilom nivojev in sˇtevilom nevronov na posameznem
nivoju. Posledicˇno tudi raste sˇtevilo parametrov, ki se jih lahko mrezˇa naucˇi.
Z vecˇanjem sˇtevila parametrov se lazˇje prilagaja kompleksnejˇsim podatkom
in izrazi razlicˇne funkcije. Na Sliki 2.3 je vizualiziran problem binarne kla-
sifikacije v dveh dimenzijah. Naucˇene so tri nevronske mrezˇe, vsaka z enim
skritim nivojem in razlicˇnim sˇtevilom nevronov. Z vecˇjim sˇtevilom parame-
Slika 2.3: Mrezˇa z enim skritim nivojem in razlicˇnim sˇtevilom nevronov [24].
trov izrazijo kompleksnejˇse funkcije, kar je hkrati prednost, ker lahko klasi-
ficiramo kompleksnejˇse podatke ter slabost, ker se lahko prevecˇ prilagodimo
ucˇnim podatkom (angl. overfitting). S tem dosegamo dobre rezultate v fazi
ucˇenja, vendar pri testiranju na drugih primerih dosegamo slabsˇe rezultate.
V primeru mrezˇe z 20 nevroni uspesˇno locˇimo med vsemi primeri razredov,
vendar imamo zelene in rdecˇe regije zelo razdeljene in nepovezane. Model s
tremi nevroni v skritem sloju razdeli podatke v dve skupini. Rdecˇe primere v
zeleni regiji zanemari kot sˇum v podatkih in v praksi bi model na podatkih,
ki jih sˇe ni videl, bolje generaliziral.
Izbira manj kompleksnih modelov ni vedno najboljˇsa, zato navadno upo-
rabljamo metode regularizacije, kot so L2 regularizacija, izpusˇcˇanje (angl.
dropout) in normalizacija svezˇnjev (angl. batch normalisation). Jasno je, da
imajo manj kompleksne mrezˇe manj lokalnih optimumov in je konvergenca
k njim lazˇja. Vendar so pogosto slabsˇi, in vrednost funkcije izgube je viˇsja.
Vecˇje mrezˇe imajo vecˇje sˇtevilo lokalnih optimumov in so pogosto majhni,
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primerljivi v vrednosti funkcije izgube. V cˇlanku [27] prikazˇejo, da v pra-
ski z manjˇsimi mrezˇami pogosto obticˇimo v slabsˇem lokalnem minimumu.
V primeru ucˇenja vecˇjih mrezˇ najdemo vecˇ resˇitev, ki se med seboj manj
razlikujejo in koncˇna vrednost funkcije izgube bo veliko manjˇsa. Z drugimi
besedami, vse resˇitve so primerljivo dobre in se ne zanasˇajo na nakljucˇnost
dobre inicializacije.
2.1.1 Konvolucijske nevronske mrezˇe
Za klasifikacijo in segmentacijo slik se pogosto uporabljajo konvolucijske ne-
vronske mrezˇe, ker z uporabo filtrov povezujejo sosednje nevrone znotraj ni-
vojev. Na podlagi teh gradijo znacˇilke, ki nam pomagajo locˇevati med objekti
oziroma v primeru segmentacije locˇevati med razredi. Tako tudi namesto po-
vezovanja vseh nevronov na predhodnem nivoju krepijo predpostavko lokalne
povezanosti. Na Sliki 2.4 lahko vidimo proces grajenja preprostejˇsih znacˇilk
na nizˇjih nivojih do vedno kompleksnejˇsih struktur na viˇsjih.
Slika 2.4: Vizualizacije slojev ZF Net [18].
Na vsakem nivoju lahko dolocˇimo sˇtevilo znacˇilk in velikosti jedra, ki ga
bomo uporabili za ekstrakcijo le teh. Utezˇi posameznih filtrov pa se mrezˇa
naucˇi v cˇasu optimizacije pri vzvratnem razsˇirjanju napake. V primeru slik
so filtri zelo pogosto enakih velikosti po sˇirini kot tudi viˇsini, cˇeprav imamo
vcˇasih na vhodu slike, ki imajo razlicˇno razmerje med viˇsino in sˇirino. Enacˇbo
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konvolucije lahko zapiˇsemo kot
(I ∗ f)(i, j) =
∑
a
∑
b
I(a, b)f(i− a, j − b). (2.8)
Operacija konvolucije je sedaj premikanje okna f skozi celotno sliko I na
vhodnem nivoju. Abstraktno si lahko predstavljamo, da vsaka naslednja
konvolucija zdruzˇuje viˇsje nivojske informacije in gradi predstavitev objekta,
kot je prikazano na Sliki 2.4. Z operacijo konvolucije vhodne vrednosti v
vsakem koraku zmanjˇsamo za polovico velikosti okna, kar pa v primeru se-
gmentacije ni zazˇeleno, ker zˇelimo dolocˇiti razred za vsako slikovno tocˇko.
Ucˇinku se lahko izognemo z dodajanjem vrednosti (angl. padding) na izhodu
predhodnega nivoja. Pogosto za ta namen uporabi vrednosti 0, lahko pa tudi
raztegnemo robne vrednosti ali pa jih zrcalimo.
Cˇasovna konvolucija
V primeru navadne konvolucije cˇasa lahko zajamemo le zgodovino v linear-
nem razmerju z velikostjo mrezˇe in konvolucijskega filtra. S tem je problem v
primeru daljˇsih odvisnosti zelo kompleksen. Zato v delu [23] za zajem daljˇsih
odvisnosti priporocˇajo uporabo dilatacije.
Z uporabo dilatacije lahko zajamemo veliko vecˇ podatkov, saj velikost
opazovane sekvence eksponentno raste. V primer eno dimenzionalne vhodne
sekvence in filtra f : {0, . . . , k− 1} je konvolucija z dilatacijo definirana kot
F (s) = (x ∗d f)(s) =
k−1∑
i=0
f(i) · xs−d·i (2.9)
kjer je d vrednost dilatacije, k velikost filtra in s−d·i obseg zajete informacije
v smeri zgodovine. Na prvem nivoju je vrednost parametra d = 1 in imamo
navadno konvolucijo, ki z vsakim viˇsjim nivojem postaja vecˇja in prestavlja
vecˇjo sˇirino vhodov in s tem ucˇinkovito razsˇiri dovzetno polje. Najvecˇja
prednost pred standardnimi rekurencˇnimi nevronskimi mrezˇami, ki so vodilne
na podrocˇju dela s sekvencˇnimi podatki, je v hitrejˇsem ucˇenju. Saj nevroni
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niso odvisni od predhodnih stanj. S tem prihranimo tudi pri pomnilniku,
ker predhodnih vrednosti ne hranimo. Na Sliki 2.5 je prikazana cˇasovna
konvolucija z dilatacijo in so s cˇrtami povezani primeri sˇirine, ki jih lahko
zajamemo.
Slika 2.5: Konvolucija z dilatacijo d = 1, 2, 4 in velikostjo filtra 3 [23].
Arhitektura mrezˇe
Arhitektura, ki jo uporabimo je odvisna od naloge, ki jo resˇujemo. V pri-
meru klasifikacije slik je v letu 2014 dosegla dobre rezultate mrezˇa VGG [28].
Tekmovanje se imenuje ImageNet Large Scale Visual Recognition Compe-
tition (ILSVRC); rezultati so javno dostopni na spletni strani1. Tekmova-
nje omogocˇa dostop do 14 milijonov slik, ki pripadajo 1000 razredom. Z
letom 2012 je popularnost in uporaba konvolucijskih nevronskih mrezˇ na po-
drocˇju klasifikacije zelo narasla. Na Sliki 2.6 je prikazana arhitektura mrezˇe
VGG [28], ki se je leta 2014 uvrstila med najboljˇsih pet z 92.7% natancˇnostjo.
Za vhodne podatke so uporabili sliko, na podlagi katere zˇelijo dolocˇiti enega
izmed 1000 razredov, kateremu pripada. Konvolucijski sloji na podlagi vho-
dne slike v fazi ucˇenja prilagodijo utezˇi, ki so primere za detekcijo nizko
nivojskih lastnosti. Z vsakim viˇsjim nivojem si lahko predstavljamo, da
1http://image-net.org/challenges/LSVRC/
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Slika 2.6: Struktura konvolucijske nevronske mrezˇe VGG [28].
zdruzˇujemo kompleksnejˇse vzorce, kot je prikazano na Sliki 2.4. Na vsa-
kem izmed skritih slojev so uporabili aktivacijsko funkcijo ReLU. Ker ima
vhodna slika 256 x 256 tocˇk, uporabijo tudi sloje za zgosˇcˇevanje informacije;
to dosezˇejo z uporabo zdruzˇevalnih slojev, kjer obdrzˇijo le najvecˇje akti-
vacije vrednosti predhodnih slojev. Na koncu so zdruzˇili informacijo v 4096
znacˇilk, na podlagi katerih so s softmax slojem dolocˇili pripadnost 1000 razre-
dom. Glavni razlog za boljˇse rezultate avtorji cˇlanka [28] pripisujejo uporabi
manjˇsega filtra za iskanje znacˇilk. Zamenjali so filtre na prvem in drugem
nivoju, ki so bili velikosti 11 in 5, za filtre z velikostjo 3.
Tudi pri opazovanju Zemlje imamo podobne slike, le na vhodu imamo
poleg vidnega spektra sˇe druge kanale. V primeru cˇasovnega intervala zajetih
satelitskih slik imamo zaporedje, katere primer je na Sliki 2.7. Na sliki smo
zaradi lazˇje vizualizacije, kot vhodne parametre prikazali le vidni spekter. S
tem imamo na vhodu nanizanih vecˇ slik. Informacijo v vsaki tocˇki zdruzˇimo
z uporabo cˇasovne konvolucije, ki je prikazana na Sliki 2.5.
Mi uporabimo drugo arhitekturo, ki hkrati zdruzˇi cˇasovno in prostorsko
informacijo. Zajamemo jo lahko z uporabo primernih filtrov, katerih velikost
lahko spreminjamo in s tem zajamemo razlicˇno velik cˇasovni ali prostorski
kontekst. V primeru na Sliki 2.8 imamo tri dimenzionalno konvolucijo, ki
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Slika 2.7: Primer sekvence zajetih satelitskih slik.
v vsakem nivoju (oznacˇenim z rdecˇo pusˇcˇico) zajame 5 cˇasovno sosednjih
vrednosti in obmocˇje v velikosti 7 x 7. Pred klasifikacijo posameznih celic v
razrede zdruzˇimo celoten interval z eno dimenzionalno cˇasovno konvolucijo,
ki stisne cˇasovni interval. Na podlagi zgrajenih znacˇilk klasificiramo uporabo
opazovanega zemeljskega povrsˇja.
Na Sliki 2.8 je prikazana arhitektura s konvolucijo cˇasa in prostora sate-
litske slike. Na vhodu imamo podatkovno kocko (angl. data cube), ki smo jo
vnaprej primerno pripravili. Vsak konvolucijski nivo izvede konvolucijo na
opazovanem obmocˇju in zgradi znacˇilke za viˇsje nivoje, ki nam na zadnjem
nivoju pomagajo pri odlocˇitvi, v kateri razred spada posamezna celica.
Slika 2.8: Primer arhitekture s konvolucijo cˇasa in prostora.
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2.2 Evalvacija
Za ocenjevanje uspesˇnost naucˇenih metod imamo na voljo metrike, ki ovre-
dnotijo razlicˇne aspekte metod. Za ovrednotenje uspesˇnosti uporabimo po-
datke, ki jih nismo uporabili v ucˇnem procesu. To pomeni, da pred zacˇetkom
ucˇenja locˇimo podatke na manjˇse kose, ki dobro predstavljajo nasˇe podatke.
V primeru vecˇrazredne klasifikacije poskrbimo, da imamo dovolj primerov
posameznega razreda, tako v mnozˇici, na kateri bomo metodo ucˇili (ucˇna
mnozˇica), kot tudi v testni, ki jo bomo uporabili za ovrednotenje uspesˇnosti
naucˇene metode (testna mnozˇica). Tak pristop strojnega ucˇenja imenujemo
nadzorovano ucˇenje, ker imamo za izbrane vhodne vrednosti tudi pripadajocˇe
izhodne vrednosti. Skozi postopek ucˇenja se mrezˇa naucˇi pravil preslikave
vhodnih podatkov v izhodne.
V primeru binarnega problema lahko napovedi predstavimo z uporabo
2 x 2 matrike zamenjav, prikazane v Tabeli 2.1. Matriko lahko v primeru
vecˇ razredov preprosto razsˇirimo s stolpci in vrsticami za dodatne razrede.
V obeh primerih vrstice zastopajo razrede, katerim napovedani primeri pri-
padajo (resnica), in stolpci, v katere smo posamezne primere dolocˇili (na-
poved). Pravilno dolocˇeni primeri spadajo v resnicˇno pozitivne TP (angl.
true positive) in resnicˇno negativne TN (angl. true negative) napovedi. V
primeru napacˇne napovedi spadajo primeri v lazˇno negativne FN (angl. false
negative) in lazˇno pozitivne FP (angl. false positive). Z rezultati napo-
Napoved
Resnica TP FN
FP TN
Tabela 2.1: Matrika zamenjav.
vedi metode lahko sedaj dolocˇimo uspesˇnost izbrane metode. Za dolocˇanje
uspesˇnosti metod se uporablja natancˇnost (2.10) (angl. accuracy), ki je delezˇ
pravilnih napovedi med vsemi
TP + TN
TP + FP + TN + FN
. (2.10)
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Ko nas zanima delezˇ pravilno napovedanih primerov glede na vse pozitivne
primere, izracˇunamo priklic (angl. recall) po enacˇbi
TP
TP + FN
. (2.11)
Prej omenjeni metriki lahko zdruzˇimo v skupno mero imenovano F1 (angl.
F1 score), zapisano z enacˇbo
2 · natancˇnost · priklic
natancˇnost+ priklic
. (2.12)
Metriko pogosto uporabljamo, ko zˇelimo prikazati samo eno mero za uspesˇnost
metode. Ostale metrike so sˇe vedno uporabne za boljˇse razumevanje uspesˇnosti
metode.
Za izracˇun metrik smo uporabljali knjizˇnico scikit-learn [29], ki zˇe vsebuje
implementacije omenjenih metrik. Zaradi raznolike porazdelitve med razredi
smo za primerjavo uporabili povprecˇno uspesˇnost za vse razrede. Pri izracˇunu
metrike lahko izbiramo med razlicˇnimi tipi.
• “binary”: dolocˇimo razred, katerega uspesˇnost nas zanima in ga pri-
merjamo proti vsem ostalim.
• “micro”: je globalna metrika (angl. overall accuracy), ki sesˇteje vse
TP vseh razredov in jih deli z vsemi primeri v mnozˇici.
• “macro”: izracˇuna neutezˇeno povprecˇje uspesˇnosti vseh razredov in ne
uposˇteva porazdelitev primerov v posameznih razredih.
• “weighted”: dolocˇi metriko za vsak razred in jih utezˇi s sˇtevilom TP
primerov napovedanih v izbran razred (angl. support). S tem spremeni
metriko “macro”, da uposˇteva porazdelitev primerov. V primeru F1
metrike lahko dobimo vrednost, ki ni med natancˇnostjo in priklicem.
• “samples”: izracˇunamo metriko za posamezen primer in najdemo nji-
hovo povprecˇje.
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Ker so v nasˇem primeru vsi razredi enakovredni, v analizi uporabljamo me-
triko “macro”. S tem imamo vpogled v povprecˇno uspesˇnost vseh razredov.
Poglavje 3
Eksperimentalna izhodiˇscˇa
Za analizo in optimizacijo pristopa smo se omejili na uporabo satelitskih po-
datkov zajetih v letu 2017, ker imamo za to leto tudi referencˇne podatke. Za-
jete slike imajo informacijo o odbiti svetlobi pod atmosfero. Na voljo imamo
13 spektralnih kanalov, sestavljenih iz vidnega in infrardecˇega do kratko va-
lovnega infrardecˇega kanala, ki so na resoluciji od 10 do 60 metrov 1.3. S
temi specifikacijami je to trenutno najboljˇsi satelit s prosto dostopnimi po-
datki. S frekvenco ponovnega obiska 10 dni zˇe lahko opazimo trende v rastju
rastlin. Od druge polovice leta 2017 obratuje sˇe dvojnik, Sentinel-2B. Sedaj
nudita novo sliko istega podrocˇja vsakih pet dni, kar omogocˇa sˇe hitrejˇse
in bolj natancˇno zaznavanje sprememb. Vecˇ informacij o satelitu in njego-
vem obratovanju je na voljo pri Evropski vesoljski agenciji [30] in na spletni
strani1.
Dodatno smo se omejili na satelitske podatke v mesecih od januarja do
septembra. V tem obdobju lahko zasledimo najbolj intenzivno rast poljˇscˇin
in tudi njihovo zˇetev ter pobiranje. Kasnejˇsega obdobja nismo vkljucˇili, ker
je za vecˇino poljˇscˇin vrhunec sezone maj-junij in sledi poljˇscˇin ostanejo sˇe
nekaj cˇasa, na nekaterih poljih pa zˇe zasadijo zimske poljˇscˇine v pripravi na
naslednje leto.
1https://www.satimagingcorp.com/satellite-sensors/other-satellite-sensors/sentinel-2a
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3.1 Referencˇni podatki
Informacije o poljˇscˇinah na Sliki 3.1 zbira Agencija za kmetijske trge in razvoj
podezˇelja2. Dostop do baze so nam omogocˇili pod okvirom projekta Percep-
tive Sentinel3. Agencija izvaja postopke za dodeljevanje financˇnih sredstev
na podrocˇju kmetijstva, zˇivilskopredelovalne industrije in razvoja podezˇelja.
Na podlagi oddanih vlog in zahtevkov preverja, izvaja kontrole in dolocˇa
zneske za izplacˇilo v skladu z nacionalno in evropsko zakonodajo. Zaradi
administrativnega, vsebinskega nadzora in preverjanja ustreznosti zbranih
podatkov so to najbolj kakovostni podatki z informacijo o kmetijstvu in pri-
delavi v prostoru, ki jih lahko dobimo. Dodatno preverjanje zahtevkov je
izvedeno s kontrolo na terenu v manjˇsem delezˇu vlog, saj je preverjanje na
nivoju celotne drzˇave neizvedljivo. Kljub nadzoru in preverjanju lahko sˇe ve-
dno pride do nekonsistentnosti v primeru nejasnosti ali nerazumevanja pravil.
Dodatno preverjanje bi se lahko z uporabo izbrane metode do neke mere av-
tomatiziralo in bi se kontroliralo le v problematicˇnih ali nejasnih primerih,
kar bi omogocˇalo boljˇsi pregled nad celotnimi podatki.
Posamezne poljˇscˇine so razdeljene v priblizˇno 200 skupin, vendar locˇevanje
na podlagi satelitskih slik med posameznimi poljˇscˇinami ni vedno izvedljivo.
Zaradi velikega sˇtevila razredov in raznolikosti rastja je vecˇina poljˇscˇin slabo
zastopana, zato so pridelovalne kulture zdruzˇene v 25 skupin, ki so navzven
med seboj podobne oziroma so taksonomsko sorodne. Skupine so bile za-
snovane da omogocˇajo locˇevanje s podatki na podlagi satelitskega senzorja
Sentinel-2 in omogocˇajo razcˇlenitev v vecˇje razrede. Skupine sˇe niso do-
koncˇne, vendar prestavljajo cilj za prvi nivo locˇevanja. Na Sliki 3.1 so pri-
kazane skupine na podrocˇju Slovenije. Razlicˇne namembnosti so posledica
razgibanosti Slovenije in raznolikosti podnebnih pogojev. V celotni Sloveniji
prevladujejo kosˇeni travniki, na posameznih regijah pa tudi druge kulture;
npr. v jugovzhodni in goriˇski regiji vinogradi, hmelj najdemo le v podravski
regiji itd.
2http://www.arsktrp.gov.si/si/
3http://perceptivesentinel.eu
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Slika 3.1: Poljˇscˇine na obmocˇju Slovenije, barve ustrezajo poljˇscˇinam nave-
denim na Sliki 3.2.
Slika 3.2: Porazdelitev poljˇscˇin v Sloveniji z logaritemsko skalo.
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Razred sˇt. poligonov sˇt. celic razmerje celice/
poligoni
Repa 1,276 26,904 21
Kosˇen travnik 412,347 38,221,938 92
Praha 1,718 112,163 65
Grah 1,083 85,162 78
Hmelj 665 163,319 245
Trave 18,921 832,443 43
Mak 12 1,404 117
Ozimna oljna ogrsˇcˇica 2,760 381,159 138
Koruza 85,958 7,322,983 85
Ozimna zˇita 69,056 6,262,162 90
Metuljnice in/ali
travno detelje mesˇanice
43,337 2,568,136 59
Bucˇe 9,189 557,628 60
Jagodicˇevje 9,056 48,594 5
Jara zˇita 5,703 364,393 63
Soncˇnice 453 35,488 78
Zelenjava 4,493 274,672 61
Ajda 1,216 73,620 60
Krompir 18,868 423,911 22
Strocˇnice 21 836 39
Vinogradi 32,330 1,758,379 54
Drugo 73,312 2,166,527 29
Soja 2,171 327,991 151
Sadno drevje 9,256 634,553 68
Tabela 3.1: Porazdelitev razredov v Sloveniji.
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Na stolpcˇnem grafu 3.2 je prikazana porazdelitev razredov. Raziskavo
smo omejili na razrede, ki imajo vsaj 0.4% delezˇ vseh poljˇscˇin v Sloveniji.
Zaradi razgibanosti dezˇele imamo tudi veliko polj z raznovrstnimi polj-
sˇcˇinami, kot je razvidno iz Slike 3.1. V vseh dosedanjih delih so se avtorji
omejili na posamezne regije in po nasˇih podatkih je to prva analiza na nivoju
celotne drzˇave. V Tabeli 3.2 primerjamo povrsˇino opazovanega obmocˇja in
sˇtevilo poligonov. V vsakem izmed cˇlankov [16, 3] so lokalne agencije za
Pristop velikost obmocˇja km2 sˇtevilo poligonov
nasˇ pristop 20,273 803,201
Pelletier [16] 576 1,419
Rußwurm [3] 4,284 137,000
Tabela 3.2: Pregled nedavnih del na klasifikacijo poljˇscˇin
namen raziskav omogocˇile dostop do podatkov, ki niso javno dostopni. S
tem je primerjava otezˇena, opazovana obmocˇja pa se razlikujejo tako po rasti
kot tudi po razredih. V Tabeli 3.3 smo prikazali razrede poljˇscˇin in sˇtevilo
primerov uporabljenih v sorodnem delu [16]. Uspesˇnost metode se poleg
sˇtevila razredov razlikuje tudi v tezˇavnosti locˇevanja med njimi. V Sloveniji
tako prevladujejo manjˇsa polja (posledicˇno imamo vecˇino celic na robu in
s tem tudi vecˇ sˇuma v podatkih). To otezˇuje delo s podatki Sentinel-2 z
resolucijo 10m/celica.
3.2 Referencˇna metoda
Na podrocˇju klasifikacije se pogosto uporablja nakljucˇne gozdove [31] RF
(angl. Random Forest). Za vhod metoda sprejme vektor vrednosti, ki so
bile zajete na opazovanem obmocˇju. Vektor sestavljajo spektralni kanali ali
izbrane umetne znacˇilke. V primeru dodajanja cˇasovne komponente se atri-
butni prostor sorazmerno povecˇa no · (ns + nz), kjer je no sˇtevilo opazˇanj,
ns sˇtevilo spektralnih kanalov in nz sˇtevilo znacˇilk. Za izboljˇsavo nakljucˇnih
gozdov pogosto izberemo metodo gradientnega pospesˇevanja GBM (angl.
Gradient Boosting Machine), ki je zasnovana na odlocˇitvenih drevesih. Od
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zvrst sˇtevilo celic sˇt. poligonov
Psˇenica 194,699 295
Jecˇmen 23,404 4
Oljna ogrsˇcˇica 36,720 55
Koruza 62,885 83
Soja 9,481 24
Soncˇnice 108,718 173
Sirek 17,305 22
Grah 9,151 15
Trave 202,718 328
Listopadno drevje 29,488 24
Iglavci 15,818 18
Vodne povrsˇine 30,544 32
Mestno obmocˇje 292,478 307
Tabela 3.3: Primer porazdelitev razredov v sorodnem cˇlanku [16].
nakljucˇnih gozdov se ta razlikuje v nacˇinu gradnje dreves. GBM v vsaki
iteraciji izbere nakljucˇno podmnozˇico podatkov, ker s tem pripomore k robu-
stnosti modela in manjˇsi verjetnosti, da bi se model prevecˇ prilagodil ucˇnim
podatkom. V primeru gradientnega pospesˇevanja v vsaki iteraciji gradimo
novo drevo, ki minimizira napako predhodnega drevesa. V tem delu smo
zaradi preproste uporabe in dobre generalizacije izbrali implementacijo Li-
ghtGBM [32]. Od podobnih pristopov se razlikuje v nacˇinu sˇirjenja dre-
ves. Vecˇina GBM implementacij dodaja nivoje ali vecˇa sˇtevilo dreves. Li-
ghtGBM boljˇse rezultate dosega z dodajanjem listov, saj lahko ucˇinkovitejˇse
zmanjˇsamo funkcijo izgube z izbiro lista z najvecˇjo spremembo. Je tudi ena
izmed hitrejˇsih GBM, ne potrebuje veliko pomnilnika in jo lahko dodatno
pohitrimo z uporabo graficˇne kartice. Z izbiro dodatnih parametrov lahko
natancˇnost sˇe izboljˇsamo. Zaradi nacˇina delovanja odlocˇitvena drevesa niso
najboljˇsa izbira za delo s strukturiranimi podatki, ker z dodajanjem cˇasovne
komponente izgubimo strukturo podatkov. Atributni prostor sˇe drasticˇno na-
raste v primeru dodajanja prostorske komponente nw ·nh ·no ·(ns+nz), kjer je
nw sˇirina in nh viˇsina opazovanega obmocˇja, hkrati pa izgubimo informacijo
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o sosednih vrednosti v vseh dimenzijah.
Zato so v cˇlanku TempCNN [16] preizkusili cˇasovno konvolucijo na domeni
satelitskih slik za klasifikacije poljˇscˇin in dosegli boljˇse rezultate od nakljucˇnih
gozdov. Tudi na nasˇih podatkih pricˇakujemo primerljive rezultate. Nedavno
so za zdruzˇevanje cˇasovne informacije predlagali arhitekturo TCN [23], ki sˇe
ni bila preizkusˇena na podrocˇju klasifikacije satelitskih slik.
3.2.1 Priprava podatkov
Zaradi obsezˇnosti obmocˇja je bil prvi korak razdelitev Slovenije na manjˇse
kose, kot je prikazano na Sliki 3.3. Posamezni kvadrati so velikosti 1000×1000
celic, kjer vsaka predstavlja povprecˇno vrednost za obmocˇje v velikost 10m×
10m. Odstranili smo kvadrate, oznacˇene z vijolicˇno, ki so imeli zelo majhno
pokritost s poljˇscˇinami, saj smo s tem dodatno zmanjˇsali kolicˇino podatkov.
Po razdelitvi smo za vsakega izmed kvadratov pridobili satelitske slike zajete
Slika 3.3: Odstranitev obmocˇij z malo poljˇscˇinami.
v letu 2017 s pomocˇjo knjizˇnic sentinelhub-py 4 in eo-learn 5. Pri zdruzˇevanju
4https://github.com/sentinel-hub/sentinelhub-py
5https://github.com/sentinel-hub/eo-learn
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satelitskih posnetkov in georeferenciranih obmocˇij moramo poskrbeti za uje-
manje resolucije in pravilno transformacijo podatkov, za kar v nasˇem primeru
poskrbi Sentinel Hub6. Pridobljeni podatki sˇe niso primerni za ucˇenje izbra-
Slika 3.4: Razlika v vrednosti NDVI z in brez odstranjevanja oblakov.
nih metod. Pri delu v vidnem spektru satelitskih podatkov imamo tezˇavo
z oblaki in v primeru vecˇjih obmocˇij zajeti podatki niso na istem cˇasovnem
intervalu. Frekvenca zajetih podatkov med celicami ni enakomerna. V drugi
polovici leta 2017 se je z novim satelitom povecˇala tudi gostota zajetih slik.
Oblaki so eden izmed dejavnikov, ki nam kvarijo zajeto informacijo. Za od-
stranjevanje le-teh smo uporabili odprtokodno knjizˇnico za detekcijo oblakov
s2cloudless7. Ta na podlagi zajetih podatkov satelita Sentinel-2 generira ma-
sko oblacˇnih celic. Po odstranjevanju oblacˇnih celic nam ostanejo prazne
celice, ki jih je potrebno zapolniti. Z uporabo interpolacije zapolnimo prazne
vrednosti in dolocˇimo enoten interval cˇasovne informacije za vsa obmocˇja. Iz-
med razlicˇnih metod za zapolnjevanje manjkajocˇih vrednosti smo izbrali smo
linearno interpolacijo, ki je zelo hitra in v primerjavi z drugimi metodami
ne izgubi veliko na natancˇnosti [33]. Na Sliki 3.4 je prikazana povprecˇna
vrednost znacˇilke NDVI brez in z odstranjenimi oblacˇnimi celicami.
Pripravo podatkov smo zdruzˇili v cevovod z uporabo knjizˇnice eo-learn.
Postopek je sestavljen iz sˇtirih korakov. Najprej zmanjˇsamo poligone, da
se znebimo sˇuma na robnih vrednosti. Poligone rasteriziramo (spremenimo
v matriko, ki se ujema z velikostjo celic na opazovanem kvadratu). Nato
nakljucˇno vzorcˇimo vrednosti in ohranimo distribucijo podatkov, nato pa
6https://sentinel-hub.com/
7https://github.com/sentinel-hub/sentinel2-cloud-detector
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vzorce interpoliramo na izbran cˇasovni interval.
Podatke smo uporabili za ucˇenje nevronske mrezˇe, ki smo jo definirali s
knjizˇnico Keras [34]. Orodje smo izbrali, ker nudi viˇsje nivojsko interakcijo,
spreminjanje elementov nevronske mrezˇe pa je zasnovano na orodju Tensor-
flow [35]. To je bilo zasnovano za ekipo Google Brain. Orodje je skozi leta
postalo primerno za sˇirsˇo rabo in testiranje na drugih domenah.
3.2.2 Pregled podatkov
Najpogosteje uporabljena umetna znacˇilka za razlikovanje med poljˇscˇinami je
NDVI. Razumemo jo lahko kot intenzivnost zelenja na opazovanem obmocˇju.
Uporabili smo jo za pripravo in pregled podobnosti razredov. Za boljˇso pre-
glednost med razredi smo na slikah (krepka cˇrta) prikazali povprecˇno vre-
dnost in z obmocˇjem standardno deviacijo izbranih razredov. Ozimne rastline
se razlikujejo od ostalih v tem, da jih zasadimo zˇe leto prej. Na Sliki 3.5 so si
v prvi polovici leta ozimne rastline podobne in imamo vecˇja odstopanja sˇele
proti koncu leta. Na Sliki 3.5 smo prikazali tudi razred jarih zˇit, kjer lahko
vidimo, da so podobna ozimnim zˇitom, vendar z zamaknjenim intervalom.
V primeru razredov travnik, detelja in sadno drevje na Sliki 3.6 lahko opa-
Slika 3.5: Povprecˇna vrednosti in st. deviacije znacˇilke NDVI.
zimo, da se povprecˇna vrednost NDVI v primerjavi z ostalimi razredi zelo
34 POGLAVJE 3. EKSPERIMENTALNA IZHODISˇCˇA
malo spreminja v drugi polovici leta, kot je to v primeru drugih razredov.
Specificˇnost tega razreda je, da so travniki kosˇeni ob razlicˇnih prilozˇnostih in
v povprecˇju ohranjajo intenziteto.
Slika 3.6: Prekrivanje mere NDVI za izbrane razrede.
Razlicˇne frekvence interpolacije vidimo na Sliki 3.7. Na Sliki 3.7 levo
(2-dnevna interpolacija) se jasno locˇijo sezonski trendi razredov; ozimna zˇita
imajo najvecˇjo intenziteto v prvi polovici leta, krompir v drugi, jagodicˇevje
se skozi leto drasticˇno ne spreminja. Pri 32-dnevni interpolaciji na Sliki 3.7
desno opazimo iste trende, vendar je razlika med njimi manjˇsa. Naveden je
2-dnevna interpolacija 32-dnevna interpolacija
Slika 3.7: Primerjava NDVI vrednosti jasno locˇljivih razredov na razlicˇni
interpolaciji.
primer, v katerem je meja jasna in se razredi jasno locˇijo. Pomembnost in-
terpolacije postane sˇe bolj ocˇitna v primeru med seboj podobnih razredov na
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Sliki 3.8, kot so kosˇen travnik, metuljnice in\ali travno detelje mesˇanice, vi-
nogradi in sadno drevje. Podobnosti razredov vidimo zˇe v primeru 2-dnevne
interpolacije, v 32-dnevni interpolaciji po podobnosti postane skoraj ujema-
nje. Razlog za prekrivanje razredov je lahko tudi v podobnost zemeljskega
povrsˇja, na katerem so tako sadovnjaki kot vinogradi, saj imajo drevesa in
trte manjˇsi delezˇ pokritosti povrsˇja. V vecˇini na izbranih obmocˇjih prevla-
duje travnata povrsˇina, ki je najverjetneje tudi razlog za ujemanje z razredom
kosˇen travnik in metuljnice in\ali travno detelje mesˇanice.
2-dnevna interpolacija 32-dnevna interpolacija
Slika 3.8: Primerjava NDVI vrednosti podobnih razredov na razlicˇni inter-
polaciji.
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Poglavje 4
Rezultati in analiza
V tem poglavju utemeljimo razloge za izbrano strukturo in preverimo uspesˇ-
nost v primerjavi z razlicˇnimi kompleksnostmi modelov. Optimizacija veli-
kosti mrezˇe lahko pripomore h generalizaciji metode, ko se z manj parametri
tezˇje prevecˇ prilagodimo ucˇni mnozˇici. Arhitekturi smo optimizirali po en
parameter naenkrat. Pravi pristop pri optimizaciji arhitekture je preiskova-
nje kombinacij hiper-parametrov, vendar je taksˇna optimizacija cˇasovno in
racˇunsko kompleksna, zato smo se omejili na optimizacijo posameznih pa-
rametrov in preiskovanje prostora v odvisnosti od predhodno optimiziranih
parametrov.
Poglavje je razdeljeno na tri dele. V prvem prilagodimo strukturo za kla-
sifikacijo samo na podlagi cˇasovne informacije, v drugem pomembnost upo-
rabljenega spektra na izbrani domeni. V tretjem pa najboljˇso arhitekturo
razsˇirimo sˇe s prostorsko informacijo. V prvem in tretjem delu primerjamo
vpliv velikosti okna zajete informacije, kot tudi globino mrezˇe s sˇtevilom
skritih konvolucijskih nivojev in sˇirino s sˇtevilom filtrov, ki se lahko naucˇijo
znacˇilk.
Podatke, ki smo jih opisali v poglavju 3.2.1, uporabimo najprej za pri-
merjavo doprinosa cˇasovne komponente. Z metodo LightGBM smo primerjali
uspesˇnost locˇevanja med tipi poljˇscˇin na podlagi posameznih celic. Vhodne
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atribute smo omejili na no · (ns + nz), kjer je no sˇtevilo zaporednih opazˇanj
(posamezno opazˇanje oznacˇujemo s t). Spreminjanje utezˇene natancˇnosti na
podlagi opazˇanja je prikazano na Sliki 4.1. V primeru staticˇne slike je no = 1
(modra cˇrta) je oznacˇena uspesˇnost na podlagi staticˇne slike. Uspesˇnost se
spreminja z opazˇanjem v letu na x osi. V zacˇetku leta dosezˇemo najslabsˇe re-
zultate, saj poljˇscˇine sˇe ne uspevajo in se med seboj ne razlikujejo. Uspesˇnost
locˇevanja med posameznimi poljˇscˇinami skozi cˇas niha, kar je lahko povezano
z oblacˇnimi razmerami. Skozi vsa opazˇanja lahko dolocˇimo vecˇinski razred
kosˇen travnik, v primeru viˇsje uspesˇnost pa smo lahko klasificirali tudi ozi-
mno oljno ogrsˇcˇico, koruzo, zˇita in do neke mere tudi sojo. Za ostale razrede
na podlagi staticˇne slike nimamo dovolj informacij, da bi jih lahko locˇili od
ostalih primerov in so njihove mere F1 enake 0.
Natancˇnost lahko izboljˇsamo z vkljucˇitvijo sosednjih opazˇanj (t−1), t, (t+
1) (oranzˇna cˇrta). Natancˇnost klasifikacije se zviˇsa v vseh primerih, tudi v
razredih, ki so imeli v primeru posameznega opazˇanja nizko mero F1. Sedaj
imamo tezˇave le v primeru manjˇsih razredov, kot je hmelj, in razredov, ki so
si podobni: trava, zelenjava, krompir, vinogradi in sadno drevje.
Slika 4.1: Primerjava uspesˇnosti metode z uporabo posameznih ali sosednjih
meritev.
Preden zacˇnemo s primerjavo uspesˇnosti na podlagi celotnega opazovanega
obdobja, moramo dolocˇiti frekvenco interpolacije. Satelitske slike niso za-
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jete v enakomernih intervalih, zato smo na Sliki 4.2 ovrednotili doprinos
frekvence. V vsaki tocˇki se kolicˇina podatkov zmanjˇsa za dvakrat. V pri-
meru dvodnevne interpolacije imamo 136 meritev, pri sˇtiridnevni 68 itd. Na
Sliki 4.2 smo prikazali uspesˇnost locˇevanja med posameznimi razredi na pod-
lagi frekvence. Trije razredi so na Sliki 4.2 z uporabo 128-dnevne interpolacije
dovolj razlicˇni, da jih lahko poleg vecˇinskega razreda uspesˇno klasificiramo.
Na podlagi Slike 4.2 lahko razrede razdelimo v tri skupine: v zgornjem delu
razrede, ki jih lahko zelo uspesˇno locˇimo skoraj neodvisno od interpolacije; v
sredini Slike 4.2 razrede, ki jih z viˇsjo frekvenco interpolacije uspesˇneje kla-
sificiramo; v spodnjem delu pa razrede, ki jih zaradi razlicˇnih razlogov tezˇko
locˇujemo. Na Sliki 4.3 blizˇje pogledamo interval med 2 in 32-dnevno inter-
Slika 4.2: Spreminjanje mere F1 za posamezen razred na podlagi interpo-
lacije.
polacijo. Najvecˇje izboljˇsanje klasifikacije zaradi vecˇjega sˇtevila opazovanj
je vidno pri klasifikaciji hmelja, bucˇ, vinogradov in soje. Najvecˇja razlika
med interpolacijami je do 8-dnevne interpolacije nato z 2 krat vecˇjo kolicˇino
podatkov ni vecˇ znatnih izboljˇsav v natancˇnosti. Zato smo se v vseh na-
daljnjih testiranjih omejili na 8-dnevno interpolacijo. Sprememba frekvence
intervala ima na razlicˇne metode razlicˇen vpliv. V primeru GBM vpliva zgolj
na sˇtevilo vhodnih parametrov in ne na ucˇenje, kot je to v metodah konvolu-
cijskih nevronskih mrezˇ. V teh lahko z velikostjo filtra v cˇasovni komponenti
dolocˇimo sˇtevilo sosednjih vrednosti, ki jih filter uporabi za izracˇun nizkoni-
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Slika 4.3: Pogled v spremembe F1 mere ob gostejˇsi interpolaciji.
vojskih znacˇilk.
4.1 Evalvacija cˇasovne konvolucije
Preucˇili smo dva primera konvolucije cˇasovne informacije. Prvo cˇasovno kon-
volucijo imenujemo TempCNN, kot so jo poimenovali avtorji cˇlanka [16]. Ar-
hitektura je sestavljena iz treh konvolucijskih nivojev, ki zdruzˇijo informacijo
cˇasovnega intervala za polno povezani nivo, ki na koncu dolocˇi pripadnost
razredom. Druga struktura se imenuje TCN [23] in je sestavljena le iz konvo-
lucije cˇasovne informacije ter se od prve razlikuje sˇe v dilataciji konvolucijskih
nivojev, katerih zdruzˇevanje smo opisali v poglavju 2.1.1. Na vizualizacijah
je uspesˇnost normalizirana na najboljˇsi rezultat v evalvaciji za posamezno
metodo.
V cˇasovni konvoluciji smo primerjali razlicˇne velikosti oken, ki zajamejo
razlicˇno kolicˇino sosedne informacije. V primeru velikosti 1 konvolucijski
nivoji ne zdruzˇujejo cˇasovne informacije. To velikost smo vkljucˇili v razi-
skavo za izrazitejˇso primerjavo spremembe v uspesˇnosti v primeru vecˇjega
okna. Dolocˇili smo velikosti 3, 5, 7, 9, ki poleg trenutne vrednosti v opa-
zovanje zajamejo 2, 4, 6, 8 cˇasovnih vrednosti (polovico pred in polovico
po trenutnem dogodku). Na Sliki 4.4 je prikazano spreminjanje uspesˇnosti
locˇevanja med razredi v odvisnosti od velikosti filtra. Najboljˇse rezultate v
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primeru arhitekture TempCNN dosezˇemo z velikostjo okna 5, uspesˇnost z
vecˇjim oknom upade in nato spet zraste pri velikosti 9. Arhitektura TCN
dosezˇe najboljˇse rezultate z velikostjo okna 3 in nato z vecˇjim oknom ni vecˇje
razlike, uspesˇnost pa pocˇasi upada. Za nadaljnjo evalvacijo smo za metodo
Slika 4.4: Spreminjanje povprecˇne mere F1 z spreminjanjem velikosti filtrov.
TempCNN izbrali okno velikosti 5, ki ima manj parametrov in mozˇnosti, da
se prekomerno prilagaja ucˇnim podatkom. V primeru arhitekture TCN smo
izbrali velikost okna 3 saj s tem dosezˇemo najboljˇse rezultate.
Ovrednotili smo tudi vpliv sˇtevila filtrov na uspesˇnost locˇevanja med ra-
zredi. Rezultat je prikazan na Sliki 4.5. Pri obeh metodah je uspesˇnost
zelo narasˇcˇala do 128 filtrov. V primeru arhitekture TempCNN se je pri 256
filtrih rezultat sˇe malo izboljˇsal. Razlika je majhna, vendar nam da boljˇse
rezultate v primeru manj sˇtevilcˇnih razredov. Zato smo kljub vecˇjemu sˇtevilu
parametrov in mozˇnosti prekomernega prilagajanja ucˇni mnozˇici izbrali 256
filtrov. Arhitektura TCN dosezˇe najboljˇse rezultate z uporabo 128 filtrov.
Na podlagi Slike 4.5 lahko razberemo, da je to optimalna vrednost, saj z
manjˇsim in vecˇjim sˇtevilom uspesˇnost upade.
V arhitekturah lahko dolocˇimo tudi sˇtevilo skritih konvolucijskih nivojev,
ki gradijo vedno kompleksnejˇse strukture znacˇilk. Posledicˇno se zviˇsujeta
tudi kompleksnost arhitekture in sˇtevilo parametrov, ki jih lahko optimizi-
ramo med ucˇenjem. S tem povecˇamo tudi kolicˇino cˇasa, ki je potreben za
ucˇenje. Preizkusili smo arhitekture, ki imajo do 5 skritih konvolucijskih ni-
vojev. Rezultati primerjave so prikazani na Sliki 4.6. V primeru arhitekture
TempCNN so trije skriti nivoji v jasni prednosti. To je pricˇakovan rezul-
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Slika 4.5: Povprecˇna vrednost mere F1 z razlicˇnim sˇtevilom filtrov.
tat, saj so bili vsi predhodni parametri dolocˇeni za to sˇtevilo skritih nivojev.
Tudi v arhitekturi TCN trije skriti nivoji dosegajo najboljˇse rezultate od
predhodnih. Rezultati so dobri in ohranjajo majhno kompleksnost arhitek-
ture. Razlika v primerjavi z vecˇjim sˇtevilom skritih nivojev ni velika.
Slika 4.6: Povprecˇna vrednost mere F1 z razlicˇnim sˇtevilom skritih nivojev.
V Tabeli 4.1 smo prikazali rezultate za napoved razreda, cˇe uporabimo
celotno opazovano obdobje. Primerjali smo uspesˇnost prej omenjenih metod
LightGBM [32], TempCNN [16] in TCN [23] za klasifikacijo posamezne celice
poljˇscˇin.
Da smo lahko primerjali doprinos posameznih metod, smo omejili vhodne
atribute. Metoda LightGBM na podlagi vhodnih podatkov ne generira novih
znacˇilk. Zato za vhodne atribute uporabili vidni spekter in umetne znacˇilke.
V cˇlanku [16] so za klasifikacijo poljˇscˇin izbrali umetne znacˇilke NDVI, NDWI
in evklidsko normo vidnega ter infrardecˇega spektra.
V Tabeli 4.1 je prikazana uspesˇnost posamezne metode za izbrane ra-
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LightGBM TempCNN [16] TCN [23]
Natancˇnost Priklic F1 Natancˇnost Priklic F1 Natancˇnost Priklic F1
Kosˇen travnik 95 71 81 98 87 93 97 89 93
Hmelj 30 87 44 82 92 87 87 58 70
Trava 5 28 8 2 54 5 0 0 0
Ozimna oljna ogrsˇica 82 87 84 75 98 85 84 93 88
Koruza 95 87 91 95 90 92 93 90 92
Ozimna zˇita 92 85 89 93 91 92 93 88 90
Metuljnice in/ali
travno deteljne mesˇanice
23 41 30 27 63 38 22 57 32
Bucˇe 64 73 68 54 89 68 73 65 69
Jara zˇita 18 54 27 15 52 23 7 56 12
Zelenjava 3 54 27 5 7 6 8 6 7
Krompir 8 55 14 39 40 39 37 17 24
Vinogradi 47 67 55 21 94 34 51 70 59
Soja 86 81 83 55 98 70 68 97 80
Sadno drevje 5 47 9 7 34 12 9 24 13
Povprecˇje 46 66 51 48 71 53 52 57 52
Tabela 4.1: Primerjava doprinosa metod v procentih.
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zrede. Konvolucijske metode so v jasni prednosti pred LightGBM, vendar se
povprecˇna vrednost mere F1 razlikuje le za dva odstotka. Kljub temu dosega
boljˇse rezultate od obeh metod v klasifikaciji jarih zˇit. Vse metode imajo
tezˇavo s klasifikacijo razredov: trava, zelenjava, krompir in sadno drevje.
Kot smo ugotovili v poglavju 3.2.1, je to najverjetneje zaradi ujemanja ra-
zredov. Konvolucijske metode dosegajo primerljive rezultate. Vecˇje razlike
so v primeru klasifikacije hmelja in jarih zˇit, kjer TempCNN dosegajo boljˇse
rezultate od TCN. TempCNN dosega nizˇjo natancˇnost, vendar vecˇji priklic.
V nasˇem primeru je bolj pomembno, da se pri dolocˇanju razreda manjkrat
zmotimo, zato v nadaljnjih testiranjih uporabimo metodo TempCNN.
Eden izmed razlogov za slabsˇe rezultate v primeru TCN je lahko manjˇse
sˇtevilo parametrov, saj ima v primerjavi s TempCNN sˇtirikrat manj para-
metrov. To pomeni hitrejˇse ucˇenje in manjˇso mozˇnost za prekomerno prila-
gajanje ucˇni mnozˇici. Morda ravno zaradi manjˇsega sˇtevila parametrov ne
dosega boljˇsih rezultatov. Kljub temu pa so rezultati primerljivi.
4.2 Vpliv spektra
V tem poglavju bomo obravnavali razliko v uspesˇnosti klasifikacije z manjˇsim
sˇtevilom spektralnih kanalov. V Tabeli 4.3 smo z uporabo metode TempCNN
primerjali kombinacijo pogostejˇsih kanalov; tri vidne, nato skupaj z infrardecˇim
in sˇe v primerjavi z vsemi dvanajstimi, ki jih imamo na voljo na L2A pro-
cesnem nivoju satelita Sentinel-2. Omejen nabor spektra je lahko tudi pred-
nost, saj potrebujemo manj prostora za shranjevanje in manj cˇasa za obdelavo
zbranih podatkov.
Najbolˇse rezultate v Tabeli 4.3 dosezˇemo z uporabo celotnega spektra, kar
je tudi pricˇakovano, saj je to vsa informacija, ki jo imamo na voljo. Vidni
v kombinaciji z blizˇnjim infrardecˇim dosega skoraj enako dobre rezultate. V
nekaterih razredih, kot so ozimna oljna ogrsˇcˇica, vinogradi in soja, dosega celo
boljˇse rezultate. Razlog, zakaj uporaba celotnega spektra ni boljˇsa v vseh
primerih, je lahko, da z manjˇsim spektrom ne moremo uspesˇno locˇevati med
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vsemi razred, vendar pa imamo dovolj informacij, da locˇimo med omenjenimi.
V primerjavi s samo vidnim spektrom je razlika doprinosa blizˇnjega in-
frardecˇega kanala velika. Iz Tabele 4.3 lahko vidimo, da vidni spekter tudi v
kombinaciji s cˇasovno informacijo ne zadostuje za locˇevanje med poljˇscˇinami.
Rezultati so slabsˇi v primeru vseh razredov. Dosegamo skoraj pol manj na-
tancˇnosti v primeru povprecˇne mere F1. Iz tega sklepamo, da je vkljucˇitev
blizˇnjega infrardecˇega spektra kljucˇnega pomena za klasifikacijo poljˇscˇin.
Uporabo satelitov, ki nimajo infrardecˇega kanala, za klasifikacijo poljˇscˇin
ne priporocˇamo, saj s kombinacijo dosegamo veliko boljˇse rezultate.
4.3 Evalvacija prostorske konvolucije
Metoda LightGBM ni primerna za nadgradnjo s prostorsko informacijo, saj
struktura atributov ne vpliva na koncˇno uspesˇnost modela. Za nadgradnjo
smo izbrali metodo TempCNN saj na podlagi predhodnih testov dosega naj-
boljˇse rezultate. Sestavljena je iz treh cˇasovnih konvolucij in enega polno
povezanega nivoja. Strukturo smo primerno razsˇirili za zajem prostorske in-
formacije in v poglavju preiskali optimalno velikost in kompleksnost mrezˇe.
Na Sliki 4.7 je prikazana uspesˇnost v razmerju z velikostjo prostorske in-
formacije, ki jo vkljucˇimo v klasifikacijo. V primeru velikosti 1 (brez prostor-
ske informacije), je arhitektura primerljiva referencˇni metodi TempCNN [16].
Brez prostorske informacije dosezˇemo boljˇse rezultate kot z vkljucˇitvijo sose-
dnjih celic. Zelo ozka, samo sosednja informacija pri oknu velikost 3 morda ne
zajame dovolj uporabne informacije, ker so zajete celice zelo korelirane. Re-
zultati se izboljˇsajo s sˇirsˇim kontekstom, kot sta velikost 5 in 7. Iz Slike 4.7
lahko vidimo, da vkljucˇitev prostorske informacije pripomore k uspesˇnosti
locˇevanja med razredi. Cˇe pa ne zajamemo obmocˇja primerne velikosti,
dosezˇemo nasprotni ucˇinek.
Rezultati mere F1 za posamezen razred v odvisnosti od velikosti prostor-
ske konvolucije so prikazani v Tabeli 4.2. Padec v povprecˇni vrednosti F1
je lahko povezan z velikostjo njiv. Povprecˇna velikost poljˇscˇin je 75 celic, ki
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Slika 4.7: Uspesˇnost v odvisnosti od velikosti zajete prostorske informacije.
Velikost
1 3 5 7 9 11
Kosˇen travnik 66 57 66 67 67 66
Hmelj 48 38 51 32 46 29
Trava 8 1 13 16 0 1
Ozimna oljna ogrsˇica 72 83 74 78 56 63
Koruza 71 74 76 79 75 77
Ozimna zˇita 80 76 70 78 72 76
Metuljnice in/ali
travno deteljne mesˇanice
23 20 24 30 24 27
Bucˇe 40 54 52 58 29 49
Jara zˇita 25 17 22 19 22 2
Zelenjava 12 7 9 15 6 5
Krompir 8 3 9 19 0 17
Vinogradi 32 14 41 40 22 25
Soja 60 53 49 63 24 63
Sadno drevje 2 2 6 4 3 4
Povprecˇna vrednost F1 39 36 40 42 32 36
Tabela 4.2: Vrednost mere F1 za posamezen razred in v stolpcih doseg
prostorske konvolucije.
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RGB RGB NIR Celoten spekter
Natancˇnost Priklic F1 Natancˇnost Priklic F1 Natancˇnost Priklic F1
Kosˇen travnik 81 55 66 92 52 66 89 53 67
Hmelj 2 95 4 35 93 51 51 50 50
Trava 0 0 0 1 15 3 10 6 8
Ozimna oljna ogrsˇica 4 25 7 69 76 73 59 85 70
Koruza 93 52 67 95 62 75 97 61 74
Ozimna zˇita 88 61 72 89 62 73 88 71 79
Metuljnice in/ali
travno deteljne mesˇanice
26 11 15 22 25 23 41 20 27
Bucˇe 43 44 44 40 60 48 57 51 54
Jara zˇita 9 29 14 17 23 20 14 38 20
Zelenjava 7 1 2 22 64 9 19 28 23
Krompir 26 5 8 31 98 14 41 20 27
Vinogradi 7 21 11 34 42 38 23 28 25
Soja 75 29 42 43 74 55 52 49 50
Sadno drevje 26 0 1 56 30 5 49 3 6
Povprecˇje 35 31 25 46 55 39 49 40 41
Tabela 4.3: Primerjava doprinosa spektralnih kanalov v procentih.
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je morda tudi razlog za uspesˇnost okna velikosti 7 × 7. Za vecˇino poljˇscˇin
tudi dosezˇemo najboljˇse rezultate z velikostjo okna 7, v tem primeru zaja-
memo 3 sosednje celice v vse smeri. Za razliko od drugih razredov v primeru
klasifikacije hmelja in jarih zˇit dosezˇemo najboljˇse rezultate brez uporabe
prostorske informacije. Vsa nadaljnja testiranja izvajamo z uporabo okna
velikosti sedem, saj v povprecˇju dosega najboljˇse rezultate.
Cˇeprav na podrocˇju klasifikacije slik z mrezˇo VGG [28] v zacˇetnih slojih
dosezˇejo boljˇse rezultate z uporabo prostorske konvolucije velikosti 3, je ra-
zlog za vecˇji filter lahko v velikosti celic. Satelit Sentinel-2 zajame povprecˇno
vrednost obmocˇja 10m× 10m, kar je veliko vecˇje od tocˇk na fotografijah. S
tem celice zˇe nudijo zgosˇcˇeno informacijo, ki jo uporabimo za klasifikacijo
posameznih poljˇscˇin. Posledicˇno s tem morda tudi ne potrebujemo globljih
mrezˇ za viˇsji nivo abstrakcije vzorcev, kot je to pomembno na podrocˇju kla-
sifikacije slik.
Na Sliki 4.8 smo primerjali vpliv sˇirine in globine nevronske mrezˇe v
kombinaciji s prostorsko konvolucijo . Kljub dodatni informaciji s prostorsko
komponento je potreba po sˇtevilu filtrov manjˇsa. Eden izmed razlogov je
lahko, da zˇe z manjˇsim sˇtevilom prostorskih filtrov zgradimo dovolj znacˇilk,
ki zadosˇcˇajo za locˇevanje med poljˇscˇinami. Optimalno sˇtevilo skritih nivojev
se ni spremenilo in arhitektura v vseh ostalih primerih dosega slabsˇe rezultate.
Slika 4.8: Uspesˇnost v odvisnosti od kompleksnosti arhitekture.
V kvalitativni primerjavi na Sliki 4.9, je rezultat klasfikacije na opazo-
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vanem obmocˇju. Nobena izmed metod nima tezˇav z vecˇinskim razredom,
obarvanim z zeleno, in ga v vecˇini primerov pravilno dolocˇijo. V primeru
polja oznacˇenim s kvadratom 1 imata LightGBM in nasˇ pristop tezˇave s kla-
sifikacijo. Razlog za to je lahko v inicializaciji utezˇi ali ucˇnih primerih. Obe
metodi LightGBM in TempCNN, ki delujeta na posameznih celicah, imata
tezˇave na robovih polj in na nekaterih problematicˇnih obmocˇjih. Primere
tega lahko vidimo na Sliki 4.9 v pravokotniku 2 in 3. Tezˇava je v primeru
LightGBM zelo izrazita. Ker obe metodi opazujeta posamezno celico kljub
uspesˇni klasifikaciji vecˇine celic na polju, se znotraj polj pojavijo osamljene
celice, katerim dolocˇita napacˇen razred. TempCNN sicer dosega boljˇse re-
zultate, vendar ima sˇe vedno podobne tezˇave. Razlog za take artefakti je
lahko sˇum v satelitskih podatkih. Zato v nasˇem pristopu problem naslo-
vimo z vkljucˇitvijo prostorske informacije. Na Sliki 4.9 imamo znotraj polj
manj osamljenih celic, kot v drugih dveh. V kvadratu 4 tudi opazimo, da so
pridobljene klasifikacije bolj homogene.
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Slika 4.9: Primerjava napovedi razlicˇnih metod.
Poglavje 5
Zakljucˇek
V delu smo se seznanili s podatki satelita Senitel-2 in razredi poljˇscˇin na
obmocˇju Slovenije. Primerjali smo doprinos posameznih metod, ki se upora-
bljajo na podrocˇju klasifikacije satelitskih slik. Ovrednotili smo vpliv spektra,
ko imamo na voljo omejen nabor kanalov, na uspesˇnost klasifikacije poljˇscˇin.
In ugotovili, da za sprejemljive rezultate poleg vidnega spektra potrebujemo
vsaj sˇe blizˇnji infrardecˇi.
Optimizirali smo nevronsko mrezˇo TempCNN [16]. Originalna metoda
izkoristi le cˇasovno informacijo satelitskih slik, zato smo pripravili in ovre-
dnotili arhitekturo, ki poleg cˇasovne uporabi sˇe prostorsko informacijo. V
povprecˇni vrednosti mere F1 dosezˇemo za tri odstotke boljˇse rezultate z
vkljucˇitvijo prostorske informacije. Preverili smo tudi razlicˇne velikosti okna
za prostorsko konvolucijo ter kompleksnost metode in izbrali arhitekturo, ki
dosega najboljˇse rezultate na nasˇem primeru.
V okviru projekta Perceptive Sentinel smo pripravili bazo slovenskih polj-
sˇcˇin iz leta 2017. Primerna je za ucˇenje modelov, ki vkljucˇujejo tako cˇasovno
kot prostorsko informacijo. Baza podatkov zaradi zadrzˇkov lastnika na zˇalost
ni javno dostopna. V okviru skupne Evropske kmetijske politike bodo ver-
jetno v bodocˇe cˇlanice unije primorane tovrstne baze podatkov odpreti za
javnost. Z javno dostopnimi podatki bi omogocˇili lazˇji razvoj in sodelovanje
na podrocˇju spremljanja in klasifikacije poljˇscˇin.
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Pomanjkljivost pridobljenih rezultatov je testiranje samo na eni razdelitvi
ucˇnih in testnih primerov. Vecˇjo zanesljivost dobljenih rezultatov bi dosegli
z vecˇkratno evalvacijo in izmenjavo primerov v ucˇni in testni mnozˇici. S tem
bi se izognili pristranskosti rezultatov, saj smo posamezne evalvacije izvedli
samo enkrat.
Kljub velikim kolicˇinam podatkov, ki so potrebni za ucˇenje globokih me-
tod, je zanimivo vprasˇanje, koliko podatkov res potrebujemo za uspesˇno kla-
sifikacijo. Imamo morda dovolj informacij zˇe s pametnim vzorcˇenjem, ki
dobro predstavlja podatke.
Frekvenca zajetih satelitskih podatkov se znotraj leta 2017 spreminja,
saj sta v drugi polovici leta, ko se sezona poljˇscˇin zˇe zakljucˇuje na voljo oba
Sentinel-2 satelita, v prvi polovici leta pa le en. To je najverjetneje razlog,
da tudi v primeru gostejˇse interpolacije ne dosegamo boljˇsih rezultatov. Za
boljˇse ovrednotenje pomembnosti frekvence interpolacije bi torej morali po-
stopek ponoviti na podatkih za leto 2018. Zanimiva bi bila tudi primerjava
uspesˇnosti metode na drugem letu. Zaradi razlicˇnih podnebnih dejavnikov
bi verjetno dosegli slabsˇe rezultate, vendar bi model morda lahko izboljˇsali z
metodami prenosa znanja.
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