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Abstract
We construct new families of quasimorphisms on many groups acting on CAT(0) cube com-
plexes. These quasimorphisms have a uniformly bounded defect of 12, and they “see” all ele-
ments that act hyperbolically on the cube complex. We deduce that all such elements have
stable commutator length at least 1/24.
The group actions for which these results apply include the standard actions of right-angled
Artin groups on their associated CAT(0) cube complexes. In particular, every non-trivial ele-
ment of a right-angled Artin group has stable commutator length at least 1/24.
These results make use of some new tools that we develop for the study of group actions
on CAT(0) cube complexes: the essential characteristic set and equivariant Euclidean embed-
dings.
1 Introduction
In this paper, we construct quasimorphisms on groups that admit actions on CAT(0) cube com-
plexes. Our emphasis is on finding quasimorphisms that are both efficient and effective. By “effi-
cient” we mean that the quasimorphisms have low defect. By “effective” we mean that the quasi-
morphisms take non-zero values on specified elements of the group. These two qualities, taken
together, allow one to establish lower bounds for stable commutator length (scl) in the group.
According to Bavard Duality [Bav91], if ϕ is a homogeneous quasimorphism of defect at most D
and ϕ(g )≥ 1, then scl(g )≥ 1/2D . Thus, for the strongest bound on scl, one needs to find effective
quasimorphisms with the smallest possible defect.
The quasimorphisms we define have similarities with the “non-overlapping” counting quasimor-
phisms of Epstein and Fujiwara [EF97], which in turn are a variation of the Brooks counting quasi-
morphisms on free groups [Bro81]. If X is a CAT(0) cube complex, there is a notion of a tightly
nested segment of half-spaces in X . If G acts on X non-transversely (see Definition 4.1), then for
each tightly nested segment γ there is an associated counting quasimorphism ϕγ. This function
counts non-overlapping copies (or G–translates) of γ and γ inside characteristic subcomplexes of
elements of G . Using the median property of CAT(0) cube complexes, we show that ϕγ has defect
at most 6, and therefore its homogenization ϕ̂γ has defect at most 12. (Note that this bound is
independent of both the length of γ and the dimension of X .)
We now have a large supply of efficient quasimorphisms, but it is by no means clear that any of
them are non-trivial. Our main task, given an element g ∈G , is to find a tightly nested segment γ
such that ϕ̂γ(g )≥ 1. This will only be possible for suitable elements g ; for instance, if g is conjugate
to g−1, then scl(g )= 0 and every homogeneous quasimorphism vanishes on g .
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For our main result we consider cube complexes with group actions that have properties in com-
mon with the standard actions of right angled Artin groups on their associated CAT(0) cube com-
plexes. These are called RAAG-like actions; see Section 7 and Definition 7.1. Our main theorem is
that for such actions, the desired segments γ can be found for every hyperbolic element g . Using
Bavard Duality, we obtain:
Theorem A. Let X be a CAT(0) cube complex with a RAAG-like action by G. Then scl(g ) ≥ 1/24 for
every hyperbolic element g ∈G.
Since the standard action of a right-angled Artin group on its associated CAT(0) cube complex is
RAAG-like, with all non-trivial elements acting hyperbolically, the following corollary is immediate.
Corollary B. Let G be a right-angled Artin group. Then scl(g )≥ 1/24 for every nontrivial g ∈G.
What is perhaps surprising about this result is that there is a uniform gap for scl, independent of the
dimension of X . Note that in Theorem A we do not assume that X is either finite-dimensional or
locally finite; thus Corollary B applies to right-angled Artin groups defined over arbitrary simplicial
graphs.
The defining properties of RAAG-like actions arose naturally while working out the arguments in
this paper. It turns out, however, that RAAG-like actions are closely related to the special cube
complexes of Haglund and Wise [HW08]. That is, if G acts freely on X , then the action is RAAG-like
if and only if the quotient complex X /G is special. See Section 7 and Remark 7.4 for the precise
correspondence between these notions.
Corollary C. Let G be the fundamental group of a special cube complex. Then scl(g )≥ 1/24 for every
non-trivial g ∈G.
This follows from Theorem A since the action of G on the universal cover is RAAG-like, with every
non-trivial element acting hyerbolically. Alternatively, it follows from Corollary B and monotonic-
ity, since every such group embeds into a right-angled Artin group.
Related results
There are other gap theorems for stable commutator length in the literature, though in some cases
the emphasis is on the existence of a gap, rather than its size. The first such result was Duncan
and Howie’s theorem [DH91] that every non-trivial element of a free group has stable commutator
length at least 1/2. In [CFL16] it was shown that in Baumslag–Solitar groups, stable commutator
length is either zero or at least 1/12. A different result in [CFL16] states that if G acts on a tree,
then scl(g ) ≥ 1/12 for every “well-aligned” element g ∈G . There are also gap theorems for stable
commutator length in hyperbolic groups [Gro82, CF10] and in mapping class groups (and their
finite-index subgroups) [BBF16b], where existence of a gap is established. In these cases it is also
determined which elements of the group have positive scl. In [CF10], the size of the gap in the case
of a hyperbolic group is estimated, in terms of the number of generators and the hyperbolicity
constant.
In [Kob12, Corollary 6.13], it was shown that every finitely generated right-angled Artin group G
embeds into the Torelli subgroup of the mapping class group of a surface. Since scl is positive on
the Torelli group [BBF16b], monotonicity implies that every non-trivial element of G has positive
Effective quasimorphisms on RAAGs 3
scl. However, the lower bounds obtained in this way are neither explicit nor uniform. For instance,
the genus of the surface needed in [Kob12] grows with the number of generators of G , and this
affects the bounds arising in [BBF16b] (which go to zero as the genus grows).
There are numerous results on the existence of homogeneous quasimorphisms on groups, where
the purpose is to show that the group has non-zero second bounded cohomology. Let Q˜H(G) de-
note the space of homogeneous quasimorphisms on G , modulo homomorphisms. Then Q˜H(G) is
a subspace of H 2b (G ;R). In [EF97] it was shown that Q˜H(G) is infinite-dimensional for any hyper-
bolic group G . Recent results in this direction, involving both wider classes of groups and more
general coefficient modules, include [HO13] and [BBF16a]. If G is a non-abelian right-angled Artin
group then Q˜H(G) is infinite-dimensional (via a retraction onto a free subgroup). The quasimor-
phisms defined in this paper include an infinite collection that is linearly independent in Q˜H(G);
see Proposition 4.7. These appear to be different from the quasimorphisms one obtains via retrac-
tions.
We have mentioned that the median property of CAT(0) cube complexes is used to control the
defect of our quasimorphisms. The use of medians in this context originated in [CFI16], where
they are used to define a bounded cohomology class (the median class) which has good functorial
properties. This class is defined, and is non-trivial, whenever one has a non-elementary group
action on a finite-dimensional CAT(0) cube complex. One consequence, among many others, is
that H 2b (G ; M) is non-trivial for any such group, for a suitably defined coefficient module M .
Our upper bound of 12 for the defect of the quasimorphisms φ̂γ can actually be lowered to 6 in the
special case when the CAT(0) cube complex is 1–dimensional; see Remark 4.6. This statement then
coincides with Theorem 6.6 of [CFL16], and thus we obtain a new proof of the latter result.
While this paper was being considered for publication, Heuer [Heu18] announced a sharp lower
bound of 1/2 for scl in RAAGs, using a very different family of quasimorphisms.
Methods
The fundamental result upon which most of our arguments depend is the existence of equivariant
Euclidean embeddings, proved in Proposition 5.4. To state this result, we first note that every ele-
ment g ∈G has a minimal subcomplex Mg ⊆ X , and if g is hyperbolic then this subcomplex admits
a
〈
g
〉
–invariant product decomposition Mg ∼=M essg ×X fixg . The action of g on X fixg is trivial and every
edge in M essg is on a combinatorial axis for g . We call M
ess
g the essential minimal set for g . Further-
more, we show that M essg is always a finite-dimensional CAT(0) cube complex. However, M
ess
g is not
always a convex subcomplex of X . We denote by X essg its convex hull in X and refer to X
ess
g as the
essential characteristic set for g . The subcomplex X essg is in general much more complicated than
M essg and can have infinite dimension. In Section 3, we give a complete characterization of when
X essg is finite-dimensional and when X
ess
g and M
ess
g are the same.
Proposition 5.4 states that under suitable assumptions there is a
〈
g
〉
–equivariant embedding of
X essg into R
d , where d = dim X essg . That is, there is an embedding of cube complexes X essg ,→ Rd
such that the action of
〈
g
〉
on X essg extends to an action on R
d (preserving its standard cubing).
Furthermore, the embedding induces a bijection between the half-spaces of X essg and those of R
d .
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It is well known that any interval in a CAT(0) cube complex admits an embedding into Rd for some
d . This result is proved using Dilworth’s theorem on partially ordered sets of finite width; see
[BCG+09] for details. What is new in our result is the equivariance. In order to prove it, we first
state and prove an equivariant version of Dilworth’s theorem, Lemma 5.3.
An important aspect of the equivariant Euclidean embedding is that it provides a geometric frame-
work for understanding the fine structure of the set of half-spaces of X essg , considered as a partially
ordered set. This set becomes identified with the set of half-spaces of Rd , and the partial ordering
from X essg is determined by the knowledge of which cubes in R
d are occupied by X essg (cf. Re-
mark 6.1). Tools such as the Quadrant Lemma and the Elbow Lemma (see Section 6) can be used to
retrieve information about the partial ordering. These tools become available once X essg has been
embedded into Rd .
An outline of the paper
In Section 2 we present background on several topics, including quasimorphisms and stable com-
mutator length, CAT(0) cube complexes, and right-angled Artin groups.
In Section 3 we define the essential minimal set and the essential characteristic set, and establish
their properties. We determine when they agree, and when the latter has finite dimension.
In Section 4 we define non-transverse actions. For such actions we also define the quasimorphisms
ψγ and ϕγ and establish the bounds on defect, using medians. We construct an infinite linearly
independent set in Q˜H(AΓ), for any non-abelian right-angled Artin group AΓ.
In Section 5 we prove the equivariant Dilworth theorem, and apply it to prove the existence of
equivariant Euclidean embeddings of essential characteristic sets.
In Section 6 we introduce quadrants and prove two basic results, the Quadrant Lemma and the
Elbow Lemma. These are the primary tools used for studying the essential characteristic set X essg
once it has been equivariantly embedded into Rd .
In Section 7 we discuss RAAG-like actions on CAT(0) cube complexes.
In Sections 8 and 9 we carry out the rather intricate arguments needed to show that ϕ̂γ(g ) ≥ 1 for
the appropriate choice of γ. Essentially all of the effort in these sections is devoted to showing that
X essg contains no G–translate of γ.
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2 Preliminaries
In this section we establish notation and background for the rest of the paper. We start with the top-
ics of quasimorphisms and stable commutator length. For more detail see [Cal09]. Then we give
some background on CAT(0) cube complexes, focusing on the structure of their half spaces and
their median structure. More information on these topics can be found in [Sag95, Rol98, Hag07,
CN05, Nic04]. The section concludes with a brief overview of right-angled Artin groups and prop-
erties of their associated CAT(0) cube complexes. These properties lead to the notion of RAAG-like
actions, to be defined in Section 7.
Notation. Throughout the paper we use the symbols “⊂” and “⊃” to denote strict inclusion only.
Quasimorphisms and stable commutator length
Let G be any group. A mapϕ : G →R is a quasimorphism on G if there is a constant D ≥ 0 such that
for all g ,h ∈G , ∣∣ϕ(g h)−ϕ(g )−ϕ(h)∣∣≤D.
The smallest D that satisfies the inequality above is called the defect of ϕ. It is immediate that a
quasimorphism is a homomorphism if and only if its defect is 0.
A quasimorphism ϕ is homogeneous if ϕ(g n)= nϕ(g ) for all g ∈G and n ∈Z. Given any quasimor-
phism ϕ, its homogenization ϕ̂ is defined by
ϕ̂(g )= lim
n→∞
ϕ(g n)
n
.
It is straightforward to check ϕ̂ is a homogeneous quasimorphism. Its defect can be estimated as
follows:
Lemma 2.1. Ifϕ is a quasimorphism of defect at most D, then its homogenization has defect at most
2D.
Two maps ϕ,ψ : G → R are uniformly close if there exists D ≥ 0 such that ∣∣ϕ(g )−ψ(g )∣∣ ≤D for all
g ∈G . It is easy to check that any map uniformly close to a quasimorphism is a quasimorphism.
Further, the following statement holds:
Lemma 2.2. If ϕ is uniformly close to a quasimorphism ψ, then ϕ̂= ψ̂.
Proof. By assumption, there exists D ≥ 0 such that ∣∣ϕ(g )−ψ(g )∣∣≤D for all g ∈G . Then
∣∣ϕ̂(g )− ψ̂(g )∣∣= ∣∣∣∣ limn→∞ ϕ(g n)n − limn→∞ψ(g
n)
n
∣∣∣∣= limn→∞
∣∣ϕ(g n)−ψ(g n)∣∣
n
≤ lim
n→∞
D
n
= 0.
Now denote by [G ,G] the commutator subgroup of G . Given an element g ∈ [G ,G], the commutator
length cl(g ) of g is the minimal number of commutators whose product equals g . The commutator
length of the identity element is 0. For any g ∈ [G ,G], the stable commutator length of g is
scl(g )= lim
n→∞
cl(g n)
n
.
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Note that scl(g n)= n scl(g ) for all n ∈Z and g ∈G . This formula allows one to define scl for elements
that are only virtually in [G ,G]. By convention, scl(g )=∞ if no power of g lies in [G ,G].
The relationship between stable commutator length and quasimorphisms on G is expressed by
Bavard duality [Bav91]. We state the easier direction below:
Lemma 2.3 (Easy direction of Bavard Duality). For any g ∈ [G ,G], if ϕ is a homogeneous quasimor-
phism on G with defect at most D, then
scl(g )≥ ϕ(g )
2D
.
CAT(0) cube complexes
A cube of dimension d is an isometric copy of [0,1]d with the standard Euclidean metric. A face
of a cube is obtained by fixing any number of coordinates to be 0 or 1. This is naturally a cube
of the appropriate dimension. A midcube is the subset of the cube obtained by fixing one of the
coordinates to be 1/2.
A cube complex X is a space obtained from a collection of cubes with some faces identified via
isometries. The dimension of X is the dimension of a maximal dimensional cube if it exists; oth-
erwise the dimension of X is infinite. We equip X with the path metric induced by the Euclidean
metric on each cube. By Gromov’s link condition, X is non-positively curved if and only if the link
of every vertex of X is a flag complex. A cube complex X is CAT(0) if and only if it is non-positively
curved and simply connected.
Let X be a CAT(0) cube complex. By an edge path of length n we will mean a sequence of vertices
x0, . . . , xn , such that adjacent vertices xi and xi+1 are joined by an edge of X . If p = x0, . . . , xn and
q = y0, . . . , ym are two edge paths with xn = y0, then their concatenation is the edge path p · q =
x0, · · · , xn , y1, · · · ym .
We will ignore the CAT(0) metric on X and consider the combinatorial metric on its vertex set,
which measures distance d(x, y) between two vertices x and y as the minimal length of an edge
path joining them. An edge path from x to y is a geodesic if it has length d(x, y). An infinite se-
quence of vertices in X is a geodesic if every finite consecutive subsequence is a geodesic.
A hyperplane in X is a connected subset whose intersection with each cube of X is either empty or
is a midcube. This set always divides X into two disjoint components. The closure of a component
is called a half-space H of X . The closure of the other component is denoted by H . We denote by
∂H the boundary hyperplane of H and note that ∂H = ∂H .
A subcomplex C ⊆ X is convex if every geodesic in X between two of its vertices is contained entirely
in C . If Y ⊆ X is any subcomplex, the convex hull C (Y ) of Y is the smallest convex subcomplex
containing Y . Equivalently, it is the largest subcomplex of X that is contained in the intersection
of all half-spaces containing Y .
For any vertices x, y ∈ X , we will denote by C (x, y) the convex hull C ({x, y}).
A hyperplane ∂H is dual to an edge (or vice versa) if ∂H intersects the edge. A half-space H is
dual to an edge if ∂H is. A cube C is dual to a hyperplane ∂H if C contains an edge dual to ∂H .
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The neighborhood of ∂H is the union N (∂H) of all cubes dual to ∂H . By [Hag07, Theorem 2.12],
N (∂H) is convex. Further, there is a an involution on N (∂H) that fixes ∂H pointwise and swaps the
endpoints of each edge dual to ∂H (in fact, N (∂H)∼= ∂H × [0,1]).
LetH (X ) be the collection of half-spaces of X . This is partially ordered by inclusion. We say two
half-spaces are nested if they are linearly ordered; they are tightly nested if they are nested and there
is no third half-space that lies properly between them. The mapH (X )→H (X ) sending H to H is
an order-reversing involution.
Two half-spaces H , H ′ of X are transverse, denoted by H tH ′, if all four intersections
H ∩H ′, H ∩H ′, H ∩H , H ∩H ′,
are non-empty. When this happens, then there is a cube C in X such that ∂H ∩C and ∂H ′∩C are
different midcubes of C . More generally, if H1, . . . , Hn are pairwise transverse, then there is a cube
C in X of dimension n such that ∂H1∩C , . . . ,∂Hn ∩C are the n midcubes of C .
Given two vertices x, y ∈ X , the interval between x and y is
[x, y]=
{
H ∈H : y ∈H , x ∈H
}
.
Two distinct half-spaces H , H ′ ∈ [x, y] are always either nested or transverse. The interval [y, x] is
exactly the set of half spaces
{
H : H ∈ [x, y]
}
.
An oriented edge e = (x, y) is an edge whose vertices x, y have been designated as initial and termi-
nal respectively. Given an edge path x0, . . . , xn , each edge (xi , xi+1) receives an induced orientation
with xi initial and xi+1 terminal. For any oriented edge e = (x, y), the half space dual to e is the
unique half-space in the interval [x, y]; it is dual to e considered as an unoriented edge, and it
contains y but not x.
An edge path is a geodesic if and only if it crosses no hyperplane twice. Two geodesics from x to
y determine the same set of half-spaces [x, y], and every half-space H ∈ [x, y] is dual to some edge
on every geodesic from x to y . Therefore, the combinatorial distance d(x, y) is the same as the
cardinality of [x, y]. See [Sag95, Theorem 4.13] for more details.
Ultrafilters
Suppose σ is a function assigning to each hyperplane h in X a half-space H with ∂H = h. Then σ is
an ultrafilter if σ(h) and σ(h′) have non-trivial intersection for every pair of hyperplanes h,h′. An
alternative viewpoint is to simply specify the image of σ, as a subset ofH (X ) that contains exactly
one half-space from each pair
{
H , H
}
, such that no two elements are disjoint. For this reason, σ is
sometimes called an ultrafilter “onH (X )".
For each vertex v of X there is a principal ultrafilter of v , defined by choosing σ(h) to be the half-
space with boundary h containing v . Neighboring vertices define principal ultrafilters that differ
on a single hyperplane (the one that is dual to the edge separating the vertices). Conversely, if two
principal ultrafilters differ on a single hyperplane, then the corresponding vertices bound an edge,
dual to that hyperplane. Since X is connected, any two principal ultrafilters will differ on finitely
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many hyperplanes. Indeed, the number of such hyperplanes is precisely the distance between the
two vertices.
The principal ultrafilters admit an intrinsic characterization: an ultrafilterσ onH (X ) is principal if
and only if it satisfies the descending chain condition: whenever {hi } is a sequence of hyperplanes
such thatσ(hi )⊇σ(hi+1) for all i , the sequence is eventually constant. It follows that if an ultrafilter
differs from a principal one on finitely many hyperplanes, it will also be principal.
Knowledge of the principal ultrafilters onH (X ) completely determines X as a CAT(0) cube com-
plex. The Sageev construction is the name for the process of building a cube complex from its
partially ordered set of half-spaces. The 1–skeleton of X is determined from principal ultrafilters
as already described, and cubes are added whenever their 1–skeleta are present [Sag95].
More generally, letH be any partially ordered set with an order-reversing free involution H 7→ H ,
such that every interval is finite. The Sageev construction yields a CAT(0) cube complex X (H )
whose half-spaces correspond toH as a partially ordered set with involution [Rol98]. It is often
convenient to think of vertices of X as principal ultrafilters, and to identify X with the result of the
Sageev construction performed onH (X ).
Medians
Given three vertices x, y, z ∈ X , there is a unique vertex m =m(x, y, z) called the median such that
[a,b]= [a,m]∪ [m,b] for all pairs {a,b}⊂ {x, y, z}. For completeness we sketch the proof, since the
standard reference [Rol98] is unpublished.
As an ultrafilter, m is defined by simply assigning to each hyperplane the half-space which contains
either two or three of the vertices
{
x, y, z
}
. Two such half-spaces cannot be disjoint, so this rule does
indeed define an ultrafilter. This ultrafilter is principal (i.e. it defines a vertex) because it differs
from the principal ultrafilter of x on finitely many hyperplanes: if H is chosen by m and x 6∈ H ,
then y, z ∈ H ; hence H ∈ [x, y]∩ [x, z], a finite set. Finally, given a,b ∈ {x, y, z}, every half-space
containing a and b also contains m, by definition. Thus, no hyperplane can separate m from a and
b, and therefore [a,b]= [a,m]∪ [m,b].
A vertex z lies on a geodesic edge path from x to y if and only if z =m(x, z, y). Therefore, z ∈C (x, y)
if and only z =m(x, z, y).
Segments
By a segment γ of length n we will mean a chain of half-spaces H1 ⊃H2 ⊃ ·· · ⊃Hn such that Hi and
Hi+1 are tightly nested for all i = 1, . . . ,n−1. The inverse of γ is the segment γ: H n ⊃H n−1 ⊃ ·· · ⊃H 1.
Let γ and γ′ be segments. We write γ > γ′ if every half-space in γ contains every half-space in γ′.
We say that γ and γ′ are nested if either γ> γ′ or γ′ > γ.
Definition 2.4. Two segments γ and γ′ are said to overlap if either γ∩γ′ 6= ; or there exist H ∈ γ
and H ′ ∈ γ′ with H tH ′. Otherwise, they are non-overlapping.
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Lemma 2.5. Suppose γ1 and γ2 are non-overlapping segments that are contained in [x, y]. Then γ1
and γ2 are nested.
Proof. As mentioned above, any two half-spaces in [x, y] are either nested or transverse. Therefore,
sinceγ1 andγ2 are non-overlapping, their union is linearly ordered by inclusion. The result follows,
since each γi is a segment.
Right-angled Artin groups
Let Γ be a simplicial graph (i.e. a simplicial complex of dimension at most 1), with vertex set V (Γ)
and edge set E(Γ). The right-angled Artin group AΓ is defined to be the group with generating
set V (Γ) and relations {[v, w] : {v, w} ∈ E(Γ)}. That is, two generators commute if and only if they
bound an edge in Γ, and there are no other defining relations.
There is a naturally defined non-positively curved cube complex which is a K (AΓ,1) complex, ob-
tained as a union of tori corresponding to complete subgraphs of Γ (see Davis [Dav08, 11.6], for
example). The universal cover XΓ is a CAT(0) cube complex with a free action by AΓ. The oriented
edges of XΓ can be labeled by the generators of AΓ and their inverses in a natural way: each such
edge is a lift of a loop representing that generator (or its inverse).
This labeling has the property that two oriented edges are in the same AΓ–orbit if and only if their
labels agree. Also, the oriented edges that are dual to any given half-space will always have the
same label, so the label may be assigned to the half-space itself. Half-spaces in the same AΓ–orbit
will have the same label.
The half-space labels lead to several useful observations. Each 2–cell of XΓ is a square whose
boundary is labeled by a commutator [v, w], with v 6= w . It follows that no two half-spaces with
the same label can be transverse in XΓ. Since no label equals its inverse, AΓ acts without inversion
on XΓ. Some additional properties of XΓ related to the edge-labeling will be discussed in Section 7.
3 Automorphisms and characteristic sets
In this section we discuss automorphisms of CAT(0) cube complexes and their characteristic sets.
We define the essential characteristic set and the essential minimal set of a hyperbolic automor-
phism, and we determine the structures of these sets. The latter set is always finite-dimensional,
whereas the former is a subcomplex which plays an essential role throughout the paper. Toward
the end of the section, we characterize when these sets agree (Proposition 3.17) and when the es-
sential characteristic set is finite-dimensional (Corollary 3.19).
Basic notions
Following Haglund [Hag07], an automorphism g of a CAT(0) cube complex X acts with inversion if
there is a half-space H such that g (H)= H . When this occurs, g stabilizes the hyperplane ∂H . For
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any automorphism g of X , the action of g on the cubical subdivision of X is always without inver-
sion. Note, however, that for some of our results, we will not be free to perform this modification;
see Remark 7.2.
For an automorphism g of X , the translation distance of g is `g =minx∈X d(x, g x), where x ranges
over the vertices of X . If g and all of its powers act without inversion, we say that g is hyperbolic
if `g > 0 and elliptic otherwise. Haglund showed that when g is hyperbolic, there is an infinite
combinatorial geodesic in X that is preserved by g , on which g acts as a translation of magnitude
`g . Any such geodesic will be called a combinatorial axis for g . It has a natural orientation, rela-
tive to which the translation by g is in the forward direction. Note that g and g−1 have the same
combinatorial axes, but they determine opposite orientations.
Haglund also showed that any two combinatorial axes for g cross the same hyperplanes, in the
same directions. That is, the set of half-spaces that are dual to oriented edges in any axis is inde-
pendent of the choice of axis. We define the positive half-space axis of g :
A+g =
{
H ∈H (X ) : H is dual to a positively oriented edge in a combinatorial axis for g} .
We also define the negative half-space axis A−g =
{
H : H ∈ A+g
}
; note that A−g = A+g−1 . The full half-
space axis is Ag = A+g unionsq A−g .
If L is a combinatorial axis for g , then for every H ∈ A+g , the intersection L∩H is a ray containing
the attracting end of L (since L crosses ∂H exactly once). Note also that g H 6= H for all H ∈ Ag , for
otherwise g would fix the unique edge of L dual to H , contradicting hyperbolicity of g .
Remark 3.1. For any distinct half-spaces H , H ′ ∈ A+g , either H t H ′, H ⊂ H ′, or H ′ ⊂ H . The only
other possibilities are that H
′ ⊂H or H ⊂H ′, but these imply that either H ∩H ′ or H ∩H ′ is empty.
But every combinatorial axis for g meets both of these sets in an infinite ray.
Remark 3.2. For any H ∈ A+g and n > 0, if H and g n H are not transverse, then H ⊃ g n H . To see
this, let L be any oriented combinatorial axis for g . Let e = (x, y) be the oriented edge on L dual to
H . Then e lies on a geodesic edge path from x to g n x. In other words, H ∈ [x, g n x], and so g n x ∈H .
Since x ∉H , g n x ∉ g n H . It follows that H ⊃ g n H (rather than H ⊂ g n H).
Let G be a group acting on X by automorphisms. We will always assume (here and for the rest of
the paper) that all elements of G act without inversion. Under this assumption, Haglund showed
that every element g ∈G is either elliptic or hyperbolic.
The minimal set, the characteristic set, and their product decompositions
Definition 3.3. For any g ∈G , the minimal set of g is the full subcomplex Mg ⊆ X generated by the
vertices of X that realize the translation distance of g .
Since g and all of its powers act without inversion, there are two types of behavior for Mg . If g is
elliptic then Mg is the subcomplex of fixed points of g . If g is hyperbolic then Mg is the smallest
full subcomplex containing all combinatorial axes for g . It is non-empty, and every vertex of Mg is
on a combinatorial axis, by [Hag07, Corollary 6.2].
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Next we define three more sets of half-spaces when g ∈G is hyperbolic:
Sg =
{
H ∈H : H contains every combinatorial axis of g}
= {H ∈H : H contains Mg } ,
Sg =
{
H ∈H : H 6∈ Ag and H contains no combinatorial axis of g
}
=
{
H ∈H : H ∈ Sg
}
,
Tg =
{
H ∈H : H 6∈ Ag and ∂H separates two combinatorial axes of g
}
.
Recall that the half-spaces not in Ag are exactly those whose boundary hyperplanes do not cross
any axis. Thus the aforementioned sets define a partition ofH (X ):
H (X ) = Ag unionsqSg unionsqSg unionsqTg .
Remark 3.4. For any group Γ acting on X , Caprace and Sageev have defined a decomposition
ofH (X ) into Γ–essential, Γ–half-essential, and Γ–trivial half-spaces [CS11]. It can be shown that
when Γ= 〈g〉 (with g hyperbolic), these three collections of half-spaces coincide with Ag , (Sg∪Sg ),
and Tg , respectively.
Using this perspective, some of the results below can be derived from results in [CS11] and [CFI16].
Specifically, Lemma 3.7 is observed in Remark 3.4 of [CS11], and Lemma 3.8 can be derived from
Lemma 2.6 of [CFI16] (see also [Fer, Remark 2.11]).
For completeness, we include elementary proofs of these results, using the definitions of Ag , Sg ,
Sg , and Tg given above.
Lemma 3.5. Suppose g ∈G is hyperbolic. If H ∈ Ag and K ∈ Tg then H tK .
Proof. Let L, L′ be combinatorial axes of g such that L ⊂ K and L′ ⊂ K . Every axis meets both H
and H . Thus all four intersections K ∩H , K ∩H , K ∩H , and K ∩H are non-empty.
Definition 3.6. If g ∈G is hyperbolic, the characteristic set of g is the convex hull of Mg , denoted
Xg . Equivalently, Xg is the largest subcomplex of X contained in
⋂
H∈Sg H .
The collections of half-spaces Ag and Tg define CAT(0) cube complexes X essg = X (Ag ) and X ellg =
X (Tg ) by the Sageev construction, called the essential characteristic set and the elliptic factor re-
spectively.
Lemma 3.7. Suppose g ∈ G is hyperbolic. Then there is a 〈g〉–equivariant isomorphism of cube
complexes Xg ∼= X essg ×X ellg .
Proof. First note that since Ag t Tg , there is an isomorphism X essg × X ellg ∼= X (Ag ∪Tg ), by [CS11,
Lemma 2.5]. We shall define an embedding X (Ag ∪Tg ) ,→ X and show that its image is Xg .
The map is defined by extending each principal ultrafilter on Ag ∪Tg to an ultrafilter onH (X ) by
including every half-space in Sg . These half-spaces have non-trivial intersection with every half-
space in Ag ∪Tg , and also with each other, so this rule does indeed define an ultrafilter. Moreover,
no half-space in Sg is contained in any half-space of Ag ∪Tg , and Sg itself contains no descending
chains: for each H ∈ Sg , ∂H is separated from Mg by only finitely many hyperplanes. Therefore the
descending chain condition is still satisfied. Thus, each vertex of X (Ag ∪Tg ) is mapped to a vertex
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of X . It is clear that adjacent vertices map to adjacent vertices, so the map is an embedding of cube
complexes.
Next, the vertices of Xg are exactly the vertices whose principal ultrafilters include all half-spaces
of Sg . These are exactly the vertices in the image of our map, so this image is Xg .
Equivariance holds because the
〈
g
〉
–actions on X (Ag ), X (Tg ), and X = X (H (X )) are all simulta-
neously induced by the action of
〈
g
〉
on the half-spaces of X .
The next result concerns crossing of half-spaces of Ag . Namely, two such half-spaces cross in X essg
if and only if they cross in X :
Lemma 3.8. Suppose g ∈G is hyperbolic. If H , H ′ ∈ Ag and H t H ′ in X , then H t H ′ in X essg . That
is, there is a square S ⊂ X essg containing edges e, e ′ that are dual to H and H ′ respectively.
Proof. Recall that X essg = X (Ag ). We may embed X essg as a convex subcomplex of X in such a way
that the induced map on half-spaces Ag →H (X ) is inclusion; this follows from Lemma 3.7, by
choosing a vertex v ∈ X ellg and identifying X essg with X essg × {v} in Xg .
There is a combinatorial retraction X → X essg defined in terms of ultrafilters by restriction: each
principal ultrafilter onH (X ) is sent to its intersection with Ag . The resulting ultrafilter still satisfies
the descending chain condition, and therefore defines a vertex in X essg . Two adjacent vertices of X
will either map to adjacent vertices or to the same vertex. This map extends to cubes, and each
cube maps to a cube in X essg by a coordinate projection. More specifically, an edge in X is collapsed
if and only if its dual half-spaces are not in Ag . It follows that if a square in X is dual to two half-
spaces in A+g , then its image in X essg is also a square, dual to the same two half-spaces. Thus, if
H , H ′ ∈ A+g are transverse in X , they are transverse in X essg .
Next we continue to examine the structure of Xg .
Lemma 3.9. Suppose g ∈G is hyperbolic. Then g acts as an elliptic automorphism of X ellg .
Proof. If not, any axis L of g acting on Xg = X essg × X ellg would project onto an axis in X ellg , and L
would then cross a hyperplane bounding a half-space in Tg . However, no axis of g crosses such a
hyperplane.
Accordingly, there is a non-empty subcomplex X fixg ⊆ X ellg consisting of the fixed points of the
〈
g
〉
–
action on X ellg . It is a subcomplex because
〈
g
〉
acts without inversion.
Lemma 3.10. Suppose g ∈ G is hyperbolic. Then there is a 〈g〉–invariant subcomplex M essg ⊆ X essg
such that Mg =M essg ×X fixg under the identification of Xg with X essg ×X ellg .
The subcomplex M essg is called the essential minimal set for g .
Proof. If x is a vertex of Mg then no half-space of Tg separates x from g x, since x and g x are on a
combinatorial axis. Thus the principal ultrafilters at x and at g x agree on half-spaces in Tg . That
is, g fixes the second coordinate of x in X essg ×X ellg . Therefore Mg ⊆ X essg ×X fixg .
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Let M essg be the projection of Mg onto the first factor of X
ess
g ×X ellg , so Mg ⊆ M essg ×X fixg . Since
〈
g
〉
acts trivially on X fixg , any two vertices of M
ess
g × X fixg with the same first coordinate are moved the
same distance by g . It follows that every vertex of M essg × X fixg is moved distance `g , and hence is
in Mg . Since Mg is the full subcomplex spanned by its vertices, we have Mg =M essg ×X fixg . Further,〈
g
〉
–invariance of M essg is clear, because both Mg and its product structure are
〈
g
〉
–invariant.
Lemma 3.11. Suppose g ∈G is hyperbolic. Let e be an edge of Mg which projects to an edge in the
factor M essg . Then e is on a combinatorial axis of g .
Proof. We prove the contrapositive. Let e = (x, y) where x and y are vertices of Mg . If e is not on
any combinatorial axis, then y is not on any geodesic from x to g x, so y 6=m(x, y, g x). There must
be a half-space containing y but not x or g x. The half-space H dual to e is the only possibility,
since [x, y]= {H }.
Similarly, x is not on any geodesic from y to g y , so there must be a half-space containing x but not
y or g y . This can only be H , since [y, x]=
{
H
}
.
Thus ∂H separates g x from g y , and hence is dual to g e; therefore g∂H = ∂H . Since g is not an
inversion, we have that g H =H . Thus H 6∈ Ag and e does not project to an edge in M essg .
Relationship between X essg and M
ess
g
The convex hull of M essg ⊆ X essg is X essg . To see this, note that every edge of M essg is dual to a half-
space of X essg , by Lemma 3.11; and conversely, every half-space in A
+
g is dual to an edge in an axis,
and hence to an edge in M essg . Hence no half-space of X
ess
g contains M
ess
g , and therefore C (M
ess
g ) is
the intersection of the empty set of half-spaces of X essg .
In this section, we will establish the basic structure of M essg and address when M
ess
g and X
ess
g are the
same.
Definition 3.12. Let C be any cube in X essg and let A be the set of elements in A
+
g dual to the edges
of C . Let x, y be the two vertices of C such that A = [x, y]. We will call x the minimal vertex of C and
y the maximal vertex of C .
Lemma 3.13. Let C × {v} be a cube in M essg × {v}⊆M essg ×X fixg with minimal and maximal vertices x
and y. Then [x, y]⊆ [x, g x]. Thus, y lies on some combinatorial axis of g containing x. This axis lies
inside M essg × {v}.
Proof. Let e = (x, z) be any oriented edge in C × {v} with initial vertex x, and let H ∈ [x, y] be the
half-space dual to e. Since C ⊂M essg , the edge e lies on a combinatorial axis of g . In particular, the
vertex z lies on a geodesic edge path from x to g x. Since this geodesic can cross ∂H only once,
g x ∈ H . In other words, H ∈ [x, g x]. This is true for every H ∈ [x, y], so [x, y] ⊆ [x, g x]. For the last
conclusion, let α be the concatenation of geodesic edge paths from x to y and from y to g x. Then
α does not cross any hyperplane twice, since such a hyperplane would separate y from x and g x.
The concatenation of α and its g –translates is a combinatorial axis containing x and y . The axis
lies in M essg × {v} by
〈
g
〉
–invariance of the product decomposition M essg ×X fixg .
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We now show that M essg is always finite-dimensional.
Lemma 3.14. Suppose g ∈G is hyperbolic. Then M essg is finite-dimensional, with dimension bounded
by the translation distance `g of g .
Proof. Recall that the distance d(x, y) between two vertices is the same as the cardinality of [x, y].
Thus, for any x ∈M essg , the cardinality of [x, g x] is the same as the translation distance `g . Let C be
any cube in M essg , let v be any vertex of X
fix
g , and let x and y be the minimal and maximal vertices of
C×{v} in M essg ×X fixg . The dimension of C is the same as the cardinality of [x, y]. By Lemma 3.13, we
always have [x, y] ⊆ [x, g x], so the dimension of C is bounded by `g . This is true for all C in M essg ,
whence the result.
Our goal now is to relate M essg and X
ess
g . It turns out that X
ess
g may have infinite dimension. An
easy example showing that M essg and X
ess
g can have different dimensions is the glide reflection in
R2 defined by
g (x, y)= (y +1, x).
Then g has translation length 1, so M essg is 1–dimensional by Lemma 3.14, but X
ess
g = R2. See Fig-
ure 1.
Figure 1: A glide reflection g with a unique combinatorial axis. We have dim(M essg )= 1
and dim(X essg )= 2.
This example can be promoted to one in which X essg is infinite-dimensional. Consider R
Z with its
standard integer cubing. Fix the origin o = (0,0, . . . ) and consider the subcomplex X ⊂RZ generated
by the vertices in RZ having at most finitely many non-zero coordinates. Then X is an infinite-
dimensional CAT(0) cube complex. Given x ∈ X , let xi denote its i –th coordinate. Let g : X → X
be defined by g (x)0 = x1+1 and g (x) j = x j+1 for all other j . Again, g has translation length 1, and
M essg is 1–dimensional, consisting of a single combinatorial axis with vertices
{
g n(o)
}
.
Letting H = [o, g o], the set of half-spaces {H , g H , . . . , g d−1H} are pairwise transverse, and the d–
dimensional cube C they cross in is contained in M ess
g d
. In particular, since `g d = d , we see that
M ess
g d
has dimension exactly d . Now X essg is infinite-dimensional, since M
ess
g d
⊂ X ess
g d
= X essg for all
d > 0. Note that in this example, g has a combinatorial axis in X , but it has no CAT(0) axis; see
[BH99, Example II.8.28].
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The above discussion leads to the next definition.
Definition 3.15. If g ∈ G is hyperbolic, we say that 〈g〉 acts non-transversely on X essg if, for every
H ∈ Ag , H and g H are not transverse in X essg . Note that this occurs if and only if H and g H are not
transverse in X , by Lemma 3.8.
Note that while the inclusion M essg ,→ X essg induces a bijection on their sets of half-spaces, the par-
tial orderings induced by inclusion on these two sets may be very different; equality holds if and
only if M essg = X essg . In the following, we will establish some criteria for a square in X essg to not be in
M essg .
Lemma 3.16. Suppose g ∈G is hyperbolic. Then:
(1) If H and g H are transverse in X essg , then any square in which they cross cannot be contained
in M essg .
(2) Let e and e ′ be edges in M essg with dual half-spaces H , H ′ ∈ A+g . If e and e ′ bound a square in
X essg which is not contained in M
ess
g , then either g H =H ′ or g H ′ =H.
Proof. Let S be a square in X essg in which H and g H cross. Let x be the minimal vertex of S. If S lies
in M essg , then by Lemma 3.13, H and g H are in [x, g x], which is a contradiction. This shows (1).
For (2), let S be the square in X essg bounded by e and e
′. Let x and y be respectively the minimal
and maximal vertices of S. Let z be the vertex at which e and e ′ are incident. We claim that z is
distinct from x and y . Since the union of e and e ′ contains three corners of S, exactly one corner of
S, the one opposite z, is not contained in M essg . If z = x, then y must be the corner not in M essg . But
in this case, both half-spaces H and H ′ are contained in [x, g x], by Lemma 3.11, so y =m(x, y, g x).
This means that y lies on a combinatorial axis for g , so y is in M essg , a contradiction. Similarly, if
z = y , then x =m(g−1 y, x, y), so x ∈ M essg , again a contradiction. Therefore x, y , and z are distinct
and lie in M essg . Now, without loss of generality, assume that [x, z] = H and [z, y] = H ′. Note that
z = m(x, z, g x) and y = m(z, y, g z). Since S is not contained in M essg , H ′ ∉ [x, g x]. On the other
hand, H ′ ∈ [z, g z]. Since [z, g z]= [z, g x]∪ [g x, g z], we must have H ′ = [g x, g z]= g H .
Proposition 3.17. Suppose g ∈ G is hyperbolic. Then M essg = X essg if and only if
〈
g
〉
acts non-
transversely on X essg .
Proof. If H t g H for some H ∈ A+g , then, by Lemma 3.16(1), any square in X essg in which they cross
cannot lie in M essg . Therefore, M
ess
g = X essg implies that
〈
g
〉
acts non-transversely on X essg .
Now suppose
〈
g
〉
acts non-transversely on X essg . We claim that for any edge e = (x, y) in X essg ,
if x ∈ M essg then y ∈ M essg . To see this, let H = [x, y]. Replacing g by g−1 if necessary, we may
assume that H ∈ A+g . If y ∉ M essg , then y 6= m(x, y, g x). In particular, H ∉ [x, g x]. But H must
be contained in [g n x, g n+1x] for some n ∈ Z, and for this n we have g−n H ∈ [x, g x]. Note that
n > 0, since x 6∈ H . Because 〈g〉 acts non-transversely, g−n H and H cannot be transverse, and so
g−n H ⊃H . Since x ∉ g−n H and H is the only half space separating x and y , we must have y ∉ g−n H .
But this contradicts the fact that y ∈H . This finishes the proof of the claim.
To finish the argument, it suffices to observe that the 1–skeleton of X essg is connected, and therefore
every vertex of X essg is in M
ess
g .
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Remark 3.18. If
〈
g
〉
acts non-transversely on X essg , then M
ess
g n = M essg for all n ≥ 1, because X essg n =
X essg . The latter equality holds because any axis for g is an axis for g
n , and therefore Ag n = Ag .
Corollary 3.19. Suppose g ∈G is hyperbolic. The following statements are equivalent.
(1) There is an integer k > 0 such that 〈g k〉 acts non-transversely on X essg .
(2) X essg =M essg k for some k > 0.
(3) X essg is finite-dimensional.
Proof. First we show that (1) =⇒ (2). Suppose that g k acts non-transversely on X essg . Since X essg =
X ess
g k
, g k also acts non-transversely on X ess
g k
. By Proposition 3.17, M ess
g k
= X ess
g k
.
The implication (2) =⇒ (3) follows from Lemma 3.14.
Now we show that (3) =⇒ (1). Suppose X essg has dimension d . For every H ∈ A+g , we claim that
H ⊃ g n H for some n satisfying 0< n ≤ d . Since X essg has dimension d , the half-spaces
H , g H , g 2H , . . . , g d H
cannot all be pairwise transverse. Thus there exist i , j with 0 ≤ i < j ≤ d such that g i H ⊃ g j H , or
equivalently, H ⊃ g j−i H . Finally, taking k = d !, we have that n | k whenever 0< n ≤ d , and therefore
H ⊃ g k H for all H ∈ A+g . Thus
〈
g k
〉
acts non-transversely on X essg .
Even though M essg is not always a convex subspace of X , it is still always CAT(0), which we show
next. The proof will make use of Lemma 3.16(2).
Proposition 3.20. Suppose g ∈G is hyperbolic. Then the cube complex M essg is CAT(0).
Proof. Denote byH the set of half-spaces Ag with partial order induced by M essg . That is: H , H
′ ∈
H are incomparable (or transverse) if and only if there is a square in M essg in which they cross, and
H ≥H ′ if and only if H ∩M essg ⊇H ′∩M essg . Apply the Sageev construction toH to obtain a CAT(0)
cube complex X (H ). There is a natural injective map f : M essg → X (H ) defined by sending every
vertex in M essg to its associated principal ultrafilter onH . This map identifiesH with the set of
half-spaces of X (H ). Let Y be the image of M essg . We now proceed to show that Y = X (H ), which
will imply that M essg is CAT(0).
We claim that for any edge e = (y, y ′) in X (H ), if y ∈ Y then y ′ ∈ Y . The result follows, since the 1–
skeleton of X (H ) is connected. To prove the claim, let H ∈H be the half-space dual to e. Replacing
g by g−1 if necessary, we may assume that H ∈H +. Let x ∈ M essg be such that f (x) = y . Since
H must appear in every axis of g passing through x and x ∉ H , there exists a geodesic path x =
x0, . . . , xn+1 = x ′ in M essg such that H = [xn , xn+1]. If n = 0, then f (x1) = y ′ and we are done. Now
suppose that n > 0. Let Hi = [xi , xi+1] for each i . If Hi ⊃ H for some i < n, then since x ∉ Hi ,
f (x) = y ∉ Hi . But y ′ ∈ H , and hence y ′ ∈ Hi , but this is impossible as y and y ′ are separated by
exactly one half-space H . Thus Hi t H for i = 0, . . . ,n−1. We claim now that for each i , there is a
square Si in which Hi and H cross, and xi is the minimal vertex of Si . Let ei = (xi , xi+1) for each
i . By assumption, en−1 and en are dual to two transverse half-space Hn−1 and Hn . If they do not
bound a square in M essg , then by Lemma 3.16, g Hn−1 =Hn and there is no square in M essg in which
Hn−1 and Hn can cross. This contradicts that Hn−1 and Hn are transverse in M essg , so en−1 and en
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must bound a square Sn−1 in M essg . By the same reasoning, the edge e ′ parallel to en in Sn−1 and
en−2 bound Sn−2, in which xn−2 is the minimal vertex. Repeating in this way, we find the square S0,
with minimal vertex x0 and in which H0 and H cross. In S0 there is an edge (x0, v) dual to H , and
f (v)= y ′.
The following proposition will be used in the next section.
Proposition 3.21. Suppose g ∈G is hyperbolic, and that 〈g〉 acts non-transversely on X essg . Let C be
a cube in X essg of maximal dimension, A the set of half-spaces in A
+
g dual to C , and o the minimal
vertex of C . Then the following statements hold.
(1) For every pair of half-spaces H , H ′ ∈ A, either H t g H ′ or H ⊃ g H ′.
(2) K ∈ [o, g o] if and only if there exist H , H ′ ∈ A such that H ⊇K ⊃ g H ′.
(3) For every K ∈ A+g , there exist r, s ∈Z and H , H ′ ∈ A such that g r H ⊃K ⊃ g s H ′.
Proof. Since X essg =M essg (by Proposition 3.17), there is an axis L for g containing o. It follows that
o 6∈ g H ′, because o 6∈ H ′ (the unique edge e in L dual to H ′ separates o from g e). Let o+ be the
maximal vertex of C . By Lemma 3.13, o+ is on a geodesic from o to g o. Suppose H and g H ′ are
not transverse. Then o+ ∉ g H ′, because all half-spaces in [o,o+] are transverse. Now o+ ∈H − g H ′,
showing that H 6⊂ g H ′. Thus H ⊃ g H ′ and (1) holds.
For statement (2), note that A ⊆ [o, g o], again by Lemma 3.13. If H ⊇ K ⊃ g H ′ for some H , H ′ ∈ A,
then o ∉K and g o ∈K , and therefore K ∈ [o, g o]. On the other hand, both C and gC have maximal
dimension, so for every K ∈ [o, g o], there exist H , H ′ ∈ A such that H and g H ′ are comparable (or
equal) to K . Because A ⊂ [o, g o] and g A∩ [o, g o]=;, we must have H ⊇K ⊃ g H ′.
Finally, for (3), we observe that
A+g =
⋃
n∈Z
[g no, g n+1o].
Suppose K ∈ [g no, g n+1o]. Applying (2) to g−nK , there exist H , H ′ ∈ A such that g n H ⊇K ⊃ g n+1H ′.
Since
〈
g
〉
acts non-transversely, we also have g n−1H ⊃ g n H . The conclusion follows.
4 Non-transverse actions and efficient quasimorphisms
Here we give a general construction of a large family of quasimorphisms on groups acting on
CAT(0) cube complexes. For the construction to succeed (i.e. to achieve bounded defect) we re-
quire one assumption.
Definition 4.1. Let X be a CAT(0) cube complex with an action by G . The action is non-transverse
if it is without inversion and also satisfies: there do not exist H ∈H (X ), g ∈G with H t g H .
This definition agrees with the earlier Definition 3.15 in the case of
〈
g
〉
acting on X essg . First, such
an action is always without inversion. Also, if H ∈ Ag and H and g H are not transverse, then H and
g H are nested by Remark 3.1; hence H and g k H are not transverse for any k.
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Let X be a CAT(0) cube complex with a non-transverse action by G . Let γ be a segment in X , and
consider the set Gγ = {gγ : g ∈G}; elements of this set are called copies of γ. Define the map
cγ : X 2 →Zwhich assigns to each pair (x, y) the maximal cardinality of a pairwise non-overlapping
collection of copies of γ in [x, y].
Define
ωγ(x, y)= cγ(x, y)− cγ(x, y). (1)
Observe that ωγ(y, x)=−ωγ(x, y) and ωγ(g x, g y)=ωγ(x, y) for all g ∈G .
Lemma 4.2. If the action is non-transverse, then for all x, y, z ∈ X with y = m(x, y, z), there is a
bound ∣∣ωγ(x, z)−ωγ(x, y)−ωγ(y, z)∣∣≤ 2.
Proof. By definition,∣∣ωγ(x, z)−ωγ(x, y)−ωγ(y, z)∣∣= ∣∣∣(cγ(x, z)− cγ(x, y)− cγ(y, z))− (cγ(x, z)− cγ(x, y)− cγ(y, z))∣∣∣ .
It will suffice to show that
cγ(x, z)≤ cγ(x, y)+ cγ(y, z)+1 (2)
and
cγ(x, y)+ cγ(y, z)≤ cγ(x, z)+1, (3)
together with analogous statements for γ.
Let
{
g1γ, . . . , gnγ
}
be a collection of non-overlapping copies of γ in [x, z] of cardinality n = cγ(x, z).
By Lemma 2.5 these copies are pairwise nested, and hence up to re-indexing we can assume that
g1γ> ·· · > gnγ. (4)
If gkγ 6∈ [x, y]∪ [y, z] for some k, then y separates two half-spaces in gkγ. It follows from (4) that
giγ⊆ [x, y] for every i < k and giγ⊆ [y, z] for every i > k. Thus cγ(x, y)+cγ(y, z)≥ n−1, proving (2).
Now let k = cγ(x, y) and`= cγ(y, z). Let A =
{
g1γ, . . . , gkγ
}
be a non-overlapping collection of copies
of γ in [x, y] and B = {gk+1γ, . . . , gk+`γ} a non-overlapping collection of copies in [y, z]. As above,
by Lemma 2.5, we may re-index A and B to arrange that
g1γ> ·· · > gkγ and gk+1γ> ·· · > gk+`γ.
We claim that giγ and g jγ (with i < j ) cannot overlap unless i = k and j = k +1. Discarding gkγ,
then obtain a non-overlapping collection in [x, z] of cardinality k+`−1, proving (3).
To prove the claim, suppose that giγ ∈ A and g jγ ∈ B overlap. Then there are half-spaces H , H ′ ∈ γ
such that gi H t g j H ′ in X . If i < k then gk H ′ t g j H ′, because gi H ⊃ gk H ′ and y ∈ gk H ′− g j H ′.
However, this contradicts the assumption of a non-transverse action. Hence i = k. Similarly, if
j > k +1 then gi H t gk+1H because gk+1H ⊃ g j H ′ and y ∈ gi H − gk+1H . Again, this contradicts
non-transversality of the action, and therefore j = k +1. This proves the claim, and equation (3).
Finally, note that the analogues of (2) and (3) for γ are entirely similar.
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Next define δωγ(x, y, z)=ωγ(x, y)+ωγ(y, z)+ωγ(z, x).
Lemma 4.3. If the action is non-transverse, then for all x, y, z ∈ X there is a bound ∣∣δωγ(x, y, z)∣∣≤ 6.
Proof. Let m =m(x, y, z). By the previous lemma, ∣∣ωγ(a,b)−ωγ(a,m)−ωγ(m,b)∣∣≤ 2, where a,b ∈{
x, y, z
}
are distinct. Then∣∣δωγ(x, y, z)∣∣= ∣∣ωγ(x, y)+ωγ(y, z)+ωγ(z, x)
+ ωγ(x,m)−ωγ(x,m)+ωγ(y,m)−ωγ(y,m)+ωγ(z,m)−ωγ(z,m)
∣∣
≤ ∣∣ωγ(x, y)−ωγ(x,m)−ωγ(m, y)∣∣+ ∣∣ωγ(y, z)−ωγ(y,m)−ωγ(m, z)∣∣
+ ∣∣ωγ(z, x)−ωγ(z,m)−ωγ(m, x)∣∣
≤ 6.
At this point we are ready to define quasimorphisms associated to γ. We will define two functions,
ψγ and ϕγ, which produce the same homogeneous quasimorphism ψ̂γ = ϕ̂γ. The second function
ϕγ has the definition we want to use, but ψγ is needed to establish the bound on defect.
Fix a base vertex x0 ∈ X and define ψγ : G →R by
ψγ(g )=ωγ(x0, g x0). (5)
Next, for each g ∈G choose a vertex xg ∈ Xg . Define ϕγ : G →R by
ϕγ(g )=ωγ(xg , g xg ). (6)
Lemma 4.4. If the action is non-transverse, then ψγ is a quasimorphism of defect at most 6.
Proof. For any g1, g2 ∈G we have∣∣ψγ(g1g2)−ψγ(g1)−ψγ(g2)∣∣= ∣∣ωγ(x0, g1g2x0)−ωγ(x0, g1x0)−ωγ(x0, g2x0)∣∣
= ∣∣ωγ(x0, g1g2x0)+ωγ(g1x0, x0)+ωγ(g2x0, x0)∣∣
= ∣∣ωγ(x0, g1g2x0)+ωγ(g1x0, x0)+ωγ(g1g2x0, g1x0)∣∣
= ∣∣δωγ(x0, g1g2x0, g1x0)∣∣
≤ 6,
by Lemma 4.3.
Lemma 4.5. If the action is non-transverse, thenψγ−ϕγ is uniformly bounded. Henceϕγ is a quasi-
morphism, ϕ̂γ = ψ̂γ, and ϕ̂γ has defect at most 12.
Proof. For any g ∈G we have∣∣ψγ(g )−ϕγ(g )∣∣= ∣∣ωγ(x0, g x0)−ωγ(xg , g xg )+ωγ(g x0, xg )−ωγ(g x0, xg )∣∣
= ∣∣ωγ(x0, g x0)+ωγ(g x0, xg )− (ωγ(g x0, xg )+ωγ(xg , g xg ))
+ ωγ(xg , x0)−ωγ(xg , x0)
∣∣
≤ ∣∣ωγ(x0, g x0)+ωγ(g x0, xg )+ωγ(xg , x0)∣∣
+ ∣∣ωγ(g x0, xg )+ωγ(xg , g xg )+ωγ(xg , x0)∣∣
= ∣∣δωγ(x0, g x0, xg )∣∣+ ∣∣δωγ(g x0, xg , g xg )∣∣
≤ 12,
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by Lemma 4.3. This shows that ψγ−ϕγ is uniformly bounded. The other conclusions follow im-
mediately from Lemma 2.2 and Lemma 2.1.
Note that that the equality ϕ̂γ = ψ̂γ also implies that this quasimorphism is independent of the
choices of basepoints used to define ϕγ and ψγ.
Remark 4.6. The bounds in the preceding lemmas can be improved by a factor of 2 in the spe-
cial case where X is a 1–dimensional CAT(0) cube complex (that is, a simplicial tree). In this case,
half-spaces are never transverse, so two segments overlap if and only if they have non-empty in-
tersection. We obtain an improvement in equation (3), which becomes instead
cγ(x, y)+ cγ(y, z)≤ cγ(x, z) (3’)
since there is no need to discard gkγ from the collection of segments in [x, z]. This leads to the
bounds ∣∣ωγ(x, z)−ωγ(x, y)−ωγ(y, z)∣∣≤ 1
in Lemma 4.2,
∣∣δωγ(x, y, z)∣∣ ≤ 3 in Lemma 4.3, and a defect of at most 6 in Lemma 4.5. Thus we
have a new proof of Theorem 6.6 of [CFL16], which is the statement that these quasimorphisms
have defect at most 6.
At this point, one could enhance Theorem A to say that scl(g ) ≥ 1/12 when X is a tree, but this
already follows from Theorem 6.9 of [CFL16].
Bounded cohomology of right-angled Artin groups
Recall that for any group G , we denote by Q˜H(G) the space of homogeneous quasimorphisms on
G , modulo homomorphisms. It is a subspace of the second bounded cohomology H 2b (G ;R).
If G is a non-abelian right-angled Artin group, then there is a retraction onto a non-abelian free
subgroup H , which induces injections H 2b (H ;R) ,→ H 2b (G ;R) and Q˜H(H) ,→ Q˜H(G). Therefore the
spaces H 2b (G ;R) and Q˜H(G) are infinite-dimensional (we thank the referee for suggesting this view-
point). The next result provides another way of seeing this, using the quasimorphisms ϕ̂γ. We note
that the quasimorphisms obtained below appear to be quite different from those arising via the
retraction to H , even though their restrictions to H agree.
Proposition 4.7. Let G = AΓ be a non-abelian right-angled Artin group, and X the natural cube
complex on which G acts. Then there is an infinite family
{
γi
}
of segments inH (X ) such that the
homogeneous quasimorphisms
{
ϕ̂γi
}
are linearly independent in Q˜H(G).
Proof. Let a,b be standard generators of G which generate a free subgroup H <G . We shall show
that every “non-overlapping” Brooks quasimorphism on H is the restriction of a quasimorphism
ϕ̂γ for some γ. By [Mit84, Proposition 5.1] there is an infinite linearly independent family of Brooks
quasimorphisms in Q˜H(H), and their extensions will be independent in Q˜H(G).
If w is a reduced word in a,b, the non-overlapping Brooks quasimorphism B̂w : 〈a,b〉 → R is the
homogenization of the quasimorphism Bw = Cw −Cw , where Cw (g ) is the maximal number of
disjoint subwords of g (considered as a reduced word) which equal w . In the 1–skeleton of X there
is an edge path labeled by the word w , starting at a vertex x and ending at y . Because a and b do
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not commute, no two half-spaces dual to this segment can cross. Thus [x, y] is a segment, which
we denote by γ(w). Modulo the G–action on X , γ(w) is uniquely determined by w .
We claim that Bw (g )=ϕγ(w)(g ) for every g ∈H , and therefore B̂w is the restriction of ϕ̂γ(w) to H . If
an element g ∈H is considered as a reduced word, it has a combinatorial axis in X which is labeled
by g∞. The half-spaces dual to this axis never cross, and so the partial ordering on A+g is a linear
ordering. Thus X essg is one-dimensional and the axis is an embedded copy of X
ess
g in Xg ⊂ X . Let
xg be a vertex on this axis at the beginning of the word g ; this is the basepoint for the definition
of ϕγ(w)(g ). Now segments in [xg , g xg ] correspond bijectively with subwords of g via the labelling,
and so Bw (g )=ϕγ(w)(g ).
5 Dilworth’s theorem and equivariant embeddings
Let P be a partially ordered set. A chain in P is a subset that is linearly ordered. A chain is maximal
if it is not properly contained in another chain. An antichain in P is a subset such that no two
elements are comparable to each other. The width of P is the maximal cardinality of an antichain
(which may be∞).
Lemma 5.1 (Dilworth’s theorem). Let P be a partially ordered set. If P has width d <∞ then there
is a partition of P into d chains. Furthermore, there is such a partition such that one of the chains is
maximal.
This first conclusion is the traditional statement of the theorem. The second claim can be proved
using Hausdorff’s maximal principle.
The partition of P into chains provided by the theorem will be called a Dilworth partition.
Definition 5.2. Let P be a partially ordered set that admits an order-preserving free action by an
infinite cyclic group
〈
g
〉
. Let A be an antichain in P . We say A is
〈
g
〉
–descending if g a 6> a′ for
all a, a′ ∈ A. We say that A spans P if for each p ∈ P there exist a, a′ ∈ A and r, s ∈ Z such that
g r a > p > g s a′.
We further define the subsets
[A, g A]= {p ∈ P : x ≥ p ≥ y for some x, y ∈ (A∪ g A)}
= {p ∈ P : x ≥ p ≥ y for some x ∈ A, y ∈ g A} , if A is 〈g〉–descending
and
[A, g A) = [A, g A]− g A, (A, g A] = [A, g A]− A.
Lemma 5.3 (Equivariant Dilworth theorem). Let P be a partially ordered set of width d <∞with an
order-preserving free action by an infinite cyclic group
〈
g
〉
. Suppose further that there is an antichain
A of cardinality d that is is both
〈
g
〉
–descending and spans P. Then there is a
〈
g
〉
–invariant partition
of P into d chains whose intersection with [A, g A] is a Dilworth partition which includes a maximal
chain in [A, g A].
Proof. Apply Lemma 5.1 to the partially ordered set [A, g A] to obtain a partition by chains [A, g A]=
Q1∪ ·· ·∪Qd , with Q1 maximal in [A, g A]. Each Qi contains exactly one element of A and one of
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g A, since these are antichains of cardinality d . We claim that these are the maximal and minimal
elements, respectively, of Qi .
Suppose the unique element a of A∩Qi is not maximal in Qi . If p ∈Qi satisfies p > a then, since p ∈
(A, g A], we must have x > p for some x ∈ A. Then x > p > a, contradicting that A is an antichain.
By a similar argument, the unique element of g A∩Qi is minimal in Qi .
Now label the elements of A and define a permutation σ as follows: ai is the maximal element of
Qi and g aσ(i ) is the minimal element of Qi , for i = 1, . . . ,d . Define the sets
Pi =
⋃
k∈Z
g kQσk (i )
for each i . Note that for each k, the element g k aσk (i ) is both the minimum of g
k−1Qσk−1(i ) and
the maximum of g kQσk (i ). Hence Pi is a chain, being a concatenation of chains. Since
〈
g
〉
acts
freely on P , the chains Pi are disjoint. Their union is the set
⋃
k∈Z g k [A, g A]. It is immediate that
g Pσ(i ) = Pi , so the partition of⋃k∈Z g k [A, g A] by the chains Pi is preserved by g . It remains to show
that this set is all of P .
Given p ∈ P , let a, a′,r, s be given such that g r a > p > g s a′. First we claim that s > r . If not, then
r > s. Writing a = ai we have g r ai < g r−1aσ−1(i ) < ·· · < g s aσs−r (i ), whence g s a′ < g s aσs−r (i ), a con-
tradiction since g s A is an antichain.
Next we show that p ∈ ⋃k∈Z g k [A, g A], by induction on s − r . Clearly we may assume that p 6∈⋃
k∈Z g k A. If s− r = 1 then we already have p ∈ g r [A, g A]. If s− r > 1 then consider the (maximal)
antichain g r+1 A. It contains an element g r+1a′′ which is comparable to p, by maximality. Then
either g r a > p > g r+1a′′ or g r+1a′′ > p > g s a′, and in either case the induction hypothesis yields
the conclusion that p ∈⋃k∈Z g k [A, g A].
Equivariant Euclidean embeddings
Let Rd be equipped with its standard integer cubing. Given a coordinate i and an integer n, we
define:
H in =
{
(x1, . . . , xd ) ∈Rd : xi ≥ n+1/2
}
.
Note that H in and H
j
m are transverse in R
d if and only if i 6= j . We also defineH i = {H in : n ∈Z},
and set
H +(Rd )=H 1unionsq·· ·unionsqH d .
The set of half-spaces of Rd isH (Rd )=H +(Rd )unionsqH −(Rd ), whereH −(Rd )=
{
H : H ∈H +(Rd )
}
.
Proposition 5.4. Let g ∈G be hyperbolic and suppose 〈g〉 acts non-transversely on X essg . Let C be a
cube in X essg of dimension d = dim(X essg ) and let A be the set of elements of A+g dual to the edges of
C . Then there exist a
〈
g
〉
–action on Rd and a
〈
g
〉
–equivariant isometric embedding φ : X essg ,→ Rd
satisfying the following properties:
(1) φ(C )= [0,1]d ⊂Rd .
(2) The induced map φ∗ : Ag →H (Rd ) is a bijection, with φ∗(A+g )=H +(Rd ).
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(3) The set [A, g A]∩φ−1∗ (H 1) is tightly nested in X essg .
(4) [A, g A)= [o, g o], where o is the minimal vertex of C .
By property (2), we can henceforth identify elements of A+g with their corresponding half-spaces in
H +(Rd ) and we shall denote the corresponding decomposition as A+g =H 1unionsq·· ·unionsqH d . By property
(3), every subsegment of [A, g A]∩H 1 is tightly nested in A+g . We will call γ= [A, g A)∩H 1 the taut
segment of the embedding; [A, g A]∩H 1 the extended taut segment; and the map φ a taut 〈g〉–
equivariant embedding of X essg into R
d .
Proof of Proposition 5.4. Let P = A+g be partially ordered by inclusion; note that this partial order-
ing is preserved by
〈
g
〉
. It has width d since X essg has dimension d , and A is an antichain of cardi-
nality d . By Proposition 3.21(1), A is
〈
g
〉
–descending. By Proposition 3.21(3), A spans P . We also
have that [A, g A)= [o, g o], by Proposition 3.21(2), and therefore (4) holds.
Now apply Lemma 5.3 to P to obtain a
〈
g
〉
–invariant partition of P into d chains P1, . . . ,Pd . Without
loss of generality, we may assume that P1∩ [A, g A] is a maximal chain in [A, g A]. Note that each
chain Pi is bi-infinite, since
〈
g
〉
acts freely on it.
For each i , let Ki be the unique element of Pi ∩ A. There is an order-preserving bijection Pi →
H i induced by sending Ki to H i0. The resulting bijection A
+
g →H +(Rd ) extends to a bijection
φ∗ : Ag →H (Rd ) in an obvious way.
We now define an isometric embedding φ : X essg ,→ Rd whose induced map on half-spaces is φ∗.
For any x ∈ Rd , denote by xi its i –th coordinate. Let v ∈ X essg be any vertex. For each i , let K ∈ Pi
be the largest element such that v ∉ K . Define φ(x)i = n, where φ∗(K ) = H in . This defines an
embedding of the vertices of X essg into R
d . Two vertices v and w in X essg bound an oriented edge
(v, w) dual to K ∈ Pi if and only if φ(w)i = φ(v)i + 1 and φ(w) j = φ(v) j for all j 6= i . Therefore φ
extends to an embedding of the 1–skeleton of X essg , and hence extends to all of X
ess
g . It is immediate
that φ induces the same map on half-spaces as φ∗, so property (2) holds. By construction, o is
mapped to the origin and the vertex of C opposite o is mapped to (1, . . . ,1), so (1) holds.
By
〈
g
〉
–invariance of the partition, there is a permutation σ such that g Pσ(i ) = Pi . For each i let
ni =φ(g (o))i . That is, ni is the shift given by the bijection g : Pσ(i ) → Pi , relative to the basepoints
Kσ(i ) and Ki . Then, for every vertex v ∈ X essg , we have
φ(g (v))i =φ(v)σ(i )+ni .
This allows us to define an action of
〈
g
〉
on Rd : for every x ∈ Rd let g (x)i = xσ(i )+ni . By construc-
tion, φ is
〈
g
〉
–equivariant.
For property (3), note that [A, g A]∩φ−1∗ (H 1)= P1∩ [A, g A]. Suppose K ′ ⊃K ⊃K ′′ for some K ∈ A+g
and K ′,K ′′ ∈ P1∩ [A, g A]. There is a unique i ∈ Z such that K ∈ [g i A, g i+1 A). If i < 0, then K ⊃ H
for some H ∈ A, which contradicts K ′ ⊃ K . If i > 0, then g H ⊃ K for some H ∈ A. But g H ⊃ K
contradicts K ⊃ K ′′, so K ∈ [A, g A]. By maximality, K ∈ P1∩ [A, g A]. This shows that P1∩ [A, g A] is
tightly nested.
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An example
Let AΓ be the right-angled Artin group with Γ the pentagon graph:
AΓ = 〈a,b,c,d ,e | [a,b]= [b,c]= [c,d ]= [d ,e]= [e, a]= 1〉 .
The element g = abcde is hyperbolic, and part of its essential characteristic set X essg is shown in
Figure 2. The figure also demonstrates the equivariant embedding X essg ,→ R2. The action of g
on R2 (extending the natural action on X essg ) is by a glide reflection whose axis is a diagonal line
through the center of the figure. The AΓ–invariant labeling of the edges of X essg by generators of AΓ
is also shown. For this particular choice of g , the essential characteristic set has the property that
xg
gxg
g 2xg
a
a
a a a
b b b
b
b
b
c
c
c
c c c
d d d
d
d
d
e
e
e
e e
Figure 2: The subcomplex X essg embedded in R
2 for the element g = abcde in the
pentagon RAAG. The extended action of g on R2 is by a glide reflection. The three blue
half-spaces (with labels a, c, e) are taken to the three red half-spaces.
the equivariant embedding X essg ,→ R2 is unique, up to a change of coordinates in R2 by a cubical
automorphism. The action on R2 is always by a glide reflection, for this g . Other elements have
characteristic sets that may embed in more than one way, with g acting onR2 either as a translation
or a glide reflection (depending on the embedding).
The staircase
Our goal in the rest of the paper will be to associate to each hyperbolic element g a segment γ such
that ϕ̂γ(g )≥ 1. Bavard Duality then will allow us to conclude that scl(g )≥ 1/24. Here we illustrate
one of the difficulties in finding such segments.
Consider R2 with its standard integer cubing, and let X be the subcomplex obtained by removing
all vertices (x, y) ∈Z2 with y < x−1 (see Figure 3). We will refer to X as the staircase.
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Figure 3: Some tightly nested pairs in the staircase: {H1, H2} in blue, g {H1, H2} in red.
Let G = 〈g〉, where g is the restriction of the translation (x, y) 7→ (x +2, y +2) to X . Note that X =
Xg = X essg . Let xg = (0,0). Consider the two half-spaces
H1 =
{
(x, y) ∈ X : y ≥ 1/2} and H2 = {(x, y) ∈ X : x ≥ 3/2}
shown in blue on the left hand side of Figure 3. The set γ= {H1, H2} is a segment in [xg , g xg ] (recall
that this means γ is tightly nested). For any positive integer n, g n H1 and H2 are transverse, so γ
and g nγ overlap. It follows that cγ(g n)= 1 for all n, which means that ϕ̂γ(g )≤ 0.
A better choice of segment γ⊂ [xg , g xg ] is shown on the right hand side of Figure 3. The half-space
H1 has been replaced by
{
(x, y) ∈ X : x ≥ 1/2}. In this case, γ and gγ do not overlap, and in fact
cγ(g n)= n for all positive n.
This example indicates that from the point of view of an equivariant Euclidean embedding, one
should choose a segment γ which lies in a single coordinate direction in Rd to ensure that cγ(g n)
grows linearly with n. (Keeping cγ(g
n) bounded is a much more serious hurdle to be dealt with in
Sections 8 and 9.) It is for this reason that we required one of the chains in the Dilworth partition
to be maximal in Lemma 5.3, leading to property 3 in Proposition 5.4. This property ensures that
in at least one coordinate direction of Rd , consecutive half-spaces in Rd are tightly nested in X essg ,
and therefore define segments in X essg .
6 Quadrants
In this section we present two basic tools for working with equivariant Euclidean embeddings:
the Quadrant Lemma and the Elbow Lemma. They are useful in determining which cubes in Rd
are occupied by X essg . Let xi and x j be coordinates of R
d . We will denote by pi j : Rd → R2 the
projection of Rd onto the xi x j –coordinate plane.
Consider a
〈
g
〉
–equivariant embedding X essg ,→ Rd , where d = dim X essg . Recall that via this em-
bedding we identify elements of A+g with their corresponding half-spacesH + inH (Rd ). We will
generally suppress the embedding itself and will treat X essg as a subcomplex of R
d .
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Remarks 6.1. (a) Recall from Lemma 3.8 that if H , H ′ ∈ A+g then H and H ′ are transverse in X if
and only if they are transverse in X essg . When this occurs, they will also be transverse in R
d , but not
conversely.
(b) Expressing these two half-spaces as H in and H
j
m , the subcomplex pi j (X
ess
g ) of R
2 contains the
square [n,n+1]× [m,m+1] if and only if H in and H jm are transverse in X essg . To see this, note that
the latter occurs if and only if ∂H in and ∂H
j
m cross in some square in X
ess
g ⊆ Rd . If they cross in the
square S, then the image of S in R2 is a cube which is dual to both H in and H
j
m , which must be the
square [n,n+1]× [m,m+1].
(c) If H , H ′ ∈ A+g then H and H ′ are (tightly) nested in X if and only if they are (tightly) nested in
X essg . If they are nested in R
d then they are nested in X essg , but not conversely. There is no a priori
relation between being tightly nested in X and being tightly nested in Rd . Half-spaces H and H ′
may be tightly nested in X and not tightly nested in Rd , and vice versa.
Definition 6.2. A quadrant in Rd is an open set of the form{
(x1, . . . , xd ) : xi < n and x j >m
}
where i 6= j and m,n ∈Z. Often, one of the coordinates xi or x j will be designated as the horizontal
coordinate. If xi is horizontal, then the quadrant above is called a northwest quadrant, and if x j is
horizontal, it is called a southeast quadrant.
Lemma 6.3 (Quadrant Lemma). Let H in , H
j
m ∈H + be half-spaces with i 6= j and suppose xi is hori-
zontal. Then one of the following holds:
(1) H in and H
j
m are transverse in X
ess
g ;
(2) H in ⊃H jm in X essg and X essg is disjoint from the northwest quadrant
{
xi < n+1, x j >m
}
;
(3) H in ⊂H jm in X essg and X essg is disjoint from the southeast quadrant
{
xi > n, x j <m+1
}
.
The quadrant in case 2 or 3 that is disjoint from X essg will be called the quadrant generated by H
i
n
and H jm .
Put another way, if pi j (X essg ) does not contain the square [n,n + 1]× [m,m + 1], then it does not
meet the quadrant generated by that square; see Figure 4.
Whenever H ∈H i , K ∈H j are nested in X essg with i 6= j , denote by Q(H ,K ) the quadrant generated
by this pair of half-spaces. By definition, it is always disjoint from X essg .
Proof. If the first alternative does not hold, then the corresponding half-spaces in X essg are nested,
by Remark 3.1. That is, one of H in∩X essg , H jm∩X essg contains the other. Suppose H in∩X essg contains
H jm∩X essg . If a vertex v = (v1, . . . , vd ) of X essg satisfies v j ≥m+1 then v ∈H jm∩X essg , so v ∈H in . Hence
vi ≥ n + 1, showing that v 6∈
{
xi ≤ n, x j ≥m+1
}
. Thus the second alternative holds. Similarly, if
H jm ∩X essg contains H in ∩X essg , then the third alternative holds.
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Figure 4: The Quadrant Lemma: if X essg avoids the interior of a square, it also avoids a
northwest or southeast quadrant.
Lemma 6.4. Suppose H ∈H i and K ,K ′ ∈ A+g−H i are such that K ,K ′ are tightly nested and the pairs
H ,K and H ,K ′ are nested in X essg . Let xi be horizontal. Then the quadrants Q(H ,K ) and Q(H ,K ′)
both face northwest or both face southeast.
Proof. Suppose without loss of generality that K ⊂ K ′. If Q(H ,K ) faces northwest and Q(H ,K ′)
faces southeast, then K ⊂ H and H ⊂ K ′ by the Quadrant Lemma. Now H violates the assumption
that K ,K ′ are tightly nested. If Q(H ,K ′) faces northwest and Q(H ,K ) faces southeast, then K ′ ⊂ H
and H ⊂K . Hence K ′ ⊂K , a contradiction.
Lemma 6.5 (Elbow Lemma). Suppose H in ⊂H jm are tightly nested in X essg where i 6= j . Then the edges
{n}× [m,m+1] and [n,n+1]× {m+1} are contained in pi j (X essg ).
The two edges form an “elbow” at the corner of the quadrant Q(H in , H
j
m)=
{
xi > n, x j <m+1
}
(and
X essg avoids this quadrant, by the Quadrant Lemma).
Proof. Designate xi as the horizontal coordinate. We consider the edge {n}× [m,m+1] (the other
case being entirely similar).
If the square [n − 1,n]× [m,m + 1] is in pi j (X essg ), then so is the edge {n}× [m,m + 1] and we are
done. If not, then the half-spaces H in−1 and H
j
m are nested in X
ess
g . We cannot have H
i
n−1 ⊂ H
j
m
in X essg , because H
i
n ⊂ H in−1 and H in , H
j
m are tightly nested. Therefore, H
j
m ⊂ H in−1 in X essg . By
the Quadrant Lemma, the northwest quadrant generated by the square [n − 1,n]× [m,m + 1] is
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disjoint from pi j (X essg ). Similarly, since H
i
n ⊂ H jm , the southeast quadrant generated by the square
[n,n+1]×[m,m+1] is also disjoint from pi j (X essg ). The edge {n}×[m,m+1] now provides the only
passage across the strip R×[m,m+1]. It must be in pi j (X essg ), or X essg could not contain an axis.
Remark 6.6. The Quadrant Lemma and the Elbow Lemma do not use the fact the embedding
X essg ,→ Rd is equivariant. These results hold (with X essg replaced with Y ) whenever Y is a convex
subcomplex of a CAT(0) cube complex X and there is a Euclidean embedding Y ,→Rd that induces
a bijection betweenH (Y ) andH (Rd ).
7 RAAG-like actions on cube complexes
Recall from Section 2 that every right-angled Artin group AΓ acts on a CAT(0) cube complex XΓ, and
that the oriented edges of XΓ admit an AΓ–invariant labeling by the generators and their inverses.
Also, there is an induced AΓ–invariant labeling of the half-spaces of XΓ.
As noted earlier, properties of the half-space labeling lead to many useful observations about XΓ
and its AΓ–action. The definition below is based on some of these properties of XΓ.
Definition 7.1. Let X be a CAT(0) cube complex with an action by G . The action is RAAG-like if it
is without inversion and also satisfies:
(i) there do not exist H ∈H (X ), g ∈G with H t g H ,
(ii) there do not exist tightly nested H , H ′ ∈H (X ), g ∈G with H t g H ′,
(iii) there do not exist H ∈H (X ), g ∈G with H and g H tightly nested.
When the G–action on X is understood, we may simply say that X is RAAG-like.
Remark 7.2. If one has a G–action on X with an inversion, it is customary to perform a cubical
subdivision to obtain an action without inversion. We note here that the resulting action will never
be RAAG-like, since it will violate property 7.1(iii).
Lemma 7.3. For every simplicial graph Γ, the action of AΓ on XΓ is RAAG-like.
Proof. We have already observed in Section 2 that AΓ acts without inversion on XΓ. We have also
observed that since boundaries of squares in XΓ are labeled by commutators [v, w] with v 6=w , no
two half-spaces in XΓ with the same label can cross. Property (i) follows immediately.
For (ii), suppose H , H ′ are tightly nested half-spaces in XΓ. Then there is a vertex x ∈ XΓ and a pair
of edges e,e ′ both incident to x, such that e is dual to H and e ′ is dual to H ′ (modulo orientations).
Since H and H ′ do not cross, the edges e and e ′ are not in the boundary of a common square; hence
their labels do not commute in AΓ. It follows that no two half-spaces bearing these labels (or their
inverses) can cross. In particular, H and g H ′ cannot cross for any g ∈ AΓ.
For (iii), suppose H and g H are tightly nested for some H ∈H (XΓ), g ∈ AΓ. Switching H and H if
necessary, we may assume that H ⊂ g H . Since they are tightly nested, there is a pair of (oriented)
edges e,e ′ with common initial vertex x such that e is dual to H and e ′ is dual to g H . Then e and e ′
bear the same label v , since the half-space labeling is AΓ–invariant. However, vertices in XΓ have
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exactly one edge incident to them with any given label (being lifts of the same oriented edge of
K (AΓ,1) at the same initial vertex). This contradiction establishes property (iii).
Remark 7.4. The properties of Definition 7.1 correspond precisely to the defining properties of
special cube complexes due to Haglund and Wise [HW08], as enumerated in [Wis12]. More specifi-
cally, if G acts freely on a CAT(0) cube complex X , then the action is RAAG-like if and only if X /G is
special.
The properties correspond as follows. Property (i) means that immersed hyperplanes in X /G are
embedded (and hence can simply be called hyperplanes). G acting on X without inversion means
that all hyperplanes in X /G are two-sided. Property (ii) means that pairs of hyperplanes in X /G do
not inter-osculate. Property (iii) means that hyperplanes in X /G do not self-osculate.
Remark 7.5. Note that Definition 7.1(i) in particular means that the action of G on X is non-
transverse. Therefore, for any hyperbolic element g ∈G , the action of 〈g〉 on X essg is non-transverse.
Hence, by Proposition 3.17, X essg =M essg for all hyperbolic elements g ∈G .
8 Tightly nested segments in the essential characteristic set
In Section 6, we presented some general tools for studying equivariant Euclidean embeddings of
X essg . Here we develop more specialized results to be used in proving the main theorem. Generally
speaking, these results deal with situations where there is a tightly nested segment σ ⊂ A+g in one
coordinate directionH i , and an element f ∈G such that f σ⊂ A+g .
For the rest of this section and the next section, we will assume that X is a CAT(0) cube complex
with a RAAG-like G–action.
Fix a hyperbolic element g ∈G and apply Proposition 5.4 to obtain a taut 〈g〉–equivariant embed-
ding X essg ,→ Rd . Recall that a cube of maximal dimension C ⊂ X essg is mapped to [0,1]d ⊂ Rd , and
we identify A+g withH +(Rd )=H 1unionsq·· ·unionsqH d . The set of half-spaces in A+g dual to C is denoted A,
and [A, g A)∩H 1 = {H 10 , . . . , H 1n} is a tightly nested segment in A+g . Since 〈g〉 acts non-transversely
on X essg , we also have [A, g A)= [o, g o], where o denotes the origin in Rd .
Remark 8.1. Since the action is assumed to be RAAG-like, property 7.1(i) implies that if H ∈H i
and hH ∈H j with i 6= j for some H ∈ A+g , h ∈G , then the quadrant Q(H ,hH) exists. Property 7.1(ii)
implies that if in addition H and H ′ ∈H i are tightly nested in X essg , then the quadrant Q(H ′,hH)
exists. (Recall that, by definition, Q(H ,K ) is always disjoint from X essg .)
When discussing a quadrant Q of the form Q(H ,hH), if H , H ′ ∈H i are tightly nested, the quadrant
Q(H ′,hH) faces the same way as Q by Lemma 6.4. It either properly contains Q or is properly
contained in Q. If the former occurs, we may refer to Q(H ′,hH) as an extended quadrant for Q.
The first two results below will be used to generate contradictions. The first lemma states that when
a certain configuration occurs (involving both a northwest and southeast quadrant) then there is a
tightly nested segment that is forced to overlap with a copy of its reverse. The second lemma says
that the latter event is impossible. Several of the arguments in the remainder of the paper have the
goal of showing that a quadrant faces a particular way (northwest or southeast), with the aim of
creating the forbidden configuration, and thereby a contradiction.
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Lemma 8.2. Let σ= {K0, . . . ,Km}⊂H i be tightly nested in X essg and suppose that f σ⊂ A+g for some
f ∈G. Let xi be horizontal. Suppose there exist j ≤ j ′ such that f K j , f K j ′ ∉H i and Q(K j , f K j ) faces
northwest while Q(K j ′ , f K j ′) faces southeast. Then there is a non-trivial subsegmentα⊂σ such that
f α⊂H i and α, f α overlap.
Proof. First note that if j = j ′ then X essg avoids both of the quadrants{
xi < n+1, x j >m
}
and
{
xi > n, x j <m+1
}
for some n,m ∈ Z. But then X essg avoids the set {n < xi < n+1} and cannot contain an axis for g .
Thus j < j ′.
For any index k, the quadrant Q(Kk , f K k ) is defined if and only if f K k 6∈H i , by Remark 8.1. We
may choose j , j ′ to be an innermost pair having the stated properties. Then, for any k between j
and j ′, we have f K k ∈H i .
Since K j ′−1,K j ′ are tightly nested there is an extended quadrant Q(K j ′−1, f K j ′) which faces south-
east (cf. Remark 8.1). There is also an extended northwest quadrant Q(K j+1, f K j ), since K j ,K j+1
are tightly nested.
If j ′ = j+1 then f K j and f K j ′ are tightly nested and Lemma 6.4 says that both quadrants Q(K j , f K j )
and Q(K j , f K j ′)=Q(K j ′−1, f K j ′) face the same way. However, these face northwest and southeast
respectively. Therefore, j ′ > j +1 and the segment α= {K j+1, . . . ,K j ′−1} is non-trivial.
Note that f α ⊂H i by the choice of j , j ′. We proceed now to use the Elbow Lemma (6.5) to con-
strain the location of f α alongH i . In coordinates we have K j =H ia and K j ′ =H ib for some integers
a < b, and
α= {K j+1, . . . ,K j ′−1}= {H ia+1, . . . , H ib−1} .
Write f α=
{
H ic , . . . , H
i
c+|α|−1
}
for some c ∈Z.
Let f K j ′ = H i ′e ∈H i
′
where i ′ 6= i and e ∈ Z. Applying the Elbow Lemma to the tightly nested pair{
f K j ′−1, f K j ′
}
=
{
H ic , H
i ′
e
}
, we find that the edge {c}× [e,e +1] lies in pi i ′(X essg ). Since X essg avoids
the quadrant Q(K j ′−1, f K j ′)= {xi > b−1, xi ′ < e+1}, we conclude that c ≤ b−1. See Figure 5.
Now redefine i ′ and e such that f K j = H i ′e ∈ H i
′
(with i ′ 6= i ). Applying the Elbow Lemma to
the tightly nested pair
{
f K j , f K j+1
}
=
{
H i
′
e , H
i
c+|α|−1
}
, we find that pi i ′(X essg ) contains the edge
{c+|α|}× [e,e+1]. Now X essg avoids the quadrant Q(K j+1, f K j )= {xi < a+2, xi ′ > e}, and therefore
c+|α| ≥ a+2.
The inequalities c ≤ b−1 and c+|α| ≥ a+2 say precisely that α and f α overlap.
The conclusion of the preceding lemma leads directly to a contradiction:
Lemma 8.3. Let α⊂H i be tightly nested in X essg and suppose that hα⊂H i for some h ∈G. Then α
and hα cannot overlap.
Proof. Write α= {Ha , . . . , Ha+k } and hα= {Hb−k , . . . , Hb} for some a,b ∈Z. Then, hHa+ j =H b− j for
each j . The transformation a+ j 7→ b− j either fixes c or exchanges c and c+1, for some c ∈Z. If α
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Figure 5: The vertical position of the elbow is aligned with the top of the quadrant
Q(K j ′−1, f K j ′) as shown. The horizontal position is aligned with the left end of f α.
Since the elbow is outside the quadrant, f α cannot be entirely to the right of α.
and hα overlap then Hc (and Hc+1 in the second case) are in α∩hα. In the first case h inverts Hc ,
contrary to the assumption that G acts on X without inversion. In the second case hH c = Hc+1,
violating property 7.1(iii). Thus α and hα cannot overlap.
The next results perform a technical step that will be used repeatedly in the course of proving the
main theorem. They also yield corollaries showing that under certain conditions, quadrants face
in particular directions.
Lemma 8.4 (Southeast quadrant shifting). Let σ = {K0, . . . ,Km} ⊂H i be tightly nested in X essg and
suppose there is an f ∈ G such that f σ ⊂ A+g and f σ 6⊂H i . Let xi be horizontal and let k be the
smallest index such that f K k 6∈H i . Suppose the quadrant Q(Kk , f K k ) faces southeast, so that
Q(Kk , f K k ) =
{
xi > a+k, x j < b+1
}
for some j 6= i , a,b ∈Z. Then
(1) X essg also avoids the larger quadrant Q =
{
xi > a−k, x j < b+1
}
.
(2) If k > 0 then f K 0 ∈H i and K0 ⊂ f K 0.
Proof. If k = 0 then Q =Q(Kk , f K k ) and there is nothing to prove, so assume that k > 0. It is im-
plicit from the description of Q(Kk , f K k ) that Kk = H ia+k and f K k = H
j
b . Let α = {K0, . . . ,Kk−1} be
the initial segment of σ before Kk and note that f α ⊂H i . Writing f α =
{
H ic−k , . . . , H
i
c−1
}
for the
appropriate c ∈Z, we have f K k−1 =H ic−k .
Applying the Elbow Lemma to the tightly nested pair
{
f K k−1, f K k
}
=
{
H ic−k , H
j
b
}
, we find that
pi j (X essg ) contains the edge e = {c−k}× [b,b+1].
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Since e avoids the quadrant Q(Kk , f K k ), we must have c −k ≤ a+k. In fact, e avoids the extended
quadrant Q(Kk−1, f K k ) =
{
xi > a+k−1, x j < b+1
}
by Remark 8.1, and so c −k < a+k. Thus f α
cannot be entirely to the right of α inH i . By Lemma 8.3 f α cannot overlap with α and so it must
lie entirely to its left. That is, c ≤ a. See Figure 6.
Figure 6: The elbow is aligned with the left endpoint of f α and the top side of the
quadrant Q(Kk−1, f K k ). Hence f α is not to the right of α. Since α and f α cannot
overlap, we have c ≤ a. The elbow now generates a larger, “shifted” quadrant.
Now note that the quadrant generated by f K k−1 and f K k (and avoided by X essg ) is
Q( f K k−1, f K k ) =
{
xi > c−k, x j < b+1
}
⊇ {xi > a−k, x j < b+1} ,
proving (1). Finally, note that K0 =H ia and f K 0 =H ic−1, and (2) is clear since c−1< a.
Corollary 8.5. Let σ= {K0, . . . ,Km}⊂H i be tightly nested in X essg and suppose there is an f ∈G such
that f σ⊂ A+g and f σ 6⊂H i . Let xi be horizontal and let k be the smallest index such that f K k ∉H i .
Suppose there is a vertex v in X essg such that v ∈K0 and v ∉ f K k . Then the quadrant Q(Kk , f K k ) faces
northwest.
Proof. Set K0 = H ia for some a ∈ Z, so Kk = H ia+k . We assume f K k ∉H i , so there exists j 6= i and
b ∈Z such that f K k =H jb . Suppose Q(Kk , f K k ) faces southeast; that is:
Q(Kk , f K k )=
{
xi > a+k, x j < b+1
}
.
By Lemma 8.4(1), X essg also avoids the larger quadrant
Q = {xi > a−k, x j < b+1} .
Since v ∉ f K k , v j ≤ b. But v ∈ K0, so vi ≥ a + 1. So v ∈ Q, which is a contradiction. Therefore,
Q(Kk , f K k ) faces northwest.
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The next two results are completely analogous to the previous two, with the same proofs:
Lemma 8.6 (Northwest quadrant shifting). Let σ = {K0, . . . ,Km} ⊂H i be tightly nested in X essg and
suppose there is an f ∈ G such that f σ ⊂ A+g and f σ 6⊂H i . Let xi be horizontal and let k be the
largest index such that f K k 6∈H i . Suppose the quadrant Q(Kk , f K k ) faces northwest, so that
Q(Kk , f K k ) =
{
xi < a− (m−k), x j > b
}
for some j 6= i , a,b ∈Z. Then
(1) X essg also avoids the larger quadrant Q =
{
xi < a+ (m−k), x j > b
}
.
(2) If k <m then f K m ∈H i and Km ⊃ f K m .
Corollary 8.7. Let σ= {K0, . . . ,Km}⊂H i be tightly nested in X essg and suppose there is an f ∈G such
that f σ⊂ A+g and f σ 6⊂H i . Let xi be horizontal and let k be the largest index such that f K k ∉H i .
Suppose there is a vertex v in X essg such that v ∉ Km and v ∈ f K k . Then the quadrant Q(Kk , f K k )
faces southeast.
9 Proof of the main theorem
Our goal in this section is to prove Theorem A from the Introduction, which we restate here:
Theorem 9.1. Let X be a CAT(0) cube complex with a RAAG-like action by G. Then scl(g )≥ 1/24 for
every hyperbolic element g ∈G.
We continue with the same notation as in the previous section. Fix a taut equivariant embedding
X essg ,→Rd . Let C be the cube in X essg mapped to [0,1]d under the equivariant embedding. Let A be
the set of half-spaces in A+g dual to C , so that [A, g A) is a fundamental domain for the action of
〈
g
〉
on A+g . We have [A, g A) = [o, g o], where o ∈ Rd is the origin. IdentifyH (Rd ) with Ag . Recall that
by property (3) of Proposition 5.4, the extended taut segment [A, g A]∩H 1 is tightly nested in X essg .
Write [A, g A)∩H 1 = {H 10 , . . . , H 1n}.
Most of this section is devoted to finding a tightly nested subsegmentγ⊆ [A, g A)∩H 1 such thatγ>
gγ and no copy of γ appears in A+g . Once we find such a γ, then Theorem 9.1 follows immediately;
details are laid out in the proof at the end of this section. To arrange that γ > gγ, we may have to
pass to a proper subsegment of [A, g A)∩H 1. On the other hand, if γ is short, it is more likely for
A+g to contain a copy of γ. Our approach, therefore, is to use a maximal g –nested segment, defined
below.
After discussing maximal g –nested segments, we proceed to show that for such a segment γ, no
copy of γ can lie in A+g . First we prove Lemmas 9.4 and 9.5, which are technical statements used
to show that quadrants face a particular way, under appropriate conditions. Next comes Propo-
sition 9.6, which states that if hγ ⊂ A+g , then hγ cannot lie entirely in H 1. Hence hγ contains
half-spaces in A+g outside ofH 1. Such a half-space generates a quadrant, by property 7.1(i). In
Propositions 9.7 and 9.8 we prove that the first such quadrant faces northwest, and the last such
quadrant faces southeast. In this way, the forbidden configuration of Lemma 8.2 is created, result-
ing in a contradiction.
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Maximal g –nested segments
Definition 9.2. A subsegment γ = {H 1
`
, . . . , H 1r
}
of [A, g A)∩H 1 is said to be g –nested if γ > gγ in
X essg . It is a maximal g –nested segment if it is g –nested and is not properly contained in another
g –nested subsegment of [A, g A)∩H 1.
Figure 2 shows an example where the full segment γ = [A, g A)∩H 1 is not g –nested; this is the
segment of blue half-spaces labeled a, c, e. In this example, the subsegment consisting of the pair
labeled a, c is a maximal g –nested segment, as is the pair labeled c, e.
Note that for every H ∈ A+g we have H ⊃ g H in X essg by Remark 3.2 and Property 7.1(i). Thus ev-
ery subsegment of [A, g A)∩H 1 of length 1 is g –nested. It follows that every H ∈ [A, g A)∩H 1 is
contained in a maximal g –nested segment.
Lemma 9.3. Let γ = {H 1
`
, . . . , H 1r
}
be a maximal g –nested subsegment of [A, g A)∩H 1. Then the
following two statements hold:
(1) Either `= 0 or H 1
`−1 t g
−1H 1r in X essg .
(2) Either r = n or g H 1
`
tH 1r+1 in X essg .
Proof. Suppose `> 0. If H 1
`−1 and g
−1H 1r are not transverse in X essg , then they are nested in X essg by
Remark 3.1. Since o ∈ g−1Hr −H`−1, this means that g−1H 1r ⊃ H 1`−1 in X essg , which is equivalent to
H 1r ⊃ g H 1`−1. Let γ′ =
{
H 1
`−1, . . . , H
1
r
}
. We have:
H 1`−1 ⊃ ·· · ⊃H 1r ⊃ g H 1`−1 ⊃ ·· · ⊃ g H 1r .
So γ′ is g –nested and γ′ properly contains γ, violating maximality of γ. Similarly, if r < n and g H 1
`
and H 1r+1 are not transverse, then the segment
{
H 1
`
, . . . , H 1r+1
}
is g –nested and contains γ.
We now proceed with the main steps of the proof of Theorem 9.1. The primary goal is to show that
a maximal g –nested segment in [A, g A)∩H 1 never appears in A+g in the reverse direction. The
next two lemmas are technical steps that are needed along the way.
Lemma 9.4. Let γ = {H 1
`
, . . . , H 1r
}
be a maximal g –nested subsegment of [A, g A)∩H 1. Suppose
hγ⊂ A+g and hγ 6⊂H 1, for some h ∈G. Suppose `> 0. Let x1 be horizontal and let j be the smallest
integer between ` and r such that hH
1
j ∉H 1. Then either the quadrant Q(H 1j ,hH
1
j ) faces northwest,
or there is a vertex v in X essg such that v ∉ g−1H 1r and v ∈ hH
1
`.
Proof. By Lemma 9.3, since `> 0, H 1
`−1 t g
−1H 1r in X essg . Therefore, there exists a square S in X essg
in which they cross. Let v be the unique vertex of S with v1 = ` and v ∉ g−1H 1r . We now show that
v ∈ hH 1` under the assumption that Q(H 1j ,hH
1
j ) faces southeast.
Let hH
1
j =H ib for some i 6= 1 and b ∈Z. By assumption, X essg avoids the quadrant
Q(H 1j ,hH
1
j )=
{
x1 > j , xi < b+1
}
.
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Since ` > 0 and j ≥ `, the half-spaces H 1j−1 and H 1j are tightly nested. Thus, by Remark 8.1, X essg
must further avoid the extended quadrant
Q(H 1j−1,hH
1
j )=
{
x1 > j −1, xi < b+1
}
.
If j = `, then for v to lie outside of Q(H 1j−1,hH
1
j ), we must have vi ≥ b+1, so v ∈H ib = hH
1
`.
If j > `, then applying Lemma 8.4(2) using
{K0, . . . ,Km}=
{
H 1` , . . . , H
1
r
}
, i = 1, k = j , f = h, σ= γ, a = 0
we obtain that hH
1
` ∈H 1 and hH
1
` ⊃ H 1` . In coordinates, this means that hH
1
` = H 1c for some
c < `= v1. Thus, v ∈H 1c = hH
1
`.
The next lemma is completely analogous to the previous one, with a similar proof.
Lemma 9.5. Let γ = {H 1
`
, . . . , H 1r
}
be a maximal g –nested subsegment of [A, g A)∩H 1. Suppose
hγ ⊂ A+g and hγ 6⊂H 1, for some h ∈G. Suppose r < n. let x1 be horizontal and let j be the largest
integer between ` and r such that hH
1
j ∉H 1. Then either the quadrant Q(H 1j ,hH
1
j ) faces southeast,
or there is a vertex v in X essg such that v ∈ g H 1` and v ∉ hH
1
r .
The next three propositions will form the main body of the argument. The first one shows that if a
reverse copy of a maximal g –nested segment appears in A+g , then it cannot lie entirely withinH 1.
Proposition 9.6. Let γ= {H 1
`
, . . . , H 1r
}
be a maximal g –nested subsegment of [A, g A)∩H 1. Suppose
hγ⊂ A+g for some h ∈G, and that hH
1
r ∈ [A, g A). Then hγ 6⊂H 1.
Proof. If not then hγ⊂H 1. Write hγ=
{
H 1a , . . . , H
1
a+|γ|−1
}
, where a ≥ 0 because hH 1r ∈ [A, g A).
Since γ and hγ cannot overlap (by Lemma 8.3), there are two possibilities for the location of hγ
alongH 1.
The first case is that a+ ∣∣γ∣∣≤ ` (i.e. hγ is to the left of γ). In particular `> 0 and therefore H 1
`−1 t
g−1H 1r in X essg , by Lemma 9.3. Let g−1H 1r =H ib for some i 6= 1, b ∈Z. Note that b < 0 because g−1H 1r
contains the origin o. The projection p1i (X essg ) contains the square [`− 1,`]× [b,b + 1], which is
dual to both H 1
`−1 and g
−1H 1r . Thus there is a vertex v ∈ X essg such that v1 = ` and vi = b.
By property 7.1(i) the half-spaces g−1H 1r and hH
1
r = H 1a are not transverse in X essg , and hence they
generate a quadrant Q disjoint from X essg . However, the quadrant {x1 > a, xi < b+1} contains v
and {x1 < a+1, xi > b} contains o. These are the two possibilities for Q and thus we have a contra-
diction (since v,o ∈ X essg ).
The second case is that r < a (i.e. hγ is to the right of γ). Note that a ≤ n since hH 1r ∈ [A, g A). Hence
r < n, and g H 1
`
tH 1r+1 in X essg by Lemma 9.3. Now redefine i 6= 1 and b ∈Z such that gγ⊂H i and
g H 1
`
= H ib . Then p1i (X essg ) contains the square [r + 1,r + 2]× [b,b + 1] dual to H 1r+1 and H ib . Let
v ∈ X essg be a vertex such that v1 = r +1 and vi = b+1.
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Let x1 be horizontal. By property 7.1(i) the half-spaces g H 1` and hH
1
` = H 1a+|γ|−1 are not trans-
verse in X essg , and hence they generate a quadrant Q disjoint from X
ess
g . The northwest quadrant{
x1 < a+
∣∣γ∣∣ , xi > b} contains v , and therefore cannot be disjoint from X essg . Thus Q(g H 1` ,hH 1`)=
Q(hH
1
`, g H
1
`
) faces southeast.
Again using property 7.1(i), the half-spaces g H 1r and hH
1
r are not transverse in X
ess
g and gener-
ate a quadrant Q(g H 1r ,hH
1
r ) = Q(hH
1
r , g H
1
r ) disjoint from X
ess
g . If it faces southeast then it is
the quadrant
{
x1 > a, xi < b+
∣∣γ∣∣}. We have g o 6∈ g H 1r because o 6∈ H 1r , and g o ∈ hH 1r because
hH
1
r ∈ [A, g A) = [o, g o]. Therefore g o is in this southeast quadrant. Since g o ∈ X essg , we conclude
that Q(hH
1
r , g H
1
r ) faces northwest.
Now apply Lemma 8.2 using
{K0, . . . ,Km}=
{
hH
1
r , . . . ,hH
1
`
}
, i = 1, f = g h−1, j = 1, j ′ =m
to obtain a contradiction via Lemma 8.3.
The next two propositions also deal with a reverse copy of a maximal g –nested segment in A+g .
By the previous proposition, there must be a half-space in the segment which lies outside ofH 1.
Such a half-space will generate a quadrant, by property 7.1(i). The two propositions say that the
first such quadrant always faces northwest, and the last such quadrant always faces southeast.
Proposition 9.7. Let γ= {H 1
`
, . . . , H 1r
}
be a maximal g –nested subsegment of [A, g A)∩H 1. Suppose
hγ ⊂ A+g , hH
1
r ∈ [A, g A), and hγ 6⊂H 1 for some h ∈ G. Let x1 be horizontal. Let j be the smallest
integer between ` and r such that hH
1
j ∉H 1. Then the quadrant Q(H 1j ,hH
1
j ) faces northwest.
Proof. Case 1: `= 0
In other words, γ= {H 10 , . . . , H 1r }. Let v be the vertex of X essg with coordinates v1 = 1 and vk = 0 for
all k > 1. Note that v ∈H 10 and H 10 is the only element in [A, g A) with this property. Therefore, since
hH
1
r ∈ [A, g A), if v ∈ hH
1
r , then we must have hH
1
r =H 10 . But this contradicts that γ and hγ cannot
overlap by Lemma 8.3, so v ∉ hH 1r . Since hH
1
r ⊃ hH
1
j , v ∉ hH
1
j . Now apply Corollary 8.5 using
{K0, . . . ,Km}=
{
H 10 , . . . , H
1
r
}
, i = 1, f = h, Kk =H 1j ,
to obtain that Q(H 1j ,hH
1
j ) must face northwest.
Case 2: `> 0
We will assume Q(H 1j ,hH
1
j ) faces southeast and derive a contradiction. By Lemma 9.4, there exists
a vertex v in X essg such that v ∉ g−1H 1r and v ∈ hH
1
`. Note for any j between ` and r , hH
1
` ⊂ hH
1
j ,
so v ∈ hH 1j .
Let i be the coordinate with g−1γ⊂H i . If hH 1j ∈H i , then g−1H 1r are hH
1
j are parallel in R
d , and
hence are nested in X essg . Since hH
1
r ∈ [A, g A), we have o 6∈ hH
1
r . Then, since j < r we have hH
1
r ⊃
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hH
1
j , and therefore o 6∈ hH
1
j . However, o ∈ g−1H 1r and therefore g−1H 1r ⊃ hH
1
j . This contradicts the
existence of v . Therefore, we may assume hH
1
j ∉H i .
We now forget coordinate x1 and designate xi to be the horizontal coordinate. Since hγ is not
entirely contained inH i , there is a largest integer j ′ between ` and r such that hH 1j ′ ∉H i . Since
v ∉ g−1H 1r and v ∈ hH
1
j ′ , by Corollary 8.7 using
{K0, . . . ,Km}=
{
g−1H 1` , . . . , g
−1H 1r
}
, f = hg , Kk = g−1H 1j ′ ,
we obtain that Q(g−1H 1j ′ ,hH
1
j ′) faces southeast. That is, hH
1
j ′ ⊃ g−1H 1j , but this is impossible since
o ∈ g−1H 1j ′ and o ∉ hH
1
j ′ . This yields a contradiction under the assumption that Q(H
1
j ,hH
1
j ) faces
southeast, as desired.
The next proposition is analogous to the previous one, but the situation is not entirely symmetric
because of the assumption throughout that the largest half-space of hγ lies in [A, g A). For this
reason, the next proposition requires an independent proof.
Proposition 9.8. Let γ= {H 1
`
, . . . , H 1r
}
be a maximal g –nested subsegment of [A, g A)∩H 1. Suppose
hγ ⊂ A+g , hH
1
r ∈ [A, g A), and hγ 6⊂H 1 for some h ∈ G. Let x1 be horizontal. Let j be the largest
integer between ` and r such that hH
1
j ∉H 1. Then the quadrant Q(H 1j ,hH
1
j ) faces southeast.
Proof. In the following, let i and i ′ be the coordinates with gγ ⊂ H i and hH 1j ∈ H i
′
. We will
assume that Q(H 1j ,hH
1
j ) faces northwest, that is, H
1
j ⊃ hH
1
j , and derive a contradiction.
Case 1: r = n
In other words, γ= {H 1
`
, . . . , H 1n
}
.
We first consider the sub-case that j = n. Recall that the extended segment
[A, g A]∩H 1 = {H 10 , . . . , H 1n , H 1n+1}
is tightly nested; in particular, the pair
{
H 1n , H
1
n+1
}
is tightly nested. Therefore, by Remark 8.1, H 1n+1
and hH
1
n must also generate a quadrant that faces northwest; in other words, H
1
n+1 ⊃ hH
1
n . Let g o
be the translate of the origin by g . Since [A, g A)= [o, g o] and H 1n+1 ∈ g A, we must have g o ∉H 1n+1.
Thus, g o ∉ hH 1n , but this contradicts the assumption that hH
1
n = hH
1
r ∈ [A, g A).
Now suppose j < n. By Lemma 8.6(2), using
{K0, . . . ,Km}=
{
H 1` , . . . , H
1
n
}
, i = 1, f = h, Kk =H 1j ,
we obtain that hH
1
n ∈H 1 and H 1n ⊃ hH
1
n . So we must have that hH
1
n =H 1b , for some b > n. But this
contradicts hH
1
n ∈ [A, g A)∩H 1 =
{
H 10 , . . . , H
1
n
}
.
Case 2: r < n
In this case, we can apply Lemma 9.5 to the assumption that Q(H 1j ,hH
1
j ) faces northwest, yielding
a vertex v in X essg with v ∈ g H 1` and v ∉ hH
1
r .
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If j = r and i = i ′, then g H 1
`
and hH
1
r are parallel inR
d and hence are nested in X essg . Since g o ∈ hH
1
r
and g o ∉ g H 1
`
, hH
1
r ⊃ g H 1` . But this contradicts the existence of v .
In all other cases we claim hH
1
r ∉H i . This is true when j = r and i 6= i ′, since hH
1
r = hH
1
j ∈H i
′
.
In the situation that j < r , then by the choice of j , the suffix α=
{
H 1j+1, . . . , H
1
r
}
has hα⊂H 1. But
since r < n, g H 1
`
tH 1r+1 by Lemma 9.3(2); in particular, since g H 1` ∈H i , we have i 6= 1. This shows
that hH
1
r ∉H i .
We now forget coordinate x1 and designate xi to be the horizontal coordinate. Let j ′ be the smallest
integer between ` and r such that hH
1
j ′ ∉H i . Such j ′ exists since hH
1
r ∉H i . Our goal now is to
use g o and v to determine which ways the quadrants Q(g H 1j ′ ,hH
1
j ′) and Q(g H
1
r ,hH
1
r ) face.
Now set
{K0, . . . ,Km}=
{
g H 1` , . . . , g H
1
r
}
, f = hg−1.
Since g o ∉ g H 1r and g o ∈ hH
1
r , by Corollary 8.7, where Kk = g H 1r , the quadrant Q(g H 1r ,hH
1
r ) faces
southeast. On the other hand, since v ∈ g H 1
`
and v ∉ hH 1j ′ , by Corollary 8.5, where Kk = g H 1j ′ , the
quadrant Q(g H 1j ′ ,hH
1
j ′) faces northwest. Since j
′ is the smallest index between ` and r for which
hH
1
j ′ ∉H i , and r is the largest index, the conclusion of Lemma 8.2 yields a non-trivial subsegment
α ⊂ gγ such that hα ⊂ H i and α and hα overlap. But this is impossible by Lemma 8.3. This
contradiction was obtained under the assumption that Q(H 1j ,hH
1
j ) faces northwest, concluding
the proof.
We now tie everything together for the proof of Theorem 9.1.
Proof of Theorem 9.1. Given a hyperbolic element g ∈ G , fix a taut 〈g〉–equivariant embedding
X essg ,→Rd using Proposition 5.4, as discussed in the beginning of Section 7. Let γ=
{
H 1
`
, . . . , H 1r
}⊆
[A, g A) be a maximal g –nested subsegment of [A, g A)∩H 1.
Suppose hγ ∈ A+g for some h ∈G . Replacing hγ by a
〈
g
〉
–translate if necessary, we can assume that
hH
1
r ∈ [A, g A). Declare x1 to be the horizontal coordinate.
By Proposition 9.6, hγ cannot be entirely contained inH 1. Let j be the smallest index such that
hH
1
j 6∈ H 1. Then, by Proposition 9.7, the quadrant Q(H 1j ,hH
1
j ) faces northwest. Let j
′ be the
largest index such that hH
1
j ′ 6∈H 1. By Proposition 9.8 the quadrant Q(H 1j ′ ,hH
1
j ′) faces southeast.
Lemma 8.2 now provides a contradiction, via Lemma 8.3.
Therefore, no copy of γ appears in A+g . Now consider the counting functions cγ and cγ from Sec-
tion 7. We have cγ(o, g
no)= 0 for all n > 0. Since γ is g –nested we also have cγ(o, g no)= n for n > 0.
Choosing the basepoints xg n = o for all such n (noting that Xg ⊆ Xg n ), the resulting homogeneous
quasimorphism ϕ̂γ has value 1 on g . Since ϕ̂γ has defect at most 12, by Lemma 4.5, Bavard Duality
(Lemma 2.3) tells us that scl(g )≥ 1/24.
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