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This paper describes the theoretical framework ofa geometric problem solver based on rewrite rules 
which were directly derived from axioms of Euclidean geometry. Completeness and termination of 
the system were obtained by making the set of rewrite rules locally confluent and by introducing 
a simple, well-founded ordering. This research presents a first step in finding a geometric alternative 
to the numerical and computer algebra methods currently used for such problems and, thus, has the 
potential of supporting geometric applications such as computer-aided geometric design, 
1. Introduction 
Computer-aided design (CAD) systems are employed for constructing geometric 
objects that should fulfill a given specification. This task is usually carried out in 
a procedural way, namely, by interactively applying operations from a great number 
of construction tools offered by the system. Some systems provide constraint solvers 
which compute a shape directly from a specification by geometric constraints [1.5]. 
Most known approaches to automated geometric problem solving work by ex- 
pressing the geometric specification algebraically with polynomial equations on 
coordinates [4, 9, 12, 15-I 71. A solution can then be found with computer algebra or 
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numerical methods. However, there is not yet a well-established geometric alternative 
as mature as computer algebra. This paper describes as new approach for solving 
geometric constraint problems and problems in geometric theorem proving directly in 
a geometric domain. The goal was to stay as close as possible to known methods of 
traditional geometric problem solving, for instance, using compass and ruler con- 
structions and axioms of Euclidean geometry. 
It is, however, not trivial to find suitable computational principles to mechanize the 
expert knowledge (the earlier heuristic approaches are described in [3, 71. We 
developed a rewrite rule mechanism operating on geometric predicates. Termination 
and completeness of the problem-solving algorithm can be guaranteed by the well- 
foundedness and confluence of the set of rewrite rules [S]. To obtain these proper- 
ties, we adapted the Knuth-Bendix completion algorithm to the specific requirements 
of the given geometric problem. 
A symbolic geometric solution has the advantage over the usual algebraic approach 
that the results are expressed in geometric terms. Therefore, it seems better suited for 
many practical applications in interactive computer-aided design (see e.g. [l 1, 13, 141). 
2. Symbolic geometric constraint solving 
With the approach presented here, geometric constraints are represented by predi- 
cates, and geometric construction operations by functional expressions. We express 
geometric axioms by equations of first-order formulae, which allows us to use a re- 
write rule mechanism, and by implications, which may be inferred by a Horn clause 
resolution mechanism, such as that implemented in the logic programming language 
Prolog. We can prove uniform termination of the inference mechanism by introduc- 
ing a well-founded ordering for the rewrite rules. With a special formulation of 
the KnuthhBendix critical-pair criterion, we can prove completeness (or unique 
termination). 
Here is a list of the geometric predicates on points as used in our approach. 
Definition 2.1 (Geometric predicates) 
d(P 1, P2, Dist), 
s(P 1, P2, Alpha), 
u(P 1, P2, [Alpha, Dist]), 
a(P1, P2, P3, Beta), 
tr(P1, P2, P3, [Alpha, Beta]). 
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The semantics of the predicates is defined as follows: P, Pl, P2 and P3 are 
point identifier variables. To express that the position of a point with identifier 
P is known, we use the predicate p(P, Pos), meaning that the position of P is 
defined by the value of Pos to which a symbolic expression may be assigned 
(for instance, a pair of coordinates [lo, 0.51, or a geometric function, such as 
intersection(line(p(P2), 90), circle(p(P3), 20)), indicating that the point is located 
at the intersection of a line through another point P2 with a slope of 90” and a 
circle with center point P3 and a radius of 20). The predicate d(P1, P2, Dist) 
associates an expression Dist with the distance between two points Pl and 
P2. s(P2, Pl, Alpha) constrains the slope of the line through P 1 and P2 by an 
angle Alpha between the line and the x-axis. An angle Beta is associated with 
three points by the predicate a(P 1, P2, P3, Beta). The triangle relation tr determines 
the angles (or the ratios of the side lengths) of a triangle. The vector predicate 
u determines the relative offset between two points, for instance, by a slope and 
a distance. 
Definition 2.2 (Congruence relations). In addition to the above predicates, which 
assign symbolic expressions to angles, distances, positions, etc., predicate equations 
can be used to express congruence relations (for instance, the equation d(P 1, P2) = 
d(P3, P4) represents distance congruence, a(P1, P2, P3)=a(P4, P5, P6) represents 
angle congruence, etc.). Additional relations for parallelism, point incidence, etc., can 
be expressed by similar equations on predicates. 
2.1. Rules,for compass and ruler construction 
To derive positions of points that are not yet explicitly specified by a position 
predicate p, we may apply rules known from constructing with compass and ruler. For 
example: Given the positions of two points P 1 and P2, the distance between P 1 and 
a third point P3, and the distance between P2 and P3, we may construct P3 by 
intersecting two circles. We first write the precondition of the rule by a conjunction of 
predicates, such as those defined in Definition 2.1: 
p(P 1, Posl) A p(P2, Pos2) A d(P 1, P3, R 1) A d(P2, P3, R2). 
The position of the third point P3 can be constructed by intersecting two circles 
with centers Pl and P2. This is expressed symbolically by’ 
p(P3, intersection(circle(p(Pl), R l), circle(p(P2), R2))). 
t Note that this construction operation does not yield a unique result, in general. Depending on the 
values of the parameters, there might be one, two or no solutions. This problem needs to be dealt with, for 
instance. when the symbolic solution is evaluated numerically (see [14]). For the course of this paper, we 
treat this operation as an unevaluated symbolic expression with undetermined result. 
We formalize this construction rule by introducing the following notation for 
rewrite rules: Conjunctions of predicates are expressed as lists of predicates [ 1, and 
the symbol -+ indicates the direction in which the rewrite rule is applied. The above 
construction rule is formally represented by the following rewrite rule: 
[p(Pl, Posl), p(P2, Pos2), d(P 1) P3, R l), d(P2, P3, R2)] 
--) [p(Pl, Posl), p(P2, POST), p(P3, intersection(circle(p(Pl), Rl), 
circle(p(P2) R2)))] 
(Note that P 1, P2, P3, Posl, Pos2, R 1 and R3 are variables.) 
We find similar rules for intersecting circles and lines, or two lines, etc. 
How are these rewrite rules applied? All constraints given in a geometric specifica- 
tion are expressed by predicates which are stored as jixts in a database. An inference 
mechanism tries to apply all the rules on the facts in the database. A rule applies if the 
following precondition holds: If the corresponding predicates on the left-hand side of 
a rule can be matched with the facts in the database (by substituting argument 
variables on the left-hand side of the rule with terms), the rule fires, and a transaction 
on the constraint database is carried out. The facts on the left-hand side of the rule 
which are not occurring on the right-hand side are replaced in the database by the 
ones occurring only on the right-hand side of the rule (see Definition 3.2). The 
inference mechanism, together with the rewrite rules, determines an algorithm for 
automatically constructing a geometric object from a geometric specification. The 
rewriting process stops if no more rule applies to the facts in the current database. The 
result can be regarded as a proof for the correctness of the specification by constraints 
(see 161). Every step of the proof corresponds to a geometric operation. If we write 
down the sequence of construction operations during the proof, we get a procedural 
definition of the specified object. The specification of a geometric object is complete 
and consistent if, for each point Pi, there exists exactly one predicate p(Pi, Posi). 
We implemented a geometric rewrite system using the logic programming language 
Prolog. The following two-dimensional example shows the effect of the construction 
algorithm. 
Example 2.3 (Soluing u geometric constraint problem). The initial content of the 
constraint database specifying the position of points 1, 2, 3 and 4: 
P(l, ClOO, lOOI)> 
PC c200, lOOI)> 
11(1, 3, 01, 
d(2, 3, SO), 
d(3, 4, 60), 
s(2, 4, 90). 
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After running the rewriting algorithm, the database contains 
p(l, ClOO, lOOI)> 
P(2, c2m lOOI)> 
~(3, intersection(circle(p(l), a), circle(p(2), 80))), 
~(4, intersection(circle(p(3), 60), line(p(2), -90))). 
The result of the algorithm is a symbolic prescription for constructing the points 
with compass and ruler. The new facts are asserted by the algorithm in the sequence 
determined by the order in which the rules can be applied. The expressions specifying 
point positions, therefore, may refer to points whose positions were constructed 
earlier in the process. In Example 2.3, the symbolic expression for the position of 
point 4 refers to points 2 and 3. Point 4 could only be constructed after point 3 was 
constructed. Note that a symbolic solution is found also if we express the dis- 
tances, angles and positions by symbolic parameters, instead of numbers. 
2.2. E.upressing axiom cf Euclidean geometry as rewrite rules 
A geometric constraint solver should not only be capable of applying construction 
operations but should also reason about congruence relations. We realized this by 
incorporating axioms of Euclidean geometry in the form of geometric rewrite rules 
into the algorithm. For example: For every pair of triangles, if two sides and the angle 
between them are congruent, then also all other angles and sides are congruent 
(Fig. 1). The corresponding axiom by Hilbert [8, Axiom III,] can be expressed as 
a first-order formula using the relations introduced in Definition 2.2: 
rl(P1, P2)=d(P4, P5) A cl(P1, P3)=d(P4, P6) 
A a(P3, Pl, P2)=a(P6, P4, P5) 
I a(P1, P2, P3)=a(P4, P5, P6) 
We would like to express this axiom as a rewrite rule which allows us to employ the 
same inference mechanism as for the construction rules. When applying a rule, the 
predicates on the left-hand side of the rule are replaced by those on the right-hand 
side. To ensure that no information is lost when a rewrite rule is applied, it is 
Fig. I. Congruent triangles. 
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important that the information on both sides of the rewrite rule is equivalent. We first 
express the above axiom as an equation on clauses: 
[d(Pl, P2)=(E(P4, P5), d(P1, P3)=d(P4, P6), 
a(P3, Pl, P2)=u(P6, P4, P5)] 
=[a(Pl, P2, P3)=u(P4, P5, P6), a(P3, Pl, P2)=a(P6, P4, P5), 
d(P1, P2)=d(P4, P5)]. 
By imposing a direction of application, this equation may be expressed as a rewrite rule: 
[d(Pl, P2)=d(P4, P5), d(P1, P3)=d(P4, P6), 
a(P3, Pl, P2)=a(P6, P4, P5)] 
-[u(Pl, P2, P3)=u(P4, P5, P6), a(P3, PI, P2)=a(P6, P4, P5), 
d(P1, P2)=d(P4, P5)]. 
More examples of geometric rewrite rules (and of theorems proved with them) can 
be found in [2]. 
3. Theoretical properties of the constraint solver (completeness and termination) 
In this section we want to develop a theoretical framework which allows us to prove 
such important properties as algorithmic completeness, and termination of the rewrite 
process. These properties make the rewrite rule system a decision mechanism for the 
theory expressed by the axioms. 
3.1. Uniform trrminution property of the ulgorithm 
The idea behind the geometric rewrite rule mechanism is to replace some facts in the 
database by “simpler” ones expressing the same relations. To prove that the inference 
mechanism applying the rules to a given database eventually terminates, we have to 
find orderings such that the right-hand side of a rule is always smaller than the 
left-hand side and, furthermore, we need to show that the orderings have lower 
bounds so that no infinite decreasing sequence is possible. 
Definition 3.1 (Rewrite rules, u +R b, a -+*R b). -+R (reduction by a set of rewrite 
rules R) is a relation between terms. For terms a and b and a set of rewrite rules 
R, the relation u +R b holds if and only if there is a rewrite rule 1 ArE R, and 
a substitution’ D for the variables in 1 and r, such that either 01 =a and cr= b, or 
u contains a subterm x, with x -+R y, in which case b is equal to a but with the subterm 
x in u replaced by 4‘. 
’ A substitution CT is a finite set of replacements of variables xi by expressions e,, CT = (x,,‘e,, _. , x,,‘e,), 
with ol meaning the application of r~ on the variables occurring in 1. 
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a +*,b is the transitive, reflexive closure of a +R 6, and means either a = b or 3 c: 
U+~C and c +*a b. 
In our application of geometric rewrite rules, the rules apply to geometric predi- 
cates, stored as facts in a Prolog database (see Example 2.3). We, therefore, introduce 
a more specific definition for geometric rewrite rules. 
Definition 3.2 (Rewriting of a geometric constraint database). The database of geomet- 
ric constraints D on which the rewrite rules are applied may be interpreted as 
a conjunction of literals (the geometric predicates, or facts; see Definitions 2.1 and 2.2) 
which have to be satisfied simultaneously: D=p, A p2 A ... A pk. The left- and 
right-hand sides of a rewrite rule also are conjunctions of literals. Since conjunctions 
are closed under associativity and commutatiuity (AC), all permutations of literals in 
D are equivalent (D’ =pacl) A pntz, A ... A pnCk)=D for any permutation 71 of the 
indices). We may, therefore, represent a conjunction by an unstructured set 
D={PI, P2, . . . 3 Pk), or D= uj{Pj). 
We say that the database Di reduces to the database Di+ 1 by a set of rewrite rules 
R, tDi+R Di + 1 ) if and only if there is a rule 1 + r E R and a substitution G such that, for 
a subset D’~Di, D’=al and Di+,=(Di-al)Uor. 
Definition 3.3 (Well-foundedness). Given a set of terms T, an (irreflexive) partial 
ordering “ }” on T is welLfounded if there is no infinite descending chain of terms 
t1 }tz } ... in T (see [S]). 
We now have to show that -)R defines a well-founded order relation for a given set of 
rewrite rules. We, therefore, introduce the order function T. 
Definition 3.4 (Order function 7). For the geometric predicates in Definition 2.1 and 
the set of conjunctions of these predicates. C, we define a function r : C -+ N as follows. 
For literals: 
r(d(P1, P2, Exp))=6, 
s(a(P1, P2, P3, Exp))=5, 
t(s(P1, P2, Exp))=4, 
t(tr(P1, P2, P3, Exp))=3, 
r(v(P1, P2, Exp))=2, 
4p(Pl, Exp))= 1; 
For conjunctions X, Y: 
r(X A Y)=r(X)+t( Y); 
For the empty conjunction: 
5( )=O. 
(The definition of T for congruence relations is very similar). 
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Lemma 3.5. If; fir ull des I+ I-E R, r(l)> 7(r) then hR is well-founded on the set qf 
conjunctions, C. 
Proof. For each finite conjunction X to which a rewrite rule can be applied, 7 has 
some finite value r(X) = n E kJ. Each rule applied to X reduces s(X) at least by one (by 
assumption). Zero is a lower bound for 7; therefore, X is reduced in at most n steps to 
an irreducible conjunction X0. 0 
With this property, we can guarantee that the rewriting process, eventually, 
terminates. 
3.2. Unique termination properties of the algorithm 
In this section the proof of the unique termination (or ChurchLRosser) property of 
an algorithm that is based on reduction rules is developed. An algorithm invented by 
Knuth and Bendix (see e.g. [ 1, 5, IO]) for completing a set of reduction rules that does 
not have the Church-Rosser property is applied. 
Definition 3.6 (Separated). Two conjunctions are separated if they do not share 
common literals. 
Some examples: p A q A r and r A s A y are not separated since they share the 
literals 4 and r, neither are p(a) A q(.u) and p(a) A r(y, z). However, the conjunctions 
p(a) A q(x) and p(x) A r(y, z) are separated although they have the common predicate 
p (but (1 and x are not identical). 
Definition 3.7 (Unification modulo AC, common AC-instance, CI&. The conjunctions 
s and t (which are of the form s=sl A s2 and t = t 1 A fZ, where sl, s2, tl, f2 are literals 
or conjunction of literals) are unifiable modulo AC if there are substitutions (T’, 4’ (for 
the arguments of the literals) such that \t’= rs’sz = d’t2 (w represents a superposition of 
s and t) and o’s1 and o”t, are separated. s’= 1’ is called a common AC-instance of s and 
t with s’= u A g’s1 and t’ = 1’ A a” t 1 (where u and G are formula variables) and with the 
unifier3 (ulo”t, A iv, L’/(T’s~ A M ] . Since, in general, there is a finite number of ways 
for splittings and t into sub-conjunctions, there is a finite number of ways for unifying 
the two conjunctions and, thus, there is a finite number of common AC-instances. 
With CI,,(s, t) we denote a complete set of common AC-instances of conjunctions 
s and t. When the two conjunctions s and t are separated, w will be empty and the unifier 
will be a trivial one, namely [u/t, U/S). Since such a unification is not used, as we shall 
see in the proof of Theorem 3.1 I, we will declare the conjunctions to be not unifiable, in 
this case. The AC-unification described here is similar to BN-unification in [18]. 
‘The unifier here is a substitution of formula variables by conjunctions making two formulae equal. 
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Definition 3.8 (Conjuence, JR). The conjunctions p and q are conjluent ( pJRq) if p and 
q can be reduced to a common conjunction by means of a set of rewrite rules R, i.e. 32: 
P-+*~z and q +*R~. 
Definition 3.9 (Locally conjuent). A set of rules R is called locally confluent if, for all 
conjunctions t, and for all conjunctions a and b, where t +R a and t-+R b, it follows 
that uJRb. 
Definition 3.10 (AC-critical pair). (p, q) is called an AC-critical pair of a set of rewrite 
rules R if and only if 1, +rl and 12+rz is a pair of rewrite rules in R with AC-unifiable 
left-hand sides (i.e. II is of the form 1; A 1 ;, l2 is of the form 1; A l’;), and there 
are substitutions gl, o2 such that a,l’; =0211;, a,l; and a21; are separated, 
p=a,l’, A a,r,andq=a,l; A a,r,(seealsoExample3.13).ForafinitesetofrulesR, 
there is a finite number of pairs of rules and, thus, a finite number of ways in which 
their left-hand sides can be unified modulo AC (see Definition 3.7). Therefore, there is 
a finite number of critical pairs that can be built for these rules. 
Theorem 3.11. -+R is locally conjuent if and only ifull AC-critical pairs (p, q) of R are 
confiuent (p1Rq). 
Proof. -c Let us assume it to be true for arbitrary instances of constraint databases 
S1, S2 and Dini,, where S1 ,+ Dini, +RSZ. We have to show that S1 JRS2, i.e 3D,: 
S1 +*R Df R*t Sz. We can assume that there are rules 1, -+rl, lz-+r2 E R and substitu- 
tions oI, c2, with 0111 ~Di,,i, and ~,lz~Di~i~, such that S1=(Di,,il-~lll)~ 01~1 and 
S2=(Dinit-~212) u ozrz. 
There are essentially two cases that need to be considered: 
Case 1. crl 1, n o,12 =@ (the left-hand sides of the rules are separated): 
S, n~~l~=((D~,~t-~~l~)~~~r~)n~~l~=D~,~tn~~l~=~~l~, 
S~n~~l~=((D~,~t-~~l~)~~~r~)n~~l~=D~n~tn~~l~=~~l~~ 
therefore, 
Df=(((Dinit-~1lI)u~trt)-~212)u~2r2 
is defined, and 
is defined as well, and is always equal to D,. Therefore, S1 JRSZ follows trivially.4 
Case 2. a,1,n~212#0: We call w=a,l,n a,12 and o,l~=a,l,-w, and 
0,l;=a212-~. Therefore, S,=((Dinit-~v)-_~I;)uO.lrl and S,=((Di”i,-W)-~21;) 
4Thi~ also explains why we declare separated terms “non-AC-unifiable” (see Definitions 3.7 and 3.10). 
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u 02r2. S1 and Sz are confluent if ~~1; u oIrl and or 1; u crzr2 are confluent. It is easy 
to see that this condition for confluence corresponds to the confluence condition of an 
instance of an AC-critical pair. If AC-critical pairs are confluent then all their 
instances are confluent; therefore, S1 JRSZ. 
*: We assume that Dinit is a common AC-instance of the left-hand sides I, and l2 of 
two rules in R. Therefore, S1 = cI rl u oz 1; and S2 = 02r2 u err 1;. From the confluence 
of St and S2 follows the confluence of the corresponding critical pair. 0 
It has been shown that, for a set of rewrite rules R that is locally confluent, +R is 
a canonical simplifier. This means that = E (equivalence modulo a set of equations E) 
can be decided with that canonical set of rewrite rules R derived from these equations 
by means of an order function T, namely, x=~JJo_xJ~~ (see [I]). This property of the 
rewrite rules is also called ulgorithmic completeness, since it equips us with a decision 
algorithm for equational theories. In general, however,=E is undecidable, and we 
cannot find a locally confluent set of rewrite rules [lo]. 
Local confluence of a set of rewrite rules R can be verified in finite time by verifying 
the confluence of critical pairs of R (see Definition 3.10 and Theorem 3.11). In those 
cases where the critical pairs are not confluent, we can create new rules by orienting 
these critical pairs according to the order function 5 (to maintain well-foundedness) 
and add them to the set of rules. The so-called Knuth-Bendix completion algorithm, 
which is outlined below (Algorithm 3.12; see also [lo]), attempts to generate a locally 
confluent set of rules for a given set of rules R. It uses a function S(c) which, in finite 
time, reduces a conjunction c to its irreducible form by applying the current set of 
rules R(cO = S(c) means c +R* c,,, and for all cb, with co ‘R* cb, it follows that cb =co; 
see Definitions 3.2 and 3.3 and Lemma 3.5). 
Algorithm 3.12 (Knuth-Bendix ulgorithm). 
(1) Find a critical pair (p, q) in R that is not trivial (i.e. S(p)#S(q)); 
if no such pair was found 
report “R is confluent”; go to 4 
(2) if z(S(p))<s(S(q)) then 
R:= R u (S(q)+S(p)) 
elsif t(S(p))>r(S(q)) then 
R:=R u (S(p)+S(q)) 
else report “aborted”; go to 4 
(3) use the new rules to simplify (or delete) the rest of R 
go to 1 
(4) stop 
The termination of the Knuth-Bendix algorithm is not guaranteed in general 
(because of the undecidability of =E). It is possible that more and more rewrite rules 
are generated without the set of rules ever becoming locally confluent [S]. We have 
implemented an AC-critical pair algorithm in Prolog for testing the local confluence of 
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the geometric rewrite rules. An important part of the algorithm is “unification modulo 
AC”, which is not directly supported by Prolog, but was implemented with the 
unification and backtracking mechanism already provided by the language. Next we 
want to apply the critical-pair algorithm to geometric rewrite rules. 
Example 3.13 (Knuth-Bendix completion of a nonconjluent set of geometric rewrite 
rules). We start with a set of five rules that specify simple geometric construction 
operations. In what follows, we leave out the concrete expressions that represent the 
construction operations, and write expression variables El, E2, E3, E4 and E5 
instead. The expressions on the right-hand side of a rewrite rule can later be defined 
explicitly, corresponding to the actual model represented by the axioms. A, B and 
C are point identifier variables. (The procedure for the rules dealing with congruence 
relations is very similar (see [2]): 
(1) [s(A,B, ~=),d(-k B, -=)I-'[v(A, B, E3)1, 
(2) MA, El), v(A B, E2)1--> IMA, El), P(B> E3)1> 
(3) [s(A, B, El), a(& A, C, E2)1-> [s(A, B, El), HA, C, E3), 
(4) [a(-% B, G El), d(A, B, E2), d(B, ‘2 E3)l 
--> [WA, B, C, E4), d(B, C, E3)1, 
(5) [a(-& B, C, El), a(-@ C, A, E2)1-’ [WA, B, C, E3)l. 
The Knuth-Bendix completion algorithm generates seven more rules. Finally, it 
terminates with a set of 12 rules that is locally confluent, i.e. for all critical pairs (p, q) 
in R, the relation pJRq holds: 
(6) [a(B, A, C, El), v(A, B, E’2)1-‘[v(A, B, E2), s(A, C, E3)l 
(was found from a critical pair of rules (1) and (3). We first created 
the AC-critical pair ([d(A, B, E2), s(A, B, El), s(A, C, E3’)], [a(B, A, C, E2’), 
u(A, B, E3)]) (using Definition 3.10). This was reduced to ( [v(A, B, E4), s(A, C, 
E3’)], [a(B, A, C, E2’), u(A, B, E3)]) by means of rule (1) above. Applying 
the order function t, and renaming some variables directly yielded the new 
rule (6); 
(7) 
(5) 
(9) 
[v(A, B, El>, tr(A, B, C, ES)]-‘[v(A, B, El), v(B, C, E3)l 
(was found from a critical pair of rules (1) and (4)); 
[s(A, B, El>, s(B, C, -=I, s(C, A, E3)l 
--> [&A, B, El), tr(A, B, C, E4)] 
(was found from a critical pair of rules (3) and (5)); 
[v(A, B, El), .%A, C, E2), s(B, C, EVI->[v(A, B, El), v(A, c, E4)l 
(was found from a critical pair of rules (1) and (8)); 
(10) IMA, El), ~(6 E2), NC, A, 8 E3)l 
-‘b(A, El), PP, E2), s(A, C, E4)l 
(was found from a critical pair of rules (2) and (6)); 
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(11) [WA, B, C, El), P (A, J=,>, PC@ E3)l 
-‘LP(~ J=>, ~(8 E3), P(C, E4)l 
(was found from a critical pair of rules (2) and (7)); 
(12) [P(A, El), PC& E2), ~(4 C, E3), ~(4 C, E4)l 
-‘[PC& El), ~(6 =I, P(C, E5)l 
(was found from a critical pair of rules (2) and (9)). 
For obtaining the above result, we also had to introduce the so-called “inconsis~- 
ency rules”, which are used to detect when the database of facts is inconsistent. 
As an example, the rule [d(A, B, El), d(A, B, E2)]->[false] indicates that rep- 
resenting the distance between points A and B by two facts in the database is 
either redundant (E 1 = E2) or contrudictor) (El # E2).5 Similarly, for slopes we 
define [s(A, B, El), s(A, B, E2)]->[false]. These two rules build critical pairs 
with rule (l), which introduce the following two new inconsistency rules: [u(A, B, E l), 
d(A, B, E2)]->[false], and [c(A, B, El), s(A, B, E2)] ->[false]. These rules 
may be interpreted as follows: The knowledge of the relative vector between 
two points already implies the knowledge of the slope and the distance between 
these points; therefore, stating explicitly these constraints in combination is re- 
dundant or contradictory. More of such inconsistency rules, that find contra- 
dicting conjunctions of predicates by a reduction to “false”, were created from 
critical pairs by the algorithm (they are not listed here). Many critical pairs that 
were found earlier become trivial critical pairs and are eliminated as soon as addi- 
tional rules are introduced (step (3) in Algorithm 3.12). For example, the critical 
pair ([c(A, B, El), d(A, B, E2)], [u(A, B, El), s(A, B, E3)]) is reduced to a trivial 
critical pair (false, false) and eliminated as soon as the two inconsistency rules are 
introduced. 
4. Conclusion 
The approach presented in this paper presents a first step in the direction of 
a systematic mechanization of geometric knowledge. The theory of term rewriting 
provided us with a means of obtaining completeness and termination of the constraint 
solver. An advantage of the symbolic geometric approach is the closeness of the 
language in which it is realized to the language of geometric applications, especially 
interactive computer-aided design (CAD). In [14] we show an integration of the 
constraint solver in an interactive geometric modeling environment. The predicates 
and functions used in the algorithm have a direct geometric interpretation. Therefore, 
it was relatively straightforward to develop a user interface that lets the user interact 
with constraints. The constraints resulting from the constraint solver determine the 
5 As long as these expressions are unevaluated symbolic expressions, often no distinction between 
wdundum and contrcdictorr can be made. Therefore, both cases are treated as false. 
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degrees of freedom which guide the direct graphical manipulation of geometric 
objects, and interactive manipulations, in turn, generate constraints from postcondi- 
tions of these operations. 
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