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Much of the practical interest attached to curves and surfaces derives from
features of roughness, rather than smoothness. For example, considerable attention
has been paid to fractal models of curves and surfaces, for which the notions of a
normal and curvature are usually not well defined. Nevertheless, these quantities
are sometimes measurable, because the device for recording a rough surface (such
as a stylus or ‘‘compass’’) adds its own intrinsic smoothness. In this paper we
address the effect of such smoothing operations on the multivariate statistical
properties of a normal to the surface. Particular attention is paid to the validity of
commonly assumed unimodal approximations to the distribution of the normal. It
is shown that the actual distribution may have more than one mode, although in
a range of situations the unimodal approximation is valid.  1996 Academic Press, Inc.
1. INTRODUCTION
In many practical problems of surface analysis it is the roughness of the
surface which produces interesting features, not any smoothness which it
might possess. For example, there has been considerable interest in fractal
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properties of surfaces; see in particular Berry and Hannay [3], Mandelbrot,
Passoja, and Paullay [16], Carter, Cawley, and Mauldin [5], Thomas and
Thomas [20], Dubuc et al. [6], Ling [15] and Brown et al. [4]. Most of
the interest in this approach derives from surfaces that are not differentiable.
Nevertheless, measurements of a surface are often taken in a way which
imposes a degree of smoothness. The data recorded by a stylus profilometer
are a combination (not a convolution, owing to its nonlinear nature) of the
smooth surface of the stylus with the rougher real surface. Profilometers
produce line transect data, which may be analyzed as random curves in the
plane. Other approaches generate three-dimensional data. For example, in
geological science a Friburger compass is used to measure ‘‘the normal’’ to
an exposed, folded rock surface. The flat, disc-shaped base of the compass
is placed on the surface, the orientation of its normal read from the com-
pass, and this operation repeated for a number of different positions of the
compass, building up an empirical picture of the distribution of ‘‘the nor-
mal.’’ Some methods for measuring sea surface properties, for example con-
temporary ones based on radar scattering, also involve averaging height
over a region. They produce data which can be accorded a normal, and
hence both slope and curvature, even if those quantities would be hard to
define on the original rough surface. Some classical approaches to the
analysis of rough surfaces assume a trivariate Normal distribution for
variance, slope and curvature; see for example Whitehouse and Archard
[21], Nayak [17], Sayles and Thomas [19], Whitehouse and Phillips
[22, 23] and Greenwood [10].
The confounding of rough-surface data by smooth devices used to record
them has a significant impact on multivariate statistical properties ascribed
to the surface. The resulting measurements of the normal are of an average
direction, whose distribution is determined by the degree of smoothing. It
is common to argue that such directional distributions are approximately
von Mises (if the data are in the form of curves) or Fisher (in the case of
actual surface data). Extensive discussion of these distributions may be
found in Fisher [7] for the von Mises distribution, and Fisher, Lewis, and
Embleton [8] for the Fisher distribution. Furthermore, these approxima-
tions form the basis for theoretical multivariate descriptions of surface
properties; see Kelker and Ho [13] and the references therein.
In this paper we examine the effect of smoothing on multivariate statisti-
cal properties of the distribution of the normal to a rough curve or surface.
One of our aims is to elucidate contexts where classical approximation by
Fisher or von Mises distributions is appropriate, and those where it is not.
We define the normal in terms of a line segment (modeling a stylus, for
example) placed on a random curve, or a disc (representing a Friburger
compass in some applications) placed on a random surface. It is shown
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that in a range of situations the von Mises or Fisher approximations are
valid. However, in an important class of contexts, particularly where the
line segment or disc is small, those approximations are inappropriate.
There, the distribution of the normal need not be unimodal. Such results
have important multivariate statistical implications. In particular they
show that in certain settings one should regard bimodality as a natural
feature, and not dismiss it as an aberration.
Section 2 will discuss models for curves and surfaces, and for their normals.
There we shall summarize the results of a simulation study, indicating the
range of settings where traditional unimodal models are practical. A theoreti-
cal analysis of two extreme cases, viz. small or large segments or discs, will
be discussed in Section 3. Technical arguments behind those results will be
outlined in the Appendix.
2. MODELS AND NUMERICAL PROPERTIES
We begin by describing a stochastic model for rough surfaces, and then
discuss numerical properties of data generated by the model. In practice the
curve or surface will generally be inclined to the horizontal, but we may
suppose that the angle is zero, since all other cases may be dealt with by
rotation. Making this assumption leads us to suppose that the surface is a
stationary, isotropic random field X(t), t # R2. For example, in our numeri-
cal work we shall take the field to be Gaussian, with autocovariance
admitting the expansion near the origin,
#2(t)=cov[X(s), X(s+t)]=#2(0)&c &t&:+o(&t&:), (2.1)
as t  0, where s, t # R2 and c>0, : # (0, 2] denote constants. This field
generates a stochastic surface whose equation in three-dimensional (t, x)
space is given by x=X(t), t # R2. The corresponding random profile
Y(v)=X(t0+v%), v # R, in direction % (a unit vector in R2) and passing
through the point t0 # R2, is a stationary Gaussian process with
autocovariance
#1(v)=cov[Y(u), Y(u+v)]=#1(0)&c |v|:+o( |v|:)
as v  0, where u, v # R and the constants c, : are exactly as they were in
(2.1). This process produces the random curve y=Y(v) in the (v, y) plane.
In practice, the normal to X might be defined and recorded using a
device such as the Friburger compass, while that for Y may be obtained
using a stylus. The larger the value of : (sometimes termed fractal index),
the smoother the surface or curve. Only when :=2 is the surface or profile
219DISTRIBUTION OF NORMAL
File: 683J 163404 . By:CV . Date:04:11:96 . Time:13:31 LOP8M. V8.0. Page 01:01
Codes: 3414 Signs: 3049 . Length: 45 pic 0 pts, 190 mm
differentiable. The fractal dimensions D1 of curves and D2 of surfaces are
given by D1=2&:2 and D2=3&:2 (e.g., Adler [1, Chapter 8]).
Next we develop models for the ways in which styli or compasses
produce ‘‘normals’’ to curves or surfaces. Suppose the normal to a curve is
measured at the point directly above the origin O (represented by v=0),
and is obtained by placing a line segment of length l onto the curve
y=Y(v), with its centre above O. We must describe the manner in which
the segment touches the curve. Physically we may imagine that the segment
is pivoted on a spindle that passes through the centre of the segment and
moves freely above the origin, i.e., up and down the axis v=0 in the (v, y)
plane, but not to either side of that axis. Subject to this constrained
movement, the segment comes to rest on the profile, under the effect of
gravity, when just one point on its right-hand side and one point on its
left-hand side touch the profile. We seek the distribution of the angle
31 # (&?2, ?2] that the normal to the resting segment makes to the axis
v=0.
The case of a disc placed onto a surface is similar. Imagine that the
disc is of radius r and has a small hole at its centre, and that the axis
represented by the line t=0 in (t, x) space is threaded through the hole.
Under the effect of gravity the disc comes to rest when just three points on
it touch the random surface x=X(t), and when one of those points is in
a half-disc diametrically opposite that containing the other two. On this
occasion we seek the distribution of the unit vector 32 corresponding to
the angle that the normal makes to the axis t=0. We take 32 to be a unit
vector on the half-sphere H=[(t, x) : &t&2+x2=1, x0].
Since the context of surfaces is similar to that of curves and therefore
adds relatively little, and since results for surfaces are considerably more
time-consuming to derive numerically, then our numerical results address
only the case of curves. To illustrate our point we shall use curves that are
realizations of Gaussian processes with autocovariance #1(t)=exp(&c |t| :).
Results are reported here for two classes of curve, corresponding to
the parameters (c, :)=(1, 0.5) and (1, 1.999), respectively, in the
autocovariance. Curves in the first class were particularly rough, having
fractal dimension D1=2&(:2)=1.75, while those in the second class were
almost differentiable, with dimension D1=1.0005. Data sets were generated
for six different segment lengths for each of the two curves, with segment
lengths 10, 5, 3, 2, 1, 0.1 and 10, 5, 2.5, 1, 0.5, 0.25 for the first and second
curves respectively. Each set consisted of 500 observations of the angle 31
that the normal to the resting segment makes to the axis v=0.
Plots of the data as nonparametric density estimates are shown in
Figures 2.1 (for (c, :)=(1, 0.5)) and 2.2 (for (1, 1.999)). In accordance with
usual practice for presenting the density of circular data, the density
estimates have been reflected in the diameter of the circle. Figure 2.3 shows
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Fig. 2.1. Nonparametric density estimates for data generated with varying segment
lengths and :=0.5.
. .
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Fig. 2.2. Nonparametric density estimates for data generated with varying segment
lengths and :=1.999.
222 FISHER, HALL, AND KIRK
File: 683J 163407 . By:XX . Date:29:10:96 . Time:13:45 LOP8M. V8.0. Page 01:01
Codes: 1138 Signs: 693 . Length: 45 pic 0 pts, 190 mm
von Mises Q&Q plots (Fisher [7, pp. 8284]) of the data for the largest
and smallest segment lengths of each curve. The density estimates were not
constrained to return to zero at ?2 and 3?2, although of course theoreti-
cally they should. No symmetry requirement has been imposed on the den-
sity estimates, to allow the extent of asymmetry to provide a graphical
illustration of the reliability of the data.
The bimodality indicated in panels (a) through (d) of Figure 2.1 is a fig-
ment only of the reflection of the density estimates. The results depicted
Fig. 2.3. Von Mises Q&Q plots of data corresponding to the longest and shortest seg-
ment lengths for each curve.
223DISTRIBUTION OF NORMAL
File: 683J 163408 . By:CV . Date:04:11:96 . Time:13:31 LOP8M. V8.0. Page 01:01
Codes: 3077 Signs: 2570 . Length: 45 pic 0 pts, 190 mm
there suggest that for the range of values of l that produced them, i.e. for
1l10, approximation of the distribution of 31 by the von Mises dis-
tribution is appropriate. This is born out by the Q&Q plot in the first
panel of Figure 2.3, which is for l=10; Q&Q plots for other l ’s in the
range 1l10 are similar. On the other hand, panels (e) and (f ) of
Figure 2.1 indicate pronounced bimodality of the distribution of 31 , and
that the von Mises distribution is inappropriate when l is of the order of
0.5 or less. Again, this is born out by Q&Q plots, such as that in the
second panel of Figure 2.3. More extensive plots, between the two extreme
cases depicted in the first two panels of Figure 2.3, show a steady deteriora-
tion of the von Mises approximation as l decreases.
The situation revealed by Figure 2.2 is significantly different, with no
evidence of bimodality in the distribution of 31 . This is also apparent from
the Q&Q plots in the last two panels of Figure 2.3, although for small l
the last panel does indicate that the tail weight of the distribution of 31
is somewhat different from that of a von Mises distribution. Thus, we
conclude that approximation of the distribution of the normal by the
von Mises distribution is less appropriate in the case of a rough curve,
represented by the data from which Figure 2.1 was constructed, than for a
smooth curve in the context of Figure 2.2.
3. THEORETICAL INVESTIGATION OF NUMERICAL RESULTS
To shed light on the discussion in Section 2 we derived theoretical
approximations to the distribution of the normal in two extreme cases.
Theorems 3.1 and 3.2 below treat the cases of large segments or discs, and
small segments or discs, respectively. In the context of Theorem 3.1 the
limit distribution of 3i is expressed in terms of a continuous random quan-
tity Zi , supported in Ri, for i=1, 2. Since the limit distributions are par-
ticularly complex, we shall delay their definitions until the appendix, where
we prove the theorem. The distributions are closely related to those arising
in extreme value theory for Gaussian processes.
For Theorem 3.2, and in the case :<2, the limit distribution is that of
0i , where 01 is a real-valued random variable taking only the values
\?2, each with probability 12; and 02 is a random three-vector
uniformly distributed on the circle [(t, x) : &t&=1, x=0]H. When :=2
and i=1 the limit distribution is that of 91 , whose tangent is distributed
as Normal N(0, 4c2). Therefore, 91 has density
fc(%)= 12(?c)
&12 exp[&(4c)&1 tan 2 %] sec 2 %, &?2<%<?2. (3.1)
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When :=2 and i=2 the limit is that of the unit vector 92 , taking values
on the half-sphere H and whose azimuth is uniformly distributed on
(0, 2?] independently of its altitude which is distributed with density f212c .
Let ai denote the length l of the segment if i=1, and the area ?r2 of the
disc if i=2. For Theorem 3.2, assume that the curve (when i=1) or surface
(for i=2), is a stationary Gaussian process whose covariance function #
has the property that for some c>0 and 0<:2, r(t)##(t)&#(0)+
c &t&:=o(&t&:) as t  0. When :=2, strengthen this condition by requiring
that for some ;>0 the second derivatives of r(t) are uniformly bounded by
const. |log &t& |&; as t  0. For Theorem 3.1, assume these conditions
except that the assumption on r should be strengthened by requiring that
r(t)=o(&t&: |log &t& |&;) for some ;>0.
Theorem 3.1. Under these assumptions there exist continuous random
quantities Z1 and Z2 such that ai (log ai)12 3i  Zi in distribution as
ai  .
Theorem 3.2. Under these assumptions, 3i has a proper limiting dis-
tribution as ai  0. This distribution is that of 0i if 0<:<2, and that of 9i
if :=2.
Of course, in the limit as ai   the line segment or disc is horizontal,
and so 3i converges in probability to zero. The more informative result
provided by Theorem 3.1 is a consequence of rescaling, by the factor
ai (log ai)12.
Theorem 3.2 implies that if :<2 then the distribution of 3i changes
from being continuous with i degrees of freedom, for moderate ai , to
having virtually i&1 degrees of freedom for small ai . When i=1 the limit-
ing distribution of 31 as a1  0 is composed of two atoms, and is reached
as the limit of a sequence of continuous, bimodal distributions with the
modes steadily moving further apart and becoming more pronounced. This
explains the numerical properties noted in Section 2 and illustrated in
Figure 2.1. More extensive simulation, not recorded here, shows that
modal separation occurs even when :=1.999 (the context of Figure 2.2),
but is pronounced there only for extremely small segment lengths. In the
case i=2 the distribution of the normal changes from being unimodal on
the half-sphere H to having a modal curve, rather like a doughnut, as a2
decreases. The modal circle converges to the perimeter of H as a2  0.
In a sense, the reason that the distribution of 3i may be approximated
rather well by a von Mises or Fisher distribution, for larger values of ai ,
is that in such cases it is both symmetric and unimodal. (The symmetry is
a consequence of our assumption of stationarity and, in the case i=2, of
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isotropy.) Both properties are shared by the von Mises and Fisher distribu-
tions, so the approximation is adequate although not strictly justified by
the usual central limit argument. The issue of heavy tailedness does not
arise for directional data, so the assertion that ‘‘one symmetric and
unimodal distribution is like any other’’ has more validity there.
When :=2 and ai is small the validity of the von Mises approximation
may be asserted more categorically. It may be proved from (3.1) that
(2c)&12 91 is asymptotically Normal N(0, 1) as c  0. Likewise, the von
Mises distribution converges to the Normal as the concentration parameter
increases. Therefore, for small line segments, and smooth curves with small
c, the distribution of the normal to the curve is particularly close to being
von Mises.
Finally we address the case where the surface, and so also its profiles, are
non-Gaussian. For general processes that might be used to model a surface,
there is of course no widely available relationship between properties of the
autocovariance and those of sample paths. Work of Nolan [18] extends
some features of the relationship (2.1), noted earlier for suitably regular
Gaussian processes, to stable random fields. However, the role of variance
there has to be replaced by that of an alternative quantity, since variance
is infinite for a non-Gaussian stable field. There is not a lot of evidence that
stochastic surfaces commonly encountered in practice are so erratic that
they are best modelled by processes with infinite variance. The challenge
remains of providing finite variance models alternative to the Gaussian
which preserve (2.1) yet provide critical additional flexibility, for example
by admitting asymmetric surfaces. Smooth functions of Gaussian processes
offer these features, and have been considered by Adler and Firman [2]
and Hall and Roy [12], for example. With such processes and for small ai
the properties of ‘‘normals’’ are very similar to those in the case of
Gaussian processes. This is clear once it is realized that small perturbations
of smooth functions of a Gaussian process are, by Taylor expansion, vir-
tually identical to those of the process itself.
Limit theory in the case of large ai is a little different, however. It
depends on tail behaviour of the function that is employed. This is hardly
surprising, given that the large ai limit distribution in the Gaussian case
depends intimately on extreme value theory for Gaussian fields. There the
third type of extreme value distribution is all-important; the reader is
referred to the appendix for details, and to Galambos [9, Chapters 1 and
2] for discussion of the three types of limit distribution arising in classical
extreme value theory. If the tails of the function that is taken of the
Gaussian process are sufficiently heavy then types of extreme value dis-
tribution other than the third may be required. Individual cases may be
treated on their merits. The most important case is arguably that of chi-
squared processes which may be defined as sums of squares of independent
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Gaussian processes and which are often used to model asymmetric
stochastic surfaces (see, e.g., Adler and Firman [2]). There the third type
of extreme value distribution is still appropriate, and the analogue of
Theorem 3.1 has the logarithmic factor removed from the scaling sequence,
so that ai 3i  Zi in distribution as ai  .
APPENDIX: OUTLINE OF PROOFS
Proof of Theorem 3.1. When i=1, let m1 be a fixed integer and put
d=l(2m) and Ij=( jd, ( j+1) d ] for &m jm&1, S1j=supt # I &j Y(t),
T1j=supt # I j&1 Y(t) for 1 jm, &2=(2 log d )
12 and &1=&2+&&12 +
(2:)&1 (2&:) log log d+C, where C is a constant. It may be proved using
arguments of [14, Chapter 12], especially Theorem 12.3.5, that for
appropriate choice of C, Uj=&2(S1j&&1) and Vj=&2(T1j&&1) are asymp-
totically independent and asymptotically distributed as Z, which has the
type III extreme value distribution.
Let x1j be the midpoint of I& j and y1j the midpoint of Ij&1 for 1 jm,
x2j=(& j+12)(2m) and y2j=( j&12)(2m) for 1 jm. Let S2j , T2j ,
1 jm, be independent random variables with the distribution of
Z&log m. Let x3j , j1, and y3j , j1, be totally independent and
uniformly distributed on the intervals (&12, 0) (in the case of the x3j ’s)
and (0, 12) (for the y3j ’s). Write S3j , j1 and T3j , j1, for independent
sequences of random variables that are totally independent of the x3j ’s and
y3j ’s, and are such that for each j1 the subsequences (S31 , ..., S3j) and
(T31 , ..., T3j) both have the distribution of the j-vector of successive
extremes of type III. For the latter see [9, Section 2.8] and [11].
Write 311 [respectively, 312 and 313] for the angle to the vertical that
is subtended, under the effect of gravity (operating in the &y direction in
the (v, y) plane), by a line segment of length l [respectively, 1 and 1]
pivoted on a spindle running vertically through the origin and laid down
across points (x1j , S1j) and ( y1j , T1j) for 1 jm [respectively, (x2j , S2j)
and ( y2j , T2j) for 1 jm; and (x3j , S3j) and ( y3j , T3j) for j1].
A geometric argument, based on the representations S1j=&1+&&12 Uj and
T1j=&1+&&12 Vj , may be used to prove that for each =>0,
lim
m  
lim sup
l  
P[l(log l )12 |31&311 |>=]=0. (A.1)
The distribution of 312 is the limit of that of l(2 log l )12 311 as l  ; and
the distribution of 313 equals the limit of 312 as m  . Combining the
results from (A.1) down we deduce that l(2 log l )12 31 converges in dis-
tribution to 313 as l  . This proves Theorem 3.1 in the case i=1, with
Z1=2&12313 .
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The case i=2 is similar, and utilizes the following steps. First, let m
denote a positive integer, put d=rm, and divide the square
[&r, r]_[&r, r] into +=4m2 blocks Ij , 1 j+, where Ij is of the form
( j1d, ( j1+1) d ]_( j2 d, ( j2+1) d ] for a pair of integers j1 , j2 with
&m j1 , j2m&1. Define S1j=supt # Ij X(t). There exist constants &1 and
&2 such that the variables Uj=&2(S1j&&1) are asymptotically independent
and distributed as Z, which has the third type of extreme value distribu-
tion, not depending on m. We may take &2=(2 log d 2)12=2(log d )12. Let
x1j denote the midpoint of Ij , put x2j=x1j (2md ), and let x3j , j1, denote
totally independent random 2-vectors uniformly distributed on [&1, 1]2.
Let S2j , 1 j+, denote independent random variables with the distribu-
tion of Z&log +, and let S3j , j1, be independent of the x3j ’s and such
that for each j1 the subsequence (S31 , ..., S3j) has the j-variate distribu-
tion of the j-vector of successive extremes in the third type of extreme value
distribution. We approximate the distribution of 32 successively by those
of three unit vectors 321 , 322 , and 323 , with 32k being determined by the
points (xkj , Skj) for 1 j+. The direction of 323 is that of the normal to
a disc of unit radius, with the line t=0 in (t, x) space threaded through its
centre, resting, under the effect of gravity (operating in the &x direction in
(t, x) space), on three members of the sequence of points (x3j , S3j), j1. In
this way the distribution of 2a2(log a2)12 32 may be shown to converge to
that of 323 , which is identical to that of Z2 .
Proof of Theorem 3.2. The case :=2 is particularly straightforward,
since there the process X has a well-defined tangent. To illustrate the argu-
ment when :<2 we again focus on i=1. There, the rescaled process
Yh(u)=h&:2[Y(hu)&Y(0)] converges weakly, as h a 0, to the self-similar
Gaussian process Y* whose mean is zero and whose covariance function is
given by cov[Y*(u), Y*(v)]=c |u&v|:. The critical aspect of this opera-
tion is the fact that the factor h:2 in the definition of Yh is of larger order
than h, as the latter decreases to zero. Thus, in order to adjust the process
Y on finer scales so that it remains bounded, we must adjust the vertical
scale by an amount that is an order of magnitude greater than the adjust-
ment to the horizontal axis, as the scale on the latter becomes finer.
Theorem 3.2 in the case i=1 is immediate from this observation, and i=2
may be treated similarly.
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