A simplified strategy based on the interaction energy integral is implemented in the finite element framework to evaluate mixed mode Stress Intensity Factors (SIFs) in 3D non-planar cracks. The proposed approach does not require any a priori information about crack front and crack surface curvatures, therefore different arbitrary non-planar cracks can be easily investigated. In particular, both conical and lensshaped cracks in homogeneous materials are considered as case studies in order to demonstrate the accuracy of the present approach. Finally, the computational strategy is extended to Functionally Graded Materials (FGMs) and the effect of graded material properties (Young's modulus and Poisson's ratio) on the SIFs is studied in detail.
Introduction
The impact of a small hard object on the surface of brittle materials usually leads to the formation of ring cracks and to the occurrence of a conical fracture proceeding downward from the damaged area (Mencik, 1996) . Conical cracks also arise in response to indentation loading (Gogotsi, 2009 ). Due to complexity of nonplanar cracks, the analytical solutions for fracture parameters (e.g. SIFs) are limited to some special cases, and therefore additional studies for cracks of general curved shapes are needed. Sládek and Sládek (1983) derived boundary integral solutions to crack problems with cylindrical and spherical crack surfaces. Forth and Keat (1996) obtained some solutions to non-planar crack problems using the surface integral method. As an alterative, Chang and Wu (2007) computed mixed mode SIFs for 3D non-planar cracks by modifying the concept of the J k and G III integrals.
On the other hand, the interaction energy integral allows to make accurate and robust estimates of stress intensity factors. It is derived from the J-integral by considering a composition of two admissible states (Yau et al., 1980) . In particular, converting the contour interaction integral to a finite domain surrounding the crack front, singular elements are removed from numerical computation (Nikishkov and Atluri, 1987) . As a consequence, this approach does not require to accurately capture singular fields in the vicinity of crack tip, moreover, it can be easily introduced in the finite element context. Gosz and Moran (2002) adopted the interaction integral method to study 3D non-planar cracks in homogeneous materials. In order to define auxiliary fields at integration points for curved non-planar cracks, they employed a curvilinear coordinate system located at integration points. Recently Shaghaghi et al. (submitted for publication) successfully extended the procedure proposed by Gosz and Moran (2002) to 3D non-planar cracks in graded solids. Note that this topic was fairly unexplored because earlier works focused on 3D planar cracks only (Yu et al., 2010; Walters et al., 2004 Walters et al., , 2006 Yildirim et al., 2005; Ayhan, 2009 Ayhan, , 2007 . However, it was observed in Gosz and Moran (2002) that by imposing auxiliary fields in curvilinear coordinate system the auxiliary strain field is not symmetric gradient of auxiliary displacement field and auxiliary stress field is not in equilibrium. Hence special care should be devoted to compensate the influence of crack curvature. For this reason, analytical equations for crack front and crack surface are required to find gradient of auxiliary displacement field, divergence of auxiliary stress field and location of integration points with respect to crack front. Although the previous method has been successfully applied to determine SIFs in homogeneous and FGM materials, in the finite element context it would be more convenient to develop a computational procedure which requires reduced a priori information regarding crack front and crack surface. In such a way any 3D non-planar cracks could be analyzed within the same numerical framework.
Therefore, the aim of the present work is to develop an improved technique, based on the interaction integral in domain form, for computation of mixed mode SIFs along 3D curved non-planar cracks. In addition, the proposed procedure will be also extended to graded materials. To demonstrate the capabilities of the present approach, a conical crack in homogeneous material is firstly considered. The results obtained are in turn compared with those provided by ABAQUS. In order to assess the advantages introduced with respect to previous related methods, the conical crack is also analyzed using the approach proposed by Gosz and Moran (2002) , Shaghaghi et al. (submitted for publication) . To this aim the contribution of the different terms involved to account for the influence of crack curvature are compared. In addition, the case of a lens-shaped crack, for which an analytical solution for SIFs do exist, is also examined. Finally, both example are studied considering graded material properties and the influence of gradation of Young's modulus and Poisson's ratio on SIFs is investigated.
Interaction integral in domain form
Interaction energy integral is a two state integral which allows the stress intensity factor to be computed independently by superimposing suitable auxiliary fields to the actual fields. Actual fields are those obtained from finite element analysis and auxiliary fields are chosen to be asymptotic crack tip solutions Williams, 1957 . So far this approach has been employed by several authors to study 2D and 3D planar cracks for homogeneous and graded materials Walters et al., 2005 Walters et al., , 2006 . In practice, it is more efficient to express the crack tip contour integral as a domain integral (Nikishkov and Atluri, 1987) . This approach removes the need to precisely capture the details of the singular fields near the crack tip and also it is well suited to be implemented in the finite element context. For 3D non-planar cracks in homogeneous solids, Gosz and Moran (2002) proposed the interaction integral in domain form in conjunction with curvilinear coordinate systems.
Let us consider a point s along the front of an arbitrary shaped crack, as shown in Fig. 1(a) . Following the works by Gosz and Moran (2002) the interaction integral over a finite domain V, neglecting the surface integrals, is given as:
DaðnÞdn where q is a sufficiently smooth vector field in V, Da(n) is the magnitude of the crack advance at crack front segment L c and n represents coordinate along crack front, as shown in Fig. 1 
In what follows the numerical computation of interaction integral and SIFs is addressed.
Finite element implementation
In this work the finite element simulations are carried out using the finite element package ABAQUS. In particular isoparametric graded finite elements are implemented through the User Element (UEL) capabilities available in ABAQUS. The graded elements incorporates the material property gradient at the size scale of the element and it is based on the general framework proposed in Kim and Paulino (2002) . Details on the implementation of the isoparametric graded finite element are provided in Shaghaghi et al. (2010b) . In particular, it was shown that 20-noded brick elements with 2 Â 2 Â 2 Gauss quadrature rule are well suited for modelling 3D FGMs. In the finite element setting, the finite domain V, over which the interaction integral is defined, represents some elements surrounding the crack tip at crack front location s. The point s coincides with a node in the finite element mesh. According to Fig. 2 (a) this node may be either a midside node or a corner node. For the case of midside node, the finite domain V is assumed to have one element along the crack front and some rings of elements in radial direction, see Fig. 2(b) . However for corner node two elements along the crack front are considered, see Fig. 2(c) . The interaction integral can be now rewritten in reference to the above mentioned finite domain V and considering the Gauss-quadrature scheme as follows: 
where the summation is done over the eight integration points pertaining to the elements included in domain V. Parameters w p and det J denote the corresponding weight for integration points and determinant of the coordinate Jacobian matrix, respectively. Actual fields are the solution of finite element analysis in ABAQUS. Therefore to compute Eq. (6) it is required to define auxiliary fields as well as the components of vector field q and their derivatives q l,j at integration points. Note that all quantities in Eq. (6) are defined with respect to a fixed Cartesian coordinate system. In what follows the definition of auxiliary fields and vector q are addressed to evaluate Eq. (6).
Constructing auxiliary fields
Gosz and Moran (2002) studied the SIFs for 3D non-planar cracks in homogeneous materials and, in order to set-up auxiliary fields at integration points, a curvilinear coordinate system was employed. In particular, auxiliary fields were constructed considering Williams solution for 2D asymptotic fields in the vicinity of a crack. However, it was observed in Gosz and Moran (2002) , that by imposing auxiliary fields in curvilinear coordinate system the auxiliary strain field is not symmetric gradient of auxiliary displacement field and auxiliary stress field is not in equilibrium. Therefore, much attention must be paid to compensate the influence of crack curvature. It was shown that analytical equations for crack front and crack surface are required to find gradient of auxiliary displacement field, divergence of auxiliary stress field as well as to locate integration points with respect to crack front. However, Walters et al. (2005) observed that the values of r and h computed using the above mentioned analytical equations can yield incorrect position of integration points if the analytical crack front extends to some rings of elements. This problem leads to auxiliary-fields inconsistent with actual fields generated by the finite element mesh. For this reason, in studying general 3D non-planar cracks, it would be beneficial to locate position of integration points based on finite element mesh and regardless of analytical equations for crack front and crack surface. For this reason, in the present work a procedure able to locate integration points with respect to crack front for 3D non-planar crack has been developed. In particular, the procedure is an extension of the work proposed by Walters et al. (2005) for 3D planar cracks.
The node s on crack front in Fig. 3 (a) represents a midnode to compute SIFs. The procedure requires a local coordinate system at this point with unit basis e i and coordinates x i (i = 1, 2, 3). The unit basis e 3 and e 2 are directed toward the tangent vector to the crack front and normal vector to the crack surface at point s, respectively. Finally, the unit basis e 1 is chosen so that a righthanded coordinate system is formed. Note that for all approaches based on J-integral, it is required to set up unit basis e 1 . In Fig. 3 (a) the integration point p and two neighboring nodes a and b are also depicted. Consider the case in which the integration point p is on the left side of node s, let's say close to node a. Now draw a vector with starting point at node s and ending point at node a; sa ! . Then construct a plane with normaln where:
The integration point p is now projected to this plane, point p 0 . The minimum distance between point p 0 and edge sa is given as:
where M represents a location on edge sa closest to point p 0 . From
. Actual fields obtained by FE analysis at the upper and lower surfaces of crack faces are discontinuous. The auxiliary fields have to capture these discontinuities in order to ensure consistency with actual fields at crack surfaces. Hence the major issue for the accurate computation of h arises because of the discontinuities on auxiliary fields at h = ±180°. In the present work, the Fortran command ATAN2() was used in order to differentiate between quadrants. In quadrants I and II h varies between 0°and 180°and in quadrants III and IV the range of h is [0 $ À180]°, see Fig. 3(c) . Therefore h has been evaluated as ATAN2 (PP 0 , P 0 M). Having defined r and h, the auxiliary displacement, u ð2Þ , and the auxiliary strain fields, e ð2Þ , in local coordinate system are given as: u gradation. In this work the auxiliary stress field is related to the auxiliary strain field through the constitutive tensor as:
To be consistent with actual fields, the auxiliary fields are transformed to Cartesian coordinate system. Through the use of a transformation tensor, Q, the auxiliary stress, strain and displacement fields, (r, e,u), are given by:
As the auxiliary fields are now referred to a fix local coordinate system, it is observed that strain-displacement compatibility is satisfied and auxiliary stress field satisfies equilibrium. Therefore for homogenous solids the terms r ð2Þ mn;n and e ð2Þ mn À u ð2Þ m;n in Eqs. (3) and (6) vanish. Note that for a spatially varying constitutive tensor (graded material properties) the auxiliary stress field is not in equilibrium and has to be considered. Fig. 4(a) shows the finite domain V when point s, at crack front, coincides with a midside node. Specifically, the domain V spans one element in the finite element mesh. Let consider a cross section of the domain V in the e 1 À e 3 plane, see Fig. 4 (b). We denote Da(n) the values of the q function along crack front segment L c (in the e 1 -direction). The value of q for the nodes indicated by is zero and the value is unity for the nodes indicated by . As a consequence, for an element pertaining to the finite domain V, the q function at a generic node a, with respect to a local coordinate system, is given as: 
Evaluating q function
where q a l is the components of q at node a in local coordinate system. Then vector q is transformed to Cartesian coordinate system, q, as follows:
Consistent with isoparametric finite element formulation, q l and q l,j at integration points in Cartesian system are interpolated as follows:
The shape of the Da(n) at crack front segment L c for a midside node basically does not contribute to the computation of q l and q l,j at integration points. The shape of the Da(n) only affects the integrand c in Eq. (1). Let's consider for Da(n) the following form:
Da(n) stands for a quadratic shape when c = 2 (Nikishkov and Atluri, 1987) . In this work, by examining several problems, it was observed that value of 2.06 for c provides accurate results. This value is taken constant for all the problems considered here. The integrand c in Eq.
(1) is then evaluated as:
For the finite domain V over two elements at corner node a similar approach is implemented.
Accounting for graded material properties
For graded materials the terms including derivatives of material constitutive tensor, C mnpq (X) ,l , in Eq. (6) contributes to the interaction integral. For isotropic elastic FGMs, the constitutive tensor is given as: In the finite element formulation, material properties and their derivatives at integration points are computed using isoparametric interpolations (Li and Zou, 1998) :
where E I and m I are nodal values of the elastic properties and N I are shape functions.
Numerical examples
The procedure outlined in the previous sections is now employed to compute mixed-mode SIFs along 3D non-planar cracks. A conical crack is investigated to assess the capability of the present approach for non-planar cracks. It is worth noting that this problem geometry was also analyzed in ABAQUS 1 (Hibbitt et al., 2006) . Furthermore a lens shaped crack is also considered to study the influence of mesh refinement on the results.
Conical crack
Fig . 5 shows the problem of a conical crack in an infinite solid half-space. The crack circumscribes a circle with a radius of 10 length units on the free surface and intersects the free surface at 45°and extends 15 length units into the solid domain. The applied load is a static pressure with a magnitude of 10 force/length 2 applied on the circular free surface of the block circumscribed by the crack. The linear static structural analysis requires specification of Young's modulus, which is 30,000,000 units of force/length 2 , and Poisson's ratio, which is 0.3. Although the geometry and loading condition are axisymmetric, the 3D model is investigated here to demonstrate the capability of the present approach. The input file employed for the simulation was retrieved from ABAQUS. The corresponding 3D domain discretized using 3D brick elements is shown in Fig. 6(a) . The mesh represents a quarter-symmetric segment of the problem domain with 9517 20-noded brick element and 42,089 nodes. To minimize the influence of curvature on the results and to obtain domain-independent results, a very refined mesh was employed in ABAQUS; in particular 18 elements were inserted along crack front and the crack is surrounded by 16 sectors of elements as shown in Fig. 6(b) . Elements at crack front have quarter-point nodes and collapsed faces and are of size L e /a = 1/ 50, with L e being the size of elements incident at the crack front. The values of K I , K II and J-integral at a location halfway the crack front obtained from this FE model are reported in ABAQUS (Hibbitt et al., 2006) . The domain independency of the results is assessed by evaluating fracture parameters in four domains each corresponding to the ring of elements taken outward radially from the crack tip. While there is no analytical solution available for comparison, ABAQUS reported the results obtained from an axisymmetric analysis with extreme mesh refinement as reference (these values are reported in parentheses in Table 1 ). This example is considered herein as a case of study to obtain fracture parameters using the present approach. The results are tabulated in Table 1 .
The results obtained using the present approach are in good agreement with the reference values that are shown in parenthesis. Moreover, results accuracy and domain independency are higher than those obtained using ABAQUS. Gosz and Moran (2002) employed curvilinear coordinate system to construct auxiliary field along curved cracks. They emphasized the importance of including extra terms in domain integral to account for the influence of crack curvature. Otherwise the domain integral would be domain dependant. In the present approach a local coordinate system, fixed on crack front, is employed to define auxiliary fields. To examine the contribution of the extra terms in domain integral, the conical crack is studied considering (1) curvilinear coordinate system, CCS, and (2) local coordinate system, LCS. The interaction integral can be rewritten as follows: ðsÞ must be included for the numerical computation of domain integrals using curvilinear coordinate system to ensure accuracy and domain independency. However these terms vanish when local coordinate system is employed. Thereby the present approach provides accurate results with less computation costs and prior efforts. The stress intensity factors are now examined for a conical crack embedded in a graded solids using the present approach. Elastic properties are assumed to vary exponentially in Y direction to a depth y 2 = 20 as shown in Fig. 7 . Specifically: 
II this trend is inverted. It is also inferred that, for any gradation index, the interaction integral remains basically domain independent.
The trend of stress intensity factors versus different E 1 /E 2 is shown in Fig. 8 . Poisson's ratio is taken constant and equal to 0.3. The same calculation is carried out for graded Poisson's ratio and constant modulus of elasticity, E = 3e7. Fig. 10(a) illustrates a cylinder of radius r and height H with an embedded lens-shaped crack whose surface geometry is characterized by radius R and angle a. In particular the geometric parameters of the model are given as follows: 2r/H = 1, 2r/ R = 10, R = 1 and a = p/4. The values of elastic parameters employed in the simulations are E = 68.9 GPa and m = 0.22. Analytical solutions (Martynenko and Ulitko, 1978) and numerical data (Gosz and Moran, 2002) for SIFs are available for this problem geometry. Gosz and Moran (2002) used a finite element mesh in which the characteristic length of the smallest elements near the tip is R/500. They achieved accuracy with a maximum error of 0.3% for K Here it is intended to study the influence of mesh size and number of element along crack front on SIFs. Here the local coordinate system is employed. Fig. 10(b) shows the finite element discretization of the lens shaped crack. The percent error of K ð1Þ I and K ð1Þ II with respect to analytical solution provided by Martynenko and Ulitko (1978) are tabulated in Table 5 for different L e and n cf . L e refers to the size of the smallest element incident at crack front, n cf refers to the number of element at crack front. The reference values are 0.877 and 0.235 for K is less than 1.6% and for K ð1Þ II less than 4%. By reducing the L e , more accuracy is achieved. However the variation is negligible with respect to n cf . Now we define J K and J A where J K denotes the J values estimated from stress intensity factors and J A denotes the J values estimated directly from J-integral. The ratio J k /J A for all cases deviates from unity 1.1% which is a good check for numerical computation of interaction integral.
Lens shaped crack
The effect of graded material properties on the SIFs of a lens shaped crack in considered next. To this aim, the finite element discretization consists of 10 elements along crack front and L e = 0.015; a total of 2360 elements has been employed for the model. Furthermore, exponential gradation in radial direction of both Young's modulus and Poisson's ratio are considered as follows: Based on these results it is inferred that material gradation do affect SIFs. Indeed, for this problem geometry, we observe that the SIFs decrease if gradation indexes increase.
Conclusion
In this work the interaction integral method was employed to extract stress intensity factors along 3D non-planar cracks. In particular, in the present approach a fixed local coordinate system was employed to define auxiliary fields. It was shown that by using a fixed local coordinate system located at crack front some extra terms embedded in the interaction integral can be neglected as they do not provide contribution to the SIFs. However, when curvilinear coordinate system is employed, these terms should be included to ensure accuracy and domain independency of interaction integrals. The evaluation of these extra terms requires analytical equations for crack front and surface. In the present approach, the locations of integration points can be determined without the need to know the analytical equations for crack front and crack surface. Therefore reduced computational efforts are required in the determination of the interaction integral. The proposed approach has been validated comparing the results obtained for 3D non-planar conical and lens-shaped cracks with the corresponding reference solutions. Finally, the influence of material gradation on SIFs was investigated and it was shown that SIFs depend on gradation of both Young's modulus and Poisson's ratio. 
