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In a recent paper (Buium et al., 2011 [3]), Buium et al. proved that
f is a locally analytic function from the p-adic integers, Zp to itself
if and only if it is written as a restricted power series over Zp with
ﬁnitely many iterates of the Fermat quotient operator. In this paper
we establish the function ﬁeld analogs of their result. In addition,
we deduce Wagner’s result, which is the function ﬁeld analog of
Mahler’s result for continuous functions on Zp .
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1. Introduction
Analogies drawn between number ﬁelds and function ﬁelds have many interesting aspects and are
useful in the development of non-Archimedean analysis. Examples of these analogies include Mahler
vs. Wagner’s analogy for continuous functions [10,13] and Amice vs. Yang’s one for locally analytic
functions [1,14]. Recently, Buium et al. [3] derived a new characterization of locally analytic functions
on the ring Zp of p-adic integers in terms of a restricted power series over Zp involving ﬁnitely many
iterates of the Fermat quotient operator. Over function ﬁelds we have two sorts of quotient operators,
one from the Fermat little theorem, the other from the Carlitz module. In light of these characteristic
0 vs. p analogies, it is of great interest to establish the function ﬁeld analogs of Buium et al.’s result
in terms of two quotient operators. This is what we look to do in this paper.
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580 S. Jeong / Journal of Number Theory 132 (2012) 579–589Let K be a non-Archimedean, local ﬁeld, of any characteristic, with an integer ring R, a maximal
ideal M and let π be a uniformizer in K so that M = (π), F := R/M be the residue ﬁeld of order q,
and ‖?‖ be the absolute value on K normalized by ‖π‖ = 1/q. We let ordπ (?) be the additive valua-
tion associated with ‖?‖ with ordπ (π) = 1. On the ring R := {x ∈ K : ‖x‖ 1} we consider the Fermat
quotient operator δ deﬁned by
δx = x− x
q
π
(1)
and its k-th iterate, δkx for an integer k 0.
Deﬁnition 1.1. A function f : R → R is called an arithmetic differential operator of order m if there
exists a restricted power series F ∈ R[[x0, x1, . . . , xm]] such that
f (a) = F (a, δa, . . . , δma),
for all a ∈ R. By a restricted power series we mean here a power series whose coeﬃcients tend to 0
π -adically in R.
Deﬁnition 1.2. A function f : R → R is said to be analytic of level m, if for any a ∈ R there exists a
restricted power series Fa ∈ R[[x]] such that
f
(
a + πmu)= Fa(u),
for all u ∈ R.
We mention that a function f : R → R is analytic in the sense of [11] if and only if it is analytic
of level m for some m. The latter is equivalent to saying that f is locally analytic of order m in the
sense of [14,8]. For other remarks, see Remark 3 in [3].
From now onward, we assume that K has positive characteristic and then under this assumption
on K , we state and prove the main result, which shows that Deﬁnitions 1.1 and 1.2 are essentially
equivalent.
Theorem 1.3. Any f : R → R is an analytic function of level m if and only if any function f : R → R is an
arithmetic differential operator of order m.
In the latter case, there exists an integer m 0 so that f (a) = F (a, δa, . . . , δma) for all a ∈ R, where F is a
restricted power series in R[[x0, . . . , xm]], with the property that F is uniquely given by
F (x0, x1, . . . , xm) =
∑
n0
∑
β∈I ′
aβ,nx
β0
0 x
β1
1 · · · xβm−1m−1 xnm,
where I ′ is the set of m-tuples of non-negative integers deﬁned by
I ′ = {β = (β0, . . . , βm−1) ∈ Zm: 0 βi  q − 1 for all i}.
Let A := Fr[T ] be the polynomial ring in one variable T over a ﬁnite ﬁeld Fr of order r and v
be a ﬁnite place of A which corresponds to a monic irreducible polynomial π of degree d in A and
Av be the completion of A at v whose residue ﬁeld has order rd. On the ring Av we consider the
Fermat–Carlitz quotient operator δ˜ deﬁned by
δ˜(x) = Cπ (x) − x , (2)
π
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in replacing (R, δ,q) with (Av, δ˜, rd) in the statement of the theorem. As it turns out, we see that
our main Theorem 1.3 has a perfect analogy with Buium et al.’s result where (R,q) in the theorem
replaced by (Zp, p).
The paper is organized as follows. In Section 2 we ﬁnd the basic π -adic absolute values and then
use Conrad’s digit principle to prove the Wagner’s result for continuous functions on completions
of Fr[T ]. In Section 3 we introduce a matrix intrinsically associated with the number qm and ana-
lyze its determinant. This matrix plays an important role in proving Theorem 1.3 which is given in
Section 4. In Section 6, Theorem 5.1 can be proved along the same lines as the previous sections.
The proofs we give here are modeled on the classical proofs in [3].
2. π -Adic absolute values and continuous functions on R
Before we compute the π -adic absolute values, we make some remarks on the Fermat quotient
operator δ deﬁned by Eq. (1). From the assumption that K has characteristic p > 0, we notice that
δx is an F-linear polynomial in x of degree q with coeﬃcients in K . Hence its iterates, δk are also
F-linear operators on R. In other words, for a ∈ R we have δka ∈ R , i.e., ‖δka‖ 1.
Lemma 2.1. If a ∈ R and x = a +πmu in the disc a + πmR, write δkx as a polynomial in u of degree qk,
δkx = δka +
k∑
j=0
cka, ju
q j ,
with cka, j ∈ K . Then we have the following π -adic absolute values:
For 0 j  k,
∥∥cka, j∥∥= 1/q(m−k+ j)q j−(q j−1)/(q−1). (3)
Proof. We use induction on k. The result is obvious for k = 0. Assuming that it holds for k − 1, we
prove for k, by deriving the recursion relations for coeﬃcients cka, j . By the induction hypothesis we
have that
δk−1x = δk−1a +
k−1∑
j=0
ck−1a, j u
q j ,
with ck−1a, j ∈ K satisfying the π -adic absolute values
∥∥ck−1a, j ∥∥= 1/q(m−k+1+ j)q j−(q j−1)/(q−1). (4)
Now we use Eq. (1) to write δkx as
δkx = δka +
k∑
j=0
cka, ju
q j = 1
π
(
δk−1a +
k−1∑
j=0
ck−1a, j u
q j − (δk−1a)q − k−1∑
j=0
(
ck−1a, j
)q
uq
j+1
)
.
By equating coeﬃcients in the preceding equalities we have
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1
π
ck−1a,0 ;
cka, j =
1
π
(
ck−1a, j −
(
ck−1a, j−1
)q)
if 1 j < k;
cka,k =
−1
π
(
ck−1a,k−1
)q
.
Then we use the recursion relations above and induction hypothesis in Eq. (4) to ﬁnd the π -adic
absolute values of the coeﬃcients cka, j for each j. However, it is easy to check these absolute values,
so the proof is complete. 
By Lemma 2.1 we notice that δk(a+πmu) is a polynomial of u with coeﬃcients in R and also cma,0
is a unit in R.
Lemma 2.2. For any integer m 1, the map R/πmR → Fm deﬁned by
a
(
mod πm
) → (a, δa, . . . , δm−1a) (mod π)
is an F-linear isomorphism of vector spaces.
Proof. It follows from adapting the proof of Lemma 1 in [2]. 
Let C(R, K ) be the space of all continuous functions from R to K . Then it is a K -Banach space
under the supremum norm ‖ f ‖sup deﬁned by ‖ f ‖sup = max{‖ f (x)‖: x ∈ R} for f ∈ C(R, K ).
Unlike the classical case, the space C(R, K ) has a closed subspace of continuous F-linear functions
from R to K , which we denote by LC(R, K ). We write a non-negative integer n in base q as
n = n0 + n1q + · · · + nsqs, with 0 ni  q − 1. (5)
By q-adic extension of {δkx}k0 in LC(R, K ) we mean a family of functions {nx}n0 in C(R, K )
deﬁned by
nx =
(
δ0x
)n0
(δx)n1 · · · (δsx)ns . (6)
We note that nx is a polynomial of degree n with coeﬃcients in K and that the π -adic valuation
of the leading coeﬃcient (lc for short) of nx is
ordπ
(
lc(n)
)= −n − sn
q − 1 , (7)
where sn :=∑si=0 ni is the sum of q-adic digits in Eq. (5).
By Conrad’s digit principle [5, Theorem 3] applied to {δkx}k0, we have a Wagner-type result from
Lemma 2.2.
Theorem 2.3. The q-adic extension {nx}n0 in Eq. (6) of the maps {δkx}k0 is an orthonormal basis of
C(R, K ). That is to say, any continuous function f ∈ C(R, K ) is uniquely represented as
f (x) =
∑
n0
cnn(x),
with coeﬃcients cn ∈ R that tend to 0, and the supremum norm ‖ f ‖sup = max{‖cn‖}.
S. Jeong / Journal of Number Theory 132 (2012) 579–589 583We now use Theorem 2.3 to derive Wagner’s result, which is a function ﬁeld analogue of Mahler’s
result for continuous functions on Zp . To do this, let us recall the deﬁnitions. Let A := Fr[T ] be the
polynomial ring in one variable T over a ﬁnite ﬁeld Fr of order r and k be the quotient ﬁeld of A.
Let v = (π) be a ﬁnite place of A where π is a monic irreducible polynomial π in A of degree d, and
Av = F[[π ]] and kv = F((π)) be the completion of A and k at v, respectively. For consistency, in our
case, we denote the order of F by q = rd. As before, let C(Av,kv) be the space of continuous functions
from Av to kv. Then it is a kv-Banach space with the sup norm.
We here recall the Carlitz polynomials Gn(x) deﬁned by the r-adic extension of normalized Fr-
linear Carlitz polynomials (see [7, Deﬁnition 8.22.8]) and notice that Gn(x) is a polynomial of degree n,
with coeﬃcients in k and the inverse of its leading coeﬃcient is the n-th Carlitz factorial, denoted
1/Π(n). By Sinnott’s formula for π -adic valuation of Π(n) (see [7, Theorem 9.1.1]) we compute
ordπ
(
lc(Gn)
)= −∑
i1
[
n/rdi
]= −∑
i1
[
n/qi
]= −n − sn
q − 1 , (8)
where [l] denotes the greatest integer  l and sn is the sum of q-adic digits as in Eq. (5). Knowing
from [4] the fact that Gn(x) maps A to itself, we state Wagner’s result and give a simple proof. We
refer the reader to [13,6,5] for known proofs.
Theorem 2.4. {Gn(x)}n0 is an orthonormal basis of C(Av,kv) for all ﬁnite places v ∈ A. In other words, any
continuous function f ∈ C(Av,kv) is uniquely represented as
f (x) =
∑
n0
anGn(x),
with coeﬃcients an ∈ kv that tend to 0, and the supremum norm ‖ f ‖sup = max{‖an‖}.
Proof. By [12, Lemme I] it suﬃces to show that the transition matrix from {n(x)}n0 to {Gn(x)}n0
is a lower triangular matrix with diagonal entries, having an absolute of 1. Indeed, it follows by show-
ing that the leading coeﬃcients of Gi and i have equal π -adic valuations from Eqs. (7) and (8). 
3. A matrix associated to qm
We now consider the set of all roots in R of the function x → δmx:
Cm :=
{
a ∈ R: δma = 0}. (9)
Since δmx is an F-linear polynomial of degree qm with coeﬃcients in K , Cm is an F-vector space with
cardinality of at most qm. Indeed, it has exactly qm elements by the following result:
Lemma 3.1. For any integer m 1, the map Cm → Fm deﬁned by
a → (a, δa, . . . , δm−1a) (mod π)
is an F-linear isomorphism of vector spaces.
Proof. We ﬁrst show that Cm is of qm cardinality. Put S := {γ0 + γ1π + · · · + γm−1πm−1 | γi ∈ F}. For
a ﬁxed element a ∈ S consider the polynomial in u given by
δm
(
a +πmu)= δma + m∑
j=0
cma, ju
q j ∈ R[u].
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derivative is cma,0, which is a unit in R, so it has no multiple roots. By Lemma 2.1 again, this poly-
nomial is reduced to cma,0u + δma modulo π. So the element −(cma,0)−1δma modulo π is a root of the
reduced polynomial. By Hensel’s lemma this polynomial has a root b in R such that b ≡ a (mod πm).
Since a is arbitrary in S, Cm has qm elements, as desired.
Now let us show that the map deﬁned in the statement is an F-linear isomorphism. For cardinality
reasons, it suﬃces to show that the map is one-to-one. Suppose that for a ∈ Cm, δi(a) ≡ 0 (mod π)
for all 0 i <m. Then it is easy to check that a is of the form a = πmu for some u ∈ R. We also have
0 = δm(a) = δm(0+ πmu)= δm0+ m∑
j=0
cm0, ju
q j .
By Lemma 2.1, since ‖cm0,0‖ = 1,‖cm0, j‖ < 1 for 1  j m, the preceding equation forces us to have
u = 0, so that the map is one-to-one. 
We have the following result, which is a direct analogue of Lemma 11 in [3]. It is possible to give
a proof by adapting the classical proof to this case. However, we give an alternate, simple proof.
Corollary 3.2. For any integer m  1, the map Cm → R/πmR deﬁned by a → a (mod πm) is an F-linear
isomorphism of vector spaces.
Proof. For cardinality reasons, it is enough to show that the map is onto, which follows from the ﬁrst
part of the proof of Lemma 3.1. 
Let us put F = {γ0, γ1, . . . , γq−1} and I = {0,1, . . . ,qm − 1}. For α ∈ I written in base q by α =
α0 + α1q + · · · + αm−1qm−1 with 0 αi  q − 1, write
α∗ = γα0 + γα1π + · · · + γαm−1πm−1
and set
I∗ = {α∗: α ∈ I}, (10)
which is a complete residue system of R/πmR. We also denote by I ′ the set of m-tuples of base
q-digits of β ∈ I, that is,
I ′ = {β = (β0, . . . , βm−1): β ∈ I}.
By Lemma 3.1 we can write Cm = {a0, . . . ,aqm−1} so that aα ≡ α∗ (mod πm) for all αs in the set I.
We consider the qm × qm-matrix
W = (wαβ)α∈I, β∈I ′ (11)
whose entries are given by
wαβ := (aα)β0(δaα)β1 · · ·
(
δm−1aα
)βm−1 ∈ R.
Up to a permutation of its columns, the matrix W is intrinsically associated with the number qm.
Lemma 3.3. The determinant of the matrix W is a unit in R.
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4. Proof of main result
We are now in a position of proving Theorem 1.3 in the Introduction.
Proof. We ﬁrst note that the if part follows by paralleling that of Theorem 4 in [3] with I there
replaced by I∗ in Eq. (10). We only prove the only if part by following Theorem 13 in [3]. So we
sketch a proof by pointing out what is different from [3].
As in the classical case, we ﬁrst reduce the function f to that of the form
f
(
a +πmu)= Fa(u) =
{
ul if a = 0;
0 if a 	= 0. (12)
For a ∈ Cm, we consider the polynomial Fka (u) ∈ R[u] deﬁned by
Fka(u) :=
k∑
n=0
∑
β∈I ′
aβ,n
(
a +
0∑
j=0
c0a, ju
q j
)β0
· · ·
(
δm−1a +
m−1∑
j=0
cm−1a, j u
q j
)βm−1( m∑
j=0
cma, ju
q j
)n
.
Then we claim that Fka (u) converges u-adically to Fa ∈ R[[u]], as k → ∞. To do so we use induction
on k to ﬁnd the aβ,n ’s such that they satisfy
‖aβ,n‖min
{
1,1/qn−l
}
, n 0, β ∈ I ′, (13)
and such that the following congruences associated with Eq. (12) hold in the ring R[[u]]:
Fka(u) ≡
{
ul (mod uk+1) if a = 0;
0 (mod uk+1) if a 	= 0. (14)
Since the initial step of the induction works easily from Lemma 3.3 we need only to prove that
Eqs. (13) and (14) hold under the induction hypothesis. We notice that for a = aα the coeﬃcient of
uk in Fka (u) is given by
(
cma,0
)k∑
β∈I ′
wα,βaβ,0 +
k−1∑
n=0
∑
β∈I ′
aβ,nbβ,n,k,
where bβ,n,k is the coeﬃcient of uk in
(
a +
0∑
j=0
c0a, ju
q j
)β0
· · ·
(
δm−1a +
m−1∑
j=0
cm−1a, j u
q j
)βm−1( m∑
j=0
cma, ju
q j
)n
.
We now use the multinomial coeﬃcient formula to see that bβ,n,k is a Z-linear combination of
products of the form
C
(
c0a,0
) j00 1∏(c1a,i) j1i · · ·
m−1∏(
cm−1a,i
) j(m−1)i m∏(cma,i) jmi , (15)i=0 i=0 i=0
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m∑
r=0
m∑
i=r
qr jri = k and
m∑
i=0
jmi = n. (16)
Using Eqs. (20) and (15) we compute the π -adic estimate of the term bβ,n,k:
‖bβ,n,k‖ 1qσ (17)
where
σ =
m∑
i=0
m∑
r=i
(
(m + i − r)qi − (qi − 1)/(q − 1)) jri. (18)
By comparing the coeﬃcients of jri for each pair (r, i) from Eqs. (16) and (18) we derive the inequality
σ + n k.
By following the rest of the proof in [3] in a parallel way, we can show the existence and unique-
ness of a restricted power series F of the desired properties. 
5. A similar result
In this section, we prove the following result similar to Theorem 1.3, in terms of the Fermat–Carlitz
quotient operator δ˜ on Av in Eq. (2). It can be proved along the same lines as the previous sections
and [3].
Theorem 5.1. Any f : Av → Av is an analytic function of level m if and only if any function f : Av → Av is an
arithmetic differential operator of order m.
In the latter case, there exists an integer m 0 so that f (a) = F (a, δ˜a, . . . , δ˜ma) for all a ∈ Av, where F is
a restricted power series in Av[[x0, . . . , xm]], with the property that F is uniquely given by
F (x0, x1, . . . , xm) =
∑
n0
∑
β∈I ′
aβ,nx
β0
0 x
β1
1 · · · xβm−1m−1 xnm,
where I ′ is the set of m-tuples of non-negative integers deﬁned by
I ′ = {β = (β0, . . . , βm−1) ∈ Zm ∣∣ 0 βi  rd − 1 for all i}.
Proof. The proof goes on in a parallel way as done with the Fermat quotient operators in the pre-
ceding sections. So we just point out that the only part we need to do more is in ﬁnding the π -adic
valuations of coeﬃcients of δ˜kx in Lemma 5.2 below. 
As in Lemma 2.1, we now are in a position of ﬁnding the π -adic valuations of coeﬃcients of δ˜k.
From Eq. (2) we then see that the Fermat–Carlitz quotient operator δ˜ is an Fr-linear polynomial of
degree rd with coeﬃcients in k. Since Cπ (a) − a = Cπ−1(a) is divisible by π for all a ∈ A, (see [9,
Proposition 2.4]) δ˜ maps A into itself. In this sense, we say that δ˜ is an integer-valued polynomial. By
the expansion of the Carlitz module Cπ (see [7, Corollary 3.5.4]) we have
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π
(
πx+ E1(π)xr + E2(π)xr2 + · · · + Ed−1(π)xrd−1 + Ed(π)xrd − x
)
,
where Ei(x) is the normalized Carlitz polynomial there. Since it is easily checked that Ei(π) is divisi-
ble by π only once for each i < d, Ed(π) = 1, we set
ai = Ei(π)/π ∈ A (0< i < d) with (ai,π) = 1.
Then we can rewrite δ˜ as
δ˜(x) =
(
1− 1
π
)
x+ a1xr + a2xr2 + · · · + ad−1xrd−1 + 1
π
xr
d
. (19)
From the Fermat little theorem for A we observe that ar
d − a is divisible by π for all a ∈ A, so we
again point out from Eq. (19) that δ˜(x) is an integer-valued polynomial. Thus, since A is dense in Av ,
δ˜(x) and k-th iterate are an integer-valued polynomial on Av.
Lemma 5.2. If a ∈ Av and x = a + πmu in the disc a + πmAv, write δ˜kx as a polynomial in u of degree qk,
δ˜kx = δ˜ka +
dk∑
j=0
cka, ju
r j ,
with cka, j ∈ kv. Then we have the following π -adic valuations: if j = id+ l with 0 l < d, for 0 j  dk, then
ordπ c
k
a, j =
{
(m − k + i)r j − (r j − 1)/(r − 1) if l = 0;
(m − k + i + 1)r j − rl(r j−l − 1)/(r − 1) if l 	= 0.
Proof. We use induction on k+ j to compute the π -adic valuations of coeﬃcients cka, j . We ﬁrst notice
that the result is obvious for k + j = 0, i.e., k = j = 0. Assuming that the result holds for any value
< k+ j we prove for k+ j, by deriving the recursion relations for coeﬃcients cka, j . We begin with the
equation for δ˜k−1x:
δ˜k−1x = δ˜k−1a +
d(k−1)∑
j=0
ck−1a, j u
r j . (20)
We now use Eqs. (19) and (20) to write δ˜kx as
δ˜kx = δ˜ka +
dk∑
j=0
cka, ju
r j
= δ˜ka +
(
1− 1
π
) d(k−1)∑
j=0
cka, ju + a1
d(k−1)∑
j=0
cka, ju
r j+1 + · · ·
+ ad−1
d(k−1)∑
j=0
cka, ju
r j+d−1 + 1
π
d(k−1)∑
j=0
cka, ju
r j+d .
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cka,0 =
(
1− 1
π
)
ck−1a,0 ;
cka, j =
(
1− 1
π
)
ck−1a, j +
j∑
i=1
ai
(
ck−1a, j−i
)ri
(1 j  d − 1);
cka, j =
(
1− 1
π
)
ck−1a, j +
d−1∑
i=1
ai
(
ck−1a, j−i
)ri + 1
π
(
ck−1a, j−d
)rd (
d j  d(k − 1));
cka, j =
d−1∑
i=l
ai
(
ck−1a, j−i
)ri + 1
π
(
ck−1a, j−d
)rd (
j = d(k − 1) + l, 0< l < d);
cka,dk =
(
1− 1
π
)(
ck−1a,d(k−1)
)rd
.
For each j with 0 j  dk write it as j = id+ l with 0 l < d. Then we ﬁnd the π -adic valuations
of coeﬃcients cka, j, depending on whether l = 0 or not. If l = 0 we have 3 subcases j = di where
i = 0, 0 < i < k, i = k. If l 	= 0 then we also have 2 subcases j = id + l with 0 < l < d where i = 0,
1 i  k − 1. By induction hypothesis, we use the recursion relations above and the strict equality to
ﬁnd the π -adic valuations of coeﬃcients cka, j for each of the subcases. So the proof is complete. 
We note that two formulas in Lemma 5.2 can be combined to give a uniﬁed formula for the π -adic
valuations of cka, j as follows: for 0 j  dk,
ordπ
(
cka, j
)= (m − k + ⌈ j
d
⌉)
r j − r
 jd d − 1
rd − 1 r
j− jd d, (21)
where x (x, respectively) means the smallest integer  x (the greatest integer  x, respectively).
Using a simple identity
irdi − r
di − 1
rd − 1  r
di − 1 (i  0) (22)
we can show that for 0 km we have ordπ (cka, j) 0. Furthermore, we see that the equality holds
precisely when k = m and j = 0. Thus we notice from Lemma 5.2 that δk(a + πmu) is a polynomial
of u with coeﬃcients in Av and also cma,0 is a unit in Av .
We close the paper by making several remarks.
Remarks.
(1) We see that Theorem 5.1 is a generalization of Theorem 1.3, which is more or less the case where
π has degree one or d = 1 in Eq. (21). We also note that Eq. (22) is used to show that the crucial
inequality σ + k n holds as in the proof of Theorem 1.3.
(2) As for continuous functions on Av, by the same argument as Section 2 we see that the rd-
extension of the Fermat–Carlitz quotient operator in Eq. (2) is an orthonormal basis of the
space C(Av,kv). A sequence of such polynomials is also equivalent to either Carlitz polynomi-
als {Gn(x)}n0 or {n(x)}n0 in Eq. (6).
S. Jeong / Journal of Number Theory 132 (2012) 579–589 589(3) In the case where π has degree d = 1 we can prove a result similar to Theorem 1.3 in terms of
the normalized Fr-linear Carlitz polynomial Ei(x) by following the arguments of the preceding
sections and [3].
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