The performance of functionals based on the idea of interpolating between the weak and the strong-interaction limits the global adiabatic-connection integrand is carefully studied for the challenging case of noble-metal clusters. Different interpolation formulas are considered and various features of this approach are analyzed. It is found that these functionals, when used as a correlation correction to Hartree-Fock, are quite robust for the description of atomization energies, while performing less well for ionization potentials. Future directions that can be envisaged from this study and a previous one on main group chemistry are discussed.
I. INTRODUCTION AND THEORETICAL BACKGROUND
Noble metal clusters, in particular those made of silver and gold, are of high interest for different areas of materials science and chemistry as well as for technological applications. Noble metals clusters display, in fact, peculiar properties that differ from those of the bulk materials, due to the higher reactivity of the surface atoms. Moreover, these properties can be often tuned by varying the size and shape of the clusters. 2, 10, 13, 15, [23] [24] [25] [26] [27] [28] For these reasons, the study of the electronic properties of metal clusters is currently a very active research field, [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] with many available experimental techniques. [40] [41] [42] [43] [44] [45] [46] [47] Nonetheless, in most cases information from theoretical calculations is fundamental to provide a better understanding of the results and to aid the correct interpretation of the experimental data. 29, 30, 39, [48] [49] [50] [51] [52] Computational studies of noble metal clusters are, however, not straightforward 53 because of the small single-particle energy gap, implying a possible multireference character of the electronic states, and due to the complex correlation effects characterizing such systems. For these reasons, in principle an accurate description of the electronic structure can only be achieved by high-level correlated multi-reference approaches.
54,55
However, these methods are hardly applicable for the study of clusters, due to the very high computational cost. On the other hand, "conventional" single-reference wave-function methods (e.g. Møller-Plesset perturbation theory 56, 57 , configuration interaction 58, 59 , or coupled cluster 60, 61 ) often display important basis set and/or truncation errors, even for relatively small cluster sizes, which prevent the achievement of accurate, reliable, results. Thus, one of the most used computational tools to study noble metal clusters is Kohn-Sham densityfunctional theory (DFT).
62-64
DFT calculations on noble metal clusters are often performed using a semilocal approximation for the exchangecorrelation (XC) functional, e.g. the generalized gradient approximation (GGA) 65 or the meta-GGA's. 66 This is an efficient approach, 25, 26, 33, 35, 37, 38, 48, 49, [67] [68] [69] but in various cases it has also shown limited accuracy, especially in the not so rare case when it is necessary to discriminate between isomers with rather similar energies (for example in the prediction of the two-to three-dimensional crossover in gold and silver clusters 38, 50 ). However, unlike in the case of main group molecular calculations, the use of hybrid functionals, which include a fraction of exact exchange, is not able to provide a systematic improvement. Instead, it often leads to a worsening of the results.
38,69
The origin of this problem possibly traces back on the too simplicistic idea of mixing a fixed fraction of exact exchange with a semilocal approximation.
In the hybrid wavefunction-DFT formalism a certain fraction a of the electron-electron interaction is treated within a wave function method, while the remaining energy is captured with a semilocal functional. In a compact notation 70 this can be written as
where the complementary Hartree-exchange-correlation functionalĒ a Hxc depends on Ψ only through its density ρ Ψ . In Eq. (1),T is the electronic kinetic energy operator,V ee the electron-electron repulsion operator andV ne the external potential due to the nuclei. When the minimization over Ψ in Eq. (1) is restricted to single Slater determinants Φ, we obtain the usual hybrid functional approximation, which mixes a fraction a of Hartree-Fock exchange with a semilocal functional, while using secondorder peturbation theory to improve the wavefunction Ψ leads to single-parameter double-hybrid functionals. 70 The XC part E xc [ρ] ofĒ a Hxc that needs to be approximated in the standard hybrid functionals formalism is usually modeled starting from the adiabatic connection formula [71] [72] [73] [74] 
where DFA denotes a density functional approximation (i.e. a semilocal functional), E x denotes the Hartree-Fock exchange functional, and n is a parameter. Substituting Eq. (3) into Eq. (2), yields the usual linear mixing between the exact exchange and the density functional approximation with a = 1/n. However, Eq. (3) is a quite arbitrary expression for W λ . It only satisfies the constraint that W 0 = E x but for λ = 0 it incorporates no exact information and it is not even recovering the correct weak-interaction limit behavior. Thus, most of the accuracy of hybrids relies on the empiricism included into the parameter n and the DFA. This seems to work well for main-group molecular systems but not for other systems such as metal clusters considered here. A possible non-empirical route that allows to overcome the limitations of a fixed mixing parameter is the original idea of Seidl and coworkers [75] [76] [77] to build a model for the adiabatic-connection integrand of Eq. (2) by interpolating between the known weak-and strong-coupling limits, 78, 79 
where
with E
GL2 c
being the second-order Görling-Levy (GL) correlation energy, 78 whereas W ∞ [ρ] is the indirect part of the minimum expectation value of the electron-electron repulsion in a given density, 80, 81 and W ′ ∞ [ρ] is the potential energy of coupled zero-point oscillations.
79, 80 The idea is that by using a function of λ able to link the result from perturbation theory with the λ → ∞ expansion of W λ [ρ], an approximate resummation of the perturbative series is obtained.
76
The exact W ∞ [ρ] and W ′ ∞ [ρ] are highly nonlocal density functionals 79, 81 that were approximated in the original work of Seidl and coworkers 76, 77 by the semilocal point-charge-plus-continuum (PC) model (see the appendix). As a result, a series of XC functionals can be derived depending on the chosen interpolating function and on whether the λ → ∞ expansion includes or not the order 1/ . They are briefly described in the appendix. These functionals, which are all based on an adiabatic connection integrand interpolation (ACII), will be generally referred to as ACII functionals. They are non-empirical in the sense that they are approximate perturbation-theory resummations, include full exact exchange, and describe correctly correlation in the weak-interaction limit. Therefore, they are well-suited to try to overcome the limitations of semilocal and hybrid DFT approaches. Their most severe problem could be the lack of size consistency for species made of different atoms, an error that is absent in the case of homogeneous clusters. Moreover, the size consistency issue is actually quite subtle 85, 86 and can be corrected in many cases.
The ACII functionals have been rarely tested on systems of interest for practical applications, with the exception of a recent assessment of the ISI functional for main-group chemistry.
82 This investigation has revealed interesting features of this functional and suggested possibilities for future applications.
In this paper we move away from main group chemistry to assess different ACII functionals for the description of the electronic properties of noble metal clusters, made up of gold and silver. As we have mentioned above, these are very important systems for materials science and chemical applications but their proper computational description is still a challenge. Thus, the testing of high-level DFT methods for this class of systems has a great practical interest. Moreover, the application of non-empirical XC functionals, constructed on a well defined theoretical framework, to the challenging problem of the simulation of electronic properties of noble metal clusters can help to highlight new properties and limitations of such approaches. In fact, the next step forward could be to model the adiabatic connection integrand locally [87] [88] [89] by interpolating between the exact exchange energy density and the λ → ∞ one, for which exact results 90 and approximations compatible with the exact exchange energy density have been recently designed. [91] [92] [93] In order to be compatible with the exact exchange energy density, these approximations are non-local and thus more expensive than the semilocal PC functionals (which suffer from the usual gauge problem that arises when we want to combine semilocal functionals with the exact exchange energy density and thus cannot be used in this framework). It has been found that the local interpolations are in general more accurate than their global counterpart. 89 Thus, the study carried out here provides also a very useful first idea of what could be achieved with these higher-level approaches.
II. COMPUTATIONAL DETAILS
In this work we have tested four ACII XC functionals, which are based on an interpolation of the density-fixed linear adiabatic connection integrand, namely ISI, [75] [76] [77] 82 revISI, 79 , SPL, 83 , and LB 84 (see the appendix for details). Additionally, for comparison, we have included results from the Perdew-Burke-Ernzerhof (PBE) 94 and the PBE0 73,95 functionals, which are among the most used semilocal and hybrid functionals, respectively, as well as from the B2PLYP double hybrid functional, 96 which also includes a fraction of second-order Møller-Plesset correlation energy (MP2). We have also considered a comparison with the second-, third-and fourth-order Møller-Plesset perturbation theory (MP2, MP3, MP4) 56 results. This is because, as explained, the ACII functionals can be seen as an approximate resummation of perturbation theory, so that it is interesting to compare them with the first few lower orders. The reference results used in the assessment are specified below for each test set considered:
• Small gold clusters. This set consists of the Au 2 , Au 
97-100
• Small silver clusters. This set includes Ag 2 , Ag 97-100 calculations.
• Binary gold-silver clusters. Fig. 1 ) and optimizing them at the revTPPS/def2-QZVP level of theory. 101, 102 Reference energies have been calculated at the CCSD(T) level of theory. • Gold 2D-3D crossover. This set includes the Au • Silver 2D-3D crossover. This set consists of the Ag All the required calculations have been performed with the TURBOMOLE program package, 103, 104 employing, unless otherwise stated, the aug-cc-pwCVQZ-PP basis set 105 and a Stuttgart-Koeln MCDHF 60-electron effective core potential. 106 The calculations concerning the ISI, revISI, SPL, and LB functionals have been performed in a post-self-consistent-field (post-SCF) fashion, using Hartree-Fock orbitals. This choice is consistent with the results of Ref. 82 , where it has been found that the ISI functional yields much better results when used as a correlation correction for the HF energy. The PBE and PBE0 calculations have been performed using a full SCF procedure; B2PLYP calculations have been carried out as described in Ref. 96 , considering a SCF tretment of the exchange and semilocal correlation part and adding the second-order MP2 correlation fraction as a post-SCF correction.
III. RESULTS
In this section we analyze the performance of the ACII XC funcionals for the description of the electronic properties of gold, silver and mixed Au/Ag clusters. The results are compared to those obtained from other approaches, such as semilocal and hybrid DFT as well as wave-function perturbation theory.
A. Total Energies
To start our investigation we consider, in table I, the errors on total energies computed with different methods with respect to the CCSD(T) reference values. Although this quantity is usually not of much interest in practical applications (where energy differences are usually considered), the analysis of the errors on total energies will be useful to understand the performances of the different functionals for more practical properties such as atomization or ionization energies.
Inspection of the data shows that the ACII functionals do not perform very well for the total energy. In fact, they yield the highest mean absolute errors (MAEs), being even slightly worse than the semilocal PBE approach and giving definitely larger errors with respect to perturbation theory (MP2, MP3, and MP4) and to the double hybrid B2PLYP functional. Among the ACII functionals, the SPL and especially the LB approach perform systematically better than ISI and revISI. Thus LB yields errors which are often 30% smaller than ISI, even though they are still usually larger than those of the other non-ACII methods. On the other hand, considering the standard deviation of the errors (last line of Table I ) we note that the ACII results display a quite small dispersion around the average (with LB and SPL again slightly better than ISI and revISI). This is related to the fact that the ACII functionals all give a quite systematic underestimation (in magnitude) of the energy of all systems. In contrast, PBE, PBE0, and partly B2PLYP give larger values of the standard deviation. This depends on the fact that these methods describe quite accurately some TABLE I. Errors on total energies (eV/atom) of small gold, silver, and binary clusters. For each set of clusters the mean absolute error (MAE) is reported. In the bottom part of the table we report also the statistics for the overall set (mean error (ME), MAE, and standard deviation). systems (e.g. Ag clusters), which are the ones that effectively contribute to produce a quite low MAE, but they give significantly larger errors for other systems. This behavior is a signature of the too simplicistic nature of these functionals, which cannot capture equally well the physics of all systems.
The observed standard deviations suggest that, when energy differences are considered, the ACII functionals can benefit from a cancellation of the systematic error, such that rather accurate energy differences can be obtained. We must remark also that the standard deviation values reported in Table I allow only a partial understanding of the problem because they are obtained from all the data but, depending on the property of interest, some energy differences may be more relevant than others, e.g. for atomization energies the difference between a cluster energy and the energy of the composing atoms is the most relevant. Thus, for example MP methods all yield quite low standard deviations, but a closer look at the results shows that the errors for atoms are quite different than those for the clusters (much more different than for ACII methods); hence, we can expect that, despite a quite good MAE and a small standard deviation, MP2, MP3, and MP4 atomization energies can display a limited accuracy. A more detailed analysis of the relationship between the data reported in Table I and some relevant energy difference properties will be given in Section IV.
B. Atomization and Ionization energies
A first example of an important energy difference is the atomization energy. The atomization energy values calculated for the sets of gold, silver, and binary clusters with all the methods are reported in Table II . Observing the data it appears that, as anticipated, for atomization energies the ACII functionals work fairly well. In particular, SPL and LB, yield mean absolute relative errors (MAREs) of about 2-3% for all kinds of clusters, being competitive with the B2PLYP functional. The ISI and revISI functionals perform slighlty worse, displaying a systematic underbinding and giving overall MAREs of 4% and 6%, respectively. Moreover, unlike for SPL and LB, non-negligible differences exist in the description of the different materials with gold clusters described better than silver ones. Overall the ISI and revISI functionals show a comparable performance as PBE and better than PBE0. Finally, the MP results show a quite poor performance, exhibiting MAREs ranging form 10% to 20%. In addition, we can note that MP2 results are closer to MP4 results than MP3 ones not only from a quantitative point of view but also qualitatively (MP2 and MP4 always overbind while MP3 always consistently underbinds). This is a clear indication of the difficult convergence of the perturbative series for the metal clusters electronic properties.
In Table III , we report the computed ionization potential energies, which are other important energy differences to consider for metal clusters. In this case the ACII functionals perform rather poorly, being the worst methods, if we exclude MP3. As in the case of atomization energies, SPL and LB (especially the latter) show a slightly better performance than ISI and revISI. Nevertheless, the results are definitely worst than for B2PLYP, PBE and even PBE0. A rationalization of this failure will be given is section IV.
C. 2D-3D crossover
To conclude this section, we consider the problem of the two-to three-dimensional (2D-3D) crossover of anionic gold clusters and cationic silver clusters. Different studies have indicated that for anionic gold clusters the dimensional crossover occurs between Au − 11 (2D) and Au − 13 (3D), with the 2D and 3D Au − 12 structures being almost isoenergetic. 49, 50 On the other hand, for cationic silver clusters it has been suggested that the dimensional transition occurs already for Ag + 5 , which has a 2D structure with a slightly lower energy than the 3D one, while Ag + 6 and Ag + 7 display lowest energy 3D structures.
39,107
Anyway, this is a quite difficult problem because experimentally it is not trivial to distinguish clusters of the same size but different dimensionality. A computational support is thus required.
39,48-50,107,108 However, to describe correctly the energy ordering of several noble metal clusters with very similar energies is a hard task for any computational method. 33, 50, 109, 110 For this reason, this is a very interesting problem from the computational point of view.
In Table IV , we report the energies calculated for the anionic gold clusters and cationic silver clusters relevant for the 2D-3D transition. The Table shows, for comparison, also the results obtained with the BLOC meta-GGA functional [110] [111] [112] , which is expected to be one of the most accurate approaches for this kind of problems. Observing the data, one can immediately note that the PBE, PBE0 and even B2PLYP methods are not reliable for the dimensional crossover of noble metal clusters. In fact, PBE always favors 2D structures, whereas PBE0 predicts the 2D-3D transition at a too large cluster dimension for gold, Au − 13 (although the 3D geometry with lowest energy is not the same as the one we find with BLOC and all ACII functionals), and for silver the energies of the 2D and 3D clusters differ slightly for both n = 6 and n = 7, not evidencing a clear transition at the expected cluster size. A similar behaviour is found for the B2PLYP functional, which was instead one of the best for the atomization energies and IPs of small clusters. The ACII functionals overall perform all quite similarly, predicting for all clusters the expected ordering and agreeing well with BLOC results for the cationic Ag clusters but tending to favor 3D structures in the anionic Au clusters. We note that this behavior is somehow inherited from the MP2 method, which however performs much worse than any of the ACII functionals considered here.
IV. DISCUSSION AND ANALYSYS OF THE RESULTS
In the previous Section we saw that the ACII functionals perform rather well for the calculation of atomization energies of noble metal clusters. As mentioned above, a good rationalization of the observed results can be obtained in terms of the energy errors that the different methods display for the total energies of atoms and of the clusters. These have been reported in Table I . 
the two possible dissociation paths has been considered (see Section II). For each set of clusters the mean error (ME), the mean absolute error (MAE), the mean absolute relative error (MARE), and the standard deviation are reported. In the bottom part of the table we report also the statistics for the overall set. For a better visualization here we additionaly plot, in Fig. 3 , the quantity
where ∆E are the total energy errors (the ∆E per atom are reported in Table I 
. This quantity provides a measure of how different is the energy error made on a given cluster from that of its constituent atoms. Inspection of the plots shows that the smaller δ∆E values are yielded by the ISI and SPL (revISI and LB, not reported, give similar results). These functionals are also among the best performers for the atomization energies. On the other hand, for PBE we observe that the δ∆E is small for gold clusters, with the exception of Au + 3 , while for silver clusters is larger. Indeed, looking to Table II we can find that PBE performs well for gold clusters, with the exception of Au
that yields an error of 0.27 eV (more than twice larger than the MAE), while it performs less well for silver clusters. Finally, for MP2 the values of δ∆E are generally very large. Thus, despite MP2 is on average quite accurate in the description of the total energies (see Table I ) it fails to produce accurate atomization energies because of accumulation of the errors.
A similar analysis, can be made to comment the results of the ionization potential calculations (reported in Table  III ). However, in this case the difference to consider is between the neutral and the charged species. Then, a different behavior is observed. In fact, while for most of the considered methods the total energy error is not much different between a neutral and a charged species of the same cluster, for the ACII functionals we always TABLE IV. Relative energies (eV) with respect to conformer I (see Computational details) of 2D and 3D anionic gold clusters and cationic silver clusters. For the gold clusters the data include the correction terms reported in Table IV (8)).
observe an increase of the error with the charge. This situation is schematized in Fig. 4 , where we plot, for several examples, the quantity
with A being any of the systems under investigation and q = −1, 0, 1. The observed trend may trace back to a different ability of ACII functionals to describe the highand low-density regimes. As a consequence, the ACII functionals are generally the worst performers for the calculation of ionization potentials, while PBE and especially B2PLYP perform well thanks to the more homogeous description of the differently charged species. This analysis shows that, although the quality of the total energies produced by a functional is a key element to understand the performance of the functional, the ba- sic property to observe is not the quality of the absolute energies, but rather the variance of the errors. Furthermore, the contrasting behaviors we have observed for the description of the atomization energies and of the ionization potentials highlights the subtleties inherent to such calculations. In particular, the accuracy of the ACII functionals has been shown to be not much dependent on the investigated material (Au or Ag) nor on the system's size but to be quite sensitive to the charge state of the computed system. The first feature is a positive one. This is related, as we saw, to the computation of atomization energies, but even more importantly it indicates that the idea beyond the construction of the ACII functionals is in general quite robust such that the func-tionals, although not very accurate in absolute terms (see Table I ) are well transferabe to systems of different size and composition. This is not a trivial results since, as we documented, other methods (e.g. PBE and PBE0, but even MP4) do not share this property. On the contrary, the dependence of the ACII functionals on the charge state of the system indicates a clear limitation of such approaches. They are in fact unable to describe with similar accuracy systems with qualitatively different charge distributions. As a consequence, the ionization potential calculations are problematic for ACII functionals. Note however that, because accurate experimental data are not available for all the systems, our assessment of the performances of the ACII functionals on small clusters, see Fig. 1 , and Tables I, II , and III, is carried out w.r.t. CCSD(T) values. This allows a more direct and sensible comparison of the results, whereas the comparison with experimental data would require the consideration of further effects such as thermal/vibronic ones as well as spinorbit coupling. 33, 50 Of course CCSD(T) results cannot be considered "exact" for metal clusters. Nevertheless, an accurate comparison with available experimental data from literature shows that, for atoms (regarding ionization energies) 113, 114 and neutral dimers and trimers (regarding both ionization and atomization energies), [115] [116] [117] CCSD(T) yields results within 0.04 eV from the experimental ones. While for the charged dimers and trimers (regarding both ionization and atomization energies), CCSD(T) results are within 0.2 eV 114,118,119 from the experimental ones. This larger discrepancy may be partly ascribable to a diminished accuracy of the CCSD(T) calculation per se in these cases, but it may also be possibly due to the rather large error bars associated to the measures on the experimental side and on the increased importance of correcting terms on the computational side.
B. AC curves: gold dimer showcase
To rationalize the origin of the limitations of the ACII functionals as well as to understand in depth the differences and the similarities between the different interpolation formulas it would be necessary to inspect in some detail the shape of the density-fixed linear adiabatic connection integrand defining ISI, revISI, SPL, and LB. However, contrary to small atoms and molecules (see, e.g., Refs. 120-122), for noble metal clusters there exists no reference adiabatic connection integrands to compare to. Thus, such a detailed analysis is not really possible. Nevertheless, some useful hints can be obtained by a semi-qualitative comparison of the various adiabatic connection curves. As an example, in Fig. 5 we report, for the Au 2 case (the other systems studied here have very similar features), the atomization adiabatic connection integrand, defined as for ISI, revISI, SPL, and LB. The integrated value (between 0 and 1) of this quantity corresponds to the XC atomization energy calculated with a given ACII functional. For discussion we have plotted also the weak interacting limit expansion truncated at linear order in λ for the atomization adiabatic connection integrand, which is defined as
where the linear expansion (LE) of the AC integrand for a species X is W λ,LE (X) = E x (X) + 2λE (X). Because of the weak-interacting limit constraint, all the curves plotted in the figure share the same λ = 0 value, which corresponds to the HartreeFock exchange atomization energy, as well as the same slope at this point. The curves remain very similar up to λ ≈ 0.2, which is not strictly dictated by the weakinteracting limit constraint but rather by a possible lack of flexibility in the interpolation formulas. For values of λ 0.2, the curves associated to the various functionals start to differ, due to the different ways they approach the W ∞ value for λ = ∞. Note that in this case ISI and revISI are further constrained to recover the W ′ ∞ slope, whereas SPL and LB do not have this constraint. The interpolation towards the strong-interaction limit is therefore the main feature differentiating the various ACII functionals, even in the range 0 ≤ λ ≤ 1. In general, revISI is the slowest to approach the asymptotic W ∞ value, whereas LB is the fastest. So the former will usually yield the smaller XC energies, whereas the latter will produce the larger XC energies (in magnitude). In fact, turning to the Au 2 example reported in Fig. 5 , the inspection of the plot shows that revISI is indeed the slowest to move towards the asymptotic W at ∞ value (for Au 2 W at ∞ = −0.239). Consequently, in Table II it yields the smallest atomization energy (it underestimates the Au 2 atomization energy by 0.13 eV). On the opposite, LB is the fastest to move towards the asymptotic W at ∞ value, thus it gives the larger atomization energy (over-estimating it by 0.06 eV). In this specific case, the SPL functional, which behaves almost intermediately between revISI and LB, yields a very accurate value of the atomization energy, underestimating it by only 0.03 eV.
Thus, we have seen that there are two main features that can determine the performance of an ACII functional. The first one is surely the behavior towards the strong-coupling limit, which is able to influence the shape of the adiabatic connection integrand curve for λ 0.2/0.3. This behavior is indeed modeled differently by the various functionals examined in this work, but it appears that none of them can really capture the correct behavior in the range of interest 0.3 ≤ λ ≤ 1. This is possibly due to the fact that information on the λ = ∞ point is not sufficient to guide correctly the interpolation at the quite small λ values of interest for the calculation of XC energies. A second factor that is relevant for the functionals' performance is the small λ behavior. At very small λ values this is determined by Eq. (4), but for larger values of the coupling constant (at least for 0.1 ≤ λ ≤ 0.2) the shape of the curve should depart from the slope given by E GL2 c in order to correctly describe the higher-order correlation effect. Instead, we have observed that all the ACII functionals provide the same behavior up to λ ≈ 0.2. This indicates that the interpolation formulas have not enough flexibility to differentiate from the asymptotic behavior imposed at λ = 0.
C. Role of the reference orbitals
The ACII functionals are orbital-dependent nonlinear functionals, thus they are usually employed to compute the XC energy in a post-SCF fashion (as we did in this work). Then, the results depend on the choice of the orbitals used for the calculation. Recent work 82 has evidenced that ISI results for main-group chemistry are much improved when Hartree-Fock orbitals are used. This has been basically traced back to the characteristics of the Hartree-Fock single-particle energy gap (which determines the magnitute of E GL2 c and thus the weakinteraction behavior of the curves).
For gold and silver clusters, after some test calculations, we found a similar result for all the ACII formulas considered. For this reason, all the results reported in Section III are based on Hartree-Fock orbitals. To clarify this aspect, we have reported in Fig. 6 both the bare and the atomization adiabatic connection integrands computed with the SPL formula (similar results are obtained for the other formulas) for Au 2 and Au using either Hartree-Fock and PBE orbitals. It can be seen that the adiabatic connection curve of Au 2 , obtained from Hartree-Fock orbitals, is very similar to twice the Au curve. Hence, the atomization adiabatic connection integrand is rather flat, yielding (correctly) a moderate atomization XC energy. This behavior depends partly on the fact that in Hartree-Fock calculations Au 2 has almost twice the exchange energy of Au but, pri- (10)) computed with the SPL formula for the Au2 case.
marly, it traces back to the fact that the Au 2 MP2 correlation energy is almost perfeclty two times larger than the Au one (which in turn depends on the fact that the two systems have very close single-particle energy gaps -7.604 eV and 7.707 eV, respectively -and on the sizeextensivity of the MP2 method). Thus, the adiabatic connection integrands for Au 2 and twice the Au have almost identical slopes at λ = 0 and similar behaviors for λ ≤ 1. Instead, when PBE orbitals are used, larger differences between the Au 2 and twice the Au curves can be noted. These originate only partially from the fact that, in the case of PBE orbitals, the exact exchange contributions of Au 2 and twice Au are not much similar (they differ by 0.045 eV). Mostly they depend on the rather different GL2 correlation energies for the systems (E GL2 c (Au 2 ) − 2E GL2 c (Au) = −0.173eV ), which in turn trace back to the fact that the single particle energy gaps computed for Au 2 and Au are very different: 2.014 eV and 0.718 eV, respectively. Consequently, the atomization adiabatic connection integrand curve calculated with PBE orbitals is steeper than the Hartree-Fock-based one and therefore it yields significantly larger atomization XC energies. This results in a strong tendency of PBE-based ACII functionals to overbind the noble metal clusters.
D. Further analysis of the ACII's formulas
We have seen in Sec. III that SPL and LB formulas show overall better performances than ISI and revISI. As mentioned, the main difference between the two groups is that the former use a three-parameters interpolation formula while the latter make use of a fourth ingredient from the λ → ∞ limit, i.e. the zero-point oscillation term W ′ ∞ [ρ]. The revISI formula also recovers the exact expansion at large λ to higher orders. 79 However, we have to keep in mind that the ingredients coming from the strong interaction limit are not computed exactly, but approximated with the semilocal PC model. Another important point to consider is that, as explained in Sec. IV C, we are using the ACII functionals with Hartree-Fock orbitals, which means that they are used as a correlation functional for the Hartree-Fock energy. In other words, the ACII correlation functionals are used here as an approximate resummation of the Møller-Plesset perturbation series: they recover the exact MP2 at weak coupling, and perform much better than MP3 and MP4 for atomization energies (see Table II ). Thus, a first question that needs to be addressed is whether the PC model used here to compute the infinite coupling strength functionals is accurate also for the Hartree-Fock adiabatic connection, in which the λ-dependent hamiltonian readsĤ
withV HF the Hartree-Fock non local potential operator. When λ → ∞, the problem defined byĤ λ of Eq. (12) is not the same as the one of the density-fixed adiabatic connection arising in DFT. The results of this study may suggest that the PC model can provide a decent approximation of the leading λ → ∞ term in the HF adiabatic connection integrand, at least when dealing with isoelectronic energy differences. A careful study of the problem is the object of on-going work.
Keeping in mind that the information from W ′ ∞ [ρ] is less accurate (and maybe less relevant in the HF context), it can be interesting to consider a variant of ISI and revISI, in which we replace W ′PC ∞ [ρ] with the curvature at λ = 0 (obtained from MP3) as input ingredient. In this way, the modified AC integrand expressions recover the first three terms of Eq. (4) for small λ, and only the first term of Eq. (5) for large λ. However, the resulting XC approximations show several drawbacks. In fact, the results for atomization energies are significantly worse than for the original ISI and revISI functionals (the MAEs are 0.72 and 0.65 eV for Au clusters, 0.40 and 0.37 eV for Ag clusters and 0.55 and 0.51 eV for binary clusters), despite they are close to MP2 ones and better than MP3 ones. More importantly, the modified ISI and revISI formulas, with the input ingredients for the Au and Ag clusters, result in adiabatic connection integrands that become imaginary at some λ > 1, with revISI breaking down at much larger λ values than ISI. This fact might be ascribed to the oscillatory behavior of the MP series, which gives a curvature that is too large, or to the lack of flexibility of the revISI and ISI formulas. This is further illustrated in the appendix.
V. CONCLUSIONS AND PERSPECTIVES
We have assessed the performance of functionals based on the idea of interpolating between the weak and the strong-interaction limits the global adiabatic-connection integrand (ACII functionals) for noble-metal clusters, analyzing and rationalizing different features of this approach. The study presented here extends a previous preliminary assessment on main group chemistry, 82 and explores different interpolation formulas.
We have found that the ACII functionals, although not spectacularly accurate, are quite robust for the description of atomization energies, as their performance tends to be the same for different species and different cluster sizes, which is a positive feature. We should also stress that this good performance is achieved by using 100% of Hartree-Fock exchange, and thus avoiding to rely on error cancellation between exchange and correlation. Rather, as clearly shown in fig. 3 , this is achieved by performing in a very similar way for the description of a cluster and its constituent atoms. On the other hand, the ACII functionals are found to be inaccurate for ionization energies, as they are not capable to describe differently charged states of the same system with the same accuracy, as shown in fig. 4 .
As in the case of main-group chemistry, 82 we have found that the ACII functionals perform much better when used with Hartree-Fock orbitals, which means that they are used as a correlation functional for the HartreeFock energy. In other words, the ACII correlation functionals are used here as an approximate resummation of the Møller-Plesset perturbation series: they recover the exact MP2 at weak coupling, and perform much better than MP3 and MP4 for atomization energies (see Table  II ). Thus, a first question that needs to be addressed is whether the PC model used here to compute the infinite coupling strength functionals is accurate also for the Hartree-Fock adiabatic connection of Eq. (12), which is the object of a current investigation. The results of this study and of Ref. 82 suggest that the PC model can provide a decent approximation of the λ → ∞ HF adiabatic connection integrand, at least when dealing with isoelectronic energy differences.
Another promising future direction is the development of ACII functionals in which the interpolation is done in each point of space, on energy densities. [87] [88] [89] These local interpolations are more amenable to construct sizeconsistent approximations, but need energy densities all defined in the same gauge (the one of the electrostatic potential of the exchange-correlation hole seems so far to be the most suitable for this purpose 123 ). In this framework, the simple PC model, which performs globally quite well, does not provide accurate approximations pointwise, 89 and needs to be replaced with models based on integrals of the spherically averaged density, 91,92 which, in turn, needs a careful implementation, which is the focus of ongoing efforts. 92 Finally, recent models for λ = 1 could be also used in this framework, 93 both locally and globally.
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Appendix A: Adiabatic connection integrand interpolation formulas
Several interpolation formulas have been developed to recover the weak-and strong-coupling limit behaviours of Eqs. (4) and (5) . For the sake of simplicity, we will not specify in the following that the expressions of the AC integrand as well as of the XC correlation energy are (explicit or implicit) functionals of the density as well as each of their fundamental ingredients, W 0 , W 
The corresponding XC functional is
Seidl-Perdew-Levy (SPL) formula
The SPL XC functional reads 
where The ISI and revISI formulas have four parameters that need to be fixed by four equations. In the standard forms (see above) the four equations are obtained by imposing that W ISI λ recovers the first two terms of the weakinteracting limit expansion, Eq. (4), and the first two terms in the strongly-interacting limit expansion, Eq. (5) for large λ. For the first time we have explored an alternative choice that is to constrain ISI and revISI to recover the first three terms of Eq. (4) for small λ, and only the first term of Eq. (5).
The structure of the interpolation formula is thus formally the same, but the parameters are given by 
for revISI. However, as discussed in Sec. IV D, while in the standard ISI and revISI interpolation formulas the parameters, Y [ρ] and c[ρ], which appear under square root, are given by the sum of squared quantities (see Eqs.A2, and A6), in these modified versions this is not true and they can become negative. In the cases studied here both parameters turn out to be always negative and smaller than one, meaning that there is, for each species, a critical lambda, λ c , always larger than one, after which the function takes imaginary values. In particular we found an averageλ ≈ 180 with values spanning from 6 to over 3 × 10 3 . As a general trend we thus see that the modified revISI appears to be more robust than the modified ISI in the sense that it becomes imaginary at significantly larger λ values.
