In this paper we prove that the E † K -valued cohomology, introduced in [8] is finite dimensional for smooth curves over Laurent series fields k((t)) in positive characteristic, and forms an E † K -lattice inside 'classical' E K -valued rigid cohomology. We do so by proving a suitable version of the p-adic local monodromy theory over E † K
Introduction
This is the second in a series of papers [8, 9] dedicated to the construction of a new p-adic cohomology theory for varieties over local fields of positive characteristic. A detailed introduction to the whole series is given in [8] , so here we will give a brief overview of the results contained in this paper.
In the first paper [8] we introduced a version of rigid cohomology for varieties over the Laurent series field k((t)) with values in vector spaces over the bounded Robba ring E -lattice inside E Kvalued rigid cohomology. This allows us to deduce Poincaré duality entirely straightforwardly, by base changing to E K , however, using this method forces us to make restrictions on coefficients, namely we must restrict to those F-isocrystals which extend to a compactification.
In the third paper in the series [9] we will discuss some arithmetic applications of the theory. We will introduce a more refined category of coefficients such that the associated cohomology groups come with a natural Gauss-Manin connection, and then use this to attach (ϕ,∇)-modules over the Robba ring R K , and hence p-adic Weil-Deligne representations, to smooth curves over k ((t) ). We will also discuss questions such as ℓ-independence and a p-adic version of the weight-monodromy conjectures.
X /E and hence for each s we can find some η close enough to 1 for all c, d. Hence for any given s, no matter how we choose η, we can always choose some c to make this → ∞ as i → ∞, thus f does not lift. Finally, since the element y of k((t))((y)) trivially satisfies the growth condition, to prove the final claim it suffices to show that if f ∈ k((t))((y)) is non-zero and satisfies the growth condition, then so does f for all i ≥ 1 and so f −1 satisfies the growth condition, as required.
Let us denote this field of 'overconvergent' Laurent series by k((t)){{y}}, and the part with positive y-adic valuation by k((t)){y}. The next result tells us that with respect to totally ramified extensions, this field behaves essentially the same as the full double Laurent series field k((t))((y)).

Proposition 1.4. Write F = k((t)). The field F{{y}} is y-adically Henselian, and if we have P ∈ F{y}[X ] an Eisenstein polynomial, with root u, so that there is an isomorphism F((y))[u] ∼ = F((u)), then there is an equality
F{{y}}[u] = F{{u}} inside k((t))((u)). In particular, every finite, separable, (Galois) totally ramified extension F((u))/F((y)) arises from a unique finite, separable, (Galois) totally ramified extension of the form F{{u}}/F{{y}}.
Proof. We first show that F{{y}} is Henselian Write v = v t for the t-adic valuation on F, and define partial valuations on F{y} by setting v n ( j≥0 f i y i ) = v( f n ). Let P ∈ F{y} [X ] be a polynomial and x 0 ∈ F{y} such that P(x 0 ) ≡ 0 mod y and P ′ (x 0 ) ≡ 0 mod y, we need to show that there exists some x ∈ F{y} such that x ≡ x 0 mod y and P(x) = 0. After replacing P(X ) by P(X + x 0 ) we may assume that x 0 = 0.
Write P = a m X m + ... + a 0 X 0 with a k = i≥0 a ki y i , a ki ∈ F and choose c, d ∈ Z ≥0 such that v(a ki ) ≥ −ci − d for all i, k. Actually, by multiplying P through by a sufficiently hight power of t, we may assume that d = 0, and by increasing c we may also assume that v 0 (P ′ (x 0 )) ≤ c. We are going to inductively construct x = ∞ i=1 x i y i such that:
This clearly suffices to prove the claim. So suppose that x 1 ,... , x n−1 have been constructed (note that the same argument with n = 1 allows us to construct x 1 to start the induction). By Taylor's formula we have P(x 1 y + ... + x n y n ) ≡ P(x 1 y + ... + x n−1 y n−1 ) + x n y n P ′ (x 1 y + ... x n−1 y n−1 ) mod y n+1 ≡ (α + x n β)y n mod y n+1 where α, β ∈ F are such that v(α) = v n (P(x 1 y+ x 2 y 2 +...+ x n y n−1 )) and v(β) = v 0 (P ′ (x 1 y+ x 2 y 2 + ... + x n−1 y n−1 )) = v 0 (P ′ (x 0 )). Hence to ensure that P(x 1 y + ... + x n y n ) ≡ 0 mod y n+1 we must have x n = −αβ −1 , which is a well defined element of
and that we can write the coefficient of y n in the expansion of P(
Now, each summand in this has valuation at least as large as
and hence using the ultra metric inequality, to show that with g j ∈ F y . The problem is to show that g j ∈ F{y}.
The point is that after repeatedly substituting in u m for lower powers we can write
where for l in the range nm + j ≤ l < (n + 1)m + j, the term f l is a sum of products of at least n of the a k . Since each a k is divisible by y, this means that if when calculating −v n (g j ) we only need to take account of the terms
and moreover, only need to take account of the terms for which f l is a sum of multiples of at most n of the a k . But since we have −v(a ki ) ≤ ci + d, when we multiply together at most n of the a k , we get something which satisfies 
is actually in F{{u}}, note that we may also assume that −v(g j ) ≤ c j + d. The point is that when calculating −v n ( i f i g i ), we only need to take account of the terms
Applying this claim with g = y we see that to show F{{y}} ⊂ F{{u}} it suffices to show that y ∈ F{{u}}. Write y = g(u) = u m j≥0 g j u j , we now assume that P has the form 
and there exist arbitrarily large N such that for each k, the dominant term in this sum for the coefficient of u N is the term a k1 g N−k−n corresponding to i = 1, since otherwise this would contradict the faster than linear growth of the −v(g j ) (here we are using the fact that the −v(a ki ) grow linearly in i). Hence again by the faster than linear growth of the −v(g j ), there exist arbitrarily large N for which one of these terms a k1 g N−k−n has strictly larger negative valuation than the others. Hence it cannot possibly happen that
and we obtain our contradiction.
Our next key result result will be that R
itself is Henselian. Recall that by definition, we can write 
. By Hensel's lemma the sequence y n defined by
we must show that in fact y n → y
The proof is almost identical to the usual proof of Hensel's Lemma. Since 
Note that by assumption these are all true for n = 0. Thus assume that i), ii) and iii) are true for y n . Then we have
and thus i) holds for y n+1 . Hence we can write P ′ (y n+1 ) = 1 + x for some x ∈ A η,s ′ with x η,s ′ < 1, and thus ii) is also true for y n+1 . Also note that this implies that
η,s ′ ≤ 1 and hence to prove iii) it suffices to show that P(y n+1 ) η,s ′ ≤ c 2 n+1 . But now using the Taylor expansion and the fact that y n η,s ′ ≤ 1 gives
. In fact, one can show inductively using the equation as required, and u is actually integral over
is a finite, π-adically unramified extension with induced extension F{{y}} → F{{y}} of residue fields, we must therefore have
is an explicit construction of the lift R ′ of F{{u}}. Finally, we need to prove that we have R int,u
. But the exact same argument as in the integral case shows that for any
, and we therefore get a finite
. We therefore get a commutative push-out
Having established the required properties of R E † K , we can now introduce the key objects of study in this section, namely (ϕ,∇)-modules over R E † K . 
•
• A (ϕ,∇)-module over R E † K is a finite free R E † K -module M together with a Frobenius ϕ and a connection ∇, such that the diagram
we define its cohomology to be
It will also be useful to interpret these in a more co-ordinate free fashion, to do so let Ω
-module generated by d y, and
-modules, and a connection on an
is said to be unipotent if there exists a basis {e 1 ,... , e n } of M such that
for all i. We say that a (ϕ,∇)-module is unipotent if the underlying ∇-module is.
We will be using Theorem 6.1.2 of [5] as a template for the theorem we wish to prove, so we will need to be able to associate a finite extension of R E † K to certain kinds of 'nearly finite separable' extensions of k((t))((y)), that is composite extensions of the form
where F/k((t)) 1/p m is a finite separable extension and F{{u}}/F{{y}} is finite, Galois and totally ramified. We will consider each of these extensions in turn, starting with the
) is a finite separable extension, then we can consider the finite extension
as in §5 of [8] . Since E †,F K is of the same form as E † K (but with a different parameter and ground field) we may define R E †,F K exactly as above, and there is a natural map
Actually, these are both particular cases of a more general construction associated to a finite extension
The point is that we can use the fringe topology on E † K to induce a similar fringe topology on F † , by writing
where each F η is a finite free E η -module (namely the sub-E η -module of F † spanned by some chosen basis for
). These then come with a compatible collection of topologies induced by some Banach norm on each F η , and we can give F † the direct limit topology. This does not depend on the choice of basis. Thus we can define the Robba ring R F † over F † exactly as in Definition 1.2, this does not depend on the choice of F η or their Banach norms, and we can topologise it exactly as we topologise the Robba ring R E † K
. We can also describe R F † more straightforwardly as follows.
be a finite extension. Then the natural multiplication map
Proof. Both are subrings of the ring F † y −1 , y of doubly infinite series with coefficients in F † , hence the map is injective. To prove surjectivity, let v 1 ,... , v n be a basis for
we know that we can write
So let s > 0 be sufficiently small. Then there exists some η < 1 such that each f i ∈ F η and f i η r −is → 0. But f i ∈ F η implies that f i j ∈ E η for all i, j, and since F η is a finite free module over the Banach algebra
Finally we consider the extension F{{y}} → F{{u}}. By Proposition 1.6 we can lift this uniquely to some finite, étale, Galois extension R
by Lemma 1.7. Thus associated to the series of extensions
We next explain how to base extend a ∇-module M over R E † K up this tower of extensions.
For the extensions
this is straightforward, we just use the fact that
, we note that the appropriate universal properties of Ω 1 (and the fact that R
. Hence we can extend
We can now state the version of the p-adic monodromy theorem we wish to prove.
Theorem 1.12. Let M be a (ϕ,∇) module over the Robba ring R E † K . Then M is quasiunipotent, that is there exists an integer m ≥ 0, a finite separable extension F/k((t))
1/p m and a finite, Galois, totally ramified extension F{{u}}/F{{y}} such that M
As mentioned above, the proof will closely mirror Kedlaya's proof of Theorem 1.1, which uses the 'usual' p-adic monodromy theorem for the completion of the fraction field of A, and then 'descending' horizontal sections to R B for some localisation B of A. Our proof will proceed entirely similarly, with A being replaced by E † K and the completion of its fraction field by E K , we do not have to worry about the localisation, since E † K is already a field. Thus we will deduce Theorem 1.12 from the corresponding statement for E K , which we now recall. Associated to the extensions
and therefore the extensions
as in Section 3 of [5] , where, for example, E F K is the finite extension of E K corresponding to some F/k((t)) (beware that the notations in [5] are very different, there these rings are
an,con and Γ
F((u))
an,con respectively). Then over E K Kedlaya's p-adic monodromy theorem is the following. 
Exactly as in [7] , the key stage in the proof of Theorem 1.12 will be to show the following.
In order to prove Proposition 1.14 we will need to adapt Kedlaya's method of producing horizontal sections to our situation. Happily, this can be achieved entirely straightforwardly. As in [7] , we first need to introduce some auxiliary rings. For any η < 1 and s > 0 we let R E η ,s denote the ring of formal series i f i y i such that there exists c > 0
there is an obvious notion of ∇-module over R, as well as unipotence for such modules.
Each R E η ,s has a norm given by
and there is a similarly defined norm on R E K ,s , all are complete with respect to these norms. The ring R E † K ,s is given the direct limit topology from the topologies on each R E η ,s . Note that by Proposition 5.2.6 of [7] , when A = E K then any free, unipotent ∇-module over R A or R A,s admits a strongly unipotent basis, and in fact exactly the same proof shows that the same is true when A = E † K
. Also, if e 1 ,... , e n is a strongly unipotent basis for m, then the kernel of ∇ on M is equal to the kernel of D on the A-span on the e i .
Lemma 1.16. Fix
Here · η the is natural norm on E η , and · the π-adic norm on E K .
suffices to find some η that works for all f − , indeed if so then we would have
But now the change of coordinate z = y −1 converts the question for f − into Proposition 2.4.2 of [7] in the case of the one-dimensional MWalgebra K〈z〉 † . Also write m = i g i,−1 e i and choose some η such that each N i j and g i,−1 are all defined over R E η ,s . Write f n (m) = i g in e i so that each g in ∈ R E η ,s , we need to prove that each sequence g in converges to some g i ∈ R E η ,s . Exactly as in the proof of Lemma 5.3.2 of loc. cit. we know that there exist constants D > 0,0 < λ < 1,ρ > 1 such that
where · s is the natural norm on R E K ,s and · η,s that on R E η ,s . Thus by Lemma 1.16 above we can find some η < η ′ < 1 and
n and hence each sequence g in converges in R E η ′ ,s .
Proof of Proposition 1.14. We first claim that if M is a free ∇-module over 
. Hence f (m) = 0 for some m ∈ M, and thus exists some non-zero n = f (m) ∈ M with ∇(n) = 0. By Corollary 5.2.5 of [7] , the R E K ,s -submodule of M ⊗ R E K ,s generated by m is a direct summand, since m belongs to the E K -span of a strongly unipotent basis for M⊗R E K ,s , and hence the R E † K ,s -submodule of M spanned by m is a direct summand. Thus by quotienting out by this submodule and using induction on the rank of M we get the claimed result. Now suppose that we have some free
is unipotent, and let e 1 ,... , e n be a basis for M. Then as in Proposition 5.4.1 of [7] , if we let N denote the 
).
Since
is unipotent, completing the proof.
With Proposition 1.14 out of the way, we can complete the proof of Theorem 1.12.
Proof of Theorem 1.12. Let m, F and F((u))/F((y)) be as in Theorem 1.13, so that we have extensions
is unipotent. We may assume that the extension F((u))/F((y)) arises from some extension F{{u}}/F{{y}}. There is therefore a commutative diagram
Hence by Proposition 1.14, N is unipotent.
Using the monodromy theorem, we can now prove finite dimensionality and base change for the cohomology of (ϕ,∇)-modules over R E † K
. 
as isomorphisms.
Proof. This is entirely similar to Proposition 7.2.1 of [7] , since 
and since a similar calculation holds when replacing E † K and E †,F K by their completions E K and E F K respectively, it suffices to prove the theorem after base changing to R E †,F K . In other words, after replacing k((t)) by F we may assume that there exists a finite, Galois, totally ramified extension k((t)){{u}}/k((t)){{y}} and corresponding extension R/R int E expected manner. One might expect to prove this by attaching a version of the Robba ring to every missing point of X as in §7.3 of [4] , and deducing finite dimensionality directly, but we will not do this. Instead, we will prove finite dimensionally for A 1 directly using the p-adic monodromy theorem, and then deduce it for more general smooth curves by locally pushing forward via a finite étale map to A 1 . Our first task is therefore to use the monodromy theorem to prove finite dimensionality and base change with coefficients on the affine line.
is finite dimensional for all i and the natural map
is an isomorphism.
First of all we will need to reinterpret this result à la Monsky-Washnitzer, in order to be able to use the results of the previous section. The frame we will choose is the obvious one (A
, and we will let ϕ denote any lift to this frame of the q-power 
denote the analytic projective line over S K , with co-ordinate x, say.
Lemma 2.2. The open sets
Proof. This is Proposition 2.6 of [8] .
Note that each V m is affinoid, corresponding to the adic spectrum of the ring
x〉, this has the alternative description as the ring of power series i f i x i such that there exists η < 1 and r > 1 with f i ∈ E η for all i and f i η r i → 0 as i → ∞. In other words, E 〈x〉 † , the Frobenius structure on E gives rise to a Frobenius structure on M, thus we get a functor 
denote the cohomology of the complex M ′ ∇ → M ′ there is then a base change morphism
Proof. Once we have used the global differential dx make the identification
→ M is then just the global sections of the complex
Hence for the first claim it suffices to prove that coherent j † A 1 
is quasi-compact, it follows from Lemma 1.15 of [8] that
where F m is a coherent O V m -module inducing F , for m ≫ 0. Since each V m is affinoid, the pushforward j m * is acyclic, so we have
Again, since V m is affinoid, we have
for i > 0, and the first claim is proven.
Since an entirely similar argument applies to show that
can be computed in terms of the global sections ofÊ
to prove the second claim it suffices to show that for any coherent
F , there is an isomorphism
is an open affinoid subset of the affinoid V m , we have that
for any coherent O V m -module F m , and the claim follows from taking the colimit as m → ∞.
Hence we can rephrase Theorem 2.1 as follows.
Theorem 2.6. Let M be a (ϕ,∇)-module over E † K
〈x〉 † ) then we say f ∈ A has order k if it does so in
Again, we will also use this terminology for subrings of
, and suppose that f has order k. Then there exists
, and suppose that f has order k. Then there exists η < 1,ρ > 1 such that f has (η,ρ)-order k.
Proof.
i) First note that since the ρ-order of f can only decrease as ρ decreases, it suffices to prove that there exits some ρ such that f has ρ-order k.
will do the trick, since
ii) Choose ρ 0 > 1 such that for all 1 < ρ ≤ ρ 0 , f has ρ-order k, after possibly decreasing ρ 0 we may choose η 0 such that f ∈ E η 0 〈ρ
Now, since f i ≤ f k for all i ≤ k, then for all ǫ > 0 there exists some η such that f i η ≤ f k η +ǫ for all i ≤ k (since there are only a finite number of such i). Hence by taking ǫ sufficiently small, we can find η 0 ≤ η 1 < 1 and 1 < ρ ≤ ρ 0 such that
Lemma 2.9.
[x].
To prove this, choose η, ρ such that g has (η,ρ)-order k and define the norm
x〉 is complete with respect to this norm, and after scaling by some constant in K we may assume that g η,ρ = 1. Then exactly as in the proof of the usual Weierstrass Division Lemma (see for example Theorem 8, §2.2 of [3] ), since g has (η,ρ)-order k, we can find a sequence of elements f i , q 
Thus by the uniqueness of such a division inside E K 〈x〉, we get q = q ′ and r = r ′ , or in other words q ∈ E and hence that k f y −1 and R E K ∩E K y −1 respectively. For the claim about surjectivity, topologise M ′ with the fringe topology, arising from the direct limit topology on E K 〈x〉 † as in Definition 2.3.7 of [7] . Then since
inside M ′ for this topology, it follows that the map
has dense image for the induced topology on M ′ . Since the fringe topology is Hausdorff, and the image of
is closed by Proposition 8.4.4 of loc. cit., it follows that H 1 (M ′ ) is also Hausdorff for the induced topology. Since H 1 (M ′ ) is finite dimensional over E K , any dense subspace must therefore be equal to the whole space, and hence the claim follows.
Hence we can apply Lemma 7.5.3 of [7] to conclude that the the maps
must be isomorphisms, and it then follows that each
We are now in a position to deduce finite dimensionality of H i rig (X /E † K ,E ) for smooth curves X from finiteness for A 1 just proven. The result we will therefore be spending the rest of this section proving is the following. 
are isomorphisms.
Note that since smooth curves are quasi-projective, there always exists an embedding into a smooth and proper frame over V t . Exactly as the general strategy for proving finiteness in [7] , we will prove this by descending to A 1 using (the one dimensional case of) the main result from [6] , namely the following. For this to be useful for us we will need to know that we can 'lift' a finite étale map between curves over k((t))-schemes to characteristic zero. Actually, since we will first need to compactify over k t , the lifting problem is somewhat subtle, and we will need to make extensions of the ground field k((t)) to ensure that we can pick 'sufficiently nice' models over k t . Our first result therefore will tell us that we may make such finite extensions with impunity. So let us suppose that we have a finite separable extension
It is easy to see that there is a natural isomorphism of complexes f
and this together with the fact that for any sheaf E on ]Y [ P the base change morphism
an entirely similar argument shows that
is an isomorphism Thus at any point during the proof of Theorem 2.11, we may always make a finite separable extension of the ground field k((t)). We can therefore lift finite étale maps to characteristic zero using the following proposition. Proposition 2.14. Let f :
be a finite morphism as in Theorem 2.12, and let
). Then after replacing k((t)) by a finite separable extension, there exists a p-adic formal scheme X, flat and proper over Spf(V t ), and commutative diagram
such that w is étale in a neighbourhood of U.
Proof. By the semistable reduction theorem for curves, after making a finite separable extension of k((t)) we may choose a model X → P exist finitely many points {P i } of the generic fibre X and {Q i } of the special fibre X 0 such that X is étale over P Proof. We follow closely the proof of Lemma 8.3 in [4] . The obstruction to the existence of a flat lifting is a class in Ext
,O X 0 ) has perfect amplitude in [0,1], and in particular
) has support in Z 0 for i = 0,1. Thus we have
,O X 0 ), and the obstruction must vanish. Since X 1 /R 1 is flat, the fact that f 1 is l.c.i and étale over U 1 follows from the same facts about f 0 .
This allows us to construct pushforwards of overconvergent F-isocrystals via a finite étale morphism to A 1 , at least after making a finite separable extension of k((t)), as
be a finite morphism as in Theorem 2.12, then after making a finite separable extension of k((t)) we may assume that there exists a morphism of smooth and proper frames
where X ∼ = X ⊗ V t k t , such that X is proper over P 1 k t and X is étale over P
, and w induces a morphism of ringed spaces
Since w is étale in a neighbourhood of U, if we let U m denote the standard neighbour-
, then for all m ≫ 0, the induced map w
), it follows that the w
Now let E be an overconvergent isocrystal on U/E † K , corresponding to a coherent j † U O X K -module with overconvergent connection which we will also denote by E . Since w K is finite on U m for m ≫ 0, for any coherent
, and hence, if E is coherent j † U O X K with an overconvergent integrable connection, the projection formula implies that
which gives an integrable connection on the coherent j † 
from which we deduce the independence of the chosen lift w.
To show that this connection is overconvergent we use Proposition 5.15 of [8] . Let x be the co-ordinate on P 
→ U m is finite étale, E extends to a module with integrable connection on w
for all e ∈ Γ(U m , w K * E ), in other words the connection on w K * (E ) is overconvergent. Finally, the fact that
easily implies statement about the cohomology of the pushforward. 
of X via ϕ together with its natural map to X is a lifting of the q-power Frobenius on U.
Explicitly, let X ′ be the base change of X by the q-power Frobenius on P 
is a lifting of the commutative diagram
where the horizontal morphisms are the q-power Frobenii. Hence by Lemma 5.22 of [8] , the Frobenius pullback functors
. Methods entirely similar to those used in §1 of [8] show that overconvergent isocrystals on U/E K (resp. A
can be described as modules with overconvergent connection on ]
) as adic spaces, and that Tsuzuki's étale pushforward functor can be described as taking the module with connection
to the module with connection corresponding to
exactly as before. Since the natural morphisms of tubes appearing as the horizontal arrows in the diagramX In full generality this seems somewhat distant (for example, even finite dimensionality appears rather difficult). In this section we start towards this goal: we define cohomology with compact support and prove Poincaré duality for smooth curves (as ϕ-modules). To define cohomology with compact support requires a bit more care than in the case of 'usual' rigid cohomology, since we are trying to capture sections having support compact over k((t)), not k t . In fact this subtlety is acknowledged in le Stum's book on rigid cohomology [10] , where he only defines the relative rigid cohomology with compact support of a frame (X ,Y ,P) → (S, S,S) under the assumption that S = S. Our goal is to define the 'relative rigid cohomology with compact supports' of a smooth and proper morphism of frames (X ,Y ,P) → Spec(k((t))) ,Spec k t ,Spf V t and so this problem cannot be side-stepped. Let us first treat the case of constant coefficients, so suppose that we have a smooth frame (X ,Y ,P) over 
the total derived functor of Γ ]X [ P can then be computed as
We define the cohomology with compact support of (X ,Y ,P) to be
To perhaps motivate this definition a bit better, or at least better demonstrate the analogy with compactly supported rigid cohomology, let us slightly recast our definition of
and for any sheaf
The total derived functor of Γ ]X [ P is therefore given by
and it is straightforward to verify that we have ((X ,Y ,P)/E † K ) only depends on X is to show a Poincaré lemma with compact supports. First, however, we need an excision sequence. 
and hence it suffices to show that there is a quasi-isomorphism
But unpacking this all, setting G = i Then
is a quasi-isomorphism.
Proof. The question is local on P, which we may thus assume to be affine, and by considering further localisations, it suffices to prove the statement after applying the derived global sections functor. As in the proof of the excision theorem (but much simpler) we have a quasi-isomorphism
First we note that it certainly suffices to prove the stronger statement that
is a quasi-isomorphism. We use the fact that this question is local on P K to base change to some [Y ] n , and hence assume that ]Y [ P = P K , which we may also assume to be affinoid. We then use an excision sequence to reduce to the case when X = Y ∩ D(g) for some g ∈ O P , thus we may assume that the neighbourhood V is affinoid, and thus has a formal model. Again using the fact that compactly supported cohomology only depends on some neighbourhood of ]X [ P , we may further base change to this formal model of V to then ensure that we do get a module with connection on the whole of ]Y [ P .
Thus it makes sense to write these groups as H i c,rig
