Abstract. We study in distributional sense by means of the kernel method an integral transform introduced by Krätzel. It is well known that the cited transform generalizes to the Laplace and Meijer transformation. Properties of analyticity, boundedness, and inversion theorems are established for the generalized transformation.
Introduction.
In this paper, we study the following integral transform, with ρ > 0, ρ ∈ N, ν ∈ C. The K ρ ν transform is reduced to the Meijer transform when ρ = 1 and to the Laplace transform when ρ = 1 and ν = ±1/2. Zemanian realized a wide study of the Laplace and Meijer transformations, in distribution spaces (cf. [12, 13] ). Later, Krätzel, introduced the K ρ ν transformation, which generalizes the Meijer transform, and in a series of papers, investigated it in the classical sense (see [5, 6] ). In [8] , Rao and Debnath investigated the K ρ ν transformation on certain spaces of distributions by means of the kernel method. Recently, the cited transformation is studied in [1] by the adjoint method on the McBride's spaces.
In [3] , the study of Krätzel is continued obtaining Abelian, Tauberian theorems, and some inversion formulas in the classical sense. Moreover, we can emphasize in [2] the work developed by the authors studying the K ρ ν transform on weighted L p spaces, improving a result of [4] . Motivated by the cited papers, we accomplish a study of the K ρ ν transform by means of the kernel method on the space of distributions of compact support.
By E(I) we denote the infinitely differentiable functions φ(t), t ∈ I = (0, ∞), such that for all compact K we have
for every k ∈ N. By E (I) we denote the dual space of E(I). Moreover, by D(I), D (I) denote the spaces of functions and distributions that can be found in [9, 11] .
Consider the following useful properties.
In [1] we see that d
By (1.4) and the asymptotic behaviour of Z ν ρ (x), we deduce that for certain positive constant α 1 and k ∈ N, we have 5) for all x ∈ K, K compact and ν ∈ C. Moreover, by [5] we have that if ρ ∈ N,
where
On the other hand,
The Mellin transform is defined by M f (s) = ∞ 0 x s−1 f (x)dx and the Mellin transform of the kernel is given by
if Re s + min(0, Re ν) > 0.
The generalized K ρ ν -transform on E (I).
Let ν ∈ C and ρ ∈ N. For every f ∈ E (I) we define the generalized K ρ ν transform by the relation 
Proof. It is established without difficulty that
for every φ ∈ E(I).
We define the generalized operator
with f ∈ E (I) and φ ∈ E(I). Moreover, by Proposition 2.1, A * ρ,ν is a continuous linear mapping from E (I) into itself. Note that the same occurs for the operator B ρ,ν .
Next are established some properties of the generalized K ρ ν transformation.
Proof. Consider h an arbitrary increment in x > 0. Assume, without loss of gen-
It is easy to see that
We must see that
as h → 0, in the sense of the convergence in E(I), since the result is obtained for k = 1, by (2.5) and the continuity of f (t). For every r ∈ N we can write 
By virtue of (1.5), given t ∈ K, K compact, y > x/2, it follows that there exists a positive constant C such that
for all t ∈ K and 0 < |h| < (x/2) ρ/(ρ+1) , being α a suitable constant.
for t > t 0 and 0
By proceeding inductively the result follows.
12)
being C and α suitable constants and r ∈ N.
Proof. We know by [13, Theorem 1.8-1, pages 18-19] that there exists r ∈ N such that
By the asymptotic behaviour we have for every K compact,
(2.14)
With the following proposition we obtain an operational formula for the generalized K ρ ν transform, that includes the operator A * ρ,ν , ρ ∈ N.
Proof. By (1.6) and according to Proposition 2.1 it follows that
(2.16) Now we establish an inversion theorem for the K ρ ν -transform using a similar procedure to employ by Malgonde and Saxena [7] .
Proof. Let N ∈ N. First, we prove that 
in the sense of the convergence in E(I). Then, since the function
for l > l 0 . Therefore we obtain (2.20). Using (1.5), for m, k ∈ N, we have that
Moreover, by Proposition 2.3 we have 
and R >0,
the sense of the convergence in E(I), with σ > 0.
Now we demonstrate the first inversion theorem.
Theorem 2.7. Let f ∈ E (I), φ ∈ D(I), ν ∈ C and σ < 1 + min(0, Re ν). Then
lim R→∞ 1 2πi σ +iR σ −iR 1 K(s) y −s ∞ 0 x −s F (x) dx ds, φ(y) = f (t), φ(t) ,(2.
27)
, for x > 0, and
It is easy to see that the function
is continuous for y > 0, R > 0. Therefore, ϕ R (y) defines a regular distribution in
for all φ ∈ D(I). By the Fubini's theorem we can interchange the order of integration and we can write
By Lemma 2.5, we get
(2.32)
Then Lemma 2.6(i) permits us to obtain
Finally, interchanging the order of integration and using Lemma 2.6(ii) we achieve By Theorem 2.7 the following uniqueness theorem is deduced.
the sense of an equality in D (I).

Proof. It is sufficient to see that for each φ ∈ D(I), f (t)− g(t), φ(t) = 0. This fact is established immediately since, f (t)− g(t), φ(t)
where σ and K(s) are as in Theorem 2.7.
In the following theorem we obtain another inversion formula, in which appears a generalization of an operator of Post-Widder type, being obtained as a particular case an inversion formula for the Laplace and Meijer transformation.
Theorem 2.9. Let f ∈ E (I) and Re
, for x > 0. By Proposition 2.1 and (1.6) we have
37)
We must see that On the other hand, making a change of variables we obtain
To complete the demonstration we see that
in the sense of the convergence in E(I). Now, according to (1.9) we have
(2.46)
Then, we can deduce that
for every r ∈ N. Therefore by (1.5) we have that for all t ∈ K, K ⊂ (0, ∞), K compact, there exists a constant C > 0 such that
We divided the last integral in this way
with η > 0 and 
