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Contenidos:
1. Poblaciones y muestras
2. Probabilidad y distribuciones: Probabilidad, reglas básicas para 
el cálculo de probabilidades, variable aleatoria, distribución de 
probabilidad, esperanza y varianza poblacionales y distribuciones 
paramétricas y no paramétricas
3. Pruebas de Hipótesis y nivel de significancia
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Objetivos del área curricular O disciplinaria: Analizar y
aplicar las diferentes perspectivas teórico-Metodológicas
de la investigación en ciencias sociales para abordar el
estudio del turismo.
Objetivos de la unidad de aprendizaje: Aplicar los
métodos y técnicas estadísticas para el análisis e
interpretación de datos.
Objetivo de la unidad de competencia: Aplicar los
métodos y técnicas de estimación y prueba de hipótesis
para la solución de casos en el ámbito turístico.
OBJETIVOS 
El presente material sirve de apoyo a la Segunda Unidad
de competencia “Métodos y técnicas estadísticas para el
análisis de la información en el turismo” de la Unidad de
aprendizaje Estadística que se imparte en el tercer período
de la Licenciatura en Turismo.
Se desarrolla el Tema de “Probabilidad y distribuciones de
probabilidad” para tener poder entender las pruebas de
hipótesis sobre los parámetros poblaciones, tanto para las
medias como para las proporciones.
JUSTIFICACIÓN 
Probabilidad. valor entre cero y uno, que describe la posibilidad
relativa de que ocurra un evento.
CONCEPTOS
Suceso. Cualquier conjunto de resultados o consecuencias de un
procedimiento.
Un suceso simple. Es un resultado o un suceso que ya no puede
desglosarse en componentes más simples.
Experimento: proceso que conduce a la ocurrencia de una de
varias observaciones posibles.
Espacio Muestral. Es el conjunto de todos los posibles
resultados simples de una experiencia aleatoria, Es decir, el
espacio muestral está formado por todos los resultados que ya
no pueden desglosarse más. denotado E, S, Ω o U.
CONCEPTOS
Experimento Resultados del experimento
Lanzar una moneda
Hacer una llamada de ventas
Arrojar un dado
Jugar un partido de futbol
Cara, cruz
Comprar, no comprar
1, 2, 3, 4, 5, 6
Ganar, perder, empatar
Evento: conjunto de uno o más resultados de un experimento.
CONCEPTOS




Se observa un 1
Se observa un 2
Se observa un 3
Se observa un 4
Se observa un 5




Se observa un número par
Se observa un número mayor que 4
Se observa un 3 o un número menor
Probabilidad clásica se basa en la consideración de que los
resultados de un experimento son igualmente posibles.
Utilizando el punto de vista clásico:
𝑃𝑟𝑜𝑏. 𝑑𝑒 𝑢𝑛 𝑒𝑣𝑒𝑛𝑡𝑜 =
𝑁ú𝑚.𝑑𝑒 𝑟𝑒𝑠𝑢𝑙𝑡𝑎𝑑𝑜𝑠 𝑓𝑎𝑣𝑜𝑟𝑎𝑏𝑙𝑒𝑠
𝑁ú𝑚. 𝑡𝑜𝑡𝑎𝑙 𝑑𝑒 𝑟𝑒𝑠𝑢𝑙𝑡𝑎𝑑𝑜𝑠 𝑝𝑜𝑠𝑖𝑏𝑙𝑒𝑠
CONCEPTOS
Ejemplo 1: Considere el experimento de género de dos hijos
que nacen.
El espacio muestral S = {HH, HM, MH, MM}
Considere el evento de probabilidad de un hombre (H)= 2/4 =
1/2.
Probabilidad empírica: La probabilidad de que un evento ocurra a
largo plazo se determina observando en qué fracción de tiempo
sucedieron eventos semejantes en el pasado:
Prob. de un evento =




Probabilidad subjetiva: la posibilidad (probabilidad) de que
suceda un evento específico que asigna una persona con base en
cualquier información disponible.
Ejemplo:
Estimar la probabilidad de que ocurra un terremoto en la ciudad
de México este año.
CONCEPTOS
Reglas de adición: si dos eventos A y B son mutuamente
excluyentes, la regla de adición indica que la probabilidad de
que ocurra A o B es igual a la suma de sus probabilidades:
P(A o B) = P(A) + P(B)







 Si A es las llegadas sean antes de tiempo, entonces:
P(A) = 100 /1000 = 0.1.
 Si B es las llegadas sean demorado, entonces:
P(B) = 75 /1000 = 0.075.
 P(A o B) = P(A) + P(B) = .1 + .075 = 0.175.
Regla del complemento: La regla del complemento se utiliza
para determinar la probabilidad de que ocurra un evento
restando del número 1 la probabilidad de que un evento no
ocurra. Si P(A) es la probabilidad del evento A y P(Ac) es el
complemento de A, P(A) + P(Ac) = 1 o P(A) = 1 - P(Ac).
CONCEPTOS
Regla general de adición
Si A y B son dos eventos que no son mutuamente excluyentes,
entonces P(A o B) se calcula con la siguiente fórmula: P(A o
B) = P(A) + P(B) - P(A y B)
Regla general de adición
Ejemplo 5. En una muestra de 500 estudiantes, 325 dijeron
tener una Laptop, 175 dijeron tener un Teléfono Inteligente (TI)







Si un estudiante es seleccionado aleatoriamente, ¿cuál es la
probabilidad de que tenga sólo una Laptop, sólo un Teléfono
Inteligente y uno de cada uno?
•P(S) = 325 /500 = .65.
•P(T) = 175 /500 = .35.
•P(S y T) = 100 /500 = .20.
¿Cuál es la probabilidad de que tenga una Laptop o un 
Teléfono Inteligente?
• P(S o T) = P(S) + P(T) - P(S y T) 
=  .65  +  .35  - .20       =   .80
CONCEPTOS
Probabilidad conjunta: es una probabilidad que mide la posibilidad
de que dos o más eventos ocurran juntos. El hecho de que tenga una
Laptop o un Teléfono inteligente.
P(A y B) = P(A) * P(B)   ó P(B)* P(A)
Ejemplo. En una salón hay 30 alumnos, de los cuales son 5 regulares, 
15 irregulares y 10 en riesgo. De estos mismos 22 son hombres y el 
resto mujeres. ¿Cuál sería la probabilidad de que al escoger un 
alumno al azar fuera hombre e irregular?











• Si cuenta el número de visitantes un domingo en el zócalo de
la Ciudad de México, el número puede ser 0, 1, 2, 3,… El
número de visitantes es una variable aleatoria.
• Si lanza dos dados y cuenta el número puntos, puede caer
dos, tres, …, 12. Como el número de puntos que resulta de este
experimento se debe al azar, el número de puntos que caen es
una variable aleatoria.
• Lanzar un dado, posibles resultados
Dado el espacio muestral llegada de 3 visitantes, calcular la variable












































Distribución de probabilidad. La representación en el plano
cartesiano a manera de función se logra haciendo que la
variable aleatoria x y sus valores que asume en el eje
horizontal, y la probabilidad de ocurrencia asociada para cada
uno en el eje vertical.
DISTRIBUCIÓN DE PROBABILIDAD
Distribuciones probabilidad discretas. Se llama función de
probabilidad de una variable aleatoria discreta X a la aplicación que
asocia a cada valor de xi de la variable su probabilidad pi.
0 ≤ pi ≤ 1








∑xip(xi)= 12/8 = 1.5
Varianza:
∑x2p(xi) - µ2 = 24/8 - 1.52 = 0.75
Ejercicio: Una de desarrollo turístico desea invertir 150
millones de pesos. El valor esperado de la recuperación de la
inversión según un estudio de mercado es el siguiente:
DISTRIBUCIÓN DE PROBABILIDAD
Recuperación de la inversión
(millones de pesos)
0.0 10.0 15.0 25.0 50.0
Probabilidad .20 .25 .30 .15 .10
Si la política de la empresa es invertir cuando la tasa de
recuperación es de al menos 10% ¿Le conviene realizar esta
inversión?
DISTRIBUCIÓN DE PROBABILIDAD































∑x2p(xi) - µ2 = 436.25 – 15.752    
= 188.1875
Ejercicio: El gerente de ventas de una empresa dispone de los
siguientes datos del último período de ventas:
10, 8, 10, 6, 9, 12, 2, 10, 10, 0, 7, 10, 12, 9, 7, 8, 4, 3, 7, 14, 8,
8, 8, 4.
El gerente general le pide que para conservar su empleo debe
realizar al menos 7 ventas diarias. ¿Se está cumpliendo tal
propósito? Calcule la media y la varianza. Grafique la
distribución de probabilidades.
DISTRIBUCIÓN DE PROBABILIDAD
Distribuciones probabilidad discretas. Se llama función de
probabilidad de una variable aleatoria discreta X a la aplicación
que asocia a cada valor de xi de la variable a su probabilidad pi.
DISTRIBUCIONES DE PROBABILIDAD DISCRETAS
Entre las funciones de probabilidad discretas están:
1. Distribución Binomial.
2. Distribución de Poisson
3. Distribución hipergeométrica
Distribución binomial: Si se repite n veces una experimentos
idénticos e independientes, cada uno puede generar uno de dos
resultados. La distribución de probabilidad de la variable X se
llama distribución binominal B(n, p) donde p = P(A) es la
probabilidad de éxito en cada una de las experiencias y n es el
número de veces que se repite la experiencia.
•En pruebas de verdadero o falso sólo hay dos alternativas.
• Un examen se puede aprobar o reprobar.
DISTRIBUCIÓN BINOMIAL
•En cada ensayo sólo hay dos resultados posibles: un éxito o un
fracaso.
•Consta de un número determinado de ensayos idénticos
(fijado de antemano)
•La probabilidad de éxito para todas las ejecuciones es la
misma (p) y la probabilidad de fracaso es q = (1-p)
•Todas los ensayos son independientes







𝑀𝑒𝑑𝑖𝑎 = 𝐸 𝑋 = 𝜇𝑥 = 𝑛𝑝
𝑉𝑎𝑟𝑖𝑎𝑛𝑧𝑎 = 𝑉 𝑋 = 𝜎𝑥
2 = 𝑛𝑝(1 − 𝑝)
DISTRIBUCIÓN BINOMIAL: Características
Ejemplo 1. ¿Cuál es la probabilidad de obtener 4 veces el
número 3 al lanzar un dado ocho veces?
•El número de aciertos x es 4.
•El número de experimentos n son 8
•La probabilidad de éxito p es 1 / 6 (= 0.1667)










P (x = 4) = 0.026; es decir, que la probabilidad de obtener
cuatro veces el números 3 al tirar un dado 8 veces es de 2.6%.
Ejemplo 2. ¿Cuál es la probabilidad de obtener 6 aciertos de un
examen de falso y verdadero que consta de diez Preguntas?
DISTRIBUCIÓN BINOMIAL
Si una décima parte de personas prefieren bebidas
gaseosas, ¿cuál es la probabilidad de que entre 100
personas escogidas al azar exactamente 8 de ellas tengan
esta preferencia?
DISTRIBUCIONES DE  PROBABILIDAD  BINOMIAL
DISTRIBUCIÓN BINOMIAL: EJERCICIOS
1. Calcular la probabilidad de que 4 visitantes sean hombres
de un grupo de 8.
2. Calcular la probabilidad de que al menos 3 sean hombres
de 5 visitantes.
3. El 20 % de los visitantes de un centro recreativo compran
alimentos en el lugar. Calcular la probabilidad de que 5
clientes elegidos al azar se tengan:
a) Uno compre alimentos
b) Ninguno compre alimentos
c) Dos como máximo compre alimentos.
4. Considerando que el número de visitantes sean 15
a) Al menos 8 compren.
b) Exactamente 8 compren.
c) Que los que compren esté entre 4 y 7.
DISTRIBUCIÓN BINOMIAL
Distribuciones probabilidad continua. Describe las
probabilidades de los posibles valores de una variable
aleatoria continua. Si la variable aleatoria es continua, hay
infinitos valores posibles de la variable entre dos valores.
DISTRIBUCIONES PROBABILIDAD  CONTINUAS
La curva normal tiene forma de campana y simétrica con un
solo pico justo en el centro. La mitad del área bajo la curva está
a la derecha y la otra mitad está a la izquierda del pico.
La media, mediana y moda de la distribución aritmética son
iguales y se localizan en el pico.




Distribución normal estándar. Una distribución normal que
tiene media igual a 0 y desviación estándar igual a 1 se
denomina distribución normal estándar
DISTRIBUCIÓN NORMAL ESTANDAR
Distribución normal estándar. Una distribución normal que
tiene media igual a 0 y desviación estándar igual a 1 se





Cerca de 68.3% del área bajo la curva normal está a menos de
una desviación estándar respecto a la media (µ ± 1σ).
Alrededor de 95.5% está a menos de dos desviaciones estándar
de la media (µ ± 2σ).
99.7% está a menos de tres desviaciones estándar de la media
(µ ± 3σ).
DISTRIBUCIÓN NORMAL ESTANDAR
Ejemplo. El consumo de agua diario por persona en Zumpango
tiene una distribución normal con media de 200 litros y
desviación estándar de 50 galones.
¿Cerca de 68% del consumo de agua diario por persona en
Zumpango está entre cuáles dos valores?
Esto es, cerca de 68% del consumo diario de agua está entre
150 y 250 litros. 𝜇±1𝜎=200±1(50)
DISTRIBUCIÓN NORMAL ESTANDAR
El consumo de agua diario por persona en Zumpango tiene una
distribución normal con media de 200 litros y desviación
estándar de 50 litros.
¿Cuál es la probabilidad de que una persona de seleccionada al
azar use menos de 200 litros por día?





1. Anderson, D. R., Sweeney, D. J. y Williams, T. A. Estadística para 
Administración y Economía. Décima edición. Cengage Editores.
México. 2008.
2. Fernández. A. C. Manual de estadística descriptiva aplicada al sector 
turístico. Ed. Síntesis. España. 2001.
3. Ferran M. SPSS para Windows. Análisis Estadístico. Ed Mc Graw Hill. 
México 2001
4. Infante, S. G. y Zárate de L. G. Métodos Estadísticos. Ed. Trillas. México. 
2000.
5. Levine, D. M., Krehbiel, T. C. y Berenson, M. L. Estadística para 
administración. Cuarta edición. Pearson. México. 2006
6. Lind Douglas A.,Marchal William G.,Wathen Samuel A. . Estadística 
aplicada a los negocios   la economía. Décimo Tercera edición .Mc
Graw Hill 2008.
7. Riquelme P. Tablas y Gráficos en investigaciones. 2004.
FIN DE LA PRESENTACION
