We study an initial boundary-value problem for a wave equation with time-dependent soundspeed. In the control problem, we wish to determine a soundspeed function which damps the vibration of the system. We consider the case where the soundspeed can take on only two values, and propose a simple control law. We show that if the number of modes in the vibration is finite, and none of the eigenfrequencies are repeated, the proposed control law does lead energy decay. We illustrate the rich behavior of this problem in numerical examples.
Introduction
The problem considered in this work is motivated by recent developments in the area of smart materials. The properties of these materials can be changed by the application of external fields, such as electrical, magnetic, or temperature. When external fields are applied, the material goes through what is known as a phase transformation. There are magnetostrictive materials whose stiffness can be altered by what is refered to as the ¢ ¤ £ effect [7] . A structure made with such a material, together with a sensing system that is capable of measuring deformation in the material, is considered. The control problem consists of eliminating a transient disturbance in the structure by varying the material property in response to the deformation.
In this work, we consider a simple model problem with the attributes of the more complicated structural control problem described above. The model dynamics is governed by a scalar wave equation. The control variable is the soundspeed in the medium, which is assumed to take on only two values. We propose a simple control mechanism based on knowledge of the time rate of change of the potential energy in the system.
Even for this simple model problem, we found that the behavior of the problem under the proposed control law is quite rich. We begin the paper by presenting our model in the next section. Section 3 is devoted to the analysis of controling the vibration of a single mode. While the results are of limited utility, we found that the behavior of this simplified dynamics to be instructive. In Section 5 we investigate the dynamics of the full problem for existence. We show that under somewhat stringent conditions similar to [6] , we are able to prove global existence. The control problem is analyzed in Section 4 for the case where there is a finite number of modes present in the initial disturbance. We establish energy decay properties under the control law. The behavior of the system, in particular, the mode mixing properties, are examined in numerical calculations.
Finally we note that the problem considered here is different from the control of structures by a system of smart material sensors and actuators. The smart material can be piezo-electric, in which case, the governing equations consists of a coupled set of dynamic elasticity equations and electromagnetic equations. The control problem then consists of analysis of the dynamics of bi-material body made up of elastic and piezo-electric materials. The study of such problems have been explored in numerical simulations in [3] . Other problems of this type are discussed in [2, 4] . Our problem is more similar in nature to the dynamic composite material studied by Lurié [5] , although our material is much simpler, and perhaps easier to realize.
Model
We begin with the wave equation in
where
is the disturbance at position 
"
is assumed be a function of time. For simplicity, let §
satisfy Dirichlet boundary condition § 1 % $ "
Associated with the wave equation (1a) is the energy
The integral on the left-hand side is just the kinetic energy, whereas the integral on the right-hand side is a scaled potential energy. Therefore, we choose our control to be such that kinetic energy is decreasing when possible, and made as small as possible when not. The control is we can pose the problem at hand as a control problem for an infinite system of ordinary differential equations by using modal expansion. Let us write The equivalent control law for the Fourier coefficients is " 6
which can be derived directly from the infinite system of ordinary differential equations (5).
Control of one mode
We can obtain an explicit solution for the control problem when the initial data consists only of one mode. Let the initial data in (1c) be (for simplicity)
Then the ODE associated with the mode amplitude is
. We easily find The upshot is that by using the control law, we have reduced the initial energy by a factor of . We give an illustration of the energy decay of the single mode case in Figure 1 . We next demonstrate that for the one-mode case, the control law (8) is indeed optimal for an infinite horizon control problem. Let us first rewrite the ODE as a system
. The the optimal control problem is the minimization 
or by the homogeneity and evenness of 
In the first integral we make the change of variable
, which is half the area inside
and gives the same value as the first one. Thus . Therefore, to make the area
as small as possible, we choose the velocity so that the second component is as small in magnitude as possible, i.e., by choosing ¢ I
. With this choice, we can easily calculate¨and
The choice I
, with the resulting¨, minimizes the functional in (11). We also find
We proceed by computing
with the same method,
For this case, the starting point in the trajectory is 
, and the same study shows that the optimal path minimizes the area
We can solve for
from (12) and (13)
The energy is finite, and our construction shows how to assign "
to obtain the optimal control. Notice that the exit time for initial data coincides with the time
I
, and the exit time for initial data coincides with the time
at the beginning of this section. From this, we can see that the assignment of 8
is identical to that in the beginning of the section. Thus we can conclude that for the one-mode case, the control law we introduced in (8) is optimal. Moreover, although we have only considered the initial value
, the dynamic programming principle shows that in fact our control law is optimal independently of the initial value 1 , for minimizing the criterion (10).
Control of multimodal vibration
While it is satisfying to know that the control law (7) is also the optimal control for an infinite horizon problem in the case of one mode, it is not at all clear that the control even leads to damping when there are more modes. In the case of multiple modes, mode mixing makes any kind of explicit analysis impractical. We resort to an energy bound, and show that the bound goes to zero as , provided thaẗ ¥ are all distinct. In doing so rigorously, we assumed that the initial disturbance consists of only a finite number of modes. The proof is given in Section 6, and we discuss the obstruction preventing the proof of the same result in the case of infinite modes in the final discussion section. The present section is devoted to formal justification of the control and numerical experimentation with the control.
Formal justification
We begin by defining the kinetic energy and a measure of the potential energy 
We choose to be the mean I ©$
and define a kind of energy 
The results in (17) and (18) are the ingredients needed to establish that the system is damped. The latter imply that the energy in the system is bounded above, and below, by a nonincreasing 'weighted' energy £ ¡ . It remains to be shown that the only limit of £ ¡ is zero. We are indeed able to demonstrate this fact when there are a finite number of modes present in the vibration, and the frequencies¨¥ are distinct. We defer demonstration of this fact to Section 6, after we have established well-posedness of the initial value problem in Section 5. In establishing the result, we replace the function ¤ in (15) with a Lipschitz funtion. In the next subsection, we will study the behavior of the damping in numerical experiments.
Numerical examples
In order to obtain detail behavior of the wave equation with the control law that we proposed, we consider the discrete dynamical system given by (5) with timedependent coefficients given by (7) . We assume that we have a finite number of modes with frequencies¨¥
Note that we do not have repeated eigenvalues since as we will show later, the control law we prescribed does not work when there are repeated eigenvalues. piecewise constant, we can use the propagator method (9) to evolve the dynamics, using the control law (7) is nearly constant over a time interval. This oscillation will be more rapid as we take smaller time samples -an averaging phenomenon. The system is attempting to take choose a value for "
which is in the interval
by rapid oscillation. In this sense, the 
3
. Figure 4 (top) shows the decay in the energy £ . In the solid black parts of the curve, the energy is rapidly oscillating. Shown also are the upper and lower bounds for the problem as predicted by (18). We also display the control 8
in Figure 4 (bottom). Again we have rapid oscillation in 8 which reflects the system's attempt to achieve between I and © by rapid oscillation. is shown in Figure 5 (middle). Note also the self-similar nature of the coefficient and the energy plots. Plots of the coefficients ¤ I "
Example 2 We choose
and ¤ ¤ are given in Figure 5 (bottom). It can be seen that the higher frequency disturbance is damped more quickly than the low frequency component.
Example 3
In this example, we investigate the behavior of the system to smoothing . What we observe is that both the coefficient " and the energy £ becomes smoother (especially at later times when the high frequency information has been damped) as we make ¡ smaller. We display this behavior in Figures 6 and 7 . We believe that there is a homogenization phenomenon inherent in the process, and that a limit behavior may be possible to characterize. ¤ is a smooth, and smoother, function of .
Existence of solution
We will study the existence of solutions for our problem in the case where the equation is of the form ¤ is a smooth, and smoother, function of .
Finite number of modes
We consider first the case where all but a finite number of modes are zero. For simplicity we can consider just the first modes ( © ¦ ) of the system. In this case, the existence of a solution is obvious, and given by the Cauchy-Lipschitz theorem. We let 
(
it is enough to show that the solution §C 1 and §I 1
, requiring them to be analytic.
The proof is based on a Galerkin approximation method, as in [6] (see also [1] ). We consider a set of initial data We also let
Our first result is the following: We proceed by differentiating 
