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I NTRODUCT ION AND OVERV IEW 1
Analytical treatment of many-body systems can become very challenging even
with a modest number of particles. Often approximations are involved that obfus-
cate a clear view onto the features that one wanted to understand by an analytical
treatment of the details of particle interactions in the first place. Computers
can aid exact calculations, because they are able to conduct simple calculations
very fast. Finite memory or finite computation-time limit such calculations in
principle, and more sophisticated computer simulations are often restricted to
small systems. Therefore, a strong theoretical support is needed for extrapolation
of results towards the large systems that are physically relevant.
This thesis treats two important aspects when transferring observations from
finite systems to the thermodynamic limit: the influence of different boundary
conditions in model systems, and entropic contributions from a macroscopic
degeneracy of low-temperature phases that enter the extrapolations. The first
aspect will be explored by reviewing analytical treatment of a 2𝑑 plaquette Ising
model with periodic or free boundary conditions. Although the model shows no
phase transition in 2𝑑, it is worthwhile studying it from a pedagogical point of
view, due to the simplicity of the solution of the different boundary conditions. A
solvable, anisotropic limit of the 3𝑑 plaquette model is discussed as well, in the
same way of transforming the excitations in the model. This leads to quite natural
definitions of order parameters for the isotropic 3𝑑 plaquette model. The second,
more important part will be tackled with help of the isotropic 3𝑑 plaquette Ising
model, which exhibits a strong discontinuous phase transition, and we will show
and discuss how a macroscopic degeneracy, sketched in Fig. 1.1b and 1.1c, alters
the finite-size scaling corrections quite drastically. Specifically, we will show
how the leading scaling correction to transition temperatures of an 𝐿 × 𝐿 × 𝐿
cubic lattice is modified from the usual inverse volume behaviour ∝ 1∕𝐿3 to a
correction that is proportional to an inverse surface, ∝ 1∕𝐿2.
The plaquette model originates from a special case of the so-called goni-
hedric Ising model. This family of Hamiltonians was originally formulated
by Ambartzumian and Savvidy [1–3] as a possible lattice discretisation of an
alternative “linear” action of the string worldsheet in bosonic string theory.
These early discretisations using triangulations were then translated to plaquette
surfaces generated as the spin cluster boundaries of classical generalised Ising
spin Hamiltonians by Savvidy and Wegner [4–7]. For recent reviews, see [8, 9].
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FIGURE 1.1.: Features of the gonihedric Ising model in three dimensions. (a) Classical
spins with two possible states ( , ) are arranged on the vertices of a cubic
lattice, parametrising two-dimensional surfaces in the dual lattice. If contiguous
spins are in different states, a plaquette is active in the dual lattice, here coloured
in grey. The properties of this surface spanning the spin cluster boundaries
are fine-tuned with the strength of the interactions between spins. Exemplary
interactions between nearest-neighbour spins are shown with green dashes, next-
nearest neighbour interactions with a green curls, and plaquette interactions with
black zigzag. (b) The model with pure plaquette interactions allows flipping
faces of cubes at 𝑇 = 0 without energy change. (c) A typical ground state of
the 3d plaquette Hamiltonian showing the edges of the planes of spins that are
flipped with respect to a purely ferromagnetic ground state dotted. Since any
plane of spins in any of the three possible orientations may be flipped in such a
configuration, the ground-state degeneracy on an 𝐿3 lattice is 𝑞 = 23𝐿.
In the resulting gonihedric Ising model and in the special case in three di-
mensions, spins 𝜎 that live on a three-dimensional cubic lattice, interact via
nearest ⟨𝑖, 𝑗⟩, next-to-nearest ⟨⟨𝑖, 𝑗⟩⟩ and plaquette interactions [𝑖, 𝑗, 𝑘, 𝑙] that
are depicted in Fig. 1.1a. The weights of the different interactions are fine-tuned
so that the area of spin cluster boundaries does not contribute to the partition
function, but rather their edges and self-interactions. This leads to the family of
Hamiltonians
𝜅 = −2𝜅∑⟨𝑖,𝑗⟩ 𝜎𝑖𝜎𝑗 + 𝜅2
∑
⟨⟨𝑖,𝑗⟩⟩ 𝜎𝑖𝜎𝑗 −
1 − 𝜅
2
∑
[𝑖,𝑗,𝑘,𝑙]
𝜎𝑖𝜎𝑗𝜎𝑘𝜎𝑙 , (1.1)
where 𝜅 parametrises the self-avoidance of the spin cluster boundaries. The
purely plaquette Hamiltonian with 𝜅 = 0,
𝜅=0 = −12
∑
[𝑖,𝑗,𝑘,𝑙]
𝜎𝑖𝜎𝑗𝜎𝑘𝜎𝑙 , (1.2)
allows spin cluster boundaries to intersect without energetic penalty. Besides
the strong discontinuous transition [10], it has attracted some attention recently
as it displays evidence of glass-like behaviour [11–16] at low temperatures in
spite of the absence of quenched disorder. The strong discontinuous nature of
the transition of the purely plaquette Hamiltonian has meant that it has proved
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difficult to obtain consistent values for the inverse transition temperature. We
will clarify in this thesis the origin of several of these inconsistencies in literature.
Admittedly, both the plaquette model’s history and its level of abstraction is
unusual, but the effect of an altered finite-size scaling that is discussed in this
thesis may be seen in other, more realistic models, too. A model for chemical
ordering in binary allows such as CuAu lead to investigations of the three-
dimensional Ising antiferromagnet on a face-centred cubic lattice. For low
temperatures only a small number of true phases are apparent, but the ground
states of the model are exponentially degenerate. Therefore, the nonstandard
finite-size scaling is expected to be seen in this model. At the very least, there
should be a measurable cross-over effect from the ansatz discussed later in this
thesis to the traditional one.
We will stick to the discussion of plaquette models here for several reasons.
First, we are able to conduct exact calculation in two dimensions, so we can
look at the influence by the different boundary conditions in detail. A dual
model of the 3𝑑 plaquette model will serve as a separate consistency check
of our arguments concerning the nonstandard finite-size scaling. We start by
discussing the extrapolation procedure for inferring properties of a large lattice
from smaller ones.
1.1. FINITE-SIZE SCALING
The general scaling theory of discontinuous phase transitions, that was initiated
in Refs. [17–19], and developed further in [20–24], is nowadays well-understood.
Here, we will employ a much simpler two-state approximation, an idealisation
that allows calculation of observables that relate to energy moments [25–27]. It
incorporates common features appearing at discontinuous phase transitions and
predicts corrections to finite-size observables that can be shown to be accurate
for a class of contour models [28–30], with a special case [31] being the Potts
model [32, 33].
We consider a finite system with periodic boundaries right at the phase-
coexistence point, i.e., temperature, pressure and other degrees of freedom are
suitably chosen, so that both coexistent states can be observed. The finiteness
of the system alleviates the discontinuity that one would observe in the infinite-
lattice.
We assume the system spends a time 𝑡o in one of the 𝑞 ordered phases and
a time 𝑡d in the disordered phase and transitions between the two states are
instantaneous. With those phases we associate the volume-normalised energies
𝑒o or 𝑒d, respectively. The probability to find the system in one of its ordered
phases is then 𝑤o = 𝑡o∕(𝑡o + 𝑡d) and it spends a fraction of 𝑤d = 1 − 𝑤o =
𝑡d∕(𝑡o + 𝑡d) in the disordered phase. With those probabilities we express the
expectation value 𝔼[⋅] of the 𝑛th energy moment as 𝔼[𝑒𝑛] = 𝑤o𝑒𝑛o +𝑤d𝑒𝑛d. With
3
𝑒d
𝑒o
0 100 200 300 400 500 600 700 800
𝑡
𝑒
FIGURE 1.2.: Sketch of the time evolution (dashed line) of a finite system at the phase-
coexistence point between an ordered and disordered phase with energies 𝑒o and
𝑒d at a discontinuous phase transition. In this sketch, the system is roughly a
fraction of 𝑤d = 0.42 of the total time in the disordered phase with energy 𝑒d,
and 𝑤o = 0.58 in the ordered phase with energy 𝑒o.
the definition Δ𝑒 = 𝑒d − 𝑒o, the volume-normalised heat capacity of a system in
a 𝑑-dimensional cube with volume 𝐿𝑑 in terms of the inverse temperature 𝛽 is
𝑐(𝛽, 𝐿) = 𝐶(𝛽, 𝐿)∕𝐿𝑑 = 𝛽2
(
𝔼
[
𝑒2
]
− 𝔼[𝑒]2
) (1.3)
= 𝛽2𝑤o𝑤d(Δ𝑒)
2 = 𝛽2𝑤o(1 −𝑤o)(Δ𝑒)
2 .
The maximum with respect to 𝑤o appears when 𝑤o = 𝑤d = 0.5, where the 𝑞
ordered and the disordered phase have equal weight,
max
𝑤o∈[0,1]
(𝑐(𝛽, 𝐿)) =
(
𝛽Δ𝑒
2
)2
. (1.4)
A Taylor-expansion of Eq. (1.4) with a small deviation Δ𝛽 = 𝛽 − 𝛽 around the
infinite-lattice inverse temperature 𝛽 yields
max
𝑤o∈[0,1]
(𝑐(𝛽, 𝐿)) =
(
𝛽Δ𝑒
2
)2
+ 1
2
(
𝛽(Δ𝑒)2 − Δ𝑐Δ𝑒
)
Δ𝛽 + ((Δ𝛽)2) , (1.5)
with the energies 𝑒d = 𝑒d(𝛽), 𝑒o = 𝑒o(𝛽), Δ𝑒 = 𝑒d − 𝑒o and the gap between the
heat capacities of the different phases denoted as Δ𝑐 = 𝑐d − 𝑐o. Assuming now
that these quantities, especially Δ𝛽 are small, we see that the maximum of the
heat capacity reads in this rough first approximation
max
𝑤o∈[0,1]
(𝑐(𝛽, 𝐿)) =
(
𝛽Δ𝑒
2
)2
≈
(
𝛽Δ𝑒
2
)2
, (1.6)
and is essentially proportional to the squared transition entropy Δ?̂? = 𝛽Δ𝑒.
Exercising similarly Binder’s (energy) cumulant we find
𝐵(𝛽, 𝐿) = 1 −
𝔼
[
𝑒4
]
3𝔼
[
𝑒2
]2 = 1 − 𝑤o𝑒4o + (1 −𝑤o)𝑒4d3(𝑤o𝑒2o + (1 −𝑤o)𝑒2d)2 (1.7)
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with its minimum with respect to the weights at 𝑤o = 𝑒2d∕(𝑒2o + 𝑒2d), where ittakes the value
min
𝑤o∈[0,1]
(𝐵(𝛽, 𝐿)) = 1 − 1
12
(
𝑒o
𝑒d
+
𝑒d
𝑒o
)2
≈ 1 − 1
12
(
𝑒o
𝑒d
+
𝑒d
𝑒o
)2
. (1.8)
Eqs. (1.6) and (1.8) will prove useful for checking our data for consistency, since
we are able to calculate those quantities directly from the simulation data or
from the energies 𝑒o, 𝑒d they are composed of.
The ratio of time spent in the respective phases is a useful quantity to gain
insight into finite-size corrections of those temperatures where the extremal
locations appear. When neglecting exponentially small corrections with respect
to the linear lattice size 𝐿 [25, 28–31, 34], this reads
𝑤o
𝑤d
≃ 𝑞 e
−𝛽𝐿𝑑𝑓o
e−𝛽𝐿𝑑𝑓d
, (1.9)
where the free-energy densities 𝑓o and 𝑓d govern the probability of the phases,
and the time spent in any of the 𝑞 ordered phases is proportional to 𝑞 e−𝛽𝐿𝑑𝑓o .
Expanding the logarithm of this ratio, ln(𝑤o∕𝑤d) = ln 𝑞+𝐿𝑑𝛽(𝑓d −𝑓o), around
the infinite-volume phase-transition temperature 𝛽 leads to
ln(𝑤o∕𝑤d) = ln 𝑞 + 𝐿𝑑Δ𝑒(𝛽 − 𝛽) + ((Δ𝛽)2) , (1.10)
which, after truncation, can be solved for the inverse temperatures 𝛽 for specific
ratios 𝑤o∕𝑤d. The logarithm vanishes for the inverse temperature 𝛽w, where
both peaks of the energy probability density have equal weight, 𝑤o = 𝑤d = 0.5.
To leading order, this also gives the location 𝛽𝐶 of the specific heat maximum
for finite lattices,
𝛽𝐶(𝐿) = 𝛽w(𝐿) = 𝛽 −
ln 𝑞
Δ𝑒𝐿𝑑
+… . (1.11)
The minimum of Binder’s parameter at 𝑤o∕𝑤d = 𝑒2d∕𝑒2o is then located at theinverse temperature
𝛽𝐵(𝐿) = 𝛽 −
ln(𝑞𝑒2𝑜∕𝑒
2
𝑑)
𝐿𝑑Δ𝑒
+… . (1.12)
To calculate the leading correction to the inverse temperature of equal peak
height, 𝛽h, we need to introduce an idea of the energy probability density, see
also Fig. 1.3. In the pure disordered phase, we average over many independent
degrees of freedom and hence, we expect to observe a Gaussian distribution
𝐺(𝜇, 𝜎, 𝑒) =
(
2𝜋𝜎2
)− 12 e− (𝑒−𝜇)22𝜎2 (1.13)
with phase-dependent mean 𝜇d = 𝑒d and variance 𝜎2d = 𝑐d∕𝛽2, parametrised bythe volume-normalised heat capacity 𝑐d of the disordered phase. In the ordered
5
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FIGURE 1.3.: Sketch of the time evolution (dashed line) of a finite system at the phase-
coexistence point between an ordered and disordered phase with average energies
𝑒o and 𝑒d which are distributed according to normal distributions. In this sketch,
the system is roughly a fraction of 𝑤d = 0.42 of the total time in the disordered
phase with energy 𝑒d, and 𝑤o = 0.58 in the ordered phase with energy 𝑒o, as
before.
phase the picture is less clear due to the spatial correlation between particles or
spins (“the order”). As a first approximation, we assume a normal distribution,
too, but centred around 𝜇o = 𝑒o with variance 𝜎2o = 𝑐o∕𝛽2. Taking the sameroute as before, the time average of an observed probability distribution yields
the weighted average of the two distributions,
𝑝(𝑒) = 1
(
𝑤o𝐺(𝜇o, 𝜎o, 𝑒) +𝑤d𝐺(𝜇d, 𝜎d, 𝑒)
)
= 1
(
𝑞 e−𝛽𝐿𝑑𝑓o 𝐺(𝜇o, 𝜎o, 𝑒) + e−𝛽𝐿
𝑑𝑓d 𝐺(𝜇d, 𝜎d, 𝑒)
)
, (1.14)
where the normalising constant reads  = 𝑞 e−𝛽𝐿𝑑𝑓o +e−𝛽𝐿𝑑𝑓d , because the
Gaussians are normalised to unit area. The maxima of Eq. (1.14) with respect to
the energy 𝑒 lie at 𝑒o and 𝑒d with 𝐺(𝜇o∕d, 𝜎o∕d, 𝑒o∕d) =
(
𝛽2∕2𝜋𝑐o∕d
)1∕2 when the
peaks are sufficiently separated; |𝜇d − 𝜇o|≫ max{𝑐o, 𝑐d}. Therefore, an equal
peak height is found when
𝑞 e−𝛽𝐿𝑑𝑓o
(
𝛽2
2𝜋𝑐o
) 1
2
= e−𝛽𝐿𝑑𝑓d
(
𝛽2
2𝜋𝑐d
) 1
2
. (1.15)
This is equivalent to the condition
e−𝛽𝐿𝑑 (𝑓d−𝑓o) = 𝑞
(
𝑐d
𝑐o
) 1
2
, (1.16)
where a Taylor-expansion of the left side’s logarithm around small fluctuations
Δ𝛽 = 𝛽 − 𝛽 around the transition temperature 𝛽 of the infinite lattice yields
−𝐿𝑑𝛽Δ𝑓 − 𝐿𝑑Δ𝑒Δ𝛽 + ((Δ𝛽)2) = ln(𝑞 (𝑐d∕𝑐o)1∕2) . (1.17)
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We ignore the higher-order corrections and rewrite Eq. (1.17), noting that the
condition of Eq. (1.16) fixes the fluctuationΔ𝛽 = 𝛽h−𝛽 to the inverse temperature
of equal peak-height, 𝛽h, such that
𝛽h(𝐿) = 𝛽 −
ln
(
𝑞
(
𝑐𝑑∕𝑐𝑜
)1∕2)
Δ𝑒𝐿3
+… . (1.18)
In spite of its simplicity the model captures the essential features of discontin-
uous phase transitions. Of particular concern to us, the model correctly predicts
the pre-factors of the leading finite-size scaling corrections. For a class of
models with a contour representation, such as the 𝑞-state Potts model, a com-
pletely rigorous theory of scaling also exists [31]. This rigorous theory enables
the calculation of the coefficients of higher-order terms in a systematic asymp-
totic expansion in powers of 1∕𝐿𝑑 [25, 34, 35]. In addition, there are further
corrections that decay exponentially fast with growing system size [36, 37].
These models for periodic boundary conditions have, up to exponentially
small corrections in 𝐿, a canonical partition function of the form [31]
(𝛽, 𝐿) = 𝑞 e−𝛽𝐿𝑑𝑓o(𝛽) +e−𝛽𝐿𝑑𝑓d(𝛽) , (1.19)
incidentally the same as the normalising constant of Eq. (1.14), allowing a more
rigorous derivation of inverse transition temperatures.
The inverse temperature of equal peak weight then reads [25, 34]
𝛽w(𝐿) = 𝛽 − 𝛽
ln 𝑞
Δ?̂?𝐿𝑑
+ 𝛽
(
ln 𝑞
Δ?̂?𝐿𝑑
)2( Δ𝑐
2Δ?̂?
)
+ 
(
(ln 𝑞)3
𝐿3𝑑
)
, (1.20)
whereΔ?̂? = 𝛽Δ𝑒 is again the transition entropy andΔ𝑐 = 𝑐𝑑−𝑐𝑜. For the location
of the specific-heat maximum and the minimum of the Binder parameter one
finds [25, 34, 35]
𝛽𝐶(𝐿) = 𝛽 − 𝛽
ln 𝑞
Δ?̂?𝐿𝑑
+ 𝛽
( 1
Δ?̂?𝐿𝑑
)2( Δ𝑐
2Δ?̂?
(
(ln 𝑞)2 − 12
)
+ 4
)
+ 
(
(ln 𝑞)3
𝐿3𝑑
)
, (1.21)
𝛽𝐵(𝐿) = 𝛽 − 𝛽
ln(𝑞𝑒2o∕𝑒
2
d)
𝐿𝑑Δ?̂?
+
𝑎2
𝐿2𝑑
+ 
((
ln(𝑞𝑒2o∕𝑒
2
d)
)3
𝐿3𝑑
)
, (1.22)
where the expression for 𝑎2 is explicitly known [25, 34].
If we are interested in (equilibrium) thermodynamics of an unknown model,
we proceed as follows. We simulate, according to the methods described in the
next chapter, the model with a small number of particles (as large as feasible). We
measure the quantities𝐶(𝛽, 𝐿), 𝐵(𝛽, 𝐿),… of interest; from their peak locations
we get inverse temperatures 𝛽𝐶(𝐿), 𝛽𝐵(𝐿) for different 𝐿. We fit the constants
of Eqs. (1.21), and (1.22) in front of the 𝐿−𝑑 terms and extrapolate the fitting
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function for 𝐿−𝑑 → ∞. This has proven to be an accurate method for Potts and
other models. The plaquette and Ashkin-Teller models in three dimensions need
some further modifications. We need to take into account the degeneracy of the
low-temperature phases; this is discussed in the remainder of this thesis, which
is structured as follows:
• Chapter 2 aims at a complete overview of methods and algorithms that
were used for obtaining the data of this thesis. Special emphasis is put on
providing the reader with an understanding of themulticanonical algorithm
and its data analysis. The underlying concepts are developed in a self-
contained way, employing basic notions of probability theory that are
explained along the way.
• Exact results on plaquette models in various dimensions and topologies
are discussed in Chapter 3. There we start by introducing a specific
variable transformation with use of the standard 1𝑑 Ising model that is
consistently applied to the more complicated plaquette models. These
calculations show how correlations from boundary conditions enter the
partition function of the system and they permit a natural way of defining
order parameters for the isotropic 3𝑑 plaquette model.
• In Chapter 4 we collect all results from the sophisticated multicanonical
simulations for both the isotropic 3𝑑 plaquette model with periodic or
fixed boundary conditions, and its dual model with periodic boundary
conditions. The nonstandard finite-size scaling ansatz for quantities of
interest is derived and cross-checked by theoretical predictions of am-
plitudes of corrections, and with canonical data. We take a deeper look
into cumbersome behaviour of the latent heat. The chapter finished with
the detailed analysis of order parameters, that are defined and challenged
numerically.
• The last chapter, Chapter 5, summarises the findings of this thesis. We
discuss possible further applications and interesting open questions that
might be worthwhile to investigate in successive studies.
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METHODS 2
In this chapter, we explore the different methods that were employed, and,
to some extent, their underlying concepts. In the first section, we start with
common notions of probability theory by defining expectation values which
are calculated directly in a method that we dub exact enumeration (of the state
space). The discussion of its drawback directly leads to the idea of sampling
only a subset of the state space. These sampling techniques require concepts
such as estimators and assessment of statistical errors from variances. We will
cover a variance-reducing technique called importance sampling, which gives a
self-averaging estimator for auxiliary sampling probability masses. A general
recipe to sample according to an arbitrary probability mass through rejection
sampling is discussed. Specific choices of these sampling masses, lead to the
important Monte-Carlo methods of canonical sampling and multicanonical
sampling. We finish this chapter with a proper assessment of the systematic and
statistical errors of Monte Carlo simulations, which is quite involved due to the
correlations in the resulting time series that are natural to these techniques.
Apart from the sophisticated Monte Carlo simulations and their data analysis,
some algorithms were applied that are not discussed in detail here, because
they are considered standard [38], even in other fields. P. Young gives a peda-
gogical introduction to linear and non-linear least-squares fitting [39]1. Brent’s
algorithm has been used for efficient (one-dimensional) minimisation without
derivatives [40].
2.1. NOTIONS OF PROBABILITY THEORY
2.1.1. Expectation value and exact enumeration
We are investigating models with finite and discrete state space Ω ⊆ ℝ𝑛 for an
𝑛 ∈ ℕ and are interested in functions 𝑓 (𝑋) of random variables 𝑋 ∈ Ω. In our
case, we consider the special case of real-valued functions 𝑓 , i.e., realisations
𝑥 of the random variable 𝑋 are mapped onto (subsets of) ℝ, 𝑓 ∶ 𝑥 → Ω′ ⊆ ℝ
for 𝑥 ∈ Ω. We assume a well-defined underlying problem2 and that the random
variable 𝑋 is distributed according to an a-priori probability mass 𝑝(𝑥), in short
1This is the only reference known to me that remarks on the fact that the famous program
GNUPLOT reports wrong error bars when conducting error-weighted least-squares fitting.
2For a rigorous treatment of probability theory, see, for example the textbooks [41, 42].
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we write 𝑋 ∼ 𝑝. The measurable quantity 𝑓 (𝑋) is itself a random variable, and
we define its expectation value with respect to 𝑝(𝑥) as the sum over all possible
realisations of 𝑋,
𝔼𝑝[𝑓 ] =
∑
𝑥∈Ω
𝑓 (𝑥)𝑝(𝑥) . (2.1)
We omit the probability distribution in the subscript if it is clear from (or non-
relevant to) the context. In the physical world, we often encounter systems that
are closed, i.e. volume and particle numbers are fixed, and the system is allowed
to exchange energy with an external heat bath at a temperature 𝑇 . In this case,
we have in Eq. (2.1) the special probability mass 𝑝(𝑥) = 𝑝𝐵(𝑥) from the so-called
canonical ensemble, where 𝑝𝐵(𝑥) ≡ −1 e−𝛽(𝑥) is the Boltzmann probability
of finding state 𝑥,  is the Hamiltonian of the system and 𝛽 = 1∕𝑘B𝑇 is the
inverse temperature of the external heat-bath. We call it temperature, because
we have set Boltzmann’s constant 𝑘B equal to one, following the convention
in physics literature. The normalising constant  is called canonical partition
function and carries information about the equilibrium thermodynamics of the
system; its logarithm is proportional to the Helmholtz free energy 𝐹 .
With these notational issues out of the way, we are ready to specify the
method of exact enumeration. Here, all states 𝑥 ∈ Ω of the state space Ω are
systematically visited once and expectation values of random variables 𝑓 (𝑋)
of interest are calculated on-the-fly. Instead of evaluating Eq. (2.1) over and
over again for all inverse temperatures 𝛽 of interest, we can usually be more
efficient with help of microcanonical expectation values. If the Hamiltonian 
has discrete spectrum3 with eigenvalues𝐸, we can calculate the (conformational)
microcanonical partition function
𝑧(𝐸) =
∑
𝑥∈Ω
𝛿𝐸,(𝑥) , (2.2)
and the microcanonical expectation values ⟪⋅⟫ ≡ 𝔼𝛿𝐸,(𝑥)∕𝑧(𝐸)[⋅],
⟪𝑓⟫(𝐸) = 𝑧(𝐸)−1∑
𝑥∈Ω
𝑓 (𝑥) 𝛿𝐸,(𝑥) . (2.3)
These quantities can be stored in a computer with efficient lookup-tables, for
good scientific practice on how to store these onto a hard-drive, see Appendix
B.6.2. From these we can obtain canonical expectation values
⟨𝑓 ⟩(𝛽) = (𝛽)−1∑
𝐸
⟪𝑓⟫(𝐸) 𝑧(𝐸) e−𝛽𝐸 , (2.4)
where the canonical partition function is calculated from the relation
(𝛽) =∑
𝐸
𝑧(𝐸) e−𝛽𝐸 . (2.5)
3For continuous spectra we could employ binning techniques introducing only a small binning
error. Replacing Kronecker-deltas by characteristic functions in this case leaves most of the
following formulas intact.
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Usually, 𝑧(𝐸)≫ 1 is a large number, i.e., there are a lot less different energies
𝐸 in the spectrum of  than elements 𝑥 ∈ Ω in the state space, which makes
the evaluation of Eqs. (2.4) and (2.5) much faster compared to Eq. (2.1) which
requires traversal of the whole phase space.
The drawback of this method is its narrow applicability: one can use it only
for very small system sizes. Consider, for example, an Ising model with 𝑉
spins that can be in one of two states 𝜎 = ±1 each. Hence, the phase space
consists of 2𝑉 micro-states that need to be enumerated4, a number that grows
exponentially. If we have to our disposal one day of computing time on a recent
CPU with 4GHz, then we can enumerate approximately 3.4 × 1014 micro-states
under the (optimistic) assumption that we can change between two micro-states
and conduct all measurements in only one CPU-cycle. This amounts to a total
number of 𝑉 = 48 spins. In one year we could enumerate the phase space of
𝑉 = 56 spins, in two years 𝑉 = 57 and so on. To summarize, exact enumeration
is a powerful tool to check, for small system sizes, analytical calculations and
provide data for comparison to more sophisticated methods.
We attempt to counter the exponential growth of the problem by stochastic
sampling in the following, i.e., instead of summing over all micro-states (the
perfect sample), we only choose a small portion of representative micro-states
in a controlled, but random fashion. This allows us to investigate properties of a
physical system, if we are able to quantify our imperfect knowledge, which can
be done through well-known tools of probability theory and statistics.
2.1.2. Simple sampling, estimators and variance
Usually the state space is very large and traversing it once can already become a
difficult task or even impossible, as we have seen in the previous section for our
simple model of spins. Therefore, the general idea is to only use a sample of
states and calculate estimators of the expectation values in Eq. (2.1) based on this
sample. Let us first consider a naïve approach and choose our states 𝑥 uniformly
with sampling probability5 𝑔(𝑥) = 1∕|Ω|, where |Ω| is the cardinality of the
full state space Ω. If we have drawn a number of 𝑛 such states 𝑥𝑖 , 𝑖 = 1… 𝑛
independently, a straightforward estimator is given by the usual definition of the
arithmetic mean
𝜇𝑛 = 𝑛−1
𝑛∑
𝑖=1
𝑓 (𝑥𝑖)𝑝(𝑥𝑖) . (2.6)
This quantity is a random variable by itself, i.e. depending on our sample it takes
on different values. A crucial observation6 is that the expectation value of the
4This number assumes that no symmetries are taken into account. For the 2𝑑 Ising model
we can exploit additional symmetries to cut short the calculation of 𝑧(𝐸) by algebra or
combinatorics [43–46].
5Note that the random variable 𝑋 is still distributed with a-priori probability density 𝑝(𝑥) and
𝑔(𝑥) is just our “way of looking at the system”.
6This is a special case of Kolmogoroff’s second law of large numbers, see, e.g., [42, p. 260].
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random variable 𝜇𝑛, with its own distribution, agrees with the expectation value
of our initial random variable, 𝔼[𝜇𝑛] = 𝔼[𝑓 ]. If an estimator has such property,
it is called unbiased.
To quantify how close our estimator 𝜇𝑛 for one sample is to the true expectation
value, it is useful to look at the second central moment of a random variable 𝑓 .
This is called variance (if it exists) and is defined by
var[𝑓 ] = 𝔼
[
(𝑓 − 𝔼[𝑓 ])2
]
=
∑
𝑥∈Ω
(𝑓 (𝑥) − 𝔼[𝑓 ])2𝑝(𝑥) . (2.7)
Its positive square root (or zero) is called standard deviation 𝜎 = (var[𝑓 ])1∕2.
Intuitively, one expects that the variance of the estimator 𝜇𝑛 should be propor-
tional to the variance of our initial problem, and its variance should decrease
when we sample more, and indeed one finds
var
[
𝜇𝑛
]
= 𝑛−1 var[𝑓 ] , (2.8)
by a straightforward combination of definitions in Eq. (2.6) and Eq. (2.7). We
can get a more precise statement about the statistical error from the central limit
theorem, see, e.g. [41, p. 244], which for our purpose, relates the probability
that the difference |𝜇𝑛 − 𝜇| between the estimator 𝜇𝑛 and the expectation value
𝜇 ≡ 𝔼[𝜇𝑛] = 𝔼[𝑓 ] is larger than 𝜎𝜇 = (var[𝜇𝑛])1∕2 to the standard normal
distribution. In the limit of large 𝑛, this probability is
ℙ
(||𝜇𝑛 − 𝜇|| ≤ 𝜎𝜇) ≃ 0.68 , (2.9)
with the usual interpretation that 68% of identical experiments (averaging dif-
ferent fluctuations) yield an estimator 𝜇𝑛 in the interval 𝜇 ± 𝜎𝜇.
Since we are usually not able to compute var[𝑓 ] for the same reason we
usually cannot calculate 𝔼[𝑓 ], we need an estimator for the variance, based on
our sample. Such an estimator is
𝜈𝑛 = (𝑛 − 1)−1
𝑛∑
𝑖=1
(
𝑓 (𝑥𝑖) − 𝜇𝑛
)2𝑝(𝑥𝑖) , (2.10)
where the prefactor takes care that this estimator is unbiased, 𝔼[𝜈𝑛] = var[𝑓 ].
Its square root 𝑠 = (𝜈𝑛)1∕2 is taken as an estimator for the standard deviation,
although it is immediately clear that this is (weakly) biased, since we apply
a non-linear function to the unbiased estimator of the variance. The bias is
small: for a normally distributed sample with size 𝑛 ≥ 10 it is already less
than 3%, and after all we use this only to assess the error of our estimate of
the expectation value 𝜇𝑛. In principle, this bias can be accounted for by the
bias-corrected jackknife estimation method explained later in Section 2.3.2.
In summary, if we draw a sample, we are in principle able to estimate the
expectation values of interest and we can, under modest assumptions, determine
the (statistical) error of this estimate from our sample. The naïve choice of
drawing the sample from a uniform distribution of the states, however, is far
from optimal, as we shall see in the next section.
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2.1.3. Importance sampling and variance reduction
In this section we discuss importance sampling, a technique that we will find
helpful in the following, because it provides us with an important formula that
yields, if applied in different flavours, canonical or multicanonical sampling and
can be applied for reweighting techniques. We will follow roughly the discussion
in [47, Chapter 9], but consider discrete systems instead.
Let us first consider an arbitrary probability mass function 𝑔(𝑥) on the discrete
state space Ω ⊆ ℝ𝑛, 𝑛 ∈ ℕ with∑𝑥∈Ω 𝑔(𝑥) = 1, such that if 𝑓 (𝑥)𝑝(𝑥) ≠ 0 ⇒
𝑔(𝑥) > 0. Then we can write our initial problem of calculating the expectation
value of a random variable 𝑓 (𝑋) in Eq. (2.1) from Section 2.1.1 as
𝔼𝑝[𝑓 (𝑋)] =
∑
𝑥∈Ω
𝑓 (𝑥)𝑝(𝑥) =
∑
𝑥∈Ω
𝑓 (𝑥)𝑝(𝑥)
𝑔(𝑥)
𝑔(𝑥) = 𝔼𝑔
[
𝑓 (𝑋)𝑝(𝑋)
𝑔(𝑋)
]
, (2.11)
where we just inserted 1 = 𝑔(𝑥)∕𝑔(𝑥) in-between and denote the probability
mass function with which the expectation value is calculated explicitly as a
subscript. It is on its own remarkable that we can calculate the expectation
value with respect to a probability mass function 𝑝 from another expectation
value, where the 𝑥 are now realisations of 𝑋 drawn from another, arbitrary
probability mass function 𝑔(𝑥), as long as we are able to evaluate the ratio from
the right-hand side of Eq. (2.11). The natural estimator is
𝜇𝑛 = 𝑛−1
𝑛∑
𝑖=1
𝑓 (𝑥𝑖)𝑝(𝑥𝑖)
𝑔(𝑥𝑖)
, (2.12)
obtained from a sample with size 𝑛, sampled according to 𝑔. The beauty and
usefulness of this equation becomes evident when looking on its variance
var𝑔
[
𝜇𝑛
]
= 𝑛−1 var𝑔
[
𝑓 (𝑋)𝑝(𝑋)
𝑔(𝑋)
]
= 𝑛−1
(∑
𝑥∈Ω
(𝑓 (𝑥)𝑝(𝑥))2
𝑔(𝑥)
− 𝔼𝑝[𝑓 ]2
)
,
(2.13)
where we find that, with a clever choice of 𝑔, we are able to minimize the variance
in principle (or let it diverge with a not-so-clever choice). If we choose
𝑔(𝑥) ∝ |𝑓 (𝑥)|𝑝(𝑥) , (2.14)
the variance is minimised [48]. If we additionally have 𝑓 (𝑥)𝑝(𝑥) ≥ 0 ∀𝑥 ∈
Ω, the choice of 𝑔𝑜(𝑥) = 𝑓 (𝑥)𝑝(𝑥)∕𝔼𝑝[𝑓 (𝑋)] is optimal in the sense that the
variance vanishes in this case, var𝑔
[
𝜇𝑛
] ≡ 0. This just serves as an example to
illustrate that the variance can be reduced in principle, because this choice is
not feasible: for the calculation of 𝑔𝑜 we would have to know 𝔼𝑝[𝑓 ], which is
our initial problem. The important fact to draw from this in practice is, that we
should choose a probability mass function 𝑔 such that it is proportional to the
product of 𝑓 and 𝑝.
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In practice, we are often restricted to cases where the probability mass func-
tions 𝑝(𝑥) or 𝑔(𝑥) can only be calculated up to a constant factor, i.e. we can only
compute or sample with respect to 𝑃 (𝑥) = 𝑎𝑝(𝑥) and 𝐺(𝑥) = 𝑏𝑔(𝑥) for 𝑎, 𝑏 > 0.
Instead of the original importance weights 𝑤(𝑥) = 𝑝(𝑥)∕𝑔(𝑥) we can define
rescaled weights𝑊 (𝑥) = 𝑃 (𝑥)∕𝐺(𝑥) and employ a self-averaged importance
sampling estimator instead of Eq. (2.12),
𝜇𝑛,𝑔 =
∑𝑛
𝑖=1 𝑓 (𝑥𝑖)𝑊 (𝑥𝑖)∑𝑛
𝑖=1𝑊 (𝑥𝑖)
=
∑𝑛
𝑖=1 𝑓 (𝑥𝑖)𝑤(𝑥𝑖)∑𝑛
𝑖=1𝑤(𝑥𝑖)
, (2.15)
where the constant 𝑎∕𝑏 drops out, because it appears in both the numerator
and denominator. Notice that the 𝑥𝑖 are drawn with probability mass 𝑔(𝑥).
The estimator Eq. (2.15) is biased, but consistent, i.e., the probability that it
approaches the expectation value in the limit of large sample sizes equals one,
ℙ
(
lim
𝑛→∞
𝜇𝑛,𝑔 = 𝔼𝑝[𝑓 ]
)
= 1 , (2.16)
because the second law of large numbers can be applied to both the numerator
and denominator separately after expanding the fraction with 1∕𝑛. The bias of
this ratio estimator is asymptotically smaller than the statistical error [49] and in
practice we rely on our bias-corrected jackknife-estimator from Section 2.3.2
anyway.
Eq. (2.15) leaves us with a quite general recipe to gain important information
about our system. However, two problems still persist:
1. We need a method to draw samples from any probability mass 𝑔(𝑥) of our
liking. The Metropolis-Hastings algorithm [50], a generalisation of the
original Metropolis-algorithm [51] is an appropriate and general method
for this task that only relies on unnormalised probability masses. It will
be discussed in greater detail in Section 2.2.1.
2. Our sampling distribution 𝑔(𝑥), or equivalently, weights𝑤(𝑥) are arbitrary.
We will consider two choices, the first is the natural choice if we want
to sample in the canonical ensemble, where 𝑝(𝑥) = 𝑝𝐵(𝑥). In this case
we have 𝑔(𝑥) = 𝑝𝐵(𝑥), or, equivalently, 𝑤(𝑥) = 1 and the estimator in
Eq. (2.12) simplifies to
𝜇𝑛 = 𝑛−1
𝑛∑
𝑖=1
𝑓 (𝑥𝑖) . (2.17)
The other choice of 𝑔(𝑥), which leads to multicanonical Monte Carlo sim-
ulations, arises when one wants to sample states such that the probability
mass function of the energy is uniformly distributed. This analytical rela-
tion between importance sampling and the multicanonical Monte Carlo
algorithm has recently been presented rigorously by Bononi et al. [52]
and we will discuss this choice with its benefits in Section 2.2.2.
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2.2. MONTE CARLO METHODS
2.2.1. Metropolis-Hastings algorithm
In this section, we are discussing an algorithm that allows to draw a random
variable 𝑋 according to a probability mass 𝑔(𝑥), denoted as 𝑋 ∼ 𝑔(𝑥). Assume
we already know a specific state 𝑥𝑖 and a conditional proposal probability mass
𝜈
(
𝑦|𝑥𝑖) which may depend on the state 𝑥𝑖 for a transition from state 𝑥𝑖 to any
other state 𝑦. The Metropolis-Hastings algorithm [50] reads as follows:
1. Sample a proposal for a new state 𝑦 ∼ 𝜈(𝑦|𝑥𝑖).
2. Calculate the acceptance probability
𝛼
(
𝑥𝑖 → 𝑦
)
= min
(
1,
𝑔
(
𝑦
)
𝑔
(
𝑥𝑖
) 𝜈(𝑥𝑖|𝑦)
𝜈
(
𝑦|𝑥𝑖)
)
. (2.18)
3. With probability 𝛼, set the next state 𝑥𝑖+1 = 𝑦, with probability (1 − 𝛼)
keep the old state, i.e., 𝑥𝑖+1 = 𝑥𝑖.
4. Goto 1 until enough states have been drawn.
This algorithm produces a Markov Chain of states 𝑥0 → 𝑥1 →… , which, under
certain regularity conditions, is guaranteed to converge in distributions (see, e.g.,
[41, 53–55]), i.e.,
𝑥𝑖
𝑑𝑖𝑠𝑡𝑟.
→  where  ∼ 𝑔(𝑥) ,
at the price that the 𝑥𝑖 are not independent anymore. This is intuitively clear,
since the probability for a proposal of a new state 𝑥𝑖+1 depends on its last state 𝑥𝑖.
Nevertheless, the estimators of Eqs. (2.12) and (2.15) are still converging towards
the expectation value, but the error analysis gets more involved, since the standard
sampling estimate for the variance assumes independent samples. Ways of
quantifying these correlations in the chain will be discussed in Section 2.3.1.
The special case with symmetric proposal probability mass, 𝜈(𝑦|𝑥) = 𝜈(𝑥|𝑦)
simplifies the acceptance probability Eq. (2.18) to
𝛼
(
𝑥𝑖 → 𝑦
)
= min
(
1,
𝑔
(
𝑦
)
𝑔
(
𝑥𝑖
)) , (2.19)
and the choice of 𝑔(𝑥) = 𝑝𝐵(𝑥) yields the original Metropolis algorithm [51] that
was applied to a continuous system of hard spheres to show that the approach is
feasible. This algorithm is referred to as canonical simulation (in this thesis),
but it is only of limited use in the vicinity of phase transitions. In real systems
near phase transition, dynamics is slowed down and this is reproduced by such
canonical simulations to some extent, depending on the specific choices of up-
dates. The diffusive process that drives the simulation is slowed down, an effect
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that is called supercritical slowing down [56] for systems with discontinous
phase transitions. To alleviate this problem, it may be beneficial to sample in
other ensembles than in the canonical ensemble with associated Boltzmann dis-
tributed energies. Many such simulations techniques exist, dubbed generalised
ensemble Monte Carlo methods. We will discuss the multicanonical Monte
Carlo technique in the following, because it is tailored to temperature-driven
discontinuous phase transitions, although not limited to such systems.
2.2.2. Multicanonical sampling
The multicanonical Monte Carlo algorithm [57–59], for recent reviews see [60]
and [61, 62], is an effective way of combating supercritical slowing down near
discontinuous phase transitions, where canonical simulations tend to get trapped
in either the disordered or ordered phases. We restrict ourselves to the case of a
temperature-driven discontinuous phase transition, although the method can be
generalised, e.g. for field-driven transitions, to work for the magnetisation [63]
or maybe other order parameters, too.
Our goal is to sample uniformly from all regions in state space that have
the same energy 𝐸, i.e., we choose 𝑔(𝑥) such that the energy probability mass
function 𝑝𝑔(𝐸) becomes constant. We can calculate the expectation value of
the energy probability mass function (up to a constant factor) from 𝑝𝑔(𝐸) ∝
𝔼𝑔
[
𝛿𝐸,(𝑥)
],
𝑝𝑔(𝐸) ∝
∑
𝑥
𝛿𝐸,(𝑥)𝑔(𝑥) = 𝑧(𝐸)𝑔(𝐸) , (2.20)
which gets constant with the choice 𝑔(𝐸) = 𝑧(𝐸)−1, for a verbose rigorous
derivation, see [52]. Hence, if we are able to draw samples according to the
microcanonical partition function, 𝑔(𝑥) = 𝑧((𝑥))−1, every possible energy𝐸 is
sampled with the same probability. TheMarkov Chain then is a modified random
walk7 in energies, and we gain equal statistics of energies whose probability
peaks in the canonical ensemble and transitional states that would be suppressed,
leading to a flat histogram.
Since we do not know the microcanonical partition function 𝑧(𝐸), we need
some adaptive scheme to get increasingly better estimators for the importance
sampling mass 𝑔(𝐸), before we simulate our system. Hence, the full multicanon-
ical algorithm is really a combination of two distinct steps:
1. an (adaptive) estimation of the importance sampling mass 𝑔(𝐸) and
2. a production run with fixed mass 𝑔(𝐸) for proper error analysis.
The first part can be done by heuristic algorithms like the famous Wang-Landau
algorithm [64, 65]. In practice, this performs very well, although for the 2𝑑
7Actually, we have a directed randomwalk and the walker is allowed to stay at its current energy
(for finite time) and has variable step size. Actually the process is more of a “Drunkard’s
Stumble” than a “Drunkard’s Walk”.
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Ising model, it has been shown that the algorithm does not converge to the
true density of states [66]. A modification, called 1∕𝑡-algorithm [66] exists to
alleviate the problem of nonconvergence. Amore general algorithmwith stronger
mathematical support is called stochastic approximation Monte Carlo [67, 68]
which has the same asymptotic 1∕𝑡-behaviour but the proper choice of simulation
parameters can be quite difficult [69]. While all of the aforementioned algorithms
alter the importance probability mass 𝑔(𝑥) after each update, we will concentrate
on two flavours of a weight iteration which, in each step, employs an equilibrium
Metropolis-Hastings simulation with fixed weights. For each iteration step, we
expect convergence in distributions by the theory of Markov Chains, which also
enables almost perfect parallelisation [70] through statistical arguments.
Whatever algorithm is employed to get the importance sampling probability
mass, it is imperative to assess the statistical error in a subsequent production
run, because none of the aforementioned algorithms has a-priori theoretical
support on systematic or statistical errors.
Simple weight iteration
As long as we choose finite 𝑔(𝐸) > 0 ∀𝐸 as an importance sampling probability
mass in Eq. (2.12), the variance in Eq. (2.13) does not diverge. If we do not have
any knowledge about the underlying physical system, we might just start with
the arbitrary choice 𝑔(0)(𝐸) = 1 ∀𝐸 and a possible iteration of the importance
sampling probability mass is
𝑔(𝑖+1)(𝐸) = 𝑔(𝑖)(𝐸)∕𝐻 (𝑖)(𝐸) (2.21)
where
𝐻 (𝑖)(𝐸) = max
⎛⎜⎜⎝1,
𝑁 (𝑖)∑
𝑛=1
𝛿𝐸,(𝑥(𝑖)𝑛 )
⎞⎟⎟⎠ (2.22)
is the histogram of the energies of a sample of𝑁 (𝑖) states 𝑥(𝑖)𝑛 , 𝑛 = 1,… , 𝑁 (𝑖),obtained through an equilibrium simulation with stationary probability mass
function 𝑔(𝑖)(𝐸). The maximum operation takes care that we do not divide
by zero in Eq. (2.21) and is equivalent to retaining the approximation on the
probability mass of the 𝑖-th iteration for any energies that were not sampled
during that iteration. The sample of states is obtained through the Metropolis-
Hastings algorithm with acceptance probability for a transition from state 𝑥(𝑖)𝑛 tostate 𝑥(𝑖)𝑛+1 according to Eq. (2.19) under the assumption of a symmetric proposalprobability mass8,
𝛼(𝑖)
(
𝑥(𝑖)𝑛 → 𝑥
(𝑖)
𝑛+1
)
= min
⎛⎜⎜⎜⎝1,
𝑔(𝑖)
(
𝐸(𝑖)𝑛+1
)
𝑔(𝑖)
(
𝐸(𝑖)𝑛
) ⎞⎟⎟⎟⎠ ,
8Asymmetric proposals can be employing with use of Eq. (2.18) for the acceptance probability.
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with energies 𝐸(𝑖)𝑛 = (𝑥(𝑖)𝑛 ). The histogram obtained in the 𝑖-th iteration withstationary distribution 𝑔(𝑖) is proportional to the probability mass in Eq. (2.20),
𝐻 (𝑖)(𝐸) ∝ 𝑝𝑔(𝑖)(𝐸) ∝ 𝑧(𝑖)(𝐸)𝑔(𝑖)(𝐸) , (2.23)
but, of course, we do not change the underlying physical system in between the
different iteration and hence 𝑧(𝑖)(𝐸) ≡ 𝑧(𝐸) is fixed. Since we ideally want to
sample from 𝑔∗(𝐸) ∝ 𝑧(𝐸)−1 ∝ 𝑔(𝑖)(𝐸)∕𝐻 (𝑖)(𝐸) at the end, Eq. (2.23) directly
leads (up to an unimportant factor) to the iteration in Eq. (2.21).
Error-weighted iteration
The simple weight iteration solely relies on the measured histogram in each
iteration step, and (statistical) fluctuations of this directly carry over into new
weights. Also, all previous statistics enters only implicitly through the im-
portance sampling probability mass 𝑔(𝐸) obtained so far. An accumulative,
error-weighted algorithm is available [71, 72]. Recall that the weights 𝑔(𝐸)
themselves are not relevant to the Metropolis-Hastings algorithm, but only their
ratio 𝑔(𝐸new)∕𝑔(𝐸old) for a transition of a state with energy 𝐸old to a state with
energy 𝐸new. Therefore, the starting point of the error-weighted iteration is to
consider the transition ratio between adjacent bins in the 𝑖th step of the iteration,
𝑅(𝑖)(𝐸) = 𝑔
(𝑖)(𝐸 + Δ𝐸)
𝑔(𝑖)(𝐸)
, (2.24)
or, the microcanonical entropy-change given by its logarithm,
Δ𝑆 (𝑖)(𝐸) = log𝑅(𝑖)(𝐸) = log 𝑔(𝑖)(𝐸 + Δ𝐸) − log 𝑔(𝑖)(𝐸) , (2.25)
where we have used that the negative logarithm of the optimal weights 𝑔∗(𝐸)
gives an estimator for the (dimensionless) microcanonical entropy 𝑆(𝐸) =
log 𝑧(𝐸) = − log 𝑔∗(𝐸) up to an unimportant constant and we defined Δ𝑆(𝐸) =
𝑆(𝐸) − 𝑆(𝐸 + Δ𝐸). This terminology benefits us twofold: first, 𝑔(𝐸) becomes
large very fast, and therefore it is easier to work with the logarithms in an
actual implementation of this algorithm anyways, and secondly, these connect
to physical quantities. The simple recursion of Eq. (2.21), expressed in these
quantities, reads
Δ𝑆 (𝑖+1)(𝐸) = Δ𝑆 (𝑖)(𝐸) +
[
log𝐻 (𝑖)(𝐸) − log𝐻 (𝑖)(𝐸 + Δ𝐸)
]
. (2.26)
The estimator for the entropy-change Δ𝑆 (𝑖)(𝐸) from the 𝑖-th iteration is kept
fixed, and therefore the error of Δ𝑆 (𝑖+1)(𝐸) is solely governed by the sum in the
square brackets of Eq. (2.26). This has an a-priori squared error of
𝜖2[] =
1
𝐻 (𝑖)(𝐸)
+ 1
𝐻 (𝑖)(𝐸 + Δ𝐸)
(2.27)
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under the crude assumption that the histograms with energy 𝐸 and 𝐸 + Δ𝐸 are
uncorrelated.
An error-weighted update of the weights, Δ𝑆 (𝑖+1) we can get by modifying
Eq. (2.26) in such a way that the error weights of the terms in square brackets,
𝜋(𝐸) = 1
𝜖2[]
= 𝐻
(𝑖)(𝐸)𝐻 (𝑖)(𝐸 + Δ𝐸)
𝐻 (𝑖)(𝐸) +𝐻 (𝑖)(𝐸 + Δ𝐸)
, (2.28)
are taken into account for the next iteration,
Δ𝑆 (𝑖+1)(𝐸) = 𝜋
(𝑖)(𝐸)Δ𝑆 (𝑖)(𝐸) + 𝜋(𝐸)Δ𝑆 (𝑖+1)(𝐸)
𝜋(𝑖)(𝐸) + 𝜋(𝐸)
(2.29)
= Δ𝑆 (𝑖)(𝐸) +
𝜋(𝐸)
[
log𝐻 (𝑖)(𝐸) − log𝐻 (𝑖)(𝐸 + Δ𝐸)
]
𝜋(𝑖)(𝐸) + 𝜋(𝐸)
,
where we need to update the accumulated weights 𝜋(𝑖+1)(𝐸) = 𝜋(𝑖)(𝐸) + 𝜋(𝐸)
along the way to complete the iteration. In-between the two lines of Eq. (2.29),
we used the recursion Eq. (2.26) on Δ𝑆 (𝑖+1)(𝐸). In the next step of the iteration,
the entropy-change Δ𝑆 (𝑖+1)(𝐸) takes the role of Δ𝑆 (𝑖)(𝐸), so we can actually
drop the hat. With use of Eq. (2.25) we calculate the new weights 𝑔(𝐸) from
the updated entropy-change Δ𝑆(𝐸) in Eq. (2.29). This requires that we have
arbitrarily defined one value, e.g. 𝑔(𝐸min) = 1 for the minimal energy 𝐸min of
the system, and that the bins have been chosen in such a way that each bin can
be reached by the system in principle with the Monte Carlo updates in use.
Iteration length and terminating condition
In an actual implementation of both the simple recursion or the error-weighted
recursion, one has the freedom to choose the amount of statistics in each iteration
and a terminating condition has to be specified. The physical problem under
investigation impacts these choices considerably, and general rules are often
rendered futile. Nevertheless, a discussion of free parameters of the algorithm
may be worthwhile for anyone who wants to implement it. We will discuss the
amount of the statistics in each iteration and common terminating conditions
in the following. These turned out to be feasible for the spin systems with a
discontinuous phase transition in this thesis.
The very first iteration of the weights calculation is usually similar or equiv-
alent to a canonical simulation (a common choice for the initial weights is
𝑤(𝐸) = e−𝛽𝐸 , sometimes with 𝛽 = 0 which translates to a canonical simulation
at infinite temperature). This means that only a very small fraction of the en-
ergy range of interest is sampled. Hence, the first few iterations are usually not
contributing too much to the accuracy of the weights, but tend to explore the
energy range in its breadth. A good choice is to couple the statistics in iteration
(𝑖 + 1) to the breadth of the histogram in the 𝑖th iteration. If we have found
𝑁 (𝑖) different energy bins in the 𝑖th iteration, a reasonable choice𝑁 = 𝑛 ×𝑁 (𝑖)
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sweeps with 𝑛 ∼ 100 for the next iteration, so on average one gets 𝑛 (correlated)
measurements per bin. Since we often do not know the autocorrelation time 𝜏
beforehand, one just chooses an 𝑛 “large enough”. When the full energy range of
interest has been covered, the statistics can be increased drastically for accurate
weights.
The choice of a terminating condition is not unique. Common concepts
centre around some notion of “flatness” of the histogram. For example, one can
measure the minimum 𝑚 = min𝐸𝐻 (𝑖)(𝐸) and maximum𝑀 = max𝐸𝐻 (𝑖)(𝐸) of
the histogram𝐻 (𝑖)(𝐸) over all bins 𝐸 that contain any statistics, 𝐻 (𝑖)(𝐸) ≥ 0,
and terminate the weight iteration when these do not deviate too much from each
other, say 𝑚∕𝑀 ≥ 𝑟 for some ratio 𝑟 ∼ 0.9. Other measures of “flatness” are
commonly employed, too, but all those measures suffer to some extent from the
amount of statistics needed in the histogram. Another, more dynamical approach
is the measurement of the number of transitions of the system from low to high
energies and vice versa. These transitions are what we wanted to achieve by the
multicanonical algorithm in the first place and they are usually easier to measure
as well. Under the assumption that our estimator for the optimal weights gets
better with each iteration, we are allowed to accumulate the number of these
tunnel events across multiple iterations, and abort the weight iteration if a given
number of such “tunnel events” occurred.
2.3. ERROR ESTIMATION AND BIAS REDUCTION
2.3.1. Correlations
At the core of the algorithms discussed so far is the Metropolis-Hastings algo-
rithm of Section 2.2.1. As already mentioned there, this algorithm produces a
Markov Chain of states 𝑥0 → 𝑥1 →… , that are not independent, because the
probability for a proposal of a new state 𝑥𝑖+1 depends on the previous state 𝑥𝑖. The
different update-schemes or proposal probabilities only tinker with the intensity
of the correlations, but do not cure the problem in principle. As a generalisation
of the results in Section 2.1.2, we suppose we have drawn a number of 𝑛 states
𝑥𝑖, 𝑖 = 1,… , 𝑛, whose observables of interest 𝑓𝑖 ≡ 𝑓 (𝑥𝑖) are now correlated,
i.e., 𝔼[𝑓𝑖𝑓𝑗] ≠ 𝔼[𝑓𝑖]𝔼[𝑓𝑗] for 𝑖 ≠ 𝑗 in general. In practice, it is convenient and
often sufficient to think of these correlations as effectively adding an amplitude
to the statistical error of estimators. Our estimator for expectation values, the
arithmetic mean of Eq. (2.6),
𝜇𝑛 = 𝑛−1
𝑛∑
𝑖=1
𝑓 (𝑥𝑖)𝑝(𝑥𝑖) , (2.30)
has now larger variance [73–76],
var
[
𝜇𝑛
]
= 2𝜏int
var[𝑓 ]
𝑛
, (2.31)
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where the amplitude 𝜏int is called proper integrated autocorrelation time, and
the factor of two in front of the equation is pure convention. Eq. (2.31) assumes
that the autocorrelation time is finite and our sample was drawn by a simulation
in equilibrium implicating time invariance of expectation values, and in this
case it can be calculated by
𝜏int =
1
2
+
𝑛∑
𝑘=1
𝐴𝑓 (𝑘)
(
1 − 𝑘
𝑛
)
, (2.32)
from the autocorrelation function
𝐴𝑓 (𝑘) =
𝔼
[
𝑓1𝑓1+𝑘
]
− 𝔼
[
𝑓1
]2
𝔼
[
𝑓 21
]
− 𝔼
[
𝑓1
]2 , (2.33)
which is normalised such that 𝐴𝑓 (0) = 1. From the definition in Eqs. (2.32)
and (2.33) it is clear that the integrated autocorrelation time is different for each
quantity 𝑓 of interest. Implicitly, it also depends on the specific updates and
importance probability mass of the sampling algorithm. If we want to calculate
𝐴𝑓 (𝑘) for each time separation 𝑘, we replace the expectation values by arithmetic
averages over the sample with 𝑛 − 𝑘 remaining data points, which turns out
to be a computationally expensive method. In this thesis, the autocorrelation
time is measured merely to grasp the effective goodness of the statistics (we do
not attempt to measure any dynamical critical exponents) and for that a rough
estimate suffices. We get a computationally feasible estimator for 𝜏int from the
sample after introducing a maximum distance 𝑘max < 𝑛 in the evaluation of
Eq. (2.32),
𝜏int(𝑘max) =
1
2
+
𝑘max∑
𝑘=1
𝐴𝑓 (𝑘)
(
1 − 𝑘
𝑛
)
, (2.34)
which is determined such, that 𝑘max is the smallest possible integer with 𝑘max >
𝑀𝜏int(𝑘max), in our case we choose𝑀 = 6. For this choice, the relative error
of 𝜏int is approximately e−6 ∼ 0.25% [73], if we assume that the autocorrelation
function 𝐴𝑓 (𝑘) decreases exponentially with the time separation 𝑘, i.e. 𝐴𝑓 (𝑘) ∼
e−𝑘∕𝜏exp , which is typically observed in Monte Carlo data. The characteristic scale
𝜏exp of the exponential is (not by chance) called the exponential autocorrelation
time, which is of little practical interest as far as error estimation is concerned,
and 𝜏int gives a lower bound to this quantity.
Suppose we have a number of different observables 𝑓 (𝑖), 𝑖 = 1,… , 𝑁obs, like
the magnetisation or energy. Often we are interested in nonlinear functions
ℎ
(
𝜇𝑓 (1) , 𝜇𝑓 (2) ,…
) of their expectation values denoted as 𝜇𝑓 (𝑖) ≡ 𝔼[𝑓 (𝑖)], like
their fluctuations, which are proportional to susceptibilities or the specific heat.
Autocorrelation analysis can become quite cumbersome for such functions: a
standard approach to assess the error is based on error propagation formulae
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𝐵
𝜑1
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𝜑4
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𝑛
𝑙
𝐵
𝜃1
𝜃2
𝜃3
𝜃4
(b)
FIGURE 2.1.: Sketch for blocking a time series for (a) the binning or (b) jackknife
technique. The whole time series with 𝑛 measurements is split into a number of
𝐵 (here, 𝐵 = 4) smaller blocks, shown in gray, of size 𝑙 in case of binning or
size (𝑛 − 𝑙) for jackknife, which are used for the calculation of the 𝑖th estimator
𝜑𝑖, 𝜃𝑖.
from Taylor expansions of ℎ(𝜇) around the estimators ?̃? from our sample, and
plugging that into the definition of the variance, we find
var
[
ℎ
(
𝜇𝑓 (1) , 𝜇𝑓 (2) ,…
)]
=
(
𝜕𝜇𝑓 (1)ℎ
)2
var
[
?̃?𝑓 (1)
]
+
(
𝜕𝜇𝑓 (2)ℎ
)2
var
[
?̃?𝑓 (2)
]
+… ,
(2.35)
which is, apart from obvious inaccuracy through truncation, getting increasingly
hard to evaluate when all combinations of correlations between the estimators
are properly taken into account [75, 76]. This approach is very difficult or even
impossible if we have nonparametric estimates ℎ, such as finding the position
of a minimum by some (possibly heuristic) algorithm. With the availability of
cheap computing time, it is often easier to apply blocking techniques to get an
idea of the statistical error, and we discuss these in the next section.
2.3.2. From binning to jackknife error analysis
Suppose we have got, from a Monte Carlo simulation, a correlated time series of
size 𝑛′ of observables
{
𝑓 (𝑘)1 , 𝑓
(𝑘)
2 ,… , 𝑓
(𝑘)
𝑛′
}
, where 𝑘 enumerates the different
observables such as the energy or magnetisation and we recycle the shorter
notation from the last section, 𝑓 (𝑘)𝑖 ≡ 𝑓 (𝑘)(𝑥𝑖).
Our goal is to estimate some statistic of interest
𝜁 = 𝜁
({
𝑓 (𝑘)1 , 𝑓
(𝑘)
2 ,… , 𝑓
(𝑘)
𝑛′
})
(2.36)
and its error. First, we need to have a rough idea about the (largest) autocorre-
lation time 𝜏 from applying Eq. (2.34) for each observable. Then we choose a
suitable pair of integers for the number of blocks 𝐵 and their length 𝑙, such that
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𝜏 ≪ 𝑙 ≪ 𝑛′, possibly omitting data points at the beginning or end of the time
series, such that the new length is 𝑛 = ⌊𝑛′∕𝐵⌋𝐵. The 𝑖th block is given by
𝑖 =
{
𝑓 (𝑘)(𝑖−1)𝑙+1, 𝑓
(𝑘)
(𝑖−1)𝑙+2,… , 𝑓
(𝑘)
𝑖𝑙
}
, 𝑖 = 1,… , 𝐵, 𝑘 = 1,… , 𝑁obs ,
(2.37)
as depicted in Fig. 2.1. From these blocks, we define binning block-estimators
𝜑𝑖 = 𝜁
(𝑖) (2.38)
If we assume (or better: measure) that the autocorrelation function decays expo-
nentially, and the block length 𝑙 is large enough, then it is reasonable that corre-
lations between the different blocks are small enough to neglect them. Hence,
we can apply the equations for uncorrelated measurements from Section 2.1.2
to the auxiliary time series of the binning estimators 𝜑𝑖 which amounts to taking
the average,
𝜇𝜑 =
1
𝐵
𝐵∑
𝑖=1
𝜑𝑖 , (2.39)
𝜈𝜇𝜑 =
1
𝐵
𝜈𝜑 =
1
𝐵(𝐵 − 1)
𝐵∑
𝑖=1
(
𝜑𝑖 − 𝜇𝜑
)2 , (2.40)
and the second line is the estimator 𝜈 for the variance of the average according
to Eqs. (2.10) and (2.8). Being conceptually very easy, we can use the binning
technique also to calculate the integrated autocorrelation time from the relation
𝜏int =
𝑙𝜈𝜇𝜑
2𝜈𝜑
, (2.41)
which we get by noticing the equivalence of Eqs. (2.40) and Eq. (2.31). With that
we can check in a self-consistent manner that the integrated autocorrelation time
is smaller than the block size, 𝜏 ≪ 𝑙. The drawback of the binning technique
is that each of the blocks only contains 𝑙 = 𝑛∕𝐵 data points. Apart from the
reduced accuracy through less statistics, the bias can get large.
We can do better with help of the jackknife technique [77, 78], where each
jackknife block-estimator 𝜃𝑖 is calculated from the full time series with the 𝑖th
block of length 𝑛 removed, see Fig. 2.1:
𝜃𝑖 = 𝜁
({
𝑓 (𝑘)1 , 𝑓
(𝑘)
2 ,… , 𝑓
(𝑘)
𝑛
}
⧵ 𝑖
)
. (2.42)
This gives much better statistic and enables us to calculate the leading order of
the bias, as we shall discuss further below. The (simple) jackknife estimator is
then again obtained from averaging the block-estimates,
𝜇𝜃 =
1
𝐵
𝐵∑
𝑖=1
𝜃𝑖 . (2.43)
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We need to take into account the trivial correlations from reusing each data point
in (𝐵 − 1) blocks, therefore its variance is a factor of (𝐵 − 1)2 larger compared
to the binning-variance in Eq. (2.40),
𝜈𝜇𝜃 =
𝐵 − 1
𝐵
𝐵∑
𝑖=1
(
𝜃𝑖 − 𝜇𝜃
)2 . (2.44)
The prefactor (𝐵−1)∕𝐵 ≃ 1 is approaching unity fast, even for modest numbers
of blocks 𝐵, and the sum is not too sensitive to 𝐵 either. Therefore, the choice
of the number of blocks (and with that their length) is not as important as it is
for the binning technique. Finally, an estimator for the error is given by taking
the square root of the variance-estimate in Eq. (2.44).
A modified estimator is of the form
?̂? = 𝜃 + (𝐵 − 1)
(
𝜃 − 𝜇𝜃
)
, (2.45)
as a combination of the estimator 𝜃 = 𝜁
({
𝑓 (𝑘)1 , 𝑓
(𝑘)
2 ,… , 𝑓
(𝑘)
𝑛
})
, obtained from
the full time series, and the simple jackknife estimator 𝜇𝜃 from Eq. (2.43). This
estimator removes any leading bias of the form 𝔼[𝜁 ] − 𝔼[𝜃] = 𝑎𝑛−1 + (𝑛−2)
reliably [77, 78].
To save computation time, it is, depending on the specific form of 𝜁 , often
possible to express the jackknife block-estimators as functions of the binning
block-estimators 𝜃𝑖 = ℎ(𝜑1, 𝜑2,… , 𝜑𝐵). Take, for example, 𝜁 as the mean value,
then, for this special case,
𝜃𝑖 =
𝑛𝜃 − 𝑙𝜑𝑖
𝑛 − 𝑙
(2.46)
can be calculated by a single walk through the time-series instead of a number
of 𝐵 repetitions. For higher order central moments, (stable) algorithms exist
[79, 80]. Also, for techniques that are based on the microcanonical expectation
values ⟪𝑓⟫ from Eq. (2.3), we can calculate the jackknife estimators from the
binning blocks
𝜃𝑖(𝐸) = 𝜃(𝐸) − 𝜑𝑖(𝐸) , (2.47)
where 𝜑𝑖(𝑓,𝐸) = ∑𝑖𝑙𝑘=(𝑖−1)𝑙+1 𝑓 (𝑥𝑘)𝛿𝐸,(𝑥𝑘) is the 𝑖th binning block estimate for
𝑧(𝐸) ⟪𝑓⟫ and 𝜃(𝐸) = ∑𝑛𝑘=1 𝑓 (𝑥𝑘)𝛿𝐸,(𝑥𝑘) is again the estimator from the fulldata set.
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EXACT RESULTS 3
This chapter collects the main results concerning finite-size effects from different
boundary conditions for plaquette models, i.e., models with the (symbolic)
Hamiltonian
 = −𝐽∑
□
𝜎𝜎𝜎𝜎 , (3.1)
where we denote the product of the spins sited at vertices around a plaquette
by□ and the sum is evaluated over all possible of such plaquettes in a given
configuration of a 𝑑-dimensional lattice with 𝑑 = 2 or 𝑑 = 3. We will start out
with analytical exercise of 2𝑑 and 3𝑑 plaquette models under periodic and free
boundary conditions. The spin-bond transformation that is employed consistently
throughout these calculations is introduced by means of the 1𝑑 Ising model, this
merely serves pointing out the differences that arise from the different boundary
conditions. The spin-bond transformation employed here is not novel and often
found in textbooks when an Ising chain with fixed boundaries is discussed, but
rarely found to be applied to the periodic case [81].
This whole part serves us in two ways: firstly, to accustom ourselves to
finite-size effects in general, and secondly, the results on the anisotropic 3𝑑
plaquette model shed light on the nature of the order-parameter of the isotropic
3𝑑 plaquette model and the origin of its unusual finite-size scaling behaviour.
Most of the material presented in this chapter has already been published during
the preparation of this thesis in Ref. [82].
3.1. ONE DIMENSION: THE STANDARD ISING MODEL
The 1𝑑 Ising model provides perhaps the standard pedagogical example of an
exactly solvable model in statistical mechanics, albeit one without a phase transi-
tion at finite temperature, as Ising himself discovered [83] to his disappointment.
It is often discussed using periodic boundary conditions and a transfer matrix
approach, since this allows a straightforward solution, even in non-zero external
field. With a view to the solution of the Fuki-Nuke model we consider the
model in zero external field and take a different approach, in effect changing the
variables in the partition function so that it takes a factorised form and may be
evaluated trivially. The steps required to do this differ for the case of free and
periodic boundary conditions and we deal with each separately.
25
𝜏𝜎 𝜎 𝜎 𝜎
(a)
𝜏𝜎
𝜎𝜎
𝜎
𝜎 𝜎
(b)
FIGURE 3.1.: A 1𝑑 Ising chain consisting of spins 𝜎𝑖 = ±1 that interact via the
connecting green bonds (a) with free boundaries and (b) with periodic boundaries.
The direction in which the 𝜎 − 𝜏 transformation is carried out is shown explicitly
by the blue arrow.
3.1.1. Free boundary conditions
If we consider the standard nearest-neighbour Ising Hamiltonian with spins
𝜎𝑖 = ±1 on a linear chain of length 𝐿 in one dimension
𝐻 = −
𝐿−1∑
𝑖=1
𝜎𝑖𝜎𝑖+1 (3.2)
with free boundary conditions as sketched in Fig. 3.1a, then the partition function
1𝑑, f ree =∑
{𝜎}
exp
(
𝛽
𝐿−1∑
𝑖=1
𝜎𝑖𝜎𝑖+1
)
(3.3)
may be evaluated by defining the variable transformation
{𝜎1, 𝜎2,… 𝜎𝐿}→ {𝜏1, 𝜏2,… 𝜏𝐿} , (3.4)
where 𝜏1 = 𝜎1𝜎2, 𝜏2 = 𝜎2𝜎3, … , 𝜏𝐿−1 = 𝜎𝐿−1𝜎𝐿. Setting 𝜏𝐿 = 𝜎𝐿 the mapping
{𝜎}→ {𝜏} with an inverse relation of the form 𝜎𝑖 = 𝜏𝐿 𝜏𝐿−1 𝜏𝐿−2⋯ 𝜏𝑖 is one-to-
one. This allows us to write  in factorised form as
1𝑑, f ree =∑
{𝜏}
exp
(
𝛽
𝐿−1∑
𝑖=1
𝜏𝑖
)
(3.5)
which may then trivially be evaluated to give
1𝑑, f ree = 2
𝐿−1∏
𝑖=1
∑
𝜏𝑖=±1
exp
(
𝛽𝜏𝑖
)
= 2(2 ch(𝛽))𝐿−1 (3.6)
where the initial factor of two comes from the sum over 𝜏𝐿 = 𝜎𝐿 which does
not appear in the exponent. We highlight two features of this calculation, which
also appear when the transformation is applied to the Fuki-Nuke model with
free boundaries:
• The last spin, 𝜎𝐿, remains untransformed,
• summing over this gives a factor of 2 in 1𝑑, f ree.
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3.1.2. Periodic boundary conditions
When periodic boundary conditions are imposed, see Fig. 3.1b, we map 𝐿 𝜎’s to
𝐿 𝜏’s without requiring the condition 𝜏𝐿 = 𝜎𝐿 of the free boundary conditions.
Since every configuration of 𝜏’s can now be made up from two configurations
of 𝜎’s, this should be taken into account when relating the partition functions
expressed in terms of 𝜎 or 𝜏. Explicitly, the transformations are now given by
𝜏1 = 𝜎1𝜎2, 𝜏2 = 𝜎2𝜎3, … , 𝜏𝐿 = 𝜎𝐿𝜎𝐿+1 = 𝜎𝐿𝜎1, with an inverse relation of the
form 𝜎𝑖 = 𝜎1×𝜏1 𝜏2 𝜏3⋯ 𝜏𝑖−1, and a direct consequence of the periodic boundary
conditions is that the constraint
𝐿∏
𝑖=1
𝜏𝑖 =
𝐿∏
𝑖=1
𝜎2𝑖 = 1 (3.7)
must be imposed on the 𝜏-variables. This can be implemented in the partition
function as
1𝑑, periodic = 2∑
{𝜏}
exp
(
𝛽
𝐿∑
𝑖=1
𝜏𝑖
)
𝛿
(
𝐿∏
𝑖=1
𝜏𝑖, 1
)
, (3.8)
where the requisite factor of two takes account of the two-to-one 𝜎-to-𝜏-mapping.
Since∏𝐿𝑖=1 𝜏𝑖 = ±1, it is possible to rewrite the Kronecker-𝛿 function appearingin Eq. (3.8) as
1𝑑, periodic =∑
{𝜏}
exp
(
𝛽
𝐿∑
𝑖=1
𝜏𝑖
)(
1 +
𝐿∏
𝑖=1
𝜏𝑖
)
(3.9)
which subsumes the factor of two. The partition function written in this form
may now be straightforwardly evaluated as the sum of two factorised terms,
1𝑑, periodic =
[
𝐿∏
𝑖=1
∑
𝜏𝑖=±1
exp
(
𝛽𝜏𝑖
)
+
𝐿∏
𝑖=1
∑
𝜏𝑖=±1
𝜏𝑖 exp
(
𝛽𝜏𝑖
)]
= 2𝐿
[
ch(𝛽)𝐿 + sh(𝛽)𝐿
]
= 2𝐿 ch(𝛽)𝐿
[
1 + th(𝛽)𝐿
]
. (3.10)
The standard result for periodic boundary conditions, familiar from the transfer
matrix calculation and numerous other approaches, is hence recovered. In the
case of periodic boundary conditions we can see that:
• The last spin, 𝜎𝐿, is included in the transformation,
• an additional factor of two appears in order to ensure the equivalence of
the 𝜎- and 𝜏-representations of the partition function,
• a constraint must be imposed on the product of all the 𝜏-variables resulting
in two terms in the partition function, corresponding to an additional
correlation by comparison with free boundary conditions.
27
The factor of two thus appears for different reasons in the 𝜏-representation of
the partition function in the free boundary case (summing over the last spin) and
the periodic boundary case (a two-to-one mapping between 𝜎’s and 𝜏’s).
3.2. TWO DIMENSIONS: PLAQUETTE ISING MODELS
Consider the anisotropic version of the Hamiltonian in Eq. (1.2),
𝐻aniso({𝜎}) = −𝐽𝑥
𝐿𝑥∑
𝑥=1
𝐿𝑦∑
𝑦=1
𝐿𝑧∑
𝑧=1
𝜎𝑥,𝑦,𝑧𝜎𝑥,𝑦+1,𝑧𝜎𝑥,𝑦+1,𝑧+1𝜎𝑥,𝑦,𝑧+1
−𝐽𝑦
𝐿𝑥∑
𝑥=1
𝐿𝑦∑
𝑦=1
𝐿𝑧∑
𝑧=1
𝜎𝑥,𝑦,𝑧𝜎𝑥+1,𝑦,𝑧𝜎𝑥+1,𝑦,𝑧+1𝜎𝑥,𝑦,𝑧+1 (3.11)
−𝐽𝑧
𝐿𝑥∑
𝑥=1
𝐿𝑦∑
𝑦=1
𝐿𝑧∑
𝑧=1
𝜎𝑥,𝑦,𝑧𝜎𝑥+1,𝑦,𝑧𝜎𝑥+1,𝑦+1,𝑧𝜎𝑥,𝑦+1,𝑧 ,
where we have now indicated each site and directional sum explicitly. If we now
set the coupling of the vertical plaquettes to zero, the different horizontal layers
decouple trivially and the Hamiltonians of the individual layers are those of the
two-dimensional plaquette model,
𝐻𝐽𝑥=𝐽𝑦=0aniso ({𝜎}) = −𝐽𝑧
𝐿𝑧∑
𝑧=1
[ ∑
2𝑑 □
𝜎𝜎𝜎𝜎
]
. (3.12)
Taking 𝐽𝑧 = 1 for simplicity, the partition function is given by the product of 𝐿𝑧
decoupled layers,
𝐽𝑥=𝐽𝑦=0aniso =∑
{𝜎}
exp
(
−𝛽𝐻𝐽𝑥=𝐽𝑦=0aniso ({𝜎})
)
= (2𝑑, gonihedric)𝐿𝑧 , (3.13)
each of which is a 2𝑑 plaquette model. The partition function for the 2𝑑 plaquette
model may also be evaluated exactly using the spin-bond (𝜎-𝜏)-transformation for
both free and periodic boundary conditions in the direction of the transformation,
which we shall take in the following along the vertical 𝑦-axis.
3.2.1. Free boundary conditions in 𝑦-direction
On a rectangular 𝐿𝑥 × 𝐿𝑦 lattice with free boundaries in the 𝑦-direction, the
𝜎-𝜏-transformation used in the 1𝑑 Ising model can still be applied in 𝑦-direction
by defining 𝜏𝑥,𝑦 = 𝜎𝑥,𝑦𝜎𝑥,𝑦+1, with the condition 𝜏𝑥,𝐿𝑦 = 𝜎𝑥,𝐿𝑦 and the inverse
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relation 𝜎𝑥,𝑦 = 𝜏𝑥,𝐿𝑦𝜏𝑥,𝐿𝑦−1⋯ 𝜏𝑥,𝑦. Assuming free boundaries in 𝑥-direction, too,the partition function reads
2𝑑, gonihedric, f ree = ∑
{𝜎}
exp
(
𝛽
𝐿𝑥−1∑
𝑥=1
𝐿𝑦−1∑
𝑦=1
𝜎𝑥,𝑦𝜎𝑥,𝑦+1𝜎𝑥+1,𝑦𝜎𝑥+1,𝑦+1
)
=
∑
{𝜏}
exp
(
𝛽
𝐿𝑥−1∑
𝑥=1
𝐿𝑦−1∑
𝑦=1
𝜏𝑥,𝑦𝜏𝑥+1,𝑦
)
= 2𝐿𝑥(1𝑑, Ising)𝐿𝑦−1 , (3.14)
where the factor 2𝐿𝑥 in the last line comes from the 𝐿𝑥 sums over 𝜏𝑥,𝐿𝑦 = 𝜎𝑥,𝐿𝑥 =
±1 which do not appear in the exponent, similar to the 1𝑑 Ising case. Products
of the partition function of the 1𝑑 Ising model appear due to the decoupling in
𝜏-spins in the 𝑦-direction. The solution of the free 1𝑑 Ising model from Eq. (3.6)
simplifies this expression to
2𝑑, gonihedric, f ree, f ree = 2𝐿𝑥𝐿𝑦 ch(𝛽)(𝐿𝑥−1)(𝐿𝑦−1) . (3.15)
With periodic boundary conditions in 𝑥-direction, the partition function1𝑑, Ising
in (3.14) is the solution (3.10) of the periodic case, so that the explicit expression
looks slightly more complicated,
2𝑑, gonihedric, periodic, f ree = 2𝐿𝑥𝐿𝑦 ch(𝛽)𝐿𝑥(𝐿𝑦−1)(1 + th(𝛽)𝐿𝑥)𝐿𝑦−1
= 2𝐿𝑥𝐿𝑦 ch(𝛽)𝐿𝑥(𝐿𝑦−1)
𝐿𝑦−1∑
ℎ=0
(
𝐿𝑦 − 1
ℎ
)
th(𝛽)𝐿𝑥ℎ . (3.16)
The expansion in the last line gives binomials of th(𝛽), which also appear below
when periodic boundaries in both directions are considered.
3.2.2. Periodic boundary conditions in 𝑦-direction
To simplify the combinatorics involved when solving the model with periodic
boundary conditions, we employ a dimer representation that allows us to straight-
forwardly take into account the constraints that arise with periodic boundaries.
This diagrammatic approach appears naturally in the high-temperature represen-
tation as a way of representing valid configurations graphically.
If we take periodic boundary conditions in 𝑦-direction, i.e., 𝜎𝑥,𝐿𝑦+1 = 𝜎𝑥,1,the transformation 𝜏𝑥,𝑦 = 𝜎𝑥,𝑦𝜎𝑥,𝑦+1 imposes the 𝐿𝑥 constraints∏𝑦 𝜏𝑥,𝑦 = 1 and
leads to an inverse relation of the form
𝜎𝑥,𝑦 = 𝜎𝑥,1 × 𝜏𝑥,1 𝜏𝑥,2 𝜏𝑥,3⋯ 𝜏𝑥,𝑦−1 . (3.17)
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This allows the partition function to be expressed in terms of the new 𝜏-variables
as
2𝑑, gonihedric, periodic =∑
{𝜎}
exp
(
𝛽
𝐿𝑥∑
𝑥=1
𝐿𝑦∑
𝑦=1
𝜎𝑥,𝑦𝜎𝑥,𝑦+1𝜎𝑥+1,𝑦𝜎𝑥+1,𝑦+1
)
= 2𝐿𝑥
∑
{𝜏}
exp
(
𝛽
𝐿𝑥∑
𝑥=1
𝐿𝑦∑
𝑦=1
𝜏𝑥,𝑦𝜏𝑥+1,𝑦
) 𝐿𝑥∏
𝑥=1
𝛿
( 𝐿𝑦∏
𝑦=1
𝜏𝑥,𝑦, 1
)
, (3.18)
where the prefactor of 2𝐿𝑥 again accounts for the two-to-one 𝜎-to-𝜏-mapping.
The notation in Eq. (3.18) assumes periodic boundary conditions also in 𝑥-
direction, although this is not essential for what follows (for free boundary
conditions we would have the replacement,∑𝐿𝑥𝑥=1 → ∑𝐿𝑥−1𝑥=1 ).This can be rewritten in the high-temperature representation as an expression
which looks similar to the starting point of the combinatorial solution of the
standard 2𝑑 Ising model [44, 84],
2𝑑, gonihedric, periodic = (3.19)
2𝐿𝑥 ch(𝛽)𝐿𝑥𝐿𝑦
∑
{𝜏}
[ 𝐿𝑦∏
𝑦=1
𝐿𝑥∏
𝑥=1
(
1 + th(𝛽)𝜏𝑥,𝑦𝜏𝑥+1,𝑦
)] 𝐿𝑥∏
𝑥=1
𝛿
( 𝐿𝑦∏
𝑦=1
𝜏𝑥,𝑦, 1
)
.
Here, however, we are saved from the combinatorial complications of counting
loops because the spins only couple in the 𝑥 (horizontal) direction in our case.
Graphically the factors of th(𝛽)𝜏𝑥,𝑦𝜏𝑥+1,𝑦, which appear when expanding the
product in Eq. (3.19), are represented as horizontal dimers. This amounts to
the diagrammatical solution of the 1𝑑 Ising model using the high-temperature
representation, up to subtle complications due to the 𝛿-constraints discussed
further below.
Let us first verify that, within this diagrammatic approach, the results of the
preceding section in Eqs. (3.15) and (3.16) are immediately recovered: For the
case with free boundaries in both directions, the 𝛿-constraints (and also the
associated 2𝐿𝑥 prefactor) are absent, so 1,… , (𝐿𝑥 − 1) × (𝐿𝑦 − 1) dimers cannot
be arranged without any dangling ends, since summing over the spins on the
free dimer ends would give a zero contribution to the partition function. This
leaves the empty lattice as the only contributing dimer configuration, giving
the 2𝐿𝑥𝐿𝑦 factor in Eq. (3.15) from the then trivial summations over the 𝜏-spins.
In the other case with free boundaries in 𝑥 (horizontal) direction, and periodic
boundary conditions in 𝑦-direction, the direction in which the 𝜎-𝜏-transformation
is carried out, the 𝐿𝑥 𝛿-constraints couple the spins non-locally so that complete
columns of dimers contribute, too. There are (𝐿𝑥−1
𝑣
) possible ways of choosing
𝑣 such columns, each one carrying a weight of th(𝛽)𝐿𝑦𝑣. Summing over all
possible numbers for 𝑣, the symmetric counterpart of Eq. (3.16) is recovered,
with 𝐿𝑥 and 𝐿𝑦 swapped (since here the 𝜎-𝜏-transformation was carried out in
the other direction). The prefactor 2𝐿𝑥𝐿𝑦 = 2𝐿𝑥2𝐿𝑥(𝐿𝑦−1) is the product of the
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factor 2𝐿𝑥 in Eq. (3.19) and the weight of 2𝐿𝑥(𝐿𝑦−1) for each diagram of dimers,
which takes care of proper summation over all 𝜏-configurations. Here, for each
of the 𝐿𝑥 spin columns (not to be confused with the 𝐿𝑥 − 1 dimer columns),
the 𝐿𝑦 summations over 𝜏𝑥,𝑦 give a trivial factor of 2, except for one summation
(say, the first) which gives only 1 due to summing over the 𝛿-constraint.
After these checks, we are ready to consider the doubly periodic case (i.e., the
torus topology), where periodic boundary conditions are assumed in both 𝑥- and
𝑦-direction and the graphical representation is slightly more complicated. Here
not only empty but also completely filled rows (“closed” by the periodic boundary
conditions in 𝑥-direction) of dimers would normally contribute. However, due
to the 𝛿-constraints, gaps in the otherwise filled rows of dimers may also be
present. As a consequence, both a horizontal configuration of dimers and its
“dual”, where shaded and unshaded bonds are swapped, may appear. In Fig. 3.2
a contributing configuration to the 𝐿𝑥 = 𝐿𝑦 = 6 partition function is shown,
where the dimers giving th(𝛽) factors are shown heavily shaded. The two sorts
of contributing horizontal lines give either an th(𝛽)4 or th(𝛽)2 factor in this case.
In general on an 𝐿𝑥 ×𝐿𝑦 lattice there may be 𝑣 = 0, ..., 𝐿𝑥 gaps in a shaded line
which may be chosen in (𝐿𝑥
𝑣
) ways and counting these and their duals gives
2𝑑, gonihedric, periodic = (3.20)(1
2
)
2𝐿𝑥𝐿𝑦 ch(𝛽)𝐿𝑥𝐿𝑦
𝐿𝑥∑
𝑣=0
(
𝐿𝑥
𝑣
)(
th(𝛽)𝑣 + th(𝛽)𝐿𝑥−𝑣
)𝐿𝑦 .
The prefactor of 1∕2 takes care of the double-counting inherent in the dimer
description due to the 𝑣 ↔ 𝐿𝑥 − 𝑣 symmetry. The diagram of Fig. 3.2, for
instance, appears in both the 𝑣 = 2 and 𝑣 = 4 terms in the sum of Eq. (3.20).
The other prefactor, 2𝐿𝑥𝐿𝑦 = 2𝐿𝑥2𝐿𝑥(𝐿𝑦−1) results as above from the now trivial
summations over the 𝜏-spins, respecting the 𝐿𝑥 𝛿-constraints (which kill one of
the factors of 2 for each of the 𝐿𝑥 spin columns).
Expanding the product in Eq. (3.20) gives an alternative representation of the
partition function as a double sum, which was also found by Espriu and Prats [85]
for the special case 𝐿𝑥 = 𝐿𝑦 = 𝐿 by enumerating possible plaquette configura-
tions. In this approach rows and columns of plaquettes which can contribute to
the partition function sum are counted, keeping track of over-counting factors of
th(𝛽) in intersecting rows and columns:
2𝑑, gonihedric, periodic = (3.21)(1
2
)
2𝐿𝑥𝐿𝑦 ch(𝛽)𝐿𝑥𝐿𝑦
𝐿𝑥∑
𝑣=0
𝐿𝑦∑
ℎ=0
(
𝐿𝑥
𝑣
)(
𝐿𝑦
ℎ
)
th(𝛽)𝑣𝐿𝑦+ℎ𝐿𝑥−2𝑣ℎ .
In 3.2.3 we show how enumerating plaquette configurations also allows the
exact solution of the model with helical boundary conditions as considered
recently in a numerical Monte Carlo simulation study [86].
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FIGURE 3.2.: A contributing dimer configuration in the 2𝑑 gonihedric case with periodic
boundary conditions in both directions for 𝐿𝑥 = 𝐿𝑦 = 6, combining both th(𝛽)4
and th(𝛽)2 terms.
In summary, although we have used the same transformation, the solution for
the model with periodic boundary conditions can be seen to be more involved
than the (almost) trivial free case in Section 3.2.1. This is a consequence of
the constraints that implement the periodic boundary conditions, which couple
the different 1𝑑 layers and allow non-trivial 1𝑑 configurations to contribute
to the partition function sum. As we will now see, this behaviour is repeated
in the three-dimensional Fuki-Nuke model where free boundary conditions
lead to a partition function composed of uncoupled 2𝑑 layers, whereas periodic
boundaries give a much more complicated structure.
3.2.3. Helical boundary conditions
Helical boundary conditions have already been used when comparing the 2𝑑
gonihedric Ising model with a 1𝑑 Ising model by means of Metropolis Monte
Carlo simulations [86], although here the finite-size scaling was not investigated
since the focus was on the dynamical properties of the model.
We assume helical boundary conditions in 𝑥-direction, i.e., 𝜎𝐿𝑥+1,𝑦 = 𝜎1,𝑦+1,and periodic boundaries in 𝑦-direction. The latter choice is not arbitrary, because
the next-to-nearest-neighbour interactions in the Hamiltonian forbid helical
boundaries in 𝑦-direction, or else one may find different spins on the boundaries
depending on whether one first goes along the 𝑥-axis or 𝑦-axis.
The partition function for helical boundaries can be found by counting the
possible contributions when expanding the product in the high-temperature
representation in Eq. (3.19). As in the periodic case, only those configurations
can contribute to the partition function whose spins appear with an even power.
An arbitrarily chosen plaquette on an empty lattice has one spin on each of the
four corners and each spin contributes only once. For this plaquette to contribute,
adjacent plaquettes must also contribute, either connected through a common
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FIGURE 3.3.: Illustration of checker board configurations with helical boundaries
along the 𝑥-direction and periodic boundaries in 𝑦-direction. The thick blue
lines separate repeating units of the system. Numbers distinguish the different
plaquettes that are “active” (gray) or “inactive” (white). (a) For lattices with an
odd number 𝐿𝑦 of plaquettes in 𝑦-direction, edges are created with spins that
contribute to 3 plaquettes (here, the black dot). Hence, that configuration does
not appear in the partition function. (b) For even 𝐿𝑦, the checker board can be
continued over the boundaries without having spins contribute with odd power.
(c) In each column the gray and white plaquettes can be switched, leading to
another valid configuration. Here, the second column of (b) has been switched.
bond or through a corner. Valid configurations are thus either combinations of
columns in 𝑦-direction that are closed through the periodic boundary conditions,
one complete row that is closed with help of the helical boundaries or checker
board configurations. Checker board configurations only appear for lattices with
an even number 𝐿𝑦 of spins in the direction of the periodic boundaries, and here
each column can have two possible patterns as depicted in Fig. 3.3. Hence, for
odd 𝐿𝑦 we find
2𝑑, gonihedric, helical, periodic = 2𝐿𝑥𝐿𝑦 ch(𝛽)𝐿𝑥𝐿𝑦(1 + th(𝛽)𝐿𝑦)𝐿𝑥 , (3.22)
and for lattices with even 𝐿𝑦,
2𝑑, gonihedric, helical, periodic = (3.23)
2𝐿𝑥𝐿𝑦 ch(𝛽)𝐿𝑥𝐿𝑦
((
1 + th(𝛽)𝐿𝑦
)𝐿𝑥 + 2𝐿𝑥 th(𝛽)𝐿𝑥𝐿𝑦∕2),
where the additional term accounts for the contributions from checker-board-like
configurations, where the 𝐿𝑥 × 𝐿𝑦∕2 plaquettes contribute a th(𝛽) each. The
freedom of column-wise switching of gray and white plaquettes is reflected in
the prefactor 2𝐿𝑥 .
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3.3. THREE DIMENSIONS: THE FUKI-NUKE MODEL
3.3.1. The Fuki-Nuke model
The Fuki-Nuke model [87–89] is the 𝐽𝑧 = 0 limit of the anisotropic 3𝑑 plaquette
model defined in Eq. (3.11). In this case the horizontal, “ceiling” plaquettes
have zero coupling, which Hashizume and Suzuki denoted the Fuki-Nuke (“no-
ceiling” in Japanese) model [88, 89]. The anisotropic 3𝑑 plaquette Hamiltonian
when 𝐽𝑧 = 0 is thus given by
𝐻Fuki−Nuke({𝜎}) = −𝐽𝑥
𝐿∑
𝑥=1
𝐿∑
𝑦=1
𝐿𝑧∑
𝑧=1
𝜎𝑥,𝑦,𝑧𝜎𝑥,𝑦+1,𝑧𝜎𝑥,𝑦+1,𝑧+1𝜎𝑥,𝑦,𝑧+1
−𝐽𝑦
𝐿∑
𝑥=1
𝐿∑
𝑦=1
𝐿𝑧∑
𝑧=1
𝜎𝑥,𝑦,𝑧𝜎𝑥+1,𝑦,𝑧𝜎𝑥+1,𝑦,𝑧+1𝜎𝑥,𝑦,𝑧+1 , (3.24)
with 𝐿𝑧 ≥ 2. This Hamiltonian, with 𝐽𝑥 = 𝐽𝑦 = 1 for simplicity, may be
solved for free boundary conditions in 𝑧-direction by using the same variable
transformation as in the 1𝑑 Ising model. When expressed in terms of the new
product spin variables 𝜏 the Hamiltonian for free boundary conditions can be
seen to be that of a stack of 2𝑑 Ising models with nearest-neighbour in-plane
interactions. The differences in the treatment of free and periodic boundary
conditions that are manifest in the 1𝑑 model also appear here, so we treat each
separately.
3.3.2. Free boundary conditions in 𝑧-direction
For free boundary conditions in 𝑧-direction (the case originally discussed by
Suzuki [87]) we define bond spin variables 𝜏𝑥,𝑦,𝑧 = 𝜎𝑥,𝑦,𝑧𝜎𝑥,𝑦,𝑧+1 on each vertical
lattice bond in a cuboidal 𝐿 × 𝐿 × 𝐿𝑧 lattice. The 𝜎- and 𝜏-spins are related by
𝜏𝑥,𝑦,1 = 𝜎𝑥,𝑦,1 𝜎𝑥,𝑦,2 , … , 𝜏𝑥,𝑦,𝐿𝑧−1 = 𝜎𝑥,𝑦,𝐿𝑧−1 𝜎𝑥,𝑦,𝐿𝑧 , 𝜏𝑥,𝑦,𝐿𝑧 = 𝜎𝑥,𝑦,𝐿𝑧 , (3.25)
with an inverse relation of the form
𝜎𝑥,𝑦,𝑧 = 𝜏𝑥,𝑦,𝐿𝑧 𝜏𝑥,𝑦,𝐿𝑧−1 𝜏𝑥,𝑦,𝐿𝑧−2⋯ 𝜏𝑥,𝑦,𝑧 , (3.26)
where a one-to-one correspondence between the 𝜎- and 𝜏-spin configurations is
maintained by specifying that the value of the 𝜎, 𝜏-spins on a given horizontal
plane (in this case 𝑧 = 𝐿𝑧, i.e., 𝜏𝑥,𝑦,𝐿𝑧 = 𝜎𝑥,𝑦,𝐿𝑧) are equal.
We do not need to assume specific boundary conditions in 𝑥- and 𝑦-directions,
as long as boundaries of different layers are not coupled, i.e., boundary conditions
have no dependence on 𝑧. Some of the possible topologies are depicted in Fig. 3.4.
Only for the sake of an explicit notation we assume periodic boundary conditions
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(a) (b) (c)
FIGURE 3.4.: Fuki-Nuke models with free boundary conditions in one direction per-
mit different topology of the lattice. We sketch the layers of 𝜏-spins: (a) free
boundary conditions in all directions, (b) periodic boundary conditions are set
in one, and only one direction, and (c) periodic boundary conditions are set in
both other directions.
in what follows, but other conditions would carry through the calculation, too.
The resulting Hamiltonian is missing one layer of spins,
𝐻Fuki−Nuke({𝜏}) = −
𝐿∑
𝑥=1
𝐿∑
𝑦=1
𝐿𝑧−1∑
𝑧=1
(
𝜏𝑥,𝑦,𝑧𝜏𝑥+1,𝑦,𝑧 + 𝜏𝑥,𝑦,𝑧𝜏𝑥,𝑦+1,𝑧
)
, (3.27)
so summing over these gives an additional factor of 2𝐿×𝐿 in the partition function
(corresponding to the factor of 2 in Eq. (3.6)),
Fuki−Nuke = ∑
{𝜏}
exp
(
−𝛽𝐻Fuki−Nuke({𝜏})
)
= 2𝐿2
∑
{𝜏𝑥,𝑦,𝑧≠𝐿𝑧}
𝐿𝑧−1∏
𝑧=1
exp
(
𝛽
𝐿∑
𝑥=1
𝐿∑
𝑦=1
(
𝜏𝑥,𝑦,𝑧𝜏𝑥+1,𝑦,𝑧 + 𝜏𝑥,𝑦,𝑧𝜏𝑥,𝑦+1,𝑧
))
= 2𝐿2
𝐿𝑧−1∏
𝑧=1
∑
{𝜏𝑥,𝑦}𝑧
exp
(
𝛽
𝐿∑
𝑥=1
𝐿∑
𝑦=1
(
𝜏𝑥,𝑦,𝑧𝜏𝑥+1,𝑦,𝑧 + 𝜏𝑥,𝑦,𝑧𝜏𝑥,𝑦+1,𝑧
))
= 2𝐿2
𝐿𝑧−1∏
𝑧=1
2𝑑 Ising = 2𝐿2(2𝑑 Ising)𝐿𝑧−1, (3.28)
where {𝜏𝑥,𝑦}𝑧 denotes summation over all 𝜏-spins with a given 𝑧-component and2𝑑 Ising is the standard partition function of the 2𝑑 Ising layer.
By taking the limit of infinite layers (but keeping 𝐿𝑧 fixed), one easily arrives
at
𝛽𝑓Fuki−Nuke ≡ − lim𝐿→∞ 1𝐿2𝐿𝑧 lnFuki−Nuke = 𝛽𝑓2𝑑 Ising−
ln 2 + 𝛽𝑓2𝑑 Ising
𝐿𝑧
, (3.29)
displaying explicitly the free-energy contributions of the two free surfaces at
𝑧 = 1 and 𝑧 = 𝐿𝑧 in terms of the (reduced) free-energy density 𝛽𝑓2𝑑 Ising ≡
− lim𝐿→∞
1
𝐿2
ln2𝑑 Ising of the 2𝑑 Ising model.
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3.3.3. Periodic boundary conditions in 𝑧-direction
We consider a cuboidal 𝐿 × 𝐿 × 𝐿𝑧 lattice with periodic boundary condi-
tions in 𝑧-direction, 𝜎𝑥,𝑦,𝐿𝑧+1 = 𝜎𝑥,𝑦,1. We define the bond spin variables
𝜏𝑥,𝑦,𝑧 = 𝜎𝑥,𝑦,𝑧𝜎𝑥,𝑦,𝑧+1 on each vertical lattice bond which must now satisfy the 𝐿2
constraints∏𝐿𝑧𝑧=1 𝜏𝑥,𝑦,𝑧 = 1 because of the periodic boundary conditions. The 𝜎-and 𝜏-spins are subject to the inverse relation
𝜎𝑥,𝑦,𝑧 = 𝜎𝑥,𝑦,1 × 𝜏𝑥,𝑦,1 𝜏𝑥,𝑦,2 𝜏𝑥,𝑦,3⋯ 𝜏𝑥,𝑦,𝑧−1 . (3.30)
As for the 1𝑑 Ising model with periodic boundaries the 𝜎-𝜏 mapping is two-to-
one. Since the transformation is carried out for each spin lying in a horizontal
2𝑑 plane the 𝜏 partition function acquires an additional factor of 2𝐿×𝐿 arising
from the transformation. The resulting Hamiltonian with 𝐽𝑥 = 𝐽𝑦 = 1 in terms
of the 𝜏-spins is again simply that of a stack of 2𝑑 Ising layers with standard
nearest-neighbour in-layer interactions in the horizontal planes,
𝐻Fuki−Nuke({𝜏}) = −
𝐿∑
𝑥=1
𝐿∑
𝑦=1
𝐿𝑧∑
𝑧=1
(
𝜏𝑥,𝑦,𝑧𝜏𝑥+1,𝑦,𝑧 + 𝜏𝑥,𝑦,𝑧𝜏𝑥,𝑦+1,𝑧
)
, (3.31)
subject to the 𝐿2 constraints
𝐿𝑧∏
𝑧=1
𝜏𝑥,𝑦,𝑧 = 1, 𝑥 = 1,… , 𝐿, 𝑦 = 1,… , 𝐿 . (3.32)
We collect numerical evidence in Fig. 3.5, that the variable transformation
is genuinely following the same pattern as in the 1𝑑 and 2𝑑 cases discussed
earlier. For very small lattices we exactly enumerated the models in Eqs. (3.24)
and (3.31), (3.32) with the different spin representations for periodic boundaries.
For some of the tested 3𝑑 lattice geometries with dimensions (𝐿𝑥, 𝐿𝑦, 𝐿𝑧) with
𝐿𝑖 ≤ 4 we compare in Fig. 3.5 the number of states 𝑧𝜎(𝐸) with an energy
𝐸 = 𝐻({𝜎𝑖}). States that do not satisfy the 𝐿𝑥 × 𝐿𝑦 constraints in Eq. (3.32)
are discarded during the enumeration to yield the number of states 𝑧𝜏(𝐸) for the
𝜏-representation. Finally, we respect the factors of 2 from the transformation for
the comparison, 𝑧𝜎(𝐸) = 2𝐿𝑥𝐿𝑦𝑧𝜏(𝐸). For such small lattices, boundary effects
yield the most prominent contributions. We also checked that our program
yielded the same results when 𝐿𝑥 and 𝐿𝑦 were exchanged (not shown). We find
that the (integer) numbers perfectly agree in all cases.
To interpret the role of the constraints we employ formally the same trick
from the 1𝑑 Ising model of rewriting the constraints in the partition function,
Fuki−Nuke = 2𝐿2∑
{𝜏}
exp
(
−𝛽𝐻Fuki−Nuke({𝜏})
) 𝐿∏
𝑥=1
𝐿∏
𝑦=1
𝛿
( 𝐿𝑧∏
𝑧=1
𝜏𝑥,𝑦,𝑧, 1
)
=
∑
{𝜏}
exp
(
−𝛽𝐻Fuki−Nuke({𝜏})
) 𝐿∏
𝑥=1
𝐿∏
𝑦=1
(
1 +
𝐿𝑧∏
𝑧=1
𝜏𝑥,𝑦,𝑧
)
. (3.33)
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FIGURE 3.5.: Number of states 𝑧(𝑒) over normalised energy 𝑒 = 𝐸∕(𝐿𝑥 × 𝐿𝑦 × 𝐿𝑧)
for the two representations of the Fuki-Nuke Hamiltonian with different lattice
geometries under periodic boundary conditions. Boxes mark the number of
states with a given energy 𝑒 for the 𝜎-representation, dots mark the (rescaled)
number of states 2𝐿𝑥𝐿𝑦𝑧𝜏(𝑒) of states with energy 𝑒 in the 𝜏-representation. Since
all dots fall into a box, the numbers agree.
If we expand the∏𝐿𝑥=1∏𝐿𝑦=1(1 +∏𝐿𝑧𝑧=1 𝜏𝑥,𝑦,𝑧) term in Eq. (3.33) with the com-
mon definition of the (canonical) expectation value ⟨𝑂⟩ = −1∑{𝜏}𝑂𝑒−𝛽𝐻 of
an observable 𝑂 with respect to the Hamiltonian𝐻 and (canonical) partition
function  = ∑{𝜏} 𝑒−𝛽𝐻 , we find
Fuki−Nuke = ∑
{𝜏}
exp
(
−𝛽𝐻Fuki−Nuke({𝜏})
)(
1 +
𝐿∑
𝑥=1
𝐿∑
𝑦=1
𝐿𝑧∏
𝑧=1
𝜏𝑥,𝑦,𝑧 + (𝜏𝜏)
)
= ∗Fuki−Nuke
(
1 +
𝐿∑
𝑥=1
𝐿∑
𝑦=1
⟨ 𝐿𝑧∏
𝑧=1
𝜏𝑥,𝑦,𝑧⟩∗Fuki−Nuke + (𝜏𝜏)
)
, (3.34)
where ∗Fuki−Nuke = Fuki−Nuke,f ree∕2𝐿2 = (2𝑑 Ising)𝐿𝑧 , similar to the calculationin Eq. (3.28), but without the outer sum from the extra plane (and 𝐿𝑧 → 𝐿𝑧 +
1). Noticing that the product of 𝜏’s factorizes over the layers, leads to the
simplification
Fuki−Nuke = (2𝑑 Ising)𝐿𝑧(1 + 𝐿∑
𝑥=1
𝐿∑
𝑦=1
(⟨𝜏𝑥,𝑦⟩2𝑑 Ising)𝐿𝑧+ (𝜏𝜏)
)
.(3.35)
Finally, assuming translational invariance (i.e., periodic boundaries in each 2𝑑
Ising layer) the leading correction further simplifies to
Fuki−Nuke = (2𝑑, Ising)𝐿𝑧(1 + 𝐿2𝐶𝐿𝑧1 + (𝜏𝜏)), (3.36)
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with𝐶1 = ⟨𝜏1,1⟩2𝑑, Ising being the normalised one-point function, or magnetisationof the 2𝑑 Ising model, with its distinct features: it vanishes for finite lattices
(layers), but due to spontaneous symmetry breaking assumes a non-zero value
in the low-temperature phase when taking the thermodynamic limit in finite
field prior to setting the field to zero. Here, in the Fuki-Nuke case, “field”
corresponds in the original formulation with spins 𝜎𝑥,𝑦,𝑧 to the coupling constant
of a nearest-neighbour interaction in 𝑧-direction.
Similarly the (𝜏𝜏) contribution in Eqs. (3.34)-(3.36) can be written as
(𝜏𝜏) = 1
2
(
𝐿∑
𝑥1=1
𝐿∑
𝑦1=1
𝐿∑
𝑥2=1
𝐿∑
𝑦2=1
⟨ 𝐿𝑧∏
𝑧=1
𝜏𝑥1,𝑦1,𝑧𝜏𝑥2,𝑦2,𝑧⟩∗Fuki−Nuke − 1
)
+ (𝜏𝜏𝜏)
= 1
2
(
𝐿∑
𝑥1=1
𝐿∑
𝑦1=1
𝐿∑
𝑥2=1
𝐿∑
𝑦2=1
(⟨𝜏𝑥1,𝑦1𝜏𝑥2,𝑦2⟩2𝑑 Ising)𝐿𝑧 − 1
)
+ (𝜏𝜏𝜏) (3.37)
which is a sum over all two-point functions of the 2𝑑 Ising model and hence
a much more difficult expression to evaluate exactly [90, 91]. Only the next-
neighbour correlation, being proportional to the internal energy, is readily ac-
cessible for finite layers (with periodic boundary conditions) from the Kaufman
solution [43, 45]. Even if the power 𝐿𝑧 on each of the two-point functions
in Eq. (3.37) would not be present, we would end up with the expression for
the (high-temperature) susceptibility of the 2𝑑 Ising model. A closed-form
expression for this is as yet unknown, although its properties have been analysed
carefully to high precision using series expansions of extremely high order [92–
97]. The next terms in Eq. (3.37) are of the form(⟨𝜏𝑥1,𝑦1𝜏𝑥2,𝑦2𝜏𝑥3,𝑦3⟩2𝑑 Ising)𝐿𝑧 , (⟨𝜏𝑥1,𝑦1𝜏𝑥2,𝑦2𝜏𝑥3,𝑦3𝜏𝑥4,𝑦4⟩2𝑑 Ising)𝐿𝑧 , … (3.38)
for all possible combinations of 𝑥1, 𝑦1,… , 𝑥4, 𝑦4,… .
In summary, we have found that the products of vertical stacks of 𝜏𝑥,𝑦,𝑧 spins in∏𝐿𝑧
𝑧=1 𝜏𝑥,𝑦,𝑧 arising from the constraints due to periodic boundary conditions givecontributions from (all) 𝑛-point Ising spin correlation functions (with 𝑛 ≤ 𝐿2) in
each layer toFuki−Nuke. While providing an explicit exact answer to the problem,
this prevents the straightforward calculation of a closed-form expression for the
Fuki-Nuke model with periodic boundaries in the manner of Eqs. (3.20) and
(3.21) for the case of the 2𝑑 plaquette model with periodic boundaries.1
A similar representation for Fuki−Nuke for periodic boundary conditions has
been obtained previously by Jonsson and Savvidy [9, 98–100] in a purely geo-
metrical interpretation of the Fuki-Nuke model as a model for fluctuating random
(closed) surfaces [1–7]. By developing a suitable loop Fourier transformation
1For 𝐿𝑧 = 2, Fuki−Nuke(𝛽) = 2𝑑, Ising(2𝛽), because spins on top of each other must be equal
to fulfil the constraints, giving twice the energy of the usual 2𝑑 Ising system (as can be
verified by the exact data in Fig. 3.5). In total this gives a rule to calculate the sum over all
𝑛-point correlation functions of the 2𝑑 Ising model by 2𝑑, Ising(2𝛽)∕(2𝑑, Ising(𝛽))2 − 1.
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𝑥𝑦
𝑧
FIGURE 3.6.: A dimer configuration of the Fuki-Nuke model with 𝐿𝑧 = 3 that can
contribute to the partition function, although the mid and top layer have dangling
ends (symbolised by open circles). These are connected through the constraints
(dashed vertical lines) and contribute to the two-point function in each of the
two upper layers. Notice that additional, standard 2𝑑 Ising loops may appear,
as those shown in the bottom layer, which are the standard contributions to the
partition function of each layer.
they found the solution to the Fuki-Nuke partition function from eigenvalues of
the transfer matrix between loops in the different layers (tracing the intersections
with the closed surfaces). These eigenvalues can be expressed in terms of the
partition function and correlation functions of the 2𝑑 Ising model, which can
be identified with the corrections appearing in Eq. (3.36). The exact finite-size
solution with periodic boundary conditions thus amounts to evaluating all 𝑛-
point spin correlation functions in the 2𝑑 Ising model. This is a much more
difficult task [90, 91] than for the almost trivial case of free boundary conditions
in Eq. (3.28), where no such correlation functions appear. It would be interesting
to see how, in the latter case, such a simplification might occur in the geometrical
surface/loop picture, too.
The high-temperature expansion/dimer picture employed in Section 3.2.2
allowed an explicit solution of the 2𝑑 plaquette model with periodic boundaries,
where the constraints connect the different rows of spins with dangling ends
(recall Fig. 3.2). We could employ a particle-gap symmetry there, easing the
counting and effectively reducing the problem to a one-dimensional problem. A
similar approach eludes us in 3𝑑 for the Fuki-Nuke model, however, where the
equivalent picture leads to configurations with the constraints connecting the
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different layers, see Fig. 3.6. The dimer configurations with two dangling ends
in the mid and top layer contribute to the two-point function. Counting closed
loops for the 2𝑑 Ising model is already a non-trivial combinatorial problem, and
here we have to deal with additional complexity depending on the number and
position of the dangling ends. It is obvious that the difficulty of the problem grows
rapidly with the number 𝑛 of dangling ends, contributing to the 𝑛-point function.
While Eqs. (3.35)-(3.38) give the most explicit exact result, the high-temperature
expansion/dimer approach is the most intuitive pictorial way to explain how the
constraints for periodic boundary conditions induce the contributions of 𝑛-point
correlations to the partition function of each layer, as illustrated in Fig. 3.6.
It is perhaps worth remarking that the discussion of the Fuki-Nuke model in
[16] conflates the discussion of free and periodic boundary conditions, although
the overall picture of a 2𝑑 Ising-like transition in the thermodynamic limit of
the 3𝑑 Fuki-Nuke model remains, of course, correct in both cases.
The key point to be drawn from the various exact solutions explored in this
paper is that finite-size corrections due to periodic boundary conditions may be
viewed as coming from induced correlations, which may be a useful point of
view when carrying out finite-size scaling analyses of numerical results.
That one set of boundary conditions should admit a closed-form finite-size
solution and another not, is seen in other models; an example is the standard 2𝑑
Ising model where the exact solution on finite lattices is known only for cases
where there are (anti)periodic or twisted boundary conditions in at least one
direction [43, 101–108]. For very recent results on bulk, surface and corner
free energies of the square lattice Ising model for the case of free boundaries,
see [109–114].
In summary, the exact finite-size partition function for the Fuki-Nuke model
may be written as a product of 2𝑑 Ising partition functions in the case of free
boundary conditions. A similar decoupling is not manifest with periodic bound-
ary conditions, where all 𝑛-point 2𝑑 Ising spin-spin correlations also contribute
to the 3𝑑 Fuki-Nuke partition function. The decoupling for free boundaries sug-
gest a planar order parameter, which we will discuss in detail later in Chapter 4.4.
Numerically, this order parameter will be shown to be applicable to the isotropic
model and survives the constraints imposed by periodic boundary conditions.
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NUMER ICAL RESULTS 4
We are going to clarify the confusion in literature about the estimator of the
inverse transition temperature of the plaquette model in 3𝑑. First estimates were
given by a mean-field approximation that yielded 𝛽 = 0.325; early canonical
Monte Carlo simulations gave 𝛽 = 0.50(1) [115]. Later, detailed finite-size
scaling analysis of Monte Carlo data with fixed boundary conditions found a
value of 𝛽 = 0.54757(63) [116]. More recently, another value of 0.510(2),
that is apparently compatible with the first simulations [115], was suggested by
analysing a dual representation of the model with periodic boundary conditions
which turns out to be an anisotropic Ashkin-Teller model [117].
We start by recalling the observables that we use to extract the inverse tem-
perature for extrapolations. Then estimate the inverse transition temperature of
the infinitely large lattice again by measuring these observables in three distinct
multicanonical Monte Carlo simulations:
1. Simulation of the plaquette model with periodic boundary conditions.
2. Simulation of an anisotropic version of the Ashkin-Teller model with
periodic boundary conditions.
3. Simulation of the plaquette model with fixed boundary conditions.
Some supporting canonical simulations are performed, too, in cases where
cross-checks are needed. Both the plaquette and Ashkin-Teller model with
periodic boundary conditions are analysed by a modified finite-size scaling
ansatz that takes the low-temperature symmetry into account. Their transition
temperatures need to agree theoretically by a duality transformation. Only with
this nonstandard finite-size scaling ansatz we will be able to determine an inverse
transition temperature for the infinite lattice that agrees for both models and
also coincides with the simulation under fixed boundary conditions. The latter
estimate is compared to earlier results of other authors, with small modifications
to normalising factors. Observables gained from periodic and fixed boundary
conditions are compared in detail.
Finally, we use the findings of the exact calculations of the last section to define
and measure a family of order parameters that clearly shows the planar nature
of the low-temperature phase. With those we will cross-check our previous
findings about the nonstandard finite-size scaling quantitatively.
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Most of the material presented in this chapter has already been published: first
the nonstandard finite-size scaling in Ref. [26], the detailed numerical support
in Refs. [27, 118, 119] and the nature of the order parameter [120, 121].
4.1. OBSERVABLES
Standard observables such as the specific heat Eq. (1.3) and Binder’s energy
parameter Eq. (1.7) were calculated at different temperatures from reweighting
our multicanonical simulation data with Eq. (2.15). The positions of their peaks,
𝛽𝐶(𝐿) and 𝛽𝐵(𝐿) were then determined by systematic maximisation or minimi-
sation with respect to 𝛽. Other estimates of the inverse critical temperature are
given by 𝛽w(𝐿) and 𝛽h(𝐿), where the ordered and disordered peaks of the energy
probability density 𝑝(𝑒) have the same weight or height, respectively. In practice,
we use reweighting techniques to get an estimator of the energy probability
densities 𝑝(𝑒, 𝛽) at different temperatures. We systematically minimise
𝐷w(𝛽) =
(∑
𝑒<𝑒min
𝑝(𝑒, 𝛽) −
∑
𝑒≥𝑒min
𝑝(𝑒, 𝛽)
)2
(4.1)
to find the inverse temperature of equal peak-weight, 𝛽w(𝐿), where the energy
of the minimum between the two peaks, 𝑒min, is determined beforehand to
distinguish between the different phases. The location of the minimum, 𝛽w(𝐿),
is then also used to calculate the energy moments of the ordered and disordered
phases,
𝑒𝑘o(𝐿) =
∑
𝑒<𝑒min
𝑒𝑘 𝑝(𝑒, 𝛽w)
/ ∑
𝑒<𝑒min
𝑝(𝑒, 𝛽w),
𝑒𝑘d(𝐿) =
∑
𝑒≥𝑒min
𝑒𝑘 𝑝(𝑒, 𝛽w)
/ ∑
𝑒≥𝑒min
𝑝(𝑒, 𝛽w). (4.2)
The first moment, 𝑒o∕d(𝐿) = 𝑒1o∕d(𝐿), is the energy in the respective phases, andtheir difference is an estimator of the latent heat Δ𝑒(𝐿) = 𝑒d(𝐿) − 𝑒o(𝐿). Also,
the second and first moments combine to give the specific heat of the ordered
and disordered phases,
𝐶o∕d(𝐿) = 𝛽2𝐿𝑑
(
𝑒2o∕d(𝐿) −
(
𝑒o∕d(𝐿)
)2). (4.3)
To find the inverse transition temperature where both peaks for the respective
phases have equal height we minimize
𝐷h(𝛽) =
(
max
𝑒<𝑒min
{𝑝(𝑒, 𝛽)} − max
𝑒≥𝑒min{𝑝(𝑒, 𝛽)}
)2
, (4.4)
as a function of 𝛽. The probability density 𝑝(𝑒, 𝛽h) itself at 𝛽h is also of interest
since one can make use of it to extract the reduced interface tension
𝜎(𝐿) = 1
2𝐿2
ln
(
max{𝑝(𝑒, 𝛽h)}
min{𝑝(𝑒, 𝛽h)}
)
, (4.5)
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for periodic boundary conditions. This characteristic quantity of discontinu-
ous phase transitions is almost impossible to extract reliably from canonical
Metropolis simulations, where reasonable statistical sampling on the suppressed
states is off-limits. Multicanonical simulations, on the other hand, are perfectly
tailored for measurements of such rare events. Apart from these energetic and
probabilistic quantities we will define and measure planar order parameters.
These are introduced at a later point and discussed separately.
4.2. PERIODIC BOUNDARY CONDITIONS AND NONSTANDARD SCALING
4.2.1. Nonstandard finite-size scaling
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FIGURE 4.1.: Goodness-of-fit parameter for fits according to the standard finite-size
scaling ansatz, either taking into account the leading corrections only (upper
row) or with second-order corrections (lower row). We show the results for
fitting the extremal locations of the specific heat, 𝛽𝐶 , Binder’s energy parameter,
𝛽𝐵 and the inverse temperature of equal peak-height, 𝛽h for the plaquette model
for different fitting ranges 𝐿min–𝐿max. Green regions are acceptable fits.
The standard finite-size scaling behaviour at a discontinuous transition dis-
plays a leading contribution proportional to the inverse volume 𝐿−𝑑 as we have
derived in Section 1.1. Small lattices contribute more to the higher-order correc-
tions, larger lattices typically have bigger statistical fluctuations. Therefore it is
reasonable to systematically vary the fitting range. However, error-weighted fits
to the standard finite-size scaling laws, even when respecting higher-order contri-
butions, gave poor results. The goodness-of-fit parameter for such fits is plotted
in Fig. 4.1. Only fits with almost no degrees of freedom left are acceptable in
all cases.
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We can trace back this peculiar behaviour to a deceptive assumption about
the low-temperature degeneracy 𝑞 in the equations in Section 1.1. Usually it is
a constant (like in a 𝑞-state Potts model). However, for the three-dimensional
gonihedric Ising model Eq. (1.1), the degeneracy 𝑞 is exponentially dependent
on the linear system size. By construction, the model shows a highly degenerate
ground-state for all parameters 𝜅. In the special case of vanishing energetic
penalty for self-intersecting spin cluster boundaries, 𝜅 = 0, the degeneracy,
𝑞 = 23𝐿 = 𝑒3𝐿 ln 2 , (4.6)
is apparent even for finite temperatures [122, 123], as already depicted in Fig. 1.1
from the Introduction.
The usual 1∕𝐿3 behaviour is therefore transmuted to a 1∕𝐿2 behaviour [26].
The finite-size scaling corrections to 𝛽w(𝐿) in Eq. (1.20) and in the scaling law
Eq. (1.21) for 𝛽𝐶(𝐿) now coincide up to order (𝐿−4),
𝛽𝐶(𝐿) ≈ 𝛽w(𝐿) = 𝛽 −
ln 23𝐿
Δ𝑒𝐿3
+ Δ𝑐
2Δ𝑒
(
ln 23𝐿
Δ?̂?𝐿3
)2
+ 
(
(ln 𝑞)3
𝐿9
)
= 𝛽 − 3 ln 2
Δ𝑒𝐿2
+ Δ𝑐
2Δ𝑒
( 3 ln 2
Δ?̂?𝐿2
)2
+ (𝐿−6) . (4.7)
The scaling law for the peak location of Binder’s parameter Eq. (1.22) becomes
𝛽𝐵(𝐿) = 𝛽 −
ln(23𝐿𝑒2o∕𝑒
2
d)
Δ𝑒𝐿3
+ Δ𝑐
2Δ𝑒
(
ln 23𝐿
Δ?̂?𝐿3
)2
+…
= 𝛽 − 3 ln 2
Δ𝑒𝐿2
−
ln(𝑒2o∕𝑒
2
d)
Δ𝑒𝐿3
+ Δ𝑐
2Δ𝑒
( 3 ln 2
Δ?̂?𝐿2
)2
+ (𝐿−6) , (4.8)
where we have used the fact that only the contribution to 𝑎2 with the highest
power of ln 𝑞, 𝑎2 = (ln 𝑞∕Δ?̂?)2Δ𝑐∕2Δ𝑒+… , contributes to the order given. The
leading contribution to the finite-size correction is thus also proportional to 𝐿−2,
and the pre-factor of the contribution (𝐿−4) becomes the same as that found
for the inverse temperatures of the equal peak weight and the peak location of
the specific heat. Note that there is, however, an additional correction term of
(𝐿−3). The leading correction to the inverse temperature of equal peak height,
𝛽h, is now also of order (𝐿−2),
𝛽h(𝐿) = 𝛽 −
3 ln 2
Δ𝑒𝐿2
−
ln(𝑐d∕𝑐o)
2Δ𝑒𝐿3
+ (𝐿−4) . (4.9)
Numerical evidence is given by comparing the goodness-of-fit parameter for the
standard fits in Fig. 4.1 to the novel fits with nonstandard finite-size scaling laws
in Fig. 4.2. The fits themselves are discussed in Section 4.2.2 with consistency
checks on the fit parameters.
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FIGURE 4.2.: Goodness-of-fit parameter for fits according to the modified, nonstandard
finite-size scaling ansatz, either taking into account the leading corrections
only (upper row) or with second-order corrections (lower row). We show the
results for fitting the extremal locations of the specific heat, 𝛽𝐶 , and Binder’s
energy parameter, 𝛽𝐵 and the inverse temperature of equal peak-height, 𝛽h for
the plaquette model for different fitting ranges 𝐿min–𝐿max Compared to Fig. 4.1
we find acceptable fits with much more degrees of freedom left and consistent
behaviour when altering the fitting-ranges.
The extremal values of the specific heat and Binder’s parameter change with
the system size according to
𝐶(𝐿) =
(
Δ?̂?
2
)2
𝐿3 + ln 𝑞 (Δ𝑐 − Δ?̂?)
2
+
𝑐d + 𝑐o
2
+…
=
(
Δ?̂?
2
)2
𝐿3 + 3 ln 2 (Δ𝑐 − Δ?̂?)
2
𝐿 +
𝑐d + 𝑐o
2
+ (𝐿−1) (4.10)
and
𝐵(𝐿) = 1 − 1
12
(
𝑒o
𝑒d
+
𝑒d
𝑒o
)2
+ 𝑎𝐿−2 + (𝐿−3) . (4.11)
The pre-factor in the first correction for 𝐵(𝐿) reads
𝑎 = 1
6𝛽
2
𝑒 3d
(
3 ln 2 (𝑒d + 𝑒o) (𝑐o𝑒d − 𝑐d𝑒o) (𝑒 2d + 𝑒
2
o )𝑒
3
o
)
, (4.12)
which comes from an even more complicated expression of (𝐿−3) in the
general case [25, 34]. Here we have already taken the degeneracy 𝑞 = 23𝐿 into
account.
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The Taylor series of the energy in the ordered and disordered phases, 𝑒o∕d,
around 𝛽=𝛽 reads
𝑒o∕d(𝛽) = 𝑒o∕d +
𝜕𝑒o∕d
𝜕𝛽
||||𝛽=𝛽(𝛽 − 𝛽) + 
((
𝛽 − 𝛽
)2)
, (4.13)
where the specific heat of the ordered and disordered phase enters the leading
correction. Calculating the energies at inverse temperature 𝛽w, the scaling of the
energy fulfils
𝑒o∕d(𝛽w) = 𝑒o∕d − 𝑐o∕d
(
1
𝛽
)2
(𝛽w − 𝛽) + 
((
𝛽w − 𝛽
)2)
. (4.14)
The difference 𝛽w − 𝛽 is known from Eq. (4.7). The finite-size corrections to
the energy thus is
𝑒o∕d(𝛽w) = 𝑒o∕d +
(
1
𝛽
)2
𝑐o∕d
3 ln(2)
Δ𝑒𝐿2
+ (𝐿−4) . (4.15)
The same change of leading contributions is apparent in the anisotropic
Ashkin-Teller model in Eq. (4.19), where a similar low-temperature phase de-
generacy is expected (but, in contrast to the original model, not proven).
4.2.2. The isotropic plaquette model
The quality of the simulations for the original plaquette model, Eq. (1.2), with
periodic boundary conditions can be judged by the integrated autocorrelation
time 𝜏int and the number of sweeps in Fig. 4.3. Here, 𝜏int has been determined
with a self-consistent cutoff at 6𝜏int and the error comes from the known formula
for this algorithm [74], 𝜖𝜏int =
(
𝜏int
)3∕2(24∕𝑛)1∕2, where 𝑛 is the number of
measurements. We would expect that the integrated autocorrelation time with
perfect multicanonical weights should in principle increase linearly with the
volume, 𝜏int ∝ 𝐿3.
Error-weighted nonlinear least-squares fits of a power law, 𝜏int ∝ 𝐿𝛼, to the
actual measured integrated autocorrelation times yield much larger exponents
𝛼 ≈ 6.40(17) that vary a bit around 6.0 depending on the lattice sizes included
in the fits. Fits to the autocorrelation time with an exponential growth with 𝐿
are of comparable quality, see Fig. 4.3, if we include only lattices with 𝐿 > 16.
These are the lattice sizes that will lead to acceptable leading-order fits with
𝜒 ≈ 1 for the inverse temperature. With least-squares fits and no proper model
testing, we cannot distinguish between the two alternatives [124]. In any case,
we find that the autocorrelation time grows significantly faster than expected,
an effect that may be attributed to free-energy barriers. Such hidden barriers
appear for instance in droplet condensation [125–128]. The analogue with the
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FIGURE 4.3.: The integrated autocorrelation time 𝜏int in units of sweeps for the original
model with periodic boundary conditions (blue stars; left axis) over the linear
lattice size 𝐿. The dashed and dotted curves are fits with a power law or an
exponential law for lattices sizes 𝐿 ≥ 16. On the right axis, with green pluses,
the total number of sweeps 𝑛 divided by the volume is shown.
gonihedric Ising model is, however, still unclear, but hints for such barriers have
been observed in earlier canonical simulations, too [12].
We performed a maximum number of 𝑛max = 217𝐿3 = 131072𝐿3 sweeps
for each lattice with an upper bound on the computer time of around 500 hours
of real time for each lattice size, including the recursive multicanonical weight
calculation. All lattices with size 𝐿 ≤ 20 finished the desired number of sweeps,
the larger lattices were aborted after 500 hours and collected correspondingly less
statistics. The ratio 𝑛∕𝜏int is a measure for the number of effectively uncorrelated
data. Although the autocorrelation time increases dramatically with the system
size, the simulation of the largest lattice of 𝑉 = 273 spins still effectively flipped
more than 250 times between the two phases during the simulation. This is
remarkable, given that rare states were suppressed by more than 60 orders of
magnitude compared to the most probable states, see Fig. 4.4.
From our multicanonical data, we have calculated our quantities of interest
from Section 4.1 for various inverse temperatures and show some of them in
Fig. 4.5. We extracted peak locations and other quantities of interest for different
lattice sizes and listed them in Table A.1, where errors have been analysed by
the jackknife using 20 blocks for each lattice size. We find that the inverse
temperatures of the specific-heat maximum 𝛽𝐶 and of equal peak weights 𝛽w
fall nearly together for all lattice sizes. This is accounted for by the fact that the
higher-order corrections of order (𝐿−4) in the scaling law Eq. (4.7) for these
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FIGURE 4.4.: Energy probability densities of the plaquette model with periodic bound-
ary conditions. The one-𝜎 confidence intervals of canonical probability densities
at the inverse temperature of equal peak-height are shown in green for the dif-
ferent lattice sizes, and the probability densities of multicanonical simulations
are plotted in red. The latter are “flat” and nearly indistinguishable on this scale.
The normalisation is such that∑𝑒 𝑝(𝑒)𝛿𝑒 = 1, where 𝛿𝑒 = 2∕𝐿𝑑 is the distance
of the volume-normalised energy bins.
quantities collapse due to the exponential degeneracy of the low-temperature
phase to induce the same pre-factor.
Least-squares fits to the data in Table A.1 according to the laws in Section 4.2.1
have been conducted. We have left out the smaller lattices systematically for each
fit, until a goodness-of-fit value of at least𝑄 = 0.5was found for each observable
individually. In Ref. [26] and Section 4.2.1, the same protocol was employed,
but for a reduced time series, where only every 𝐿3-th measurement was used.
There we were not challenging the pre-factors of higher-order corrections so
the reduced time series was sufficient. We list all the fit parameters obtained for
both the full time series and the reduced one in Table A.2 along with the quality-
of-fit parameters 𝑄 and the degrees of freedom left. The inverse transition
temperatures in the thermodynamic limit are effectively identical and do not
depend on whether we use the reduced or the full dataset or on the precise
final averaging procedure. A graphical representation of the best fits is given in
Fig. 4.6.
Since the inverse temperatures 𝛽w and 𝛽𝐶 are obviously strongly correlated,
we leave out the former and average over 𝛽𝐶 , 𝛽𝐵, and 𝛽h, neglecting cross-
correlations [75, 76] between those and taking the smallest contributing error
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FIGURE 4.5.: Volume-normalised energy 𝑒 and specific heat 𝑐, and Binder’s energy
cumulant 𝐵 over inverse temperature for the plaquette model with periodic
boundary conditions. The one-𝜎 confidence interval from the jackknife-errors
are plotted for the different lattice sizes.
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FIGURE 4.6.: Best fits up to order(𝐿−4) obtained for the original model with periodic
boundary conditions (cf. Table A.2) using the (finite lattice) peak locations for
the specific heat 𝐶 , Binder’s energy parameter 𝐵; or inverse temperatures 𝛽w
and 𝛽h, where the two peaks of the energy probability density are of same weight
or height, respectively. The values for 𝛽w and 𝛽𝐶 are indistinguishable in the
plot.
for the final estimate. Our best estimate of the inverse transition temperature is
then given by
𝛽 = 0.551 332(8) , (4.16)
which accounts for the higher-order scaling corrections up to (𝐿−4).
Although the inverse transition temperatures do not change, we employ the
full data set. The reason is that the error on 𝛽h becomes smaller for the time
series that uses the full, correlated data set. This is attributed to the fact that
the observable relies on the statistics in single bins of the energy histogram,
which in total becomes smoother when using more, correlated measurements.
The same argument is valid for the calculation of the interface tension (4.5), for
which the best fit with corrections of order (𝐿−2) yields a value of
𝜎 = 0.12037(18) . (4.17)
Moments of the energy in the pure ordered and disordered phases are also
expected to become more accurate using the full data set, since autocorrelation
times in the pure phases are then significantly smaller than 𝜏int for the full energy
range (see below). By fitting the scaling law Eq. (4.15) to these moments, one
obtains the latent heat in the infinite-volume limit,
Δ𝑒 = 0.85148(5) . (4.18)
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Taking a careful look at the scaling laws in Section 4.2.1, we find that the
pre-factors of the scaling corrections only depend on the moments of the energy
or their differences. We have two methods at hand to test the self-consistency of
our simulations. Firstly, since the statistics of the observables are very high, we
can retrieve the pre-factors of the corrections as parameters of (nonlinear) least-
squares-fits with all corrections up to and including (𝐿−4). Secondly, from
multicanonical simulations we get estimators Eq. (4.2) of the energy moments,
allowing a direct computation of those pre-factors.
In addition, we carried out independent canonical simulations for the original
model under periodic boundary conditions for very large lattices. The goal was
to get independent measurements of the moments of the energy in the ordered
and disordered phases. We prepared the system in the appropriate phase and
performed simulations at a fixed temperature 𝛽 = 0.5513, near the transition
temperature, exploiting the fact that in canonical simulations, for large lattices,
flips between the two phases are extremely unlikely.
The quality of the canonical measurements and estimators on the energy
and the specific heat are summarised in Table 4.1. The autocorrelation times
within the phases are significantly smaller, because the system does not traverse
suppressed, improbable states between the phases. The statistical error has again
been retrieved by jackknife analysis. For lattices with size 𝐿 ≥ 32, physical
quantities indicate no further dependence on the lattice size within the statistical
error. Therefore we can safely take the error-weighted averages over energy
moments and their differences for those lattices. The multicanonical and the
canonical estimates of energetic moments agree astonishingly well.
With use of the energy moments from both simulations, we can challenge the
pre-factors in the finite-size scaling laws by comparing the numerical values for
the fit parameters to the theoretically expected pre-factors in terms of the energy
moments. The results of this cross-check are collected in Table 4.2.
Employing the scaling relation for the specific-heat maximum Eq. (4.10),
we can calculate Δ𝑒 from the fit parameter of the leading contribution. Using
our estimate of 𝛽 = 0.551 332(8), we get Δ𝑒 = 0.85130(7), very close to our
estimate 0.850968(18) from the moments of the canonical simulations. The
leading correction to the specific-heat ansatz Eq. (4.10) has a pre-factor which
computes to 0.2197(17) from the canonical moments. The fits find 0.17(6),
which is compatible, if not quite accurate.
The minimum of the Binder parameter Eq. (4.11) for the infinite lattice is
found to be 0.34729(7) from the direct fit of our multicanonical data which
agrees within error bars with 0.34723(9) from the canonical and 0.347(4) from
the multicanonical energy moments. The first correction in Eq. (4.12) yields a
value of−9.195(14)when inserting the energy moments from the multicanonical
simulation. The fits find −9.12(4) which is very close.
The coefficient of the leading correction apparent for all inverse temperatures,
𝑝2 = 3 ln(2)∕Δ𝑒, agrees reasonably well for the fits on 𝛽𝐵 and 𝛽h (cf. Table 4.2).
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TABLE 4.1.: Quality and resulting quantities of the canonical simulations. In the
time series of 𝑛meas = 1048576 measurements we found autocorrelation times
𝜏 < 7 (in units of measurements), leading to approximately 𝑛 uncorrelated
measurements. The energy 𝑒o∕d and the volume-normalised specific heat 𝑐o∕d in
the different phases have been measured by preparing two independent systems
for each respective phase at inverse temperature 𝛽 = 0.5513. We give the error-
weighted average over lattices 𝐿 ≥ 32, where the dependence on the lattice size
is smaller than the statistical error. The last line gives infinite-volume limits
from the multicanonical simulations for comparison.
𝐿 𝑛 𝑒𝑜 𝑒𝑑 Δ𝑒 𝑐𝑜 𝑐𝑑 Δ𝑐
16 149796 −1.468406(29) −0.61804(13) 0.85036(21) 0.1645(5) 0.861(4) 0.696(6)
32 174762 −1.468362(10) −0.61741(4) 0.85095(6) 0.1645(6) 0.8464(29) 0.682(5)
48 149796 −1.468360(6) −0.617382(19) 0.850978(30) 0.1658(5) 0.8445(27) 0.679(5)
64 174762 −1.468367(6) −0.617401(15) 0.850966(24) 0.1656(6) 0.847(4) 0.681(6)
mean (𝐿 ≥ 32) −1.468364(4) −0.617396(11) 0.850968(18) 0.16534(30) 0.8458(18) 0.6805(27)
multicanonical −1.468373(12) −0.61771(6) 0.85148(5) 0.16414(15) 0.8410(12) 0.6769(17)
The fits on 𝛽w and 𝛽𝐶 yield a slope of 2.371(4) which within error bars is slightly
off from the value of our best estimate of 2.44362(6) from the energy moments.
The relative error between the two values is very small though, around 3%,
which is acceptable given that the leading contribution probably accounts for the
omitted higher-order contributions with different sign and that we have neglected
all exponential corrections.
The second leading correction of order (𝐿−3) of 𝛽𝐵 has a pre-factor of the
form 2 ln(𝑒o∕𝑒d)∕Δ𝑒, which we expect to have a value of 2.03625(6) from the
energymoments. The corrections of fourth order to 𝛽𝐵, 𝛽𝐶 and 𝛽w are supposed to
be identical from the analytical expansion in Section 4.2.1. The fits of the inverse
temperatures 𝛽𝐶 and 𝛽w in Table A.2 suggest a value around 17 for the (𝐿−4)
contribution. For the lattice sizes accessible to the multicanonical approach, this
is of the same absolute order of magnitude but different sign compared to the
third-order contribution. Therefore they should, in principle, compensate each
other. This is reflected by the fact that the second-order contribution 𝑝2 of 𝛽𝐵
is closest to the expected one. In accordance, fitting the observable to the law
𝛽+𝑝2∕𝐿2+𝑝3∕𝐿3 gives a pre-factor 𝑝3 = 0.65(12)with the wrong sign compared
to the theoretical prediction, Eq. (4.8), compensating the next contribution. We
therefore also looked at the fit including the fourth term of order (𝐿−4). Not
taking the explicit values too seriously, we find 𝑝3 = −1.6(8), 𝑝4 = 13(4), which
reflects qualitatively the compensation of those contributions for our lattice sizes
at hand. Overall, we must conclude that least-squares fitting cannot be pushed
any further given our statistics.
The observation that 𝛽𝐶 and 𝛽𝐵 have the same (𝐿−4) contribution can be
exploited (implicitly also making use of the cross-correlations) by looking at
their difference. Here, we expect from Eqs. (4.7) and (4.8) a remainder of
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TABLE 4.2.: Resulting pre-factors of the finite-size scaling corrections of the original
model, retrieved by fitting the ansatz, compared to direct calculations from
estimators for the energy 𝑒o∕d and volume-normalised specific heat 𝑐o∕d of the
ordered and disordered phases. In the multicanonical simulations these moments
were determined by finite-size scaling of 𝑒o∕d(𝛽w(𝐿)), 𝑐o∕d(𝛽w(𝐿)); and in the
canonical case by measuring time series directly at 𝛽 = 0.5513 ≃ 𝛽.
input Δ𝑒 3 ln(2)Δ𝑒
2 ln(𝑒o∕𝑒d)
Δ𝑒
ln(𝑐d∕𝑐o)
2Δ𝑒 𝐵𝐿→∞
fit on 𝐶(𝐿) 0.85130(7) – – – –
fit on 𝐵(𝐿) – – – – 0.34729(7)
fit on 𝛽𝐶 (𝐿) 0.8771(14) 2.371(4) – – –
fit on 𝛽𝐵(𝐿) 0.871(14) 2.39(4) 1.6(8) – –
fit on 𝛽w(𝐿) 0.8770(14) 2.371(4) – – –
fit on 𝛽h(𝐿) 0.84(4) 2.47(11) – 2.8(2.4) –
fit on 𝛽𝐶 − 𝛽𝐵 – – 2.03469(7) – –
fit on 𝛽𝐶 − 𝛽h – – – 0.892(14) –
energy moments from simulations . . .
. . .multicanonical 0.85148(5) 2.44215(15) 2.03649(27) 0.9594(10) 0.347(4)
. . . canonical 0.850968(18) 2.44362(6) 2.03625(6) 0.9591(16) 0.34723(9)
2 ln(𝑒o∕𝑒d)∕𝐿3Δ𝑒+(𝐿−5) for the scaling. In fact, fitting the difference gives a
pre-factor 2.03469(7), in excellent agreement with 2.03625(6) from the formula,
where the relative error between the two is less than 0.1%.
The difference 𝛽𝐶max𝑉 − 𝛽h should give the third correction to 𝛽h, which reads
𝑝3 = ln(𝑐d∕𝑐o)∕2Δ𝑒. The fit yields 0.892(14) with 𝑄 = 0.98 and 8 degrees of
freedom left, which differs from 0.9594(10) by about 7%.
Finally, we can also compare the numerical values for the correction to the
energies via Eq. (4.15). For 𝑒o, we find a pre-factor of 1.329(5) from the specific
heat 𝑐o, compared to the value of 1.397(5), for 𝑒d a value of 6.80(3) compared
to 6.09(4), which is roughly 10% off.
The overall consistency of our results is very good, given that we neglected all
exponential corrections. No estimates for the pre-factors differ by more than 10%,
and the various estimates of the inverse transition temperature are insensitive
to the actual fitting protocol we use. This clearly demonstrates that the first
correction terms are properly predicted by the simple two-state model even in the
case of models with an exponential degeneracy of the low-temperature phase.
As a reminder, earlier canonical Monte Carlo simulations of the original
plaquette model yielded values of 𝛽 = 0.50(1) [115] and more recently canonical
simulations of the dual model Eq. (4.19) gave 𝛽 = 0.510(2) [117]. Another
previous estimate for the infinite-lattice inverse transition temperature, reported
by Baig et al. [116] from canonical simulations using fixed boundary conditions,
𝛽 = 0.54757(63), is much closer to the results here.
We therefore measured the inverse transition temperature again using multi-
canonical simulations for both the dual model Eq. (4.19) under periodic boundary
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conditions and the original model Eq. (1.2) with fixed boundary conditions. We
resolve those inconsistencies, as we show in the following.
4.2.3. The anisotropic Ashkin-Teller model
A dual representation which turns out to be an anisotropic Ashkin-Teller model
has been constructed by Savvidy and Wegner [7, 129]. Here, two spins 𝜎, 𝜏 live
on each vertex of a cubic lattice, with nearest-neighbour interactions along the
𝑥, 𝑦 and 𝑧-axes,
𝑑 = −1
2
∑
⟨𝑖,𝑗⟩𝑥 𝜎𝑖𝜎𝑗 −
1
2
∑
⟨𝑖,𝑗⟩𝑦 𝜏𝑖𝜏𝑗 −
1
2
∑
⟨𝑖,𝑗⟩𝑧 𝜎𝑖𝜎𝑗𝜏𝑖𝜏𝑗 . (4.19)
As mentioned before, this model has been analysed by mean-field approxima-
tion and simulated with canonical (Metropolis) Monte Carlo simulations under
periodic boundary conditions [117]. These simulations yielded another value
of 𝛽 = 0.510(2) for the inverse transition temperature of the infinite system,
which deviates from our new result in Section 4.2.2 and made a more detailed,
sophisticated multicanonical simulation necessary.
Hence, for the dual model, we performed a number of 𝑛max = 4 × 106 sweeps
and took measurements every sweep for even lattice sizes up to 𝐿 = 24. The
inverse temperatures of the dual model were fitted to laws with the leading
correction of order (𝐿−2), which should be well covered by our data. The best
fits on the inverse temperatures are shown in Fig. 4.7, where we used the data in
Table A.3 that also lists the other quantities of interest.
Since the inverse temperatures 𝛽w and 𝛽𝐶 are again obviously strongly cor-
related, we leave out the former and average over 𝛽𝐶 , 𝛽𝐵, and 𝛽h, neglecting
cross-correlations [75] between those. We then find the error weighted average,
𝛽dual = 1.313 28(12) (4.20)
for the inverse transition temperature. The error is again taken as the smallest
error of the contributing estimates.
The temperature 𝛽dual of the dual model is related to the temperature in the
original model, 𝛽, by the duality transformation
𝛽 = − ln
(
tanh
(
𝛽dual
2
))
. (4.21)
Applying standard error propagation, we get a value of
𝛽 = 0.551 43(7) (4.22)
from duality for the original model. This agrees very well with 0.551 332(8),
obtained from the direct simulation, considering that higher-order corrections
in the dual model are omitted and additional exponential corrections [25, 31,
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훽퐶 = 1.31330(15)
훽퐵 = 1.31333(12)
훽w = 1.31330(15)
훽h = 1.31318(16)
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FIGURE 4.7.: Best fits obtained for the dual model with periodic boundary conditions
using the (finite lattice) peak locations for the specific heat 𝐶 , Binder’s energy
parameter 𝐵; or inverse temperatures 𝛽w and 𝛽h, where the two peaks of the
energy probability density are of same weight or have equal height, respectively.
34, 36, 37] in the finite-size scaling were ignored completely for both models.
We argue that the earlier estimates of the transition temperature were clearly
hampered by strong hysteresis effects. Apart from the locations of the hysteresis
branches being cooling-rate dependent, it is hard to estimate the transition
temperature reliably from their locations. This is illustrated in Fig. 4.8, where
the multicanonical data of the dual model is located between the two hysteresis
branches. Such effects are very difficult to tackle using canonical Monte Carlo
data, as already remarked by the authors of Ref. [117].
For the interface tension Eq. (4.5) of the dual model we find 𝜎 = 0.1214(13).
This value agrees very well with the interface tension of the original model,
𝜎 = 0.12037(18).
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FIGURE 4.8.: Strong hysteresis effects in the dual gonihedric Ising model with periodic
boundary conditions. The linear lattice size is 𝐿 = 14 for comparison with
Fig. 10 of Ref. [117]. The temperature of the system is indicated by colour (red
and blue for hot and cold, respectively). One can see that heating the system up
(decreasing the inverse temperature 𝛽, marked by squares) or cooling it down
(increasing 𝛽, marked by circles) can lead to strong hysteresis effects in the
energy. Our multicanonical data (the straight black line with its one-sigma
confidence interval given by the coloured area) lies in between both branches of
the hysteresis curve, but not in the centre, as one may naïvely assume.
4.3. COMPARISON TO FIXED BOUNDARY CONDITIONS
In the thermodynamic limit, we expect a system to be independent of its boundary
conditions, since the boundaries grow like a surface, whereas the system size
grows with the volume. A previous estimate for the infinite-lattice inverse
transition temperature, 𝛽 = 0.54757(63), was reported by Baig et al. [116] from
canonical simulations using fixed boundary conditions. We reinvestigated the
model Eq. (1.2) using the multicanonical algorithm for such fixed boundary
conditions, to directly compare the values presented in that earlier work and
improve their estimate by the more sophisticated multicanonical method from
Section 2.2.2.
For our simulations we enclosed 𝐿3 free spins in a larger cube with frozen
outer planes, so the whole system contained (𝐿+2)3 spins. Our results are listed
in Table A.4. We performed linear regression on the peak locations 𝛽(𝐿) of the
specific heat and Binder’s parameter according to the law
𝛽 = 𝛽(𝐿) +
𝑎1
𝐿
+
𝑎2
𝐿2
(4.23)
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훽h = 0.55152(12)
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FIGURE 4.9.: Best fits to the inverse pseudo-transition temperatures obtained for the
gonihedric Ising model using fixed boundary conditions.
that was also used by Baig et al. [116], and fitted the inverse temperatures. The
statistical errors of the constant 𝑎2 turned out to be of the same order as the value
itself, therefore we set 𝑎2 = 0 for the fits in Table A.4, intentionally neglecting
the contribution (𝐿−2). The best fits are shown in Fig. 4.9 and the weighted
average of inverse transition temperatures is given by:
𝛽 = 0.551 38(5) from fixed boundary conditions. (4.24)
Direct comparison to Ref. [116] shows that while inverse transition tempera-
tures are reproduced, the extremal values of observables are not. The following
observations may help to clarify the deviations. The authors of Ref. [116] simu-
lated the system by applying periodic boundary conditions and fixing one plane
parallel to the 𝑥𝑦-, 𝑦𝑧- and 𝑧𝑥-planes each. If their simulation box consisted of
a total number of ?̃?3 spins, they simulated (?̃? − 1)3 free spins. Thus our data
with lattices of linear length 𝐿 has to be compared to their data with ?̃? = 𝐿 + 1.
Also, their specific heat and magnetic susceptibility 𝜒 = 𝛽?̃?−𝑑(⟨𝑀2⟩ − ⟨𝑀⟩2)
have to be multiplied by a factor of (𝐿 + 1)3∕𝐿3 to be comparable with our nor-
malisation, since these quantities are proportional to the inverse system volume.
Here,𝑀 = ∑𝑖 𝜎𝑖 is the total magnetisation, which for fixed boundary conditions
is a well defined order parameter.
Binder’s energy parameter has no explicit volume-dependence by design, but
it is sensitive to offsets in the energy, which cancel in the specific heat. Our values
of the Binder parameter minima differ significantly from Ref. [116]. However, if
we shift our measured energies 𝐸 to get 𝐸 = 𝐸 − 1.5?̃?2 = 𝐸 − 1.5(𝐿+ 1)2 and
calculate Binder’s parameter Eq. (1.7) with 𝐸 instead of 𝐸, our measurements
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TABLE 4.3.: Values for comparison with Ref. [116], with the hat denoting the ob-
servables as calculated by Baig et al. Linear lattice lengths are ?̃? = 𝐿 + 1,
with 𝐿 being the number of free spins in each direction. The specific heat
𝐶 = 𝐿3∕(𝐿 + 1)3𝐶 , Binder’s parameter 𝐵 = 1.0 − ⟨𝐸4⟩∕3⟨𝐸2⟩2 with
𝐸 = 𝐸 −1.5?̃?2. The inverse temperatures 𝛽 are the same for their data and ours.
Magnetic susceptibilities 𝜒 = 𝐿3∕(𝐿 + 1)3𝜒 are listed as well.
𝐿 ?̃? 𝛽𝐶 𝐶 𝛽𝐵 𝐵 𝛽𝜒 𝜒
9 10 0.45794(13) 5.56(6) 0.45527(14) 0.63964(29) 0.45690(14) 6.86(9)
11 12 0.47465(14) 12.18(11) 0.47338(14) 0.63555(30) 0.47438(14) 16.37(15)
13 14 0.48629(9) 25.27(24) 0.48559(9) 0.6282(5) 0.48621(9) 36.5(4)
14 15 0.49086(8) 35.5(4) 0.49032(9) 0.6234(6) 0.49083(9) 52.9(7)
17 18 0.50126(7) 78.0(6) 0.50096(7) 0.6133(6) 0.50125(7) 126.2(1.2)
19 20 0.50648(8) 121.7(1.0) 0.50626(8) 0.6062(7) 0.50648(8) 206.9(1.9)
reproduce those of [116] very well. The energy 𝐸 of the system can be written
in terms of the number of plaquettes with an even or odd number of parallel
aligned spins, 𝑛+ or 𝑛−,
𝐸(𝛽) = −1
2
(
𝑛+(𝛽) − 𝑛−(𝛽)
)
. (4.25)
Since we measure the same cumulant values for shifted energies 𝐸, in Ref. [116]
an additional number of 𝑛+ = 𝑛+ + 3?̃?2 plaquettes contribute to the system’s
energy because energetic contributions from the fixed planes, where all spins
are aligned, were included.
For direct comparison, the resulting quantities are listed in Table 4.3 after
applying all corrections, showing that our data is then in very good agreement
with Ref. [116]. For completeness we include here also our data for the magnetic
susceptibility 𝜒 . The deviation from the fitting results in Ref. [116] simply stems
from the fact that our simulations are performed with the multicanonical method
that allows a finite-size scaling analysis with more and significantly larger lattice
sizes.
The interface tension Eq. (4.5) as a function of the linear lattice size was also
extracted and its infinite-volume limit yields a value of 𝜎 = 0.0281(7) where we
allowed corrections of order (𝐿−2) in the fits. Note that this value is about four
times smaller than that for the same model with periodic boundary conditions,
which may point to unexpectedly large finite-size effects for this quantity.
Latent heat subtleties
From our multicanonical simulations in Sections 4.2.2, 4.2.3 and the preceding
one, we determine the most important observables and the transition temperature
of the discontinuous phase transition numerically with great accuracy and can
show that these behave consistent throughout the two models and boundary
conditions.
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Apart from the transition temperature, another characteristic quantity that
determines the dynamics at a discontinuous phase transition is the latent heat.
The straightforward approach of measuring this in multicanonical simulations
is to calculate the energies 𝑒o∕d per site of the individual phases from Eq. (4.2),
take their difference Δ𝑒(𝐿) = 𝑒d(𝐿) − 𝑒o(𝐿) and then extrapolate to the thermo-
dynamic limit 𝐿→∞. This yields for periodic boundary conditions and lattice
sizes up to 𝐿 = 27
Δ𝑒 = 0.851 48(5) , (4.26)
and can be compared to Eqs. (4.7), (4.8) and (4.9), where we read off that the
first correction of the nonstandard finite-size scaling law only depends on the
latent heat. The latent heat obtained by the fitting parameters was found to be
consistent, although tending slightly to higher values.
For the fixed boundary conditions, measuring similarly the energy from an
extrapolation of lattice sizes up to 𝐿 = 29 gives a much smaller latent heat of
Δ𝑒 = 0.694(4) , (4.27)
which is puzzling since this is not in accordance with the expectation that
contributions from the boundary vanish in the thermodynamic limit.
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FIGURE 4.10.: (a) Illustration of the setup of the simulations in a two-dimensional
analogue. A cube of edge length 𝐿 of free spins (represented by open circles) is
surrounded by fixed spins with value +1 each (filled circles) and measurements
are taken within a layer of width 1 at a distance 𝑑 to the boundary (blue shaded
area). (b) Energies of the disordered phase (upper data points) and ordered
phase (lower data points) for different lattice sizes 𝐿. The dotted lines are the
energies of the infinite system obtained from the multicanonical simulations.
Both the ordered and disordered energies of the layers are overshooting the
infinite lattice energies. Towards the boundary, the disordered phase becomes
heavily perturbed by the fixed spins of the boundary.
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To clarify this curious feature, we prepared short (canonical) Metropolis
simulations for systems up to much larger linear sizes with 𝐿 = 32 up to
𝐿 = 128 and fixed boundaries. The systems were prepared in the disordered or
ordered phases at a fixed temperature given by
𝛽w(𝐿) = 0.551 19(12) − 0.8486(25)∕𝐿 , (4.28)
where we used the best fit of Section 4.3 obtained for fixed boundaries. In a first
approximation, the system then has an equal probability to be in the disordered
or ordered phases and, taking advantage of the huge free-energy barrier between
them, we made sure that no “tunneling” between the phases occurs during the
canonical simulations. We perform a number of 216 = 65 536 sweeps and
discard the first half of the time series, where thermalisation effects may hamper
the measurements. Effectively, we have a number of 215 = 32 768 (correlated)
measurements of the energy in each of the different phases. The statistical errors
are then computed by jackknife analysis using 16 blocks.
The influence of the fixed boundary is investigated by taking measurements in
layers of unit-width at several distances 𝑑 to the fixed boundary around a bigger
cube of linear system size 𝐿 as illustrated in Fig. 4.10a. To have the energy of
the layers normalised without trivial bias, the local energy at a given spin (the
sum over all plaquettes touching that spin) is divided by the 12 possibly activated
plaquettes. This is averaged over all spins in the layer and multiplied by a factor
of 3 to keep the same energetic scale1 as in Sections 4.2.2 and 4.3. The energies
of the ordered and disordered phases 𝑒o∕d obtained in this way as a function of
the distance 𝑑 are collected in Fig. 4.10b. With decreasing distance, the layers
get increasingly ordered, which is reflected by both curves bending towards the
ground-state energy 𝑒 = −1.5. We find that far from the boundary the energies
are overshooting the infinite volume limits. This is in accordance with the Taylor
series expansion of the energies around 𝛽=𝛽 from Eqs. (4.13) – (4.15),
𝑒o∕d(𝛽w) = 𝑒o∕d − 𝑐o∕d
(
1
𝛽
)2
(𝛽w − 𝛽) + 
((
𝛽w − 𝛽
)2)
. (4.29)
Here, the specific heats 𝑐o∕d = −(𝛽2𝜕𝑒o∕d∕𝜕𝛽)|𝛽=𝛽 of the pure phases enter and
the (empirical) first correction 𝛽w − 𝛽 < 0 from Eq. (4.28) gives
𝑒o∕d(𝛽w) = 𝑒o∕d + 0.8486(25)𝑐o∕d
(
1
𝛽
)2
∕𝐿 +… . (4.30)
Therefore the first correction to the energies is a positive value and we would
1For periodic boundaries, dividing by the number of 𝐿3 spins instead of the number of 3𝐿3
plaquettes leaves an additional factor of 3 in the energy scale. For fixed boundaries the
number of plaquettes is 3𝐿(𝐿+ 1)2 when 𝐿 is the linear lattice length of free spins and only
those plaquettes that are composed of at most three fixed spins are added to the system’s
energy.
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FIGURE 4.11.: Latent heat over inverse lattice length 𝐿 in layers at a distance 𝑑 for
the measurements from Fig. 4.10b at several 𝑑. The expected latent heat as
1∕𝐿 → 0 obtained from multicanonical simulations with periodic boundary
conditions is denoted by the dotted line.
expect the energies of the ordered and disordered phase to be larger than those
for infinite volume, as measured.
The spatial range of the perturbation of the disordered phase by the fixed
boundary spins is somewhat unexpected. For the simulated lattice sizes, the
disordered energy is retrieved first at a distance of at least 𝑑 = 14. At this
distance, already 52% of the total number of spins reside in the boundary of
a 𝐿 = 128 cube, which means that one must neglect more than half of the
interactions in the system to find an unperturbed disordered energy. This implies
that the extrapolation of the latent heat was clearly obscured in Section 4.3,
where only lattices up to linear size 𝐿 = 29 were accessible. The latent heat
contained in layers at several distances from the boundary as a function of
the inverse linear lattice size is shown Fig. 4.11, to qualitatively understand
the scaling of the energies within the layers. With increasing distance 𝑑, fits
would yield increasingly higher values as 𝐿→ ∞, at least asymptotically bigger
than that of 0.694(4) in Eq. (4.27). To further elaborate on this, a fit on the
asymptotic behaviour of the latent heat contained in the layer at 𝑑 = 20 yields
Δ𝑒(𝐿) = 0.8530(3) + 1.56(3)∕𝐿 with 𝜒2dof = 1.15, which is much closer to
0.85148(5) from the simulations with periodic boundary conditions. In addition,
we can not rule out that we might have introduced a systematic error as we
measuredΔ𝑒(𝐿) along a varying temperature given by Eq. (4.28) in the canonical
simulations, and along 𝛽w(𝐿) for the multicanonical simulations, introducing an
additional 1∕𝐿 shift that might clutter the extrapolations.
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4.4. PLANAR ORDERING
The 3𝑑 plaquette (“gonihedric”) Ising Hamiltonian displays an unusual planar
flip symmetry, leading to an exponentially degenerate low-temperature phase
and nonstandard scaling at its discontinuous phase transition point as we have
seen in the previous sections. The nature of the order parameter for the isotropic
plaquette Hamiltonian has not been fully clarified, although simulations using a
standard Metropolis algorithm [130] have indicated that the magnetic ordering
remains a Fuki-Nuke type planar layered ordering. We have shown rigorously
in Chapter 3 that such an order appears in the extreme anisotropic, Fuki-Nuke
limit when the plaquette coupling in one direction is set to zero by mapping the
model onto a stack of 2𝑑 Ising models, see also Refs. [16, 87–89].
The planar flip symmetry of the low-temperature phase of the plaquette Hamil-
tonian is intermediate between the global ℤ2 symmetry of the nearest-neighbour
Ising model
𝐻Ising = −
∑
⟨𝑖,𝑗⟩ 𝜎𝑖𝜎𝑗 (4.31)
and the local gauge symmetry of a ℤ2 lattice gauge theory
𝐻gauge = −
∑
[𝑖,𝑗,𝑘,𝑙]
𝑈𝑖𝑗𝑈𝑗𝑘𝑈𝑘𝑙𝑈𝑙𝑖 (4.32)
and naturally poses the question of how to define a magnetic order parameter
that is sensitive to the discontinuous transition in the model. The standard
magnetisation
𝑚 =𝑀∕𝐿3 =
∑
𝑖
𝜎𝑖∕𝐿3 (4.33)
will clearly remain zero with periodic boundary conditions, even at lower tem-
peratures, because of the freedom to flip arbitrary planes of spins. Similarly, the
absence of a local gauge-like symmetry means that observing the behaviour of
Wilson-loop type observables, as in a gauge theory, is also not appropriate.
Following the earlier work of Suzuki et al. [87–89] and our results in Chapter 3,
a suggestion for the correct choice of the order parameter for the isotropic plaque-
tte Hamiltonian comes from consideration of the 𝐽𝑧 = 0 limit of an anisotropic
plaquette model (“Fuki-Nuke model”) with free boundary conditions.
Each 2𝑑 Ising layer in Eq. (3.28) will magnetize independently at the 2𝑑 Ising
model transition temperature. A suitable order parameter in a single layer is the
standard Ising magnetisation
𝑚2𝑑,𝑧 =
⟨
1
𝐿2
𝐿∑
𝑥=1
𝐿∑
𝑦=1
𝜏𝑥,𝑦,𝑧
⟩
. (4.34)
When translated back to the original 𝜎 spins, Eq. (4.34) gives
𝑚2𝑑,𝑧 =
⟨
1
𝐿2
𝐿∑
𝑥=1
𝐿∑
𝑦=1
𝜎𝑥,𝑦,𝑧𝜎𝑥,𝑦,𝑧+1
⟩
(4.35)
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which will behave as ±||𝛽 − 𝛽𝑐||1∕8 near the critical point 𝛽𝑐 = 12 ln(1 + √2).More generally, since the different 𝜏𝑥,𝑦,𝑧 layers are decoupled in the vertical
direction we could define
𝑚2𝑑, 𝑧, 𝑛 =
⟨
1
𝐿2
𝐿∑
𝑥=1
𝐿∑
𝑦=1
𝜎𝑥,𝑦,𝑧𝜎𝑥,𝑦,𝑧+𝑛
⟩
= (𝑚2𝑑, 𝑧)𝑛 . (4.36)
Two possible options for constructing a pseudo-3𝑑 order parameter suggest
themselves in the Fuki-Nuke case. One is to take the absolute value of the
magnetisation in each independent layer
𝑚abs =
⟨
1
𝐿3
𝐿∑
𝑧=1
||||||
𝐿∑
𝑥=1
𝐿∑
𝑦=1
𝜎𝑥,𝑦,𝑧𝜎𝑥,𝑦,𝑧+1
||||||
⟩
, (4.37)
the other is to square the magnetisation of each plane,
𝑚sq =
⟨
1
𝐿5
𝐿∑
𝑧=1
(
𝐿∑
𝑥=1
𝐿∑
𝑦=1
𝜎𝑥,𝑦,𝑧𝜎𝑥,𝑦,𝑧+1
)2⟩
, (4.38)
to avoid inter-plane cancellations when the contributions from each Ising layer
are summed up. We have explicitly retained the various normalising factors in
Eqs. (4.37) and (4.38) for a cubic lattice with 𝐿3 sites.
The suggestion in [88, 89, 130] was that similar order parameters could still
be viable for the isotropic plaquette action, namely
𝑚𝑥abs =
⟨
1
𝐿3
𝐿∑
𝑥=1
||||||
𝐿∑
𝑦=1
𝐿∑
𝑧=1
𝜎𝑥,𝑦,𝑧𝜎𝑥+1,𝑦,𝑧
||||||
⟩
,
𝑚𝑦abs =
⟨
1
𝐿3
𝐿∑
𝑦=1
||||||
𝐿∑
𝑥=1
𝐿∑
𝑧=1
𝜎𝑥,𝑦,𝑧𝜎𝑥,𝑦+1,𝑧
||||||
⟩
, (4.39)
𝑚𝑧abs =
⟨
1
𝐿3
𝐿∑
𝑧=1
||||||
𝐿∑
𝑥=1
𝐿∑
𝑦=1
𝜎𝑥,𝑦,𝑧𝜎𝑥,𝑦,𝑧+1
||||||
⟩
,
where we again assume periodic boundary conditions. Similarly, for the case of
the squared magnetisations one can define
𝑚𝑥sq =
⟨
1
𝐿5
𝐿∑
𝑥=1
(
𝐿∑
𝑦=1
𝐿∑
𝑧=1
𝜎𝑥,𝑦,𝑧𝜎𝑥+1,𝑦,𝑧
)2⟩
, (4.40)
with obvious analogous definitions for the other directions, 𝑚𝑦sq and 𝑚𝑧sq, whichalso appear to be viable candidate order parameters. In the isotropic case the
system should be agnostic to the direction so we would expect 𝑚𝑥abs = 𝑚𝑦abs =
𝑚𝑧abs and similarly for the squared quantities. The possibility of using an order
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parameter akin to the𝑚sq in Eq. (4.38) had also been suggested by Lipowski [11],
who confirmed that it appeared to possess the correct behaviour in a small
simulation.
In Ref. [130] Metropolis simulations gave a strong indication that 𝑚𝑥,𝑦,𝑧abs and
𝑚𝑥,𝑦,𝑧sq as defined above were indeed suitable order parameters for the isotropicplaquette model, but these were subject to the difficulties of simulating a strong
discontinuous phase transition with such techniques and also produced the
possibly spurious result that the standard magnetic susceptibility 𝜒 behaved like
an order parameter. The aforementioned difficulties precluded a serious scaling
analysis of the behaviour of the order parameter with Metropolis simulations,
including an accurate estimation of the transition point via this route. With our
multicanonical data, we are able to carry out much more accurate measurements
of 𝑚𝑥,𝑦,𝑧abs and 𝑚𝑥,𝑦,𝑧sq . This allows us to confirm the suitability of the proposedorder parameters and to examine their scaling properties near the discontinuous
transition point.
The results presented here are complementary to the investigation of the
scaling of energetic quantities (such as the energy, specific heat and Binder’s
energetic parameter) for the plaquette-only gonihedric Ising model and its dual
carried out in the last sections. They provide further confirmation of the estimates
of the critical temperature determined there, along with the observed nonstandard
finite-size scaling from the magnetic, or planar order parameters.
Although the actual production run consisted of 𝑁 = (100 − 1000) × 106
sweeps depending on the lattice sizes and is therefore quite long, the statis-
tics for the Fuki-Nuke order parameters is sparser. For these, we carried out
measurements every 𝑉 = 𝐿3 sweeps, because one has to traverse the lattice
once to measure the order parameters in all spatial orientations and this has a
considerable impact on simulation times. With skipping intermediate sweeps
we end up with less statistics, but the resulting measurements are less correlated
in the final time series.
In Figs. 4.12a and 4.12b we show the full time series of the production run
for the magnetisation 𝑚 and the Fuki-Nuke parameter 𝑚𝑥abs of the multicanonicalmeasurements for an intermediate (𝐿 = 20) and the largest (𝐿 = 27) lattice size
in the simulations along with the system energy. The time series of the energy
per system volume 𝑒 = 𝐸∕𝐿3 of the larger lattice can be seen to be reflected
numerous times at 𝑒 ≃ −0.9 (coming from the disordered phase) and 𝑒 ≃ −1.2
(coming from the ordered phase) which shows qualitatively that additional,
athermal and non-trivial barriers may be apparent in the system [125–128]. It is
clear that the standard magnetisation is not a suitable order parameter, since it
continues to fluctuate around zero even though the system transits many times
between ordered and disordered phases in the course of the simulation. The
Fuki-Nuke order parameter, on the other hand, shows a clear signal for the
transition, tracking the jumps which are visible in the energy time series.
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FIGURE 4.12.: Example time series of the multicanonical simulations for (a) an interme-
diate lattice with linear size 𝐿 = 20 and (b) the largest lattice with 𝐿 = 27. The
upper row shows the normalised magnetisation 𝑚 and the Fuki-Nuke observable
𝑚𝑥abs, the lower row shows the energy per system volume 𝑒 = 𝐸∕𝐿3. We onlyshow every 8th datapoint.
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FIGURE 4.13.: Microcanonical estimators for the magnetisation 𝑚 and Fuki-Nuke
parameter 𝑚𝑥abs for a lattices with intermediate size 𝐿 = 20, where 100 bins wereused for the energy 𝑒 in this representation. Statistical errors are obtained from
jackknife error analysis with 20 blocks.
For any value𝑂 of observables of interest, in this case either the magnetisation
𝑚 or one of the Fuki-Nuke parameters, we can count the number of occurrences
of pairs (𝐸,𝑂) in the time series. When weighting this number with the inverse
multicanonical weights, according to Eq. (2.12) we have an estimator for the
number of states Ω(𝐸,𝑂) with energy 𝐸 and value 𝑂 of any of the observables.
This we can use to calculate an estimator of the microcanonical expectation
values ⟪⋅⟫ of our observables 𝑂,
⟪𝑂⟫(𝐸) =∑
𝑂
𝑂Ω(𝐸,𝑂)
/∑
𝑂
Ω(𝐸,𝑂) . (4.41)
In Fig. 4.13 we show the microcanonical estimators which also show that the
Fuki-Nuke order parameters can distinguish between the different phases, while
the magnetization ⟪𝑚⟫(𝑒) is zero for all energies. For clarity in the graphical
representation in Figs. 4.13 and 4.14 we only used a partition of 100 bins for
the energy interval. An estimate for the statistical error of each bin is calculated
by jackknife error analysis, detailed in Section 2.3.2, here we decompose the
time series into 𝑁B = 20 non-overlapping blocks of length 𝑏 = 𝑁∕𝑁B. The
𝑖-th jackknife estimator is given by
⟪𝑂⟫𝑖(𝐸) =∑
𝑂
𝑂Ω𝑖(𝐸,𝑂)
/∑
𝑂
Ω𝑖(𝐸,𝑂) , (4.42)
with Ω𝑖 being the occurrences of pairs (𝐸,𝑂) in a reduced time series where
the 𝑖-th block of length 𝑏 has been omitted. The variance of the jackknife
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FIGURE 4.14.: Microcanonical estimators for the different orientations of the Fuki-
Nuke parameters 𝑚𝑥,𝑦,𝑧abs,sq for a lattice with linear size 𝐿 = 20, which fall ontotwo curves. The statistical errors are smaller than the data symbols and have
been omitted for clarity.
estimators then is proportional to the squared statistical error of their mean⟪𝑂⟫𝑖(𝐸) = (1∕𝑁B)∑𝑁B𝑖=1⟪𝑂⟫𝑖(𝐸) ≈ ⟪𝑂⟫(𝐸),
𝜀2⟪𝑂⟫𝑖(𝐸) = 𝑁B − 1𝑁B
𝑁B∑
𝑖=1
(⟪𝑂⟫𝑖(𝐸) − ⟪𝑂⟫𝑖(𝐸))2 , (4.43)
where the prefactor (𝑁B − 1)∕𝑁B accounts for the trivial correlations caused by
reusing each data point in𝑁B − 1 estimators. Aside from reducing a systematic
bias in derived quantities, the jackknife error automatically takes care of temporal
correlations as long as the block length 𝑏 is greater than the autocorrelation
time which was measured and discussed in great detail in Section 4.2.2. We
additionally confirmed that 𝑁B = 10 and 𝑁B = 40 for selected lattice sizes
yield the same magnitude for the statistical error.
In the microcanonical picture we can clearly see that the different orientations
of the Fuki-Nuke parameters are equal for the isotropic gonihedric Ising model,
which we show for 𝐿 = 20 in Fig. 4.14. This confirms that the sampling is at
least consistent in the simulation. We also collect the microcanonical estimators
for 𝑚𝑥abs for several lattice sizes in Fig. 4.15, where a region of approximatelylinear increase from 𝑒 ≃ −0.9 to 𝑒 ≃ −1.3 can be seen for the larger lattices.
This interval corresponds to the energies of the transitional, unlikely states
between the ordered and disordered phases. Plaquettes successively become
satisfied towards the ordered phase and thus the estimators that measure intra-
and inter-planar correlations must increase, too.
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FIGURE 4.15.: Microcanonical estimators for the Fuki-Nuke parameter 𝑚𝑥abs for severallattice sizes.
As we stored the full time series along with its weight function, we are able to
measure the microcanonical estimators for arbitrary functions of the measured
observables 𝑓 (𝑂),
⟪𝑓 (𝑂)⟫(𝐸) =∑
𝑂
𝑓 (𝑂) Ω(𝐸,𝑂)
/∑
𝑂
Ω(𝐸,𝑂) , (4.44)
which can be exploited to give a convenient way of calculating higher-order
moments as well. For canonical simulations reweighting techniques allow the
inference of system properties in a narrow range around the simulation tempera-
ture. That range and the accuracy are then determined by the available statistics
of the typical configurations for the temperature of interest. Since multicanonical
simulations yield histograms with statistics covering a broad range of energies,
which is their most appealing feature and common to flat-histogram techniques, it
is possible to reweight to a broad range of temperatures. The canonical estimator
at finite inverse temperature 𝛽 > 0 is thus obtained by
⟨𝑂⟩(𝛽) =∑
𝐸
⟪𝑂⟫(𝐸) 𝑒−𝛽𝐸/∑
𝐸
𝑒−𝛽𝐸 , (4.45)
and again jackknife error analysis is employed for an estimate of the statistical
error, where we form individual jackknife estimators by inserting the 𝑖-th mi-
crocanonical estimator of Eq. (4.42) into Eq. (4.45) and apply an analogue to
Eq. (4.43).
Since the microcanonical estimators for different orientations agree within
error bars the canonical values will also be the same. Therefore, in Fig. 4.16
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FIGURE 4.16.: Canonical curves for the Fuki-Nuke parameters 𝑚𝑥abs and 𝑚𝑥sq over abroad range of inverse temperature 𝛽 for several lattice sizes 𝐿. A sharp jump
near the transition temperature is apparent and the insets enlarge the plot to show
finite-size effects. We show the one-𝜎 confidence interval with errors obtained
from jackknife analysis.
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we only show one orientation for the two different Fuki-Nuke parameters. The
overall behaviour of 𝑚𝑥abs and 𝑚𝑥sq from the Metropolis simulations of Ref. [130]is recaptured by the multicanonical data here. Namely, sharp jumps are found
near the inverse transition temperature, as expected for an order parameter at a
discontinuous phase transition. The transition temperature that was determined
in the earlier simulations where energetic observables were measured under
different boundary conditions and from a duality relation was 𝛽 = 0.551 334(8)
in Section 4.2.3. The positions of the jumps seen here (and in the earlier sim-
ulations) depend on the lattice size, and finite-size scaling can be applied to
estimate the transition temperature under the assumption that the Fuki-Nuke
parameters are indeed suitable order parameters.
To carry out such a finite-size scaling analysis, it is advantageous to look at
the canonical curves of the susceptibilities, 𝜒𝑂(𝛽) = 𝛽𝐿3
(⟨
𝑂2
⟩
(𝛽) − ⟨𝑂⟩(𝛽)2),
since their peak positions provide an accurate measure of the finite-lattice inverse
transition temperature 𝛽𝜒𝑂(𝐿). Qualitatively the behaviour of both susceptibili-
ties of the order parameters with absolute or squared averaging is similar. As for
the specific heat their maxima scale proportional to the system volume 𝐿3 but
they differ in their magnitudes. Empirically, the peak locations for the different
lattice sizes 𝐿 can be fitted according to the modified discontinuous scaling
laws appropriate for macroscopically degenerate systems discussed in detail
in Section 4.2.1,
𝛽𝜒 (𝐿) = 𝛽 + 𝑎∕𝐿2 + 𝑏∕𝐿3 , (4.46)
with free parameters 𝑎, 𝑏 for the available 24 lattice sizes. Smaller lattices are
systematically omitted until a fit with quality-of-fit parameter 𝑄 bigger than 0.5
is found. This gives for the estimate of the inverse critical temperature 𝛽𝜒 (𝐿)
from the Fuki-Nuke susceptibility 𝜒𝑚𝑥abs
𝛽𝜒𝑚𝑥abs (𝐿) = 0.551 37(3) − 2.46(3)∕𝐿2 + 2.4(3)∕𝐿3 , (4.47)
with a goodness-of-fit parameter 𝑄 = 0.64 and 12 degrees of freedom left. Fits
to the other directions 𝑚𝑦,𝑧abs and fits to the peak location of the susceptibilitiesof 𝑚𝑥,𝑦,𝑧sq give the same parameters within error bars and are of comparablequality. The estimate of the phase transition temperature obtained here from
the finite-size scaling of the Fuki-Nuke order parameter(s), 𝛽 = 0.551 37(3),
is thus in good agreement with the earlier estimate 𝛽 = 0.551 334(8) reported
in Section 4.2.2 using fits to the peak location of Binder’s energy cumulant,
the specific heat and the value of 𝛽 where the energy probability density has
two peaks of the same height or same weight. Interestingly, we find that the
value of the coefficient for the leading correction also coincides. Assuming that
the coefficient 𝑎 = −2.46(3) of the leading correction is related to the inverse
latent heat by 𝑎 = −3 ln(2)∕Δ𝑒, as with the previous estimates in Section 4.2.2,
we find from Eq. (4.47) that Δ𝑒 = 0.845(8), in good agreement with the latent
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FIGURE 4.17.: Canonical curves for the Fuki-Nuke parameter 𝑚𝑥abs (upper row) alongwith their respective susceptibilities 𝜒 normalised by the system volume (lower
row) over shifted inverse temperature 𝛽 for several lattice sizes 𝐿. We show the
one-𝜎 confidence interval with errors obtained from jackknife analysis.
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FIGURE 4.18.: Canonical curves for the magnetisation 𝑚 and the susceptibility 𝜒𝑚 over
a broad range of inverse temperatures 𝛽 for several lattice sizes 𝐿 with explicit
error bars obtained with the jackknife.
heat Δ𝑒 = 0.850 968(18) reported earlier in Section 4.2.2. For visual confirma-
tion of the finite-size scaling, the Fuki-Nuke magnetisations 𝑚𝑥abs,sq along withtheir susceptibilities divided by the system volume are plotted in Fig. 4.17 by
shifting the 𝑥-axis according to the scaling law, incorporating the fit parameters.
The peak locations of the susceptibilities then all fall on the inverse transition
temperature.
In the earlier work, Ref. [130], the susceptibility 𝜒𝑚 of the standard magnetisa-
tion 𝑚 unexpectedly behaved like an order parameter and it continues to behave
idiosyncratically in the multicanonical simulations, but in a different manner.
For compatibility with Ref. [130], the magnetic susceptibility divided by the
inverse temperature, 𝜒𝑚 = 𝐿3(
⟨
𝑚2
⟩
− ⟨𝑚⟩2), is plotted in Fig. 4.18 along with
the standard magnetisation on a very small vertical scale (note that 𝑚 should
be between −1 and +1). The susceptibility is 𝜒𝑚 = 1 in the high-temperature
phase, but for the ordered, low-temperature phase the error rapidly increases
below the transition temperature. It is clear that the susceptibility is non-zero
in this case too. Since ⟨𝑚⟩ = 0, the behaviour of ⟨𝑚2⟩ can provide insight into
this behaviour of the susceptibility. Above the transition temperature in the high-
temperature phase the sum over the free spin variables behaves like a random
walk with unit step-size, therefore the expectation value of the squared total
magnetisation is given by ⟨𝑀2⟩ = 𝐿3. Taking the normalisation 𝑚 =𝑀∕𝐿3
into account gives 𝜒𝑚 = 1 in this region, as seen in Fig. 4.18.
Below the transition temperature, it is plausible that simulations in general
get trapped in the vicinity of one of the degenerate low-temperature phases, each
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of which will have a different magnetisation. A canonical simulation cannot
overcome the huge barriers in the system and “freezes” with the same magnetisa-
tion that the system had when entering the ordered phase. This accounts for the
zero variance seen in the Metropolis simulations of [130] below the transition
temperature, since ⟨𝑚⟩ is frozen. In multicanonical simulations, on the other
hand, the system travels between ordered and disordered phases, thus picking
one of the possible magnetisations each time it transits to an ordered phase which
it sticks with until it decorrelates again in the disordered phase. Therefore, what
is seen in the low-temperature region of Fig. 4.18 for 𝜒𝑚 is that the variance of 𝑚
is taking on rather arbitrary values due to the low statistics obtained compared
to the large number, 𝑞 = 23𝐿, of degenerate phases one would have to visit to
sample ⟨𝑚2⟩ properly. Even with multicanonical simulations it is not possible
to visit all of these macroscopically degenerate phases, and the increasing error
bars reflects this. In the canonical case one gets stuck with one magnetisation
and would not notice the different values, leading to much more severe ergodicity
problems in the finite simulation runs.
We investigate further the behaviour of the standard magnetisation and sus-
ceptibility and Fuki-Nuke magnetisations in the model by preparing several
fixed configurations with a given magnetisation for a lattice with 103 spins and
then only flipping complete planes of spins (a “flip-only” update), measuring the
running average of the magnetisation and Fuki-Nuke parameters. An example
with the first thousand out of a total of 106 measurements is shown in Fig. 4.19
for three configurations picked at random from the ordered (𝑒 = −1.47), inter-
mediate (𝑒 = −1.29) and disordered (𝑒 = −0.80) regions, respectively, along
with the probability density for the magnetisation in Fig. 4.20 obtained using
the non-local flip-only update. It can be seen that, whatever the initial value, the
running average of the (standard) magnetisation becomes zero if one takes a long
enough run so, as expected, the flip symmetry precludes a non-zero value. The
Fuki-Nuke order parameters, on the other hand, should be invariant with respect
to the plane-flip symmetry and this is clearly the case in Fig. 4.19(a), where
the values of 𝑚𝑥abs remain constant for the ordered, intermediate and disorderedstarting configurations.
The running average of the standard magnetic susceptibility 𝜒𝑚 is plotted in a
similar fashion in Fig. 4.19, where it can be seen that the ordered, intermediate
and disordered configurations all converge after initial transients to values of
𝜒𝑚 close to 1. The non-local plane-flips thus allow enough variability in the
magnetisation for the expected susceptibility value of 𝜒𝑚 = 1 to be at least
approximately attained even in the ordered phase, unlike the case of purely local
spin flips. This suggests there might be some utility in incorporating such moves
into a Metropolis simulation of the plaquette model to improve the ergodicity
properties.
The probability density 𝑝(𝑚) of the magnetisation shown in Fig. 4.20 on
a semi-logarithmic scale display interesting behaviour. They are symmetric
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FIGURE 4.19.: (Upper row) Running averages ⟨⋅⟩𝑡 of the standard magnetisation 𝑚
and Fuki-Nuke parameter 𝑚𝑥abs plotted against the number 𝑡 of plane-flips forthree random realisations of the ordered (𝑒 = −1.47), intermediate (𝑒 = −1.29)
and disordered (𝑒 = −0.80) configurations of a lattice with linear size 𝐿 = 10.
(Lower row) Running average of the standard magnetic susceptibility 𝜒𝑚 plotted
against the number 𝑡 of plane-flips for the same three realisations. Note that
the 𝑡-axis starts at 102 because 𝜒𝑚, being a variance, needs sufficiently many
measurements to be meaningful.
around zero for all of the starting configurations because of the ℤ2 symmetry of
the Ising spins but they have rather different shapes in each case. The disordered
starting configuration (𝑒 = −0.80) has a smooth maximum at 𝑚 = 0, but both
the intermediate (𝑒 = −1.29) and ordered (𝑒 = −1.47) starting configurations
generate sharp peaks at 𝑚 = 0. The pronounced peaks and valleys in the ordered
histogram are presumably a consequence of the difficulty of reaching certain
magnetisation values (and the greater ease of reaching others) from an ordered
starting configuration using only plane flips.
It would be interesting to construct and simulate a multimagnetic ensem-
ble [63], where the weights give constant transition rates between configurations
with different magnetisations to elucidate further on the magnetic and geometric
barriers, as well as to confirm that ⟨𝑚⟩ = 0 and 𝜒 = 1 for the low-temperature
phase.
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FIGURE 4.20.: Probability density 𝑝(𝑚) of the standard magnetisation from a time
series of 107 random plane-flips on a semi-logarithmic scale. Errors are obtained
from jackknife analysis and lines are drawn to guide the eye.
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SUMMARY AND CONCLUS ION 5
Motivated originally by a need for stronger theoretical support for extrapolations
of results of computer-aided calculations towards the large systems that are
physically relevant, we have discussed in this thesis two important aspects:
differences in boundary conditions and finite-size scaling theory.
We investigated the differences between free and periodic boundary conditions
in calculating the partition function of various Ising models using product spin
transformations.
In 1𝑑 we observed that the partition function of the standard nearest-neighbour
Ising model with periodic boundary conditions could be evaluated using product
spins if the constraint arising from the boundary conditions was imposed via a
convenient representation of the 𝛿-function.
Similar considerations were found to apply to a 2𝑑 plaquette Ising model,
where the spin-bond transformations allowed exact evaluations of the partition
function for free and periodic boundary conditions. Although equivalent to a 1𝑑
Ising model in the thermodynamic limit, the (boundary-condition-dependent)
finite-size corrections for the 2𝑑 plaquette model are not identical.
In 3𝑑 we compared the formulation of an anisotropic 3𝑑 plaquette model,
the Fuki-Nuke model, using product spin variables with free boundary condi-
tions [87] to the case of periodic boundary conditions [16]. In understanding the
detailed differences between these, the treatment of free and periodic boundary
conditions in the 1𝑑 Ising model and 2𝑑 plaquette model provided a useful
guide. For the Fuki-Nuke model the exact finite-size partition function may be
written as a product of 2𝑑 Ising partition functions in the case of free boundary
conditions using the product variable transformation. A similar decoupling
is not manifest with periodic boundary conditions, where all 𝑛-point 2𝑑 Ising
spin-spin correlations also contribute to the expression for the 3𝑑 Fuki-Nuke
partition function. However, the calculations gave rise to the definition of order
parameters, that were numerically challenged for the isotropic 3𝑑 plaquette
model.
We simulated the plaquette gonihedric Ising model and its dual to shed some
light on discrepancies in the recent literature on the reported value(s) of the
discontinuous phase transition temperature. High-precision results from mul-
ticanonical simulations forced us to review the traditional scaling ansatz for
discontinuous finite-size corrections by taking the exponential low-temperature
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FIGURE 5.1.: We (re-)plot the best extrapolations from fits (dotted lines) to the data
with fixed (lower abscissa, crosses) or periodic boundary conditions (upper
abscissa, circles) of the 3𝑑 plaquette model, or from the fits to the data of the
dual, anisotropic Ashkin-Teller model, with periodic boundary conditions (upper
abscissa, triangles). For the dual model, we plot the (nonlinearly) transformed in-
verse temperatures according to Eq. (4.21), applied point wise, although it strictly
holds only for the infinite lattice. Labels give the lattice sizes. The extrapolations
towards the infinite system match very precisely for all 12 quantities.
phase degeneracy of the model into account. The leading correction is then
no longer proportional to the inverse volume of the system, (𝐿−3), but is
rather (𝐿−2). With this finite-size scaling ansatz, our simulations with pe-
riodic boundary conditions produced consistent results for both the original
formulation of the model as well as its dual representation. Our results also
differed from earlier simulations using fixed boundary conditions, where the
leading corrections are now of order (𝐿−1). We carried out multicanonical
simulations of the gonihedric Ising model with these boundary conditions, too.
The resulting inverse transition temperature was fully consistent with the value
found using periodic boundary conditions when larger lattices were included.
This hopefully settles all enduring inconsistencies, the different extrapolations
are depicted again in Fig. 5.1.
The main resulting physical quantities that characterise the discontinuous
phase transition are summarised in Table 5.1 for the different models and bound-
ary conditions in our simulations. We find an overall consistent value for the
inverse transition temperature of
𝛽 = 0.551 334(8) (5.1)
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TABLE 5.1.: Overview of resulting quantities of the infinite systems.
model bc 𝛽 𝑒o 𝑒d Δ𝑒 ?̂?
original (1.2) periodic 0.551332(8) −1.468364(4) −0.617396(11) 0.850968(18) 0.12037(18)
dual (4.19) periodic 0.55143(7) −1.37644(21) −0.88227(19) 0.49402(26) 0.1214(13)
[𝛽dual = 1.31328(12)]
original (1.2) fixed 0.55138(5) −1.4782(27) −0.790(4) 0.694(4) 0.0281(7)
and wemeasure the interface tension of the original model and its dual for the first
time. We find values of 𝜎 = 0.12037(18) and 𝜎 = 0.1214(13) for the original
and dual model with periodic boundary conditions, respectively. The interface
tension of the original model with fixed boundary conditions is found to be much
smaller, 𝜎 = 0.0281(7). Interestingly, we also estimate different values for the
latent heat with different boundary conditions,Δ𝑒 = 0.694(4) in the case of fixed
boundary conditions compared to Δ𝑒 = 0.850968(18) for periodic boundaries.
We have argued with help of additional results from canonical simulations, that
the estimates for fixed boundary conditions are flawed by extreme finite-size
effects which are difficult to quantify.
Any model with an exponentially degenerate low-temperature phase will
display the modified scaling at a discontinuous phase transition we have de-
lineated for the three-dimensional gonihedric model and its dual here. Apart
from higher-dimensional variants of the gonihedric model or its dual, there are
numerous other models in which the scenario could be realised. Examples range
from ANNNI models [131] to topological “orbital” models in the context of
quantum computing [132] which all share an extensive ground-state degener-
acy. Among the orbital models for transition metal compounds, a particularly
promising candidate is the three-dimensional classical compass or 𝑡2𝑔 orbital
model where a highly degenerate ground state is well known and the signature
of a discontinuous transition into the disordered phase has recently been found
numerically [133].
Other systems, such as the three-dimensional Ising antiferromagnet on an
FCC lattice, have an exponentially degenerate number of ground states but a
small number, six in the case of the FCC Ising antiferromagnet, of true low-
temperature phases [134, 135]. Nonetheless, they do possess an exponentially
degenerate number of low-energy excitations so, depending on the nature of the
growth of energy barriers with system size, an effective modified scaling could
still be seen at a discontinuous transition for the lattice sizes accessible in typical
simulations. The crossover to the true asymptotic (standard) scaling would then
only appear for very large lattices. Indeed, previous simulations appear to have
found peculiar scaling for the discontinuous transition in the three-dimensional
Ising antiferromagnet on an FCC lattice [136]. The initial research of the three-
dimensional Ising antiferromagnet was triggered by real systems modelling
chemical ordering in binary alloys such as CuAu, and measurable effects might
79
appear in very small, clean (disorder-free) samples, where unusual shifts of
phase transition temperatures might be observed. To estimate the strength of
this possible effect, it should be quantified with high-precision Monte Carlo
computer simulations beforehand, which must be designed to distinguish the
different finite-size scaling laws.
The unusual planar spin-flip symmetry of the 3𝑑 plaquette Ising model that
lead to a macroscopic (but sub-extensive) low-temperature phase degeneracy has
further consequences apart from the altered finite-size scaling. The order param-
eter is of a hybrid 2𝑑∕3𝑑 form. The symmetry has implications in the quantum
version of the model [137]. Here, a Hamiltonian related to the quantum dual of
the plaquette model describes fracton topological phases [138, 139], which have
point-like topological excitations that appear at the corners of membrane-like op-
erators, such as planar regions of a 3𝑑 lattice. This fracton Hamiltonian displays
a macroscopic, sub-extensive topological degeneracy that is directly related to
the spin flip symmetry of the plaquette model, as is the restricted mobility of
the topological excitations in the model. With this thesis, the equilibrium ther-
modynamics of the (classical) model is well under control and further research
towards the fracton topological order in the quantum models can be undertaken.
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DATA TABLES A
We collect here the detailed resulting data tables from Chapter 4. Although this
aims for reproducibility, the parameters of the fits cannot be entirely reproduced
with all digits, mainly because the errors of quantities were rounded and therefore
the weights differ for the individual data points.
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TABLE A.1.: Resulting quantities for the gonihedric Ising model (1.2) with periodic boundary conditions: extremal values for the specific heat 𝐶 , Binder’s
energy parameter 𝐵, with their respective pseudo-critical inverse temperatures 𝛽, and inverse temperatures where peaks of the energy probability density
have equal heights and weights for finite lattices with linear length 𝐿. The finite-lattice interface tension is listed as 𝜎, the energy of the ordered and
disordered phases and their difference as 𝑒o, 𝑒d and Δ𝑒. The infinite lattice limits are listed as parameters of fits whose goodness-of-fit value 𝑄 is given.
Highlighted in light grey are the data points used for fits with only leading order correction (lo). Additional data points used for fitting with sub-leading
corrections (so) up to and including order (𝐿−4) are marked in dark grey.
𝐿 𝛽𝐶 𝐶 𝛽𝐵 𝐵 𝛽w 𝛽h 𝜎 𝑒o 𝑒d Δ𝑒
08 0.518228(26) 27.061(7) 0.513850(27) 0.25211(16) 0.518244(26) 0.514007(23) 0.05659(6) −1.43921(13) −0.56223(14) 0.87698(11)
09 0.524636(24) 39.611(6) 0.521626(24) 0.26024(14) 0.524644(24) 0.521769(24) 0.06240(5) −1.44791(5) −0.56529(8) 0.88262(8)
10 0.529322(18) 55.068(7) 0.527159(19) 0.27023(12) 0.529327(18) 0.527463(18) 0.067756(29) −1.452764(28) −0.57011(7) 0.88265(7)
11 0.532894(13) 73.766(7) 0.531286(13) 0.27998(7) 0.532897(13) 0.531705(12) 0.07305(4) −1.455896(28) −0.57525(5) 0.88065(4)
12 0.535696(13) 96.094(8) 0.534467(13) 0.28847(8) 0.535698(13) 0.534965(13) 0.07804(4) −1.458205(19) −0.57996(5) 0.87824(5)
13 0.537902(12) 122.315(10) 0.536941(12) 0.29593(8) 0.537903(12) 0.537383(12) 0.08285(4) −1.459850(21) −0.58424(5) 0.87561(5)
14 0.539662(10) 152.801(12) 0.538897(10) 0.30221(6) 0.539663(10) 0.539297(9) 0.087156(24) −1.461138(15) −0.58795(4) 0.87319(4)
15 0.541128(9) 187.897(12) 0.540508(9) 0.30756(4) 0.541128(9) 0.540853(9) 0.09105(4) −1.462154(20) −0.591175(23) 0.870979(30)
16 0.542329(10) 227.917(10) 0.541820(10) 0.31207(5) 0.542329(10) 0.542114(9) 0.09430(4) −1.462961(8) −0.593953(30) 0.869009(29)
17 0.543326(8) 273.174(11) 0.542903(8) 0.31597(5) 0.543326(8) 0.543151(8) 0.096981(22) −1.463630(8) −0.596392(28) 0.867238(24)
18 0.544181(9) 324.070(9) 0.543825(9) 0.31923(4) 0.544181(9) 0.544035(9) 0.09928(4) −1.464179(9) −0.598459(27) 0.865720(21)
19 0.544904(10) 380.852(10) 0.544602(10) 0.32210(4) 0.544904(10) 0.544781(10) 0.10128(4) −1.464630(9) −0.600290(25) 0.864339(21)
20 0.545510(5) 443.910(12) 0.545252(5) 0.324501(26) 0.545511(5) 0.545403(5) 0.102911(25) −1.465009(6) −0.601844(17) 0.863165(16)
21 0.546044(7) 513.571(12) 0.545821(7) 0.326601(29) 0.546044(7) 0.545952(7) 0.104440(20) −1.465339(9) −0.603216(21) 0.862124(15)
22 0.546500(6) 590.141(19) 0.546306(6) 0.328422(24) 0.546500(6) 0.546420(6) 0.10576(4) −1.465615(6) −0.604412(15) 0.861203(16)
23 0.546914(8) 673.971(21) 0.546745(8) 0.33005(4) 0.546914(8) 0.546843(8) 0.10702(5) −1.465856(7) −0.605491(23) 0.860365(20)
24 0.547270(9) 765.339(21) 0.547121(9) 0.33152(4) 0.547270(9) 0.547207(9) 0.10819(7) −1.466076(9) −0.606468(24) 0.859607(21)
25 0.547584(9) 864.753(27) 0.547452(9) 0.33271(4) 0.547584(9) 0.547528(9) 0.10901(5) −1.466270(6) −0.607270(23) 0.858999(20)
26 0.547856(14) 972.36(5) 0.547739(14) 0.33376(6) 0.547856(14) 0.547805(14) 0.10997(9) −1.466413(11) −0.60798(4) 0.85844(4)
27 0.548099(14) 1088.54(4) 0.547994(14) 0.33475(6) 0.548099(14) 0.548053(14) 0.11066(10) −1.466578(13) −0.60865(4) 0.857927(28)
lo 0.551233(10) 0.055072(4)𝐿3 0.551350(6) 0.34729(7) 0.551233(10) 0.551277(5) 0.12037(18) −1.468500(11) −0.61701(7) 0.85148(5)
𝑄 0.54 0.35 0.72 0.50 0.54 0.90 0.38 0.56 0.56 0.59
so 0.551331(8) 0.551340(27) 0.551331(8) 0.55134(6) −1.468373(12) −0.61771(6)
𝑄 0.95 0.92 0.95 0.93 0.63 0.59
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TABLE A.2.: Resulting parameters of the best fits to the extremal points 𝛽 for the
specific heat 𝐶 , Binder’s energy parameter 𝐵; or inverse temperatures 𝛽w and 𝛽h
to laws of the form 𝛽(𝐿) = 𝛽 + 𝑝2∕𝐿2 + 𝑝3∕𝐿3 + 𝑝4∕𝐿4. Parameters 𝑝𝑖 not used
in the specific fit are marked with –. The error-weighted average over all four
inverse temperatures are listed as 𝛽av, whereas 𝛽avw/o eqw is the average, where 𝛽wis left out because it is strongly correlated with 𝛽𝐶 and would effectively weight
this value twice.
 Eq. 𝐿min 𝛽 𝑝2 𝑝3 𝑝4 𝑄 dof
reduced time series, linear fit
𝛽𝐶 (𝐿) (4.7) 16 0.551221(11) −2.281(5) – – 0.54 10
𝛽𝐵(𝐿) (4.8) 13 0.551347(7) −2.4373(24) – – 0.79 13
𝛽w(𝐿) (4.7) 16 0.551221(11) −2.281(5) – – 0.54 10
𝛽h(𝐿) (4.7) 5 0.551331(21) −2.366(6) – – 0.96 21
𝛽av 0.551291(7) 1.313527(12)
𝛽av, w/o eqw 0.551311(7) 1.313493(12)
full time series, linear fit
𝛽𝐶 (𝐿) (4.7) 17 0.551233(10) −2.287(5) – – 0.54 9
𝛽𝐵(𝐿) (4.8) 13 0.551350(6) −2.4389(19) – – 0.72 13
𝛽w(𝐿) (4.7) 17 0.551233(10) −2.287(5) – – 0.54 9
𝛽h(𝐿) (4.7) 12 0.551277(5) −2.3478(16) – – 0.90 14
𝛽av 0.551293(5) 1.313524(9)
𝛽av, w/o eqw 0.551300(5) 1.313511(9)
full time series, up to (𝐿−3)
𝛽𝐵(𝐿) (4.8) 11 0.551403(14) −2.494(11) 0.65(12) – 0.59 14
𝛽h(𝐿) (4.7) 12 0.551271(17) −2.342(15) 0(0.2) – 0.87 13
𝛽av 0.551269(10) 1.313565(17)
𝛽av, w/o eqw 0.551288(10) 1.313532(17)
full time series, up to (𝐿−4)
𝛽𝐶 (𝐿) (4.7) 9 0.551331(8) −2.371(4) – 16.9(4) 0.95 16
𝛽𝐵(𝐿) (4.8) 9 0.551340(28) −2.39(4) −1.6(8) 13(4) 0.92 15
𝛽w(𝐿) (4.7) 9 0.551331(8) −2.371(4) – 17.0(4) 0.95 16
𝛽h(𝐿) (4.7) 12 0.55134(6) −2.47(11) 2.8(2.4) −18(15) 0.95 12
𝛽av 0.551332(8) 1.313457(14)
𝛽av, w/o eqw 0.551332(8) 1.313456(14)
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TABLE A.3.: Simulation results for the dual model (4.19): extremal values for the specific heat 𝐶 , Binder’s energy parameter 𝐵, with their respective
pseudo-critical inverse temperatures 𝛽, and inverse temperatures where peaks of the energy probability density have equal heights and weights for finite
lattices with linear length 𝐿. The finite-lattice interface tension is listed as 𝜎, the energy of the ordered and disordered phases and their difference as
𝑒o, 𝑒d and Δ𝑒. Light grey cells mark the values used for fitting, so that the goodness-of-fit parameter 𝑄 > 0.5. If 𝑄 < 0.5 for all fits, we took that one
with the largest 𝑄.
𝐿 𝛽𝐶 𝐶 𝛽𝐵 𝐵 𝛽w 𝛽h 𝜎 𝑒o 𝑒d Δ𝑒
08 1.25788(22) 37.26(11) 1.25394(22) 0.61158(15) 1.2577(11) 1.25891(28) 0.0232(4) −1.303(26) −0.891(21) 0.412(6)
10 1.27493(21) 89.34(12) 1.27304(21) 0.60056(9) 1.27488(21) 1.27557(29) 0.0412(5) −1.3329(4) −0.86898(28) 0.46395(30)
12 1.28544(22) 165.62(25) 1.28437(22) 0.59735(10) 1.28543(22) 1.28577(21) 0.0574(7) −1.3476(4) −0.86823(24) 0.4794(4)
14 1.29265(20) 271.57(30) 1.29198(20) 0.59642(7) 1.29264(20) 1.29283(20) 0.0715(7) −1.35585(30) −0.87042(19) 0.48544(25)
16 1.29717(15) 412.9(4) 1.29673(15) 0.59601(7) 1.29717(15) 1.29730(17) 0.0829(7) −1.36106(18) −0.87238(14) 0.48868(22)
18 1.30063(16) 592.6(5) 1.30032(16) 0.59616(5) 1.30063(16) 1.30068(21) 0.0911(7) −1.36412(17) −0.87451(13) 0.48961(16)
20 1.30308(18) 819.0(5) 1.30286(18) 0.59613(6) 1.30308(18) 1.30312(15) 0.0974(13) −1.36657(13) −0.87589(15) 0.49067(18)
22 1.30478(15) 1095.5(9) 1.30461(15) 0.59613(4) 1.30478(15) 1.30483(11) 0.101(4) −1.36826(20) −0.87691(13) 0.49136(16)
24 1.30625(9) 1425.8(9) 1.30612(9) 0.59626(5) 1.30625(9) 1.30626(11) 0.1044(11) −1.36945(14) −0.87796(11) 0.49149(14)
∞ 1.31330(15) 0.10511(12)𝐿3 1.31333(12) 0.59636(8) 1.31330(15) 1.31318(16) 0.1214(13) −1.37644(21) −0.88227(19) 0.49402(26)
𝑄 0.58 0.48 0.58 0.18 0.52 0.66 0.99 0.63 0.54 0.27
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TABLE A.4.: Extremal points of the gonihedric Ising model (1.2) for the specific heat 𝐶 , Binder’s energy parameter 𝐵, and the pseudo-critical inverse
temperatures 𝛽 for finite lattices with linear length 𝐿 contained in a box with fixed boundary conditions. For each lattice size, a number of 𝑛prod = 106
measurements were taken. Errors have been calculated with jackknife error estimation using 20 blocks.
𝐿 𝛽𝐶 𝐶 𝛽𝐵 𝐵 𝛽w 𝛽h 𝜎 𝑒o 𝑒d Δ𝑒
08 0.44699(14) 5.29(4) 0.44233(13) 0.63030(26) 0.4475(18) 0.4479(8) 0(0.002) −1.67(5) −1.29(6) 0.387(7)
09 0.45794(13) 7.63(8) 0.45488(14) 0.6305(4) 0.4594(12) 0.4577(11) 0(0.003) −1.65(4) −1.28(5) 0.379(10)
10 0.46715(15) 11.08(12) 0.46510(16) 0.6293(5) 0.4678(6) 0.46683(26) 0(0.003) −1.623(21) −1.230(29) 0.394(9)
11 0.47465(14) 15.81(14) 0.47323(14) 0.6273(4) 0.4752(5) 0.47403(25) 0.0044(8) −1.62(4) −1.21(6) 0.410(20)
12 0.48097(14) 22.70(26) 0.47995(14) 0.6234(6) 0.48136(19) 0.4803(4) 0.0060(13) −1.625(9) −1.192(19) 0.433(11)
13 0.48629(9) 31.56(30) 0.48552(9) 0.6197(6) 0.48653(9) 0.48566(9) 0.0072(14) −1.6230(7) −1.1654(25) 0.4575(27)
14 0.49086(8) 43.7(5) 0.49027(9) 0.6146(7) 0.49099(11) 0.49020(27) 0.0090(7) −1.620(8) −1.129(17) 0.490(9)
15 0.49483(13) 56.8(8) 0.49435(13) 0.6116(9) 0.49490(17) 0.49429(12) 0.0097(11) −1.612(14) −1.104(28) 0.508(14)
16 0.49825(11) 75.2(8) 0.49786(11) 0.6059(8) 0.49830(11) 0.49778(10) 0.0119(4) −1.6108(5) −1.080(4) 0.531(4)
17 0.50126(7) 92.6(8) 0.50093(7) 0.6043(7) 0.50129(7) 0.50090(19) 0.0125(20) −1.6046(5) −1.0664(27) 0.5382(25)
18 0.50410(6) 115.3(11) 0.50383(6) 0.6008(8) 0.50412(6) 0.50381(24) 0.0135(19) −1.59885(24) −1.0487(28) 0.5501(28)
19 0.50648(8) 141.9(12) 0.50625(8) 0.5969(8) 0.50649(8) 0.50620(14) 0.0147(15) −1.59286(27) −1.0311(24) 0.5618(24)
20 0.50866(10) 167.3(16) 0.50846(10) 0.5963(10) 0.50867(10) 0.50841(12) 0.0156(13) −1.58807(27) −1.0248(30) 0.5633(29)
21 0.51063(8) 200.7(19) 0.51046(8) 0.5930(9) 0.51064(8) 0.51039(7) 0.01706(26) −1.5828(4) −1.0106(27) 0.5722(28)
22 0.51258(6) 235.1(21) 0.51243(6) 0.5914(9) 0.51259(6) 0.51237(5) 0.0173(12) −1.57837(20) −1.0024(26) 0.5759(26)
23 0.51433(7) 275.6(24) 0.51420(7) 0.5889(10) 0.51433(7) 0.51415(7) 0.01905(26) −1.57402(20) −0.9920(27) 0.5820(26)
24 0.51586(6) 317(4) 0.51574(6) 0.5879(11) 0.51586(6) 0.51568(6) 0.0193(6) −1.57031(14) −0.9864(28) 0.5839(28)
25 0.51728(7) 368.6(21) 0.51718(7) 0.5847(7) 0.51729(7) 0.51716(6) 0.0200(10) −1.56641(24) −0.9750(18) 0.5914(17)
26 0.51853(6) 422.2(28) 0.51843(6) 0.5827(8) 0.51853(6) 0.51837(15) 0.0207(11) −1.56259(18) −0.9670(20) 0.5956(20)
27 0.51985(7) 472(4) 0.51977(7) 0.5830(8) 0.51985(7) 0.51971(6) 0.0210(14) −1.55980(25) −0.9656(20) 0.5942(20)
28 0.52084(6) 543(5) 0.52077(6) 0.5795(12) 0.52084(6) 0.52073(9) 0.0220(4) −1.55660(11) −0.9544(28) 0.6022(28)
29 0.52198(24) 603(12) 0.52191(24) 0.5796(23) 0.52198(24) 0.52190(13) 0.023(5) −1.5538(9) −0.953(6) 0.601(7)
∞ 0.55119(11) 0.0327(6)𝐿3 0.55146(7) 0.5444(14) 0.55119(12) 0.55152(12) 0.0281(7) −1.4782(27) −0.790(4) 0.694(4)
𝑄 0.53 0.53 0.56 0.59 0.52 0.53 0.99 0.49 0.73 0.50
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TECHN ICAL NOTES B
The source code of the multicanonical simulations in this thesis is available
online at github [140]. In the following, I give a little tutorial on how to compile
and run the various Monte Carlo simulations that put out the (multicanonical)
time series. First, we create a local copy from the remote github-repository
executing the following line on a command shell.
$ git clone --recursive \
https://github.com/four-spins/dissertation \
dissertation_reproduce
This creates a directory called dissertation_reproduce, that contains
several subdirectories, each one corresponding to a set of specific simulations.
CMake eases the build process for the individual programs.
dissertation_reproduce
original_periodic ......................... 3𝑑 plaquette model with periodic boundary conditions
src
reproduce.py
CMakeLists.txt
CMakeLists.repro.txt
original_fixed................................3𝑑 plaquette model with fixed boundary conditions
src
CMakeLists.txt
Anisotropic_Ashkin_Teller .................... 3𝑑 dual model with periodic boundary conditions
src
config
CMakeLists.txt
hysteresis.................................................hysteresis curves for the dual model.
src
config
CMakeLists.txt
analyse_data........................................................... tools for data analysis
external_libraries.....................................................dlib, dsfmt, gzstream
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B.1. SIMULATING THE THREE-DIMENSIONAL PLAQUETTE MODEL WITH
PERIODIC BOUNDARY CONDITIONS
We show how to reproduce the data for the𝐿 = 4model under periodic boundary
conditions. Since we want to simulate the original, 3𝑑 plaquette model, we need
to enter the appropriate subdirectory by typing into a shell:
$ cd dissertation_reproduce/original_periodic
The simulations are configured by a header config.hpp in the subdirectory src.
We set the lattice size in that file (and choose other parameters to our liking)
with the line
const int L = 4;
TABLE B.1.: Seeds for the random number generator for reproducing the identical
results of Section 4.2.2 for the 3𝑑 plaquette model.
𝐿 seed 𝐿 seed 𝐿 seed 𝐿 seed
4 877999 10 607688 16 604557 22 620240
5 793557 11 595393 17 978687 23 760296
6 887979 12 795316 18 38116 24 321213
7 105099 13 965577 19 745300 25 562871
8 545336 14 484040 20 569718 26 61145
9 684037 15 271837 21 447785 27 850676
If the want to reproduce the identical time series that was analysed in this
thesis, we need the same sequence of random numbers to create the original
Markov Chain. From the list of seeds for all lattice sizes in Table B.1 we find
that we need to set
const int seed = 877999;
for 𝐿 = 4 in the configuration file src/config.hpp. CMake is then best used
from a separate working directory, therefore we type
$ mkdir L4 && cd L4
to create and enter a novel subdirectory with the name L4. The commands
$ cmake .. -DCMAKE_BUILD_TYPE=release
$ make
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create the executable of the simulation. We can also create an unoptimised exe-
cutable that does very slow consistency checks (like calculating and comparing
the energy after each update by going through the full lattice) by setting the
parameter -DCMAKE_BUILD_TYPE=debug. This is meant for debugging only
and should not be used for long simulations or large lattices.
Finally, we let run the simulation
$ ./goni3d_rec_muca.x
which will create several (human-readable text-) files in the current working
directory1 upon a successful run that are listed in the following.
L4
simulation.dat..................................overview: parameters, convergence, timings
weights.dat.......................................................multicanonical weights
measurements.dat ...............................multicanonical time series of measurements
energy_histogram.simu.dat.....................................multicanonical histogram
energy_histogram.cano.dat.................................. canonical histogram for 𝛽=0
measurements.full.dat..............full time series of the energy (i.e., measured every sweep)
energy_histogram.simu.full.dat......multicanonical energy histogram of the full time series
energy_histogram.cano.full.dat...canonical energy histogram at 𝛽 = 0 for the full time series
checkpoint_{𝑛}.dump.........the nth checkpoint with full information to continue the simulation
In the configuration file we can set a variable named measure_every that
defines how many sweeps are conducted between consecutive measurements.
Since we calculate the system’s energy for each update anyway, it makes sense
to put the energy out more often, or calculate histograms with this “full” time
series. Notice that the histograms and weights may have their values given
logarithmically in the data files, please consult their respective file-headers. The
simulation program also writes checkpoints onto the disk with full information
that permit to continue from this point in case of problems, when, e.g., the
simulation is cancelled due to runtime restrictions. In such a case, run the
program with
$ ./goni3d_rec_muca.x n
with 𝑛 being the number of a valid checkpoint-file checkpoint_n.dat lying in
the current working directory.
To ease the editing of configuration files, etc., a python script is delivered that
is started with
$ python ./reproduce.py
to properly create subdirectories for all lattice sizes in one bunch, to modify the
configuration files and compile the programs along the way.
1Keep in mind that, when starting several executables by a script, the executables will recklessly
overwrite data in the current working directory.
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B.2. SIMULATING THE THREE-DIMENSIONAL PLAQUETTE MODEL WITH
FIXED BOUNDARY CONDITIONS
The source code for fixed boundary conditions is the exact analogue to Sec-
tion B.1, but the source is located in the subdirectory
dissertation_reproduce/original_fixed
and with the exception that these programs do not support checkpoints. The
seeds for the random number generator of the original simulations are collected
in Tab. B.2.
TABLE B.2.: Seeds for the random number generator for reproducing the identical
results of Section 4.3 for the 3𝑑 plaquette model.
𝐿 seed 𝐿 seed 𝐿 seed 𝐿 seed
4 939473 11 813331 18 294434 25 834743
5 345069 12 310935 19 686090 26 392241
6 511689 13 60773 20 111805 27 457700
7 796661 14 276500 21 700454 28 836983
8 25568 15 942277 22 332738 29 754355
9 972061 16 839182 23 649927
10 846271 17 630843 24 200310
B.3. SIMULATING THE THREE-DIMENSIONAL ANISOTROPIC ASHKIN-TELLER
MODEL
The source code for the anisotropic Ashkin-Teller model, contained in the sub-
directory Anisotropic_Ashkin_Teller, works a little bit different than that
for the plaquette model. Only one binary file is needed to simulate the different
lattice sizes (this flexibility comes as a trade for speed). It is best to compile out
of source by creating and entering a new subdirectory:
$ mkdir build && cd build
and start the compilation by
$ cmake .. -DCMAKE_BUILD_TYPE=release
$ make
which creates a binary called AniAshkTell.x. The simulation can be started
with one of the configuration files in the config subdirectory, e.g.,
$ ./AniAshkTell.x ../config/L4_config.ini
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would reproduce the data for the 𝐿 = 4 lattice. The configuration files contain
the random number seed of 1369295284 for the original simulation (which was
the same for all lattice sizes).
B.4. HYSTERESIS
The hysteresis curve for the dual lattice follows the same pattern as that of the
anisotropic Ashkin-Teller model in Section B.3. Just follow the steps, but in
subdirectory hysteresis. In its subdirectory config the two configuration files
are located to heat up or cool down the system, heatup.ini or cooldown.ini,
respectively. The random number seeds are lost in this case, unfortunately.
B.5. DATA ANALYSIS
As an example I deliver code for time series reweighting of multicanonical data
in the subdirectory analyse_data. Again, enter this directory and build the
executable with
$ mkdir build && cd build
$ cmake .. -DCMAKE_BUILD_TYPE=release
$ make
which will create an executable called reweight_time.x. Re-enter the data
directory from our example in Section B.1. Executing
$ ../../analyse_data/build/reweight_timeseries.x \
> measurements.dat -w weights.dat
in that directory calculates the canonical internal energy, (unnormalised) heat
capacity and Binder’s energy cumulant via time series reweighting from the
multicanonical time series that is stored in measurements.dat and has multi-
canonical weights weights.dat. The executable is designed such that it awaits
the inverse temperature of interest from the standard input. This allows to
calculate the observables for arbitrary temperatures, e.g. equally-spaced, op-
timized such that peaks are displayed nicely in plots like Fig. 4.5, or external
minimisation algorithms.
Conducting the full data analysis in this thesis was quite involved and I used
a huge number of scripts, and small helper programs to automatically
• factorise the measurements into jackknife blocks
• calculate microcanonical expectation values from these blocks
• minimise the respective observables for each jackknife block
• combine the data from the jackknife blocks to yield an error estimate.
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Some of these tasks are simple one-liners on a linux shell (employing, e.g.,
awk or sed), others are more involved. Managing this complexity is left as an
exercise for the reader. Also, the reweighting-program must be adjusted for other
observables, such as the Fuki-Nuke order parameters. Please also refer to the
comments in the respective source files and online documentation [140].
B.6. GENERAL FILE FORMAT
From a technical point of view, simulation results from Markov-Chain Monte
Carlo can be treated with only two types of elementary concepts of representing
the data. The obvious one is a time series, but for efficient use of the data
points we need at least a second type of storing information, the histogram. The
latter benefits reweighting techniques and can be used to represent probability
densities, (multicanonical) weights, and, well . . . histograms. Both types of
data files follow the same pattern. The file begins with a header that contains
all relevant information about the simulation and is followed by a block of
measurements. In our programs, we assume that there will not be any further
comments after the first line of measurements. The header is a block of lines that
begin with a hash “#” that marks a line of comments. It should be as verbose
as possible about the origin of the file. That contains, amongst others, date and
time of creation, simulation parameters and ideally, an unique identifier of the
version of the source code of the simulation that created the time series. Time
series and histograms are then specialisations of this file format.
B.6.1. Time series
Listing B.1 gives an example for a file containing a time series. The following
guidelines should be respected when creating a time series file. First of all,
it should contain a header with all relevant information. In addition, a time
series is considered a simulation result and must contain the value of the inverse
temperature 𝛽. The last commented line contains the (short) names of the
observables, defining the order of the columns that follow. For proper handling
in other programs, the observable names should not contain spaces as they are
used to separate the different columns. After that line the actual data follows,
each line representing a time step and the different observables are separated by
spaces.
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LISTING B.1: Structure of a file representing a time series
# comments a r e marked wi th a hash t a g
# heade r s hou l d be as v e r bo s e as p o s s i b l e
#
# i n v e r s e t emp e r a t u r e must be d e f i n e d :
# b e t a = 0 .12345
#
# a b b r e v i a t i o n s f o r o b s e r v a b l e s shou l d be exp l a i n ed , e . g .
# b : i n v e r s e t emp e r a t u r e b e t a
# E : ene rgy
# m: ma g n e t i s a t i o n no rma l i s e d by sys tem volume
#
# o r d e r o f o b s e r v a b l e s shou l d be c l a r i f i e d
# b E s t d (E ) . . . m s t d (m)
6 .00000000 e−01 −3.95908073 e+02 . . . 3 .24041688 e+01
8 .00000000 e−01 −5.70380215 e+02 . . . 2 .61188199 e+01
. . .
B.6.2. Histograms
A histogram (with equidistant bins) follows the same guidelines of a time series
with regard to the layout, comments and data provenance. A histogram is also
a simulation result and should therefore contain information on the simulation
temperature. In addition, the definition of the bins is to be clarified in the header
by giving the interval of the abscissa along with the number of bins (or the width
of the bins). The first column has a special meaning, defining the bin which the
other columns relate to. Here, it is assumed to be the mid-point in between the
right-open interval that was used for binning the data equidistantly.
LISTING B.2: Structure of a file representing a histogram
# heade r metada ta , l i k e a d e t a i l e d d e s c r i p t i o n o f o b s e r v a b l e s ,
# d a t e and t ime , s im u l a t i o n pa r ame t e r s , . . .
#
# i n v e r s e t emp e r a t u r e must be d e f i n e d :
# b e t a = 0 .12345
#
# a b s c i s s a / b i n s must be d e f i n e d :
# ab s c i s s a_name = co l ( 0 )
# a b s c i s s a _m i n = −5.1000000000000000 e+01
# absc i s s a_max = 1.0000000000000000 e+00
# n r _ b i n s = 26
#
# _co l ( 0 ) _ norm <co l (0) >
−5.00000000 e+01 3 .58120000 e+04 −5.00000000 e+01
−4.80000000 e+01 0 .00000000 e+00 −nan
. . .
B.7. LOGARITHMIC ARITHMETIC
The number of microstates one finds by an exact enumeration or during Monte
Carlo simulations can be huge. When employing histogram reweighting products
of those numbers occur, and hence overflows may be encountered, even when
storing numbers in double precision. A textbook-trick [141] is to store logarithms
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of those numbers and use logarithmic arithmetic for the calculations. Instead of
storing a nonnegative number 𝑥, one saves ?̃? = ln 𝑥 and standard operations with
numbers then take on the following form that avoid huge numbers completely:
𝑧 = 𝑥 × 𝑦 ?̃? = ?̃? + ?̃? (B.1)
𝑧 = 𝑥∕𝑦 ?̃? = ?̃? − ?̃? (B.2)
𝑧 = 𝑥 + 𝑦 ?̃? = max(?̃?, ?̃?) + ln(1 + exp(min(?̃?, ?̃?) − max(?̃?, ?̃?))) , (B.3)
where the last line employs the identity 𝑧 = 𝑒?̃? = 𝑥+𝑦 = 𝑒?̃?+𝑒?̃? = 𝑒?̃?(1+𝑒?̃?−?̃?) and
the maximum and minimum operations take care that only harmless underflows
may occur in the exponential function. The logarithm of the second summand is
available with high precision in C++ by the function log1p (and similarly in other
languages). If the subtraction of two numbers is needed, the implementation
becomes more involved, because the logarithm of negative numbers is not
defined. This can be circumvented by storing the logarithm of the absolute
value and treating the sign separately. This, in fact, is implemented in the header
logval.hpp in the online source [140]. It defines a novel data type logval
which behaves entirely like the standard data type double in C++. The program
# include <iostream>
# include "logval.hpp"
using std::cout;
int main(int argc, char** argv){
logval a = 2.5;
logval b = -0.5;
cout << logval_double;
cout << a*b << ’ ’ << a/b << ’ ’ << a+b << ’ ’ << a-b << ’\n’;
cout << std::setprecision(6); // choose 16 in real applications
cout << logval_native;
cout << a*b << ’ ’ << a/b << ’ ’ << a+b << ’ ’ << a-b << ’\n’;
return 0;
}
prints out
-1.25 -5 2 3
-exp(0.223144) -exp(1.60944) +exp(0.693147) +exp(1.09861)
where all intermediate calculations are done logarithmically. It is implemented
(and tested) such that it can be used together with the complex data type and
even cooperates with Eigen, a library for algebra. Please refer to the header
logval.hpp for other nice features.
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B.8. PSEUDO RANDOM NUMBERS
Our Monte Carlo simulations depend on random numbers, e.g., due to the
acceptance probability to get from a state to the next in (2.18). Usually, it is a
time-consuming task or expensive to get genuine random numbers, e.g. from
random physical processes like radioactive decay. Therefore, computer scientists
use pseudo-random numbers. These are obtained by deterministic algorithms
that put out a sequence of numbers whose “randomness” is judged by a battery
of statistical tests. For this thesis the Marsaglia random number generator has
been used almost exclusively [142]. It might not be the best choice for parallel
applications and very good alternatives exist, like the mrg32k3a random number
generator that has a smaller state (2 vectors with 3 integer components each) and
is of comparable speed [143]. High-performance implementations are readily
available both for CPUs and GPUs [144, 145].
B.9. THIRD-PARTY LIBRARIES AND SOFTWARE
The simulations for this thesis were written from scratch in C++. However, a very
fine library, Dlib C++ [146] was employed, mainly for serialisation and parsing.
Also, it taught me a lot about writing clean code and proper documentation (at
least it taught me how I should have done it). Apart from that library, much of the
data analysis was conducted with use of scipy and numpy [147], packages for
the Python programming language. Plots were made with matplotlib [148].
95

ACADEMIC CURR ICULUM VITAE
PERSONAL DETAILS
Name Marco Müller
Date of birth August 01, 1985
Place of birth Leipzig
Nationality German
EDUCATION
since 04/2012 Ph.D. thesis in theoretical physics, Universität Leipzig
with supplemental visiting research stays at
Coventry University, England (3 weeks total);
Nancy Université, France (2 weeks),
and additional teaching responsibility (3 semesters)
09/2005– 12/2011 Physics studies, Universität Leipzig
degree: Diplom-Physiker (Dipl.-Phys.)
1996 – 2004 Anton-Philipp-Reclam Schule Leipzig
degree: Abitur
PUBLICATIONS
D. A. Johnston, M. Mueller, and W. Janke, Plaquette Ising models, degeneracy
and scaling, Eur. Phys. J. – Special Topics 226, 749 (2017).
S. Schneider, M. Mueller, and W. Janke, Convergence of Stochastic Approx-
imation Monte Carlo and modified Wang-Landau algorithms: Tests for
the Ising model, Comput. Phys. Commun. 216, 1 (2017).
M. Mueller, W. Janke, and D. A. Johnston, Exact solutions to plaquette Ising
models with free and periodic boundaries, Nucl. Phys. B 914, 388 (2017).
M. Mueller, J. Zierenberg, M. Marenz, P. Schierz, and W. Janke, Probing the
effect of density on the aggregation temperature of semi-flexible polymers
in spherical confinement, Physics Procedia 68, 95 (2015).
97
M.Mueller, W. Janke, andD. A. Johnston, Planar ordering in the plaquette-only
gonihedric Ising model, Nucl. Phys. B 894, 1 (2015).
D. A. Johnston, M. Mueller, and W. Janke, Macroscopic degeneracy and order
in the 3D plaquette Ising model, Mod. Phys. Lett. B 29, 1550109 (2015).
W. Janke, M. Mueller, and D. A. Johnston, Finite-size scaling and latent heat
at the gonihedric first-order phase transition, J. Phys.: Conf. Ser. 640,
012002 (2015).
M. Mueller, W. Janke, and D. A. Johnston, Transmuted Finite-Size Scaling at
First-Order Phase Transitions, Physics Procedia 57, 68 (2014).
M. Mueller, D. A. Johnston, and W. Janke, Multicanonical analysis of the
plaquette-only gonihedric Ising model and its dual, Nucl. Phys. B 888,
214 (2014).
J. Zierenberg, M. Mueller, P. Schierz, M. Marenz, and W. Janke, Aggregation
of theta-polymers in spherical confinement, J. Chem. Phys. 141, 114908
(2014).
M. Mueller, W. Janke, and D. A. Johnston, Nonstandard Finite-Size Scaling at
First-Order Phase Transitions, Phys. Rev. Lett. 112, 200601 (2014).
M. Mueller, Towards Optimized Parallel Tempering Monte Carlo, in: Proceed-
ings 2010, JSC Guest Student Programme on Scientific Computing, eds.
R. Speck and M. Winkel, Technical Report IB-2010-04 (2010).
98
B IBL IOGRAPHY
[1] R. V. Ambartzumian, G. K. Savvidy, K. G. Savvidy, and G. S. Sukiasian,
Phys. Lett. B 275, 99 (1992).
[2] G. K. Savvidy and K. G. Savvidy, Mod. Phys. Lett. A 08, 2963 (1993).
[3] G. Savvidy and K. Savvidy, Int. J. Mod. Phys. A 08, 3993 (1993).
[4] G. K. Savvidy and F. J. Wegner, Nucl. Phys. B 413, 605 (1994).
[5] G. K. Savvidy and K. G. Savvidy, Phys. Lett. B 324, 72 (1994).
[6] G. K. Bathas, E. Floratos, G. K. Savvidy, and K. G. Savvidy, Mod. Phys.
Lett. A 10, 2695 (1995).
[7] G. K. Savvidy, K. G. Savvidy, and P. G. Savvidy, Phys. Lett. A 221, 233
(1996).
[8] D. A. Johnston, A. Lipowski, and R. P. K. C. Malmini, in Rugged Free
Energy Landscapes Common Comput. Approaches to Spin Glas. Struct.
Glas. Biol. Macromol., Lecture Notes in Physics, Vol. 736, edited by
W. Janke (Springer Berlin, Heidelberg, 2008) pp. 173–199.
[9] G. K. Savvidy, Mod. Phys. Lett. B 29, 1550203 (2015).
[10] D. Espriu, M. Baig, D. A. Johnston, and R. P. K. C. Malmini, J. Phys. A.
Math. Gen. 30, 405 (1997).
[11] A. Lipowski, J. Phys. A. Math. Gen. 30, 7365 (1997).
[12] A. Lipowski and D. A. Johnston, J. Phys. A. Math. Gen. 33, 4451 (2000).
[13] A. Lipowski and D. A. Johnston, Phys. Rev. E 61, 6375 (2000).
[14] A. Lipowski, D. A. Johnston, and D. Espriu, Phys. Rev. E 62, 3404
(2000).
[15] M. R. Swift, H. Bokil, R. D. M. Travasso, and A. J. Bray, Phys. Rev. B
62, 11494 (2000).
[16] C. Castelnovo, C. Chamon, and D. Sherrington, Phys. Rev. B 81, 184303
(2010).
[17] Y. Imry, Phys. Rev. B 21, 2042 (1980).
[18] K. Binder, Zeitschrift für Phys. B 43, 119 (1981).
[19] M. E. Fisher and A. N. Berker, Phys. Rev. B 26, 2507 (1982).
[20] V. Privman and M. E. Fisher, J. Stat. Phys. 33, 385 (1983).
99
[21] K. Binder and D. P. Landau, Phys. Rev. B 30, 1477 (1984).
[22] M. S. S. Challa, D. P. Landau, and K. Binder, Phys. Rev. B 34, 1841
(1986).
[23] P. Peczak and D. P. Landau, Phys. Rev. B 39, 11932 (1989).
[24] V. Privman and J. Rudnick, J. Stat. Phys. 60, 551 (1990).
[25] W. Janke, Phys. Rev. B 47, 14757 (1993).
[26] M. Mueller, W. Janke, and D. A. Johnston, Phys. Rev. Lett. 112, 200601
(2014).
[27] M. Mueller, D. A. Johnston, andW. Janke, Nucl. Phys. B 888, 214 (2014).
[28] C. Borgs and R. Kotecký, J. Stat. Phys. 61, 79 (1990).
[29] C. Borgs and J. Z. Imbrie, J. Stat. Phys. 69, 487 (1992).
[30] C. Borgs and R. Kotecký, Phys. Rev. Lett. 68, 1734 (1992).
[31] C. Borgs, R. Kotecký, and S. Miracle-Solé, J. Stat. Phys. 62, 529 (1991).
[32] R. B. Potts, Math. Proc. Cambridge Philos. Soc. 48, 106 (1952).
[33] F. Y. Wu, Rev. Mod. Phys. 54, 235 (1982).
[34] W. Janke, “First-Order Phase Transitions,” in Computer Simulations of
Surfaces and Interfaces, edited by B. Dünweg, D. P. Landau, and A. I.
Milchev (Springer Netherlands, Dordrecht, 2003) pp. 111–135.
[35] J. Lee and J. Kosterlitz, Phys. Rev. B 43, 3265 (1991).
[36] C. Borgs and W. Janke, Phys. Rev. Lett. 68, 1738 (1992).
[37] W. Janke and R. Villanova, Nucl. Phys. B 489 [FS], 679 (1997).
[38] W. H. Press, S. A. Teukolsky, W. T. Vetterling, and B. P. Flannery,
Numerical Recipes, 3rd ed. (Cambridge University Press, New York,
2007).
[39] P. Young, Everything You Wanted to Know About Data Analysis and
Fitting but Were Afraid to Ask, SpringerBriefs in Physics (Springer Inter-
national Publishing, Cham, 2015).
[40] R. P. Brent, Algorithms for minimization without derivatives, Prentice-
Hall series in automatic computation (Prentice-Hall, Englewood Cliffs,
NJ, 1973).
[41] W. Feller, An Introduction to Probability Theory and its Applications:
Volume I, 3rd ed. (Wiley, New York, 1968).
[42] N. Kusolitsch, Maß- und Wahrscheinlichkeitstheorie, Springer-Lehrbuch
(Springer Berlin Heidelberg, Berlin, Heidelberg, 2011).
[43] B. Kaufman, Phys. Rev. 76, 1232 (1949).
100
[44] M. Kac and J. C. Ward, Phys. Rev. 88, 1332 (1952).
[45] A. Ferdinand and M. Fisher, Phys. Rev. 185, 832 (1969).
[46] P. D. Beale, Phys. Rev. Lett. 76, 78 (1996).
[47] A. B. Owen,Monte Carlo theory, methods and examples (2013).
[48] H. Kahn and A. W. Marshall, J. Oper. Res. Soc. Am. 1, 263 (1953).
[49] H. O. Hartley and A. Ross, Nature 174, 270 (1954).
[50] W. K. Hastings, Biometrika 57, 97 (1970).
[51] N. Metropolis, A. W. Rosenbluth, M. N. Rosenbluth, A. H. Teller, and
E. Teller, J. Chem. Phys. 21, 1087 (1953).
[52] A. Bononi, L. A. Rusch, A. Ghazisaeidi, F. Vacondio, and N. Rossi, in
GLOBECOM 2009 - 2009 IEEE Glob. Telecommun. Conf. (IEEE, 2009)
pp. 1–8.
[53] K. L. Chung, Markov Chains with Stationary Transition Probabilities
(Springer Berlin Heidelberg, Berlin, Göttingen, Heidelberg, 1960).
[54] J. M. Hammersley and D. C. Handscomb,Monte Carlo Methods, edited
by M. S. Bartlett and D. R. Cox (Springer Netherlands, Dordrecht, 1964).
[55] W. R. Gilks, Markov Chain Monte Carlo Pract., edited by S. Richardson
and D. J. Spiegelhalter (Chapman & Hall New York, 1996).
[56] H. J. Herrmann, W. Janke, and F. Karsch, eds., Dynamics of First Order
Phase Transitions (World Scientific, Singapore, 1992).
[57] B. A. Berg and T. Neuhaus, Phys. Lett. B 267, 249 (1991).
[58] B. A. Berg and T. Neuhaus, Phys. Rev. Lett. 68, 9 (1992).
[59] W. Janke, Int. J. Mod. Phys. C 03, 1137 (1992).
[60] Y. Iba, N. Saito, and A. Kitajima, Ann. Inst. Stat. Math. 66, 611 (2014).
[61] W. Janke and W. Paul, Soft Matter 12, 642 (2016).
[62] B. A. Berg, Eur. Phys. J. Spec. Top. 226, 551 (2017).
[63] B. A. Berg, U. Hansmann, and T. Neuhaus, Phys. Rev. B 47, 497 (1993).
[64] F. Wang and D. P. Landau, Phys. Rev. Lett. 86, 2050 (2001).
[65] F. Wang and D. P. Landau, Phys. Rev. E 64, 056101 (2001).
[66] R. E. Belardinelli and V. D. Pereyra, J. Chem. Phys. 127 (2007).
[67] F. Liang, J. Stat. Phys. 122, 511 (2006).
[68] F. Liang, C. Liu, and R. J. Carroll, J. Am. Stat. Assoc. 102, 305 (2007).
[69] S. Schneider, M. Mueller, and W. Janke, Comput. Phys. Commun. 216,
1 (2017).
101
[70] J. Zierenberg, M. Marenz, and W. Janke, Comput. Phys. Commun. 184,
1155 (2013).
[71] B. A. Berg, Nucl. Phys. B - Proc. Suppl. 63, 982 (1998).
[72] W. Janke, “Histograms and All That,” in Computer Simulations of Sur-
faces and Interfaces, edited by B. Dünweg, D. P. Landau, and A. I.
Milchev (Springer Netherlands, Dordrecht, 2003) pp. 137–157.
[73] A. D. Sokal, “Bosonic Algorithms,” in Quantum Fields Comput., edited
by M. Creutz (World Scientific Publishing Co. Pte. Ltd., Singapore, 1992)
pp. 211–274.
[74] W. Janke, “Statistical Analysis of Simulations: Data Correlations and Er-
ror Estimation,” in Proc. Euro Winter Sch. Quantum Simulations Complex
Many-Body Syst. From Theory to Algorithms, edited by J. Grotendorst,
D. Marx, and A. Muramatsurst (John von Neumann Institute for Com-
puting, Jülich, Germany, 2002) pp. 423–445.
[75] M. Weigel and W. Janke, Phys. Rev. Lett. 102, 100601 (2009).
[76] M. Weigel and W. Janke, Phys. Rev. E 81, 066701 (2010).
[77] R. G. Miller, Biometrika 61, 1 (1974).
[78] B. Efron, The Jackknife, the Bootstrap and Other Resampling Plans
(Society for Industrial and Applied Mathematics, 1982).
[79] T. F. Chan, G. H. Golub, and R. J. LeVeque, Am. Stat. 37, 242 (1983).
[80] J. Bennett, R. Grout, P. Pebay, D. Roe, and D. Thompson, in 2009 IEEE
Int. Conf. Clust. Comput. Work. (IEEE, 2009) pp. 1–8.
[81] L. Turban, in Phénomènes Crit. V (1993).
[82] M. Mueller, D. A. Johnston, andW. Janke, Nucl. Phys. B 914, 388 (2017).
[83] E. Ising, Zeitschrift für Phys. 31, 253 (1925).
[84] R. P. Feynman, Statistical Mechanics. A Set of Lectures (The Benjamin
and Cummings Publishing Co., Reading, Massachusetts, 1972).
[85] D. Espriu and A. Prats, Phys. Rev. E 70, 046117 (2004).
[86] S. Davatolhagh, D. Dariush, and L. Separdar, Phys. Rev. E 81, 031501
(2010).
[87] M. Suzuki, Phys. Rev. Lett. 28, 507 (1972).
[88] Y. Hashizume and M. Suzuki, Int. J. Mod. Phys. B 25, 73 (2011).
[89] Y. Hashizume and M. Suzuki, Int. J. Mod. Phys. B 25, 3529 (2011).
[90] B. M. McCoy and T. T. Wu, The Two-Dimensional Ising Model (Harvard
University Press, Cambridge, 1973).
102
[91] R. J. Baxter, Exactly Solved Model in Statistical Mechanics (Academic
Press, New York, 1982).
[92] B. Nickel, J. Phys. A. Math. Gen. 32, 3889 (1999).
[93] B. Nickel, J. Phys. A. Math. Gen. 33, 1693 (2000).
[94] W. P. Orrick, B. Nickel, A. J. Guttmann, and J. H. H. Perk, J. Stat. Phys.
102, 795 (2001).
[95] W. P. Orrick, B. G. Nickel, A. J. Guttmann, and J. H. H. Perk, Phys. Rev.
Lett. 86, 4120 (2001).
[96] S. Boukraa, A. J. Guttmann, S. Hassani, I. Jensen, J.-M. Maillard,
B. Nickel, and N. Zenine, J. Phys. A Math. Theor. 41, 455202 (2008).
[97] Y. Chan, A. J. Guttmann, B. G. Nickel, and J. H. H. Perk, J. Stat. Phys.
145, 549 (2011).
[98] T. Jonsson and G. Savvidy, Phys. Lett. B 449, 253 (1999).
[99] T. Jonsson and G. K. Savvidy, Nucl. Phys. B 575, 661 (2000).
[100] G. K. Savvidy, J. High Energy Phys. 09, 044 (2000).
[101] L. Onsager, Phys. Rev. 65, 117 (1944).
[102] H. J. Brascamp and H. Kunz, J. Math. Phys. 15, 66 (1974).
[103] D. L. O’Brien, P. A. Pearce, and S. O. Warnaar, Physica A 228, 63 (1996).
[104] W. T. Lu and F. Y. Wu, Physica A 258, 157 (1998).
[105] W. T. Lu and F. Y. Wu, Phys. Rev. E 63, 026107 (2001).
[106] M.-C. Wu and C.-K. Hu, J. Phys. A. Math. Gen. 35, 5189 (2002).
[107] T.-M. Liaw, M.-C. Huang, Y.-L. Chou, S. Lin, and F.-Y. Li, Phys. Rev. E
73, 055101(R) (2006).
[108] A. Poghosyan, R. Kenna, and N. Izmailian, Europhys. Lett. 111, 60010
(2015).
[109] E. Vernier and J. L. Jacobsen, J. Phys. A Math. Theor. 45, 045003 (2012).
[110] X. Wu, N. Izmailian, and W. Guo, Phys. Rev. E 86, 041149 (2012).
[111] X. Wu, N. Izmailian, and W. Guo, Phys. Rev. E 87, 022124 (2013).
[112] X. Wu, R. Zheng, N. Izmailian, and W. Guo, J. Stat. Phys. 155, 106
(2014).
[113] R. J. Baxter, J. Phys. A Math. Theor. 50, 014001 (2017).
[114] A. Hucht, J. Phys. A Math. Theor. 50, 065201 (2017).
[115] D. A. Johnston and R. P. K. C. Malmini, Phys. Lett. B 378, 87 (1996).
103
[116] M. Baig, J. Clua, D. A. Johnston, and R. Villanova, Phys. Lett. B 585,
180 (2004).
[117] D. A. Johnston and R. P. K. C. M. Ranasinghe, J. Phys. A Math. Theor.
44, 295004 (2011).
[118] M. Mueller, W. Janke, and D. A. Johnston, Phys. Procedia 57, 68 (2014).
[119] W. Janke, M.Mueller, and D. A. Johnston, J. Phys. Conf. Ser. 640, 012002
(2015).
[120] M. Mueller, W. Janke, and D. A. Johnston, Nucl. Phys. B 894, 1 (2015).
[121] D. A. Johnston, M. Mueller, and W. Janke, Mod. Phys. Lett. B 29,
1550109 (2015).
[122] R. Pietig and F. J. Wegner, Nucl. Phys. B 466, 513 (1996).
[123] R. Pietig and F. J. Wegner, Nucl. Phys. B 525, 549 (1998).
[124] A. Clauset, C. R. Shalizi, and M. E. J. Newman, SIAM Rev. 51, 661
(2009).
[125] A. Nußbaumer, E. Bittner, and W. Janke, Phys. Rev. E 77, 041109 (2008).
[126] A. Nußbaumer, E. Bittner, and W. Janke, Prog. Theor. Phys. Suppl. 184,
400 (2010).
[127] J. Zierenberg and W. Janke, Phys. Rev. E 92, 12134 (2015).
[128] J. Zierenberg, P. Schierz, and W. Janke, Nat. Commun. 8, 14546 (2017).
[129] G. K. Savvidy, K. G. Savvidy, and F. J. Wegner, Nucl. Phys. B 443 [FS],
565 (1995).
[130] D. A. Johnston, J. Phys. A Math. Theor. 45, 405001 (2012).
[131] W. Selke, Phys. Rep. 170, 213 (1988).
[132] Z. Nussinov and J. van den Brink, Rev. Mod. Phys. 87, 1 (2015).
[133] M. H. Gerlach and W. Janke, Phys. Rev. B 91, 45119 (2015).
[134] J. Slawny, J. Stat. Phys. 20, 711 (1979).
[135] J. L. Lebowitz, M. K. Phani, and D. F. Styer, J. Stat. Phys. 38, 413 (1985).
[136] A. D. Beath and D. H. Ryan, Phys. Rev. B 73, 174416 (2006).
[137] D. A. Johnston, M. Mueller, and W. Janke, Eur. Phys. J. Spec. Top. 226,
749 (2017).
[138] S. Vijay, J. Haah, and L. Fu, Phys. Rev. B 94, 235157 (2016).
[139] D. J. Williamson, Phys. Rev. B 94, 155128 (2016).
[140] M. Mueller, “https://github.com/four-spins/dissertation,” (2017).
104
[141] B. A. Berg,Markov Chain Monte Carlo Simulations and Their Statistical
Analysis (World Scientific Publishing Co. Pte. Ltd., Singapore, 2004).
[142] G. Marsaglia, A. Zaman, and W. Wan Tsang, Stat. Probab. Lett. 9, 35
(1990).
[143] P. L’Ecuyer, Oper. Res. 47, 159 (1999).
[144] L. Y. Barash and L. N. Shchur, Comput. Phys. Commun. 182, 1518 (2011).
[145] L. Y. Barash and L. N. Shchur, Comput. Phys. Commun. 185, 1343 (2014).
[146] D. E. King, J. Mach. Learn. Res. 10, 1755 (2009).
[147] S. van der Walt, S. C. Colbert, and G. Varoquaux, Comput. Sci. Eng. 13,
22 (2011).
[148] J. D. Hunter, Comput. Sci. Eng. 9, 90 (2007).
105

ACKNOWLEDGEMENTS
This work was supported by the Deutsche Forschungsgemeinschaft (DFG) through the
Collaborative Research Centre SFB/TRR 102 (project B04), the Deutsch-Französische
Hochschule (DFH-UFA) through the doctoral college “𝕃4” under Grant No. CDFA-02-07,
and by the EU IRSES Network DIONICOS under Grant No. 612 707.
I thank my supervisor, Professor Wolfhard Janke, for constant support, both worldly
(monetary) and intellectually, through many stimulating discussions and providing
a constant flow of interesting problems that I may have overlooked otherwise (and
a constant flow of commas and hyphens). Professor Desmond Johnston I thank for
inspiring and pioneering many of the ideas of our joint papers (and a five-minute joke
manuscript that, after more than a year of additional work turned into a proper paper),
for respectfully correcting the English mess I wrote down and pointing out British
TV-shows to improve it.
I felt very comfortable in our shared office together with Johannes Zierenberg, who,
I don’t know where, always finds time to discuss other people’s scientific and worldly
problems. Our joint paper on the aggregation of polymers in a sphere was a lot of fun
and besides that, I am grateful that Johannes took the time to go through the manuscript
of this thesis. I am grateful for the support through our unofficial “IT-department” – a
bunch of people, Hannes Nagel, Martin Marenz, Martin Treffkorn, Momchil Ivanonv
and Philipp Schierz. They decided that they want to spend their free-time altruistically
with the management and upkeep of our compute clusters and servers. Hannes and
Martin M. taught me a lot about C++. I had the opportunity and pleasure to learn CUDA
from Jonathan Groß, and I thank him, also for proof-reading this manuscript, and all
other people from the CQT-group for creating such a nice and open atmosphere. My
time at the ITP would not have been the same without Lukas Kimme, Alexander Janot
and Niels John, and I thank them for their companionship and discussions almost every
day at lunch. I also like to thank Simon Schneider, Lisa Fiedler, Philipp Hess and Ronja
Stübel, my patient and attentive students that I wish all the best for their careers.
The research trips to Nancy and Coventry could not have been such a rich experience
without the help and kind hospitality of Bertrand Berche, Loïc Turban, Martin Weigel,
Ralph Kenna and the people of their groups. I thank the secretaries of the Institut für
Theoretische Physik, Lea Voigt, Gabriele Menge, and Susan Hussack for building such
a strong firewall against bureaucracy, their frequent and kind help with forms, and for
easing problems with traveling and employment. From the University of Halle, I thank
the office of the SFB, Susanne Morgan and Thomas Michael who enriched the meetings
and retreats by smart choices and a fine taste with regard to accommodation and catering.
I thank my family for patient support. My friends Martin and Janet Treffkorn, Chris-
tian Kämpf, Julia Frank and Rüdiger Kürsten I thank for preventing me from going
crazy. I am deeply grateful for the love, patience and kindness of Alexandra who never
ceases to amaze me.
107

Bibliographische Beschreibung:
Müller, Marco
Nonstandard finite-size effects at discontinuous phase transitions –
Degenerate low-temperature states and boundary conditions
Universität Leipzig, Dissertation
117 S., 148 Lit., 31 Abb., 10 Tab.
Referat:
In dieser Dissertation wird das Skalenverhalten der Übergangstemperatur
von Systemen an diskontinuierlichen Phasenübergängen aus einem Zwei-
Zustands-Modell abgeleitet und erweitert. Es wird erläutert, wie sich
das Skalenverhalten für periodische Randbedingungen drastisch verän-
dern kann, sobald der Entartungsgrad der geordneten Phasen von der
Teilchenzahl abhängt. EswerdenModellsysteme in zwei und drei Dimen-
sionen betrachtet, deren Zustandssummen mittels analytischer, kombina-
torischer Argumente berechnet werden. Für das kompliziertere, isotrope
Plaquettemodell in drei Dimensionen können durch diese Rechnungen
Ordnungsparameter definiert werden. Diese werden, zusammen mit dem
veränderten Skalenverhalten selbskonsistent durch anspruchsvolle und
hochpräzise, sogenannte multikanonische Monte-Carlo Simulationen
überprüft und bestätigt.
