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Minimax control of nonlinear evolution equations
Nikolaos S. Papageorgiou
Abstract. In this paper we study the minimax control of systems governed by a nonlinear
evolution inclusion of the subdifferential type. Using some continuity and lower semi-
continuity results for the solution map and the cost functional respectively, we are able
to establish the existence of an optimal control. The abstract results are then applied to
obstacle problems, semilinear systems with weakly varying coefficients (e.g. oscillating
coefficients) and differential variational inequalities.
Keywords: minimax problem, optimal control, subdifferential, strong solution, Mosco
convergence, obstacle problems, differential variational inequalities
Classification: 49J35, 49J20
1. Introduction
In this paper, we examine a minimax control problem for nonlinear infinite di-
mensional control systems monitored by evolution equations of the subdifferential
type.
So let T = [0, b] and H a separable Hilbert space. We consider a nonlinear





−ẋ(t) ∈ ∂ϕ(t, x(t), λ) + f1(t, x(t), λ) + f2(t, x(t), λ)u(t) a.e.
x(0) = x0(λ)




Here E is a complete metric space and λ ∈ E models noise, disturbance and
inaccuracy of measurement, which interfere with the control of the system. Let
Y be a separable Banach space, modelling the control space. A control function
u : T → Y is admissible, if u(·) is measurable and u(t) ∈ U(t) a.e. on T . We
will denote the set of admissible controls by SU . Given [λ, u] ∈ E × SU , under
appropriate hypotheses on the data (see Section 3), we can guarantee the existence
of a trajectory (strong solution) x(λ, u)(·) ∈ C(T,H) of (1). Then the performance




L(t, x(λ, u)(t), λ, u(t)) dt.
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Since the disturbance λ ∈ E is not a priori known, the system analyst takes
a pessimistic approach and tries to minimize the maximum cost. So our optimiza-
tion problem is the following minimax problem









i.e. m(u) represents the maximum risk associated with the control u ∈ SU . Hence
our goal is to find an admissible control û ∈ SU such that
σ = m(û).
Such a control will be called “optimal”.
Similar problems for different classes of systems were recently considered by
Ahmed [17], [18] and Tanimoto [19]. The reader can consult them and the refer-
ences therein for further details and different aspects of the problem.
Finally we should mention with some additional effort we can assume that the
control constraint set depends on λ ∈ E (i.e. the control is adaptive). However,
to keep technical complications to a reasonable level and make the presentation
easier to digest, we stay with an open-loop control constraint set.
2. Preliminaries
Let (Ω,Σ) be a measurable space andX a separable Banach space. Throughout
this paper we will be using the following notations:
Pf(c)(X) = {A ⊆ X : nonempty, closed, (convex)}
and P(w)k(c)(X) = {A ⊆ X : nonempty, (weakly-) compact, (convex)}.
A multifunction (set-valued function) F : Ω→ Pf (X) is said to be measurable
if for all x ∈ X , ω → d(x, F (ω)) = inf{‖x − z‖ : z ∈ F (ω)} is measurable.
Such a multifunction admits measurable selectors; i.e. there exists f : Ω → X
measurable, such that f(ω) ∈ F (ω) for all ω ∈ Ω (see Wagner [13, Theorem 4.2]).
Let ϕ : H → R = R∪{+∞}. We say that ϕ(·) is proper, if it is not identically
+∞. Assume that ϕ(·) is proper, convex and lower semicontinuous. We denote
the family of such R-valued functions by Γ0(H). By domϕ, we denote the effective
domain of ϕ(·); i.e. domϕ = {x ∈ H : ϕ(x) < ∞}. The subdifferential of ϕ(·)
at x is the set ∂ϕ(x) = {x∗ ∈ H : (x∗, y − x) ≤ ϕ(y) − ϕ(x) for all y ∈ domϕ},
where (·, ·) denotes the inner product in the Hilbert space H . If ϕ(·) is Gateaux
differentiable at x, then ∂ϕ(x) = {ϕ′(x)}. We say that ϕ(·) is of compact type,
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if for every θ ∈ R+, the level set {x ∈ H : ‖x‖2 + ϕ(x) ≤ θ} is compact. Also for
µ > 0, we set Jµ = (I +µ∂ϕ)
−1 (the resolvent of ∂ϕ(·)). It is well known (see for
example Brézis [4]), that for all µ > 0, D(Jµ) = H and furthermore that Jµ(·) is
nonexpansive.
Let Z be a Banach space and {An, A}n≥1 ⊆ 2
Z \ {∅}. Let s- denote the strong
topology on Z and w- the weak topology on Z. We define
s-limAn = {z ∈ Z : lim d(z,An) = 0}
= {z ∈ Z : z = s- lim zn, zn ∈ An, n ≥ 1}
and w-limAn = {z ∈ Z; z = w- lim znk , znk ∈ Ank , n1 < n2 < · · · < nk < . . . }.
It is clear that we always have s-limAn ⊆ w-limAn. If s-limAn = w-limAn = A,
then we say that the An’s converge to A in the Mosco sense and denote it by
An
M
−→ A. Using this concept of set-convergence, we can introduce a new notion
of convergence of functions, in general distinct from the pointwise convergence.
Recall that if ϕ : Z → R = R ∪ {+∞} is a proper function, then the epigraph of
ϕ(·) is the set epiϕ = {[z, θ] ∈ Z×R : ϕ(z) ≤ θ}. Let ϕn, ϕ : Z → R = R ∪{+∞}
be proper functions. We say that the ϕn’s converge to ϕ in the Mosco sense,
denoted by ϕn
M
−→ ϕ, if and only if epiϕn
M
−→ epiϕ in Z ×R. For further details
on these concepts we refer to Mosco [11] and Attouch [1].
3. Existence of optimal controls
In this section we establish the existence of optimal controls for the minimax
problem described in Section 1. Recall H is a separable Hilbert space, Y is
a separable reflexive Banach space and E a complete metric space. We will need
the following hypotheses on the data.
H(ϕ): ϕ : T ×H × E → R = R ∪ {+∞} is a function such that
(1) for every t ∈ T and λ ∈ E, ϕ(t, ·, λ) is proper, convex, l.s.c. (i.e. ϕ(t, ·, λ) ∈
Γ0(H)),
(2) for any positive integer r, there exists a constant Kr > 0, an absolutely
continuous function gr : T → R with ġr ∈ Lβ(T ) and a function of
bounded variation hr : T → R such that, if t ∈ T , x ∈ domϕ(t, ·, λ) with
‖x‖ ≤ r and s ∈ [t, b], λ ∈ E, then there exists x̂ ∈ domϕ(s, ·, λ) satisfying
‖x̂− x‖ ≤ |gr(s)− gr(t)|(|ϕ(t, x, λ)| +Kr)
α
and ϕ(s, x̂, λ) ≤ ϕ(t, x, λ) + |hr(s)− hr(t)|(|ϕ(t, x, λ)| +Kr)
where α ∈ [0, 1] and β = 2 if α ∈ [0, 1/2] or β = 1/(1− α) if α ∈ [1/2, 1],
(3) for every (t, λ) ∈ (T \N)×E, µ(N) = 0 (µ(·) being the Lebesgue measure
on T ), B ⊆ E compact and θ ∈ R+,
⋃
λ∈B{x ∈ H : ‖x‖
2 + ϕ(t, x, λ) ≤ θ}
∈ Pkc(H),
(4) if λn → λ ∈ E, then ϕ(t, ·, λ) for all t ∈ T \N .
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Remark. Hypotheses H(ϕ) (1) and (2) are essentially due to Kenmochi [9] and
Yamada [14]. Here we employ the slightly more general version first introduced
by Yotsutani [15]. More precisely in Kenmochi [9], N = ∅, α = 0 and gr, hr
are both Lipschitz continuous, while in Yamada [14], N = ∅ and hr is absolutely
continuous.
H(f): f1 : T ×H × E → H and f2 : T × H × E → L(Y,H) are functions
such that
(1) t → f1(t, x, λ) and t → f2(t, x, λ)u are measurable for every (x, λ, u) ∈
H × E × Y ,
(2) ‖f1(t, x, λ)−f1(t, y, λ)‖ ≤ kB(t)‖x−y‖ a.e. and ‖f2(t, x, λ)−f2(t, y, λ)‖L
≤ kB(t)‖x− y‖ a.e. for all λ ∈ B ⊆ E compact with kB ∈ L
1(T ),
(3) ‖f1(t, x, λ)‖, ‖f2(t, x, λ)‖L ≤ aB(t) + cB(t)‖x‖ a.e. for all λ ∈ B ⊆ E
compact with aB , cB ∈ L
2(T ),
(4) λ → f1(t, x, λ) and λ → f2(t, x, λ)u, f2(t, x, λ)
∗h are all continuous for
every (t, x, u, h) ∈ T ×H × Y ×H .
H(U): U : T → Pwkc(Y ) is a measurable multifunction such that |U(t)| =
sup{‖u‖Y : u ∈ U(t)} ≤M .
H0: x0 : E → H is a continuous map, x0(λ) ∈ domϕ(0, ·, λ) and
supλ∈B ϕ(0, x0(λ), λ) <∞ for every B ⊆ E compact.
H(L): L : T ×H × E × Y → R = R ∪ {+∞} is an integrand such that
(1) (t, x, λ, u)→ L(t, x, λ, u) is measurable,
(2) (x, λ, u)→ L(t, x, λ, u) is l.s.c.,
(3) u→ L(t, x, λ, u) is convex,
(4) ĉB(t)− âB(‖x‖ + ‖u‖Y ) ≤ L(t, x, λ, u) a.e. with ĉB ∈ L
1(T ), âB ≥ 0.
H1: There exists at least one u ∈ SU such that J(λ, u) ≤ M1 for all λ ∈ E
with M1 > 0.
Remark. This last hypothesis guarantees that the value σ of our minimax control
problem is in fact finite.
Note that the hypotheses H(ϕ) (1)→ (3), H(f), H(U) and H0 guarantee that
for every pair [λ, u] ∈ E×SU , there is a strong solution x(λ, u)(·) ∈ C(T,H) of (1)
(cf. Theorem 4.1 of Papageorgiou [12]). Furthermore because of the hypothesis
H(f) (2) and due to the monotonicity of the subdifferential operator, we readily
see that x(λ, u)(·) ∈ C(T,H) is unique.
The following technical lemma due to Yotsutani [15] (cf. Lemmata 3.4 and 4.4)
will be used in the sequel. For easy reference, we state it here without a proof,
which can be found in [15].
Lemma 3.1. If hypotheses H(f) (1) and (2) hold, then
(a) for each x : T → H measurable, t→ ϕ(t, x(t), λ) is measurable,
(b) if Φ : L2(T,H)× E → R is defined by
Φ(z, λ) =
{ ∫ b




then h ∈ ∂Φ(z, λ) if and only if h(t) ∈ ∂ϕ(t, z(t), λ) a.e. on T .
Our first result establishes a continuity property of the map (λ, u)→ x(λ, u)(·),
from E×SU into C(T,H). In what follows the set SU ⊆ L
2(T, Y ) is furnished with
the relative weak L2(T, Y )-topology. Then SU topologized like that, is compact
and metrizable (cf. hypothesis H(U)).
Proposition 3.2. If hypotheses H(ϕ), H(f), H(U), and H0 hold, then x : E ×
SU → C(T,H) is continuous.
Proof: Let [λn, un]→ [λ, u] in E × SU . For every n ≥ 1, let yn(·) ∈ C(T,H) be
the unique strong solution of
−ẏn(t) ∈ ∂ϕ(t, yn(t), λn) a.e., yn(0) = x0(λn).
Exploiting the monotonicity of the subdifferential and using Lemma A.5, p. 157




‖f1(s, xn(s), λn) + f2(s, xn(s), λn)un(s)‖ ds, t ∈ T





(1 +M)(aB(s) + cB(s)‖xn(s)‖ ds)
where B = {λn, λ}n≥1 (cf. the hypothesis H(f)). From Theorem 3.1 of [12] we
know that supn≥1 ‖yn‖∞ <∞. Hence using Gronwall’s inequality, we getM1B >
0 such that supn≥1 ‖xn(t)‖ ≤M1B for all t ∈ T . So without any loss of generality
we may assume that ‖f1(t, x, λn)‖, ‖f2(t, x, λn)‖L ≤ aB(t) + cB(t)M1B = ψB(t)
a.e. for all (t, x) ∈ T × H and all n ≥ 1. Let ΓB = {h ∈ L
2(T,H) : ‖h(t)‖ ≤
ψB(t) a.e.} and KB = p(ΓB , B), where p : L
2(T,H) × E → C(T,H) is the
map which to each h ∈ ΓB, λ ∈ B and each z0 ∈ x0(B) ∈ Pk(H) (cf. hy-
pothesis H0), assigns the unique solution of −ẋ(t) ∈ ∂ϕ(t, x(t), λ) + h(t) a.e.,
x(0) = z0. Then for every x(·) ∈ KB we have ‖x(t
′) − x(t)‖ ≤
∫ t







2 ds)1/2 and from inequality (7.5) of Yotsutani [15]
we get that there exists M2B > 0 such that ‖ẋ‖L2(T,H) ≤M2B for all x(·) ∈ KB.
So ‖x(t′) − x(t)‖ ≤ (t′ − t)1/2M2B , for all x(·) ∈ KB. Therefore KB is equicon-
tinuous. Also because of hypothesis H(ϕ) (3) KB(t) = {x(t) : x(·) ∈ KB} is
relatively compact. So by the Arzela-Ascoli theorem, KB ⊆ C(T,H) is relatively
compact and so we may assume xn → x in C(T,H) while clearly we can also say
ẋn
w
−→ y in L2(T,H). Evidently x(t) = x0(λ) +
∫ t
0 y(s) ds, t ∈ T ; i.e. y = ẋ. We
will show that x = x(λ, u). Let h ∈ L2(T,H). We have











Because of the hypotheses H(f) (2) and (4), we have that
f2(t, xn(t), λn)
∗h(t) −→ f2(t, x(t), λ)
∗h(t) a.e.
and so from the dominated convergence theorem (cf. the hypothesis H(f) (3)), we
get that
f2(·, xn(·), λn)
∗h(·) −→ f2(·, x(·), λ)
∗h(·) in L1(T, Y ).
Note that because of the hypothesis H(U) and since un
w
−→ u in L2(T, Y ), we
also have that un
w∗












(h(t), f2(t, xn(t), λn)un(t)) dt →
∫ b
0
(h(t), f2(t, x(t), λ)u(t)) dt
⇒ (h, f2(·, xn(·), λn)un)L2(T,H) → (h, f2(·, x(·), λ)u(·))L2(T,H).
Since h ∈ L2(T,H) was arbitrary, we deduce that f2(·, xn(·), λn)un(·)
w
−→
f2(·, x(·), λ)u(·) in L
2(T,H).
Next let Φ : L2(T,H)× E → R = R ∪ {+∞} be defined by
Φ(z, λ) =
{ ∫ b
0 ϕ(t, z(t), λ) dt if ϕ(·, z(·), λ) ∈ L
1(T )
+∞ otherwise.
Note that Lemma 3.1 above tells us that for every z ∈ L2(T,H) the function
t → ϕ(t, z(t), λ) is measurable and so the functional Φ(·, λ) is well defined and
in fact proper (cf. Corollary 4.1 of Yotsutani [15]). Furthermore using once more
Lemma 3.1 above, we know that if v ∈ L2(T,H), ϕ(·, v(·), λ) ∈ L1(T ) and w ∈
L2(T,H), then we have that w ∈ ∂Φ(v, λ) if and only if w(t) ∈ ∂ϕ(t, x(t), λ) a.e.
Hence we have that
[xn − ẋn − f1(·, xn(·), λn)− f2(·, xn(·), λn)un(·)] ∈ Gr∂Φ(·, λn)
where Gr∂Φ(·, λn) denotes the graph of the subdifferential operator ∂Φ(·, λn). We
will show that Gr∂Φ(·, λn)
K
−→ Gr∂Φ(·, λ) as n→ ∞. Here
K
−→ denotes the Kura-
towski convergence of sets (i.e. s-limGr∂Φ(·, λn) = Gr∂Φ(·, λ) = s-limGr∂Φ(·, λn)
with s-limGr∂Φ(·, λn) = {[v, w] ∈ L2(T,H) : [v, w] = s- lim[vnk , wnk ], [vnk , wnk ]
∈ Gr∂Φ(·, λnk ), n1 < n2 < · · · < nk < . . . }, see for example Attouch [1] and Dal
Maso [7]). Indeed note that for every v ∈ L2(T,H)
[(I + ∂Φ(·, λn))
−1v](t) = (I + ∂ϕ(t, ·, λn))
−1v(t) a.e.
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and because of hypothesis H(ϕ) (4) and Theorem 3.66, p. 373 of Attouch [1], we
have that
(I + ∂ϕ(t, ·, λn))
−1v(t)→ (I + ∂ϕ(t, ·, λ))−1v(t) a.e. in H .
Furthermore from Lemma 3.4 of Yotsutani [15], we know that
‖(I + ∂ϕ(t, ·, λn))
−1v(t)‖ ≤ ‖v(t)‖+ c a.e.
with c > 0 independent of n ≥ 1. Thus via the dominated convergence theorem,
we get
(I + ∂Φ(·, λn))
−1v −→ (I + ∂Φ(·, λ))−1v in L2(T,H)
and so from Proposition 3.60, p. 361–362 of Attouch [1], we have that
∂Φ(·, λn)
K
−→ ∂Φ(·, λ) as n→ ∞.
Note that f1(·, xn(·), λn)→ f1(·, x(·), λ) in L
2(T,H) (cf. hypothesis H(f)). So
we have [xn,−ẋn−f1(·, xn(·), λn)−f2(·, xn(·), λn)un(·)]→ [x,−ẋ−f1(·, x(·), λ)−
f2(·, x(·), λ)u(·)] in L
2(T,H) × L2(T,H)w. Therefore, from Proposition 3.59,
p. 361 of Attouch [1], we get
[x,−ẋ− f1(·, x(·), λ) − f2(·, x(·), λ)u(·)] ∈ Gr∂Φ(·, λ)
⇒ −ẋ(t) ∈ ∂ϕ(t, x(t), λ) + f1(t, x(t), λ) + f2(t, x(t), λ)u(t) a.e.
x(0) = x0(λ)
u(t) ∈ U(t) a.e., u(·)-measurable.
⇒ x = x(λ, u)
⇒ x(·, ·) is continuous as claimed.

The next proposition establishes the lower semicontinuity of the cost functional.
Proposition 3.3. If hypotheses H(ϕ), H(f), H(U), H0 and H(L) hold, then
(λ, u)→ J(λ, u) is sequentially l.s.c. from E × L2(T, Y )w into R.
Proof: We need to show that for every θ ∈ R, the level set
Σ(θ) = {[λ, u] ∈ E × L2(T, Y ) : J(λ, u) ≤ θ}
is sequentially closed in E×L2(T, Y )w. So let [λn, un] ∈ Σ(θ), n ≥ 1, and assume
that [λn, un] → [λ, u] in E × L2(T, Y )w. Recall that since by hypothesis E is
complete, is isometrically isomorphic to a closed subset of a Banach space Z. For
B = {λn, λ}n≥1 ⊆ E compact, let ZB be the Banach subspace of Z generated by
the isometric image of B. Clearly ZB is a separable Banach space (in fact ZB
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is compactly generated). Then because of hypothesis H(L) and Theorem 2.1 of
Balder [2], we have that (x, λ, u)→
∫ b
0 L(t, x(t), λ, u(t)) dt is l.s.c. on L
1(T,H)×
ZB × L




L(t, x(t), λ, u(t)) dt ≤ lim
∫ b
0
L(t, xn(t), λn, un(t)) dt
⇒ J(λ, u) ≤ limJ(λn, un) ≤ θ
⇒ [λ, u] ∈ Σ(θ)
⇒ J(·, ·) is sequentially l.s.c. as claimed.

Before going into our main existence theorem concerning the minimax control
problem under consideration, let us briefly elaborate on hypothesis H1. As we
already mentioned that hypothesis guarantees the finiteness of the value σ of our
problem. Hypothesis H1 is valid, if E is compact and for all λ ∈ E and x ∈ H
with ‖x‖ ≤ r, we have L(t, x, λ, u) ≤ ψr(t) a.e. for all u ∈ Y , ‖u‖ ≤ M , with
ψr(·) ∈ L1(T ). Indeed to see this, fix u ∈ SU and let y(λ)(·) ∈ C(T,H) be the
unique strong solution of the Cauchy problem
{
−ẏ(t) ∈ ∂ϕ(t, y(t), λ) a.e.
y(0) = x0(λ).
}
Let x = x(λ, u). Exploiting the monotonicity of the subdifferential, we have
(−ẋ(t) + y(λ)(t), y(λ)(t) − x(t))











‖f1(s, x(s), λ) + f2(s, x(s), λ)u(s)‖ · ‖y(λ)(s)− x(s)‖ ds.
Invoking Lemma A.5, p. 157 of Brézis [4], we get that
‖x(t)− y(λ)(t)‖ ≤ 2
∫ t
0




(M + 1)(a(s) + c(s)‖x(s)‖) ds





(M + 1)(a(s) + c(s)‖x(s)‖) ds.
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But from Proposition 3.1, we know that supλ∈E ‖y(λ)(t)‖ = γ < ∞ for all
t ∈ T (recall that E is assumed to be compact). So invoking Gronwall’s lemma,
we get that for all λ ∈ E we have
‖x(·)‖C(T,H) ≤ r, r > 0.
Therefore m(u) ≤ ‖ψr‖1 ⇒ σ is finite (cf. the hypotheses H(U) and H(L)).
Now we are ready to state our main result concerning problem (P ).
Theorem 3.4. If the hypotheses H(ϕ), H(f), H(U), H(L), H0 and H1 hold,
then problem (P ) admits an optimal control.
Proof: From Proposition 3.3, we know that (λ, u) → J(λ, u) is sequentially
l.s.c. on E × L2(T, Y )w. So Theorem 1, p. 122 of Berge [3] tells us that u →
supλ∈E J(λ, u) = m(u) is sequentially l.s.c. on L
2(T, Y )w. Then since SU is
sequentially weakly compact in L2(T, Y ) (being weakly closed and bounded), we
get that inf{m(u) : u ∈ SU} admits a solution û ∈ SU . Clearly this is the desired
optimal control for our minimax problem (P ). 
4. Applications
In this section we work out in detail three examples, illustrating the abstract
results of Section 3.
(A) Minimax control of obstacles.
Let T = [0, b] and Z ⊆ RN be a bounded domain with smooth boundary
Γ = ∂Z. Let 2 ≤ p <∞, g : T × Z → R and for every t ∈ T define
K(t) = {h ∈ W 1,p(Z) : g(t, z) ≤ h(z) a.e. on Z}.
Clearly this is a closed and convex subset of W 1,p(Z) (the obstacle). The dy-
namics of our distributed parameters systems are described by the following par-
abolic variational inequality (here Dk =
∂
∂zk
, k = 1, . . . , N , while D = (Dk)
N
k=1,











p−2Dkx) ≥ f(t, z, x(t, z), λ) + b(t, z, λ)u(t, z)








−f(t, z, x(t, z), λ)− b(t, z, λ)u(t, z)
)
(x(t, z)− g(t, z)) = 0
x(0, z) = x0(z, λ) a.e. on Z,











L(t, z, x(λ, u)(t, z), λ, u(t, z)) dz dt





J(λ, u) : ‖u(t, ·)‖2 ≤M
]
= σ,
i.e. find a control û ∈ L2(T × Z) such that ‖û(t, ·)‖2 ≤ M and m(û) = σ, where
as before m(u) = supλ∈E J(λ, u).
We will need the following hypotheses on the data:
H(g): g : T × Z → R is a function such that
(1) for every t ∈ T , g(t, ·) ∈W 1,∞(Z),
(2) there exist 0 < c1 ≤ c2 such that c1 ≤ g(t, z) ≤ c2 and ‖Dg(t, z)‖N ≤ c2
for all t ∈ T and almost all z ∈ Z (here ‖ ·‖N denotes the ℓ
p-norm of RN ),
(3) there exist r1 ∈W
1,2(T ) and r2 : T → R a functional of bounded variation
such that for all t ∈ T \ N , µ(N) = 0 (as before µ(·) is the Lebesgue
measure on T ), we have
|g(t, z)− g(s, z)| ≤ |r1(t)− r1(s)| a.e. on Z
and ‖Dg(t, ·)−Dg(s, ·)‖L2(Z,RN ) ≤ |r2(t)− r2(s)|.
H(a): 0 < m1B ≤ a(z, λ) ≤ m2B a.e. on Z for all λ ∈ B ⊆ E compact and
if λn ⇒ λ in E, then a(z, λn)→ a(z, λ) a.e. on Z.
H(f)1: f : T × Z × R × E → R is a function such that
(1) (t, z)→ f(t, z, x, λ) is measurable,
(2) |f(t, z, x, λ)−f(t, z, y, λ)| ≤ kB(t, z)|x−y| a.e. for all λ ∈ B ⊆ E compact
with kB ∈ L
1(T × Z),
(3) |f(t, z, x, λ)| ≤ aB(t, z) + cB(t, z)|x| a.e. for all λ ∈ B ⊆ E compact and
with aB ∈ L
2(T × Z), cB ∈ L
2(T, L∞(Z)),
(4) λ→ f(t, z, x, λ) is continuous.
H(b): b(·, ·, λ) ∈ L∞(T × Z), λ → b(t, z, λ) is continuous and |b(t, z, λ)| ≤
η(t, z) a.e. η ∈ L2(T × Z), λ ∈ B ⊆ E compact.
H(L)1: L : T × Z × R × E × R → R = R ∪ {+∞} is an integrand such that
(1) (t, z, x, λ, u)→ L(t, z, x, λ, u) is measurable,
(2) (x, λ, u)→ L(t, z, x, λ, u) is l.s.c.,
(3) u→ L(t, z, x, λ, u) is convex,
(4) c1B(t, z)− a
1
B(z)(|x|+ |u|) ≤ L(t, z, x, λ, u) a.e. for all λ ∈ B ⊆ E compact
and with c1B ∈ L
1(T × Z), a1B ∈ L
1(Z).
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H ′0: λ → x0(·, λ) is continuous from E into L
2(Z), x0(·, λ) ∈ K(0) and
supλ∈B ‖Dx0(·, λ)‖Lp(Z,RN ) <∞.
H ′1: there exists u ∈ L





L(t, z, x(λ, u)(t, z), λ, u(t, z)) dz dt ≤ γ <∞.
We have the following existence result concerning problem (P )1.





hold, then problem (P )1 admits an optimal control.
Proof: Let H = L2(Z) and define ϕ : T ×H × E → R = R ∪ {+∞} by






N dz if x ∈ K(t)
+∞ otherwise.
It is easy to check that for all (t, λ) ∈ T × E, ϕ(t, ·, λ) ∈ Γ0(H). Next let
s, t ∈ T and x(·) ∈ K(t). Define y(z) = g(s,z)
g(t,z)
x(z). Clearly y(·) ∈ K(s) and we
can easily check that
∫
Z








So if ‖x‖2 ≤ r, then ‖x− y‖L2(Z) ≤ c3|r1(t)− r1(s)|






























c−1 ). Then by elementary algebraic calculations, we finally get
c5 > 0 (independent of (t, s, x)) such that
|ϕ(t, x, λ) − ϕ(s, y, λ)| ≤ c6(|r1(t)− r1(s)|+ |r2(t)− r2(s)|)(1 + ϕ(t, x, λ)).
So we have satisfied the hypotheses H(ϕ) (1) and (2), with α = 1p ∈ [0, 1/2],
hence β = 2, and with gr = c3r1(t)r and hr(·) = c5(r1(·) + r2(·)).
Let B ⊆ E be compact. Then because of the hypothesis H(a), we can easily
see that
⋃
λ∈B{x ∈ H = L
2(Z) : ‖x‖2 + ϕ(t, x, λ) ≤ θ} is bounded in W 1,p(Z),
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hence relatively sequentially weakly compact. Since W 1,p(Z) embeds compactly
in L2(Z) (recall p ≥ 2), we conclude that the hypothesis H(ϕ) (3) is satisfied.
Finally we will show that if xn
w
−→ x in L2(Z) and λn → λ in E, then
ϕ(t, x, λn) ≤ limϕ(t, xn, λn). Assume that limϕ(t, xn, λn) < +∞ (or otherwise
the inequality is automatically true). Let {xnk}k≥1 be a subsequence such that
limϕ(t, xnk , λnk ) = limϕ(t, xn, λn). Then from the definition of ϕ(t, x, λ) we have
that {xnk}k≥1 ⊆ K(t) is bounded, hence relatively sequentially weakly compact
in W 1,p(Z). Thus we assume that xnk
w
−→ x in W 1,p(Z). But then from the
hypothesis H(a) and Theorem 5.14, p. 51 of Dal Maso [7], we have that
∫
Z





⇒ ϕ(t, x, λ) ≤ limϕ(t, xn, λn).
On the other hand, because of the hypothesis H(a), ϕ(t, x, λn) → ϕ(t, x, λ).
So Lemma 1.10 of Mosco [11] tells us that ϕ(t, ·, λn)
M
−→ ϕ(t, ·, λ) in H = L2(Z).
Next let f1 : T×H×E → H and b̂ : T×E → H be the Nemitsky (superposition)
operators corresponding to f and b respectively; i.e. f1(t, x, λ)(z) = f(t, z, x(z), λ),
b̂(t, λ)(z) = b(t, z, λ). Then using the hypotheses H(f)1 and H(b) we can see that
H(f) is valid. Also U(t) = BM (0) = {u ∈ Y = L
2(Z) : ‖u‖2 ≤ M} and
L̂(t, x, λ, u) =
∫
Z L(t, z, x(z), λ, u(z)) dz. Because of the hypothesis H(L)1 and
Theorem 2.1 of Balder [2] we see that L̂ satisfies the hypothesis H(L).
Now let x∗ ∈ ∂ϕ(t, x, λ) ⊆ L2(Z). Immediately we can check that x ∈ K(t).
Also if e ∈ W 1,p(Z)+ (the positive cone of W 1,p(Z)), we see that
lim
δ↓0
ϕ(t, x+ δe, λ)− ϕ(t, x, λ)
δ
= ϕ′(t, x, λ; e)
where ϕ′(t, x, λ; e) is the directional derivative of ϕ(t, ·, λ) in the direction e. Since





p−2DkxDke dz, from the definition of the



















p−2DkxDk(x(z)− g(t, z)) dz.
Since x− g(t, ·) ∈W 1,p(Z)+, we deduce that
∫
Z






p−2DkxDk(x(z)− g(t, z)) dz.
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−ẋ(t) ∈ ∂ϕ(t, x(t), λ) + f1(t, x(t), λ) + b̂(t, λ)u(t) a.e.
x(0) = x̂0(λ) (x̂0(λ)(·) = x0(·, λ))




Let Ĵ(λ, u) =
∫ b





Ĵ(λ, u) : ‖u(t)‖2 ≤M
]
= σ
and because of the hypotheses H ′0 and H
′
1, we can apply Theorem 3.3 and get
that (P )′1 (hence equivalently (P )1) admits an optimal control. 
(B) Minimax control of semilinear systems.
Let T = [0, b], Z = (0, 1) and assume that E is a compact metric space. We












) + β(x(t, z)) = f(t, z, x(t), λ) + b(t, z, λ)u(t, z) a.e.
x(t, 0) = x(t, 1) = 0, x(0, z) = x0(z, λ) a.e. on Z,









J(λ, u) : ‖u(t, ·)‖2 ≤M
}
= σ.
We will need the following hypotheses on the data:
H(a)1: 0 < c1 ≤ a(t, z, λ) ≤ c2 for all λ ∈ E and almost all (t, z) × T × Z,
|a(t, z, λ)− a(s, z, λ) ≤ k̂|t− s| a.e. on Z for all λ×E with k̂ > 0 and






a.e. in L∞(0, 1). Also a(t, ·, λ) ∈
C1(Z).
H(β): β is a maximal monotone set in R×R. Hence β = ∂j with j(·) ∈ Γ0(R)
(cf. Brézis [4]). We will assume that j ≥ 0 and j(·) is continuous (e.g.
j(x) = kx
2
2 , j(x) = |x|, j(x) = e
x, etc.).
H(v): for every λ ∈ E, v(·, ·, λ) ∈ L2(T × Z), λ → v(·, ·, λ) is sequentially
weakly continuous from E into L2(T ×Z) and |v(t, z, λ)| ≤ γ(t, z) a.e.
with γ(·, ·) ∈ L2(T × Z).
Remark. Note that this hypothesis, together with the assumed compactness
of E, implies that σ is finite.
H ′′0 : λ → x0(·, λ) is continuous from E into L





0 j(x0(z, λ)) dz <∞.
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Theorem 4.2. If the hypotheses H(a)1, H(β), H(f), H(b), H(v) and H
′′
0 hold,
then the problem (P )2 admits an optimal control.
Proof: Let H = L2(0, 1) and define ϕ : T ×H × E → R = R ∪ {+∞} by












Recall that H10 (Z) embeds compactly in C[0, 1] (Sobolev-Rellich theorem) and
so because of the hypothesis H(β), j(x(·)) ∈ L1(0, 1) for every x(·) ∈ H10 (Z).
It is easy to see that ϕ(t, ·, λ) ∈ Γ0(H) and ∂ϕ(t, x, λ) = −
∂
∂z (a(t, ·, λ)
∂x
∂z ) +
β(x(·)) for every x ∈ H10 (Z) ∩H
2(Z) (cf. also Brézis [5, Example 5]). Note that
for all (t, λ) ∈ T × E domϕ(t, ·, λ) = H10 (Z).
Using the hypothesis H(a)1 and Poincaré’s inequality, we see that for all λ ∈ E
|ϕ(t, x, λ) − ϕ(s, x, λ)| ≤ k̂|t− s|‖x‖H1
0
(Z) ≤ k̂0|t− s|ϕ(t, x, λ)
for some k̂0 > 0 (independent of (t, s, x, λ)). So we have satisfied the hypotheses
H(ϕ) (1) and (2). Also note that
⋃
λ∈E{x ∈ H : ‖x‖
2
2 + ϕ(t, x, λ) ≤ θ} ⊆⋃
λ∈E{x ∈ H : ‖x‖
2




0 a(t, z, λ)
dx
dz dz if
x ∈ H10 (Z) and +∞ otherwise (recall that j ≥ 0). The latter set is bounded in
H10 (Z), hence relatively compact in L
2(Z). Thus we have satisfied the hypothesis
H(ϕ) (3). Furthermore because of the hypothesis H(α)1 and Theorem 13.12,
p. 159 of Dal Maso [7], we have that ϕ(t, ·, λ)
M
−→ ϕ(t, ·, λ) in H , when λn → λ
in E. So we have checked the hypothesis H(ϕ).
Let f̂1(t, x, λ), b̂(t, λ) and BM (0) = U(t) be as in the first application. Also








2 dz. Clearly the hypothesisH(v) guarantees
that H(L) holds. Also let x0(·, λ) ∈ H
1
0 (Z).






−ẋ(t) ∈ ∂ϕ(t, x(t), λ) + f̂1(t, x(t), λ) + b̂(t, λ)u(t) a.e.
x(0) = x̂0(λ) (with x̂0(λ)(·) = x0(·, λ) ∈ H
1
0 (Z))




Let Ĵ(λ, u) = 12
∫ 1





Ĵ(λ, u) : u ∈ SBM (0)
]
= σ.
Finally apply Theorem 3.3 to get the desired result. 
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For Z ⊆ RN , N > 1 and Z having a C2-boundary ∂Z = Γ, using the gen-
eral framework of this paper, we can treat systems monitored by the following










Di(aij(t, z, λ), Djx) = f(t, z, x(t, z), λ) + b(t, z, λ)u(z) a.e.
x|T×Γ = 0, x(0, z) = x0(z, λ) a.e. on Z,




In this case, our hypothesis on the coefficients {aij}
N
i,j=1 is the following:
H(a)2: aij(·, ·, λ) ∈ L
∞(T,C1(Z)) for all λ ∈ E, aij = aji, c1‖η‖
2 ≤
∑N
i,j=1 aij(t, z, λ)ηiηj ≤ c2‖η‖
2 for all (t, z, λ) ∈ T × Z × E
with 0 < c1 ≤ c2, η ∈ R
N , |aij(t, z, λ) − aij(s, z, λ)| ≤ k̂|t − s|
a.e. with k̂ > 0 and if λn → λ, then a(t, ·, λn)
w
−→ a(t, ·, λ) in L2(Z)
and
∑N
j=1Dia(t, ·, λn) →
∑N
j=1Diaij(t, ·, λ) ∈ H
−1(Z) for almost
all t ∈ T .
In this case H = L2(Z) and ϕ : T ×H × E → R = R ∪ {+∞} is defined by











As before we can easily check that H(ϕ) is satisfied. Furthermore, if An(t) =
∂ϕ(t, ·, λn) and A(t) = ∂ϕ(t, ·, λ) on H
1
0 (Z)∩H
2(Z) (regularity theory of elliptic
problems), then from Zhikov-Kozlov-Oleinik-Ngoan [16] we know that An(t) →
A(t)x in H−1(Z) for every x ∈ H10 (Z) and so ϕ(t, ·, λn)
M
−→ ϕ(t, ·, λ) in H =
L2(Z) (cf. Attouch [1]).
For example, we may have E = N ∪ {+∞} (the one point (Alexandroff)
compactification of the discrete (hence locally compact) metric space N) and
anij(t, z) = aij(t, z) +
1
2 cos(nz2). Using the Riemann-Lebesgue lemma, we can
see that 12 cos(nz2)→ 0 in H
−1(Z), but only weakly in L2(Z). Then ‖An(t)x −
A(t)x‖H−1(Z) → 0 and so ϕ(t, ·, λn)
M
−→ ϕ(t, ·, λ) in H = L2(Z).
(C) Minimax control of differential variational inequalities.
The general theoretical framework of this paper also incorporates differential





−ẋ(t) ∈ NK(t,λ)(x(t)) + f1(t, x(t), λ) + f2(t, x(t), λ)u(t) a.e.
x(0) = x0(λ)





Here NK(t,λ)(x) denotes the normal cone to the closed and convex set K(t, λ)
at the point x. Recall that NK(t,λ)(x) = ∂δK(t,λ)(x), where δK(t,λ)(x) = 0 if
x ∈ K(t, λ) and ∞ otherwise (the indicator function of the set K(t, λ)). So the
system (4) is a particular case of (1). Assume the following:
H(K): K : T × E → Pkc(H) is a continuous multifunction such that




for all (λ, t, s) ∈ E × T × T , s ≤ t and with v(·) ∈ L2(T ) (here h(·, ·)
denotes the Hausdorff metric on Pf (H); i.e. if A,B ∈ Pf (H), then
h(A,B) = max[supa∈A d(a,B), supb∈B d(b, A)]).
Than it is easy to see that the hypothesis H(ϕ) is satisfied with gr(t) =
V (t) =
∫ t
0 v(s) ds, ġr(t) = v(t), β = 2, α = 0, and Kr = 1. In addition, if
B ⊆ E is compact, because K(t, ·) is continuous and Pkc(H)-valued, we have
that
⋃
λ∈B K(t, λ) ∈ Pk(H). So the hypothesis H(ϕ) (3) holds. Finally, if
λn → λ in E, then K(t, λn)
h
−→ K(t, λ) (here
h
−→ denotes convergence in the
Hausdorff metric), and so K(t, λn)
M
−→ K(t, λ), which by Mosco [11] implies that
δK(t,λn)(·)
M
−→ δK(t,λ)(·). So we have satisfied the hypothesis H(ϕ). Therefore
we can state the following theorem:
Theorem 4.3. If the hypotheses H(K), H(f), H(U), H(L), H0 and H1 hold,
then the problem (P ) admits an optimal control.
Evolution equations of the form (4) arise in mathematical economics in the
study of resource allocation problems (see Cornet [6]) and in theoretical mechanics
in the analysis of elastoplastic systems (see Moreau [10]). Furthermore, ifH = RN
and K(t, λ) = K(λ) (i.e. the constraint set is time invariant), then from Cornet





−ẋ(t) ∈ proj(−f1(t, x(t), λ) − f2(t, x(t), λ)u(t); TK(λ)(x(t))) a.e.
x(0) = x0(λ)




Here proj(· ;TK(λ)(x)) denotes the metric projection on the tangent cone
TK(λ)(x) to K(λ) at x. This projected evolution inclusion is useful in the study
of systems with state constraints. In describing the effect of the constraint on
the dynamics, in many cases we may assume that the velocity ẋ(t) is projected at
each time instant on the set of allowed directions towards the constraint set at the
point x(t). This leads us to the problem (4)′, which as we already mentioned is
equivalent to (4). This is true for example in electrical networks with diode nonlin-
earities or mechanical systems with hysteresis (see Krasnosel’skii-Pokrovskii [8]).
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θ1(λ) ≤ x(t) ≤ θ2(λ), t ∈ T = [0, b], x(0) = x0(λ)
ẋ(t) = f1(t, x(t), λ) + f2(t, x(t), λ)u(t) a.e. on
T1(λ) = {s ∈ T : θ1(λ) < x(s) < θ2(λ)}
ẋ(t) ≥ f1(t, x(t), λ) + f2(t, x(t), λ)u(t) a.e. on
T2(λ) = {s ∈ T : θ1(λ) = x(s)}
ẋ(t) ≤ f1(t, x(t), λ) + f2(t, x(t), λ)u(t) a.e. on
T3(λ) = {s ∈ T : θ2(λ) = x(s)}




We assume the following:
H(θ): θ1, θ2 : E → R
N are continuous functions such that for all λ ∈ E, we
have θ1(λ) ≤ θ2(λ).
Set K(λ) = {h ∈ RN : θ1(λ) ≤ h ≤ θ2(λ)} = [θ1(λ) + R
N
+ ] ∩ [θ2(λ) − R
N
+ ].
So K(·) is h-continuous, with values in Pkc(R
N ). Recall that if x ∈ intK(λ),
TK(λ)(x) = R





+ ; and finally, if x = θ2(λ), TK(λ)(x) = −R
N
+ and so NK(λ)(x) =
R
N





−ẋ(t) ∈ NK(λ)(x(t)) − f1(t, x(t), λ) − f2(t, x(t), λ)u(t) a.e.
x(0) = x0(λ)




Thus we can state the following result concerning the problem (5), when our
system is described by (5).
Theorem 4.4. If the hypotheses H(θ), H(f), H(U), H(L), H0 and H1 hold,
then the problem (P ) admits an optimal control.
Acknowledgement. The author wishes to express his gratitude to a very knowl-
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[8] Krasnosel’skii M.A., Pokrovskii A.V., Systems with Hysteresis, Springer-Verlag, New York,
1988.
[9] Kenmochi N., Some nonlinear parabolic variational inequalities, Israel J. Math. 22 (1975),
304–331.
[10] Moreau J.-J., Evolution problem associated with a moving convex set in a Hilbert space,
J. Differential Equations 26 (1977), 347–374.
[11] Mosco U., Convergence of convex sets and of solutions of variational inequalities, Advances
in Math. 3 (1969), 510–585.
[12] Papageorgiou N.S., On evolution inclusions associated with time dependent convex sub-
differentials, Comment. Math. Univ. Carolinae 31 (1990), 517–527.
[13] Wagner D., Survey of measurable selection theorems, SIAM J. Control Optim. 15 (1977),
859–903.
[14] Yamada Y., On evolution equations generated by subdifferential operators, J. Fac. Sci. Univ.
Tokyo 23 (1976), 491–515.
[15] Yotsutani S., Evolution equations associated with subdifferentials, J. Math. Soc. Japan 31
(1978), 623–646.
[16] Zhikov V., Kozlov S., Oleinik O., Ngoan K., Averaging and G-convergence of differential
operators, Russian Math. Surveys 34 (1979), 69–147.
[17] Ahmed N.U., Optimization and Identification of Systems Governed by Evolution Equations
on Banach Spaces, Longman Publ. Co., Essex, United Kingdom, 1988.
[18] , Optimal control of infinite dimensional uncertain systems, J. Optim. Th. Appl.
80 (1994), 261–272.
[19] Tanimoto S., Duality in the optimal control of non-well posed distributed systems, J. Math.
Anal. Appl. 171 (1992), 277–282.
National Technical University, Department of Mathematics, Zografou Campus,
Athens 15773, Greece
mailing address:
Florida Institute of Technology, Department of Applied Mathematics, 150 West
University Blvd., Melbourne, Florida 32901–6988, USA
(Received August 18, 1993)
