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Zusammenfassung. Im vorliegenden Artikel wird eine
vollst¨ angige, d.h. unter Einbeziehung des Eingangssignals,
¨ Aquivalenz zwischen zeitkontinuierlichen und zeitdiskreten
61-Modulatoren im Zustandsraum hergeleitet. Es wird
ebenfalls gezeigt, wie eine wichtige Nichtidealit¨ at, das sog.
”excess loop delay”, in den Berechnungen ber¨ ucksichtigt
werden kann. Die dargestellte Methode dient dazu, den
Entwurf und dabei vor allem die Stabilit¨ atsuntersuchungen,
von zeitkontinuierlichen 61s auf die bereits empirisch
intensiv erforschten zeitdiskreten Systeme zur¨ uckzuf¨ uhren.
Abstract. In the article at hand a complete equivalency,
i.e. including the input signal, between continuous-time and
discrete-time 61-modulators in state-space is derived. In
addition, it is shown, how one can incorporate the important
non-ideality of ”excess loop delay” into the formalism. The
method introduced is supposed to facilitate the design, espe-
cially the stability analysis part of the design, of continuous-
time 61s by making use of the empirically thoroughly ex-
amined discrete-time systems.
1 Einleitung
Es ist eine allgemein bekannte Tatsache, dass, vornehmlich
aus Kostengr¨ unden, in den letzten Jahrzehnten ein Trend
zur Verschiebung von der Analogdom¨ ane hin zu digitalen
Realisierungen in modernen VLSI-Prozessen erkennbar ist.
Aufgrund der damit verbundenen st¨ andig wachsenden An-
forderungen an die Leistungsf¨ ahigkeit von Analog-/Digital
Umsetzern in Bezug auf Bandbreite und ”dynamic ran-
ge”, sowie des Wunsches analoge und digitale Schaltungs-
teile in dem selben, kosten¨ unstigen CMOS-Prozess reali-
sieren zu k¨ onnen, ist in den letzten zwei Jahrzehten das
Interesse an 61-Umsetzern rapide gestiegen. Diese Um-
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setzer erreichen aufgrund ihrer Toleranz gegen¨ uber Nich-
tidealit¨ aten wie Bauelementerauschen und Komponenten-
mismatch auch in f¨ ur analoge Zwecke eher ungeeigneten
CMOS-Implementierungen mit niedrigen Versorgunsspan-
nungen und schlecht deﬁnierten Transistorparametern er-
staunliche Ergebnisse, indem sie einen Großteil der Funk-
tionalit¨ at in die digitalen Bl¨ ocke verlagern (digitale Dezi-
mation) und somit efﬁzient die Konzepte ”R¨ uckkopplung”
und ”¨ Uberabtastung” verbinden. W¨ ahrend bis vor weni-
gen Jahren 61-Modulatoren meist zeitdiskret in Form von
switched-capacitorSchaltungenrealisiertwurden,liessendie
enorm wachsenden Bandbreiteanforderungen das Interesse
an zeitkontinuierlichen Modulatoren in den letzten zehn Jah-
ren stark anwachsen, vgl. Ortmanns und Gerfers (2006).
Dabei bedienten sich die ersten Designer von zeitkontinu-
ierlichen Modulatoren meist des in der zwischenzeit ange-
sammelten immensen Vorrats an Wissen ¨ uber zeitdiskrete
Modulatoren und der Entwurf bestand in der Regel in ei-
ner Abbildung der optimalen Parameter f¨ ur den zeitdiskre-
ten Modulator auf das zeitkontinuierliche Gegenst¨ uck, da-
von ausgehend, die Optimalit¨ at bliebe durch die Transforma-
tion erhalten. In der Annahme, dass die Stabilit¨ at ausschlies-
slich durch ein Nicht-¨ Uberladen des Quantisierereingangs
gew¨ ahrleistet werden k¨ onne, wurde zur Transformation aber
lediglich das Ein- Ausgangsverhalten zwischen Quantisie-
rungsfehlereingang und Quantisierereingang, also die sogne-
nannte Rausch¨ ubertragungsfunktion, verwendet, wobei die
internen Zustandsvariablen und somit die gesamte interne
Dynamik des 61-Modulators, in der Regel komplett ver-
nachl¨ assigt wurden, vgl. Cherry und Snelgrove (2000), so
dass hier eine genauere Untersuchung des dynamischen Ver-
haltens und dessen Auswirkung auf die Stabilit¨ at n¨ otig ist. In
der vorliegende Arbeit wird daher eine ¨ Aquivalenzbeziehung
im Zustandsraum zwischen zeitkontinuierlichen und zeitdis-
kreten Modulatoren hergeleitet, die auch das Eingangssignal
des Systems ber¨ ucksichtigt und somit auch f¨ ur Stabilit¨ ats-
betrachtungen die gew¨ unschte Austauschbarkeit von zeitdis-
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ziehungen im Zustandsraum hergeleitet und es wird gezeigt,
wie ”excess loop delay” in dem Formalismus ber¨ ucksich-
tigtwerdenkann.AbschließendfolgteineZusammenfassung
und ein kurzer Ausblick.
2 ¨ Aquivalenzzwischenzeitkontinuierlichenundzeitdis-
kreten Modulatoren
Abbildung 1. Offene Kette des Rauschformungssytems
Wie bereits in der Einleitung erw¨ ahnt, ist ein funktio-
nelle ¨ Aquivalenz zwischen zeitkontinuierlichen (CT-) und
zeitdiskreten (DT-) Σ∆-Modulatroen aus einer Reihe von
Gr¨ unden erstrebenswert. Ein sehr wichtiger Grund ist da-
bei, dass bereits auf eine relative große Erfahrung f¨ ur den
Entwurf zeitdiskreter Modulatoren zur¨ uckgegriffen werden
kann und es daher w¨ unschenswert ist, dieses Wissen auch
f¨ ur den Entwurf zeitkontinuierlicher Σ∆s nutzbar zu ma-
chen. Desweiteren ist auch die Simulationszeit, d.h. die Zeit
die die transiente Simulaion eines Diskretzeitmodulators, bei
gegebenem Simulationsintervall ∆Tsim, ben¨ otigt wesent-
lich k¨ urzer als die Simulationszeit f¨ ur einen zeitkontinuierli-
chen Modulator. Dies kann dadurch erkl¨ art werden, dass f¨ ur
die transiente Simulation eines zeitdiskreten Modulators le-
diglich Matrizenmultiplikationen und Additionen vonn¨ oten
sind, w¨ ahrend f¨ ur die Simulation eines zeitkontinuierlichen
Modulators zus¨ atzlich noch vektorwertige Faltungsintegrale
gel¨ ostwerdenm¨ ussen.FolglichgabesauchimmerschonBe-
strebungen, funktionell ¨ aquivalente zeitdiskrete Modulatoren
f¨ ur einen gegebenen zeitkontinuierlichen Modulator zu ﬁn-
den. Dabei beschr¨ ankten sich die meisten Autoren in der Ver-
gangenheit auf eine ¨ Aquivalenz des Rauschformungsverhal-
tens zwischen den beiden Modulatoren und vernachl¨ assig-
ten somit das gerade f¨ ur Stabilit¨ atsbetrachtungen immens
wichtige Eingangssignal. Um nun ein identisches Rauschfor-
mungsverhalten bei genulltem Eingangssignal und innerhalb
der G¨ ultigkeitsgrenzen des additiven weißen Rauschmodells
f¨ ur den Quantisierer zu erlangen, haben Cherry und Snel-
grove, vgl. Cherry (2000), gezeigt, dass eine ¨ Aquivalenz
der in Abbildung 1 dargestellten offenen Kette des Rausch-
formungssystems an den Abtastzeitpunkten nT hinreichend
f¨ ur ein identisches Verhalten der beiden Systeme, zeitdiskre-
ter und zeitkontinuierlicher Modulator, ist. Nach Snelgrove
und Cherry sind also zwei Modulatoren genau dann ¨ aquiva-
lent,wennsiebeigleicherEingangssequenz,y[n]deroffenen
Rauschformungskette gem¨ aß Abbildung 1 das gleiche Aus-
gangssignal w[n] = w(nT) aufweisen. Im Zeitbereich l¨ asst
sich diese Bedingung wie folgt darstellen
Z−1{Heq(z)} = L−1{HDA(s)Hnoise(s)} |t=nTs , (1)
wobei HDA(s) die Laplace-Transformierte der DAC-
Impulsantwort und Heq(z) die z-Transformierte des ¨ aqui-
valenten zeitdiskreten Schleifenﬁlters ist. Ein Vorteil die-
ses Verfahrens ist, dass auch Nichtidealit¨ aten wie ”excess
loop delay” leicht in den Formalismus eingebettet werden
k¨ onnen. Allerdings steht diesem Vorteil der schwerwiegende
Nachteil gegen¨ uber, dass das Eingangssignal komplett ver-
nachl¨ assigt wird und somit der berechnete zeitdiskrete Mo-
dulator f¨ ur Stabilit¨ atsbetrachtungen1 nicht mehr ¨ aquivalent
zum urspr¨ unglichen zeitkontinuierlichen Modulator ist. Als
alternatives Verfahren wird im folgenden eine Betrachtung
im Zustandsraum vorgestellt, die auf Arbeiten von Schrei-
er, vgl. Schreier (1996) und Oliae, vgl. Oliae (2003),
zur¨ uckgeht, diese wird aber dahingehend erweitert, dass so-
wohl das Eingangssignal ber¨ ucksichtigt wird, als auch eine
Ber¨ ucksichtigung von ”excess loop delay” in dem Verfahren
m¨ oglich ist.
3 ¨ Aquivalenz im Zustandsraum
Abbildung 2. Offene Kette - Zustandsraumdarstellung mit Ein-
gangssignal
Das Schleifenﬁlter eines zeitkontinuierlichen Σ∆-
Modulators l¨ asst sich im Zustandsraum wie folgt darstellen

  
  
˙ xc(t) = Acxc(t) + [Bc1Bc2]

u(t)
r(t)

w(t) = Ccxc(t) + [Dc1Dc2]

u(t)
r(t)
 . (2)
Da sich der Ausgang des DAC als Faltung einer Serie von
Dirac-Impulsen, die mit der Folge y[n] gewichtet ist, mit der
DAC-Impulsantwort hda(t) gem¨ aß
r(t) = hda(t)?
∞ X
l=0
y[l]δ(t−lT) =
∞ X
l=0
y[l]hda(t−lT) (3)
1In Σ∆ Modulatoren ist die Stabilit¨ a abh¨ angig vom Eingangssi-
gnal.
Abb. 1. Offene Kette des Rauschformungssytems.
kretem und zeitkontinuierlichem Modulator liefert.
Nach einem kurzen R¨ uckblick auf die bisher meist ver-
wandte Methode nach Cherry, vgl. Cherry und Snelgrove
(2000), in Abs. 2 werden in Abs. 3 dann die notwendigen
¨ Aquivalenzbeziehungen im Zustandsraum hergeleitet und es
wird gezeigt, wie ”excess loop delay” in dem Formalismus
ber¨ ucksichtigt werden kann. Abschließend folgt eine Zusam-
menfassung und ein kurzer Ausblick.
2 ¨ Aquivalenzzwischenzeitkontinuierlichenundzeitdis-
kreten Modulatoren
Wie bereits in der Einleitung erw¨ ahnt, ist ein funktionelle
¨ Aquivalenz zwischen zeitkontinuierlichen (CT-) und zeitdis-
kreten (DT-) 61-Modulatroen aus einer Reihe von Gr¨ unden
erstrebenswert. Ein sehr wichtiger Grund ist dabei, dass be-
reits auf eine relative große Erfahrung f¨ ur den Entwurf zeit-
diskreter Modulatoren zur¨ uckgegriffen werden kann und es
daher w¨ unschenswert ist, dieses Wissen auch f¨ ur den Ent-
wurf zeitkontinuierlicher 61s nutzbar zu machen. Deswei-
teren ist auch die Simulationszeit, d.h. die Zeit die die transi-
ente Simulaion eines Diskretzeitmodulators, bei gegebenem
Simulationsintervall 1Tsim, ben¨ otigt wesentlich k¨ urzer als
die Simulationszeit f¨ ur einen zeitkontinuierlichen Modula-
tor. Dies kann dadurch erkl¨ art werden, dass f¨ ur die transiente
Simulation eines zeitdiskreten Modulators lediglich Matri-
zenmultiplikationen und Additionen vonn¨ oten sind, w¨ ahrend
f¨ ur die Simulation eines zeitkontinuierlichen Modulators
zus¨ atzlich noch vektorwertige Faltungsintegrale gel¨ ost wer-
den m¨ ussen. Folglich gab es auch immer schon Bestrebun-
gen, funktionell ¨ aquivalente zeitdiskrete Modulatoren f¨ ur
einen gegebenen zeitkontinuierlichen Modulator zu ﬁnden.
Dabei beschr¨ ankten sich die meisten Autoren in der Ver-
gangenheit auf eine ¨ Aquivalenz des Rauschformungsverhal-
tens zwischen den beiden Modulatoren und vernachl¨ assig-
ten somit das gerade f¨ ur Stabilit¨ atsbetrachtungen immens
wichtige Eingangssignal. Um nun ein identisches Rauschfor-
mungsverhalten bei genulltem Eingangssignal und innerhalb
der G¨ ultigkeitsgrenzen des additiven weißen Rauschmodells
f¨ ur den Quantisierer zu erlangen, haben Cherry und Snel-
grove (2000), gezeigt, dass eine ¨ Aquivalenz der in Abb. 1
dargestellten offenen Kette des Rauschformungssystems an
den Abtastzeitpunkten nT hinreichend f¨ ur ein identisches
Verhalten der beiden Systeme, zeitdiskreter und zeitkonti-
nuierlicher Modulator, ist. Nach Snelgrove und Cherry sind
also zwei Modulatoren genau dann ¨ aquivalent, wenn sie
bei gleicher Eingangssequenz, y[n] der offenen Rausch-
formungskette gem¨ aß Abb. 1 das gleiche Ausgangssignal
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ziehungen im Zustandsraum hergeleitet und es wird gezeigt,
wie ”excess loop delay” in dem Formalismus ber¨ ucksich-
tigtwerdenkann.AbschließendfolgteineZusammenfassung
und ein kurzer Ausblick.
2 ¨ Aquivalenzzwischenzeitkontinuierlichenundzeitdis-
kreten Modulatoren
Abbildung 1. Offene Kette des Rauschformungssytems
Wie bereits in der Einleitung erw¨ ahnt, ist ein funktio-
nelle ¨ Aquivalenz zwischen zeitkontinuierlichen (CT-) und
zeitdiskreten (DT-) Σ∆-Modulatroen aus einer Reihe von
Gr¨ unden erstrebenswert. Ein sehr wichtiger Grund ist da-
bei, dass bereits auf eine relative große Erfahrung f¨ ur den
Entwurf zeitdiskreter Modulatoren zur¨ uckgegriffen werden
kann und es daher w¨ unschenswert ist, dieses Wissen auch
f¨ ur den Entwurf zeitkontinuierlicher Σ∆s nutzbar zu ma-
chen. Desweiteren ist auch die Simulationszeit, d.h. die Zeit
die die transiente Simulaion eines Diskretzeitmodulators, bei
gegebenem Simulationsintervall ∆Tsim, ben¨ otigt wesent-
lich k¨ urzer als die Simulationszeit f¨ ur einen zeitkontinuierli-
chen Modulator. Dies kann dadurch erkl¨ art werden, dass f¨ ur
die transiente Simulation eines zeitdiskreten Modulators le-
diglich Matrizenmultiplikationen und Additionen vonn¨ oten
sind, w¨ ahrend f¨ ur die Simulation eines zeitkontinuierlichen
Modulators zus¨ atzlich noch vektorwertige Faltungsintegrale
gel¨ ostwerdenm¨ ussen.FolglichgabesauchimmerschonBe-
strebungen, funktionell ¨ aquivalente zeitdiskrete Modulatoren
f¨ ur einen gegebenen zeitkontinuierlichen Modulator zu ﬁn-
den. Dabei beschr¨ ankten sich die meisten Autoren in der Ver-
gangenheit auf eine ¨ Aquivalenz des Rauschformungsverhal-
tens zwischen den beiden Modulatoren und vernachl¨ assig-
ten somit das gerade f¨ ur Stabilit¨ atsbetrachtungen immens
wichtige Eingangssignal. Um nun ein identisches Rauschfor-
mungsverhalten bei genulltem Eingangssignal und innerhalb
der G¨ ultigkeitsgrenzen des additiven weißen Rauschmodells
f¨ ur den Quantisierer zu erlangen, haben Cherry und Snel-
grove, vgl. Cherry (2000), gezeigt, dass eine ¨ Aquivalenz
der in Abbildung 1 dargestellten offenen Kette des Rausch-
formungssystems an den Abtastzeitpunkten nT hinreichend
f¨ ur ein identisches Verhalten der beiden Systeme, zeitdiskre-
ter und zeitkontinuierlicher Modulator, ist. Nach Snelgrove
und Cherry sind also zwei Modulatoren genau dann ¨ aquiva-
lent,wennsiebeigleicherEingangssequenz,y[n]deroffenen
Rauschformungskette gem¨ aß Abbildung 1 das gleiche Aus-
gangssignal w[n] = w(nT) aufweisen. Im Zeitbereich l¨ asst
sich diese Bedingung wie folgt darstellen
Z−1{Heq(z)} = L−1{HDA(s)Hnoise(s)} |t=nTs , (1)
wobei HDA(s) die Laplace-Transformierte der DAC-
Impulsantwort und Heq(z) die z-Transformierte des ¨ aqui-
valenten zeitdiskreten Schleifenﬁlters ist. Ein Vorteil die-
ses Verfahrens ist, dass auch Nichtidealit¨ aten wie ”excess
loop delay” leicht in den Formalismus eingebettet werden
k¨ onnen. Allerdings steht diesem Vorteil der schwerwiegende
Nachteil gegen¨ uber, dass das Eingangssignal komplett ver-
nachl¨ assigt wird und somit der berechnete zeitdiskrete Mo-
dulator f¨ ur Stabilit¨ atsbetrachtungen1 nicht mehr ¨ aquivalent
zum urspr¨ unglichen zeitkontinuierlichen Modulator ist. Als
alternatives Verfahren wird im folgenden eine Betrachtung
im Zustandsraum vorgestellt, die auf Arbeiten von Schrei-
er, vgl. Schreier (1996) und Oliae, vgl. Oliae (2003),
zur¨ uckgeht, diese wird aber dahingehend erweitert, dass so-
wohl das Eingangssignal ber¨ ucksichtigt wird, als auch eine
Ber¨ ucksichtigung von ”excess loop delay” in dem Verfahren
m¨ oglich ist.
3 ¨ Aquivalenz im Zustandsraum
Abbildung 2. Offene Kette - Zustandsraumdarstellung mit Ein-
gangssignal
Das Schleifenﬁlter eines zeitkontinuierlichen Σ∆-
Modulators l¨ asst sich im Zustandsraum wie folgt darstellen

  
  
˙ xc(t) = Acxc(t) + [Bc1Bc2]

u(t)
r(t)

w(t) = Ccxc(t) + [Dc1Dc2]

u(t)
r(t)
 . (2)
Da sich der Ausgang des DAC als Faltung einer Serie von
Dirac-Impulsen, die mit der Folge y[n] gewichtet ist, mit der
DAC-Impulsantwort hda(t) gem¨ aß
r(t) = hda(t)?
∞ X
l=0
y[l]δ(t−lT) =
∞ X
l=0
y[l]hda(t−lT) (3)
1In Σ∆ Modulatoren ist die Stabilit¨ a abh¨ angig vom Eingangssi-
gnal.
Abb. 2. Offene Kette – Zustandsraumdarstellung mit Eingangssi-
gnal.
w[n]=w(nT) aufweisen. Im Zeitbereich l¨ asst sich diese Be-
dingung wie folgt darstellen
Z−1{Heq(z)} = L−1{HDA(s)Hnoise(s)} |t=nTs , (1)
wobei HDA(s) die Laplace-Transformierte der DAC-
Impulsantwort und Heq(z) die z-Transformierte des ¨ aqui-
valenten zeitdiskreten Schleifenﬁlters ist. Ein Vorteil die-
ses Verfahrens ist, dass auch Nichtidealit¨ aten wie ”excess
loop delay” leicht in den Formalismus eingebettet werden
k¨ onnen. Allerdings steht diesem Vorteil der schwerwiegende
Nachteil gegen¨ uber, dass das Eingangssignal komplett ver-
nachl¨ assigt wird und somit der berechnete zeitdiskrete Mo-
dulator f¨ ur Stabilit¨ atsbetrachtungen1 nicht mehr ¨ aquivalent
zum urspr¨ unglichen zeitkontinuierlichen Modulator ist. Als
alternatives Verfahren wird im folgenden eine Betrachtung
im Zustandsraum vorgestellt, die auf Schreier und Zhang
(1996) und Oliae (2003), zur¨ uckgeht, diese wird aber dahin-
gehend erweitert, dass sowohl das Eingangssignal ber¨ uck-
sichtigt wird, als auch eine Ber¨ ucksichtigung von ”excess
loop delay” in dem Verfahren m¨ oglich ist.
3 ¨ Aquivalenz im Zustandsraum
Das Schleifenﬁlter eines zeitkontinuierlichen 61-
Modulators l¨ asst sich im Zustandsraum wie folgt darstellen

  
  
˙ xc(t) = Acxc(t) + [Bc1Bc2]

u(t)
r(t)

w(t) = Ccxc(t) + [Dc1Dc2]

u(t)
r(t)
 . (2)
Da sich der Ausgang des DAC als Faltung einer Serie von
Dirac-Impulsen, die mit der Folge y[n] gewichtet ist, mit der
DAC-Impulsantwort hda(t) gem¨ aß
r(t) = hda(t) ?
∞ X
l=0
y[l]δ(t − lT) =
∞ X
l=0
y[l]hda(t − lT) (3)
1In 61 Modulatoren ist die Stabilit¨ a abh¨ angig vom Eingangs-
signal.
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schreiben l¨ asst und die L¨ osung von Gl. (2) durch
xc(t) = eAc(t−t0)xc(t0)+
t Z
t0
eAc(t−λ)[Bc1Bc2]

u(λ)
r(λ)

dλ(4)
gegeben ist, erh¨ alt man durch Einsetzen von Gl. (3) in Gl. (4)
das zeitliche Verhalten der offenen Kette gem¨ aß Abb. 2 als
xc(t) = eAc(t−t0)xc(t0) +
t Z
t0
eAc(t−λ)Bc1u(λ)dλ
+
∞ X
l=0
y[l]
t Z
t0
eAc(t−λ)Bc2hda(λ − lTs)dλ. (5)
W¨ ahlt man nun den Anfangszustand xc(t0) zum Zeitpunkt
t0=nT gem¨ aß xc(t0)≡x[n] und wertet Gl. (5) am n¨ achsten
Abtastzeitpunkt aus, d.h. xc((n+1)T)≡x[n+1], so erh¨ alt
man nach der Substitution µ=λ+nT
x[n + 1] = eAcTx[n] +
T Z
0
eAc(T−µ)Bc1u(µ + nT)dµ (6)
+
∞ X
l=0
y[l]
T Z
0
eAc(T−µ)Bc2hda(µ + (n − l)T)dµ.
Um nun den ¨ aquivalenten zeitdiskreten Modulator zu erhal-
ten, vergleicht man das Ergebnis aus Gl. (6) mit der offe-
nen Kette eines generischen zeitdiskreten Modulators, die in
Gl. (7) dargestellt ist.

  
  
x[n + 1] = Ax[n] + [B1B2]

u[n]
y[n]

w[n] = Cx[n] + [D1D2]

u[n]
y[n]
 . (7)
Im folgenden wird noch, um algebraische Schleifen auszu-
schließen, angenommen, dass der Durchgangsanteil D2 ver-
schwindet.
Zwei Schwierigkeiten behindern den direkten Koefﬁzi-
entenvergleich zwischen Gl. (6) und Gl. (7). Zum einen
taucht das Eingangssignal uc(t) in Gl. (6) nicht in der Form
B1·uc[nT] auf und zum anderen h¨ angt der folgende Zu-
stand im Falle des zeitkontinuierlichen Modulators, je nach
L¨ ange der Impulsantwort des DAC auch von vergangenen
Ausgangswerten y[n − k], k=0,1,...,M ab.
Das erste Problem l¨ asst sich durch die Einf¨ uhrung eines
¨ aquivalenten zeitdiskreten Eingangssignals ueq[n] gem¨ aß
ueq[n] =
T Z
0
eAc(T−µ)Bc1u(µ + nT)dµ. (8)
l¨ osen. Wie die folgenden ¨ Uberlegungen zeigen werden muss
man zur L¨ osung des zweiten Problems eine Erweiterung des
Zustandsvektors des ¨ aquivalenten zeitdiskreten Modulators
vornehmen.
Im folgenden wird angenommen, dass die DAC-
Implulsnatwort nur im Intervall [0,Te], das M+1 Abtast-
intervalle umfasse, von null verschieden sei. Dann kann die
unendliche Summe in Gleichung 6 wie folgt vereinfacht wer-
den.
x[n + 1] = eAcTx[n] +
T Z
0
eAc(T−µ)Bc1u(µ + nT)dµ (9)
+
n X
l=n−M
y[l]
T Z
0
eAc(T−µ)Bc2hda(µ + (n − l)T)dµ.
Das weitere Vorgehen wird nun am Beispiel des in der Pra-
xis wohl relevantesten Falles von M=1, also einer DAC-
Impulsantwort, die in die sich in die n¨ achste Abtastperiode
hineinerstreckt, verdeutlicht und dann auf den allgemeinen
Fall eines beliebigen M erweitert.
F¨ ur M=1 erh¨ alt man
x[n + 1] = eAcTx[n] + ueq[n] +
y[n]
T Z
0
eAc(T−µ)Bc2hda(µ)dµ +
y[n − 1]
T Z
0
eAc(T−µ)Bc2hda(µ + T)dµ. (10)
Durch Einf¨ uhrung der neuen Zustandsvariablen
ξ1[n]≡y[n−1] l¨ asst sich diese Gleichung in Matrizenform
darstellen und man erh¨ alt die erweiterte Zustandsraum-
darstellung des zeitkontinuierlichen Modulators an den
Abtastzeitpunkten gem¨ aß

x[n + 1]
ξ1[n + 1]

=

eAcT B2n
0 0

x[n]
ξ1[n]

+

B2(n−1)
1

y[n] + ueq[n], (11)
wobei die Vektoren B2n and B2(n−1) folgendermaßen be-
rechnet werden m¨ ussen
B2n =
T Z
0
eAc(T−µ)Bc2hda(µ + T)dµ (12)
B2(n−1) =
T Z
0
eAc(T−µ)Bc2hda(µ)dµ. (13)
¨ Aquivalenz zwischen einem zeitdiskretem und zeitkontinuir-
lichem Modulator besteht also offenbar genau dann, wenn
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die Zust¨ ande und Systemmatrizen des zeitdiskreten Modula-
tors wie folgt gew¨ ahlt werden
xDT[n] =

xc(nT)
ξ1(nT)

ADT =

eAcT B2n
0 0

B2DT =

B2(n−1)
1

B1DTu[n] = ueq[n]
CDT =

Cc 0

D1DT = Dc1. (14)
Im allgemeinen Fall f¨ ur M beliebig schreibt man zun¨ achst
Gl. (6) mit den neuen Gr¨ ossen A und B2l
A ≡ eAcT (15)
B2l ≡
T Z
0
eAc(T−µ)Bc2hda(µ + (n − l)T)dµ (16)
folgendermassen um
x[n + 1] = Ax[n] + ueq[n] +
∞ X
l=0
y[l]B2l. (17)
Anschliessend f¨ uhrt man die zus¨ atzlichen Zustandsvariablen
ξ1[n] = y[n − 1]
ξ2[n] = y[n − 2]
. . .
ξM[n] = y[n − M] (18)
ein und erh¨ alt so die erweiterte Zustandsraumdarstellung f¨ ur
den zeitkontinuierlichen Modulator an den Abtastzeitpunk-
ten


 
 

x[n + 1]
ξ1[n + 1]
ξ2[n + 1]
. . .
ξk[n + 1]


 
 

= ˜ A


 
 

x[n]
ξ1[n]
ξ2[n]
. . .
ξk[n]


 
 

+


 
 

B2n
1
0
. . .
0


 
 

y[n] + ueq[n] (19)
w[n] =

Cc 0 0 ... 0

(20)
mit den neu deﬁnierten Gr¨ ossen
˜ A ≡


 
 



eAcT B2(n−1) B2(n−2) ··· B2(n−(k−1)) B2(n−k)
0 0 0 ··· 0 0
0 1 0 ··· 0 0
0 0 1 ··· 0 0
. . .
. . .
... ...
. . .
. . .
0 0 0 ··· 1 0


 
 
 

.(21)
4 Diskussion
Es wurde eine vollst¨ andige ¨ Aquivalenz zwischen zeitkonti-
nuierlichenundzeitdiskreten61-ModulatorenimZustands-
raum hergeleitet. Die vorgestellte Methode erweitert die
Betrachtungen von Schreier und Zhang (1996), und Oliae
(2003), da sie auch das Eingangssignal sowie ”excess loop
delay” ber¨ ucksichtigt. Daher ist es m¨ oglich, mit Hilfe der
dargestellten Methode auch Stabilit¨ atsbetrachtungen f¨ ur den
zeitkontinuierlichen Modulator an seinem zeitdiskreten Ge-
genst¨ uck durchzuf¨ uhren, was in der Regel g¨ unstiger ist, da
man dabei mangels eines allgemeing¨ ultigen Stabilit¨ atskri-
teriums, auf transiente Simulationen zur¨ uckgreifen muss,
die f¨ ur einen zeitdiskreten Modulator wesentlich schneller
durchgef¨ uhrt werden k¨ onnen. Dennoch ist es f¨ ur die Zukunft
mehr als w¨ unschenswert, ein solches allgemeing¨ ultiges Sta-
bilit¨ atskriterium zu ﬁnden. Die oben vorgestellte Methode
kann dann dazu dienen, dieses Kriterium, je nachdem ob es
f¨ ur zeitdiskrete oder zeitkontinuierliche Modulatoren gefun-
den wurde, auf den jeweils anderen Modulatortyp zu ¨ ubert-
ragen.
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