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Re´sume´ :
Cet article fait suite a` un pre´ce´dent dans lequel e´taient introduits une famille d’invariants
par de´formation χdr , d ∈ H2(X;Z), r ∈ N, des varie´te´s symplectiques re´elles ferme´es de
dimension quatre (X,ω, cX), invariants qui fournissent des bornes infe´rieures en ge´ome´trie
e´nume´rative re´elle. Nous montrons ici par des me´thodes de the´orie symplectique des champs
que ces bornes infe´rieures sont optimales lorsque r ≤ 1 et le lieu re´el de la varie´te´ contient
une sphe`re, un tore ou un plan projectif re´el (sous des hypothe`ses plus restrictives dans ce
dernier cas). Nous montrons e´galement qu’une puissance importante de deux divise χdr pour
des valeurs pas trop grandes de r lorsque le lieu re´el contient une sphe`re ou un plan projectif
re´el (sous les meˆmes hypothe`ses plus restrictives dans ce dernier cas) et proposons enfin
quelques calculs explicites dans le cas du plan projectif ou de la quadrique ellipso¨ıde ainsi
que les formules ge´ne´rales permettant de les obtenir, lesquelles font intervenir des invariants
relatifs pre´ce´demment de´finis.
Introduction
Le pre´sent article fait suite au pre´ce´dent [21] dans lequel e´taient introduits une famille
d’invariants par de´formation des varie´te´s symplectiques re´elles ferme´es de dimension quatre.
Une varie´te´ symplectique re´elle est une varie´te´ symplectique e´quipe´e d’une involution anti-
symplectique ; chaque varie´te´ projective re´elle lisse en fournit un exemple. Ces invariants ont
une proprie´te´ imme´diate souligne´e dans [21], ils fournissent des bornes infe´rieures en ge´ome´trie
e´nume´rative re´elle. Comme son titre l’indique a` pre´sent, cet article poursuit trois objectifs ; le
premier est de montrer l’optimalite´ de ces bornes infe´rieures, ce que l’on fera dans plusieurs
situations (The´ore`mes 1.1 et 1.4), le second est de prouver des congruences satisfaites par
ces invariants (The´ore`mes 2.1, 2.2 et 2.3) et le dernier de pre´senter quelques calculs de ces
invariants ainsi que les formules ge´ne´rales permettant de les obtenir (The´ore`mes 3.10, 3.16 et
3.22). Remarquons en passant que les re´sultats d’optimalite´ en ge´ome´trie e´nume´rative re´elle
se font rares et que les me´thodes syste´matiques pour y aboutir sont, a` ma connaissance,
inexistantes. La me´thode syste´matique que l’on utilise ici pour aboutir a` nos re´sultats vient
de la the´orie symplectique des champs [4].
Soit (X,ω, cX) une varie´te´ symplectique re´elle ferme´e de dimension quatre et soit d ∈
H2(X;Z) une classe d’homologie satisfaisant la relation (cX)∗d = −d. Choisissons une struc-
ture presque complexe auxiliaire J aussi ge´ne´rale que possible parmi les structures ω-positives
qui rendent l’involution cX anti-holomorphe. Les courbes J-holomorphes rationnelles re´elles
homologues a` d, c’est-a`-dire les sphe`res J-holomorphes invariantes par cX homologues a` d,
forment alors un espace de dimension c1(X)d−1, ou` c1(X) de´signe la premie`re classe de Chern
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de la varie´te´ (X,ω). Nous supposons dans ce travail comme dans [21] cette dimension positive
ou nulle, puisque le cas contraire signifie que l’espace en question est vide, puis faisons chuter
cette dimension a` ze´ro en imposant quelques contraintes a` ces courbes, a` savoir de passer par
une collection de c1(X)d− 1 points distincts. Ces derniers peuvent eˆtre choisis re´els, c’est-a`-
dire fixe´s par cX , ou bien complexes conjugue´s, c’est-a`-dire e´change´s par cX ; nous noterons r
le nombre de points re´els et rX le nombre de paires de points complexes conjugue´s, de sorte
que r+ 2rX = c1(X)d− 1. Seul un nombre fini de courbes J-holomorphes rationnelles re´elles
homologues a` d satisfont ces contraintes supple´mentaires ; ce nombre de´pend en ge´ne´ral des
choix auxiliaires de la structure presque complexe et de la configuration de points, essentiel-
lement parce que le corps des re´els n’est pas alge´briquement clos. Toutefois, il ressort de [21]
que si l’on compte ces courbes en fonction d’un signe, positif lorsqu’elles ont un nombre pair
de points doubles re´els isole´s et ne´gatif dans le cas contraire, alors l’entier χdr que l’on obtient
est inde´pendant des choix de la structure presque complexe J , de la configuration de points et
meˆme de la forme symplectique ω a` l’inte´rieur de sa classe de de´formation (voir le The´ore`me
2.1 de [21]). Cet entier ne de´pend que de la classe d’homologie d, du nombre r de points
choisis re´els et de la re´partition de ces points dans les diffe´rentes composantes connexes du
lieu re´el RX = fix(cX) de la varie´te´. En fait, la partie re´elle d’une sphe`re holomorphe re´elle
e´tant connexe, cet invariant χdr est contraint de s’annuler de`s que ces points ne sont pas tous
choisis dans une meˆme composante L du lieu re´el. On adoptera la notation χdr(L) pour indi-
quer que les r points re´els sont choisis dans L. Le nombre Rd(x, J) de courbes J-holomorphes
rationnelles re´elles homologues a` d qui contiennent l’ensemble x de points que l’on s’est donne´
se retrouve ainsi borne´ infe´rieurement par la valeur absolue de l’invariant χdr(L) ; ce sont la`
les bornes infe´rieures en ge´ome´trie e´nume´rative re´elle que l’on a mentionne´es plus haut. Ces
bornes s’e´crivent
|χdr(L)| ≤ Rd(x, J) ≤ Nd, (1)
comme e´nonce´es dans le Corollaire 2.2 de [21], le membre Nd de´signant le nombre total de
courbes J-holomorphes rationnelles satisfaisant ces conditions d’incidence (c’est un invariant
de Gromov-Witten de genre ze´ro de la varie´te´).
C’est a` ce stade a` peu pre`s que nous a laisse´ [21] et que l’on reprend ici notre e´tude en
appliquant un principe fondamental de la the´orie symplectique des champs en pre´sence d’une
telle surface lagrangienne L et d’une structure presque complexe J : on allonge le cou de la
structure presque-complexe au voisinage de L pour lui confe´rer une longueur arbitrairement
grande. Rappelons qu’un voisinage de L dans X est symplectomorphe a` un voisinage de la
section nulle dans son fibre´ cotangent T ∗L, un re´sultat e´tabli dans [19]. E´tant donne´e une
me´trique riemannienne sur L, le fibre´ unitaire cotangent S∗L = {(q, p) ∈ T ∗L | ‖ p ‖= 1}
muni de la restriction de la forme de Liouville λ est une varie´te´ de contact de dimension trois.
Le comple´mentaire T ∗L \ L se trouve eˆtre symplectomorphe a` la symplectisation (S∗L ×
R, d(etλ)) de cette varie´te´. Ce que l’on appelle cou de longueur arbitrairement grande, c’est
une portion arbitrairement grande S∗L × [−n, n] de cette symplectisation dans laquelle J
envoie le champ de Liouville ∂/∂t sur le champ de Reeb de (S∗L, λ), pre´serve les plans de
contact et est invariante par translation dans le second facteur, voir [4] et la strate´gie ge´ne´rale
e´nonce´e au §1.1.2.
Cette technique issue de la the´orie symplectique des champs nous permet d’e´tablir les
re´sultats suivants. Lorsque L est une sphe`re, un tore ou un plan projectif re´el (mais dans ce
dernier cas (X,ω, cX) sera elle-meˆme suppose´e symplectomorphe au plan projectif complexe
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e´clate´ en six boules complexes conjugue´es au maximum) et lorsque rX est maximal ou en
d’autres termes lorsque r ≤ 1, les bornes infe´rieures (1) sont optimales, atteintes par les
structures presque complexes au cou suffisamment long, voir les the´ore`mes 1.1 et 1.4. Ainsi,
lorsqu’on allonge le cou d’une structure presque complexe en pre´servant l’anti-holomorphicite´
de cX , il arrive une longueur a` partir de laquelle toutes les courbes rationnelles re´elles sont
compte´es en fonction d’un meˆme signe, toutes les e´liminations possibles entre courbes s’e´tant
re´alise´es au cours de l’allongement. Ce phe´nome`ne permet plus ge´ne´ralement d’e´liminer parfois
tous les disques J-holomorphes a` bords dans une lagrangienne, meˆme en l’absence de structure
re´elle. Nous le montrerons dans le cas de sphe`res lagrangiennes au paragraphe 1.2 qui fait office
de digression, voir les The´ore`mes 1.6, 1.7 et 1.8. Tous ces re´sultats font l’objet de la premie`re
partie de cet article. Dans la seconde partie, on de´montre qu’une puissance importante de deux
divise l’invariant χdr lorsque r n’est pas trop grand et L est une sphe`re ou un plan projectif
re´el, voir les The´ore`mes 2.1, 2.2 et 2.3, le fait que S∗L est un fibre´ en cercles joue alors un roˆle
important. Dans la troisie`me partie de cet article, on pre´sente quelques formules permettant
le calcul de χdr dans le plan projectif complexe ou l’ellipso¨ıde pour de faibles valeurs de r,
voir les Corollaires 3.12, 3.18 et 3.23. Ces dernie`res sont obtenues en brisant la varie´te´ en
deux morceaux, ce qui brise les courbes rationnelles re´elles elle-meˆme en deux morceaux et
permet d’exprimer χdr en fonction de deux ingre´dients, l’un calcule´ a` l’aide de courbes re´elles
dans T ∗L qui n’est autre qu’un invariant re´el relatif a` un diviseur re´el sans lieu re´el -conique
imaginaire pure ou section hyperplane re´elle disjointe de l’ellipso¨ıde- et l’autre a` l’aide de
paires de courbes complexes conjugue´es dans X \ L. Les calculs d’invariants relatifs re´alise´s
dans [18] (voir aussi [8] et [12]) permettent de maˆıtriser ce deuxie`me ingre´dient. Or, plus r
est petit, plus le premier ingre´dient est simple de sorte que pour les petites valeurs de r, on
de´duit de [18] des formules de re´currence ge´ne´rales, voir les The´ore`mes 3.10, 3.16 et 3.22.
Ces re´sultats d’optimalite´, de congruences et de calculs ont e´te´ annonce´s dans la note [24]
dans le cas du plan projectif ou de la quadrique de dimension deux ; ils ont e´te´ pre´sente´s
la premie`re fois en de´cembre 2005 lors de l’atelier organise´ en l’honneur de Dusa McDuff, a`
Banff au Canada.
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1 Optimalite´
1.1 Optimalite´ des bornes infe´rieures
1.1.1 E´nonce´s des re´sultats
Nous e´nonc¸ons dans ce premier paragraphe les situations dans lesquelles nous sommes en
mesure de montrer l’optimalite´ des bornes infe´rieures (1) en dimension quatre. Le paragraphe
1.2 tiendra lieu de digression en dimension supe´rieure.
The´ore`me 1.1 Soit (X,ω, cX) une varie´te´ symplectique re´elle ferme´e de dimension quatre
et soit d ∈ H2(X;Z) une classe d’homologie satisfaisant (cX)∗d = −d. Supposons que le lieu
re´el de cette varie´te´ posse`de une sphe`re ou un plan projectif re´el L. Dans ce dernier cas, sup-
posons que (X,ω, cX) est elle-meˆme symplectomorphe au plan projectif complexe e´clate´ en six
points complexes conjugue´s au maximum. Les bornes infe´rieures (1) sont sous ces hypothe`ses
optimales de`s que 0 ≤ r ≤ 1, atteintes par les structures presque-complexes ge´ne´rales ayant un
long cou au voisinage de L. Le signe de l’invariant χdr(L) est en outre dans ce cas de´termine´
par l’ine´galite´ (−1) 12 (d2−c1(X)d+2)χdr(L) ≥ 0.
Remarque 1.2 La dernie`re partie du The´ore`me 1.1 signifie que le signe du coefficient de
plus bas degre´ du polynoˆme χd(T ) introduit dans [21] s’interpre`te comme la parite´ du genre
lisse de la classe d. Le fait que ce signe puisse eˆtre ne´gatif en degre´s congrus a` trois ou quatre
modulo quatre dans le plan projectif complexe met en de´faut la Conjecture 6 de [9]. Nous
montrerons en effet au §3 que cet invariant ne s’annule pas en degre´s supe´rieurs a` cinq, voir
le The´ore`me 3.10
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Corollaire 1.3 Soit d une classe d’homologie de dimension deux du plan projectif com-
plexe ou de la quadrique ellipso¨ıde et 0 ≤ r ≤ 1. Les bornes infe´rieures (1) sont atteintes
pour la structure complexe standard lorsque les points complexes conjugue´s sont choisis tre`s
proches d’une conique imaginaire pure dans le premier cas et d’une section hyperplane re´elle
disjointe de L dans le second.
De´monstration :
Dans ces deux cas, la structure complexe standard de la varie´te´ posse`de un cou infiniment
long au voisinage de L. Il s’agit d’un voisinage fibre´ en disques de la conique imaginaire pure
ou de la section hyperplane re´elle prive´ de la conique ou de la section elle meˆme. Comme par
ailleurs le plan projectif et la quadrique sont des surfaces convexes, l’hypothe`se de ge´ne´ricite´
de la structure presque-complexe du The´ore`me 1.1 est satisfaite (voir les The´ore`mes 3.10 et
3.16 pour un re´sultat plus ge´ne´ral). Le The´ore`me 1.1 s’applique donc et fournit le re´sultat. 
The´ore`me 1.4 Soit (X,ω, cX) une varie´te´ symplectique re´elle ferme´e de dimension quatre
dont le lieu re´el posse`de un tore L et soit d ∈ H2(X;Z) une classe d’homologie satisfaisant
(cX)∗d = −d. Les bornes infe´rieures (1) sont optimales lorsque r = 1, atteintes par les struc-
tures presque-complexes ge´ne´rales ayant un long cou au voisinage de L. Lorsque le lieu re´el est
connexe -re´duit au tore L-, l’invariant χd1(L) est en outre positif. Dans le cas ge´ne´ral, le signe
de l’invariant χd1(L) est de´termine´ par l’ine´galite´ (−1)
1
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(d2−c1(X)d+2)χd1(L) ≥ 0 lorsque le lieu
re´el des courbes rationnelles ne s’annule pas dans H1(L;Z/2Z), tandis qu’il est de´termine´ par
l’ine´galite´ (−1) 12 (d2−c1(X)d+2)χd1(L) ≤ 0 lorsque ce dernier s’annule.
Remarque 1.5 Dans le cas particulier de la quadrique hyperbolo¨ıde, la positivite´ de χd1(L)
a de´ja` e´te´ observe´e dans [9] par d’autres me´thodes.
1.1.2 Strate´gie ge´ne´rale
On allonge le cou d’une structure presque-complexe ge´ne´rique jusqu’a` briser la varie´te´
(X,ω, cX) en deux, le fibre´ cotangent a` L d’une part et le comple´mentaire X \ L de l’autre.
Chacune de ces deux parties se retrouve munie d’une structure presque-complexe, note´e JL
et JX respectivement, qui rendent respectivement cL et cX antiholomorphes, ou` cL : (q, p) ∈
T ∗L 7→ (q,−p) ∈ T ∗L. De plus, en dehors d’un compact, ces structures sont cylindriques sur
une structure CR de la varie´te´ de contact (S∗L, λ). Nous avons ici note´ S∗L le fibre´ unitaire
cotangent de L pour une me´trique a` courbure constante, de sorte que les orbites pe´riodiques
du flot du champ de vecteurs de Reeb Rλ associe´ a` la forme de Liouville λ, c’est-a`-dire du
flot ge´ode´sique, viennent en familles. Rappelons qu’une fois identifie´ le comple´mentaire d’un
compact de T ∗L ou X \L avec une partie de la symplectisation S∗L×R de S∗L, la structure
presque complexe JL ou JX est de´finie en dehors de ce compact par la structure CR et la
relation J∂/∂t = Rλ. Nous re´alisons cette scission de sorte que les rX paires de points com-
plexes conjugue´es que l’on s’est donne´es se retrouvent dans X \L. Le the´ore`me de compacite´
de the´orie symplectique des champs [2] permet de comprendre le devenir des courbes ration-
nelles re´elles homologues a` d et qui passent par x. Ces courbes se brisent en des courbes a`
deux e´tages, JL-holomorphes (resp. JX -holomorphes) pour celles habitant l’e´tage T ∗L (resp.
X \L), et asymptotes a` des orbites pe´riodiques de Rλ, la pe´riode pouvant eˆtre multiple de la
pe´riode fondamentale. La re´union de ce nombre fini de composantes est invariante par l’invo-
lution cX , de sorte que ces composantes sont organise´es en paires de composantes complexes
conjugue´es de T ∗L ou X \ L et d’une composante de T ∗L laisse´e invariante par cL. Chaque
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courbe a` deux e´tages limite C peut donc eˆtre code´e par un arbre AC ayant une racine s0
et ses areˆtes e´quipe´es de multiplicite´s entie`res strictement positives. Chaque sommet de cet
arbre repre´sente une composante du quotient de la courbe limite par l’action de cX , compo-
sante qui se trouve dans l’e´tage T ∗L si ce sommet est a` distance paire de s0 et dans l’e´tage
X \ L sinon. Le sommet s0 quant a` lui repre´sente l’unique composante laisse´e invariante par
l’involution cL de T ∗L. Le quotient de cette composante est une he´misphe`re pointe´e a` bord
dans L. Chaque areˆte adjacente a` un sommet donne´ repre´sente une asymptote de la compo-
sante correspondante a` ce sommet et la multiplicite´ de l’areˆte n’est autre que la multiplicite´
de l’orbite de Reeb limite correspondante. Par exemple, l’arbre repre´sente´ par la figure 1.1.2
repre´sente une courbe rationnelle re´elle a` deux e´tages et neuf composantes. La composante
racine est une sphe`re re´elle dans T ∗L ayant deux paires de pointes complexes conjugue´es
asymptotes a` deux paires d’orbites de Reeb, l’une de multiplicite´ deux, l’autre de multiplicite´
trois. L’e´tage X \L contient une paire de plans JX -holomorphes complexes conjugue´s asymp-
totes a` la paire d’orbites de Reeb de multiplicite´ deux pre´ce´dente, cette paire est code´e par la
feuille de l’arbre adjacente a` l’areˆte de multiplicite´ deux. Cet e´tage X \L contient e´galement
une paire de sphe`res JX -holomorphes complexes conjugue´es ayant trois pointes dont deux
sont asymptotes a` des orbites de Reeb simples et la troisie`me asymptote a` la paire d’orbites
de Reeb de multiplicite´ trois de´finie plus haut, cette paire de sphe`res est code´e par le sommet
trivalent. Enfin, l’e´tage T ∗L contient e´galement deux paires de plans JL-holomorphes com-
plexes conjugue´s asymptotes aux paires d’orbites de Reeb simples pre´ce´dentes, ces plans sont
code´s par les deux feuilles restantes de l’arbre. L’arbre AC vient de plus avec une fonction
2 3
11
s₀
Fig. 1 – Exemple d’arbre AC
qui associe a` chaque sommet a` distance impaire de s0 les classes d’homologies relatives de la
paire de courbes correspondantes ainsi que les paires de points complexes conjugue´s de x que
ces courbes contiennent.
1.1.3 De´monstration des The´ore`mes 1.1 et 1.4
Cette strate´gie ge´ne´rale e´tant pose´e, remarquons que dans chacun des cas qui concernent
le The´ore`me 1.1, S∗L est un fibre´ en cercles. Par suite, le fibre´ normal de chaque courbe
Cs associe´ a` un sommet s de l’arbre AC est canoniquement trivialise´ le long des orbites de
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Reeb asymptotes par le flot de Reeb. Notons µs le double de l’obstruction a` e´tendre cette
trivialisation sur Cs tout entier. La dimension de l’espace des modules dans lequel habite Cs
s’exprime en fonction de cet indice de Maslov µs, voir la Proposition 1.12 de notre formulaire
donne´ au paragraphe 1.3. Cette dimension vaut, pour peu que Cs soit une courbe simple,
c’est-a`-dire ne soit pas un reveˆtement ramifie´ non-trivial d’une autre, µs + 2 lorsque s 6= s0
et 12µs + 1 lorsque s = s0 puisque la courbe Cs est alors contrainte d’eˆtre pre´serve´e par
l’involution cX ce qui a pour effet de diviser la dimension par deux. Notons pour chaque
sommet s de l’arbre, sa valence par vs et la somme des multiplicite´s des areˆtes adjacentes par
ks. L’indice de Maslov µs s’exprime pour les sommets a` distance paire de s0 en fonction de
vs et ks, voir la Proposition 1.13 de notre formulaire donne´ au paragraphe 1.3.
Supposons pour commencer que L est une sphe`re et notons S1 (resp. S2) l’ensemble des
sommets a` distance impaire (resp. paire) de s0. Lorsque s ∈ S2 \ {s0}, µs = 2ks + 2vs − 4
tandis que l’indice de Maslov de l’he´misphe`re associe´e a` s0 vaut µs0 = 2ks0 + 2vs0 − 2. Par
suite, ∑
s∈S2
µs = 2k + 2v − 4#S2 + 2,
ou` v de´signe le nombre total d’areˆtes de l’arbre et k la somme de leurs multiplicite´s. Si l’on
suppose que toutes les courbes de l’e´tage X \ L sont simples, la ge´ne´ricite´ de JX impose la
positivite´ de toutes les dimensions des espaces de modules intervenant, soit µs + 2 ≥ 0 pour
tout s ∈ S1. Lorsque la courbe Cs contient fs points de notre configuration, cette condition
d’incidence impose l’ine´galite´ plus fine µs + 2 ≥ 2fs. On de´duit au total la minoration∑
s∈S1
µs ≥ −2#S1 + 2rX .
Le nombre d’areˆtes d’un arbre diffe`re du nombre de sommets par un, soit v = #S1+#S2−1, de
sorte que l’indice de Maslov total de la courbe C satisfait µ ≥ 2k−2#S2 +2rX ≥ 2rX . Or cet
indice de Maslov total est par ailleurs majore´ par c1(X)d− 2, le degre´ du fibre´ normal d’une
courbe rationnelle immerge´e homologue a` d. Par hypothe`se, ce degre´ vaut ici 2rX puisque
l’orientabilite´ de L impose l’imparite´ de r. Les minorations pre´ce´dentes sont par conse´quent
des e´galite´s, de sorte que k = #S2. En particulier, toutes les orbites de Reeb intervenant
sont simplement reveˆtues et tous les sommets de S2 sont des feuilles. La courbe re´elle code´e
par s0 n’est autre qu’un cylindre re´el sur une orbite de Reeb simple. Un tel cylindre est
ne´cessairement plonge´, voir le Lemme 1.14 de notre formulaire. Le re´sultat en de´coule ; peu
avant la brisure de la varie´te´, toutes les courbes rationnelles re´elles ont leurs parties re´elles
plonge´es, de sorte que les points doubles re´els e´ventuels de ces courbes sont tous isole´s. Ce
nombre de points doubles est de meˆme parite´ que le genre lisse de la courbe.
Il s’agit a` pre´sent d’aboutir a` la meˆme conclusion sans supposer que les courbes Cs soient
simples. L’indice de Maslov µl d’un reveˆtement de degre´ l d’une courbe simple d’indice µ s’e´crit
µl = lµ + 2R ou` R est l’indice de ramification. Cet indice de Maslov peut eˆtre strictement
plus petit que µ uniquement lorsque µ est ne´gatif, donc e´gal a` −2 et encore faut-il que la
courbe reveˆtue ne soit pas plane. Cela ne concerne donc ni les courbes de l’e´tage T ∗L, ni les
courbes de X \L soumises a` des conditions d’incidence. Notons s1, . . . , sj les sommets de AC
correspondant a` ces dernie`res et calculons la contribution a` l’indice de Maslov total de chaque
composante connexe de l’arbre prive´ des sommets s1, . . . , sj . Pour ce faire, notons S′1 (resp.
S′2) l’ensemble des sommets a` distance impaire (resp. paire) de s0 d’une telle composante
connexe de AC \ {s1, . . . , sj}. Comme pre´ce´demment,
∑
s∈S′2 µs = 2k + 2v − 4#S2 + 2δ, ou` δ
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vaut un si la composante en question contient s0 et ze´ro sinon, tandis que∑
s∈S′1
µs =
∑
s∈S′1
(lsµ˜s + 2Rs) ou` ls de´signe le degre´ du reveˆtement, Rs l’indice de ramification
et µ˜s l’indice de Maslov de la courbe simple sous-jacente
≥ −2
∑
s∈S′1
ls + 2
∑
s∈S′1
(lsχ˜s − χs) ou` χ de´signe la caracte´ristique d’Euler,
≥ 2
∑
s∈S′1
(ls − lsv˜s + vs)− 4#S′1 ou` vs de´signe le nombre de pointes (2)
≥ 2
∑
s∈S′1
(ls − ks + vs)− 4#S′1. (3)
Apre`s sommation, on de´duit
∑
s∈S′1∪S′2 µs ≥ 2
∑
s∈S′1 ls + 2k
′ + 2v′ − 4 + 2δ, ou` v′ et k′
de´signent respectivement le nombre d’areˆtes attache´es a` s1, . . . , sj et leur multiplicite´ totale.
Les minorations
∑
s∈S′1∪S′2 µs ≥ 2k
′ si δ vaut un et
∑
s∈S′1∪S′2 µs ≥ 2(k
′−1) sinon en re´sultent.
La contribution totale a` l’indice de Maslov des sommets autres que s1, . . . , sj se trouve donc
minore´e par 2j. La contribution des sommets s1, . . . , sj est quant a` elle minore´e par 2rX −
2j, de sorte qu’on aboutit a` nouveau a` la minoration µ ≥ 2rX . On conclut donc comme
pre´ce´demment.
Supposons a` pre´sent que L est un plan projectif re´el. D’apre`s la Proposition 1.13 de notre
formulaire donne´ au paragraphe 1.3, l’indice de Maslov d’un sommet s ∈ S2 \ {s0} vaut µs =
ks+2vs−4 tandis que l’indice de Maslov de l’he´misphe`re associe´e a` s0 vaut µs0 = ks0 +2vs0−2
de sorte que
∑
s∈S2 µs = k + 2v − 4#S2 + 2. Les hypothe`ses faites sur la varie´te´ garantissent
l’absence de courbes simples d’indices de Maslov strictement ne´gatifs autres que des plans
dans l’e´tage X \ L. En effet, cet e´tage est isomorphe au fibre´ en droites complexes de degre´
quatre sur la conique imaginaire pure e´clate´ en six points complexes conjugue´s au maximum.
La classe d’homologie relative d’une courbe dans cet espace s’e´crit ne+kf−∑i αiEi, ou` e est la
section nulle du fibre´, f une fibre et Ei les e´ventuels diviseurs exceptionnels. L’irre´ductibilite´
de la courbe Cs impose les ine´galite´s αi ≤ n de`s que n ≥ 1, ce que l’on obtient comme
conse´quence de la positivite´ d’intersection avec les courbes exceptionnelles JX -holomorphes
Ei et f −Ei. L’indice de Maslov d’une telle courbe vaut 2(6n+ 2k−
∑
i αi − 2), il est positif
de`s que k, n sont non nuls. Pour chaque sommet s ∈ S1 l’ine´galite´ µs + 2 ≥ 0 s’en de´duit.
Lorsque la courbe Cs contient fs points de notre configuration, cette condition d’incidence
impose l’ine´galite´ plus fine µs + 2 ≥ 2fs. De la` la minoration
∑
s∈S1 µs ≥ −2#S1 + 2rX et
finalement apre`s sommation l’estimation de l’indice de Maslov total µ ≥ k − 2#S2 + 2rX . Il
reste a` remarquer que pour chaque s ∈ S2 \{s0}, l’entier ks doit eˆtre pair puisque le noyau du
morphisme H1(S∗L;Z) → H1(L;Z) est engendre´ par une orbite de Reeb double. L’ine´galite´
pre´ce´dente se re´e´crit donc a` pre´sent µ ≥ 2rX si les parties re´elles des courbes rationnelles que
l’on conside`re sont non nulles dans H1(L;Z) et µ ≥ 2rX−1 sinon. Or cet indice de Maslov est
par ailleurs majore´ par le degre´ c1(X)d−2 du fibre´ normal a` une courbe rationnelle immerge´e
homologue a` d, degre´ qui par hypothe`se vaut ici 2rX + r − 1. Ainsi, toutes les minorations
pre´ce´dentes sont des e´galite´s, de sorte que les sommets a` distances paires de s0 sont soit des
cylindres sur des orbites simples, soit des plans sur des orbites de Reeb doubles. Le sommet
s0 quant a` lui code un cylindre re´el sur une orbite simple lorsque r est nul, et soit un cylindre
re´el sur une orbite double, soit une sphe`re re´elle ayant deux paires de pointes complexes
conjugue´es asymptotes a` des orbites simples lorsque r vaut un. Dans tous ces cas, une telle
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courbe est plonge´e, de par le Lemme 1.14. On conclut comme pre´ce´demment, ce qui ache`ve
la de´monstration du The´ore`me 1.1.
Supposons enfin que L soit un tore et munissons-le d’une me´trique plate de sorte que son
fibre´ unitaire cotangent (S∗L, λ) soit un tore standard de dimension trois. Le flot de Reeb
fournit a` nouveau une trivialisation canonique du fibre´ normal aux courbes Cs le long de
leurs orbites de Reeb asymptotes. L’obstruction µs a` e´tendre cette trivialisation sur Cs tout
entier vaut cette fois-ci 2vs − 4 si s 6= s0 est a` distance paire de s0 et 2vs − 2 si s = s0,
voir la Proposition 1.13 de notre formulaire donne´ au paragraphe 1.3. Si s est au contraire
a` distance impaire de s0, la dimension de l’espace des modules dans lequel habite Cs s’e´crit
µs + 2 − vs, d’apre`s la Proposition 1.12. Contrairement aux cas pre´ce´dents, la passage a` un
reveˆtement ramifie´ ne peut faire qu’augmenter cette dimension. On de´duit donc de la parite´
de µs l’ine´galite´ µs ≥ 0, ine´galite´ stricte lorsque vs > 2. Si la courbe est contrainte de passer
par fs points de notre configuration, cette ine´galite´ se trouve renforce´e en µs ≥ 2fs. En
sommant les contributions de tous les sommets de l’arbre, on s’aperc¸oit donc que l’indice de
Maslov total µ de la courbe est minore´ par 2rX . Comme cet indice de Maslov est par ailleurs
majore´ par c1(X)d − 2 et comme par hypothe`se r = 1, la minoration pre´ce´dente est une
e´galite´. Il en est par suite de meˆme pour toutes les minorations faites, de sorte que toutes
les composantes de l’e´tage T ∗L sont des cylindres. Les cylindres autres que celui associe´ a`
s0 sont disjoints de L pour un choix ge´ne´rique de JX . Le cylindre re´el associe´ a` s0 est un
reveˆtement d’un cylindre plonge´ sur une orbite de Reeb simple. En effet, quitte a` passer a`
un reveˆtement du fibre´ cotangent a` L, on peut supposer le cylindre asymptote a` une orbite
simple. Un tel cylindre est, une fois l’orbite fixe´e, unique et plonge´, ce qui est imme´diat pour
la structure complexe standard de T ∗L et est une proprie´te´ invariante par de´formation de la
structure presque-complexe. On en de´duit que peu avant la brisure de la varie´te´, toutes les
courbes rationnelles re´elles que l’on conside`re posse´daient un nombre de points doubles re´els
non-isole´s pair si le degre´ du reveˆtement est impair et impair sinon. En effet, la perturbation
du reveˆtement k-uple d’une courbe simple du tore produit k − 1 points d’auto-intersection
modulo deux. Le nombre de points doubles re´els isole´s de ces courbes rationnelles se trouve
donc eˆtre de la meˆme parite´ que le genre lisse de la courbe lorsque le lieu re´el des courbes
rationnelles est non-nul dans H1(L;Z/2Z) et de la parite´ oppose´e lorsque celui-ci s’annule. Le
The´ore`me 1.4 est de´montre´. 
1.2 Minimisation du nombre de membranes J-holomorphes
Soit C une membrane J-holomorphe a` bord dans une sous-varie´te´ lagrangienne L d’une
varie´te´ symplectique ferme´e (X,ω). Notons χ la caracte´ristique d’Euler de cette membrane,
d ∈ H2(X,L;Z) sa classe d’homologie relative et µTX ∈ H2(X,L;Z) la classe de Maslov de la
paire (X,L). La dimension attendue de l’espace des de´formations de C s’e´crit 〈µTX , d〉+(n−
3)χ. Cette dimension chute lorsque l’on impose a` C des contraintes supple´mentaires. Si l’on
impose par exemple a` cette membrane de rencontrer p cycles de codimensions 2+q1, . . . , 2+qp,
cette dimension attendue chute de la somme q = q1 + · · ·+qp. Deux proble`mes ge´ne´raux sous-
tendent nos re´sultats. Il s’agit d’une part de compter le nombre de membranes J-holomorphes
homologues a` d soumises a` de telles conditions d’incidence de sorte que ce comptage ne
de´pende pas de J et ne de´pende des conditions d’incidence qu’a` homologie pre`s. Il s’agit
d’autre part de minimiser ce nombre de membranes. Si nous ne pouvons re´pondre au premier
proble`me dans ce degre´ de ge´ne´ralite´, il nous est par contre parfois possible de re´pondre au
second sans meˆme supposer l’e´galite´ q = 〈µTX , d〉+ (n−3)χ, lorsque le minimum en question
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est nul. Le pre´sent paragraphe est consacre´ aux re´sultats que l’on a pu obtenir dans cette
direction. Ici encore le minimum est atteint en allongeant le cou d’une structure presque
complexe ge´ne´rale.
1.2.1 En dimension supe´rieure
The´ore`me 1.6 Soit L une sphe`re lagrangienne dans une varie´te´ symplectique ferme´e
(X,ω) satisfaisant c1(X) = λω, λ ≤ 0 et soit E > 0. Supposons la dimension de X supe´rieure
a` cinq. Pour toute structure presque-complexe J ge´ne´rale ayant un cou suffisamment long au
voisinage de L, cette varie´te´ ne posse`de ni membrane J-holomorphe reposant sur L ni courbe
J-holomorphe rencontrant L qui soit d’e´nergie infe´rieure a` E. Ce re´sultat reste valable en
dimension quatre pour les courbes ou membranes de genre nul.
Rappelons que l’e´nergie d’une courbe C est par de´finition l’inte´grale de la forme ω sur cette
courbe. Les varie´te´s projectives a` fibre´ canonique nul ou ample, par exemple les intersec-
tions comple`tes de multidegre´s (d1, . . . , dk) de l’espace projectif de dimension N de`s lors que∑k
i=1 di ≥ N + 1, satisfont les hypothe`ses du The´ore`me 1.6. Remarquons qu’une modification
de ce dernier s’applique e´galement aux varie´te´s dont le fibre´ canonique est le produit d’un
fibre´ ample et d’un fibre´ porte´ par un diviseur effectif disjoint de L. Le The´ore`me 1.6 per-
met de de´finir l’homologie de Floer de deux sphe`res lagrangiennes proches dans les varie´te´s
symplectiques dont la premie`re classe de Chern s’annule, j’espe`re de´velopper ce re´sultat pro-
chainement.
The´ore`me 1.7 Soit L une sphe`re lagrangienne dans une varie´te´ symplectique ferme´e
semipositive (X,ω) de dimension 2n ≥ 6 et soit d ∈ H2(X,L;Z). E´crivons 〈µTX , d〉 + (n −
3)χ = q+ r avec q ∈ Z, 0 ≤ r < 2 + (n− 3)χ et χ ≤ 2. Lorsque q ≥ 0, choisissons p cycles de
X \ L de codimensions 2 + q1, . . . , 2 + qp de sorte que q = q1 + · · ·+ qp. De`s que la structure
presque complexe ge´ne´rale J posse`de un cou suffisamment long au voisinage de L, cette varie´te´
ne contient aucune membrane J-holomorphe homologue a` d, de caracte´ristique d’Euler χ qui
rencontre ces p cycles et repose sur L. Ce re´sultat reste valable pour des membranes de genre
nul lorsque n = 2.
Exemple : la quadrique ellipso¨ıde.
Soit X la quadrique ellipso¨ıde de dimension complexe n ≥ 3 et H une section hyper-
plane disjointe de L. Le groupe H2(X,L;Z) est monoge`ne, engendre´ par la classe d0 satis-
faisant 〈H, d0〉 = +1. La premie`re classe de Chern de X vaut nH, d’ou` l’on de´duit le calcul
〈µTX , ld0〉 = 2ln quel que soit l’entier l. E´crivons l = (n− 1)a+ b, le The´ore`me 1.7 s’applique
par exemple lorsque n + 1 ≤ 2b < 2n, les membranes sont des disques et lorsque toutes les
conditions d’incidence sont ponctuelles.
The´ore`me 1.8 Soit (X, cX) une varie´te´ alge´brique re´elle convexe de dimension trois dont
le lieu re´el posse`de une sphe`re L. Supposons l’existence d’une classe d’homologie d ∈ H2(X;Z)
satisfaisant c1(X)d = 2 mod (4). L’invariant χd1(L) est alors ne´gatif et les bornes infe´rieures
(1) sont optimales. Dans le cas de l’ellipso¨ıde, ces bornes sont atteintes pour la structure
complexe alge´brique lorsque les conditions d’incidence non re´elles sont choisies suffisamment
proches d’une section hyperplane re´elle disjointe de L.
Il se peut que l’ellipso¨ıde de dimension trois soit en fait le seul exemple de varie´te´ satisfai-
sant les hypothe`ses du The´ore`me 1.8. L’invariant χd1(L) qui apparaˆıt dans ce the´ore`me a e´te´
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construit dans [22]. Remarquons qu’en reprenant les notations du The´ore`me 1.7, ce The´ore`me
1.8 traite du cas r = n−1 et montre ainsi en un sens l’optimalite´ des hypothe`ses faites dans ce
The´ore`me 1.7. Nous montrerons en effet dans la troisie`me partie de cet article la non-trivialite´
de l’invariant χd1(L) pour l’ellipso¨ıde de dimension trois et calculerons ce dernier, voir le §3.4.
De´monstration des The´ore`mes 1.6, 1.7 et 1.8 :
Nous suivons la strate´gie ge´ne´rale e´nonce´e au paragraphe 1.1.2 en e´quipant la sphe`re
lagrangienne d’une me´trique a` courbure constante. Les e´ventuelles membranes qui survivraient
a` l’allongement du cou de J jusqu’a` la brisure de la varie´te´ seraient cette fois-ci code´s par des
graphes AC ayant b+1 sommets marque´s s0, . . . , sb correspondant aux composantes ayant un
bord dans L. Les sommets a` distances paires de s0, . . . , sb codent a` nouveau les composantes
de l’e´tage T ∗L et les sommets a` distances impaires les composantes de l’e´tage X \ L. Le
flot de Reeb trivialise le fibre´ normal de chaque composante Cs associe´e au sommet s d’un
graphe AC le long de ses orbites de Reeb limites. Notons µs le double de l’obstruction a`
e´tendre cette trivialisation sur Cs toute entie`re. Notons e´galement, pour chaque sommet s
du graphe, sa valence par vs, la somme des multiplicite´s des areˆtes adjacentes par ks et la
caracte´ristique d’Euler de la courbe qu’il code par χs. L’indice de Maslov des composantes
code´es par les sommets a` distances paires de s0, . . . , sb, c’est-a`-dire des courbes Cs de l’e´tage
T ∗L, s’exprime d’apre`s la Proposition 1.13 de notre formulaire par la relation µs = 2(n −
1)ks − 2χs. Pour calculer la contribution totale des sommets a` distances impaires de s0, il
faut tenir compte du fait que certaines des composantes associe´es peuvent reveˆtir des courbes
simples. Notons pour chacun de ces sommets ls le degre´ du reveˆtement, µ˜s l’indice de Maslov
de la courbe simple sous-jacente et χ˜s sa caracte´ristique d’Euler. D’apre`s la Proposition 1.12
de notre formulaire, la dimension de l’espace des modules dans lequel habite cette courbe
simple vaut µ˜s + (n− 1)(χ˜s + v˜s). La ge´ne´ricite´ de la structure presque complexe assure donc
la minoration µ˜s ≥ −(n− 1)(χ˜s + v˜s). Les courbes simples sous-jacente e´tant soumises a` nos
p conditions d’incidence, cette dernie`re minoration peut apre`s sommation eˆtre ame´liore´e de
q. Par conse´quent,∑
s∈S1
µs =
∑
s∈S1
(
ls(µ˜s + 2χ˜s)− 2χs
)
≥ q − (n− 3)
∑
s∈S1
ls(χ˜s + v˜s)− 2
∑
s∈S1
(ks + χs) puisque lsv˜s ≤ ks.
Nous en de´duisons
2χ+
∑
s∈S1∪S2
µs ≥ q + 2(n− 2)k − (n− 3)
∑
s∈S1
ls(χ˜s + v˜s),
ou` k =
∑
s∈S1 ks. Lorsque n ≥ 3, utilisant les majorations χ˜s + v˜s ≤ 2 et ls ≤ ks, nous
aboutissons a`
∑
s∈S1∪S2 µs+2χ ≥ q+2. Lorsque n = 2, nos hypothe`ses imposent χ˜s+v˜s = 2 de
sorte qu’a` nouveau
∑
s∈S1∪S2 µs+2χ ≥ q+2. Le The´ore`me 1.7 suppose la varie´te´ semipositive,
les e´ventuelles composantes compactes de l’e´tage X \L ont donc un indice de Maslov positif.
Par conse´quent, l’indice de Maslov total satisfait la majoration 2χ+
∑
s∈S1∪S2 µs ≤ 〈µTX , d〉 ≤
q+r−(n−3)χ < q+2. Ces minoration et majoration e´tant incompatibles, aucune membrane
ne peut survivre jusqu’a` la brisure de la varie´te´. Le The´ore`me 1.7 est de´montre´. Dans le
cas du The´ore`me 1.6, q = 0 et nous de´duisons par recollement des composantes code´es par le
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graphe AC une membrane symplectique C de (X,L) d’indice de Maslov 〈µTX , [C]〉 ≥ 2. Or par
hypothe`se, 〈µTX , [C]〉 = 2〈c1(X), c〉 = 2λ〈ω, c〉 ≤ 0, ou` c ∈ H2(X;Z) rele`ve [C] ∈ H2(X,L;Z).
Cette impossibilite´ de´montre le The´ore`me 1.6.
Le The´ore`me 1.8 correspond au cas ou` r = n−1. Dans, ce cas, les minoration et majoration
pre´ce´dentes co¨ıncident, de sorte que toutes les ine´galite´s sont des e´galite´s. En particulier, k = 1
de sorte que chaque graphe AC se trouve re´duit a` deux sommets relie´s par une areˆte simple.
La courbe re´elle code´e par s0 est un cylindre sur une orbite de Reeb simple. L’e´tat spinoriel de
ces courbes se calcule comme suit. En perturbant le point re´el dans toutes les directions dans
L, on s’aperc¸oit que toutes ces courbes ont le meˆme e´tat spinoriel qu’une conique obtenue
comme section plane re´elle de la quadrique ellipso¨ıde re´elle. Ce dernier vaut −1 comme on le
ve´rifie en de´formant l’e´quateur vers un paralle`le proche d’un poˆle de L. 
1.2.2 En dimension quatre
Nous noteronsMg,b l’espace des modules des structures complexes de la surface compacte
connexe oriente´ de genre g ayant b composantes de bord.
Proposition 1.9 Soit L une sphe`re lagrangienne dans une varie´te´ symplectique ferme´e de
dimension quatre (X,ω). On suppose que cette dernie`re ne posse`de pas de sphe`re symplectique
S satisfaisant 〈c1(X), [S]〉 > 0. Soit (d, g, b) ∈ H2(X,L;Z) × N × N∗ et K un compact de
Mg,b. Alors, pour toute structure presque-complexe ge´ne´rale ayant un cou suffisamment long
au voisinage de L, la varie´te´ ne posse`de pas de membrane J-holomorphe homologue a` d a`
bord dans L et conforme a` un e´le´ment de K.
De´monstration de la Proposition 1.9 :
On poursuit la strate´gie ge´ne´rale de´crite au paragraphe 1.1.2 pre´ce´dent en e´quipant L
d’une me´trique a` courbure constante et en allongeant le cou d’une structure presque com-
plexe ge´ne´rique jusqu’a` briser la varie´te´ en deux morceaux. D’apre`s le the´ore`me de com-
pacite´ de the´orie symplectique des champs [2], les membranes que l’on conside`re se brisent
en courbes a` deux e´tages qui sont cette fois-ci code´es par des graphes AC ayant b sommets
marque´s s1, . . . , sb correspondant aux b composantes de bord. Les sommets a` distances paires
de s1, . . . , sb codent a` nouveau les composantes de l’e´tage T ∗L et les sommets a` distances
impaires les composantes de l’e´tage X \ L. Par hypothe`se, l’e´tage X \ L ne posse`de pas de
courbe J-holomorphe rationnelle asymptote a` des orbites de Reeb du fibre´ unitaire cotangent
S∗L. En effet, une telle courbe J-holomorphe rationnelle simple C aurait d’apre`s la Proposi-
tion 1.12 un indice de Maslov µ ≥ −2. Notons v ≥ 1 le nombre de pointes asymptotes a` des
orbites de Reeb de S∗L et χ(C) la caracte´ristique d’Euler de C. En recollant a` C en chacune
de ses pointes un plan J-holomorphe de T ∗L, on obtient une sphe`re symplectique S de X.
Le fibre´ tangent a` X est trivialise´ le long des pointes de C par le flot de Reeb. D’apre`s ce qui
pre´ce`de, le double de l’obstruction a` e´tendre cette trivialisation le long de C vaut µ+ 2χ(C)
alors qu’elle vaut deux le long de chaque plan de T ∗L d’apre`s la Proposition 1.13. Finalement,
l’indice de Maslov de S vaudrait µ+ 4 ≥ 2, ce qui est exclu par les hypothe`ses. Remarquons
a` pre´sent que chaque composante des courbes a` deux e´tages est asymptote a` une re´union de
cylindres J-holomorphes sur les orbites de Reeb limites. Ces cylindres ont un module infini.
On en de´duit que peu avant la brisure de la varie´te´ X, lorsque J posse`de un cou extreˆmement
long, les membranes J-holomorphes posse`dent e´galement des anneaux de grands modules dont
les aˆmes sont homotopes aux orbites de Reeb code´es par les areˆtes de l’arbre AC . Au moins
un de ces anneaux ne borde pas de disque, lequel proviendrait ne´cessairement d’un plan de
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T ∗L, puisque les membranes ont un bord dans L. Par suite, lorsque le cou de la structure
presque-complexe J est suffisamment allonge´, les membranes J-holomorphes qui survivent a`
cet allongement ont une structure conforme n’appartenant pas au compact K. 
Proposition 1.10 Soit L une surface lagrangienne orientable hyperbolique dans une varie´te´
symplectique ferme´e de dimension quatre (X,ω) et soit d ∈ H2(X,L;Z). On note Ngd (x, J) le
nombre de courbes J-holomorphes homologues a` d a` bords dans L, de topologie et de struc-
ture conforme donne´es et qui passent par une configuration x de points distincts de (X,ω) de
cardinal ade´quat, pour J ∈ Jω ge´ne´rique. Ce nombre Ngd (x, J) s’annule pour toute structure
presque-complexe ge´ne´rale ayant un cou suffisamment long au voisinage de L.
De´monstration de la Proposition 1.10 :
On e´quipe a` nouveau L d’une me´trique a` courbure constante et on allonge le cou d’une
structure presque complexe ge´ne´rique au voisinage de L jusqu’a` briser la varie´te´ en deux,
ceci de manie`re a` ce que les points de la configuration x disjoints de L se retrouvent dans
l’e´tage X \ L. Notons b + 1 le nombre de composantes connexes du bord des courbes que
l’on conside`re. D’apre`s le the´ore`me de compacite´ de the´orie symplectique des champs [2], ces
dernie`res se brisent en courbes a` deux e´tages qui sont cette fois-ci code´es par des graphes AC
ayant b + 1 sommets marque´s s0, . . . , sb correspondant aux b + 1 composantes de bord. Les
sommets a` distances paires de s0, . . . , sb codent a` nouveau les composantes de l’e´tage T ∗L et
les sommets a` distances impaires les composantes de l’e´tage X\L. Les orbites de Reeb du fibre´
unitaire cotangent S∗L sont cette fois-ci non-de´ge´ne´re´es, on fixe la trivialisation standard de
S∗L le long de ces orbites de Reeb, de sorte que leur indice de Conley-Zehnder soit nul, voir
la Proposition 1.7.3 de [4]. La dimension de l’espace des modules d’une composante simple Cs
de l’e´tage X \L est donne´e par le The´ore`me 2.8 de [7], elle vaut µCZs +χs ou` µCZs est l’indice
de Conley-Zehnder total de la composante et χs sa caracte´ristique d’Euler. Un reveˆtement
ramifie´ d’une courbe simple ne peut en particulier qu’augmenter cette dimension puisque les
indices de Conley-Zehnder des orbites de Reeb ont ici la proprie´te´ de s’additionner sous de
tels reveˆtements. Par suite, l’ine´galite´ µCZs + χs ≥ 2ns (resp. µCZs + χs ≥ ns) est satisfaite
pour chaque sommet s du graphe AC a` distance impaire (resp. paire) de s0, . . . , sb, si ns ≥ 0
de´signe le nombre de points de la configuration x par lesquels passe la composante code´e par
s. En sommant ces ine´galite´s sur tous les sommets du graphe AC , on de´duit que la dimension
totale attendue de la courbe C se trouve minore´e par r + 2rX ou` r est le cardinal de x ∩ L
et rX le cardinal de x \L. Comme par hypothe`se cette dimension vaut r+ 2rX , les ine´galite´s
pre´ce´dentes sont des e´galite´s. Il suit en particulier que toutes les courbes de l’e´tage X \ L
ont une dimension attendue paire ; elles ne peuvent par conse´quent eˆtre planes. Comme par
ailleurs L ne posse`de pas de ge´ode´sique contractile, on vient de montrer que le graphe AC ne
posse`de pas de feuille exception faite e´ventuellement des sommets s0, . . . , sb. Remarquons a`
pre´sent que chaque composante de la courbe a` deux e´tages est asymptote a` une re´union de
cylindres J-holomorphes sur les orbites de Reeb limites. Ces cylindres ont un module infini.
On en de´duit que les courbes compte´es par Ngd (x, J), lorsque J posse`de un cou extreˆmement
long, posse`dent e´galement des anneaux de grands modules dont les aˆmes sont homotopes aux
orbites de Reeb code´es par les areˆtes de l’arbre AC . Or les courbes a` bords compte´es par
Ngd (x, J) sont suppose´es avoir une structure conforme fixe´e. Tout anneau dont le module est
supe´rieur a` une certaine quantite´ donne´e par la structure conforme doit donc eˆtre contenu
dans un disque. Par suite, lorsqu’on prive une telle courbe de la collection finie d’aˆmes de nos
anneaux de grands modules code´s par les areˆtes de AC , elle se trouve disconnecte´e en plusieurs
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composantes dont une au moins est un disque. Ce disque doit correspondre a` une feuille du
graphe AC distincte de s0, . . . , sb. Nous aboutissons ainsi a` une impossibilite´ qui prouve que
l’ensemble des courbes a` deux e´tages sur lequel nous avons fonde´ notre raisonnement est vide,
ce qu’il fallait de´montrer. 
Proposition 1.11 Soit (X,ω, cX) une varie´te´ symplectique re´elle ferme´e de dimension
quatre dont le lieu re´el posse`de un tore lagrangien ou bien une surface hyperbolique lagran-
gienne L, orientable ou non. On suppose que (X,ω, cX) ne posse`de pas de sphe`re symplec-
tique re´elle S satisfaisant 〈c1(X), [S]〉 > 1 si L est orientable et 〈c1(X), [S]〉 > 0 sinon. Soit
(d, g, b) ∈ H2(X,L;Z)×N×N∗ et K un compact deMg,b. Alors, pour toute structure presque-
complexe ge´ne´rale ayant un cou suffisamment long au voisinage de L, la varie´te´ ne posse`de
pas de membrane J-holomorphe homologue a` d a` bord dans L et conforme a` un e´le´ment de
K.
De´monstration de la Proposition 1.11 :
On e´quipe a` nouveau L d’une me´trique a` courbure constante et on allonge le cou d’une
structure presque complexe ge´ne´rique au voisinage de L jusqu’a` briser la varie´te´ en deux
morceaux. D’apre`s le the´ore`me de compacite´ de the´orie symplectique des champs [2], les
membranes J-holomorphes homologues a` d, de genre g ayant b composantes de bord dans L
qui survivent a` cette de´formation se brisent en courbes a` deux e´tages code´es par des graphes
AC ayant b sommets marque´s s1, . . . , sb correspondant aux b composantes de bord. Les seules
feuilles de ces arbres sont alors ces b sommets s1, . . . , sb. En effet, ces feuilles coderaient sinon
des plans J-holomorphes asymptotes a` des orbites de Reeb du fibre´ unitaire cotangent S∗L.
Ces orbites de Reeb n’e´tant pas contractiles dans T ∗L, les plans J-holomorphes doivent eˆtre
dans l’e´tage X \ L. La re´union d’un tel plan P , de son image par l’involution cX(P ) et d’un
cylindre J-holomorphe de T ∗L sur l’orbite de Reeb asymptote de P fournit une sphe`re a`
deux e´tages. Cette sphe`re se recolle en une sphe`re symplectique S de (X,ω) dont l’indice de
Maslov vaut le double de l’obstruction a` e´tendre la trivialisation canonique de TX le long de
l’orbite de Reeb a` S tout entier. Lorsque L est orientable, cette obstruction est nulle le long du
cylindre de T ∗L et supe´rieure a` un le long de P d’apre`s la Proposition 1.12 et le The´ore`me 2.8
de [7]. On en de´duit que l’indice de Maslov de S serait supe´rieur a` quatre, ce qui contredit les
hypothe`ses. De la meˆme manie`re lorsque L est non-orientable, l’indice de Maslov de S vaut la
somme des indices de Conley-Zehnder de P , cX(P ) et du cylindre. Ces derniers sont supe´rieurs
a` leur caracte´ristique d’Euler puisqu’habitant des espaces de modules de dimensions attendues
positives, voir le The´ore`me 2.8 de [7]. Par sommation, l’indice de Maslov de S devrait eˆtre
supe´rieur a` deux ce qui contredit a` nouveau les hypothe`ses. Les seules feuilles des arbres
codant les courbes a` deux e´tages limites e´tant les b sommets marque´s s1, . . . , sb, on de´duit
comme dans la de´monstration de la Proposition 1.10 que peu avant la brisure de la varie´te´, les
membranes J-holomorphes homologues a` d, de genre g ayant b composantes de bord dans L
posse`dent un anneau de grand module au moins, d’aˆme voisine d’une orbite de Reeb de S∗L.
En particulier, elles n’appartiennent pas au compact K deMg,b, ce qu’il fallait de´montrer. 
1.3 Formulaire
De´signons par L une varie´te´ compacte de dimension n home´omorphe a` une sphe`re, un tore
ou un espace projectif re´el et munissons cette varie´te´ d’une me´trique a` courbure constante.
Soit C une courbe pseudo-holomorphe simple immerge´e d’e´nergie de Hofer finie dans un
remplissage symplectique du fibre´ unitaire cotangent (S∗L, λ) de L, ou` λ de´signe la restriction
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de la forme de Liouville. La caracte´ristique d’Euler de C vaut χ = 2 − 2g − v si l’on note g
son genre et v le nombre de ses pointes. Le flot de Reeb de (S∗L, λ) trivialise le fibre´ normal
de C au voisinage de ses pointes ; nous noterons µ le double de l’obstruction a` e´tendre cette
trivialisation sur C toute entie`re.
L’indice de Maslov µ est explicitement calcule´ dans la Proposition 1.13 lorsque C est
immerge´e dans le fibre´ cotangent T ∗L. Nous calculons sous cette meˆme hypothe`se le nombre
de points singuliers de C dans le Lemme 1.14 tandis que la Proposition 1.12 fournit une
expression de la dimension de l’espace des de´formations de C en fonction des quantite´s χ et
µ. Les trois formules qui re´sultent de ces calculs se montrant bien utiles, nous leurs consacrons
ce paragraphe.
Proposition 1.12 Soit C une courbe pseudo-holomorphe simple d’e´nergie de Hofer finie
dans un remplissage symplectique de dimension 2n du fibre´ unitaire cotangent d’une sphe`re,
d’un tore ou d’un espace projectif re´el a` courbure constante L. Nous notons g le genre de
C, v− le nombre de ses pointes ne´gatives, µ son indice de Maslov et χ− = 2 − 2g − v−. La
dimension de l’espace des de´formations de C vaut µ+(n−1)(2−2g) lorsque L est une sphe`re
ou un espace projectif re´el et vaut µ+ (n− 1)χ− lorsque L est un tore.
De´monstration :
Ces formules sont des conse´quences de la formule d’indices calcule´e par Fre´de´ric Bourgeois
dans sa the`se [1]. La courbe C converge en ses pointes vers des orbites de Reeb qui appar-
tiennent a` des espaces de dimension 2(n− 1) dans le premier cas et n− 1 dans le second. Ces
orbites contribuent donc a` hauteur de 2(n−1)v dans le premier cas et (n−1)v dans le second
a` la dimension que l’on calcule. Le reste de la contribution s’interpre`te comme l’indice de
Fredholm de l’ope´rateur de Cauchy-Riemann associe´ a` C et perturbe´ par un facteur ∓dpId en
ses pointes, ce qui le rend non-de´ge´ne´re´, voir la proposition 5.2 de [1]. Ce dernier est calcule´
par le The´ore`me 2.8 de [7] et vaut µCZ + (n− 1)χ ou` µCZ de´signe l’indice de Conley-Zehnder
normal total de C. L’indice de Conley-Zehnder normal total se de´compose ici en la somme
de l’indice de Maslov µ et des indices de Conley-Zehnder des ope´rateurs de Cauchy-Riemann
perturbe´s en chaque pointe de C et calcule´s dans la trivialisation que l’on a fixe´. Or ces in-
dices de Conley-Zehnder des ope´rateurs de Cauchy-Riemann perturbe´s valent par de´finition
−(n− 1)v dans le premier cas tandis qu’ils valent 0 dans le second pour des pointes positives
et n − 1 pour des pointes ne´gatives. Ces re´sultats sont e´tablis dans le paragraphe 9.4 de la
the`se [1]. Signalons toutefois une de´monstration de ce dernier fait autre que celle propose´e
par Fre´de´ric Bourgeois. Lorsqu’on allonge la structure complexe de (CP 1)n au voisinage de
(RP 1)n jusqu’a` briser la varie´te´ en deux morceaux, les fibres re´elles de (CP 1)n → (CP 1)n−1
se brisent en un cylindre sur un orbite simple de T ∗L et deux plans complexes conjugue´s de
(CP 1)n \L. La dimension de l’espace des de´formations de chacun de ces morceaux vaut n− 1
tandis que les indices de Maslov de ces composantes sont tous nuls. Confrontons ce re´sultat a`
ce qui pre´ce`de. La dimension de l’espace des de´formations du plan vaut 2(n−1) moins l’indice
de l’ope´rateur de Cauchy-Riemann perturbe´ pour le plan, ce dernier vaut donc effectivement
n − 1. Elle vaut la moitie´ de 2(n − 1) moins le double de l’indice de l’ope´rateur perturbe´
pour le cylindre, puisque le cylindre posse`de deux pointes et se voit contraint d’eˆtre pre´serve´
par l’antipodation dans les fibres de T ∗L. On en de´duit que l’indice de Conley-Zehnder des
pointes positives s’annule. 
Proposition 1.13 Soit C une courbe pseudo-holomorphe simple d’e´nergie de Hofer finie
dans le fibre´ cotangent d’une sphe`re, d’un tore ou d’un espace projectif re´el de dimension n a`
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courbure constante L. Notons χ = 2 − 2g − v la caracte´ristique d’Euler de C et k la somme
sur ses v pointes des multiplicite´s de ses orbites de Reeb limites. L’indice de Maslov µ de C
vaut 2(n− 1)k− 2χ lorsque L est une sphe`re, (n− 1)k− 2χ lorsque L est un espace projectif
re´el et −2χ lorsque L est un tore.
De´monstration :
Conside´rons le deux-cycle C − cL(C)−
∑v
i=1 Cyli, ou` cL est l’antipodation dans les fibres
de T ∗L et Cyli les cylindres sur les orbites de Reeb limites de C. Ce deux-cycle se trouve
renverse´ par cL de sorte qu’il est homologue a` ze´ro. La premie`re classe de Chern de T ∗L
s’annule donc une fois e´value´e contre ce cycle. Calculons cette dernie`re comme l’obstruction
a` trivialiser le fibre´ tangent en restriction a` ce deux-cycle. La contribution de C − cL(C) vaut
2χ+ µ ou` χ. La contribution d’un cylindre Cyli vaut l’oppose´ de son demi-indice de Maslov,
soit −ki fois le demi-indice de Maslov du cylindre sur l’orbite simple sous-jacente si ki de´signe
la multiplicite´ de l’orbite.
Le demi-indice de Maslov d’un cylindre sur une orbite simple dans le cas d’une sphe`re
vaut le degre´ du fibre´ normal d’une section plane de la quadrique ellipso¨ıde Qn puisque cette
dernie`re est obtenue en recollant deux plans de fibre´s normaux triviaux de Qn \L au cylindre
en question. Ce dernier vaut donc 2n− 2, d’ou` la relation 2χ+ µ− 2∑vi=1(n− 1)ki = 0.
Le demi-indice de Maslov d’un cylindre sur une orbite simple dans le cas d’un espace
projectif re´el vaut le degre´ du fibre´ normal d’une droite dans l’espace projectif complexe de
dimension n puisque cette dernie`re est obtenue en recollant deux plans de fibre´s normaux
triviaux de CPn \ L au cylindre en question. Ce dernier vaut donc n − 1, d’ou` la relation
2χ+ µ−∑vi=1(n− 1)ki = 0.
Le demi-indice de Maslov d’un cylindre sur une orbite simple dans le cas d’un tore est
trivial, d’ou` la relation 2χ+ µ = 0. 
Lemme 1.14 Soit C une courbe pseudo-holomorphe d’e´nergie de Hofer finie immerge´e
dans le fibre´ cotangent d’une sphe`re de dimension deux ou d’un plan projectif re´el a` courbure
constante. Supposons que cette courbe soit simple, rationnelle, re´elle et n’ayant que des points
doubles transverses comme singularite´s. On note v le nombre de paires de pointes complexes
conjugue´es de C et k la multiplicite´ totale des paires d’orbites de Reeb limites en ces pointes.
Le nombre de points doubles de C est majore´ par k2 − 2k + 1 dans le cas d’une sphe`re et
1
2(k
2 − 3k + 2) dans le cas d’un plan projectif re´el.
De´monstration :
Conside´rons le deux-cycle C −∑vi=1 Cyli, ou` Cyli, 1 ≤ i ≤ v, de´signent les cylindres sur
les orbites de Reeb limites de C. Ce deux-cycle se trouve renverse´ par cL de sorte qu’il est
homologue a` ze´ro. Choisissons un cylindre Cyl sur une orbite de Reeb distincte des limites
de C. L’indice d’intersection de Cyl avec C −∑vi=1 Cyli s’annule. Nous en de´duisons que
l’indice d’intersection de Cyl avec C vaut 2k dans le cas de la sphe`re de dimension deux et k
dans celui du plan projectif re´el. Perturbons a` pre´sent C en une courbe voisine C˜ dont toutes
les orbites de Reeb limites sont distinctes de celles de C. L’indice d’intersection de C˜ avec
C −∑vi=1 Cyli s’annule. On de´duit de ce qui pre´ce`de que l’indice d’intersection de C˜ avec C
se trouve majore´ par 2k2 dans le cas de la sphe`re de dimension deux et k2 dans celui du plan
projectif re´el. Cet indice est par ailleurs minore´ par deux fois le nombre de points doubles de
C auquel s’ajoute la moitie´ de son indice de Maslov et le nombre de points d’intersection de C˜
avec C qui apparaissent au voisinage des pointes de C. Ces derniers sont au moins au nombre
de ki − 1 au voisinage de chaque pointe convergeant vers une orbite de Reeb parcourue ki
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fois, ce qui de´coule du The´ore`me 1.5 de [6], soit 2(k − v) au total. L’indice de Maslov de C
est quant a` lui donne´ par la Proposition 1.13, il vaut 4k + 4v − 4 dans le cas de la sphe`re de
dimension deux et 2k + 4v − 4 dans celui du plan projectif re´el. Ainsi, l’indice d’intersection
de C˜ avec C se trouve minore´ par 4k − 2 (resp. 3k − 2) plus deux fois le nombre de points
doubles de C si L est une sphe`re (resp. un plan projectif re´el). Le re´sultat en de´coule. 
Remarque 1.15 Nous avons e´tabli au cours de la de´monstration du Lemme 1.14 la majora-
tion |C˜ ◦C| ≤ 2k2 ou k2 selon que L est une sphe`re ou un plan projectif re´el. Cette majoration
nous sera utile au §3.
2 Congruences
2.1 E´nonce´s des re´sultats
E´tant donne´e une classe d’homologie d ∈ H2(X;Z) d’une varie´te´ symplectique re´elle de
dimension quatre (X,ω, cX), nous noterons gd = 12(d
2 − c1(X)d + 2) le genre lisse de d et
cd = c1(X)d− 1 le degre´ attendu du polynoˆme χd(T ) de´fini dans [21].
The´ore`me 2.1 Soit (X,ω, cX) une varie´te´ symplectique re´elle ferme´e de dimension quatre
dont le lieu re´el posse`de une composante connexe L home´omorphe a` une sphe`re. Soient
d ∈ H2(X;Z) et r ∈ N. Lorsque 2r + 1 < cd, la puissance 2 12 (cd−2r−1) divise χdr(L).
Supposons en outre la connexite´ du lieu re´el de la varie´te´ (X,ω, cX). Alors,
a) Lorsque 2r− 1 < cd et lorsque de plus gd et 12(r+ 1) sont de meˆme parite´, la puissance
2
1
2
(cd−2r+1) divise χdr(L).
b) Lorsque 2k < r+1 ≤ 12c1(X)d+2, la puissance 2
1
2
(cd−2r+3) divise χdr(L), ou` k de´signe le
maximum de l’ensemble {j ∈ N | j 6= gd mod (2) et j ≤ |d′◦[L]| ou` d’ est effectif satisfaisant
d′ − cX(d′) = d}.
On entend ici par classe effective une classe d’homologie re´alisable par un deux-cycle pseudo-
holomorphe sur son deux-squelette.
Exemple :
Le The´ore`me 2.1 s’applique a` l’ellipso¨ıde de dimension deux lorsque d est un multiple
positif, disons δ > 0, d’une section plane re´elle. Dans ce cas, cd = 4δ− 1 et gd = δ2− 2δ+ 1 =
δ + 1 mod (2). Par conse´quent, 22δ−r−1 divise χdr(L) lorsque r < 2δ − 1, 22δ−r divise χdr(L)
lorsque de plus r = 2δ + 1 mod (4) et χd2δ−3(L) = 0 mod (16).
The´ore`me 2.2 Soient (X, cX) la quadrique ellipso¨ıde de dimension trois et d un multiple
positif, disons δ > 0, d’une section hyperplane re´elle. Lorsque 6r+1 ≤ 3δ, la puissance 2 34 (δ−2r)
divise χdr .
The´ore`me 2.3 Soit (X,ω, cX) une varie´te´ symplectomorphe au plan projectif complexe
e´clate´ en six boules complexes conjugue´es au maximum. Soit d ∈ H2(X;Z) une classe sa-
tisfaisant cd = c1(X)d − 1 ≥ 0 et soient r, rX des entiers naturels satisfaisant la relation
r + 2rX = cd. Lorsque r + 1 < rX , la puissance 2rX−r−1 divise χdr(L). Lorsque r < rX et
lorsque de plus r = 〈d, h〉+ 1 mod (4), ou` h est la classe d’une droite ge´ne´rique du plan, la
puissance 2rX−r divise χdr(L). Lorsqu’enfin la varie´te´ est le plan projectif complexe lui-meˆme
et r + 1 < 〈d, h〉, χdr(L) = 0 mod (64).
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Exemple :
Le The´ore`me 2.3 s’applique au plan projectif complexe ou` d est un multiple positif, disons
δ > 0, d’une droite complexe. Dans ce cas, 8
1
2
(δ−r−1) divise χdr lorsque r + 1 < δ, 2
1
2
(3δ−3r−1)
divise χdr lorsque de plus r = δ + 1 mod (4) et χ
d
δ−3 = 0 mod (64).
2.2 De´monstrations des The´ore`mes 2.1, 2.2 et 2.3
On suit la strate´gie ge´ne´rale e´nonce´e au paragraphe 1.1.2 en e´quipant la sphe`re ou le plan
projectif re´el lagrangien d’une me´trique a` courbure constante. Les courbes J-holomorphes
rationnelles re´elles C compte´es par l’invariant χdr(L) qui survivent a` l’allongement du cou
de J jusqu’a` la brisure de la varie´te´ sont code´es par des arbres AC , voir la figure 1.1.2. Ces
derniers ont une racine s0 qui code l’unique composante de la courbe a` deux e´tages limite
laisse´e invariante par l’involution cX . Le fibre´ normal de chaque composante simple Cs as-
socie´ a` un sommet s d’un arbre AC est canoniquement trivialise´ le long des orbites de Reeb
asymptotes par le flot de Reeb et l’on note µs l’obstruction a` e´tendre cette trivialisation sur
Cs tout entier. La dimension de l’espace des modules dans lequel habite Cs s’exprime par la
relation µs + 2(dimCX − 1) lorsque s 6= s0 et 12µs + dimCX − 1 lorsque s = s0 puisque la
courbe Cs est alors contrainte d’eˆtre pre´serve´e par l’involution cX , voir la Proposition 1.12 de
notre formulaire donne´ au paragraphe 1.3. Notons s0, . . . , sj les sommets de AC qui codent
les composantes Cs soumises a` des conditions d’incidence et A˜C le sous arbre de AC obtenu
en ne retenant que les sommets s0, . . . , sj et les areˆtes reliant ces sommets entre eux.
De´monstration du The´ore`me 2.1 :
Nous allons commencer par minorer la contribution de chaque composante connexe de
AC \ A˜C a` l’indice de Maslov total de la courbe C. Lorsqu’une telle composante n’est pas
connecte´e a` s0, cette contribution est minore´e par 2(k′−1) ou` k′ de´signe la multiplicite´ totale
des areˆtes reliant cette composante connexe a` A˜C . Ceci re´sulte de l’ine´galite´ (3) e´tablie au
§1.1.3. Lorsqu’une telle composante est connecte´e a` s0, la Proposition 1.13 fournit l’estimation∑
s∈S′2 µs = 2
∑
s∈S′2(ks + vs)− 4#S
′
2 de la contribution des sommets a` distance paire de s0,
ou` S′1 (resp. S′2) de´signe l’ensemble des sommets a` distance impaire (resp. paire) de s0 de
cette composante. Cette composante posse`de un unique sommet s ayant la proprie´te´ d’eˆtre
connecte´ a` s0. Notons l0 le degre´ du reveˆtement de la courbe Cs code´e par ce sommet et k0 la
multiplicite´ de l’areˆte qui le joint a` s0. La minoration (2) e´tablie au §1.1.3 fournit, en reprenant
les notations introduites dans ce paragraphe,
∑
s∈S′1 µs ≥ 2
∑
s∈S′1(ls− lsv˜s + vs)− 4#S
′
1, soit∑
s∈S′1 µs ≥ 2
∑
s∈S′1(ls − ks + vs) − 4#S
′
1 + 2k
0 − 2l0. Nous en de´duisons apre`s sommation∑
s∈S′1∪S′2 µs ≥ 2
∑
s∈S′1 ls − 2l
0 + 2k′ + 2v′ − 2, ou` v′ (resp. k′) de´signe le nombre d’areˆtes
(resp. leur multiplicite´ totale) reliant cette composante a` un sommet s1, . . . , sj . L’indice de
Maslov d’une telle composante se trouve donc finalement minore´ par 2v′ excepte´ dans le cas
ou` v′ est nul et cet indice vaut −2. Notons c−2 le nombre de composantes de AC \ A˜C d’indice
de Maslov total −2. De ces calculs re´sulte que la contribution de AC \ A˜C a` l’indice de Maslov
total de la courbe a` deux e´tages code´e par AC est minore´e par 2a− 2c−2 si a + 1 de´signe le
nombre de composantes connexes de A˜C .
La contribution des sommets s1, . . . , sj est quant a` elle minore´e par 2rX − 2j. La courbe
re´elle que code le sommet s0 se voit d’une part contrainte d’interpoler r points de L et
d’autre part de converger en c−2 paires complexes conjugue´es de ses pointes vers c−2 paires
complexes conjugue´es d’orbites de Reeb prescrites. En effet, les c−2 sommets correspondant de
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AC \ A˜C adjacents a` s0 codent des courbes rigides. Enfin, chaque sommet s1, . . . , sj connecte´
a` s0 pre´sente l’alternative suivante. Soit la minoration pre´ce´dente 2rX − 2j est atteinte pour
ce sommet et la courbe correspondante, avec ses conditions d’incidences, est rigide ; ce qui
ajoute donc une contrainte supple´mentaire pour une paire de pointes de s0. Soit la minoration
pre´ce´dente 2rX − 2j n’est pas atteinte pour ce sommet et peut donc eˆtre ame´liore´e de deux.
Nous aboutissons dans tous les cas a` la minoration
∑
s∈ eAC µs ≥ 2rX − 2a + r − 1 + 2c−2.
L’indice de Maslov total µ de la courbe a` deux e´tages code´e par AC se trouve ainsi minore´ par
r+2rX−1 = cd−1. Comme cet indice est par ailleurs majore´ par cette quantite´ qui n’est autre
que le degre´ du fibre´ normal d’une courbe rationnelle irre´ductible immerge´e homologue a` d,
toutes nos ine´galite´s doivent eˆtre e´galite´s. Nous en concluons que les composantes connexes de
AC \ A˜C qui ne sont pas connecte´es a` s0 sont re´duites a` un sommet codant un plan asymptote
a` une orbite de Reeb simple tandis que les composantes connecte´es a` s0 sont au nombre de
c−2 et leur indice de Maslov vaut −2. L’arbre A˜C est en particulier connexe.
L’arbre AC vient avec une donne´e combinatoire supple´mentaire, une fonction qui asso-
cie a` chaque sommet a` distance impaire de s0 les classes d’homologies relatives de la paire
de courbes correspondantes code´e par ce sommet ainsi que les paires de points complexes
conjugue´s de x que ces courbes contiennent. Notons r1, . . . , rj le nombre de paires de points
complexes conjugue´s de x associe´es a` s1, . . . , sj respectivement, de sorte que leur somme vaille
rX . Il y a 2ri−1 partitions d’un ensemble de ri points complexes conjugue´s en deux ensembles
complexes conjugue´s, soit ici 2rX−j partitions au total. Une fois attribue´s a` chaque courbe Cs
l’ensemble de points qu’elle doit interpoler, certaines de ces courbes sont rigides et d’autres
non. Notons j− le nombre de telles courbes rigides et j+ = j − j−. D’apre`s ce qui pre´ce`de,
la courbe re´elle code´e par s0, avec ses j− + c−2 paires d’asymptotes prescrites et ses r points
re´els a` interpoler, est rigide. La dimension 2ks0 + 2vs0 − 1 donne´e par la Proposition 1.13
vaut donc en particulier r+ 2j−+ 2c−2. Par conse´quent, les j+ paires de courbes non-rigides
pre´ce´dentes he´ritent d’une contrainte supple´mentaire, elles ont une paire d’asymptotes pres-
crites correspondant a` une paire d’orbites de Reeb limites reste´es libres de la courbe Cs0 . Il y
a deux bijections possibles entre une telle paire d’orbites de Reeb et une telle paire de courbes
non-rigides, soit 2j
+
bijections au total. Ainsi, le nombre de courbes a` deux e´tages ayant une
combinatoire donne´e par AC est divisible par 2rX−j
−
. Or d’apre`s le the´ore`me de recollement
en the´orie symplectique des champs [1] et le The´ore`me 3.3, la contribution a` l’invariant χdr(L)
d’une courbe a` deux e´tages ne de´pend que de sa combinatoire, de sorte que 2rX−j− divise
χdr(L). L’e´quation
r + 2j− + 2c−2 = 2ks0 + 2vs0 − 1 (4)
impose l’ine´galite´ r+ 1 ≥ 2ks0 . On en de´duit 2j− ≤ 2vs0 ≤ 2ks0 ≤ r+ 1 et le premier re´sultat
e´nonce´ dans le The´ore`me 2.1.
Tous les arbres AC pour lesquels l’une des ine´galite´s 2j− ≤ 2vs0 ≤ 2ks0 ≤ r+ 1 est stricte
satisfont 2j− ≤ r− 1 et le deuxie`me e´nonce´ du The´ore`me 2.1 est imme´diat. Soit AC un arbre
pour lequel j− = vs0 = ks0 =
1
2(r + 1). Toutes les courbes code´es par les sommets de cet
arbre sont simples puisque d’indices de Maslov positifs et ont des orbite de Reeb simples pour
asymptotes. Conside´rons la courbe C ′ forme´e de toutes les paires de courbes de l’e´tage X \L
code´es par AC et de paires de plans complexes conjugue´s de T ∗L convergeant vers ∂C ′. Une
telle courbe a` deux e´tages se recolle en une courbe J-holomorphe re´ductible homologue a` d
ayant un nombre pair de composantes irre´ductibles e´change´es par cX . Le nombre de points
doubles d’une telle courbe a la parite´ de gd + 1, d’apre`s la formule d’adjonction. Supposons le
lieu re´el de X connexe, ce nombre de points double est alors e´galement de la meˆme parite´ que
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le nombre de points d’intersection avec L, c’est-a`-dire que le nombre de paires de plans de
T ∗L que l’on a introduit ou encore le nombre total d’areˆtes v de l’arbre AC . Or par hypothe`se,
gd et 12(r + 1) sont de meˆme parite´ et
1
2(r + 1) = vs0 . Par conse´quent v et vs0 ne sont pas
de meˆme parite´ ce qui impose l’existence d’un sommet de valence paire adjacent a` s0. La
structure presque complexe de X \ L e´tant ge´ne´rale, toutes les pointes de la courbe code´e
par ce sommet ont des asymptotes distinctes et cette dernie`re est rigide puisque j− = vs0 . Le
re´sultat a) de´coule a` pre´sent du fait qu’il y a un nombre pair de choix de la pointe de cette
courbe a` relier a` Cs0 , ce qui permet d’ame´liorer d’une puissance de deux la divisibilite´ du
nombre de courbes code´es par ces arbres AC .
Enfin, tous les arbres AC pour lesquels 2ks0 < r+ 1 ou vs0 + 1 < ks0 satisfont 2j
− ≤ r−3,
ce qui de´coule de (4). Or si AC est un arbre tel que j− = vs0 = ks0 , le raisonnement que l’on
vient de suivre fournit une paire de courbes J-holomorphes re´ductibles complexes conjugue´es
homologue a` d. Notons d′ la classe d’homologie d’une telle courbe de sorte que d′−cX(d′) = d.
Cette courbe peut eˆtre choisie de sorte que l’indice d’intersection |d′ ◦ [L]| vaille la multipli-
cite´ totale k des areˆtes de AC . Comme k et gd ne sont pas de meˆme parite´, k fait partie de
l’ensemble de´fini en b). L’hypothe`se implique a` pre´sent 2ks0 ≤ 2k < r + 1, d’ou` le re´sultat b)
dans ce cas. Si en revanche j− = vs0 = ks0 − 1, l’ine´galite´ 2j− < r + 1 permet d’ame´liorer
d’une puissance de deux le premier e´nonce´ du The´ore`me 2.1. En outre, une areˆte adjacente
a` s0 est de multiplicite´ deux, de sorte qu’une courbe Cs se trouve connecte´e a` Cs0 par une
orbite de Reeb double. Le the´ore`me de recollement en the´orie symplectique des champs [1]
garantit alors l’existence d’un nombre pair de courbes J-holomorphes convergeant vers une
courbe a` deux e´tages donne´e code´e par AC . Cette parite´ provenant du parame`tre de recolle-
ment associe´ a` l’orbite double permet d’ame´liorer le premier e´nonce´ du The´ore`me 2.1 d’une
puissance de deux supple´mentaire. D’ou` le re´sultat. 
De´monstration du The´ore`me 2.2 :
Le comple´mentaire X \ L est isomorphe au fibre´ en droites de bidegre´ (1, 1) sur la qua-
drique CP 1 × CP 1. Les courbes rationnelles irre´ductibles d’e´nergie de Hofer finie de ce
comple´mentaire sont donc d’indice de Maslov positif. En effet, ce comple´mentaire se com-
pactifie en le fibre´ en droites projectives F obtenu a` partir de la somme du fibre´ trivial et du
fibre´ de bidegre´ (1, 1) sur CP 1 × CP 1. Une courbe d’e´nergie de Hofer finie se compactifie en
une courbe de F dont la classe d’homologie s’e´crit e+kf , ou` e de´signe une classe d’homologie
effective de la section nulle CP 1 × CP 1 du fibre´ et f la classe d’une fibre. Or il suit de la
formule d’adjonction que l’e´valuation de la premie`re classe de Chern de F sur e est positive
et vaut deux sur f . Les indices de Maslov de ces courbes sont donc positifs et ne peuvent
qu’augmenter par reveˆtements ramifie´s. Il s’ensuit que toutes les courbes Cs code´es par les
sommets s de l’arbre sont des courbes simples pour peu que la configuration de points choisie
soit suffisamment ge´ne´rale. La dimension µs + 4 des espaces de modules associe´s est donc
strictement positive et meˆme supe´rieure au quadruple (resp. au double) du nombre de points
de la configuration que doit interpoler Cs si s est a` distance impaire (resp. paire) de s0. Par
suite, la contribution totale a` l’indice de Maslov des sommets s ∈ S1 de AC a` distance impaire
de s0, lesquels codent les courbes de X \ L, se trouve minore´e par 4rX − 4#S1. De meˆme, la
contribution totale a` l’indice de Maslov des sommets s ∈ S2 de AC a` distance paire de s0,
lesquels codent les courbes de T ∗L, se trouve minore´e par 2r− 4#S2 + 2 puisque s0 code une
courbe re´elle ayant 12µs0 + 2 degre´s de liberte´. En outre, chaque areˆte de l’arbre AC code une
paire de pointes des courbes code´es par les sommets adjacents et qui ont une meˆme orbite
de Reeb pour asymptote. Cette contrainte couˆte quatre degre´s de liberte´ supple´mentaires par
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areˆte, soit au total 4#S1 + 4#S2− 4 degre´s, puisque le nombre d’areˆtes d’un arbre diffe`re du
nombre de sommets par un. Ceci nous permet finalement de minorer l’indice de Maslov de
notre courbe a` deux e´tages code´e par AC par 2r + 4rX − 2 = 〈c1(X), d〉 − 2. Cet indice est
par ailleurs majore´ par le degre´ 〈c1(X), d〉 − 2 du fibre´ normal de C, de sorte que toutes nos
minorations sont des e´galite´s. En particulier, tous les sommets adjacents a` s0 sont des feuilles
qui doivent coder des courbes interpolant chacune au moins un point de la configuration,
d’apre`s la Proposition 1.13.
Notons a` pre´sent r1, . . . , rj le nombre de paires de points complexes conjugue´s de x as-
socie´es aux sommets s1, . . . , sj adjacents a` s0 respectivement, de sorte que leur somme vaille
rX . Il y a 2ri−1 partitions d’un ensemble de ri points complexes conjugue´s en deux ensembles
complexes conjugue´s, soit ici 2rX−j partitions au total. Une fois attribue´s a` chaque courbe
Cs l’ensemble de points qu’elle doit interpoler, certaines de ces courbes sont rigides, d’autres
conservent deux ou quatre degre´s de liberte´. Notons j− le nombre de telles courbes rigides, j+1
(resp. j+2 ) le nombre de celles qui conservent deux (resp. quatre) degre´s de liberte´. D’apre`s ce
qui pre´ce`de, la courbe re´elle code´e par s0, avec ses j−+j+1 paires d’asymptotes prescrites et ses
r points re´els a` interpoler, est rigide. La dimension 4ks0 + 2vs0 donne´e par la Proposition 1.13
vaut donc en particulier 2r+ 4j−+ 2j+1 . Par conse´quent, les j
+
2 paires de courbes non-rigides
pre´ce´dentes he´ritent d’une contrainte supple´mentaire, elles doivent converger en une paire de
pointes complexes conjugue´es vers une paire prescrite d’orbites de Reeb limites de la courbe
Cs0 . Il y a deux bijections possibles entre une telle paire d’orbites de Reeb et une telle paire
de courbes non-rigides, soit 2j
+
2 bijections au total. Ainsi, le nombre de courbes a` deux e´tages
ayant une combinatoire donne´e par AC est divisible par 2rX−j
−−j+1 . Or d’apre`s le the´ore`me
de recollement en the´orie symplectique des champs [1] et le The´ore`me 3.3, la contribution a`
l’invariant χdr d’une courbe a` deux e´tages ne de´pend que de sa combinatoire, de sorte que
2rX−j−−j
+
1 divise χdr . L’e´quation 2r + 4j
− + 2j+1 = 4ks0 + 2vs0 impose l’ine´galite´ r ≥ ks0 . On
en de´duit j− + j+1 ≤ vs0 ≤ r de sorte que 2rX−r divise χdr . Or par hypothe`se, 2r + 4rX = 3δ
puisque la premie`re classe de Chern de la quadrique de dimension trois est Poincare´ duale au
triple de la section hyperplane. Le The´ore`me 2.2 en de´coule. 
De´monstration du The´ore`me 2.3 :
D’apre`s les hypothe`ses que l’on a faites, le comple´mentaire X \ L est isomorphe au
fibre´ en droites de degre´ quatre sur CP 1 e´clate´ en six points complexes conjugue´s au maxi-
mum. Ce comple´mentaire ne contient par conse´quent pas de courbes rationnelles irre´ductibles
d’e´nergie de Hofer finie et d’indice de Maslov ne´gatif ayant plus de deux pointes. En effet, ce
comple´mentaire se compactifie en la surface re´gle´e rationnelle de degre´ quatre Σ4 e´clate´e en
six points complexes conjugue´s au maximum. Une courbe d’e´nergie de Hofer finie se compac-
tifie en une courbe dont la classe d’homologie s’e´crit ne+kf −∑αiEi, ou` e de´signe la section
nulle du fibre´, f une fibre et Ei les diviseurs exceptionnels des e´clatements. L’irre´ductibilite´
de la courbe force 0 ≤ αi ≤ n de`s que n ≥ 1 et la premie`re classe de Chern de Σ4 est duale
a` 2e − 2f −∑Ei, de sorte que son e´valuation 6n + 2k −∑αi sur la courbe soit minore´e
par 2k lorsque n ≥ 1. L’indice de Maslov de telles courbes Cs est donc positif, puisque mi-
nore´ par 2k − 2χ(Cs). L’absence de courbes d’indice de Maslov −2 autres que planes a pour
conse´quence que pour tout arbre AC , les courbes Cs code´es par les sommets s de l’arbre sont
des courbes simples pour peu que la configuration de points choisie soit suffisamment ge´ne´rale.
La dimension µs + 2 des espaces de modules associe´s est donc positive et meˆme supe´rieure au
double du nombre (resp. au nombre) de points de la configuration que doit interpoler Cs si s
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est a` distance impaire (resp. paire) de s0. Par suite, la contribution totale a` l’indice de Maslov
des sommets s ∈ S1 de AC a` distance impaire de s0, lesquels codent les courbes de X \ L,
se trouve minore´e par 2rX − 2#S1. De meˆme, la contribution totale a` l’indice de Maslov des
sommets s ∈ S2 de AC a` distance paire de s0, lesquels codent les courbes de T ∗L, se trouve
minore´e par r− 2#S2 + 1 puisque s0 code une courbe re´elle ayant 12µs0 + 1 degre´s de liberte´.
En outre, chaque areˆte de l’arbre AC code une paire de pointes des courbes code´es par les
sommets adjacents et qui ont une meˆme orbite de Reeb pour asymptote. Cette contrainte
couˆte deux degre´s de liberte´ supple´mentaires par areˆte, soit au total 2#S1 + 2#S2−2 degre´s,
puisque le nombre d’areˆtes d’un arbre diffe`re du nombre de sommets par un. Ceci nous permet
finalement de minorer l’indice de Maslov de notre courbe a` deux e´tages code´e par AC par
r + 2rX − 1 = cd − 1. Cet indice est par ailleurs majore´ par le degre´ cd − 1 du fibre´ normal
de C, de sorte que toutes nos minorations sont des e´galite´s. En particulier, tous les sommets
a` distance paire de s0 autre que s0 lui-meˆme codent soit des cylindres convergeant vers des
orbites de Reeb simplement reveˆtues, soit des plans convergeant vers des orbites doublement
reveˆtues puisque ce sont d’apre`s la Proposition 1.13 les seules courbes de T ∗RP 2 rigides une
fois leurs orbites de Reeb limites prescrites. Reprenons a` ce stade la de´marche suivie dans le
troisie`me paragraphe de la de´monstration du The´ore`me 2.1. On note r1, . . . , rj le nombre de
paires de points complexes conjugue´s de x associe´es a` s1, . . . , sj respectivement, de sorte que
leur somme vaille rX . Il y a 2ri−1 partitions d’un ensemble de ri points complexes conjugue´s
en deux ensembles complexes conjugue´s, soit 2rX−j partitions au total. Une fois attribue´s a`
chaque courbe Cs l’ensemble de points qu’elle doit interpoler, certaines de ces courbes sont ri-
gides et d’autres non. Notons j1 le nombre de telles courbes rigides non adjacentes a` Cs0 et j
−
le nombre de telles courbes rigides adjacentes a` Cs0 . Les j
+ courbes restantes sont adjacentes
a` Cs0 et gardent deux degre´s de liberte´ une fois interpole´s les rk points qu’elles doivent inter-
poler ; c’est la condition d’adjacence a` Cs0 qui les rigidifie. D’apre`s ce qui pre´ce`de, la courbe
re´elle code´e par s0, avec ses j− + c−2 paires d’asymptotes prescrites et ses r points re´els a`
interpoler, est rigide, ou` c−2 de´signe a` nouveau le nombre de courbes rigides adjacentes a` Cs0
et autres que les j− courbes soumises a` des conditions d’incidence. La dimension ks0 +2vs0−1
donne´e par la Proposition 1.13 vaut donc en particulier r + 2j− + 2c−2. Par conse´quent, les
j+ paires de courbes non-rigides pre´ce´dentes he´ritent d’une contrainte supple´mentaire, elles
ont une paire d’asymptotes prescrites correspondant a` une paire d’orbites de Reeb limites
reste´es libres de la courbe Cs0 . Il y a deux bijections possibles entre une telle paire d’orbites
de Reeb et une telle paire de courbes non-rigides, soit 2j
+
bijections au total. De meˆme, les
j1 courbes rigides non adjacentes a` Cs0 sont code´es par des sommets adjacents a` au moins
un sommet bivalent de l’arbre AC puisque ce dernier est connexe et que les autres sommets
adjacents sont des feuilles. D’apre`s ce qui pre´ce`de, ce sommet bivalent code une paire de
cylindres complexes conjugue´s de T ∗L reliant deux paires complexe d’orbites limites de deux
paires complexes conjugue´es de courbes rigides de X \ L. Il y a deux fac¸ons d’apparier ces
orbites, soit 2j1 bijections au total. Ainsi, le nombre de courbes a` deux e´tages ayant une
combinatoire donne´e par AC est divisible par 2rX−j
−
. Or d’apre`s le the´ore`me de recollement
en the´orie symplectique des champs [1] et le The´ore`me 3.3, la contribution a` l’invariant χdr(L)
d’une courbe a` deux e´tages ne de´pend que de sa combinatoire, de sorte que 2rX−j− divise
χdr(L). Nous disposons cette fois-ci de la relation r + 2j
− + 2c−2 = ks0 + 2vs0 − 1 qui impose
l’ine´galite´ r+1 ≥ ks0 . On en de´duit donc j− ≤ vs0 ≤ ks0 ≤ r+1 et le premier re´sultat e´nonce´
dans le The´ore`me 2.3.
Tous les arbres AC pour lesquels l’une des ine´galite´s j− ≤ vs0 ≤ ks0 ≤ r + 1 est stricte
satisfont j− ≤ r. Pour montrer le second re´sultat e´nonce´ dans le The´ore`me 2.3, on peut donc
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se restreindre aux arbres satisfaisant j− = vs0 = ks0 = r + 1. En particulier, la courbe code´e
par s0 n’a que des orbites simples pour limites. Si un tel arbre posse`de une feuille a` distance
paire de s0, on a vu qu’elle doit coder un plan asymptote a` une orbite double. Le the´ore`me
de recollement en the´orie symplectique des champs garantit alors qu’il y a deux fac¸ons de
recoller ce plan au restant de la courbe. Ce parame`tre de recollement permet donc a` nouveau
dans ce cas la` d’ame´liorer d’une puissance de deux le premier e´nonce´ du The´ore`me 2.3. On
peut donc supposer que toutes les areˆtes des arbres AC sont de multiplicite´ un. Notons C1 la
re´union des courbes code´es par les sommets a` distances impaires de s0 et C1 sa compactifie´e
dans Σ4. La classe d’homologie de C1 s’e´crit vf + g, ou` f est la classe d’une fibre de Σ4, v
est le nombre d’areˆtes de AC et g ∈ H2(X \ L;Z). La classe d’homologie d s’e´crit alors
v(f + (cX)∗f) + g + (cX)∗g = vh+ g + (cX)∗g, (5)
d’ou` 〈d, h〉 = v mod (4). On de´duit donc des hypothe`ses faites que v = r − 1 mod (4), puis
que le nombre de sommets a` distance paire de s0, s0 exclu, est impair puisque vs0 = r + 1.
Ceci force l’existence d’un sommet s de valence paire parmi les sommets a` distance impaire
de s0. Or, le nombre de courbes a` deux e´tages code´es par un tel arbre est pair. En effet, si
s est adjacent a` s0, il y a parmi les pointes de Cs un nombre pair de choix de celle relie´e
a` s0. Si s n’est pas adjacent a` s0, il est relie´ a` un nombre pair de sommets bivalents de S2,
eux-meˆmes relie´s a` un nombre pair de sommets de S1 de sorte que ces sommets bivalents ne
font que connecter bijectivement ces derniers aux pointes de Cs. Le nombre de telles bijections
e´tant pair, nous pouvons a` nouveau dans ce dernier cas d’ame´liorer d’une puissance de deux
le re´sultat pre´ce´dent, ce qui de´montre le second e´nonce´ du The´ore`me 2.3.
Enfin, dans le cas du plan projectif complexe, lorsque r+ 1 = d− 2, on de´duit aussi de la
relation (5) l’ine´galite´ v ≤ d, ine´galite´ stricte de`s que 〈g, h〉 6= 0. Or l’annulation 〈g, h〉 force les
sommets adjacents a` s0 a` eˆtre des feuilles, ce qui est exclus par la majoration ks0 ≤ r+ 1 < d.
Par suite, v ≤ d− 4, ks0 ≤ d− 4 < r+ 1 et l’e´quation r+ 2j−+ 2c−2 = ks0 + 2vs0 − 1 impose
j− < vs0 . Dans ce cas, on obtient donc rX − j− = d + 1 − j− ≥ d + 2 − ks0 ≥ 6, d’ou` le
re´sultat. 
3 Calculs
3.1 Invariants e´nume´ratifs re´els de fibre´s cotangents
3.1.1 Construction des espaces de modules
Soit L une sphe`re, un tore ou un espace projectif re´el de dimension n = 2 ou 3. Le
fibre´ cotangent de L est e´quipe´ de sa forme de Liouville λ et de l’involution cL de´finie par
(q, p) ∈ T ∗L 7→ (q,−p) ∈ T ∗L. Cette dernie`re satisfait c∗Lλ = −λ de sorte que (T ∗L, dλ, cL)
est une varie´te´ symplectique re´elle. Soit g une me´trique a` courbure constante sur L, U∗L
l’ensemble des couples (q, p) ∈ T ∗L tels que g(p, p) ≤ 1 et S∗L le bord de U∗L. La restriction
de λ a` S∗L est une forme de contact et l’on note Rλ le champ de Reeb associe´. Le flot
engendre´ par Rλ n’est autre que le flot ge´ode´sique. Notons Jλ l’espace des structures presque-
complexes positives pour dλ et asymptotiquement cylindriques sur une structure CR de S∗L.
Plus pre´cise´ment, le champ radial de T ∗L identifie le comple´mentaire de la section nulle avec
la symplectisation (R×S∗L, d(eρλ)) de (S∗L, λ). On note Jλ l’espace des structures presque-
complexes J positives pour dλ, de classe C l, l  1, qui satisfont J( ∂∂ρ) = Rλ et pre´servent
le noyau de λ pour ρ  1 et qui enfin sont invariantes par translation par ρ au-dela` d’un
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certain rang ρ0. Nous notons alors RJλ ⊂ Jλ le sous-espace des structures presque-complexes
pour lesquelles cL est J-antiholomorphe. Ces espaces Jλ et RJλ sont tous deux des varie´te´s
de Banach se´parable non-vides et contractiles.
Soit S une sphe`re de dimension deux oriente´e et JS l’espace des structures presque-
complexes de classe C l sur S qui sont compatibles avec son orientation. Soient vC ∈ N∗
et y1, . . . , yvC une collection de vC points distincts sur S. Il suit de [6] et du Corollaire 5.1
de [1] qu’il existe 0 < d << 1 tel que pour tous JS ∈ JS , J ∈ Jλ et toute application
J-holomorphe propre u : S \ {y1, . . . , yvC} → T ∗L d’e´nergie de Hofer finie, l’application u
a le comportement suivant au voisinage de chaque point yi. Fixons un parame´trage local
JS-holomorphe de S au voisinage de chaque point yi, 1 ≤ i ≤ vC par l’anneau C1 = {z ∈
C | |z| ≥ 1}, puis des coordonne´es cylindriques (s, t) ∈ R∗ × [0, 1] 7→ es+2piit ∈ C1 de cet
anneau. On en de´duit un parame´trage de S au voisinage de chaque point yi de la forme
φi : (s, t) ∈ R∗ × [0, 1] → S \ {y1, . . . , yvC}, 1 ≤ i ≤ vC. Pour 1 ≤ i ≤ vC, notons u ◦ φi =
(ρi, u˜i), ou` ρi : (s, t) ∈ R+ × [0, 1] → R et u˜i : (s, t) ∈ R+ × [0, 1] → S∗L. Alors, pour
1 ≤ i ≤ vC, il existe si ∈ R, ki ∈ N∗ et des orbites γi du flot de Reeb tels que les fonctions
distances |ρi(s, t)− (kiA)s− si| et d
(
u˜(s, t)− γi((kiA)t)
)
appartiennent a` l’espace fonctionnel
Lk,pd = {f : R+ × [0, 1] → R+ | f(s, t)eds ∈ Lk,p(R+ × [0, 1],R)} et ceci quel que soient
1 << k << l et 2 < p < +∞, ou` A de´signe l’inte´grale de λ sur l’orbite de Reeb simple sous-
jacente et Lk,p(R+ × [0, 1],R) de´signe l’espace des fonctions ayant k de´rive´es dans Lp. On
note Lk,pd (S \ {y1, . . . , yvC}, T ∗L) l’espace des fonctions propres u : S \ {y1, . . . , yvC} → T ∗L
ayant cette proprie´te´. C’est une varie´te´ de Banach se´parable. Soient a` pre´sent v−C ∈ N∗,
k1, . . . , kvC ∈ N∗ et γ1, . . . , γv−C une collection d’orbites disjointes du flot de Reeb, de sorte que
lorsque v−C s’annule, Γ = {γ1, . . . , γv−C } soit vide. Soient rC ∈ N, z1, . . . , zrC ∈ S \ {y1, . . . , yvC}
et x1, . . . , xrC ∈ T ∗L une collection de points distincts, de sorte qu’a` nouveau, lorsque rC
s’annule, {x1, . . . , xrC} soit vide. Soit alors
P(Γ) = {(u, JS , J) ∈ Lk,pd (S \ {y1, . . . , yvC}, T ∗L)×JS ×Jλ | du+J ◦ du ◦JS = 0, u(zi) = xi,
lim
z→y−i
u(z) = kiγi et lim
s→+∞
∫
(u ◦ φi)∗λ = kiA},
et P∗(Γ) ⊂ P(Γ) le sous-espace des applications pseudo-holomorphes non-multiples. Soit
Diff+(S, z, y) le groupe des diffe´omorphismes de classe C l+1 de S qui pre´servent l’orienta-
tion et fixent z, y. Ce groupe agit sur P∗(Γ) par (φ, (u, JS , J)) ∈ Diff+(S, z, y) × P∗(Γ) 7→
(u ◦ φ−1, φ∗JS , J) ∈ P∗(Γ), ou` φ∗JS = dφ ◦ JS ◦ dφ−1. On note MvCrC (Γ, x) le quotient
P∗(Γ)/Diff+(S, z, y) et pi :MvCrC (Γ, x) → Jλ la projection induite par (u, JS , J) ∈ P∗(Γ) →
J ∈ Jλ
Fixons une me´trique gL sur T ∗L pre´serve´e par cL et invariante par translation par ρ
pour ρ assez grand. Elle induit une connexion ∇ sur TT ∗L et tous les fibre´s associe´s. Si
(u, JS , J) ∈ P∗(Γ), on note D l’ope´rateur de Gromov v ∈ Lk,pd (S \ {y1, . . . , yvC}, T ∗L) 7→
∇v + J ◦ ∇v ◦ JS + ∇vJ ◦ du ◦ JS ∈ Lk−1,pd (S \ {y1, . . . , yvC},Λ0,1S ⊗ u∗TT ∗L). Ce dernier
induit un ope´rateur D : Lk,pd (S \ {y1, . . . , yvC}, u∗TT ∗L)/du(Lk,pd (S \ {y1, . . . , yvC}, TS) →
Lk−1,pd (S \ {y1, . . . , yvC},Λ0,1S ⊗ u∗TT ∗L)/du(Lk−1,pd (S \ {y1, . . . , yvC},Λ0,1S ⊗ TS)) (voir la
formule 1.5.1 de [11] et le paragraphe 1.4 de [21]). On note H0
D
(S;Nu,−z) (resp. H1D(S;Nu,−z))
le noyau (resp. conoyau) de D.
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Proposition 3.1 L’espace MvCrC (Γ, x) est une varie´te´ de Banach se´parable de classe C l−k
La projection pi est Fredholm, de noyau (resp. conoyau) isomorphe a` H0
D
(S;Nu,−z) (resp.
H1
D
(S;Nu,−z)). En particulier, l’indice de pi vaut 2(n− 1)
∑vC
i=1 ki + 2vC − 2− 2(n− 1)rC −
2(n− 1)v−C si L est une sphe`re, (n− 1)
∑vC
i=1 ki + 2vC − 2− 2(n− 1)rC − 2(n− 1)v−C si L est
un plan projectif re´el et 2vC + 2n− 6− 2(n− 1)rC − (n− 1)v−C si L est un tore.
De´monstration :
La premie`re partie de la Proposition 3.1 est classique. L’identification des noyau et co-
noyau de pi avec ceux de D se de´montre comme le The´ore`me 2 de [11]. Le caracte`re Fredhom
de D de´coule de la Proposition 5.2 de [1] (voir aussi le sixie`me paragraphe de [7]). Le calcul
des indices de´coule des Propositions 1.12 et 1.13. 
Supposons a` pre´sent que vC = 2vR, v−C = 2v
−
R et rC = r + 2rL. Pour 1 ≤ i ≤ vR (resp.
1 ≤ j ≤ v−R ), on note yvR+i = yi (resp. γv−R +j = γj). De meˆme, pour 1 ≤ i ≤ rL, on
note zr+rL+i = zr+i et xr+rL+i = xr+i. On suppose cette fois-ci que x1, . . . , xr ∈ L ⊂ T ∗L
et que pour 1 ≤ i ≤ rL (resp. 1 ≤ j ≤ v−R ), xr+i = cL(xr+i) (resp. γj = −cL(γj)). On
note Diff(S, z, y) le groupe des diffe´omorphismes de classe C l+1 de S qui fixent z et y s’ils
pre´servent l’orientation ou bien fixent z1, . . . zr et e´changent yi, yi et zr+j , zr+j s’ils ren-
versent l’orientation, 1 ≤ i ≤ vR, 1 ≤ j ≤ rL. Sous les hypothe`ses que l’on vient de faire,
cette extension d’indice deux de Diff+(S, z, y) agit e´galement sur P∗(Γ) par (φ, (u, JS , J)) ∈
Diff(S, z, y) × P∗(Γ) 7→ (cL ◦ u ◦ φ−1, φ∗JS , c∗LJ) ∈ P∗(Γ) lorsque φ /∈ Diff+(S, z, y), ou`
c∗LJ = −dcL ◦ J ◦ dcL. Par suite, le quotient MvCrC (Γ, x) = P∗(Γ)/Diff+(S, z, y) se trouve
a` pre´sent e´quipe´ d’une action de Z/2Z = Diff(S, z, y)/Diff+(S, z, y), note´e cM. La pro-
jection pi : (MvCrC (Γ, x), cM) → (Jλ, c∗L) est alors Z/2Z-e´quivariante. On note RMvR(r,rL)(Γ, x)
le lieu fixe de cM et piR : RMvR(r,rL)(Γ, x) → RJλ la projection induite par pi. De la meˆme
manie`re que dans [21], les seuls e´le´ments de Diff(S, z, y) qui peuvent avoir des points fixes
dans P∗(Γ) sont d’ordre deux et renversent l’orientation de S (voir le Lemme 1.3 de [21])
et l’ope´rateur D est Diff(S, z, y)-e´quivariant (Lemme 1.5 de [21]). Si cS ∈ Diff(S, z, y)
est un tel e´le´ment d’ordre deux et (u, JS , J) ∈ P∗(Γ) un point fixe de cS , on note Lk,pd (S \
{y1, . . . , yvC}, u∗TT ∗L)+1, Lk,pd (S \ {y1, . . . , yvC}, TS)+1 et Lk−1,pd (S \ {y1, . . . , yvC},Λ0,1S ⊗
u∗TT ∗L)+1, L
k−1,p
d (S \ {y1, . . . , yvC},Λ0,1S ⊗ TS)+1 les espaces propres associe´s aux valeurs
propres +1 de l’action de cS sur L
k,p
d (S \ {y1, . . . , yvC}, u∗TT ∗L), Lk,pd (S \ {y1, . . . , yvC}, TS)
et Lk−1,pd (S \ {y1, . . . , yvC},Λ0,1S ⊗ u∗TT ∗L), Lk−1,pd (S \ {y1, . . . , yvC},Λ0,1S ⊗ TS) respecti-
vement. On note alors DR l’ope´rateur induit L
k,p
d (S \ {y1, . . . , yvC}, u∗TT ∗L)+1/du(Lk,pd (S \
{y1, . . . , yvC}, TS)+1)→ Lk−1,pd (S\{y1, . . . , yvC},Λ0,1S⊗u∗TT ∗L)+1/du(Lk−1,pd (S\{y1, . . . , yvC},
Λ0,1S ⊗ TS)+1) et H0D(S;Nu,−z)+1, H1D(S;Nu,−z)+1 ses noyau et conoyau.
Proposition 3.2 L’espace RMvR(r,rL)(Γ, x) est une varie´te´ de Banach se´parable de classe
C l−k. La projection piR est Fredholm, de noyau (resp. conoyau) isomorphe a` H0D(S;Nu,−z)+1
(resp. H1
D
(S;Nu,−z)+1). En particulier, l’indice de piR vaut 2(n− 1)
∑vR
i=1 ki + 2vR− 1− (n−
1)r−2(n−1)rL−2(n−1)v−R si L est une sphe`re, (n−1)
∑vR
i=1 ki+ 2vR−1− (n−1)r−2(n−
1)rL−2(n−1)v−R si L est un plan projectif re´el et 2vR+n−3−(n−1)r−2(n−1)rL−(n−1)v−R
si L est un tore. 
La de´monstration de cette proposition est strictement analogue a` celle de la Proposition 1.9
de [21] et n’est pas reproduite ici.
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3.1.2 De´finition des invariants
Nous allons compter les courbes J-holomorphes rationnelles re´elles pointe´es d’e´nergie de
Hofer finie proprement immerge´es dans T ∗L en fonction d’un signe ±1 de fac¸on a` obtenir
un invariant associe´ a` T ∗L. Rappelons que d’apre`s le The´ore`me 1.2 de [6] et d’apre`s [1], ces
courbes rationnelles pointe´es convergent en leurs pointes vers des orbites de Reeb parcourues
un nombre entier de fois, que l’on appelle multiplicite´. La dimension de l’espace des modules
de telles courbes a e´te´ calcule´e dans la Proposition 1.13 et de´pend du nombre de pointes et
des multiplicite´s associe´es. Afin d’obtenir un nombre fini de courbes, nous allons soumettre
ces courbes a` quelques contraintes, soit en les forc¸ant a` converger vers des orbites de Reeb
prescrites, soit en les forc¸ant a` passer par des points de L ou des paires de points complexes
conjugue´es de T ∗L\L. Soit ei, i ≥ 1, la suite d’entiers partout nulle sauf au i-e`me rang ou` elle
vaut un. Soient α =
∑
i∈N∗ αiei et β =
∑
i∈N∗ βiei deux suites d’entiers positifs qui s’annulent
a` partir d’un certain rang. Ces deux suites codent respectivement le nombre de paires d’orbites
de Reeb complexes conjugue´es limites prescrites et non prescrites de nos courbes, avec leur
multiplicite´s i ∈ N∗. Le nombre de pointes de nos courbes vaut donc 2v = 2∑i∈N∗(αi+βi) et
nous choisissons un ensemble Γ de
∑
i∈N∗ αi ge´ode´siques ferme´es disjointes de L pour prescrire
nos paires d’orbites de Reeb limites. A` pre´sent, afin de fixer nos contraintes ponctuelles, soient
r ∈ N et x1, . . . , xr des points distincts de L. De meˆme, soient rL ∈ N et ξ1, ξ1, . . . , ξrL , ξrL des
paires distinctes de points complexes conjugue´s de T ∗L\L, c’est-a`-dire satisfaisant cL(ξi) = ξi.
Nous supposons que
(n− 1)r + 2(n− 1)rL + 2(n− 1)#Γ = 2v + (n− 1)
∑
i∈N∗
i(αi + βi) + n− 3, (6)
ou`  = 2 si L est home´omorphe a` une sphe`re et  = 1 si L est home´omorphe a` un espace
projectif re´el, tandis que nous supposons
(n− 1)r + 2(n− 1)rL = 2v + n− 3 et α = 0 (7)
si L est home´omorphe a` un tore.
Alors, lorsque la structure presque-complexe J ∈ RJλ est ge´ne´rique, il n’y a qu’un nombre
fini de courbes J-holomorphes rationnelles re´elles d’e´nergie de Hofer finie, proprement im-
merge´es dans T ∗L et ayant 2v pointes qui passent par x, par chaque paire {ξi, ξi} et qui
convergent vers les orbites de Reeb relevant les e´le´ments de Γ ainsi que vers βj autres paires
d’orbites, j ∈ N∗, chacune avec multiplicite´ j ou de classe d’homologie donne´e si L est un
tore. En effet, si L est un tore, il y a une infinite´ de ge´ode´siques ferme´es primitives non ho-
mologues et la dimension (7) ne de´pend pas du choix des classes d’homologies de sorte qu’il
y a une infinite´ d’espaces de modules ayant la meˆme dimension. Pour garantir la finitude,
nous imposons les classes d’homologies des orbites de Reeb limites. Notons R(α, β,Γ, x, ξ, J)
cet ensemble fini de courbes, la ge´ne´ricite´ de J garantit qu’elles sont toutes immerge´es. Si L
est de dimension deux, on de´finit alors comme dans [21] la masse m(C) d’une telle courbe
C comme le nombre fini de ses points doubles re´els isole´s, c’est-a`-dire de ses points doubles
situe´s sur L et qui sont l’intersection transverses de deux branches complexes conjugue´es. On
pose
F(r,rL)(α, β,Γ, x, ξ, J) =
∑
C∈R(α,β,Γ,x,ξ,J)
(−1)m(C) ∈ Z.
Si L est de dimension trois, on l’e´quipe d’une structure spin. Ceci permet d’associer un e´tat
spinoriel sp(C) a` chaque courbe C ∈ R(α, β,Γ, x, ξ, J) comme explique´ au paragraphe 5.2
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de [20]. Cet e´tat spinoriel est de´fini comme suit. La line´arisation de l’e´quation de Cauchy-
Riemann en C fournit un ope´rateur surjectif de Cauchy-Riemann ge´ne´ralise´ de´fini sur un
espace de Banach de sections du fibre´ normal de C a` valeurs dans un espace de Banach de
formes de type (0, 1) a` valeurs dans le fibre´ normal de C. Si cet ope´rateur est C-line´aire, il
induit une structure de fibre´ vectoriel holomorphe sur le fibre´ normal de C qui se de´compose
comme somme e´quilibre´e de fibre´s en droites complexes. Cette de´composition fournit un
repe`re mobile le long de la partie re´elle de C qui permet de de´finir l’e´tat spinoriel de C
comme l’obstruction a` relever ce repe`re a` un repe`re du fibre´ des spineurs, voir [22], [20]. Si cet
ope´rateur surjectif de Cauchy-Riemann ge´ne´ralise´ n’est que R-line´aire, il peut eˆtre relie´ a` un
ope´rateur C-line´aire par un chemin transverse a` l’espace des ope´rateurs non-surjectifs. L’e´tat
spinoriel de C est alors de´fini comme e´tat spinoriel de l’ope´rateur C-line´aire corrige´ par la
parite´ du nombre d’intersection du chemin choisi avec le mur des ope´rateurs non-surjectifs,
voir le §5.2 de [20]. On pose alors
F(r,rL)(α, β,Γ, x, ξ, J) =
∑
C∈R(α,β,Γ,x,ξ,J)
sp(C) ∈ Z.
The´ore`me 3.3 Soit L une sphe`re, un tore ou un espace projectif re´el de dimension n = 2
ou 3 muni d’une me´trique a` courbure constante. Soient α, β deux suites d’entiers positifs
qui s’annulent a` partir d’un certain rang. On choisit comme ci-dessus un ensemble Γ de
ge´ode´siques ferme´es et des ensembles x, ξ de r et rL points dans L et T ∗L \L respectivement
de sorte que ces nombres satisfassent (7) dans le cas du tore et (6) sinon. Lorsque n = 3, on
suppose r 6= 0 et lorsque de plus L ∈ {S3,RP 3}, on suppose que J est invariante par le flot de
Reeb pour ρ 1. Alors, l’entier F(r,rL)(α, β,Γ, x, ξ, J) de´fini ci-dessus ne de´pend ni du choix
des contraintes Γ, x, ξ, ni du choix ge´ne´rique de la structure presque-complexe J ∈ RJλ.
Nous n’utiliserons ce The´ore`me 3.3 que dans le cas de la sphe`re et du plan projectif re´el
mais incluons toutefois le cas du tore ou de l’espace projectif de dimension trois puisque la
de´monstration est analogue. Remarquons que dans le cas de la sphe`re ou de l’espace projectif
re´el, F(r,rL)(α, β) n’est autre qu’un invariant re´el analogue a` celui de´fini dans [21], [22] relatif a`
la quadrique imaginaire pure si L ∈ {RP 2,RP 3} ou bien relatif a` une section hyperplane re´elle
de la quadrique disjointe de l’ellipso¨ıde si L ∈ {S2, S3}. L’existence d’un tel invariant relatif a
e´te´ inde´pendamment observe´e par Cheol-Hyun Cho dans [3]. Le lien entre la the´orie des inva-
riants relatifs et le point de vue de la the´orie symplectique des champs est de´veloppe´ dans [12].
De´monstration :
On conside`re l’espace des modules RMvr,rL(Γ, x, ξ) des sphe`res J-holomorphes re´elles
d’e´nergie de Hofer finie proprement immerge´es dans T ∗L ayant 2v pointes qui passent par
x, par chaque paire {ξi, ξi} et qui convergent vers les orbites de Reeb relevant les e´le´ments
de Γ ainsi que vers βj autres paires d’orbites, j ∈ N∗, chacune avec multiplicite´ j, voir
le §3.1.1. Soient J0, J1 ∈ RJλ deux structures presque complexes ge´ne´riques de sorte que
F(r,rL)(α, β,Γ, x, ξ, J0) et F(r,rL)(α, β,Γ, x, ξ, J1) soient bien de´finis. Soient γ : [0, 1] → RJλ
une homotopie ge´ne´rique reliant J0 a` J1, RMγ = RMvr,rL(Γ, x, ξ)×γ [0, 1] et piγ : RMγ → [0, 1]
la projection associe´e. Supposons pour commencer que n = 2. Les seuls points a` e´tudier sont
l’absence de compacite´ de RMγ et les points critiques de piγ . En effet, en dehors de ce nombre
fini de valeurs de [0, 1], les seules autres valeurs t ou` F(r,rL)(α, β,Γ, x, ξ, Jt) n’est pas de´fini
correspondent a` des courbes ayant un point triple re´el ordinaire ou un point de tangence non-
de´ge´ne´re´, et comme dans [21], l’invariance de F(r,rL)(α, β,Γ, x, ξ, Jt) au passage de ces valeurs
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se ve´rifie facilement. Les points critiques de piγ correspondent aux courbes ayant un unique
point de rebroussement de premie`re espe`ce ordinaire. En effet, d’apre`s la Proposition 3.2, en
un tel point critique l’espace H0
D
(S;Nu,−z)+1 ne s’annule pas. Or par de´finition, l’indice total
des ze´ros d’une section du fibre´ normal a` une courbe immerge´e vaut l’indice de Maslov de
cette courbe. Une telle section doit par ailleurs s’annuler en x, ξ et en les v− pointes prescrites,
ce qui ne se peut pas. Par suite, le ge´ne´rateur de H0
D
(S;Nu,−z)+1 est force´ment de torsion, de
sorte que la courbe n’est pas immerge´e. La ge´ne´ricite´ de γ assure l’unicite´ du point de rebrous-
sement et son caracte`re ordinaire. Ces courbes sont des points critiques non-de´ge´ne´re´s de piγ
qui correspondent a` l’apparition ou la disparition de deux courbes dont la masse diffe`re de un.
Nous ne reproduisons pas la de´monstration de ces deux faits ici puisqu’elle est strictement
analogue a` celle de [21]. L’invariance de F(r,rL)(α, β,Γ, x, ξ, J) au passage de telles valeurs
critiques t de piγ en de´coule. D’apre`s le the´ore`me de compacite´ en the´orie symplectique des
champs [2], l’absence de compacite´ de RMγ peut provenir de trois phe´nome`nes, a` savoir la
de´ge´ne´rescence d’une suite d’e´le´ments de RMγ vers une courbe multiple, re´ductible ou a`
plusieurs e´tages. Supposons pour commencer qu’une telle suite de´ge´ne`re vers un reveˆtement
l-uple d’une courbe C ′ de T ∗L, l ≥ 2. Alors, le nombre de pointes de C ′ est infe´rieur a` celui de
C et la somme des multiplicite´s associe´es est infe´rieure au le`me de celle de C. Par suite, dans
le cas d’une sphe`re, l’espace des modules contenant C ′ vient avec une projection Fredholm
sur RJλ dont l’indice est majore´ par celui de C qui est nul moins le double de la somme des
multiplicite´ des pointes. De telles courbes multiples ne peuvent apparaˆıtre en codimension un.
Elles le peuvent dans le cas du plan projectif uniquement lorsque C est un reveˆtement double
d’un cylindre C ′ sur des orbites de Reeb simples, ramifie´ en les pointes. Dans ce cas, r vaut
un ou trois et la courbe C ′ a une partie re´elle connexe, sans point double et non triviale dans
H1(RP 2;Z/2Z). Le comple´mentaire de ces parties re´elles est donc toujours connexe par arc et
par suite le comple´mentaire dans RJλ des structures presque-complexes pour lesquelles une
courbe multiple satisfait nos conditions d’incidence est lui aussi connexe par arc. Dans le cas
du tore enfin, l’espace des modules contenant C ′ vient avec une projection Fredholm sur RJλ
dont l’indice est majore´ par celui de C qui est nul moins deux sauf si le nombre de pointes
de C ′ est le meˆme que celui de C. Notant v′ ce nombre de pointes, la formule de Riemann-
Hurwitz impose que l’indice total des points de ramification situe´s au dessus de ces pointes
vaille (l − 1)v′. Cet indice de ramification e´tant majore´ par 2l − 2, cela force C ′ et C a` eˆtre
des cylindres et F(r,rL)(α, β,Γ, x, ξ, J) = 1. Dans tous les cas, l’e´ventuelle de´ge´ne´rescence vers
des courbes multiples ne fait pas obstacle a` l’invariance de F(r,rL)(α, β,Γ, x, ξ, J). Supposons
a` pre´sent qu’une telle suite d’e´le´ments de RMγ converge vers une courbe Jt0-holomorphe
re´ductible Ct0 . La ge´ne´ricite´ de γ impose alors que cette courbe re´ductible posse`de deux
composantes irre´ductibles, toutes deux re´elles et que ses points singuliers soient des points
doubles ordinaires. De plus, d’apre`s ce que l’on vient de voir, ces composantes doivent eˆtre
toutes deux simples lorsque L est une sphe`re ou un plan projectif re´el, mais peuvent eˆtre
des reveˆtements de cylindres dans le cas du tore. Excluons ce dernier cas pour commencer.
Il se produit alors le meˆme phe´nome`ne que dans les varie´te´s ferme´es, voir [21], a` savoir que
pour toute structure presque-complexe Jt proche de Jt0 , a` l’exclusion de Jt0 , et pour chaque
point d’intersection re´el p entre les deux composantes irre´ductibles de Ct0 , il y a exactement
une courbe Jt-holomorphe dans T ∗L satisfaisant nos conditions d’incidence. En effet, s’il y en
avait deux, elles s’intersecteraient en chaque point de notre configuration x, ξ, en deux points
au voisinage de chaque point double de Ct0 autre que p et en 2i (resp. 2i− 2) points au voisi-
nage de chaque pointe convergeant vers une orbite de Reeb prescrite (resp. non prescrite) de
multiplicite´ i, ce qui de´coule du The´ore`me 1.5 de [6]. D’apre`s le Lemme 1.14 et (6), cela ferait
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au total r+ 2rL+ 2k2−4k+ 2 + 2k−2v+ 2#Γ = r+ 2rL+ 2#Γ + 2k2−2k−2v+ 2 = 2k2 + 1
(resp. r+2rL+k2−3k+2+2k−2v+2#Γ = r+2rL+2#Γ+k2−k−2v+2 = k2 +1) dans le
cas de la sphe`re (resp. du plan projectif re´el), ce qui ne se peut pas d’apre`s la Remarque 1.15.
La contradiction a` laquelle nous venons d’aboutir provient du fait que le nombre de points de
notre configuration est strictement supe´rieur a` l’indice de Maslov de la courbe Ct calcule´ dans
la Proposition 1.13. Ceci vaut e´galement lorsque L est un tore, de sorte que nous aboutissons
a` la meˆme conclusion pour peu qu’aucune des composantes de la courbe re´ductible ne soit
multiple. Ainsi, dans tous ces cas, pour toute structure presque-complexe Jt proche de Jt0 ,
a` l’exclusion de Jt0 , et pour chaque point d’intersection re´el p entre les deux composantes
irre´ductibles de Ct0 , il y a au plus une courbe Jt-holomorphe dans T
∗L satisfaisant nos condi-
tions d’incidence. La de´monstration du fait qu’il y a au moins une courbe Jt-holomorphe
satisfaisant nos conditions d’incidence est la meˆme que celle de la Proposition 2.14 de [21] et
nous ne reproduisons pas ici cet argument local. Si une des deux composantes de la courbe
est multiple, on applique le cas pre´ce´dent au recolle´ d’un voisinage de la composante simple
avec un reveˆtement d’un voisinage du cylindre multiple, lequel recolle´ se projette sur un voi-
sinage Ct0 dans T
∗L, pour aboutir a` la meˆme conclusion. On proce`de de meˆme si les deux
composantes sont multiples de sorte que dans tous les cas, l’e´ventuelle de´ge´ne´rescence vers
des courbes re´ductibles ne fait pas obstacle a` l’invariance de F(r,rL)(α, β,Γ, x, ξ, J). Il reste a`
e´tudier la possibilite´ qu’une suite d’e´le´ments de RMγ de´ge´ne`re vers une courbe a` plusieurs
e´tages. Cela ne se produit pas lorsque le chemin γ est choisi de fac¸on suffisamment ge´ne´rale.
En effet, soit DX une composante non-triviale d’un e´tage R × S∗L. Le nombre d’orbites de
Reeb positives limites de DX compte´es avec multiplicite´ moins le nombre d’orbite de Reeb
ne´gatives compte´es avec multiplicite´ vaut au moins deux (resp. quatre) si L est une sphe`re
(resp. un plan projectif re´el), ce qui de´coule de la positivite´ de l’aire
∫
DX
dλ et de l’isomor-
phisme H1(S∗L;Z) ∼= Z/2Z (resp. H1(S∗L;Z) ∼= Z/4Z). De meˆme, si L est un tore, le nombre
de pointes positives de DX est strictement plus grand que un. La courbe a` plusieurs e´tages
que l’on conside`re posse`de une composante re´elle dans l’e´tage T ∗L que l’on note DL. Soit
m le nombre de telles composantes non-triviales DX de R × S∗L adjacentes a` DL. D’apre`s
les Propositions 1.12 et 1.13, le nombre d’asymptotes non-prescrites de DL est majore´ par
v −#Γ +m. La dimension virtuelle de l’espace des modules contenant DL est donc majore´e
par 2v + k − 4m − 1 − r − 2rL − 2#Γ + 2m (resp. 2(v − m) − 1 − r − 2rL) si L est une
sphe`re ou un plan projectif re´el (resp. si L est un tore). Dans tous les cas cette dimension
est infe´rieure a` −2, ce qu’il fallait de´montrer. Ceci ache`ve la de´monstration du The´ore`me 3.3
dans le cas ou` n = 2. Lorsque n = 3, le passage par un point critique ou la de´ge´ne´rescence
vers une courbe multiple ou re´ductible se traite a` nouveau de la meˆme manie`re que dans le
cas absolu [22], [20]. Le seul phe´nome`ne nouveau a` exclure est la de´ge´ne´rescence vers une
courbe a` plusieurs e´tages. Lorsque L est un tore, le nombre de pointes positives de chaque
composante DX est a` nouveau strictement plus grand que un ce qui force la dimension vir-
tuelle de l’espace des modules contenant DL a` eˆtre majore´e par −2. Lorsque L ∈ {S3,RP 3},
on a suppose´ que J est invariante par le flot de Reeb pour ρ 1, de sorte que les espaces de
modules contenant chaque composante DX de S∗L× R sont munis d’une action de C∗. Ceci
force la dimension virtuelle de l’espace des modules contenant DL a` chuter de deux de sorte
que cette de´ge´ne´rescence en une courbe a` plusieurs e´tages ne peut se produire en codimension
un. 
Remarque 3.4 Lorsque L ∈ {S3,RP 3}, le The´ore`me 3.3 utilise une hypothe`se qui n’ap-
paraˆıt pas en dimension deux, a` savoir que la structure presque-complexe J est invariante
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par le flot de Reeb pour ρ 1. Cette hypothe`se semble ne´cessaire en ge´ne´ral pour la raison
suivante. Munissons la symplectisation R × S∗L d’une structure presque-complexe asymp-
totiquement cylindrique ge´ne´rique J . Pour tout k strictement positif, cette symplectisation
posse`de un cylindre J-holomorphe convergent positivement vers une orbite de Reeb reveˆtue
k + 1 fois (resp. k + 2 fois) et convergeant ne´gativement vers une orbite de Reeb reveˆtue
k fois si L est une sphe`re (resp. un espace projectif re´el) de dimension trois. La dimension
attendue d’un tel cylindre vaut huit d’apre`s la Proposition 1.13. Fixons l’orbite de Reeb
positive d’un tel cylindre. Sans l’hypothe`se d’invariance de J par le flot de Reeb, l’orbite
de Reeb ne´gative appartient a` un espace de dimension trois d’orbites tandis qu’avec cette
condition, elle n’appartient qu’a` un espace de dimension deux, puisque l’espace des modules
de tels cylindres est muni d’une action de R par translation dans le premier cas et de C∗
dans le second, lesquelles actions pre´servent l’e´valuation de l’orbite ne´gative dans son espace
de dimension quatre d’orbites de Reeb. Par conse´quent, au-dessus d’un chemin ge´ne´rique de
structures presque-complexes asymptotiquement cylindriques de T ∗L, on ne peut e´viter que
les courbes J-holomorphes rigides d’e´nergie de Hofer finie ayant une orbite de Reeb prescrite
de multiplicite´ plus grande que deux ou trois, selon que L = S3 ou RP 3, se brisent en courbes
a` deux e´tages dont l’e´tage supe´rieur posse`de un tel cylindre non-trivial ainsi que des cylindres
triviaux. Le nombre de telles courbes n’est donc pas invariant. Il l’est si l’on se restreint aux
structures invariantes par le flot de Reeb a` l’infini.
3.1.3 Quelques calculs
L’entier F(r,rL)(α, β,Γ, x, ξ, J) e´tant inde´pendant de Γ, x, ξ, J d’apre`s le The´ore`me 3.3,
nous le noterons F(r,rL)(α, β). Afin d’alle´ger encore cette notation, nous noterons cet entier
F (α, β) lorsque rL = 0, puisque la valeur de r est alors de´finie sans ambigu¨ıte´ par les calculs
de dimensions (6) et (7).
Lemme 3.5 Si L est home´omorphe a` une sphe`re de dimension deux et rL = 0, on a
F (e1, 0) = F (0, e1) = 1, F (e2, 0) = 2, F (0, e2) = 8, F (2e1, 0) = 2, F (e1, e1) = 4 et F (0, 2e1) =
6.
De´monstration :
D’apre`s le Lemme 1.14, les cylindres asymptotes a` des orbites de Reeb simples sont
plonge´s et il ressort de la Remarque 1.15 que deux tels cylindres s’intersectent en deux
points au maximum. Par suite, F(3,0)(0, e1) = 1 et F(1,0)(e1, 0) = F(1,1)(0, e1) = 1. De meˆme,
F(1,1)(e2, 0) = 0 puisqu’en faisant tendre la paire de points complexes conjugue´s vers l’in-
fini les courbes devraient converger vers des courbes a` deux e´tages non-triviales et n’ayant
qu’une orbite double comme limite positive. De telles courbes a` deux e´tages n’existent pas.
Pour comparer F(1,1)(e2, 0) a` F(3,0)(e2, 0), on proce`de comme au §3 de [21] en faisant tendre
la paire de points complexes conjugue´s vers un point y de L. Il n’y a comme pre´ce´demment
qu’un seul cylindre asymptote a` une orbite double, passant par un point x de L et ayant
un point double en y. On montre de la meˆme manie`re que le The´ore`me 3.2 de [21] la re-
lation F(3,0)(e2, 0) − F(1,1)(e2, 0) = 2, d’ou` on de´duit F(3,0)(e2, 0) = 2. On e´tablit de meˆme
la relation F(5,0)(0, e2) = 2F(3+×,0)(0, e2) + F(3,1)(0, e2) ou` F(3+×,0)(0, e2) de´signe le nombre
alge´brique de cylindres JL-holomorphes re´els de T ∗L asymptotes a` une orbite de Reeb double
non prescrite passant par trois points de L et ayant son point double impose´ en un quatrie`me
point, voir le §3.1 de [21]. On a F(3,1)(0, e2) = 2F(3,0)(e2, 0) = 4. De meˆme, F(3+×,0)(0, e2) =
F(1+×,1)(0, e2) = 2F(1+×,0)(e2, 0) = 2. D’ou` finalement F(5,0)(0, e2) = 4 + 4 = 8. Enfin,
30
F(3,0)(2e1, 0) = 2F(1+×,0)(2e1, 0)+F(1,1)(2e1, 0) = 2+0 = 2, F(5,0)(e1, e1) = 2F(3+×,0)(e1, e1)+
F(3,1)(e1, e1) = 2 + F(3,0)(2e1, 0) = 4, F(7,0)(0, 2e1) = 2F(5+×,0)(0, 2e1) + F(5,1)(0, 2e1) =
2 + F(5,0)(e1, e1) = 6. 
Lemme 3.6 Si L est home´omorphe a` un plan projectif re´el et rL = 0, on a F (e1, 0) =
F (0, e1) = F (e2, 0) = F (2e1, 0) = F (e1, e1) = F (0, 2e1) = 1 et F (0, e2) = 4.
De´monstration :
D’apre`s le Lemme 1.14, les cylindres asymptotes a` des orbites de Reeb simples sont plonge´s
et d’apre`s la Remarque 1.15, deux tels cylindres s’intersectent en un point au maximum. Par
suite, F(2,0)(0, e1) = F(0,0)(e1, 0) = 1. De meˆme, des cylindres asymptotes a` des orbites de
Reeb doubles ou des sphe`res ayant quatre pointes asymptotes a` des orbites de Reeb simples
s’intersectent en quatre points au maximum, de sorte que F(1,0)(e2, 0) = F(1,0)(2e1, 0) =
F(3,0)(e1, e1) = F(5,0)(0, 2e1) = 1. Enfin, F(1,1)(0, e2) = 2F(1,0)(e2, 0) = 2. Lorsque l’on fait
converger la paire de points complexes conjugue´s vers un point y de L, les deux courbes
re´elles compte´es par F(1,1)(0, e2) convergent vers deux courbes re´elles ayant une tangente
prescrite en y. En effet, ces dernie`res ne peuvent converger vers des courbes ayant un point
double en y d’apre`s le Lemme 1.14 et le reveˆtement double du cylindre sur une orbite simple
passant par y ne peut se de´former en un cylindre interpolant une paire de points complexes
conjugue´s. Par contre, ce cylindre double se de´forme en au moins un cylindre asymptote a`
une paire d’orbites doubles et passant par trois points de L, de sorte que F (0, e2) ≥ 4. Or,
le nombre de cylindres complexes de T ∗L asymptotes a` deux orbites doubles et passant par
trois points vaut quatre, ce que l’on obtient en faisant tendre deux points vers l’infini. D’ou`
le re´sultat. 
Lemme 3.7 Si L est home´omorphe a` un plan projectif re´el et rL = 0, on a F (e3, 0) = 2,
F (0, e3) = 12, F (e1+e2, 0) = 2, F (e1, e2) = 8, F (e2, e1) = 4, F (0, e1+e2) = 24, F (3e1, 0) = 2,
F (2e1, e1) = 4, F (e1, 2e1) = 6 et F (0, 3e1) = 8.
De´monstration :
On proce`de comme dans la de´monstration du Lemme 3.5. On obtient avec les meˆmes no-
tations F(2,0)(e3, 0) = 2F(×,0)(e3, 0) + F(0,1)(e3, 0) = 2 + 0 = 2. De meˆme, F(4,0)(0, e3) =
2F(2+×,0)(0, e3) + F(2,1)(0, e3) = 2F(2+×,0)(0, e3) + 3F(2,0)(e3, 0) = 2F(2+×,0)(0, e3) + 6 et
F(2+×,0)(0, e3) = F(×,1)(0, e3) = 3F(×,0)(e3, 0) = 3, de sorte que F(4,0)(0, e3) = 12. De
meˆme, F(2,0)(e1 + e2, 0) = 2F(×,0)(e1 + e2, 0) + F(0,1)(e1 + e2, 0) = 2 + 0 = 2 ; F(4,0)(e1, e2) =
2F(2+×,0)(e1, e2)+F(2,1)(e1, e2) = 2F(×,1)(e1, e2)+2F(2,0)(e1 +e2, 0) = 4F(×,0)(e1 +e2, 0)+4 =
8 ; F(4,0)(e2, e1) = 2F(2+×,0)(e2, e1)+F(2,1)(e2, e1) = 2+F(2,0)(e1+e2, 0) = 4 ; F(6,0)(0, e1+e2) =
2F(4+×,0)(0, e1 +e2)+F(4,1)(0, e1 +e2) = 2F(2+×,1)(0, e1 +e2)+F(4,0)(e1, e2)+2F(4,0)(e2, e1) =
2F(2+×,0)(e1, e2)+4F(2+×,0)(e2, e1)+8+8 = 4+4+16 = 24. Enfin, F(2,0)(3e1, 0) = 2F(×,0)(3e1, 0)+
F(0,1)(3e1, 0) = 2+0 = 2 ; F(4,0)(2e1, e1) = 2F(2+×,0)(2e1, e1)+F(2,1)(2e1, e1) = 2+F(2,0)(3e1, 0) =
4 ; F(6,0)(e1, 2e1) = 2F(4+×,0)(e1, 2e1)+F(4,1)(e1, 2e1) = 2+F(4,0)(2e1, e1) = 6 ; F(8,0)(0, 3e1) =
2F(6+×,0)(0, 3e1) + F(6,1)(0, 3e1) = 2 + F(6,0)(e1, 2e1) = 8. 
3.2 Calculs dans le plan projectif complexe
3.2.1 Arbres projectifs
Soient r, rX et d trois entiers naturels satisfaisant la relation r + 2rX = 3d− 1.
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De´finition 3.8 Un arbre projectif est un arbre fini connexe dont toutes les areˆtes sont
e´tiquete´es par des entiers strictement positifs. De plus, un tel arbre posse`de une racine s0 et
tous les sommets a` distance paire de s0 sont soit monovalents connecte´s a` une areˆte double,
soit bivalents connecte´s a` deux areˆtes simples.
On note Br l’ensemble des arbres projectifs qui satisfont∑
a∈A(s0)
k(a)− 1 ≤ r ≤
∑
a∈A(s0)
k(a)− 1 + 2v(s0) et r =
∑
a∈A(s0)
k(a)− 1 mod (2),
ou` v(s) de´signe la valence d’un sommet s, A(s) l’ensemble des areˆtes adjacentes a` s et k(a)
de´signe la multiplicite´ de l’areˆte a. Notons e´galement ks la somme des multiplicite´s des areˆtes
adjacentes au sommet s et k la multiplicite´ totale de toutes les areˆtes de l’arbre. On pose
rL(s0) = 12
(∑
a∈A(s0) k(a)− 1 + 2v(s0)− r
)
, de sorte que 0 ≤ rL(s0) ≤ v(s0). Enfin, on note
S1 (resp. S2) l’ensemble des sommets a` distance impaire (resp. paire) de s0.
De´finition 3.9 Un arbre projectif de´core´ est un arbre projectif A ∈ Br e´quipe´ d’une
partition S+1 unionsq S−1 de l’ensemble des sommets adjacents a` s0 telle que #S−1 = rL(s0) et
#S+1 = v(s0)− rL(s0). Cet arbre est de plus e´quipe´ des fonctions :
– fA : S1 → P({1, . . . , rX}) satisfaisant fA(s)∩fA(s′) = ∅ de`s que s 6= s′ et ∪s∈S1fA(s) =
{1, . . . , rX}.
– gA : S1 → N telle que k + 4
∑
s∈S1 gA(s) = d et pour tout s ∈ S+1 (resp. s ∈ S−1 ),
6gA(s) + ks + v(s)− 1 = #fA(s) + 1 (resp. 6gA(s) + ks + v(s)− 1 = #fA(s)).
On note Bdr l’ensemble fini des arbres projectifs de´core´s. Soit A ∈ Bdr , on pose m−1 (A) =∏
s∈S−1 #{a ∈ A(s) | k(a) = k(ss0)}, ou` k(ss0) de´signe la multiplicite´ de l’areˆte reliant s a`
s0. On note de meˆme m+1 (A) le nombre d’injections φ : {s ∈ S+1 | fA(s) 6= ∅} → A+(s0)
satisfaisant k(φ(s)) = k(ss0) pour tous les sommets s ∈ S+1 , ou` A+(s0) de´signe l’ensemble
des areˆtes reliant s0 a` un sommet de S+1 . Notons enfin S
b
2 l’ensemble des sommets bivalents
de S2 \ {s0}. L’arbre A prive´ de ces sommets bivalents n’est pas connexe. On note m2(A) le
nombre de fac¸ons de reconnecter A\Sb2 de manie`re a` obtenir un arbre isomorphe a` A. Posons
mult(A) = 2
P
s∈S+1
#fA(s)+
P
s∈S1\S+1
max(#fA(s)−1,0)+#Sb2
m+1 (A)m
−
1 (A)m2(A)
∏
a
k(a).
C’est la multiplicite´ de l’arbre A ∈ Bdr .
3.2.2 Relation avec l’invariant relatif
Soit Σ4 la surface rationnelle re´gle´e de degre´ quatre, e la classe d’une section holomorphe
d’autointersection quatre et f la classe d’une fibre. E´tant donne´s a, b ∈ N et α, β des suites
d’entiers positifs, on note Nae+bf4 (α, β) le nombre de courbes rationnelles de Σ4, homologues
a` ae + bf , ayant αi + βi points de tangence d’ordre i avec la section exceptionnelle de Σ4
parmi lesquels αi sont prescrits et qui passent par le nombre ade´quat de points fixe´s.
The´ore`me 3.10 Soit (X,ω, cX) une varie´te´ symplectomorphe au plan projectif complexe
et r, rX , d ∈ N satisfaisant la relation r + 2rX = 3d− 1. Alors,
χdr =
∑
A∈Bdr
(−1)#S2+1mult(A)F(r,0)(α−A, β+A )
∏
s∈S1\S+1
N
gA(s)e+k(s)f
4 (0, βA)
∏
s∈S+1
N
gA(s)e+k(s)f
4 (ek(ss0), β
0
A),
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ou` (α−A)i (resp. (β
+
A )i) vaut le nombre d’areˆtes de multiplicite´ i reliant S
−
1 (resp. S
+
1 ) a` s0,
(βA)i (resp. (β0A)i) vaut le nombre d’areˆtes de multiplicite´ i adjacentes a` s (resp. moins un si
l’areˆte reliant s a` s0 est de multiplicite´ i) et F(r,0)(α
−
A, β
+
A ) de´signe l’invariant de´fini dans le
fibre´ cotangent du plan projectif re´el au §3.1.2.
Remarque 3.11 Un algorithme permettant le calcul de χd3d−1 a de´ja` e´te´ propose´ par G.
Mikhalkin dans [13] et e´tendu par E. Shustin dans [15] aux autres invariants χdr , 0 ≤ r ≤
3d − 1. Par ailleurs, I. Itenberg, V. Kharlamov et E. Shustin [10] ont adapte´ la formule de
re´currence [5] au cas re´el et ainsi de´duit une formule calculant l’invariant χd3d−1 en fonction
d’invariants relatifs tropicaux dans les surfaces de Del Pezzo toriques re´elles. J’avais introduit
des invariants relatifs re´els par rapport a` une courbe re´elle ayant une partie re´elle non-vide
dans [23]. Les formules apparaissant dans les The´ore`mes 3.10, 3.16 et 3.22 calculent χdr en
fonction d’invariants relatifs a` un diviseur re´el ayant une partie re´elle vide ; il serait inte´ressant
de calculer ces invariants F(r,rL)(α, β) et de de´terminer exactement dans quelles situations
l’expression de χdr en fonction de tels invariants relatifs a` un diviseur re´el de partie re´elle vide
permet le calcul effectif de χdr . Lorsque r ≤ 2, ces invariants F(r,rL)(α, β) sont calcule´s au
§3.1.3 tandis que Nae+bf4 (α, β) est calcule´ dans [18], de sorte que le The´ore`me 3.10 permet le
calcul effectif de χdr , voir le Corollaire 3.12 pour les premie`res valeurs de cet invariant.
De´monstration du The´ore`me 3.10 :
On poursuit la strate´gie ge´ne´rale e´nonce´e au § 1.1.2 en allongeant le cou d’une structure
presque complexe ge´ne´rique jusqu’a` briser la varie´te´ en deux morceaux T ∗RP 2 et CP 2 \RP 2.
Les courbes J-holomorphes rationnelles re´elles compte´es par χdr se brisent en courbes a` deux
e´tages interpolant r points de RP 2 et rX paires de points complexes conjugue´s de CP 2 \RP 2.
Il est apparu au cours de la de´monstration du The´ore`me 2.3 que ces courbes a` deux e´tages
sont code´es par les arbres projectifs de´core´s A ∈ Bdr . Il s’agit donc de de´nombrer les courbes
a` deux e´tages qui sont code´es par un arbre donne´ A ∈ Bdr , puis de de´nombrer les courbes
J-holomorphes rationnelles re´elles compte´es par χdr qui de´ge´ne`rent sur une courbe a` deux
e´tages donne´e. Le nombre de fac¸ons de re´partir les points complexes conjugue´s parmi les
composantes de la courbe a` deux e´tages qui se trouvent dans CP 2 \ RP 2 a e´te´ calcule´
dans la de´monstration du The´ore`me 2.3 et vaut 2
P
s∈S+1
#fA(s)+
P
s∈S1\S+1
max(#fA(s)−1,0)
. Les
composantes code´es par S1 \ S+1 sont rigides avec leurs conditions d’incidence, il y en a∏
s∈S1\S+1 N
gA(s)e+k(s)f
4 (0, βA). Puis, il y a m
−
1 (A) fac¸ons de choisir les orbites de Reeb pres-
crites de la courbe code´e par s0. Le nombre de courbes re´elles code´es par s0 satisfaisant nos
conditions d’incidence et compte´es avec signe vaut F(r,0)(α
−
A, β
+
A ). Il y a alors m
+
1 (A) fac¸ons
de choisir la manie`re de connecter les courbes code´es par S+1 aux orbites de Reeb reste´es libres
de la courbe code´e par s0. Il y a enfin 2#S
b
2m2(A) fac¸ons de connecter ces composantes entre
elles par des paires de cylindres complexes conjugue´s de T ∗RP 2 code´s par les sommets biva-
lents de Sb2. Ceci fournit 2
P
s∈S+1
#fA(s)+
P
s∈S1\S+1
max(#fA(s)−1,0)+#Sb2
m+1 m
−
1 m2F(r,0)(α
−
A, β
+
A )∏
s∈S1\S+1 N
gA(s)e+k(s)f
4 (0, βA)
∏
s∈S+1 N
gA(s)e+k(s)f
4 (k(ss0), β
0
A) courbes code´es par un arbre
donne´ A ∈ Bdr . Or, d’apre`s le the´ore`me de recollement de the´orie symplectique des champs
[1], il y a
∏
a k(a) courbes J-holomorphes rationnelles re´elles compte´es par χ
d
r qui de´ge´ne`rent
sur une courbe a` deux e´tages donne´e. Le re´sultat de´coule a` pre´sent du fait que chaque courbe
code´e par S2 \ {s0} intersecte RP 2 en un point et contribue donc a` la masse des courbes
J-holomorphes rationnelles re´elles en question, d’ou` le signe (−1)#S2+1. 
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Corollaire 3.12 Soit (X,ω, cX) une varie´te´ symplectomorphe au plan projectif complexe.
Alors, χ4(T ) = o(T 2), χ5(T ) = 64 + 64T 2 + o(T 3), χ6(T ) = 1024T + 1536T 3 + o(T 4),
χ7(T ) = −14336 + 11776T 2 + o(T 3) et χ8(T ) = −280576T + o(T 2).
Remarque 3.13 Les valeurs χ41 = 0, χ
5
0 = χ
5
2 = 64 ont de´ja` e´te´ obtenues dans [9] a` l’aide
d’un ordinateur et de l’algorithme [15].
De´monstration du Corollaire 3.12 :
L’annulation de χ41 tient au fait que l’ensemble d’arbres B
4
1 est vide. Les arbres inter-
venant dans la de´monstration de ce Corollaire 3.12 sont repre´sente´s dans la Figure 3.2.1.
Lorsque d = 5 et r ≤ 2, un seul arbre de´core´ intervient. Le The´ore`me 3.10 fournit χ50 =
26F (e1, 0)N e+f (0, e1) = 64 et χ52 = 2
6F (0, e1)N e+f (e1, 0) = 64. Lorsque d = 6 et r = 1, deux
arbres projectifs de´core´s interviennent qui sont repre´sente´s par la Figure 3.2.1. La contribution
du premier vaut C182
6F (2e1, 0)N e+f (0, e1) = 512 et celle du second donne´ par cette figure vaut
272F (e2, 0)N e+2f (0, e2) = 29N e+2f (e2, 0) = 512, voir le Lemme 3.6, de sorte que χ61 = 1024.
Lorsque d = 6 et r = 3, les arbres intervenant sont les meˆmes. Toutefois, la fonction fA du
premier arbre peut affecter soit six, soit sept paires de points complexes conjugue´s au sommet
e+f . Dans le premier cas, l’arbre contribue a` hauteur de C172
6F (e1, e1)Nf (0, e1)N e+f (e1, 0) =
448 ; dans le second, il contribue a` hauteur de 26F (e1, e1)Nf (e1, 0)N e+f (0, e1) = 64, soit une
contribution totale de 512. La contribution du second arbre vaut 272F (0, e2)N e+2f (e2, 0) =
210, de sorte que χ63 = 1536. Lorsque d = 7 et r = 0, deux arbres contribuent. Le premier donne´
par la Figure 3.2.1 contribue a` hauteur de −C110292F (e1, 0)N e+2f (0, 2e1) = −10240 tandis
que le second contribue a` hauteur de −292F (e1, 0)N e+3f (0, e1 + e2). Or N e+3f (0, e1 + e2) =
N e+3f (e1, e2) + 2N e+3f (e2, e1) = 4N e+3f (e1 + e2, 0) = 4, de sorte que finalement χ70 =
−10240−4096 = −14336. Lorsque d = 7 et r = 2, cinq arbres contribuent. La contribution du
premier arbre donne´ par la Figure 3.2.1 vaut C292
6F (3e1, 0)N e+f (0, e1) = 4608. La contribu-
tion du deuxie`me arbre vaut C192
72F (e1 + e2, 0)N e+2f (0, e2) = 9292N e+2f (e2, 0) = 9216. La
contribution du troisie`me arbre vaut 283F (e3, 0)N e+3f (0, e3) = 929N e+3f (e3, 0) = 4608. La
contribution du quatrie`me arbre vaut −C1929F (0, e1)N e+2f (e1, e1)Nf (0, e1) = −4608. Enfin,
la contribution du cinquie`me arbre vaut −292F (0, e1)N e+3f (e1, e2) = −211N e+3f (e1+e2, 0) =
−2048. On en de´duit χ72 = 4608+9216+4608−4608−2048 = 11776. Lorsque d = 8 et r = 1,
quatre arbres projectifs de´core´s contribuent. La contribution du premier arbre donne´ par la
Figure 3.2.1 vaut −2C211292F (2e1, 0)N e+2f (0, 2e1)Nf (0, e1)2 = −112640. La contribution du
deuxie`me arbre vaut −C111292F (2e1, 0)N e+3f (0, e1 + e2)Nf (0, e1) = −45056. La contribu-
tion du troisie`me arbre vaut −C1112102F (e2, 0)N e+3f (0, e1 + e2)Nf (0, e1) = −90112. Enfin, la
contribution du quatrie`me arbre vaut −221022F (e2, 0)N e+4f (0, 2e2) = −215N e+4f (2e2, 0) =
−32768. On en conclut χ81 = −112640− 45056− 90112− 32768 = −280576. 
3.3 Calculs dans l’ellipso¨ıde de dimension deux
3.3.1 Arbres deux-sphe´riques
Soient r, rX et d trois entiers naturels satisfaisant la relation r + 2rX = 4d − 1, laquelle
impose que r soit impair.
De´finition 3.14 Un arbre deux-sphe´rique est un arbre fini connexe dont toutes les areˆtes
sont e´tiquete´es par des entiers strictement positifs. De plus, un tel arbre posse`de une racine
s0 et tous les sommets a` distance paire de s0 sont monovalents connecte´s a` une areˆte simple.
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En particulier, la distance d’un sommet a` s0 est majore´e par deux et seules les areˆtes
connecte´es a` s0 peuvent avoir une multiplicite´ non-triviale. On note Ar l’ensemble des arbres
deux-sphe´riques qui satisfont
2
∑
a∈A(s0)
k(a)− 1 ≤ r ≤ 2
∑
a∈A(s0)
k(a)− 1 + 2v(s0),
ou` v(s) de´signe la valence d’un sommet s, A(s) l’ensemble des areˆtes adjacentes a` s et k(a)
de´signe la multiplicite´ de l’areˆte a. Notons e´galement ks la somme des multiplicite´s des areˆtes
adjacentes au sommet s et k la multiplicite´ totale de toutes les areˆtes de l’arbre. On pose
rL(s0) = 12
(
2
∑
a∈A(s0) k(a)− 1 + 2v(s0)− r
)
, de sorte que 0 ≤ rL(s0) ≤ v(s0). Enfin, on note
S1 (resp. S2) l’ensemble des sommets a` distance impaire (resp. paire) de s0.
De´finition 3.15 Un arbre deux-sphe´rique de´core´ est un arbre deux-sphe´rique A ∈ Ar
e´quipe´ d’une partition S+1 unionsq S−1 de l’ensemble des sommets adjacents a` s0 telle que #S−1 =
rL(s0) et #S+1 = v(s0)− rL(s0). Cet arbre est de plus e´quipe´ des fonctions :
– fA : S1 → P({1, . . . , rX}) satisfaisant fA(s)∩fA(s′) = ∅ de`s que s 6= s′ et ∪s∈S1fA(s) =
{1, . . . , rX}.
– gA : S1 → N telle que k + 2
∑
s∈S1 gA(s) = d et pour tout s ∈ S+1 (resp. s ∈ S−1 ),
4gA(s) + ks + v(s)− 1 = #fA(s) + 1 (resp. 4gA(s) + ks + v(s)− 1 = #fA(s)).
On note Adr l’ensemble des arbres deux-sphe´riques de´core´s, c’est un ensemble fini. Soit A ∈
Adr , on pose m−1 (A) =
∏
s∈S−1 #{a ∈ A(s) | k(a) = k(ss0)}, ou` k(ss0) de´signe la multiplicite´
de l’areˆte reliant s a` s0, de sorte que chaque terme du produit vaille un ou v(s). On note
de meˆme m+1 (A) le nombre d’injections φ : {s ∈ S+1 | fA(s) 6= ∅} → A+(s0) satisfaisant
k(φ(s)) = k(ss0) pour tous les sommets s ∈ S+1 . On pose alors
mult(A) = 2
P
s∈S+1
#fA(s)+
P
s∈S1\S+1
max(#fA(s)−1,0)+#S2−1
m+1 (A)m
−
1 (A)
∏
a
k(a),
c’est la multiplicite´ de l’arbre A ∈ Adr .
3.3.2 Relation avec l’invariant relatif
Soit Σ2 la surface rationnelle re´gle´e de degre´ deux, e la classe d’une section holomorphe
d’autointersection deux et f la classe d’une fibre. E´tant donne´s a, b ∈ N et α, β des suites
d’entiers positifs, on note Nae+bf2 (α, β) le nombre de courbes rationnelles de Σ2, homologues
a` ae + bf , ayant αi + βi points de tangence d’ordre i avec la section exceptionnelle de Σ2
parmi lesquels αi sont prescrits et qui passent par le nombre ade´quat de points fixe´s.
The´ore`me 3.16 Soit (X,ω, cX) une varie´te´ symplectomorphe a` la quadrique ellipso¨ıde
de dimension deux, r, rX , d ∈ N satisfaisant la relation r + 2rX = 4d− 1 et h la classe d’une
section plane re´elle de bidegre´ (1, 1). Alors,
χdhr =
∑
A∈Adr
(−1)#S2+1mult(A)F(r,0)(α−A, β+A )
∏
s∈S1\S+1
N
gA(s)e+k(s)f
2 (0, βA)
∏
s∈S+1
N
gA(s)e+k(s)f
2 (ek(ss0), β
0
A),
ou` (α−A)i (resp. (β
+
A )i) vaut le nombre d’areˆtes de multiplicite´ i reliant S
−
1 (resp. S
+
1 ) a` s0,
(βA)i (resp. (β0A)i) vaut le nombre d’areˆtes de multiplicite´ i adjacentes a` s (resp. moins un si
l’areˆte reliant s a` s0 est de multiplicite´ i) et F(r,0)(α
−
A, β
+
A ) de´signe l’invariant de´fini dans le
fibre´ cotangent de la sphe`re de dimension deux au §3.1.2.
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Remarque 3.17 Un algorithme permettant le calcul de χdr , 1 ≤ r ≤ 4d− 1, est propose´ par
E. Shustin dans [16]. Remarquons que cet invariant χdr peut se de´finir purement en termes de
fractions rationnelles complexes. Lorsque r = 4d − 1 par exemple, il compte alge´briquement
le nombre de fractions rationnelles u = P/Q, P,Q ∈ C[X] de degre´s d, modulo reparame´trage
par les homographies re´elles de PGL2(R), telles que l’image u(RP 1) interpole un ensemble
donne´ ge´ne´rique de 4d − 1 points de la sphe`re de Riemann. Le signe en fonction duquel il
convient de compter ces fractions rationnelles u est pair si u posse`de un nombre pair de points
critiques dans chaque he´misphe`re CP 1 \ RP 1 et impair sinon. Il serait inte´ressant d’e´tudier
cet invariant a` l’aide de la the´orie des fractions rationnelles (un proble`me que j’avais propose´
au MSRI au printemps 2004 lors d’une se´ance de proble`mes ouverts).
De´monstration du The´ore`me 3.16 :
On poursuit la strate´gie ge´ne´rale e´nonce´e au § 1.1.2 en allongeant le cou d’une struc-
ture presque complexe ge´ne´rique jusqu’a` briser la varie´te´ en deux morceaux T ∗S2 et X \ S2.
Les courbes J-holomorphes rationnelles re´elles compte´es par χdr se brisent en courbes a` deux
e´tages interpolant r points de S2 et rX paires de points complexes conjugue´s de X \ S2. Il
est apparu au cours de la de´monstration du The´ore`me 2.1 que ces courbes a` deux e´tages sont
code´es par les arbres deux-sphe´riques de´core´s A ∈ Adr . Il s’agit donc de de´nombrer les courbes
a` deux e´tages qui sont code´es par un arbre donne´ A ∈ Adr , puis de de´nombrer les courbes J-
holomorphes rationnelles re´elles compte´es par χdr qui de´ge´ne`rent sur une courbe a` deux e´tages
donne´e. Le nombre de fac¸ons de re´partir les points complexes conjugue´s parmi les composantes
de la courbe a` deux e´tages qui se trouvent dans X \ S2 a e´te´ calcule´ dans la de´monstration
du The´ore`me 2.1 et vaut 2
P
s∈S+1
#fA(s)+
P
s∈S1\S+1
max(#fA(s)−1,0)
. Les composantes code´es par
S1 \S+1 sont rigides avec leurs conditions d’incidence, il y en a
∏
s∈S1\S+1 N
gA(s)e+k(s)f
2 (0, βA).
Puis, il y a m−1 (A) fac¸ons de choisir les orbites de Reeb prescrites de la courbe code´e par s0. Le
nombre de courbes re´elles code´es par s0 satisfaisant nos conditions d’incidence et compte´es
avec signe vaut F(r,0)(α
−
A, β
+
A ). Il y a alors m
+
1 (A) fac¸ons de choisir la manie`re de connec-
ter les courbes code´es par S+1 aux orbites de Reeb reste´es libres de la courbe code´e par s0.
Enfin, chaque sommet de S2 autre que s0 code un plan J-holomorphe de T ∗S2 asymptote
a` une orbite de Reeb simple. Il y a deux tels plans pour une structure presque complexe
ge´ne´rique J de T ∗S2 qui sont les deux releve´s du plan de T ∗RP 2 asymptote a` une orbite de
Reeb double et se compactifient en les deux droites de la quadrique complexe passant par
un point donne´. Il y a donc 2#S2−1 fac¸ons de choisir les plans code´s par les e´le´ments de S2 \
{s0}. Ceci fournit 2
P
s∈S+1
#fA(s)+
P
s∈S1\S+1
max(#fA(s)−1,0)+#S2−1
m+1 (A)m
−
1 (A)F(r,0)(α
−
A, β
+
A )∏
s∈S1\S+1 N
gA(s)e+k(s)f
2 (0, βA)
∏
s∈S+1 N
gA(s)e+k(s)f
2 (ek(ss0), β
0
A) courbes code´es par un arbre
donne´ A ∈ Adr . Or, d’apre`s le the´ore`me de recollement de the´orie symplectique des champs [1],
il y a
∏
a k(a) courbes J-holomorphes rationnelles re´elles compte´es par χ
d
r qui de´ge´ne`rent sur
une courbe a` deux e´tages donne´e. Le re´sultat de´coule a` pre´sent du fait que chaque plan code´
par S2\{s0} intersecte S2 en un point et contribue donc a` la masse des courbes J-holomorphes
rationnelles re´elles en question, d’ou` le signe (−1)#S2+1. 
Corollaire 3.18 Soit (X,ω, cX) une varie´te´ symplectomorphe a` la quadrique ellipso¨ıde
de dimension deux. On note h la classe d’une section plane re´elle de bidegre´ (1, 1). Alors,
χ2h(T ) = 2T 3 + 4T 5 + 6T 7, χ3h(T ) = 16T + 16T 2 + o(T 3), χ4h(T ) = −256T + 320T 3 + o(T 4)
et χ5h(T ) = 26880T + o(T 2).
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Remarque 3.19 Les valeurs χ4h1 , χ
4h
3 et χ
5h
1 e´nonce´es dans la Proposition 2.3 de [24] sont
incorrectes et corrige´es ici, note [24] qui fut d’ailleurs soumise en l’e´tat en janvier et non
de´cembre 2006.
De´monstration du Corollaire 3.18 :
Le calcul de χ2h(T ) de´coule imme´diatement du Lemme 3.5, puisque les seules compo-
santes de X \ L apparaissant sont des fibres. Les arbres intervenant dans la de´monstration
de ce Corollaire 3.18 sont repre´sente´s dans la Figure 3.3.1. Lorsque d = 3 et r ≤ 3, un seul
arbre de´core´ intervient. Le The´ore`me 3.10 fournit χ3h1 = 2
4F (e1, 0)N e+f (0, e1) = 16 et χ3h3 =
24F (0, e1)N e+f (e1, 0) = 16. Lorsque d = 4 et r = 1, un seul arbre deux-sphe´rique de´core´ A in-
tervient dans le calcul de χdhr . On obtient χ
4h
1 = −272F (e1, 0)N e+2f (0, 2e1) = −256, puisque
m−1 (A) = 2. L’ensemble A4h3 contient quant a` lui trois arbres deux-sphe´riques de´core´s. La
contribution du premier arbre donne´ par la Figure 3.3.1 vaut C162
4F (2e1, 0)Nf (0, e1)N e+f (0, e1) =
192 puisqu’il y a C16 fac¸ons de choisir la fonction fA ; celle du second vaut 2
52F (e2, 0)N e+2f (0, e2) =
28N e+2f (e2, 0) = 256 et celle du troisie`me −27F (0, e1)N e+2f (e1, e1) = −128, de sorte que
χ4h3 = 192+256−128 = 320. L’ensemble A5h1 contient deux arbres deux-sphe´riques de´core´s. La
contribution du premier arbre donne´ par la Figure 3.3.1 vaut 28F (e1, 0)N2e+f (0, e1) = 2893,
puisque d’apre`s le The´ore`me 6.8 de [18], N2e+f (0, e1) = 93. La contribution du deuxie`me
arbre vaut 2103F (e1, 0)N e+3f (0, 3e1) = 3072, de sorte que χ5h1 = 23808 + 3072 = 26880. 
3.4 Calculs dans l’ellipso¨ıde de dimension trois
3.4.1 Arbres trois-sphe´riques
Soient r, rX et d trois entiers naturels satisfaisant la relation 2r + 4rX = 3d, laquelle
impose que d soit pair.
De´finition 3.20 Un arbre trois-sphe´rique est un arbre connexe fini dont toutes les areˆtes
sont e´tiquete´es par des entiers strictement positifs. De plus, un tel arbre posse`de une racine
s0 et tous les sommets qui lui sont adjacents sont monovalents.
En particulier, la distance maximale d’un sommet a` s0 vaut un. On note Cr l’ensemble
des arbres trois-sphe´riques qui satisfont
4
∑
a∈A(s0)
k(a)− 2v(s0) ≤ 2r ≤ 4
∑
a∈A(s0)
k(a) + 2v(s0) et r = v(s0) mod (2),
ou` v(s) de´signe la valence d’un sommet s, A(s) l’ensemble des areˆtes adjacentes a` s et k(a)
de´signe la multiplicite´ de l’areˆte a. Notons e´galement ks la somme des multiplicite´s des areˆtes
adjacentes au sommet s et k la multiplicite´ totale de toutes les areˆtes de l’arbre. On pose
rL(s0) = 14
(
4
∑
a∈A(s0) k(a) + 2v(s0)− 2r
)
, de sorte que 0 ≤ rL(s0) ≤ v(s0). Enfin, on note S1
l’ensemble des sommets adjacents a` s0.
De´finition 3.21 Un arbre trois-sphe´rique de´core´ est un arbre trois-sphe´rique A ∈ Cr
e´quipe´ d’une partition S+1 unionsq S−1 de l’ensemble des sommets adjacents a` s0 telle que #S−1 =
rL(s0) et #S+1 = v(s0)− rL(s0). Cet arbre est de plus e´quipe´ des fonctions :
– fA : S1 → P({1, . . . , rX}) satisfaisant fA(s)∩fA(s′) = ∅ de`s que s 6= s′ et ∪s∈S1fA(s) =
{1, . . . , rX}.
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– gA : S1 → N telle que 2k + 2
∑
s∈S1 gA(s) = d et pour tout s ∈ S+1 (resp. s ∈ S−1 ),
3gA(s) + ks + 1 = 2#fA(s) + 2 (resp. 3gA(s) + ks + 1 = 2#fA(s)).
On note Cdr l’ensemble des arbres trois-sphe´riques de´core´s, c’est un ensemble fini. Soit
A ∈ Cdr , on pose m+1 (A) le nombre d’injections φ : {s ∈ S+1 | fA(s) 6= ∅} → A+(s0) satisfaisant
k(φ(s)) = k(ss0) pour tous les sommets s ∈ S+1 . On pose alors
mult(A) = 2
P
s∈S+1
#fA(s)+
P
s∈S−1
max(#fA(s)−1,0)
m+1 (A)
∏
a
k(a),
c’est la multiplicite´ de l’arbre trois-sphe´rique A ∈ Cdr .
3.4.2 Relation avec l’invariant relatif
Soit Y la varie´te´ re´gle´e P (OQ(1, 1) ⊕OQ) sur la quadrique de dimension deux Q et f la
classe d’une fibre de Y . E´tant donne´s a, b, c ∈ N et α, β des suites d’entiers positifs, on note
N
(a,b)+cf
3 (α, β) le nombre de courbes rationnelles de Y , homologues a` (a, b)+cf , ayant αi+βi
points de tangence d’ordre i avec la section exceptionnelle P (OQ) de Y parmi lesquels αi sont
prescrits et qui passent par le nombre ade´quat de points fixe´s.
The´ore`me 3.22 Soient (X,ω, cX) une varie´te´ symplectomorphe a` la quadrique ellipso¨ıde
de dimension trois et r, rX , d ∈ N satisfaisant la relation 2r + 4rX = 3d. Alors,
χdr =
∑
A∈Cdr
mult(A)F(r,0)(α
−
A, β
+
A )
∏
s∈S−1
∑
a+b=gA(s)
N
(a,b)+ksf
3 (0, eks)
∏
s∈S+1
∑
a+b=gA(s)
N
(a,b)+ksf
3 (eks , 0),
ou` (α−A)i (resp. (β
+
A )i) vaut le nombre d’areˆtes de multiplicite´ i reliant S
−
1 (resp. S
+
1 ) a` s0
et F(r,0)(α
−
A, β
+
A ) de´signe l’invariant de´fini dans le fibre´ cotangent de la sphe`re de dimension
trois au §3.1.2.
De´monstration :
On poursuit la strate´gie ge´ne´rale e´nonce´e au § 1.1.2 en allongeant le cou d’une structure
presque complexe ge´ne´rique jusqu’a` briser la varie´te´ en deux morceaux T ∗S3 et X \ S3. Les
courbes J-holomorphes rationnelles re´elles compte´es par χdr se brisent en courbes a` deux
e´tages interpolant r points de S3 et rX paires de points complexes conjugue´s de X \ S3. Il
est apparu au cours de la de´monstration du The´ore`me 2.2 que ces courbes a` deux e´tages sont
code´es par les arbres trois-sphe´riques de´core´s A ∈ Cdr . Il s’agit donc de de´nombrer les courbes
a` deux e´tages qui sont code´es par un arbre donne´ A ∈ Cdr , puis de de´nombrer les courbes J-
holomorphes rationnelles re´elles compte´es par χdr qui de´ge´ne`rent sur une courbe a` deux e´tages
donne´e. Le nombre de fac¸ons de re´partir les points complexes conjugue´s parmi les composantes
de la courbe a` deux e´tages qui se trouvent dans X \S3 a e´te´ calcule´ dans la de´monstration du
The´ore`me 2.2 et vaut 2
P
s∈S+1
#fA(s)+
P
s∈S−1
max(#fA(s)−1,0)
. Les composantes code´es par S−1
sont rigides avec leurs conditions d’incidence, il y en a
∏
s∈S−1
∑
a+b=gA(s)
N
(a,b)+ksf
3 (0, ks). Le
nombre de courbes re´elles code´es par s0 satisfaisant nos conditions d’incidence et compte´es
avec signe vaut F(r,0)(α
−
A, β
+
A ). Il y a alors m
+
1 (A) fac¸ons de choisir la manie`re de connecter les
courbes code´es par S+1 aux orbites de Reeb reste´es libres de la courbe code´e par s0. Ceci fournit
2
P
s∈S+1
#fA(s)+
P
s∈S−1
max(#fA(s)−1,0)
m+1 (A)F(r,0)(α
−
A, β
+
A )
∏
s∈S−1
∑
a+b=gA(s)
N
(a,b)+ksf
3 (0, ks)
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∏
s∈S+1
∑
a+b=gA(s)
N
(a,b)+ksf
3 (ks, 0) courbes code´es par un arbre donne´ A ∈ Cdr . Or, d’apre`s
le the´ore`me de recollement de the´orie symplectique des champs [1], il y a
∏
a k(a) courbes
J-holomorphes rationnelles re´elles compte´es par χdr qui de´ge´ne`rent sur une courbe a` deux
e´tages donne´e. Le re´sultat en de´coule. 
Corollaire 3.23 Soit (X,ω, cX) une varie´te´ symplectomorphe a` la quadrique ellipso¨ıde
de dimension trois. Alors, χ21 = −1, χ61 = 0 et χ101 = −896.
Remarque 3.24 L’invariant χ4k0 , k ∈ N, n’est pas de´fini. Toutefois, d’apre`s le The´ore`me 1.7,
lorsque les points complexes conjugue´s sont suffisamment proches d’une section hyperplane
re´elle disjointe du lieu re´el de X, il n’y a aucune courbe rationnelle re´elle ayant une partie
re´elle non-vide qui satisfait nos conditions d’incidence. Remarquons aussi que l’invariant de´fini
dans [22], [20] a e´te´ e´tendu aux varie´te´s symplectiques re´elles de dimension six non fortement
semi-positives dans [17] (voir aussi [3]) et calcule´ dans le cas des quintiques re´elles de CP 4
dans [14].
De´monstration du Corollaire 3.23 :
Il n’y a qu’une seule section plane de X qui passe par trois points. De plus, l’e´tat spinoriel
de cette conique vaut −1, de sorte que χ21 = −1. En effet, l’e´tat spinoriel d’une conique dans
une quadrique de dimension deux vaut −1 et le fibre´ normal d’une section hyperplane re´elle
de X est trivial en restriction a` sa partie re´elle. L’annulation de χ61 tient au fait qu’il n’y a
pas de courbe rationnelle de bidegre´ (a, b) qui passe par quatre points dans la quadrique de
dimension deux. Enfin, l’ensemble C101 ne contient qu’un seul arbre qui n’a que deux sommets,
est de multiplicite´ 26, pour lequel S+1 est vide et F (α
−
A, β
+
A ) = −1 d’apre`s ce qui pre´ce`de. Par
sept point de la quadrique Q de dimension deux, il passe douze courbes rationnelles de bidegre´
(2, 2), une courbe de bidegre´ (3, 1) et une de bidegre´ (1, 3). La restriction du re´glage Y → Q
a` ces courbes est isomorphe a` la surface re´gle´e rationnelle de degre´ quatre Σ4. Par sept points
de Σ4, il ne passe qu’une seule courbe rationnelle homologue a` e + f . On en de´duit que
N
(3,1)+f
3 (0, e1) = N
(1,3)+f
3 (0, e1) = 1 et N
(2,2)+f
3 (0, e1) = 12. D’ou` χ
10
1 = −896. 
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